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Abstract—Traffic prediction is an important and yet highly challenging problem due to the complexity and constantly changing nature of traffic systems. To address the challenges, we propose a graph and attentive multi-path convolutional network (GAMCN) model to predict traffic conditions such as traffic speed across a given road network into the future. Our model focuses on the spatial and temporal factors that impact traffic conditions. To model the spatial factors, we propose a variant of the graph convolutional network (GCN) named LPGCN to embed road network graph vertices into a latent space, where vertices with correlated traffic conditions are close to each other. To model the temporal factors, we use a multi-path convolutional neural network (CNN) to learn the joint impact of different combinations of past traffic conditions on the future traffic conditions. Such a joint impact is further modulated by an attention mechanism that encodes the periodic patterns of traffic conditions. We evaluate our model on real-world road networks and traffic data. The experimental results show that our model outperforms state-of-art traffic prediction models by up to 18.9% in terms of prediction errors and 23.4% in terms of prediction efficiency.
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1 INTRODUCTION

Traffic prediction aims to predict the traffic conditions (e.g., traffic speed and volume) into the future given a road network and historical traffic condition observations (e.g., recorded via sensors). It plays an important role in many real-world applications. For example, traffic prediction can help offer more accurate travel time predictions of different routes, such that travelers can make effective informed decisions in route planning. As another example, accurate traffic prediction can help traffic management systems make effective informed decisions (e.g., to open or close certain lanes) to reduce traffic congestion [1].

Traffic prediction is a challenging due to the highly complex nature of traffic systems and many impacting factors. In this paper, we focus on the spatial and temporal factors. From the spatial perspective, intuitively, points nearby in a road network are more likely to share similar traffic patterns. However, this is not always the case. To showcase this observation, we collect the (District 4) traffic speed data recorded by 400 sensors between 1st of December 2020 and 31st of January 2021 at 5-minute interval from the Caltrans Performance Measurement System (PeMS, https://pems.dot.ca.gov). There are a total of 17,856 time intervals (i.e., 12 intervals per hour × 24 hours per day × 62 days). For every time interval, we calculate the speed difference between every pair of vertices. These speed difference between every vertex is close to each other, e.g., 26.82%, 26.93%, 26.94%, and 19.31% of the vertex pairs with a speed difference of less than 1 km/h, 1 to 5 km/h, 5 to 10 km/h, 10 to 20 km/h, and greater than or equal to 20 km/h, respectively. For the vertex pairs in each speed difference category, we further calculate the (road network) distance between the two vertices in each pair. Fig. 1a reports the percentage of vertex pairs of different distances. We see that, vertex pairs with a small speed difference are not necessarily close to each other, e.g., 26.82%, 26.93%, 26.94%, and 19.31% of the vertex pairs with a speed difference of less than 1 km/h have a distance of less than 5 km, 5 to 10 km, 10 to 15 km, and greater than or equal to 15 km, respectively. Note that the maximum pairwise vertex distance is 26.6 km. The vertices with a small speed difference (i.e., < 1 km/h) but a large distance (e.g., ≥ 10 km, representing 18.18% × (26.94%+19.31%) = 8.41% of all vertex pairs) may be missed by existing models [2], [3], [4] that use graph convolutional networks (GCNs) directly, which focus on nearby vertices in a road network graph.

From the temporal perspective, traffic conditions at different points in a road network may change differently with time. In Fig. 1b, we further report the percentage of vertices with different speed changes accumulated in an hour: 31.06%, 38.99%, and 7.36% of the vertices have accumulated less than 10%, 10% to 20%, and more than 50% changes in the speed, respectively. To uncover such different changing patterns, it is critical to learn the joint impact of past traffic conditions on the future traffic conditions for each point. Recurrent neural networks (RNN) have been used to model such temporal correlations [2], [3], [5], [6], which have

Manuscript received 7 June 2021; revised 25 Mar. 2022; accepted 22 May 2022. Date of publication 2 June 2022; date of current version 5 June 2023.

* Jianzhong Qi, Zhuowei Zhao, Egemen Tanin, and Tingru Cui are with the School of Computing and Information Systems, University of Melbourne, Victoria 3010, Australia. E-mail: {jianzhong.qi, zhuowei.zhao, etanin, tingru.cui}@unimelb.edu.au.
** Neema Nassir and Majid Sarvi are with the Department of Infrastructure Engineering, University of Melbourne, Victoria 3010, Australia. E-mail: {neema.nassir, majid.sarvi}@unimelb.edu.au.

Recommended for acceptance by E. Chen.

Digital Object Identifier no. 10.1109/TKDE.2022.3179646

Performance Measurement System (PeMS, https://pems.dot.ca.gov). There are a total of 17,856 time intervals (i.e., 12 intervals per hour × 24 hours per day × 62 days). For every time interval, we calculate the speed difference between every pair of vertices. There are 18.18%, 49.54%, 18.72%, 7.01%, and 6.55% of the vertex pairs with a speed difference of less than 1 km/h, 1 to 5 km/h, 5 to 10 km/h, 10 to 20 km/h, and greater than or equal to 20 km/h, respectively. For the vertex pairs in each speed difference category, we further calculate the (road network) distance between the two vertices in each pair. Fig. 1a reports the percentage of vertex pairs of different distances. We see that, vertex pairs with a small speed difference are not necessarily close to each other, e.g., 26.82%, 26.93%, 26.94%, and 19.31% of the vertex pairs with a speed difference of less than 1 km/h have a distance of less than 5 km, 5 to 10 km, 10 to 15 km, and greater than or equal to 15 km, respectively. Note that the maximum pairwise vertex distance is 26.6 km. The vertices with a small speed difference (i.e., < 1 km/h) but a large distance (e.g., ≥ 10 km, representing 18.18% × (26.94%+19.31%) = 8.41% of all vertex pairs) may be missed by existing models [2], [3], [4] that use graph convolutional networks (GCNs) directly, which focus on nearby vertices in a road network graph.

From the temporal perspective, traffic conditions at different points in a road network may change differently with time. In Fig. 1b, we further report the percentage of vertices with different speed changes accumulated in an hour: 31.06%, 38.99%, and 7.36% of the vertices have accumulated less than 10%, 10% to 20%, and more than 50% changes in the speed, respectively. To uncover such different changing patterns, it is critical to learn the joint impact of past traffic conditions on the future traffic conditions for each point. Recurrent neural networks (RNN) have been used to model such temporal correlations [2], [3], [5], [6], which have
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From the temporal perspective, traffic conditions at different points in a road network may change differently with time. In Fig. 1b, we further report the percentage of vertices with different speed changes accumulated in an hour: 31.06%, 38.99%, and 7.36% of the vertices have accumulated less than 10%, 10% to 20%, and more than 50% changes in the speed, respectively. To uncover such different changing patterns, it is critical to learn the joint impact of past traffic conditions on the future traffic conditions for each point. Recurrent neural networks (RNN) have been used to model such temporal correlations [2], [3], [5], [6], which have
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learnable point-wise mutual information (PMD) matrix. This 
matrix is learned together with the vertex embeddings. When it is learned, a larger matrix element indicates a pair of 
vertices with more similar traffic conditions, i.e., a stronger 
connection in a latent (spatial correlation) space. The 
matrix can be used together with a graph adjacency matrix 
for spatial correlation modeling, or on its own to model the 
(latent) vertex connectivity when the adjacency matrix is 
unavailable. This makes our model applicable to scenarios 
where adjacency matrices are unavailable.

GAMCN learns the temporal correlations via a GCN vari-
ant named LPGCN that we design to model the latent con-
nectivity among the vertices in a road network graph using a learnable point-wise mutual information (PMD) matrix. This 
matrix is learned together with the vertex embeddings. When it is learned, a larger matrix element indicates a pair of 
vertices with more similar traffic conditions, i.e., a stronger 
connection in a latent (spatial correlation) space. The 
matrix can be used together with a graph adjacency matrix 
for spatial correlation modeling, or on its own to model the 
(latent) vertex connectivity when the adjacency matrix is 
unavailable. This makes our model applicable to scenarios 
where adjacency matrices are unavailable.

To better model the spatial and temporal correlations for higher prediction accuracy, we propose a graph and attentive multi-path convolutional network (GAMCN) model that takes the traffic conditions at points in a road network (which are modeled as vertices in a graph) in the past \( p \) time points as the input and predicts the traffic conditions for \( q \) time points into the future, where \( p \) and \( q \) are system parameters deter-
med by application requirements.

GAMCN learns the spatial correlations via a GCN vari-
ant named LPGCN that we design to model the latent con-
nectivity among the vertices in a road network graph using a learnable point-wise mutual information (PMD) matrix. This 
matrix is learned together with the vertex embeddings. When it is learned, a larger matrix element indicates a pair of 
vertices with more similar traffic conditions, i.e., a stronger 
connection in a latent (spatial correlation) space. The 
matrix can be used together with a graph adjacency matrix 
for spatial correlation modeling, or on its own to model the 
(latent) vertex connectivity when the adjacency matrix is 
unavailable. This makes our model applicable to scenarios 
where adjacency matrices are unavailable.

GAMCN learns the temporal correlations via multiple 1-
dimensional (1-D) CNNs (i.e., a multi-path CNN) to learn the 
joint impact of past traffic observations. Such a joint impact 
is further modulated by an attention generated from the pre-
diction time, i.e., the time for which the traffic conditions are 
to be predicted. To encode the periodicity of traffic conditions, we use one-hot embeddings to represent the time of day and the day of week of the prediction time.

We use a multi-path CNN because the traffic condition to be predicted may be impacted by traffic observations from different combinations of past time points. For example, the average traffic speed of the past hour may be a robust estimate for the traffic speed in the next 15 minutes in non-peak hours, while the average traffic speed of the past 5 minutes may be a more accurate estimate when a peak hour has just started. Our multi-path CNN has a different kernel size for each path. Thus, each path learns the impact of a different past time combination. The importance of the output from different CNN paths may vary at different prediction times (e.g., peak hour versus non-peak hour). Our attention mechan-
ism helps learn such varying importance weights given different input prediction times. Our model design differs from existing models that use CNNs with attention net-
works: (1) The AttConv model [8] takes the output of an 
attention computation to modify the input of a CNN, while we compute attention on the output of multiple CNN paths to aggregate them. (2) The SKNets model [9] computes attention weights from intermediate output of a multi-path 
CNN, while the attention in our model comes from outside 
the multi-path CNN (i.e., the time information). (3) The 
attentive group equivariant convolutional network [10] uses two 
CNN groups on the same input, where one group yields the 
attention and the other yields the signals, while all our 
CNN paths are used to yield the signals, and the attention 
comes from the time information as mentioned above.

In summary, we make the following contributions:

- We propose a novel deep neural network model named GAMCN to predict future traffic conditions (e.g., for an hour ahead of time).
- To model the (spatial) correlations of traffic condi-
tions at different vertices in a road network graph, we propose a GCN-based model named LPGCN that learns a transition matrix to encode the latent traffic pattern correlations among the vertices. This learned matrix can be used either together with a graph adjacency matrix or to replace the adjacency matrix, which enables our model to be used for applications even without knowing the adjacency matrices.
- To model the (temporal) correlations of traffic condi-
tions at different time points, we propose to learn the 
joint impact of traffic conditions observed at different 
combinations of past time points, using a multi-
path CNN. Each CNN path focuses on a different 
combination. The learned joint impact is further 
modulated by an attention mechanism using an 
embedding of the traffic prediction time, to reflect 
the periodic patterns of traffic conditions.
- We run experiments on real-world road networks and 
traffic data. The results show that: (1) GAMCN 
outperforms the state-of-art traffic prediction models by 
up to 18.9% in prediction errors and 23.4% in pre-
diction efficiency; (2) GAMCN can be easily com-
bined with a generative adversarial network to make 
predictions that are not only highly accurate but also 
share a similar distribution with the ground truth.

## 2 Related Work

We review both traditional and recent deep learning-based 
methods for traffic prediction.

### 2.1 Traditional Methods

Traditional studies on traffic prediction use statistical or classic machine learning methods. For example, a series of 
studies [11], [12], [13] use autoregressive integrated moving
average (ARIMA) to model the temporal correlations among traffic conditions at different times. Williams and Hoel [11] first analyze the performance of seasonal ARIMA on traffic flow prediction. They compare ARIMA with *random walk, historical average, and deviation from historical average* and show that seasonal ARIMA yields the best performance. Shekhar and Williams [12] propose an adaptive ARIMA model with dynamical filters that update the parameters as new data is arriving, for short-term traffic flow prediction. Li et al. [13] improve ARIMA by considering both the nearest historical data and the periodic data (such as data from a week ago) to predict taxi demands. Such methods ignore the spatial correlations, and they may suffer in the prediction accuracy for complex road networks where the traffic conditions at different places may be correlated.

Classic machine learning methods such as regression models [14] have been used to predict traffic based on human engineered features, such as orders placed by passengers, drivers' trajectories, points of interest (POI), and weather. Such methods require extensive human efforts in feature engineering and training data preparation. Gaussian process models have also been used [15], [16], which consider both the spatial and the temporal correlations. They yield accurate traffic predictions, but their scalability is an issue due to the high computational costs of Gaussian process.

### 2.2 Deep Learning-Based Methods

Recently, deep learning models have been introduced to traffic prediction and have shown promising results. A variety of deep neural networks are used to model the spatial and temporal correlations of traffic conditions.

**Spatial Correlation Modeling.** Convolutional neural networks (CNN) are often used to model the spatial features for traffic prediction. For example, 2-dimensional (2-D) CNN models are proposed to learn spatial features in an euclidean space [17], [18], [19]. The intuition is that traffic conditions at nearby locations are correlated, while CNN models are effective to model such correlations. Ma et al. [17] convert traffic speed on different roads at different time slots into an “image” (i.e., a matrix) and applied a CNN on the matrix for traffic speed prediction. Zhang et al. [18] apply three CNNs to learn from traffic data collected at most recent times, less recent times, and distant times, respectively. They then fuse the output of these CNNs to produce the final traffic prediction. Zhang et al. [19] follow a similar idea and add extra features (weather and holidays) into the fusion. Wu and Tan [20] combine a 1-D CNN for spatial correlation learning with long short-term memory (LSTM) networks for temporal correlation learning.

Later studies consider the constraints on traffic movement patterns imposed by the underlying road networks. For example, traffic conditions on both sides of a river without a bridge may vary substantially. To model such constraints, Lv et al. [21] embed the road network topology into CNN (i.e., the *look-up convolution*) by constructing filters based on road segment connectivity. Graph convolutional networks (GCN) are often used [2], [4], [22], [23], [24], [25], as road networks can be easily represented by graphs, and GCNs are highly effective for graph prediction problems. In GCNs, the feature signals (e.g., traffic speed values) are propagated among graph vertices based on their adjacency matrix. In the simplest form, the features of a vertex only affect the immediate neighbors of . The *diffusion graph convolutional network* (DGCN) [3] replaces the adjacency matrix with a -hop transition matrix in GCN. This model considers how the feature signals are propagated in hops, which can better model the impact among vertices that are not directly connected. Wu et al. [7] propose a model named *Graph WaveNet* that uses a learnable *adaptive adjacency matrix* for GCNs when the adjacency matrix is unknown. They initialize two matrices and with random values to represent the embeddings of vertices in a road network (which will be updated during training). The adaptive adjacency matrix is then defined as . Here, denotes the ReLU activation function, while denotes the function which rescales the output of the calculation into range . The learned matrix can be seen as a normalized adjacency matrix. In Graph WaveNet, the learnable adaptive adjacency matrix may be used on its own or together with DGCN if an adjacency matrix is given. A similar idea is used by AGCRN [23] for adjacency matrix learning, which further exploits this technique to improve GCN parameter learning efficiency. STSGCN [24] and STF-GNN [25] construct spatio-temporal graphs using traffic observations of a few consecutive time points and use GCN on such graphs to learn spatial and temporal correlations.

Other recent studies [1], [26] use the *attention mechanism* [27]. The intuition is to learn the traffic condition at a target vertex as a weighted sum of those at the rest of the vertices. Spatial-temporal graph attention networks (ST-GAT) [26] generate attention with input traffic conditions alone, while the graph multi-attention network (GMAN) [1] generates attention with input traffic conditions, road network embeddings, and time embeddings. The road network embeddings are learned in advance using node2vec [28], while the time embeddings are one-hot vectors. GMAN yields the state-of-the-art traffic speed prediction accuracy. We compare with this model empirically in Section 4.

**Temporal Correlation Modeling.** CNN models have also been used to model the impact of nearby time points. For example, studies [4], [7] apply CNNs with a gated mechanism to learn the impact of the traffic conditions of past time points. They use two CNNs with different activation functions, *sigmoid* and *tanh*. The output of both CNNs is multiplied, such that the sigmoid CNN re-scales its output to range and works as a gate to control the strength of the signals from the tanh CNN that go through the gate. Unlike CNNs for spatial modeling, CNNs for temporal modeling are usually 1-D CNNs, i.e., only the time dimension is considered.

**Recurrent neural networks (RNN)** [2], *gated recurrent unit* (GRU) [3], [6], [23], and LSTM [5] are also often used for temporal correlation modeling. These models are proposed for sequence learning problems, to which traffic prediction belongs. They take a sequence (e.g., traffic speed values for a few past time points) as the input and predict the observation of the next time point or next few time points. For example, Geng et al. [2] propose a contextual gated recurrent neural network (CGRNN) that first weights the traffic data at
a time point with a gated mechanism based on the related vertices of a target vertex and then applies an RNN to learn the temporal correlation. Li et al. [5] propose CE-LSTM that learns from multi-source input data with an LSTM, which aims to retain more information from a longer input sequence than RNNs do. GRU has a simpler structure than LSTM and has also been shown to be effective for temporal correlation modeling [3], [6], [23].

Attention networks [1], [29] have also been used in temporal correlation modeling. Similar to that in spatial correlation modeling, the attention mechanism can learn the traffic condition at a target time point as a weighted sum of those at other (past) time points.

RNN models, including its improved versions LSTM and GRU, have recursive structures which are expensive to train. In addition, sequence-to-sequence models based on them make predictions for one time point after another, which is prone to error propagation and long prediction times (when marking predictions for many time points ahead). In comparison, both CNN and attention networks have higher computation efficiency. Attention networks have shown both high efficiency and prediction accuracy [1]. They can also be used together with GCN [22] or LSTM [26]. In our GAMCN model, we use the attention mechanism with CNNs to model the temporal correlations.

A related problem is travel demand prediction (e.g., for taxi or ride-hailing services [30], [31]), where recent travel demand records at a set of locations (or regions) are used to predict the travel demand for those locations in the near future. Spatio-temporal correlations also play an important role for this problem, and the techniques above such as graph neural networks, RNNs, and attention networks have been used for the problem. For future work, we plan to extend our GAMCN model for solving this problem.

Generative Adversarial Networks. Recently, studies have applied generative adversarial networks (GAN) for spatio-temporal data generation (e.g., to make predictions or fill in missing data). The basic idea is to use models similar to those described above as a generator to generate spatio-temporal data and a discriminator to reduce the difference in the distribution between the generated data and the real data. For example, Zhang et al. [32] propose a TrafficGAN model for traffic prediction. Both their generator and discriminator use CNN and LSTM to model spatial and temporal correlations. Several studies [33], [34], [35] propose RNN based GAN structures for trajectory data prediction, while another series of studies [36], [37], [38] propose GAN models for link predictions and graph representation learning. For example, GCN-GAN [38] combines GCN and LSTM with GAN to predict dynamically weighted links in graphs. Overall, GAN-based models have shown promising results for spatio-temporal data generation. However, as a recent survey points out, the adoption of GANs for spatio-temporal data is still in its infancy [39]. In Section 4.5, we will extend our model and study its applicability with GANs to further improve the quality of traffic predictions.

3 PROPOSED MODEL

We consider a road network $G = (V, E)$, where $V$ denotes a set of vertices (e.g., traffic sensors) and $E$ denotes a set of edges which represent the spatial connectivity (and distance) among the vertices.

Given historical traffic condition data (e.g., traffic speed values) at $V$ in the past $p$ time points, denoted as $X = (X_{t_1}, X_{t_2}, \ldots, X_{t_p})$, we aim to predict the traffic conditions at $V$ for the next $q$ time points, denoted as $X_{t_{p+1}}, X_{t_{p+2}}, \ldots, X_{t_{p+q}}$. Here, both $p$ and $q$ are system parameters. In $X_{t_i} \in \mathbb{R}^{|V| \times c}$, each row has $c$ columns representing $c$ traffic conditions of interest such as speed, volume, etc. Each element can be used to represent a singular traffic condition value observed at a vertex at a single time point $t_i$, or an aggregate traffic condition value observed at a vertex over a period of time $[t_{i-1}, t_i]$ (e.g., the total traffic volume or average traffic speed). Thus, our proposed model can be applied for traffic prediction under both settings.

3.1 Model Overview

To predict traffic conditions effectively and efficiently, we propose a model that learns the spatial and temporal correlations of traffic conditions at different places and time. Our model contains a variant of the GCN named LPGCN for spatial correlation modeling and a multi-path CNN structure together with an attentive mechanism for temporal correlation modeling. Thus, we name our model the graph and attentive multi-path convolutional network (GAMCN).

As shown in Fig. 2a, GAMCN takes a series of traffic data at all vertices of $G$ as the input. For the traffic data at each time point, $X_{t_i}$, GAMCN first uses a feedforward network with linear layers to map the traffic values to a higher dimensional latent space to enhance their representation capability (we use two layers of 10 and 100 nodes in our experiments). The output of the mapping, denoted as $X'_{t_i} \in \mathbb{R}^{|V| \times d}$, is a $|V| \times d$ matrix where $d$ is the dimensionality of the latent space ($d = 100$ in our experiments). The output matrices of time $t_1$ to time $t_p$ go through two separate modules, i.e., the spatial correlation and the temporal correlation modules, to learn the correlations of the traffic data:

1) In the spatial correlation module (Fig. 2b): Each matrix $X'_{t_i}$ is fed into a GCN variant named LPGCN that we propose to learn the spatial correlations of the traffic conditions among the vertices (Section 3.2).
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2) In the temporal correlation module (Fig. 2c), the matrices of different time points together are fed into \( p - 1 \)-dimensional CNNs (i.e., a multi-path CNN) to aggregate the historical observations at different time points. Each different CNN focuses on aggregating traffic data embeddings of a different time point combination. The output of all CNNs are concatenated to preserve the correlations of the traffic conditions of different time combinations. The concatenated output is then weighted by an attention generated based on the prediction time \( t_{p+1} \) (\( i \in [1, q] \)) (Section 3.3).

The output of LPGCN and the temporal correlation module are fused with a gated fusion mechanism. The fused output is then fed into linear layers to generate the final traffic condition prediction (Section 3.4).

For model training, we use mean square error (MSE) as our loss function \( \mathcal{L} \):

\[
\mathcal{L} = \mathbb{E}_X \left[ \frac{1}{q \cdot |V|} \sum_{t_{p+1}} \sum_{v \in \mathcal{V}} \left( \hat{x}_{t_{p+1}}(v) - x_{t_{p+1}}(v) \right)^2 \right]
\]

Here, \( X \) denotes the distribution of traffic condition data over time, \( x_{t_{p+1}}(v) \) denotes the ground truth value of traffic condition \( j \) at vertex \( v \) and time \( t_{p+1} \), while \( \hat{x}_{t_{p+1}}(v) \) denotes the corresponding model predicted value.

### 3.2 Spatial Correlation Modeling

Motivated by the strong performance of GCNs on general graph prediction problems, we design a GCN variant named LPGCN that is specialized for modeling the spatial correlations among the traffic conditions of different vertices in a road network graph.

**Limitations of Standard GCN for Traffic Prediction.** The basic idea of GCN is to compute a graph-structure-based convolution \( \text{Conv}^{(b)}(X) \) to aggregate the information stored with the graph vertices:

\[
\text{Conv}^{(b)}(X) = Z^{(b)} = \sigma(\tilde{D}^{-1/2} A \tilde{D}^{-1/2} Z^{(h-1)} W^{(b)})
\]

Here, \( b \) denotes a convolution layer number. As \( h \) gets larger, the convolution computation output \( Z^{(h)} \) preserves higher-order relationships in the graph. Input \( X \) is a matrix of vertex features, e.g., \( X_{t} \) (i.e., the traffic information at time \( t \)), and \( Z^{(0)} = X \). Matrix \( \tilde{A} = A + I_{|V|} \) where \( I_{|V|} \in \mathbb{R}^{|V| \times |V|} \) is the identity matrix, \( A \in \mathbb{R}^{|V| \times |V|} \) is the adjacency matrix, and \( \tilde{D} \) is a diagonal matrix (\( \tilde{D}_{i,i} = \sum_j A_{i,j} \)). Thus, \( \tilde{D}^{-1/2} A \tilde{D}^{-1/2} \) is a normalized adjacency matrix. Matrix \( W^{(b)} \in \mathbb{R}^{d \times d} \) contains parameters which are learned by the network. Function \( \sigma(\cdot) \) is the activation function (e.g., sigmoid or ReLU).

The adjacency matrix \( A \) in Equation 2 enables the (traffic condition) information of a vertex to be passed to its neighbors, while matrix \( W \) learns the impact (i.e., weight) of the information from the neighbors. Computing Equation 2 for \( h \) layers, we can learn the spatial correlations of the traffic conditions among \( h \)-hop neighboring vertices.

Determining the optimal value of \( h \) for traffic prediction is difficult. Traffic patterns may be correlated among not only places nearby but also places far away as shown in Fig. 1a. A small \( h \) value only learns the correlation among vertices nearby, while a large \( h \) value may produce highly aggregated \( Z^{(h)} \) and lose the lower-order relationships.

**LPGCN.** To address the limitations above, we follow a previous model PGCN [40] and replace matrix \( A \) with another matrix to represent the connection between more than just the immediate neighbors. PGCN replaces \( A \) with a matrix \( P \) to represent the vertex connectivity based on shared random walk paths over the vertices. This results in the following convolution computation:

\[
\text{Conv}^{(b)}_{\text{LPGCN}}(X) = Z^{(b)} = \sigma(D^{-1/2} P D^{-1/2} Z^{(h-1)} W^{(b)})
\]

Here, a diagonal matrix \( D (D_{i,i} = \sum_j P_{i,j}) \) is used for normalization, while the other symbols have the same meanings as those in Equation 2. Matrix \( P \) is calculated as the point-wise mutual information (PMI) matrix in the PGCN:

\[
P_{i,j} = \max \left\{ \log \frac{\beta_{i,j}}{\beta_{i,*} \beta_{*,j}}, 0 \right\}
\]

\[
\beta_{i,j} = \frac{F_{i,j}}{\sum_{i,j} F_{i,j}}, \quad \beta_{i,*} = \frac{\sum_{i} F_{i,j}}{\sum_{i,j} F_{i,j}}, \quad \beta_{*,j} = \frac{\sum_{i,j} F_{i,j}}{\sum_{i,j} F_{i,j}}
\]

where \( F_{i,j} \) is the frequency of vertex \( v_i \) falling on random walk paths starting from vertex \( v_j \).

Since \( F \) is constrained by the graph structure (i.e., the transition matrix) and the parameters (path length and number of walks per vertex) of random walks, \( P \) may still fail to capture the correlations for some vertices. Vertex \( v_i \) far away from vertex \( v_j \) may not be reached by any random walks starting from \( v_j \), and hence \( F_{i,j} = 0 \).

To address the limitations of PGCN, we propose to replace \( F \) with a learned matrix \( \hat{F} \). We initialize \( \hat{F} \) with random integer values in \([0, |V|]\). This matrix is later learned in the model training phase to encode the latent connectivity (i.e., spatial correlations) among the vertices. In this way, the spatial correlations learned are not limited to just among vertices connected directly in the graph, but also cover these in a larger distance. This leads to smaller traffic prediction errors as shown in our experimental results (Section 4.3). Since our model uses a learned PMI matrix \( \hat{P} \) (calculated by replacing \( F \) with \( \hat{F} \) in Equation 4), we call it LPGCN. The convolution computation of LPGCN is:

\[
\text{Conv}^{(b)}_{\text{LPGCN}}(X) = Z^{(b)} = \sigma(\hat{P} Z^{(h-1)} W^{(b)})
\]

Here, we do not need matrix \( D \) any more because the normalization is captured by the learned matrix \( \hat{P} \) implicitly.

When adjacency matrices are available, we combine our convolution layer with a diffusion convolution layer which has been shown to be effective for traffic prediction [3]. The combined LPGCN convolution layer becomes:

\[
\text{Conv}^{(b)}_{\text{LPGCN}}(X) = Z^{(b)} = \sigma(S + \hat{P} Z^{(h-1)} W^{(b)})
\]

\[
S = \sum_{j=0}^{\infty} \left( Q_{j} Z^{(h-1)} W_{j}^{(b)} + Q_{b} Z^{(h-1)} W_{b}^{(b)} \right)
\]

Here, \( Q_{j} = A / \sum_{i,j} A_{i,j} \) and \( Q_{b} = A^{T} / \sum_{i,j} A_{i,j}^{T} \) are the forward and backward transition matrices of a directed graph (only one transition matrix is used for undirected graphs). Matrices \( Q_{j} \) (e.g., \( Q_{j}^{t} = Q_{j} \cdot Q_{t} \)) and \( Q_{b} \) contain the \( i \)-hop
transition probabilities between the vertices. Intuitively, \( S \) captures correlations among neighbors within \( K \)-hops in each convolution layer, where \( W^A_k \) and \( W^B_k \) are the parameter matrices to be learned. Using \( S \) strengthens LPGCN in capturing the spatial correlations among close neighbors, while \( \hat{P} \) can focus more on distant vertex pairs.

### 3.3 Temporal Correlation Modeling

Next, we learn the temporal correlation of the traffic data from different time points.

Recall that the mapping output of the linear layers over the input traffic data \( X_{t_1}, X_{t_2}, \ldots, X_{t_p} \) is \( X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p} \). To learn the temporal correlations among these matrices, ideally we shall examine the joint impact of all possible combinations of these matrices on a matrix \( X'_{p+1} \) to be predicted. Given \( p \) input matrices, there are a total of \( 2^p \) combinations, which will be too expensive to compute as \( p \) becomes large. For computation efficiency, we focus on combinations of matrices adjacent in time.

#### Multi-Path Temporal Convolution

We feed the matrices \( X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p} \) into \( p-1 \) 1-dimension CNNs (i.e., a multi-path CNN) with increasing kernel sizes (i.e., 2, 3, \ldots, \( p \)) and stride size 1 separately. Using a 1-dimension CNN with kernel size \( j \) (denoted by \( C_{nj} \)), we aggregate every \( j \) matrices adjacent in the list \( X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p} \) to learn their combined temporal impact, which yields a sequence of \( p-j+1 \) matrices, denoted by \( X_{p,1}, X_{p,2}, \ldots, X_{p,p-j+1} \). For \( j \in [2, p] \):

\[
\begin{align*}
X_{p,1} &= C_{n1}(X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p}) \\
X_{p,2} &= C_{n2}(X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p}) \\
&\vdots \\
X_{p,p-j+1} &= C_{np}(X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p})
\end{align*}
\]

Here, every output matrix \( X_{p,j} \in \mathbb{R}^{[V] \times d} \).

We use all these output matrices to predict the traffic conditions at \( t_{p+1}, t_{p+2}, \ldots, t_{p+n} \) in parallel instead from one time point to another. This way, we reduce the computation time while avoiding the error propagation issue caused by using prediction results of the immediate future for predicting further into the future.

We concatenate these matrices (and \( X'_{t_1}, X'_{t_2}, \ldots, X'_{t_p} \)). Let the concatenated matrix be \( \mathbf{X} \in \mathbb{R}^{(1+p)/2 \times [V] \times d} \). Let

\[
\mathbf{X} = \begin{bmatrix} \\
X'_{t_1} & \ldots & X'_{t_p} \\
X'_{t_1} & \ldots & X'_{t_p} \\
& \vdots & \ddots & \vdots \\
& \vdots & \ddots & \vdots \\
& \vdots & \ddots & \vdots \\
X'_{t_1} & \ldots & X'_{t_p} \\
\end{bmatrix} \\
\mathbf{X}_{p,1} = C_{n1}(X'_{t_1}, \ldots, X'_{t_p}) \\
\mathbf{X}_{p,2} = C_{n2}(X'_{t_1}, \ldots, X'_{t_p}) \\
&\vdots \\
\mathbf{X}_{p,p-j+1} = C_{np}(X'_{t_1}, \ldots, X'_{t_p})
\end{align*}

Here, ‘\( \oplus \)’ denotes the concatenation operation.

#### Temporal Attention

When making prediction for time \( t_{p+1} \), we use \( E_{p+1} \) to compute an attention over \( \mathbf{X} \):

\[
T_{p+1} = \text{softmax}(E_{p+1}) \cdot \mathbf{X}
\]

Here, \( \text{softmax}(\cdot) \) is the softmax function, \( E_{p+1} \in \mathbb{R}^{[V] \times (p+1)/2} \) are the embeddings of \( t_{p+1} \) to be multiplied with the vectors of \( [V] \) different vertices in \( \mathbf{X} \), and the multiplication is denoted by ‘\( \odot \)’ in Fig. 2c. Here, we use a different embedding of \( t_{p+1} \) for each different vertex such that each vertex has a different time-based attention.

We generate \( E_{p+1} \) as follows. To encode the periodic traffic patterns, we first represent \( t_{p+1} \) with two one-hot vectors, one encoding the time of day and the other encoding the day of week of \( t_{p+1} \). The time-of-day one-hot vector has \( 12 \times 24 = 288 \) dimensions where each dimension represents a five-minute interval. The day-of-week one-hot vector has 7 dimensions where each dimension represents a different day in a week (a public holiday can be treated either as Sunday or an additional day type). The two vectors are concatenated together and fed into linear layers (one layer of \([V] \cdot [p(p+1)/2] \) nodes in our experiments), which map them into a latent time space and generates \( E_{p+1} \). In this latent space, time points with similar traffic patterns are expected to have embeddings that are close to each other.

**Discussion.** Our use of a multi-path CNN differs from existing traffic prediction models that use multiple CNNs for temporal correlation learning such as Graph WaveNet [7] and STGCN [4]. As mentioned in Section 2, these models use two CNNs with different activation functions, sigmoid and tanh. The output of both CNNs is multiplied, such that the sigmoid CNN re-scales its output to range \((0,1)\) and works as a gate to control the strength of the signals from the tanh CNN that go through the gate, while each of our CNN paths computes the impact of traffic observations from a different past time combination, and all output from different CNN paths is weighted by an attention mechanism computed based on the prediction time.

The AttConv model [8] has combined the attention mechanism with CNNs for natural language processing. It differs from our idea in that it takes the output of an attention computation (on a separate input called the “context”) to modify the input of a CNN, while we compute attention on the output of multiple CNN paths to aggregate them. The SKNets model [9] uses the attention mechanism with a multi-path CNN for image classification. It computes attention weights from intermediate output of a multi-path CNN, which are multiplied with the output of the CNN paths to generate the final multi-path CNN output. We compute attention weights from outside the multi-path CNN instead. The attentive group equivariant convolutional network [10] combines the attention mechanism with CNNs, also for image classification. It uses two CNN groups, each consisting of four CNNs with rotating filters. One group yields the attention (using the softmax function) while the other yields the signals, much like the gated mechanism to combine CNNs as done in Graph WaveNet and STGCN discussed above, which is different from our idea.
performance than using only the spatial correlations at time \( t_p \) (i.e., the latest observation time) to make predictions for all future time points. We conjecture that this approach offers extra input variability to help generate different prediction output for different time points. When \( Z_{tk} \) is unavailable (e.g., due to limited historical data), we can fall back to just using \( Z_{tp} \).

Finally, we feed \( X_{tp+i}^t \) to linear layers (we use two layers of 10 and \( c \) nodes in our experiments) to map the predicted values from \( \mathbb{R}^{|V| \times d} \) back to \( \mathbb{R}^{|V| \times c} \) to generate the traffic prediction \( \hat{X}_{tp+i} \) for time \( t_{p+i} \).

4 Experiments

We present experimental settings in Section 4.1 and overall performance comparison results in Section 4.2. We study the effectiveness of the spatial and temporal correlation modules in Sections 4.3 and 4.4, respectively. We test the model extendibility by integrating it with GAN in Section 4.5.

4.1 Settings

We run experiments on a High Performance Computing (HPC) system named Spartan (https://dashboard.hpc.unimelb.edu.au) that offers a virtual NVIDIA Tesla V100 GPU (15 GB GPU memory) to each user. The models are implemented in Python 3.6 and Tensorflow 2.7.

Datasets. We use two real datasets from PeMS in two different districts. PEMS04 contains traffic speed data collected by sensors on highways of District 4, and PEMS08 contains that of District 8. Both datasets are collected during a 2-month period between 1st of December 2020 and 31st of January 2021. The speed data is aggregated and reported by the PeMS system at 5-minute intervals. Thus, each dataset contains speed data at 17,856 intervals (i.e., 12 intervals per hour \( \times 24 \) hours per day \( \times 62 \) days). For each district, we randomly sampled 400 sensors. The road networks are collected from OpenStreetMap (https://planet.osm.org). We divide the datasets (by time in ascending order) into training (70%), validation (10%), and testing (20%) subsets. Following previous studies [1], [3], [4], [7], we take the traffic condition (speed) data at 5-minute intervals for the past hour as the input and predict the traffic condition for the coming hour (i.e., \( p = q = 12 \)). Since we only collected the traffic speed data in the datasets, the number of traffic conditions of interest, \( c \), is 1 in our experiments.

Competitors. We compare our proposed model GAMCN with the following models:

1) ARIMA [11] (Auto-Regressive Integrated Moving Average) is a commonly used non-neural-network based traffic prediction model.
2) FC-LSTM [3] combines a fully connected feedforward network with an LSTM network for traffic prediction.
3) WaveNet [41] is a gated convolutional network for sequence data prediction.
4) DCRNN [3] combines DGCN and RNN in an auto-encoder architecture for traffic prediction.
5) STGCN [4] stacks graph convolution layers with gated 1-D convolutional networks for spatio-temporal correlation modeling and traffic prediction.
6) Graph WaveNet [7] combines the WaveNet [41] and a GCN for traffic prediction.
7) GMAN [1] is the state-of-the-art model for traffic (speed) prediction. It uses attention networks to model the spatial and temporal correlations and an encoder-decoder framework for traffic prediction.
8) ASTGCN [22] uses attention with GCN to model the spatial correlation and uses attention with CNN to model the temporal correlation, for traffic (flow) prediction.
9) AGCRN [23] proposes an adaptive GCN, which resembles the adaptive adjacency matrix idea of Graph WaveNet, and combines it with GRU for traffic prediction.
10) STSGCN [24] proposes a spatial-temporal synchronous graph convolutional (STGC) module to learn localized spatial and temporal correlations among vertices in three consecutive time points. It builds a hierarchy of such modules for spatio-temporal network data prediction.
11) STFGNN [25] adds temporal graphs and temporal connectivity graphs into the STGC module and combines it with gated CNNs for traffic (flow) prediction.

Implementation Details. For DCRNN, STGCN, Graph WaveNet, GMAN, ASTGCN, STSGCN, and STFGNN, we used the original source code and default settings from the respective papers. The AGCRN original source code has a compatibility issue with CUDA and PyTorch libraries. We use an implementation from LibCity (https://github.com/LibCity/LibCity) instead. The other models do not have source code directly available. For WaveNet, we obtain an implementation via adapting the Graph WaveNet source code to disable the GCN component. We use the default settings of Graph WaveNet for WaveNet. For ARIMA, we use the implementation from a Python 3 package named statsmodels and follow the settings used in the DCRNN paper [3]. We implement FC-LSTM following the description and settings in the DCRNN paper.

For our model GAMCN, we set \( d = 100 \) (i.e., the dimensionality of the mapped space of the input) and \( K = 2 \) in LPGCN (we use one LPGCN convolution layer). We use the AdamOptimizer with a learning rate of 0.0001, batch size of 4, and 20 epochs with early stopping in all experiments. We used grid search to learn these optimized hyper-parameters from \( d \in \{20, 60, 100, 140, 180\} \), \( K \in \{2, 4, 6, 8, 10\} \), learning rate among \( \{0.001, 0.0003, 0.0001\} \), and batch size among \( \{64, 32, 16, 8, 4\} \). Source code of our model is available at: https://github.com/alvinzhaowei/GAMCN.

Evaluation Metrics. We use the traffic speed data in the past 60 minutes as the input to predict the traffic speed for up to 60 minutes into the future. Following previous studies [1], [3], we apply the z-score normalization to our input data using equation \( A_{\text{norm}} = \frac{A - \mu}{\sigma} \). Here, \( A \) is an original traffic speed value, \( \mu \) is traffic speed mean, \( \sigma \) is the standard deviation, and \( A_{\text{norm}} \) is the normalized value. After this data normalization, there is no need to apply an activation function in our output layer.

We measure prediction errors by the Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE), at 15, 30, and 60 minutes.
4.2 Overall Model Prediction Performance

We first report overall model prediction error and efficiency.

**Prediction Errors.** As Table 1 shows, on both datasets, our model GAMCN yields the smallest errors when predicting the traffic condition (i.e., traffic speed) for 15, 30, and 60 minutes ahead. GAMCN outperforms the competitors by up to 45.4% in MAE (GAMCN versus ARIMA on PEMS08 for 60 minutes), 45.8% in MAPE (GAMCN versus ARIMA on PEMS08 for 30 minutes), and 63.6% in RMSE (GAMCN versus ARIMA on PEMS04 for 30 minutes). Comparing with the state-of-the-art model GMAN, GAMCN reduces the MAE, MAPE, and RMSE by up to 6.8% (on PEMS04 for 15 minutes), 3.8% (on PEMS04 for 30 minutes), and 18.9% (on PEMS04 for 30 minutes), respectively. This confirms the effectiveness of GAMCN to produce highly accurate predictions, via capturing the spatial and temporal correlations among the traffic speed observations at different places and time.

GMAN has closer results (same MAE on PEMS08) to those of GAMCN when predicting for 60 minutes ahead. GMAN was designed to predict for a longer time ahead (e.g., an hour). It uses a temporal attention mechanism which shows a similar effect (but with different design) to the CNN and attention modules in GAMCN. When predicting for further ahead, the temporal impact is more significant. Thus, the two models yield a closer performance. Even in this case, GAMCN still outperforms GMAN in MAPE and RMSE by 1.7% and 6.2% (on PEMS08), respectively.

Graph WaveNet, on the other hand, is the best baseline model when predicting for a shorter term, i.e., 15 minutes ahead. However, its performance degrades as the predictions are made for further into the future. For example, the improvements of GAMCN over Graph WaveNet on PEMS04 in MAE, MAPE, and RMSE grows from 3.0%, 0.5%, and 2.7% to 8.3%, 7.4%, and 11.3%, respectively, when the prediction time increases from 15 minutes to 60 minutes. These observations confirm the robustness of GAMCN in making highly accurate predictions for both the immediate and a longer time into the future.

ASTGCN, STSGCN, and STFGNN use GCN and adjacency matrices directly while GAMCN uses LPGCN to learn an adjacency matrix, which shows a stronger spatial correlation modeling capability. AGCRN also learns an adaptive adjacency matrix but uses a simpler approach which is similar to that in Graph WaveNet and is shown to be less effective. Meanwhile, the multi-path CNN and temporal attention modules of GAMCN allow it to effectively learn the joint impact of the past traffic observations and the prediction time (i.e., the temporal correlations). These explain for the overall lower prediction errors of GAMCN.

**Model Time Efficiency.** Table 2 further shows the training and prediction times of the models. For succinctness, we...
Fig. 3 shows the impact of the value of parameter $K$ in Equation 6 for LPGCN. We find that the value of $K$ on prediction errors. 

Table 2 also shows the times taken by the models to make predictions for 12 time points (i.e., for 60 minutes at every 5-minute interval). The prediction times do not increase progressively from one time point to another. Their prediction times increase with more time points considered. These results confirm the time efficiency of our GAMCN model which makes it practical for real-world applications with high efficiency requirements.

### 4.3 Effectiveness of the Spatial Correlation Module

Next, we study the effectiveness our LPGCN module (Section 3.2). We compare GAMCN with three variants, namely, GAMCN-GCN, GAMCN-DGCN, and GAMCN-PGCN, where the LPGCN module is replaced by the vanilla GCN, DGCN [3] (i.e., removing $PZ^{(h-1)}W^{(h)}$ from Equation 6), and PGCN [40] (PGCN uses random walks with path length $|V|$, 10 walks per vertex, and edge weights to form the transition probabilities), respectively.

**Impact of LPGCN.** As Table 3 shows, comparing with GAMCN-GCN, GAMCN (using LPGCN) reduces the prediction errors by up to 9.6% (on PEMS04 for 15 minutes) and 4.7% (on PEMS04 for 30 minutes) in MAE and MAPE, respectively (similar results are observed on RMSE, which are omitted hereafter due to space limit). Comparing with GAMCN-DGCN, GAMCN reduces the two error measurements by up to 5.4% (on PEMS08 for 15 minutes) and 2.8% (on PEMS04 for 30 minutes), respectively. Comparing with GAMCN-PGCN, GAMCN reduces the two error measurements by up to 3.0% and 3.9% (all on PEM04 for 15 minutes), respectively. These performance gains confirm the effectiveness of LPGCN in capturing richer spatial correlations, which help reduce the prediction errors.

**Impact of $K$.** Fig. 3 shows the impact of the value of parameter $K$ in Equation 6 for LPGCN. We find that the value of $K$ has a limited impact on the model performance (in terms of
MAE; MAPE and RMSE results are similar and are omitted). This is because the PMI learning process in LPGCN has already captured both close and distant correlations among the vertices in the graph. Thus, for computation efficiency, we have used $K = 2$ in our other experiments.

Impact of Missing Graph Adjacency Matrices. Since LPGCN learns a PMI matrix, it does not rely on a given graph adjacency matrix. This enables GAMCN to be used without a given adjacency matrix, e.g., when the underlying road network data is unavailable. Below, we test our model performance under such settings.

We remove the adjacency matrices from PEMS04 and PEMS08. We further add a local dataset MEL which contains traffic speed data collected by eight sensors from Melbourne CBD between 1st of January and 30th of June, 2019 through the AIME5 project (http://www.aimes.com.au). The speed data is reported at 15-minute intervals. We also divide this dataset by time into training (70%), validation (10%), and testing (20%) subsets. This dataset has fewer sensors. However, it offers important insights to the model performance in a city CBD instead of highways in PEMS04 and PEMS08. We did not add an adjacency matrix to this dataset because none of the sensors are at adjacent intersections.

Table 4 summarizes the prediction errors for the models that can run without adjacency matrices. ARIMA, FC-LSTM, WaveNet, and AGCRN do not use adjacent matrices. Their prediction errors do not change on PEMS04 and PEMS08.

Without adjacent matrices, GAMCN has slightly increased errors comparing with GAMCN using adjacent matrices (cf. Table 1). A similar observation is made for Graph WaveNet which also has a learned adjacency matrix. However, GAMCN still outperforms all competitors. This confirms the effectiveness of LPGCN and the learned PMI matrix for spatial correlation modeling, and the robustness of GAMCN without given adjacency matrices.

4.4 Effectiveness of the Temporal Correlation Module

We further study the effectiveness our temporal correlation module (Section 3.3). We compare GAMCN with three variants: (1) GAMCN/spa, which predicts with only the temporal correlation module, (2) GAMCN/tem, which predicts with only LPGCN on the traffic observation at $t_p$ (and the prediction time $t_p+i$), and (3) GAMCN/att, which replaces the temporal attention module with a fully connected layer to aggregate the multi-path CNN output.

Impact of the Temporal Correlation Module. From Table 5, we see that missing either the spatial (GAMCN/spa) or the temporal (GAMCN/tem) correlation module negatively impacts the prediction accuracy (comparing with the full GAMCN). GAMCN/tem has higher prediction errors than GAMCN/spa, which highlights the importance of the temporal correlation module. By comparing GAMCN/tem (no temporal correlation), GAMCN/att (with multi-path CNN), and GAMCN (with multi-path CNN and temporal attention), we see that, adding the multi-path CNN without temporal attention helps reduce the errors of predictions for 15 minutes ahead, but it does not necessarily help the predictions for further ahead. This is because the temporal correlation may vary at different time which needs to be modeled by the temporal attention module. This observation further confirms the importance of both our multi-path CNN and temporal attention modules.

### Table 4
Prediction Errors Without Given Graph Adjacency Matrices (There is No Result DCRNN, STGCN, GMAN, ASTGCN, STSGCN, and STFGNN, Because These Models Require Adjacency Matrices to Learn the Spatial Correlations)

| Dataset | Model       | 15 minutes | 20 minutes | 30 minutes | 40 minutes | 60 minutes |
|---------|-------------|------------|------------|------------|------------|------------|
|         |             | MAE        | MAPE       | MAE        | MAPE       | MAE        | MAPE       |
| PEMS04  | ARIMA       | 1.29       | 1.97%      | 1.73       | 3.20%      | 2.15       | 3.70%      |
|         | FC-LSTM     | 1.37       | 2.03%      | 1.41       | 2.69%      | 1.44       | 2.59%      |
|         | WaveNet     | 1.21       | 1.88%      | 1.39       | 2.65%      | 1.56       | 3.15%      |
|         | AGCRN       | 1.14       | 1.77%      | 1.22       | 2.33%      | 1.38       | 2.48%      |
|         | Graph WaveNet | 1.01     | 1.73%      | 1.17       | 2.18%      | 1.33       | 2.32%      |
|         | GAMCN       | 1.00       | 1.73%      | 1.15       | 2.06%      | 1.22       | 2.14%      |
| PEMS08  | ARIMA       | 1.62       | 4.02%      | 2.19       | 6.33%      | 2.95       | 6.10%      |
|         | FC-LSTM     | 1.55       | 3.80%      | 1.77       | 4.37%      | 1.89       | 4.77%      |
|         | WaveNet     | 1.27       | 2.53%      | 1.57       | 4.05%      | 1.84       | 4.88%      |
|         | AGCRN       | 1.25       | 2.51%      | 1.55       | 3.86%      | 1.79       | 4.62%      |
|         | Graph WaveNet | 1.26     | 2.44%      | 1.51       | 3.68%      | 1.72       | 4.29%      |
|         | GAMCN       | 1.27       | 2.43%      | 1.46       | 3.44%      | 1.63       | 4.04%      |
| MEL     | ARIMA       | 3.28       | 15.60%     | 3.31       | 15.73%     | 3.37       | 15.85%     |
|         | FC-LSTM     | 2.61       | 12.71%     | 2.85       | 13.79%     | 2.93       | 13.92%     |
|         | WaveNet     | 2.59       | 12.21%     | 2.83       | 13.53%     | 2.95       | 14.95%     |
|         | AGCRN       | 2.54       | 11.88%     | 2.72       | 12.51%     | 2.77       | 12.88%     |
|         | Graph WaveNet | 2.56     | 11.89%     | 2.79       | 12.88%     | 2.92       | 13.48%     |
|         | GAMCN       | 2.52       | 11.85%     | 2.68       | 12.40%     | 2.75       | 12.84%     |
Next, we show the effectiveness of our temporal correlation module to learn the joint impact of historical traffic observations as $p$ grows from 1 to $q$, i.e., when more historical traffic observations are available. Fig. 4 shows the results in terms of MAE (MAPE and RMSE results are similar and are omitted), where 15, 30, and 60 denote predicting for 15, 30, and 60 minutes ahead, respectively. As $p$ increases, the prediction errors drop as expected. When $p$ increases from 1 to 12, a maximum drop of 17.1% (from 1.46 to 1.21) when predicting for 60 minutes ahead on PEMS04) in MAE is observed. This confirms that our temporal correlation module can learn the joint impact when more historical traffic observations are available.

When $p < 12$, we do not have LPGCN output $Z_t$ for every prediction time $t_{p+i}$. We thus have used $Z_{tp}$ in this set of experiments (even when $p = 12$).

When $p = 12$, we also plot the result of using $Z_t$ for each $t_{p+i}$ (i.e., the full GAMCN), denoted by 15-GAMCN, 30-GAMCN, and 60-GAMCN. We see that the model performance is very close using $Z_t$ or $Z_{tp}$ (especially on PEMS04). This further confirms the effectiveness of GAMCN in spatial correlation learning, even with just $X_{tp}$.

### 4.5 Model Extendibility

As mentioned in Section 2, recent models have used GANs for spatio-temporal data generation, e.g., TrafficGAN [32] for traffic prediction. They use a discriminator in addition to a generator (the prediction model) to reduce the distribution difference between predicted data and real data.

In this subsection, we extend GAMCN with GAN to improve the distribution similarity between its prediction and the ground truth, for better applicability in scenarios where not only the prediction errors but also the distribution similarity are important, e.g., when predicting for highly skewed traffic caused by large (e.g., sports) events.

As Fig. 5 shows, we use GAMCN as the generator $G$ to generate predictions for the next $q$ time points. The discriminator $D$ takes the traffic data (predicted or ground truth) of $q$ time points (i.e., $q$ matrices each in $\mathbb{R}^{V \times d}$) and aims to distinguish generated predictions from the ground truth. It first uses two linear layers to map each matrix into an $\mathbb{R}^{V \times d}$ space ($d = 100$). Each mapped matrix then goes through LPGCN to learn the latent correlations. The LPGCN output is concatenated to form a $qV \times d$ matrix, which is fed into two linear layers to generate the discriminator output.

For model training, the generator minimizes $\mathbb{E}_X[\log (1 - D(G(X_{t_1}, X_{t_2}, \ldots, X_{tp})))$, while the discriminator maximizes $\mathbb{E}_X[\log (D(X_{t_1}, X_{t_2}, \ldots, X_{tp+q}))] + \mathbb{E}_X[\log (1 - D(G(X_{t_1}, X_{t_2}, \ldots, X_{tp})))$. We train the generator for five epochs before every epoch of discriminator training. We denote the resultant model as GAMCN-GAN and compare it with GAMCN. We do not compare with TrafficGAN because its source code is unavailable (Source code of an earlier version of TrafficGAN [42] is available but it is based on euclidean space which is inapplicable). Also, our aim is to show the applicability of GAMCN with GANs, not to show its advantage over existing GAN-based models.

Table 6 presents the results on MAE and KL-divergence (KL), which is a measurement of the similarity of two probability distributions $P$ and $Q$ defined on the same probability space $\mathcal{X}$, $\text{KL}(P||Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)}$.

GAMCN-GAN has smaller KL values than GAMCN on both datasets in all different prediction time settings, confirming the effectiveness of a GAN-based model in reducing the distribution difference between the prediction and the ground

---

**Table 5**

| Dataset | Model    | 15 minutes |       | 30 minutes |       | 60 minutes |       |
|---------|----------|------------|-------|------------|-------|------------|-------|
|         |          | MAE MAPE   |       | MAE MAPE   |       | MAE MAPE   |       |
| PEMS04  | GAMCN/tem| 1.16 1.88% | 1.28 2.35% | 1.46 2.74% |       |            |       |
|         | GAMCN/att| 0.96 1.71% | 1.19 2.21% | 1.49 2.86% |       |            |       |
|         | GAMCN    | 0.96 1.71% | 1.12 2.05% | 1.21 2.14% |       |            |       |
| PEMS08  | GAMCN/tem| 1.41 2.83% | 1.63 3.84% | 1.86 4.63% |       |            |       |
|         | GAMCN/att| 1.35 2.57% | 1.68 4.03% | 2.16 5.19% |       |            |       |
|         | GAMCN    | 1.22 2.41% | 1.43 3.43% | 1.61 4.03% |       |            |       |

Impact of $p$. When $p < 12$, we do not have LPGCN output $Z_t$ for every prediction time $t_{p+i}$. We thus have used $Z_{tp}$ in this set of experiments (even when $p = 12$).

When $p = 12$, we also plot the result of using $Z_t$ for each $t_{p+i}$ (i.e., the full GAMCN), denoted by 15-GAMCN, 30-GAMCN, and 60-GAMCN. We see that the model performance is very close using $Z_t$ or $Z_{tp}$ (especially on PEMS04). This further confirms the effectiveness of GAMCN in spatial correlation learning, even with just $X_{tp}$.

---

**Table 6**

| Dataset | Model | 15 minutes | 30 minutes | 60 minutes |
|---------|-------|------------|------------|------------|
|         |       | MAE MAPE   | MAE MAPE   | MAE MAPE   |
| PEMS04  | GAMCN | 1.34 2.49% | 1.51 3.51% | 1.68 4.25% |
|         | GAMCN | 1.41 2.83% | 1.63 3.84% | 1.86 4.63% |
|         | GAMCN | 1.35 2.57% | 1.68 4.03% | 2.16 5.19% |
|         | GAMCN | 1.22 2.41% | 1.43 3.43% | 1.61 4.03% |

---

**Fig. 4. Impact of $p$ on prediction errors.**

**Fig. 5. Model architecture of GAMCN-GAN.**
truth. However, GAMCN-GAN also has larger MAE, which is less preferable. To further reduce MAE, we adapt the loss function of the generator to incorporate the MSE loss $L$ (Equation 1). The generator now minimizes $\mathcal{L} + \mathbb{E}_{x}[\log(1 - \mathcal{D}(G(x_0, \ldots, x_t)))$, where $\lambda = 0.01$ is a hyper-parameter. We denote this resultant model by GAMCN-GAN+. This model yields MAE as small as those of GAMCN and KL as small as those of GAMCN-GAN in most cases. This is desirable, and it confirms the applicability of our model in producing predictions that not only have small errors overall but also follow the real data distribution.

5 Conclusions and Future Work

We proposed a model named GAMCN for predicting traffic conditions on road networks in the short-term future. GAMCN consists of an improved GCN component to learn the spatial correlations of traffic conditions and an attentive multi-path CNN component to learn the temporal correlations of traffic conditions. Experiments on real-world traffic datasets show that GAMCN has substantially lower (up to 18.9%) traffic prediction errors than state-of-the-art models, while its time efficiency is higher (by up to 23.4%), making our model highly practical for real-world applications.

GAMCN training can be accelerated using TensorFlow distributed training APIs (https://www.tensorflow.org/guide/distributed_training) with minimal code changes, which distribute training samples across computation units (e.g., GPUs). When the road network of interest is large, or there is a large number of traffic sensors, a single computation node may not have sufficient memory to accommodate a full input traffic observation graph. We plan to parallelize GAMCN for such scenarios, to further enhance the model applicability. The main bottleneck lies in LPGCN, since graph neural networks are expensive to train in terms of both time and memory space costs. Existing distributed graph neural network systems such as AliGraph [43] and DistDGL [44] do not provide APIs to learn and update the graph adjacency matrices during model training, which is required by LPGCN. It would be interesting to extend such systems to support LPGCN and hence GAMCN.

References

[1] C. Zheng, X. Fan, C. Wang, and J. Qi, “GMAN: A graph multi-attention network for traffic prediction,” in Proc. AAAI Conf. Artif. Intell., 2020, pp. 1234–1241.

[2] X. Geng et al., “Spatiotemporal multi-graph convolution network for ride-hailing demand forecasting,” in Proc. AAAI Conf. Artif. Intell., 2019, pp. 3656–3663.

[3] Y. Li, R. Yu, C. Shahabi, and Y. Liu, “Diffusion convolutional recurrent neural network: Data-driven traffic forecasting,” in Proc. Int. Conf. Learn. Representations, 2018. [Online]. Available: https://openreview.net/forum?id=ryUtZVtrAq.

[4] B. Yu, H. Yin, and Z. Zhu, “Spatio-temporal graph convolutional networks: A deep learning framework for traffic forecasting,” in Proc. 27th Int. Joint Conf. Artif. Intell., 2018, pp. 3634–3640.

[5] Y. Li, Z. Zhu, D. Kong, M. Xu, and Y. Zhao, “Learning heterogeneous spatial-temporal representation for bike-sharing demand prediction,” in Proc. AAAI Conf. Artif. Intell., 2019, pp. 1004–1011.

[6] Z. Pan, Y. Liang, W. Wang, Y. Yu, Y. Zheng, and J. Zhang, “Urban traffic prediction from spatio-temporal data using deep meta learning,” in Proc. 25th ACM SICKDD Int. Conf. Knowl. Discov. Data Mining, 2019, pp. 1720–1730.

[7] Z. Wu, S. Pan, G. Long, J. Jiang, and C. Zhang, “Graph WaveNet for deep spatio-temporal graph modeling,” in Proc. 28th Int. Joint Conf. Artif. Intell., 2019, pp. 1907–1913.

[8] W. He and H. Schrank, “Transportation network data convolution: Equipping CNNs with RNN-style attention mechanisms,” Trans. Assoc. Comput. Linguistics, vol. 6, pp. 687–702, 2018.

[9] X. Li, W. Wang, X. Hu, and J. Yang, “Selective kernel networks,” in Proc. IEEE/CVF Comput. Vis. Pattern Recognit., 2019, pp. 510–519.

[10] D. Romero, E. Bekkers, J. Tomczak, and M. Hoogendoorn, “Attentive group equivariant convolutional networks,” in Proc. 19th Int. Conf. Mach. Learn. Pract. Tog. Conf. Artif. Intell., 2020, pp. 3470–3476.

[11] B. M. Williams and L. A. Hoel, “Modeling and forecasting vehicular traffic flow as a seasonal ARIMA process: Theoretical basis and empirical results,” J. Transp. Eng., vol. 129, no. 6, pp. 664–672, 2003.

[12] S. Shekhar and B. Williams, “Adaptive seasonal time series models for forecasting short-term traffic flow,” Transp. Res. Rec., vol. 2024, no. 1, pp. 116–125, 2007.

[13] X. Li et al., “Prediction of urban human mobility using large-scale taxi traces and its applications,” Front. Comput. Sci., vol. 6, no. 1, pp. 111–121, 2012.

[14] W. Li et al., “A general framework for unmet demand prediction in on-demand transport services,” IEEE Trans. Intell. Transp. Syst., vol. 20, no. 8, pp. 2820–2830, Aug. 2019.

[15] Z. Diao et al., “A hybrid model for short-term traffic volume prediction in massive transportation systems,” IEEE Trans. Intell. Transp. Syst., vol. 20, no. 3, pp. 935–946, Mar. 2018.

[16] D. Salinas, M. Bohlike-Schneider, L. Callot, R. Medicis, and J. Gas taus, “High-dimensional multivariate forecasting with low-rank Gaussian copula processes,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2019, pp. 6827–6837.

[17] X. Ma, Z. Dai, Z. He, J. Ma, Y. Wang, and Y. Yang, “Learning traffic flow images: A deep convolutional neural network for large-scale transportation network speed prediction,” Sensors, vol. 17, no. 4, 2017, Art. no. 818.

[18] J. Zhang, Y. Zheng, D. Qi, R. Li, and X. Yi, “DNN-based prediction model for spatio-temporal data,” in Proc. 24th ACM SIGSPATIAL Int. Conf. Adv. Geographic Inf. Syst., 2016, pp. 1–4.

[19] J. Zhang, Y. Zheng, and D. Qi, “Deep spatio-temporal residual networks for citywide crowdsourced traffic prediction,” in Proc. AAAI Conf. Artif. Intell., 2017, pp. 1655–1661.

[20] Y. Wu and H. Tan, “Short-term traffic flow forecasting with spatio-temporal correlation in a hybrid deep learning framework,” 2016, arXiv:1612.01022.

[21] Z. Lv, J. Xu, K. Zheng, H. Yin, P. Zhao, and X. Zhou, “LC-RNN: A deep learning model for traffic speed prediction,” in Proc. 27th Int. Joint Conf. Artif. Intell., 2018, pp. 3470–3476.

[22] S. Guo, Y. Lin, N. Feng, C. Song, and H. Wan, “Attention based spatial-temporal graph convolutional networks for traffic flow forecasting,” in Proc. AAAI Conf. Artif. Intell., 2019, pp. 922–929.

[23] L. Bai, Y. Yao, C. Li, X. Wang, and C. Wang, “Adaptive graph convolutional recurrent network for traffic forecasting,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2020, pp. 17804–17815.

[24] Z. Song, Y. Lin, S. Guo, and H. Wan, “Spatial-temporal synchronous graph convolutional networks: A new framework for spatio-temporal network data forecasting,” in Proc. AAAI Conf. Artif. Intell., 2020, pp. 914–921.

[25] M. Li and Z. Zhu, “Spatio-temporal fusion graph neural networks for traffic flow forecasting,” in Proc. AAAI Conf. Artif. Intell., 2021, pp. 4189–4196.
Jianzhong Qi (Member, IEEE) received the PhD degree from the University of Melbourne. He is a senior lecturer with the School of Computing and Information Systems, The University of Melbourne. His research interests include machine learning and data management and analytics, with a focus on spatial, temporal, and textual data.

Zhuowei Zhao received the MPhil degree from the University of Melbourne, in 2020. He is currently working toward the PhD degree with the School of Computing and Information Systems, The University of Melbourne. His research focuses on machine learning for graph data.

Egemen Tanin received the PhD degree from the University of Maryland, College Park. He is a professor with the School of Computing and Information Systems, The University of Melbourne. His research interests include spatial databases and mobile data management.

Tingru Cui received the PhD degree from the National University of Singapore. She is a senior lecturer with the School of Computing and Information Systems, The University of Melbourne. Her research interests are interdisciplinary in nature, exploring the human-AI interaction, business and learning analytics, social media, crowdsourcing, and digital innovation.

Neema Nassir received the PhD degree from the University of Arizona. He is a senior lecturer with the Department of Infrastructure Engineering, The University of Melbourne. His research focuses on new methods to simulate, model, design and manage public transport, shared-mobility, and connected multimodal systems.

Majid Sarvi is a professor with the Department of Infrastructure Engineering, The University of Melbourne. His fields of research cover a range of topics, including connected multi-modal transport network, crowd dynamic modeling and simulation, and network vulnerability assessment and optimization.