A Least Squares Differential Quadrature Method for a Class of Nonlinear Partial Differential Equations of Fractional Order
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Abstract: In this paper a new method called the least squares differential quadrature method (LSDQM) is introduced as a straightforward and efficient method to compute analytical approximate polynomial solutions for nonlinear partial differential equations with fractional time derivatives. LSDQM is a combination of the differential quadrature method and the least squares method and in this paper it is employed to find approximate solutions for a very general class of nonlinear partial differential equations, wherein the fractional derivatives are described in the Caputo sense. The paper contains a clear, step-by-step presentation of the method and a convergence theorem. In order to emphasize the accuracy of LSDQM we included two test problems previously solved by means of other, well-known methods, and observed that our solutions present not only a smaller error but also a much simpler expression. We also included a problem with no known exact solution and the solutions computed by LSDQM are in good agreement with previous ones.
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1. Introduction

Fractional calculus has its beginnings in the late part of the 17th century, when the concept of fractional derivative was developed in a letter between the mathematicians Leibniz and L’Hospital regarding the derivative of order $\frac{1}{2}$ [1]. During the 18th and 19th centuries, many well-known mathematicians, including L.Euler, P.-S. Laplace, J. Fourier, N.H. Abel and J. Liouville contributed to the study of the fractional derivatives [2].

During the 20th century, fractional calculus proved itself to be an essential instrument in the study of many important problems arising in various areas of science and engineering. Particular problems wherein fractional calculus proved to be especially successful include problems in rheology and fluid flow, dynamical processes in self-similar and porous structures, control theory of dynamical systems, frequency-dependent acoustic wave propagation in porous media, modeling of the behavior of viscoelastic materials, micro-grids and decentralized wireless networks, electrochemistry of corrosion, epidemiology (spread of diseases) and many more [1–3].

The increased interest observed recently in the study of fractional partial differential equations is motivated by the fact that many engineering and practical phenomena can be modeled better by
using fractional equations compared to the corresponding classical differential equations. The study of the fractional equations usually gives better insights into the problem under study. For example, some fractional differential models allow taking into account nonlocal space or time effects, and in the study of properties of materials the models of fractional order are more useful than the ones of integer order since the derivatives of fractional order allow for the modeling of memory and hereditary properties [4–7].

For several particular problems modeled by fractional order partial differential equations it is possible to find exact solutions. For example, in [3] some implicit analytical solutions for a nonlinear fractional partial differential beam equation are presented, in [8] new optical solutions of the resonant nonlinear Schrödinger equation are constructed in terms of Jacobi elliptic functions, in [9] a generalized bifurcation method is applied in order to find exact solutions of the space-time fractional Drińfel’d–Sokolov–Wilson equation and in [10] the invariant subspace method is generalized and is used to derive exact solutions for a class of nonlinear fractional partial differential equations with mixed partial derivatives.

Unfortunately in the cases of most of the problems modeled by fractional order partial differential equations it may be not possible to find exact solutions for the problems, hence the need to apply numerical or approximate analytical methods. In recent years many classical methods were adapted for the case of fractional derivatives and many more new methods or variants of methods were proposed.

In the following we present a few of the recently employed methods for obtaining numerical and analytical approximate solutions of fractional partial differential equations (in no particular order; some overlapping is present since several methods may be included in more than one category):

• Numerical methods include a difference scheme for time fractional heat equations based on the Crank–Nicholson method [11], a high-order predictor-corrector method [12] and an application of Picard’s method [13].

• Homotopy-type methods include the well-known homotopy perturbation method [2], the local fractional homotopy perturbation method [14] and the discrete homotopy analysis method [15].

• Collocation-type methods include the generalized Taylor collocation method [16], a wavelet based collocation method [17], the Legendre collocation method for the nonlinear spacetime fractional partial differential equations [18] and the Sinc collocation method for variable-order fractional integro-partial differential equations [19].

• Polynomial approximation methods include a Bernstein polynomials method for solving fractional heat and wave-like equations [20] and a Ritz-Galerkin method based on two-dimensional Genocchi polynomials [21].

• Differential transform methods include a method based on the Sumudu transform and the homotopy analysis method [6], the fractional Sumudu decomposition method [22], the fractional reduced differential transform method [23] and the fractional Laplace differential transform method [24].

• Decomposition methods include the Laplace–Adomian decomposition method [25] and the natural transform decomposition method [26].

• Other methods such as a neural network method based on the sine and the cosine functions [1].

The motivation for this paper was to present a new method obtained from the combination of the differential quadrature method (see [27]) and the least squares method, a method which we named the least squares differential quadrature method (LSDQM). The LSDQM can be used to solve nonlinear partial differential equations of fractional order of the type:

$$D^a_t u(x,t) = f(u, u_x, u_{xx}), \quad t > 0, \ (x, t) \in D$$  \hspace{1cm} (1)

where \(m - 1 < a \leq m\), \(D = [a, b] \times [c, d]\) with \(a, b, c, d\) real constants, \(f\) is a continuous function and \(D^a_t\) denotes the variable order Caputo fractional derivative.
The Equation (1) will be solved together with the initial conditions:

\[ u(x, 0) = f_0(x), \quad u_t(x, 0) = f d_0(x) \]  

(2)

where \( f_0(x) \) and \( f d_0(x) \) are continuous functions.

2. The Least Squares Differential Quadrature Method

For the numerical discretization of the domain \( D \) we will consider a partition consisting of \( N \) and \( M \) grid points in the \( x \) and \( t \) directions respectively. In the following we will work under the hypothesis that the functions \( f, f_0(x) \) and \( f d_0(x) \) satisfy the necessary conditions such that the problem (1) and (2) has an unique continuous solution on \( D \).

For the problem (1) and the initial conditions (2) we consider the operator:

\[ D^\alpha (u(x, t)) = D^\alpha u(x, t) - f(u(x, t), x, u_t(x, t)) \]

(3)

If \( \tilde{u} \) is an approximate solution of Equation (1); the error obtained by replacing the exact solution with the approximation \( \tilde{u} \) is given by the remainder:

\[ R(x, t, \tilde{u}(x, t)) = D^\alpha (\tilde{u}(x, t)) \]

(4)

**Definition 1.** We call an \( \epsilon \)-approximate of the problem (1) and (2) an approximate polynomial solution \( \tilde{u} \) satisfying the following relations in the nodes of the domain’s grid:

\[ |R(x_i, t_i, \tilde{u}(x_i, t_i))| < \epsilon \]

(5)

\[ \tilde{u}(x_i, 0) = f_0(x_i), \quad \tilde{u}_t(x_i, 0) = f d_0(x_i) \]

(6)

**Definition 2.** We consider the sequence of polynomials

\[ P_{N,M}(x, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} c_{ij} x^i t^j, \quad c_{ij} \in \mathbb{R}, \quad i = 0, N, \quad j = 0, M \]

(7)

We call the sequence of polynomials \( P_{N,M}(x, t) \) convergent to the solution of the problem (1) and (2) if:

\[ \lim_{N,M \to \infty} D^\alpha (P_{N,M}(x, t)) = 0 \]

(8)

We consider the sequence of polynomials (7), satisfying the conditions:

\[ P_{N,M}(x, 0) = f_0(x), \quad (P_{N,M})_t(x, 0) = f d_0(x) \]

(9)

We will find \( \epsilon \)-approximate polynomial solutions of the type:

\[ T_{N,M}(x, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} \tilde{c}_{ij} x^i t^j, \]

(10)

where the constants \( \tilde{c}_{ij} \) are calculated using the following steps:

- We attach to the problem (1) and (2) the following real functional:

\[ J(c_{02}, c_{12}, ..., c_{2N2}, c_{03}, c_{13}, ..., c_{3N3}, ..., c_{0M}, c_{1M}, ..., c_{NM}) = \sum_{i=0}^{N} \sum_{j=0}^{M} R^2(x_i, t_i, \tilde{u}(x_i, t_i)) \]

(11)
where the constants \(c_0, c_{10}, ..., c_{N0}\) and \(c_0, c_{11}, ..., c_{N1}\) are calculated by solving the linear systems obtained from the initial conditions as follows.

- From the first initial condition we have:

\[
P_{N,M}(x,0) = c_0 + c_{10} \cdot x + c_{20} \cdot x^2 + ... + c_{N0} \cdot x^N = f_0(x).
\]  

(12)

By imposing that the relation is satisfied in the nodes \((x_0,0), (x_1,0), ..., (x_N,0)\) we obtain a linear system of \(N+1\) equations in \(N+1\) unknowns which has the unique solution \(c_0, c_{10}, ..., c_{N0}\).

- From the second initial condition we have:

\[
\frac{\partial}{\partial t} P_{N,M}(x,0) = c_0 + c_{11} \cdot x + c_{21} \cdot x^2 + ... + c_{N1} \cdot x^N = f_{d0}(x).
\]  

(13)

Again, by imposing that the relation is satisfied in the corresponding nodes, we obtain a linear system which has the unique solution \(c_{01}, c_{11}, ..., c_{N1}\).

- Minimizing the functional (11), we obtain the constants \(\tilde{c}_{10}, \tilde{c}_{12}, ..., \tilde{c}_{N2}, \tilde{c}_{03}, \tilde{c}_{13}, ..., \tilde{c}_{N3}, ..., \tilde{c}_{0M}, \tilde{c}_{1M}, ..., \tilde{c}_{NM}\) and thus we determine the polynomial (10).

The following convergence theorem takes place:

**Theorem 1.** The sequence of polynomials \(T_{N,M}(x,t)\) satisfies the property:

\[
\lim_{N,M \to \infty} R(x_i, t_i, T_{N,M}(x_i, t_i)) = 0
\]  

(14)

**Proof of Theorem 1.** Let \(u\) be the exact solution of the problem (1) and (2). From the hypothesis it follows that there exists a sequence of polynomials \(P_{N,M}(x,t)\) convergent to \(u\); i.e.,

\[
\lim_{N,M \to \infty} P_{N,M}(x,t) = u(x,t) \text{ on } D.
\]

We have:

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} R^2(x_i, t_i, T_{N,M}(x_i, t_j)) \leq \sum_{i=0}^{N} \sum_{j=0}^{M} R^2(x_i, t_i, P_{N,M}(x_i, t_j))
\]

It follows that:

\[
\lim_{N,M \to \infty} \sum_{i=0}^{N} \sum_{j=0}^{M} R^2(x_i, t_i, T_{N,M}(x_i, t_j)) \leq 0,
\]

hence:

\[
\lim_{N,M \to \infty} R^2(x_i, t_i, T_{N,M}(x_i, t_j)) = 0
\]

\(\square\)

3. Numerical Examples

In order to illustrate the accuracy of our method, we demonstrate herein analytical approximate solutions for two initial value fractional nonlinear problems. These problems were previously solved in [28,29] by using the well-known homotopy perturbation method and the Adomian decomposition method, respectively. We performed the computations by using the Wolfram Mathematica software.

3.1. Nonlinear Time-Fractional Advection Partial Differential Equation

\[
\begin{align*}
\mathcal{D}_t^\alpha u(x,t) + u(x,t) \cdot \frac{\partial u}{\partial x}(x,t) &= x + x^2, \quad 0 \leq t, \quad 0 < \alpha \leq 1 \\
u(x,0) &= 0
\end{align*}
\]  

(15)
This problem was previously solved in [28] by using the homotopy perturbation method and in [29] by using the Adomian decomposition method.

3.1.1. The Case \( \alpha = 1 \)

For the case \( \alpha = 1 \) the exact solution of this problem is \( u(x, t) = x \cdot t \).

Since this solution is polynomial, we expect to find the exact solution by using our method, and indeed the exact solution can be found by choosing for the domain \( D = [0, 1] \times [0, 1] \) a grid step as large as 1. Taking the steps highlighted in the previous section, we seek a polynomial approximate solution of third degree: \( \tilde{u}(x, t) = c_{00} + c_{10} \cdot x + c_{20} \cdot x^2 + c_{01} \cdot t + c_{02} \cdot t^2 + c_{11} \cdot x \cdot t \).

Taking into account the initial condition, we find the following values of the constants:

\[
\begin{align*}
c_{00} &= 0, \\
c_{10} &= 0, \\
c_{20} &= 0
\end{align*}
\]

Thus the approximate solution has the form:

\[
\tilde{u}(x, t) = c_{01} \cdot t + c_{02} \cdot t^2 + c_{11} \cdot x \cdot t
\]

We compute the remainder (4) corresponding to the problem (15) as:

\[
R(x, t, \tilde{u}(x, t)) = c_{01} \cdot c_{11} \cdot t^2 + c_{01} + c_{02} \cdot c_{11} \cdot t^3 + 2 \cdot c_{02} \cdot t + c_{11} \cdot t^2 \cdot x + c_{11} \cdot x - t^2 \cdot x - x.
\]

We attach to the problem (15) the corresponding functional (11):

\[
J(c_{01}, c_{02}, c_{11}) = c_{01}^2 + \left( c_{01} \cdot c_{11} + c_{01} + c_{02} \cdot c_{11} + 2 \cdot c_{02} \cdot c_{11}^2 + c_{11} - 2 \right)^2 +
\]

\[
+ \left( c_{01} \cdot c_{11} + c_{01} + c_{02} \cdot c_{11} + 2 \cdot c_{02} \cdot c_{11} \right)^2 + \left( c_{01} + c_{11} - 1 \right)^2
\]

The minimum of this functional can be easily found in the usual way (find the stationary points, compute the sign of the second differential, etc.). We obtain the corresponding values of the constants as \( c_{01} = 0, c_{02} = 0, c_{11} = 1 \) and thus the approximate solution given by LSDQM is actually the exact solution:

\[
\tilde{u}(x, t) = x \cdot t.
\]

We must mention the fact that homotopy perturbation method and Adomian decomposition method were not able to find the exact solution, only approximate ones with errors ranging from \( 10^{-7} \) to \( 10^{-1} \).

3.1.2. The Case \( \alpha = 0.75 \)

Since for \( \alpha < 1 \) a comparison with an exact solution is not possible, we will compare our solution with the previously computed solutions using other methods in [28,29] by means of the remainders (4) (computed as the expressions obtained by replacing the approximate solutions in the operator (3)) corresponding to each solution.

For the case \( \alpha = 0.75 \), using the same steps presented in the previous section, we computed the following approximate solution:

\[
\tilde{u}(x, t) = 0.18723135124960114 \cdot t - 0.18069828901844043 \cdot t^2 + 1.0082978876756237 \cdot t \cdot x.
\]

Figure 1 and Table 1 present for the case \( \alpha = 0.75 \) the absolute values of the remainders (4) corresponding to our approximate solution (green surface), to the solution given by the homotopy perturbation method (HPM) in [28] (yellow surface) and to the solution given by using the Adomian decomposition method (ADM) in [29] (red surface).
Figure 1. The comparison of the remainders corresponding to ADM (red), HPM (yellow) and LSDQM (green) for the case $\alpha = 0.75$ in Equation (15).

Table 1. The comparison of the remainders corresponding to ADM, HPM and LSDQM for the case $\alpha = 0.75$ in Equation (15).

| $x$  | $t$  | ADM         | HPM         | LSDQM       |
|------|------|-------------|-------------|-------------|
| 0    | 0    | 0           | 0           | 0           |
| 0.25 | 0.25 | $5.337785772 \times 10^{-3}$ | $2.790340735 \times 10^{-2}$ | $4.553897823 \times 10^{-2}$ |
| 0.5  | 0.5  | $9.18454833 \times 10^{-2}$  | $8.010999718 \times 10^{-2}$ | $3.380725808 \times 10^{-2}$ |
| 0.75 | 0.75 | $5.166575151 \times 10^{-1}$ | $1.236581218 \times 10^{-1}$ | $3.237592426 \times 10^{-2}$ |
| 1    | 1    | $1.810480907$ | $1.505276179$ | $2.326238352 \times 10^{-2}$ |
| 1.25 | 1.25 | $4.667982924$ | $5.845002702$ | $1.120639468 \times 10^{-2}$ |
| 1.5  | 1.5  | $8.981590232$ | $1.237172649 \times 10^1$  | $8.816872057 \times 10^{-2}$ |

3.1.3. The Case $\alpha = 0.5$

For the case $\alpha = 0.5$ we computed the following approximate solution:

$$\tilde{u}(x, t) = 0.3840538045550427 \cdot t - 0.4015428715206559 \cdot t^2 + 1.0293138444906609 \cdot x \cdot t.$$ 

Figure 2 and Table 2 present for the case $\alpha = 0.5$ the absolute values of the remainders (4) corresponding to our approximate solution (green surface), to the solution given by the homotopy perturbation method (HPM) in [28] (yellow surface) and to the solution given by using the Adomian decomposition method (ADM) in [29] (red surface).
Table 2. The comparison of the remainders corresponding to ADM, HPM and LSDQM for the case α = 0.5 in Equation (15).

| x     | t     | ADM       | HPM       | LSDQM      |
|-------|-------|-----------|-----------|------------|
| 0     | 0     | 0         | 0         | 0          |
| 0.25  | 0.25  | 3.248787872 × 10⁻² | 5.600705728 × 10⁻² | 5.552421049 × 10⁻² |
| 0.5   | 0.5   | 2.763281061 × 10⁻¹ | 2.84164597 × 10⁻¹ | 5.807715214 × 10⁻² |
| 0.75  | 0.75  | 1.030487904 × 10⁻¹ | 3.529780866 × 10⁻¹ | 6.038991706 × 10⁻² |
| 1     | 1     | 2.626203241 | 5.743956674 × 10⁻¹ | 3.217638111 × 10⁻² |
| 1.25  | 1.25  | 4.919469156 | 4.031201717 | 5.998721472 × 10⁻² |
| 1.5   | 1.5   | 5.827864491 | 9.241340847 | 2.500740261 × 10⁻¹ |

3.2. Nonlinear Time-Fractional Hyperbolic Equation

\[
\begin{align*}
D^\alpha_x u(x,t) &= \frac{\partial}{\partial x} \left( u(x,t) \cdot \frac{\partial u}{\partial x}(x,t) \right), \quad 0 \leq t, \quad 1 < \alpha \leq 2 \\
u(x,0) &= x^2, \quad \frac{\partial u}{\partial t}(x,0) = -2 \cdot x^2
\end{align*}
\]

(16)

This problem was also previously solved in [28] by using the homotopy perturbation method and in [29] by using the Adomian decomposition method.

3.2.1. The Case α = 2

For the case α = 2 the exact solution of this problem is \( u(t) = (\frac{x^2}{t^4})^2 \).

For α = 2, by using LSDQM we computed an approximate solution on the domain \( D = [0,1] \times [0,1] \) with the grid step \( h = 0.2 \) in both \( x \) and \( t \) directions. We sought an approximate solution of the type: \( \hat{u}(x,t) = c_{00} + c_{10} \cdot x + c_{11} \cdot t \cdot x + c_{12} \cdot t^2 \cdot x + c_{13} \cdot t^3 \cdot x + c_{14} \cdot t^4 \cdot x + c_{15} \cdot t^5 \cdot x + c_{16} \cdot t^6 \cdot x + c_{17} \cdot t^7 \cdot x + c_{20} \cdot x^2 + c_{21} \cdot t \cdot x^2 + c_{22} \cdot t^2 \cdot x^2 + c_{23} \cdot t^3 \cdot x^2 + c_{24} \cdot t^4 \cdot x^2 + c_{25} \cdot t^5 \cdot x^2 + c_{26} \cdot t^6 \cdot x^2 + c_{27} \cdot t^7 \cdot x^2 \).

Taking into account the initial conditions, we can find the following values of the constants:

\( c_{00} = 0, c_{10} = 0, c_{20} = 1, c_{11} = 0, c_{21} = -2 \).

Thus the approximate solution has the form:

\[
\hat{u}(x,t) = c_{12} \cdot t^2 \cdot x + c_{13} \cdot t^3 \cdot x + c_{14} \cdot t^4 \cdot x + c_{15} \cdot t^5 \cdot x + c_{16} \cdot t^6 \cdot x + c_{17} \cdot t^7 \cdot x + c_{22} \cdot t^2 \cdot x^2 + c_{23} \cdot t^3 \cdot x^2 + x^2 + c_{24} \cdot t^4 \cdot x^2 + c_{25} \cdot t^5 \cdot x^2 + c_{26} \cdot t^6 \cdot x^2 + c_{27} \cdot t^7 \cdot x^2 - 2 \cdot t \cdot x^2.
\]

We compute the remainder (4) corresponding to the problem (16) and attach to the problem the corresponding functional (11) (too long to be included here). Minimizing this functional, we obtain the corresponding values of the constants and thus the following approximate solution:

\[
\hat{u}(x,t) = -0.29743 \cdot t^7 \cdot x^2 - 2.857096170327117 \cdot 10^{-9} \cdot t^7 \cdot x + 1.44701 \cdot t^6 \cdot x^2 + 1.042715339300911 \cdot 10^{-8} \cdot t^6 \cdot x - 3.11549 \cdot t^5 \cdot x^2 - 1.4254191439602021 \cdot 10^{-8} \cdot t^5 \cdot x + 4.07639 \cdot t^4 \cdot x^2 + 9.03742530800316 \cdot 10^{-9} \cdot t^4 \cdot x - 3.85622 \cdot t^3 \cdot x^2 - 2.4188806999872383 \cdot 10^{-9} \cdot t^3 \cdot x + 3 \cdot t^2 \cdot x^2 - 7.908610987621844 \cdot 10^{-11} \cdot t^2 \cdot x - 2 \cdot t \cdot x^2 + x^2.
\]

Figure 3 and Table 3 present for the case α = 2 the absolute errors (as the differences in absolute value between the approximate solution and the exact solution) corresponding to our approximate solution (green surface), to the solution given by the homotopy perturbation method (HPM) in [28] (yellow surface) and to the solution given by using the Adomian decomposition method (ADM) in [29] (red surface).
Figure 3. The comparison of the absolute errors corresponding to ADM (red), HPM (yellow) and LSDQM (green) for the case $\alpha = 2$ in Equation (16).

Table 3. The comparison of the absolute errors corresponding to ADM, HPM and LSDQM for the case $\alpha = 2$ in Equation (16).

| $x$  | $t$  | ADM         | HPM         | LSDQM        |
|------|------|-------------|-------------|--------------|
| 0    | 0    | 0           | 0           | 0            |
| 0.25 | 0.25 | $2.633231027 \times 10^{-5}$ | $9.386425927 \times 10^{-6}$ | $2.891317433 \times 10^{-5}$ |
| 0.5  | 0.5  | $3.968253968 \times 10^{-3}$ | $1.28968254 \times 10^{-2}$ | $3.073487847 \times 10^{-4}$ |
| 0.75 | 0.75 | $6.129362145 \times 10^{-2}$ | $1.744952786 \times 10^{-2}$ | $1.371006504 \times 10^{-3}$ |
| 1    | 1    | $3.928571429 \times 10^{-1}$ | $8.80952381 \times 10^{-1}$ | $4.265342983 \times 10^{-1}$ |
| 1.25 | 1.25 | $1.7450389828421193$ | $1.371006504 \times 10^{-1}$ | $6.807938606 \times 10^{-3}$ |

3.2.2. The Case $\alpha = 1.75$

Since for $\alpha < 2$ a comparison with an exact solution is again not possible, we will compare our solution with the solutions previously computed by the other methods in [28,29] by means of the remainders (4) corresponding to each solution.

For the case $\alpha = 1.75$, using the same steps presented in the previous sections, we computed the following approximate solution:

$$\hat{u}(x,t) = 0.893383 \cdot t^7 \cdot x^2 - 0.013741 \cdot t^7 \cdot x - 2.73669 \cdot t^6 \cdot x^2 + 0.048185 \cdot t^6 \cdot x + 2.19241 \cdot t^5 \cdot x^2,$$

$$x^2 - 0.0645014 \cdot t^5 \cdot x + 1.76773 \cdot t^4 \cdot x^2 + 0.0411563 \cdot t^4 \cdot x - 4.4387 \cdot t^3 \cdot x^2 - 0.0127024 \cdot t^3 \cdot x + 3.87572 \cdot t^2 \cdot x^2 + 0.00177629 \cdot t^2 \cdot x - 2 \cdot t \cdot x^2 + x^2.$$

Figure 4 and Table 4 present for the case $\alpha = 1.75$ the absolute values of the remainders (4) (as expressions obtained by replacing the approximate solutions in the operator (3)) corresponding to our approximate solution (green surface), to the solution given by the homotopy perturbation method (HPM) in [28] (yellow surface) and to the solution given by using the Adomian decomposition method (ADM) in [29] (red surface).
3.2.3. The case $\alpha = 1.5$

For the case $\alpha = 1.5$, we computed the following approximate solution:

$$
\tilde{u}(x, t) = 16.0574 \cdot t^7 \cdot x^2 + 2.29386 \cdot t^7 \cdot x - 57.7259 \cdot t^6 \cdot x^2 - 8.6958 \cdot t^6 \cdot x + 81.1181 \cdot t^5 \cdot x^2 + 12.852 \cdot t^5 \cdot x - 53.2525 \cdot t^4 \cdot x^2 - 9.40862 \cdot t^4 \cdot x + 13.9675 \cdot t^3 \cdot x^2 + 3.48802 \cdot t^3 \cdot x + 1.89122 \cdot t^2 \cdot x^2 - 0.600292 \cdot t^2 \cdot x + 2 \cdot t \cdot x^2 + x^2.
$$

Figure 5 and Table 5 presents for the case $\alpha = 1.5$ the absolute values of the remainders (4) corresponding to our approximate solution (green surface), to the solution given by the homotopy perturbation method (HPM) in [28] (yellow surface) and to the solution given by using the Adomian decomposition method (ADM) in [29] (red surface).
Table 5. The comparison of the remainders corresponding to ADM, HPM and LSDQM for the case $\alpha = 1.5$ in Equation (16).

| $x$ | $t$ | ADM | HPM | LSDQM |
|-----|-----|-----|-----|-------|
| 0   | 0   | 0   | 0   | 0     |
| 0.25| 0.25| 1.21599302 $\times 10^{-1}$ | 3.755426036 $\times 10^{-2}$ | 2.094154053 $\times 10^{-2}$ |
| 0.5 | 0.5 | 1.681971572609139 | 2.1433048 $\times 10^{-1}$ | 3.430158189 $\times 10^{-2}$ |
| 0.75 | 0.75 | 4.34684441525413 | 3.207137837 $\times 10^{-1}$ | 6.28014720 $\times 10^{-2}$ |
| 1   | 1   | 1.121998559 $\times 10^{-1}$ | 5.949626707 $\times 10^{-1}$ | 7.693134665 $\times 10^{-4}$ |

3.3. The Fractional BBM-Burgers’ Equation

\[
\begin{align*}
D^\alpha_t u(x,t) + \frac{\partial u}{\partial x} + u(x,t) \cdot \frac{\partial u}{\partial x} - a(u) \cdot \frac{\partial^2 u}{\partial x^2} - b(u) \cdot \frac{\partial^3 u}{\partial x^3 \partial t}, & \quad 0 \leq t, \quad 0 < \alpha \leq 1 \\
u(x,0) = x^2 & \quad \end{align*}
\] (17)

The exact solution of this problem can not be computed.

In [30] approximate polynomial solutions were computed using the analysis method. We computed using LSDQM approximate polynomial solutions of for various values of $\alpha$, solutions which are in good agreement with previous ones. For example, the solution corresponding to $\alpha = 1$ is:

\[
u(x,t) = -0.176022 \cdot t^2 \cdot x^2 + 0.387314 \cdot t^3 \cdot x + 0.658265 \cdot t^2 \cdot x + 0.0021956 \cdot t^4 - 0.0329576 \cdot t^3 - 0.196499 \cdot t^2 + 0.123089 \cdot t \cdot x^3 - 0.545918 \cdot t \cdot x^2 - 1.51928 \cdot t \cdot x + 0.908164 \cdot t + x^2
\]

The solution corresponding to $\alpha = 0.95$ is:

\[
u(x,t) = 0.534906 \cdot t^2 \cdot x^2 + 0.345507 \cdot t^3 \cdot x + 0.640468 \cdot t^2 \cdot x + 0.991308 \cdot t^4 + 0.727712 \cdot t^3 - 0.369689 \cdot t^2 + 0.416667 \cdot t \cdot x^3 - 0.683052 \cdot t \cdot x - 0.667241 \cdot t + x^2
\]

Figure 6 presents the approximate solutions corresponding to the values $\alpha = 1, \alpha = 0.95, \alpha = 0.90$ and $\alpha = 0.85$.

**Figure 6.** Approximate solutions of Equation (17) corresponding to the values $\alpha = 1$ (blue), $\alpha = 0.95$ (green), $\alpha = 0.90$ (red) and $\alpha = 0.85$ (orange).

4. Conclusions

The present paper introduces the least squares differential quadrature method as a straightforward and efficient method with which to compute analytical approximate polynomial solutions for nonlinear partial differential equations with fractional time derivatives.

The included applications clearly illustrate the accuracy of the method. The comparison with the previously computed approximate solutions by well-known methods, such as the homotopy
perturbation method [28] and the Adomian decomposition method [29], revealed not only a smaller error but also a much simpler expression of the solution.
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