Effects of Stiffness on Low Energy States in a Lattice Protein Model for Crambin
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Abstract.
Many studies inspired by the HP lattice protein model have helped to confirm the importance of the hydrophobic “driving force” during folding. Unfortunately, the high level of coarse-graining inherent to this model leads to significant limitations; results from proteins studied under the framework of the HP model fail to reproduce many, sometimes significant, details of the folding process, and the obtained ground states are usually highly degenerate. We propose simple modifications to the original HP model, with the goal of reducing degeneracy and gaining insight into how other interaction parameters influence the folding, while retaining the computational simplicity of lattice models. Namely, we introduce a “neutral” monomer (0) to further divide the hydrophobicity scale and an energetic penalty for “bends” in the protein to account for rigidity. Using replica-exchange Wang-Landau (REWL) sampling and suitable Monte Carlo trial moves, we obtain a unique (non-degenerate) ground state for the new lattice mapping of Crambin (a small, 46 amino acid plant protein), and investigate the effects of stiffness on the folding and the low energy structures.

1. Introduction
Protein folding has been studied from many different perspectives for over half a decade, but many unanswered questions remain; we still do not understand exactly how such complex biomolecules fold so efficiently [1]. The statistical mechanical approach to studying protein folding by way of polymer-based modeling has substantially increased our understanding of these systems [2, 3]. Many studies of, or inspired by, the original hydrophobic-polar (HP) model [4, 5] have highlighted the importance of the hydrophobic “driving force”, but we still wish to uncover which other interactions contribute most relevantly to the folding process [3]. Polymers, as well as polymer models of proteins, such as the aforementioned HP model, have been extensively investigated by a variety of clever Monte Carlo methods [6–20], including Wang-Landau sampling [21,22], which has also been used to successfully study many other problems of biological interest: protein sequence mutation [23,24], folding in a confined environment [25,26], and surface adsorption [27–30].

In addition to the hydrophobic effect, previous studies have shown that rigidity plays an important role in the folding process, as well as in the functional responsibilities of biomolecules [31–35]. We have used replica-exchange Wang-Landau sampling and slight modifications to the
original HP model to investigate the effect of protein stiffness on low energy states of a lattice protein model for Crambin.

2. Models and Simulation Methods

2.1. Semi-flexible H0P Lattice Protein Model for Crambin

The classic HP model greatly simplifies the complexity of protein folding by classifying each of the twenty amino acids as either hydrophobic (H) or polar (P), based on their tendency to interact with water [4, 5]. The protein is then placed on a lattice, with the H and P monomers occupying the lattice sites, connected via rigid bonds. The polymer then performs a self-avoiding random walk, effectively incorporating excluded volume effects inherent to real proteins. To account for the effective hydrophobic driving force, the HP model assigns each non-bonded, nearest neighbor HH contact an energy, \( \epsilon_{HH} \), that lowers the total energy of the system; the configuration(s) with the lowest energy is(are) the ground state(s). One problem inherent to this model is that the ground state energies are degenerate, which stands in contrast to the unique native state found in real proteins. Additionally, this model doesn’t account for polymer stiffness, an effect that should not be overlooked [31–34]. Here we propose a few simple modifications to the original HP model, with the goal of reducing degeneracy and gaining insight into how other interaction parameters influence the folding, while retaining the computational simplicity of lattice models. We first introduce a “neutral” monomer (0) to further divide the hydrophobicity scale [36, 37], and an energetic penalty for “bends” in the protein to account for rigidity [35]; we call this the Semi-flexible H0P model, and a sample configuration, along with interaction parameters is seen in Figure 1. The Hamiltonian for our model is given as follows:

\[
\mathcal{H} = -\epsilon_{HH}n_{HH} - \epsilon_{H0}n_{H0} - \epsilon_{\theta}n_{\theta},
\]

where \( n_{HH} \) is the number of HH contacts, \( \epsilon_{HH} \) is the energy of one such contact, and likewise for the other parameters. In this study, we set \( \epsilon_{HH} = 1 \) and \( \epsilon_{H0} = 0.5 \).

![Figure 1. Sample semi-flexible H0P model configuration. Hydrophobic, neutral, and polar monomers are colored in grey, white, and orange, respectively. The interaction between monomers 2 and 5 contributes energy \( \epsilon_{H0} \), the interaction between monomers 4 and 9 contributes energy \( \epsilon_{HH} \), and the angle formed by monomers 5, 6, and 7 contributes energy \( \epsilon_{\theta} \). In total, there are 2 HH contacts \( (n_{HH}) \), 1 H0 contact \( (n_{H0}) \), and 4 bond-angles \( (n_{\theta}) \).](image)

In this study we investigate Crambin, a slightly hydrophobic protein found in cabbage [38,39]. Due to its relatively small size (46 amino acids), Crambin is one of the more computationally tractable proteins to model. It was previously mapped onto the HP [40] and H0P [37] models with sequence names HP3D46 and H0P3D46, respectively.

2.2. Replica-exchange Wang-Landau Sampling

Traditional Monte Carlo methods, e.g. Metropolis sampling, sample prohibitively slowly at low temperatures and fail for systems with complex free energy landscapes. Wang-Landau sampling [41,42] is an iterative Monte Carlo method whose ultimate goal is obtaining a system’s
density of states (DOS), \( g(E) \), by performing a random walk in energy space. During the simulation, a trial move to change the system from state \( A \) to \( B \) is proposed, and accepted with probability

\[
P(A \rightarrow B) = \min \left\{ 1, \frac{g(E_A)}{g(E_B)} \right\},
\]

where \( g(E_A) \) and \( g(E_B) \) are the current estimates of the DOS for states \( A \) and \( B \), respectively. After a trial move where state \( n \) is accepted, \( g(E_n) \) is updated via \( g(E_n) \rightarrow f \cdot g(E_n) \), where \( f \) is a modification factor. A histogram \( H(E) \) of visited system states is also kept, and updated via \( H(E_n) \rightarrow H(E_n) + 1 \) after state \( n \) is accepted. The histogram is checked at predefined intervals, and reset to zero when all system states have been visited roughly equally: in this study, we enforce an “80% flatness criterion”, meaning all histogram entries must be at least 80% of the average histogram value. The modification factor is then updated via \( f \rightarrow \sqrt{f} \), and this process is repeated until \( f < f_{\min} \), some predefined minimum value.

Replica-Exchange Wang-Landau sampling (REWL) is an extension that combines the power of traditional Wang-Landau sampling with replica-exchange Monte Carlo [43,44]. In REWL, the energy range of a system is split into multiple, overlapping windows, each of which is sampled by one or more independent walkers. A replica-exchange between walkers in neighboring windows \( i \) and \( j \) is proposed periodically, and accepted with probability

\[
P_{\text{acc}} = \min \left\{ 1, \frac{g_i(E_j)}{g_j(E_i)} \right\},
\]

where \( g_i(E_j) \) is walker \( i \)'s current estimate for the density of states of the configuration proposed by walker \( j \), and likewise for the other terms. This framework allows each replica to travel between windows with different energy ranges, which further helps to reduce trapping in free energy minima. REWL produces significant speed-up in simulations of complex systems such as lattice protein adsorption and the Potts model [43,44].

In this study, \( f \) was initially set to \( e^1 \), and \( f_{\min} = \exp(10^{-8}) \). Our trial moves were chosen randomly using the Mersenne Twister random number generator, such that the percentage of each move type were as follows: 75% pull moves [45], 23% bond-rebridging moves [46], and 2% pivot moves [47]. This combination of Monte Carlo moves has proven very efficient in studying lattice proteins together with Wang-Landau sampling [21,22].

2.3. Thermal Properties and Protein Structures

With \( g(E) \) obtained from REWL sampling, the partition function \( (Z) \) can be computed at any temperature \( (T) \) simply as

\[
Z(T) = \sum_E g(E) e^{-E/k_BT},
\]

where \( E \) is the system energy, and \( k_B \) is the Boltzmann constant. We then calculate the statistical mechanical averages of any quantity \( Q \) as follows:

\[
\langle Q \rangle = \frac{\sum_E Q \cdot g(E) e^{-E/k_BT}}{Z}.
\]

The heat capacity \( (C_V) \) can be calculated from fluctuations in the energy via

\[
C_V(T) = \frac{\langle E^2 \rangle - \langle E \rangle^2}{k_BT^2}.
\]
Due to the high degeneracy of most energy levels, as well as the many symmetries associated with the simple cubic lattice, one must be very careful when comparing “different” structures with the same energy. A highly efficient method of searching for, and keeping track of different structures was previously introduced by Shi et. al. [24]. The idea behind this method is to sample configuration space for structures corresponding to a predefined target energy using (replica-exchange) multicanonical sampling (REMUCA) [48, 49], with $g(E)$ from the preceding REWL run as the sampling weight, and translate each structure with this target energy into a sequence of directions (SoD) that accounts for lattice symmetries. During the sampling, each unique SoD is stored in a tree-like data structure, to which newly encountered sequences can be quickly compared. If a given structure is found to be different from all others at that energy, it is added to the tree. This process stops once a certain predefined number of states are found, or if no new structures are found in a certain number of Monte Carlo sweeps. The minimum number of REMUCA sweeps used to calculate structural quantities or obtain ground states for a simulation in this study was $10^9$. Statistical error bars for all quantities in this study were obtained from a minimum of five independent runs.

3. Results

3.1. Specific Heat

![Figure 2](image-url)

Figure 2. Specific heat curves for the HP, H0P, and semi-flexible H0P model for Crambin, with characteristic structures relative to peak locations. Values in the legend correspond to $(\varepsilon_{HH}, \varepsilon_{H0}, \varepsilon_\theta)$. Error bars smaller than the points are not shown.

The specific heat offers insight into a system’s response to thermal excitations, with peaks indicating substantial “transitions”. In smaller proteins, the folding process is thought to occur in two steps [50]: Firstly a coil-globule transition, in which the protein folds from a random coil
to a globule. Secondly, the protein’s structure becomes even more compact, ultimately resulting in a relaxation to the native state. Figure 2 shows the specific heat curve for the HP, H0P, and semi-flexible H0P ($\epsilon_\theta = -0.05$) variants of Crambin, along with characteristic H0P structures relative to the peak locations.

While the original HP model only begins to hint at a second transition (in the form of a broad shoulder), the H0P and semi-flexible H0P models clearly show at least two transitions, consistent with all-atom simulations of Crambin [51]. More interestingly, however, is the emergence of a third structural transition signal, in the form of a small shoulder at very low temperature when we account for bond-angle stiffness. While this shoulder is quite small, it is clearly larger than statistical error bars.

3.2. Ground State Degeneracies and Low Energy Structures

By introducing the “neutral” monomer type, the H0P model reduces the ground state degeneracy to 121 states from $\sim 5.9 \times 10^5$ states in the HP mapping [37]. Adding a small, but opposing energetic contribution ($\epsilon_\theta = -0.05$) for bond-angles further reduces to only a single (unique) native state, consistent with theoretical expectations. The ground state structure is shown in Figure 3. The shoulder that appears at low temperature for this case prompts an investigation into the structures near the ground state.

Figure 3. Ground state structure (a) and bond-only representation (b) for the semi-flexible H0P variant of Crambin with $\epsilon_{HH} = 1$, $\epsilon_{H0} = 0.5$, and $\epsilon_\theta = -0.05$.

Figure 4. First excited states (a, c) and bond-only representation (b, d) for the semi-flexible H0P variant of Crambin with $\epsilon_{HH} = 1$, $\epsilon_{H0} = 0.5$, and $\epsilon_\theta = -0.05$. 
Figure 4 shows the first excited states (a,c), as well as corresponding bond-only representations (b,d). From this figure, it is apparent that the first-excited states are very similar to the ground state, with the only difference being an additional “bend” in the tail end of the protein.

Figure 5. Bond-only representation of the Second excited states for the semi-flexible H0P variant of Crambin with $\epsilon_{HH} = 1$, $\epsilon_{H0} = 0.5$, and $\epsilon_{0} = -0.05$.

Figure 5 shows bond-only representations of the six second-excited states. While these structures are very similar to each other, the internal arrangement of amino acids differs drastically from the lower energy states. A more quantitative study is underway, but we believe that this internal rearrangement corresponds exactly to the low temperature shoulder observed in the specific heat curve.

4. Conclusion

We have used REWL sampling, along with slight modifications to the original HP lattice protein model to investigate the effects of stiffness on folding. By studying the case where $\epsilon_{0} = -0.05$, we reduce the ground state degeneracy by five orders of magnitude from the original HP model, and obtain a non-degenerate ground state. Moreover, we uncover a previously unobserved structural transition at very low temperature. Further investigation of the low energy protein structures reveals a huge change in the internal structure between the second and third excited states. A more detailed study is in preparation, in which we aim to uncover the effects of stiffness on the structural properties during folding, as well as to quantitatively describe the internal rearrangement in structure observed between the second and third excited states in our semi-flexible model.
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