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Abstract

The recent success of Transformer has provided a new direction to various visual understanding tasks, including video-based facial expression recognition (FER). By modeling visual relations effectively, Transformer has shown its power for describing complicated patterns. However, Transformer still performs unsatisfactorily in noticing subtle facial expression movements, because the expression movements of many videos can be too small to extract meaningful spatial-temporal relations and achieve robust performance. To this end, we propose to decompose each video into a series of expression snippets, each of which contains a small number of facial movements, and attempt to augment the Transformer’s ability for modeling intra-snippet and inter-snippet visual relations, respectively, obtaining the Expression snippet Transformer (EST). In particular, for intra-snippet modeling, we devise an attention-augmented snippet feature extractor (AA-SFE) to enhance the encoding of subtle facial movements of each snippet by gradually attending to more salient information. In addition, for inter-snippet modeling, we introduce a shuffled snippet order prediction (SSOP) head and a corresponding loss to improve the modeling of subtle motion changes across subsequent snippets by training the Transformer to identify shuffled snippet orders. Extensive experiments on four challenging datasets (i.e., BU-3DFE, MMI, AFEW, and DFEW) demonstrate that our EST is superior to other CNN-based methods, obtaining state-of-the-art performance. Our code and the trained model are available at https://anonymous.4open.science/r/ATSE-C58B

1 Introduction

Video-based Facial Expression Recognition (FER) is important for understanding human emotions and behaviors in videos, benefiting various applications such as digital entertainment, customer service, driver monitoring, emotion robots, etc. [51, 39, 45, 22]. FER aims to classify a video into one of several basic emotions, including happiness, anger, disgust, fear, sadness, neutral, and surprise. The task of FER is difficult due to several challenges, namely, long-range spatial-temporal representation, excessive noises from irrelevant frames, and especially, inherently small and subtle facial movements in FER videos.

To tackle the issues of FER, existing methods com-
Figure 1: Comparison between a vanilla Transformer and the proposed expression snippet Transformer (EST) for modeling subtle facial expression movements in facial expression recognition (FER). The vanilla Transformer (left) tends to focus only on the frame with peak expression patterns and can be easily affected by noises such as other non-expression changes, thus obtaining suboptimal results. By decomposing videos into snippets, the EST (right) improves the modeling of intra-snippet and inter-snippet subtle facial changes, respectively, and can achieve more robust FER.

The recent successful Transformer approaches [8, 28, 38] in computer vision has allowed us to take advantage of its powerful relation reasoning ability for understanding FER videos. In general, the Transformer [42] has been shown to be particularly effective for translating an input sequence to a target sequence by modeling the relations between features. Accordingly, for video-based FER, we suggest that the Transformer has a great potential of describing subtle expression movements more robustly. However, despite the potential advantages, it is non-trivial to directly apply the vanilla Transformer on the FER videos, considering the subtle facial expression movements of videos that are difficult to be noticed by vanilla Transformer. For example, as shown in Fig. 1, the per-frame visual information, raw pixels on each frame, may contain noises such as other non-expression changes (head poses, speaking, and so on) that can easily affect the recognition performance of the Transformer. Furthermore, the subtle expression movements would make the Transformer only focus on the visual cues from frames with peak expression changes and neglect plenty of beneficial spatial-temporal information from other periods of videos. This limits the potential of Transformer to encode the motion information of the entire video comprehensively and achieve more robust expression recognition.

To tackle the above problems for applying Transformer on FER videos, we first propose to decompose the facial movements of the entire video into a series of small expression snippets. Each expression snippet is a video clip with a few adjacent frames of the input video covering a limited amount of expression changes. Sequence-based methods [10, 11, 3, 5] attempt to capture motion cues by encoding spatial-temporal information within their models. However, Sequence-based methods still perform weakly in describing subtle expression movements in FER videos. Besides, they usually require overwhelmingly large model capacities to help model subtle facial changes [24].

The novel attention-augmented snippet feature extractor (AA-SFE) to improve the modeling of intra-snippet visual changes for the Transformer. In the AA-SFE, we apply a deep convolutional neural network (DCNN) to extract per-frame visual features and develop a novel hierarchical attention-augmentation architecture to obtain the representation of facial movements within each snippet. The snippet representations generated with the AA-SFE are subsequently fed into the encoder-decoder structure of the Transformer to perform recognition based on snippet-level relations. Meanwhile, we devise a shuffled snippet order prediction (SSOP) head with a corresponding loss for the Transformer to improve the modeling of inter-snippet visual changes. By using SSOP, the Transformer can encode the information from all snippets more comprehensively, thereby delivering a more robust expression movement representation of the entire video. Overall, we
briefly name our proposed method as expression snippet Transformer (EST).

To sum up, the major contributions of this paper are summarized as follows:

- We propose the expression snippet Transformer (EST) to achieve accurate video-based facial expression recognition (FER). To the best of our knowledge, our approach is the first effective snippet-based Transformer method for video-based FER.

- To enhance the Transformer’s ability to model intra-snippet and inter-snippet expression movements, we propose the attention-augmented snippet feature extractor (AA-SFE) and the shuffled snippet order prediction (SSOP), respectively. Both techniques effectively tackle the problems of Transformer-based FER and substantially improves the recognition performance.

- Evaluations on four challenging video facial expression datasets, i.e., BU-3DFE, MMI, AFEW, and DFEW, demonstrate the superiority of our proposed EST over existing popular methods. State-of-the-art performance can be achieved with EST on the evaluated datasets.

2 Related Work

Frame-based methods The frame-based methods can be divided into two groups: frame aggregation methods that strategically fuse deep features learned from static-based FER networks [32, 20] and peak frame extraction methods that focus on recognizing the peak high-intensity expression frame [52, 49]. Meng et al. [32] proposed frame attention networks to adaptively aggregate frame features in an end-to-end framework and achieved an accuracy of 51.18% on the AFEW 8.0 dataset. Zhao et al. [52] proposed a peak-piloted deep network (PPDN) for intensity-invariant expression recognition. Moreover, Yu et al. [49] proposed a deeper cascaded peak-piloted network (DCPN) that enhances the discriminative ability of features in a cascade fine-tuning manner. The PPDN and DCPN respectively achieved the best accuracies of 99.3% and 99.9% on the CK+ dataset [29]. However, these methods depend only on static frames and lack powerful modeling of the spatial-temporal relationships of expressions in the video.

Dynamic sequence-based methods In order to explore the spatial-temporal representation of expressions, dynamic sequence-based methods take a video sequence as a single input and utilize both textural information and temporal dependencies in the sequence for more robust expression recognition [17, 18, 19, 43, 24]. Recently, the Long Short-Term Memory (LSTM) and C3D are two widely-used spatial-temporal methods. Vielzeuf et al. [43] firstly used pre-trained VGG-Face to extract spatial features, then utilized LSTM layers to encode temporal dependencies in a sequence. Kim et al. [18] proposed a new spatio-temporal feature representation learning for FER by integrating C3D and LSTM networks, which is robust to expression intensity variations. Although the C3D networks can capture the spatial-temporal change of an expression, the C3D networks introduce expensive space- and computational complexity to learn subtle expression movements more effectively.

Transformer Transformer was introduced by Vaswani et al. [42] as a new attention-based building block for machine translation. Transformer included self-attention layers to scan through each token in a sequence and learn the tokens’ relationships by aggregating information from the whole sequence, replacing RNNs in many tasks, such as natural language processing (NLP), speech processing, and computer vision [8, 28, 38, 36, 34, 6]. Recently, Nicolas et al. expanded the basic Transformer architecture to the field of object detection and proposed the DETR algorithm [4]. Girdhar et al. proposed an action Transformer to aggregate features from the spatial-temporal contexts around persons for action recognition in a video [33]. Transformer has been successfully applied for computer vision tasks, such as objection detection and action recognition. However, applying the vanilla Transformer to capture subtle expression movements in an untrimmed video is still challenging due to the noises and the limited motion variations within input frames.
3 Expression Snippet Transformer

3.1 EST architecture

The overall EST architecture is illustrated in Fig. 2. Firstly, we collect expression snippets from the input video. For each snippet, we apply the AA-SFE to extract per-snippet features. Then, we employ a Transformer with a SSOP head to achieve robust expression understanding. In the following sections, we will subsequently explain the Expression snippets, Transformer, AA-SFE, and SSOP.

Expression snippets We decompose the input video into a series of snippets to augment the Transformer’s ability to model subtle visual changes within each snippet and across different snippets, respectively. Formally, given an input FER video $C$, we decompose it into a series of smaller sub-videos: $C = \{C_1, C_2, ..., C_n\}$, where $C_i$ represents the $i$-th sub-video and $n$ is the total number of sub-videos. Each sub-video $C_i$ refers to an expression snippet that contains several adjacent frames of the video. All the snippets have the same length, and they follow consecutive orders along time.

Transformer Architecture We first extract snippet features with AA-SFE, which will be discussed later. With the snippet features, a Transformer is applied here to model the expression movements across snippets and discover a more robust emotion representation for FER. We follow the typical Transformer formulation and apply a multi-head attention-based encoder-decoder pipeline for the processing. In general, the multi-head attention estimates the correlation between a query tensor and a key tensor and then aggregates a value tensor according to correlation results to obtain an attended output. For more details of the Transformer, please refer to [42].

In our approach, we employ the encoder to encode snippet features and then use the decoder to translate the encoded features into a more robust expression representation. Let $R_i \in \mathbb{R}^d$ denote the extracted snippet feature of $C_i$ with a size of $d$, and $R = \{R_1, R_2, ..., R_n\}$. We feed $R$ to the encoder of the Transformer in EST. In the encoder, for each head of the multi-head attention, we perform linear projections on a snippet feature $R_i$ to obtain the corresponding query vector $q_i$, key vector $k_i$, and value vector $v_i$, respectively. All the $q_i, k_i, v_i$ are vectors of size $d$ as well.

Then, we stack different snippets’ query vectors, key vectors, and value vectors to obtain a query tensor $Q$, a key tensor $K$, and a value tensor $V$, respectively. $Q, K, V \in \mathbb{R}^{n \times d}$. Afterward, we perform self-attention across the snippets based on the obtained $Q, K, V$. In addition, we apply a snippet positional encoding to describe the positions of snippets within a video, following the sine and cosine positional encoding [42]. The output of the encoder is the encoded snippet features $H \in \mathbb{R}^{n \times d}$:

$$H = A(Q, K, V) = \text{softmax}(\frac{Q K^T}{\sqrt{d}})V,$$

where $A(\cdot)$ represents the self-attention. In this study, we employ 3 encoder layers, each with 4 attention heads.

After encoding snippet features with self-attention, the decoder phase then applies cross-attention to decode the encoded features $H$ into an emotion representation $T$ and $T \in \mathbb{R}^d$. We introduce an emotion query embedding for...
the decoder to represent the query tensor of the multi-head attention. The emotion query embedding shares the same dimension with $T$. We use the encoded feature $H$ to represent both key and value tensors in the decoder. In practice, we stack 3 decoder layers, each with 4 attention heads, to progressively refine the decoding results.

After the encoder-decoder processing, we make the Transformer provide two outputs, forming two prediction heads. The first head, built upon a 3-layer perception network, is the expression recognition prediction, classifying the $T$ into different expression types. The second head is the SSOP, which estimates the correct snippet order since snippets are shuffled. We will discuss the details of SSOP later.

### 3.2 Attention-augmented Snippet Feature Extraction

![Figure 3: The detailed architecture of the AA-SFE.](image)

Directly applying the Transformer on raw frames can be sub-optimal due to visual noises within pixels, making it difficult to obtain robust expression representation. Using snippets, we boost the Transformer to better model intra-snippet expression movements by introducing a novel attention-augmented snippet feature extractor (AA-SFE). AA-SFE improves the encoding of spatial-temporal information across frames within a snippet.

Fig. 3 shows the structure of an AA-SFE. In particular, with the help of normal DCNNs, such as a pre-trained ResNet-18, the AA-SFE applies a hierarchical attention augmentation for modeling intra-snippet information. The hierarchical attention aims to gradually extract a more representative feature of a snippet, progressively filtering out less meaningful non-expression information to reduce the negative impacts of noises within per-frame features. We mainly apply the attention from two-level hierarchy to model subtle visual changes. The first level extracts frame-level attention, and the second focuses on extracting snippet-level global attention.

For the first-level hierarchy, we investigate frame-level relation to obtaining attention. Similar to the Transformer, we apply self-attention here for relation modeling. Mathematically, we use $r_{j,i}$ to represent the feature vector of the $j$-th frame in the $i$-th snippet. We extract the global average pooling output of a DCNN as the per-frame feature: $r_{j,i} \in \mathbb{R}^d$. Suppose each snippet has $J$ frames. By stacking all the features $r_{j,i}$ from the $i$-th snippet, we obtain the tensor $I_i \in \mathbb{R}^{J \times d}$. Since we only consider frames of a single snippet at this stage, we drop the symbol $i$ here for simplicity, i.e., $I = I_i$, $r_j = r_{j,i}$ in this part. Using linear projections, we transform $I$ into three tensors: query tensor $I_Q$, key tensor $I_K$, and value tensor $I_V$. Then, we apply self-attention described in Eq.1 on $I_Q, I_K, I_V$ to obtain the attended feature $I' \in \mathbb{R}^{J \times d}$.

In the second-level hierarchy, we introduce the snippet-level global information to further refine representations of snippets. Firstly, we summarize the $I'$ into a unified general feature vector. Then, we estimate the relations between the general feature and per-frame features. The obtained relations are later used to re-weight per-frame features for refinement. Lastly, the refined features are reduced to a single representation to describe the whole snippet. More specifically, we denote the symbol $\hat{r}'$ as the general feature vector of $I'$, with a size of $d$. It is obtained by performing max pooling on $I'$ across frames. Then, we estimate the relation between $\hat{r}'$ and per-frame features using cosine similarity. We denote $r_j$ as the feature in $I'$ that correspond to the $j$-th frame. We compute cosine similarity $\alpha_j$ between $\hat{r}'$ and each $r_j$:

$$\alpha_j = \cos(r_j', \hat{r}') = \frac{r_j' \cdot \hat{r}'}{||r_j'|| \cdot ||\hat{r}'||}.$$  \hspace{1cm} (2)

where $\cdot$ means Euclidean norm. With the relation estimated by $\alpha_j$, we can identify which frame contains more deviated information that could be more likely to contain noise with non-expression. Thus, we have the summarized snippet feature by re-weighting and aggregating per-frame features based on:

$$R_i = \frac{\sum_j \alpha_j \cdot r_j}{\sum_j \alpha_j}.$$  \hspace{1cm} (3)
To sum up, the self-attention of AA-SFE first provides powerful relation modeling to facilitate the encoding of frame-level spatial-temporal information. Then, we introduce the second hierarchy with cosine similarity-based attention modeling to consider the global motion information of a snippet to help further resist noises existing in per frame. According to Eq. 2 \sim 3, the attention can identify the more useful intra-snippet visual change information and facilitate the computation of a more focused snippet feature $R_i \in \mathbb{R}^d$. We experimentally prove that the AA-SFE delivers better snippet features comparing to a normal self-attention-based Transformer.

### 3.3 Shuffled Snippet Order Prediction

With the snippet features $\mathcal{R}$ and the Transformer, we can estimate expressions of videos. However, we observe that the Transformer usually focuses only on the snippet with peak expression changes and neglects the rest parts of a video. This situation happens because the cross-attention modeling mechanism of Transformer probably easily overlooks the slight motion changes across subsequent snippets. In practice, the Transformer usually fails to deliver the comprehensive inter-snippet relation modeling for all the snippets and thus can be easily distracted by noisy information in the peak snippet. To make the Transformer model expression motions more comprehensively and avoid the negligence of subtle visual changes from off-peak snippets, we further introduce a shuffled snippet order prediction (SSOP) head with corresponding loss to assist training the EST. The algorithm of the SSOP is shown in Algorithm 1.

**Algorithm 1** The Pseudo Code of the SSOP.

**Input:** FER video $C$; Permuted order $S$

**Output:** Predicted permuted order probability $p(S|O)$

1. $\{C_1, ..., C_n\} \leftarrow C$
2. Shuffle the snippet order according to the $S$
3. Collect features: $O_1 = R_i + T$
4. Concat features: $O = Concat([O_1, ..., O_n])$
5. Predict the snippet order probability $p(S|O)$
6. Update SSOP head and emotion information $T$ by Eq. 6

To train the Transformer with SSOP, we mainly shuffle the snippets and make the Transformer predict this shuffled snippet order. For example, if we have 7 snippets, a shuffled order can be like $S = (3, 2, 7, 1, 4, 6, 5)$. In practice, we generate 10 different types of different shuffled orders. Then, among all the generated orders, we sample one order and re-arrange the snippets accordingly. The snippets with a shuffled order are later sent to the EST. After extracting the emotion information $T$, we fuse the $T$ with the $\mathcal{R} \in \mathbb{R}^{7 \times d}$ to obtain the features used for predicting shuffled orders. We name this type of feature as temporal order sensitive feature $O \in \mathbb{R}^{7 \times d}$. The computation of $O$ can be found in Algorithm 1. We further apply three fully connected layers on the $O$ to define the SSOP head, predicting the current permuted shuffling order. The prediction is obtained according to a classification output. Therefore, training the Transformer with the SSOP involves maximizing a posterior probability (MAP) estimate, where the related conditional probability density function is:

$$p(S|C_1, C_2, ..., C_n) = p(S|O_1, ..., O_n) \prod_{i=1}^{n} p(O_i|C_i),$$

where $O_i$ is the feature vector in $O$ for the $i$-th snippet. $C_i$ represents $i$-th snippet.

In practice, without SSOP, although we have positional encoding in the Transformer, the snippet order and motion information from off-peak snippets is usually not well encoded due to very subtle facial changes. Alternatively, training the Transformer to identify shuffled snippet orders with SSOP can help ensure that information from every snippet is properly attended. As a result, the Transformer could become more sensitive to inter-snippet visual changes and more comprehensive to describe expression changes of the entire video. Besides, the SSOP also enriches the number of expression change patterns for training without requiring additional manual annotation.

### 3.4 Optimization Objectives

For training, the EST has two objectives. The first one is a FER classification loss $L_{cls}$, and the second one is a shuffled snippet order prediction loss $L_S$. We use the cross-entropy loss for optimization. Mathematically, the
FER loss $L_{cls}$ can be written as:

$$L_{cls} = -\sum_{C} Y_{C} \cdot \log[\hat{Y}_{C}] + (1 - Y_{C}) \cdot \log[1 - \hat{Y}_{C}],$$

where $Y_{C}$ denotes the facial expression label for each video, $C$ indexes a training video, and $\hat{Y}_{C}$ denotes the probabilities of facial expressions predicted by the EST.

To identity shuffled snippet order, we introduce the loss function $L_{S}$ for SSOP based on:

$$L_{S} = -\sum_{C} S_{C} \cdot \log[\hat{S}_{C}] + (1 - S_{C}) \cdot \log[1 - \hat{S}_{C}],$$

where $\hat{S}_{C}$ denotes the permutation type of the shuffled order predicted by the EST, and $S_{C}$ is the ground truth one-vs-all label indicating the correct permutation type.

4 Experimental Results

4.1 Datasets

To evaluate our approach, four face expression datasets were used: BU-3DFE dataset [48], MMI dataset [41], AFEW8.0 dataset [9], and DFEW dataset [16].

BU-3DFE [48]: 3D facial expressions annotated with 6 emotion labels, i.e., anger, disgust, happiness, fear, sadness, and surprise. BU-3DFE contains 606 3D facial expression sequences captured from 101 subjects. Each expression sequence contains nearly 100 frames.

MMI [41]: A total of 205 expression sequences were collected from 30 subjects. The expression sequences were recorded at a temporal resolution of 24 fps. Each expression sequence of the dataset was labeled with one of the six basic expression classes (i.e., anger, disgust, fear, happiness, sadness, and surprise).

AFEW [9]: The AFEW serves as an evaluation platform for the annual EmotiW since 2013. Seven emotion labels are included in AFEW, i.e., anger, disgust, fear, happiness, sadness, surprise, and neutral. AFEW contains videos collected from different movies and TV series with spontaneous expressions, various head poses, occlusions, and illuminations. AFEW is divided into three splits: Train (738 videos), Val (352 videos), and Test (653 videos).

DFEW [16]: The DFEW is a large-scale unconstrained dynamic facial expression database, containing 16,372 video clips extracted from over 1,500 different movies. It contains 12,059 single-label video clips and also includes seven emotion labels, i.e. anger, disgust, fear, happiness, sadness, surprise, and neutral.

4.2 Snippet Extraction and Implementation Details

We first unified the video length to 105 frames via interpolation and clipping operation, and detected face regions of each frame to the size of $224 \times 224$ via the Retinaface [7]. Then, we randomly selected one of the first 30 frames as the starting frame, and extracted the following 75 consecutive frames to form a video. Next, we split the 75 frames into 7 sub-videos, each of which had 15 frames, with five frames overlapping between each sub-video. To enhance expression movement variation, 5 frames were randomly sampled from each sub-video to form a new sub-video which is an expression snippet. Thus, $n = 7$ and $j = 5$.

For training, the seven snippets were shuffled in a random order (the frame order within each snippet remained unchanged). For test, we only used the normal snippet order as input for robust FER.

We used the Pytorch for implementing the EST. The key training parameters include initial learning rate (0.0001), cosine annealing schedule to adjust the learning rate, mini-batch size (8), and warm up. The experiments were conducted on a PC with Intel(R) Xeon(R) Gold 6240C CPU at 2.60GHz and 128GB memory, and NVIDIA GeForce RTX 3090. Following the setting of other compared methods, we conducted a 10-fold person-independent validation on the BU-3DFE and MMI, a Train/Val set validation on the AFEW, and a 5-fold validation on DFEW dataset. We will release our source code to Github after acceptance.

4.3 Experiments on the BU-3DFE Dataset

Fig. 4(a) shows the confusion matrix of BU-3DFE for video FER by using our method. Among the six expressions, the highest accuracy are 95.0% of Happiness and Surprise, while the lowest accuracy is 80.0% for Fear, which has the least amount of facial expression movement and is difficult to distinguish with Disgust. The average FER accuracy is 88.17%.
The average FER accuracy of the EST was compared with the state-of-the-art methods, including DeRL [46], FAN [32], ICNP [54], C3D [40], 2D+3D model [30], FERAtt+Rep+Cls [31] and C3D-LSTM [35] in Table 1. Compared to the best sequence-based result, the proposed EST improved the accuracy over 4.97%. This reveals that our method can effectively discover the more beneficial emotion-related cues by modeling the long-range emotion movement relation in videos.

4.4 Experiments on the MMI Dataset

Fig. 4(b) depicts the confusion matrix of MMI for video FER by using our method. We achieved 100% accuracy in Surprise category. The average accuracy of FER is 92.5%.

In comparison with the state-of-the-art video-based FER methods, Table 2 lists the average accuracy on the MMI dataset using deep learning-based methods with spatial feature representation (i.e., collaborative expression representation (CER) extracted from the apex frames and LPQ-TOP [15] extracted from the whole sequence), and our EST. As shown in the table, the proposed EST outperformed existing state-of-the-art FER methods. Compared to the second best method, Ensemble Network [37], the EST improved the accuracy of 1.04%.

4.5 Experiments on the AFEW Dataset

Fig. 4(c) shows the confusion matrix of FER on the challenging AFEW dataset. The average accuracy of FER achieved 54.26%. The highest accuracy is 87.04% of Happiness followed by Anger and Neutral, which respectively reach 78.69% and 75.81%. Although accuracies of Disgust and Fear are relatively lower than the other categories, our method still out-performs other methods in recognizing both emotions. This may be caused by better modeling the relations of subtle expression movements between snippets. Table 3 reports the accuracies using the
EST and state-of-the-art methods. It demonstrates that our method achieves the best performance with great robustness, meanwhile, has obvious advantages over other algorithms on the in-the-wild expression dataset.

| Methods   | Feature setting | Accuracy(%) |
|-----------|-----------------|-------------|
| FAN [32]  | frame-based     | 51.18       |
| HoloNet [47] | frame-based   | 44.57       |
| DSN-HoloNet [13] | frame-based | 46.47       |
| DSN-VGGFace [11] | frame-based  | 48.04       |
| C3D [40]  | sequence-based  | 30.11       |
| DenseNet-161 [25] | sequence-based | 51.44       |
| VGG16+TP+SA [1] | sequence-based | 49.00       |
| Emotion-BEEU [21] | sequence-based | 52.49       |
| Mode variational LSTM [2] | sequence-based | 51.44       |
| Former-DFER [53] | sequence-based | 50.92       |
| **Our EST** | snippet-based   | **54.26**   |

Table 3: Comparison results on AFEW 8.0 dataset. Note: the highest result is highlighted in bold.

4.6 Experiments on the DFEW Dataset

Fig. 4(d) shows the confusion matrix of FER on the large-scale DFEW dataset. The average accuracy of FER achieved 65.85% by using our method. The highest accuracy is 86.87% of Happiness followed by Anger, which achieves 71.84%. Although we only achieved 5.52% accuracy in the Disgust category due to the huge imbalance of categories in the DFEW dataset, the compared results in Table 4 shows that our method is still far superior to other algorithms. More detailed comparison results can be shown in Table 4. Compared to the state-of-the-art methods reported in [16], the FER accuracy of our EST achieved significant improvement (over 9.34%).

| Methods                  | Feature setting | Accuracy(%) |
|--------------------------|-----------------|-------------|
| 3D ResNet-18,EC-STFL [16] | sequence-based  | 56.51       |
| C3D,EC-STFL [16]         | sequence-based  | 55.50       |
| P3D,EC-STFL [16]         | sequence-based  | 56.48       |
| R3D18,EC-STFL [16]       | sequence-based  | 56.19       |
| VGG11+LSTM,EC-STFL [16]  | sequence-based  | 56.25       |
| **Our EST**              | snippet-based   | **65.85**   |

Table 4: Comparison results on DFEW dataset.

| Transformer | AA-SFE | SSOP | Params(M) | MACs(G) | Acc(%) |
|------------|--------|------|-----------|---------|--------|
|            ✓ |        ✓ |      | 34.37     | 63.85   | 85.60  |
|            ✓ |        ✓ | ✓    | 42.78     | 63.89   | **88.17** |

Table 5: Ablation study of the proposed EST. Impact of integrating our different components (AA-SFE and SSOP) into the baseline Transformer on the BU-3DFE dataset.

| Different attention | Params(M) | Acc(%) |
|---------------------|-----------|--------|
| w/o attention       | 34.37     | 85.60  |
| self-attention      | 42.78     | 87.63  |
| SE-like attention    | 43.30     | 87.46  |
| Our hierarchical attention | 42.78 | **88.17** |

Table 6: Ablation study of different attention selection in AA-SFE. The best results are highlighted in bold.

4.7 Ablation experiment and analysis

To better understand the role of each module in the proposed EST, Table 5 presents the ablation results of the gradual addition AA-SFE and SSOP components to the baseline Transformer framework. The Transformer achieved a video-based FER accuracy of 85.60% on the BU-3DFE dataset. The further integration of AA-SFE improved the accuracy to 87.12%, as the AA-SFE aids in the extraction of snippet-level features via jointly hierarchical attentions. Thanks to learning the order sensitive representation, the addition of SSOP resulted in an increase of 1.05%.

Furthermore, Table 6 lists the recognition results with different attention selection in the AA-SFE. Obviously, two-level hierarchical attention used in AA-SFE achieved the best performance without any computational cost, helping to describe more informative snippet features.

In addition, Fig. 5 shows more analysis about the effect of the SSOP in the EST. In particular, Fig. 5(a) presents the distribution of the index of the snippet with the highest attention weight in EST with and without SSOP, respectively. Without SSOP (see the dark-blue column in Fig. 5(a)), we can observe that the EST always focused on the 3-rd snippet, which usually contains the peak changes in each test video. Alternatively, the SSOP can make EST distribute similar attention to all the snippets. We further illustrate the encoded emotion representation in 2D space using t-SNE visualization with and without using
Figure 5: The effects of SSOP. (a) Comparison of index distributions of the snippet with the highest attention weight with and without SSOP in EST; (b) Comparison of t-SNE analysis with and without SSOP.

Table 7: Comparison of model complexity and efficiency.

SSOP in Fig. 5(b). The results show that the SSOP helps obtain more discriminative representation by comprehensively making the Transformer model inter-snippet visual changes.

Model complexity Table 7 reports model parameters and computational costs of three spatial-temporal learning methods on the AFEW dataset. In general, our EST has the best performance (accuracy of 54.26%) with a small computational cost (63.89G MACs) and real-time speed (412 fps), which means that the proposed method exhibits improved accuracy and efficiency. More ablation studies and discussions can be seen in the supplementary material.

5 Conclusions and Future Works

In this paper, a novel expression snippet Transformer (EST) is proposed to better model elusive facial expression cues for robust facial expression recognition in untrimmed videos. The EST consists of four major components, i.e., snippet decomposition, snippet-based feature extractor, the encoder-decoder based Transformer, the shuffled order prediction head. Due to effectively and efficiently modeling long-range expression spatial-temporal relations and subtle intra-/inter- snippet visual changes, the proposed method achieved highly improved performance and strong robustness for video-based FER; the highest accuracies respectively reached 88.17%, 92.5%, 54.26%, and 65.85% on four challenging datasets (BU-3DFE, MMI, AFEW, and DFEW). In the future, we will introduce self-supervised learning to Transformer to model the extraction of emotion-rich features from complex unlabelled videos.
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The content of our supplementary material is organized as follows.

1. The training loss and testing accuracy of the EST with different components.
2. Effect of important parameters in our framework.
3. Compare with different backbones in our framework.
4. Visualization of different video expression representations.
5. Visualization of attention weights modelled by our EST and the Transformer.
6. Detailed description of the Transformer architecture used in our EST.

1 Training Loss and Testing Accuracy Curves for different component study

Fig. 1 shows the training and prediction procedures of the EST with different components. The green dotted curves belong to the baseline Transformer. From the view of the decline rates of training losses, obviously, the gradual addition of AA-SFE and SSOP improved the Transformer performance on both training speed and stability. Meanwhile, the proposed EST with AA-SFE and SSOP is easier to achieve higher accuracy on the test set.

Figure 1: The learning procedure for the EST with different components during training and testing. (a) The training loss variation in terms of epochs, (b) the testing accuracy variation in terms of epochs.
2 Effect of Important Parameters

In Fig. 2, we present the FER accuracy curves on the BU-3DFE dataset, which is affected by the number of frames in per snippet and the number of snippets in per video. As shown in Fig. 2 (a), the accuracy achieved the highest 88.17% when we set the number of frames of each snippet to 5. Fig. 2 (b) shows that the accuracy reached the highest when the number of snippets in per video is set to 7. Besides, we also observe that different snippet amounts and snippet lengths only resulted in minor performance changes, suggesting that these hyperparameters are less important to our method. Hence, thanks to the long-range relation modeling ability of the Transformer, our EST can be easily extended to adapt to videos of almost any length upon proper training.

To evaluate the effect of the types of shuffle order in SSOP learning, Fig. 3 presents the variation curves of FER accuracy and snippet order prediction accuracy according to the number of shuffle order types on the BU-3DFE dataset. As shown in Fig. 3 (a) (b), when the number of the types is 10, both the FER accuracy and snippet order prediction accuracy reach the highest 88.17% and 55.43%, respectively. Therefore, during the training, we set the types of shuffle order to 10.

Additionally, Fig. 4 presents the calculation results of cosine similarity in the AA-SFE. Due to small movement variation between expression snippets, all of the calculated cosine similarities are above 0.4, avoiding the occurrence of negative operation in the feature summation. And we set a small value $1e-8$ to avoid division by zero.

3 Comparison of Different Backbones

| Backbone   | Params(M) | MACs(G) | Acc(%) |
|------------|-----------|---------|--------|
| ResNet-18  | 42.78     | 63.89   | 54.26  |
| ResNet-34  | 52.88     | 128.54  | 51.99  |
| ResNet-50  | 272.49    | 144.06  | 53.12  |

Table 1: Comparison of different backbones.

Table 1 reports model parameters, computational cost, and FER accuracies of three different backbones in processing the AFEW dataset. Obviously, as the backbone network deepens, the proposed model requires more parameters and computational cost. However, the deeper models did not bring a significant increase in FER accuracy. On the contrary, the smaller ResNet-18 as the backbone resulted in the best performance (the FER accuracy of 54.26%).

4 Visualization Results of Expression Representations

In Fig. 5, we visualized the emotion features with different settings in a 2D feature space by using the t-SNE [2]
on the BU-3DFE dataset. Compared the other emotion features, we can observe that the comprehensive and robust expression representation learned by the EST includes more visual change cues and can significantly be separated according to different expression categories.

5 Visualization Results of Attention Weights

Fig. 6 shows the comparison of expression relation curves for modeling subtle facial expression movements between the vanilla Transformer and the proposed EST on four videos from the BU-3DFE, MMI, AFEW, DFEW dataset, respectively. From the Fig. 6(a), the vanilla Transformer tends to focus on the frames with peak expression patterns, which are easily affected by noises such as head pose and other non-expression changes. On the contrary, by decomposing videos into snippets, although the changes of expression movements of intra-/inter-snippets are very subtle in a video, our EST focuses on all expression snippet changes and improves modeling of intra-snippet and inter-snippet subtle facial expression changes, meanwhile, effectively locates the most informative expression snippet by the modelled expression attention weights (see the values of the Ordinate in Fig. 6(b)). It is evident that the EST succeeded at focusing on comprehensive expression movements according to the relations of snippet features to the emotion query embedding and achieved more robust FER.

6 Detailed Transformer architecture

The detailed description of the transformer used in EST, is given in Fig. 7. Snippet features $R$ from the AA-SFE extractors are first passed through the transformer encoder, together with positional encoding. Then the decoder receives the emotion query embedding (initially from $N(0, 1)$) and the encoded snippet features $H$, and produces the emotion representation $T$ through three decoder layers.
Figure 6: Comparison of modeling subtle facial expression movements in FER on the BU-3DFE, MMI, AFEW, DFEW dataset. (a) vanilla Transformer, (b) our EST. Note: the green square is located at the position of the most informative expression snippet with the most attention weight.

Figure 7: Architecture of the transformer used in EST.
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