On the trade-off between control performance and communication cost in event-triggered control
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Abstract

We consider a stochastic system where the communication between the controller and the actuator is triggered by a threshold-based rule. The communication is performed across an unreliable link that stochastically erases transmitted packets. To decrease the communication burden, and as a partial protection against dropped packets, the controller sends a sequence of control commands to the actuator in each packet. These commands are stored in a buffer and applied sequentially until the next control packet arrives. In this context, we study dead-beat control laws and compute the expected linear-quadratic loss of the closed-loop system for any given event-threshold. Furthermore, we provide analytical expressions that quantify the trade-off between the communication cost and the control performance of event-triggered control systems. Numerical examples demonstrate the effectiveness of the proposed framework.
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I. INTRODUCTION

MANY textbooks on sampled-data control, e.g., [2, 3], exhibit periodic control as the unique way to implement feedback control laws on digital platforms. The rationale behind this
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choice is that there exists a well-developed theory that allows to analyze the stability of closed-loop systems, to evaluate their control performance, and to design optimal controllers. Despite all these advantages, periodic implementations might lead to an inefficient use of the communication medium. For instance, transmitting the same actuator value repeatedly when the system is at rest at the desired state is undoubtedly a waste of communication resources. In contrast, event-triggered implementations of feedback control laws adapt the use of the communication channel to the needs of the physical system. Since event-triggered implementations of control laws are often able to achieve a satisfactory performance using significantly reduced communication rates (see e.g., the tutorial paper [4] and the references therein) they have emerged as an attractive alternative approach to the traditional periodic implementations. A reduced communication rate decreases the energy consumption at the transmitter side and reduces the network congestion when the communication takes place over a shared medium. For all these reasons, event-triggered implementations have been receiving an increasing attention in many applications including, e.g., control over communication networks [5–9], multi-agent systems [10], distributed optimization [11], and embedded control systems [12].

A. Related Work

A number of different event-triggering mechanisms have been proposed in the literature. These can be broadly categorized as Lyapunov-based [11–15], model-based [16–18], or threshold-based [19–21]. It is widely recognized that event-triggered implementations can decrease the communication load in a networked control system compared to periodic ones while still guaranteeing closed-loop stability and performance [22–24]. However, quantifying the expected transmission rate of such implementations for specified performance in closed-loop is challenging. A notable work in quantifying such a relation is that of Åström and Bernhardsson [23] who focused on the threshold-based event-triggered implementation of an impulse control of a single integrator system under Wiener process disturbances. They established that the event-based implementation gives a better performance than the traditional periodic implementation in terms of the state variance. Similarly, Heningsson et al. [24] proposed event-triggered control scheme and compared the achievable performance by using this scheme with respect to periodic control. Rabi [25] designed the joint optimal event-triggering mechanism and the control law to minimize the average energy of the state signal. However, the authors of [23–25] consider
a scalar system to be controlled, which affords significant simplifications of the analysis. More recently, Meng and Chen [26] extended the work of [23] to a class of second-order stochastic systems, and showed that, for the same average transmission rate, the event-based impulse control outperforms the periodic one. Nevertheless, as stated in [26], extending the proposed technique to consider more general system dynamics remains an open and challenging problem.

The analysis becomes even more involved when the network is unreliable. Blind and Allgöwer [27] extended the work of [23] to the case where transmissions from the sensor to the controller take place over an unreliable link. They analytically derived the control cost and the expected inter-event times for different packet loss rates. Rabi and Johansson [28] designed the optimal impulse control and the level triggering mechanism under packet losses with multiple loops sharing a common network. From a different perspective, Quevedo et al. [29] analyzed the stability of an event-triggered implementation of a controller in the presence of packet losses and limited processing resources. However, in all these works, the unreliable channel appears between sensor and controller, while the controller-actuator communication is lossless.

In this paper, we study a threshold-based event-triggered control loop with unreliable communication between the controller and actuator. We develop a framework for quantifying the closed-loop performance and the expected communication rate between the controller and actuator without any restriction on the order of the system under control. As a control strategy, we apply packetized control, which is a well-known technique in the presence of unreliable communication channels; see, e.g., [30–32]. There are only a few studies in the literature on the blend of event-triggered control and packetized control; e.g., [29, 33, 34]. To the best of our knowledge, this paper is the first attempt to characterize analytically the trade-off between the expected communication rate and the control performance in the event-triggered control using a packetized control strategy.

B. Main contributions of the paper

The main contribution of this paper is to provide analytical expressions that quantify the trade-off between communication cost and control performance in packetized event-triggered control systems with unreliable controller-actuator communication. We consider a linear stochastic system where the communication between the controller and the actuator is dictated by a threshold-based event-triggering algorithm. The communication is across an analog erasure channel that
stochastically erases transmitted data at any time step. We consider the cheap control case with the controller chosen to minimize the state variance. Using a Markov renewal process-based framework, we are able to establish analytical expressions for the expected communication rate and the control performance as measured by a linear-quadratic cost.

C. Outline of the paper

The rest of the paper is organized as follows. In Section II, we introduce models of the process and communication channel, describe the control architecture and the event-triggering rule and specify measures of communication cost and control performance. Sections III and IV presents our main results, first for scalar, and then for higher-order systems. Numerical examples in Section V illustrate the power of our framework. Finally, concluding discussions and directions for future work are given in Section VI. The appendix provides detailed proofs of the main results.

D. Notation

We write $\mathbb{N}$ for the positive integers and $\mathbb{N}_0$ for $\mathbb{N} \cup \{0\}$, and we use $\mathbb{R}$ for the real numbers. Let $\mathbb{R}^n_{\geq 0}$ denote the set of non-negative real vectors of dimension $n$, and $\mathbb{R}^n$ denote the set of real vectors of dimension $n$. Vectors are written in bold lower case letters and matrices in capital letters. If $\mathbf{u}$ and $\mathbf{v}$ are two vectors in $\mathbb{R}^n$, the notation $\mathbf{u} \leq \mathbf{v}$ corresponds to the component-wise inequality. The set of all real symmetric positive semi-definite matrices of dimension $n$ is denoted by $\mathbb{S}^n_{\geq 0}$. We let $\mathbf{0}_n$ be the $n$–dimensional column vectors of all zeros, $\mathbf{1}_n$ be the vectors of all ones. For any given $x \in \mathbb{R}^n$, the $\ell_\infty$ norm is defined by $\| x \|_\infty = \max_{1 \leq i \leq n} | x_i |$. For a square matrix $A$, $\text{Tr}(A)$ denotes its trace, $|A|$ its determinant and $\lambda_{\text{max}}(A)$ its maximum eigenvalue in terms of magnitude. In symmetric block matrices, we use $\ast$ to represent elements implied by symmetry. Let $X = \text{lyap}(A,Q)$ denote the positive semi-definite solution of the discrete Lyapunov matrix equation: $AXA^\top - X + Q = 0$, for any given $Q \in \mathbb{S}^n_{\geq 0}$ and $A \in \mathbb{R}^{n \times n}$ with $\lambda_{\text{max}}(A) < 1$. The notation $\{ x_k \}_{k \in K}$ stands for $\{ x(k) : k \in K \}$, where $K \subseteq \mathbb{N}_0$. We use the symbol $\mathbbm{1}_{\{ x_k \in A \}}$ to denote the indicator function of the set $A$. The probability of an event $\Omega$ is denoted by $P[\Omega]$ and the conditional probability of $\Omega$ given $\Gamma$ is written as $P[\Omega | \Gamma]$. When $\chi$ is a stochastic variable, $E[\chi]$ stands for the expectation of $\chi$, $\text{Var}[\chi]$ stands for the variance of $\chi$ and $\text{Cov}[\chi]$ stands for the covariance of $\chi$. An $n$–dimensional vector of real-valued random
variables $\mathbf{x} = [x_1 \ldots x_n]^{\top}$ follows a multivariate normal distribution with mean $\mu \in \mathbb{R}^n$ and covariance matrix $\Sigma \in \mathbb{S}_+^n$, denoted by $\mathcal{N}(\mu, \Sigma)$, if its probability density function is given by

$$f(\mathbf{x}; \mu, \Sigma) = \frac{1}{(2\pi)^{\frac{n}{2}} |\Sigma|^{\frac{1}{2}}} e^{-\frac{1}{2}(\mathbf{x} - \mu)^{\top}\Sigma^{-1}(\mathbf{x} - \mu)}. \tag{1}$$

The cumulative distribution function $F(\epsilon; \mu, \Sigma)$ is defined as

$$F(\epsilon; \mu, \Sigma) \triangleq \frac{1}{(2\pi)^{\frac{n}{2}} |\Sigma|^{\frac{1}{2}}} \int_{\epsilon}^{\infty} e^{-\frac{1}{2}(\mathbf{x} - \mu)^{\top}\Sigma^{-1}(\mathbf{x} - \mu)} d\mathbf{x}. \tag{2}$$

Suppose one or more variates of multivariate normal random variable $\mathbf{x}$ are subject to one-sided or two-sided truncation, i.e., $\epsilon^- \leq \mathbf{x} \leq \epsilon^+$. Then, $\mathbf{x}$ has a truncated normal distribution and its probability density function is given by

$$f(\mathbf{x}; \mu, \Sigma, \epsilon^-, \epsilon^+) = \frac{e^{-\frac{1}{2}(\mathbf{x} - \mu)^{\top}\Sigma^{-1}(\mathbf{x} - \mu)} }{\int_{\epsilon^-}^{\epsilon^+} e^{-\frac{1}{2}(\mathbf{x} - \mu)^{\top}\Sigma^{-1}(\mathbf{x} - \mu)} d\mathbf{x}}. \tag{3}$$

There are many techniques for sampling from truncated multivariate normal distributions, such as techniques based on the accept-reject algorithm and Gibbs sampling [35]. The R package `mtmvnorm` [36] provides several efficient methods to work with truncated random variables.

II. PROBLEM FORMULATION

This section summarizes the control architecture of our event-triggered control scheme and introduces the assumptions under which we will develop the performance analysis.

A. Control architecture

We consider the feedback control loop shown in Fig. 1. A physical plant $G$, whose dynamics can be represented by a linear stochastic system, is being controlled. A sensor $S$ takes periodic samples of the plant state $\mathbf{x}_k$ and transmits these to the controller node. The controller $C$ is event-triggered and computes new actuation commands only at times when the plant state satisfies the event-triggering condition $\|\mathbf{x}_k\|_\infty > \epsilon$ for a given threshold $\epsilon > 0$. The communication between the controller $C$ and the actuator $A$ is lossy, and control packets are dropped at any time step independently of each other, with probability $p_\ell \in (0, 1)$. As partial protection against these losses, the controller sends a sequence of predicted commands in each packet. The predicted commands are placed in a buffer at the actuator. In the absence of new control packets, the
actuator reads the predicted control command for the current time from the buffer and applies this input to the plant. In this context, we are interested in deriving analytical performance guarantees, both in terms of control performance and the number of transmission attempts on the communication link between controller and actuator.

B. Process model

The dynamics of the plant $G$ can be described by the stochastic discrete-time linear system:

$$x_{k+1} = Ax_k + Bu_k + w_k,$$

where $x_k \in \mathbb{R}^n$ is the state variable, $u_k \in \mathbb{R}^m$ is the control signal, and $w_k \in \mathbb{R}^n$ is a discrete-time zero-mean Gaussian white noise with covariance $\Sigma_w \in \mathbb{S}_\geq 0^n$, i.e., $w_k \sim \mathcal{N}(0_n, \Sigma_w)$. The initial state $x_0$ is modeled as a random variable having a normal distribution with zero mean and covariance $\Sigma_0 \in \mathbb{S}_\geq 0^n$, i.e., $x_0 \sim \mathcal{N}(0_n, \Sigma_0)$. The process noise $\{w_k\}_{k\in\mathbb{N}_0}$ is independent of the initial condition $x_0$.

The system matrix $A \in \mathbb{R}^{n\times n}$ and the input matrix $B \in \mathbb{R}^{n\times m}$ are constant, and $B$ is assumed to be of full column-rank. Furthermore, the system (4) with $w_k = 0_n$ for all $k \in \mathbb{N}_0$ is assumed to be completely $\nu$-step controllable for some $\nu \leq n$. In other words, for every $x_k \in \mathbb{R}^n$, there exists a control sequence $U = \{u_k, u_{k+1}, \ldots, u_{k+\nu-1}\}$ that transfers the state from $x_k$ to the origin in $\nu$ time steps. When $A$ is non-singular (which it will be if it is obtained by sampling a delay-free continuous-time linear system), the system (4) is completely $\nu$-step controllable [37].
if and only if

\[ \text{rank} \left[ A^{-1}B, A^{-2}B, \ldots, A^{-\nu}B \right] = n. \]

C. Controller design and performance criterion

We quantify the closed-loop performance in terms of the quadratic cost

\[ J_\infty = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \left( x_k^T Q_x x_k + \rho u_k^T Q_u u_k \right) \]

for given symmetric positive semidefinite matrix \( Q_x \) and symmetric positive definite matrix \( Q_u \). We are particularly interested in the case when \( \rho \to 0 \), sometimes called the cheap control scenario; see, e.g., [38]. It is well known that the optimal controller for the cheap control scenario is a dead-beat controller which ensures that, in the absence of process noise, the state converges to zero in a finite number of steps [2]. Our analysis framework considers a standard linear dead-beat controller

\[ u_k = K x_k, \]

and a cost of the form (5). When the system is completely \( \nu \)-step controllable, one can always find such a controller \( K \) that drives the system state to zero in \( \nu \) steps (see e.g., [37]).

We use a packetized dead-beat controller to reduce transmissions over the communication channel and to guard against losses. If the event-triggering rule leads to the controller executing the control algorithm at time \( k \in \mathbb{N}_0 \), it computes and transmits a sequence of control commands

\[ U_k = \{ K x_k, K(A + BK)x_k, \ldots, K(A + BK)^{\nu-1} x_k \} \]

which would transfer the process state of (4) from \( x_k \) to the origin in at most \( \nu \leq n \) time steps in the absence of process noise. We assume the presence of a buffer of length \( \nu - 1 \) at the actuator. When a new set of control actions arrives from the controller, the actuator immediately applies the first control action in the set, and stores the rest of the control actions in a buffer, see Fig 1. In the next \( \nu - 1 \) time steps, the controller issues no transmissions even if the event-triggered condition is met. Rather, the actuator applies the control commands sequentially from the buffer. If the buffer is empty, the actuator applies zero input (cf. [39]). Note that this is consistent with
the dead-beat assumption: in the absence of noise, the state would be at the origin after $\nu$ steps and (6) would evaluate to zero.

After each successful packet transmission, the controller is switched off for $\nu - 1$ time steps, and then it is switched on again. The controller uses a simple threshold-based rule

$$\| \mathbf{x}_k \|_\infty > \epsilon$$

(8)

to determine if a new control sequence should be computed, and a transmission should be attempted between the controller and actuator. We assume that the communication primitive offers reliable acknowledgements, so that the controller node knows if a transmission attempt to the actuator node was successful. In addition, we introduce a time-out mechanism where, if the number of samples since the last successful transmission exceeds a time-out value of $T$, the controller will attempt to transmit new data to the actuator even if the plant state does not satisfy the triggering condition (8). Such a time-out mechanism, admittedly essential to our analysis, is also important in event-triggered control system to guard against faulty components. It is worth noting that the time-out $T$ is a design parameter which is not directly related to $\nu$.

D. Communication channel

The communication channel between the controller and actuator is lossy, and packets transmitted from the controller to the actuator are dropped with a probability $p_\ell \in (0, 1)$, independent of all other events in the system. If a transmitted control packet is dropped, the transmission of a new control command will be attempted in the next sampling instant, irrespectively of the state evolution.

E. Discussion

At any time $k \in \mathbb{N}_0$, the system can operate in one of three modes: (a) we choose not to transmit any information, but let the actuator use data from the buffer; (b) we attempt to transmit a new packet, but it is dropped by the communication link; or (c) we successfully transmit a new control sequence from the controller to the actuator.

At first glance, it might appear that the system (4) with a packetized dead-beat controller (7) is a Markovian Jump Linear System (MJLS). However, this is not true since the transmission of control updates under the event-triggering rule depends on the plant state (i.e., the Markov jump
process depends on the continuous state variable). Thus, traditional techniques for analyzing the long-run average of control performance, such as [40], cannot be applied. In fact, our system fits into the class of the state-dependent random-time switched systems, which are hard to analyze in general; see e.g., [41]. Nonetheless, we, here, propose a technique which allows us to analyze a similar class of problems when the control sequence satisfies a dead-beat assumption.

III. EVENT-TRIGGERED CONTROL OF FIRST-ORDER SYSTEMS

For pedagogical ease, we first restrict our attention to the case when the plant $G$ is a first-order system. In other words, $m = n = 1$. To emphasize that $A$ and $B$ are scalars, we write $A = a$, $B = b$ and the covariance matrices as $\Sigma_w = \sigma_w^2$ and $\Sigma_0 = \sigma_0^2$. The corresponding dead-beat controller is $K = -a/b$ and since $\nu = 1$, no buffer is needed at the actuator.

In Section III-A, we consider a reliable communication channel between the controller and actuator (i.e., $p_\ell = 0$). The extension to packet dropouts is given in Section III-B. Proofs of technical results are presented in the Appendix.

A. Control over perfect channel

Assume that the controller-actuator communication is reliable, that is $p_\ell = 0$ and that $G$ is a first-order system. For convenience, we rewrite the evolution of the process $\{x_k\}$ as:

$$ x_{k+1} = \phi_k(r_k)x_k + w_k, $$

(9)

with initial condition $x_0$ (correspondingly $r_0 \in \{0, 1\}$) and

$$ \phi_k(r_k) = \begin{cases} 0 & \text{if } r_k = 0, \\ a & \text{otherwise,} \end{cases} $$

(10)

where $x_k \in \mathbb{R}$ denotes the state of the process, and $w_k$ is a zero-mean Gaussian white noise process with positive variance $\sigma_w^2$ and $w_k$ is independent of $x_0$. The process $\{r_k\}_{k \in \mathbb{N}_0}$ describes how many time steps ago the latest transmission of a control packet occurred. Whenever $r_k = 0$, a control packet is transmitted from the controller to the actuator. It is also worth noting that the number of time steps between two consecutive transmissions is bounded by the time-out interval
$T \in \mathbb{N}_0$. To this end, the evolution of the process $\{r_k\}$ is defined by

$$
\begin{cases}
0 & \text{if } |x_{k+1}| > \epsilon \text{ or } r_k > T, \\
r_k + 1 & \text{otherwise}.
\end{cases}
$$

(11)

Since the dead-beat control resets the plant state $x_k$ whenever $\{r_k = 0\}$, the stochastic recurrence equation (9) can be re-written as

$$
x_{k+1} = \sum_{l=0}^{r_k} a^l w_{k-l}.
$$

(12)

This implies that the probability of an event-threshold crossing at any time $k$ only depends on $a, \sigma_0^2, \sigma_w^2$ and the current value of $r_k$. Hence, the evolution of the system can be represented by the Markov chain $\{r_k\}$ shown in Fig. 2.

**Lemma 1** The process $\{r_k\}_{k \in \mathbb{N}_0}$ is an ergodic, time-homogeneous Markov chain (i.e. irreducible, aperiodic and positive recurrent) with a finite state space $\mathcal{B} = \{0, 1, \cdots, T\}$ and it has a unique invariant distribution $\pi$ such that $\pi_i > 0$ for all $i \in \mathcal{B}$.

To characterize the transition probabilities

$$p_{ij} \triangleq P(r_{k+1} = j \mid r_k = i),$$

of the Markov chain $\{r_k\}$, we introduce the random processes

$$\xi_k(i) = \sum_{j=0}^{i} a^j w_{k-j},$$

(13)

for all $i \in \{0, 1, \cdots, T - 1\}$. The probability density functions of $\xi_k(i)$ are time-invariant since the noise $\{w_k\}_{k \in \mathbb{N}_0}$ is white and stationary. Hence, we can drop the time $k$ index to simplify notation. Observe that the vector-valued random variable $\xi_i \triangleq [\xi_0 \xi_1 \cdots \xi_i]^T$ has a multi-variate
Fig. 2. The transition graph of Markov chain \( \{ r_k \} \) with transition probabilities \( p_{ij} \); this Markov chain has \( T+1 \) states labelled \( 0, \cdots, T \).

normal distribution with mean \( E[\xi_i] = \mathbf{0}_i \) and covariance matrix \( E[\xi_i \xi_i^\top] = \Xi_i \) with

\[
\Xi_i = \begin{bmatrix}
\sigma_w^2 & a\sigma_w^2 & \cdots & a^i\sigma_w^2 \\
* & \sum_{j=0}^{1} a^{2j}\sigma_w^2 & \cdots & \sum_{j=0}^{1} a^{2j+i-1}\sigma_w^2 \\
* & * & \cdots & * \\
* & * & \cdots & \sum_{j=0}^{i} a^{2j}\sigma_w^2
\end{bmatrix},
\]

(14)

For any \( i \in \{1, \cdots, T\} \), we define the events

\[
\mathcal{F}_i = \bigcap_{j=0}^{i-1} \{ | \xi_j | \leq \epsilon \}
\]

(15)

with the convention that \( \mathcal{F}_0 \) is a sure event. Thus, we have

\[
P(\mathcal{F}_i) = F(\epsilon 1_i; 0_i, \Xi_i),
\]

(16)

with \( P(\mathcal{F}_0) = 1 \). The transition probabilities can now be computed using the following lemma:

**Lemma 2** The transition probabilities \( p_{ij} \) in the Markov chain \( \{ r_k \} \), defined in Fig. 2, are

\[
p_{ij} = \begin{cases}
1 - \frac{F(\epsilon 1_{i+1}; 0_{i+1}, \Xi_{i+1})}{F(\epsilon 1_i; 0_i, \Xi_i)} & \text{if } i \in \{0, \cdots, T-1\}, j = 0 \\
1 & \text{if } i = T, j = 0 \\
1 - p_{i0} & \text{if } i \in \{0, \cdots, T-1\}, j = i + 1 \\
0 & \text{otherwise}
\end{cases}
\]
A visit of the Markov chain \( \{r_k\} \) to state 0 corresponds to a transmission of the control signal from the controller to the actuator, and therefore, in the view of the ergodic theorem,

\[
\pi_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} 1_{\{r_k=0\}}
\]

(17)
is the empirical frequency of transmissions. With the transition probabilities of the Markov chain at hand, we can give an explicit characterization of the expected communication rate of the event triggered control system:

**Theorem 3 (Communication rate)** The expected communication rate between the controller and the actuator for the event-triggered algorithm is given by

\[
\pi_0 = \frac{1}{1 + \sum_{n=1}^{T} \prod_{m=0}^{n-1} (1 - p_{m0})}.
\]

(18)

We are also able to give an explicit characterization of the expected linear-quadratic loss:

**Theorem 4 (Control performance)** Consider the problem formulation in Section II with the event-triggering algorithm and the standard dead-beat controller (i.e., \( K = -a/b \)). For a given event-threshold \( \epsilon > 0 \), the empirical average of the control loss function can be computed as

\[
J_\infty = \left[ \tilde{Q} \Sigma_0^c + \sum_{i=1}^{T} \left( Q_x \Sigma_{i-1} + \tilde{Q} \Sigma_i^c \right) \prod_{j=0}^{i-1} (1 - p_{j0}) \right] \pi_0,
\]

(19)

where \( \tilde{Q} = Q_x + \rho K^\top Q_u K \), and

\[
\begin{align*}
\Sigma_i &= \text{Var}[\xi_i | F_{i+1}], \quad i \in [0, T-1], \\
\Sigma_i^c &= \text{Var}[\xi_i | |\xi_i| > \epsilon, F_i], \quad i \in [0, T-1], \\
\Sigma_T^c &= \alpha^2 \text{Var}[\xi_{T-1} | F_T] + \sigma_w^2.
\end{align*}
\]

and \( F_i \) defined as in (15).
Remark 5 The analytical calculation of the control performance of an event-triggered control system with an arbitrary controller (except dead-beat controller) seems interactable since it is not possible to provide the closed-form of the probability density function of the state $x_k$ at any time step $k \in \mathbb{N}_0$.

Remark 6 It is worth noting that the communication rate and control performance are defined by analytical expressions of the mean and variance of truncated random variables. These means and variances do not have explicit closed-form expressions, but can be computed efficiently.

Together, these results provide analytic expressions for the communication rate and the empirical average of control loss, for any given threshold $\epsilon$. Next, we investigate how these expressions change when the probability of loss between controller and actuator is non-zero.

B. Control over lossy channel

With the basic intuition gained from analyzing the Markov chain that models the loss-free scenario (see Fig. 2), we now consider the case when the channel between the controller and the actuator exhibits packet loss. Recall that if a transmission fails, then the controller will compute a new control command at the next time instant and attempt to transmit this to the actuator.

Consider the following discrete-time scalar system:

$$x_{k+1} = \phi_k(r_k, \gamma_k)x_k + w_k$$ (20)

with initial conditions $x_0$, (correspondingly $r_0 \in \{0, 1\}$) and $\gamma_0$, and

$$\phi_k(r_k, \gamma_k) = \begin{cases} 0 & \text{if } \{r_k = 0 \land \gamma_k = 0\} \\ a & \text{otherwise} \end{cases}$$ (21)

where $\gamma_k$ denotes the number of consecutive transmission failures that occurred immediately
before time step $k \in \mathbb{N}_0$. The process $(r_k, \gamma_k)$ evolves according to

$$
\begin{bmatrix}
    r_{k+1} \\
    \gamma_{k+1}
\end{bmatrix} =
\begin{cases}
    \begin{bmatrix}
        0 \\
        0
    \end{bmatrix} & \text{w.p. } 1 - p_\ell \quad \text{if } \{|x_{k+1}| > \epsilon \land \gamma_k = 0\}, \\
    \begin{bmatrix}
        r_k \\
        1
    \end{bmatrix} & \text{w.p. } p_\ell \quad \text{if } \{r_k > T \land \gamma_k = 0\}, \\
    \begin{bmatrix}
        0 \\
        0
    \end{bmatrix} & \text{w.p. } 1 - p_\ell \quad \text{if } \gamma_k \neq 0, \\
    \begin{bmatrix}
        r_k \\
        \gamma_k + 1
    \end{bmatrix} & \text{w.p. } p_\ell \quad \text{otherwise}.
\end{cases}
$$

(22)

**Lemma 7** The process $(r_k, \gamma_k)$, $k \in \mathbb{N}_0$ is an ergodic, time-homogeneous Markov chain in a countably infinite state space $\hat{B} = B \times \mathbb{N}_0$ with a unique invariant distribution $\pi$.

The behavior of the event-triggered communication with packet losses is described by the bidimensional Markov chain $(r_k, \gamma_k)$, shown in Fig. 3, with state-space $\hat{B}$. Note that this Markov chain has a countably infinite state-space. The transition probabilities for the Markov chain depend on the packet loss probability $p_\ell$ and the transition probabilities already characterized in Lemma 2 for the loss-free case. Thus, we now have all information necessary to derive the

Fig. 3. A bidimensional Markov chain $(r_k, \gamma_k)$ which illustrates the packet loss in the network.
expected rate of attempted and successful transmissions from the Markov chain.

**Theorem 8 (Communication rate)** Under the event triggering mechanism (defined in §II-C), the expected rate of the successful reception of control packets at the actuator is calculated as

$$\pi_{00} = \frac{1}{\Theta_0 + \sum_{n=1}^{T} \Theta_n \prod_{m=0}^{n-1} (1 - p_{m0})},$$

where $\Theta_i = \frac{1 - p_{i}(1 - p_{ia})}{1 - p_e}, \forall i \in \{0, \ldots, T\}$, and the expected rate of attempted transmissions between the controller and actuator is obtained as

$$\tilde{\pi}_{00} = \frac{1}{1 + \sum_{n=1}^{T} \prod_{m=0}^{n-1} (1 - p_{m0})}.$$

**Remark 9** Note that we consider a discrete-time stochastic system whose underlying Markov chain has a countably infinite state-space. Typically, the solution of optimal control problems for such systems rely on the study of a countably infinite set of coupled Riccati equations (e.g., [42, 43]) and can only offer numerical approximations of the long-run average cost. In contrast, our framework with the dead-beat control assumption yields an analytical characterization of the control performance that allows for efficient numerical computations.

**Theorem 10 (Control performance)** Consider the problem formulation in Section II with the event-triggering algorithm and the dead-beat controller described in Section II-C. Suppose that

$$p_{e} \sigma^2 < 1,$$

Then, for a given event-threshold $\epsilon > 0$, the empirical average of the control loss function is

$$J_\infty = \left[ p_{00} \hat{Q} \left( \Sigma_0^c + \frac{p_{e} \sigma^2_w}{1 - p_e} \right) + \sum_{i=1}^{T} \left[ Q_x \Sigma_{i-1} + p_{i0} \hat{Q} \left( \Sigma_i^c + \frac{p_{e} \sigma^2_w}{1 - p_e} \right) \right] \prod_{j=0}^{i-1} (1 - p_{j0}) \right] \pi_{00},$$

(25)
where \( \hat{Q} = \frac{(1-p_\ell)(Q_x + \mu K^\top Q_u K) + p_\ell Q_u}{1-p_\ell \alpha^2} \) and the truncated variances:

\[
\begin{align*}
\Sigma_i &= \text{Var}[\xi_i | F_{i+1}], \quad i \in [0, T-1], \\
\Sigma_i^\epsilon &= \text{Var}[\xi_i | |\xi_i| > \epsilon, F_i], \quad i \in [0, T-1], \\
\Sigma_T &= \alpha^2 \text{Var}[\xi_{T-1} | F_T] + \sigma_w^2,
\end{align*}
\]

and \( F_i \) defined as in (15).

**Remark 11** Notice that the condition \( p_\ell \alpha^2 < 1 \) is identical to the necessary and sufficient condition for stability of scalar systems under periodic control over packet drop channels; see e.g., [44]. Accordingly, this condition must be satisfied to compute a finite control loss for our set-up.

## IV. Event-Triggered Control of Higher-Order Systems

We present our result in two steps. Section IV-A outlines the results for the vector case with arbitrary \( n \) when packet loss \( p_\ell = 0 \). We extend our analysis to the case with packet dropout in Section IV-B.

### A. Control over perfect channel

In this subsection, we extend our results to the case when the process state \( x_k \) is a vector. This is not a trivial extension. Unlike the scalar case, the control packets now need to be stored in a buffer at the actuator. Even when there are no packet losses, the one dimensional process \( \{r_k\} \) becomes a bidimensional process \( (r_k, \eta_k) \). At each time instant \( k \in \mathbb{N}_0 \), the controller \( C \) uses the state \( x_k \) of the system (4) to calculate and send a packet with a sequence of control commands as described in (7). We can rewrite the evaluation of the process \( \{x_k\}_{k \in \mathbb{N}_0} \) of (4) as follows:

\[
\begin{bmatrix}
x_{k+1} \\
\eta_{k+1}
\end{bmatrix} = \begin{cases} 
Ax_k + w_k & \text{if } \{ \| x_k \|_\infty \leq \epsilon \land \eta_k = 0 \}, \\
\phi_k x_{k-\eta_k+1} + \sum_{l=0}^{\eta_k-1} A^l w_{k-l} & \text{otherwise},
\end{cases}
\]

(26)
where

\[ \phi_k = \begin{cases} (A + BK)^{\nu - \eta_k}, & \text{if } \eta_k \in \{1, \cdots, \nu - 1\}, \\ 0, & \text{if } \eta_k = 0, \end{cases} \]

and \( \eta_k \) denotes the number of control packets in the buffer.

The evolution of the process pair \((r_k, \eta_k)\) is defined by

\[
\begin{bmatrix} r_{k+1} \\ \eta_{k+1} \end{bmatrix} = \begin{cases} \begin{bmatrix} 0 \\ \nu - 1 \end{bmatrix} & \text{if } \{ \| x_{k+1} \|_\infty > \epsilon \land \eta_k = 0 \}, \\ \begin{bmatrix} 0 \\ \nu - 1 \end{bmatrix} & \text{if } \{ r_k > T \land \eta_k = 0 \}, \\ \begin{bmatrix} 0 \\ 0 \end{bmatrix} & \text{if } \eta_k = 1, \\ \begin{bmatrix} r_k \\ \eta_k - 1 \end{bmatrix} & \text{if } \eta_k \in \{2, \cdots, \nu - 1\}, \\ \begin{bmatrix} r_k + 1 \\ 0 \end{bmatrix} & \text{otherwise}. \end{cases}
\]

(27)

**Lemma 12** The process \((r_k, \eta_k), \ k \in \mathbb{N}_0\) is an ergodic, time-homogeneous Markov chain with a state space \(\tilde{\mathcal{B}} = \mathcal{B} \times \{0, \cdots, \nu - 1\}\) and it has a unique invariant distribution \(\pi\).

The behavior of the event-triggered communication of the system (4) with the packetized controller (7) can be described by Markov chain \((r_k, \eta_k)\) (see Fig. 4). This discrete-state discrete-time Markov chain has \((T+1) \times \nu\) states*. Each mode is represented by two digits: the first digit denotes when the last transmission took place, and the second one denotes how many control packets are used from the buffer.

To describe how the transition probabilities depend on the system parameters and the event threshold, we define the random variables, i.e.,

\[
\delta_{i,k} = \begin{cases} \sum_{l=0}^{\nu - 1} A^l w_{k-l} & \text{if } i = 0, \\ \sum_{l=0}^{\nu - 1} A^{l+i} w_{k-l} + \sum_{j=0}^{i-1} A^j w_{k+i-j} & \text{if } i \neq 0. \end{cases}
\]

for all \( i \in \{0, 1, \cdots, T - 1\}\). Note that we only consider the random variables that describe the evolution of states when there is no transmission, and when we reset the mean of the state because the rest of the events are sure events – the transition probabilities are equal to unity.

*Recall that \(\nu\) represents the controllability index of the system (4).
Fig. 4. A bidimensional Markov chain \((r_k, \eta_k)\) that illustrates the event-triggered transmission for high-order systems.

Unlike the random variable \(\xi_{i,k}\) (defined in § III-A), \(\delta_{i,k}\) is vector-valued. However, the probability density function of \(\delta_{i,k}\) is also time-invariant since the noise process \(\{w_k\}_{k \in \mathbb{N}_0}\) is white and stationary. We thus neglect the time index to simplify notation and denote \(\delta_{i,k}\) by \(\delta_i\).

Similar to the scalar case, the augmented random variable \(\Delta_{in}\) \(\triangleq [\delta_0 \delta_1 \cdots \delta_i]^\top\) a multi-variate normal distribution with mean \(E[\Delta_{in}] = 0_{in}\) and covariance matrix \(E[\Delta_{in}\Delta_{in}^\top] = \Xi_{in}\) given by

\[
\begin{bmatrix}
\Sigma^* & \Sigma^* A^\top & \cdots & \Sigma^* (A^\top)^i \\
* & A\Sigma^* A^\top + \Sigma_w & \cdots & A\Sigma^* (A^\top)^i + \Sigma_w (A^\top)^{i-1} \\
* & * & \cdots & A^i \Sigma^* + \sum_{j=0}^{i-1} A^j \Sigma_w (A^\top)^j
\end{bmatrix}
\]

where \(\Sigma^* \triangleq \sum_{l=0}^{\nu-1} A^\top \Sigma_w A^l\). As defined in (15), we establish the events, for all \(i \in \{1, \cdots, T\}\),

\[
\mathcal{F}_i = \bigcap_{j=0}^{i-1} \left\{ \| \delta_j \|_{\infty} \leq \epsilon \right\},
\]

where \(\mathcal{F}_0\) is a sure event. For the transition probabilities, we use the shorthand notation:

\[
P\left((i_1, j_1) \mid (i_0, j_0)\right) \triangleq P\left((r_{k+1}, \eta_{k+1}) = (i_1, j_1) \mid (r_k, \eta_k) = (i_0, j_0)\right).
\]

The transition probabilities can now be computed using the following lemma.
Lemma 13 The non-null transition probabilities of the Markov chain \((r_k, \eta_k), k \in \mathbb{N}_0\), shown in Fig. 4, are

\[
\begin{align*}
P((0, \nu - 1) \mid (0, 0)) &= p_0, \\
P((1, 0) \mid (0, 0)) &= 1 - p_0, \\
P((i, \nu - 1) \mid (i, 0)) &= p_i, \quad i \in [1, T - 1], \\
P((i + 1, 0) \mid (i, 0)) &= 1 - p_i, \quad i \in [1, T - 1], \\
P((T, \nu - 1) \mid (T, 0)) &= 1, \\
P((i, j - 1) \mid (i, j)) &= 1, \quad i \in [0, T], \ j \in [1, \nu - 1],
\end{align*}
\]

where

\[
p_i = 1 - \frac{F(\epsilon 1_{(i+1)n}; 0_{(i+1)n}, \Xi_{(i+1)n})}{F(\epsilon 1_{in}; 0_{in}, \Xi_{in})}, \quad \forall i \in [0, T - 1].
\]

We now proceed to characterize the analytical model of the communication frequency in case the communication between the controller and the actuator.

Theorem 14 (Communication rate) The expected communication rate between the controller and the actuator for the event-triggered algorithm is obtained as

\[
\pi_{00} = \frac{1}{\Theta_0 + \sum_{i=1}^{T} \Theta_i \prod_{j=0}^{i-1} (1 - p_j)}, \tag{29}
\]

with \(\Theta_i = 1 + (\nu - 1)p_i, \ \forall i \in \{0, \cdots, T\}\).

The next theorem characterizes the expected linear-quadratic loss:

Theorem 15 (Control performance) Consider the problem formulation in Section II-B with the event-triggering algorithm and the control strategy described in Section II-C. For a given
event-threshold $\epsilon > 0$, the empirical average of the linear-quadratic control loss is computed as

$$J_\infty = \left[ p_0(X_0 + Z) + \sum_{i=1}^{T} \left[ \text{Tr}(Q_x \Sigma_{i-1}) + p_i(X_i + Z) \right] \prod_{l=0}^{i-1} (1 - p_l) \right] \pi_{00},$$

(30)

where, for all $i \in \{0, \ldots, T\}$,

$$X_i = \sum_{j=0}^{\nu-1} \text{Tr}\left( (A_c^\top)j \tilde{Q} A_c^j \Sigma_0^c \right),$$

$$Z = \sum_{j=0}^{\nu-2} \sum_{l=0}^{j} \text{Tr}\left( (A_c^\top)^l Q_x A_c^l \Sigma_w \right),$$

with $\tilde{Q} = Q_x + \rho K^\top Q_u K$, $A_c = A + BK$, and the truncated covariances:

$$\Sigma_i = \text{Cov}[\delta_i \mid F_{i+1}], \quad i \in [0, T - 1],$$

$$\Sigma_i^c = \text{Cov}[\delta_i \mid \|\delta_i\|_\infty > \epsilon, F_i], \quad i \in [0, T - 1],$$

$$\Sigma_T^c = A \text{Cov}[\delta_{T-1} \mid F_T] A^\top + \Sigma_w.$$

and $F_i$ defined as in (28).

The aforementioned results allow one to obtain analytical expressions for the communication rate and the empirical average of the control loss for any given event-threshold $\epsilon > 0$.

**B. Control over lossy channel**

If the state vector $x_k$ is transmitted over the lossy channel between the controller and the actuator, the behavior of the event-triggered communication with packet losses is described by the three-dimensional Markov chain $(r_k, \gamma_k, \eta_k), k \in \mathbb{N}_0$ with countably infinite state space. The Markov chain can be obtained from the one depicted in Fig. 4 using the same technique that was used to generalize the Markov chain of § IV-A to that of § IV-B. To compute the transition probabilities for this Markov chain, it is convenient to use Lemma 13, derived in the previous subsection. In fact, we have all necessary information to derive the expected rate of successful transmissions because the packet-loss probability $p_l$ is the only additional parameter.
Theorem 16 (Communication rate) Under the event triggered mechanism (defined in §II-C), the expected rate of successful reception of control packets at the actuator node is obtained as

$$\pi_{000} = \frac{1}{\Theta_0 + \sum_{i=1}^{T} \Theta_i \prod_{j=0}^{i-1} (1 - p_j)}, \quad (31)$$

with $$\Theta_i = 1 + (\nu - 1)p_i + \frac{p_i p_\ell}{1 - p_\ell}, \quad \forall i \in \{0, \cdots, T\}$$, and the communication rate between the controller and the actuator is computed as

$$\tilde{\pi}_{000} = \frac{1}{\Theta_0 + \sum_{i=1}^{T} \Theta_i \prod_{j=0}^{i-1} (1 - p_j)}, \quad (32)$$

with $$\Theta_i = 1 + (\nu - 1)p_i, \quad \forall i \in \{0, \cdots, T\}$$.

The next theorem characterizes the expected linear-quadratic cost.

Theorem 17 (Control performance) Consider the problem formulation in Section II with the event-triggering algorithm and the dead-beat controller described in Section II-C. Suppose that

$$p_\ell \lambda_{\text{max}}(A)^2 < 1.$$ 

Then, for a given event-threshold $$\epsilon > 0$$, the empirical average of the control loss function is

$$J_\infty = \left[p_0 \left[\sum_{j=0}^{\nu-1} X_{0j} + \frac{p_\ell Y_0}{1 - p_\ell} + Z\right] + \sum_{i=1}^{T} \left[\text{Tr}(Q_x \Sigma_{i-1})ight.\right.$$  

$$\left. + p_i \left(\sum_{j=0}^{\nu-1} X_{ij} + \frac{p_\ell Y_i}{1 - p_\ell} + Z\right)\prod_{l=0}^{i-1} (1 - p_l)\right] \pi_{000}, \quad (33)$$

where

$$X_{ij} = \text{Tr}\left(\Theta_j ((1 - p_\ell) \Sigma_i^c + p_\ell \Sigma_w)\right),$$

$$Y_i = \text{Tr}\left(\Upsilon ((1 - p_\ell) \Sigma_i^c + p_\ell \Sigma_w)\right),$$

$$Z = \sum_{j=0}^{\nu-2} \sum_{l=0}^{j} \text{Tr}\left((A^\top)^l Q_x A^l \Sigma_w\right),$$
with, for all $j \in \{0, \cdots, \nu - 1\}$,

$$\Upsilon = \text{lyap}\left(\sqrt{p^\ell} A^\top, Q_x\right),$$

$$\Theta_j = \text{lyap}\left(\sqrt{p^\ell} A^\top, A_c^\top \tilde{Q} A_c^j\right),$$

where $\tilde{Q} = Q_x + \rho K^\top Q_u K$, $A_c = A + BK$ and the truncated variances:

$$\Sigma_i = \text{Cov}\left[\delta_i \mid \mathcal{F}_{i+1}\right], \quad i \in [0, T - 1],$$

$$\Sigma_i^c = \text{Cov}\left[\delta_i \mid \| \delta_i \|_\infty > \epsilon, \mathcal{F}_i\right], \quad i \in [0, T - 1],$$

$$\Sigma_T^c = A \text{Cov}\left[\delta_{T-1} \mid \mathcal{F}_T\right] A^\top + \Sigma_w.$$ and $\mathcal{F}_i$ defined as in (28).

**Remark 18** Note once again that the condition $p^\ell \lambda_{\max}(A)^2 < 1$ is a natural assumption needed for the stabilization of the system (4) by any control algorithm when the controller-actuator communication is across an unreliable link with the erasure probability $p^\ell \in (0, 1)$; see e.g., [44].

V. Numerical Examples

We will now illustrate how the analysis techniques developed in Section III allow us to study the trade-off between the communication rate and the closed-loop performance for the event-triggered scheme detailed in Section II.

A. Event-triggered control for first-order systems

We first consider a scalar linear stochastic system

$$x_{k+1} = 1.6 x_k + u_k + w_k,$$

where $\{w_k\}_{k \in \mathbb{N}_0}$ is a zero-mean Gaussian white noise process with variance $\sigma_w^2 = 1.44$. The initial state $x_0$ has a normal distribution with zero mean and variance $\sigma_0^2 = 1.0$. We consider a cheap control scenario, where $Q_x = Q_u = 1$ and $\rho \to 0$, whose optimal control under periodic
Fig. 5. A comparison of the successful reception rate (resp. control performance) obtained from the analytic expressions (3) and (8) (resp. (4) and (10)) and Monte Carlo simulations for several packet loss probabilities: e.g., $p_{\ell} \in \{0, 0.2, 0.3\}$. The marked curve with "o” is obtained by averaging 10,000 Monte Carlo simulations for the horizon length 25,001 samples with the process noise $\{w_k\}_{k \in \mathbb{N}_0}$ and the initial condition $x_0$ generated randomly.

sampling is the dead-beat control law $u_k = -1.6 x_k$. The number of sample times between two consecutive transmissions is upper-bounded by the time-out interval $T = 5$.

In Fig. 5, we examine the communication rate and the control loss predicted by Theorem 3 and 4 in the absence of packet loss (i.e., $p_{\ell} = 0$) for different thresholds $\epsilon \geq 0$. We first note how the analytical results (solid line) matches the Monte Carlo simulations (circles) almost perfectly.

Next, we observe that changing the threshold from 0 (periodic control) to 1 yields significant reduction in the communication frequency at the expense of a small increase in the control loss. On the other hand, increasing the threshold from 2 to 4 only brings little (absolute) reduction in communication, but causes a large degradation in the closed-loop performance. Such observations may be useful for designing the event-triggering scheme.

Fig. 5 also shows how the successful reception rate and the control loss are impacted by a lossy communication channel (Theorem 8 and 10). Again, the analytical model has nearly perfect correspondance with Monte Carlo simulations. Moreover, we note that loss rates up until $p_{\ell} = 0.2$ have have only a small effect on the communication rate and closed-loop performance, while $p_{\ell} = 0.3$ leads to a specified performance loss compared to the case of reliable transmission. Recall that if the packet loss probability is larger than $p_{\ell}^* = 1/1.6^2 \approx 0.3906$, the event-triggered
control system will be unstable.

An alternative visualization of the trade-off between control loss and communication rate is shown in Figure 6. Different points on the curve correspond to different even thresholds ranging from 0 to 4 and communication rates and control losses are calculated using Theorem 3 and Theorem 4, respectively. Note that the communication rate decreases dramatically with an increased control loss as the threshold $\epsilon$ varies between 0 and 2.25 (dark colors). For $\epsilon > 2.25$ (lighter color), both quantities become less sensitive to changes in the threshold value. We can also identify $\epsilon \in [0, 0.8]$ as a particularly attractive region where a large decrease in the communication rate can be obtained for a small loss in control performance.

B. Event-triggered control for high-order systems

Next, we consider a second-order plant with state-space representation

$$x_{k+1} = \begin{bmatrix} 2.2 & -1.2 \\ 1 & 0 \end{bmatrix} x_k + \begin{bmatrix} 0.8 \\ 0.4 \end{bmatrix} u_k + w_k.$$ 

For the periodic cheap control with $Q_x = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $Q_u = 1$ and $\rho \to 0$, the optimal controller is

$$u_k = \begin{bmatrix} -19 \\ -3 \end{bmatrix} x_k.$$ 

This control is of dead-beat type and drives any system state to the origin in two time steps. The consider the initial condition $x_0$ as a Gaussian random variable with zero mean and covariance $\Sigma_0 = \begin{bmatrix} 6.224 & 2.16 \\ 2.16 & 2 \end{bmatrix}$, while the process noise $\{w_k\}_{k \in \mathbb{N}_0}$ is white, zero mean, Gaussian with covariance $\Sigma_w = \begin{bmatrix} 1 & 0.2 \\ 0.2 & 1 \end{bmatrix}$. The process noise and the initial condition are mutually independent. The
As shown in Figure 7, the analytical results obtained in Theorem 14 and 15 match Monte Carlo simulations perfectly. Note that the successful communication rate is limited to 0.5 since \( \nu = 2 \). Therefore, the event-triggered control sends at most one packet every two sampling instances. Apart from this, the behaviour is qualitatively similar to the scalar case.

Figure 8(a) highlights the differences between our packetized event-based control algorithm and the threshold-based event-triggered control algorithm, formed as

\[
    u_k = \begin{cases} 
        Kx_k & \text{if } \|x_k\|_\infty > \epsilon , \\
        0 & \text{otherwise}.
    \end{cases}
\]

For the lossless case \( (p_l = 0) \), Figure 8(a) shows that the packetized event-triggered control outperforms the standard threshold-based implementation as long as the average successful transmission rate is smaller than 0.5. If we allow for higher communication rates, then the standard implementation performs better on average.

The differences between the two variations are more striking in the case of packet losses. Figure 8(b) compares communication vs control trade-off for the packetized and the standard
Fig. 8. A comparison of the communication rate and the control performance of the event-triggered control system with and without packetized dead-beat controller for two packet loss rates: (a) $p_{\ell} = 0$ and (b) $p_{\ell} = 0.2$ (event threshold is shown with gray scale). The marked curves with "◊" and "●" are obtained by averaging 10,000 Monte Carlo simulations for the horizon length 25,001 samples with the process noise $\{w_k\}_{k \in \mathbb{N}_0}$ and the initial condition $x_0$ generated randomly.

implementation of the threshold-based event-triggered control when the loss rate is 20%. In this case, the packetized implementation strictly dominates the standard implementation, and when a comparable performance is searched for, this can be done at a dramatic decrease in communication cost. This performance improvement can be understood by observing that to reset the state $x_k$ in absence of the process noise, it is necessary to apply two consecutive control commands computed by the dead-beat controller. Whenever the packetized controller succeeds in transmitting a packet, this sequence of control commands will be available to the actuator and can be applied without interruption. In the standard implementation, on the other hand, the likelihood that consecutive packet transmissions will be successful is only $(1 - p_{\ell})^2$. Therefore, the state will often not be brought back close to the origin after an event triggering.

To conform with the guidelines of reproducible research, the R/Matlab file to generate the results presented above is publically available at people.kth.se/~demirel/publication.

VI. CONCLUSIONS

In this paper, we developed a theoretical framework to analyze the trade-off between the communication cost and the control performance of an event-triggering algorithm for control over an unreliable network. We assumed that a threshold-based event-triggering algorithm governs the channel used to transmit the information from the controller to the actuator. Additionally, we assumed the presence of a buffer at the actuator to store the control command sequence received from the controller to mitigate the detrimental effect of packet loss. Furthermore, we
developed a multi-dimensional Markov chain model, which characterizes the attempted and successful transmissions of control signals over an unreliable communication link. By combining this communication model with an analytical model of closed-loop performance we provided a systematic way to analyze the trade-off between the communication cost and control performance by appropriately selecting an event threshold.

VII. APPENDIX

Proof of Lemma 1: We begin by proving that the process \( \{r_k\}_{k \in \mathbb{N}_0} \) is a Markov chain. Let us consider the case where \( x_{k+1} \) belongs to \( \mathbb{R} \) which is an uncountable state space. Using the total law of probabilities, we have:

\[
P(r_{k+1} | r_k, r_{k-1}, \cdots, r_0) = \int_{\mathbb{R}} P(r_{k+1} | x_{k+1}, r_k, r_{k-1}, \cdots, r_0) P(x_{k+1} | r_k, r_{k-1}, \cdots, r_0) dx_{k+1}
\]

\[
= \int_{\mathbb{R}} P(r_{k+1} | x_{k+1}, r_k) P(x_{k+1} | r_k) dx_{k+1}
\]

where \((a)\) and \((c)\) come from the definition of the conditional probability, and \((b)\) holds because \( x_{k+1} \) depends stochastically only on \( r_k \) as described in (12), and \( r_{k+1} \) depends on \( x_{k+1} \) and \( r_k \) as described in (11). It is also worth noting that knowing \( r_k = j \) implies that knowing \( r_k = j, \cdots, r_{k-j} = 0 \). Therefore, the process \( \{r_k\} \) is a Markov chain.

We next proceed to show the ergodicity of this Markov chain. Since the Markov chain \( \{r_k\} \), shown in Fig. 2, has positive transition probabilities for any \( \epsilon > 0 \), the chain is clearly irreducible. Furthermore, the chain is aperiodic because state \( \{r_k = 0\} \) has a non-zero returning loop for any \( \epsilon > 0 \). By [45, Thm 3.3], this irreducible chain with finite state space \( B \) is positive recurrent. The process \( \{r_k\} \) is irreducible, aperiodic and positive recurrent; therefore, it is also ergodic. As \( \{r_k\} \) is an irreducible aperiodic Markov chain with finitely many states, it has a unique invariant distribution \( \pi \) such that \( \pi P = \pi \) and \( \pi 1 = 1 \); see [46, Cor 2.11]. This concludes our proof.

Proof of Lemma 2: We focus on the case when \( i \in \{0, \cdots, T - 1\} \), \( j = 0 \) because the other expressions are obvious from the structure of the Markov chain in Fig. 2. Let us consider the
transition probability $p_{00}$. Since $r_k = 0$ is equivalent to $\phi_k = 0$, we have:

$$p_{00} = \mathbf{P}(r_{k+1} = 0 \mid r_k = 0)$$

$$= \mathbf{P}(\mid w_k \mid > \epsilon \mid \phi_k = 0)$$

$$\overset{(a)}{=} \mathbf{P}(\mid w_k \mid > \epsilon) = \mathbf{P}(\mid \xi_0 \mid > \epsilon),$$

where $(a)$ holds because $\phi_k$ is independent of the process noise at time step $k \in \mathbb{N}_0$. Similarly, for any $i \in \{1, \cdots, T-1\}$, we have that:

$$p_{i0} = \mathbf{P}(r_{k+1} = 0 \mid r_k = i)$$

$$\overset{(b)}{=} \mathbf{P}(r_{k+1} = 0 \mid r_k = i, r_{k-1} = i-1, \cdots, r_{k-i} = 0)$$

$$\overset{(c)}{=} \mathbf{P}(\mid \xi_i \mid > \epsilon \mid \xi_{i-1} \leq \epsilon, \cdots, \xi_0 \leq \epsilon, \phi_{k-i} = 0)$$

$$\overset{(d)}{=} \mathbf{P}(\mid \xi_i \mid > \epsilon \mid \xi_{i-1} \leq \epsilon, \cdots, \xi_0 \leq \epsilon)$$

$$= \frac{\mathbf{P}(\mid \xi_i \mid > \epsilon, F_i)}{\mathbf{P}(F_i)} = 1 - \frac{\mathbf{P}(F_{i+1})}{\mathbf{P}(F_i)},$$

where $(b)$ comes from the Markov property, $(c)$ follows the definitions in (13), and $(d)$ holds because $\phi_{k-i}$ is independent of the process noise after time step $k-i$, and in particular, $\xi_i$. Lastly, the combination of these expressions and (16) yields the desired result, evaluated by Gaussian integrals (2).

Proof of Theorem 3: The Markov chain $\{r_k\}$, depicted in Fig. 2, is aperiodic, positive recurrent, finite, and irreducible, therefore; the Markov process has a limiting distribution which is also a stationary distribution $(\pi_i : i \in \mathcal{B})$. By the ergodic property, i.e., $\pi_j = \sum_{j=0}^{T} \pi_j p_{ji}$, we obtain:

$$\pi_0 = \sum_{j=0}^{T} \pi_j p_{j,0},$$

$$\pi_i = (1 - p_{i-1,0}) \pi_{i-1}, \quad i \in \{1, \cdots, T\}.$$  \hspace{1cm} (34) \hspace{1cm} (35)

Combining the balance equation $\sum_{j=0}^{T} \pi_j = 1$ and the aforementioned equalities, we thus get:

$$\pi_0 = \frac{1}{1 + \sum_{n=1}^{T} \prod_{m=0}^{n-1} (1 - p_{m0})}.$$  \hspace{1cm} (36)

This concludes our proof.
Proof of Theorem 4: The Markov chain \( \{r_k\}_{k \in \mathbb{N}_0} \) is aperiodic and positive recurrent on the countable state space \( B = \{0, \cdots, T\} \). Therefore, the process \( \{r_k\}_{k \in \mathbb{N}_0} \) is an ergodic Markov chain with stationary distribution \( \pi_j = \lim_{k \to \infty} P(r_k = j) \) for all \( j \in B \). By the ergodic theorem for Markov chains [45, pp. 111], the linear-quadratic loss (5) converges to

\[
J_\infty = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N} x_k^T Q_{r_k} x_k = \lim_{k \to \infty} E\pi[x_k^T Q_{r_k} x_k].
\] (37)

Note that (37) holds since \( x_{k+1} \) is a function of \( r_k \), i.e., \( x_{k+1} \triangleq \xi_i(r_k) = \sum_{l=0}^{r_k} a_l w_{k-l} \). By the law of total expectation, we have:

\[
E\pi[x_k^T Q_{r_k} x_k] = \sum_{i \in B} Q_i H_{k,i},
\]

where

\[
H_{k,i} \triangleq E[x_k^2 \mid r_k = i] P(r_k = i),
\]

with \( Q_0 = Q_x + \rho K^T Q_u K \) and \( Q_i = Q_x \), \( \forall i \in \{1, \cdots, T\} \).

Using the law of total expectations and Bayes’ rule, we thus obtain:

\[
E[x_k^2 \mid r_k = i] = \sum_{j \in B} E[x_k^2 \mid r_k = i, r_{k-1} = j] P(r_{k-1} = j \mid r_k = i),
\]

\[
= \sum_{j \in B} E[x_k^2 \mid r_k = i, r_{k-1} = j] P(r_k = i \mid r_{k-1} = j) \frac{P(r_{k-1} = j)}{P(r_k = i)},
\]

\[
= \sum_{j \in B} p_{ji} E[x_k^2 \mid r_k = i, r_{k-1} = j] \frac{P(r_{k-1} = j)}{P(r_k = i)}.
\] (38)
By using (38), for \( r_k = 0 \), we obtain that:

\[
H_{k,0} = \sum_{j=0}^{T} p_{j0} E[x_k^2 \mid r_k = 0, r_{k-1} = j] P(r_{k-1} = j)
\]

\[
= p_{00} E[x_k^2 \mid x_k > \epsilon, \phi_{k-1} = 0] P(r_{k-1} = 0)
\]

\[
+ \sum_{j=1}^{T-1} p_{j0} E[x_k^2 \mid x_k > \epsilon, |x_{k-n}| \leq \epsilon, 1 \leq n \leq j, \phi_{k-j-1} = 0] P(r_{k-1} = j)
\]

\[
+ E[x_k^2 \mid x_{k-n} \leq \epsilon, 1 \leq n \leq T, \phi_{k-T-1} = 0] P(r_{k-1} = T)
\]

\[
= p_{00} E[x_k^2 \mid x_k > \epsilon, \phi_{k-1} = 0] P(r_{k-1} = 0)
\]

\[
+ \sum_{j=1}^{T-1} p_{j0} E[x_k^2 \mid x_k > \epsilon, |x_{k-n}| \leq \epsilon, 1 \leq n \leq j, \phi_{k-j-1} = 0] P(r_{k-1} = j)
\]

\[
+ \left(a^2E[x_k^2 \mid x_{k-n} \leq \epsilon, 1 \leq n \leq T, \phi_{k-T-1} = 0] + \sigma_w^2\right) P(r_{k-1} = T).
\]

Similarly, for any \( i \in \{1, 2, \cdots, T\} \), we have that:

\[
H_{k,i} = p_{i-1,i} E[x_k^2 \mid r_k = i, r_{k-1} = i-1] P(r_{k-1} = i-1)
\]

\[
= p_{i-1,i} E[x_k^2 \mid x_{k-n} \leq \epsilon, 0 \leq n < i, \phi_{k-i} = 0] P(r_{k-1} = i-1).
\]

Substitution of \( x_k \overset{\Delta}{=} \xi_{k-1}(i) \) into (39) and then into (40) yields

\[
H_{k,0} = p_{00} E[\xi_{k-1}^2(0) \mid \xi_{k-1}(0)] > \epsilon] P(r_{k-1} = 0)
\]

\[
+ \sum_{j=1}^{T-1} p_{j0} E[\xi_{k-1}^2(j) \mid \xi_{k-1}(j)] > \epsilon, \xi_{k-n-1}(j-n) \leq \epsilon, 1 \leq n \leq j] P(r_{k-1} = j)
\]

\[
+ \left(a^2E[\xi_{k-2}^2(T-1) \mid \xi_{k-n-1}(T-n) \leq \epsilon, 1 \leq n \leq T] + \sigma_w^2\right) P(r_{k-1} = T),
\]

\[
H_{k,i} = p_{i-1,i} E[\xi_{k-1}^2(i) \mid \xi_{k-n-1}(i-n) \leq \epsilon, 0 \leq n < i] P(r_{k-1} = i-1),
\]

for all \( i \in \{1, \cdots, T\} \). Let’s define \( H_i \overset{\Delta}{=} \lim_{k \to \infty} H_{k,i} \) for all \( i \in B \). Letting \( k \to \infty \), we can rewrite (41) and (42) as

\[
H_0 = p_{00} \text{Var}[\xi_0 \mid |\xi_0| > \epsilon] \pi_0 + \sum_{j=1}^{T-1} p_{j0} \text{Var}[\xi_j \mid |\xi_j| > \epsilon, F_j] \pi_j + \left(a^2\text{Var}[\xi_{T-1} \mid F_T] + \sigma_w^2\right) \pi_T,
\]

\[
H_i = p_{i-1,i} \text{Var}[\xi_{i-1} \mid F_i] \pi_{i-1} = \text{Var}[\xi_{i-1} \mid F_i] \pi_i.
\]

Lastly, substitution of (43), (44) and \( \pi_i = \prod_{j=0}^{i-1} (1 - p_{j0}) \pi_0 \) into \( J_\infty = \lim_{k \to \infty} E_{\pi} [\sum_{i \in B} Q_i H_i] \) establishes (19).

**Proof of Lemma 7:** As in the proof of Lemma 1, the similar reasoning applies to show the
bidimensional process \((r_k, \gamma_k)\) is a Markov chain. Firstly, for \(x_{k+1} \in \mathbb{R}\), we write:

\[
\begin{align*}
P(r_{k+1}, \gamma_{k+1} \mid r_k, r_{k-1}, \cdots, r_0; \gamma_k, \gamma_{k-1}, \cdots, \gamma_0) &= \int_{\mathbb{R}} P(r_{k+1}, \gamma_{k+1}, x_{k+1} \mid r_k, \cdots, r_0; \gamma_k, \cdots, \gamma_0) dx_{k+1} \\
&\overset{(a)}{=} \int_{\mathbb{R}} P(r_{k+1}, \gamma_{k+1} \mid x_{k+1}, r_k, \cdots, r_0; \gamma_k, \cdots, \gamma_0) P(x_{k+1} \mid r_k, \cdots, r_0; \gamma_k, \cdots, \gamma_0) dx_{k+1} \\
&\overset{(b)}{=} \int_{\mathbb{R}} P(r_{k+1}, \gamma_{k+1} \mid r_k, \gamma_k) P(x_{k+1} \mid r_k, \gamma_k) dx_{k+1} \\
&\overset{(c)}{=} \int_{\mathbb{R}} P(r_{k+1}, \gamma_{k+1} \mid r_k, \gamma_k) dx_{k+1} \\
&= P(r_{k+1}, \gamma_{k+1} \mid r_k, \gamma_k)
\end{align*}
\]

where \((a)\) and \((c)\) come from the definition of the conditional probability, and \((b)\) holds because \(x_{k+1}\) depends only stochastically on \(r_k\) and \(\gamma_k\); \(r_{k+1}\) and \(\gamma_{k+1}\) depend on \(x_{k+1}, r_k\) and \(\gamma_k\). Notice that knowing \(r_k = i\) and \(\gamma_k = j\) implies knowing \(r_k = i, \cdots, r_{k-i} = 0\) and \(\gamma_k = j, \cdots, \gamma_{k-i} = 0\). This concludes that the process \((r_k, \gamma_k)\) is a Markov chain.

The proof is completed by showing the ergodicity of this Markov chain. As can be seen in Fig. 2, this chain is clearly irreducible. Moreover, the chain is aperiodic since it is irreducible and state \((r_k, \gamma_k) = (0, 0)\) has a non-zero returning loop for any threshold \(\epsilon > 0\). The distribution of the return time to state \((0, 0)\) is

\[
P_0(T_0 = 1) = (1 - p_\ell)p_{00},
\]

and, for \(n \geq 2\) and \(m \geq 0\),

\[
P_0(T_0 = n + m) = (1 - p_\ell)p_\ell^m(1 - p_{00}) \cdots (1 - p_{n-2,0})p_{n-1,0}.
\]
Using the aforementioned distribution, we can write the expected return times as
\[
E_0[T_0] = \sum_{n=1}^{T+1} \sum_{m \geq 0} (n + m)P_0(T_0 = n + m)
\]
\[
= \frac{1}{1 - p_\ell} \left[ p_{00} + \sum_{i=1}^{T} \sum_{j=0}^{i-1} \prod_{j=0}^{i-1} (1 - p_{j0}) \right] + \sum_{i=1}^{T+1} \sum_{j=0}^{i-1} (1 - p_{j0}) \leq 1
\]
\[
\leq \frac{1}{1 - p_\ell} + \sum_{i=1}^{T} \frac{1}{1 - p_\ell} + \frac{T(T + 1)}{2} < \infty
\]
and therefore the chain is positive recurrent. The process \((r_k, \gamma_k)\) is an ergodic Markov chain because it is irreducible, aperiodic and positive recurrent. By [43, Thm 2.1], we conclude that this Markov chain has an invariant distribution \(\pi > 0\) such that \(\pi_j = \sum_{i \in \mathcal{B}} \pi_i p_{ji}\) for all \(j \in \mathcal{B}\) and \(\sum_{j \in \mathcal{B}} \pi_j = 1\). This proves the lemma. ■

**Proof of Theorem 8:** The Markov chain \((r_k, \gamma_k), k \in \mathbb{N}_0\) (shown in Fig. 3) is aperiodic, positive recurrent and irreducible, therefore; the Markov process has stationary distributions \((\pi^\infty_{ij}, i \in \mathcal{S}, j \in \mathbb{N}_0\)). Using the ergodic property, we write that:
\[
\pi_{00} = (1 - p_\ell) \sum_{i=0}^{T} p_{i0} \pi_{i0} + (1 - p_\ell) \sum_{i=1}^{T} \sum_{j=1}^{\infty} \pi_{ij} , \quad (45)
\]
\[
\pi_{i0} = (1 - p_{i-1,0}) \pi_{i-1,0} , \quad i \in \{1, \cdots, T\} , \quad (46)
\]
and
\[
\pi_{ij} = \begin{cases} 
  p_{\ell} p_{i0} \pi_{i0} & \text{if } j = 1, \\
  p_{\ell} \pi_{i,j-1} & \text{if } j \neq 1,
\end{cases} \quad (47)
\]
for \(i \in \{0, 1, \cdots, T\}\). By combining (45), (46) and (47), we have that:
\[
\sum_{i=0}^{T} \sum_{j=0}^{\infty} \pi_{ij} = \sum_{i=0}^{T} \left( \pi_{i0} + \pi_{i1} + \pi_{20} + \cdots \right) = \sum_{i=0}^{T} \pi_{i0} + \frac{1}{1 - p_\ell} \sum_{i=0}^{T} \pi_{i1} ,
\]
\[
= \left[ 1 + \frac{p_\ell}{1 - p_\ell} p_{00} \right] \pi_{00} + \sum_{i=1}^{T} \left[ 1 + \frac{p_\ell}{1 - p_\ell} p_{i0} \right] \pi_{i0} ,
\]
\[
= \left[ \frac{1 - p_\ell (1 - p_{00})}{1 - p_\ell} + \sum_{j=1}^{T} \frac{1 - p_\ell (1 - p_{j0})}{1 - p_\ell} \prod_{j=0}^{i-1} (1 - p_{j0}) \right] \pi_{00} . \quad (48)
\]
Using the balance equation \(\sum_{i=0}^{T} \sum_{j=0}^{\infty} \pi^\infty_{ij} = 1\) and (48), we obtain (23).
Lastly, to compute the attempted communication rate, we only need to set \( p_e = 0 \). Hence, we have (24). This concludes our proof.

**Proof of Theorem 10:** The proof follows an analysis akin to that in the proof of Theorem 4. The process \((r_k, \gamma_k), k \in \mathbb{N}_0\) is an ergodic time-homogeneous Markov Chain (see Fig. 3) with stationary distribution \( \pi_{ij} = \lim_{k \to \infty} P(r_k = i, \gamma_k = j) \) for all \( i \in \mathcal{B} \) and \( j \in \mathbb{N}_0 \). Using the ergodic theorem for Markov chains [45, pp. 111], we have that:

\[
J_\infty = \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N} x_k^\top Q_r x_k = \lim_{k \to \infty} \mathbb{E}_\pi[x_k^\top Q_r x_k]. \tag{49}
\]

It is worth noting that (49) holds because \( x_k \) depends stochastically on \( r_{k-1} \) and \( \gamma_{k-1} \), i.e., \( x_k = a^{\gamma_k} \sum_{n=0}^{r_k} a^n w_{k-n} + \sum_{m=0}^{\gamma_k} a^m w_{k-m} \). By the law of total expectation, we have:

\[
\mathbb{E}_\pi[x_k^\top Q_r x_k] = \sum_{i \in \mathcal{B}} \sum_{j \in \mathbb{N}_0} Q_{ij} H_{k,ij}, \tag{50}
\]

where

\[
H_{k,ij} \triangleq \mathbb{E}[x_k^2 \mid r_k = i, \gamma_k = j] \mathbb{P}(r_k = i, \gamma_k = j) \tag{51}
\]

with \( Q_{00} = Q_x + \rho K^\top Q_u K \) and \( Q_{ij} = Q_x \) for all \( i \in \mathcal{B} \) and \( j \in \mathbb{N}_0 \).

As in the proof of Theorem 4, we aim at defining recurrence equations \( H_{k,ij} \) for all \( i \in \mathcal{B} \) and \( j \in \mathbb{N}_0 \). For \( i = j = 0 \), the recurrence equation equate to

\[
H_{k,00} = (1 - p_e) \left[ p_{00} \mathbb{E}[x_k^2 \mid x_k > \epsilon, \phi_{k-1} = 0] \mathbb{P}(r_{k-1} = 0, \gamma_{k-1} = 0) \right.
\]
\[
+ \sum_{i=1}^{T-1} p_{i0} \mathbb{E}[x_k^2 \mid x_k > \epsilon, x_{k-n} \leq \epsilon, 1 \leq n \leq i, \phi_{k-i-1} = 0] \mathbb{P}(r_{k-i} = i, \gamma_{k-i} = 0) \]
\[
+ \mathbb{E}[x_k^2 \mid x_{k-n} \leq \epsilon, 1 \leq n \leq T = 1, \phi_{k-T-1} = 0] \mathbb{P}(r_{k-1} = T, \gamma_{k-1} = 0) \]
\[
+ \sum_{j=1}^{\infty} \mathbb{E}[x_k^2 \mid x_k-j > \epsilon, \phi_{k-j-1} = 0] \mathbb{P}(r_{k-j} = 0, \gamma_{k-j} = j) \]
\[
+ \sum_{j=1}^{T-1} \sum_{i=1}^{\infty} \mathbb{E}[x_k^2 \mid x_{k-j} > \epsilon, x_{k-j-n} \leq \epsilon, 1 \leq n \leq i, \phi_{k-j-i-1} = 0] \mathbb{P}(r_{k-1} = i, \gamma_{k-1} = j) \]
\[
+ \sum_{j=1}^{\infty} \mathbb{E}[x_k^2 \mid x_{k-j-n} \leq \epsilon, 1 \leq n \leq T, \phi_{k-j-T-1} = 0] \mathbb{P}(r_{k-1} = T, \gamma_{k-1} = j) \right]. \tag{52}
\]
For any $i \in \{1, 2, \cdots, T\}$ and $j = 0$, we have that:

$$H_{k,0} = p_{i-1,i}E[x_k^2 \mid |x_{k-n}| \leq \epsilon, 0 \leq n < i, \phi_{k-i} = 0]P(r_{k-1} = i-1, \gamma_{k-1} = 0). \quad (53)$$

For any $i \in \{0, 1, \cdots, T\}$ and $j = 1$, we have that:

$$H_{k,1} = p_ip_{00}E[x_k^2 \mid |x_k| > \epsilon, |x_{k-n}| \leq \epsilon, 1 \leq n \leq i, \phi_{k-i-1} = 0]P(r_{k-1} = i, \gamma_{k-1} = 0). \quad (54)$$

For all $i \in \{0, 1, \cdots, T\}$ and $j \geq 2$, we have that:

$$H_{k,i} = p_iE[x_k^2 \mid |x_{k-j+1}| > \epsilon, |x_{k-n}| \leq \epsilon, j \leq n < i + j, \phi_{k-i-j} = 0]P(r_{k-1} = i, \gamma_{k-1} = j-1). \quad (55)$$

Substituting $x_k \overset{\Delta}{=} a^j\xi_{k-\gamma_k}(i) + \sum_{m=0}^{j} a^m w_{k-m}$ into (52), (53)-(55) yields

$$H_{k,00} = (1 - p_e)\left[p_{00}E[\xi_{k-1}^2(0) \mid |\xi_{k-1}(0)| > \epsilon]P(r_{k-1} = 0, \gamma_{k-1} = 0) + \sum_{i=1}^{T-1} p_{00}E[\xi_{k-1}^2(i) \mid |\xi_{k-1}(i)| > \epsilon, |\xi_{k-n-1}(i-n)| \leq \epsilon, 1 \leq n \leq i]P(r_{k-1} = i, \gamma_{k-1} = 0) + \left(a^2E[\xi_{k-2}^2(T-1) \mid |\xi_{k-n-1}(T-n)| \leq \epsilon, 1 \leq n \leq T] + \sigma_w^2\right)P(r_{k-1} = T, \gamma_{k-1} = 0) + \sum_{j=1}^{\infty} \left(a^2E[\xi_{k-j-1}^2(0) \mid |\xi_{k-j-1}(0)| > \epsilon] + \sigma_w^2 \sum_{l=0}^{j-1} a^{2l}\right)P(r_{k-1} = 0, \gamma_{k-1} = j) + \sum_{i=1}^{T-1} \sum_{j=1}^{\infty} \left(a^2E[\xi_{k-j}^2(i) \mid |\xi_{k-j-1}(i)| > \epsilon, |\xi_{k-j-n-1}(i-n)| \leq \epsilon, 1 \leq n \leq i] + \sigma_w^2 \sum_{l=0}^{j-1} a^{2l}\right) \times P(r_{k-1} = i, \gamma_{k-1} = j) + \sum_{j=1}^{\infty} \left(a^2\left(a^{2j}E[\xi_{k-j-2}^2(T-1) \mid |\xi_{k-j-n-1}(T-n)| \leq \epsilon, 1 \leq n \leq T] + \sigma_w^2\right) + \sigma_w^2 \sum_{l=0}^{j-1} a^{2l}\right) \times P(r_{k-1} = T, \gamma_{k-1} = j) \right] \quad (56)$$

and

$$H_{k,0} = p_{i-1,i}E[\xi_{k-1}^2(i-1) \mid |x_{k-n-1}(i-n-1)| \leq \epsilon, 0 \leq n < i]P(r_{k-1} = i-1, \gamma_{k-1} = 0), \quad (57)$$

$$H_{k,1} = p_{ip_0}E[\xi_{k-1}^2(i) \mid |\xi_{k-1}(i)| > \epsilon, |\xi_{k-n-1}(i-n)| \leq \epsilon, 1 \leq n \leq i]P(r_{k-1} = i, \gamma_{k-1} = 0), \quad (58)$$

$$H_{k,i} = p_e\left[a^{2(j-1)}E[\xi_{k-1}^2(i) \mid |\xi_{k-1}(i)| > \epsilon, |\xi_{k-n-1}(i-n)| \leq \epsilon, 1 \leq n \leq i] + \sum_{l=0}^{j-2} a^{2l}\right] \times P(r_{k-1} = i, \gamma_{k-1} = j-1). \quad (59)$$
We next define $H_{ij} \triangleq \lim_{k \to \infty} H_{k,ij}$ for all $i \in \mathcal{B}$ and $j \in \mathbb{N}_0$. Letting $k \to \infty$, we can rewrite (56) as

$$H_{00} = (1 - p_t) \sum_{i=0}^{T-1} p_{i0} \text{Var}[\delta_i \mid |\delta_i| > \epsilon, \mathcal{F}_i] \pi_{i0} + p_{T0} \left( a^2 \text{Var}[\delta_{T-1} \mid \mathcal{F}_T] + \sigma_w^2 \right) \pi_{T0}$$

$$+ \sum_{i=0}^{T-1} \sum_{j=1}^\infty \left[ a^{2j} \text{Var}[\delta_i \mid |\delta_i| > \epsilon, \mathcal{F}_i] + \sigma_w^2 \sum_{l=0}^{j-1} a^{2l} \right] \pi_{ij} + \sum_{j=1}^\infty \left[ a^{2j} \left( a^2 \text{Var}[\delta_{T-1} \mid \mathcal{F}_T] + \sigma_w^2 \right) + \sigma_w^2 \sum_{l=0}^{j-1} a^{2l} \right] \pi_{Tj}.$$  \hspace{1cm} (60)

Note that $H_{00}$ contains the summations of infinite geometric series, and hence $H_{00}$ converges to a fixed value if the condition $p_t a^2 < 1$ holds. Thereby, with the notation $\Sigma_i \triangleq \text{Var}[\delta_i \mid |\delta_i| > \epsilon, \mathcal{F}_i], i \in \{0, \cdots, T - 1\}$ and $\Sigma_T \triangleq a^2 \text{Var}[\delta_{T-1} \mid \mathcal{F}_T] + \sigma_w^2$, we rewrite (60) as

$$H_{00} = (1 - p_t) \sum_{i=0}^{T} p_{i0} \Sigma_i \pi_{i0} + (1 - p_t) \sum_{i=0}^{T} a^2 \Sigma_i \sum_{j=0}^{j} (p_t a^2)^j + \sigma_w^2 \sum_{l=0}^{j} a^{2l} \pi_{i0}$$

$$= (1 - p_t) \sum_{i=0}^{T} p_{i0} \left[ \frac{p_t a^2 \Sigma_i}{1 - p_t a^2} + \Sigma_T \right] \pi_{i0}$$

$$= \frac{1 - p_t}{1 - p_t a^2} \sum_{i=0}^{T} p_{i0} \left[ \Sigma_i + \frac{p_t \sigma_w^2}{1 - p_t} \right] \pi_{i0}.$$  \hspace{1cm} (61)

As $k \to \infty$, (57)–(59) become

$$H_{i0} = p_{i-1,0} \text{Var}[\delta_{i-1} \mid N_{i}] \pi_{i-1,0} = \Sigma_{i-1} \pi_{i0},$$  \hspace{1cm} (62)

$$H_{11} = p_t p_{i0} \text{Var}[\delta_1 \mid |\delta_1| > \epsilon, \mathcal{F}_i] \pi_{10} = \Sigma_i \pi_{11},$$  \hspace{1cm} (63)

$$H_{ij} = p_t \left[ a^{2(j-1)} \text{Var}[\delta_i \mid |\delta_i| > \epsilon, \mathcal{F}_i] + \sum_{l=0}^{j-2} a^2 \sigma_w^2 \right] \pi_{ij} = \left[ a^{2(j-1)} \Sigma_i + \sum_{l=0}^{j-2} a^2 \sigma_w^2 \right] \pi_{ij}.$$  \hspace{1cm} (64)

By keeping $\lim_{k \to \infty} \mathbf{E}[\sigma^T_k Q_k x_k] = \sum_{i \in \mathcal{B}} \sum_{j \in \mathbb{N}_0} Q_{ij} H_{ij}$ in mind, we separate the control loss function into two parts: $J_\infty = J_{\text{ctrl}} + J_{\text{loss}}$. Firstly, we deal with $J_{\text{ctrl}}$ as follows:

$$J_{\text{ctrl}} = Q_{00} C_{00} + Q_x \sum_{i=1}^{T} H_{i0} = \frac{(1 - p_t)Q_{00}}{1 - p_t a^2} \sum_{i=0}^{T} p_{i0} \left[ \Sigma_i + \frac{p_t \sigma_w^2}{1 - p_t} \right] \pi_{i0} + Q_x \sum_{i=1}^{T} \Sigma_{i-1} \pi_{i0}.$$  \hspace{1cm} (65)
Next, we obtain the performance deterioration $J_{\text{loss}}$, caused by packet losses, in terms of control loss as follows:

\[
J_{\text{loss}} = Q_x \sum_{i=0}^{T} \sum_{j=1}^{\infty} E[x_k^2 \mid r_k = i, \gamma_k = j] \pi_{ij}
\]

\[
= Q_x \sum_{i=0}^{T} \left[ \sum_{j=1}^{\infty} \left( a^2(j-1) \sigma_w^2 + \sum_{l=0}^{j-1} a^2 l \right) \pi_{ij} \right]
\]

\[
= Q_x \sum_{i=0}^{T} \left[ \sum_{j=0}^{\infty} (p_j a^2)^j + p_t \sigma_w^2 \sum_{j=0}^{\infty} p_t^j \sum_{l=0}^{j} a^2 l \right] \pi_{i1}
\]

\[
= Q_x \sum_{i=0}^{T} \left[ \sum_{j=0}^{\infty} \frac{c_i}{1 - p_t a^2} + p_t \sigma_w^2 \sum_{j=0}^{\infty} p_t^j \frac{1 - a^{2(j+1)}}{1 - a^2} \right] \pi_{i1}
\]

\[
= \frac{p_t Q_x}{1 - p_t a^2} \sum_{i=0}^{T} p_0 \left[ \sum_{j=0}^{\infty} \frac{c_i}{1 - p_t a^2} + p_t \sigma_w^2 \sum_{j=0}^{\infty} p_t^j \frac{1 - a^{2(j+1)}}{1 - a^2} \right] \pi_{i0}.
\]  \(\text{(66)}\)

Combining (65) and (66) with $\pi_{i0} = \prod_{j=0}^{i-1} (1 - p_j) \pi_{00}$, it is straightforward to verify the control loss function (25). This concludes the proof. ■

**Proof of Lemma 12**: Similar to the one of Lemma 7. ■

**Proof of Lemma 13**: The proof of Lemma 13 follows similar lines to that of Lemma 2, but an outline of the proof is included for completeness. We firstly concentrate on the cases when $i_1 = i_0 = 0$, $j_1 = 1$, $j_0 = \nu$, and $i_1 = i_0 \in \{1, \cdots, T-1\}$, $j_1 = 1$, $j_0 = 0$. Similar to Lemma 2, the other expressions are obvious from the structure of the Markov chain, depicted in Fig. 4.

We let consider the transition probability $p_{00}$. Since $(r_k, \eta_k) = (0, \nu)$ is equivalent to $\phi_k = 0_n$, we have:

\[
p_{00} = \mathbf{P}\left( (0,1) \mid (0,\nu) \right),
\]

\[
= \mathbf{P}\left( \| w_k \|_\infty > \epsilon \mid \phi_k = 0_n \right),
\]

\[
\overset{(a)}{=} \mathbf{P}\left( \| w_k \|_\infty > \epsilon \right) = \mathbf{P}\left( \| \delta_0 \|_\infty > \epsilon \right),
\]

where \((a)\), as Lemma 2, holds because $\phi_k$ is independent of the process noise at time step
\(k \in \mathbb{N}_0\). On the other hand, for any \(i \in \{1, \cdots, T - 1\}\), we have:

\[
p_{ii} = \mathbb{P}\left( (i, 1) \mid (i, 0) \right),
\]

\[
= \mathbb{P}\left( (i, 1) \mid (i, 0), (i - 1, 0), \cdots, (1, 0), (0, \nu) \right),
\]

\[
= \frac{\mathbb{P}\left( \| \delta_i \|_{\infty} > \epsilon, \mathcal{F}_i \right)}{\mathbb{P}(\mathcal{F}_i)} = 1 - \frac{\mathbb{P}(\mathcal{F}_{i+1})}{\mathbb{P}(\mathcal{F}_i)},
\]

which follows the same arguments as those of Lemma 2.

**Proof of Theorem 14:** Similar to the one of Theorem 3.

**Proof of Theorem 15:** Similar to the one of Theorem 4.

**Proof of Theorem 16:** Similar to the one of Theorem 8.

**Proof of Theorem 17:** Similar to the one of Theorem 10.
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