Abstract

A human’s attention can intuitively adapt to corrupted areas of an image by recalling a similar uncorrupted image they have previously seen. This observation motivates us to improve the attention of adversarial images by considering their clean counterparts. To accomplish this, we introduce Associative Adversarial Learning (AAL) into adversarial learning to guide a selective attack. We formulate the intrinsic relationship between attention and attack (perturbation) as a coupling optimization problem to improve their interaction. This leads to an attention backtracking algorithm that can effectively enhance the attention’s adversarial robustness. Our method is generic and can be used to address a variety of tasks by simply choosing different kernels for the associative attention that select other regions for a specific attack. Experimental results show that the selective attack improves the model’s performance. We show that our method improves the recognition accuracy of adversarial training on ImageNet by 8.32% compared with the baseline. It also increases object detection mAP on PascalVOC by 2.02% and recognition accuracy of few-shot learning on miniImageNet by 1.63%.

1. Introduction

Adversarial attacks on image recognition systems [Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus] add small perturbations to images. A slight perturbation of a benign input can drastically change the performance of the deep neural network (DNN) with high confidence. The change indicates that the DNN models are not learning the fundamental visual concepts and lack the robustness to adversarial attacks. It is common to achieve such robustness by detecting and rejecting adversarial examples [Xu et al.(2017)Xu, Evans, and Qi, Meng and Chen(2017), Ma et al.(2018)Ma, Li, Wang, Erfani, Wijekiremaw, Schonebeck, Song, Houle, and Bailey]. As a kind of proactive defense, adversarial training incorporates adversarial examples into the training process to improve the model’s adversarial robustness [Mustafa et al.(2019)Mustafa, Khan, Hayat, Goecke, Shen, and Shao, Shafahi et al.(2019)Shafahi, Najibi, Ghiasi, Xu, Dickerson, Studer, Davis, Taylor, and Goldstein]. To make the learned models more dependable, the adversarial robustness of the network is crucial [Shafahi et al.(2019)Shafahi, Najibi, Ghiasi, Xu, Dickerson, Studer, Davis, Taylor, and Goldstein].

Although traditional adversarial training strategies can improve the recognition performance of attacked images, their performance on clean images will be affected [Kurakin et al.(2016)Kurakin, Goodfellow, and Bengio, Tramèr et al.(2017)Tramèr, Kurakin, Papernot, Goodfellow, Boneh, and McDaniel, Na et al.(2017)Na, Ko, and Mukhopadhyay]. Furthermore, their potential for other challenging tasks such as few-shot learning and object detection has not been thoroughly investigated. The reason lies partially in the fact that traditional adversarial training methods indiscriminately add adversarial attacks to the whole input image without a region selection process. It has been illustrated in [Long et al.(2015)Long, Shelhamer, and Darrell] that models are sensitive to global and local adversarial attacks, motivating us to investigate selective attacks on critical local regions. Furthermore, attacking according to the importance of image regions is a kind of input distribution shift [Zhang et al.(2021)Zhang, Zhang, Zhang, Jin, Zhou, Cai, Zhao, Yi, Liu, and Liu], and promoting the model’s learning of distribution shift is an effective way to improve the model’s adversarial robustness. Spatial attention [Woo et al.(2018)Woo, Park, Lee, and Kweon] has been introduced to determine critical image regions to achieve this promotion. However, spatial attention can only capture areas directly related to the goal of the task on clean images [Walle A(2021)]. When the image is attacked, unimportant regions may be given too much attention, and thus the critical areas may be ignored by the attention due to the existence of perturbation. Therefore, attention needs to be improved to identify regions for a selective attack better. This motivates us to introduce our Associative Adversarial Learning (AAL) method to enhance the attention’s selection of critical image regions and achieve better adversarial robustness across different tasks.

Human-like knowledge can be realized using the same associative processes previously established for learn-
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or foreground for a selective attack. Our contributions are association attention for different tasks to choose background information. To this end, we introduce kernelized versions of associativity attention to select critical regions on training, object detection, and few-shot learning. What differs in each task is the selection of the critical regions on which the attack is carried out. For example, an attack on the image background can strengthen the feature extraction which the attack is carried out. For example, an attack on the image background can strengthen the feature extraction which the attack is carried out. For example, an attack on the image background can strengthen the feature extraction which the attack is carried out.

The success of deep learning models [LeCun et al.(2015)LeCun, Y. Bengio, and Hinton] has been demonstrated on various computer vision tasks, such as image recognition [He et al.(2016)He, Zhang, Ren, and Sun], instance segmentation [Long et al.(2015)Long, Shelhamer, and Darrell], and object detection [Szegedy et al.(2015)Szegedy, Liu, Jia, Sermanet, Reed, Anguelov, Erhan, Vanhoucke, and Rabinovich]. However, recent research has revealed that neural networks show fragility to adversarial examples, and existing deep models have difficulty resisting adversarial attacks [Carlini and Wagner(2017), Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy, Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus]. Therefore, models deployed in real-world scenarios are vulnerable to adversarial attacks [Liu et al.(2016b)Liu, Chen, Liu, and Song]. Many other attack methods have been proposed following the discovery of adversarial examples [Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus]. [Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy] proposed the Fast Gradient Sign Method (FGSM) to generate adversarial examples, and [Kurakin et al.(2016)Kurakin, Goodfellow, and Bengio] put forward the Basic Iterative Method (BIM), which requires multiple smaller FGSM steps to improve FGSM. Later, [Madry et al.(2018)Madry, Makelov, Schmidt, Tsipras, and Vladu] proposed the Projected Gradient Descent (PGD) method to execute the adversarial attack, which is a variant of BIM with uniform random noise as initialization.

Many methods have also been proposed to defend against these attacks [Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus, Cubuk et al.(2017)Cubuk, Zoph, Schoenholz, and Le]. Some methods eliminate the adversarial perturbation of the image before inputting the image into the network [Liao et al.(2018)Liao, Liang, Dong, Pang, Hu, and Zhu, Wang and Zhang(2019), Ye et al.(2019)Ye, Xu, Liu, Cheng, Lambrichts, Zhang, Zhou, Ma, Wang, and Lin, Zhu, Wang and Zhang(2019)].

2. Related Work

**Adversarial training and attacks.** The success of deep learning models [LeCun et al.(2015)LeCun, Y. Bengio, and Hinton] has been demonstrated on various computer vision tasks, such as image recognition [He et al.(2016)He, Zhang, Ren, and Sun], instance segmentation [Long et al.(2015)Long, Shelhamer, and Darrell], and object detection [Szegedy et al.(2015)Szegedy, Liu, Jia, Sermanet, Reed, Anguelov, Erhan, Vanhoucke, and Rabinovich]. However, recent research has revealed that neural networks show fragility to adversarial examples, and existing deep models have difficulty resisting adversarial attacks [Carlini and Wagner(2017), Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy, Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus]. Therefore, models deployed in real-world scenarios are vulnerable to adversarial attacks [Liu et al.(2016b)Liu, Chen, Liu, and Song]. Many other attack methods have been proposed following the discovery of adversarial examples [Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus]. [Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy] proposed the Fast Gradient Sign Method (FGSM) to generate adversarial examples, and [Kurakin et al.(2016)Kurakin, Goodfellow, and Bengio] put forward the Basic Iterative Method (BIM), which requires multiple smaller FGSM steps to improve FGSM. Later, [Madry et al.(2018)Madry, Makelov, Schmidt, Tsipras, and Vladu] proposed the Projected Gradient Descent (PGD) method to execute the adversarial attack, which is a variant of BIM with uniform random noise as initialization.

Many methods have also been proposed to defend against these attacks [Szegedy et al.(2013)Szegedy, Zaremba, Sutskever, Bruna, Erhan, Goodfellow, and Fergus, Cubuk et al.(2017)Cubuk, Zoph, Schoenholz, and Le]. Some methods eliminate the adversarial perturbation of the image before inputting the image into the network [Liao et al.(2018)Liao, Liang, Dong, Pang, Hu, and Zhu, Wang and Zhang(2019), Ye et al.(2019)Ye, Xu, Liu, Cheng, Lambrichts, Zhang, Zhou, Ma, Wang, and Lin, Zhu, Wang and Zhang(2019)].
3. Associative Adversarial Learning

In this section, we present our proposed Associative Adversarial Learning (AAL) framework as shown in Fig. 2. The figure shows how associative attention guides selective attacks on critical regions by considering adversarial samples with their clean counterparts and thus improving the model’s adversarial robustness. We elaborate on the AAL method below.

3.1. Selective Attacks

A significant effect on instance segmentation tasks has been observed by attacking critical areas of the input image [Nakka and Salzmann(2020)]. Inspired by this, we explore a selective attack approach for different visual tasks and find that attacking local data enhances performance. For example, an attack on the image background can weaken its effect on model predictions and strengthen the feature extraction capability of the model. Alternatively, attacking the foreground prevents overfitting and improves the generalization and robustness of the model. Our method can capture areas reflecting the crucial and correct content in adversarial images and selectively attack these areas.

We start with a discussion of adversarial samples. The typical input in adversarial training is $x' = x + δ$, where $x \in \mathbb{R}^{H \times H}$ (the shape of inputs is resized to $H \times H$) is the clean counterpart of the adversarial input $x'$, and $δ$ is the perturbation added to the clean input. Traditional adversarial training methods typically add $δ$ to the whole image indiscriminately, such as in [Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy] where $δ$ is defined as:

$$δ = ε \cdot \text{sign}(-∇_x G(W, x)).$$  \hspace{1cm} (1)

Here, $W$ denotes the weights of the deep model, $G$ is the cross-entropy loss function, and $ε$ is a perturbation matrix in which each element $ε_{i,j}$ satisfies $ε_{i,j} \in [-ε, +ε]$ with $ε$ as the perturbation bound. With the bound, the recognition result can be changed by adding an imperceptibly small vector whose sign is equal to the negative gradient of the input. The perturbation $δ$ is global and fails to select crucial areas for a local attack which has been proved to be effective in prior arts [Nakka and Salzmann(2020)]. One natural choice is spatial attention [Woo et al.(2018)Woo, Park, Lee, and Kweon], by which critical regions can be found for a specific attack. However, conventional attention methods fail to consider the coupling relationship between attention and perturbation for optimization, and thus their performance suffers in adversarial learning. To address the issue, we introduce kernelized associative attention to improve $δ$ for a selective attack as:

$$η = k(M^α) \circ δ,$$  \hspace{1cm} (2)

where $η$ is the selective perturbation, $M^α \in \mathbb{R}^{H \times H}$ is the associative attention, which will be elaborated on in the next
section, and $\circ$ denotes the Hadamard production. The kernel function $k(\cdot)$ is specially designed for different tasks, e.g., $k(M^a) = M^a$, $(M^a \circ M^a)$ and $(1 - M^a \circ M^a)$. The first two kernel functions are prone to choosing the foreground as critical regions, while the last focuses on the background. Based on Eqs. 1 and 2, the selectively attacked adversarial sample is obtained by:

$$x' = x + \eta = x + k(M^a) \circ (\epsilon \cdot \text{sign}(-\nabla_x G(W, x))). \quad (3)$$

### 3.2. Associative Attention

In this section, we elaborate on how associative attention is calculated. We first introduce the coupling relationship between attention and perturbation, which misleads the learning of critical regions. We then describe an attention backtracking method to obtain robust associative attention consistent with the human association mechanism.

#### 3.2.1 Coupling

In Eq. 2, the attention and the perturbation are conventionally assumed to be independent of each other. However, they are coupled. For example, the attention can identify critical areas with a clean input image, but when the input is perturbed, the attention may be incorrectly directed to the more rewarding areas for a wrong category if the model prediction is wrong. The introduction noted that humans use their association mechanism to modify attention by recalling clean images to promote their understanding of corrupted images. Similarly, we attempt to optimize the attention using the coupling information between the attention and the perturbation to guide selective attacks on critical areas and improve the model’s adversarial robustness.

#### 3.2.2 Optimization via Backtracking

To obtain the associative attention, we first define three different attention variables $M$, $\hat{M}$ and $M^a$ as shown in Tab. 1. $M$ is the original spatial attention obtained based on clean samples according to [Woo et al.(2018)Woo, Park, Lee, and Kweon]. When using traditional adversarial methods such as [Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy] to calculate input gradients for perturbation, $M$ is simultaneously updated via gradient descent into $\hat{M}$. $\hat{M}$ is further backtracked by considering its coupling relationship with the perturbation to achieve the final associative attention $M^a$.

Based on these definitions, we define the objective function as:

$$\arg \min_M G(\Phi\{W, M, \delta\}(x), y), \quad (4)$$

where $\Phi\{W, M, \delta\}$ is the DNN model with three sets of parameters $\{W, M, \delta\}$, $G$ is the cross entropy loss function, and $x$ and $y$ represent the input image and its label respectively. Traditional adversarial learning methods
solve the appropriate perturbation and attention independently by minimizing the objective function. We instead consider the coupling information between $M$ and $\delta$ to calculate $M^a$ based on gradient descent and define a new update strategy of attention based on the chain rule [Petersen et al.(2008)Petersen, Pedersen, et al.] as:

$$M^a = M - \xi_1 \frac{\partial G(M)}{\partial M} - \xi_2 \frac{\partial G(\delta)}{\partial M},$$

where $\xi_1$ and $\xi_2$ denote the learning rates, and $\partial G(\cdot)$ represents the trace of the matrix. We further define:

$$\hat{G} = \left( \frac{\partial G(\delta)}{\partial \delta} \right)^T / M,$$

where $\hat{G}$ is defined by considering the coupling optimization problem [Zhuo et al.(2020)Zhuo, Zhang, Yang, Chen, Ye, Doermann, Ji, and Guo] as in Eq. 4. Then we have:

$$\frac{\partial G(\delta)}{\partial M} = Tr[M\hat{G} \frac{\partial \delta}{\partial M}].$$

We denote $\hat{G} = [\hat{g}_1, ..., \hat{g}_H]$, $\delta = [\delta_1, ..., \delta_H]$, $M = [M_1, ..., M_H]^T$. Assuming that $\delta_{i,j}$ and $M_{m,n}$ are independent when they are in different columns, we have:

$$\frac{\partial \delta_n}{\partial M} = \begin{bmatrix}
0 & \frac{\partial \delta_n}{\partial M_{1,m}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \frac{\partial \delta_n}{\partial M_{H,m}} & \cdots & 0
\end{bmatrix},$$

where $\{\cdot\}_{m,n}$ denotes the element at row $m$ column $n$, and

$$M\hat{G} = \begin{bmatrix}
M_1 \hat{g}_1 & \cdots & M_1 \hat{g}_n & \cdots & M_1 \hat{g}_H \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
M_H \hat{g}_1 & \cdots & M_H \hat{g}_n & \cdots & M_H \hat{g}_H
\end{bmatrix}.$$  

Combining Eq. 8 and Eq. 9, we then have:

$$M\hat{G} \frac{\partial \delta_n}{\partial M} = \begin{bmatrix}
0 & \cdots & M_1 \sum_{n=1}^H \hat{g}_n \frac{\partial \delta_n}{\partial M_{1,m}} & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & M_H \sum_{n=1}^H \hat{g}_n \frac{\partial \delta_n}{\partial M_{H,m}} & \cdots & 0
\end{bmatrix}.$$  

Therefore, the trace of Eq. 7 is then calculated by:

$$Tr[M\hat{G} \frac{\partial \delta_n}{\partial M}] = M_n \sum_{n=1}^H \hat{g}_n \frac{\partial \delta_n}{\partial M_{n,m}}.$$  

We then define $\hat{M}$ as:

$$\hat{M} = M - \xi_1 \frac{\partial G(M)}{\partial M}.$$  

Combining Eq. 5, Eq. 11 and Eq. 12, we achieve a backtracking method for gradient update to solve $M^a$ as:

$$M^a = M - \xi_2 \left[ \sum_{n=1}^H \hat{g}_n \frac{\partial \delta_n}{\partial M_{n,m}} \right] = \hat{M} - \xi_2 \gamma \circ M = P(\hat{M}, M),$$

where $\xi_2$ denotes the learning rate of backtracking and $\xi_2 \gamma$ denotes the step size of backtracking. $\gamma$ is the linear kernel function $G \circ \frac{\partial \delta_n}{\partial M}$, which implies the coupling relationship between perturbation and attention. To simplify the calculation, $\frac{\partial \delta_n}{\partial M}$ can be approximated by $\frac{\Delta \delta_n}{\Delta M}$, which denotes the relative change of $\delta$ with respect to $M$. Eq. 13 shows that our method is actually based on a projection function to solve the coupling optimization problem by $\gamma$.

In this method, we consider the coupling information in $M$ to backtrack $\hat{M}$ and finally obtain the associative attention $M^a$. To better associate clean images and adversarial images, $M^a$ needs compensation for the attention on the severely perturbed areas in the updating process. To this end, we introduce the triggering condition for backtracking defined as:

$$M^a_{m,n} = \begin{cases}
P(\hat{M}_{m,n}, M_{m,n}) & \text{if } R(\frac{\partial G}{\partial \delta_{m,n}}) > \zeta, \\
\hat{M}_{m,n} & \text{otherwise},
\end{cases}$$

where $\delta_{m,n}$ denotes the element of the perturbation matrix, $P(\cdot)$ denotes the projection function as shown in Eq. 13, $R(\frac{\partial G}{\partial \delta_{m,n}})$ denotes the ranking of $\frac{\partial G}{\partial \delta_{m,n}}$, which is larger than the threshold $\zeta$ for a backtracking.

In summary, our associative attention is solved with a new coupling optimization method and achieves robustness to adversarial attacks based on a mechanism consistent with the human association. Notably, our kernelized associative attention $k(M^a)$ can easily adapt to different applications as validated in our experimental results below. Our algorithm is summarized in Alg. 1.
Algorithm 1: Associative Adversarial Learning

**Input:** Training data and validation data;

**Hyper-parameters:** Training epoch \( S, \xi_1 = 0.1, \xi_2 = 0.1 \) and \( t = 0 \);

Initialize the model weights \( W \);

**Output:** The network model;

1. # Training an architecture for \( S \) epochs:
   1. While \( (t \leq S) \)
      1. Initialization:
         - According to [Woo et al.(2018)Woo, Park, Lee, and Kweon], calculate the spatial attention \( M \);
      2. # First inference:
         - According to Eq. 12, calculate \( \hat{M} \);
         - According to Eqs. 13 and 14, calculate \( M^a \);
      3. # Back propagation:
         - Add perturbation to the data via Eq. 3;
         - According to Eq. 4, calculate the objective function;
      4. # Back propagation:
         - Update weights \( W \);
      5. \( t \leftarrow t + 1 \).

4. Experiments

To validate our AAL’s effectiveness, we test it on three tasks: adversarial training, object detection, and few-shot learning. For adversarial training and object detection, we add perturbation to the image foreground based on the kernel functions \( k(M^a) = M^a \) and \( (M^a \circ M^a) \). For few-shot learning, perturbation is added to the background using \( k(M^a) = (1 - M^a \circ M^a) \). Additional results are included in the supplementary files.

### 4.1. Adversarial Training

**Datasets.** CIFAR10 [Krizhevsky et al.(2009)Krizhevsky, Hinton, et al.] is a popular dataset for image recognition, which contains 60K images, with 50K images as the training set and the remaining 10K images as the testing set. The images include ten different categories and have a resolution of 32 × 32. ImageNet ILSVRC 2012 [Krizhevsky et al.(2012)Krizhevsky, Sutskever, and Hinton] is a commonly used large-scale image recognition dataset that consists of 1,000 categories with 1.2M training images and 50K validation images.

**Experimental setting.** We conduct experiments on both the CIFAR10 [Krizhevsky et al.(2009)Krizhevsky, Hinton, et al.] and the ImageNet [Krizhevsky et al.(2012)Krizhevsky, Sutskever, and Hinton] datasets. We adopt ResNet-18 [He et al.(2016)He, Zhang, Ren, and Sun] or WRN-34-10 [Zagoruyko and Komodakis(2016)] for CIFAR10, and ResNet-50 [He et al.(2016)He, Zhang, Ren, and Sun] for ImageNet. We use the FGSM adversarial training method [Goodfellow et al.(2015)Goodfellow, Shlens, and Szegedy] with the perturbation bound \( \epsilon = \frac{8}{255} \), and a step size of \( \frac{2}{255} \) on CIFAR10 and ImageNet, and use PGD [Madry et al.(2018)Madry, Makelov, Schmidt, Tsipras, and Vladu] with \( \epsilon = \frac{8}{255} \), step size of \( \frac{2}{255} \) and 10 iterative steps on CIFAR10. We adopt an SGD optimizer with a momentum of 0.9 and a weight decay of \( 5 \times 10^{-4} \). The initial learning rate \( \xi_1 \) is set to 0.1 for CIFAR10 and 0.2 for ImageNet (annealed down to 0 following a cosine schedule without restart). \( \xi_2 \) is set to 0.1 and \( \xi = 0.1 \). \( k(M^a) \), as shown in Eq. 3, is chosen as \( (M^a \circ M^a) \), which promotes selective attacks on critical areas of the foreground areas. We train 250 epochs on CIFAR10 and 250 epochs on ImageNet. We evaluate our method under the clean dataset, the FGSM attack, and the PGD-10 attack.

**Results.** As is shown in Tabs. 2 and 3, AAL outperforms prior arts, including LS [Szegedy et al.(2016)Szegedy, Vanhoucke, Ioffe, Shlens, and Wojna], FGSMR [Wang et al.(2020)Wang, Zou, Yi, Bailey, Ma, and Gu], and IAAT [Balaji et al.(2019)Balaji, Goldstein, and Hoffman]. Tab. 2 compares results of AAL and other different adversarial training results on CIFAR10. Comparing AAL+FGSM training with clean training, it is worth noting that although the validation accuracy of clean training is slightly better than AAL+FGSM (95.46% vs. 95.40%) on the clean dataset, AAL+FGSM significantly
improves the adversarial robustness of the model (20.18% vs. 83.85%). Moreover, after integrating AAL into FGSM (AAL+FGSM), the validation accuracy of the FGSM baseline increases by 2.85% (from 92.55% to 95.40%), 1.45% (from 82.40% to 83.85%), and 1.25% (from 41.64% to 42.89%) on the clean dataset, the FGSM adversarial dataset and the PGD adversarial dataset, respectively. Similarly, compared with the PGD baseline, the accuracy of AAL+PGD training increases by 2.82% (from 86.88% to 89.70%), 6.1% (from 62.68% to 68.78%) and 13.19% (from 47.69% to 60.88%) on the three validation datasets, respectively.

Tab. 3 shows the comparison results on ImageNet. AAL increases the validation accuracy of the FGSM method by 13.99% (from 58.74% to 72.73%) and 8.32% (from 52.64% to 60.96%) on the clean dataset and the FGSM adversarial dataset, respectively, with the validation accuracy (72.73%) almost equal to that of clean training (73.80%) on the clean dataset. The results indicate that AAL can indeed enhance the robustness of the model against perturbation without losing its generalization ability to recall information from clean images to promote performance effectively.

4.2. Object Detection

Datasets. The Pascal VOC [Everingham et al.(2015)Everingham, Eslami, Van Gool, Williams, Winn, and Zisserman] is a collection of datasets for object detection, which consists of four categories (Vehicle, Household, Animal, and Person) and 20 small classes. MS COCO 2014 [Lin et al.(2014)Lin, Maire, Belongie, Hays, Perona, Ramanan, Dollár, and Zitnick] includes 80 object categories. In our experiments, models are trained with a combination of 80k images from COCO train2014 and 35k images sampled from COCO val2014, i.e., COCO trainval35k. We evaluate the remaining 5k images from COCO minival. Following the standard evaluation metric of object detection, we report the average precision (AP) for $IoU \in [0.5 : 0.05 : 0.95]$ denoted as mAP@[0.5, 0.95] and $IoU = 0.5$ denoted as mAP@0.5. We use mAP@0.5 for the Pascal VOC and mAP@[0.5, 0.95] for COCO.

Experimental setting. Our experiments use the SSD-512 [Liu et al.(2016a)Liu, Anguelov, Erhan, Szegedy, Reed, Fu, and Berg] detection architecture with ResNet-34 [He et al.(2016)He, Zhang, Ren, and Sun] as the backbone. ResNet-34 is pretrained on the ILSVRC ImageNet dataset [Krizhevsky et al.(2012)Krizhevsky, Sutskever, and Hinton]. We fine-tune the pretrained model for 24 epochs on the object detection datasets mentioned above using SGD with a momentum of 0.9 and a weight decay of $5 \times 10^{-4}$. We set the initial learning rate to $3 \times 10^{-3}$ and the batch size to 32. An attack is guided to the foreground by the kernel function $(M^a \circ M^b)$ in this task. The hyper-parameters of the training of adversarial images are the same as those in the adversarial training task. The clean validation set is used for testing.

Results. As shown in Tab. 4, AAL is validated on both benchmark datasets for object detection. Compared with the baselines, AAL increases mAP by 2.02% on Pascal VOC and 1.50% on MS COCO 2014, respectively. Conclusively, through a selective attack on images guided by associative attention, AAL effectively enhances the performance on object detection tasks.

4.3. Few-shot Learning

Through an association mechanism, humans can learn to recognize new classes with the help of a few labeled samples of different but similar classes [Fei-Fei et al.(2006)Fei-Fei, Fergus, and Perona]. Few-shot learning aims to mimic this ability by combining it with deep learning to recognize unlabeled samples with few labeled instances. Therefore, we evaluate our AAL method on few-shot learning to address the effectiveness of our associative attention mechanism. [Finn et al.(2017)Finn, Abbeel, and Levine] proposes a model agnostic meta-learning (MAML) algorithm to find parameters that are sensitive to changes in the task with a small number of samples, which is a milestone in the few-shot learning development. In IER [Rizve et al.(2021)Rizve, Khan, Khan, and Shah], the method of “multi-task learning” is used to integrate the loss functions of “learning Invariant” and “learning Equivariant” in self-supervised learning, and thus learns a robust feature extraction model to improve the recognition accuracy of few-shot learning tasks. Furthermore, we compare Proto-Net [Snell et al.(2017)Snell, Swersky, and Zemel], RelationNet [Sung et al.(2018)Sung, Yang, Zhang, Xiang, Torr, and Hospedales], Shot-Free [Ravichandran et al.(2019)Ravichandran, Bhotika, and Soatto], MetaOpt-Net [Lee et al.(2019)Lee, Maji, Ravichandran, and Soatto], Boosting [Gidaris et al.(2019)Gidaris, Bursuc, Komodakis, Perez, and Cord], Fine-tuning [Dhillon et al.(2020)Dhillon, Chaudhari, Ravichandran, and Soatto], LEO-trainval [Rusu et al.(2019)Rusu, Rao, Sgoynowski, Vinyals, Pascanu, Osindero, and Hadsell], Deep DTN [Chen et al.(2020b)Chen, Fang, Wang, Luo, Geng, Zhang, Huang, Liu, and Wang], AWGIM [Guo and Cheung(2020)], DSN-MR [Simon
Table 5. Average 5-way few-shot recognition accuracy with 95% confidence intervals on miniImageNet dataset.

| Methods      | Backbone     | 1-shot  | 5-shot   |
|--------------|--------------|---------|----------|
| MAML         | 32-32-32-32  | 48.70   | 63.11    |
| Proto-Net    | 64-64-64-65  | 49.42   | 68.20    |
| RelationNet  | 54-96-128-256| 50.44   | 65.32    |
| Shot-Free    | ResNet-12    | 59.04   | 76.74    |
| MetaOptNet   | ResNet-12    | 62.64   | 78.63    |
| Bossting     | WRN-28-10    | 63.77   | 80.70    |
| Fine-tuning  | WRN-28-10    | 57.73   | 78.17    |
| LEO-trainval | WRN-28-10    | 61.76   | 77.59    |
| Deep DTN     | ResNet-12    | 63.45   | 77.91    |
| AWGIM        | WRN-28-10    | 63.12   | 78.40    |
| DSN-MR       | ResNet-12    | 64.60   | 79.51    |
| RFS-Simple   | ResNet-12    | 62.02   | 79.64    |
| IER          | ResNet-12    | 66.82   | 84.35    |
| AAL          | ResNet-12    | 68.45   | 85.02    |

Table 6. Average 5-way few-shot recognition accuracy with 95% confidence intervals on tieredImageNet dataset.

| Methods      | Backbone     | 1-shot  | 5-shot   |
|--------------|--------------|---------|----------|
| MAML         | 32-32-32-32  | 51.67   | 70.30    |
| Proto-Net    | 64-64-64-64  | 53.31   | 72.69    |
| RelationNet  | 54-96-128-256| 54.48   | 71.32    |
| Shot-Free    | ResNet-12    | 63.52   | 82.59    |
| MetaOptNet   | ResNet-12    | 65.99   | 81.56    |
| Boosting     | WRN-28-10    | 70.53   | 84.98    |
| Fine-tuning  | WRN-28-10    | 66.58   | 85.55    |
| LEO-trainval | WRN-28-10    | 66.33   | 81.44    |
| AWGIM        | WRN-28-10    | 67.69   | 72.82    |
| DSN-MR       | ResNet-12    | 67.39   | 82.85    |
| RFS-Simple   | ResNet-12    | 62.02   | 79.64    |
| IER          | ResNet-12    | 71.87   | 86.82    |
| AAL          | ResNet-12    | 72.65   | 87.33    |

e et al.(2020)Simon, Koniusz, Nock, and Harandi] and RFS [Tian et al.(2020)Tian, Wang, Krishnan, Tenenbaum, and Isola] with our method AAL in Tabs. 5 and 6. Unlike the adversarial training task, we conduct a selective attack on the background areas of the images, and thus the kernel function $k(M_a)$ in Eq. 3 is chosen as $(1 - M_a \circ M_a)$.

Datasets. The miniImageNet [Krizhevsky et al.(2012)Krizhevsky, Sutskever, and Hinton] dataset is a subset of 100 classes randomly selected from the ImageNet dataset, with each class containing 600 images. Following [Ravi and Larochelle(2016)], the dataset is divided into training, validation, and test sets, with 64, 16, and 20 classes, respectively. The tieredImageNet [Krizhevsky et al.(2012)Krizhevsky, Sutskever, and Hinton] dataset is also a large subset of ImageNet with 608 classes. Unlike miniImageNet, it has a hierarchical structure of broader categories of high-level nodes in ImageNet. This set of nodes is partitioned into 20, 6, and 8 disjoint sets of training, validation, and testing nodes, and the corresponding categories form the corresponding meta-sets, respectively. Therefore, samples from the training categories have semantic information different from those in testing categories, making the dataset more challenging and realistic for few-shot learning.

Experimental setting. We use a ResNet-12 [He et al.(2016)He, Zhang, Ren, and Sun] network as our base learner to conduct experiments on miniImageNet and tieredImageNet datasets. For both datasets, we use a SGD optimizer with a momentum of 0.9, a weight decay of $5 \times 10^{-4}$, and we set the initial learning rates $\xi_1 = 0.1$, $\xi_2 = 0.1$, and $\zeta = 0.1$. For experiments on miniImageNet, we train for 65 epochs, and the learning rates are decayed by a factor of 10 after the first 60 epochs. We train for 60 epochs for experiments on tieredImageNet, with the learning rates decayed by a factor of 10 for three times after the first 30 epochs. We selectively attack the background areas of images in the support set during training, consisting of 5 images for each category in 5-shot learning or one image for each category in 1-shot learning. Then we evaluate our model on the query set.

Results. We present our results on two popular benchmark few-shot learning datasets in Tabs. 5 and 6, which show that our proposed method consistently outperforms all of the other methods in both 5-way 1-shot and 5-way 5-shot tasks and on both datasets. For example, on the miniImageNet dataset, the accuracy of our learning approach exceeds that of IER [Rizve et al.(2021)Rizve, Khan, Khan, and Shah] by 1.63% and 0.67% in 1-shot learning and 5-shot learning tasks, respectively. Our method also exceeds IER in both tasks on the tieredImageNet dataset. This demonstrates that by introducing associative attention, which performs selective attacks on image background, our AAL method effectively learns crucial image features with a minimal number of samples, achieving advanced performance in few-shot learning tasks. More comparisons are included in the supplementary.

4.4. Ablation Study

Associative attention. We compare our associative attention with the classical attention mechanism, CBAM [Woo et al.(2018)Woo, Park, Lee, and Kweon]. These two types of attention are added after the first convolutional layer of the ResNet-50 backbone [He et al.(2016)He, Zhang, Ren, and Sun]. CBAM adopts both clean training and FGSM adversarial training methods, while the associative attention model adopts FGSM adversarial training only. We use ImageNet100 [Rajasegaran
Table 7. Comparison of our associative attention and CBAM on ImageNet100.

| Attacking method | Attention   | Clean | FGSM |
|------------------|-------------|-------|------|
| Clean            | CBAM        | 89.12 | 23.16|
| FGSM             | CBAM        | 86.62 | 73.90|
| FGSM             | Associative Attention | 89.90 | 89.19|

Figure 3. Visualization of the spatial attention $M$ and its corresponding associative attention $M^a$ on CIFAR10.

Table 8. Ablation study about $k(M^a)$ on ImageNet100.

| Training method | Kernel functions | Clean | FGSM |
|-----------------|-------------------|-------|------|
| AAL             | $M^a$             | 89.16 | 87.28|
| AAL             | $1 - M^a \circ M^a$ | 89.20 | 51.12|
| AAL             | $M^a \circ M^a$   | 89.90 | 89.19|

Figure 4. Associative attention vs spatial attention ($\xi_2 = 0$). The results of few-shot learning on miniImageNet show that the system performance is improved by backtracking, especially when $\xi_2 = 0.1$.

5. Conclusion

In this paper, we propose Associative Adversarial Learning (AAL) to solve various visual tasks. To conduct selective attacks on critical image regions, we lead associative attention, which is solved based on a new parameter optimization method, backtracking, by considering the coupling relationship between perturbation and attention from a new viewpoint. Our methods achieve state-of-the-art results on adversarial training and few-shot learning, and improve the performance in the detection task. In future work, we will explore the potential of our AAL method on more applications.

Limitations and potential negative social impact.

AAL is extensively tested on various visual tasks in this paper and can be further tested on more applications if we have enough computational resources and have to set it as

---

\[ \text{The source code will be available upon publication.} \]
our future work. AAL does not have a direct negative social impact since it is a defense method against attacks and improves the robustness of the model, but it should be prevented from being harmful to applications, such as being adopted to train or generate more aggressive and harmful perturbations.
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