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Freight route planning in intermodal transportation network to deal with combinational disruptions

Erly E Rosyida¹,²*, Budi Santosa¹ and I Nyoman Pujawan¹

Abstract: In this study, we developed an intermodal transportation model that extends the VRP model and its recovery model. This study emphasizes re-identifying the best route, departure time, and the selection of the best ship with the right type of capacity booking that produces the lowest total cost after dealing with disruption. The re-routing process is shifted by transforming the disruption to a virtual node in order to define the added time and cost after a disruption occurred. The disruption types include link and customer disruptions. The numerical experiment uses the metaheuristics, namely, Genetic Algorithm and Simulated Annealing, because it is an np-hard problem. The results of the optimization process yielded the total cost increased when the average vehicle speed was enhanced. The starting service time provides cost savings through a reduction of penalties because the arrival is not within the time window that had been agreed upon. Besides, the type of capacity order, more specifically the type of direct purchase (on the spot), provides better costs when the level of disruption is heavy. In contrast, a lighter level of disruption can cause a minimal total cost for purchasing the up-front type of fee. However, the scenario of capacity cost shows that lower prices can make the direct purchasing type more
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profitable. On the other hand, increasing the price of renting a ship's capacity makes the up-front type of fees more profitable.
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1. Introduction

There are various vehicle route planning problems, and they can be more complex when the objective functions and constraints are increased. Then, optimal solutions should be developed to solve the routing problems. The routing problem model underwent various developments in more complex objective functions and constraints. Initialized by a single objective until multi-objective or starting from the original vehicle routing problem (VRP) to a VRP considering capacity, time windows, hard time windows, backhaul, and several other restrictions can be more complex and need to be solved. On the other hand, the optimization of routing in intermodal transport networks has emerged in recent years. The development of a route model is based on the type of mode, the type of uses for the modes, namely transport of goods or passengers, and intermodal synchronization. In addition, system constraints studied are extended TSP or VRP, door to door delivery, door to port delivery, port to door delivery, etc. Also, based on system conditions, the development of research on route problems in intermodal transportation networks has evolved from deterministic route problems to route problems that consider uncertain or dynamic systems.

Some paper investigated an incident that makes the system become uncertain and mentioned this event as disruptions. A Disruption is an event that can significantly affect system performance. In this study, the disruptions are investigated based on the source of the activity interruption. Posit the provenance of the disruptions in supply chains; it divided into vehicle breakdowns, link disruptions, supply disruptions, and customer disruptions (Eglese & Zambirinis, 2018; Li & Li, 2020; Wang et al., 2012). In this study, the researchers focus on two sources of disruptions: link disruptions and customer disruptions.

A Link disruption is a type of disruption where the impact is a disruption in a link of the network. The impact scope of this type of disruption is a disruption that disrupts the link itself until some links that connect with a link are disrupted (Kim et al., 2015). The link disruption can be due to accidents, breakdown or failure of vehicles, natural disasters, extreme weather, terrorists, and road facilities improvements. These disruptions are very common and affect not only the distribution system but also the production system (Li & Li, 2020). The effects of these disruptions vary. For example, extreme weather can cause flooding, natural disasters may damage a road, and there are disruptions from accidents, vehicle breakdowns or terrorists. Those incidents often stimulate congestion. Managing the impact of these disruptions is very important especially when facing the damage impact of disruptions.

Customer disruptions are the disruptions caused by the customer that include changes in demand in terms of the quantity or type of product, changes in customer locations, and changes in a customer's time window (Wang et al., 2012). The main factor of customer disruptions is the demand change. The fluctuation of demand change gives the risk in the system (Zhao et al., 2020). The demand change from customers will affect the shipping plan that has been made, so it needs to be revised. Both the number and type of goods significantly affect the repeat decision for shipping in order to anticipate the volatile demand. When increasing the amount ordered or the addition of new types of goods occur, then re-planning done by a modification of the last route plan and adding a new container assignment. This can increase the total cost. On the other hand, reducing demand can decrease profits. Besides, re-planning a change in the delivery time window
or a change in the destination (delivery address) changes the composition of the delivery assignment if the goods are similar and the capacity can fulfill the demand.

There are two approaches to study disruptions. First, flow-based importance is based on the size of the link centrality (between centrality) that analyzes the level of use of the link in the traffic flow (Jenelius, 2010). Secondly, there is impact-based importance. This is based on the impact of the disruption. Some researchers have studied how the impact originated. Namely, they analyzed network resilience through the link’s average use, a size indicator to count the increasing travel costs (Ishfaq, 2012) and traffic/commodity flow (Jenelius, 2010; Leal et al., 2014; Starita et al., 2016). Besides, Rosyida et al. (2019) analyzed the impact of this type of disruption in the analysis of vehicle routes through scenarios of changes in vehicle speed levels.

Many studies have investigated the strategy to deal with a disruption without considering the logistical factors, namely customers, drivers, and logistics providers. A limited number of previous studies have considered these factors even though in reality they are influential. Eglese and Zambirinis (2018) stated that good communication between the logistical operators is important especially when facing disruptions. This will bring good recovery plans, such as real-time recovery plans. This problem still needs investigation in order to find the best method of communication management and develop an optimization method. Furthermore, a powerful computer is needed to support real-time purpose.

In an intermodal transportation network, a discussion about this disruption began to attract many researchers related to the uncertainty. Rosyida et al. (2018) classified many previous studies based on the graph theory, the way of disruption conversion, methods (such as metaheuristic, optimization or simulation), and strategies to solve the disruptions. According to Rosyida et al. (2018), there is still a need for investigation to know the strategies to anticipate the disruption. The strategies include routing strategies, mode selection, contract selection for book capacity on ships, and other shipping strategies. Determination of strategy selection can significantly affect the optimization of the total costs required. Besides, many previous papers discussed the transportation of goods on an intermodal transportation network. Both mathematical models and simulations in the logistics/shipping processes are included in order to model the intermodal transportation systems.

Those papers investigated the transfer process between mode, route selection, etc. Behdani et al. (2016), Agbo et al. (2017), and Agbo and Zhang (2017) studied the transfer process between mode and intermodal synchronization schemes. While Sitek et al. (2020), Shao and Dessouky (2020), Zeng et al. (2020), and Gohari et al. (2018) investigated routing selection. Sun et al. (2015) discussed optimization models for freight routing planning problems (FRPP) on multimodal transport networks and present algorithms to complete the development of the FRPP model. Sun et al. (2015) examined each mathematical formulation in the FRPP model starting from the object for optimization (single or multi-commodity), commodity type (splittable or unsplittable), network resource type (capacitated or uncapacitated), transportation pattern type (single or multi), the optimization criteria (single or multi) and the type of case being analyzed (deterministic or stochastic). According to Sun et al. (2015), the mathematical model of FRPP for the case of uncertainty and multiple services still needs to be investigated. Also, there is a research agenda to further investigate the delivery time related to inventory or the capacity usage.

In an intermodal transportation network, logistics players include terminal operators, freight forwarders, carriers and customers. Each of these actors aims to make sure that their system has optimal performance. Terminal operators always want to improve the performance of their operating systems. One of the strategies is to use a truck appointment system management to anticipate excessive queues at the terminal process. The truck appointment system aims to minimize the truck waiting time at the terminal by setting a time window for each truck to enter the terminal. This time window is needed to reduce the number of trucks entering at the peak time.
so that the waiting time can decrease (Phan & Kim, 2015; Shiri & Huynh, 2016; Torkjazi et al., 2018; Zhang et al., 2019). On the other hand, freight forwarders try to get the least possible shipping costs by planning the right route or delivery schedule. Meanwhile, the carrier optimize the customers of the vessel with the capacity offered. Offering payment ordering scheme strategies to customers is used to make all capacities sold (Widjanarka et al., 2018). Finally, on the customers’ side, they need flexibility in ordering and requesting changes to an order. The flexibility includes changes in the number requested, delivery locations, delivery times, or other changes (Pi et al., 2019; Wang et al., 2012; Zhao et al., 2020). The variety of intermodal logistical player purposes gives the challenge to choose the best strategy when facing disruptions. Some papers discussed coordination and collaboration strategy to solve this problem.

In this study, an extension of the VRP model is developed. The model identified the optimal conditions in terms of the freight forwarder by considering the optimal criteria of other actors when disruptions occur. This study analyzes strategic decisions in order to adapt to disruptions that can influence a transportation network. Therefore, this alternative strategy can solve the disruption problem and can find the optimal solution. However, it is also necessary to do analysis when choosing a new strategy. This is a study of the decision-making process for selecting the best alternative when facing a disruption.

Based on the above background, we investigated the optimization of an intermodal freight routing planning problem (IFRPP) model that considers combinational disruptions. The novelty of this research is in three areas. 1) The IFRPP model is an extension of the VRP model that considers two modes for combinational disruption cases. In this model, we consider the time window constraints on the customer node and the time window limits at the port. There are two types of time window limits at ports; one time window refers to truck appointments to limit the time of trucks entering the terminal and the second time window relates to the process of loading containers. Besides, there are two types of ship capacity booking costs, including an upfront fee and on the spot fee. On the disruptions side, the disruption type considered is a combination of customer disruptions and link disruptions. Customer disruptions include changes in demand and changes in the location of the delivery destination and the customer time window. Link disruptions cause link performance to decrease and the average speed of the vehicle also decreases. This decline in performance comes from an extreme weather event in the form of heavy rain that causes puddles that affect road performance. 2) We extend the IFRPP model to the recovery of IFRPP model. 3) We consider the step of combinational disruptions transformation procedure that can be used to analyze the disruptions’ impact.

The rest of this paper organized as follows. In section two, we discuss the problem statement. In section three, we present a model formulation. In this section, we explain the mathematical model and the model assumptions. In section four we explain the methodology. The next section, section five, we provide the numerical experiments. Results and the discussion are presented in section six. In the last section, we discuss the conclusions and further research for this study.

2. Statement of problem

2.1. Problem definition

The intermodal transportation network consists of several nodes (n) and an edge (e). The connection between a node and edge is illustrated in Figure 1. In Figure 1, the node describes the location of the supply/depot (origin node), port, and customer (destination node). On the other side, the edge illustrates the means of transportation that consists of a roadway and a sea way. In Figure 1, the origin node is a shipper that sends its goods to several customers with several containers. The provider/freight forwarder is a transportation service that sends goods from the location of the shipper to the location of the destination or customer (consignee). The terminal is a node used for the transfer from a land mode to a sea mode, or otherwise.
In this study, the delivery process considers a disruption that significantly affects system performance. The types of disruptions are customer disruptions and link disruptions. Customer disruptions include customer demand changes, customer time window changes, and customer location changes. On the other hand, a link disruption is a disruption caused by an incident that affects highway performance. When the highway performance decreases, the average vehicle speed has the same condition. In this case, heavy rain that produces a pool of water on a highway causes highway performance to decrease. The value of this disruption is converted to the depth of the pool of water due to heavy rain. Based on that depth of water, the vehicle speed level on the highway can be counted. (Pregnolato et al., 2017). In the optimization model, the disruption transformation is used to define the impact of disruptions in the system. Adding a new node as a virtual customer or virtual transit node is a way of disruption transformation. For customer disruptions, a virtual customer is created to accommodate changes in customer demand data (Wang et al., 2012).

In contrast, the two virtual nodes are used to accommodate the link disruption. First, a virtual disruption node is used to accommodate the location of the disruption. The second node, the virtual transit node, is used to accommodate the in-transit vehicle location. This node is the spot when the trucks from the depot face congestion that comes from the disruption node. The distance between both nodes, the disruption node and in-transit vehicle node, can be calculated with the Euclidean distance equation. Besides, the sum of travel time is counted by using the average speed as a scenario. In addition, in the case of combinational disruptions, the transformation processes involve three types of nodes. The first node is to accommodate the disruption spots, the second node is to accommodate the in-transit vehicle location, and the last node is to accommodate the in-transit of a new vehicle when it faces the disruptions.

Because the disruption event is an uncertain condition, a strategy is needed to keep the system stable. The chosen strategy is a flexible shipment strategy. This flexibility strategy creates additional costs and time in the shipment process. Additional costs incurred include transportation costs, transfer fees, and waiting costs that are charged in the shipment process because the shipment arrives before or after the set time window. In contrast, the additional time that arises includes transportation time, transfer time, and waiting time due to arriving too early or arriving late for a predetermined schedule.

The flexible strategy must balance with an efficient strategy to obtain equilibrium in the decision-making process. The efficiency of arrival time at the terminal is in the form of a strategy for determining the optimal departure time from the shipper location. This strategy ensures the arrival of each truck at the terminal will be according to the appointment time agreed upon between the service provider and the terminal operator. The ranges of time appointments are taken from journals that discuss time appointment optimization at the port. Penalties are imposed when the truck does not meet the appointment time. The amount of the penalty fee is per unit of the time window.

Figure 1. Intermodal supply network.
Besides, this model also analyzes the ordering capacity strategy in the seaway when faced with disruptions. There are two types of capacity orders, namely booking capacity first and purchases directly at the terminal. The type of purchase affects the capacity price per twenty-foot equivalent unit (TEU). According to Widjanarka et al. (2018), booking capacity ensures the availability and gives a cheaper cost, but the shipper must pay the booking fee in advance, 30% of the capacity cost per TEU, and these costs will be lost if there is a cancellation of capacity usage. The other type of capacity order gives a different cost or random cost.

2.2. Notation and assumptions
The explanation of the mathematical model consists of an explanation of assumptions, notations, and variable descriptions. Assumptions used in this model include the following:

(1) This model considers one origin and multiple destinations.
(2) This system consists of one node as a depot, two nodes as terminals, and several nodes as delivery locations. The depot is the origin node that connects directly to the terminal node. A customer node is connected to the terminal destination.
(3) The modes of transportation considered are trucks and ships.
(4) Intermodal synchronization considered is the timeliness of trucks at the terminal based on the agreed time window (according to the contract).
(5) The ship arrival time is not considered and the ship is assumed to be ready to depart according to the scheduled time.
(6) The disruptions are considered as a customer disruption and a link disruption. The link disruption occurs in the roadway, which caused the average speed of each truck to decrease. Decreased levels from these averages are based on data reported by Pregnolato et al. (2017). In this paper, the location of the link disruption is determined, and the process of determining the coordinates of the link disruption location is not considered.
(7) This model does not consider the calculation of the conversion of the disruption to the average level of vehicle speed. The model analyzes the possible impact of this reduced rate on the total system cost.
(8) A combination of disruptions occurs at the same time.

The notation of the mathematical model consists of indexes, sets, parameters, decision variables, and derived variables. The notations are explained below:

**Index:**

- \( n_1 \) Terminal Index
- \( n_2 \) Customer Index
- \( n_o \) Depot, terminal, and customer index
- \( K \) Container index
- \( M \) Mode index

**Sets:**

- \( N_1 \) Set of terminal node, \( N_1 = \{1, 2, \ldots, a\} \)
- \( N_2 \) Set of customer node, \( N_2 = \{1 + a, 2 + a, \ldots, b + a\} \)
- \( N_0 \) Set of all node (depot, terminal, customer), \( N_0 = \{0\} \cup N_1 \cup N_2 \)
- \( K \) Set of container, \( K = \{1, 2, \ldots, k\} \)
- \( M \) Set of mode, \( M = \{1, 2\} \), 1 = truck; 2 = ship
- \( T \) Set of ship departure in terminal, \( T = \{1, 2, \ldots, t\} \).
Parameter:

- \( c_{jkm} \) Transportation cost from node I to j with container k and mode m, \( i,j \in N_0 \)
- \( \theta_{jkm} \) Container loading cost in terminal for container k in node j and mode m.
- \( \beta_2 \) Penalty cost for early arrival per unit time window.
- \( \beta_1 \) Penalty cost for lateness arrival per unit time window.
- \( a_k \) Maximum capacity of container k.
- \( d_i \) Customer demand, \( d_0; d_1; d_2 = 0 \)
- \( T_d^{ij}, T_c^{ij} \) Time Window in node j
- \( T_c^{max} \) Closing time for stacking period t
- \( T_{jkm} \) Transportation time of a shipment in a link (i,j) using container k and mode m., \( i,j \in N_0 \)
- \( s_{r_{jkm}} \) Service time for loading/unloading of container k and mode m in node i.
- \( M \) Big Number
- \( \xi \) Range of time window per-period.
- \( E \) Terminal operational time per-day
- \( T \) Container delay tolerance to entrance terminal
- \( TD_{plan_{jkm}} \) Time departure of container k with mode m in terminal j
- \( T_{req_{jkm}} \) Maximum time arrival requirement of container k with mode min node j

Decision Variable:

- \( x_{jkm} \) Binary variable, \( x_{jkm} = 1 \), if container k shipment in link (i,j) use mode m, otherwise \( x_{jkm}=0 \)
- \( lwd_{jkm}^1 \) Binary variable. \( lwd_{jkm}^1 = 1 \), if arrival time of container k that shipment in link (i,j) with mode m exceed from time window 1, otherwise \( lwd_{jkm}^1,jkm=0 \)
- \( lwd_{jkm}^2 \) Binary variable. \( lwd_{jkm}^2 = 1 \), if arrival time of container k that shipment in link (i,j) with mode m exceed from time window 2, otherwise \( lwd_{jkm}^2=0 \)
- \( \delta_{jkm} \) Binary variable. \( \delta_{jkm} = 1 \), if shipment of container k changes transportation mode at node j, otherwise \( \delta_{jkm} = 0 \)
- \( U_{jkm} \) Binary variable. \( U_{jkm} = 1 \), if shipment of container k with mode m visit node i, otherwise \( U_{jkm}=0 \)

Derived Variables:

- \( TA_{jkm} \) The arrival time of container k use mode m in node j
- \( TD_{km} \) The departure time mode m in node i that used container k.
- \( ew_{jkm} \) The waiting time caused by the earliness of container k use mode m that arrives at terminal j before \( T_d^{ij} \)
- \( lw_{jkm} \) The waiting time caused by the lateness of container k use mode m that arrives at terminal j after \( T_d^{ij} \)

3. Model formulation

The mathematical model consists of two models, namely the original model and the recovery model. The model is intended to find the optimal cost of the shipping process from the depot to the customer by using two modes of transportation, namely trucks and ships. In the transfer process at the terminal, two conditions are considered, namely the time appointment of the terminal system and the capacity contract rule of the carrier. As explained in section 2, concerning the two conditions are considered, the optimal cost and its sensitivity value that is sought when a disruption occurs and affects the system. The disruptions are in the form of link disruption and customer disruption. The time of the disruption in this research is when the shipping process has
run from the depot to the terminal. The disruptions convert to time through the disruption transformation process, as described in section 2.

3.1. Original model
The mathematical model for the freight routing planning problem of an intermodal transportation network is described as (1)—(22).

3.1.1. Objective function
The objective of this model is to minimize shipping costs incurred by freight forwarders, which include transportation costs for each vehicle on a highway, capacity fees for ship modes, transfer fees at the terminal, and penalty fees at the terminal for breaking the time window.

\[
\min Z = \sum_{i,j\in N_1\cup K, m\in M} c_{ijm} x_{ijkm} + \left(0, 7c_{ijm} x_{ijkm} \right) \left(1 - lw_{ijm} \right) + \left(c_{ijm} x_{ijkm} + c_{ijm} x_{ijkm} \right) lw_{ijm} + \sum_{i,j\in N_1\cup K, m\in M} \beta_1 e_{ijkm} + \beta_2 lw_{ijm}
\]  

The objective function includes the total transportation costs used by the truck transportation mode to deliver containers from the depot to the terminal and from the terminal to several customers. The second cost element is the capacity cost that consists of 30% paid when ordering the vessel capacity and the remainder paid after using the ship's services. If the capacity is cancelled, the 30% of the booking fees paid are lost. The third element of the model's objective is the transfer fee at the terminal, which is the cost used for the loading/unloading process of two modes, the truck and ship. The fourth cost element is the penalty fee that must be paid by the trucking company to enter the terminal if it violates the agreed time window appointment with the terminal. The penalty fee will be charged to a truck when it arrives earlier than the agreed time of entry or if it arrives after the agreed maximum entry time. The unit time for a truck waiting in the terminal determines the value of the delay based on the calculation of the total time of the delay or early arrival divided by the total unit time window.

3.1.2. Flow constraint
\[
\sum_{k \in K, m \in M} u_{ikm} = 1 \quad \text{for } i \in N_2
\]  

\[
\sum_{k \in K, m \in M} u_{ikm} \leq K \quad \text{for } i \in \{0, 1, 2\}
\]

Constraint (2) shows the flow constraint of the container in the customer node that will only be passed once by container \(k\) using mode \(m\). The above constraints only apply to customer nodes. \(u_{ikm}\) is a binary variable that will be 1 if node \(i\) is visited by containers \(k\) and mode \(m\) and is 0 if the condition is the opposite. Constraint (3) shows the flow constraint for the depot node and terminal nodes. Included within this constraint is that all those nodes are passed fewer than \(k\) containers, and the total number of containers is less than the total containers in the depot.

\[
\sum_{j=0, j \neq i}^{N} x_{ijkm} = \sum_{j=0, j \neq i}^{N} x_{ijkm} = u_{ikm} \quad \text{for } N = N_0, k \in K, m \in M
\]

\[
\sum_{j=1}^{N} \sum_{k=1}^{K} \sum_{m=1}^{M} x_{ijkm} = \sum_{j=1}^{N} \sum_{k=1}^{K} \sum_{m=1}^{M} x_{ijkm} \leq K
\]

Constraint (4) is a constraint stating that the number of containers coming out of the depot, terminal, and customer nodes is the same as the number of containers coming out of these nodes. Constraint (5) is a constraint stating that the numbers of containers leaving terminal 2 are
confirmed to return to terminal 2, and the amount is less than the total containers owned by the depot.

\[
d_{jkm} \geq \sum_{i \in N_1 \cup N_2} X_{jkm} - \sum_{i \in N_1 \cup N_2} X_{jkm} \quad \text{for } k \in K, j \in N_1 \cup N_2, m \in M
\] (6)

Constraint (6) is a statement about the transfer process when the mode change occurs. The value \(d_{jkm}\) is 1 if a mode change occurs, and it has a value of 0 if no mode change occurs.

### 3.1.3. Capacity constraint

The capacity constraint is intended to limit the capacity use of the mode. This study only discusses container capacity, whereas the capacity of the ship is not considered.

\[
\sum_{j \in N_2} d_{i} \times U_{jkm} \leq q_{k} \quad \text{for } k \in K, m = \{1\}
\] (7)

Constraint (7) states that the number of customer requests served by container \(k\) must be less than the capacity of container \(k\).

### 3.1.4. Delivery time constraint

The time constraint is used to limit the arrival time of the container both at the terminal node and the customer node. At the terminal node, the time constraint relates to the time window limit for entry at the terminal based on the appointment time agreed upon at the beginning. Besides, the maximum limit of incoming containers at the terminal is a basis for determining the cost of using vessel capacity. Time constraints at the customer’s node are related to the latest arrival time based on closing hours at the customer node.

\[
T_{A_{jkm}} \geq T_{A_{km}} + \text{ser}_{jkm} + T_{jkm} - (1 - X_{jkm})xM \quad \text{for } i = \{0\}, j = \{1\}, k \in K, m = \{1\}
\] (8)

\[
T_{D_{jkm}} - \tau - T_{A_{jkm}} + (M \times \text{ld}_{jkm}) \geq 0 \quad \text{for } j = \{1\}, k \in K, m \in M
\] (9)

\[
T_{D_{jkm}} \geq T_{D_{plan_{jkm}}} + (\xi \times \text{ld}_{jkm}) \quad \text{for } j = \{1\}, k \in K, m \in M
\] (10)

Constraint (8) states that the arrival time at terminal 1 is more than the sum of the arrival time at the depot node, loading time at the depot node, and the transportation time from the depot node to terminal 1. Constraint (9) states about the maximum limit of containers entering terminal 1. \(\text{ld}_{jkm}\) = 1 if there is a delay or the container cannot depart the first ship and must be departed with the next ship and \(\text{ld}_{jkm} = 0\) if there is no delay. Constraint (10) is a statement about the time of departure at the origin terminal; if there is a delay \(\text{ld}_{jkm} = 1\), and then the departure time participates in period 2, which is equal to the sum of the initial departure time and \(\xi\). The value \(\xi\) is the number of operating hours per day. If \(\text{ld}_{jkm} = 0\), then the departure time is the same as the initial departure time.

\[
E_{W_{jkm}} \geq \left( T_{D_{mt}} + \xi (t - 1) \right) \times U_{jkm} - (T_{D_{km}} + T_{jkm}) \quad \text{for } i = \{0\}, j = \{1\}, k \in K, m \in
\] (11)

\[
E_{W_{jkm}} \geq 0 \quad \text{for } j = \{1\}, k \in K, m = \{2\}
\] (12)
Constraint (11) is a statement about the constraint of container arrivals at the terminal compared to $TC_{mt}^i$. The value of $EW_{km}$ is the difference between $TA_{km}$ and the arrival time of the container at the terminal. Constraint (12) states that the value of $EW_{km}$ is greater than or equal to 0.

$$LW_{jkm} \geq (TC_{mt}^i + \xi) - (TD_{km} + T_{jkm}) \quad \text{for } i = \{0\}, j = \{1\}, k \in K, m \in M$$  \hspace{1cm} (13)

$$TC_{mt}^i - (TD_{km} + T_{jkm}) + M \cdot lw_{jkm} \geq 0 \quad \text{for } i = \{0\}, j = \{2\}, k \in K, m \in M$$  \hspace{1cm} (14)

$$LW_{jkm} \geq 0 \quad \text{for } j = \{1\} \forall k \in K, m = \{2\}$$  \hspace{1cm} (15)

$$\left( TC_{mt}^i + \xi \right) \geq (TD_{km} + T_{jkm}) \quad \text{for } i = \{0\}, j = \{1\}, k \in K, m \in M$$  \hspace{1cm} (16)

$$lw_{jkm} = \{1, 0\} \quad \text{for } j = \{1\}, k \in K, m = \{2\}$$  \hspace{1cm} (17)

Constraints (13) through (17) are the constraints for late arrivals at the terminal. If there is a delay, the value of $lw_{jkm}$ is 1, and otherwise (Constraint 14). Constraint (13) states the amount of delay, which is the difference between $TC_{mt}^i$ and the arrival time of the container at the terminal. Constraint (14) will always be right. Based on the purpose of the model, which is to minimize the total cost that is adaptive to time, the value of $lw_{jkm}$ will tend towards 0. Constraint (15) states that the value of $lw_{jkm}$ is greater than or equal to 0. Constraint (16) is a statement about the time window based on the period $\xi$. The value $\xi$ is based on the change in the time window period range. Constraint (17) states that the value of $lw_{jkm}$ is 1 if there are delays and otherwise $lw_{jkm} = 0$.

$$TA_{jkm} \geq TD_{km} + ser_{km} + T_{jkm} - (1 - X_{jkm}) \cdot XM \quad \text{for } i = \{1\}, j = \{2\}, k \in K, m = \{2\}$$  \hspace{1cm} (18)

Constraint (18) states that the arrival time at terminal 2 (destination terminal) is greater than or equal to the total departure time from terminal 1 and the transportation time from terminal 1 to terminal 2.

$$TA_{jkm} \geq TA_{ikm} + ser_{km} + T_{jkm} - (1 - X_{jkm}) \cdot XM \quad \text{for } i, j \in N_2, k \in K, m \in M$$  \hspace{1cm} (19)

$$TA_{jkm} \leq Treq_{jkm} + u_{jkm} \quad \text{for } i, j \in N_2, k \in K, m \in M$$  \hspace{1cm} (20)

Constraints (19) and (20) are the time window constraints on the customer node. Constraint (19) states that the amount of the customer node arrival time is greater than or equal to the sum between previous node arrival time, previous node loading time, and the travel time between the previous node with the destination node. Whereas Constraint (20) limits the arrival time at the destination node, it may not be more than the maximum time limit at that node.

$$X_{jkm}, U_{jkm}, \delta_{jkm}, lw_{jkm} \in \{0, 1\}$$  \hspace{1cm} (21)

$$TA_{jkm}, TD_{km} \geq 0$$  \hspace{1cm} (22)
Constraint (21) states the constraints for binary variables, while Constraint (22) states the constraint for non-negative variables.

3.2. Disruption measurement and transformation process
Disruption measurement is a way to measure or convert the impact of a disruption that may be used as the input of an objective function (Wang et al., 2012). In this study, the impact of the disruptions is measured by the provider transshipment cost. The provider transshipment costs consist of transportation, transfer, and delay costs. The calculation of this cost is through the disruption transformation process with a virtual customer as a newly added node to the network (Wang et al., 2012). The disruption transformation process will help one to calculate how long the trucks spend time on the roadway, how long a container is in a terminal, and how to allocate a customer change request. The scope of this disruption study is focusing on link and customer disruptions. The transformation process of disruption is explained as follows:

3.2.1. Customer disruption transformation
Customer disruptions include changes in the number of requests, changes in shipping locations, and changes in delivery times, and order cancellations. The transformation process of customer disruptions refers to the way transformations are carried out by Wang et al. (2012). The transformation process adds a new customer node to transform the exchange data. For example, when the demand increases, the disrupted node can be transformed into a new additional customer node. The new node is used to accommodate the additional demand, and the original node will still be considered. In another customer disruption type, when those disruptions occur, the system transforms the disruption into the new node. The original node will not be considered. In addition, a virtual node is used to accommodate those disruptions. Adding a virtual node is used when the disruptions occur and the vehicle has already departed from the depot. The in-transit vehicles are transformed into virtual customers.

3.2.2. Link disruptions transformation
Link disruptions include any disruption that disrupts a link and causes the vehicle flow to decrease or to be blocked. This incident reduces the average vehicle speed and increases the transportation time. Rosyida et al. (2019), analyzed the impact of average vehicle speed on the total costs incurred. The analysis converts the distance from the disrupted path to the perceived length so that the travel time can be determined (Sofer et al., 2013). The transformation process of this disruption provides some new nodes that are used as disruption spots, an in-transit location when the disruption occurs for vehicles. The location coordinates of the new node are used to determine the total distance between those nodes. The distance calculation is used as a reference to determine the perceived length for each scenario of decreasing the average speed of the vehicle. The illustration of the transformation process shown in Figures 2 and 3.

Figure 2 shows the transformation process when there is a link disruption. The disrupted link is transformed into a new-additional node as a virtual node, namely, link disruption spot and vehicle spot position. This process aim is to calculate the increase in travel time caused by the disruption. In the original plan, the travel time count is between the depot and terminal. In the recovery plan, the travel time should be separated into three parts to accommodate the increase in travel time. These parts are the edge between terminal-link disruption spot, link disruption spot-vehicle spot 1, and vehicle spot 1-depot. The way to calculate the increase in travel time is adopted from Rosyida et al. (2019). The edges between terminal-link disruption spot and vehicle spot 1-depot use an average vehicle speed to calculate the travel time. In contrast, the edge between disruption spot-vehicle spot 1 nodes uses ten kinds of vehicle speeds to calculate the travel time. It is used to analyze the impact of disruptions on increasing travel time.

When two types of disruptions, namely link disruptions and customer disruptions, disrupt the network, the transformation process in the recovery model adds three kinds of new nodes as virtual nodes: namely, the link disruption spot node, vehicle spot 1 node, and vehicle spot 2 node. The link
disruption spot node is used to accommodate the location of the disruption. Vehicle spot 1 nodes are used to accommodate the spot where the trucks in the original plan from the depot face the congestion that comes from the disruption node. Vehicle spot 2 nodes are used to accommodate the spot where the additional trucks from the depot in recovery plan face the congestion that comes from the disruption node. The location of this spot can be calculated using the concept of relative speed. From this concept, the time of the truck leaving the depot until it meets the congestion at the vehicle spot 1 node can be calculated. This condition is explained in Equation 23. From that time, the distance between both nodes can be calculated using Equation 24.

\[ TM_{lk} = \text{Dist}_{ij} \frac{v_i}{v_k} + v_c \quad \text{for} \quad i = \{0\}, l = \{1\}, j = \{2\}, k \in K, m \in M \]  

(23)

\[ \text{Dist}_{ij} = TM_{iklm} x v_k \quad \text{for} \quad i = \{1\}, j = \{3\}, k \in K, m \in M \]  

(24)

In this study, the average vehicle speed and the average of the congestion rate are known. The increase in travel time is calculated using an equation adopted from Rosyida et al. (2019).

3.2.3. Optimal starting time strategy for vehicles

Optimizing the starting time is a strategy for determining the departure time of trucks from each node. This optimization will reduce the total shipping costs when facing the time window limit of each node because every truck has the possibility for early, on time or late arrival (Wang et al., 2012). With various types of disruptions that may occur in the shipping path, this strategy is beneficial. The congestion factors influence the process of determining the optimal time. The formula for determining the optimal starting time is as follows:
\[ TD_{\text{opt}km} = \max \left( \min \left( T_{c_{km}}^l, T_{c_{km}}^r, T_{ijkm}^*, \psi \right), T_{o_{km}}^l \right) \quad \text{for } i = \{0\}, j = \{1\}, k \in K, m \in M \]  

(25)

The equation above explains the formula of the optimal departure time at node 1.

### 3.3. Recovery model

In the recovery model, some model notations change. The changes include the variable index and some newly added variables. All of the changing are explained below:

According to the explanation in the previous subsection, the recovery model is formulated as follows:

#### 3.3.1. Objective function

\[
\min Z = \sum_{i,j \in \mathcal{N}, k \in K, m \in M} c_{ijkm} X_{ijkm} + \sum_{i,j \in \mathcal{N}, k \in K, m \in M} (0, 3c_{ijkm} X_{ijkm}) + (0, 7c_{ijkm} X_{ijkm}) (1 - lwd_{ijkm}) + (c_{ijkm} X_{ijkm} + c_{ijkm} X_{ijkm}) \delta_{ijkm} + \delta_{ijkm} \]  

(26)

#### 3.3.2. Flow constraint

\[
\sum_{k \in K, m \in M} U_{km} = \quad \text{for } i \in N_2 
\]  

(27)

\[
\sum_{k \in K, m \in M} U_{km} = 1 \quad \text{for } i \in N_4 
\]  

(28)

\[
\sum_{k \in K, m \in M} U_{km} \leq 1 \quad \text{for } i \in N_5 
\]  

(29)

\[
\sum_{k \in K, m \in M} U_{km} \leq K \quad \text{for } i \in \{0\} \cup N_1 \cup N_4
\]  

(30)

\[
\sum_{j=1}^{N_1} \sum_{k=1}^{K} \sum_{m=1}^{M} X_{0jkm} = \sum_{j=1}^{N_2} \sum_{k=1}^{K} \sum_{m=1}^{M} X_{0jkm} \leq K
\]  

(31)

\[
\sum_{j=3}^{N_1} \sum_{k=1}^{K} \sum_{m=1}^{M} X_{0jkm} = \sum_{j=0}^{N_4} \sum_{k=1}^{K} \sum_{m=1}^{M} X_{0jkm} \leq K
\]  

(32)

\[
\sum_{j=0}^{N_1} X_{ijkm} = \sum_{j=0}^{N_4} X_{ijkm} = U_{km} \quad \text{for } N = N_0, k \in K, m \in M
\]  

(33)

\[
\sum_{j=9}^{N_3} \sum_{k=1}^{K} \sum_{m=1}^{M} X_{jkm} = \sum_{j=0}^{N_4} \sum_{k=1}^{K} \sum_{m=1}^{M} X_{jkm} \leq K
\]  

(34)

\[
\delta_{ijkm} \geq \sum_{i,j \in \mathcal{N}, k \in K} X_{ijkm} - \sum_{i,j \in \mathcal{N}, k \in K} X_{ijkm} \quad \text{for } k \in K, j \in N_1 \cup N_2, m \in M
\]  

(35)

#### 3.3.3. Capacity constraint

\[
\sum_{i=1}^{N_3} d_i \times U_{km} \leq q_k \quad \text{for } k \in K, m = \{1\}
\]  

(36)

#### 3.3.4. Delivery time constraint

\[
T_{A_{\text{km}}} \geq T_{A_{\text{km}}} + \frac{1}{\omega} T_{\text{km}} - (1 - X_{\text{ijkm}}) xM \quad \text{for } i = \{0, 1, 2, 3, 4, 5, 6, 7\}, j = \{1, 2, 3, 4, 5, 6, 7, 8\}, k \in K, m = \{1\}
\]  

(37)

\[
T_{D_{\text{km}}} - \tau - T_{A_{\text{km}}} + (M \times \text{lwd}_k) \quad \text{for } j = \{8\}, k \in K, m \in M
\]  

(38)

\[
T_{D_{\text{km}}} \geq T_{\text{plan}_{\text{km}}} + (\xi \times \text{lwd}_k) \quad \text{for } j = \{8\}, k \in K, m \in M
\]  

(39)
Rosyida (2020), Algorithm alternative believed to match mers.

The methodology achievement of this recovery model is to minimize the total cost. There are some new constraints and some alterations in constraints to accommodate the newly added nodes in the recovery model. Constraints (27) and (28) ensure that each customer is served only once and that each virtual vehicle node is visited by one and only one vehicle. Constraint (29) ensures that each new virtual node is visited by only one new vehicle or it is not visited. Constraint (30) ensures that the number of vehicles that leave from the depot and enter a virtual disruption node then enter the terminal should not exceed the total number of vehicles. Constraints (31) and (32) ensure that each vehicle should leave from the depot and enter into the terminal, and the total number of vehicles should not exceed the total number of vehicles on the depot. The rest of the constraints are the same as the constraints in the original model.

4. Methodology
The model developed is a complex combination case. The optimization procedure for complex cases is believed by some researchers to be inefficient when using analytic (exact) methods. A more efficient alternative approach is the metaheuristic. The metaheuristic approach used in this paper are the Genetic Algorithm (GA) and Simulated Annealing (SA). Both approaches can help achieve the optimal solution or close to the optimal with a faster time than the exact method such as the branch and bound.

The steps to find a solution are explained in Figure 4. The discovery of the solution begins with the development of an intermodal freight routing planning problem (IFRPP) model. Then, we developed the recovery model. Finding the solution is the next step. This step consists of 1) the clustering process, which is grouping customers based on the average distance between customers. Customer grouping results are converted into one shipping route where the order must match the group’s sequence. 2) This route sequence is for the input of GA and SA. This procedure is carried out because the initial good population as input for GA and SA will accelerate the achievement of optimal or near-optimal solutions.

\[
EW_{km} \geq \left(TD_{km} + \xi(t - 1)\right) + U_{km} - (TD_{km} + T_{jkm}) \quad \text{for } i = \{7\}, j = \{8\}, k \in K, m \in M
\]  
\[
EW_{km} \geq 0 \quad \text{for } j = \{8\}, \forall k \in K, m = \{2\}
\]  
\[
LW_{km} \geq \left(TD_{km} + \xi(t - 1)\right) + \text{lwd}_{jkm} - (TD_{km} + T_{jkm}) \quad \text{for } i = \{7\}, j = \{8\}, k \in K, m \in M
\]  
\[
TD_{km} - (TD_{km} + T_{jkm}) + M \times \text{lwd}_{jkm} \geq 0 \quad \text{for } i = \{8\}, j = \{9\}, k \in K, m \in M
\]  
\[
LW_{km} \geq 0 \quad \text{for } j = \{8\}, \forall k \in K, m = \{2\}
\]  
\[
\left(TD_{km} + \xi(t - 1)\right) \geq (TD_{km} + T_{jkm}) \quad \text{for } i = \{7\}, j = \{8\}, k \in K, m \in M
\]  
\[
\text{lwd}_{jkm} = \{1, 0\} \quad \text{for } j = \{8\}, k \in K, m = \{2\}
\]  
\[
TA_{km} \geq TD_{km} + \text{ser}_{km} + T_{jkm} - (1 - X_{jkm})xM \quad \text{for } i = \{8\}, j = \{9\}, k \in K, m = \{2\}
\]  
\[
TA_{km} \geq TA_{km} + \text{ser}_{km} + T_{jkm} - (1 - X_{jkm})xM \quad \text{for } i, j \in \{9, N_2\}, k \in K, m \in M
\]  
\[
TA_{km} \leq T_{reqkm} + U_{km} \quad \text{for } i, j \in N_2, k \in K, m \in M
\]  
\[
X_{jkm}, U_{km}, \delta_{jkm}, \text{lwd}_{jkm} \in \{0, 1\} \quad \text{for } \forall k \in K, m \in M
\]  
\[
TA_{km}, TD_{km} \geq 0
\]
The next step is finding solutions using GA and SA in two different cases. First, a simple case for model validation. The numerical test results are compared to those of the exact optimization method using Lingo software. If the results are not yet valid, a better solution finding process is needed. After the results are considered valid, the next optimization process is applying to complex cases where the data used are taken from Wang et al. (2012) that discusses VRP cases. The data is modified and adjusted to fit with real conditions based on several papers (Behdani et al., 2016; Widjanarka et al., 2018) and expert judgment. The procedure for each stage of finding the optimal value, which includes disruption transformation, clustering, GA and SA, and starting service time, will be discussed in more detail in the next sub-chapter.
4.1. Disruptions transformation

Disruption transformation aims to convert the disruption into the model. The process consists of adding several new nodes that consist of virtual nodes or new real nodes. The results of combining these nodes are used as the input of the recovery model. The disruptions discussed in this paper are link and customer disruptions. The transformation process for two types of disruptions are different, and the steps are as follows:

(1) Link disruptions

The transformation steps are:

(a) Set the initial $x$ that consist of some node. The node consists of the depot, terminal, and some customer node.
(b) Set the coordinate location of disruption as a disruption virtual node.
(c) Set the coordinate location of the vehicle when the disruption occurs as a vehicle virtual node.
(d) Calculate the distance between coordinate location in step b with the meet point between the coordinate location of step b and c as a second vehicle virtual node.
(e) Add the virtual node in steps b, c, and d as a new member of $x$.

(2) Customer disruptions

(a) Set the initial $x$ that consist of some node. The node consists of the depot, terminal, and some customer node.
(b) Set the customer disruptions data.
(c) Set the coordinate location of the vehicle when the disruption occurs as a vehicle virtual node.
(d) Evaluate the shipment process. Separate the customer that has been served with unserved.
(e) Transform the disruption with set the customer node. The steps are:
   (i) For the additional demand disruption, the first way is to set the new ID for customer “$n$” with the same data of that customer “$n$” except the number of demand. The sum of the demand for this new customer is the number of additional requests.
   (ii) For the additional demand, and delivery location and time window changing, the way to transform is to set the new customer ID with the data changing. Then, we should remove the previous customer.
   (iii) For delivery location and time window changing, the way to transform is to set the new customer ID with the change data submitted. The demand data is the same as the data before. Then, we should remove the previous customer.
   (iv) For the new customer request, set the new customer ID with their data.
   (v) If there is an addition of new vehicle assignments, the vehicle location's initial set at the depot and the departure of the new vehicle is the sum of the time of disruption and service time at the depot.
(f) Add the member of $x$ with the vehicle virtual node and new customer node. Then, delete customer data according to step-d.

(3) Combinational Disruptions

(a) Set the initial $x$ that consist of some node. The node consists of the depot, terminal, and some customer node.
(b) Set the combination of disruption data.
(c) Set the coordinate location of disruption as a disruption virtual node.
(d) Set the coordinate location of the vehicle when the disruption occurs as a vehicle virtual node and evaluate the shipment progress. List the customer that has been serviced and not been serviced yet.
(e) Calculate the distance between the coordinate location in step c with the meeting point between the coordinate location of steps c and d as a second vehicle virtual node.
(f) Transform the customer disruptions with set the customer node. The steps use the customer disruptions step e.
(g) Add the member of x with virtual disruption node, virtual vehicle node, and new customer node. Then, delete customer data according to step d.

4.2. Clustering
At this stage the cluster method is carried out twice, the first is grouping the intermodal transportation network into two groups, the first is the depots up to terminals 1 and 2. Next is terminal 2 and customers. For the first group, the route’s sequence is not as complicated as starting from the depot, terminal 1 and terminal 2. Whereas, for the second group, the series of tours are based on cluster results. The cluster is a customer cluster based on the distance between customers. The number of these clusters is the result of rounding the quotient of total customer demand with the truck capacity. This clustering process uses the K-means algorithm. The results of this clustering process are used as initial solutions for the next process, namely finding solutions with GA and SA.

4.3. The Genetic Algorithm (GA)
The main parameters of GA are population size, crossover probability, and mutation probability. In this study, GA parameters are based on route determination. One of these parameters is the number of customers (nodes) of the route. Generally, basic GA can be explained as follows (Santosa & Jin Ai, 2017):

(a) Generating an initial population with certain size randomly.
(b) Choose the best individual to be copied to replace a certain number of other individual (elitism)
(c) Perform competitive selection to select members of the population as a parent to do crossover
(d) Make crossover between parents selected to get a better combination between one individual with another in a population.
(e) Choose a few individuals in the population to undergo a process of mutation.

4.4. The Simulated Annealing (SA)
The main parameters of SA are temperature (T) and temperature damping rate (c). The other parameter is the number of customers (nodes) of the route. The basic SA adopted from Santosa and Jin Ai (2017) with the following steps:

(a) Generate an initial population with certain size randomly.
(b) Choose the best individual to be the best fitness.
(c) Generate the new individual in the vicinity with a current solution either with slip, swap and slide step.
(d) Choose the best fitness between the best fitness in step 2 with the current fitness from the new individual or choose an even worse fitness using Metropolis Criteria.

4.5. Disrupted path length
The new point coordinate is the meeting location between the vehicles with the disruption. The purpose of determining this point is to estimate the total travel time when the trip delayed due to
the disruption. The total travel time is calculated from the estimated congestion length, the distance between the initial location of the disruption and the coordinates of this new point is divided by the average speed of the vehicle. The stages are:

(a) Set the location point of the initial disruption and vehicle location point when the disruption occurs.
(b) Calculate the distance between the two points in step a.
(c) Set the average vehicle speed and disruption rate.
(d) Calculate the predicted passage of time between the vehicle and the disruption using Equation 23.
(e) Calculate the distance between the initial location of the disruption and the site where the disturbance has met the vehicle using Equation 24.
(f) Calculate the predicted length of the disrupted path by converting this distance by considering the congestion factor (Rosyida et al., 2019). The total time is obtained by dividing the distance with the average vehicle speed.

4.6. Starting service time
The starting service time optimization is calculated to estimate the depot's vehicle departure time so that it does not experience delays at the terminal. The stages of determining the time are:

(a) Set the depot coordinates and terminal nodes, depot and terminal time windows, and
(b) Service time at nodes and terminals.
(c) Calculate the total travel time from the depot to the terminal.
(d) Set the congestion factor (v).
(e) Calculate the optimal departure time from a depot using Equation 25.

5. Numerical experiment
The system used in this paper consists of eighteen nodes: one node as the depot, two-node as the terminals, and fifteen nodes as the customers. The sources of data in this numerical experiment are published papers and real conditions. The coordinate node, customer demand, cost, and time window are obtained from published papers, namely Wang et al. (2012), Behdani et al. (2016), and Widjanarka et al. (2018). The transportation costs are 1 USD/km for trucks and the cost for a ship is explained in the next paragraph. The capacity for each container is 6.5. The speed of each truck is 60 km/hour.

On the other hand, the terminal time window data is adopted from several journals that discussed the time appointment system (TAS). The TAS topic is used to analyze the optimal time window in the terminal. Some papers analyze terminal profits and some other papers analyze profits both at the terminal and truck companies (freight forwarders). Besides, some papers also analyze the emissions. The terminal time windows for every truck are different. They depend on the original contract between the terminal operator and freight forwarder. The terminal operator gives a time window option, the freight forwarder selects an option, and then the terminal operator agrees if the capacity in that period is still available and switches to another period if it is full.

The average range of time window periods studied varies from 1 to 3 hours, where the time window is the terminal operating hours. Time window appointments are determined within a range of 3 hours, and there are two time window periods, namely 06.00–09.00 and 09.00–12.00. Terminal operation hours are 24 hours per day. If the truck does not arrive according to the agreed time window, the truck will be penalized 1 USD per unit time window if it arrives before the opening time and 4 USD per unit time window if it arrives after the closing time. The maximum limit for trucks entering the terminal is 6 hours before the ship’s departure. If the
Table 1. Coordinate node, customer demand, and customer time windows

| Node | Coordinate | Demand | To | Tc |
|------|------------|--------|----|----|
|      | x          | y      |    |    |
| 0    | 400        | 400    |    |    |
| term 1 | 325        | 325    |    |    |
| term 2 | 90         | 95     |    |    |
| cust 1 | 19         | 90     | 1  | 41 | 60 |
| cust 2 | 33         | 75     | 1.8| 40 | 62 |
| cust 3 | 20         | 60     | 1.1| 25 | 55 |
| cust 4 | 53         | 19     | 0.6| 21 | 50 |
| cust 5 | 140        | 94     | 1.9| 40 | 56 |
| cust 6 | 27         | 44     | 1.4| 41 | 60 |
| cust 7 | 75         | 140    | 1.2| 21 | 60 |
| cust 8 | 56         | 4      | 0.2| 24 | 55 |
| cust 9 | 30         | 120    | 1.7| 30 | 55 |
| cust 10 | 120        | 76     | 0.8| 21 | 56 |
| cust 11 | 41         | 50     | 0.9| 32 | 60 |
| cust 12 | 83         | 43     | 0.8| 32 | 66 |
| cust 13 | 40         | 110    | 1.9| 30 | 60 |
| cust 14 | 73         | 29     | 1.6| 20 | 45 |
| cust 15 | 70         | 18     | 0.9| 41 | 62 |

truck arrives after the time limit, it is assumed that the truck cannot use the capacity booked and the truck must wait for the departure of the next ship. In this condition, the capacity booking fee is assumed to be lost and the freight forwarder must buy the capacity with “on the spot” type cost. There are two payment models when using ship capacity: buy with a booking fee and buy on the spot. The cost of transportation using the ship mode is 700 USD per-container with a booking fee of 210 USD and an additional capacity will be charged 1050 USD per TEU (Widjanarka et al., 2018). The ship’s departure time is 24 hours. The departure time of the container at the depot node is assumed to be 0 hours. The terminal transfer cost is 65 USD (Ishfaq, 2012) and 3 hours are spent on transferring in terminal (Behdani et al., 2016).

The purpose of this numerical experiment is to analyze the impact of the disruptions on the shipping cost. Numerical experiments are carried out on simple and complex cases. In a simple case, we use the exact optimization to solve the problem. As for complex cases, exact optimization methods are less efficient when used. As described in Figure 3, for a simple case, three different optimization approaches namely the exact optimization, GA, and SA. These results will give a hint that the recovery model developed is feasible to use. Besides, the comparison of results can be used to conclude that the two metaheuristics are appropriate to solve complex cases when the exact optimization method is less efficient to use.

Table 2. The parameter of GA and SA

| GA               | SA                        |
|------------------|----------------------------|
| P_Crossover =0.8 | Initial Temperature = 100  |
| P_mutation = 0.5 | Temperature Damping Rate = 0.5 |
| Population = 10  | Stopping Criteria = 1000 iteration |
| Stopping Criteria = 1000 iteration | |
The main parameters used in the GA and SA are presented in Table 2. Furthermore, all algorithms coded using the Lingo 18 and the MATLAB R2019b-academic use software.

5.1. The disruptions

The link disruptions considered are disruptions that occur in a roadway that makes the average speed of vehicles decrease, which then causes congestion. A scenario of 10 levels of the average vehicle speed is adopted from Pregnolato et al. (2017). Pregnolato et al. (2017) designed the average speed level of the vehicle based on the depth of a puddle caused by the high rainfall that occurred. The data is presented in Table 3. The disruption location is at coordinates [360,360], and the vehicle faces the disruption impact at coordinates [340,340]. Meanwhile, the second disruption is the customer disruption. This disruption includes changes in the demand number, customer time window, and changes in shipping locations. Some of the changing data are adopted from Wang et al. (2012) and presented in Table 4.

The numerical test scenario is based on a combination of disruptions. In the first scenario, only one disruption is tried. The next scenario is a combination of disruptions, disruptions in Scenario 1 and customer disruptions. The scenario is as follows:

1. Link Disruption.
2. The combination of disruptions in scenario number 1 with customer disruptions.
3. The disruptions scenarios analyzed with two conditions considered; 1. Considering the starting time optimization strategy; 2. Without considering the starting time strategy at number 1.
4. The next scenario is related to the choice of the carrier capacity usage system at the port (30% first and purchase on the spot). Disruption scenarios, starting time, optimization strategy scenarios as well as contract selection strategies for using carrier capacity at the port are combined to get the optimal system conditions.

5.2. The disruption transformation

Disruption transformations are performed on disrupted nodes and links. For a disrupted link, three new points are created as virtual nodes. The locations of the virtual nodes are between the depot and terminal 1. The virtual nodes include a virtual disruption node, some virtual in-transit vehicle nodes, and some virtual new in-transit vehicle nodes. The coordinate location of the virtual disruption node is [360,360], and [340,340] is the coordinate for the virtual in-transit vehicle node. Node 7 is a virtual disruption node, a new node that is transformed from link disruptions and becomes a starting point for the average speed level of a vehicle to change. Nodes 1, 2, and 3 are virtual in-transit vehicle nodes.

These nodes serve as the bound spot of the average speed level change from node 7 and accommodate the vehicle that is dispatched in the original plan. The coordinates of the virtual new in-transit vehicle nodes are calculated using Equations (23) and (24). These virtual nodes accommodate the new vehicle that is dispatched in the recovery model. From this coordinate, the distance between the disruption node and this node itself is calculated. Then, the perceived length of that link is calculated to analyze the increase in total time travel.

In customer disruption, as presented in Table 4, five disruptions came from the customers: 4, 8, 11, 14, and new requests as the last customer disruption. The transformations are done by transforming the disruptions into three virtual customers and adding five new customer nodes (customers 16, 17, 18, 19, and 20). Three virtual customers are the same as the virtual in-transit

| Table 3. Vehicle speed scenario |
|---------------------------|
| Speed (Km/Hour) |
| 60 | 50 | 45 | 37 | 26 | 24 | 16 | 7 | 3 | 0 |
vehicle nodes. New events are from customer 8 to customer 18 and node customer 11 to customer 19; while for old events, they remain the same with customers 8 and 11. On the other hand, request changes in the customer 4 and 14 nodes are transformed into customers 16 and 17 nodes, respectively, while customer 4 and 14 nodes are removed. Then, customer 20 is a new request.

### 5.3. Model validation

The validation process used a portion of data from the system that includes a depot, two terminals, and the first four customers presented in Table 1. The type of disruptions and the disruptions transformation process are described in the previous sub-chapter. For the simple case, the disruptions and transformation process data used are only for the first four customers, depot and terminal nodes.

The numerical test results are presented in Tables 5-7. Table 5 shows the IFRPP optimization results with the simple case. Table 6 presents the optimization of the IFRPP recovery model considering the link disruptions. In addition, Table 7 explains the optimization of the IFRPP recovery model considering the combinational interruptions. The test results include the best route, the shipment total cost, and the time status of each vehicle when entering the terminal, either on-time or coming too early or too late. The three optimization methods show similar results from all outcome criteria. These results mean that the GA and SA approaches could optimize the IFRPP recovery model.

Tables 5 and 6 show that the optimal route without disruption is the same as the optimal route when the link disruption occurs. The difference between the two results lies in the total cost. The overall cost increases when a link disruption occurs. Meanwhile, Table 7 shows the optimal route results that are different from those of the previous scenario. There is an increase in the number of trucks assigned so that the route formed is three while the last route yield is two. Besides, the impact of combinational disruptions shown in Table 7 also included an increase in total costs when compared with the total expenses from the results of the previous scenario.

### 6. Results and discussion

The results of the numerical experiment for each scenario are summarized in Tables 8-11. Table 8 presents the results of the IFRPP optimization. Table 9 shows the results of the optimal routes for each scenario. While, Table 10 illustrates the results of IFRPP Recovery optimization considering link disruptions. In addition, the results of IFRPP Recovery optimization considering combinational disruptions are explained in Table 11.

Table 8 shows that the delivery total cost from the up-front fee scenario reaches a better total cost than on the spot scenario. Besides, the starting time strategy also gives the saving cost about 3 USD. This cost saving is due to the zero penalty cost because the vehicle arrives within time windows. It is different from the opposite scenario. On the other hand, the two metaheuristics give different results. SA produces a better total cost in each scenario.

Table 9 shows the optimal routes for each scenario. Generally, the numerical experiment resulted in the same routes in the scenario with a vehicle speed of 7 Km/h above, and the other vehicle speed of
| Methods                               | The Routings                                                        | Total Cost ($) | *Number of Vehicle on time* | *Number of Vehicle early arrival* | *Number of Vehicle late arrival* |
|---------------------------------------|---------------------------------------------------------------------|----------------|-----------------------------|----------------------------------|----------------------------------|
| Upfront_fee strategy without consider starting time optimization | [d,t1,t2,d,t1,t2]                                                   | 2282.6         | 2                           | 0                               | 0                               |
| Exact method                          |                                                                     | 2282.6         | 2                           | 0                               | 0                               |
| Genetic Algorithm                     |                                                                     | 2282.6         | 2                           | 0                               | 0                               |
| Simulated Annealing                   |                                                                     | 2282.6         | 2                           | 0                               | 0                               |
| Upfront_fee strategy with consider starting time optimization | [d,t1,t2,d,t1,t2]                                                   | 2282.6         | 0                           | 2                               | 0                               |
| Exact method                          |                                                                     | 2282.6         | 0                           | 2                               | 0                               |
| Genetic Algorithm                     |                                                                     | 2282.6         | 0                           | 2                               | 0                               |
| Simulated Annealing                   |                                                                     | 2282.6         | 0                           | 2                               | 0                               |
| On-the-spot strategy without consider starting time optimization | [d,t1,t2,d,t1,t2]                                                   | 2282.6         | 0                           | 2                               | 0                               |
| Exact method                          |                                                                     | 2282.6         | 0                           | 2                               | 0                               |
| Genetic Algorithm                     |                                                                     | 2282.6         | 0                           | 2                               | 0                               |
| Simulated Annealing                   |                                                                     | 2282.6         | 0                           | 2                               | 0                               |
| On-the-spot strategy with consider starting time optimization | [d,t1,t2,d,t1,t2]                                                   | 3052.2         | 2                           | 0                               | 0                               |
| Exact method                          |                                                                     | 3052.2         | 2                           | 0                               | 0                               |
| Genetic Algorithm                     |                                                                     | 3052.2         | 2                           | 0                               | 0                               |
| Simulated Annealing                   |                                                                     | 3052.2         | 2                           | 0                               | 0                               |
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### Table 6. The RIFRPP optimization result with simple case considering link disruptions

| Methods                                      | The Routings                                                                 | Total Cost ($) | *Number of Vehicle |
|----------------------------------------------|------------------------------------------------------------------------------|----------------|-------------------|
|                                              |                                                                              |                |                   |
|                                              |                                                                              | 45             | 3                 |
|                                              |                                                                              | 45             | 3                 |
|                                              |                                                                              | 45             | 3                 |
| Up_front_fee strategy without consider starting time optimization | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Exact method                                | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Genetic Algorithm                            | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Simulated Annealing                          | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Up_front_fee strategy with consider starting time optimization | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Exact method                                | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Genetic Algorithm                            | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Simulated Annealing                          | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 2387.2 | 5473.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| On_the_spot strategy without consider starting time optimization | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Exact method                                | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Genetic Algorithm                            | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Simulated Annealing                          | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| On_the_spot strategy with consider starting time optimization | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Exact method                                | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Genetic Algorithm                            | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
| Simulated Annealing                          | [d,vt1,vtd1,vt1,12,2,1,2,1,12],[d,vt2,vtd2,vt1,12,12,1,2,1,3,4,12] | 3087.2 | 4965.1 | 0  | 2  | 2  | 0  | 0  | 0  | 0  |
Table 7. The RIFRPP optimization result with simple case considering combinational disruptions

| Methods | The Routings | Total Cost ($) | *Number of Vehicle | on time | early arrival | late |
|---------|--------------|---------------|--------------------|---------|---------------|------|
|         |              |               |                    | 45      | 3             | 45   | 3 | 45 | 3 | 45 | 3 |
| **Up_front_fee strategy without consider starting time optimization** |            |               |                    |         |               |      |   |    |    |    |    |
| Exact method | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 3498.1          | 7995               | 0       | 2             | 3    | 0 | 0  | 0 | 1 |
| Genetic Algorithm | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 3498.1          | 7995               | 0       | 2             | 3    | 0 | 0  | 0 | 1 |
| Simulated Annealing | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 3498.1          | 7995               | 0       | 2             | 3    | 0 | 0  | 0 | 1 |
| **Up_front_fee strategy with consider starting time optimization** |            |               |                    |         |               |      |   |    |    |    |    |
| Exact method | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 3495.1          | 7995               | 3       | 2             | 0    | 0 | 0  | 0 | 1 |
| Genetic Algorithm | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 3495.1          | 7995               | 3       | 2             | 0    | 0 | 0  | 0 | 1 |
| Simulated Annealing | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 3495.1          | 7995               | 3       | 2             | 0    | 0 | 0  | 0 | 1 |
| **On_the_spot strategy without consider starting time optimization** |            |               |                    |         |               |      |   |    |    |    |    |
| Exact method | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 4548.1          | 6426.1             | 0       | 2             | 3    | 0 | 0  | 0 | 1 |
| Genetic Algorithm | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 4548.1          | 6426.1             | 0       | 2             | 3    | 0 | 0  | 0 | 1 |
| Simulated Annealing | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 4548.1          | 6426.1             | 0       | 2             | 3    | 0 | 0  | 0 | 1 |
| **On_the_spot strategy with consider starting time optimization** |            |               |                    |         |               |      |   |    |    |    |    |
| Exact method | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 4545.1          | 6426.1             | 3       | 2             | 0    | 0 | 0  | 0 | 1 |
| Genetic Algorithm | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 4545.1          | 6426.1             | 3       | 2             | 0    | 0 | 0  | 0 | 1 |
| Simulated Annealing | [d,vt1,vtd1,vd,t1,t2,c5,c4,t2],[d,vt2,vtd2,vd,t1,t2,c1, c3,t2],[d,vtd3,vd,t1,t2,c2,t2] | 4545.1          | 6426.1             | 3       | 2             | 0    | 0 | 0  | 0 | 1 |
| Methods                                      | The Routings                                                                                                                                                                                                 | Total Cost ($) | *Number of Vehicle |
|----------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|----------------|---------------------|
|                                              |                                                                                                                   |                | on time | early arrival | Late  |
| **Up_front_fee strategy without consider starting time optimization** | ![Routings](image)                                                                                                                                   | 3557.6         | 0        | 3               | 0     |
| Genetic Algorithm                           | ![Routings](image)                                                                                                                                   | 3547.2         | 0        | 3               | 0     |
| Simulated Annealing                         | ![Routings](image)                                                                                                                                   | 3554.6         | 3        | 0               | 0     |
|                                              | ![Routings](image)                                                                                                                                   | 3544.2         | 3        | 0               | 0     |
| **Up_front_fee strategy with consider starting time optimization** | ![Routings](image)                                                                                                                                   | 4607.6         | 0        | 3               | 0     |
| Genetic Algorithm                           | ![Routings](image)                                                                                                                                   | 4597.2         | 0        | 3               | 0     |
| Simulated Annealing                         | ![Routings](image)                                                                                                                                   | 4604.6         | 3        | 0               | 0     |
| **On_the_spot strategy without consider starting time optimization** | ![Routings](image)                                                                                                                                   | 4596.2         | 3        | 0               | 0     |
| Genetic Algorithm                           | ![Routings](image)                                                                                                                                   | 4596.2         | 3        | 0               | 0     |
| Simulated Annealing                         | ![Routings](image)                                                                                                                                   | 4596.2         | 3        | 0               | 0     |
### Table 9. The comparison of routing

| Vehicle roadway speed | Method | Without starting time strategy | starting time strategy |
|-----------------------|--------|---------------------------------|------------------------|
|                       |        | Routing                         | Routing                |
|                       |        | upfront fee | on the spot | upfront fee | on the spot |
| **Link Disruptions**  |        |               |              |               |              |
| 7 s/d 60              | GA     | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] |
|                       | SA     | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] |
| < 3                   | GA     | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] |
|                       | SA     | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] | [d,vt1,vtd1,vd,t1,t2,c8,c2,c1,c3,c11,c4,c15,c12] |
| **Combinational Disruption** |        |               |              |               |              |
| 7 s/d 60              | GA     | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] |
|                       | SA     | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] | [d,vt1,vtd1,vd,t1,t2,c16,c8,c18,c17,c15,c19,c12] |

(Continued)
| Vehicle roadway speed | Method | Without starting time strategy | Routing | starting time strategy |
|-----------------------|--------|--------------------------------|---------|------------------------|
|                       |        | upfront fee | on the spot | upfront fee | on the spot |
| < 3                   | GA     | [d,v1,vt1,vd1,vt12,c3,c2,c11,t2] | [d,vt2,v1,vt12,c9,20,c18,c12] | [d,vt3,v1,vt12,c9,20,c18,c12] | [d,vt4,v1,vt12,c9,20,c18,c12] |
|                       |        | [d,vt2,vt12,vt12,c9,20,c18,c12] | [d,vt3,vt12,vt12,c9,20,c18,c12] | [d,vt4,vt12,vt12,c9,20,c18,c12] | [d,vt5,vt12,vt12,c9,20,c18,c12] |
|                       |        | [d,vt3,vt12,vt12,c9,20,c18,c12] | [d,vt4,vt12,vt12,c9,20,c18,c12] | [d,vt5,vt12,vt12,c9,20,c18,c12] | [d,vt6,vt12,vt12,c9,20,c18,c12] |
|                       | SA     | [d,v1,vt1,d1,vt12,c3,c2,c11,t2] | [d,vt2,v1,vt12,c9,20,c18,c12] | [d,vt3,v1,vt12,c9,20,c18,c12] | [d,vt4,v1,vt12,c9,20,c18,c12] |
|                       |        | [d,vt2,vt1,vt12,c9,20,c18,c12] | [d,vt3,vt1,vt12,c9,20,c18,c12] | [d,vt4,vt1,vt12,c9,20,c18,c12] | [d,vt5,vt1,vt12,c9,20,c18,c12] |
|                       |        | [d,vt3,vt1,vt12,c9,20,c18,c12] | [d,vt4,vt1,vt12,c9,20,c18,c12] | [d,vt5,vt1,vt12,c9,20,c18,c12] | [d,vt6,vt1,vt12,c9,20,c18,c12] |
|                       |        | [d,vt4,vt1,vt12,c9,20,c18,c12] | [d,vt5,vt1,vt12,c9,20,c18,c12] | [d,vt6,vt1,vt12,c9,20,c18,c12] | [d,vt7,vt1,vt12,c9,20,c18,c12] |
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Table 10. The RIFRPP optimization result with simple case consider link disruptions

| Methods                | Up-Front Fee Strategy | On The Spot Strategy |
|------------------------|-----------------------|----------------------|
|                        | Speed Scenario        | Total Cost ($)       | *Number of Vehicle |
|                        |                       | on time | early arrival | late |                       |                       | on time | early arrival | late |
|                         |                        |         |              |      |                         |                       |         |              |      |
| **Without Consider Starting Service Time** |                         |         |              |      |                         |                       |         |              |      |
| Genetic Algorithm       | 60                     | 3557.6  | 0            | 3    | 0                       | 60                     | 4607.6  | 0            | 3    | 0               |
|                        | 50                     | 4637.3  | 0            | 3    | 0                       | 50                     | 5687.6  | 0            | 3    | 0               |
|                        | 45                     | 4657.1  | 0            | 3    | 0                       | 45                     | 5707.1  | 0            | 3    | 0               |
|                        | 37                     | 4699.9  | 0            | 3    | 0                       | 37                     | 5749.9  | 0            | 3    | 0               |
|                        | 26                     | 4801.8  | 3            | 0    | 0                       | 26                     | 5851.8  | 3            | 0    | 0               |
|                        | 24                     | 4830.3  | 3            | 0    | 0                       | 24                     | 5880.3  | 3            | 0    | 0               |
|                        | 16                     | 5016.0  | 3            | 0    | 0                       | 16                     | 6066.0  | 3            | 0    | 0               |
|                        | 7                      | 5731.9  | 0            | 0    | 3                       | 7                      | 6781.9  | 0            | 0    | 3               |
|                        | 3                      | 16203   | 0            | 0    | 5                       | 3                      | 14943   | 0            | 0    | 5               |
|                        | 0                      | 16203   | 0            | 0    | 5                       | 0                      | 14943   | 0            | 0    | 5               |
| Simulated Annealing    | 60                     | 3547.2  | 0            | 3    | 0                       | 60                     | 4597.2  | 0            | 3    | 0               |
|                        | 50                     | 4626.9  | 0            | 3    | 0                       | 50                     | 5676.9  | 0            | 3    | 0               |
|                        | 45                     | 4646.7  | 0            | 3    | 0                       | 45                     | 5696.7  | 0            | 3    | 0               |
|                        | 37                     | 4689.5  | 0            | 3    | 0                       | 37                     | 5739.5  | 0            | 3    | 0               |
|                        | 26                     | 4791.4  | 3            | 0    | 0                       | 26                     | 5841.4  | 3            | 0    | 0               |
|                        | 24                     | 4819.9  | 3            | 0    | 0                       | 24                     | 5869.9  | 3            | 0    | 0               |
|                        | 16                     | 5005.6  | 3            | 0    | 0                       | 16                     | 6055.6  | 3            | 0    | 0               |
|                        | 7                      | 5721.5  | 0            | 0    | 3                       | 7                      | 6771.5  | 0            | 0    | 3               |
|                        | 3                      | 10769   | 0            | 0    | 4                       | 3                      | 9973.5  | 0            | 0    | 4               |
|                        | 0                      | 10769   | 0            | 0    | 4                       | 0                      | 9973.5  | 0            | 0    | 4               |

(Continued)
| Methods         | Up-Front Fee Strategy | On The Spot Strategy |
|-----------------|-----------------------|----------------------|
| Speed Scenario  | Total Cost ($)        | *Number of Vehicle   | Speed Scenario  | Total Cost ($) | *Number of Vehicle   |
|                 |                      | on time   | early arrival | late      |                      | on time   | early arrival | late      |
| With Consider Starting Service Time |                      |           |               |           |                      |           |               |           |
| Genetic Algorithm | 60         | 3557.6    | 3          | 0          | 0        | 60         | 4622.5    | 3          | 0          | 0        |
|                 | 50         | 4637.3    | 3          | 0          | 0        | 50         | 5687.3    | 3          | 0          | 0        |
|                 | 45         | 4657.1    | 3          | 0          | 0        | 45         | 5707.1    | 3          | 0          | 0        |
|                 | 37         | 4699.9    | 3          | 0          | 0        | 37         | 5749.9    | 3          | 0          | 0        |
|                 | 26         | 4798.8    | 3          | 0          | 0        | 26         | 5848.8    | 3          | 0          | 0        |
|                 | 24         | 4827.3    | 3          | 0          | 0        | 24         | 5877.3    | 3          | 0          | 0        |
|                 | 16         | 5013.0    | 3          | 0          | 0        | 16         | 6063.0    | 3          | 0          | 0        |
|                 | 7          | 5740.9    | 0          | 0          | 3        | 7          | 6790.9    | 0          | 0          | 3        |
|                 | 3          | 8253.9    | 0          | 0          | 5        | 3          | 7623.9    | 0          | 0          | 5        |
|                 | 0          | 8253.9    | 0          | 0          | 5        | 0          | 7623.9    | 0          | 0          | 5        |
| Simulated Annealing | 60         | 3547.2    | 3          | 0          | 0        | 60         | 3547.2    | 3          | 0          | 0        |
|                 | 50         | 4626.9    | 3          | 0          | 0        | 50         | 5676.9    | 3          | 0          | 0        |
|                 | 45         | 4646.7    | 3          | 0          | 0        | 45         | 5696.7    | 3          | 0          | 0        |
|                 | 37         | 4689.5    | 3          | 0          | 0        | 37         | 5739.5    | 3          | 0          | 0        |
|                 | 26         | 4788.4    | 3          | 0          | 0        | 26         | 5838.4    | 3          | 0          | 0        |
|                 | 24         | 4816.9    | 3          | 0          | 0        | 24         | 5866.9    | 3          | 0          | 0        |
|                 | 16         | 5002.6    | 3          | 0          | 0        | 16         | 6052.6    | 3          | 0          | 0        |
|                 | 7          | 5730.5    | 0          | 0          | 3        | 7          | 6780.5    | 0          | 0          | 3        |
|                 | 3          | 10769     | 0          | 0          | 4        | 3          | 10769     | 0          | 0          | 4        |
|                 | 0          | 10769     | 0          | 0          | 4        | 0          | 10769     | 0          | 0          | 4        |
| Methods                        | Up-Front Fee Strategy | On The Spot Strategy |
|-------------------------------|-----------------------|----------------------|
|                               | Speed Scenario       | Total Cost ($)       | *Number of Vehicle | Speed Scenario | Total Cost ($) | *Number of Vehicle |
|                               |                       |                     | on time  | early arrival | late | on time  | early arrival | late |
| Up-front fee strategy without | 60 4985.4             | 0 3 0               | 60 6385.4 | 0 3 0 | 60 6385.4 | 0 3 0 |
| consider starting time        | 50 6065.1             | 0 3 0               | 50 7465.1 | 0 3 0 | 50 7465.1 | 0 3 0 |
| optimization                  | 45 6084.9             | 0 3 0               | 45 7484.9 | 0 3 0 | 45 7484.9 | 0 3 0 |
| Genetic Algorithm             | 37 6127.7             | 0 3 0               | 37 7527.7 | 0 3 0 | 37 7527.7 | 0 3 0 |
|                              | 26 6229.6             | 0 3 0               | 26 7629.6 | 3 0 0 | 26 7629.6 | 3 0 0 |
|                              | 24 6258.1             | 0 3 0               | 24 7658.1 | 3 0 0 | 24 7658.1 | 3 0 0 |
|                              | 16 6443.8             | 0 3 0               | 16 7843.8 | 3 0 0 | 16 7843.8 | 3 0 0 |
|                              | 7 7159.7              | 0 0 3               | 7 8559.7 | 0 0 3 | 7 8559.7 | 0 0 3 |
|                              | 3 16368               | 0 0 5               | 3 15041 | 0 0 5 | 3 15041 | 0 0 5 |
|                              | 0 16368               | 0 0 5               | 0 15041 | 0 0 5 | 0 15041 | 0 0 5 |
| Simulated Annealing           | 60 4660.7             | 0 3 0               | 60 6061.5 | 0 3 0 | 60 6061.5 | 0 3 0 |
|                              | 50 5740.4             | 0 3 0               | 50 7141.2 | 0 3 0 | 50 7141.2 | 0 3 0 |
|                              | 45 5760.2             | 0 3 0               | 45 7161.0 | 0 3 0 | 45 7161.0 | 0 3 0 |
|                              | 37 5803.0             | 0 3 0               | 37 7203.8 | 0 3 0 | 37 7203.8 | 0 3 0 |
|                              | 26 5904.9             | 0 3 0               | 26 7305.7 | 3 0 0 | 26 7305.7 | 3 0 0 |
|                              | 24 5933.4             | 0 3 0               | 24 7334.2 | 3 0 0 | 24 7334.2 | 3 0 0 |
|                              | 16 6119.1             | 0 3 0               | 16 7519.9 | 3 0 0 | 16 7519.9 | 3 0 0 |
|                              | 7 6835.0              | 0 0 3               | 7 8235.8 | 0 0 3 | 7 8235.8 | 0 0 3 |
|                              | 3 13306               | 0 0 4               | 3 12305 | 0 0 4 | 3 12305 | 0 0 4 |
|                              | 0 13306               | 0 0 4               | 0 12305 | 0 0 4 | 0 12305 | 0 0 4 |
| Methods               | Speed Scenario | Number of Vehicle on time | Number of Vehicle early arrival | Number of Vehicle late | Total Cost ($)       | Speed Scenario | Number of Vehicle on time | Number of Vehicle early arrival | Number of Vehicle late | Total Cost ($)       |
|----------------------|----------------|---------------------------|--------------------------------|------------------------|----------------------|----------------------|---------------------------|--------------------------------|------------------------|----------------------|----------------------|
| Up-Front Fee Strategy with consider starting time optimization | Genetic Algorithm | 60                        | 0                              | 0                      | 0                    | 3                    | 60                        | 0                              | 0                      | 0                    | 4,985.4              |
|                      |                | 50                        | 0                              | 0                      | 0                    | 3                    | 50                        | 0                              | 0                      | 0                    | 4,065.1              |
|                      |                | 45                        | 0                              | 0                      | 0                    | 3                    | 45                        | 0                              | 0                      | 0                    | 3,727.7              |
|                      |                | 37                        | 0                              | 0                      | 0                    | 3                    | 37                        | 0                              | 0                      | 0                    | 2,761.6              |
|                      |                | 26                        | 0                              | 0                      | 0                    | 3                    | 26                        | 0                              | 0                      | 0                    | 2,126.6              |
|                      |                | 24                        | 0                              | 0                      | 0                    | 3                    | 24                        | 0                              | 0                      | 0                    | 1,755.1              |
|                      |                | 16                        | 0                              | 0                      | 0                    | 3                    | 16                        | 0                              | 0                      | 0                    | 1,384.8              |
|                      |                | 7                         | 0                              | 0                      | 0                    | 3                    | 7                         | 0                              | 0                      | 0                    | 1,163.0              |
|                      |                | 3                         | 0                              | 0                      | 0                    | 3                    | 3                         | 0                              | 0                      | 0                    | 716.1               |
|                      |                | 0                         | 0                              | 0                      | 0                    | 3                    | 0                         | 0                              | 0                      | 0                    | 0                   |
| Simulated Annealing  | 60                        | 0                          | 0                              | 0                      | 0                    | 3                    | 60                        | 0                              | 0                      | 0                    | 4,660.7              |
|                      | 50                        | 0                          | 0                              | 0                      | 0                    | 3                    | 50                        | 0                              | 0                      | 0                    | 4,040.7              |
|                      | 45                        | 0                          | 0                              | 0                      | 0                    | 3                    | 45                        | 0                              | 0                      | 0                    | 3,720.3              |
|                      | 37                        | 0                          | 0                              | 0                      | 0                    | 3                    | 37                        | 0                              | 0                      | 0                    | 2,761.6              |
|                      | 26                        | 0                          | 0                              | 0                      | 0                    | 3                    | 26                        | 0                              | 0                      | 0                    | 2,126.6              |
|                      | 24                        | 0                          | 0                              | 0                      | 0                    | 3                    | 24                        | 0                              | 0                      | 0                    | 1,755.1              |
|                      | 16                        | 0                          | 0                              | 0                      | 0                    | 3                    | 16                        | 0                              | 0                      | 0                    | 1,384.8              |
|                      | 7                         | 0                          | 0                              | 0                      | 0                    | 3                    | 7                         | 0                              | 0                      | 0                    | 1,163.0              |
|                      | 3                         | 0                          | 0                              | 0                      | 0                    | 3                    | 3                         | 0                              | 0                      | 0                    | 716.1               |
|                      | 0                         | 0                          | 0                              | 0                      | 0                    | 3                    | 0                         | 0                              | 0                      | 0                    | 0                   |

Table 11 (Continued)
3 Km/h got the different optimal routes. On the other side, when customer disruptions are mixed with link disruptions, the original route changes. The recovery plan for this case is different from the recovery plan of a link disruption. The route changes because the number of dispatching vehicles also increases. It is not only affected by the increased customer demand but also the addition of a new customer. GA produces different optimal routes from those of SA almost in each scenario. Especially in combinational disruptions, GA dispatches until six vehicles, while SA is only five vehicles.

Table 10 clarifies that the delivery costs generated gradually increase and are proportional to the decreasing vehicle average speed for the link disruption scenario with a contract to purchase a lease of capacity with an upfront fee. When the vehicle's speed drops to 3 km/hour, the total shipping costs generated increases up to three times compared to those under normal conditions. In addition, the results are the same for the last speed scenario (vehicle speed of 0 Km/h), with the total cost result of the previous scenario. In the numerical experiment, the speed average of 0 Km/h indicates that the path is blocked. This block path assumed lasts for a day (24 hours). This condition causes the truck to arrive late in the terminal and going with the next departure. Besides, from buying the capacity in the terminal view, the two strategies give different results. The upfront fee strategy tends to result in lower total cost in every average speed scenario except for the speed below 3 Km/h. Generally, GA and SA show a similar total cost pattern.

Combinational disruption results are presented in Table 11. The results indicate that disruptions significantly affect the total cost and route irrespective of the methods used. Generally, when customer disruptions are mixed with link disruptions, the total cost and travel time increase automatically. The increase in total cost is caused by the increase in shipment cost and purchasing capacity cost. This condition is due to the disruptions from consumers in the form of additional demand so that the freight forwarder must add to the vessel's capacity booking. For the upfront fee type of purchase, additional capacity will be charged higher rental fees, while the type of on the spot is a fixed rental price. The total cost of the upfront fee type is always lower than the the spot type, but at an average speed level of 3 km/hour, on the spot type provides a smaller total cost than the upfront fee type. The difference in total cost is not too significant at the average speed level of 3 km/hour. In addition, GA and SA still produce a similar result pattern, and SA even gives a better total cost than that of GA.

The optimization of starting service time results in savings of up to 24 USD in this case. So if the arrival time does not meet the time window, each truck would be charged 1 USD if they arrive too early and 4 USD if they arrive past closing time. This optimization can walk when the difference between the close times in terminal with the delivery time from the depot to terminal multiplied with the congestion rate is a negative. This strategy affects the on-time arrival in terminal, but does not give an effect in 3 km/hour speed level scenario.

7. Conclusion and recommendation for further research
This paper discusses the impact of disruptions in intermodal transport networks with consideration of synchronization, the strategy for the type of capacity purchased, and the concept of multi-vehicle routing problems. One of the purposes of disruptions impact analysis is to know how the total cost and time increases when suppliers are faced with a combination of disruptions, link disruption and customer disruption. Our work extends the VRP recovery model to the context of intermodal freight route planning. The extended model includes the type of disruptions which consist of the link disruptions and customer disruptions, using multiple transportation mode, extend the disruptions transformation process and consider the simple collaboration shipment.

We use some methods and processes to reach the best solution in the numerical experiments, namely, disruptions transformation, clustering, and optimization process using GA and SA. Based on the numerical test, we conclude that the contribution of our research are as
follows: (1) Each scenario shows that link disruption and combinational disruption increase the total cost; (2) The model is able to find the new optimal route of the scheduled vehicle or even change in the vehicle assignment; (3) The capacity buying strategy and the vehicle speed affect the total cost and the effect varies. The up-front fee strategy performs best when facing the disruptions; (4) The disruptions transformation procedure gives a hint to predict the significant effect of disruptions.

There are still needs in-depth study about the disruptions problem, particularly when we face the COVID-19 pandemic. Based on the Ivanov (2020) statement that the COVID-19 epidemic brings the ripple effect on the system, it should be considered in future research to ensure that our system is still resilient. The opportunity to extend our work is to consider the high uncertainty disruptions, analyze the disruptions ripple effect, extend the optimization method, elaborate some strategies, namely collaboration, and discuss the real-time routing strategy.
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