Note on the conjectured breakdown of QED perturbation theory in strong fields

A. Ilderton1,*

1 Centre for Mathematical Sciences, University of Plymouth, Plymouth, PL4 8AA, UK

Strong background fields require a non-perturbative treatment, which is afforded in QED by the Furry expansion of scattering amplitudes. It has been conjectured that this expansion breaks down for sufficiently strong fields, based on the asymptotic growth of loop corrections with increasing “quantum nonlinearity”, essentially the product of field strength and particle energy. However, calculations to date have assumed that the background is constant. We show here, using general plane waves of finite duration, that observables at high quantum nonlinearity scale differently depending on whether intensity or energy is large. We find that, at high energy, loop contributions to observables tend to fall with increasing quantum nonlinearity, rather than grow.

I. INTRODUCTION

A strong electromagnetic field is characterised by a dimensionless coupling to matter which is larger than one. Hence the interaction of the field with matter cannot be treated in perturbation theory. For QED processes in a strong field the required semi-non-perturbative treatment is given by the Furry expansion of scattering amplitudes. Here the coupling between matter and generated/absorbed photons, still characterised by the fine-structure constant $\alpha$, is treated in perturbation theory as normal, while the coupling to the strong field is treated exactly. This amounts to replacing the fermion propagator by a dressed propagator, while all other position space Feynman rules are unchanged [1].

It has however been conjectured that for sufficiently strong fields, this semi-perturbative expansion also breaks down [2–6], and the theory becomes “fully nonperturbative”. This conjecture is based on the identification of an effective coupling parameter $\alpha \chi^{2/3}$, where $\chi$ is essentially the product of field strength and probe particle energy (see below). As field strength increases, loop corrections appear to grow with higher powers of the effective coupling, and so when $\alpha \chi^{2/3} \sim 1$ the Furry expansion breaks down. The physics of the regime $\alpha \chi^{2/3} \sim 1$ is thus unknown, but for experimental proposals for how to approach it see [7–9]. For a review of the conjecture see [10]. (For effective expansion parameters in relation to muon $g − 2$ see [11–13].)

The calculations behind the conjecture have, however, been performed in constant crossed fields; these are the zero frequency limit of plane waves, commonly used as a first model of laser fields at ultra-high intensity [14–19]. (We will typically refer to field intensity, rather than strength.) Notably, the power of 2/3 which appears is tied to the Airy functions particular to the constant field case. This prompts the question of what happens in more general fields. Furthermore, the literature to date has tended to focus on (loop corrections to) the polarisation and mass operators, neither of which are observables. Indeed, the one-loop vertex correction has been argued to scale asymptotically as either $\alpha \chi^{2/3}$ or just $\alpha$, depending on the gauge used [6, 20].

There are, then, several issues to address. First, we should only consider gauge invariant observables. Second, fields which decay at infinity, rather than constant fields, should be the generic case; here we will work with plane wave pulses of finite duration and arbitrary intensity, which can be treated exactly in the Furry expansion [14, 15, 17, 18]. Third, observables do not in general depend on $\chi$ alone, but on intensity and energy individually. A dependence solely on $\chi$ is again particular to the constant field limit, but $\chi$ can also be made large by making the energy large. (Literature investigations of one-loop processes in pulsed fields already contain hints that the scalings attributed to the constant field case may not be universal, see for example [21, 22].) Fourth, while loop corrections have been calculated in the high intensity approximation, emissivity corrections and inclusive observables have not been discussed, and we expect higher numbers of emissions to also become more important at high intensity. In this note we will present an initial investigation of these issues using the few one-loop diagrams which have been calculated exactly in pulsed plane waves, rather than constant fields. We will contrast two high-$\chi$ limits, reached by high intensity or high energy.

We introduce relevant parameters in Sect. II. In Sect. III we consider nonlinear Compton scattering at tree level, and forward scattering at one loop. In Sect. IV we consider photon helicity flip at one loop. In both cases we will show that observables scale differently in the two high-$\chi$ limits, demonstrating that there is no universal high-$\chi$ behaviour. The high-$\chi$ (energy) limit, in particular, does not seem to suffer from a potential breakdown of perturbation theory as the high-$\chi$ (intensity) limit does. A further consequence of our results is that, as we will show, currently used high-intensity approximations in numerical laser-plasma models are unable to properly reproduce high-energy, quantum, behaviour. We conclude in Sect. V. Closely related calculations have very recently appeared in [23], and we will find agreement with the conclusions presented there.
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\[
\mathcal{F}_0 = \begin{array}{c}
\end{array} \quad i\mathcal{F}_1 = \begin{array}{c}
\end{array} \quad \mathcal{N}_0 = \begin{array}{c}
\end{array}
\]

FIG. 1. \(\mathcal{F}_0\) is the Furry picture propagator in a background field, \(i\mathcal{F}_1\) its one-loop correction, and \(\mathcal{N}_0\) tree level photon emission, “nonlinear Compton scattering”.

\section*{II. PARAMETERS & INVARIANTS}

Consider the interaction of some particle, momentum \(p_\mu\), with a strong background field \(F_{\mu\nu}(x)\). A key parameter is the “quantum nonlinearity” \(\chi\) of the particle, defined by \cite{14}

\[
\chi = \frac{e}{m^3} \sqrt{\mu \mathcal{F}_{\mu\nu} F^{\nu\sigma} p_\sigma},
\]

in which \(e\) and \(m\) are, by convention, the electron charge and mass. We will only deal with electrons and photons here. It is clear that \(\chi\) looks, in general, like the product of particle energy and field strength, with the proportionality factor depending on field- and collision geometry. (For an electron, \(\chi\) is equal to the ratio of the electric field in the rest frame, to the Schwinger field \(E_S = m^2/e\).) Since \(\chi\) is a composite parameter it can be made large by increasing the particle energy, the field strength, or both. We emphasise that the physics differs depending on whether a particular value of \(\chi\) is reached by going to high energy, or high intensity \cite{24}.

Our focus here is on plane waves. For a wave characterised by the lightlike propagation direction \(n_\mu\) we have

\[
\chi = \frac{n.p}{{m}} \frac{|E|}{E_S}.
\]

The plane wave will have some typical scale \(\omega\) associated with it, be it a central frequency, inverse width, etc, and it is convenient to define dimensionless variables in terms of this scale\(^1\). So, let \(k_\mu = \omega n_\mu\) be a typical momentum vector associated to the wave, and \(\phi = k.x\) the dimensionless “lightfront time” on which the wave depends. This allows us to define the dimensionless energy, \(b\), and field intensity parameter, \(a_0\), by

\[
b := \frac{k.p}{{{m}}} , \quad a_0 := \frac{\chi}{b} = \frac{|eE|}{{m}\omega}.
\]

(Note that \(\chi = a_0 b\) is independent of the chosen scale \(\omega\).) The intensity parameter \(a_0\) is the coupling between the plane wave and matter, and easily exceeds unity in modern laser experiments \cite{25–27}. For, say, a head-on collision between an electron and the wave we have \(b \approx 2(\omega/m)\gamma\) at high energy.

Below we will compare the behaviour of processes at high \(\chi\) reached via high intensity or high energy, meaning large \(a_0\) or large \(b\) respectively. There are many classic examples of processes which exhibit a very different dependence on a single (usually energy) invariant, compare for example the low \cite{28} and high \cite{29} energy behaviours of the photon-photon cross-section, see also \cite{30} for a review. Here, though, we will examine how the two independent invariants \(a_0\) and \(b\) essentially compete to affect different behaviours of processes in strong fields.

\section*{III. FORWARD SCATTERING AND NONLINEAR COMPTON SCATTERING}

We begin with the diagrams in Fig. 1. These are the tree level fermion propagator, its one-loop correction, and the tree level vertex, in the Furry picture. The loop diagram \(\mathcal{F}_1\) (associated with the mass operator in the literature on \(\alpha \chi^{2/3}\)) contributes to forward scattering of the electron, and to electron spin-flip, while the vertex yields e.g. tree level photon emission from a field-accelerated electron, or “nonlinear Compton scattering” (NLC) \cite{14, 31–35}.

Consider the electron forward scattering amplitude; this is degenerate with soft emission \cite{36–38}, so we should consider not just exclusive but also inclusive processes. Let \(P(b|a)\) be the probability of an exclusive scattering process \(a \to b\) as calculated in the Furry expansion, and let \(P(<b|a)\) be the inclusive probability. Then the probability of observing an electron scattered with no photon emission above the detector resolution \(\epsilon_{\text{min}}\) of the system is, writing \(e\) for electron and \(\gamma_s\) for a soft photon,

\footnote{The physics is independent of this choice, but not of the physical scale \(\omega\). If, as for constant fields, no such scale is apparent, one can simply use the electron rest mass. Any natural scale will emerge during the evaluation of the spacetime integrals to be introduced below.}
\[ P(\angle | e) = P(\angle | e) + P(\angle, \gamma | e) + \ldots = \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} |F_0 + iF_1 + \ldots|^2 + \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} |N_0 + \ldots|^2 + \ldots \]

\[ = 1 - \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} 2\text{Im}(F_0^*F_1) + \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} |N_0|^2 + \mathcal{O}(\alpha^2) , \]

where \( \varepsilon_{\text{IR}} \) is the infra-red (IR) cutoff. By the optical theorem the one-loop imaginary part is exactly equal to the tree level probability of NLC. (For the explicit demonstration of this in plane waves see [39].) Hence we have

\[ P(\angle | e) = 1 - \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} |N_0|^2 + \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} |N_0|^2 + \mathcal{O}(\alpha^2) = 1 - \int_{\varepsilon_{\text{IR}}}^{\varepsilon_{\text{IR}}} |N_0|^2 + \mathcal{O}(\alpha^2) . \]

For plane waves we can take \( \varepsilon_{\text{min}} \to 0 \) without introducing any IR divergence, assuming as usual that there is no DC mode [40]. The forward scattering probability is then equal to one minus the tree-level NLC probability, demonstrating the standard IR result that the proper inclusion of higher loop and emissivity corrections can reduce probabilities [36]. The diagrams necessary to study this in depth in the context of \( \alpha \chi^{2/3} \) have not yet been calculated, however. (We return to this in the conclusions.) Here, we observe that the tree-level NLC probability also determines the one-loop forward-scattering probability, and so we turn to the explicit calculation of NLC in two, distinct, high-\( \chi \) limits.

Consider an electron, momentum \( p_a \), colliding with a plane wave depending on lightfront time \( k.x \), so \( b = k.p/m^2 \). The wave may be described by a potential \( eA|k.x| = a_0(k.x) \) which is transverse, \( k.a(k.x) = 0 \), and where the profile \( a_0(k.x) \) is characterised by amplitude \( a_0 \), with \( a_0 \) the intensity parameter [15, 18]. The electron emits a photon of momentum \( k_\ell \) and scatters. The total probability of this NLC scattering at tree level is given by an integral over the lightfront momentum fraction \( s := k.\ell/k.p \) of the emitted photon, and over two lightfront times \( \theta = \phi \) as [41]

\[ P(e, \gamma | e) = -\frac{\alpha}{\pi b} \int_0^1 ds \int_0^\infty d\phi \sin \left( \frac{s \theta \mu}{2b(1-s)} \right) \left[ \frac{1}{\mu \partial \theta} + \frac{1}{2} + \frac{1}{4} \frac{s^2}{1-s} \right] \langle \alpha' \rangle^2 \phi \equiv \frac{1}{2} \int_{\phi-\theta/2}^{\phi+\theta/2} d(k.x) f(k.x) , \]

\[ \mu(\phi, \theta) = 1 - \langle a^2 \rangle + \langle a \rangle^2 . \]

Note that the probability (6) is a function of \( a_0 \) and \( b \) individually. The \( s \)-integral can be performed analytically [41].

### A. High intensity

The high-intensity limit is reached when \( a_0 \gg 1 \). An old result is that the “formation length” of quantum processes scales in this limit as \( 1/a_0 \), so that amplitudes can be calculated in the locally constant field approximation (“LCFA”) [14]. (It is now known that this argument fails for the emission of photons with low energy [42] or low lightfront energy [45–47].) The scaling of processes in constant fields, on which the \( \alpha \chi^{2/3} \) conjecture is based, is shared by the LCFA. We consider the slightly more general case of the LCFA because of its use in particle-in-cell codes, used to plan and analyse intense laser experiments, for a review see [48]. Taking \( a_0 \gg 1 \), the LCFA for NLC is [14, 46, 47],

\[ P(e, \gamma | e) \simeq -\frac{\alpha}{b} \int_{\theta} d\phi \int_0^1 ds A_1(z) + \left( \frac{2}{z} + \chi \sqrt{z} \right) A_1(z) , \]

where \( z(\phi) := \left( \frac{1}{\chi(\phi)} \right) \frac{s}{1-s}^{2/3} \).

Note that, aside from the \( 1/b \) prefactor, the LCFA (and constant field) expressions now depend only on \( \chi \). The asymptotic scaling of the probability is obtained by expanding the Airy functions, which yields

\[ P(e, \gamma | e) \sim \frac{\alpha}{b} \int d\phi \chi^{2/3} \phi . \]

We are only interested in typical scalings, so “\( \sim \)” indicates throughout that we neglect purely numerical factors, keeping track only of dependence on the important parameters \( b, a_0, \chi \) and, below, pulse shape effects. For pulses,
FIG. 2. The potential and electric field of the short pulse $a(\phi) = a_0 \phi \exp(-\phi^2)$, where $\phi = x^+ / \tau$ for some width $\tau$, as used in the text.

the integral in (9) generates a finite factor which, if we consider a short pulse characterised only by some width $\tau$ and use the choice of scale described in Sect. II, is independent of parameters. For the constant field limit proper, $\chi$ is constant and the $\phi$-integral generates a (dimensionless) length factor. Either way we have, for some peak value of $\chi$,

$$\mathbb{P}(e, \gamma | e) \sim \frac{\alpha \chi^{2/3}}{b} \sim \frac{\alpha \chi^{2/3}}{\gamma} (m \tau).$$

(10)

The first expression gives the literature scaling. The pulse length is made explicit in the second expression. As $\chi$ increases with increasing intensity, i.e. at fixed $b$, the probability clearly grows. It easily exceeds unity, even for short pulses, demonstrating the need for higher order corrections [41].

B. High energy

The high-energy, $b \to \infty$, limit of NLC may not be so well known, so we give a little more detail. Starting from (6), we rescale $\theta \to b \theta$. Then we use the assumption that the plane wave has finite duration, for then $\mu(\phi, \infty) = 1$ [43, 49], i.e. the effective mass at large distance equals the free mass. To leading order in $b \gg 1$ we can then replace $\mu \to 1$. It may be checked that the first term in square brackets of (6) only contributes sub-leading terms in the high-energy limit, so we turn to the second term. We Fourier transform each factor of $a'$ appearing. The overall $d\phi$ integral is then trivial, setting the Fourier variables to be equal and opposite, such that we obtain $\tilde{a}(\nu).\tilde{a}^*(\nu)$ in the integrand for $\nu$ the remaining Fourier variable. Writing $t \equiv s / (1 - s)$, the $\theta$-integral reduces at this stage to

$$4 \int_0^\infty \frac{d\theta}{\theta} \sin^2 \frac{\nu \theta}{2} \sin \frac{\theta t}{2b} = \pi \Theta(2b|\nu| - t).$$

(11)

This puts a limit on the $s$–integral, which is most easily performed by changing variables to $t$. The final result for the leading order high energy limit is

$$\mathbb{P}(e, \gamma | e) = -\frac{\alpha}{4b} \int \frac{d\nu}{2\pi} \tilde{a}(\nu).\tilde{a}^*(\nu) \left( \frac{1}{2} + \log 2b|\nu| \right) + \ldots .$$

(12)

This describes the convolution of the plane wave intensity profile $\tilde{a}(\nu).\tilde{a}^*(\nu)$ with the term in large brackets, which is just the high-energy limit of ordinary Compton scattering of an electron, momentum $p_\mu$, against a photon of momentum $\nu k_\mu$ (see e.g. [51, §6.1]). The whole result is quadratic in $a_0$ and is, interestingly, exactly the same as the high-energy limit of the wholly perturbative, small $a_0$, calculation. The remaining Fourier integral is finite for finite pulses, and it is clear that the asymptotic behaviour of the probability is

$$\mathbb{P}(e, \gamma | e) \sim \frac{\alpha a_0^2}{b} \log b.$$  

(13)

2 Interestingly, this method is similar to that needed to obtain the $s \to 0$ (low lightfront energy) limit of the differential probability. While this appears to be zero from (6), the correct nonzero value is only obtained after performing the lightfront time integrals [46, 50].
This may be confirmed with an example. Consider the pulse in Fig. 2, with \( a(\phi) = a_0 \phi \exp(-\phi^2) \) and linear polarisation. Then we can evaluate the Fourier integral in (12) exactly to find

\[
P(e, \gamma|e) = \frac{a_0^2}{b} \frac{1}{16} \sqrt{\frac{\pi}{2}} \left( \log b + \frac{1}{2} \log 2 + \frac{3}{2} - \frac{\gamma E}{2} \right) + \ldots .
\]

(14)

**C. Discussion**

The expressions (10) and (13) give two different high-\( \chi \) limits of both NLC at tree level, and electron forward scattering at one loop. These two limits have different functional forms, and a comparison is facilitated by making it explicit that the high intensity limit corresponds to increasing \( \chi \) by increasing \( a_0 \), at fixed \( b \), while the high energy limit corresponds to increasing \( \chi \) by increasing \( b \) at fixed \( a_0 \). This allows us to write (9) and (13) as

\[
P(e, \gamma|e) \sim \frac{a^2}{b} \frac{\chi^{2/3}}{\chi \rightarrow a_0 \rightarrow \infty}, \quad P(e, \gamma|e) \sim \frac{a^3}{\chi} \log \chi .
\]

(15)

Hence the nonlinear Compton probability falls with increasing \( \chi \) at high energy, rather than increasing as it does at high intensity. Furthermore, this implies that at high-\( \chi \) reached via high energy, the loop correction to forward-scattering is smaller than the tree level contribution, again in contrast to the high intensity limit. This shows explicitly that there is no universal high-\( \chi \) behaviour of observables. Also, at least for the observables considered here, the increase in size of higher-loop corrections at high intensity does not appear at high energy.

The LCFA is a commonly employed tool which allows for progress where analytic results are lacking, especially in the consideration of inhomogeneous background fields with realistic spacetime structure. It is already known that the CCF and LCFA approximations, as currently employed, give incorrect results at low photon energy [44] and low lightfront momentum [45–47], and we can now show that they also fail in the high-energy regime.

The LCFA for nonlinear Compton is (aside from the \( 1/b \) prefactor) a function of \( \chi \) alone, and the high-\( \chi \) limit is therefore (9); it is impossible to obtain the correct high energy behaviour in (15) from the LCFA expression. The scaling is different, and furthermore the logarithmic dependence in (15) is missed. The reason for this is that the LCFA requires, at the level of the integrated rates as considered here, not just \( a_0 \gg 1 \) but \( a_0^2 \gg b \) [24, 52], so that making the assumption that the LCFA holds precludes the possibility of going to high-energy. Our example of NLC makes this concrete; the high-intensity limit (10) comes from the first term in square brackets of (6), while the high-energy limit (13) comes from the second term. This shows straightforwardly that the two limits do not commute.

It follows that approximations used in particle-in-cell codes break down at high energy. It is therefore important to understand, when modelling potential experiments, whether high \( \chi \) is being reached via high energy or high intensity.

**IV. HELICITY FLIP**

For our next example we consider photon helicity flip. In a plane wave a single photon can produce pairs, or otherwise only scatter forward (due to the many symmetries of plane waves), and may flip helicity due to loop interactions with the wave. Let the photon have momentum \( k'_{\mu} \), so that \( b = k.k'/m^2 \) is the energy parameter, and let \( \epsilon'_{\mu} \) and \( \epsilon_{\mu} \) be two orthogonal helicity polarisation vectors, see Fig. 3. Then the probability \( P(\gamma'|\gamma) \) of helicity flip is given at one-loop by \( P(\gamma'|\gamma) = |T|^2 \), where the amplitude \( T \) may be expressed, using lightfront field theory [53–55], as a double integral [21, 56] over two lightfront times \( \phi \) and \( \theta \). Explicitly [21],

\[
T = -\frac{\alpha}{\pi b} \int_{-\infty}^{\infty} d\phi \int_{0}^{\infty} d\theta \theta \left( K_1 \left( \frac{\theta}{b} \right) \left( \hat{a}_\theta a_\phi - \frac{1}{2} \hat{a}_\phi a_\theta \right) + K_2 \left( \frac{\theta}{b} \right) \left( \frac{1}{2} \hat{a}_\phi a_\theta - \frac{1}{2} \hat{a}_\theta a_\phi \right) \right),
\]

(16)
in which we have defined
\[ a_\phi = \partial_\phi \epsilon(a), \quad \tilde{a}_\phi = \partial_\phi \epsilon^*(a), \quad a_\theta = \partial_\theta \epsilon(a), \quad \tilde{a}_\theta = \partial_\theta \epsilon^*(a), \] (17)

and the two \( \mathcal{K} \)-functions are combinations of modified Bessel functions arising from the integral over the virtual lightfront momentum fraction in the loop \[21\]

\[ \mathcal{K}_1(x) = ixe^{-ix}(\mathcal{K}_1(ix) - \mathcal{K}_0(ix)) = \int_0^1 ds \exp \left[ \frac{-ix}{2s(1-s)} \right], \]

\[ \mathcal{K}_2(x) = (1 - i\partial_x)\mathcal{K}_1(x). \] (18)

A. High intensity

Consider a linearly polarised plane wave. (The same results are found for other polarisation choices, but the intermediate expressions are not as clear.) Then the high intensity, LCFA, approximation to the flip amplitude is \[21\]

\[ T \sim \frac{\alpha}{b} \int \frac{d\phi}{2\pi} \int_0^1 ds \frac{1}{z} (\text{Ai}'(z) - i\text{Gi}'(z)), \quad \text{where} \quad z = \left( \frac{1}{\chi_s(\phi)s(1-s)} \right)^{2/3}, \] (19)

and \( \text{Gi} \) is the Scorer function. As before, we simply replace the \( \phi \)-integral by a volume factor for the constant field case. The individual dependence on \( a_\theta \) and \( b \) seen in the integrand of (16) \[21\] is again replaced by a dependence only on their product, \( \chi \). The asymptotic behaviour of (19) is easily extracted from the known expansion of the Airy and Scorer functions as

\[ T \sim \frac{\alpha}{b} \int \frac{d\phi}{2\pi} \chi_s^{2/3}(\phi) \sim \frac{\alpha \chi_s^{2/3}}{b} \implies \mathbb{P}(\gamma'|\gamma) \sim \frac{\alpha^2 \chi_s^{4/3}}{b^2}. \] (20)

This is also the scaling in the constant field case \[2, 10, 57, 58\] (for which the numerical value given by the \( \phi \)-integral again becomes a length factor).

B. High energy

We turn to the high-energy limit of helicity flip. Consider the \( \mathcal{K}_1 \)-term in (16). The high energy limit may be calculated simply by expanding in powers of the small parameter \( 1/b \), replacing \( \mathcal{K}_1 \to 1 \). By writing the averages in terms of Fourier integrals it is then easy to perform the \( \phi \) and \( \theta \) integrals. Turning to the \( \mathcal{K}_2 \)-term, we first integrate by parts in \( \theta \) (the boundary terms are zero), such that we take the derivative of \( \theta \mathcal{K}_2 \). (The integration of the averages is easily performed in Fourier space.) This has the effect of improving convergence under the integral, such that we can again expand in powers of \( 1/b \). Expanding \(-\partial_\theta(\theta \mathcal{K}_2)\) in this way the leading order terms are

\[ \log b - 2 - \gamma_E - \log(i\theta \mu/2) + \mathcal{O}\left( \frac{1}{b} \right) + \mathcal{O}\left( \frac{\log b}{b} \right). \] (21)

This multiplies a function which falls like \( 1/\theta^2 \) for large \( \theta \). Hence for large enough \( b \) the \( \log b \) term will dominate, and we can, for pulsed fields, neglect the \( \log \theta \mu \) term. (This can be confirmed by changing variables \( \theta \to \theta b \) as before and expanding again; one finds only higher order terms in \( 1/b \).) Carrying out the integrals, the final result may be written in terms of the Fourier transform \( \tilde{a}_\mu(\nu) \) as

\[ T \sim \frac{\alpha}{\pi b} \int \frac{d\nu}{2\pi} \epsilon' \tilde{a}(\nu) \epsilon^* \tilde{a}^*(\nu) \left( \frac{1}{2} - \frac{i}{2} \text{sign}(\nu) \log b \right) \] + \ldots \] (22)

For generic pulses the Fourier integral converges. The first term in (22) is nonzero for helicity states, but whether the second term survive depends on the polarisation of the field. Generically, then, for a helicity- and polarisation–dependent constant \( \sigma \) we have

\[ T \sim \frac{\alpha a_\theta^2}{b} (1 + \frac{\sigma}{2} \log b) \implies \mathbb{P}(\gamma'|\gamma) \sim \frac{\alpha^2 a_\theta^4}{b^2} (1 + \sigma \log b). \] (23)
C. Discussion

In order to compare the high-$\chi$ (intensity) limit (20) of helicity flip with the high-$\chi$ (energy) limit (23) we again rewrite the latter in terms of $\chi$, increasing with $b$ at fixed $a_0$. This gives, to leading order,

$$
\mathbb{P}(\gamma' | \gamma) \sim \frac{\alpha^2}{b^2} \chi^{4/3}, \quad \mathbb{P}(\gamma' | \gamma) \sim \frac{a_0^6}{\chi^2} (1 + \sigma \log \chi).
$$

These two high-$\chi$ limits exhibit the same trends as for NLC, above. In the high-$\chi$ (energy) limit, the probability of helicity flip is manifestly decreasing with $\chi$, unlike in the high intensity limit. This agrees with the numerical evaluation of the exact result (16) given in [21]. The LCFA approximation again fails to capture the logarithmic behaviour at high energy, and for the same reason as above; the high intensity limit precludes taking the high energy limit. Note again that the high-$\chi$ (energy) limit coincides with that of the lowest-order perturbative calculation of the process. There are, as for the other processes considered here, higher-order corrections depending on $a_0^2/b$.

V. CONCLUSIONS

We have considered the behaviour of QED scattering probabilities in background plane wave fields, in the high-$\chi$ limit. This was in the context of the conjectured breakdown of (Furry picture) perturbation theory in the regime $\alpha \chi^{2/3} \sim 1$. We have shown, though, that there is no unique high $\chi$ behaviour. The high intensity and high energy limits, which both give high $\chi$, yield different scalings. At high intensity, both constant field results and locally constant field approximations of pulsed field results show the same power law scaling with $\alpha \chi^{2/3}$. The high energy limit, on the other hand, shows for general pulsed fields a logarithmic dependence on $\chi$ which is typical of QED.

Further, we have seen that observables tend to fall with $\chi$ at high energy, rather than rise, as at high intensity. This suggests that the high-$\chi$ limit of scattering processes in strong fields, reached via high energy, may not exhibit the perturbative breakdown attributed to the high-$\chi$ limit reached via high intensity. More work is however needed to better judge this, especially since only a few diagrams have been calculated in the level of detailed needed.

We have also seen that the high-energy behaviour of the considered rates cannot be recovered once the locally constant crossed field approximation (LCFA) has been made: making that approximation on the parameter space precludes being able to take the high-energy limit. An immediate consequence is that LCFA-based particle-in-cell simulations used to model laser-matter interactions do not correctly capture high-energy quantum effects.

Note that we do not disagree with previously calculated constant field scalings. However, we have stressed that it is important to consider observables. It would in particular be interesting to examine inclusive observables, and to see how the consistent inclusions of both loops [3, 4, 59] and emission affects their behaviour. It may be that this reduces probabilities, as happens with the exponentiation of infra-red corrections in QED [36] (and in background plane waves [40]), and so brings the perturbative expansion back under control. Alternatively, if we view the breakdown of perturbation theory as a breakdown of the background field approximation, then it may be that including some form of back-reaction [60] at each order of perturbation theory is enough to give a better behaved series. These are challenging and interesting topics for future study.

Finally, we note that the high energy limit of the observables we have considered is equal to that obtained if the plane wave background is treated perturbatively, instead of exactly using the Furry expansion. This may offer simplifications for the calculation of more complex processes at high energy.
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