UNIQUENESS OF THE MEASURE OF MAXIMAL ENTROPY FOR SINGULAR HYPERBOLIC FLOWS IN DIMENSION 3 AND MORE RESULTS ON EQUILIBRIUM STATES

RENAUD LEPLAIDEUR

Abstract. We prove that any 3-dimensional singular hyperbolic attractor admits for any Hölder continuous potential $V$ at most one equilibrium state for $V$ among regular measures. We give a condition on $V$ which ensures that no singularity can be an equilibrium state. Thus, for these $V$’s, there exists a unique equilibrium state and it is a regular measure. Applying this for $V \equiv 0$, we show that any 3-dimensional singular hyperbolic attractor admits a unique measure of maximal entropy.

1. Introduction

1.1. Background. This paper deals with Thermodynamic formalism for partially hyperbolic attractors with singularities in dimension 3. The Thermodynamic formalism has been introduced in Ergodic Theory in the 70’s by Ruelle, Sinai and Bowen (see [13, 12, 31, 32]). Firstly studied for uniformly hyperbolic dynamical systems, it has been a challenge for many years, and still is, to extend it to non-uniformly hyperbolic dynamical systems.

In this paper, we study existence and uniqueness of equilibrium states for 3-dimensional partially hyperbolic attractors with singularities. The main famous example in this class is the family of the Lorenz-like attractors. First introduced by Lorenz in [24], this class has several typical properties of chaotic dynamics: it is robust in the $C^1$-topology, every ergodic invariant measure is hyperbolic but the attractors themselves are not hyperbolic. For this class we prove in Theorem A uniqueness of the relative equilibrium state for any Hölder continuous potential among non-singular measures. Theorem B gives a large class of Hölder continuous potentials for which there is a unique equilibrium state and it is a regular measure. Theorem C states uniqueness of the measure of maximal entropy.
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Even if a large variety of potentials is possible, it is sometimes considered that two of them are the most important. The nul-function, because it furnishes the measure with maximal entropy and the logarithm of the unstable Jacobian which gives the SRB-measure (sometimes called $u$-Gibbs state). Beyond the interest of these potential, it is also noteworthy that they are also the easiest to study/construct. For the first one, because there is no problem to control distortions for the nul-function. For the second one, because the geometrical properties of the $u$-Gibbs states immediately gives for free the “conformal-measure”.

Most of the results for the singular hyperbolic flows deal with their dynamical properties. They can be classified in several kinds of result. The ones which deal with $C^1$-generic properties, robustness and homoclinic classes (see e.g. [1, 2, 10, 9]). Other results study mixing properties (see e.g. [4, 8, 7, 5]). At last, results for general properties, including existence and uniqueness of the SRB measure or generalizations as the Rovella Attractor, (see e.g. [6, 25, 26, 28, 27]).

About Ergodic results, i.e., existence and uniqueness of special invariant measures, all the known results deal with the SRB measure. We remind that for a map $f : X \to X$ and a potential $V : X \to \mathbb{R}$, an equilibrium state is an invariant (probability) measure which maximizes the free energy of the potential $V$:

$$h_\mu + \int V \, d\mu = \max \left\{ h_\nu + \int V \, d\nu \right\}.$$

For flows, we consider the time-1 map.

The SRB measure is usually obtained as a $u$-Gibbs state, that is for a special case of $V$. We mention the general result in [29]. For singular hyperbolic attractors in dimension 3 existence and uniqueness of the SRB mesure is done in [6]. In higher dimension it is done in [23]. As far as we know, very few results exist for the measure of maximal entropy. For diffeomorphisms, we mention the generic result [16]. Hence, and still as far as we know, our result here is thus the first result dealing with equilibrium state for general potentials for these systems and also for the special case of maximal entropy.

For any continuous potential, the existence of equilibrium states comes from the upper semi-continuity of entropy. We refer to [12] for classical results on equilibrium states. Upper semi-continuity of the entropy follows from expansiveness and expansiveness for singular hyperbolic attractors in dimension 3 is proved in [6]. Therefore, the existence of equilibrium state for any continuous potential was already known. Hence, the novelty in this paper is uniqueness of these measures, the fact that they have full support and that they are local equilibrium states with some local Gibbs property.

---

1 More precisely, $V = -\log J^u$ or $V = -\log J^c$ depending of the assumption on the non-uniformly hyperbolic system.
1.2. **Settings and statement of results.** Let $X$ be a vector field on a $d$-dimensional manifold $M$, and $f_t$ be the flow generated by $X$. We recall that a compact invariant set $\Lambda$ is called a topological attractor if

- there is an open neighborhood $U$ of $\Lambda$ such that $\cap_{t \geq 0} f_t(U) = \Lambda$,
- $\Lambda$ is transitive, i.e., there is a point $x \in \Lambda$ with a dense forward-orbit.

A compact invariant set $\Lambda$ is called a **singular hyperbolic attractor** (see [25, 33]) if it is a topological attractor, with at least one **singularity** $\sigma$, which means that $\sigma$ satisfies $X(\sigma) = 0$. Moreover, there is a continuous invariant splitting $T\Lambda M = E^{ss} \oplus E^{cu}$ of $Df_t$ together with constants $C > 0$ and $\lambda > 0$ such that

- Domination: for any $x \in \Lambda$ and any $t > 0$, $\|Df_t|_{E^{ss}(x)}\| \leq Ce^{-\lambda t}$.
- Contraction: for any $x \in \Lambda$ and any $t > 0$, $\|Df_t|_{E^{ss}(x)}\| \leq Ce^{-\lambda t}$.
- Sectional expansion: for any $x$, $E^{cu}(x)$ contains two non-collinear vectors, and any $t > 0$, for every pair of non-collinear vectors $v$ and $w$ in $E^{cu}(x)$, $|\text{det} \, Df_t|_{\text{span}<v,w>}| \geq Ce^{\lambda t}$.

We emphasize that one of the difficulties to study these attractors is that the singularity may belong to the attractor and may be accumulated by recurrent regular orbits. Since the uniformly hyperbolic case has already been well-understood since [13], we assume that the attractor does contain at least one singularity.

The model that we have in mind clearly is the Lorenz attractor, and our construction needs some regularity for the strong stable foliation. In a very recent work, [4], it is proved that the strong stable foliation is Hölder continuous. It has also been proved in [7] that the foliation is even Lipschitz-continuous for the Lorenz attractor and close attractors.

We recall that entropy for a flow is defined as being the entropy of the time-1 map $f_1$.

**Definition 1.1.** For $V : \Lambda \to \mathbb{R}$ Hölder continuous called a potential, an equilibrium state is a $f_1$-invariant probability measure $\mu$ which maximizes the free energy for $V$, that is

$$h_\mu + \int V \, d\mu = \max \left\{ h_\nu + \int V \, d\nu \right\}.$$

This maximum is called the pressure for $V$ and is denoted by $\mathcal{P}(V)$.

We remind that entropy is affine: $h_{t\mu_1 + (1-t)\mu_2} = th_{\mu_1} + (1-t)h_{\mu_2}$. This yields that any equilibrium state is a convex combination of ergodic equilibrium states. Consequently, all equilibrium states are well known as soon as ergodic equilibrium states are all known.
Some vocabulary. We say that \( x \in \Lambda \) is regular if it is not a singularity. We say that an ergodic measure is regular if no singularity has positive \( \mu \)-measure. A point \( x \) is said to be regular with respect to some invariant ergodic measure, say \( \mu \), if any property true \( \mu \)-almost everywhere holds for \( x \). We shall also say \( x \) in \( \mu \)-regular.

Now we have the dichotomy: if \( \mu \) is an ergodic equilibrium state for \( V \) then

- **C1:** either \( \mu = \delta_\sigma \) for some singularity \( \sigma \),
- **C2:** or \( \mu \) is regular.

With all these settings we prove in this paper:

**Theorem A.** Assume that \( \Lambda \) is a singular hyperbolic attractor of a \( C^2 \) 3-dimensional vector field \( X \). For every H\ölder \( V : \Lambda \to \mathbb{R} \) there exists at most one unique regular equilibrium state for \( V \). If it does, then it has full support.

More precisely, only two situations may happen for \( \beta \to \mathcal{P}(\beta.V) \) and \( \beta > 0 \).

1. Either it is strictly convex and analytic for any \( \beta > 0 \), and then there exists a unique equilibrium state (for every \( \beta > 0 \)) and it is a regular measure with full support.
2. Or there exists \( \beta_c > 0 \) such that the previous case holds for every \( 0 \leq \beta < \beta_c \), and for every \( \beta > \beta_c \) all the equilibrium states are supported on singularities.

We remind that a \( V \)-maximizing measure is a measure which gives maximal value for the integral of \( V \) among all invariant measures.

**Theorem B.** If \( V \) is such that no measure supported on a singularity is a \( V \)-maximizing measure, then for any \( \beta \geq 0 \), there exists a unique equilibrium state for \( \beta.V \). Moreover, the pressure function \( \mathcal{P}(\beta.V) \) is analytic.

Finally for the case \( V \equiv 0 \) we have:

**Theorem C.** There exists a unique measure with maximal entropy.

1.3. Plan of the paper and main ingredients of the proof. The first main ingredient in the proof is to construct a topological object called a mille-feuilles. Roughly speaking, a mille-feuilles is a cross-section to the flow direction with several properties:

1. It is a compact collection of pseudo unstable curves and is fibered by strong stable curves.
2. It has the rectangle property as in [12].
3. The first return by the flow has the Markov property.

*Pseudo unstable curves* are in spirit candidates to be the traces in the cross section of true central-unstable leaves. We remind that these leaves do not exists everywhere
but at least every regular point for any regular measure does have such a leaf. One of the difficulty is to define them without any reference to any pre-chosen invariant measure in view to define the mille-feuille as a topological object.

For the well-known classical Lorenz attractor, it is known that there is a global transversal section. This is the object we want to mimic in our construction of a good cross section. This is done in Section 2. We mention that in [4] one of the work consists in constructing a global cross section. We emphasize that in our case the construction in only local.

The construction of the mille-feuilles is done in Section 3. We first construct a pre-mille-feuilles and then the true mille-feuilles (and also a generalized mille-feuilles). The motivation to construct this topological object is the following.

Still in the Lorenz attractor, the return map in the global Poincar section has a natural skew-product structure over the interval. There is thus the 3d-dynamics from the flow, the 2d-dynamics in the section and the 1d-dynamics in the interval. This has been a motivation to study piecewise expanding maps on the interval with singularities. In that direction we mention works of Hofbauer (see [18]) and Buzzi (see e.g. [16]).

To study these 1d-systems, in particular to get existence and uniqueness of the measure of maximal entropy, it is noteworthy that one method consists in studying the Hofbauer-diagram which is a kind of subshift extension over the 1d-dynamics.

In other words, starting from a 1d-dynamics, the Hofbauer diagram is a kind of abstract 2d-dynamics over the 1d map. We believe that this passage to the 2d dynamics is one of the key point to study Thermodynamics formalism for theses maps. In our mind the mille-feuilles we construct below is a geometrical representation of the Hofbauer-diagram. As it is constructed via geometrical descriptions, we believe it makes the 2d-dynamics less abstract and thus easier to be understood.

Section 4 re-emploies the technic of local equilibrium state developed by the author along years and summarized in [21]. We tried to make it as self-contained as possible. We remind that the key point is to define an induced scheme and the notion of local equilibrium state. We deeply use the Abramov formula which makes a link between the entropy of an induced map and the original one. Roughly speaking we show that the mille-feuilles constructed previously admits a unique local equilibrium state for a good induced potential and that this measure can be opened-out in a global invariant measure which turns out to be the natural candidate to be a regular global equilibrium state.

Section 5 is devoted to the end of the proofs of the Theorems. The proof of the first part of Theorem A simply consists in separating the cases. Either there is no regular equilibrium state, or there is one, and then it must be unique because it must coincide with the unique local equilibrium on any mille-feuilles. The two
other proofs are then simple consequences of the fact that assumptions yield that the second case holds and not the first one.

Finally, analyticity for $\mathcal{P}(\beta)$ is proved in the last subsection.

1.4. **Acknowledgment.** Part of this work has been written as the author was visiting D. Yang at Soochow University. We would like to thank Soochow University for kind hospitality and D. Yang for having answering to our technical questions.

The notion of mille-feuilles and some of the ideas behind were already present in a unpublished paper of the author with V. Pinheiro that can be find here [22].

### 2. Cross-sections with good properties

#### 2.1. Special local cross-sections.

**Definition 2.1.** Let $\bar{\lambda}$ be positive real number. Let $x$ be in $\Lambda$. We say that $x$ is $\bar{\lambda}$-hyperbolic if there exists $\kappa_0 > 0$ such that

$$W_{\text{loc}}^{uu}(x) := \left\{ y, \forall t > 0 \ d(f_{-t}(y), f_{-t}(x)) \leq \kappa_0 e^{-\bar{\lambda}t} d(x, y) \right\}$$

is a non-trivial immersed $C^1$-manifold.

If $x$ is $\bar{\lambda}$-hyperbolic, then so is any $f_t(x)$, with $t \in \mathbb{R}$. Moreover, we claim that

$$\limsup_{t \to -\infty} \frac{1}{|t|} \log |Df_t(x)|_{E^{uu}(x)}| \leq -\bar{\lambda},$$

holds where $E^{uu}(x) = T_x W_{\text{loc}}^{uu}(x)$. This yields a splitting

$$E^{cu}(f_t(x)) = E^{uu}(f_t(x)) \oplus <X>.$$ 

Furthermore, if $0 < \bar{\lambda}' < \bar{\lambda}$, every $\bar{\lambda}$-hyperbolic point is also $\bar{\lambda}'$-hyperbolic.

If $x$ is $\bar{\lambda}$-hyperbolic, then the set $\Sigma := \bigcup_{y \in W_{\text{loc}}^{uu}(x)} W_{\text{loc}}^{ss}(y)$ is transverse to the flow direction (at least locally around $x$). It is a continuous surface and we remind that the stable foliation is Hölder continuous.

**Definition 2.2.** A cross-section is a set satisfying the following:

1. It is a local proper topological surface $\Sigma = \tilde{\Sigma}$ (for the 2d-topology),
2. it is $W_{\text{loc}}^{ss}$-foliated,
3. it is transversal to the vector field $X$,
4. it contains one $\kappa_0$-unstable curve $W_{\text{loc}}^{uu}(x_0)$ (for some $\kappa_0$), referred to as the basis of the cross-section.
5. Extremities of the basis do not belong to stable foliation of some periodic point.
If $\Sigma$ is a cross-section, the $\varepsilon$-time neighborhood of $\Sigma$ is the set $\bigcup_{t \in [-\varepsilon,\varepsilon]} f_t(\Sigma)$. It will be denoted by $\Sigma_{[-\varepsilon,\varepsilon]}$.

For $x$ in the basis $W_{loc}^{uu}(x_0)$ of $\Sigma$, $T_x W_{loc}^{uu}(x_0)$ and $T_x W_{loc}^{ss}$ are well defined and are non-colinear. We set

$$T_x \Sigma := \text{span}\{T_x W_{loc}^{uu}(x_0), T_x W_{loc}^{ss}(x_0)\}.$$  

For simplicity we shall always assume that a cross-section satisfies for every $x$ of the basis

$$\angle(T_x \Sigma, X(x)) > \frac{\pi}{4}.$$  

By definition a cross-section does not contain singularity.

**Terminology.** We say that $\Sigma$ has positive* $\mu$-measure if $\mu(\Sigma_{[-\varepsilon,\varepsilon]}) > 0$ holds for any positive $\varepsilon$.

**Remark 1.** In general we shall put some asterisque * do indicate the property relative to measures has to be understood following our terminology.

**Definition 2.3.** If $\Sigma$ is a cross section and $x$ belongs to $\Lambda \cap \Sigma$, the unstable local leaf $W_{\Sigma}^{ss}(x)$ is defined by

$$W_{\Sigma}^{ss}(x) = \Sigma \cap W_{loc}^{ss}(x).$$

Let $T$ be the basis of $\Sigma$ and $\Theta_T$ be the natural projection onto $T$:

$$\Theta_T(x) = \Theta_T(y) \iff y \in W_{\Sigma}^{ss}(x).$$

If $\Sigma$ is a cross-section one can define the first return map, say $F_{\Sigma}$, into $\Sigma$ by the flow $f_t$. The return time is denoted by $r_{\Sigma}$:

$$F_{\Sigma}(x) = f_{r_{\Sigma}(x)}(x), \text{ with } r_{\Sigma}(x) = \min\{t > 0, f_t(x) \in \Sigma\} \leq +\infty.$$

**Lemma 2.4.** For any cross section, there are points with finite return time.

**Proof.** For a cross-section $\Sigma$, consider the compact set with non-empty interior, $\Sigma_{[-\varepsilon,\varepsilon]}$. Transitivity for $f_t$ yields existence of a dense set of point in $\Sigma_{[-\varepsilon,\varepsilon]}$ having dense orbit. All these points have infinitely many returns into $\Sigma_{[-\varepsilon,\varepsilon]}$ (with return time $> \varepsilon$). If $y$ is such a point and $r$ is the first return, then, up to a time-translation one may assume $y \in \Sigma$ and $f_{r'}(y) \in \Sigma$ holds for some $r - \varepsilon < r' < r$. □

**Lemma 2.5.** For a cross-section $\Sigma$, $F_{\Sigma}$-periodic orbits are dense in $\Sigma$.

**Proof.** Actually periodic points are dense in $\Lambda$. This is a direct consequence of the existence of $\mu_{SRB}$. This measure has full support and a.e. point is regular. □
Let Σ be a cross-section such that Σ_{[-ε,ε]} has positive measure for some regular measure µ. Then, the Main Theorem on Special Representation of Flows (see [17]) yields that one can locally represent the conditional measure µ as \( d\mu \propto d\mu_\Sigma \otimes dt \). Moreover, \( \mu_\Sigma \) is \( F_\Sigma \)-invariant.

**Definition 2.6.** Let Σ be a cross-section. An \( \varepsilon \)-identification \( \iota \) is the map from Σ_{[-ε,ε]} onto Σ defined by
\[
\iota(f_t(x)) = x.
\]
It is defined for some small positive \( \varepsilon \).

**Remark 2.** We point-out that if \( \Sigma' \) is another cross-section defined in the neighborhood \( \Sigma_{[-ε,ε]} \), then the restriction of \( \iota \) from \( \Sigma' \) to Σ is bi-Lipschitz with constants only depending on the slopes of the cross-sections and on the size of the neighborhood. ■

### 2.2. S-adapted cross sections and associated 1-dimensional dynamics.

#### 2.2.1. Definition and abundance of SACS.

**Definition 2.7.** An \( s \)-adapted cross section (SACS in short) is a cross-section Σ such that for every \( x \in \Lambda \cap \Sigma \)
\[
F_\Sigma(W_{ss}^\Sigma(x)) \subset \overline{W_{ss}^\Sigma(F_\Sigma(x))}
\]
holds as soon as \( F_\Sigma(x) \) is well-defined.

**Proposition 2.8.** Any point in \( \Gamma_{\kappa_0} \) for some \( \kappa_0 \) belongs to the interior of some SACS.

The proof of Proposition 2.8 needs a lemma which gives a topological property for stable leaves.

**Lemma 2.9** (see [3] Lem. 3.2). Let \( x \) be in \( \Lambda \). Let \( W_{loc}^{ss}(x) \) be a piece of local stable manifold. Then, \( \Lambda \cap W_{loc}^{ss}(x) \) is totally disconnected.

**Proof.** The proof is done by contradiction. Let us assume that the small \( s \)-interval \( W_{loc}^{ss}(x) \) is included in Λ. Then we consider the map \( f_{-1} \). It is partially hyperbolic with uniformly expanding bundle. Using [11], it admits an invariant measure with absolutely continuous disintegration along unstable leaf.

Going back to the initial dynamics, \( f_1 \) admits an invariant measure with absolutely continuous disintegration on stable leaves. Consider then a small piece of stable leaf, say \( W_{loc}^{ss}(y) \) where Leb^ss-almost every point is in \( \Lambda \). All these points \( z \) admit a local strong-unstable manifold with positive length. By construction \( z \) is in \( \Lambda \) and as \( \Lambda \) is an attractor, any forward image of \( W_{loc}^{uu}(z) \) stays in the neighborhood of \( \Lambda \). By construction, any backward image of \( W_{loc}^{uu}(z) \) also stays in the neighborhood of \( \Lambda \).
This yields that $\Lambda$ has positive Lebesgue measure. This is in contradiction within $\Lambda$ being an attractor (see [3]).

\begin{proof}
Let $x \in \Lambda$ be a regular point with respect to a regular measure $\mu$. Consider a small stable leaf $W_{ss}^\delta(x)$ and adjust the length such that both extremal points are not in $\Lambda$. Lemma 2.9 shows this is possible.

Call these two extremities $x_-$ and $x_+$. There exists small balls, say $B(x_\pm, \varepsilon)$ centered in $x_\pm$ with empty intersection with $\Lambda$. Thus, there exist positive numbers $\delta_\pm$ such that the s-intervals $[x_-, x_- + \delta_-]$ and $[x_+ - \delta_+, x_+]$ have empty intersection with $\Lambda$.

The picture (see Fig. 1) looks like a dumbbell with bar equal to $W_{ss}^\delta(x)$ and the two balls at extremities (outside $\Lambda$).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{dumbbell.png}
\caption{$W_{ss}^\delta(x)$ with extremities outside $\Lambda$.}
\end{figure}

We remind that there exists an open neighborhood $B(x, \varepsilon)$ of $x$ such that all the points in that neighborhood have a local stable manifold. This holds because $\Lambda$ is an attractor. Then, consider $W_{uu}^{loc}(x) \cap B(x, \varepsilon)$, and construct the surface $\Sigma$ obtained by taking the union of all of $W_{ss}^\delta(y)$ where $y$ runs over $W_{uu}^{loc}(x) \cap B(x, \varepsilon)$ and $W_{ss}^\delta(y)$ is adjusted such that extremities are in $B(x_\pm, \varepsilon)$. We also adjust the size of $W_{uu}^{loc}(x)$ to be sure that extremal points do not belong to the stable manifold of some periodic point. Then, we claim that $\Sigma$ is an $S$-adapted cross section.

Indeed, if $x$ is not a periodic point, one can increase the first return time in $\Sigma$ by choosing sufficiently small $\varepsilon$. Hence, one choose such an $\varepsilon$ such that for any return time $n$ (of any point) $2\delta_\lambda^n << \min(\delta_-, \delta_+)$. Then, by construction, any return in $\Sigma$ maps a piece of unstable leaf $W_{ss}^\delta$ on a smaller piece with length much smaller than $\delta_\pm$ (see Fig. 3).

If $x$ is periodic, one can assume it is fixed. Then no other point in some neighborhood is fixed. Again, choosing a very small $\varepsilon$ one can increase any return time (except the one for $W_{ss}^\delta(x)$) and the same argument holds.\qed

The proof immediately extends to a more general result.
\textbf{Proposition 2.10.} For any regular measure $\mu$, for any regular point $x$ with respect to $\mu$, there exists $\kappa_0$ such that $x$ belongs to the interior of some SACS.

2.2.2. Dynamics in a $S$-adapted cross section. From now on, one considers an $S$-adapted cross section $\Sigma$. The first return map $F_\Sigma$ has been defined above.

By definition, $F_\Sigma(W_{\Sigma}^{ss}(x)) \subset W_{\Sigma}^{ss}(F_\Sigma(x))$ holds because $\Sigma$ is $s$-adapted. Moreover, there is a canonical equivalent relation on $\Sigma$, $x \sim y \iff y \in W_{\Sigma}^{ss}(x)$. We recall that $\mathcal{T}$ denotes the basis of the cross-section and $\Theta_{\mathcal{T}}$ is the canonical projection onto the basis.

As the cross section is $s$-adapted equality

$$\Theta_{\mathcal{T}} \circ F_\Sigma = \Theta_{\mathcal{T}} \circ F_\Sigma \circ \Theta_{\mathcal{T}}$$

holds and defines a map $g_{\mathcal{T}} : \mathcal{T} \to \mathcal{T}$ by $g_{\mathcal{T}} := \Theta_{\mathcal{T}} \circ F_\Sigma$.

The next lemma states a kind of expansion in the trace of the unstable direction in $\Sigma$. 
Lemma 2.11. There exists $C'$ such that for every $x$ in $\Lambda \cap \Sigma$ for which $F_\Sigma(x) = f_{r_\Sigma}(x)$ is well-defined,

\[ |Df_{r_\Sigma}(x)| \wedge X(F_\Sigma(x))| \geq C'.e^{r_\Sigma(x)\lambda}. \]

holds, where $X(x)^\perp$ stands for the orthogonal direction to $X(x)$ in $E^{cu}(x)$.

Proof. $Df_{r_\Sigma}(x)$ maps $X(x)$ on $X(F_\Sigma(x))$. Because the cross section $\Sigma$ is small $X(x) \sim X(F_\Sigma)(x)$, both in direction and in norm.

On the other hand $Df_{r_\Sigma}(x)$ expands by a factor larger than $C.e^{r_\Sigma(x)\lambda}$ the surface generated by $X(x)$ and $X(x)^\perp$. \qed

2.3. $(\Sigma, u)$-curves. The goal of this subsection is to determine the shape of the intersection of $\Lambda$ with a SACS $\Sigma$.

Definition 2.12. A $cu$-surface is a surface tangent to $E^{cu}$. A $(\Sigma, u)$-curve in $\Sigma$ is the intersection of a $cu$-surface with $\Sigma$ satisfying:

\begin{enumerate}
  \item it forms a connected graph $W^{cu}_{\Sigma,loc}$ over an interval in the basis $T$,
  \item for all $n \geq 0$, for all $x$ in $W^{cu}_{\Sigma,loc}$, $F^{-n}_\Sigma(x)$ is well defined,
  \item for all $n \geq 0$, $F^{-n}_\Sigma(W^{cu}_{\Sigma,loc})$ is a connected graph over some interval of $T$.
\end{enumerate}

Next proposition show that $(\Sigma, u)$-curves do exist. Actually, we expect (see Proposition 2.15) that any $(\Sigma, u)$-curve is as described in the proposition.

Proposition 2.13. Let $\mu$ be a regular invariant measure such that $\Sigma_{[-\varepsilon,\varepsilon]}$ has positive $\mu$-measure. Let $x \in \Sigma$ be $\mu$-regular.

Then for any sufficiently small $\rho$, $\cup_{t \in [-\varepsilon,\varepsilon]} f_t(W^{mu}_\rho(x)) \cap \Sigma$ is a $(\Sigma, u)$-curve which contains $x$ (see Fig. 6).
Proof. Let us denote by $x_{T, \pm}$ the two extremal points of $T$. The union of the two strong stable local leaves, $W^{ss}_{\Sigma}(x_{T, \pm})$ is referred to as the stable boundary for $\Sigma$.

For small $\rho$, $W^{uu}_{\rho}(x)$ is well defined, due to Pesin theory. As $\mu$ is regular, and as $x$ is $\mu$-regular, a standard Borel-Cantelli argument shows that we may assume that for any sufficiently big $t$, say $t > t_0$, $f_{-t}(W^{uu}_{\rho}(x))$ never intersects the stable boundary of $\Sigma$.

If this holds for some fixed $\rho$ and for any $t > t_0$, then, one can decrease and adjust $\rho' < \rho$ such that no $f_{-t}(W^{uu}_{\rho'}(x))$ intersects the stable boundary of $\Sigma$ for $t \leq t_0$.

Doing like this, no $f_{-t}(W^{uu}_{\rho'}(x))$ intersects the stable boundary of $\Sigma$ for any positive $t$.

Moreover, $x$ has infinitely many negative return times by $F_{\Sigma}$ because it is $\mu$-regular and $\Sigma_{[-\varepsilon, \varepsilon]}$ has positive $\mu$-measure. At any negative return time $-t$, $\bigcup_{t \in [-t-\varepsilon, -t+\varepsilon]} f_t W^{uu}_{\rho}(x)$ intersects $\Sigma$ as a graph over $T$ (because it is transversal to $E^{ss}$) and does not intersect the stable boundary.

□

Remark 3. Note that Definition 2.12 also means/yields that $F_{\Sigma}^{-n}$ of a $(\Sigma, u)$-curve is also a $(\Sigma, u)$-curve.

We denote by $\Lambda_{n, \Sigma}$ the set of all $(\Sigma, u)$-curves which are a graph over an interval of size bigger than $1/n$ in $T$.

Proposition 2.14. Assume that $\Lambda$ is a singular hyperbolic attractor of a three-dimensional vector field $X$. For any $S$-adapted cross-section $\Sigma$,

\begin{enumerate}
  \item $\bigcup_n \Lambda_{n, \Sigma}$ is dense in $\Lambda \cap \Sigma$,
  \item $\bigcup_n \Lambda_{n, \Sigma}$ contains all the $F_{\Sigma}$-periodic points,
\end{enumerate}

Proof. Note that (2) $\Rightarrow$ (1) because periodic points are dense (see Lemma 2.3).

Let us prove point (2). Let $x$ be a $F_{\Sigma}$-periodic point. Let $\mu$ be the $f_1$-invariant measure with support in the orbit of $x$, $O(x)$. It is an ergodic measure and it is non-singular because $\Sigma$ does not contain singularities. Therefore it is a regular measure and thus ergodic.

Because $x$ is periodic, the set $\{F_{\Sigma}^n(x)\}$ has finite cardinality. The point $x$ is $\mu$-regular, $\mu$ is hyperbolic, hence one can construct a very small local unstable leaf $W^{uu}_{loc}(x)$ (possibly for $\kappa'_0 \neq \kappa_0$. One can adjust the size of this unstable local manifold such that for some small $\rho$, $\bigcup_{t \in [-\rho, \rho]} f_t W^{uu}_{loc}(x)$ is a $cu$-surface included into $\Sigma_{[-\varepsilon, \varepsilon]}$.

The set of points of the form $F_{\Sigma}^{-n}(x)$ is finite, and all of them are $\mu$-regular. Therefore they all admit some Pesin local unstable manifold, where the backward dynamics is contracting (due to sectional expansion in $E^{cu}$). Moreover, in our construction of $\Sigma$, we assumed the extremal points of the basis are not in stable manifolds of periodic
points. These two points yield that we can adjust the size of $W_{\text{loc}}^{uu}(x)$ and $\rho$ such that $\bigcup_{t \in [-\rho, \rho]} f_t(W_{\text{loc}}^{uu}(x)) \cap \Sigma$ is a graph $W_{\Sigma}^{cu}(x)$ over some small interval in $\mathcal{T}$, for any $n$, $F_{\Sigma}^{-n}(W_{\text{loc}}^{uu}(x))$ is well defined and is a graph over some interval of the basis.

We have thus proved that $W_{\Sigma}^{cu}(x)$ is a $(\Sigma, u)$-curve. □

**Proposition 2.15.** $\bigcup_n \Lambda_{n, \Sigma}$ is a collection of disjoint maximal $(\Sigma, u)$-curves.

**Proof.** For $x$ in $\bigcup_n \Lambda_{n, \Sigma}$, Zorn lemma shows that there exists a maximal $(\Sigma, u)$-local unstable manifold which contains $x$. By definitions such a curve is a $(\Sigma, u)$-curve. If $x$ belongs to two such maximal curves, then by definition of maximality none of the curve can be included into the other one and one must have at least one splitting (see Figure 5): if each curve is the graph of a map, say, $G_i$, then one must find $y \in \mathcal{T}$ such that $G_1(y) \neq G_2(y)$. If one consider the images by $F_{\Sigma}^{-1}$, one these hand
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    \caption{Existence of splitting yielding contradiction}
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```

all these graphs are mapped into smaller and smaller graphes (due to Lemma 2.11) and on the other hand, expansion in the stable direction yields that $F_{\Sigma}^{-n}(y, G_i(y))$ must move away from each other. This is a contradiction.

This shows that maximal $(\Sigma, u)$-curves are disjoint. □

We finish this subsection with some technical lemma:

**Lemma 2.16.** Let $W$ be a $(\Sigma, u)$-curve. assume that $F_{\Sigma}(W)$ is a piece of connected graph over some interval of the basis. Then, $F_{\Sigma}(W)$ is also a $(\Sigma, u)$-curve.

**Proof.** Let $\mathcal{F}^{cu}$ be a piece of $cu$-surface such that $W = \mathcal{F}^{cu} \cap \Sigma$. Any point of $\mathcal{F}^{cu}$ can be written in a unique form as $f_t(y)$, with $y \in W$ and $t \in [-\varepsilon, \varepsilon]$ for some small $\varepsilon$. In that case we set

$$r(x) := r_{\Sigma}(y).$$

Then, we consider $f_{r(\cdot)}(\mathcal{F}^{cu})$. The map $r_{\Sigma}$ restricted to $W$ is continuous (because the image is a graph over an interval of the basis), thus $f_{r(\cdot)}(\mathcal{F}^{cu})$ is a $cu$-surface. By construction, its intersection with $\Sigma$ is $F_{\Sigma}(W)$. □
2.4. SACS with the GALEO property. GALEO stands for Good Angle and Locally Eventually Onto. The LEO property is a crucial property to have some mixing and expansion for the one-dimensional dynamics $g_T$. In addition to this, we also need to control the angle that any return of a small piece of $\mathcal{T}$ makes with $\Sigma$. This angle with respect to $E^{ss}$ at return is bounded away from zero because the splitting is dominated and continuous. Nevertheless, there is no control inside $E^{cu}$. This is why we need to introduce this Good Angle property. We remind that $X^\perp$ stand for the orthogonal direction to $X$ in $E^{cu}$.

**Definition 2.17.** The SACS $\Sigma$ satisfies the **GALEO property** for $\kappa_1 = \kappa_1(\Sigma)$ if for any open interval $I \subset \mathcal{T}$, there exists $t$ such that $f_t(I)$ contains a curve, say $J$, satisfying

1. $J$ as slope bounded by $\kappa_1$ as a curve from $X^\perp$ to $X$.
2. $J$ is included in some neighborhood $\Sigma_{[-\varepsilon,\varepsilon]}$.
3. $\Theta_T \circ \iota(J) = \mathcal{T}$.

**Proposition 2.18.** The SACS $\Sigma$ can be constructed such that it satisfies the GALEO property for some $\kappa_1 = \kappa_1(\Sigma)$

**Proof.** First, we consider some $\mu_{SRB}$-generic point $x_0$. We assume it has a “long” unstable local leaf and that it is an accumulation point for points having long unstable leaves with the same angle (up to some very small variations) with respect to the flow direction $X$. We denote by $\mathcal{A}$ this set of points. Note that if $x$ is such a point then $f_t(x)$ is also such a point. All the points we may consider here are $\mu_{SRB}$-generic, thus we may assume that Lebesgue almost all the points in their local unstable leaves also are $\mu_{SRB}$-generic. As this property is invariant along orbits, this yields a collection, say $\mathcal{B}$, of $E^{cu}$ surfaces, foliated by local unstable leaves and flow trajectories, for $t \in [-\varepsilon,\varepsilon]$ and for which Lebesgue almost every point is $\mu_{SRB}$-generic.

Then, very close to $x_0$ we pick a periodic point, say $Q$. It is regular with respect to the regular measure supported by this periodic orbits, thus $Q$ admits a piece of local unstable leaf. We only consider a very small piece of this local unstable leaf, and construct the SACS with this basis as it is done in the proof of Prop. 2.8. Note that $\mathcal{T}$ has to be small compared to the “long” unstable leaves of $\mu_{SRB}$-generic points we have just considered above.

We now show that this SACS has the GALEO property. For that we consider a small interval $I \subset \mathcal{T}$. Note that Lebesgue almost every point in $I$ belongs to the stable leaf of $x \in \mathcal{A}$. Consequently, this means that $I$ can be considered as the projection on $\mathcal{T}$ of the identification (the map $\iota$) of a piece of some true local unstable leaf $W$ inside some $E^{cu}$-surface in $\mathcal{B}$.

Lebesgue almost every point in $W$ belongs to $\mathcal{A}$ and will return infinitely many often in $\mathcal{A}$. This yields that for infinitely many $t$’s, $f_t(I)$ is a curve in $\Sigma_{[-\varepsilon,\varepsilon]}$ with
fixed angle with respect to the flow direction $X$. Any upper bound for the angle defines $\kappa_1$.

The sectional expansion shows that the sizes of these images must increase (exponentially with respect to the return times). This shows that the images of $I$ by $F_\Sigma$ will eventually cross $W^{ss}_\Sigma(Q)$. At that moment we have small interval $I' = f_t(J)$ for some small interval $J \subset I$ crossing $W^{ss}_\Sigma(Q)$. Then, the $\lambda$-lemma shows that the forward images $f_{t+n t_0}(J)$ (if $t_0$ is the period for $Q$) must accumulate on $W^{uu}_Q$, thus for some iterate, $g^T(J) = \mathcal{T}$. This prove the LEO part for the GALEO property.

To prove the GA part, we only have to consider returns of $W$ in $\mathcal{A}$.

□

**Corollary 2.19.** Any point $x \in \mathcal{T}$ has a dense set of preimages for $g_T$.

As $\mathcal{T}$ is compact, we also have:

**Corollary 2.20.** Periodic points are dense for $g_T$.

## 3. Construction of a Mille-Feuilles

### 3.1. First step. A rectangle with Markov property.

We consider a SACS $\Sigma$ with the GALEO property. We look at the first return map $F_\Sigma$ into $\Sigma$. We re-employ notations from above, $F_\Sigma(x) = f_{r_\Sigma(x)}(x)$.

The constant $\kappa_1$ involved in the GALEO property is thus fixed.

#### 3.1.1. Vertical band and eligible curves of type 1.

Lemma 2.5 immediately yields:

**Definition 3.1.** A strip in $\Sigma$ is a set $\Theta_\mathcal{T}^{-1}[p_-, p_+]$ in $\Sigma$ where $p_\pm$ are two consecutive (for the natural order relation) points of some $g_\mathcal{T}$ periodic orbit. We call interior of the strip the set $\Theta_\mathcal{T}^{-1}[p_-, p_+]$. 

In the rest of the paper, one shall talk about strips defined by periodic points \( p_\pm \) or equivalently of the strip over \([p_-, p_+][\).

**Definition 3.2.** Let \( \mathcal{B} \) be the strip over \([p_-, p_+][\) in \( \Sigma \). An eligible curve of type 1 in the strip is the intersection of the strip with a maximal \((\Sigma, u)\)-curve crossing over the strip \( \mathcal{B} \).

Let \( \mathcal{F}^u \) be an eligible curve of type 1 in the strip \( \mathcal{B} \) over \([p_-, p_+][\). By definition of maximal \((\Sigma, u)\)-curve and by definition of the strip, we emphasize that for every \( n \), \( F_{\Sigma}^{-n}(\mathcal{F}^u) \) is a piece of \((\Sigma, u)\)-curve.

As \( p_\pm \) are two consecutive points of a periodic orbit, this yields that \( F_{\Sigma}^{-n}(\mathcal{F}^u) \) is either totally outside the strip \( \mathcal{B} \) or totally contained in it. Otherwise, there would be some image of \( p_+ \) or \( p_- \) (by \( g_T \)) between these two points.

Furthermore, for any point \( x \) in \( \mathcal{F}^u \), one can define the sequence of backward return times, that is

\[
F_{\Sigma}^{-n}(x) := f_{-r-n}(x).
\]

### 3.1.2. Eligible curve of type 2

We emphasize (and remind) that a \((\Sigma, u)\)-curve cannot necessarily be written under the form \( \iota(W_{uu}^{loc}) \). This justify the next definition.

**Definition 3.3.** Let \( \kappa_2 > \kappa_1 \) be fixed. Let \( \mathcal{B} \) be the strip over \([p_-, p_+][\) in \( \Sigma \). An eligible curve of type 2 in the strip is an eligible curve of type 1, say \( \mathcal{F}^u \) such that

1. There exists a local \( \kappa_0 \)-unstable manifold \( W_{uu}^{loc}(x) \) contained in a small neighborhood \( \Sigma_{[-\varepsilon, \varepsilon]} \) such that \( \iota(W_{uu}^{loc}(x)) = \mathcal{F}^u \),
2. As a graph from \( \Sigma \) to \( \langle X \rangle \), \( W_{uu}^{loc}(x) \) has a slope bounded by \( \kappa_2 \).

We emphasize that if the basis of the SACS is obtained from a periodic point (as in the construction of Prop. 2.18) then, the segment \([p_-, p_+][\) (of the basis) is an eligible curve of type 2 because it is a true piece of strong unstable leaf and it is inside \( \Sigma \) thus a slope equal to 0.

**Definition 3.4.** Let \( \mathcal{B} \) be the strip over \([p_-, p_+][\) in \( \Sigma \). The pre-mille-feuilles associated to \( \mathcal{B} \) is the union \( \mathcal{P} \mathcal{M} \) of eligible curves of type 1.

We set \( W_{loc}^{ss}(x) := W_{\Sigma}^{ss}(x) \cap \mathcal{P} \mathcal{M} \) and \( W_{\mathcal{P} \mathcal{M}}^{uu}(x) := \mathcal{F}^{uu}(x) \cap \mathcal{P} \mathcal{M} \), where \( \mathcal{F}^{uu}(x) \) is the eligible curve of type 1 which contains \( x \).

We call interior \( \mathring{\mathcal{P} \mathcal{M}} \) of the pre-mille-feuilles \( \mathcal{P} \mathcal{M} \) the set \( \mathcal{P} \mathcal{M} \cap \Theta_T^{-1}[p_-, p_+] \).

**Remark 4.** We emphasize that the bigger \( \kappa_2 \) is the fatter the pre-mille-feuilles is. The same holds if \( \kappa_0 \) increases. ■

**Lemma 3.5.** Any pre-mille-feuilles is compact.
Proof. By construction, any eligible curve is closed thus compact. Let us now consider a family of eligible curves accumulating themselves on some curve $F^u$. All the eligible curves are graph of Lipschitz maps over $[p_-, p_+]$ with bounded slope. This holds because they are all restrictions to $\Sigma$ of a $cu$-surface and $E^{cu}$ is transversal to $E^{ss}$. Therefore, the limit curve $F^u$ is also a graph of a Lipschitz map over $[p_-, p_+]$. By continuity of the splitting $E^{cu}$, $F^u$ is a $(\Sigma, u)$-curve. It is thus an eligible curve of type 1. □

A pre-mille-feuilles has a canonical product structure: if $x$ and $y$ are in $\overline{PM}$ then, the eligible curve of type 1 containing $x$ is transversal to $W^{ss}_{loc}(y)$ and they intersect themselves at a unique point, say $z$. We set

$$(2) \quad z := [x, y].$$

Lemma 3.6. A pre-mille-feuilles has Markov return map: If $x \in \overline{PM}$ and $F^k_\Sigma(x) \in \overline{PM}$, then

1. $F^k_{\Sigma}(W^{ss}_{\overline{PM}}(x)) \subseteq W^{ss}_{\overline{PM}}(F^k_{\Sigma}(x)).$
2. $F^{-k}_{\Sigma}(W^{uu}_{\overline{PM}}(F^k_{\Sigma}(x))) \subseteq W^{uu}_{\overline{PM}}(x).$

Proof. • Let $k$ be a return time for $x$. Then, $W^{uu}_{\overline{PM}}(F^k_{\Sigma}(x))$ crosses over the band $B$ and there are two intersection points with the boundary, say $y_{\pm}$. One can consider the preimages of these two points (because they belong to a $(\Sigma, u)$-curve) and we set

$$z_{\pm} := F^{-k}_{\Sigma}(y_{\pm}).$$

We consider the band $B' := \Theta_T^{-1}[\Theta_T(z_-), \Theta_T(z_+)]$. By construction this is a band strictly inside $B$ and then all the eligible curves in $PM$ cross over $B'$.

• We can consider the images by the flow of all these eligible curves restricted to $B'$. By construction, their images by $F^k_{\Sigma}$ are curves which do cross over the band $B$. By Lemma 2.16 they are $(\Sigma, u)$-curves.

In other words, these images curves are pieces of maximal $(\Sigma, u)$-curves and do cross-over $B$. They are eligible curves of type 1.

This concludes the proof of the lemma. □

3.2. The mille-feuilles. One of the problem of the pre-mille-feuilles is that first returns are not necessarily with good dynamical properties. In particular we will need to control the distortion on return times: if $x$ and $y$ belong to $[p_-, p_+]$, if $x'$ and $y'$ are respective preimages on the same inverse branch, then we shall need to control $r_{\Sigma}(x) - r_{\Sigma}(y)$. This is possible if we can control the slope of the image of the basis associated to the inverse branch (see below). This is why we need to remove horizontal strips in the pre-mille-feuilles.
3.2.1. Step one. Construction of a mille-feuilles from a Pre-mille-feuilles. Let us consider a pre-mille-feuille $\mathcal{PM}$ with transversal $\mathcal{T}$.

The return map defines vertical bands and horizontal strips. Each vertical band, say $B'$, is mapped onto an horizontal strip $\mathcal{H}$ which crosses over $B$ by the return map $F^k_\Sigma$.

Hypothetically, we have countably many of them. We denote them by $(b_i)$ and $(h_i)$.

**Lemma 3.7.** Two different horizontal bands are disjoint.

**Proof.** See picture 7.

Let $x$ be in $\mathcal{PM}$ and $k$ be such that $F^k_\Sigma(x) \in \mathcal{PM}$. Let $B'$ be the vertical band as above. By construction $F^k_\Sigma(B')$ is an horizontal strip $\mathcal{H}$ which crosses over $B$. More precisely, as $\Sigma$ is a $s$-adapted, there exists two horizontal bands with empty intersection with $\Lambda$ which separate $\mathcal{H} \cap \Lambda$ from the rest of $\Lambda$.

![Figure 7. Strip with empty intersection with $\Lambda$](image)

Roughly speaking, in the vertical direction, $\mathcal{PM}$ has a totally disconnected structure and there are two “empty” strips which separate $\mathcal{H}$ from the rest of $\mathcal{PM}$.

If $b_i$ is a vertical band with return $k$, by construction the image of the transversal $F^k_\Sigma(\mathcal{T} \cap b_i)$ is an eligible curve of type 1 in $\mathcal{PM}$ (see Lemma 2.16).

**Definition 3.8.** Let $\kappa_2 > \kappa_1$ be fixed. We say that $b_i$ and $h_i$ are of type $\alpha$ if $F^k_\Sigma(\mathcal{T} \cap b_i)$ is an eligible curve of type 2. Otherwise we say it is of type $\beta$.

The mille-feuilles associated to $\mathcal{PM}$ and $\kappa_2$ is the collection of eligible curves of type 1 included in the horizontal strips of type $\alpha$ (see Fig. 8).
By construction, $\mathcal{M}$ can be written as the image $\Phi_\mathcal{M}([-1, 1] \times \Gamma)$, where $[-1, 1]$ is identified to the horizontal $[p_-, p_+]$ and $\Gamma$ is the Cantor set giving the eligible curves in $\mathcal{M}$. Each $\mathcal{M}_w := \Phi_\mathcal{M}([-1, 1], w)$ is one eligible curve of $\mathcal{M}$. They will be referred to as horizontals. Verticals are pieces of strong stable leaves.

In other words, the mille-feuilles $\mathcal{M}$ has a rectangle structure. Because entire blocks of returns (the bands $b_i$) have been removed it is still compact.

### 3.2.2. Step 2. First return $F_\mathcal{M}$ is Markovian.

The mille-feuilles has been defined from the pre-mille-feuilles. Even if the horizontal strips of type $\beta$ have been removed, the associated vertical bands are still well defined in $\mathcal{M}$.

We denote by $F_\mathcal{M}$ the first return map in $\mathcal{M}$.

**Lemma 3.9.** The first return map $F_\mathcal{M}$ corresponds to the first return into a horizontal strip of type $\alpha$ by iterations of $F_\Sigma$.

**Proof.** Because $\mathcal{M} \subset \mathcal{P}\mathcal{M}$ any return in $\mathcal{M}$ is a return in $\mathcal{P}\mathcal{M}$. As $\mathcal{M}$ is the restriction of $\mathcal{P}\mathcal{M}$ of horizontal strips of type $\alpha$, the lemma holds. □

This means that if $x$ eventually has a return into a band of type $\alpha$, and if $x$ belongs to $b_i$ of type $\beta$ with return $k_1$ and is such that $F^{k_1}_\Sigma(x)$ belongs to a vertical band $b_j$ of type $\beta$ and so on up to the $(n + 2)^{th}$ return:

$$x \in b_{i_0} \text{ type } \beta \rightarrow F^{k_1}_\Sigma b_{i_1} \text{ type } \beta \rightarrow F^{k_2}_\Sigma b_{i_2} \ldots \rightarrow b_{i_n} \text{ type } \beta \rightarrow F^{k_{n+1}}_\Sigma h_{i_n} \cap b_{i_{n+1}} \text{ type } \alpha \text{ return } k_{n+2},$$

then, $F_\mathcal{M}(x) := F^{k_1 + \ldots + k_{n+2}}_\Sigma(x)$. It is well-defined on

$$b_{i_0} \cap F^{-k_1}_\Sigma((h_{i_1} \cap F^{-k_2}_\Sigma((h_{i_2}) \ldots F^{-k_{n+1}}_\Sigma(b_{i_{n+1}))))).$$
Doing like this, we define a countable collection of bands that are mapped on strips by $F_M$. All these bands define a countable collection of intervals $(I_n)$ on $[p_-, p_+]$. Moreover, intervals $I_n$ have disjoint interiors.

Again, for $x \in M$, we set $W_{uu}^u_M(x) = W_{uu}^u_{PM}(x)$ and $W_{ss}^s_M(x) = W_{loc}^s(x) \cap M$.

**Proposition 3.10.** The map $F_M$ is Markov:

1. $F_M(W_{ss}^s_M(x)) \subset W_{ss}^s(M(F_M(x)))$.
2. $F_{M}^{-1}(W_{uu}^u_M(x))) \subset W_{uu}^u_M(x)$.

**Proof.** Property (2) just follows from Lemma 3.6. Property (1) is less obvious because points have been removed from $PM$ thus also from the images.

The set $W_{ss}^s_M(x)$ is obtained from $W_{ss}^s_{PM}(x)$ by removing intervals corresponding to horizontal strips of type $\beta$. This means that there are less points in $W_{ss}^s_M(x)$ than in $W_{ss}^s_{PM}(x)$. Now, $F_M(W_{ss}^s_M(x))$ is inside an horizontal strip of type $\alpha$ (in $PM$ or in $M$), where we have not removed points as we built $M$ from $PM$. This shows that (1) holds because it holds for $W_{ss}^s_{PM}(x)$.

This yields that $F_M$ is a skew product. A point of $M$ can be represented as $z = \Phi_M(x, y)$ with $(x, y) \in [-1, 1] \times \Gamma$. Then, $F_M(z) := (g_M(\Theta_T(x)), G_M(z))$. Inverse branches for $g_M$ are well-defined.

3.2.3. Step 3. Return times are Dynamically Hölder.

**Definition 3.11.** A function $\varphi : M \to \mathbb{R}$ is said to be dynamically Hölder if it is constant along fibers $\Theta_T^{-1}(\{x\})$ and there exist $\kappa$ and $\gamma$ such that for every $x$ and $y$ in the same $n$-cylinder

$$\left| \sum_{k=0}^{n-1} \varphi \circ g_M^k(x) - \varphi \circ g_M^k(y) \right| \leq \kappa \cdot |g_M^n(x) - g_M^n(y)|^\gamma.$$

**Proposition 3.12.** If we set $F_M(x) = f_{r_M(x)}(x)$, then the return-time map $r_M$ is Dynamically Hölders.

The proof is postponed for later. We first need to introduce some more vocabulary.

Remind that there is an “horizontal” reference segment $[p_-, p_+]$. $F_M$ is the first-return map in $M$ and we have

$$F_M(x) := F_{\Sigma}^M(x).$$

Furthermore, we set $F_M(x) = f_{r_M(x)}(x)$. By construction, $g_M := \Theta_T \circ F_M = \Theta_T \circ F_M$.

The map $g_M$ may be not well defined everywhere on $[p_-, p_+]$ and it can also be multi-valued on some points because we focused on point returning infinitely many
times into the pre-mille-feuilles and eventually returning in horizontal strips of type $\alpha$.

**Definition 3.13.** A generation 1 cylinder $C_1$ in $[p_-, p_+]$ is an interval $[a, b]$ (in $F$) such that for some point $x \in [a, b]$, $F_M(x)$ belongs to $\hat{M}$. If $F_M(x) = F^\tau_M(x)$, then $\tau_M(x)$ is called the return time for the cylinder.

**Remark 5.** Note that for any $y \in [a, b]$, $\tau_M(y) = \tau_M(x)$. Moreover, $g_M(C_1) = [p_-, p_+]$. ■

Each 1-cylinder defines an inverse branch for $g_M$. This allows to define higher generation cylinders:

**Definition 3.14.** We define by induction cylinders of generation $n + 1$, as the preimages by an inverse branch of $g_M$ of cylinders of generation $n$. A cylinder of generation $n$ will also be called $n$-cylinder.

For $x$ satisfying $g^n_M(x) \in \hat{M}$, the $n$-cylinder which contains $x$ will be denoted by $C_n(x)$.

Associated to the cylinders of generation $n$, there is a $n$th-return time $\tau^n_M(x)$ (for $x$ in its interior). Note the cocycle relation

\[
\tau^{n+1}_M(x) = \tau_M(x) + \tau^n_M(g_M(x)).
\]

We can now prove Proposition 3.12. First we do two simple observations.

**Observation 1.** Let $F^u$ be an eligible curve of type 2. Set $F^u = \iota(W^u)$ where $W^u$ is real local strong unstable leaf. Let $A$ and $B$ be in $W^u$, $A' = \iota(A)$, $B' = \iota(B)$, $A'' = \Theta_T(A')$ and $B'' = \Theta_T(B')$ (see Fig. 9).

Then there exist constants $\kappa = \kappa(\kappa_1, \kappa_2) > 0$ and $\gamma > 0$ such that

\[
d_{W^u}(A, B) \leq \kappa d_T(A'', B'') \quad \text{and} \quad d_T(A'', B'') \leq \kappa d_{W^u}(A, B).
\]

This holds because $W^u$ has bounded slope with respect to $\Sigma$ and $X$, the eligible curve has bounded slope with respect to $T$ and $E^{ss}$ and the stable holonomies are Hölder continuous.

The second observation is a simple consequence of Lemma 2.11.

**Observation 2.** If $W^u$ is the image by $F^\Sigma$ of some connect $(\Sigma, u)$-curve, and if we set $A = F_{\Sigma}(a)$ and $B = F_{\Sigma}(b)$, then

\[
d_T(a, b) \leq \kappa e^{-kR} d_{W^u}(A, B),
\]

where $R$ is the minimal return time in $\Sigma$. 
We remind that $\iota$ is Lipschitz continuous because the vector field $X$ is $C^2$ and $\Theta_T$ is Hölder continuous (see [4]).

The proof is done by induction. We consider $x$ and $y$ in the same 1-cylinder $C_1$ in the transversal $[p_-, p_+]$ (see Fig. 10). By definition of $\mathcal{M}$, $F_M(C_1)$ is an eligible curve of type 2. Then, Observation 1 yields

\begin{equation}
|\delta_2| \leq \kappa d_T(g_M(x), g_M(y)).
\end{equation}

Moreover, Observation 2 yields

\begin{equation}
d_T(x, y) \leq e^{-R} d_T(g_M(x), g_M(y)).
\end{equation}

Assume that

\begin{equation}
|g^n_M(x) - g^n_M(y)| \leq C d_T(g^n_M(x), g^n_M(y))
\end{equation}

holds whenever $x$ and $y$ are in the same $n$-cylinder and let us prove the same property for $(n + 1)$-cylinder. We pick $x$ and $y$ in the same $(n + 1)$-cylinder. Then they are in the same $n$-cylinder and furthermore, $g^n_M(x)$ and $g^n_M(y)$ are in the same 1-cylinder. Moreover

\begin{equation}
r_{M}^{n+1}(x) = r_{M}^{n}(x) + r_{M}(g_{M}^{n}(x))
\end{equation}
and the same holds for \( y \).

Then we get

\[
|r_{\mathcal{M}}^{n+1}(x) - r_{\mathcal{M}}^{n+1}(y)| \leq |r_{\mathcal{M}}^n(x) - r_{\mathcal{M}}^n(y)| + |r_{\mathcal{M}}(g_{\mathcal{M}}^n(x)) - r_{\mathcal{M}}(g_{\mathcal{M}}^n(y))| \\
\leq C.d_T^2(g_{\mathcal{M}}^n(x) - g_{\mathcal{M}}^n(y)) + \kappa.d_T(g_{\mathcal{M}}^{n+1}(x), g_{\mathcal{M}}^{n+1}(y)) \\
\leq C.e^{-\gamma.R}d_T^2(g_{\mathcal{M}}^{n+1}(x), g_{\mathcal{M}}^{n+1}(y)) + \kappa.d_T(g_{\mathcal{M}}^{n+1}(x), g_{\mathcal{M}}^{n+1}(y)).
\]

If \( C \) satisfies \( C.e^{-\gamma.R}L_\gamma + \kappa \leq C \), with \( L \) equal to the length of \([p_-, p_+]\), then the same property holds at stage \( n + 1 \) and the proposition is proved.

### 3.2.4. Step 4. Cylinders are dense in \([p_-, p_+]\).

**Proposition 3.15.** Let \( \kappa_2 \) be fixed. Let \( \mathcal{M} \) be a mille-feuilles. The set of points with infinitely many returns has dense projection in \([p_-, p_+]\).

**Proof.**

- In the first step, we prove denseness of points with at least one return time. This is direct consequence of the GALEO property. If \( I \) is a small interval in the transversal \([p_-, p_+]\), then, for some return \( F^k_\Sigma(I) \) is an eligible curve of type 2 because \( \kappa_1 < \kappa_2 \). Moreover it is a long curve whose projection by \( \Theta_T \) overlaps \( T \), and then overlaps \([p_-, p_+]\). In other word, this return is return for \( F_{\mathcal{M}} \), and then \( I \) contains points with at least one return in \( \mathcal{M} \).

Furthermore, the Markov property (see Lemma 3.6) yields that the set of points with at least one return into \( \mathcal{M} \) has an open projection in \([p_-, p_+]\).

- We finish the proof of the Proposition. Points in the transversal with at least one return form an open and dense set in \( I \). To employ vocabulary of the one-dimensional dynamics associated to \( \mathcal{M} \), we have just proved here that the union of the interiors of the 1-cylinders in \([p_-, p_+]\) is open and dense in \([p_-, p_+]\).

It is thus immediate that the union of the interiors of 2-cylinders is open and dense in each 1-cylinder, because the return map a 1-cylinder onto \([p_-, p_+]\). Consequently, and by induction, for every \( n \), the union of the interiors of the \( n \)-cylinders is open and dense in \([p_-, p_+]\). By Baire’s Theorem, its intersection is dense. This finishes the proof of the proposition.  

### 3.3. Generalized Mille-feuilles and invariant measures.

We finish this section with two important points to prove uniqueness of the equilibrium state among regular measures.

**Proposition 3.16.** For any regular measure \( \mu \), for any \( \mu \)-regular point \( x \), there exists a mille-feuilles \( \mathcal{M} \) containing \( x \) and with positive* \( \mu \)-measure.

Furthermore, it can be constructed such that it also have positive* \( \mu_{SRB} \)-measure.
Proof. We have already seen in Proposition 2.10 that we can construct a SAC $S$ with this property. The main point is to check that we can also get the GALEO property. This holds because to get the GALEO property (see Prop. 2.18) we used $\mu_{SRB}$-regular points but we could actually use $\mu$ (which is Hyperbolic ans thus has a.e. Pesin local unstable leaves).

Then, denseness of $g_T$-periodic point allows to choose $[p_-, p_+]$ such that $x$ belongs to the pre-mille-feuilles, and if $\kappa_2$ increases, $x$ will belong to the mille-feuilles. If $x$ is a density point for $\mu$ with all the (finitely many) properties involved above, then the mille-feuilles has positive* $\mu$-measure.

Now, $\mu_{SRB}$ has dense support and any $\mu_{SRB}$ regular point admits a local unstable manifold (due to Pesin theory). Therefore, we may increase $\kappa_2$ such that every $\mu_{SRB}$-regular point sufficiently close to $x$ has a so long unstable local manifold that it is eligible of type 2. □

Now, we introduce the concept of generalized mille-feuilles:

**Definition 3.17.** Let $\mathcal{M}$ be a mille-feuilles with basis $[p_-, p_+]$. Let $C_n$ be a $n$-cylinder $B_n := \Theta^{-1}_T(C_n) \cap \mathcal{M}$. Then $B_n$ is called a generalized mille-feuilles.

A generalized mille-feuilles is not properly speaking a mille-feuilles because the extremal points in the basis are not periodic but pre-periodic (for the return global map $g_T$). Nevertheless, the crucial dynamical properties are the same:

1. It has a rectangle structure, and can be seen as $[0, 1] \times \Gamma$ where $\Gamma$ is a Cantor set in $[0, 1]$. Verticals $\{x\} \times \Gamma$ are Cantor sets into $W^s_{loc}$ and horizontal $\"[0, 1] \times \{y\}\"$ are the restriction of $W^u_M(y)$ to the vertical band $\Theta_T^{-1}(C_n)$.
2. It is compact because $\mathcal{M}$ and $C_n$ are compact.
3. The first return is Markov: image of verticals are strictly inside verticals and images of horizontals overlap horizontal. In other words, Prop. 3.10 holds.
4. Return times are dynamically Hölder, that is Prop. 3.12 holds because returns in the generalized mille-feuilles are returns in the mille-feuilles.

4. **Inducing scheme over a mille-feuilles**

4.1. Induced potential. Let $\mathcal{M}$ be a mille-feuille. We recall equalities:

$$g^n_M(x) := \Theta_T \circ F^n_M(x) = \Theta_T \circ f^n_{r_M}(x).$$

In the following, $\tau_M$ will be referred to as the return time for $F_M$ and $r_M$ to as the roof function.

**Notation.** To lighten notations one shall write $|x-x'|$ instead of $d_T(g_M(x), g_M(x'))$. 

**Definition 4.1.** Assume that $\mathcal{M}$ is a mille-feuilles of a singular hyperbolic attractor $\Lambda$ of $X$ with roof function $r_{\mathcal{M}}$. For any potential $V: \Lambda \to \mathbb{R}$, the function $V_{\mathcal{M},Z}$ defined on $\mathcal{M}$ by

$$V_{\mathcal{M},Z}(x) := \int_0^{r_{\mathcal{M}}(x)} V(f_t(x)) \, dt - Zr_{\mathcal{M}}(x)$$

is said to be the induced potential of $V$ associated to parameter $Z$.

**Lemma 4.2.** For $y$ in $\mathcal{M}$ set $B(y) := \int_0^{+\infty} V(f_t(y)) - V(f_t(\Theta_T(y))) \, dt$ and $W(y) := V_{\mathcal{M},0}(y) - B(f_{r_{\mathcal{M}}(y)}(y))$. Then,

$$V_{\mathcal{M},0}(y) = W(\Theta_T(y)) + B(y) - B \circ F_{\mathcal{M}}(y).$$

**Proof.** This is a standard computation. Set $\Theta_T(y) = x$.

$$V_{\mathcal{M},0}(y) = \int_0^{r_{\mathcal{M}}(y)} V \circ f_t(y) dt$$

$$= \int_0^{r_{\mathcal{M}}(y)} V \circ f_t(x) dt + \int_0^{r_{\mathcal{M}}(y)} V \circ f_t(y) dt - \int_0^{r_{\mathcal{M}}(y)} V \circ f_t(x) dt$$

$$= \int_0^{r_{\mathcal{M}}(x)} V \circ f_t(x) dt + \int_0^{+\infty} V \circ f_t(y) - V \circ f_t(x) dt - \int_0^{+\infty} V \circ f_t(x) dt$$

$$= V_{\mathcal{M},0}(x) + B(y) - \int_0^{+\infty} V \circ f_t(f_{r_{\mathcal{M}}(y)}(y)) - V \circ f_t(\Theta_T(f_{r_{\mathcal{M}}(y)}(y))) dt$$

$$- \int_0^{+\infty} V \circ f_t(f_{r_{\mathcal{M}}(x)}(x)) - V \circ f_t(\Theta_T(f_{r_{\mathcal{M}}(x)}(x))) dt$$

$$= V_{\mathcal{M},0}(x) + B(y) - B \circ F_{\mathcal{M}}(y) - B \circ F_{\mathcal{M}}(x)$$

$$= W(x) + B(y) - B \circ F_{\mathcal{M}}(y).$$

\[ \Box \]

**Remark 6.** We emphasize that uniform contraction in the strong stable direction yields that $B$ is well-defined and uniformly bounded. \[ \blacksquare \]

One of the main point in our proof is to find good Banach spaces one which the transfer operator will act. For that purpose, we give here a key proposition:

**Proposition 4.3.** Assume $V$ is $\alpha$-Hölder. Then there exists $\gamma > 0$ and $C > 0$ such that if $x$ and $x'$ are in the same 1-cylinder, then

$$|W(x) - W(x')| \leq C|g_{\mathcal{M}}(x) - g_{\mathcal{M}}(x')|^\gamma$$

holds, where $\gamma$ comes from Prop. 3.12.

**Proof.** We want to bound $|W(x) - W(x')|\) with respect to $|g_{\mathcal{M}}(x) - g_{\mathcal{M}}(x')|$. Note that Prop. 3.12 yields

$$|r_{\mathcal{M}}(x) - r_{\mathcal{M}}(x')| \leq \kappa|g_{\mathcal{M}}(x) - g_{\mathcal{M}}(x')|^\gamma.$$
Note that we can always decrease $\gamma$, the same kind of inequality will still hold. On the other hand we have

$$V_{M,0}(x) - V_{M,0}(x') = \int_0^{r_M(x)} V(f_t(x)) dt - \int_0^{r_M(x')} V(f_t(x')) dt$$

$$= \int_0^{r_M(x)} V(f_t(x)) dt + \int_0^{r_M(x')} V(f_t(x)) - V(f_t(x')) dt.$$

As $V$ is bounded, the first summand in the last equality is upper bounded by some quantity of the form $\kappa |g_M(x) - g_M(x')|^{\gamma}$.

Then, we recall that $\mathcal{T}$ is a true piece of unstable leaf. Therefore, by definition of a true local unstable leaf (see Def. 2.1) $\alpha$-Hölder regularity for $V$ shows that the second summand in the last equality is upper bound by some quantity of the form $\kappa'' d^\alpha(f_{r_M(x')}(x), f_{r_M(x')}(x'))$.

Then, we use Observations 1 and 2 to get

$$d(f_{r_M(x')}(x), f_{r_M(x')}(x')) \leq \kappa''' |g_M(x) - g_M(x')|^{\gamma}.$$

Finally,

$$|V_{M,0}(x) - V_{M,0}(x')| \leq \hat{\kappa} |g_M(x) - g_M(x')|^{\gamma}$$

holds for some $\hat{\kappa}$ independent of $x$ and $x'$ and if we adjust the magnitude of $\gamma$.

- Let us now give a bound for $|B(F_M(x)) - B(F_M(x'))|$. For simplicity we set $r = r_M(x) \leq r_M(x') =: r'$. $T$ and $\varepsilon$ are parameter. On figure 11 $y$, $y'$, $z$ and $z'$ stand for $F_M(x)$, $F_M(x')$, $g_M(x)$ and $g_M(x')$. Note that by construction of $\Sigma$, $y$ and $z$ on one hand, $y'$ and $z'$ on the other hand are in the same strong stable leaf (for the flow). Furthermore $z$ and $z'$ are in the same strong unstable leaf (the transversal $\mathcal{T}$) but $y$ and $y'$ do not necessarily lie in the same unstable leaf.

![Figure 11. Cocycles to get Hölder regularity for $B$](image-url)
\begin{equation}
B(F_M(x)) - B(F_M(x')) = \int_{0}^{+\infty} V(f_t(F_M(x))) - V(f_t(g_M(x)))dt - \int_{0}^{+\infty} V(f_t(F_M(x'))) - V(f_t(g_M(x')))dt
\end{equation}

\begin{equation}
= \int_{\varepsilon,T}^{+\infty} V(f_t(F_M(x))) - V(f_t(g_M(x)))dt
\end{equation}

\begin{equation}
- \int_{\varepsilon,T}^{+\infty} V(f_t(F_M(x'))) - V(f_t(g_M(x')))dt
\end{equation}

\begin{equation}
+ \int_{0}^{\varepsilon,T} V(f_t \circ f_{rM}(x)) - V(f_t \circ f_{rM}(x'))dt
\end{equation}

\begin{equation}
- \int_{0}^{\varepsilon,T} V(f_t \circ g_M(x)) - V(f_t(g_M(x')))dt
\end{equation}

\begin{equation}
+ \int_{-\Delta r}^{0} V(f_t(F_M(x')))dt - \int_{\varepsilon,T}^{\varepsilon,T+\Delta r} V(f_t(F_M(x')))dt.
\end{equation}

The summand line (10) is easily bounded by \( C \Delta r \). Summand lines (6) and (7) are exponentially small in \( T \) because of exponential contractions in the strong stable leaves. Summands in lines (8) and (9) are more difficult to deal with. For that we use that \( V \) is \( \alpha \)-Hölder continuous. We set \( \lambda' := \log ||Df|| \).

The distance between \( f_t \circ f_{rM}(x) \) and \( f_t \circ f_{rM}(x') \) increases exponentially fast in \( t \). Therefore, for a fixed \( \delta > 0 \), there is a time \( T = T(x,x') \) such that

\[ d_u(f_T \circ f_{rM}(x), f_T \circ f_{rM}(x')) = \delta \]

holds, where \( d_u \) means the distance along unstable leaves. On the other hand, expansion along unstable leaves is bounded by the norm of \( Df \), and then, there exists a positive number \( \lambda' \) such that

\begin{equation}
e^{\lambda'T}d_u(f_{rM}(x), f_{rM}(x')) \leq \delta \leq e^{\lambda''T}d_u(f_{rM}(x), f_{rM}(x')).
\end{equation}
Then, we pick $\varepsilon$ such that $\varepsilon \lambda'' < \frac{\lambda'}{2}$. With these values we get:

$$|V(f_t \circ f_{rM(x)}(x)) - V(f_t \circ f_{rM(x)}(x'))| \leq C \left( e^{\lambda'' \varepsilon t} d(f_r(x), f_r(x')) \right)^\alpha$$

thus

$$\int_0^{\varepsilon T} V(f_t \circ f_{rM(x)}(x)) - V(f_t \circ f_{rM(x)}(x')) dt \leq \frac{1}{\alpha \lambda''} e^{\alpha \lambda'' \varepsilon \lambda' T} d^\alpha(f_r(x), f_r(x'))$$

$$\leq \frac{1}{\alpha \lambda''} \left( \frac{\alpha \lambda'' \varepsilon}{\lambda'} \right)^\alpha d^\alpha(f_r(x), f_r(x'))$$

$$\leq \frac{\delta}{\alpha \lambda''} \frac{\lambda'' \varepsilon}{\lambda'} (d(f_r(x), f_r(x'))) \alpha (1 - \frac{\lambda' \varepsilon}{\lambda'})^\alpha.$$

Now, remember the bi-Hölder relation between $d(f_r(x), f_r(x'))$ and $d(g_M(x), g_M(x'))$. Hölder regularity for stable holonomy yields the same kind of bound for the summand line \[4].

4.2. From local to global Equilibrium State. If $\tilde{W}$ is a Borel function defined on $\mathcal{M}$ we can study

$$(12) \quad \sup_{\mu \in F_{\mathcal{M}}-\text{inv}} \left\{ h_{\mu}(F_{\mathcal{M}}) + \int \tilde{W} d\mu \right\}.$$

Definition 4.4. Any $F_{\mathcal{M}}$-invariant probability which realizes the maximum in $(12)$ is called a local equilibrium state for $\tilde{W}$.

If $\tilde{B}$ is a Borel function and $\mu$ is $F_{\mathcal{M}}$-invariant, if furthermore $\tilde{B}$ belongs to $L^1(\mu)$, then

$$\int \tilde{B} \circ F_{\mathcal{M}} d\mu = \int \tilde{B} d\mu.$$

From this, we claim that it makes sense to study equilibrium state for the induced system $([p_-, p_+], g_M)$ and a potentiol of the form $W - Zr_M$, where $Z$ is a real parameter. Here, we present how we can deduce existence and uniqueness of a regular global equilibrium state from the existence of a local equilibrium state. Most of the ideas are from [21].

Theorem 4.5. Let $V$ be a $\alpha$-Hölder continuous potential. Set $\mathcal{P} := \max \{ h_{\mu}(f_1) + \int V d\mu \}$. Then, if $\mu$ is a $g_M$-invariant probability measure satisfying:

1. $\int r_M d\mu < +\infty$,
2. $\mu$ satisfies $h_{\mu}(g_M) + \int W - \mathcal{P} r_M d\mu = 0$,
then, there exists $\hat{\mu}$- which is $f$-invariant satisfying

$$d\hat{\mu} \propto d\mu^M \otimes dt,$$

where $\mu^M$ is $F_M$-invariant and $\Theta_{T^*}\mu^M = \mu$, and moreover, $\hat{\mu}$ is an equilibrium state for $V$.

**Proof.** The natural extension of $\mu$ can be seen as a $F_M$-invariant probability. This holds because $M$ is compact, $F_M$ expands in the “horizontal” $u$-direction (a consequence of the GALEO property) and contracts in the vertical $s$-direction.

Let us denote this measure by $\mu^M$. By definition, $\Theta_{T^*}\mu^M = \mu$ holds. Then, $\int r_M d\mu < +\infty$ shows that we can find some $f$-invariant probability measure $\hat{\mu}$ satisfying

$$d\hat{\mu} \propto d\mu^M \otimes dt.$$

Consequently, the flow is a suspended flow over $M$ with roof function $r_M$. Note that our first assumption yields that $r_M$ is in $L^1(\mu^M)$. Moreover, $B$ is bounded, due to uniform contractions along the stable leaves. This shows that

$$\int V_{M,P} d\mu^M = \int W - P r_M d\mu^M$$

holds.

Our second assumption yields (using the Abramov Formula)

$$h_{\hat{\mu}}(f_1) + \int V d\hat{\mu} - P = \hat{\mu}(\bigcup_{t \in [0,1]} f_t(M)) \left( h_{\mu^M}(F_M) + \int V_{M,P} d\mu^M \right) = 0,$$

and then $\hat{\mu}$ is an equilibrium state for $V$. □

**Remark 7.** The same computation based on Abramov formula shows that if $\hat{\nu}$ is $f_1$-invariant, if $M$ has positive* $\hat{\nu}$-measure and if $\nu$ is the $F_M$-invariant probability such that

$$\hat{\nu} \propto \nu \otimes dt$$

then,

$$h_{\nu}(F_M) + \int W - P r_M d\nu \leq 0,$$

with equality if and only if $\hat{\nu}$ is an equilibrium state ($+ M$ has positive* $\hat{\nu}$-measure). ■

### 4.3. Local equilibrium states.

From now on, our goal is to study local equilibrium states for $(M, F_M)$ associated to potential $W - P r_M$. For that purpose, we follow the method from [21] and introduced another parameter $Z$.

Instead of studying local equilibrium states for $W - r_M P$ we will study local equilibrium states for $W - Z r_M$, where $Z$ is a real parameter. Actually, we will show that this can be done for any sufficiently large $Z$, say $Z > Z_c$. The main problem
we will have to deal with, is that it is not a priori true that $Z_c < P$ holds. This will come as a consequence of the existence of a global regular equilibrium state.

4.3.1. **Induced Transfer Operator.**

**Definition 4.6.** For any $Z \in \mathbb{R}$, we define the linear operator in the following way: for any continuous function $\varphi$ on $[p_-, p_+]$, for any $x \in [p_-, p_+]$, we set

$$ \varphi \mapsto L_Z(\varphi)$$

$$x \mapsto L_Z(\varphi)(x) = \sum_{y \in g_{\mathcal{M}}^{-1}(x)} e^{W(y) - Zr_{\mathcal{M}}(y)} \varphi(y).$$

For a fixed $\varphi$ and a fixed $x$, $L_Z(\varphi)(x)$ is not a true power series because return times are not necessarily integers. Nevertheless it behaves in spirit like a power series. The first point is to make sure it is well defined. This is the purpose of next proposition.

**Proposition 4.7.** There exists $Z_c$ such that for every $Z > Z_c$, for every $\varphi$ and for every $x$, $L_Z(\varphi)(x)$ is well defined (converges) and for every $Z < Z_c$ and for every $x$, $L_Z(\mathbb{1})(x)$ diverges.

**Lemma 4.8.** If $L_Z(x)$ converges for some $x \in [p_-, p_+]$ then $L_Z(x')$ converges for any $x' \in [p_-, p_+]$.

*Proof of the Lemma.* By construction of $\mathcal{M}$ (we refer here to the Markov property), every 1-cylinder of $[p_-, p_+]$ contains exactly one preimage of any point in $[p_-, p_+]$. If $x$ and $x'$ are in $[p_-, p_+]$, we can associate by pair the preimages $y$ and $y'$ in the same 1-cylinder.

Then, Propositions 4.3 and 3.12 show that

$$|W(y) - W(y') + Z(r_{\mathcal{M}}(y) - r_{\mathcal{M}}(y'))| \leq K(1 + |Z|)$$

for some universal constant $K$. This yields

$$e^{-K(1+|Z|)} \leq \frac{e^{W(y) - Zr_{\mathcal{M}}(y)}}{e^{W(y') - Zr_{\mathcal{M}}(y')}} \leq e^{K(1+|Z|)},$$

and then $L_Z(\mathbb{1})(x) \asymp e^{\pm K(1+|Z|)} L_Z(\mathbb{1})(x')$. If one term converges, so does the other one. \qed

*Proof of Prop. 4.7.* Note that $L_Z$ is a positive operator and $[p_-, p_+]$ is compact. Therefore, convergence for every $\varphi$ continuous is equivalent to the convergence for $\mathbb{1}$. Then, Lemma 4.8 shows that this last convergence does not depend on the choice of the reference point $x$.

Therefore, we can choose any $x$ and check for convergence for

$$L_Z(\mathbb{1})(x) := \sum_{y, g_{\mathcal{M}}(y) = x} e^{W(y) - Zr_{\mathcal{M}}(y)}.$$
If we order the \( r_M(y) \)'s with respect to their integer part \( \lfloor r_M(y) \rfloor \), the same argument as for the proof of Lemma 4.8 shows that \( L_Z(\mathbb{1})(y) \) converges if and only if
\[
\sum_{n=1}^{+\infty} \left( \sum_{\lfloor r_M(y) \rfloor = n} e^{W(y)} \right) e^{-nZ}
\]
converges. This later sum is a power series and converges for \( Z > Z_c \) and diverges for \( Z < Z_c \) with
\[
Z_c := \limsup_{n \to +\infty} \frac{1}{n} \log \left( \sum_{\lfloor r_M(y) \rfloor = n} e^{W(y)} \right).
\]
\( \square \)

Let \( \gamma \) be as in Prop. 4.3. We recall that the \( \gamma \)-Hölder norm is defined by
\[
||\varphi||_\gamma = ||\varphi||_\infty + \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{|x - y|^{\gamma}}.
\]

4.3.2. Spectral decomposition for converging \( L_Z \).

**Proposition 4.9.** If \( L_Z(\mathbb{1})(x) < +\infty \) holds for some \( x \), then,

1. \( L_Z \) acts on continuous functions.
   
   We denote by \( \lambda_Z \) its spectral radius (on \( C^0([p_-, p_+]) \)) and set \( \tilde{L}_Z := \frac{1}{\lambda_Z}L_Z \).
2. There exists \( K = K(Z) \) such that for every \( n \), for every \( x \) and \( y \) in \( [p_-, p_+] \),
\[
e^{-K} \leq \frac{\tilde{L}_Z^n(\mathbb{1})(x)}{\tilde{L}_Z^n(\mathbb{1})(y)} \leq e^K.
\]
   If \( Z \) stays in a compact, then \( K(Z) \) can be chosen uniformly.
3. \( \tilde{L}_Z \) acts on \( \gamma \)-Hölder continuous functions \( C^\gamma([p_-, p_+]) \).
4. \( \tilde{L}_Z \) satisfies the Doeblin-Fortet inequality on \( C^\gamma([p_-, p_+]) \):
   
   there exist \( 0 < a < 1 \) and \( 0 < b \) such that
   \[
   \forall n, \forall \chi \in C^\gamma([p_-, p_+]), \quad ||\tilde{L}_Z^{n+n_0}(\chi)||_\gamma \leq a||\chi||_\gamma + b||\chi||_\infty.
   \]

**Proof.** These are standard computations involving \( C^\gamma([p_-, p_+]) \) and \( C^0([p_-, p_+]) \). The key elements are Propositions 4.3 and 3.12. Item (2) is a direct consequence of these two propositions. Proposition 3.12 and compactness for \( T \) show that the quantity \( K(Z) \) can be chosen uniformly if \( Z \) stays in a compact set because \( K(Z) \) is affine in \( Z \) (variation is due to variation of \( r^n_M \) in \( n \)-cylinders).

The last key point (to get \( a < 1 \)) is the uniform contraction in the horizontal direction for inverse branches of \( g_M \). Actually, this follows from Observation 2. \( \square \)
We recall the Ionescu-Tulcea & Marinescu theorem (see [19] and [14] for a proof adapted to Dynamical Systems). We let the reader check that all assumptions hold in our case with $C^\gamma([p_-,p_+]) \subset C^0([p_-,p_+])$ and $\tilde{L}_Z$ (with $L_Z(\mathbb{I})(x) < +\infty$ for some $x$). Items (i) and (v) follow from compactness of the unitary ball for $C^\gamma([p_-,p_+])$ into $C^0([p_-,p_+])$. Items (ii), (iii), (iv) follow from Prop. [4.9]

**Theorem 4.10** (Ionescu-Tulcea & Marinescu). Let $(V, \| \cdot \|_V)$ and $(U, \| \cdot \|_U)$ be two $\mathbb{C}$-Banach spaces such that $V \subset U$. We assume that

(i) if $(\varphi_n)_{n \in \mathbb{N}}$ is a sequence of functions in $V$ which converges in $(U, \| \cdot \|_U)$ to a function $\varphi$ and if for all $n \in \mathbb{N}$, $\|\varphi_n\|_V \leq C$ then $\varphi \in V$ and $\|\varphi\|_V \leq C$,

and $\Phi$ an operator from $U$ to itself such that

(ii) $\Phi$ lets $V$ invariant and is bounded for $\| \cdot \|_V$;

(iii) $\sup_{n} \{ \|\Phi^n(\varphi)\|_U : \varphi \in V, \|\varphi\|_U \leq 1 \} < +\infty$;

(iv) there exists an integer $n_0$ and two constants $0 < a < 1$ and $0 \leq b < +\infty$ such that for all $\varphi \in V$ we have $\|\Phi^{n_0}(\varphi)\|_V \leq a\|\varphi\|_V + b\|\varphi\|_U$;

(v) if $\mathcal{X}$ is a bounded subset of $(V, \| \cdot \|_V)$ then $\Phi^{n_0}(\mathcal{X})$ has compact closure in $(U, \| \cdot \|_U)$.

Then $\Phi$ has a finite number of eigenvalues of norm 1: $\lambda_1 \ldots \lambda_n$ and $\Phi$ can be written $\Phi = \sum_{i=1}^{n} \lambda_i \Phi_i + \Psi$, where the $\Phi_i$ are linear bounded operators from $V$ to $\Phi(V)$ of finite dimension image contained in $V$, and where $\Psi$ is a linear bounded operator with spectral radius $\rho(\Psi) < 1$ in $(V, \| \cdot \|_V)$.

Moreover the following holds: $\Phi_i, \Phi_j = \Phi_j, \Phi_i = 0$ for all $i \neq j$, $\Phi_i, \Phi_i = \Phi_i$ for all $i$, and $\Phi_i, \Psi = \Psi, \Phi_i = 0$ for all $i$.

4.3.3. Finer spectral decomposition and consequences.

**Proposition 4.11.** With previous assumptions and notations, $\lambda_Z$ is a simple single dominating eigenvalue.

**Proof.** We use the cone-theory for operators as it is studied in [20] chap. 1& 2]. We claim that the set $\mathcal{K}$ of non-negative $\gamma$-Hölder continuous functions is a solid and reproducible cone. Solid means it as non-empty interior and reproducible means

$$C^\gamma([p_-,p_+]) = \mathcal{K} - \mathcal{K}.$$  

- **Step one.** We prove that for any $\varphi \neq 0 \in \mathcal{K}$, there exists $q$ such that $\mathcal{L}_\varphi^p(\varphi)$ belongs to $\tilde{K}$.

If $\varphi \neq 0$, there exists some $q$-cylinder, say $C_q$ such that for every $y$ in $C_q$, $\varphi(y) > 0$. Then, for every $x$ in $[p_-,p_+]$, there exists $y \in C_q$ such that $g^q_{\mathcal{K}}(y) = x$, and hence

$$\mathcal{L}_\varphi^q(\varphi)(x) \geq e^{\mathcal{S}_q(\varphi) - Z x^q_{\mathcal{K}}(y)} \varphi(y) > 0.$$
• **Step two.** End of the proof. We deduce from step one that $L_Z$ is strongly positive (see [20, p.60]). Therefore it is $u$-positive for any $u \in \mathcal{K}$. From [20, Th. 2.10, 2.11 and 2.13] we deduce that $\lambda_Z$ is a simple single dominating eigenvalue. □

Re-employing notations from above, we get $p = 1$. As $L_Z$ acts on continuous function defined on the compact set $[p_-, p_+]$, its dual operator acts on the measures.

The Schauder-Tychonoff theorem yields that there exists $\nu_Z$ a probability measure on $[p_-, p_+]$ such that

$$L_Z^* \nu_Z = \tilde{\lambda}_Z \nu_Z,$$

with $\tilde{\lambda}_Z = \int L_Z(I) d\nu_Z$. Then, Item (2) of Proposition 4.9 shows that $\tilde{\lambda}_Z = \lambda_Z$.

Moreover, we emphasize the double inequality for every $x$ and every $n$,

$$\lambda^n Z e^{-K} \leq L^n I(x) \leq \lambda^n Z e^K,$$

where $K$ is the same constant as in Proposition 4.9 item 2.

Then, Proposition 4.11 yields the existence of $H_Z$ a positive $\gamma$-Hölder function such that

$$L_Z H_Z = \lambda_Z H_Z.$$

The function $H_Z$ is unique if we add the condition $\int H_Z d\nu_Z = 1$. $H_Z$ and $\nu_Z$ are respectively referred to as the eigen-function and the eigen-measure.

The spectral decomposition for $L_Z$ means

$$\forall \varphi \in C^\gamma([p_-, p_+]), \forall n, \quad L^n_Z(\varphi) = \lambda^n_Z \int \varphi d\nu_Z H_Z + \lambda^n_Z \Psi^n(\varphi).$$

(16) The measure $\mu_Z$ defined by

$$d\mu_Z = H_Z d\nu_Z,$$

is a Gibbs measure, in the sense that for every $n$ cylinder $C_n$ and for every $x \in C_n$,

$$\mu_Z(C_n) \propto e^{S_n(W)(x) - r^n_M(x) Z e^{\pm K}},$$

for some universal constant $K$. It is a standard computation that, on the one hand

$$h_{\mu_Z}(g_M) + \int W - Z r_M d\mu_Z = \log \lambda_Z,$$

and on the other hand, for any other $g_M$-invariant probability $\mu$,

$$h_{\mu}(g_M) + \int W - Z r_M d\mu < \log \lambda_Z.$$

In other words we have proved:

**Theorem 4.12.** If $L_Z(I)(x) < +\infty$ for some $x \in [p_-, p_+]$, then $\mu_Z$ is the unique equilibrium state for $([p_-, p_+], g_M)$ associated to $W - Z r_M$.

\footnote{Note that the Birkhoff sum is done with respect to $g_M$.}
Furthermore, if $\mu^M_Z$ denotes the natural extension of $\mu_Z$ (see, the Proof of Th. 4.5) then it has full support in $\mathcal{M}$. This holds because any vertical band over a cylinder (of any generation) is sent to and horizontal strip, and any vertical band has positive measure.

We let the reader check the following result. The diffeo-version for this result can be found in [21] and which comes from the Abramov formula:

**Theorem 4.13.** If $Z > Z_c$, then $\int r_M d\mu_Z < +\infty$ and there exists a unique $f_1$-invariant probability measure $\hat{\mu}_Z$ such that

1. $d\hat{\mu}_Z \simeq d\mu^M \otimes dt$ with $\mu^M_Z$ a $F_M$-invariant probability measure.
2. $\Theta_{T*}\mu^M_Z = \mu_Z$.
3. $h_{\hat{\mu}_Z}(f_1) + \int V d\hat{\mu}_Z = Z + \frac{1}{\int r_M d\mu_Z} \log \lambda_Z$.

4.4. **Upper bound for $Z_c$.** In the previous subsection we have seen that $W - Z_\mathcal{M}$ admits a local equilibrium state as soon as $L_Z(1)$ is well defined, that is, the series $L_Z(1)(z)$ does converge for any (or at least one) $z \in [\underline{p}, \overline{p}]$. This holds if $Z > Z_c$, by definition of $Z_c$, but may also hold for $Z = Z_c$. Here, we prove that $Z_c \leq P$. More precisely, we prove that $Z_c \leq P$ always holds and $Z_c < P$ holds if $V$ admits a regular equilibrium state.

**Proposition 4.14.** There exists a $f_1$-invariant measure $\hat{\mu}$ such that

$$Z_c \leq h_{\hat{\mu}}(f_1) + \int V d\hat{\mu}$$

holds. Moreover, $\hat{\mu}(\cup_{t[0,1]} f_1(\hat{\mathcal{M}})) = 0$.

**Proof.** We pick some $\xi$ in $[\underline{p}, \overline{p}]$. We recall $Z_c$ that satisfies (see [13])

$$Z_c = \limsup_{n \to +\infty} \frac{1}{n} \log \left( \sum_{[r_M(y)] = n} e^{W(y)} \right),$$

with $g_M(y) = \xi$. Each 1-cylinder is mapped by $g_M$ onto $[\underline{p}, \overline{p}]$, thus contains a unique $g_M$-fixed point. If $C_{i,n}$ is a 1-cylinder satisfying

1. $y \in C_{i,n}$,
2. $[r_M(y)] = n$,

we denote by $\xi_{i,n}$ the fixed point in $C_{i,n}$. The contraction in the stable leaf $W^{ss}(\xi_{i,n})$ yields that $\xi_{i,n} =: \Theta_{T*}(\hat{\xi}_{i,n})$ with $\hat{\xi}_{i,n}$ in $\mathcal{M}$ and $F_M(\hat{\xi}_{i,n}) = \hat{\xi}_{i,n}$.

Let $r_{i,n}$ be the period for $\hat{\xi}_{i,n}$, that is

$$f_{r_{i,n}}(\hat{\xi}_{i,n}) = \hat{\xi}_{i,n}.$$ 

\[3\text{due to expansion}\]
Let us set \( A_{i,n} := \int_{0}^{r_{i,n}} V(f_t(\xi_{i,n})) \, dt = V_{M,0}(\xi_{i,n}) \). Let \( \hat{C}_{i,n} \) be the intersection of the vertical band \( \Theta^{-1}(C_{i,n}) \) and the horizontal strip \( F_{M}(\Theta^{-1}(C_{i,n})) \). Note that all the \( C_{i,n} \) are disjoints. This holds because two cylinders have empty interior intersection and the boundaries are preimages of the periodic orbit which contains \( p_{\pm} \). Moreover, \( p_{-} \) and \( p_{+} \) are two consecutive points (for the order relation in the interval), and then no other point of the periodic orbit lies between them. Now, if two 1-cylinders do intersect on their boundary, this would produce a point of the periodic orbit between \( p_{-} \) and \( p_{+} \).

From this we deduce that all the \( \hat{C}_{i,n} \) are finitely many disjoint sets. We denote this collection by \( \hat{C}_{n} \). Then, we construct a \( F_{M} \)-invariant measure \( \mu_{n} \) in the following way:

\[
(1) \quad \mu_{n}(\hat{C}_{i,n}) = \sum_{j} e^{A_{i,j,n}} =: p_i.
\]

\[
(2) \quad \mu_{n}(\hat{C}_{i_{0,n}} \cap F_{M}^{-1}(\hat{C}_{i_{1,n}}) \cap \ldots \cap F_{M}^{-k}(\hat{C}_{i_{k,n}})) = \prod_{j=0}^{k} p_{i_{j}}.
\]

The measure can be extended to a \( f_{t} \)-invariant measure \( \hat{\mu}_{n} \) because \( r_{M} \simeq n \pm K \) (see below).

From Proposition 4.3 we get that there exists some universal constant \( K \) such that

\[
e^{-K} \leq \frac{e^{W(y)}}{e^{W(\xi_{i,n})}} \leq e^{K},
\]

where \( y \) belongs to \( C_{i,n} \) and \( g_{M}(y) = \xi \). This yields

\[
\sum_{g_{M}(y) = \xi, \lfloor r_{M}(y) \rfloor = n} e^{W(y)} = \sum_{j} e^{W(\xi_{j,n})} e^{\pm K}.
\]

As \( B \) is bounded, equality \( [5] \) shows that \( A_{i,n} = W(\xi_{j,n}) \pm 2K \) holds. Then, equality \( [17] \) yields

\[
\sum_{g_{M}(y) = \xi, \lfloor r_{M}(y) \rfloor = n} e^{W(y)} = \sum_{j} e^{A_{i,j,n}} e^{\pm 3K}.
\]
On the other hand,
\[
\frac{1}{N} H_{\mu_n} \left( \bigvee_{k=0}^{N-1} F_{\mathcal{M}}^{-k}(\hat{\mathcal{C}}_n) \right) = -\frac{1}{N} \sum_{\mathbf{i} = (i_0, \ldots, i_{N-1})} \prod_{k=0}^{N-1} p_{i_k} \log \prod_{k=0}^{N-1} p_{i_k}
\]
\[
= -\frac{1}{N} \sum_{\mathbf{i} = (i_0, \ldots, i_{N-1})} \prod_{k=0}^{N-1} \prod_{i_k = 0}^{N-1} p_{i_k} \log p_{i_k}
\]
\[
= -\frac{1}{N} \sum_{j=0}^{N-1} \prod_{i=0, i \neq j}^{N-1} p_{i} \log p_{j}
\]
\[
= -\sum_{j} p_{j} \log p_{j}.
\]

Hence,
\[
(19) \quad h_{\mu_n}(F_{\mathcal{M}}) = -\sum_{j} p_{j} \log p_{j}.
\]

Furthermore
\[
(20) \quad \int V_{\mathcal{M},0} d\mu_n = \sum_{j} p_{j} A_{j,n} \pm 3K.
\]

Equalities (19) and (20) yield
\[
h_{\mu_n}(F_{\mathcal{M}}) + \int V_{\mathcal{M},0} d\mu_n \geq \sum_{j} -p_{j} \log p_{j} + p_{j} A_{j,n} - 3K.
\]

Now, it is well known that \(\sum_{j} -q_{j} \log q_{j} + q_{j} A_{j,n}\) with condition \(\sum q_{j} = 1\) and the \(q_{j}\)'s are non negative is maximal for \(q_{j} = p_{j}\) with value \(\log \left( \sum e^{A_{j,n}} \right)\) (see first pages of [12]).

And finally, we recall that Prop. 3.12 shows that for every \(z \in \hat{\mathcal{C}}_{i,n}, r_{\mathcal{M}}(z) = n \pm K\). Then, the Abramov formula and (18) yield
\[
\frac{1}{n} \log \left( \sum_{g_{\mathcal{M}}(y) = \xi, [r_{\mathcal{M}}(y)] = n} e^{W(y)} \right) \leq \frac{n + K}{n} \left( h_{\mu_n}(F_{\mathcal{M}}) + \int V_{\mathcal{M},0} d\mu_n \right) + \frac{6K}{n}.
\]

If \(\tilde{\mu}_{n}\) denotes the \(f_{1}\)-invariant probability obtained from \(\mu_{n}\), then we have
\[
(21) \quad \frac{1}{n} \log \left( \sum_{g_{\mathcal{M}}(y) = \xi, [r_{\mathcal{M}}(y)] = n} e^{W(y)} \right) \leq \frac{n + K}{n} \left( h_{\tilde{\mu}_{n}}(f_{1}) + \int V d\tilde{\mu}_{n} \right) + \frac{6K}{n}.
\]

Now, let us consider any subsequence \(n_k \to +\infty\) such that the left hand side term in (21) goes to \(Z_{c}\), and then a smaller subsequence such that \(\tilde{\mu}_{n_k}\) converges to some
$f_t$-invariant probability $\hat{\mu}$. The upper semi-continuity for entropy yields

$$Z_c \leq h_{\hat{\mu}}(f_1) + \int V \, d\hat{\mu}.$$  

It remains to estimate $\hat{\mu}(\mathcal{M})$. Note that $r_{\mathcal{M}}(z) = n \pm K$ yields $\int r_{\mathcal{M}} \, d\mu_n = n \pm K$, and then

$$\hat{\mu}_n(\cup_{0\leq t\leq 1} f_t(\mathcal{M})) \approx \frac{1}{n}.$$  

A standard computation shows that at the limit, the interior of $\cup_{0\leq t\leq 1} f_t(\mathcal{M})$ cannot get positive measure. □

We deduce a very important result from the estimation of $Z_c$:

**Corollary 4.15.** Inequality $Z_c \leq \mathcal{P}$ holds and $\mathcal{L}_\mathcal{P}(\mathbb{1})(x) < +\infty$ holds for any $x$ in $[p_-, p_+]$. Moreover, $\lambda_\mathcal{P} \leq 1$.

**Proof.** We copy here method (and results) from [21].

By Proposition 4.14, $Z_c \leq h_{\hat{\mu}}(f_1) + \int V \, d\hat{\mu}$ holds and $h_{\hat{\mu}}(f_1) + \int V \, d\hat{\mu} \leq \mathcal{P}$ holds by definition of $\mathcal{P}$.

Therefore, for any $Z > \mathcal{P}$, $Z > Z_c$ holds and we can apply Theorem 4.13. In particular the 3rd point states

$$h_{\hat{\mu}_Z}(f_1) + \int V \, d\hat{\mu}_Z = Z + \frac{1}{\int r_{\mathcal{M}} \, d\mu_Z} \log \lambda_Z,$$

with $Z > \mathcal{P}$, which yields $\log \lambda_Z < 0$.

Furthermore, $Z \mapsto \mathcal{L}_Z(\mathbb{1})(x)$ is decreasing. If $Z \downarrow \mathcal{P}$, Inequality (15) shows that

$$\mathcal{L}_\mathcal{P}(\mathbb{1})(x) \leq e^K$$

which means that there is convergence of the induced operator for $Z = \mathcal{P}$. The same argument also shows that for every $n$,

$$\mathcal{L}_\mathcal{P}^n(\mathbb{1})(x) \leq e^K$$

holds which implies that $\lambda_\mathcal{P} \leq 1$. □

5. **End of the Proofs of Theorems**

5.1. **Proof of first part of Theorem** A. If no regular measure for $V$ in an equilibrium state, then the theorem holds. Let us thus assume that $V$ admits two different regular equilibrium states. We will produce some contradiction.

We denote these equilibrium states by $\hat{\mu}_{1,V}$ and $\hat{\mu}_{2,V}$. We consider $x_i$, $i = 1, 2$ a regular point with respect to $\hat{\mu}_{i,V}$ and we assume it satisfies any condition which holds $\hat{\mu}_{i,V}$-a.e. Moreover, we assume that $x_i$ is a density point for all the (finitely many) properties we are going to invoke below.


We can construct two mille-feuilles, say $\mathcal{M}_1$ and $\mathcal{M}_2$, each one with positive* $\hat{\mu}_{i,V}$ measure.

**Proposition 5.1.** There exists a generalized mille-feuilles (see Def. [3.17]) with positive* $\hat{\mu}_{1,V}$ and $\hat{\mu}_{2,V}$ measure.

*Proof.* First, let us fix notations. For $\mathcal{M}_i$, the measure $\hat{\mu}_{i,V}$ can be written under the form

$$\mu_{i,V}^M \otimes dt,$$

where $\mu_{i,V}^M$ is $F_{\mathcal{M}_i}$-invariant (reemploying previous notations). The basis is $[p_{i,-}, p_{i,+}]$ and projection of $\mu_{i,V}^M$ on the basis is a $g_{\mathcal{M}_i}$-invariant measure $\mu_{i,V}$.

Note that the assumption “$\mathcal{M}_i$ has positive* $\hat{\mu}_{i,V}$-measure” means that some box $\bigcup_{t \in [-\varepsilon, \varepsilon]} f_t(\mathcal{M}_i)$ has positive measure, thus the expectation of the return time in the box is finite. In the box the measure is of the form $\mu_{i,V}^M \otimes dt$ and returns times are almost constant along the flow direction locally and in the box. This yields that the return time has finite expectation for $\mu_{i,V}^M$.

Furthermore, by construction of the mille-feuilles, return times are constant along $W_{\mathcal{M}_i}^{ss}$-fibers. If $\mu_{i,V}$ denotes the projection onto the basis of $\mu_{i,V}^M$, it is a $g_{\mathcal{M}_i}$-invariant measure and

$$\int_{\mathcal{M}_i} r_{\mathcal{M}_i} d\mu_{i,V} = \int_{\mathcal{M}_i} r_{\mathcal{M}_i} d\mu_{i,V}^M.$$

By the Abramov formula,

$$h_{\mu_{i,V}}(g_{\mathcal{M}_i}) + \int W - P r_{\mathcal{M}_i} d\mu_{i,V} = h_{\mu_{i,V}}(g_{\mathcal{M}_i}) + \int V_{\mathcal{M}_i,P} d\mu_{i,V} = 0,$$

and then Corollary 4.15 and Theorem 4.12 show that $\mu_{i,V}$ is the measure $\mu_{P,i}$, obtained on $\mathcal{M}_i$ following the work done above with $Z = P$.

The same work can be done on any generalized mille-feuilles constructed over a $n$-cylinder of each $\mathcal{M}_i$. Let us then consider $\mathcal{M}_1$. We claim that there exists some periodic point in $\Sigma_1$ with projection in $[p_{-1}, p_{+1}]$ whose orbit does belong to $\Sigma_2$ and with projection in $[p_{-2}, p_{+2}]$. This holds because $\mu_{SRB}$ has full support and we can create a periodic orbit close to any $\mu_{SRB}$-regular orbit for any fixed interval if time $t \in [0, T]$.

To fix notation we denote by $P$ the point in $\Sigma_1$, $Q = f_t(P)$ the point in $\Sigma_2$. By construction $P$ belongs to the vertical band over some $n$-cylinder $C_{n,1}$ and $Q$ belongs to the vertical band over some $m$-cylinder $C_{m,2}$.

This orbit is hyperbolic. We can thus always increase the constants $\kappa_{1,1}$, $\kappa_{2,1}$ and $\kappa_{1,2}$, $\kappa_{2,2}$ and $n$ and $m$ such that the unstable leaves at $P$ and $Q$ become eligible curves of type 2 for the generalized mille-feuilles over $C_{n,1}$ and $C_{m,2}$. 

By uniqueness of the local equilibrium state, the local equilibrium state for the 1d dynamics associated to these 2 generalized mille-feuilles are the restriction of $\mu_{i,V}$ (with renormalization to get probabilities).

The generalized mille-feuille over $C_{n,1}$ has positive* $\tilde{\mu}_{1,V}$-measure as the local equilibrium state is a Gibbs measure, we can find a very small box around $P$ in $\Sigma_1$ with positive* $\tilde{\mu}_{1,V}$-measure. We can then push it forward by the flow and this yields that the generalized mille-feuilles over $C_{m,2}$ has positive* $\tilde{\mu}_{1,V}$-measure.

This finishes the proof.

To conclude the proof of Theorem A we just have to say that the restriction and projection of $\tilde{\mu}_{i,V}$ on the basis of the generalized mille-feuilles from Prop. 5.1, say $\mathcal{M}_i$, do coincide because they are the unique local equilibrium state for $V - Pr\mathcal{M}$. Therefore

$$\tilde{\mu}_{1,V} = \tilde{\mu}_{2,V},$$

and the Theorem is proved.

5.2. **Proof of Theorem B.** If $V$ is a potential and $\sigma$ is a singularity for $f$ such that $\delta_{\sigma}$ is an equilibrium state for $V$ then we have for any invariant probability $\mu$,

$$h_\mu(f_1) + \int V \, d\mu \leq h_{\delta_{\sigma}}(f_1) + \int V \, d\delta_{\sigma} = V(\sigma).$$

This yields

$$\forall \mu, \int V \, d\mu \leq V(\sigma),$$

which means that $\delta_{\sigma}$ is a $V$-maximizing measure. The same argument works for any $\beta V$ with $\beta > 0$.

Consequently, a singularity can be the support of an equilibrium state for $\beta V$ with $\beta > 0$ only if the Dirac measure at the singularity is also a $V$-maximizing measure.

Theorem B is then just the contrapositive of this observation. If no singularity is a $V$-maximizing measure, no singularity can be an equilibrium state for $\beta V$ with $\beta > 0$. As there exists at least one, it must me a regular measure, thus it is unique.

Note that analyticity for $\mathcal{P}(\beta)$ (and $\beta \geq 0$) will follow from Theorem A “case 1”.

5.3. **Proof of Theorem C.** Theorem C follows from the same observation. No singularity can be a measure of maximal entropy because $h_{top} > 0$ and singularities have zero entropy. As the measure of maximal entropy does exist, it is regular thus unique.
5.4. End of the proof of Theorem A. We go back to the general case for $V$. First, we claim that there exists $\varepsilon > 0$ such that for any $\beta \in [0, \varepsilon]$, there exists a unique equilibrium state for $\beta.V$ and it is a regular measure. This holds because any singularity has zero entropy and then, for $\beta$ sufficiently small,

$$h_{\mu_{\text{top}}}(f_1) + \beta \int V d\mu_{\text{top}} > \beta \max_\sigma \text{singularity } V(\sigma),$$

where $\mu_{\text{top}}$ is the measure of maximal entropy. Therefore no singularity can be an equilibrium state for these small (but positive) $\beta$.

Now, if there exists $\beta_c$ such that some singularity is an equilibrium state for $\beta_c.V$, then it is also a $V$-maximizing measure. The pressure function is convex and has for asymptote at $+\infty$ the line

$$h + \beta.A(v),$$

where $A(v)$ stands for the maximal value for $\int V d\mu$ (with $\mu$) and $h$ is the maximal entropy among $V$-maximizing measures.

Therefore, if $\beta_c$ exists as above, as singularities have zero entropy, this yields that $h = 0$. Consequently, $\mathcal{P}(\beta)$ touches its asymptote at $\beta_c$ and for convexity reason, $\mathcal{P}(\beta) \equiv \beta.A(v)$ for any $\beta > \beta_c$.

Now, for $0 < \beta < \beta_c$, the first part of Theorem A says that there exists a unique equilibrium state and it has full support. We remind Prop. [4.14], which states

$$Z_c(\beta) \leq h_{\tilde{\mu}^\beta} + \beta \int V d\tilde{\mu}^\beta,$$

with $\tilde{\mu}^\beta(\hat{\mathcal{M}}) = 0$. This last condition shows that $\tilde{\mu}^\beta$ cannot be the equilibrium state associated to $\beta.V$ because the equilibrium state has full support. Thus we get

$$Z_c(\beta) < \mathcal{P}(\beta).$$

This yields the implicit formula:

$$1 = \lambda_{\mathcal{P}(\beta)}. \hspace{1cm} (22)$$

Now, we claim that

$$\frac{\partial \lambda_{Z,\beta}}{\partial \beta} \Big|_{Z=\mathcal{P}(\beta)} \neq 0,$$

where $\lambda_{Z,\beta}$ is the spectral radius for $\mathcal{L}_Z$ and $\beta.V$. Assuming this claim holds, we show now how we can finish the proof of Theorem A.

We let the reader check that for fixed $\beta$, $Z \mapsto \lambda_{Z,\beta}$ is $\mathbb{C}$-analytic in the complex domain $|Z| > Z_c(\beta)$. This holds because $\lambda_{Z,\beta}$ is a simple dominating eigenvalue, thus this local analyticity and connectedness shows that it is globally analytic.

Furthermore, for fixed $Z$, $\beta \mapsto \lambda_{Z,\beta}$ is analytic in some complex neighborhood of $|\lambda_{Z,\beta}| \leq 1$. Then, the implicit function theorem for analytic functions (see [30])...
yields that $\mathcal{P}(\beta)$ is locally analytic and then globally analytic as long as $\beta < \beta_c$, again by connectedness.

To finish the proof, we thus just need to prove (23). Actually this holds because for fixed $\beta < \beta_c$ and $Z = \mathcal{P}(\beta) > Z_c(\beta)$, if we use notations from Theorem 4.13 with $\beta.V$ and $Z > Z_c(\beta)$, Equality (16) yields

$$\log \lambda_{Z,\beta} = \lim_{n \to +\infty} \frac{1}{n} \log \mathcal{L}_Z^n(\mathbb{I})(x),$$

for any $x$ in $[p_-, p_+]$. We let the reader check that normal convergence and $\mathcal{P}(\beta) > Z_c(\beta)$ yield

$$\frac{\partial \lambda_{Z,\beta}}{\partial Z} = \lambda_{Z,\beta} \lim_{n \to +\infty} \frac{1}{n} \frac{\partial \mathcal{L}_Z^n(\mathbb{I})(x)}{\partial Z} \frac{1}{\mathcal{L}_Z^n(\mathbb{I})(x)}.$$

Furthermore, $\frac{\partial \mathcal{L}_Z^n(\mathbb{I})(x)}{\partial Z} = -\mathcal{L}_Z^n(r^*_M)(x)$ and the Lebesgue Dominated convergence theorem yields

$$\lim_{n \to +\infty} \frac{1}{n} \mathcal{L}_Z^n(r^*_M)(x) \frac{1}{\mathcal{L}_Z^n(\mathbb{I})(x)} = \int r_M d\nu_Z.$$

If $\hat{\mu}_{\beta}$ denotes the unique equilibrium state for $\beta.V$, we get

$$0 \neq \frac{1}{\hat{\mu}_{\mathcal{P}(\beta)}(\bigcup_{t \in [0,1]} f_t(\mathcal{M}))} = \int r_M d\mu_{\mathcal{P}(\beta)} = e^{\pm K} \int r_M d\nu_{\mathcal{P}(\beta)},$$

and this shows that $\frac{\partial \lambda_{Z,\beta}}{\partial Z} |_{Z=\mathcal{P}(\beta)}$ is not zero.
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