Sea-Level Fingerprints Due to Present-Day Water Mass Redistribution in Observed Sea-Level Data
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Abstract: Satellite altimetry over the oceans shows that the rate of sea-level rise is far from uniform, with reported regional rates up to two to three times the global mean rate of rise of ~3.3 mm/year during the altimeter era. The mechanisms causing the regional variations in sea-level trends are dominated by ocean temperature and salinity changes, and other processes such as ocean mass redistribution as well as solid Earth’s deformations and gravitational changes in response to past and ongoing mass redistributions caused by land ice melt and terrestrial water storage changes (respectively known as Glacial Isostatic Adjustment (GIA) and sea-level fingerprints). Here, we attempt to detect the spatial trend patterns of the fingerprints associated with present-day land ice melt and terrestrial water mass changes, using satellite altimetry-based sea-level grids corrected for the steric component. Although the signal-to-noise ratio is still very low, a statistically significant correlation between altimetry-based sea-level and modelled fingerprints is detected in some ocean regions. We also examine spatial trend patterns in observed GRACE ocean mass corrected for atmospheric and oceanic loading and find that some oceanic regions are dominated by the fingerprints of present-day water mass redistribution.
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1. Introduction

In recent years, a number of studies have investigated the closure of the sea-level budget at global and regional scales over the altimetry era [1–5]. This is generally carried out by comparing the altimetry-based sea-level change with the sum of contributions using observations (e.g., Gravity Recovery and Climate Experiment (GRACE) satellite gravimetry data for estimating mass changes, and Argo-based ocean temperature and salinity data) or model outputs (e.g., for estimating glacier mass balance). Assessing the closure/non-closure of the sea-level budget has many implications, such as detecting acceleration [2] or an abrupt change in one or several components, for process understanding [5], cross-calibrating the different observing systems used to quantify sea-level and its components, detecting possible systematic errors [6,7], placing upper bounds on poorly determined or missing contributions (e.g., from the deep ocean not sampled by Argo [8]), and finally for validating climate models used to simulate future changes. In terms of global average, the sea-level budget is found to be closed up to around 2016 within the observation uncertainties (e.g., [1–5]), although beyond 2016, the global mean budget appears no longer closed [6,7]. A few recent studies have also addressed the closure of basin-scale sea-level budget using either altimetry or tide gauge sea-level data (e.g., [9–13]). The closure of the regional budget is only observed in some regions but not everywhere. For example, using altimetry, GRACE and Argo data over 2005–2015, the authors of [13] came to the conclusion that the regional budget cannot be closed in the Indian-south Pacific region. The global mean sea-level rise is now well explained by global mean ocean thermal expansion plus
water mass addition from ice sheet and glacier mass loss. At regional scale, sea-level trends depart from the global mean as a result of regional changes in steric sea-level (regional changes in ocean temperature and salinity), ocean circulation-related mass redistribution, and regional sea-level patterns associated with the Glacial Isostatic Adjustment (GIA) as well as present-day land ice melt and terrestrial water storage change. The latter are known as sea-level fingerprints (or barystatic-GRD fingerprints) and represent sea-level changes induced by changes in Earth gravity, Earth rotation and elastic solid Earth deformation [14]. While at regional scale, sea-level trends are still dominated by steric changes [15–17], theoretical studies predict that with accelerated land ice melt, barystatic-GRD fingerprints will become detectable (e.g., [18–20]).

In this study, we do not attempt to close the regional sea-level budget, but rather use altimetry-based sea-level corrected for steric effects over the Argo era to try to detect the barystatic-GRD fingerprints due to present-day water mass redistributions. Our study period covers January 2005 to December 2015. We focus on regional patterns and only consider departures from the global averages. Thus, we remove the global mean rises and accelerations of observed sea-level and thermal expansion. When using the GRACE space gravimetry data over the oceans for comparison purposes, we also remove the global mean ocean mass term (with the latter being called barystatic sea-level, [14]), as well as the contribution of atmospheric and oceanic loading. Our study complements recently published articles (e.g., [21,22]) that detect the fingerprints by looking at either ocean basin scale averages or coastal regions.

Section 2 briefly describes the barystatic-GRD fingerprints. The description of the data sources employed in the present study is provided in Section 3. The results of the comparison between the steric-corrected altimetry-based sea-level and barystatic-GRD fingerprints are presented in Section 4.1, while Section 4.2 is dedicated to the relationship between GRACE-observed ocean mass changes corrected for atmospheric and oceanic loading and the barystatic-GRD fingerprints. A short discussion and an overview of our findings are provided in Section 5. Finally, the conclusions are presented in Section 6.

2. Modelled Barystatic-GRD Fingerprints

The response of the solid Earth to water mass redistribution between continents and oceans may become a key contribution of regional sea-level changes [16,23,24]. Ongoing water exchange causes changes in regional sea-level patterns, known as barystatic-GRD fingerprints, hereinafter called relative sea-level fingerprints. This water can come from melting ice sheets and glaciers, or from the hydrological cycle over the continents [25]. The relative sea-level is defined as the height of the ocean water column bounded by the solid Earth surface and the sea surface [19]. Accordingly, the relative sea-level fingerprints are a consequence of the changing gravitational attraction between ice and water bodies on land and the resulting mass change of the oceans, plus the associated deformations of the solid Earth due to the changing load [23]. As an ice sheet loses mass, the crust underneath and in the surrounding area uplifts. Due to the ice loss, the gravitational attraction of the ice sheet on the water also decreases, causing a corresponding decrease in the nearby sea surface height. The two effects cause the relative sea-level to fall in areas near the melting ice mass, while in the far-field, the relative sea-level rises in order to conserve mass [25]. The area of sea-level drop around a melting ice sheet can extend up to 2000 km from the margin of the ice sheet [18]. The sea-level decreases at a rate of about more than an order of magnitude greater than the globally averaged rise, while in the far-field of the melting ice sheet, the sea-level rate of rise is about 10 to 30% higher than the global average [25], mainly dominated by the rotational feedback.

Using as input ice mass change over ice sheets and glaciers, and terrestrial water changes observed by GRACE over 2002–2016, Ref. [19] computed the fingerprints for the relative sea-level, solving the following equation:

$$\Delta S(\theta, \phi, \Delta t) = \Delta N(\theta, \phi, \Delta t) - \Delta U(\theta, \phi, \Delta t)$$

(1)
where $\Delta S$, $\Delta N$ and $\Delta U$ are the relative sea-level change, absolute sea-level change and vertical land motion, respectively. $(\theta)$, $(\phi)$ and $(\Delta t)$ are colatitude, longitude and time period of interest. Tide gauges measure relative sea-level changes ($\Delta S$), satellite altimetry measures absolute sea-level changes (i.e., $\Delta S + \Delta U$; i.e., relative sea-level change plus vertical land motion). If geoid height data were used, then the quantity to be considered would be:

$$\frac{1}{g} \Delta \Phi(\theta, \phi, \Delta t) \text{ (or equivalently $\Delta N(\theta, \phi, \Delta t) - \Delta C(\Delta t)$)} \quad (2)$$

where $g$ is Earth’s mean gravitational acceleration (~9.8 m s$^{-2}$), $\Delta \Phi$ is the net perturbation in Earth’s surface potential, and $\Delta C$ is a spatial invariant that explains the discrepancy between absolute sea level and geoid height [18,26].

In the first part of this study, we focus on absolute sea-level fingerprints as we attempt to detect them in the steric-corrected altimetry-based sea-level. For that purpose, we compare the latter observations with modelled absolute sea-level fingerprints computed by [19]. In the second part of the study, our goal is to detect the fingerprints in the GRACE-based ocean mass change data. Based on [27]’s statement that GRACE observations show ocean mass changes and hence relative sea-level changes (i.e., change in the ocean water column height), we compare GRACE ocean mass change with [19]’s modelled relative sea-level fingerprints.

Ref. [19] included the barystatic term (global mean ocean mass) in the relative sea-level fingerprints ($\Delta S$), in order that the net change water mass from land to be uniformly distributed over the oceans. As our goal is to compare the absolute sea-level fingerprints (relative sea-level plus vertical land motion fingerprints) with the steric-corrected altimetry-based sea-level, we subtracted the barystatic contribution (i.e., global mean ocean mass change) from the modelled relative sea-level fingerprints.

Figure 1 shows the [19]’s modelled absolute sea-level fingerprints (top panel) and relative sea-level fingerprints (bottom panel) over the period January 2005 to December 2015. Ref. [19] used as input for land ice and terrestrial water mass changes GRACE data from the Center for Space Research (CSR) Release-06 (RL06) Level-2 solutions computed in the centre-of-mass reference frame with the rotational feedback included. The fingerprints are publicly available at [28]. The modelled fingerprints based on the Jet Propulsion Laboratory (JPL) RL06 solutions are shown in Figure S1 of the Supplementary Material (SM). Figure S2 of the SM presents the differences between the CSR and JPL solutions for both the absolute and relative sea-level fingerprints. The differences fluctuate between $\pm$0.1 mm/yr with positive values in the South Atlantic Ocean and North Pacific Ocean, and negative values in the North Atlantic Ocean and Southwest Pacific Ocean. The difference patterns indicate an overall good agreement.
Both the absolute (top panel of Figure 1) and relative (bottom panel of Figure 1) sea-level fingerprints show negative trends in the proximity of large ice mass losses, e.g., in the vicinity of the Greenland ice sheet and in the Amundsen Sea sector of West Antarctica. Positive trends are observed in the far-field, e.g., in the North Pacific Ocean and South Atlantic Ocean. Ref. [19] provides the 1σ uncertainties of the fingerprint products, that are presented in Figure S3 of the SM. These range between 0.03 and 0.3 mm/yr.

3. Data

3.1. Altimetry-Based Sea-Level Data

We use gridded sea-level time series provided by the Copernicus Climate Change Service (C3S). The C3S data are freely available at https://climate.copernicus.eu/ESOTC/2019/sea-level (accessed on 10 March 2021). The C3S products (used in the present analysis) are monthly sea-level anomalies with 0.25° × 0.25° grid resolution, computed with respect to the 1993–2012 reference period, with a latitude coverage of ±82° [29]. For the period 2005–2015, the C3S sea-level anomalies are based on data from the reference altimetry missions, Jason-1 and Jason-2, complemented by data from Envisat, and SARAL-AltiKa. We corrected the gridded altimetry-based sea-level data for the GIA effect using the ICE6G-D model from [30]. The corresponding map is presented in Figure S4 of the SM.

3.2. Steric Sea-Level Data

We use an ensemble mean of 1° × 1° gridded steric data (0–2000 m depth range for integration of temperature and salinity effects) at monthly intervals, from four different solutions: NOAA (National Oceanic and Atmospheric Administration) data set [31]; EN4 data set from the Met Office Hadley Center [32]; Scripps Institution of Oceanography (SIO) monthly data [33]; and JAMSTEC (Japan Agency for Marine-Earth Science and Technology) MILA GPV (Mixed Layer data set of Argo, Grid Point Value) product data set [34]. The NOAA, SIO and JAMSTEC data sets are based on temperature and salinity measurements from Argo floats only [35]. The EN4 data set is based on Argo float measurements along with mechanical (MBT) and expandable (XBT) bathythermographs data with the correction from [36].

3.3. GRACE Ocean Mass Data

We consider GRACE RL06 monthly mass concentration (mascon) solutions provided by CSR and JPL, covering the period from January 2005 to December 2015 [37–39]. As we are interested in detecting the fingerprints in ocean mass, the GRACE solutions were corrected for atmospheric and oceanic loading. We use the GAD product which represents
the monthly mean ocean bottom pressure caused by non-tidal dynamic oceanic and atmospheric mass variations. In this study, we only considered the mascon solutions in order to minimize the leakage problem that affects the spherical harmonics solutions. The leakage problem is due to the coarse spatial resolution of GRACE, in which continental signal may leak into the coastal areas (and to a minor extent vice versa). The leakage problem is already addressed for the JPL mascon solutions by the Coastal Resolution Improvement (CRI) filter [39]. Regarding the CSR mascon solution, the application of a 200 km buffer zone (as in [6]) is sufficient to cope with the leakage issue. The leakage effect between land and ocean remains a challenge to GRACE applications. Some remaining leakage signal will affect the capability of GRACE to accurately quantify the sea-level fingerprint in coastal regions near major mass losses, e.g., North Atlantic near Greenland and the southern oceans near the Amundsen Sea Embayment in West Antarctica. However, in the present study, we focus on the open ocean.

Both the CSR and JPL data centres provide GRACE mascon solutions already corrected for GIA using the ICE6G-D model from [30].

3.4. Data Processing

For all data sets, we select the period from January 2005 to December 2015, over which the [19] fingerprints and the steric sea-level data sets are both available. All data sets were spatially interpolated into 1° × 1° resolution grids, with a latitude coverage ranging between ±65°. For the altimetry-based, steric and ocean mass data, we removed the annual and semi-annual signals, through a least-squares fit of 12- and 6-month periods. In addition, the global mean (area-weighted mean computed over ±65° of latitudes) linear trend was removed from all three data sets. Based on the assumption that the global mean sea-level (GMSL) is accelerating [40,41], we also removed a global mean quadratic trend from the altimetry-based sea-level. However, the results remain unchanged.

4. Results

To detect the fingerprints in steric-corrected altimetry-based sea-level and in GRACE-based ocean mass corrected for atmospheric and oceanic loading, we compared them with the modelled absolute and relative sea-level fingerprints from [19], respectively.

4.1. Comparison between Steric-Corrected Altimetry and Absolute Sea-Level Fingerprints

The altimetry-based sea-level linear trend map from C3S is shown in the top panel of Figure 2. The middle panel shows the linear trend map of the ensemble mean of steric sea-level data sets (NOAA, EN4, SIO and JAMTEC). Both trend maps present similar patterns (note that global mean linear trends have been removed).

The steric-corrected altimetry-based sea-level, i.e., the difference between the altimetry-based sea-level and the ensemble mean steric sea-level is displayed in the bottom panel of Figure 2. The linear trend map of the steric-corrected altimetry-based sea shows some remarkable regional patterns, for example, the major western boundary currents and the negative trend encircling southern Greenland and extending down to about 50° N.

Since the Greenland ice sheet is an area of intense ice mass loss, we investigate whether the altimetry-based sea-level is able to detect the corresponding sea-level fingerprints. First, we depict in Figures 3 and 4 the regional linear trend uncertainties at 90% confidence level (1.65σ) of the altimetry-based sea-level and steric data sets. The altimetry-based sea-level trend uncertainty is computed through a generalized least squares method using the local sea-level trends variance-covariance matrix presented in [42] and available at https://doi.org/10.17882/74862 ([43], accessed on 17 June 2021). The standard uncertainty of the steric sea-level is estimated as the maximum differences between the trends of the different data sets (NOAA, EN4, SIO and JAMTEC), i.e., the difference between the maximal and minimal linear trends. This product simply represents the dispersion among the limited number of data sets; thus, the amplitude of the steric uncertainty map is likely to be overestimated.
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Overall, at a large scale, the spatial trend patterns displayed in the steric-corrected altimetry trend map do not resemble those of the uncertainty maps. The Pearson spatial correlation (see definition below) between the steric-corrected altimetry-based sea-level and the steric uncertainty is presented in the SM (Figure S5), displaying statistically significant correlations smaller than 0.6 in the equatorial Pacific Ocean. Thus, we cannot exclude that the steric-corrected altimetry map is partially contaminated by errors in the data.

In next step, we compared the steric-corrected altimetry time series with the time series of the absolute sea-level fingerprints [19]. Figure 5 shows the map of the statistically significant Pearson correlation coefficients between the two time series. The Pearson’s correlation coefficient is a product-moment correlation coefficient which measures the linear dependence between two random variables. It is computed by the ratio of the covariance of the two variables and the product of their standard deviations (std, defined as the square-root of the variance of the considered variable), thus essentially a normalized measurement of the covariance:

$$\rho(A, B) = \frac{\text{cov}(A, B)}{\text{std}_A \cdot \text{std}_B}$$

(3)
There are some other regions where a positive correlation is also found, considered significant. The values of the correlation coefficients can range from 0 (no correlation) to 1 (strong positive correlation). We use the Pearson’s correlation coefficient. Additionally, this function also returns the p-value which is a measure of the probability that the correlation observed comes from a null hypothesis that there is no relationship between the two variables. When the p-value is smaller than the significance level (0.05 at 95% confidence level), the corresponding correlation is considered significant.

The explained variance E (e.g., [44]) can be used to compare the spatial dependence between two random variables. It is computed by the ratio of the covariance to the square-root of the variance of the considered variable, thus essentially a normalized measurement of the covariance:

\[ E = 1 - \frac{\text{var}(\text{sea level})}{\text{var}(\text{sea level})} \]

The explained variance can range from 0 (no explained variance) to 1. However, the values shown in Figure 5 indicate that the explained variance is less than 1. Therefore, other contributions to the observed altimetry-based sea-level change exist. The absolute sea-level fingerprints account for about 25% to the observed altimetry-based sea-level drop in the region nearby the Greenland ice sheet. In the eastern Greenland region, the same region where we found the negative trend in the steric-corrected altimetry and where the correlation between this variable and the absolute sea-level fingerprints time series is up to 0.7 with a 95% confidence interval, the explained variance is less than 1. This indicates that there are other contributions to the observed sea-level change. The values of the correlation coefficients can range from 0 (no correlation) to 1 (strong positive correlation). We use the Pearson’s correlation coefficient. Additionally, this function also returns the p-value which is a measure of the probability that the correlation observed comes from a null hypothesis that there is no relationship between the two variables. When the p-value is smaller than the significance level (0.05 at 95% confidence level), the corresponding correlation is considered significant.

In the next step, we compared the steric-corrected altimetry time series with the time series of the ensemble mean (NOAA, EN4, SIO and JAMTEC) steric sea-level trend for the time interval January 2005–December 2015, based on the maximum differences between the different data sets.
The values of the correlation coefficients can range from −1 to 1, with −1 representing a direct, negative correlation; 0 representing no correlation; and 1 representing a direct, positive correlation. We use the `corrcoef` function provided by MATLAB to calculate the Pearson’s correlation coefficient. Additionally, this function also returns the $p$-values for testing the null hypothesis that there is no relationship between the observed phenomena. $p$-values range from 0 to 1, where values close to 0 correspond to a significant correlation and a low probability of observing the null hypothesis. When the $p$-value is smaller than the significance level (0.05 at 95% confidence level), the corresponding correlation is considered significant.

Figure 5 shows that in southern Greenland, the correlation is up to 0.7 with a 95% confidence level. There are some other regions where a positive correlation is also found, e.g., in the eastern tropical and south Pacific Ocean.

We also used the concept of explained variance $E$ (e.g., [44]) to compare the spatial fluctuations of the two time series (see Figure 6). The fraction of the variance of the steric-corrected altimetry-based sea-level explained by the fingerprints is defined by Equation (4):

$$E = 1 - \frac{\text{var}((\text{sealevel}) - (\text{fingerprints}))}{\text{var}(\text{sealevel})}$$

(4)

The explained variance can range from $-\infty$ to 1. However, the values shown in Figure 6 range between 0 and 25%, just to focus on the regions that show similar spatial fluctuations in both amplitude and phase. An explained variance of about 25% is observed in the south-eastern Greenland region, the same region where we found the negative trend in the steric-corrected altimetry-based sea-level and where the correlation between this variable and the fingerprints is up to 0.7, as previously mentioned. Accordingly, we conclude that among other contributions, the absolute sea-level fingerprints account for about 25% to the observed altimetry-based sea-level drop in the region nearby the Greenland ice sheet.

Figure 6. Explained variance map between steric-corrected altimetry and modelled absolute sea-level fingerprints time series for January 2005–December 2015.

As in [21], we also compared the steric-corrected altimetry-based sea-level and absolute sea-level fingerprints at basin scale. For that purpose, we computed the regional averages for 6 ocean basins: North Pacific (65° N–30° N), Tropical Pacific (30° N–30° S), South Pacific (30° S–50° S), North Atlantic (65° N–0°), South Atlantic (0°–65° S) and Indian ocean (up to 50° S). Figure S6 of the SM displayed the contours of the six ocean basins. The regional averages of the two variables (steric-corrected altimetry and absolute sea-level fingerprints) along with the associated Pearson’s correlation coefficient for each ocean basin are shown in Figure 7.
The curves in Figure 7 display important interannual variability and show significant correlations between steric-corrected altimetry and fingerprints. The Lomb–Scargle periodograms of each time series shown in Figure 7 are presented in Figure 8a,b. The Lomb–Scargle periodogram is a method that allows efficient computation of a Fourier-like power spectrum estimator for detecting and characterizing periodic signals in unevenly sampled data. We use the `plomb` function provided by MATLAB to calculate the power spectral density estimate of the quadratically detrended time series of interest. We consider 12 samples per year and represent the logarithm of the period in years. We also estimate the probability of detection of the estimated characteristic period, which measures the peak significance level. We set the threshold at the 95% confidence level. The detection probability shows the probability that a peak in the spectrum is not due to random fluctuations.

The regionally averaged absolute sea-level fingerprints all show a significant peak at ~3 yr, possibly related to the ENSO (El Niño-Southern Oscillation) signal in land hydrology and land ice melt. A ~3 yr peak is also seen in the steric-corrected altimetry, although with higher magnitudes than in the fingerprints. As in the altimetry and steric data, only a global mean trend and seasonal cycle were removed, the interannual variability of the mass component of the altimetry-based sea-level is still present in the residuals.

The high and statistically significant (95% confidence level) correlations seen in the North Pacific and Tropical Pacific Ocean basins (Figure 7) suggest a possible detectability of the interannual signal of the far-field fingerprints in the steric-corrected altimetry-based sea-level.

Figure 7. Regionally averaged time series of steric-corrected altimetry-based sea-level (in blue) and absolute sea-level fingerprints (in red) for 6 ocean basins: North Pacific (65° N–30° N), Tropical Pacific (30° N–30° S), South Pacific (30° S–50° S), North Atlantic (65° N–0°), South Atlantic (0°–65° S) and Indian ocean (up to 50° S); for January 2005–December 2015. A 6 month smoothing was applied to the basin averages. The R number represents the Pearson correlation between both variables in the corresponding ocean basin.
4.2. Comparison between GRACE Data Corrected for Atmospheric and Oceanic Loading and Modelled Relative Sea-Level Fingerprints

Figure 9 shows the regional trends of GRACE ocean mass change (corrected for atmospheric and oceanic loading) from the CSR mascon solutions with the global mean removed (similar results from the JPL solutions are shown in Figure S7 of the SM). The map shows negative trends around Greenland, a dipole pattern in the Atlantic Ocean with positive trends in the southern part and negative trends in the northern part. It also shows positive trends in the Tropical Pacific and south Indian Ocean. In addition, we can also observe the impacts of the 2004 Sumatra and 2011 Japan earthquakes.
Figure 9. Regional linear trend map of GRACE ocean mass (OM) from the CSR solution for the time interval January 2005–December 2015. The global mean linear trend has been removed. A 200 km buffer zone has been applied along the coasts.

In Figure S8 of the SM, we present the 1σ uncertainties provided by the JPL mascon solutions. The uncertainties are below 0.1 mm/yr over most of the ocean basins except for some specific locations, such as the earthquake regions.

It is worth noting that some of the spatial trend patterns shown in Figure 9 are also observed in the relative sea-level fingerprints (Figure 1, bottom panel): in particular, the negative trends encircling the Greenland ice sheet and the positive trends over the Southeast Atlantic Ocean. Figures 10 and 11 show the spatial Pearson correlation and spatial explained variance computed between the GRACE mascon solution and the relative sea-level fingerprints time series. Significant correlations are seen in most ocean areas. We conclude that the signature of the relative sea-level fingerprints is partly visible in the GRACE data corrected for atmospheric and oceanic loading, as well as for GIA.

Figure 10. Pearson’s correlation map between GRACE ocean mass (OM) and relative sea-level fingerprints time series for January 2005–December 2015. The map only shows positive correlations that are statistically significant at 95% confidence level.
Figure 11. Explained variance map between GRACE ocean mass (OM) and relative sea-level fingerprints time series for January 2005–December 2015.

It is worth recalling that the modelled relative sea-level fingerprints used GRACE data over land only (ice sheets, glaciers and river basins) to estimate the water mass redistribution, while here we use GRACE over the oceans to detect the corresponding fingerprints. There is thus no circular reasoning in this approach. In effect, even though the sea-level fingerprint calculation uses some information from GRACE on land, it is based on a sea-level equation that considers self-gravitational attraction and loading deformation. This allows us to infer that the spatial trend patterns observed in GRACE data over the oceans likely represent the regional fingerprint signal due to the present-day land ice melt plus terrestrial water mass changes. We suggest that this signal should be removed from GRACE when interpreting GRACE data over the oceans in terms of barotropic contribution of steric-induced circulation changes.

5. Discussion

This study presents an attempt to detect the spatial trend patterns of sea-level change due to the present-day land ice melt and terrestrial water storage change, i.e., the so-called barystatic-GRD fingerprints, in the altimetry-based sea-level data corrected for steric effects, as well as in GRACE data over the oceanic domain. The signal-to-noise ratio in altimetry residuals is still low and only in a few limited regions (e.g., around southern Greenland) the fingerprints seem detectable. We report a statistically significant correlation of 0.7 in regions south to Greenland, with an explained variance of ~25% between the steric-corrected altimetry and the modelled fingerprints. Overall, the correlation is poor globally. One cannot exclude that the fingerprint trend patterns are still hidden in the residual noise due to errors in small-scale, high-energetic signals in the altimetry and steric data. In effect, as discussed in the literature (e.g., [45]), several sources of errors affect the Argo-based steric data sets; for example, measurement errors, uneven sampling of the oceanic domain by Argo floats, processing methodologies for filling the data gaps and gridding, choice of the climatology, etc. It would not be surprising that the steric-corrected altimetry residuals are significantly contaminated by steric sea level uncertainties. This definitely needs further investigation.

Ref. [19] had corrected their fingerprints for the GIA effect using the model presented by [46], displayed in the top panel of Figure S9 of SM, whereas the altimetry sea-level and the GRACE ocean mass have been corrected using the ICE6G-D model from [30]. The two GIA models are shown in middle panel of Figure S9 of the SM. The GIA difference between ICE6G-D [30] and [46] is fairly small, within ±0.1 mm/yr in most regions (and up to 0.2 mm/yr in limited regions). The steric-corrected altimetry-based sea-level rates
(with mean rate removed) are up to $\pm 10$ mm/yr (see Figure 2), and the GRACE mascon ocean mass rates (with global mean removed) ranges within $\pm 5$ mm/yr (see Figure 9). Thus, the slight difference between the two GIA models, i.e., [30] and [46], will not affect our comparisons and conclusions.

Dividing the ocean domain into six ocean basins and regionally averaging the steric-corrected altimetry-based sea-level and absolute sea-level fingerprints gives us a different perspective on the detection of fingerprints by the altimetry data. The correlations between the two variables show that only in the North Pacific and Tropical Pacific Ocean (from 30° S up to 65° N), i.e., the so-called far-field, the steric-corrected altimetry seems able to detect the fingerprints. However, in these regions, the reported correlation most likely results from interannual variability seen in regionally averaged time series. This interannual correlation may not represent a direct cause–effect link, but rather the consequence of an ENSO-related forcing in altimetry-based sea-level on the one hand and in the land hydrology and land ice melt-related fingerprints on the other hand.

We have performed an EOF (Empirical Orthogonal Function) decomposition of the steric-corrected altimetry data. The spatial patterns and principal components are shown in Figures 12 and 13. Mode 1 represents the steric-corrected altimetry trend. The following modes (2 to 4) display the interannual/decadal signal that remains in the steric-corrected altimetry data, a consequence of not correcting for interannual variability of water mass. Figure 13 also shows the four first principal components of the EOF decomposition of the absolute sea-level fingerprints (red curves) (spatial patterns of the EOF decomposition of the absolute sea-level fingerprints are presented in Figure S10 of the SM). The principal components of modes 1 and 2 show correlations of $\sim 96\%$ and $60\%$, respectively. Modes 2 exhibit strong interannual variability. We conclude that the interannual variability present in the residuals clearly have a mass origin since it is correlated with the interannual variability of the fingerprints.

Another result of this study suggests that GRACE data (corrected for atmospheric and oceanic loading, and GIA) distinctly show the same trend signature as the relative sea-level fingerprints around Greenland, central Pacific and south Atlantic. This suggests that the relative sea-level fingerprint signal needs to be removed before interpreting the GRACE data over the oceans in terms of the barotropic contribution of steric-induced circulation changes.

![Figure 12](image1.png)

**Figure 12.** Modes 1, 2, 3 and 4 of the EOF decomposition of the steric-corrected altimetry-based C3S sea-level data for January 2005–December 2015.
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Figure 12. Modes 1, 2, 3 and 4 of the EOF decomposition of the steric-corrected altimetry-based C3S sea-level data for January 2005–December 2015.

Figure 13. Principal components (PC) 1, 2, 3 and 4 of the EOF decomposition of steric-corrected altimetry-based sea-level (in blue) and absolute sea-level fingerprints (in red) for January 2005–December 2015. The R number represents the Pearson correlation between both variables in the corresponding principal component.

6. Conclusions

In this paper, we compared the modelled absolute and relative sea-level fingerprints with steric-corrected altimetry-based sea-level data and with GRACE-based ocean mass data (corrected for GIA and atmospheric and oceanic loading), respectively. The goal was to detect the effects of the present-day land ice melt and terrestrial water mass change in the satellite data. We conclude that about 25% of the variability observed in the steric-corrected altimetry-based sea-level in the vicinity of the Greenland ice sheet may be explained by the absolute sea-level fingerprints. On the other hand, the relative sea-level fingerprints explain more than 70% of the variability observed in the GRACE-based ocean mass for the same region.

The principal components of the EOF decomposition of the steric-corrected altimetry and fingerprint variables show a good correlation. Thus, we state that the interannual variability present in the steric-corrected altimetry data has a dominant mass origin (as expected), as it is correlated with the interannual variability present in the fingerprints.

Finally, we compare the steric-corrected altimetry data with the fingerprints at six ocean basins. The results indicate the detectability of the interannual component of the far-field fingerprints in the steric-corrected altimetry-based sea-level.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/rs13224667/s1, Figure S1: Absolute and relative sea-level fingerprints from the GRACE JPL solution; Figure S2: Differences between GRACE CSR and JPL solutions for absolute and relative sea-level change fingerprints; Figure S3: Uncertainties in absolute and relative sea-level change fingerprints; Figure S4: ICE6G-D GIA trend map for absolute sea level; Figure S5: Correlation map between steric-corrected altimetry-based sea-level and steric 1.65σ uncertainty; Figure S6: Contours of ocean basins; Figure S7: Trend map of the JPL GRACE mascon solution; Figure S8: Trend uncertainty of the JPL GRACE mascon solution; Figure S9: GIA trend maps of Caron et al. (2018) and Peltier et al. (2018); Figure S10: Spatial trend patterns of the EOF decomposition of the absolute sea-level fingerprints.
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