Abstract

CNNs are the dominant method for creating face embeddings for recognition. It might be assumed that, since these networks are distinct, complex, nonlinear functions, that their embeddings are network specific, and thus have some degree of anonymity. However, recent research has shown that distinct networks’ features can be directly mapped with little performance penalty (median 1.9% reduction across 90 distinct mappings) in the context of the 1,000 object ImageNet recognition task. This finding has revealed that embeddings coming from different systems can be meaningfully compared, provided the mapping. However, prior work only considered networks trained and tested on a closed set classification task. Here, we present evidence that a linear mapping between feature spaces can be easily discovered in the context of open set face recognition. Specifically, we demonstrate that the feature spaces of four face recognition models, of varying architecture and training datasets, can be mapped within with no more than a 1.0% penalty in recognition accuracy on LFW. This finding, which we also replicate on YouTube Faces, demonstrates that embeddings from different systems can be readily compared once the linear mapping is determined. In further analysis, fewer than 500 pairs of corresponding embeddings from two systems are required to calculate the full mapping between embedding spaces, and reducing the dimensionality of the mapping from 512 to 64 produces negligible performance penalty.

1. Introduction

Convolutional Neural Networks (CNNs) are the state-of-the-art for embedding faces to represent individuals in biometrics applications, with many achieving well over 99% accuracy on face recognition benchmark datasets [6, 12, 26, 32]. There are a variety of network architectures and training methodologies used for constructing these embeddings, and much of the modern research focuses on enhancing those structures in ways that improve accuracy. Others have investigated what information these feature vectors encode and when they may be similar [11, 22, 23]. What is not well understood, however, is whether embeddings from one network can be meaningfully compared to embeddings from other networks. It is straightforward to understand that direct distance-based comparisons are likely useless, since at a minimum, even if two networks converged on the same individual features, nothing about common training protocols prevents one encoding from being a permutation of the other. Further, this simple issue of permuted features does not even touch the deeper issue of some underlying equivalence.

The question of equivalent, or comparable, feature embeddings leads naturally to the question of whether
is some discoverable mapping that facilitates comparison. Such mappings have already been shown to exist in a related context [15, 16], namely CNNs trained on and applied to the 1,000 object ImageNet dataset. Specifically, McNeely-White [16] demonstrated that an approximate linear mapping could be calculated from a set of corresponding feature vectors from two CNNs. Further, an exact linear mapping can be calculated directly from the actual weights in the input to the softmax layer of the two CNNs.

CNN generation for face recognition differs from the ImageNet [23] context in several important ways. For example, face embeddings often incorporate varying feature normalization constraints along with training loss functions, such as center loss, which might destroy linear mappings between networks. Further, after training face systems typically use a distance-based nearest-neighbor process to accomplish open-set face identification and verification. Put simply, while CNNs applied to ImageNet rely upon an unchanging set of 1,000 object labels, by design, CNNs for face recognition must generalize to an entirely new set of instances (i.e., people). Given these differences, as well as others, testing whether the basic findings by McNeely-White et al. [15, 16] extend to faces is important. This paper presents such tests along with findings indicating mappings are easily discovered between four distinct face-recognition CNNs. In addition, by using these mappings, face vectors from one may be directly compared to vectors from another. Figure 1 provides an overview of both our approach and findings.

The implications of our findings are broad, and of practical importance. One particularly practical implication concerns privacy. In essence, consider this potential method for determining the identity of an individual from an unlabeled embedding. First, obtain roughly 400 paired face vectors, one from the same system which generated the unlabeled embedding along with corresponding vectors from a known system and use these to calculate the mapping between embeddings. Next, use this mapping to create a version of the unlabeled embedding which may be used to retrieve the unknown identity from the second system’s enrollment set. The implications are significant for anyone assuming that a nonlinear CNN-based embedding system is adequate to obfuscate individual identities; for example, the privacy-conscious face re-identification system proposed by Seyed Ali Miraftabzade et al. [17].

The remainder of this paper is organized as follows. Section 2 covers others’ related work studying the features of face recognition systems, including feature fusion and transfer learning. Section 3 describes the datasets and networks we used, in addition to our experimental methodology. Section 4 presents our results applying our linear mappings and our analysis of these mappings.

2. Related Work

In this work we study feature embeddings of face recognition models. Others have studied feature embeddings for various purposes also. These embeddings or vectors are usually the output of final layers of neural networks trained to cluster images [6, 20, 30]. Indeed, the dot product of two images’ normalized embeddings is often used as a similarity score to rank the likelihood that they are of the same person [6, 30]. Note that these measures are often grouped under the heading “cosine distance.”

Early on, neural network implementations did not generalize well across domains, failing when presented with confounding factors such as illumination [22]. With the introduction of richer training datasets, neural networks generalize better, and achieved high performance on complex evaluation datasets [26, 33]. It has also been established that these feature embeddings contain information about image features such as the angle of view of the face, media type, or position of the face in the image [4, 20]. Still, while neural networks now encode information about these variations in images, and tend to generalize across them, it has been noted that the feature embeddings of different networks can encode information differently, such as pose, illumination, and local features [2]. Indeed, others have found that the feature embedding spaces of networks also cluster in certain semantic ways beyond just identity, such as by gender, ethnicity, and illumination [19]. This gap in encoded information has been exploited by various methods including feature fusion. By combining the feature encodings from two different networks, it has been shown in some cases that facial recognition accuracy can be improved significantly [12]. What’s more, some have created mappings within a given feature space which effectively reduce large pose variations [4]. We also consider feature embeddings, but we create mappings between networks which simply encode the differences between embedding spaces.

In another direction, some have investigated what effect certain model choices have on feature quality and robustness. Fine-tuned models have been shown to generate better features for the related task of iris recognition [3]. Various hyperparameter choices, such as data augmentation, architecture, and choice of layer to take embeddings from have been investigated for their efficacy in generating features from deep CNNs [29]. The differences in accuracies found by these studies further suggests that feature embeddings from different networks will encode different information. We also analyze features, but, in contrast to these efforts, we find similarities in features, though we compare across networks.

Others research shows that the feature spaces are able to be greatly compressed — standard feature spaces of dimension 512 or 1024 contain enough degrees of freedom to fully encode every human face, and typically the di-
mension of these spaces can be reduced by up to 10 times with only minor drops in accuracy [20]. Sixue Gong et al. [8] has demonstrated similar results also, compacting 512-dimension SphereFace [14] embeddings to 16 dimensions with moderate performance penalty. In Sections 4.1 and 4.2 we find that relatively little information is necessary to generate high quality mappings, which may be due to the same effects studied by these works.

As mentioned in the introduction, networks trained on ImageNet have been shown to have near linear-equivalent pre-logit feature spaces [15, 16]. This prior work shares a number of similarities to our own, but we expand upon those works by considering a different domains and other network architectures. The ILSVRC2012 dataset is an image-classification system and the networks considered by McNeely-White et al. [15, 16] did not strictly use feature embeddings for classification as with common face recognition models. Their models also were not trained to generate feature embeddings, and so share a strong relationship simply by their common logit space.

Both the work we present here and transfer learning share an underlying concern for how feature spaces behave in response to changes in training and testing and transfer learning has been shown to be applicable to various face-related tasks [7, 18, 19]. However, where transfer learning adapts an existing model successful in one domain to a different domain, the work presented here keeps the domain fixed and instead explores the differences between feature spaces generated by different networks.

3. Methods

In this section, we first introduce the datasets (3.1) and networks (3.2) used in our experiments. We then detail the methods used for fitting (3.3) and analyzing mappings (3.4).

3.1. Datasets

As listed in Table 1, we use four face datasets: VGGFace2 [5], CASIA-WebFace [33], MS-Celeb-1M [10], and Labeled Faces in the Wild (LFW) [12]. A key research question our experiments address is whether face feature vectors obtained by networks trained on different individuals are comparable, and comparable within an open set context. Therefore the VGGFace2, CASIA-WebFace, and MS-Celeb-1M datasets were used for training, as more fully described in Section 3.2. The LFW dataset is reserved for all comparisons of recognition performance using different feature space mappings.

3.1.1 Training Datasets

VGGFace2 is composed of images drawn from Google Image Search; it comprises 3.31 million images of 9,131 subjects. The goal of the dataset was to have a large number of images and subjects that cover a variety of attributes while minimizing label noise [5].

CASIA-WebFace consists of 494,414 images of around 10,575 subjects. It is composed of photos of celebrities born between 1940 and 2014, drawn from the IMDB website, and is intended for use in training algorithms to be evaluated on LFW [33].

MS-Celeb-1M (also MS1M) is a dataset of 10 million images of 100,000 celebrity subjects. At time of its publication, it was the largest publicly available face dataset [10].

3.1.2 LFW

LFW contains 13,233 images of 5,749 people along with a well defined and simple evaluation protocol.

| Name     | CNN            | Loss function     | Training Dataset | Accuracy on LFW    | Accuracy on YTF   |
|----------|----------------|-------------------|------------------|--------------------|--------------------|
| Model-IC | InceptionResNetV1 | Softmax + Center  | CASIA-WebFace    | 99.03% ± 0.42%     | 92.49% ± 1.13%     |
| Model-IV | InceptionResNetV1 | Softmax + Center  | VGGFace2         | 99.47% ± 0.37%     | 95.51% ± 1.05%     |
| Model-MM | MobileNetV2     | ArcFace           | MS-Celeb-1M      | 98.70% ± 0.50%     | 86.64% ± 1.55%     |
| Model-RM | ResNet50V2      | ArcFace           | MS-Celeb-1M      | 99.40% ± 0.46%     | 91.20% ± 0.96%     |

Table 1: The datasets used in our experiments. The first three datasets were used to train networks used in our experiments. The fourth, LFW, was used to test mappings between feature spaces.

Table 2: Configuration and accuracy of each model. A shortened name is provided for use in other tables. Note these accuracy values are calculated by internal verification and differ from the stated values for each model’s source publication (note also that these models are not the official standards associated with the publications).
The protocol involves 10 pre-determined subsets of matching and non-matching image pairs to be evaluated using in 10-fold cross validation. Each fold’s similarity threshold is determined over the nine training subsets and that threshold is used for calculating the accuracy on the remaining validation fold. Following this now very commonly used protocol below we will be reporting average accuracy over these 10 folds [12]. Generally, it is recognized that overall performance on LFW is very high, leaving little room for absolute improvement. However, what we need is a well understood dataset on which we can quantify recognition accuracy drops when mapping between feature spaces. For this purpose LFW is a good choice.

### 3.1.3 YouTube Faces

YouTube Faces (YTF) [31] contains 3,425 videos of 1,595 people and an evaluation protocol similar to LFW. There are an average of 181.3 frames per video.

As with LFW, 10 pre-determined subsets of matching and non-matching video pairs are evaluated using 10-fold cross validation. When comparing videos, it is common to either average the embeddings for the first 100 frames, and use the resulting single average embedding in place of the video [30] [6]. Other approaches include averaging the similarity between all pairs of frames [26]. Again, similarity thresholds are determined over the 9 training subsets, and accuracy at that threshold is reported over the remaining validation fold.

YTF provides a dataset for determining set-to-set accuracy that requires a stronger ability for models to be invariant to pose or occlusions due to the video format. In contrast to LFW, it provides a dataset that is more difficult for the models to determine how well our mapping results generalize to more complex data.

### 3.2. Networks

We use four pre-trained face recognition CNNs obtained from two open-source GitHub repositories, as described both below and in Table [2]. All four networks generate feature embeddings in $\mathbb{R}^{512}$ and achieve greater than 99% accuracy on LFW. The first two were trained using center loss on CASIA-WebFace and VGGFace2. The second two were trained using ArcFace loss on MS-Celeb-1M. It should be noted that prior work has demonstrated that it is not necessary for the number of dimensions per model to match [15] [16].

The first two networks use center loss for training, which is a loss function designed to work alongside softmax loss. The goal of this loss function is to cluster features belonging to the same class together, in addition to the separation of classes that softmax loss gives. During training, each class has an associated center that is moved as the feature embedding space changes. The center loss for a given input image is calculated as the distance from its feature embedding to the associated class center. Total loss is calculated as the sum of the center and softmax losses. Wen et al. [30] experimentally demonstrated that center loss outperforms softmax loss by itself, and methods such as triplet loss [26] that are commonly used for face verification (accuracy = 99.28% on LFW, 94.9% on YTF).

We consider two networks trained with center loss and a softmax classifier, both trained by David Sandberg and available on GitHub [13]. Both of those models use the same CNN architecture, starting with a multi-task CNN (MTCNN) to align faces, which are converted to feature embeddings via an Inception-ResNet-v1 [27] CNN, before being mapped to the unit hypersphere via L2-normalization. The CNNs were trained using a softmax classifier with combined cross-entropy and center loss on the normalized features. Training also involves data augmentation through random image crops and flips. One of these models (Model-IC) was trained on CASIA-WebFace and achieves an accuracy of 99.05% on LFW and the other (Model-IV) was trained on VGGFace2 and achieves an accuracy of 99.65% on LFW as reported in their GitHub repository [24].

We consider two networks trained with ArcFace loss, both trained by Kuan-Yu Huang and available on GitHub [13]. Faces are again aligned using an MTCNN, then passed into either MobileNet-v2 [25] or ResNet50-v2 [11]. Training loss is calculated from the resulting feature embeddings via cross-entropy loss using a softmax classifier, including an additive angular margin penalty as described by the ArcFace authors [5]. ArcFace loss is another, more recent, loss function designed to address shortcomings of softmax and triplet loss. It is a modification of softmax loss to constrain feature embeddings to the unit-hypersphere and emphasize the angle between data points rather than the Euclidean distance between them. The authors report a 99.53% accuracy on LFW and 98.02% on YTF [6]. During inference, embeddings are generated then normalized. Training also involves data augmentation through random image flips and crops as well as randomized saturation and brightness adjustments. The MobileNet-v2 model (Model-MM) trained on MS-Celeb-1M achieves 99.35% accuracy on LFW, and the ResNet50-v2 model (Model-RM) trained on MS-Celeb-1M achieves 98.67% accuracy as stated in their GitHub repository [13].

These pre-trained models are used to generate pairs of feature embeddings over all 6,000 image pairs specified in the LFW dataset [12] and 5,000 video pairs specified in the YTF dataset [31]. In the case of YTF, a single embedding per video is produced by averaging the embeddings produced from the first 100 frames. Accuracy is measured by

https://github.com/peteryuX/arcface-tf2

https://github.com/davidsandberg/facenet
performing 10-fold cross-validation on aligned image embeddings as specified by the Image Restricted, labeled outside data protocol documented in LFW and YTF [12] and previously in Section 3.1.2. Specifically, for each fold a cosine distance threshold is found which maximizes accuracy (i.e., labels the most image pairs correctly as matched or mismatched) over nine training partitions. Using the remaining validation partition, accuracy is measured using the same threshold. This process is repeated for each of 10 folds given by the LFW dataset in pairs.txt and the YTF dataset in pairs.csv and averaged to produce a final accuracy measurement.

All four models were internally validated to within 0.01% of stated accuracies on LFW. However, the margin between stated accuracies and internal validation is much larger using YTF, likely due to differences in image preprocessing. See Table 2 for model descriptions and the accuracies we reproduced internally. Additional training details such as learning rate schedules, optimizers, and specific software details are documented at the source repositories. Importantly, each model differs from another by either architecture, dataset, or both.

3.3. Fitting Linear Maps

We are interested in seeing how well the feature embeddings of one source network are able to replicate the embeddings of another target network. To do this, we generate linear mappings that transform the feature embedding space of a source network to the feature embedding space of a target network. These linear mappings are fit during the LFW/YTF evaluation process using a process similar to that described in [15] and detailed below. Importantly, linear mappings were chosen since they demonstrate the simplicity of the relationship between embedding spaces, if successful.

During the evaluation of one fold of LFW or YTF, the set of matched image pairs that have both images representing the same individual, $(x_t, y_t), t = 1, ..., m$, from the nine training folds are used as training data for fitting the linear mapping. For reference, each LFW fold contains 300 matched and 300 mismatched pairs, so $m = 9 \times 300 = 2,700$. Then, we can use the source network, $f_1 : \text{image space} \to \mathbb{R}^{512}$, and the target network, $f_2 : \text{image space} \to \mathbb{R}^{512}$ to construct the matrices of feature embeddings

$$S = \begin{bmatrix} f_1(x_1)^T \\ \vdots \\ f_1(x_m)^T \end{bmatrix} \quad \text{and} \quad T = \begin{bmatrix} f_2(y_1)^T \\ \vdots \\ f_2(y_m)^T \end{bmatrix}. \quad (1)$$

These $S$ and $T$ matrices are used to train a ridge regression classifier in Python’s scikit-learn package [21] that minimizes

$$||S \cdot M - T||_2^2 + ||M||_2^2 \quad (2)$$

for the mapping matrix $M \in \mathbb{R}^{512 \times 512}$.

Then, given this mapping, we can calculate the cosine distance between two images, $x$ and $y$, as

$$d(x, y) = 1 - \frac{(f_1(x)^T \cdot M) \cdot f_2(y)}{||f_1(x)^T \cdot M||_2 \cdot ||f_2(y)||_2}. \quad (3)$$

The distance $d$ is used to calculate an optimal threshold, $\tau$, for the training folds, which is then used with $d$ to determine if a pair of images are of the same individual on the validation fold, as is standard for LFW. This process is demonstrated in Figure 2.

3.4. Sensitivity to Number of Corresponding Pairs

To better understand the amount of correspondence necessary to create these mappings, we also perform an sensitivity analysis using LFW. This involves the same process as described previously, but rather than using all 2,700 matching pairs, we sample a subset of $1 \leq p \leq m$ of them for fitting the linear map. We perform this during each fold simply by randomly selecting the $p$ training pairs from all of the matching pairs available, and calculating the mean accuracy over all folds for that number of pairs. By recording the accuracy achieved using fewer pairs for training at each fold, we are able to discern the number of corresponding pairs necessary to reliably map between embedding spaces. We record the accuracy achieved for 100 values of $p$ distributed uniformly between 1 and 2,700.

4. Results

The accuracies for each mapping fit are shown in Tables 3 and 4. The loss in accuracy introduced by linear mapping is at most 1.0% for LFW, and 13.9% for YTF. In our experiments, Model-MM is outperformed by other models by a large margin, which may account for the poor performance of mappings to and from its feature space. Indeed, excluding Model-MM reduces the maximum mapping performance penalty on YTF by more than half. Further, the images in YTF are generally lower quality due to motion blur or distance, which may account for greater disparities in performance. Regardless, the ability for one network’s features to robustly replicate another’s demonstrates a near-linear equivalence of the feature spaces. Although some information does not transfer, the vast majority of information that is encoded by each network is equivalent. This finding is in contrast to previous results that methods such as feature fusion increase the accuracy of the networks [1, 2]. However, we note that the small amount of information not encoded by this linear transform may result in the increases in accuracy revealed in those experiments.

We also consider the case where $M$ is the identity mapping in order to demonstrate that the embeddings generated by the four networks are not directly comparable. In this
Figure 2: The pipeline used for evaluating the linear mappings. Both networks use separate multi-task CNNs (MTCNN) to detect and align the faces. The networks are then used to generate feature embeddings in $\mathbb{R}^{512}$. The linear mapping is used to map the feature embedding of the source network ($f_1$) into the feature space of the target network ($f_2$). Finally, the distance $d$ between the embeddings is computed and compared against the matching threshold $\tau$; often distance is simply one minus the cosine of the angle between embedding vectors. *In the case of YTF, embeddings are generated for the first 100 frames of the video, then averaged to produce a single embedding per video.

Table 3: The accuracy of each network when mapped, using LFW. Diagonal elements correspond to the unmodified accuracy of each model (see Table 2). Off-diagonal elements correspond to the accuracy obtained when comparing features across networks, with the “From” model’s features mapped by linear transformation to approximate the “To” model’s features. The maximum drop in accuracy introduced by any mapping is 1.0%. The number in parentheses indicates the performance when comparing embeddings across networks directly—without mapping. Note that for the LFW validation set, 50% accuracy corresponds to random chance.

| From    | Model-IC | Model-IV | Model-MM | Model-RM |
|---------|----------|----------|----------|----------|
| Model-IC | 99.03%   | 98.98%   | 98.32%   | 98.67%   |
| Model-IV | 98.82%   | 99.47%   | 98.63%   | 98.48%   |
| Model-MM | 98.07%   | 98.50%   | 98.70%   | 98.32%   |
| Model-RM | 98.60%   | 98.78%   | 98.52%   | 99.40%   |

Table 4: The accuracy of each network when mapped, using YTF. The format is identical to Table 3. The maximum drop in accuracy introduced by any mapping is 13.9% when mapping Model-IV’s embeddings into the embedding space of Model-MM.
case, as shown parenthetically in Tables 3 and 4, the accuracy drops drastically to nearly random (50% in these cases). Although, when converting between the two models trained using center loss, there is a non-trivial increase above random, suggesting that those two networks may have some features of their embedding space that are easy to translate between. The results of these experiments clearly show that the embedding spaces generated by all 4 models are separate and distinct when compared directly, but can be reliably converted using a simple linear transformation.

Figure 3: Quantifying how the number of corresponding pairs of embeddings available alters the quality of linear mapping for Model-IC mapped to Model-RM (a) and Model-IV mapped to Model-IC (b). The orange line indicates the mean accuracy achieved by mapping using all training pairs. The blue line shows the mean accuracy (y-axis) of this mapping using a reduced number of pairs (x-axis). The red dot shows the number of pairs which produce an accuracy drop of 1%. Note: while the number of training pairs available to the mapping is reduced, all pairs are included in the search for optimal distance threshold for use on the held-out test pairs.

4.1. Sensitivity Results

The accuracy obtained by fitting mappings using a reduced number of corresponding image pairs is shown in Figure 3. This figure includes two selected mappings: Model-IC to Model-RM (Figure 3a) and Model-IV to Model-IC (Figure 3b). These two examples bound the remaining mappings (i.e., they are the best- and worst-performing in terms of the number of pairs necessary to train a mapping that performs 1% worse as indicated by the red dot). Summarizing all such analyses, only about 200 to 400 image pairs are necessary to fit a mapping which performs 1% worse than one which uses all 2,700 pairs. This demonstrates that relatively little information is required to generate high-quality mapping, in contrast to the large (100,000+) number of samples necessary to train the embedding networks themselves. As discussed in Section 2, others have demonstrated that the underlying dimensionality of these spaces is much smaller than 512 [8, 20, 28], the small number of corresponding pairs required to generate a mapping still speaks to the simplicity of the relationship between feature spaces.

4.2. Ablation

The embeddings generated by these models are 512-dimensional, but the actual data generated by the models is a subspace of $\mathbb{R}^{512}$. As described in Section 2, Sixue Gong et al. [8] showed that 512-dimension embeddings can be reduced to as few as 16 dimensions without significant decrease in representational ability on the underlying dataset.

Due to the nature of our mappings, we are able to analyze the dimensionality of the mapping between the subspaces by analyzing the mapping matrices.

We can investigate the dimensionality of our mappings to determine how the transformation of these subspaces is done. Specifically, although the mapping matrices are “full rank,” the singular values associated with these matrices have a steep dropoff. In most cases upwards of 99% of the variance of the mapping matrices is accounted for by the first 50 to 100 singular values. By calculating a singular value decomposition of the mapping matrices and truncating all but the largest singular values, we can construct lower rank approximations to the original mapping. As shown in Figure 4, there is very little reduction in accuracy until only 64 singular values are kept. In most cases, somewhat reasonable accuracy is maintained with as few as 16. This suggests that the embeddings being mapped between lie in low dimensional subspaces of the full embedding dimension, and that those subspaces can be mapped between linearly.

5. Conclusion

We have established a linear near-equivalence between 4 face recognition CNNs: Model-IC, Model-IV, Model-MM and Model-RM, as reported in Table 2. Care was taken to vary the choice of architecture, the choice of loss function and the choice of training data. Given the differences between the four models, it is significant that all four CNNs generated feature vectors for faces which are nearly equivalent when the linear mapping between embedding spaces is
calculated. The implications of this finding are clear and far-reaching: if multiple models of varying architecture, training dataset, and training loss produce features which can be accurately compared after only a linear transformation, it implies that there is a shared structure among each of their feature spaces. In other words, besides in the case of null spaces, a linear transformation is structure-preserving. This means that each of these feature spaces shares a common structure, despite no single common training dataset nor architecture. If this is indeed true of other CNNs trained on other face datasets, it implies that the structure of CNN feature spaces is dependent only on the task.

The existence of near linear equivalence between the embeddings spaces for these different CNNs has further practical implications. First, as already mentioned in the introduction, our findings represent a cautionary tale for any system designer who hopes to obfuscate an individual’s identity via CNN embeddings. By use of relatively few corresponding embeddings, embeddings generated from an unknown model may be compared to embeddings from potentially many other models. One could then conceivably compare unlabeled embeddings from the unknown source to labeled embeddings from another source to determine the identity of an individual. This strongly suggests that, like other forms of identity, the embedding generated from the face of a person should be stored in a secure manner.

While the implications for privacy might be viewed as unfortunate, there are two positive implications. Namely, our findings suggest that interoperability between different face embedding standards may be a simpler task than it might at first appear. Indeed this implication can be taken further. What emerges from a view that different CNNs map to spaces which are easily moved between by use of linear operators is a broader picture, i.e. there is essentially one underlying embedding space. What CNNs are discovering is a particular variant of this underlying embeddings space. By this line of reasoning, it becomes interesting to speculate about what might be a means of capturing some quintessential canonical form for the embedding space.

Finally, perhaps the most interesting question we can close with is this: what will it mean when we start expanding our suite of machine learning models and associated embedding spaces so that we actually find an embedding space which does not have such a strong linear relationship with the rest? This gets to the heart of questions related to what is, and is not, common between machine learning models. For our part, we end with the suggestion that it may become routine to test for linear equivalence as part of the formal process of assessing the novelty and value of a new face recognition system.
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