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In this paper, we propose a Bayesian spectral deconvolution considering the properties of peaks in different energy domains. Bayesian spectral deconvolution regresses spectral data into the sum of multiple basis functions. Conventional methods use a model that treats all peaks equally. However, in X-ray absorption near edge structure (XANES) spectra, the properties of the peaks differ depending on the energy domain, and the specific energy domain of XANES is essential in condensed matter physics. We propose a model that discriminates between the low- and high-energy domains. We also propose a prior distribution that reflects the physical properties. We compare the conventional and proposed models in terms of computational efficiency, estimation accuracy, and model evidence. We demonstrate that our method effectively estimates the number of transition components in the important energy domain, on which the material scientists focus for mapping the electronic transition analysis by first-principles simulation.

I. INTRODUCTION

X-ray absorption near edge structure (XANES) appears in the energy region of ~50 eV around the X-ray absorption edge. It comes from the X-ray absorption due to electronic transitions from a core level to unoccupied band states for the element selected by the edge energy of X-ray absorption. XANES spectra are measured in condensed matter research because they offer crucial physicochemical information. They markedly change with the atom valence, the crystal field dependent on microscopic symmetry, and chemical bonding states. The experimental results of XANES are compared with the density of states (DoS) obtained by first-principles calculations, and the electronic states are discussed.

XANES spectra contain multiple peaks and step structures. It is necessary to decompose the spectrum into these components to extract information about electronic transitions. However, estimating the number of peaks and each peak’s width, position, and intensity is generally challenging since the spectrum is often complex and multimodal. A naive approach is least-squares fitting by the steepest descent method, but it cannot avoid the local minima. Local minima show results that depend on the initial values, making the analysis arbitrary.

An effective approach for the analysis of XANES spectra is Bayesian spectral deconvolution, where the following spectral parameters can be estimated: position, width, and intensity of the basis function. In previous studies, the exchange Monte Carlo method (EMC) was used to get out of the local solution and approach the optimal global solution. EMC makes it possible to sample from the posterior distribution of spectral parameters. The number of peaks and noise variance can also be estimated by maximizing a function called the marginal likelihood.

Previous studies on Bayesian spectral deconvolution used the regression function treating all peaks equally. However, the properties and physical background of XANES spectra differ in the high- and low-energy domains. Conventional methods have not fully utilized these differences.

In this work, we propose the energy-domain-aware regression model for Bayesian spectral deconvolution. It incorporates the prior knowledge that XANES spectra have sharp peaks in the low-energy domain and broad peaks in the high-energy domain. Our proposed model enables us to discuss the number of peaks in each energy domain separately and shows its superiority in convergence, sampling efficiency, estimation accuracy, and model evidence compared with the conventional model. This was confirmed via synthetic data analysis.
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This paper is organized as follows. In Sect. 2, we introduce the framework of the Bayesian spectral deconvolution. We describe our model and show that our model contains the conventional model depending on the design of prior distributions. In Sect. 3, we compare the conventional and proposed models and verify our framework via synthetic data analysis. In Sect. 4, we present our discussion and conclude this paper.

II. FRAMEWORK

A. Model

In XANES spectra, peaks in the low-energy domain reflect discrete electronic transitions from the atomic core levels to unoccupied states or valence bands. In contrast, peaks in the high-energy domain reflect transitions to continuum states, also observed in extended X-ray absorption fine structure (EXAFS). Thus, peaks in the low-energy domain are focused for mapping to the electronic transition analysis by first-principles simulation. The shape of the peak reflects the transition probability and density of states. In the high-energy domain, the probability of electronic transitions is low because the nucleus weakly affects the continuous level. Large sharp peaks tend to be seen in the low-energy domain, and small, broad peaks tend to be seen in the high-energy domain.

Figure 1 shows the synthetic data and model. Figure 1(a) shows an example of the synthetic spectrum generated assuming XANES data measured at the O-K edge (543.1 eV) of Li$_5$La$_3$Ta$_2$O$_{12}$, which has a complex structure in the low-energy domain. Li$_5$La$_3$Ta$_2$O$_{12}$ is expected to be used as a solid electrolyte material. Figure 1(b) shows the spectrum components; the XANES spectrum consists of peaks and a step structure called the absorption edge. At least one of the peaks appears near the absorption edge and is called the white line.

We propose a model that discriminates the peaks below and above the absorption edge. We assume that there are $K_1$ peaks below the absorption edge and $K_2$ peaks above the absorption edge. The spectral function $f(E; \theta, K)$ for the incident energy value of $E \in \mathbb{R}$ can be written as

$$f(E; \theta, K) := f_{\text{step}}(E; \theta_{\text{step}}) + f_{\text{peak}}(E; \theta_{\text{peak}}, K),$$

where the first term represents the absorption edge and white line. The second term represents the $K_1 + K_2$ peaks, where $K := (K_1, K_2)$ is the parameter of the number of peaks. $\theta = \{\theta_{\text{step}}, \theta_{\text{peak}}\}$ is the spectral parameter. We use the arctangent function for the model of the step structure. The shape of peaks depends on the instrumental resolution. If the instrumental resolution is smaller than the intrinsic lifetime broadenings, peaks have the Lorentzian lineshape. On the other hand, if the instrumental resolution dominates, peaks have a Gaussian lineshape.

Our framework is envisioned to be applied most recently to XANES data measured at the O-K edge in Saga Light Source (SAGA-LS), and we use the Gaussian for the model of peaks because the instrumental resolution dominates. The following discussion does not lose its generality when the Gaussian is replaced by the Lorentzian or pseudo-Voigt function.
The function $f_{\text{step}}(E; \theta_{\text{step}})$ is defined as

$$f_{\text{step}}(E; \theta_{\text{step}}) := H \left\{ \frac{1}{2} + \frac{1}{\pi} \arctan \left( \frac{E - E_0}{\Gamma/2} \right) \right\} + A \exp \left\{ -4 \ln 2 \left( \frac{E - (E_0 + \Delta E)}{\omega} \right)^2 \right\},$$

(2)

where $\theta_{\text{step}} = \{H, E_0, \Gamma, A, \Delta E, \omega\}$ is the parameter set.

Hartree atomic units are used here. Here, $H$, $E_0$, and $\Gamma$ are the step’s height, position, and width, respectively. $A$, $E_0 + \Delta E$, and $\omega$ are the white line’s height, position, and width, respectively.

The function of $K_1 + K_2$ peaks is defined as

$$f_{\text{peak}}(E; \theta_{\text{peak}}, \mathcal{K} = (K_1, K_2)) := f_1(E; \theta_1, K_1) + f_2(E; \theta_2, K_2),$$

(3)

$$f_1(E; \theta_1, K_1) := \sum_{k_1=1}^{K_1} F_{k_1} \exp \left\{ -4 \ln 2 \left( \frac{E - E_{k_1}}{W_{k_1}} \right)^2 \right\},$$

(4)

$$f_2(E; \theta_2, K_2) := \sum_{k_2=1}^{K_2} F_{k_2} \exp \left\{ -4 \ln 2 \left( \frac{E - E_{k_2}}{W_{k_2}} \right)^2 \right\},$$

(5)

where $\theta_{\text{peak}} = \{\theta_1, \theta_2\}$, $\theta_1 = \{F_{k_1}, E_{k_1}, W_{k_1}\}_{k_1=1}^{K_1}$, and $\theta_2 = \{F_{k_2}, E_{k_2}, W_{k_2}\}_{k_2=1}^{K_2}$ are parameters and represent each peak’s height, position, and width, respectively. The function $f_1(E; \theta_1, K_1)$ represents the $K_1$ peaks below the absorption edge and the function $f_2(E; \theta_2, K_2)$ represents the $K_2$ peaks above the absorption edge. The peak positions must satisfy the conditions $E_{k_1} < E_0, E_{k_2} > E_0$.

We assume that an observed spectral intensity $I$ is obtained as the sum of model $f(E; \theta, \mathcal{K})$ and noise $\epsilon$ as

$$I = f(E; \theta, \mathcal{K}) + \epsilon.$$  

(6)

We assume that noise $\epsilon$ is generated from a Gaussian distribution with zero mean and variance $1/b$. The conditional probability of observing $I$ given model $f(E; \theta, \mathcal{K})$ is then given by

$$p(I|E, \theta, \mathcal{K}, b) = \left( \frac{b}{2\pi} \right)^{ \frac{1}{2} } \exp \left\{ -\frac{b}{2} |I - f(E; \theta, \mathcal{K})|^2 \right\},$$

(7)

where $b$ is called precision. Assuming that we have a data set $D := \{E_i, I_i\}_{i=1}^{N}$ consisting of $N$ observed data, the conditional probability $p(D|\theta, \mathcal{K}, b)$ is given by

$$p(D|\theta, \mathcal{K}, b) = \prod_{i=1}^{N} p(I_i|E_i, \theta, \mathcal{K}, b)$$

(8)

$$= \left( \frac{b}{2\pi} \right)^{ \frac{N}{2} } \exp(-Nb\mathcal{E}_N(\theta, \mathcal{K})),$$

(9)

where $\mathcal{E}_N(\theta, \mathcal{K})$ is the error function of the fitting function $f(E; \theta, \mathcal{K})$:

$$\mathcal{E}_N(\theta, \mathcal{K}) = \frac{1}{2N} \sum_{i=1}^{N} [I_i - f(E_i; \theta, \mathcal{K})]^2.$$  

(10)

### B. Bayesian formulation

Bayesian spectral deconvolution treats the data set $D$, spectral parameter $\theta$, the parameter of the number of peaks $\mathcal{K}$, and the inverse noise variance $b$ as random variables. We assume that $\mathcal{K}$ and $b$ are generated subject to the probabilities $p(\mathcal{K})$ and $p(b)$, respectively, $\theta$ is generated subject to the probability $p(\theta|\mathcal{K})$, and data set $D$ is generated subject to the probability $p(D|\theta, \mathcal{K}, b)$. The joint probability density $p(D, \theta, \mathcal{K}, b)$ is then given by

$$p(D, \theta, \mathcal{K}, b) = p(D|\theta, \mathcal{K}, b)p(\theta|\mathcal{K})p(\mathcal{K})p(b).$$  

(11)
The posterior distribution of data set $\theta$ given $D, K$ and $b$ is represented by Bayes’ theorem as

$$p(\theta|D, K, b) = \frac{p(D, \theta, K, b)}{\int d\theta p(D, \theta, K, b)}$$

$$= \frac{p(D|\theta, K, b)p(\theta|K)}{\int d\theta p(D|\theta, K, b)p(\theta|K)}$$

$$= \frac{1}{Z_N(K, b)} \left( \frac{b}{2\pi} \right)^{\frac{n}{2}} \exp \left[ -Nb\mathcal{E}_N(\theta) \right] p(\theta|K),$$

$$Z_N(K, b) := \int d\theta \left( \frac{b}{2\pi} \right)^{\frac{n}{2}} \exp \left[ -Nb\mathcal{E}_N(\theta) \right] p(\theta|K),$$

where $Z_N(K, b)$ is marginal likelihood, which is also called model evidence. The negative logarithm of $Z_N(K, b)$ is called as the Bayesian free energy:

$$F_N(K, b) := -\log Z_N(K, b).$$

C. Prior distributions

The probability density of the spectral parameter $\theta$ given the parameter $K$ is called the prior distribution. We show the discrimination of the peaks below and above the absorption edge using a prior distribution. We also show that, depending on the prior distribution, our model includes a conventional model that treats all peaks equally.

In the following, we define the probability density functions of prior distributions of each parameter. In this paper, $U(X; \alpha, \beta)$ denotes the uniform distribution defined in $\alpha \leq x \leq \beta$, $N(X; \mu, \sigma^2)$ denotes the normal distribution with the mean $\mu$ and the covariance $\sigma$, and $G(X; \kappa, \vartheta)$ denotes the gamma distribution with the shape parameter $\kappa$ and the scale parameter $\vartheta$ as

$$U(X; \alpha, \beta) = \frac{1}{\beta - \alpha} \quad (\alpha < X < \beta),$$

$$N(X; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left\{ -\frac{1}{2\sigma^2} (X - \mu)^2 \right\},$$

$$G(X; \kappa, \vartheta) = \frac{1}{\Gamma(k)\vartheta^\kappa} X^{\kappa-1} e^{-X/\vartheta},$$

where we refer to $\alpha, \beta, \mu, \sigma, \kappa, \text{and } \vartheta$ as hyperparameters.

1. Proposed model

We define the relationship between the position of the absorption edge $E_0 \in \theta_{\text{step}}$ and those of peaks $E_{k1}, E_{k2} \in \theta_{\text{peak}}$ as

$$\Delta E_{k1} := E_{k1} - E_0,$$

$$\Delta E_{k2} := E_{k2} - E_0,$$

where we can rewrite the conditions $E_{k1} < E_0$ and $E_{k2} > E_0$ as $\Delta E_{k1} < 0$ and $\Delta E_{k2} > 0$, respectively. The parameters $\theta_{\text{step}}$ and $\theta_{\text{peak}}$ are not independent variables because $E_{k1} \in \theta_{\text{peak}}$ and $E_{k2} \in \theta_{\text{peak}}$ depend on $E_0 \in \theta_{\text{step}}$ via Eqs. (20) and (21). To treat parameters independently, we reparametrize $\theta_{\text{peak}}, \theta_1$, and $\theta_2$ as $\theta'_{\text{peak}} := \{\theta'_1, \theta'_2\}$, $\theta'_1 := \{F_{k1}', \Delta E_{k1}', W_{k1}\}_{k=1}^{K_1}$, and $\theta'_2 := \{F_{k2}', \Delta E_{k2}', W_{k2}\}_{k=2}^{K_2}$. Then, the prior distribution $p(\theta|K)$ can be rewritten as

$$p(\theta|K) = p(\theta_{\text{step}}, \theta_{\text{peak}}|K),$$

$$= p(\theta_{\text{peak}}|\theta_{\text{step}}, K)p(\theta_{\text{step}}|K),$$

$$= p(\theta'_{\text{peak}}|K)p(\theta_{\text{step}}),$$

where $\theta_{\text{step}}$ and $\theta'_{\text{peak}}$ are independent variables.
First, we define the prior distributions on the absorption edge and the white line. The prior distribution of $\theta_{\text{step}}$ can be written as the product of the prior distribution of each parameter:

$$p(\theta_{\text{step}}) = p(H)p(E_0)p(\Gamma)p(A)p(\Delta E)p(\omega).$$

We show definitions of the prior distributions $p(H), p(E_0), p(\Gamma), p(A), p(\Delta E),$ and $p(\omega)$ in Table I. Since the position of the absorption edge $E_0$ appears near the ionization energy $\mu_E$ of the element of interest, we set up a Gaussian distribution centered on $\mu_E$ as $p(E_0)$. Since the white line position $E_0 + \Delta E$ is near the absorption edge, we use a Gaussian distribution centered on $\mu_{\Delta E} := 0$ as $p(\Delta E)$. We use the gamma distribution for the intensity parameter of white line $A$ to prevent the intensity becoming too small. We set the uniform distribution for $H, \Gamma, \omega$ and $\sigma$ since we have no knowledge except for a rough range.

Next, we define the prior distributions of peaks. We can write the prior distribution of $\theta'_{\text{peak}}$ as

$$p(\theta'_{\text{peak}}) = p(\theta'_1|K_1)p(\theta'_2|K_2),$$

$$p(\theta'_1|K_1) = \prod_{k_1=1}^{K_1} p(F_{k_1})p(\Delta E_{k_1})p(W_{k_1}),$$

$$p(\theta'_2|K_2) = \prod_{k_2=1}^{K_2} p(F_{k_2})p(\Delta E_{k_2})p(W_{k_2}).$$

We show definitions of the prior distributions $p(F_{k_1}), p(F_{k_2}), p(\Delta E_{k_1}), p(\Delta E_{k_2}), p(W_{k_1}),$ and $p(W_{k_2})$ in Table II. We restrict the positions of peaks by the uniform distribution. Assuming that the range of the peak positions is $E_{\text{min}} \leq E \leq E_{\text{max}}$, we set hyperparameters $\alpha_{\Delta E_{k_1}}, \beta_{\Delta E_{k_1}}, \alpha_{\Delta E_{k_2}},$ and $\beta_{\Delta E_{k_2}}$ as

$$\begin{align*}
\alpha_{\Delta E_{k_1}} &= E_{\text{min}} - E_0 - \sigma_{E_0}, \\
\alpha_{\Delta E_{k_2}} &= 0, \\
\beta_{\Delta E_{k_1}} &= 0, \\
\beta_{\Delta E_{k_2}} &= E_{\text{max}} - E_0 + \sigma_{E_0},
\end{align*}$$

where we consider that $p(E_0)$ is the normal distribution with width $\sigma_{E_0}$. These prior distributions satisfy the condition $\Delta E_{k_1} < 0, \Delta E_{k_2} > 0$. We use the gamma distribution for the prior distribution of the intensity and width. Using the gamma distribution, we can restrict the parameters to non zero and control the shape of the distribution by adjusting the hyperparameters. We can incorporate the prior distributions on the knowledge that $K_1$ peaks below $E_0$ are sharp and $K_2$ peaks above $E_0$ are broad. The examples of concrete hyperparameters are shown in Sect. 3.
2. Conventional model

We show that our model can represent the conventional model by unifying the prior distributions below and above the absorption edge as

\[ p(F_k) = p(F_{k2}), \quad p(E_k) = p(E_{k2}), \quad p(W_k) = p(W_{k2}). \]  

(30)

(31)

(32)

Since the conventional model does not discriminate the peaks below and above the step, \( E_0 \) is independent of \( E_{k1} \) and \( E_{k2} \). Thus, \( \theta_{\text{step}} \) and \( \theta_{\text{peak}} \) are independent and the right side of Eq. (22) can be written as

\[ p(\theta_{\text{step}}, \theta_{\text{peak}} | K) = p(\theta_{\text{step}})p(\theta_{\text{peak}} | K). \]  

(33)

Here, all \( K_{1} + K_{2} \) peaks have the same conditions. Thus, we do not need to set \( K_1 \) or \( K_2 \), and only determine \( K := K_1 + K_2 \), which corresponds to their sum. We define the parameter of the number of peaks as \( K = K \) for the conventional model.

Figure 2 shows the relationship between the proposed and conventional models. As seen in the figure, there are \( K_1 \) peaks in \( E_{\min} < E < E_0 \) and \( K_2 \) peaks in \( E_0 < E < E_{\max} \) in the proposed model and \( K = K_1 + K_2 \) peaks in \( E_{\min} < E < E_{\max} \) in the conventional model. We redefine \( f_{\text{peak}}(E; \theta_{\text{peak}}, K) \) for the conventional model as

\[ f_{\text{peak}}(E; \theta_{\text{peak}}, K) := \sum_{k=1}^{K} F_k \exp \left\{ -4 \ln 2 \left( \frac{E - E_k}{W_k} \right)^2 \right\}. \]  

(34)

The prior distributions of the peaks in the conventional model can be written as

\[ p(\theta_{\text{peak}} | K) = \prod_{k}^{K} p(F_k)p(E_k)p(W_k). \]

We show definitions of the prior distributions \( p(F_k), p(E_k), \) and \( p(W_k) \) in Table III. As shown in Table III, we use uniform distributions for all parameters. We set hyperparameters for the prior distributions of the position of peaks \( E_k \) as \( \alpha_{E_k} = E_{\min} \) and \( \beta_{E_k} = E_{\max} \).

Since XANES contains peaks with a wide variety of intensities and widths, the conventional model has no choice but to use a uniform distribution. The proposed model distinguishes the peaks below and above the absorption edge by devising a prior distribution for the energy position. This enabled us to reflect the physical properties in accordance with the energy domain in the prior distribution design.
D. Exchange Monte Carlo method

The calculation of the posterior probability Eq. (14) is generally difficult since it requires high dimensional integration as Eq. (15). However, we can obtain an empirical posterior distribution from samples by EMC without calculating $Z_N(K, b)$.

We prepare the different $L$ inverse variances $\{b_l\}_{l=1}^L$ and posterior distributions $\{P(\theta_l|D, K, b_l)\}_{l=1}^L$. We can obtain samples from the following joint density by EMC:

$$p(\theta_1, \theta_2, ..., \theta_L|D, K, b_1, b_2, ... b_L) = \prod_{l=1}^{L} p(\theta_l|D, K, b_l),$$

(35)

where the inverse variance satisfy the condition $0 = b_1 < b_2 < ... b_L$ and are called the inverse temperatures. In addition to Metropolis-Hasting sweeps at each $L$ Markov chain called replicas, EMC uses exchange moves between adjacent pairs of replicas. To satisfy a detailed balance, the swap is accepted with probability

$$u(\theta_{l+1}, \theta_l, b_{l+1}, b_l) := \min \left[ 1, \frac{p(\theta_{l+1}|D, K, b_{l+1})p(\theta_l|D, K, b_l)}{p(\theta_l|D, K, b_l)p(\theta_{l+1}|D, K, b_{l+1})} \right]$$

(36)

$$= \min \left[ 1, \exp \{N(b_{l+1} - b_l)(\mathcal{E}_N(\theta_{l+1}) - \mathcal{E}_N(\theta_l))\} \right],$$

(37)

where the $\theta_l$ is the current state of each replica.

At low temperatures, the posterior density is concentrated around the parameter $\theta$ that minimizes the error function $\mathcal{E}_N(\theta)$ and has complex local minima in the parameter space. As the temperature increases, the posterior distribution asymptotes to the prior distributions, enabling the Markov chain to explore the parameter space without becoming trapped in the local regions. If the replicas at low temperatures are trapped in the local minima, the exchange move enables it to reach the global minima through exploration at higher temperatures.

Moreover, we can calculate the model evidence or the free energy from samples obtained by EMC. Here, we define the auxiliary function: $\tilde{Z}_N(K, b) = \int d\theta \exp \{-N\eta \mathcal{E}_N(\theta)\} p(\theta|K)$.

Equations (14) and (15) can be rewritten as

$$p(\theta|D, K, b) = \frac{1}{\tilde{Z}_N(K, b)} \exp \{-N\eta \mathcal{E}_N(\theta)\} p(\theta|K),$$

(39)

$$\tilde{Z}_N(K, b) = \left( \frac{b}{2\pi} \right)^\frac{\eta}{2} \tilde{Z}_N(K, b).$$

(40)

We can calculate $\tilde{Z}_N(K, b_l)$ as

$$\tilde{Z}_N(K, b_l) = \frac{\tilde{Z}_N(K, b_1)}{\tilde{Z}_N(K, b_{l-1})} \times \cdots \times \frac{\tilde{Z}_N(K, b_2)}{\tilde{Z}_N(K, b_1)}$$

(41)

$$= \prod_{i=1}^{l-1} \frac{\tilde{Z}_N(K, b_{l-1})}{\tilde{Z}_N(K, b_l)}$$

(42)

$$= \prod_{i=1}^{l-1} (\exp \{-N(b_{l-1} - b_l)\mathcal{E}_N(\theta_l)\})^{b_l},$$

(43)

where $\langle ... \rangle_{b_l}$ denotes the expectation over the probability distribution $p(\theta_l|D, K, b_l)$. This is the extended method of importance sampling. We can then obtain Bayes free energy as

$$F_N(K, b_l) = -\frac{b_l}{2} \log \left( \frac{b_l}{2\pi} \right) - \log \tilde{Z}_N(K, b_l).$$

(44)

E. Parameter estimation

Here, we describe the method to estimate the number of peaks, noise variance, and spectral parameters. The estimation of $K$ is called model selection, where the most probable model is chosen. The optimal values of $K'$ and
$b_{l'}$ can be obtained by the empirical Bayes approach as
\[
(K', l') := \arg \max_{K, l} Z_N(K, b_l) \tag{45}
\]
\[
= \arg \min_{K, l} F_N(K, b_l), \tag{46}
\]
where we select the noise value from the discrete inverse temperature $\{b_l\}_{l=1}^L$. We will only mention that we can interpolate the free energy by the multihistogram method considering the continuity of noise variance.\[9\]

Let $\{\theta_{l'}^{(m)}\}_{m=1}^M$ be EMC samples for the $l$-th replica, where $M$ is the number of EMC samples. The optimal value of spectrum parameter $\theta_{l'}^{(m')}$ can be obtained by the maximization of the posterior probability as
\[
m' = \arg \max_m p(\theta_{l'}^{(m)}|D, K', b_{l'}), \tag{47}
\]
\[
= \arg \max_m \left[ \exp \left[ -N b_{l'} E_N(\theta_{l'}^{(m)}) \right] p(\theta_{l'}^{(m)}|K') \right]. \tag{48}
\]
This technique is called maximum a posteriori (MAP) estimation. From the aforementioned steps, we can estimate the number of peaks $K'$, inverse noise variance $b_{l'}$, and spectrum parameter $\theta_{l'}^{(m')}$.  

| TABLE IV. Hyperparameters of priors for absorption edge and the white line. |
| spectral parameter | hyperparameter |
|-------------------|----------------|
| $H$               | $\alpha_H = 0.8$, $\beta_H = 0.9$ |
| $E_0$             | $\mu_{E_0} = 543.1$, $\sigma_{E_0} = 2.0$ |
| $\Gamma$          | $\alpha_{\Gamma} = 0.5$, $\beta_{\Gamma} = 1.4$ |
| $\vartheta$       | $\kappa = 2.6$, $\vartheta = 0.6$ |
| $\Delta E$        | $\mu_{\Delta E} = 0.0$, $\sigma_{\Delta E} = 2.0$ |
| $\omega$          | $\alpha_{\omega} = 2.0$, $\beta_{\omega} = 4.0$ |

| TABLE V. Hyperparameters of priors for peaks in the conventional model. |
| spectral parameter | hyperparameter |
|-------------------|----------------|
| $F_k$             | $\alpha_{F_k} = 0.0$, $\beta_{F_k} = 1.4$ |
| $E_k$             | $\alpha_{E_k} = 530$, $\beta_{E_k} = 590$ |
| $W_k$             | $\alpha_{W_k} = 0.5$, $\beta_{W_k} = 15.0$ |

| TABLE VI. Hyperparameters of priors for peaks in the proposed model. |
| spectral parameter | hyperparameter |
|-------------------|----------------|
| $F_{k1}$          | $\kappa_{F_{k1}} = 2.6$, $\vartheta_{F_{k1}} = 0.6$ |
| $F_{k2}$          | $\kappa_{F_{k2}} = 4.0$, $\vartheta_{F_{k2}} = 0.1$ |
| $\Delta E_{k1}$   | $\alpha_{E_{k1}} = -15.1$, $\beta_{E_{k1}} = 0.0$ |
| $\Delta E_{k2}$   | $\alpha_{E_{k2}} = 0.0$, $\beta_{E_{k2}} = 48.9$ |
| $W_{k1}$          | $\kappa_{W_{k1}} = 3.0$, $\vartheta_{W_{k1}} = 1.0$ |
| $W_{k2}$          | $\kappa_{W_{k2}} = 11.0$, $\vartheta_{W_{k2}} = 0.8$ |

\[ F. \] Probability of the number of peaks

As previously described, we estimate the number of peaks and noise variance by the empirical Bayes approach. In addition, we can calculate the probability density of the number of peaks and noise variance by the hierarchical Bayes approach as
\[
p(K, b|D) = \int \frac{d\theta}{\sum_{K, l} \int db \int d\theta p(D, \theta, K, b)}
\]
\[
= \frac{\exp \left[ -F_N(K, b) \right]}{\sum_{K, l} \int db \exp \left[ -F_N(K, b) \right]}, \tag{50}
\]
\[
p(K|D) = \int db p(K, b), \tag{51}
\]
FIG. 3. Transition and autocorrelation of error function $E_N(\theta)$. (a) Error function at each MCS. The red and blue lines show $E_N(\theta)$ of the conventional and proposed models, respectively. The shade represents the standard deviation for 10 independent runs. (b) The red and blue lines show the autocorrelation functions of the proposed and conventional models, respectively. The shade represents the standard error for 10 independent runs.

where we assume that $p(K)$ and $p(b)$ are uniform distributions. Note that it is also possible to restrict $p(K)$ or $p(b)$ on the basis of the results of first-principles calculations or the conditions of the experiment. As seen in Eq. (50), the maximum point of $p(K, b|D)$ is the equivalent to the minimum point of the free energy $F_N(K, b)$. We can obtain $p(K|D)$ and $p(K_1, K_2|D)$ via Eq. (51) since the parameter $K$ corresponds to $(K_1, K_2)$ in the proposed model and $K$ in the conventional model. Moreover, we can calculate $p(K_1|D)$ and $p(K_2|D)$ for the proposed model by the principle of marginalization:

$$p(K_1|D) = \sum_{K_2} p(K_1, K_2|D),$$

(52)

$$p(K_2|D) = \sum_{K_1} p(K_1, K_2|D).$$

(53)

Thus, we can calculate the probability densities of the number of peaks below and above the absorption edge separately. As previously mentioned, the $K_1$ peaks are more important than the $K_2$ peaks from the viewpoint of physical properties. Focusing on the crucial domain and discussing the number of peaks are impossible using the conventional model, but the proposed model makes it possible.

III. NUMERICAL EXPERIMENTS

In this section, we compare the conventional model and proposed models by numerical experiments on the synthetic data in Fig. 1. The synthetic data was generated in accordance with Eq. (6) with the number of peaks $K = (K_1 + K_2) = 10$, inverse variance of noise $b = 3000$, and $N = 703$. In the synthetic data, $K_1 = 5$ peaks are located below the absorption edge, whereas $K_2 = 5$ peaks are located above. Since the absorption edge appears near the ionization energy, $E_0$ is chosen to be about 543.1 eV [13].

For the EMC method, the number $L$ of replicas was set using a geometric progression as [15]

$$b_l = \begin{cases} 
3000 \cdot \xi^{(l-L+2)} & (l \neq 1) \\
0 & (l = 1)
\end{cases}$$

(54)

where we set $b_{L-2} = 3000$, which is the true value of the noise variance. The hyperparameters of the prior distributions are shown in Tables IV-VI. Here, we define 50 iterations of the metropolis update as one Monte Carlo step (MCS). We performed 60,000 MCSs and discarded the first 30,000 of them as the burn-in period.

First, we compare the proposed and conventional models in terms of convergence speed and sampling efficiency. We set the number of peaks as $K = 10$ for the conventional model and $(K_1, K_2) = (5, 5)$ for the proposed model.
The number of replicas and inverse temperatures were set as $\xi = 1.18$ and $L = 92$ for both models, respectively. Figure 3(a) shows the error function $\mathcal{E}_N(\theta)$ against MCSs. The initial value of each state $\theta_i$ for the EMC method was randomly chosen from the prior density $p(\theta|K)$. As seen from these results, the simulation using the proposed model can converge faster than that using the conventional model. Figure 3(b) shows the autocorrelation function of $\mathcal{E}_N(\theta)$. We can see that the simulation of the proposed model has a lower autocorrelation than that of the conventional model. From these results, we can say that the simulation using the proposed model can converge faster and obtain low-correlation samples in a small iteration compared with the conventional model.

In the following, we show the results of the estimation of noise variance, number of peaks, and spectral parameters. For inverse temperatures, we set $K = 12$. Figures 4(a) and 4(b) show the free energies $F_N(K, b)$ and $F_N(K_1, K_2, b)$ calculated as described in Sect. 2.4. As seen from these results, the minimum point of the free energy as a function of $b$ is $b = 3000$. According to these results, the noise estimation via Eq. (2.10) seems to obtain the correct noise variance.

Figure 5 shows the results of the model selection. Figures 5(a) and 5(b) show the results of $F_N(K, b = 3000)$ and $p(K|D)$, respectively. From these results, the estimation by the conventional method yields an incorrect number of peaks, $K = 12$. Figures 5(c) and 5(d) show the results of $F_N(K_1, K_2, b = 3000)$ and $p(K_1, K_2|D)$ respectively. From these results, the estimation by the proposed method yields an appropriate number of peaks, $(K_1, K_2) = (5, 5)$. As seen from Fig. 5(b), both the free energy $F_N(K_1, K_2, b = 3000)$ and the probability density $p(K_1, K_2|D)$ have similar values between the model of $(K_1, K_2) = (5, 5)$ and $(K_1, K_2) = (5, 4)$.

For a detailed discussion, we show the probability densities $p(K_1|D)$ and $p(K_2|D)$ in Fig. 6. Although the probability $p(K_1 = 5|D)$ has a significantly large value, the difference between $p(K_2 = 5|D)$ and $p(K_2 = 4|D)$ is small. Since the low-energy domain is the primary consideration in correspondence with first-principles calculations, it is an advantage of the proposed model to obtain more significant results for $K_1$.

Figure 7 shows the results of the MAP fitting with the estimated number of peaks, $K = 12$ and $(K_1, K_2) = (5, 5)$. As seen from Fig. 7(b), the result of the conventional model is inappropriate although the peak positions in the low-energy region seem to be estimated correctly. However, the proposed model can estimate the overall structure of the true model correctly, as seen from Fig. 7(c). Thus, we can estimate the values of the number of peaks and the position, intensity, and width of each peak by using the proposed model.

In addition, we see that the values of free energy of the proposed model are lower than those of the conventional model. In other words, the proposed model has higher model evidence than the conventional model.

**IV. DISCUSSION AND CONCLUSION**

In this paper, we proposed a model that discriminates between the low- and high-energy domains. Through numerical experiments, we obtained the following observations. First, the proposed model is superior to the conventional one in terms of convergence speed and sampling efficiency. Second, the proposed model showed better accuracy than the conventional one in the model selection and the MAP estimation. Third, the proposed model has a lower free
energy than the conventional one. Fourth, the proposed model enables us to estimate the number of peaks focusing on the important energy domain in terms of material science.

In this paper, we validated our framework via synthetic data analysis. Future work will consist of real data analysis and comparison of the analysis results with first-principles calculations. Our method will be used for this as well and will contribute to materials science.

Furthermore, superior performances of the proposed model result from the design of prior distributions. We also showed the importance of using physical knowledge to design prior distributions. Our framework is applicable to not only the analyses of XANES but those of any other spectra with energy-dependent structures.
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Fig. 6. Probability of the number of peaks below and above the absorption edge. (a) $p(K_1|D)$ and (b) $p(K_2|D)$.

Nos. JPMJCR1761 and JPMJCR1861) from the Japan Science and Technology Agency (JST).

[1] J. Stohr, *NEXAFS Spectroscopy* (Springer-Verlag, Heidelberg, 2003) 2nd ed., Vol. 25.
[2] F. de Groot and A. Kotani, in *Core Level Spectroscopy of Solids*, eds. D. D. Sarma, G. Kotliar, and Y. Tokura (CRC Press, London, 2008) Vol. 6.
[3] M. Kotobuki and M. Nogami, Phys. Chem. Chem. Phys. 14, 1008 (2012).
[4] Y. Chen, C. Chen, C. Zheng, S. Dwaraknath, M. K. Horton, J. Cabana, J. Rehr, J. Vinson, A. Dozier, J. J. Kas, K. A. Persson, and S. P. Ong, Sci. Data 8, 153 (2021).
[5] G. H. Major, N. Fairley, P. M. Sherwood, M. R. Linford, J. Terry, V. Fernandez, and K. Artyushkova, J. Vac. Sci. Technol. A, 38, 061203 (2021).
[6] K. Iwamitsu, T. Yokota, K. Murata, M. Kamezaki, M. Mizumaki, T. Uruga, and I. Akai, Phys. Status Solidi B 257, 2000107 (2020).
[7] K. Nagata, S. Sugita, and M. Okada, Neural Networks 28, 82 (2012).
[8] K. Hukushima and K. Nemoto, J. Phys. Soc. Jpn. 65, 1604 (1996).
[9] S. Tokuda, K. Nagata, and M. Okada, J. Phys. Soc. Jpn. 86, 024001 (2017).
[10] B. K. Teo, *EXAFS: Basic Principles and Data Analysis* (Springer, Berlin, 1986).
[11] R. Jalem, M. Nakayama, W. Manalastas, J. A. Kilner, R. W. Grimes, T. Kasuga, and K. Kanamura, J. Phys. Chem. C. 119, 20783 (2015).
[12] Y. Ogata, Ann. Inst. Stat. Math. 42, 403 (1990).
[13] C. M. Bishop, *Pattern Recognition and Machine Learning* (Springer, New York, 2006).
[14] B. L. Henke, E. M. Gullikson, and J. C. Davis, At. Data Nucl. Data Tables. 54, 181 (1993).
[15] K. Nagata and S. Watanabe, Neural Networks 21, 980 (2008).
[16] M. Newman and G. Barkema, *Monte Carlo Methods in Statistical Physics* (Oxford University Press, Oxford, U.K., 1999).
FIG. 7. True synthetic spectra and results of MAP fitting. (a) True spectral model and synthetic data. (b) Fitting result of conventional model for the estimated number of $K = 12$ peaks. (c) Fitting result of proposed model for the estimated number of $(K_1, K_2) = (5, 5)$ peaks.