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Abstract. We establish a new monotonicity formula for minimizers of the
Mumford-Shah functional in planar domains. Our formula follows the spirit of
Bucur–Luckhaus, but works with the David-Léger entropy instead of the en-
ergy. Interestingly, this allows for a sharp truncation threshold. In particular,
our monotonicity formula is able to discriminate between points at a $C^1$
interface and any other type of singularity in terms of a finite gap in the entropy.
As a corollary, we prove an optimal lower bound on the energy density around
any nonsmooth point for minimizers of the Mumford-Shah functional.

1. Introduction

In this paper, we establish a new monotonicity formula for minimizers of the
Mumford-Shah functional in two dimensions

$$E_{MS}[u] := \int_{\Omega \setminus J_u} |\nabla u|^2 \, dx + \mathcal{H}^1(J_u)$$

(1)

(where $\Omega \subset \mathbb{R}^2$, $u \in \text{SBV}(\Omega)$, and where $J_u$ denotes the jump set of $u$). The
Mumford-Shah functional was originally proposed by Mumford and Shah [23] as
a model for image segmentation. It serves also as an important prototypical
functional for variational models in fracture mechanics, with the Dirichlet energy
$\int_{\Omega \setminus J_u} |\nabla u|^2 \, dx$ being a prototype for the stored elastic energy and with the inter-
face energy $\mathcal{H}^1(J_u)$ accounting for the energy of the fractures; for a more detailed
discussion of variational models for fracture, we refer to [21, 12, 11].

The variational problem for the Mumford-Shah functional is one of the most
prominent examples of a free discontinuity problem, an important class of problems
in the calculus of variations in which the discontinuity set of a minimizer is itself
subject to optimization. Existence of minimizers for the Mumford-Shah functional
(subject to suitable boundary conditions and possibly with an additional lower-
derm term added to (1)) has been established by Ambrosio [2], De Giorgi, Carriero,
and Leaci [16], and Dal Maso, Morel, and Solimini [13]. For an introduction to free
discontinuity problems, we refer to [5].

Our first main result states that any minimizer $u \in \text{SBV}(\Omega)$ of the Mumford-
Shah functional (1) is subject to a monotonicity formula of the form

$$\frac{d}{dr} \min \left\{ F(r, x_0), \frac{3}{2} \right\} \geq \frac{1}{r} D(r, x_0) \geq 0$$

(2)
where $F(r, x_0)$ denotes the David-Léger entropy

\[ F(r, x_0) := \frac{1}{r} \left( \int_{B_r(x_0) \setminus J_u} |\nabla u|^2 \, dx + \frac{1}{2} \mathcal{H}^1(J_u \cap B_r(x_0)) \right) \tag{3} \]

and where $D(r, x_0)$ denotes a nonnegative functional detailed below. To be precise, the inequality (2) holds for all $x_0 \in \Omega$ and all $r > 0$ such that $B_r(x_0) \subset \Omega$, with the derivative $\frac{d}{dr}$ and the inequality understood in the distributional sense.

The example of the crack-tip (given in radial coordinates; see Figure 1 for an illustration)

\[ u(r, \varphi) := \sqrt{\frac{2}{\pi}} r^{1/2} \cos \frac{\varphi}{2}, \quad 0 < \varphi < 2\pi, \tag{4} \]

– which is a global minimizer of the Mumford-Shah functional as proven by Bonnet and David [9] – demonstrates that the truncation threshold $\frac{3}{2}$ for the entropy $F(r, x_0)$ is chosen in a sharp way, i.e. no monotonicity formula analogous to (2) can hold for a quantity of the form $\min\{F(r, x_0), a\}$ when $a$ is chosen as $a > \frac{3}{2}$. We refer to Remark 3 below for a more detailed discussion of this elementary observation.

As a consequence of our estimates and our monotonicity formula, we shall prove that a minimizer of the Mumford-Shah energy (1) must satisfy the energy density lower bound

\[ E(r, x_0) := \frac{1}{r} \left( \int_{B_r(x_0) \setminus J_u} |\nabla u|^2 \, dx + \mathcal{H}^1(J_u \cap B_r(x_0)) \right) \geq 2 \tag{5} \]

around any singular point $x_0$ and for all $r > 0$ such that $B_r(x_0) \subset \Omega$. In other words, as soon as $E(r, x_0) < 2$ holds for some $x_0 \in \Omega$ and some $r \in (0, \text{dist}(x_0, \partial \Omega))$ it follows that $u$ is analytic in a neighborhood of $x_0$. As the explicit examples of the crack-tip (4) and the planar interface

\[ u(x) := \begin{cases} \alpha & \text{if } (x - x_0) \cdot n > 0, \\ \beta & \text{else}, \end{cases} \]

(with an arbitrary normal vector $n$ and any $\alpha, \beta \in \mathbb{R}$, $\alpha \neq \beta$; note that it is a minimizer on a bounded domain $\Omega$ provided that $|\alpha - \beta| \geq C(\Omega)$, see e.g. [1]) show, the lower bound (5) is sharp.

We are only aware of a single unconditional monotonicity formula for minimizers of the Mumford-Shah functional that was established prior to our work, namely the monotonicity formula by Bucur and Luckhaus [10]; it states that there exists a universal constant $c = c(d) > 0$ such that the truncated rescaled energy

\[ \min\{E(r, x_0), c\} \]

is nondecreasing in $r$ for any minimizer. Here, the rescaled energy is defined as

\[ E(r, x_0) := \frac{1}{r} \left[ \int_{B_r(x_0) \setminus J_u} |\nabla u|^2 \, dx + \mathcal{H}^1(J_u \cap B_r(x_0)) \right] \tag{6} \]

As the truncation threshold $c > 0$ is rather small, their result only provides a far-from-optimal lower bound on the energy density (6) near singular points. The

---

1In order to distinguish the functional (3) from the rescaled Mumford-Shah energy on the ball $B_r(x_0)$ as defined in (6), we shall refer to it as the David-Léger entropy, having been introduced by David and Léger [14].

2as opposed to the monotonicity of the Dirichlet energy by Bonnet [8] which holds only under the additional assumption that the discontinuity set is connected.
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Figure 1. The discontinuity set (blue) of the crack-tip (4) in the ball \( B_r(x_0), x_0 = 0 \). Note that the density of the Dirichlet energy of the crack-tip is given by \( |\nabla u(\rho, \varphi)|^2 = \rho^{-1} \).

stronger energy density lower bound \( E(r, x_0) \geq 1 \) has been obtained by De Lellis and Focardi [17]; however, their estimate was still suboptimal by a factor of 2.

Before turning to the statement of our main theorems, let us briefly comment on the regularity properties of minimizers of the Mumford-Shah functional. Partial regularity of minimizers has been established by Ambrosio, Fusco, and Pallara [6, 4]. There are several intriguing and widely open conjectures concerning the regularity of minimizers; most famously, in the planar case \( d = 2 \) it has been conjectured by Mumford and Shah [23] that minimizers should be smooth outside of a locally finite collection of \( C^1 \) arcs, a statement known as the Mumford-Shah conjecture.

In [15], De Giorgi formulated several further conjectures regarding the singular set of minimizers. A result relating higher integrability of the gradient \( \nabla u \) to the dimension of the singular set has been shown by Ambrosi, Fusco, and Hutchinson [3]; higher integrability of the gradient \( \nabla u \) in turn has been established by De Lellis and Focardi [18] for \( d = 2 \) and by De Philippis and Figalli [20] in \( d \geq 3 \). Recently, results on higher regularity near endpoints of curves in the discontinuity set \( J_u \) have been obtained, see [7, 19].

Notation. Throughout the paper, we use standard notation for functions of bounded variation. In particular, by \( SBV(\Omega) \) we denote the space of special functions of bounded variation, defined as those functions of bounded variation for which the Cantor part of the distributional derivative vanishes. For \( u \in SBV(\Omega) \), we denote by \( J_u \) its jump set (see [5] for the definition) and by \( \nabla u \) the absolutely continuous part of its distributional derivative. By the fine properties of \( SBV \) functions, the jump set \( J_u \) of a function \( u \in SBV \) coincides with its approximate discontinuity set \( S_u \) up to a set of negligible \( \mathcal{H}^{d-1} = \mathcal{H}^1 \) measure.

By \( B_r(x_0) \), we denote the ball of radius \( r \) with center \( x_0 \). For the outward unit normal on \( \partial B_r(x_0) \) we will use the notation \( \nu(x) := \frac{x - x_0}{|x - x_0|} \); by \( \nu^\perp \) we denote the tangential vector to \( \partial B_r(x_0) \), with the convention \( e_1^\perp = e_2 \) for the two vectors \( e_1, e_2 \) of the standard basis. The tangential and normal components of the (absolutely continuous part of the) weak derivative \( \nabla u \) on \( \partial B_r(x_0) \) will be abbreviated as \( \partial_\nu u := \nu(x) \cdot \nabla u \) and \( \partial_\tau u := \nu^\perp(x) \cdot \nabla u \); note that \( |\partial_\nu u|^2 + |\partial_\tau u|^2 = |\nabla u|^2 \). For the tangent vector field \( t_{J_u} \) of the jump set, we use the sign convention that \( \nu \cdot t_{J_u} \geq 0 \).

Furthermore, we frequently use indicator functions of the form \( \chi_{F(r, x_0)}(<\frac{3}{2}) \), defined to be 1 if \( F(r, x_0) < \frac{3}{2} \) and to be 0 otherwise.

2. Main Results

As our first main result, we prove the following monotonicity formula for minimizers of the Mumford-Shah functional (1).
Theorem 1 (Monotonicity formula). Let $\Omega \subset \mathbb{R}^2$ be a planar domain and let $u \in \text{SBV}(\Omega)$ be a minimizer of the Mumford-Shah functional (1) subject to any boundary conditions. Fix $x_0 \in \Omega$ and define

$$F(r, x_0) := \frac{1}{r} \left[ \int_{B_r(x_0) \setminus J_u} |\nabla u|^2 \, dx + \frac{1}{2} \mathcal{H}^1(J_u \cap B_r(x_0)) \right].$$

Then the monotonicity formula

$$\frac{d}{dr} \min \left\{ F(r, x_0), \frac{3}{2} \right\} \geq \frac{1}{r} D(r, x_0) \geq 0$$

holds in the distributional sense for $0 < r < \text{dist}(x_0, \partial \Omega)$, where $D(r, x_0)$ is estimated from below by

$$D(r, x_0) \geq \begin{cases} 
0 & \text{if } F(r, x_0) \geq \frac{3}{2}, \\
\frac{1}{r} \int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 & \text{if } \int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \geq 2 \text{ and } F(r, x_0) < \frac{3}{2}, \\
\frac{1}{2} \int_{B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 & \text{if } \#(J_u \cap \partial B_r(x_0)) \in \{0, 2\} \text{ and } F(r, x_0) < \frac{3}{2}, \\
\frac{3}{2} - F(r, x_0) & \text{if } \#(J_u \cap \partial B_r(x_0)) \notin \{0, 2\} \text{ and } F(r, x_0) < \frac{3}{2}.
\end{cases}$$

Here, for a set $A$ we denote by $\#A$ the number of its elements.

In particular, our monotonicity formula is able to distinguish between smooth points, points at which $u$ has a discontinuity across a $C^1$ interface, and any other type of singularity in terms of a finite gap in the entropy: It ensures that at each point $x_0 \in \Omega$ one of the three alternatives

- \( \lim_{r \to 0^+} F(r, x_0) = 0 \), implying that $u$ is analytic in a neighborhood of $x_0$,
- \( F(r, x_0) \geq 1 \) for all $r \in (0, \text{dist}(x_0, \partial \Omega))$ and $\lim_{r \to 0^+} F(r, x_0) = 1$, implying that near $x_0$ the discontinuity set $J_u$ is given by a $C^{1,1}$ interface and that $\nabla u$ is bounded near $x_0$,
- \( F(r, x_0) \geq \frac{3}{2} \) for all $r \in (0, \text{dist}(x_0, \partial \Omega))$, corresponding to any other type of singularity,

must hold. Note that a criterion based on the energy density $E(r, x_0)$ as given by (6) could not distinguish between a crack-tip at $x_0$ and $x_0$ being part of a $C^{1,1}$ interface, as in both cases it holds that $\lim_{r \to 0^+} E(r, x_0) = 2$.

As an inspection of our proofs reveals, our monotonicity formula also holds for reduced global minimizers of the Mumford-Shah functional on $\Omega = \mathbb{R}^2$ (which arise as blowup limits of minimizers around singular points; e.g. [14] for an explanation of the concept and its role in the regularity theory of minimizers). The same in fact applies to our density lower bound stated in the next theorem.

As a corollary to our monotonicity formula and to the key new ingredient of its proof, we obtain a sharp lower bound on the energy density $E(r, x_0)$ around singularities of minimizers. Note that the previously available lower bound established by De Lellis and Focardi [17] is suboptimal by a factor of 2, i.e. it only provides the estimate $E(r, x_0) \geq 1$ around singular points instead of our sharp estimate $E(r, x_0) \geq 2$.

---

3To see this, note that our monotonicity formula entails that either $F(r, x_0) \geq \frac{3}{2}$ holds for all $r > 0$, or that $\lim_{r \to 0^+} \frac{1}{r} \int_{B_r(x_0)} |\nabla u|^2 \, dx = 0$. In the latter case, it follows from [3, Proposition 5.8] that one of out three options holds near $x_0$: $u$ is analytic near $x_0$, $J_u$ is locally a $C^{1,1}$ curve passing through $x_0$ with a uniform bound on $\nabla u$ in a neighborhood, or the blowup limits of $J_u$ around $x_0$ converge to a “propeller”, which consists of three lines meeting at $x_0$. The second alternative clearly implies $\lim_{r \to 0^+} F(r, x_0) = 1$, while the last alternative entails $\lim_{r \to 0^+} F(r, x_0) \geq \frac{3}{2}$. 

---
Theorem 2 (Sharp lower bound for the energy density at singularities). Let $\Omega \subset \mathbb{R}^2$ be a planar domain and let $u$ be a minimizer of the Mumford-Shah energy (1) subject to any boundary conditions on $\partial \Omega$. Then for any point $x_0 \in \Omega$, one of the following two alternatives holds:

i) $u$ is analytic in a neighborhood of $x_0$, i.e., $u$ has no singularity near $x_0$.

ii) $u$ has a singularity at $x_0$ and the density lower bound

$$E(r, x_0) := \frac{1}{r} \left[ \int_{B_r(x_0) \cap \partial \Omega} |\nabla u|^2 \, dx + \mathcal{H}^1(J_u \cap B_r(x_0)) \right] \geq 2$$

holds for all $0 < r < \text{dist}(x_0, \partial \Omega)$.

We finally mention the example showing that the truncation threshold $\frac{3}{2}$ in our monotonicity formula (2) is sharp.

Remark 3. No monotonicity formula analogous to (2) can hold for a quantity of the form $\min\{F(r, x_0), a\}$ when $a$ is chosen as $a > \frac{3}{2}$. To see this, consider the entropy $F(r, x_0)$ of the crack-tip $u(\rho, \varphi) := \sqrt{2/\pi} \rho^{1/2} \cos \frac{\varphi}{2}$ (with $\rho > 0$, $0 < \varphi < 2\pi$) for different (large) radii $r$ around the point $x_0 := e_1$ on the horizontal axis. It is easy to compute that for the crack-tip one has $F(r, e_1) = F(1, r^{-1} e_1)$ for any $r > 0$. In other words, one has $\lim_{r \to \infty} F(r, e_1) = F(1, 0) = \frac{3}{2}$. To show the failure of monotonicity of $\min\{F(r, x_0), a\}$ whenever $a$ is chosen as $a > \frac{3}{2}$, it therefore suffices to show $F(r, e_1) > \frac{3}{2}$ for some large enough $r$. Due to $F(r, e_1) = F(1, r^{-1} e_1)$, this is equivalent to showing $F(1, \delta e_1) > \frac{3}{2}$ for some small enough $\delta > 0$. The latter inequality in fact holds for all sufficiently small $\delta > 0$: A Taylor expansion yields $\int_{B_1(\delta e_1)} |\nabla u|^2 \, dx \geq \int_{B_1(0)} |\nabla u|^2 \, dx - O(\delta^2) = 1 - O(\delta^2)$ for small $\delta$, as the crack-tip satisfies $|\nabla u|^2(\rho, \varphi) = \frac{1}{2\pi} \rho^{-1}$. On the other hand, a direct computation gives $\mathcal{H}^1(J_u \cap B_1(\delta e_1)) = 1 + \delta$. Overall, one has $F(1, \delta e_1) \geq \frac{3}{2} + \frac{3}{2} - O(\delta^2)$, showing that $F(1, \delta e_1) > \frac{3}{2}$ for $\delta > 0$ small enough.

3. A lower bound on the Dirichlet energy on circles

The following proposition provides a lower bound on the Dirichlet energy of minimizers $u$ on circles $\partial B_r(x_0)$ in terms of the tangent vectors of the singular set $J_u$ at its intersections with $\partial B_r(x_0)$. In particular, whenever $J_u$ intersects $\partial B_r(x_0)$ at exactly one point, we obtain the lower bound $\int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \geq 1$. This estimate is at the very heart of the proof of our monotonicity formula and our sharp density lower bound.

Proposition 4. Let $\Omega \subset \mathbb{R}^2$ and let $u$ be a minimizer of the Mumford-Shah energy (1). Let $x_0 \in \Omega$. Then for a.e. $0 < r < \text{dist}(x_0, \partial \Omega)$ the estimate

$$\int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \geq \sum_{x \in J_u \cap \partial B_r(x_0)} q \cdot t_{J_u}(x)$$

holds for any unit vector $q \in \mathbb{S}^1$, where we use the convention that $t_{J_u}$ is oriented such that $\nu(x) \cdot t_{J_u}(x) > 0$ for $x \in J_u \cap \partial B_r(x_0)$.

In particular, for a.e. $0 < r < \text{dist}(x_0, \partial \Omega)$ with $\#\{J_u \cap \partial B_r(x_0)\} = 1$, we have

$$\int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \geq 1.$$
Before beginning with the proof, let us provide an illustration of its idea. In the situation of the second estimate in Proposition 4, the jump set $J_u$ of the minimizer intersects the disk boundary $\partial B_r(x_0)$ at precisely one point. The assertion is then that the Dirichlet energy of $u$ integrated over the disk boundary $\partial B_r(x_0)$ must be at least 1. The idea for the proof is to consider a variation by a family of diffeomorphisms whose generating vector field vanishes outside of the disk $B_r(x_0)$ and is constant inside the disk $B_r(x_0)$, “pushing” the jump set $J_u$ out of $B_r(x_0)$ (at its only intersection with $\partial B_r(x_0)$). Such a variation attempts to reduce the interface energy in $B_r(x_0)$ by reducing the interface length near $\partial B_r(x_0)$; for $u$ to be a minimizer, it turns out that the Dirichlet energy on the disk boundary $\int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1$ must be at least 1 to counteract this energy reduction.

**Proof of Proposition 4.** Any minimizer $u$ of the Mumford-Shah functional (1) satisfies the equilibrium equation

$$\int_{\Omega \setminus J_u} \left( 2\nabla u \otimes \nabla u - |\nabla u|^2 \Id \right) : \nabla \eta \, dx - \int_{\Omega \cap J_u} t_{J_u} \otimes t_{J_u} : \nabla \eta \, d\mathcal{H}^1 = 0 \tag{8}$$

for any compactly supported $C^1$ vector field $\eta$ (see e. g. [5] for a derivation). Given a unit vector $q \in \mathbb{S}^1$, we set (making use of an approximation argument)

$$\eta := \begin{cases} 0 & \text{for } |x| \geq r, \\ \frac{r-|x|}{\delta} q & \text{for } r \geq |x| \geq r - \delta, \\ q & \text{for } |x| \leq r - \delta. \end{cases}$$

Computing that

$$\nabla \eta = \begin{cases} 0 & \text{for } |x| \geq r, \\ -\frac{1}{\delta} q \otimes \frac{x}{|x|^2} & \text{for } r \geq |x| \geq r - \delta, \\ 0 & \text{for } |x| \leq r - \delta \end{cases}$$

and passing to the limit $\delta \searrow 0$, this yields\(^4\) for a.e. $r \in (0, \text{dist}(x_0, \partial \Omega))$

$$- \int_{\partial B_r(x_0) \setminus J_u} \left( 2\nabla u \otimes \nabla u - |\nabla u|^2 \Id \right) : (q \otimes \nu) \, d\mathcal{H}^1$$

$$+ \sum_{x \in J_u \cap \partial B_r(x_0)} \frac{1}{|t_{J_u}(x) \cdot \nu(x)|} t_{J_u}(x) \otimes t_{J_u}(x) : (q \otimes \nu(x)) = 0$$

with the (outward) unit normal vector field $\nu$ of $\partial B_r(x_0)$. For computational convenience and without loss of generality (due to translational and rotational invariance of the problem and the statement of the proposition), from now on assume that $x_0 = 0$ and $q = e_1$. Transforming to radial coordinates, we obtain with $\tau := \nu^\perp$, $\partial_\nu u := \nu \cdot \nabla u$, and $\partial_\tau u := \tau \cdot \nabla u$ (and thus $\nabla u = \partial_\nu u \nu + \partial_\tau u \tau$)

$$r \int_{2\pi} 2(e_1 \cdot \nu) |\partial_\nu u|^2 + 2(e_1 \cdot \tau) \partial_\nu u \partial_\tau u - |\nabla u|^2 e_1 \cdot \nu \, d\varphi = \sum_{x \in J_u \cap \partial B_r(x_0)} e_1 \cdot t_{J_u}(x).$$

\(^4\)To make this argument rigorous, one makes use of the corresponding arguments from the proof of Lemma 7 below. Note that the prefactor $\frac{1}{|t_{J_u}(x) \cdot \nu(x)|}$ in the second term stems from the coarea formula for the rectifiable set $J_u$. 
Using $\nu = (\cos \varphi, \sin \varphi)$ and $\tau = (-\sin \varphi, \cos \varphi)$, this may be rewritten as

$$r \int_0^{2\pi} \cos(\varphi)(|\partial_r u|^2 - |\partial_\tau u|^2) - 2\sin(\varphi)\partial_\tau u \partial_r u \, d\varphi = \sum_{x \in J_u \cap \partial B_r(x_0)} e_1 \cdot t_{J_u}(x).$$

The elementary inequality

$$-2\sin(\varphi)\partial_\tau u \partial_r u \leq (1 + \cos(\varphi))|\partial_r u|^2 + \frac{\sin^2(\varphi)}{1 + \cos(\varphi)} |\partial_\tau u|^2$$

and the elementary identity $\frac{\sin^2(\varphi)}{1 + \cos(\varphi)} = 1 - \cos(\varphi)$ yield

$$r \int_0^{2\pi} |\partial_r u|^2 + |\partial_\tau u|^2 \, d\varphi \geq \sum_{x \in J_u \cap \partial B_r(x_0)} e_1 \cdot t_{J_u}(x)$$

and hence

$$\int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, dH^1 \geq \sum_{x \in J_u \cap \partial B_r(x_0)} e_1 \cdot t_{J_u}(x).$$

By rotational invariance of the problem, the latter estimate holds true for any choice $q \in S^1$ in place of $e_1$, proving the first part of our proposition. In particular, in the case $\# \{J_u \cap \partial B_r(x_0)\} = 1$ we may choose $q = t_{J_u}(x')$, establishing the second estimate in the proposition. \hfill \Box

4. PROOF OF THE SHARP DENSITY LOWER BOUND

With the lower bound on the Dirichlet energy on circles at hand and assuming for the moment the validity of our monotonicity formula, we establish the sharp density lower bound stated in Theorem 2.

Proof of Theorem 2. We in fact prove the slightly stronger statement that if $x_0$ is a singular point of the minimizer $u$, we have for a.e. $0 < r < \text{dist}(x_0, \partial \Omega)$

$$\int_{\partial B_r \setminus J_u} |\nabla u|^2 \, dH^1 + \# \{J_u \cap \partial B_r(x_0)\} \geq 2.$$  (9)

Integrating the estimate (9) with respect to $r$ directly entails Theorem 2, as

$$H^1(J_u \cap B_R(x_0)) \geq \int_0^R \sum_{x \in J_u \cap \partial B_r(x_0)} \frac{1}{\nu(x) \cdot t_{J_u}(x)} \, dr$$

(see the proof of Lemma 7 below for a sketch of the argument for the latter estimate).

To prove (9), we distinguish three cases:

- In case $\# \{J_u \cap \partial B_r(x_0)\} \geq 2$, the estimate (9) is immediate.
- In case $\# \{J_u \cap \partial B_r(x_0)\} = 1$, the estimate (9) follows directly from Proposition 4.
- It only remains to consider the case $\# \{J_u \cap \partial B_r\} = 0$.

The remainder of the proof is thus concerned with the argument for (9) in the third case $\# \{J_u \cap \partial B_r\} = 0$.

We first observe that around a singular point $x_0$ we must have $F(r, x_0) \geq 1$ for any $r \in (0, \text{dist}(x_0, \partial \Omega))$: If we have $F(r, x_0) < 1$ for some radius $r$, the monotonicity formula from Theorem 1 implies $\liminf_{\rho \to 0} \frac{1}{\rho} \int_{B_\rho(x_0)} |\nabla u|^2 \, dx = 0$. This in turn would entail that one of the following two alternatives holds: $u$ is either smooth in a neighborhood of $x_0$, or we have $x_0 \in J_u$ with $J_u$ being of class $C^{1,1}$ in a neighborhood of $x_0$ [4]. The former possibility is excluded by our assumption that $u$ has a singularity at $x_0$; the latter possibility implies
We then build an extension v of F given \( \inf_{\rho > 0} F(\rho) \geq \inf_{\rho > 0} \frac{\mathcal{H}^1(J_u \cap \partial \B_r(x_0))}{r} = 1 \), which would give \( F(r, x_0) \geq 1 \) for all \( 0 < r < \text{dist}(x_0, \partial \Omega) \) by monotonicity.

Next, we estimate the energy \( E(r, x_0) \) by a competitor argument. Indeed, the standard competitor construction in Lemma 5 below entails that in our case of \( \#\{J_u \cap \partial B_r\} = 0 \) we must have

\[
E(r, x_0) \leq \int_{\partial B_r(x_0)} |\partial_r u|^2 \, d\mathcal{H}^1
\]

since \( u \) is a minimizer. Furthermore, by the David–Léger–Maddalena–Solimini relation (10) and \( \#\{J_u \cap \partial B_r\} = 0 \) we get

\[
\frac{\mathcal{H}^1(J_u \cap B_r(x_0))}{r} = \int_{\partial B_r(x_0)} |\partial_r u|^2 - |\partial_{\nu} u|^2 \, d\mathcal{H}^1.
\]

The previous two formulas imply

\[
F(r, x_0) = E(r, x_0) - \frac{1}{2} \cdot \frac{\mathcal{H}^1(J_u \cap B_r(x_0))}{r} \leq \frac{1}{2} \int_{\partial B_r(x_0)} |\partial_r u|^2 + |\partial_{\nu} u|^2 \, d\mathcal{H}^1.
\]

Recalling that \( F(r, x_0) \geq 1 \), this entails (9).

**Lemma 5.** Let \( u \in \text{SBV}(\Omega) \) be such that \( J_u \cap \partial B_r(x_0) = \emptyset \) and \( \int_{\partial B_r(x_0)} |\partial_r u|^2 \, d\mathcal{H}^1 < \infty \). Then there exists a function \( v \in H^1(B_r(x_0)) \) with \( u|_{\partial B_r(x_0)} = v|_{\partial B_r(x_0)} \) satisfying

\[
\frac{1}{r} \int_{B_r(x_0)} |\nabla v|^2 \, dx \leq \int_{\partial B_r(x_0)} |\partial_r u|^2 \, d\mathcal{H}^1.
\]

**Proof.** In order to construct such an extension \( v \) of the boundary data of \( u \) on \( \partial B_r(x_0) \), we decompose \( u|_{\partial B_r(x_0)} \) into its Fourier modes

\[
(u|_{\partial B_r(x_0)})(r, \varphi) = \sum_{k \geq 0} a_k \cos(k \varphi) + \sum_{k \geq 1} b_k \sin(k \varphi)
\]

(with \( (a_k)_k, (b_k)_k \in \ell_2 \)) and observe that

\[
r \int_{\partial B_r(x_0)} |\partial_r u|^2 \, d\mathcal{H}^1 = \sum_{k \geq 1} \pi k^2 |a_k|^2 + \sum_{k \geq 1} \pi k^2 |b_k|^2.
\]

We then build an extension \( v \) as

\[
v(\rho, \varphi) := \sum_{k \geq 0} a_k \left( \frac{\rho}{r} \right)^k \cos(k \varphi) + \sum_{k \geq 1} b_k \left( \frac{\rho}{r} \right)^k \sin(k \varphi)
\]

and observe that

\[
\int_{B_r(x_0)} |\nabla v|^2 \, dx = \sum_{k \geq 1} \pi k |a_k|^2 + \sum_{k \geq 1} \pi k |b_k|^2.
\]

The previous two formulas imply the estimate of the lemma. \( \square \)

The following formula has been discovered by David and Léger [14] and Maddalena and Solimini [22].
Lemma 6. Let $\Omega \subset \mathbb{R}^2$ be a planar domain and let $u \in \text{SBV}(\Omega)$ be a minimizer of the Mumford-Shah functional (1). Then the David-Léger-Maddalena-Solimini relation

$$\int_{\partial B_r(x_0)} |\partial_r u|^2 \, dH^1 + \sum_{x \in J_u \cap \partial B_r(x_0)} |\nu(x) \cdot t_{J_u}(x)|$$

holds for a.e. $0 < r < \text{dist}(x_0, \partial \Omega)$.

Proof. We recall that this formula may be derived from the equilibrium equation (8) by considering the family of variations

$$\eta := \begin{cases} 0 & \text{for } |x| \geq r, \\
\frac{r-|x|}{\delta} x & \text{for } r \geq |x| \geq r - \delta, \\
x & \text{for } |x| \leq r - \delta,
\end{cases}$$

and letting $\delta \searrow 0$. We omit the technical details, as the formal derivation is straightforward and the technical details may be found e.g. in [17]. □

5. Proof of the monotonicity formula

Our proof of the monotonicity formula combines the ideas of David-Léger [14] with the lower bound on the Dirichlet energy on circles $\partial B_r(x_0)$ established in Section 3.

Lemma 7. Let $\Omega \subset \mathbb{R}^2$ be a planar domain, let $x_0 \in \Omega$, and let $u$ be a minimizer of the Mumford-Shah functional on $\Omega$. Then the David-Léger entropy (3) is subject to the estimate

$$\frac{d}{dr} \min \left\{ F(r, x_0), \frac{3}{2} \right\} \geq \frac{1}{r} D(r, x_0)$$

in the sense of distributions, where

$$D(r, x_0) := \chi_{F(r, x_0) < \frac{3}{2}} \left( \int_{\partial B_r(x_0) \setminus J_u} |\partial_r u|^2 + |\partial_u u|^2 \, dH^1 \\
+ \frac{1}{2} \sum_{x \in J_u \cap \partial B_r(x_0)} \frac{1}{|\nu(x) \cdot t_{J_u}(x)|} - F(r, x_0) \right).$$

Additionally, for a.e. $0 < r < \text{dist}(x_0, \partial \Omega)$ we have the representation

$$D(r, x_0) = \chi_{F(r, x_0) < \frac{3}{2}} \left( \int_{\partial B_r(x_0) \setminus J_u} \frac{3}{2} |\partial_r u|^2 + \frac{1}{2} |\partial_u u|^2 \, dH^1 \\
+ \frac{1}{2} \sum_{x \in J_u \cap \partial B_r(x_0)} \left( \frac{1}{|\nu(x) \cdot t_{J_u}(x)|} + |\nu(x) \cdot t_{J_u}(x)| \right) - E(r, x_0) \right).$$

Proof. The statement and the proof of the lemma differ from [14, Proposition 2.5 and formulas (2.11), (3.7)] only due to the additional truncation $\min \{\cdot, \frac{3}{2}\}$, requiring a single application of the chain rule for weak derivatives. Nevertheless, we sketch the full argument to make our paper self-contained.
To show (11a) with the representation (11b), it is sufficient to observe that
\[ \frac{d}{dr} F(r, x_0) \]
\[ \geq \int_{\partial B_{r}(x_0) \setminus J_u} |\partial_r u|^2 + |\partial_u u|^2 \, d\mathcal{H}^1 + \frac{1}{2} \sum_{x \in J_u \cap \partial B_{r}(x_0)} \frac{1}{|\nu(x) \cdot t_{J_u}(x)|} - F(r, x_0) \]
holds in the sense of distributions. Indeed, applying the chain rule for weak derivatives to this formula, we arrive at (11a)-(11b).

As in [14], the representation (11c) follows directly from (11b) using the David–Léger–Maddalena–Solimini relation (10). It therefore only remains to show (12).

To prove (12), we first write \( E_{\text{Dir}}(r, x_0) := \frac{1}{r} \int_{B_r \setminus J_u} |\nabla u|^2 \, dx \). From Fubini’s theorem and \( \nabla u \in L^2(\Omega) \), we infer \( E_{\text{Dir}}(r, x_0) = \frac{1}{r} \int_0^r \int_{\partial B_{\rho}} |\nabla u|^2 \, d\mathcal{H}^1 \, d\rho \) and thus
\[ \frac{d}{dr} E_{\text{Dir}}(r, x_0) = \frac{1}{r} \int_{\partial B_{r}(x_0) \setminus J_u} |\partial_r u|^2 + |\partial_u u|^2 \, d\mathcal{H}^1 - \frac{1}{r} E_{\text{Dir}}(r). \]

To establish (12), it hence suffices to show
\[ \frac{d}{dr} \mathcal{H}^1(B_r \cap J_u) \geq \sum_{x \in J_u \cap \partial B_{r}(x_0)} \frac{1}{|\nu(x) \cdot t_{J_u}(x)|} \]
in the sense of distributions. To see this, note that outside of a set of negligible \( \mathcal{H}^1 \) measure, the jump set \( J_u \) is locally given by a \( C^1 \) curve [4]. By Sard’s theorem, this shows that for a.e. \( r \in (0, \text{dist}(x_0, \partial \Omega)) \) the set \( J_u \cap \partial B_{r}(x_0) \) is given by the intersection of a finite number of \( C^1 \) curves with \( \partial B_{r}(x_0) \), with all of these intersections occurring transversally (i.e., the scalar product \( \nu(x) \cdot t_{J_u}(x) \) being nonzero). For a finite collection of \( C^1 \) curves, however, the estimate becomes an equality and is shown by a straightforward computation. Alternatively, to avoid the use of partial regularity of minimizers, the previous formula could also be obtained via the coarea formula for rectifiable sets [5, Theorem 2.93].

The main step for the derivation of the monotonicity formula is the derivation of the following estimates, which we will perform in the following subsections.

**Lemma 8.** With the assumptions and the notation of Lemma 7, we have

- \( D(r, x_0) \geq \chi_{F(r, x_0) < \frac{3}{2}} \frac{1}{2} \int_{\partial B_{r}(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \) if \( \# \{ J_u \cap \partial B_{r}(x_0) \} = 0 \), \( (13a) \)
- \( D(r, x_0) \geq \left( \frac{3}{2} - F(r, x_0) \right)_{+} \) if \( \# \{ J_u \cap \partial B_{r}(x_0) \} = 1 \), \( (13b) \)
- \( D(r, x_0) \geq \chi_{F(r, x_0) < \frac{3}{2}} \frac{1}{2} \int_{\partial B_{r}(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \) if \( \# \{ J_u \cap \partial B_{r}(x_0) \} = 2 \), \( (13c) \)
- \( D(r, x_0) \geq \left( \frac{3}{2} - F(r, x_0) \right)_{+} \) if \( \# \{ J_u \cap \partial B_{r}(x_0) \} \geq 3 \). \( (13d) \)

**Proof of Theorem 1.** Our monotonicity formula follows immediately from Lemma 7 and Lemma 8, taking into consideration that our desired monotonicity follows directly from estimate (11b) in case \( \int_{\partial B_{r}(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \geq 2 \).
5.1. The case of a single discontinuity point on $\partial B_r(x_0)$. The situation of a single discontinuity point $J_u$ on the boundary $\partial B_r(x_0)$ is the main situation in which David and Léger [14] were missing a suitable argument for monotonicity. With our lower bound from Proposition 4, the monotonicity argument becomes trivial for the truncated entropy in this case:

*Proof of (13b).* By Proposition 4, we have

$$\int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1 \geq 1.$$  

Inserting this into formula (11b), we deduce (13b).  

5.2. The case of zero discontinuity points on $\partial B_r(x_0)$. We handle this case just like in [14], using the elementary competitor construction of Lemma 5.

*Proof of (13a).* By Lemma 5 we have

$$E(r,x_0) \leq \int_{\partial B_r(x_0) \setminus J_u} |\partial_r u|^2 \, d\mathcal{H}^1.$$  

Using formula (11c), we obtain

$$D(r,x_0) \geq \chi_{F(r,x_0)} \frac{1}{\sqrt{2}} \int_{\partial B_r(x_0) \setminus J_u} |\nabla u|^2 \, d\mathcal{H}^1.$$  

5.3. The case of three or more discontinuity points on $\partial B_r(x_0)$. An monotonicity estimate slightly different from (13d) has already been established in David-Léger [14]. However, in our situation of the “truncated” entropy, a much shorter argument is available.

*Proof of (13d).* The estimate is immediate from (11b), as we have

$$\frac{1}{2} \sum_{x \in J_u \cap \partial B_r(x_0)} \frac{1}{\nu(x) \cdot t_{J_u}(x)} \geq \frac{3}{2}.$$  

5.4. The case of two discontinuity points on $\partial B_r(x_0)$. In the situation of two discontinuity points $J_u$ on the boundary $\partial B_r(x_0)$, David and Léger [14] only deduced monotonicity for certain angular configurations of the discontinuity points. We have to provide a new idea in the case that the shorter of the two circular arcs enclosed by the discontinuity points has length $\leq r(\frac{1}{2} \pi + 0.00001)$.

*Proof of (13c).* In the case that the longer of the two circular arcs enclosed by the discontinuity points $J_u \cap \partial B_r(x_0)$ has length of at most $\omega r \leq r(\frac{4}{3} \pi - 0.00001)$, we proceed as in [14] using the representation (11c) and a competitor construction to bound the energy density $E(r,x_0)$: To construct a competitor $v$, we simply connect the two discontinuity points on $\partial B_r(x_0)$ to the center $x_0$ by a straight line and allow our competitor $v$ to have a discontinuity along these lines (see Figure 2).
other words, we may construct \( v \) separately in each of the two sectors enclosed by these lines and \( \partial B_r(x_0) \). By Lemma 9, this yields

\[
E(r, x_0) \leq \frac{1}{r} \int_{B_r(x_0) \setminus J_u} |\nabla v|^2 \, dx + \frac{1}{r} \mathcal{H}^1(J_u \cap B_r(x_0))
\]

\[
\leq \frac{3}{2} \pi - 0.00001 \int_{\partial B_r(x_0) \setminus J_u} |\partial_r u|^2 \, d\mathcal{H}^1 + 2
\]

\[
\leq \left( \frac{3}{2} - c \right) \int_{\partial B_r(x_0) \setminus J_u} |\partial_r u|^2 \, d\mathcal{H}^1 + \# \{ J_u \cap \partial B_r(x_0) \}.
\]

Thus, we may conclude using (11c).

In the remaining case that the longer of the two circular arcs enclosed by the points \( J_u \cap \partial B_r(x_0) \) on \( \partial B_r(x_0) \) has length \( \omega r \geq \left( \frac{3}{2} \pi - 0.00001 \right) r \), our new idea is to exploit the consequences of Proposition 4 in the form of Lemma 9 below. Note that in case that

\[
\sum_{x \in J_u \cap \partial B_r(x_0)} \frac{1}{2|\nu(x) \cdot t_{J_u}(x)|} + \int_{\partial B_r(x_0)} |\partial_r u|^2 + |\partial \nu u|^2 \, d\mathcal{H}^1 \geq \frac{3}{2} + 0.005
\]

holds, by (11b) we clearly have

\[
D(r, x_0) \geq \chi_{F(r, x_0) < \frac{3}{2}} (1.505 - 1.5) \geq c \chi_{F(r, x_0) < \frac{3}{2}}.
\]

Thus, by Lemma 9 the only case which we still need to consider is

\[
\omega \leq \left( \frac{3}{2} + \frac{8}{180} \right) \pi
\]

and

\[
\sum_{x \in J_u \cap \partial B_r(x_0)} \frac{1}{2|\nu(x) \cdot t_{J_u}(x)|} \geq 1.26
\]

and

\[
\sum_{x \in J_u \cap \partial B_r(x_0)} \left( \frac{1}{2|\nu(x) \cdot t_{J_u}(x)|} + \frac{1}{2} |\nu(x) \cdot t_{J_u}(x)| \right) \geq 2 + 0.055.
\]

Furthermore, we may restrict ourselves to the case

\[
\int_{\partial B_r(x_0)} |\partial_r u|^2 + |\partial \nu u|^2 \, d\mathcal{H}^1 \leq 0.25,
\]

as otherwise we again obtain the desired estimate on \( D(r, x_0) \) by (14b) and (11b). Inserting the estimate (14c) into (11c), we deduce

\[
D(r, x_0) \geq \chi_{F(r, x_0) < \frac{3}{2}} \left[ 2 + 0.05 + \frac{3}{2} \int_{\partial B_r(x_0)} |\partial_r u|^2 \, d\mathcal{H}^1 - E(r, x_0) \right]
\]

\[
\geq \chi_{F(r, x_0) < \frac{3}{2}} \left[ 0.005 + 2 + 1.7 \int_{\partial B_r(x_0)} |\partial_r u|^2 \, d\mathcal{H}^1 - E(r, x_0) \right]
\]

Due to (14a) and Lemma 10, this enables us to conclude. \( \square \)

**Lemma 9.** Let \( \Omega \subset \mathbb{R}^2 \) be a planar domain and let \( u \) be a minimizer to the Mumford-Shah functional. Let \( x_0 \in \Omega \).
For a.e. $0 < r < \text{dist}(x_0, \partial \Omega)$ with $\#\{J_\alpha \cap \partial B_r(x_0)\} = 2$ and $0 < \varphi \leq \frac{1}{2}\pi + 0.00001$, we have

$$\sum_{x \in J_\alpha \cap \partial B_r(x_0)} \frac{1}{2|\nu(x) \cdot t_{J_\alpha}(x)|} + \int_{\partial B_r(x_0)} |\partial_r u|^2 + |\partial_\nu u|^2 \, dH^1 \geq \sqrt{2} - 0.005,$$

where $r_\varphi$ denotes the length of the shorter of the two circular arcs enclosed by the points $J_\varphi \cap \partial B_r(x_0)$ on $\partial B_r(x_0)$.

If $\varphi < \frac{1}{2}\pi - \frac{\pi}{180} \pi$ or

$$\sum_{x \in J_\alpha \cap \partial B_r(x_0)} \frac{1}{2|\nu(x) \cdot t_{J_\alpha}(x)|} < 1.26$$

or

$$\sum_{x \in J_\alpha \cap \partial B_r(x_0)} \left(\frac{1}{2|\nu(x) \cdot t_{J_\alpha}(x)|} + \frac{|\nu(x) \cdot t_{J_\alpha}(x)|}{2}\right) < 2 + 0.055$$

holds, we even have

$$\sum_{x \in J_\alpha \cap \partial B_r(x_0)} \frac{1}{2|\nu(x) \cdot t_{J_\alpha}(x)|} + \int_{\partial B_r(x_0)} |\partial_r u|^2 + |\partial_\nu u|^2 \, dH^1 \geq \frac{3}{2} + 0.005.$$

Proof. We denote the two points in $J_\alpha \cap \partial B_r(x_0)$ by $x_1$ and $x_2$; without loss of generality, we may assume that $x_1$ lies counterclockwise from $x_2$. Then we define $a_i \in (-\frac{\pi}{2}, \frac{\pi}{2})$ by requiring $t_{J_\alpha}(x_i) := \cos(a_i)\nu(x_i) + \sin(a_i)\nu^\perp(x_i)$, where the sign convention of $\perp$ is such that $e_1^\perp = e_2$. Observe that the angle between the vectors $t_{J_\alpha}(x_1)$ and $t_{J_\alpha}(x_2)$ is given by $\varphi + a_1 - a_2$; thus, the length of the vector $t_{J_\alpha}(x_1) + t_{J_\alpha}(x_2)$ is given as $\sqrt{2} + 2\cos(\varphi + a_1 - a_2)$. Using Proposition 4 and optimizing in $a$, we deduce

$$\int_{\partial B_r(x_0)} |\partial_r u|^2 + |\partial_\nu u|^2 \, dH^1 \geq \sqrt{2} + 2\cos(\varphi + a_1 - a_2) \geq \sqrt{2} + 2\cos(\hat{\varphi} + a_1 - a_2) - \sqrt{0.00002} \quad (16)$$

with $\hat{\varphi} := \min\{\varphi, \frac{1}{2}\pi\}$. Here, in the last step we have used elementary bounds, the Lipschitz continuity of $\cos$ with Lipschitz constant 1, as well as the assumption $\varphi \leq \frac{\pi}{2} + 0.00001$.

We then consider the minimization problem for

$$f(a_1, a_2) := \frac{1}{2\cos a_1} + \frac{1}{2\cos a_2} + \sqrt{2} + 2\cos(\hat{\varphi} + a_1 - a_2) \quad (17)$$

for $-\pi/2 < a_1, a_2 < \pi/2$. Using the fact that $0 < \hat{\varphi} \leq \pi/2$, the monotonicity of $\cos(s)$ for $0 < s < \pi$, and the symmetries of $\cos(s)$, by considering all combinations of signs $\pm a_i$ we observe that the infimum is not changed upon restricting to $a_1 \geq 0$ and $a_2 \leq 0$. Set $\alpha := (a_1 - a_2)/2$ and $s := (a_1 + a_2)/2$; we then have $0 < \alpha < \pi/2$ and $-\alpha < s < \alpha$ and the function may be rewritten as

$$f(a_1, a_2) = \frac{1}{2\cos(\alpha + s)} + \frac{1}{2\cos(\alpha - s)} + \sqrt{2} + 2\cos(\hat{\varphi} + 2\alpha).$$
As for fixed $\alpha$ the function on the right-hand side is convex in $s$ (for $-\alpha < s < \alpha$) and symmetric around $s = 0$, the minimum in $s$ is obtained for $s = 0$. This shows

$$f(\alpha_1, \alpha_2) \geq \frac{1}{2 \cos \alpha} + \frac{1}{2 \cos \alpha} + \sqrt{2 + 2 \cos(\hat{\varphi} + 2\alpha)}$$

$$= \frac{1}{\cos \alpha} + 2 \left| \cos \left( \frac{\hat{\varphi}}{2} + \alpha \right) \right|$$

$$\geq \frac{1}{\cos \alpha} + 2 \left( \cos \left( \frac{\hat{\varphi}}{2} + \alpha \right) \right)_{+}$$

Since $0 < \hat{\varphi} \leq \pi/2$ and $0 < \alpha < \pi/2$, we see that the second term is nonincreasing in $\hat{\varphi}$. We thus get

$$f(\alpha_1, \alpha_2) \geq \frac{1}{\cos \left( \frac{82}{90} \frac{\pi}{4} \right)} \geq 1.52$$

for $0 < \hat{\varphi} < \frac{82}{90} \frac{\pi}{2}$ and

$$f(\alpha_1, \alpha_2) \geq \frac{1}{\cos \left( \frac{98}{90} \frac{\pi}{4} \right)} \geq \sqrt{2}$$

in the general case $0 < \hat{\varphi} \leq \frac{\pi}{2}$. Furthermore, by (18) and the considerations just below (18) we see that $f(\alpha_1, \alpha_2) < 1.51$ entails $(\alpha_1 - \alpha_2)/2 > 0.42 \pi/2$. This in turn implies $\frac{1}{2 \cos \alpha_1} + \frac{1}{2 \cos \alpha_2} \geq 1.26$ as well as $\sum_{i=1}^{2} \left( \frac{1}{2 \cos \alpha_i} + \frac{1}{2 \cos \alpha_i} \right) \geq 2.055$ due to convexity and monotonicity of the functions $\tilde{g}(\tilde{\alpha}) = \frac{1}{\cos \tilde{\alpha}}$ and $g(\tilde{\alpha}) := \frac{1}{\cos \tilde{\alpha}} + \cos \tilde{\alpha}$.

Our lemma therefore follows from (16), (17), and the lower bounds on $f$ derived above.

5.5. Construction of competitors on circular sectors. The following estimate on harmonic functions in circular sectors is well-known and has been used e.g. by David and Léger [14] to construct competitors for minimizers of the Mumford-Shah functional.

**Lemma 10.** Let $r > 0$. Consider a circular sector $S \subset B_r(x_0)$ with opening angle $0 < \theta < 2\pi$. Let $u \in H^{1}(\partial B_r(x_0) \cap \overline{S})$ be any function defined on the outer boundary of the sector. Then there exists an extension $v \in H^{1}(S)$ with $v|_{\partial B_r(x_0) \cap \overline{S}} = u|_{\partial B_r(x_0) \cap \overline{S}}$ and

$$\frac{1}{r} \int_{S} |\nabla v|^2 \, dx \leq \frac{\theta}{\pi} \int_{\partial B_r(x_0) \cap \overline{S}} |\partial_r u|^2 \, d\mathcal{H}^1.$$  

(19)
Figure 2. Construction of a competitor for two discontinuity points on the boundary: If the larger arc enclosed by the two points in \( \{ J_u \cap \partial B_r \} \) has length \( \leq \left( \frac{3}{2} + 0.00001 \right) \pi r \), we allow our competitor \( v \) to have a discontinuity along the lines connecting the two points in \( \{ J_u \cap \partial B_r \} \) to the center of the disk.

Proof. Assume without loss of generality that the circular sector \( S \) is given in radial coordinates as \( \{(\rho, \varphi) : 0 < \rho < r, 0 < \varphi < \theta \} \). We expand \( u|_{\partial B_r(x_0) \cap S} \) in terms of its Fourier modes as

\[
u|_{\partial B_r(x_0) \cap S}(\rho, \varphi) = \sum_{k=0}^{\infty} a_k \cos \left( \frac{k \pi}{\theta} \varphi \right).
\]

This enables us to define

\[
v(\rho, \varphi) := \sum_{k=0}^{\infty} a_k \left( \frac{\rho}{r} \right)^{k \pi / \theta} \cos \left( \frac{k \pi}{\theta} \varphi \right).
\]

We compute

\[
\int_{\partial B_r(x_0) \cap S} |\partial_{\nu} u|^2 d\mathcal{H}^1 = r^{-1} \frac{\pi}{2\theta} \sum_{k=1}^{\infty} k^2 |a_k|^2
\]

and

\[
\int_S |\nabla v|^2 dx = \int_0^r \rho^2 \times \frac{\rho^{2k\pi / \theta} - 2}{r^{2k\pi / \theta}} \sum_{k=1}^{\infty} \frac{k^2 \pi^2}{\theta^2} |a_k|^2 d\rho = \frac{\pi}{2} \sum_{k=1}^{\infty} k |a_k|^2,
\]

which proves (19). \( \square \)
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