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Abstract

We obtain an improved determination of the normalization of the leading infrared renormalon of the Bjorken sum rule: $Z_B(n_f = 3) = -0.407 \pm 0.119$. Estimates of higher order terms of the perturbative series are given. We compute the Bjorken sum rule with hyperasymptotic precision by including the leading terminant, associated with the first infrared renormalon. We fit the experimental data to the operator product expansion theoretical prediction with $\hat{f}_3^{PV}$ as the free parameter. We obtain a good agreement with the experiment with $\hat{f}_3^{PV} \times 10^3 = 32^{+187}_{-190}$ GeV$^2$ for $Q^2 \geq 1$ GeV$^2$. 
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1 Introduction

The Bjorken sum rule [1] is one of the cleanest observables, from the theory point of view, on which to apply the operator product expansion (OPE) in its nonperturbative version [2]. At low orders in the \( 1/Q^2 \) expansion, it has the following form:

\[
M_1^B(Q^2) = \frac{g_A}{6} C_B(\alpha_s) - \frac{4}{27} \frac{1}{Q^2} f_3(Q_0) \left[ \frac{\alpha_s(Q_0^2)}{\alpha_s(Q^2)} \right]^{\gamma^0_{NS}/2\pi} \left( 1 + \mathcal{O}(\alpha_s) \right) + \mathcal{O}\left( \frac{1}{Q^4} \right), \tag{1}
\]

where the definitions are the following:

\[
\gamma^0_{NS} = \frac{16}{3} C_F, \tag{2}
\]

\[
C_B(Q) = 1 + \sum_{s=0}^{\infty} C_B^{(s)} \alpha_s^{s+1}(\nu). \tag{3}
\]

The first few terms of the perturbative expansion of \( C_B(Q) \) are known. The \( \mathcal{O}(\alpha_s) \) correction has been computed in [4], the \( \mathcal{O}(\alpha_s^2) \) correction in [5], the \( \mathcal{O}(\alpha_s^3) \) correction [6], and the \( \mathcal{O}(\alpha_s^4) \) correction in [7–9].

We also consider the correction due to the charm quark (with finite mass) to the perturbative series of \( C_B \). It was first computed in Ref. [10], and later corrected in Ref. [11]. Arguments from renormalons in the context of heavy quark physics suggest that the charm decouples at those scales for the high order coefficients of the perturbative expansion [12]. Therefore, this is the situation we will consider in this paper. In any case, the effect of these corrections is tiny.

Power corrections were calculated in [13, 14]. The LO renormalization group running of the twist-four operators has been computed in Ref. [15]. The nonperturbative matrix elements are defined in the following way:

\[
|g_A| s_\sigma = 2 \langle p, s | J_5^{\sigma 3} | p, s \rangle, \tag{4}
\]

where \( J_5^{\sigma a}(x) = \bar{\psi} \gamma_\sigma \gamma_5 t^a \psi(x) \) is the nonsinglet axial current, \( t^a \) is a generator of the flavor group, and \( J_5^{\sigma}(x) = \sum_{i=1}^{n_f} \bar{\psi}_i \gamma_\sigma \gamma_5 \psi_i(x) \) is the singlet axial current. \( |g_A| \) is the absolute value of the constant of the neutron beta decay, \( |g_A/g_V| = F + D = 1.2754 \pm 0.0013 \) [16].

The dimension two condensate \( f_3 \) can be related with the expectation value (sandwiched between the proton state) of a local operator. \( f_3 \) is scale dependent and it is defined at \( Q_0^2 \), i.e., \( f_3 \) is the reduced matrix element of \( R_{2\sigma}^3 \), renormalized at \( Q_0^2 \), which is defined for the general flavor indices, with \( t^i \) being the flavor matrices, as

\[
R_{2\sigma}^i = g \tilde{G}_{\sigma \nu} \gamma^\nu t^i \psi, \quad \langle p, s | R_{2\sigma}^i | p, s \rangle = f_i s_\sigma \quad (i = 0, \cdots, 8), \tag{5}
\]

and \( \tilde{G}_{\mu \nu} = \frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} G^{\alpha \beta} \) is the dual field strength.

Each term of the OPE expression written in Eq. (1) is ill defined. Therefore, as such, the OPE is a formal expression, and, without further qualifications, it is of little use. The origin

\footnote{We will borrow the notation we use in this paper for the Bjorken sum rule from [3]. See also this reference for extra details on the sum rules.}
of this problem comes because, even though the Bjorken sum rule is an observable, and, therefore, is well defined, the splitting between the different terms of the OPE is ambiguous. When working in dimensional regularization using minimal-like subtraction schemes, this reflects in the fact that the perturbative series of \( C_B(\alpha_s) \) is asymptotically divergent. Therefore, its sum does not converge to a number, and a method has to be used to regularize the perturbative sum. A suitable one is to first construct the Borel transform of the perturbative sum and, afterwards, to do the inverse of the Borel transform (also named Borel sum or integral). Such inverse is still ill defined, due to singularities in the positive axis of the Borel plane. The location and character of such singularities are determined by the OPE [17, 18], but not the overall normalization. This information is enough to determine the divergence pattern of the perturbative series up to an overall normalization (for the case of the Bjorken sum rule, it has been computed with logarithmic accuracy in [3]). Such divergent pattern of the perturbative expansion associated with the OPE is usually referred to as renormalons [19].

To fully fix the leading term of the OPE, we have to specify how we handle the singularities in the Borel plane when doing the Borel sum. Following the discussion in [20], we use the principal value (PV) prescription for the Borel integral (the median resummation above and below the real axis). The reason is that the outcome is expected to be real and scale/scheme independent (see the discussion in Refs. [20, 21]).

Defining \( C_B(\alpha_s) \) also defines \( f_3 \). Therefore, we rewrite Eq. (1) as

\[
M_1^B(Q^2) = \frac{g_A}{6} C_B^{\text{PV}}(\alpha_s) - \frac{4}{27 Q^2} \hat{f}_3^{\text{PV}} \left[ \alpha_s(Q^2) \right]^{\frac{\nu}{\nu_0}} (1 + \mathcal{O}(\alpha_s)) + \mathcal{O} \left( \frac{1}{Q^4} \right),
\]

where (often we will work with the variable \( u = \frac{\beta_0 t}{4\pi} \) instead of \( t \))

\[
C_B^{\text{PV}}(\alpha_s(Q)) = 1 + \int_{0,\text{PV}}^{\infty} dt \ e^{-t/\alpha_s(Q)} B[C_B](t), \quad B[C_B](t) = \sum_{n=0}^{\infty} \frac{C_B^{(s)}}{s!} t^s,
\]

and

\[
\hat{f}_3^{\text{PV}} \equiv f_3^{\text{PV}}(Q_0) \left[ \alpha_s(Q_0^2) \right]^{\frac{\nu}{\nu_0}}. \tag{8}
\]

For convenience, we have absorbed the prefactor \( [\alpha_s(Q_0^2)]^{\frac{\nu}{\nu_0}} \) in \( \hat{f}_3^{\text{PV}} \). It is usually stated that, after introducing such prefactor, \( \hat{f}_3 \) is a renormalization group invariant (with the precision the running of the nonperturbative condensate is known). We would like to emphasize that this is not necessarily so. In order \( \hat{f}_3 \) to be renormalization scale and scheme independent, it is necessary that the regularization of the perturbative sum of \( C_B \) is made in such a way that it is explicitly scale and scheme independent (something that the PV delivers but not other regularizations of the perturbative sum), so that the difference between the Bjorken sum rule and \( \frac{\alpha_A}{6} C_B(\alpha_s(Q)) \) is also scale and scheme independent.

Assuming the validity of the OPE in its nonperturbative version (which we take for granted), \( \hat{f}_3^{\text{PV}} \) can be written as \( \hat{f}_3^{\text{PV}} = f_3^{\text{PV}} \frac{A^2_{\text{MS}}}{A^2_{\text{NS}}} \) where \( f_3^{\text{PV}} \) is a dimensionless constant. Let us emphasize that such equality holds irrespectively of the scheme used for the strong coupling constant. Therefore, we can also generically write

\[
\hat{f}_3^{\text{PV}} = f_3^{\text{PV}} A^2_{\text{X}} = f_3^{\text{PV}} \left( \frac{\beta_0 \alpha_X(\nu)}{4\pi} \right)^{-2b} e^{-\frac{4\pi}{\beta_0 \alpha_X(\nu)}} (1 + \mathcal{O}(\alpha_X)), \tag{9}
\]
where $X$ stands for the renormalization scheme of the strong coupling constant and we define $b = \beta_1 / (2 \beta_0^2)$ (note that the definition of $b$ that we use in this paper is different from the one used in Ref. [3]). Therefore, provided $I_{XX}^{PV}$ is obtained in one scheme, one can easily transform it to a different scheme using the very same conversion factor one uses to transform $\Lambda_{QCD}$ from one scheme to another. In the present work $X = \overline{\text{MS}}$.

Whereas the above procedure yields unambiguous and convenient definitions of the different terms of the OPE, this does not mean that we have the means to compute them. In practice, we only have a relatively small set of the first order terms of the perturbative expansion, and the experimental (or lattice) data. Nowadays, it is not possible to compute the nonperturbative corrections from first principles via analytic methods. At present, it is only possible to compute them in some cases, numerically, from lattice simulations. Nevertheless, such computation is unavoidably plagued by perturbative corrections. Actually, those are the dominant contribution to the observable. A paradigmatic case is the computation of the gluon condensate in the lattice, where its value is orders of magnitude bigger than the actual size of the nonperturbative gluon condensate [22,23]. Overall, to fit the nonperturbative condensate to lattice or experimental data, one first needs to compute the perturbative series with exponential [$\ln(-1/\alpha(Q))$] accuracy (or with power in $1/Q^2$ accuracy). Whereas it is not possible to obtain the exact expression of $C_{PV}^{B}$, it can be computed approximately, and, more importantly, with a well-defined method to quantify the error in a parametric way [20,24,25]. This method adapts the hyperasymptotic expansion used in ordinary differential equations [26] (see also [27]) to the case of quantum field theories with marginal operators, and it has successfully been applied to a variety of observables [23,25,28]. The hyperasymptotic approximation has not yet been confronted directly to experimental data. The Bjorken sum rule yields a fantastic opportunity to check the OPE in its nonperturbative setup directly into experiment, without resorting to lattice. Therefore, it is our plan to apply such a method to the Bjorken sum rule. Nowadays, the perturbative series of $C_{B}(\alpha_s(Q))$ is known to high enough orders to start showing its asymptotic nature for the range of energies for which such sum rule has been measured. Therefore, this opens the venue to determine the Borjen sum rule with exponential accuracy. This is very interesting, since it will allow us to determine the leading nonperturbative correction with hyperasymptotic precision.

Overall, we have now turned the problem into evaluating $C_{PV}^{B}$ with the highest possible accuracy, i.e., including the leading terminant. We address this goal in Sec. II. One necessary ingredient in the evaluation of the terminant is the determination of the normalization of the renormalon. A previous determination can be found in [3]. In the present paper, we give an improved determination. On the one hand, we can use the new term of the perturbative expansion that is now known. Another improvement is a new way to determine the normalization of the renormalon, which has proven to be more stable [29]. As this method had not been applied to the GLS [30] and Ellis-Jaffe [31] sum rule, we profit this paper to do the same analysis for those sum rules. For the case of the GLS sum rule, the perturbative expansion is also known to an order higher [9], but not for the Ellis-Jaffe sum rule. The latter has also been criticized as being less fundamental than the Bjorken and GLS sum rules (see [32]).

The paper is organized as follows. In Sec. II, $C_{PV}^{B}$ will be computed with hyperasymptotic precision, and an updated determination of the normalization of the leading infrared renormalon, as well as new estimates of the higher order terms of the perturbative series, are given. Updated determinations of the normalization of the leading renormalons of the Ellis-
Jaffe and GLS sum rules are also given. In Sec. III, the comparison with the experimental data will be done allowing us the extraction of $\hat{f}_3^{PV}$. Finally, the conclusions are presented in Sec. IV.

2 Hyperasymptotic approximation to $C_B^{PV}$

2.1 Renormalons

We first need to know the renormalon structure of the perturbative series. We take the results relevant to our case from the analysis made in Ref. [3].

The ultraviolet renormalon structure of the moments of the deep inelastic scattering structure functions has been computed in Ref. [33]. For the case of the Bjorken sum rule, the ultraviolet renormalon formally dominates for $n_f > 2$ and $n \to \infty$. Nevertheless, at low orders in perturbation theory, the infrared renormalon appears to be dominant. This can be seen from the fact that the sign of the known terms of the perturbative series is equal, whereas if the ultraviolet renormalon were to be dominant, then we would find a sign alternating series. In any case, we will perform the conformal mapping [34]:

$$w(u) = \frac{\sqrt{1+u} - \sqrt{1-u/2}}{\sqrt{1+u} + \sqrt{1-u/2}},$$

(10)

to guarantee that the $u = -1$ renormalon does not play a significant role. This transformation maps the first infrared renormalon to $w = 1/3$ and all other singularities to the unit circle $|w| = 1$. In the conformal mapping, the expansion parameter is $w = 1/3$. In practice, the effect of doing the conformal mapping is small, which, again, points to the fact that the effect of ultraviolet renormalons is small in comparison with the effect of the infrared renormalon located at $u = 1$. A similar conclusion was obtained in Ref. [35] using Padé approximants. We will only give numbers for the conformal mapping case for theoretical reasons. Nevertheless, as we have already mentioned, they will be quite similar to the computation without conformal mapping.

The Borel transform near the closest infrared renormalon singularity has the following structure (we have changed $N_X \to Z_X$ compared with the notation in Ref. [3] to avoid confusion with $N_P$):

$$B[C_B](t(u)) = \frac{\nu^2}{Q^2} Z_B \frac{1}{(a-u)^{1+2b+b_B}}(1 + d_1^B(a-u) + d_2^B(a-u)^2 + \cdots) + S_{reg}(u),$$

(11)

where $S_{reg}(u)$ is an analytic function at $u = a$. $a = 1$ and [18]:

$$b_B = -\frac{\gamma_{NS}^0}{2\beta_0}.$$

(12)

$b_B$ dictates the strength of the singularity. It is interesting to study its dependence on $n_f$. In the Bjorken sum rule, if $n_f \in (0, 6)$ $\Rightarrow 1 + 2b + b_B \in (1, 2)$ so, formally, one could just keep the first two terms of the series in Eq. (11), since the next term would go to zero for $u \to 1$. 
If the Wilson coefficients multiplying the higher twist operators were known exactly, then one could also fix the coefficients $d_B$. Unfortunately, only their leading log running is known. Nevertheless, by performing the matching at a generic scale $\nu$, one can resum the terms of the type $(1-u)^n \ln^n(Q^2/\nu^2)$ and obtain the logarithmically dominant contribution to $d_B \sim \ln(Q^2/\nu^2)$. This was done in [3], and we have little to add in this respect in this paper. The outcome for the asymptotic expression of the coefficients was the following:

$$C_B^{(n)} \xrightarrow{n \to \infty} Z_B \frac{\nu^2}{Q^2} \left(\frac{\beta_0}{4\pi}\right)^n \frac{\Gamma(1 + b_B + 2b + n)}{\Gamma(1 + 2b + b_B)} \frac{1}{1} F_1 \left(-b_B, -2b - b_B - n, \ln(Q^2/\nu^2)\right).$$

The above expression contains subleading terms in the $1/n$ expansion. In the strict $1/n$ expansion, it simplifies to:

$$C_B^{(n)} \xrightarrow{n \to \infty} Z_B \frac{\nu^2}{Q^2} \left(\frac{\beta_0}{4\pi}\right)^n \frac{n! n^{b_B+2b}}{\Gamma(1 + 2b + b_B)} \left(1 + \frac{1}{n} \ln(Q^2/\nu^2)\right)^{b_B}.$$  

An alternative that we will consider in this paper is to work with the quantity

$$\tilde{C}_B(\alpha_s) \equiv (C_B(\alpha_s) - 1) \left[\frac{\alpha_s(Q)}{\alpha_s(\nu)}\right]^{b_B} = \sum_{n=0}^{\infty} \tilde{C}_B^{(n)} \alpha_s^{n+1},$$

the coefficients of which have a more compact expression for its asymptotic expansion:

$$\tilde{C}_B^{(n)} \xrightarrow{n \to \infty} Z_B \frac{\nu^2}{Q^2} \left(\frac{\beta_0}{4\pi}\right)^n \frac{\Gamma(1 + b_B + 2b + n)}{\Gamma(1 + 2b + b_B)},$$

or

$$\tilde{C}_B^{(n)} \xrightarrow{n \to \infty} Z_B \frac{\nu^2}{Q^2} \left(\frac{\beta_0}{4\pi}\right)^n \frac{n! n^{b_B+2b}}{\Gamma(1 + 2b + b_B)}.$$  

As a final comment, the whole previous discussion also applies to the GLS and Ellis-Jaffe sum rules changing any subscript $B$ by the GLS and $EJ$ subscripts respectively. In particular, $b_{GLS} = b_B$ and $b_{EJ} = -\gamma_0 S/(2\beta_0)$ ($\gamma_0 S = \gamma_0 NS + 4/3n_f$). Note also that for the case $n_f = 0$, the perturbative expansions of the three sum rules coincide, as differences between singlet ($S$) and nonsinglet ($NS$) have to do with light fermion effects, which disappear in the $n_f = 0$ approximation.

### 2.2 Determination of the normalization constant

In this subsection, we will obtain the normalization of the leading infrared renormalon for the Borjken, GLS, and Ellis-Jaffe sum rules: $Z_B$, $Z_{GLS}$, and $Z_{EJ}$. For short, we will use the notation $Z_X$, where $X = \{B, GLS, EJ\}$. A previous determination of these quantities was obtained in Ref. [3]. In such reference, the ultraviolet renormalon was neglected, and the normalization of the leading infrared renormalon was obtained using the following equality (actually, using the analogous expression after doing the conformal mapping of Eq. (10)):

$$D_X(u = 1) = \sum_{n=0}^{\infty} D_X^{(n)} = Z_X \frac{\nu^2}{Q^2},$$
where

\[ D_X(u) = (1 - u)^{1+2b+bx} B[C_X](t(u)) = \sum_{n=0}^{\infty} D_X^{(n)} u^n. \]  

(19)

It has been observed in Refs. \[12, 29\] that a more stable result is obtained by determining the normalization directly from the ratio of the exact and asymptotic expression. Therefore, this is the path we will follow in this paper instead. The results will not be very different.

To eliminate the anomalous dimension of the leading infrared renormalon, we consider the perturbative series of \( \tilde{C}_B \) (for consistency, the prefactor is expanded with one-loop accuracy), defined in Eq. (15), and take the asymptotic expression given in Eq. (16). To both expressions we do the conformal mapping and consider the ratio of the corresponding coefficients at \( x = 1 \) with NNNLO precision, where \( x = \nu/Q \). These we will take as our central values.

Actually, for the asymptotic expression, we already take the expected asymptotic expression after conformal mapping, i.e., with the leading singularity located at \( w = 1/3 \) [this is nothing but multiplying Eq. (16) by \( 3^n \)]. We have checked that the difference is indeed small, and well inside of what would be our errors. We have also checked that not doing the conformal mapping does not change our determination significantly, which is consistent with the interpretation that the ultraviolet renormalon is not important. Another check of this interpretation comes from taking the \( n_f \to \infty \) limit of our results. These should converge to the large \( \beta_0 \) results obtained in \[36\]. Indeed, this is what approximately happens: the result converges to the result expected from the large \( \beta_0 \) analysis for the infrared renormalon. Actually, this also happens even if we do not do the conformal mapping.

The error in our determination of the normalization of the infrared renormalon is due to the incomplete knowledge of the perturbative series. This reflects in that the result will depend on the scale, the order we truncate, and the explicit expression we use to determine the normalization. We use these three methods as indicators of the error. In particular, we do the following:

(i) Scale variation between \( x \in (1/2, 2) \).

(ii) Difference between NNLO and NNNLO at \( x = 1 \).

(iii) We consider the difference between using (the conformal transform of) Eqs. (16) and (17) for the asymptotic coefficient (as they generate different \( 1/n \) corrections).

The three methods yield different ways to measure the fact that \( n \) is not infinity. We take the largest of the three as our estimate of the error. The scale variation will yield the largest error that we then symmetrize to its maximum value.

Our best values for \( N_X \), and the associated error, can be found in Table 1. They have been computed with NNNLO accuracy for \( Z_B \) and \( Z_{GLS} \) (and with NNLO for \( Z_{EJ} \), except for \( n_f = 0 \), where all three sum rules are equal), after conformal mapping, at \( x = 1 \). The scale dependence of the results, as well as the convergence, are shown in Fig. 1 for some selected values of \( n_f \). In view of the figures, we believe that our error is conservative. To reinforce this conclusion, we also consider different possibilities for the expression of the asymptotic coefficient after the conformal mapping: either to do the conformal mapping to the original asymptotic expression, or to directly write what should be the new expression
Table 1: Values of the infrared renormalon residue of the Bjorken, Ellis-Jaffe and GLS leading-twist Wilson coefficient $C_X$. For $n_f = 0$ the three are equal. Note that the determination for the Ellis-Jaffe sum rule is obtained at one order less than the other normalizations (except for the case $n_f = 0$).

| $n_f$ | $Z_B$       | $Z_{GLS}$   | $Z_{EJ}$    |
|-------|-------------|-------------|-------------|
| 0     | $-0.506\pm 0.186$ | $-0.506\pm 0.186$ | $-0.506\pm 0.186$ |
| 1     | $-0.480\pm 0.169$ | $-0.473\pm 0.165$ | $-0.346\pm 0.171$ |
| 2     | $-0.449\pm 0.149$ | $-0.432\pm 0.138$ | $-0.249\pm 0.125$ |
| 3     | $-0.407\pm 0.119$ | $-0.374\pm 0.098$ | $-0.099\pm 0.047$ |
| 4     | $-0.339\pm 0.097$ | $-0.279\pm 0.158$ | $0.176\pm 0.105$  |
| 5     | $-0.224\pm 0.203$ | $-0.113\pm 0.323$ | $0.816\pm 0.485$  |
| 6     | $0.037\pm 0.441$  | $0.256\pm 0.700$  | $3.18\pm 2.80$    |

for the asymptotic expression (changing the location of the singularity). The differences are well inside the error.

The error we quote in this paper is bigger than the error quoted in Ref. [3]. The reason is that we are more conservative here. If we had used the same method, we had obtained a larger error in that reference. Therefore, as we already said, we consider our error estimate to be conservative. On the other hand, the central values are quite close, except for large $n_f$, where we observe a faster trend to get smaller values of the normalization as we increase $n_f$.

In Fig. 1, we can see that the scale dependence becomes smoother as we go to higher orders (for $n_f = 0$ or 3). The convergence depends on the number of flavors. It is optimal for $n_f = 3$, which actually happens to be the most interesting case from the physical point of view, and it deteriorates for large $n_f$. Also, for large $n_f$, the value of the normalization is consistent with zero. This fits with the picture that the renormalon is less important when the number of flavors grows and one can reach to the point where the infrared renormalon disappears. For the Ellis-Jaffe perturbative series with $n_f \neq 0$ (which is known to one order less), the same discussion applies but the flip of sign of the normalization happens at $n_f = 4$, and for $n_f = 6$, it starts to blow up.

The values of $Z_B$ and $Z_{GLS}$ are consistent with each other within errors. This is consistent with the interpretation that the light-by-light term does not contribute to the renormalon, as it was done in Ref. [34].

We are then able to give some estimates for the coefficients of the perturbative series. We provide them in Tables 2, 3, and 4. We should stress that our numbers incorporate the right asymptotic behavior, which is not the case for large-$\beta_0$ estimates. For the Bjorken and GLS sum rules, they were calculated in [36].

Previous estimates of the coefficients of the perturbative series can be found in the literature for the Bjorken (GLS) sum rules [34, 35, 37, 38]. Nevertheless, those estimates do not profit from the knowledge of the $O(\alpha^4)$ coefficient, which was not known back then.
Figure 1: Scale dependence of $Z_X$ for $n_f = 0, 3, 6$. The dotted (brown) line is the LO result, the dashed (red) line is the NLO result, the dash-dotted (blue) line is the NNLO result, and the continuous (black) line the NNNLO result. The horizontal black line and the gray band represents our prediction and error quoted in Table 1.
We apply the hyperasymptotic approach developed in [20, 24, 25]. The Borel transform is unknown. Therefore, one has to use approximations. In this context, it is of paramount importance to have a parametric control on the error with exponential accuracy.

As we have already mentioned, the divergent behavior of the perturbative series is regulated using the PV prescription for the Borel sum [see Eq. (7)]. The exact expression of the Borel transform is unknown. Therefore, one has to use approximations. In this context, it is of paramount importance to have a parametric control on the error with exponential accuracy. Consequently, we apply the hyperasymptotic approach developed in [20, 24, 25]. The Borel sum can then be split into a partial sum truncated at the minimal term, plus the leading terminant, and plus a leftover of the perturbative expansion (the perturbative expansion is not known with high enough accuracy to go beyond that):

$$C_{B}^{\text{PV}}(\alpha_s(Q)) = C_{B}^{(N_p)} + \left[\frac{\alpha_s(Q)}{\alpha_s(\nu)}\right]^{-b_B} \Omega + \sum_{n=N_p+1}^{N_{\text{max}}} \left(C_{B}^{(n)} - C_{B}^{(n,\text{asym})}\right) \alpha_s^{n+1}(\nu) \quad (20)$$

Table 2: Renormalon-based estimates of the perturbative coefficients $C_{B}^{(s)}(\nu)$ for $\nu = Q$ and for different number of flavors. We use the expression from Eq. (13).

| $n_f$ | 0       | 1       | 2       | 3       | 4       | 5       | 6       |
|-------|---------|---------|---------|---------|---------|---------|---------|
| $-C_{B}^{(0)}$ | 0.506(186) | 0.480(169) | 0.449(149) | 0.407(119) | 0.341(97) | 0.224(203) | −0.04(0.44) |
| $-C_{B}^{(1)}$ | 0.673(248) | 0.589(208) | 0.502(166) | 0.407(119) | 0.295(84) | 0.163(148) | −0.02(0.25) |
| $-C_{B}^{(2)}$ | 1.48(55) | 1.207(426) | 0.947(314) | 0.698(204) | 0.453(129) | 0.218(198) | −0.02(0.28) |
| $-C_{B}^{(3)}$ | 4.57(1.68) | 3.471(1.22) | 2.52(83) | 1.698(497) | 0.995(284) | 0.425(386) | −0.04(0.48) |
| $-C_{B}^{(4)}$ | 18.1(6.7) | 12.8(4.5) | 8.62(2.85) | 5.34(1.56) | 2.85(0.81) | 1.09(0.99) | −0.09(1.07) |
| $-C_{B}^{(5)}$ | 87.4(32.2) | 57.85(20.4) | 36.1(12.0) | 20.6(6.0) | 10.0(2.9) | 3.45(3.13) | −0.25(2.99) |
| $-C_{B}^{(6)}$ | 499(184) | 309(109) | 179.4(59.4) | 94.6(27.7) | 42.0(12.0) | 13.0(11.8) | −0.8(10.0) |

Table 3: Renormalon-based estimates of the perturbative coefficients $C_{GLS}^{(s)}(\nu)$ for $\nu = Q$ and for different number of flavors. We do not display the column with $n_f = 0$ since the numbers are equal to the Bjorken case. We use the expression from Eq. (13).

| $n_f$ | 1       | 2       | 3       | 4       | 5       | 6       |
|-------|---------|---------|---------|---------|---------|---------|
| $-C_{GLS}^{(0)}$ | 0.473(165) | 0.432(138) | 0.374(98) | 0.279(158) | 0.113(323) | −0.256(700) |
| $-C_{GLS}^{(1)}$ | 0.580(203) | 0.482(154) | 0.373(98) | 0.243(137) | 0.083(235) | −0.146(399) |
| $-C_{GLS}^{(2)}$ | 1.19(42) | 0.910(291) | 0.640(168) | 0.372(211) | 0.111(315) | −0.164(449) |
| $-C_{GLS}^{(3)}$ | 3.42(1.19) | 2.42(77) | 1.56(41) | 0.818(463) | 0.215(614) | −0.28(76) |
| $-C_{GLS}^{(4)}$ | 12.6(4.4) | 8.28(2.64) | 4.90(1.29) | 2.34(1.32) | 0.55(1.57) | −0.62(1.70) |
| $-C_{GLS}^{(5)}$ | 57.0(19.9) | 34.7(11.1) | 18.9(5.0) | 8.24(4.66) | 1.75(4.98) | −1.7(4.7) |
| $-C_{GLS}^{(6)}$ | 304(106) | 172(55) | 86.7(22.8) | 34.5(19.5) | 6.6(18.8) | −5.8(15.9) |

2.3 Hyperasymptotic expansion of $C_{B}^{\text{PV}}$

As we have already mentioned, the divergent behavior of the perturbative series is regulated using the PV prescription for the Borel sum [see Eq. (7)]. The exact expression of the Borel transform is unknown. Therefore, one has to use approximations. In this context, it is of paramount importance to have a parametric control on the error with exponential accuracy. Consequently, we apply the hyperasymptotic approach developed in [20, 24, 25]. The Borel sum can then be split into a partial sum truncated at the minimal term, plus the leading terminant, and plus a leftover of the perturbative expansion (the perturbative expansion is not known with high enough accuracy to go beyond that):
Table 4: Renormalon-based estimates of the perturbative coefficients \( C_{EJ}^{(n)} \) for \( \nu = Q \) and for different number of flavors. We do not display the column with \( n_f = 0 \) since the numbers are equal to the Bjorken case. We use the expression from Eq. (13).

| \( n_f \) | 1     | 2     | 3     | 4     | 5     | 6     |
|---------|-------|-------|-------|-------|-------|-------|
| \(-C_{EJ}^{(0)}\) | 0.346(171) | 0.249(125) | 0.099(47) | -0.176(106) | -0.816(485) | -3.18(2.80) |
| \(-C_{EJ}^{(1)}\) | 0.406(201) | 0.252(126) | 0.083(40) | -0.116(69) | -0.378(225) | -0.799(703) |
| \(-C_{EJ}^{(2)}\) | 0.810(402) | 0.449(225) | 0.129(61) | -0.153(91) | -0.406(241) | -0.646(57) |
| \(-C_{EJ}^{(3)}\) | 2.28(1.13) | 1.14(57) | 0.293(140) | -0.303(181) | -0.683(406) | -0.882(776) |
| \(-C_{EJ}^{(4)}\) | 8.32(4.13) | 3.80(1.90) | 0.877(418) | -0.803(480) | -1.57(93) | -1.70(1.49) |
| \(-C_{EJ}^{(5)}\) | 37.1(18.4) | 15.5(7.8) | 3.25(1.55) | -2.66(1.59) | -4.55(2.70) | -4.20(3.70) |
| \(-C_{EJ}^{(6)}\) | 196(97) | 75.4(37.8) | 14.4(6.9) | -10.6(6.3) | 16.0(9.5) | -12.8(11.2) |

where

\[
N_P = 2 - \frac{2\pi}{\beta_0 \alpha_s(\nu)} (1 - c\alpha_s(\nu)) ,
\]

\[
C_B^{(N_P)}(\alpha_s) = 1 + \sum_{n=0}^{N_P} C_B^{(n)} \alpha_s^{n+1}(\nu) ,
\]

\[
\Omega \equiv Z_B \nu^2 \frac{1}{Q^2} \frac{1}{\Gamma(1+2b+b_B)} \left( \frac{\beta_0}{4\pi} \right)^{N_P+1} \alpha_s^{N_P+2}(\nu) \int_0^{\infty} dx \frac{x^{2b+b_B+N_P+1} e^{-x}}{1 - x^{\beta_0 \alpha_s(\nu)}} .
\]

In the weak coupling limit, this expression can be approximated by

\[
\Omega \approx K_{B,MS}^{\nu^2} (\alpha_s(\nu))^{\frac{1}{2} - b_B} \frac{A_{MS}^2}{Q^2} \approx K_{B,MS}^{\nu^2} (\alpha_s(\nu))^{\frac{1}{2} - b_B - b_B} \left( \frac{\beta_0}{4\pi} \right)^{-2b} e^{-\frac{4\pi}{\beta_0 \alpha_s(\nu)}} \frac{\nu^2}{Q^2} .
\]

where

\[
K_{B,MS}^{\nu^2} (c) = -\frac{Z_B}{\Gamma(1+2b+b_B)} \left( \frac{4\pi}{\beta_0} \right)^{b_B+1} \sqrt{\frac{\beta_0}{2}} \left[ -\eta_c + \frac{1}{3} \right] ,
\]

\[
\eta_c = -2b + \frac{4\pi}{\beta_0} c - b_B - 1 .
\]

\( C_B^{(n,\text{asym})} \) is Eq. (13). \( N_{\text{max}} = 3 \). By default, we will take \( N_P = N_{\text{max}} \). This will fix \( c \). For illustration, we show the relation between \( N_P \) and \( c \) in Fig. 2. In principle, we would like \( c \) to be small or of order 1. For \( Q \) around 1 GeV, \( N_P = 3 \) is okay. For larger \( Q \) one should ideally take a larger value for \( N_P \). As \( N_P = 3 \) is the maximum value known nowadays, it is not possible to take a largest value. In our analysis, we will always take \( N_P = 3 \). We have checked that if we take \( N_P = 2 \), and the corresponding \( c \), the variation is minimal.

Note the prefactor multiplying \( \Omega \) in Eq. (20). This characteristic is novel compared to earlier analyses using the hyperasymptotic expansion, and resums the large \( \ln Q \) logarithms associated with the anomalous dimension.
Figure 2: Value of $c$ from Eq. (21) as a function of $\mu^2 = Q^2$. Red-dotted line is obtained fixing $N_P = 2$, the black continuous line is obtained fixing $N_P = 3$, and the dashed blue line is obtained fixing $N_P = 4$.

Note also that, in practice, $\Omega$ has a hidden dependence in $Q$ through $c$. In the weak coupling approximation, this hidden dependence is encoded in $K_B$. We show the dependence of $K$ on $Q^2$ in Fig. 3. This makes that $\Omega$ effectively does not behave (leaving aside the anomalous dimension) as $\sqrt{\alpha(\mu)\Lambda_{\overline{MS}}^2}$.

Figure 3: Value of $K_{B,\overline{MS}}^{PV}$ from Eq. (25) as a function of $\mu^2 = Q^2$. Red-dotted line is obtained fixing $N_P = 2$, the black continuous line is obtained fixing $N_P = 3$, and the dashed-blue line is obtained fixing $N_P = 4$.

For numerics, we will use Eq. (23). The difference with the weak coupling expressions in Eq. (24) is sizable for $Q^2 < 1$ GeV. We will discuss this issue further later.

3 Comparison with experimental data and fit

In this section, we will compare our theoretical predictions with the experimental data. We will use the experimental data for the Bjorken sum rule obtained in [39–48].
We will combine the statistical and systematic errors of each experiment (in case they are given separately by the experiment) in quadrature. Nevertheless, for the more recent (and more precise) datasets from JLAB [45–48], some correlations are expected. To account for those, we follow the same procedure as in Refs. [47, 48] and combine part of the systematic error with the statistical one in quadrature, such that the reduced $\chi^2$ is fixed to be one. The remaining systematic error is taken to be completely correlated.

In the left-hand side of Eq. (1), target-mass effects have been included using the Nachtmann variable [49], see also [50,51]. They read
\begin{align}
M_1^N(Q^2) &\equiv \int_0^1 dx \frac{x^2}{x^2} \left\{ g_1^N(x, Q^2) \left[ \frac{x}{\xi} - \frac{1}{9} \frac{m_N^2 x^2 \xi}{Q^2} \right] - g_2^N(x, Q^2) \frac{m_N^2 x^2}{Q^2} \frac{4}{3} \right\} \\
&= \int_0^1 g_1^N(x, Q^2) dx + \mu_4^N \frac{Q^2}{Q^4} + O \left( \frac{1}{Q^4} \right) = \Gamma_1^N(Q^2) + \frac{\mu_4^N}{Q^2} + O \left( \frac{1}{Q^4} \right),
\end{align}

where $N = p, n$ (remember that $M_1^B = M_p^B - M_n^B$, and accordingly $\Gamma_1^B = \Gamma_p^B - \Gamma_n^B$ and so on), $\xi = 2x/ \left( 1 + \sqrt{1 + 4m_N^2 x^2/Q^2} \right)$ is the Nachtmann scaling variable, $m_N$ is the nucleon mass. The quantity $M_1$ is the first Nachtmann moment of $g_1$ that absorbs all the target mass corrections, $\sim (m_N^2/Q^2)^n$, and
\begin{align}
\mu_4^N &= - \frac{m_N^2}{9} \left( a_2^N + 4d_2^N \right),
\end{align}

where $a_2^N$ is the target mass correction given by the $x^2$-weighted moment of the polarized leading-twist $g_1$ structure function, and $d_2^N$ is a twist-three matrix element given by
\begin{align}
d_2^N &= \int_0^1 dx x^2 \left( 2g_1^N + 3g_2^N \right).
\end{align}

For these quantities we use the values given in [47] (a recent lattice determination can be found in [52]):
\begin{align}
d_2^{p-n} &= 0.0080(36), \quad a_2^{p-n} = 0.031(10).
\end{align}

Note that the elastic contribution has to be included in the experimental numbers in order the sum rule to be fully inclusive, i.e.,
\begin{align}
\Gamma_{p/n}^p(Q^2) &= \frac{1}{2} F_1^{p/n}(Q^2) \left( F_1^{p/n}(Q^2) + F_2^{p/n}(Q^2) \right) + \Gamma_{p/n}^{inel}(Q^2).
\end{align}

The empirical parametrization of the elastic form factors is taken from the recent paper [53]. For large momentum this contribution is completely negligible. The difference starts to be sizable for $Q^2 < 2$ GeV$^2$. For $Q^2 < 1$ GeV$^2$, it becomes very important.

In comparing theory and experiment, we will let $f_3^{PV}$ to be a free parameter, which will then be fitted to the experimental data. The value of $\alpha_s(M_z) = 0.0179(9)$ is taken from the PDG [54]. After running down to scales of the order of 1 GeV using [55], it yields
\begin{align}
\Lambda_{MS} = 335_{-13}^{+14} \text{ MeV}.
\end{align}

We assess the error associated with the parametrization of the elastic form factors by performing the same fits using the older parametrization [56]. We then take the difference as the associated error. It will be small in comparison with the other experimental errors.
In our final fits, we will neglect the error associated to the coefficients $g_A$, $a_2$ and $d_2$, as their impact is negligible in comparison with other uncertainties.

We now consider the theory part of the problem. We first illustrate the problem of convergence of the perturbative series by drawing the perturbative series in the $\overline{\text{MS}}$ scheme at different orders in $\alpha_s$ in Fig. 4.

![Figure 4: Leading-twist contribution to the sum rules at different orders in perturbation theory in the $\overline{\text{MS}}$ scheme with $\nu = Q$ compared with the experimental data. The continuous horizontal gray line is $g_A/6$. The continuous magenta line is the LO result. The dotted brown line is the NLO result. The dashed gray line is the NNLO result. The dash-dotted red line is the NNNLO result. The blue dashed line corresponds to the NNNLO result plus the twist-two contribution. The continuous black line is the NNNLO result plus the twist-two contribution plus the terminant.](image)

The perturbative series has a relative good convergence. However, this convergence deteriorates when we approach to low energies. We also see how the perturbative theoretical result diverges from the experimental numbers at low energies. This is a reflection that, at these scales, we need a description of the experiment with exponential accuracy. In other words, power corrections have to be incorporated, and the perturbative sum needs to be evaluated with exponential accuracy. We do so by using Eq. (6) with $C_{\text{PV}}^B$ evaluated using the expression in Eq. (20), which has exponential precision. We can see that the agreement with the experimental data improves. This is specially so around the 1 GeV region. We can also see a qualitative change in the figure for scales smaller than 1 GeV (see the black continuous line). Nevertheless, this is an artifact of using Eq. (23) for the terminant. If
Figure 5: The NNNLO result plus the twist-two contribution plus the terminant. The continuous-black line approximates the terminant to Eq. (23), the dashed-blue line to the second equality of Eq. (24), and the dotted-red line to the first equality.

we instead use the weak coupling expressions for it one has in Eq. (24), the behavior is different (see Fig. 5). This illustrates that we can not trust our predictions below 1 GeV. If we eliminate the terminant and only keep the dimension two condensate (blue dashed line in Fig. 4), the agreement deteriorates. The black line has been obtained from a fit letting \( f_{3}^{PV} \) to be free using data fulfilling that \( Q^2 \geq 1 \text{ GeV}^2 \). As just mentioned above, we have used Eq. (6) with \( C_B^{PV} \) evaluated with the exponential precision using the expression in Eq. (20) with \( N_P = 3 \). For \( \Omega \), we use Eq. (23). The value obtained is listed in Table 5.

We now turn to the discussion of how robust this result is, and to determine the error. In Table 5, we disclose in detail the error budget.

The experimental errors have already been discussed above. We have separated them into the statistical, systematic, and the one associated with different parametrizations of elastic terms. By far, the dominant error is the systematic error associated with the JLAB data. We also include the error due to \( \alpha_s \) (see Eq. (32) in Table 5), which is also much smaller than the systematic error. We then combine them in quadrature to give our final experimental error.

The theoretical error is generated by our incomplete knowledge of \( C_B^{PV} \) and the incomplete knowledge of the Wilson coefficient of the dimension-two term of the OPE. Theoretically, there is also the error associated with higher order terms of the OPE. These are of \( \mathcal{O}(1/Q^4) \). This is parametrically smaller than the other errors associated with our incomplete knowl-
Table 5: Central values and error budget of the fit using the different datasets we use in this paper. In GeV$^2$, “stat” stands for the statistical error of the fit, The others are self-explanatory. For further details see the main text. The fit uses Eq. (6) with $N_P = 3$ and Eq. (23) for $\Omega$. The default value of $\nu$ is $Q$.

We now discuss these methods to estimate the error in more detail.

1. The error of $N_B$ is due to our incomplete knowledge of the perturbative series, and it can be, to some extent, be mixed with the $O(\alpha_s^{3/2} e^{-\pi \alpha_s})$ corrections of the terminant.

2. The scale dependence is a reflection of the incomplete knowledge of the terminant and of the Wilson coefficient of the dimension two term of the OPE. If we keep the running of the coupling constant consistently with the precision of the computation, there would not be scale dependence. We implement the scale dependence by considering the running of the coupling with the maximal known accuracy.

3. Measures the size of the $O(\alpha_s^{3/2} e^{-\pi \alpha_s})$ correction to the terminant. An alternative way to measure these corrections is to approximate $\Omega$ using the first equality of Eq. (24). This indeed produces larger errors but still much smaller than the error associated with $N_B$, or $\nu$. Another alternative consists of changing $N_P$ from 3 to 2. This changes
c. If the terminant were known with infinite precision, the dependence in $c$ would disappear, in the sense that the dependence on $c$ of the terminant would cancel with the dependence on $c$ of the finite sum. Therefore, the variation of $c$ assesses such dependence. The effect happens to be very small.

Let us now come back to the issue of the $O(1/Q^4)$ corrections. As we have already mentioned, they are parametrically subleading than the errors we have considered. Therefore, we will neglect them. Still, fits with different energy ranges may give indirect hints of their possible importance. Related to this discussion, a potentially worrisome issue is the size of the elastic terms. For large momentum this contribution is completely negligible. The difference starts to be sizable for $Q^2 < 2$ GeV$^2$. For $Q^2 < 1$ GeV$^2$ becomes very important. In this respect, it is important to mention that the short distance behavior of the elastic form factors is expected to produce corrections to the Bjorken sum rule with powers bigger than $1/Q^2$ (for the present discussion, see also [53, 56]). Therefore, one may argue that they are a measure of power corrections of order $1/Q^4$ or higher. Nevertheless, such prediction is not in such a robust status as fully inclusive sum rules, as they somehow rely on local quark-hadron duality (one expects them to fail in the large $N_c$ limit). Therefore, we will not consider this as a source of error, although it would deserve further studies.

For the final estimate of the theory error, we consider items 1-3 as different estimators of the incomplete knowledge of the OPE. Even though, there is some overlapping between them (they measure similar things), we will consider them as independent, and combine them in quadrature to give our final theory error of $\tilde{f}_{PV}^3$.

The sensitivity to the theoretical and experimental error may vary depending on the range of energies used for the experimental data. Therefore, we use different datasets for the fits to see the dependence on the dataset. The different datasets we consider are the following: set I: $Q^2 \geq 1$ GeV$^2$ and set II: $Q^2 \geq 2$ GeV$^2$. The set I has 31 points, and the set II has 19 points (and are less precise). We refrain from considering smaller values of $Q$, since the dependence on the specific parametrization of $\Omega$ becomes important. As a general trend, when we increase the number of points, the statistical and systematic errors of $f_{PV}^3$ decrease. On the other hand, the error associated with the parametrization of the elastic form factors moderately increases but to a lesser extent. On the theory side, we observe the following dependence on the dataset: As expected, the fit is more dependent on $N_B$, as we go to smaller energies (set I). We find a large dependence on $\nu$ with the fit to the set I if we lower $\nu$ since we take $\nu^2 = Q^2/2$. On the other hand, we find very little dependence if we take higher values of $\nu$. For set II the error is more symmetric and, overall, smaller. Finally, the error associated with $\Omega$ is very tiny, and basically zero when using set II for the fit.

For our final numbers we use the results obtained with the dataset I. This dataset yields smaller errors. For convenience, we display the results obtained for the different datasets:

\begin{align*}
\text{Set I: } \quad f_{PV}^3 \times 10^3 &= 32_{-180}^{+180}(\exp)_{-52}^{+52}(\text{th}) = 32_{-196}^{+187} \text{ GeV}^2, \\
\text{Set II: } \quad f_{PV}^3 \times 10^3 &= 123_{-417}^{+417}(\exp)_{-17}^{+17}(\text{th}) = 123_{-418}^{+417} \text{ GeV}^2.
\end{align*}

\footnote{Their inclusion may improve the fit \cite{47,57}, but it is in potential conflict with neglecting $O(\alpha_s)$ suppressed effects of the leading power suppressed corrections, and with neglecting subleading renormalons of the perturbative series. Therefore, we refrain from doing so in this paper.}
For the final error, we combine the experimental and theoretical error in quadrature. The experimental error is the dominant one. As we have already mentioned, we take the numbers obtained from the fit to the dataset I as our final numbers. Our final number for \( \hat{f}^{PV}_{3} \) reads:

\[
\hat{f}^{PV}_{3} \times 10^3 = 32^{+187}_{-196} \text{ GeV}^2.
\] (35)

We also give a number for \( \bar{f}^{PV}_{3,\overline{\text{MS}}} \) [defined in Eq. (9)]. Its error is overwhelmingly dominated by the error of \( \hat{f}^{PV}_{3} \), being the error associated to \( \Lambda^{n_f=3}_{\overline{\text{MS}}} \) way subleading. We obtain

\[
\bar{f}^{PV}_{3,\overline{\text{MS}}} = 0.29^{+1.67}_{-1.75}.
\] (36)

Figure 6: Plot of \( \Gamma_{1}^{B} \) black line: fitted line with the value \( \hat{f}^{PV}_{3,\overline{\text{MS}}} = 0.032^{+0.187}_{-0.196} \). The gray band is the \( \hat{f}^{PV}_{3,\overline{\text{MS}}} \) associated error.

To illustrate the quality of the fit and the impact of the error, we plot our final results in different ways. In Fig. 6, we plot our final predicted curve for \( \Gamma_{1}^{B} \), including the error associated with \( \hat{f}^{PV}_{3} \). In Fig. 7, we directly show our prediction of \( \hat{f}^{PV}_{3} \) (and its associated error) and how it compares with the experimental data. We observe that the fit (the experimental data) approximately follows a constant value for \( \hat{f}^{PV}_{3} \), as expected from the use of a summation scheme of the perturbative series that is scheme and scale independent.

The results obtained in this paper can be compared with the more traditional renormalon subtracted (RS) scheme [59], as used in Ref. [3]. We obtain \( f_{\text{RS}}(1; \text{GeV}) = 0.152 \text{ GeV}^2 \), \( f_{\text{RS}}(0.8; \text{GeV}) = 0.105 \text{ GeV}^2 \) using the dataset I and \( f_{\text{RS}}(1; \text{GeV}) = 0.260 \text{ GeV}^2 \), \( f_{\text{RS}}(0.8; \text{GeV}) = 0.239 \text{ GeV}^2 \) using the dataset II.
To translate these determinations of $f_3$ from the RS scheme to the PV scheme, one has to use the following expression ($N_P = N_{\text{max}}$ and $Q = \nu$):

$$
\hat{f}_3^{\text{PV}} = f_3^{\text{RS}}(\nu_f) \left[ \alpha_s(\nu_f)^{-\frac{\alpha_s}{2\pi\nu_f}} \right] + \frac{27}{24} Q^2 \left[ \alpha_s(Q)^{-\frac{\alpha_s}{2\pi\nu_f}} \right] g_A \left( \sum_{s=1}^{N_P} C_{s,\text{asym}}(\nu_f; Q) \alpha_s^{s+1}(Q) + \Omega(N_F; \nu = Q) \right).
$$

(37)

Note that the left-hand side is independent of $Q$ and $\nu_f$. If we take $\nu_f = Q = 1 \text{ GeV}$ in the right-hand side, then the fits with the RS scheme give very similar numbers to the ones we have obtained in this paper. Using set I, one obtains $\hat{f}_3^{\text{PV}} = -0.003 \text{ GeV}^2$, and with set II, one obtains $\hat{f}_3^{\text{PV}} = 0.141 \text{ GeV}^2$. This shows the stability of the fit to using a different scheme for handling the renormalon. Within errors, the result is stable to variation of $\nu_f$ and $Q$, as shown in Fig. 8, for dataset I.

We can also compare with the result obtained in [3] using the RS scheme. We only aim to make a qualitative comparison. In that paper, it was obtained $f_3^{\text{RS}}(\nu_f) = -0.124^{+0.137}_{-0.112}$ by a global fit to the Bjorken, Ellis-Jaffe, and the GLS sum rules to existing data back then with $Q^2 \geq 0.66 \text{ GeV}^2$. A pure fit to the very same data to only the Bjorken sum rule (and treating slightly different the strong coupling) yields $-0.102 \text{ GeV}^2$. If we use the new experimental data, the new value of $N_B$, and the new known coefficient of the perturbative expansion, then the result does not change much, one obtains $-0.091 \text{ GeV}^2$. Note that all the experimental systematic error has been combined with the statistical one in quadrature, since the reduced $\chi^2$ is 1.6, bigger than 1. Actually, this is the reason the result is similar to the one obtained in [3], as it makes that the new data weights similarly to the old one. If one keeps part of
Figure 8: Plot of $f_3^{\text{PV}}$ obtained from the RS determination using dataset I for different values of $Q^2$ and for the value of $\nu_f = 1$ and 0.8 GeV. The horizontal blue line and gray band is the value of $f_3^{\text{PV,MS}}$ and its associated error of our primary fit.

the systematic error as independent, then the new data weighs more, and shifts the central value (but then the rest of the error goes into the systematics, not affecting the comparison within errors). This effect is seen in the fits with data constrained to be $Q^2 \geq 1$ GeV$^2$ or $Q^2 \geq 2$ GeV$^2$. Taking into account the error of the determinations and of the conversion, the difference is of the order of one sigma, which we consider reasonable. Moreover, in this paper, we prefer to play a more conservative attitude, in view of the different behavior of the terminant (depending on the approximation used for it) for $Q^2 \leq 1$, and restrict to fits with $Q^2 \geq 1$ GeV$^2$.

4 Conclusions

In this paper, an updated determination of the normalization of the leading infrared renormalon of the Bjorken, GLS and Ellis-Jaffe sum rule has been obtained. Compared with the evaluation of Ref. [3], this evaluation profits from new terms of the perturbative expansion that are known now, as well as from a more optimal way to pin down the renormalon, as highlighted in Ref. [29]. The results are summarized in Table 1. For the most relevant cases of the Bjorken sum rule for $n_f = 0$ and $n_f = 3$, they read

$$N_B(n_f = 0) = -0.506 \pm 0.186, \quad N_B(n_f = 3) = -0.407 \pm 0.119.$$  (38)
Using these results, estimates of higher order terms of the perturbative series are also given (see Tables 2, 3, and 4).

For the first time ever, the hyperasymptotic approximation has been applied and validated directly in experimental data (up to possible concerns on the extrapolations to $x \to 0$ of the dispersive integrals of the sum rules, where there is no direct experimental data). We computed the Bjorken sum rule with hyperasymptotic precision by including the leading terminant, associated with the first infrared renormalon. One advantage of the present method is that it minimizes the dependence on the normalization of the renormalon. Another major advantage is that it allows us to obtain the "real" size of the nonperturbative corrections, in the sense that the nonperturbative correction scales as powers of $\Lambda_{QCD}$.

After fitting the experimental data to the OPE theoretical expression letting $\bar{f}^{PV}_{3,\text{MS}}$ as a free parameter, we obtain a reasonable agreement with experiment for $Q^2 \geq 1 \text{ GeV}^2$ with

$$\bar{f}^{PV}_{3,\text{MS}} = 0.29^{+1.67}_{-1.75}, \quad f^P_3 = 0.032^{+0.187}_{-0.196} \text{ GeV}^2. \quad (39)$$

We emphasize that this result is independent of the renormalization scale and scheme used for the strong coupling. The error of $\bar{f}^{PV}_{3,\text{MS}}$ is overwhelmingly dominated by the error of $\hat{f}^{PV}_3$, and the latter is overwhelmingly dominated by the experimental error. There is some correlation in the experimental error of the most precise data from the JLAB experiments [45–48]. We follow the methodology of [47,48]. This correlation yields the most important source of error of the present analysis from the experimental side. Any improvement in this respect will immediately lead to a reduction of the errors of the numbers obtained in this paper.

As we can see in Figs. 4 and 7, the fit complies with expectations. The difference between the leading twist contribution and the experimental result is reasonably fitted by a quadratic correction with a $Q$-independent value of $\hat{f}^{PV}_3$. It approximately follows a straight line (see Fig. 7), as expected. Its value is small and consistent with zero within one sigma significance.

The introduction of the terminant makes the result more stable. The inclusion of the terminant introduces a qualitative change in the perturbative behavior around the 1 GeV region, making it much closer to the experimental figure. One may think that the terminant is basically equivalent to the nonperturbative condensate (with the same anomalous dimension), albeit $\sqrt{\alpha(\mu)}$ suppressed. Note, however, that, effectively, $\Omega$ has an implicit $Q$ dependence, since it depends on $c$, which is fixed such that $N_P = 3$.

The theoretical error of $\hat{f}^{PV}_3$ is dominated by the scale variation and $N_B$ and $\nu$, and it is bigger when fitting to the dataset I than to the dataset II. In any case, it is still much smaller than the experimental error. All these theoretical errors would benefit from higher order computations. To know the anomalous dimension of the condensate to a higher order would also be of help.

We let to future research the application of the hyperasymptotic approximation to other sum rules.
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