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Abstract—In this paper, an economic model is proposed for joint time resource allocation and energy trading between two service providers, i.e., IoT service provider (ISP) and energy service provider (ESP), in a heterogeneous IoT wireless-powered communication network. In particular, IoT devices (with various communication types and energy constraints) are assumed to belong to the ISP who collects sensing data from IoT devices for its services. Meanwhile, the ESP utilizes a power beacon to provide energy services to the ISP. A Stackelberg game model is formulated to jointly maximize the revenue of both the ISP and ESP (i.e., network throughput and energy efficiency) through investigating the energy interaction between them. Specially, the ISP leads the game by requesting an optimal energy price and service time that maximize its revenue to the ESP. Following the requested deal from the ISP, the ESP supplies an optimized transmission power which satisfies the energy demand of the ISP while maximizes its utility. To obtain the Stackelberg Equilibrium, we first derive a closed-form solution for the ESP. Then two relaxed schemes (i.e., partial or joint energy price and service time adjustments) based on block coordinate descent (BCD) and convex-concave procedure (CCCP) techniques are proposed to solve the non-convex optimization problem for the ISP. Due to the selfish behavior of both players, we investigate the inefficiency of the proposed approach by proposing two baseline scenarios, i.e., non-negotiated energy trading and social welfare scenarios, and the Price of Anarchy (PoA). Finally, numerical results reveal that our approach can achieve significant improvements in revenues of both providers compared with conventional transmission methods, e.g., bistatic backscatter, and harvest-then-transmit communication methods.

Index Terms—Stackelberg game, bistatic backscatter, low-power communications, heterogeneous IoT networks.

I. INTRODUCTION

Emerging Internet of Things (IoT) is a smart network which converges modern technologies to connect various smart devices to the Internet and enables information sharing and exchange among IoT devices [1]. Over the last decade, with rapid development, IoT has been applied almost everywhere such as smart city, home, agriculture, healthcare, and transportation to facilitate our lives [1]-[2]. To meet low-cost and lightweight requirements, IoT devices are usually powered by batteries with small capacities to support their operations. However, frequent recharging/replacing batteries for a massive number of such IoT devices is ineffective because it is costly, inconvenient, and impractical in some cases (e.g., biomedical implants) [3].

A promising technology, called Harvest-then-transmit (HTT) [4]-[6], can be a possible solution for self-supplied IoT networks. However, due to low efficiency in harvesting energy from surrounding radio frequency (RF) signals and imperfect battery storage, energy achieved in the harvesting phase is typically low to sustain the RF communication phase on IoT devices [7]. Recently, another capable solution developed based on reflecting the incident RF signal is backscatter communications. There are three types of backscatter communications listed in [8] are monostatic [9], bistatic [10], and ambient backscatter communications [11]. Yet backscatter efficiencies of these systems are not high enough to completely replace the HTT technology. Hence, the aforementioned technologies, i.e., the HTT and backscatter communications, can be integrated to complement to each other in a hybrid system, called a wireless-powered backscatter communication (WPBC) network [12]-[16].

In a WPBC network, a wireless-powered device (WPD), e.g., an IoT device, is designed to perform either backscatter communications (i.e., passive transmissions) or transmissions using its RF circuit (i.e., active transmissions) and the energy harvested from a power beacon (PB). In order to improve the performance of the WPBC system, there is a need for a mechanism to flexibly schedule energy harvesting, passive and active transmission operations of IoT devices [13], [15], [17]. Most existing work on the WPBC optimize time allocation for IoT devices’ operations under the TDM framework with the assumption of homogeneous IoT devices [12]-[16]. The experimental results show that the network throughput can be significantly improved by using this method due to absolute interference cancellation. In practice, however, various types of IoT devices with different hardware capabilities and configurations, e.g., performing backscattering or HTT or both can coexist. In such a circumstance, these devices must be taken different energy and communications constraints into account.

Game theory-based time scheduling optimization in WPBC networks has been investigated in the literature [13]-[16]. In [15], the authors propose a Stackelberg game to formulate...
network throughput as the profit of the network, in which the gateway is the leader and the IoT devices are the follower. Simulation results reveal the impact of the competition on the profit of players. The authors in [16] model a single-leader-multiple-follower Stackelberg game which takes the interference’s impact into account. The proposed scheme achieves a higher throughput compared with fixed transmission modes. However, a large number of IoT devices can belong to an IoT service provider (ISP) who is required to pay for energy to operate its service (e.g., a contractor that provides data collecting/monitoring services for smart cities). In such a case, the energy cost/negotiation between the ISP and an energy service provider (ESP) should be taken into account while optimizing the scheduling of IoT devices.

In this paper, our work aims to address the above by studying the self-interest interaction between the ISP and ESP (via the PB) and its implication on optimizing the energy trading and time scheduling for a heterogeneous WPBC (HWPBC) network. Specifically, we use the Stackelberg game to capture the strategic interaction between the PB and the IoT devices. Under such a game, the ISP that acts as the leader can proactively select the best energy service from the ESP by sending its energy request with a price and charging time (i.e., energy service time). The ESP modeled as the follower then finds the optimal transmission power which can maximize its benefits while meeting requirements from the ISP. A quadratic price model for energy trading [18] is developed to optimize the profit of the ESP, i.e., the follower, achieved by selling energy based on the requested price and operation time of the ISP, i.e., the leader. Thus, the optimal transmission power of the PB is derived in a close-form. In addition, the profit function of the ISP is the difference between the revenue from providing services (i.e., collecting data) and the energy cost. It is non-convex and contains multi-variables (i.e., the requested price, and operation times of the PB and IoT devices). To address the maximization problem of ISP’s profit, we propose two relaxed schemes, called partial adjustment (PA) and joint adjustment (JA) of energy price and service time, that perform iterative algorithms based on the block coordinate descent (BCD) technique [19]. In the PA scheme, the iterative algorithm solves three sub-problems with respect to the requested price, service time of the PB, and scheduling times of the IoT devices, respectively in each its iteration. Whilst, the JA scheme splits the primary problem into two sub-problems, in which the former jointly optimize the requested price and service time of the PB, and the latter allocates the operation times for IoT devices optimally. Then, we adopt the convex-concave procedure (CCCP) technique [20] to address the joint sub-problem in the JA scheme. As a result, our proposed schemes can guarantee to always achieve the Stackelberg equilibrium in polynomial time. Furthermore, two baseline scenarios, i.e., non-negotiated energy trading and social welfare scenarios, and the Price of Anarchy (PoA) [21] ratio are proposed to evaluate the inefficiency of the proposed approach due to the selfish behaviors of both players. For performance comparison, we perform simulations to compare the revenues of both providers achieved by the proposed approach and other conventional transmission methods (i.e., bistatic backscatter communication mode (BBCM) [22] and HTT communication mode (HTTCM) [4]). Numerical results then verify that the proposed approach outperforms other conventional transmission methods.

The major contributions of this paper are summarized as follows:

1) We propose a heterogeneous WPBC network comprising of two service providers, i.e., the ISP and ESP, in which various IoT devices with diverse hardware configurations and capabilities are considered to belong the ISP.

2) We propose an energy trading model based on Stackelberg game where the ISP is the leader and the ESP is the follower. Two baseline scenarios, i.e., energy trading without negotiation and social welfare scenarios are presented to compare with the proposed energy trading model. In addition, the inefficiency of the proposed approach, due to selfish behaviors of both players, determined by the PoA ratio is investigated through numerical results.

3) Two schemes (i.e., the PA and JA schemes) performing iterative algorithms based on the BCD and CCCP techniques are proposed to maximize the revenue of the ISP which originally is a multi-variable non-convex function. Simulation results show the revenue comparison of the ISP achieved by the proposed approach and other conventional methods using both the PA and JA schemes.

The rest of the paper is organized as follows. Section II presents the system model. Section III formulates the Stackelberg game for joint energy trading and time scheduling, and two iterative algorithms are provided in Section IV to find the Stackelberg equilibrium. Section V conducts simulations to validate the theoretical derivations. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

A. Network Setting

As illustrated in Fig. 1(a), we consider the HWPBC consisting of two service providers, i.e., the ISP and ESP. At the ISP, we consider three types of low-cost IoT devices with dissimilar hardware configurations that can support two functions: i.e., the BBCM and/or HTTCM. The first set of IoT devices represented by $\mathcal{A} \triangleq \{\text{AWPD}_a | \forall a = \{1, \ldots, A\}\}$ is active wireless-powered IoT devices (AWPDs) that are equipped with energy harvesting and wireless transmission circuits. With this configuration, the AWPDs can operate in the HTTCM only. In addition, we denote $\mathcal{P} \triangleq \{\text{PWPD}_p | \forall p = \{1, \ldots, P\}\}$ to be the set of passive wireless-powered IoT devices (PWPDs) that are designed with a backscattering circuit to perform the BBCM only. Finally, hybrid wireless-powered IoT devices (HPWDs) belonging to the set $\mathcal{H} \triangleq \{\text{HPWD}_h | \forall h = \{1, \ldots, H\}\}$ are equipped with all hardware components to support both aforementioned operation modes. On the other hand, the ESP utilizes a dedicated power beacon (PB) to supply energy for the IoT devices.

The IoT service is operated over two consecutive working periods of the PB, i.e., emitting period $\beta$ and sleeping period $(1 - \beta)$ as shown in Fig. 1(b). For simplicity and...
efficiency in time resource allocation for multiple IoT devices, the TDMA mechanism is adopted here to avoid collisions among transmissions. We denote $\Theta \triangleq (\theta_1, \ldots, \theta_p, \ldots, \theta_P)^T$ and $\Upsilon \triangleq (\tau_1, \ldots, \tau_h, \ldots, \tau_H)^T$ as the backscattering time vectors for the PWPDs and HWPDs in the emitting period of the PB, respectively. Similarly, $\Psi \triangleq (\nu_1, \ldots, \nu_a, \ldots, \nu_A)^T$ and $\Upsilon \triangleq (\mu_1, \ldots, \mu_b, \ldots, \mu_B)^T$ are the transmission time vectors for AWPDs and HWPDs in the idle period of the PB, respectively. When the PB is in the emitting period, it transmits unmodulated RF signals, and thus the IoT devices (i.e., PWPDs and HWPDs) with the capability of backscattering can passively transmit their data by leveraging such signals. Meanwhile, the AWPDs and HWPDs equipped with energy harvesting circuits can harvest energy for their active transmissions in the sleeping period of the PB. Note that, an AWPD$_a$ can execute energy harvesting in the entire emitting period (i.e., $\beta$), while the harvesting time of an HWPD$_h$ is $(\beta - \tau_h)$ because it must backscatter in the time slot $\tau_h$. In the sleeping period of the PB, the AWPDs and HWPDs can perform active transmissions to deliver their data to the gateway based on the TDMA protocol.

B. Network Throughput Analysis

The network throughput (denoted by $R_{sum}$) of communications between the IoT devices and gateway is defined as the total information bits decoded successfully at the gateway over the two periods of the PB.

1) Emitting period of the PB: In this period, the IoT devices (i.e., PWPDs and HWPDs) will perform backscattering the RF signal from the PB to deliver their information. We assume that the PWPDs and HWPDs implement backscatter frequency-shift keying (FSK), or binary FSK to gain more than 3 dB than the classic FSK [10]–[12]. The power beacon transmits a continuous sinusoidal wave of the frequency $F_c$ with the complex baseband equivalent as follows:

$$c(t) = \frac{1}{\sqrt{2P_S}} e^{-j(2\pi F_c t + \Delta \phi)},$$

(1)

where $P_S$ is the transmission power of the PB, $\Delta F$ and $\Delta \phi$ are the frequency and phase offsets, respectively, between the PB and the IoT gateway.

We assume communication channels of three types of links: (1) the links from the PB to the IoT devices, (2) the links from the IoT devices to the IoT gateway, (3) the link from the PB to the IoT gateway, suffer frequency non-selective fading (flat fading) due to the low bit rate of backscatter communications. Since the limited communication range, we consider line-of-sight (LOS) environments in this paper, thus the channel gain for the three types of links is given by:

$$g_{BD} = G_{BD} \lambda^2, \quad g_{DG} = G_{DG} \lambda^2, \quad g_{BG} = G_{BG} \lambda^2,$$

(2)

where $G_{BD}$, $G_{DG}$, $G_{BG}$ denote the antenna gains of the PB, IoT devices and IoT gateway, respectively. $\lambda$ is the wavelength of the RF signal, and $d_{BD}$, $d_{DG}$, and $d_{BG}$ are the communication distances of three aforementioned links. IoT devices are irradiated by the RF undemodulated signal $c(t)$. Then, the baseband backscatter waveform at the IoT devices are written as:

$$x(t) = \eta u_i(t) \sqrt{g_{BD}} c(t), \quad i \in \{0, 1\} ,$$

(3)

where $\eta$ is the attenuation constant of the reflected waveform depending on the backscattering efficiency. For the binary FSK modulation, we consider two distinct load values $\Gamma_i$ with different rates $F_i$ to represent bits $b_i \in \{0, 1\}$, thus the baseband backscatter FSK waveform $u_i(t)$ models the fundamental component of a 50% duty cycle square waveform of frequency $F_i$ and random initial phase $\Phi_i \in [0, 2\pi)$:

$$u_i(t) = u_0 + \frac{\Gamma_0 - \Gamma_1}{2} \cos(2\pi F_i t + \Phi_i), \quad i \in \{0, 1\} ,$$

(4)

where $u_0 = (A_s - \frac{\Gamma_0 - \Gamma_1}{2})$, and $A_s$ is a complex-valued term related to the antenna structural mode [20].

The IoT gateway receives both the RF unmodulated signal directly from the PB and the backscattered signals from the IoT devices. Thus, the received baseband signal at the IoT gateway for duration $T$ of a single bit $b_i \in \{0, 1\}$ is given by:

$$y(t) = \sqrt{g_B G_c} c(t) + \sqrt{g_{DG}} \sqrt{g_{BG}} u(t) + n(t)$$

$$= \sqrt{2P_S} \left( \sqrt{g_{BG}} + \sqrt{g_{DG}} \sqrt{g_{BG}} u_0 + \sqrt{g_{DG}} \sqrt{g_{BG}} \frac{2}{\pi} (\Gamma_0 - \Gamma_1) \cos(2\pi F_i t + \Phi_i) + n(t) \right),$$

(5)

where $n(t)$ is the channel noise. Carrier frequency offset (CFO) and removing the DC value from the received signal $y(t)$ are carried out before the maximum-likelihood estimation (MLE) is implemented at the IoT gateway. The received signal $y(t)$ is then rewritten as follows:

$$y(t) = \gamma \sqrt{2P_S} \sqrt{g_{BG}} \sqrt{g_{DG}} \frac{2}{\pi} (\Gamma_0 - \Gamma_1) \cos(2\pi F_i t + \Phi_i)$$

(6)
Thus, the received power at the IoT gateway is calculated as follows:

\[ P_{R}^{bb} = \eta^2 \frac{4}{N_0} \left( \Gamma_0 - \Gamma_1 \right)^2 P_S \]  

(7)

The achievable rate of backscatter communications is given by:

\[ W = \Omega_B \log_2 \left( 1 + \frac{\zeta P_{R}^{bb}}{N_0} \right) \]  

(8)

where \( \Omega_B \) is the bandwidth of the unmodulated RF signal, \( \zeta \) is the performance gap reflecting real modulation, and \( N_0 \) is the power spectral density (psd) of the channel noise. We denote \( W_p \) and \( W_h \) are the achievable rates of the PWPD and HWPD, respectively. Finally, the total throughput obtained by the AWPDs and HWPDs in the emitting period of the PB is determined as follows:

\[ R^{bb} = \sum_{p=1}^{P} W_p \theta_p + \sum_{h=1}^{H} W_h \tau_h \]

\[ = \sum_{p=1}^{P} \Omega_B \theta_p \log_2 (1 + \kappa_p P_S) + \sum_{h=1}^{H} \Omega_B \tau_h \log_2 (1 + \kappa_h P_S) \]  

(9)

Finally, the network throughput (\( R_{sum} \)) of the IoT service can be determined as follows:

\[ R_{sum}(\theta, \nu, \tau, \mu) = R^{bb} + R^{st} \]

\[ = \sum_{p=1}^{P} \Omega_B \theta_p (1 + \kappa_p P_S) + \sum_{a=1}^{A} \nu_a \Omega_a \log_2 \left( 1 + \frac{\delta_a P_S}{\nu_a} \right) \]

\[ + \sum_{h=1}^{H} \left( \Omega_B \tau_h (1 + \kappa_h P_S) + \mu_h \Omega_h \log_2 \left( 1 + \frac{\delta_h \left( \beta - \tau_h \right) P_S}{\mu_h} \right) \right) \]  

(12)

It is modeled as the achieved profit of the communication service to jointly maximize the benefits of both service providers in the HWPBC network.

III. JOINT ENERGY TRADING AND TIME ALLOCATION BASED ON STACKELBERG GAME

Based on the system model given in the Section II, we first introduce the Stackelberg game to model the energy interaction between the ISP and ESP. Then we will present the strategic behaviors of these service providers in the following subsections.

A. Stackelberg Game-based Energy Trading

1) Game Formulation:

- **Leader payoff function**: The achievable benefit of the ISP is defined as follows:

\[ U_L(p_l, \beta, \psi) = p_r R_{sum} - p_l \beta P_S, \]  

(13)

where \( p_r \) is the benefit per bit transmitted by IoT devices, and \( p_l \) is the energy price paid by the IoT service provider to the energy service provider. The leader maximizes its utility function \( U_L \) w.r.t. the energy price \( p_l \), operation time \( \beta \), and time scheduling \( \psi \) on \( [\theta, \nu, \tau, \mu] \).

- **Follower utility function**: In this game, the PB is the follower and it optimizes its transmission power based on the requested energy price and operation time from the IoT service provider. The utility function of the follower is determined based on its profit obtained from the IoT service provider and its cost incurred during the operation time:

\[ U_F (P_S) = \beta [p_l P_S - F(P_S)], \]  

(14)

where \( F(x) = a_n x^2 + b_m x \) is a quadratic function which is applied for the operation cost of the PB [13].

2) Solution to the Stackelberg Game: The definition of the Stackelberg equilibrium (SE) is stated as follows:

**Definition 1.** The optimal solution \((P_S^*, p_l^*, \beta^*, \psi^*)\) is the Stackelberg equilibrium if the following conditions are satisfied [24]:

\[ \left\{ \begin{array}{c}
U_L(P_S^*, p_l^*, \beta^*, \psi^*) \geq U_L(P_S^*, p_l^*, \beta, \psi), \\
U_F(P_S^*, p_l^*, \beta^*, \psi^*) \geq U_F(P_S^*, p_l^*, \beta^*, \psi^*)
\end{array} \right. \]  

(15)

To obtain the Stackelberg game solution, we adopt the backward induction technique in the two following theorems.

**Theorem 1.** Given a strategy of the leader (i.e., the ISP), the follower (i.e., the PB) can obtain a unique optimal \( P_S^* \) in a closed-form.
Proof: Intuitively, given a strategy \((p_l, \beta, \psi)\) offered by the leader, the utility function of the follower in (14) is a quadratic function w.r.t. \(P_s\). Thus, the unique optimal solution of \(P_s\) can be obtained as follows:

\[
P_s^* = \frac{p_l - b_m}{2a_m}.
\]

(16)

Theorem 2. Given the follower’s (i.e., the ESP) strategy \(P_s^*\), there exists a sub-optimal solution for the leader (i.e., the ISP), and the best strategy of the ISP can be obtained by an iterative algorithm.

Proof: Given optimal transmission power \(P_s^*\) of the follower, the leader payoff function can be rewritten as in (17).

Then, the maximum profit of the leader is expressed by the strategic vector \(\chi^* = (p_l^*, \beta^*, \psi^*)\):

\[
\max_{(p_l, \beta, \psi)} U_L(p_l, \beta, \psi),
\]

(18)

s.t. 0 \(\leq P_S \leq P_{S, max}\),

\(P_i^{min} \leq P_i \leq P_i^{max}, i \in \{a, h\}, \quad \text{(18a)}\)

\(E_i^{min} \leq E_i \leq E_i^{max}, i \in \{a, h\}, \quad \text{(18b)}\)

\(\gamma_i \geq \gamma_i^{min}, i \in \{p, h\}, \quad \text{(18c)}\)

\(0 \leq \sum_{p=1}^P \theta_p + \sum_{h=1}^H \tau_h \leq \beta, \quad \forall \theta_p, \forall \tau_h \geq 0 \quad \text{(18d)}\)

\(0 \leq \sum_{a=1}^A \nu_a + \sum_{h=1}^H \mu_h \leq 1 - \beta, \quad \forall \nu_a, \forall \mu_h \geq 0 \quad \text{(18e)}\)

\(0 \leq \sum_{a=1}^A \nu_a + \sum_{h=1}^H \mu_h \leq 1 - \beta, \quad \forall \nu_a, \forall \mu_h \geq 0 \quad \text{(18f)}\)

It should be noted that the transmission power of the PB, i.e., \(P_S = \frac{(p_l - b_m)}{2a_m}\), must satisfy the FCC Rules [27] for unlicensed wireless equipment operating in the ISM bands as shown in the constraint (18a). For the IoT devices, the transmission power of AWPDs and HWPDs, i.e., \(P_a = \frac{\varphi_{SGD, a}(\beta - \gamma_a) (p_l - b_m)}{2a_m}, \quad \text{and} \quad P_h = \frac{\varphi_{SGD, a,h}(\beta - \gamma_h) (p_l - b_m)}{2a_m} \quad \text{(18g)}\), respectively, must be enough for active communication with the IoT gateway as well as under a threshold as presented in (18h). Next, the total energy harvested by the AWPDs and HWPDs in the emitting period of the PB, i.e., \(E_a = \frac{\varphi_{SGD, h}(\beta - \gamma_h) (p_l - b_m)}{2a_m}, \quad E_h = \frac{\varphi_{SGD, h}(\beta - \gamma_h) (p_l - b_m)}{2a_m} \quad \text{(18i)}\), must be sufficient for their operations, as well as not exceed the capacity of their batteries as represented in the constraints (18c). Furthermore, the SNR at the gateway received from PWPDs and HWPDs by backscatter communications, i.e.,

\(\gamma_p = \frac{\varphi_{SGD, p}(\beta - \gamma_p) (p_l - b_m)}{2a_m}, \quad \gamma_h = \frac{\varphi_{SGD, h}(\beta - \gamma_h) (p_l - b_m)}{2a_m} \quad \text{(18j)}\),

must satisfy the constraints (18d) to guarantee bit-error-rate (BER) lower than or equal to \(10^{-2}\) for IoT applications [ref??]. Finally, the constraints (18c) and (18g) are time constraints to impose IoT devices working on the proper periods, i.e., the PWPDs and HWPDs must backscatter RF signals in the emitting period and the AWPDs and HWPDs must perform active transmissions in the idle period of the PB.

To find the optimal solution \(\chi^* = (p_l^*, \beta^*, \psi^*)\), in the next section we introduce a low-complexity iterative algorithm using block coordinate descent (BCD) technique [19] to address the non-convex optimization problem in (18).}

Then, the ISP optimizes its profit by adjusting the transmission power and buying time demand and data transmission strategies (i.e., backscattering or active transmission). Given energy price \(p_l\) from the ESP, the achievable profit of the ISP is expressed as follows:

\[
U_P(P_S, \beta, \psi) = U_T(P_S, \beta, \psi) - p_l \beta P_S,
\]

(19)

where \(U_T(P_S, \beta, \psi)\) presented in (20) is the total profit of the ISP achieved by providing data service. Then, the profit maximization of the IoT service is obtained as follows:

\[
\max_{(P_S, \beta, \psi)} U_P(P_S, \beta, \psi),
\]

(21)

s.t. satisfy constraints (18a) – (18f).

It is worth noting that, in this case, the profit function of the ISP with respect to the transmission power and operation time of the PB, and the scheduling time of IoT devices can also be solved by the proposed schemes in the following section.

C. Social welfare scenario

Energy trading based on Stackelberg game formulated in section III-A captures the strategic interaction between the ISP and ESP. However, this trading strategy may lead to the performance loss of both the ISP and ESP due to the possible selfish behaviors of both players. Therefore, we propose a social welfare scenario in which the ISP and ESP cooperatively maximize the sum of their profits to investigate the inefficiency of the proposed approach. Mathematically, the utility function of social welfare can be formulated as below:

\[
U_{SW}(P_S, \beta, \psi) = U_T(P_S, \beta, \psi) - \beta(a_m P_S^2 + b_m P_S).
\]

(22)

Thus, the social welfare maximization problem is given by:

\[
\max_{(P_S, \beta, \psi)} U_{SW}(P_S, \beta, \psi),
\]

(23)

s.t. satisfy constraints (18a) – (18f).

Similarly, the social welfare maximization problem can be also solved efficiently by the relaxed schemes proposed in the following section. To evaluate the inefficiency of the proposed approach, we use the Price of Anarchy (PoA) [21] which is defined as the ratio of the utility value (i.e., defined in (22)) of a worst Nash equilibrium and its maximum value. Note that, in our game, the Stackelberg equilibrium is considered as the worst Nash equilibrium. Then, the PoA ratio is expressed as below:

\[
PoA = \frac{U_{SW}(\chi^*)}{\max_{(P_S, \beta, \psi)} U_{SW}(P_S, \beta, \psi)}
\]

(24)

IV. ITERATIVE ALGORITHMS TO FIND THE STACKELBERG EQUILIBRIUM

To address the non-convex multi-variable optimization problem (18), we propose two relaxed schemes, i.e., partial adjustment (PA) and joint adjustment (JA) of the energy price and service time of the PB, which exploit the BCD technique. These schemes reduce significantly number of variables in the original optimization problem by splitting it into convex optimization sub-problems and solving them in each iteration.
Thus, the proposed schemes expected to be a powerful tool to address the original problem efficiently are presented in the following subsections.

A. PA Scheme

This scheme performs an iterative algorithm to divide the variable tuple \( \chi \) into 3 different blocks of variables, i.e., the energy price \( p_l \), the emitting time \( \beta \), and the scheduling times \( \psi \). In particular, the algorithm starts by initializing an initial solution \( \{p_l(0), \beta(0), \psi(0)\} \). The following three steps are repeated until no further improvement can be obtained: (i) optimize the energy price \( p_l \) from the last optimal output \( \{p_l(n-1), \beta(n-1), \psi(n-1)\} \); (ii) obtain the emitting time of the PB \( \beta(n) \) by keeping the \( \{p_l(n), \psi(n-1)\} \) fixed; (iii) find the optimal scheduling times \( \psi(n) \) of the IoT devices with the fixed \( p_l(n) \) and \( \beta(n) \). These steps are described in detail as follows:

1) Optimal Energy Price Offered for the PB: In the first step of the algorithm loop, we obtain the optimal requested price \( p_l \) based on the optimal solution from the previous step \( \{p_l(n-1), \beta(n-1), \psi(n-1)\} \). It is worth noting that the time constraints in the problem (18) are eliminated because the time variables are constant and set by the previous optimal vector \( \psi(n-1) \). Then, the original optimization problem (18) can be transformed into:

\[
\max G(p_l),
\]

s.t.
\[
0 \leq p_l - b_m \leq 2a_m p_S^{\text{max}},
\]
\[
P_l^{\text{min}} \leq r_{a,1} (p_l - b_m) \leq P_l^{\text{max}},
\]
\[
P_h^{\text{min}} \leq r_{h,1} (p_l - b_m) \leq P_h^{\text{max}},
\]
\[
E_{a,1}^{\text{min}} \leq r_{a,1} \nu_{a}^{(n-1)} (p_l - b_m) \leq E_{a,1}^{\text{max}},
\]
\[
E_h^{\text{min}} \leq r_{h,2} \mu_{h}^{(n-1)} (p_l - b_m) \leq E_h^{\text{max}},
\]
\[
c_{p,1} (p_l - b_m) \geq c_{p,2} \leq \max_{p} \sum_{n=1}^{N} \Omega_{l} \beta_{l}^{(n)} = \sum_{a=1}^{N_a} \Omega_{l} \nu_{a},
\]
\[
c_{h,6} (p_l - b_m) \geq \max_{h} \sum_{n=1}^{N_h} \Omega_{h} \beta_{h}^{(n)} = \sum_{a=1}^{N_a} \Omega_{h} \mu_{a},
\]

where and \( c_{p,1} = \frac{p_l \Omega_{l} \beta_{l}^{(n-1)}}{2a_m}, \) \( c_{p,2} = \frac{\nu_{l} \beta_{l}^{(n-1)}}{2a_m}, \) \( c_{a,3} = p_l \Omega_{l} \nu_{a}, \)
\( c_{a,4} = \frac{\beta_{l}^{(n-1)} \nu_{a}^{(n-1)}}{2a_m}, \) \( c_{h,5} = \frac{p_l \Omega_{h} \beta_{h}^{(n-1)}}{2a_m}, \) \( c_{h,6} = \frac{\mu_{h} \beta_{h}^{(n-1)}}{2a_m}, \)
\( c_{h,7} = \frac{p_l \Omega_{h} \mu_{h}^{(n-1)}}{2a_m}, \) \( c_{h,8} = \frac{\mu_{h} \beta_{h}^{(n-1)} \mu_{a}^{(n-1)}}{2a_m}, \) \( r_{a,1} = \frac{\mu_{a} N_a}{\Omega_{DG,a}}, \)
\( r_{h,2} = \frac{\mu_{h} N_h}{\Omega_{DG,h}}, \) \( \forall a \in \mathcal{A}, \forall h \in \mathcal{H}. \)

### Lemma 1.

The objective function \( G(p_l) \) is a concave function w.r.t. \( p_l \) satisfying the linear constraints in (25a)-(25g), and the optimal solution for the single variable sub-problem (25) can be obtained by line search methods.

**Proof:** The function \( G(p_l) \) is a sum of logarithmic functions of \( p_l \) which has the form \( \log_{2}(a_l x + b_l) \), and a quadratic function \( f(p_l) = -c_0 p_l (p_l - b_l) \). Intuitively, the logarithmic function \( \log_{2}(a_l x + b_l) \) is a concave function w.r.t. \( x \). On the other hand, the quadratic function \( f(p_l) \) is also a concave function. Thus, the objective function \( G(p_l) \) is a concave function w.r.t. \( p_l \). Since the sub-problem (25) is a single variable optimization problem which can be solved efficiently using the line search methods such as the golden section or parabolic interpolation methods.

#### 2) Optimal Emitting Time of the PB: Similar to the sub-problem (25), the transmission power constraint of the PB, the time constraints of all IoT devices, and SNR constraints of backscatter devices are always satisfied with the fixed \( \{p_l(n), \psi(n-1)\} \), thus they are totally ignored. The optimal emitting time \( \beta \) of the PB in the \( n \)-th iteration can be obtained in the second step by solving the following sub-problem:

\[
\max \hat{G}(\beta),
\]

s.t.
\[
0 \leq \beta \leq 1,
\]
\[
P_l^{\text{min}} \leq r_{a,1} \beta \leq P_l^{\text{max}},
\]
\[
P_h^{\text{min}} \leq r_{h,2} (\beta - \hat{c}_{h,5}) \leq P_h^{\text{max}},
\]
\[
E_{a,1}^{\text{min}} \leq r_{a,1} \nu_{a} (\beta - \hat{c}_{h,5}) \leq E_{a,1}^{\text{max}},
\]
\[
E_h^{\text{min}} \leq r_{h,2} \mu_{h} (\beta - \hat{c}_{h,5}) \leq E_h^{\text{max}},
\]

where

\[
\hat{G}(\beta) = \sum_{a=1}^{A} \hat{c}_{a,1,1} \log_{2}[\hat{c}_{a,1,2} + \sum_{h=1}^{H} \hat{c}_{a,3,1} \log_{2}[\hat{c}_{a,4,1} \log_{2}[\hat{c}_{a,5,1}] + \hat{c}_{a,6,1} (\beta - \hat{c}_{h,5})] - \hat{c}_{b,3} \beta - \hat{C} - \hat{C},
\]

\[
\hat{C} = p_l \sum_{p=1}^{P} \sum_{h=1}^{H} \Omega_{l} \beta_{l}^{(n-1)} \log_{2}[\hat{c}_{a,1,1} \log_{2}[\hat{c}_{a,5,1}] + \hat{c}_{a,6,1} (\beta - \hat{c}_{h,5})] + \sum_{h=1}^{H} \Omega_{h} \beta_{h}^{(n-1)} \log_{2}[\hat{c}_{a,1,1} \log_{2}[\hat{c}_{a,5,1}] + \hat{c}_{a,6,1} (\beta - \hat{c}_{h,5})],
\]
Moreover, the solution of the single variable sub-problem \( (27) \) can be also obtained by the interior-point method. Therefore, the optimal solution of the single variable sub-problem \( (27) \) can be also found efficiently by line search methods.

**Lemma 2.** The objective function \( \hat{G} \) is a concave function w.r.t. \( \beta \) satisfying the linear constraints in \( (27a)-(27c) \), and the optimal solution for the single variable sub-problem \( (27) \) can be obtained by line search methods.

**Proof:** Following the proof of the Lemma 1, the function \( \hat{G}(\beta) \) is contributed by logarithmic functions forming as 
\[
\log_2(a_jx + b_j) \quad \text{and a linear function} \quad f(\beta) = -\bar{c}_k \beta.
\]
The logarithmic function \( \log_2(a_jx + b_j) \) is also concave w.r.t. \( x \). Moreover, \( \hat{C} \) is constant with the fixed \( \psi^{(n-1)} \). Thus, the objective function \( \hat{G} \) is concave w.r.t. \( \beta \). Therefore, the optimal solution of the single variable sub-problem \( (27) \) can be also found efficiently by line search methods.

3) **Optimal Time Resource Allocation:** In the third step, we investigate the time scheduling \( \psi^{(n)} \) based on the given \( \{p_1^{(n)} \}, \beta^{(n)} \}. \) The original optimization problem \( (18) \) is simplified into:

\[
\max_{\psi} \hat{G}(\psi), \quad \text{s.t.} \quad P_a^{min} \leq p_{a,t} \leq P_a^{max}, \quad \text{for} \quad a \in \mathcal{A}_{DG}, \quad n = 1, \quad \text{for} \quad a \in \mathcal{A}_{DG}, \quad n \in \mathcal{N}_h, \quad \text{for} \quad a \in \mathcal{A}_{DG, h}, \quad \text{for} \quad n = 1, \quad \text{for} \quad a \in \mathcal{A}_{DG, h}, \quad n \in \mathcal{N}_h.
\]

**Algorithm 1** The iterative algorithm for the PA scheme to solve the non-convex multi-variable optimization problem in \( (18) \).

1: **Input:** The previous output \( \{p_1^{(n-1)}, \beta^{(n-1)}, \psi^{(n-1)}\} \).
2: **Initialize:** \( n = 1, \{p_1^{(0)}, \beta^{(0)}, \psi^{(0)}\} \), tolerance \( \xi_1 > 0 \).
3: **Compute:** the leader’s utility \( U_L(p_1^{(0)}, \beta^{(0)}, \psi^{(0)}) \).
4: **Repeat:**
5: **Optain** \( p_1^{(n)} \) for given \( \{p_1^{(n-1)}, \beta^{(n-1)}, \psi^{(n-1)}\} \) by solving \( (25) \).
6: **Derive** the optimal value \( \beta^{(n)} \) with fixed \( \{p_1^{(n)}, \psi^{(n-1)}\} \) by solving \( (27) \).
7: **For given** \( \{p_1^{(0)}, \beta^{(0)}\} \), \( \psi^{(0)} \) is obtained by solving \( (30) \).
8: **If:**
9: \[ U_L(p_1^{(n)}, \beta^{(0)}, \psi^{(0)}) - U_L(p_1^{(n-1)}, \beta^{(n-1)}, \psi^{(n-1)}) < \xi_1 \]
10: **Then:**
11: **Set** \( \{p_1^{(n)}, \beta^{(n)}, \psi^{(n)}\} = \{p_1^{(n)}, \beta^{(0)}, \psi^{(0)}\} \); and terminate;
12: **Otherwise:**
13: **Update** \( n \leftarrow n + 1 \), and continue.
14: **Output:** The optimal solution \( \chi^* = \{p_1^*, \beta^*, \psi^*\} \).

**B. JA Scheme**

Different to the PA scheme, we first perform a joint optimization of the energy price and service time for the PB due to their trade-off relation. After that, time scheduling for the IoT devices are obtained with the optimal value of \( \{p_1, \beta\} \) in the current loop by solving the problem \( (30) \).
1) Joint optimal energy price and service time: With given tuple \( \{ p_l^{(n-1)}, \beta^{(n-1)}, \psi^{(n-1)} \} \) from the previous output, we find the joint optimal energy price and service time by solving the following sub-problem:

\[
\max_{p_l, \beta} Q(p_l, \beta),
\]

s.t.

\[
0 \leq \beta \leq 1,
\]

\[
0 \leq p_l - b_m \leq 2a_mp_S^{max},
\]

\[
P_a^{min} \leq s_{a,1}\beta(p_l - b_m) \leq P_a^{max},
\]

\[
P_h^{min} \leq s_{h,2}(\beta - \tau_h^{(n-1)})(p_l - b_m) \leq P_h^{max},
\]

\[
F_a^{min} \leq s_{a,1}(\mu_a^{(n-1)})\beta(p_l - b_m) \leq F_a^{max},
\]

\[
F_h^{min} \leq s_{h,2}\mu_h^{(n-1)}(\beta - \tau_h^{(n-1)})(p_l - b_m) \leq F_h^{max},
\]

\[
e_{p,2}(p_l - b_m) \geq \gamma_{p}^{min}, e_{h,6}(p_l - b_m) \geq \gamma_{h}^{min},
\]

where \( Q(p_l, \beta) \) is expressed in (33), and \( e_{p,1} = p_l, e_{p,2} \), \( e_{a,3} = p_l, e_{a,4} \), \( e_{h,5} = p_l, e_{h,6} \), \( \gamma_{p}^{min} \), \( \gamma_{h}^{min} \). To address this problem, we linearise this product by defining \( q_1 = \frac{1}{2}(p_l - b_m)(1 + \beta) \), \( q_2 = \frac{1}{2}(p_l - b_m)(1 - \beta) \), then the problem (32) becomes:

\[
\max_{q_1, q_2} \tilde{Q}(q_1, q_2),
\]

s.t.

\[
0 \leq q_1 + q_2 \leq 2a_mP_S^{max},
\]

\[
\frac{q_1 - q_2}{q_1 + q_2} \leq T_{ba}^{(n-1)} + \frac{2q_2}{q_1 + q_2} \geq T_{at}^{(n-1)},
\]

\[
P_a^{min} \leq s_{a,1}(q_1 - q_2) \leq P_a^{max},
\]

\[
P_h^{min} \leq s_{h,2}\left[ (1 - \tau_h^{(n-1)})(q_1 - q_2) \right] \leq P_h^{max},
\]

\[
F_a^{min} \leq s_{a,1}\mu_a^{(n-1)}(q_1 - q_2) \leq F_a^{max},
\]

\[
F_h^{min} \leq s_{h,2}\mu_h^{(n-1)}\left(1 - \tau_h^{(n-1)}\right)q_1 - \left(1 + \tau_h^{(n-1)}\right)q_2 \leq F_h^{max},
\]

\[
e_{p,2}(q_1 + q_2) \geq \gamma_{p}^{min}, e_{h,6}(q_1 + q_2) \geq \gamma_{h}^{min},
\]

where \( \tilde{Q}(q_1, q_2) \) is expressed in (35), and \( T_{ba}^{(n-1)} = \sum_{p=1}^{P} \mu_{p}^{(n-1)} \), \( T_{at}^{(n-1)} = \sum_{a=1}^{A} \psi_{a}^{(n-1)} \). Intuitively, the last term of the objective function \( L(q_1, q_2) \) is convex, while other terms are concave. We define \( V = \{ q_1, q_2 \} \) and \( S \) is the set of \( V \) satisfying (34a)-(34h), then the objective function of the problem (34) is rewritten as follows:

\[
\hat{Q}(V) = Q_{conv}(V) + Q_{cexv}(V),
\]

where

\[
Q_{cexv} = \frac{q_2^2 + b_mq_2}{2a_m}.
\]

state the following theorem and then prove it in Appendix C

Theorem 4. The Algorithm 2 utilizing the CCCP technique to solve the joint optimization problem (39). It converges to a local optimal \( V^* \) by generating a sequence of \( V(k) \) providing \( Q(V(k)) > Q(V(k-1)), \forall k \geq 1 \).

2) The overall iterative algorithm for the IA scheme: After the implementation of the joint energy price and service time estimation, we perform time allocation for the IoT devices optimally by solving the problem (30). These steps are repeated until the stopping criterion of the algorithm is satisfied. The overall iterative algorithm for the IA scheme is summarized in the Algorithm 3. Its convergence is analyzed in the following theorem, which can be proved similarly as the Theorem 3.
For the JA scheme, the proposed iterative algorithm converges to the SE point, and it converges in polynomial time. The reason is that the ISP in the non-negotiated energy trading scenario is also higher than the proposed approach. This is due to the cooperation between the ISP and ESP in the social welfare scenario. In addition, the profit of the non-negotiated energy trading scenario is also higher than the proposed approach. The reason is that the ISP in the non-negotiated energy trading scenario can find an optimal transmission power of the PB to maximize its revenue with the fixed energy price, whereas the ESP decides this figure in the proposed approach.

A. Inefficiency of the Proposed Approach

Due to the selfish behavior of players, we evaluate the inefficiency of the proposed approach by comparing with the baseline scenarios, i.e., non-negotiated energy trading and social welfare scenarios in this section. It is worth noting that, in the non-negotiated energy trading, we choose a fixed energy price at half of the maximum value. In Fig. 2, the utility functions of the ISP for the proposed approach and baseline scenarios are plotted versus the distance between the PB and the IoT devices. It can be observed that the social welfare scenario outperforms the proposed approach and the non-negotiated energy trading scenario. This is due to the cooperation between the ISP and ESP in the social welfare scenario. In addition, the profit of the non-negotiated energy trading scenario is also higher than the proposed approach.

V. NUMERICAL RESULTS

In this section, we first investigate the inefficiency of the proposed approach, and then verify revenues of both providers in comparison with conventional transmission modes. We consider the carrier frequency of RF signals at 2.4 GHz. The bandwidth of the RF signals and the antenna gain of the PB are 10 MHz and 6 dBi, respectively. The IoT devices (i.e., AWPDs and HWPDs) have the antenna gains of 6 dBi. Unless otherwise specified, the default backscatter rate of backscatter devices is set at 10 kbps. In our setup, both the AWPDs and HWPDs have the energy harvesting and data transmission efficiency coefficients of $\varphi = 0.6$ and $\phi = 0.5$, respectively.
B. Revenue Performance of the ISP and ESP

For performance comparison, we consider three conventional methods, i.e., the BBCM, HTTCM, and TDMA mechanism. It is worth noting that, in the TDMA mechanism, all IoT devices are allocated with identical time resources. In this case, the total backscatter time of the IoT devices accounts for a half length of the normalized time frame as illustrated in Eq. (16). Thus, the operation time of the PB $\beta$ is fixed and equal to the total backscatter time of the IoT devices.

1) Identical number of devices for each IoT devices set: We first evaluate the performance of the proposed approach under the setting that the number of devices in each IoT device type are equal, (i.e., 10 devices for each IoT device type). Fig. 7 shows the variation of the leader’s payoff (i.e., the ISP) as the benefit per bit transmitted ($p_r$) increases in the range of 0.1 to 1. The common observation is that the utilities of the ISP obtained by all methods increase as the benefit per bit transmitted increases. That is an obvious result because with more benefit gained by selling per one data bit, the ISP can purchase energy either in longer time or higher transmission power, or both, thus the profit of the ISP also increases.

In particular, we first observe that the proposed approach, BBCM and HTTCM solved by scheme 2 always perform better than themselves solved by scheme 1. The reason is due to that the scheme 2 can optimize the profit of the IoT service with respect to both offered price ($p_t$) and the active time of the PB ($\beta$), thus it can choose a better local optimal point than the scheme 1. Next, we also observe that the proposed method solved by scheme 2 achieves the highest profit in the considered range of $p_r$. In contrast, the proposed method solved by scheme 1 obtains a lower achieved profit than the TDMA mechanism when the benefit per bit transmitted is smaller than 1. Note that the scheme 1 prefers to offer a high price to buy energy rather than a long period purchasing energy, thus the optimal of this period in the scheme 1 is smaller than in the TDMA mechanism. On the other hand, the offered price has more weight than the energy purchasing time in the energy cost. For this reason, the scheme 1 might perform not as good as the TDMA mechanism when the benefit per bit transmitted is under 1. Furthermore, the BBCM solved by both schemes performs much worse than other methods, in which the one solved by the scheme 2 is slightly better than the one solved by the scheme 1.

In Fig. 7 we plot the profit of the leader versus the distance between the PB and the IoT devices. At the distance of 2 meters, the profit of the ISP obtained by the BBCM using both proposed schemes are much greater than those of other approaches because transmission power of the PB is the major impact on the performance of this approach. However, its performance drastically decreases when the distance increases. By contrast, the profits of the ISP obtained by the proposed approach and HTTCM slightly reduce as the distance is smaller than 10 meters. There is no more profit for the proposed approach and HTTCM using scheme 1 when the distance is greater than or equal to 14 and 16 meters, respectively. Whilst, the profits of these approaches solved by scheme 2 are only equal to zero at the distance of 20 meters.

Next, we investigate the profit of the follower (i.e., the ESP) in Fig. 6. First, we demonstrate this profit as a quadratic function with respect to the transmission power of the PB as shown in Fig. 6. Fig. 6(a) shows the offered prices corresponding to the optimal points of the profit curve in both proposed schemes. Furthermore, as shown in the figure, scheme 1 prefers the offered price than the time purchasing energy, while the scheme 2 balances both factors. Thus, the benefit of the ESP by selling energy in the scheme 1 is much greater than the scheme 2. After applying the optimal transmission power of the PB as in (16), the profit of the ESP depends on the requested price and time purchasing energy (i.e., the operation time of the PB) announced by the IoT service as shown in Fig. 6(b). It can be seen that this profit increases linearly with the time purchasing energy and non-linearly with the offered energy price, respectively.

Fig. 7 shows the complexity of the proposed method solved by both schemes. Because both schemes take only few iterations to converge, thus in order to evaluate the computational
efficiency of the proposed schemes more precisely, we measure the runtime of these schemes in 1000 times with different number of IoT devices (i.e., $N = 5, N = 10, N = 15$, in which number of devices for each type is equal). In general, we observe that the runtime of both schemes increases when the number of IoT devices increase, and the maximum runtime to solve the proposed method with 45 devices is just over 5 seconds in average by the scheme 1. In the case of small number of IoT devices (i.e., $N = 5$), the computational efficiency of the scheme 1 is better than the scheme 2. It is the result of that the scheme 2 have to run two iterative algorithms (i.e., both inner and outer iterative loops) compared to only one iterative algorithm implemented in the scheme 1. Time scheduling of the scheme 1 runs slower than the scheme 2 in all three cases because their feasible regions are different. Therefore, when the number of IoT devices increases (i.e., $N = 10, N = 15$), the scheme 2 runs faster than the scheme 1. That is due to that time scheduling accounts for the majority of the runtime of both schemes.

2) Different number of devices for each IoT devices’ set: We now investigate the profit of the ISP by altering the number of devices for one type from 3 to 30, while keeping these figures for other types fixed at 10. Fig. 8(a) shows a profit comparison of the ISP among approaches when varying the
number of AWPDs. In general observation, as the number of AWPDs is smaller than 24, the profit of the proposed method solved by scheme 2 increases and is highest compared with the others. However, when this number increases (i.e., larger than or equal to 24), the profits of the proposed method solved by both schemes are equal. There is no more profit added to the proposed method due to the power constraint violation of AWPDs. The profit of the TDMA mechanism is greater than the figure of the proposed method solved by scheme 1 as the number of AWPDs is smaller than 15. The reason is that as the number of AWPDs increases, the harvesting time reduces, thus the throughput obtained by active transmission declines. The profits of the HTTCM solved by both schemes shows the same trend but are smaller than the proposed method. These figures are also smaller than that of the TDMA mechanism. The similar trends in the profits of the proposed approach, HTTCM, and BBCM are demonstrated in Fig. 8(b). The reason is that HWPDs can perform both functions, i.e., backscattering or active transmission. By contrast, the profit of the TDMA is greater than all other approaches before it remains unchanged as the number of devices is greater than or equal to 9. In addition, as illustrated in Fig. 8(c), the increase in the number of PWPDs causes no impact on the profit of the proposed scheme due to the low power of backscatter rate. By contrast, due to sharing the time resources for PWPDs, the profit of the TDMA mechanism reduces linearly.

VI. CONCLUSION

In this paper, we have studied the Stackelberg game to maximize the profits of both service providers in heterogeneous IoT wireless-powered communication networks. The Stackelberg Equilibrium (SE) presented the proper price for the energy service, emitting time of the PB, and optimal scheduling times for the communication service has been obtained via the closed-form and the PAJJA schemes that exploits the BCD technique. Both the theoretical and numerical analyses have shown the convergence and computing efficiency of the iterative algorithm. Simulation results have shown that the proposed scheme always outperforms other baseline methods in terms of achieved profit of the ISP. It has also reveal that the JA scheme defeats the PA scheme in all cases.

APPENDIX A

THE PROOF OF LEMMA 3

First, we consider the function $G_p(\theta)$ in (31) contributed by four terms $G_p(\theta) = \sum_{p=1}^{P} g_p(\theta_p) + G_a(\nu) = \sum_{a=1}^{A} g_a(\nu_a)$, and $G_h(\tau, \mu) = \sum_{h=1}^{H} g_h(\tau_h, \mu_h)$ and a constant $C$ where

$$
\begin{align*}
    g_p(\theta_p) &= \tilde{c}_p, \theta_p, \\
    g_a(\nu_a) &= p_r \Omega_D \nu_a \log_2 \left(1 + \frac{\tilde{c}_a \nu_a}{\nu_a}ight), \\
    g_h(\tau_h, \mu_h) &= \tilde{c}_h, L \tau_h + p_r \Omega_D \mu_h \log_2 \left[1 + \frac{\tilde{c}_h \tau_h \mu_h}{\mu_h}ight].
\end{align*}
$$

(40)

It is worth noting that the first term $G_p(\theta)$ is linear functions of $\theta_p, \forall p \in \{1, \ldots, P\}$. The second term $G_a(\nu)$ and third term $G_h(\tau, \mu)$ are concave functions w.r.t. $\nu_a, \forall a \in \{1, \ldots, A\}$ and $(\tau_h, \mu_h), \forall h \in \{1, \ldots, H\}$, respectively, which are straightforward to prove by considering their Hessian matrices. Moreover, $C$ is a constant with the fixed $\{p_1(\nu), \beta(\nu)\}$. Finally, we can conclude that the function $G$ is a concave function w.r.t. $\psi \triangleq (\theta, \nu, \tau, \mu)$ and efficiently solved by the interior-point method [29].

APPENDIX B
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At $n$-th iteration, from Lemma 1[2][3] we have:

$$
\begin{align*}
    U_L \left(p_1^{(n)}, \beta^{(n-1)}, \psi^{(n-1)}\right) &\geq U_L \left(p_1^{(n-1)}, \beta^{(n-1)}, \psi^{(n-1)}\right), \\
    U_L \left(p_1^{(n)}, \beta^{(n)}, \psi^{(n-1)}\right) &\geq U_L \left(p_1^{(n)}, \beta^{(n-1)}, \psi^{(n-1)}\right), \\
    U_L \left(p_1^{(n)}, \beta^{(n)}, \psi^{(n)}\right) &\geq U_L \left(p_1^{(n)}, \beta^{(n)}, \psi^{(n-1)}\right).
\end{align*}
$$

(41)

Due to the transitive property, we can obtain $U_L \left(p_1^{(n)}, \beta^{(n)}, \psi^{(n)}\right) \geq U_L \left(p_1^{(n)}, \beta^{(n-1)}, \psi^{(n-1)}\right)$. It is worth noting that a feasible region determined by the constraints (18a)-(18i) is a compact set and always contains the output $\chi^{(n)}$, and thus the Algorithm 1 will converge to the optimal solution $\chi^*$. In addition, the line search and interior-point methods always find the optimal solutions of the problems (25), (27), (30) in polynomial time [30]. Then the theorem is proved.
the set of $V$.

The second inequality is obtained from (39). We define

$$S = \{ \text{First order } G \text{ for the optimization problem (39)} \}$$

where the first inequality in (42) is derived from the first order Taylor approximation of a convex function [29]:

$$G_{cvex}(V(k)) \geq G_{cvex}(V(k-1)) + G_{cvex}(V(k-1) - V(k)) T \nabla G_{cvex}(V(k-1)).$$

The second inequality is obtained from (39). We define $S_V$ as the set of $V$ satisfying the constraints in (34a)-(34e). Since the $S_V$ is a compact set and $V(k)$ is always within the feasible set $S_V$, the CCCP algorithm will converge to $V^\star$, i.e., $V(k) = V(k-1) = V^\star$. Thus the Algorithm 2 is convergent.

Next, we prove that $V^\star$ is a local optimum of the optimization problem (39). We define a set $C(V) = \{ C_1(V), C_2(V), \ldots, C_L \}$, where $L$ is the total number of constraints in the problem (39). Since $S_V$ is a compact set and $G(V)$ is concave function of $V$, we have the KKT condition for the optimization problem (39) as follows:

$$\nabla G_{cvex}(V(k)) + \nabla G_{cvex}(V(k-1)) T \nabla C(V(k)) = 0$$

$$Y = [y_1, y_2, \ldots, y_L], y_i \geq 0, y_i C_i(V(k)) = 0, \forall i$$

where $Y$ is the optimal Lagrangian variable set for $V^\star$. When $V(k) = V(k-1) = V^\star$, the above equation set can be rewritten as follows:

$$Z = [z_1, z_2, \ldots, z_L], z_i \geq 0, z_i C_i(V^\star) = 0, \forall i$$

where $Z$ is the optimal Lagrangian variable set for $V^\star$. That means $V^\star$ is a local optimum for the problem (39) that satisfies the KKT condition.
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