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Abstract. Riemann-Silberstein (RS) vortices have been defined as surfaces in spacetime where the complex form of a free electromagnetic field given by \( \mathbf{F} = \mathbf{E} + i\mathbf{B} \) is null (\( \mathbf{F} \cdot \mathbf{F} = 0 \)), and they can indeed be interpreted as the collective history swept out by moving vortex lines of the field. Formally, the nullity condition is similar to the definition of C-lines associated with a monochromatic electric or magnetic field, which are curves in space where the polarization ellipses degenerate to circles. However, it was noted that RS vortices of monochromatic fields generally oscillate at optical frequencies and are therefore unobservable, while electric and magnetic C-lines are steady. Here I show that under the additional assumption of having definite helicity, RS vortices are not only steady but they coincide with both sets of C-lines, electric and magnetic. The two concepts therefore become one for waves of definite frequency and helicity. Since the definition of RS vortices is relativistically invariant while that of C-lines is not, it may be useful to regard the vortices as a wideband generalization of C-lines for waves of definite helicity.
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1. Polarization singularities of monochromatic vector waves

Monochromatic electric and magnetic fields generically contain lines (curves) where the polarization becomes either purely linear or purely circular. This important fact was predicted by Nye and Hajnal [12] and observed by Hajnal [7]; for excellent and up-to-date accounts, see [2, 6, 11]. Though a full analysis employs sophisticated methods from singularity theory and topology, the basics are easily understood. A real, time-harmonic vector field in \( \mathbb{R}^3 \) has the form

\[
\mathbf{E}(\mathbf{r}, t) = \text{Re} \left\{ e^{-i\omega t} \mathbf{E}_\omega(\mathbf{r}) \right\}, \quad \mathbf{E}_\omega(\mathbf{r}) = P(\mathbf{r}) + iQ(\mathbf{r}),
\]

which sweeps out an ellipse \( \mathcal{E}_r \) at \( \mathbf{r} \) as time flows. This defines a field of polarization ellipses in \( \mathbb{R}^3 \). In general, the major and minor axes of \( \mathcal{E}_r \) together with their cross product define a unique orthogonal frame at \( \mathbf{r} \) and, taking into account the arrow of time, this gives a variable field of oriented frames in \( \mathbb{R}^3 \) containing much information about \( \mathbf{E} \). However, the construction breaks down at points where the ellipse becomes a circle or collapses to a line, since no unique frames exist there. Points of circular
polarization are characterized by the two real equations \( P \cdot P = Q \cdot Q \) and \( P \cdot Q = 0 \), or more compactly by the single complex equation

\[
\Psi_E(r) \equiv E_\omega(r)^2 = 0, \quad \text{where} \quad E_\omega^2 \equiv E_\omega \cdot E_\omega.
\] (2)

For general \( r \), the complex function \( \Psi_E(r) \) is called the polarization scalar associated with \( E \). Generic solutions of \( \Psi_E(r) = 0 \) have dimension \( 3 - 2 = 1 \), and such curves, called C-lines, are clearly stationary. Points of linear polarization are characterized by \( \bar{E}_\omega \times E_\omega = 2iP \times Q = 0 \) and also occur generically along curves, called L-lines.

Applied to a monochromatic electromagnetic field \((E, B)\), this gives electric and magnetic C-lines and L-lines which are in general independent in spite of the fact that the two fields are coupled by Maxwell’s equations.

2. Riemann-Silberstein vortices

A promising relativistic construction analogous to the above was recently initiated by Iwo and Zofia Bialynicki-Birula [5]. The complex structure of \( E_\omega \) in (1) is related to the frequency by

\[
E_\omega(r) = E(r, t_n) + iE(r, t_n + \pi/2\omega), \quad t_n = 2\pi n/\omega.
\] (3)

Not only is this nonrelativistic, but every choice of frequency gives a different complex structure. On the other hand, the complex structure in [5] is based on a symmetry common to all solutions of the source-free Maxwell equations (with \( c = 1 \)), namely the mapping acting on solutions by

\[
J(E(r, t), B(r, t)) = (-B(r, t), E(r, t)).
\] (4)

Since \( J^2 \) is minus the identity, this suggests defining the complex field

\[
F(r, t) = E(r, t) + iB(r, t),
\] (5)

on which (4) is represented as multiplication by \( i \). (All that follows is invariant under \( i \to -i \) as there is no intrinsic difference between these two eigenvalues of \( J \).) For historical reasons [14], Bialynicki-Birula [4] calls \( F \) the Riemann-Silberstein (RS) vector. It also comes up naturally in the theories of spinors and twistors [8]. \( J \) generates a one-parameter group of duality rotations, acting on \( F \) by

\[
F(r, t) \to e^{i\chi}F(r, t),
\] (6)

where \( \chi = \pi/2 \) gives (4). From a foundational viewpoint, electromagnetic duality has traditionally been regarded as an accidental symmetry since it cannot be extended to sources in the absence of magnetic charges. However, recent progress in the theory of fundamental interactions suggests that duality is a broken symmetry with deep roots; see [13]. Since polarization sources exist equally in electric and magnetic form, they can be accommodated in the equations without breaking duality. In [9, 10], complex combinations of polarization sources are used to generate ‘electromagnetic wavelets.’

From here on we confine attention to sourceless fields, where Maxwell’s equations take the simple complex form

\[
\nabla \cdot F = 0, \quad i\partial_t F = \nabla \times F
\] (7)

with the coupling between \( E \) and \( B \) now represented by the factor \( i \), a duality rotation. These equations are relativistic in spite of their appearance, with Lorentz transformations represented by complex \( 3 \times 3 \) matrices. (In covariant notation, \( F \) corresponds to the self-dual part \( F_{\mu\nu} - iF^*_{\mu\nu} \) of the field tensor.) Even simpler is the interpretation of \( F \)
as a complex $2 \times 2$ matrix in the Clifford-Pauli algebra, where Lorentz transformations take on a spinorial form $F \rightarrow LFL$; see Baylis [1, p 71].

It is reasonable to wonder if the RS field has a physical interpretation beyond that of its real and imaginary parts. Since (7) is essentially an equation of the Weyl type for a massless particle of spin 1, it has been proposed that $F$ can represent a photon wave function as well as a classical Maxwell field; see [4].

Now that we have a complex vector field, we may define the ‘polarization scalar’

$$\psi(r, t) = F(r, t)^2$$

and inquire about the meaning of its zeros, which are generically surfaces in spacetime. Note that $\psi(r, t)$, unlike the electric and magnetic polarization scalars $\Psi_\pm(r)$, $\Psi_0(r)$, is Lorentz invariant, making the definition of these surfaces invariant. They can be viewed in any reference frame as the collective history of the generic space curves given at time $t$ by $\psi(r, t) = 0$, which are interpreted as vortex lines of the field in [5]; hence the surfaces are called RS vortices.

### 3. Helicity

We want to know whether the similarity between C-lines and RS vortices is more than an analogy. Since C-lines are defined for monochromatic fields, consider the frequency decomposition of a general RS field,

$$F(r, t) = \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} F_\omega(r) = F_+(r, t) + F_-(r, t)$$

$$F_+(r, t) = \int_{0}^{\infty} d\omega \ e^{-i\omega t} F_\omega(r), \quad F_-(r, t) = \int_{0}^{\infty} d\omega \ e^{i\omega t} F_{-\omega}(r).$$

Since $F$ is complex, its positive and negative frequency parts $F_\pm$ are independent as Fourier coefficients, i.e., they need not satisfy the reality condition $F_{-\omega} = \bar{F}_\omega$. The decomposition is also invariant under proper Lorentz transformations. Furthermore, Maxwell’s equations (7) become

$$\nabla \cdot F_\pm = 0, \quad \nabla \times F_\pm = i\partial_t F_\pm, \quad \nabla \times F_\omega = \omega F_\omega$$

and the last equation implies $\nabla \cdot F_\omega = 0$ for $\omega \neq 0$. (Since $\nabla \cdot F_0 = 0$ and $\nabla \times F_0 = 0$, $F_0(r)$ is constant; we assume $F_0(r) = \bar{0}$, dealing only with propagating waves.)

Equations (10) show that $F_\pm$ are independent solutions of Maxwell’s equations. Thus, in particular, $F_{\pm\omega}$ are independent not only as Fourier coefficients but also as solutions. On the other hand, the real and imaginary parts of $F_\pm$ are still coupled by the factor $i$ as in (7), while those of $F_\omega$ and $F_{-\omega}$ are uncoupled. This just one of the benefits of the RS representation. The real fields are given by

$$E(r, t) = \Re E_+(r, t), \quad E_+(r, t) = F_+(r, t) + \bar{F}_-(r, t)$$

$$B(r, t) = \Re B_+(r, t), \quad iB_+(r, t) = F_+(r, t) - \bar{F}_-(r, t).$$

Note that $E_+, B_+$ are the positive frequency parts of $E, B$, and each has contributions from both components $F_\pm$ of $F$. Equation (11) is a wideband version of (1), reducing to it in the monochromatic case:

$$F(r, t) = e^{-i\omega t} F_\omega(r) + e^{i\omega t} F_{-\omega}(r)$$

$$E_+(r, t) = e^{-i\omega t} E_\omega(r)$$

$$E_\omega(r) = F_\omega(r) + \bar{F}_{-\omega}(r)$$

$$B_+(r, t) = e^{-i\omega t} B_\omega(r)$$

$$iB_\omega(r) = F_\omega(r) - \bar{F}_{-\omega}(r).$$
Now consider a single plane-wave solution,
\[ F(r, t) = e^{i k \cdot r - i \omega t} f \Rightarrow i k \times F = \omega F \Rightarrow F^2 = 0, \quad \omega = \pm |k|. \] (13)
Plane waves do not have generic vortices since \( F^2 \) vanishes everywhere. If \( \omega > 0 \), then \( \{E, B, k\} \) form a right-handed orthogonal frame. The fields spin clockwise around \( k \) (viewed from the rear) as they propagate, and we say that \( F \) has positive helicity. If \( \omega < 0 \), they form a left-handed frame, spin counterclockwise, and \( F \) has negative helicity. The helicity of a plane wave is just the sign of the frequency, but we can extend it to an operator \( S \) acting on all solutions by
\[ SF_\omega = (\text{Sgn} \omega) F_\omega \quad S(F_+ + F_-) = F_+ - F_. \] (14)
For general solutions, this is just \( i \) times the Hilbert transform,
\[ SF(r, t) = \frac{i}{\pi} \int \frac{dt'}{t' - t} F(r, t'), \] (15)
where the integral denotes the principal value. Thus, every propagating solution decomposes uniquely and (Lorentz-) invariantly into eigenstates \( F_\pm \) of positive and negative helicity. (Recall that \( F_0 = 0 \); otherwise \( S \) would be undefined on \( F_0 \).)

To compare vortices and C-lines, return to the monochromatic solution (12). Its ‘polarization scalar’ is
\[ \psi = e^{-2i\omega t} F_\omega^2 + 2 F_\omega \cdot F_{-\omega} + e^{2i\omega t} F_{-\omega}^2 \] (16)
showing that generic RS vortices oscillate at the optical frequency \( 2\omega \) and are therefore unobservable. This is noted by Berry [3], who therefore considers the time average
\[ \Psi(r) \equiv \langle \psi(r, t) \rangle_{\text{time}} = 2F_\omega(r) \cdot F_{-\omega}(r) = \frac{1}{2}(E_+ + iB_+) \cdot (\bar{E}_+ + i\bar{B}_+). \] (17)
The generic curves where \( \Psi(r) = 0 \) are thus interpreted as ‘fuzzy’ vortex lines due to the fluctuations in \( \psi \). See also Dennis [6, pp 115–16].

Here I propose a different approach. Since the equations for the real and imaginary parts of \( F_\omega \) are uncoupled, they may be considered individually. Equation (10) states that their vorticities are everywhere proportional to themselves by the constant factor \( \omega \), hence their flow lines are twisted everywhere to the same degree \( |\omega| \), in a positive or negative sense depending on the helicity. Such fields were first studied by Beltrami in fluid mechanics and now play important roles in plasma physics and many other areas. Equation (10) shows that the positive and negative helicity components in \( F \) engage in a tug of war, which explains why RS fields of mixed helicity have unstable vortices as seen in the monochromatic example above.

Given a general wave \( F \), the above argument suggests that we consider separately the vortices of its helicity components \( F_\pm \). Note that \( F_\pm \) are independent solutions, hence they could be separated in principle. (In fact, helicity is also a quantum observable, so the field could be prepared as a helicity eigenstate to begin with.) It would be interesting to have an experimental confirmation of the above considerations.

For the monochromatic case with \( \omega > 0 \), (12) gives
\[ F(r, t) = e^{-i \omega t} F_\omega(r) \Rightarrow E_+(r, t) = iB_+(r, t) = e^{-i \omega t} F_\omega(r) \Rightarrow E(r, t) = B(r, t - p/4), \quad p = 2\pi/\omega. \] (18)
Thus \( E \) trails \( B \) by a quarter-period as expected, and the two fields generate identical polarization ellipse fields. The polarization scalars are related by
\[ \psi(r, t) = e^{-2i\omega t} \tilde{\psi}_E(r) = -e^{-2i\omega t} \tilde{\psi}_B(r). \] (19)
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Therefore the C-lines of $\mathbf{E}$, the C-lines of $\mathbf{B}$, and the vortices of $\mathbf{F}$ all coincide. The same goes for negative $\omega < 0$, where $\mathbf{B}$ trails $\mathbf{E}$ by a quarter-period.

It is amusing to consider the above system from a moving reference frame. Since $\psi$ is relativistically invariant, the vortices remain vortices. But they are no longer C-lines in the usual sense as the field is no longer monochromatic. This suggests viewing the vortices of arbitrary helicity eigenstates as generalized C-lines. Of course, this view cannot accommodate all C-lines since any invariant definition must take into account both $\mathbf{E}$ and $\mathbf{B}$ whereas C-lines are generally used to study electric and magnetic polarization singularities individually.
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