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Abstract—In this paper, we present a dynamic feedback controller that computes the next state and the control signal over encrypted data using homomorphic properties of cryptosystems, whose performance is equivalent to the linear dynamic controllers over real-valued data. Assuming that the input as well as the output of the plant is encrypted and transmitted back to the controller, it is shown that the state matrix of any linear time-invariant controller can be always converted to a matrix of integer components. This allows the dynamic feedback controller to operate for infinite time horizon without decryption or reset of its internal state. For implementation in practice, we illustrate the use of a cryptosystem that is based on the Learning With Errors problem, which allows both multiplication and addition over encrypted data. It is also shown that the effect of injected random numbers during encryption for security can be maintained within a small bound by way of the closed-loop stability.

I. INTRODUCTION

Recent years have seen the development of networked control systems, and the threat of cyber-attacks has been a major problem. Against the intrusion of unauthorized access to computing devices in the network, the use of homomorphic encryption has been introduced [1]–[3], so as to protect all the data in the network by encryption while the control operation is directly performed on the encrypted data without decryption. As the significance of encrypted control is elimination of the decryption key from the network so that it decreases the vulnerability, it has been applied to various targets such as quadratic optimization [4], average consensus [5], cooperative control [6], model predictive control [7], and reset control [8]. However, dynamic control operation over encrypted data has been a challenge, in which the state of the controller is recursively updated as encrypted variables, and managed without the decryption. As it requires recursive multiplication with fractional numbers in general, it is necessary for digital controllers to truncate the significand of the state from time to time, to avoid the overflow (see Section I-D). Such truncation would be performed by right shift or division of numbers, but it is impossible for general homomorphic cryptosystems to perform the division of messages an infinite number of times.

As a consequence, it has been a common concern in the community, and several attempts have been made to deal with linear dynamic controllers. For example, the use of bootstrapping technique [9] of fully homomorphic encryption is considered in [2], in order to refresh the state for unlimited operation. However, its computational complexity hinders it from being used in practice. In [8], the idea of intermittent reset of the state to the initial value is proposed, but it results in degradation of the performance.

In this paper, we propose a method to perform the operation of linear dynamic controllers over encrypted data, for infinite time horizon without the reset or decryption of the state. Following the observation in [10] that linear systems having the state matrix of integer components avoid the overflow problem without the truncation of the significand of the state, the proposed scheme is based on the conversion of the state matrix of real numbers into that of integer components without use of scaling. Based on a novel pole-placement technique, all the eigenvalues of the state matrix are appropriately placed so that the whole matrix can be transformed to have integer components, while the system can still have the same input-output relation compared with the given controller. By doing so, given any linear dynamic system, its operation can be performed over encrypted data for an infinite time horizon, where the parameters for quantization and encryption can be chosen to prevent performance degradation.

For the operation of infinite time horizon, the proposed method makes use of re-encryption for the controller output (rather than re-encrypting the controller state). It is based on the rationale that the transmission of the controller output to the actuator stage and its decryption at the actuator are necessary for the feedback control, so that it can be re-encrypted at the actuator stage and transmitted back to the controller, assuming that the communication line between the controller and the actuator is bi-directional. Since the study of encrypted control aims for eliminating or minimizing the use of decryption for control operation, the significance of the proposed method is reduction of the amount of data for decryption, compared with the existing model as in [1] that admits re-encryption of the controller state. This will also reduce communication burden for additionally transmitting the encrypted state, and computational burden (at the actuator) for discarding the least significant digits during re-encryption.

Another contribution of this work is that a criterion for choosing the size of underlying space for encrypted data is provided, which is less conservative than the way used in [5], [6], or [10]. We propose that selecting the parameter only to cover the range of the controller output is enough to maintain the performance, despite that some portion of the controller state or input may be lost during the operation (see Remark 6).

The proposed method is applicable with any cryptosystems that allow additions over encrypted data, such as the Paillier encryption [11], but the use of recent cryptosystems based on Learning With Errors (LWE) problem [12]–[14] is also suggested. Compared with the Paillier cryptosystem that has been commonly used for control operations, as in [5]–[8], advantages of using LWE-based schemes are listed as follows:
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II. PRELIMINARIES AND PROBLEM FORMULATION

A. Homomorphic Encryption

We first describe the cryptosystem to be used throughout the paper. Consider the set $\mathbb{Z}_q = \{0, 1, \ldots, q - 1\}$ of integers modulo $q \in \mathbb{N}$, which is closed under modulo addition, subtraction, and multiplication as the space of plaintexts (unencrypted data). And, let the set $\mathcal{C}$ be the space of ciphertexts (encrypted data), and let $\text{Enc}: \mathbb{Z}_q \rightarrow \mathcal{C}$ and $\text{Dec}: \mathcal{C} \rightarrow \mathbb{Z}_q$ be the encryption and decryption algorithms, respectively. As homomorphic encryption schemes allow operations over encrypted data in which the decryption of the outcome matches the outcome of modular arithmetic over the corresponding plaintexts in $\mathbb{Z}_q$, we suppose that the cryptosystem under consideration is at least additively homomorphic: with operations defined in $\mathcal{C}$, it satisfies the following properties:

H1: There exists $\Delta_{\text{Enc}} \geq 0$ such that for every $m \in \mathbb{Z}_q$, it satisfies $\text{Dec}(\text{Enc}(m)) = m + \Delta \mod q$, with some $\Delta \in \mathbb{Z}$ such that $|\Delta| \leq \Delta_{\text{Enc}}$.

H2: There exists $\text{Add}: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ such that $\text{Dec}(\text{Add}(c_1, c_2)) = \text{Dec}(c_1) + \text{Dec}(c_2) \mod q$, for all $c_1, c_2 \in \mathcal{C}$.

H3: There exists $\text{IntMult}: \mathbb{Z} \times \mathcal{C} \rightarrow \mathcal{C}$ such that $\text{Dec}(\text{IntMult}(k, c)) = k \cdot \text{Dec}(c) \mod q$, for all $k \in \mathbb{Z}$ and $c \in \mathcal{C}$.

A remark is made about the presence of the error term $\Delta$ in the property H1: it is to include recent homomorphic encryption schemes based on Learning With Errors (LWE) problem [12], such as [13] or [18], which necessarily inject “errors” to every message being encrypted, for the sake of security. On the other hand, the use of Paillier encryption [11] (a typical example of additively homomorphic cryptosystems) still can be considered, which satisfies H1 with $\Delta_{\text{Enc}} = 0$, and satisfies H2 and H3 as well.

Remark 1: The “injected error” $\Delta$ in H1 can be eliminated in practice. Indeed, if we use $\text{Enc}_L: m \mapsto \text{Enc}(m/L)$ and $\text{Dec}_C: c \mapsto \lfloor L \cdot \text{Dec}(c) \rfloor$ instead of Enc and Dec, where $1/L \in \mathbb{N}$ is such that $1/L > 2\Delta_{\text{Enc}}$, we obtain $\text{Dec}_C(\text{Enc}_L(m)) = \lfloor m + L\Delta \rfloor = m$. But when it comes to H2 and H3, the errors may affect the messages, especially when encrypted data are updated by the operations for unlimited number of times.

Additively homomorphic encryption schemes allow both addition and multiplication over encrypted data, but in H3, one may want to conceal not only the information in $c \in \mathcal{C}$ but also the multiplier $k \in \mathbb{Z}$. To this end, we consider multiplicatively homomorphic property as well, in which a separate algorithm may be used for encrypting the multipliers, in general. For example, the method presented in [13] or [14] can be employed, to make use of the following property.

H4: There exist $\text{Enc}': \mathbb{Z}_q \rightarrow \mathcal{C}'$, $\text{Mult}: \mathcal{C}' \times \mathcal{C} \rightarrow \mathcal{C}$, and $\Delta_{\text{Mult}} \geq 0$ such that for every $k \in \mathbb{Z}_q$ and $c \in \mathcal{C}$, it satisfies $\text{Dec}(\text{Mult}(\text{Enc}'(k), c)) = k \cdot \text{Dec}(c) + \Delta \mod q$, with some $\Delta \in \mathbb{Z}$ such that $|\Delta| \leq \Delta_{\text{Mult}}$.

1For example, for $a \in \mathbb{Z}$ and $b \in \mathbb{Z}$, we consider $a + b \mod q$ for modular addition and $a \cdot b \mod q$ for modular multiplication.

2A secret key (or a public key) should be an argument of the algorithms Enc and Dec, but it is omitted for simplicity.

3In fact, the property H3 can be obtained from H2 of addition.
With the properties H2 and H4, matrix multiplication over encrypted data can be easily performed. We abuse notation and write \( c_1 + c_2 := \text{Add}(c_1, c_2) \) and \( c' \cdot c_1 := \text{Mult}(c', c_1) \) for ciphertexts \( c_1 \in C, c_2 \in C \), and \( c' \in C' \), as usual, and use \( \text{Enc} : Z_q^m \rightarrow C^m, \text{Enc}' : Z_q^{m \times n} \rightarrow C^{m \times n}, \text{Dec} : C^m \rightarrow Z_q^m \), and \( + : C^m \times C^m \rightarrow C^m \) to apply the algorithms to each component of matrix (or vector). Then, multiplication of a vector \( [c_j] \in C^n \) by a matrix \( \left[ e_{j1} \cdots e_{jn} \right] \in C^{m \times n} \) is defined as

\[
\left[ e_{j1} \cdots e_{j1n} \right] \cdot \left[ c_{11} \cdots c_{1n} \right] = \left[ e_{j1} \cdot c_{11} \cdots e_{j1} \cdot c_{1n} \right] + \cdots + \left[ e_{jn} \cdot c_{11} \cdots e_{jn} \cdot c_{1n} \right] = \left[ e_{j1} \cdot c_{11} \cdots e_{jn} \cdot c_{1n} \right] = e_{j1} \cdot c_{11} + \cdots + e_{jn} \cdot c_{1n} = e \cdot c_{11} + \cdots + e \cdot c_{1n}
\]

so that for every \( K \in Z_q^{n \times n} \) and \( c \in C^n \), it satisfies

\[
\text{Dec}(\text{Enc}'(K) \cdot c) = K \cdot \text{Dec}(c) + \text{mod } q
\]

where \( K = (k_{ij}) \), and \( k_{ij} = \text{IntMult}(k_{ij}, c_j) \). Then, for every \( K \in Z_q^{n \times n} \) and \( c \in C^n \), it satisfies

\[
\text{Dec}(K \cdot c) = K \cdot \text{Dec}(c) \mod q
\]

For an example of homomorphic cryptosystem, the rest of this subsection introduces a scheme presented in [13] and [14], which satisfies the properties H1–H4. The encryption, operation, and decryption algorithms are described as follows:

- **Setup(1)**. Choose the standard deviation \( \sigma > 0 \), the modulus \( q = 2^{n_0} \) with \( q_0 \in N \), and \( n_0 \in N \) and \( d \in N \) so that \( \nu := 2^{n_0} \) and \( \nu^{d-1} < q \leq \nu^d \). Choose the dimension \( n \in N \), and define the ciphertext spaces \( C \) and \( C' \), as \( C = Z_q^n \) and \( C' = Z_q^{n+1} \). Return \( pks = (q, \sigma, n, \nu, d, n') \).

- **KeyGen(params)**. Generate the secret key \( sk \in Z_q^n \) as a row vector with each component sampled from \( N(0, \sigma) \). Return \( sk \).

- **Enc(m, sk)**. Generate a random vector \( a \in Z_q^n \) and an error \( e \in Z_q \) sampled from \( N(0, \sigma) \). Compute \( b = -sk \cdot a + mn + e \mod q \). Return \( [b; a] \in Z_q^{n+1} \).

- **Dec(c, sk)**. Let \( c = [b; a] \) where \( b \in Z_q \) and \( a \in Z_q^n \). Return \( b + sk \cdot a \mod q \in Z_q^{n+1} \).

- **Add(c1, c2)**. Return \( c_1 + c_2 \mod q \).

- **IntMult(k, c, c')**. Return \( k \cdot c \mod q \).

- **Enc'(k, sk)**. Generate a random matrix \( A \in Z_q^{n \times n'} \), and a row vector \( E \in Z_q^n \) with each component sampled from \( N(0, \sigma) \). Compute \( B = -sk \cdot A + E \). Return \( k \cdot [I_{n+1} \cdot I_{n+1} \cdots I_{d-1} \cdot I_{n+1} + [B^T, A^T]^T] \mod q \in Z_q^{(n+1) \times n} \).

- **Mult(c', c)**. For \( i = 0, \cdots, d-1 \), compute \( c_i = \frac{n}{\nu} + \frac{i}{\nu^{i+1}} \) so that \( c = \sum_{i=0}^{d-1} c_i \nu^i \). Return \( c' \cdot \text{col}(c_i) \mod q \in Z_q^{n+1} \).

The homomorphic property of the described cryptosystem is stated as follows, where, with some \( k_0 \in N \) chosen sufficiently large, we neglect the probability that \( |e| > k_0 \sigma \), for every integer \( e \) sampled from \( N(0, \sigma) \), and so, assume \( |e| \leq k_0 \sigma \).

**Proposition 1**: The described scheme satisfies the properties H1–H4, with \( \Delta_{\text{Enc}} = k_0 \sigma \) and \( \Delta_{\text{Mult}} = d(n+1)k_0 \sigma \cdot \nu \).

**Proof (H1)** By construction, for every \( m \in Z_q \), it satisfies \( \text{Dec}(\text{Enc}(m)) = m + e \mod q \) with some \( |e| \leq k_0 \sigma \). \( \Box \)

**H2** Note that \( \text{Dec}(c) = [1, 1, \cdots, 1] \cdot c \mod q \), \( \forall c \in Z_q^{n+1} \). Then, for \( c_1 \in Z_q^{n+1} \) and \( c_2 \in Z_q^{n+1} \), it is clear that \( \text{Dec}(c_1 + c_2) \mod q = [1, 1, \cdots, 1] \cdot (c_1 \mod q + (1, 1, \cdots, 1) \cdot c_2) \mod q = \text{Dec}(c_1) + \text{Dec}(c_2) \mod q \).

**H3** Analogously, given \( k \in Z_q \) and \( c \in Z_q^{n+1} \), it follows that \( \text{Dec}(k \cdot c \mod q) = k \cdot [1, 1, \cdots, 1] \cdot c \mod q = k \cdot \text{Dec}(c) \mod q \).

**H4** In the descriptions of \( \text{Enc'} \) and \( \text{Mult} \), observe that \( [1, 1, \cdots, 1] \cdot [B^T, A^T]^T = E \) and \( [I_{n+1} \cdots I_{n+1}] \cdot \text{col}(c_i)_{i=0}^{d-1} = c \). Hence, for every \( k \in Z_q \) and \( c \in Z_q^{n+1} \), it follows that \( \text{Dec}(\text{Mult}(\text{Enc'}(k), c)) = [1, 1, \cdots, 1] \cdot \text{Mult}(\text{Enc'}(k), c) \mod q = k \cdot \text{Dec}(c) \mod q \).

**Remark 2**: One of the benefits of the described scheme is that each unit of the encryption can be implemented with simple modular matrix multiplication, in which the operations such as \( \cdot \mod q \) or \( \cdot / \nu \) can be performed by bit operations, thanks to the parameters \( q \) and \( \nu \) chosen as powers of 2.

**More explanations and example codes can be found in [17].**

**B. Problem Formulation**

Consider a continuous-time plant written by

\[
\dot{x}(t) = f(x(t), u(t)), \quad t \geq 0,
\]

\[
y(t) = h(x(t)),
\]

where \( x_0 \in R^n \) is the input, \( u(t) \in R^m \) is the output of the plant, and \( t \) is the continuous time index. To control the plant \( \mathcal{F} \), suppose that a discrete-time linear time-invariant feedback controller has been designed as follows (without \( e_x(t), e_u(t), e_{0}(t) \)):

\[
x(t + 1) = Fx(t) + Gy(t) + Pr(t) + e_x(t), \quad (4a)
\]

\[
u(t) = Hx(t) + Jy(t) + Qr(t) + e_u(t), \quad (4b)
\]

\[
x(0) = x_0 + e_0, \quad t = 0, 1, 2, \ldots,
\]

where \( y(t) := y_p(t, x_T) \in R^p, t = 0, 1, \ldots, \) is the plant output discretized with the sampling time \( T_s \), \( x(t) \in R^n \) is the reference, and \( u(t) \in R^m \) is the controller output. The discrete-time signal \( u(t) \) is fed back to the continuous-time plant \( \mathcal{F} \) as \( u_p(t) = u(t), \) for \( t \cdot T_s \leq t < (t + 1) \cdot T_s. \) The terms \( \{e_x(t), e_u(t), e_{0}(t)\} \) indicate perturbations, which represent the error between the designed controller and the implemented controller in practice. They are caused by quantization and encryption, and will be clarified in Section III. Now, let us denote the states and the outputs of \( \mathcal{F} \) and \( \mathcal{G} \) by \( x'(t), y'(t), x(t), \) and \( y(t) \), when all \( e_x(t), e_u(t), e_{0}(t) \) are zero. Here, all the matrices \( F, G, P, H, J, \) and \( Q \) are supposed to consist of rational numbers, since any irrational number can be approximated by a rational number with arbitrary precision.
Throughout the paper, the closed-loop system is assumed to be (locally) stable. First, the state, input, and output of (4) for the ideal case are assumed to be bound in the closed-loop; there exists a constant \( M > 0 \), which is known, such that
\[
\| [y'(t); r(t); z'(t); u'(t)] \| \leq M, \tag{5}
\]
for all \( t \in \mathbb{N}_0 \). And, regarding the stability with respect to perturbations, the following assumption is made.

**Assumption 1:** The closed-loop system is stable, with respect to \( \{e_x(t), e_u(t), e_0\} \), in the sense that given \( \epsilon > 0 \), there exists \( \eta(e) > 0 \) such that if \( \| e_0 \| \leq \eta(e) \), \( \| e_x(t) \| \leq \eta(e) \), and \( \| e_u(t) \| \leq \eta(e) \) for all \( t \in \mathbb{N}_0 \), then
\[
\begin{align*}
\| x(t) - x'_p(t) \| & \leq \epsilon, \\
\| y_p(t) - y'_p(t) \| & \leq \epsilon, \\
\| x(t) - x'(t) \| & \leq \epsilon, \\
\| u(t) - u'(t) \| & \leq \epsilon,
\end{align*} \tag{6a}
\]
for all \( t \geq 0 \) and \( t \in \mathbb{N}_0 \), respectively.

The models of the plant and controller are further specified, in terms of access to the secret key of cryptosystem, their abilities, and constraints on the communication between them:

- The plant has access to the encryption and decryption algorithms, with the secret key. For each sampling time \( t \), the plant encrypts the information of the plant output \( y(t) \) and transmit it to the controller.
- The controller does not have access to the secret key and decryption, and stores the control parameters (such as the matrices and the initial state of (4)) and state, as encrypted. For each time \( t \), with the received encrypted signal of \( y(t) \) as input, it computes both the next state and the output directly over encrypted data, only using the homomorphic properties of cryptosystem. The output of the controller as the operation outcome at time \( t \), which should correspond to encrypted data of the output \( u(t) \) of (4), is transmitted to the plant and then decrypted for the feedback input of (3).
- Only the encrypted signal of the controller output \( u(t) \) can be transmitted to the plant for decryption. Especially, the state of the controller is not allowed to be transmitted and decrypted at the plant, for the whole time.
- Instead, the plant input \( u(t) \) (the decrypted controller output) can be re-encrypted and transmitted to the controller, in addition to the encrypted plant output \( y(t) \), so that it can be utilized for the update of the controller state.

Finally, the problem of this paper is posed. Given a linear dynamic system (4), the objective is to design a dynamic controller subject to the specified model, which can perform the operation over encrypted data for an infinite time horizon and has the equivalent performance to (4) for the whole time; given \( \epsilon > 0 \), the decrypted output \( u(t) \) of the designed controller should satisfy \( \| u(t) - u'(t) \| \leq \epsilon \), for all \( t \in \mathbb{N}_0 \).

### C. Controller over Quantized Numbers

We further specify the operation of the controller (4) to digital arithmetic over quantized signals. Let the inputs \( y(t) \in \mathbb{R}^p \) and \( r(t) \in \mathbb{R}^p \) of (4) be quantized to integers, as
\[
\begin{align*}
\gamma(t) & := \left[ \begin{array}{c} y(t) \\ r(t) \end{array} \right] \in \mathbb{Z}^p, \\
\pi(t) & := \left[ \begin{array}{c} r(t) \\ r(t) \end{array} \right] \in \mathbb{Z}^p, \tag{7}
\end{align*}
\]
where \( r_1 > 0 \) is the step size for the quantization. And, since the parameters of (4) consist of rational numbers, with some positive integers \( 1/s_1 \in \mathbb{N} \) and \( 1/s_2 \in \mathbb{N} \), they satisfy
\[
\begin{align*}
F & := \frac{F}{s_1} \in \mathbb{Z}^{n \times n}, \\
G & := \frac{G}{s_1} \in \mathbb{Z}^{n \times p}, \\
P & := \frac{P}{s_1} \in \mathbb{Z}^{n \times q}, \\
H & := \frac{H}{s_2} \in \mathbb{Z}^{m \times n}, \quad \mathcal{J} := \frac{\mathcal{J}}{s_1 s_2} \in \mathbb{Z}^{m \times p}, \\
Q & := \frac{Q}{s_1 s_2} \in \mathbb{Z}^{m \times q}, \\
\pi_0 & := x_0/(r_1 s_1) \in \mathbb{Z}^n.
\end{align*}
\]

Now, we rewrite the system (4) as
\[
\begin{align*}
\pi(t + 1) & = [s_1 F \pi(t)] + [G \gamma(t)] + [P \tau(t)], \\
\pi(0) & = \pi_0
\end{align*} \tag{8a}
\]
so that it operates over quantized numbers, as \( \pi(t) \in \mathbb{Z}^n \) and \( \pi(t) \in \mathbb{Z}^n \) for all \( t \in \mathbb{N}_0 \).

Regarding the feedback of the output \( \pi(t) \) of (8a) to the plant, we consider quantization at the actuator, as well. First, from the inputs of (8a) scaled with the factor \( 1/r_1 \), as (7), and the matrices in (8a) with the scale factors \( 1/s_1 \) and \( 1/s_2 \), it can be seen that the signals \( \pi(t) \) and \( \pi(t) \) are of scale \( 1/(r_1 s_1) \) and \( 1/(r_1 s_2 s_2) \), respectively; i.e., \( \pi(t) \) and \( \pi(t) \) have approximate values of \( x(t)/(r_1 s_1) \) and \( u(t)/(r_1 s_2) \), respectively. Thus, the input \( u(t) \) of the plant (5) can be obtained from \( \pi(t) \), as
\[
u(t) = Q^u(\pi(t)) := r_2 \left[ \frac{r_1 s_1 s_2 \pi(t)}{r_2} \right], \tag{8b}
\]
where \( r_2 > 0 \) is the step size of quantizer for the plant input.

The following proposition states that the performance of the controller (8) is equivalent to that of (4), when the parameters \( 1/r_1 \) and \( 1/r_2 \) for the quantization is chosen sufficiently large.

**Proposition 2:** Under Assumption 1, there exists a continuous function \( \alpha(r_1, r_2) \in \mathbb{R} \) vanishing at the origin such that if \( \alpha(r_1, r_2) \leq \eta(e) \), then the controller (8) guarantees that \( \| e_0 \| \), holds for all \( t \geq 0 \) and \( t \in \mathbb{N}_0 \).

**Proof:** We identify the system (8) with the system (4); with the perturbations \( \{e_x(t), e_u(t), e_0\} \) in (4) determined as
\[
\begin{align*}
e_x(t) & = \left( r_1 s_1 \right) \left[ \frac{F x(t)}{r_1 s_1} - F x(t) \right] + G \left( r_1 \left[ \frac{y(t)}{r_1} \right] - y(t) \right) \\
& \quad + P \left( r_1 \left[ \frac{r(t)}{r_1} \right] - r(t) \right), \\
e_u(t) & = J \left( r_1 \left[ \frac{y(t)}{r_1} \right] - y(t) \right) + Q \left( r_1 \left[ \frac{r(t)}{r_1} \right] - r(t) \right) \\
& \quad + r_2 \left[ \frac{r_1 s_2 \pi(t)}{r_2} \right] - r_1 s_2 \pi(t).
\end{align*}
\]

and \( e_0 = 0 \), they satisfy \( x(t) = r_1 s_1 \pi(t) \) and \( u(t) = Q^u(\pi(t)), \forall t \in \mathbb{N}_0 \). Assumption 2 completes the proof, with
\[
\begin{align*}
\| e_x(t) \| & \leq \frac{1}{2} \left[ r_1 s_1 + \| [G, P]\| r_1 \right], \\
\| e_u(t) \| & \leq \frac{1}{2} \left[ r_1 s_2 + \| [J, Q]\| r_1 \right]
\end{align*} \tag{9}
\]
and \( \alpha(r_1, r_2) := \alpha'(r_1, r_2, s_1) \).

### D. Recursive Multiplication by Fractional Numbers

Finally, before the main result of this paper is presented, the difficulty of implementing dynamic controllers over encrypted data and the limitation on recursive multiplication by non-integer real numbers are briefly reviewed.

We revisit the controller (8a), where recursive multiplication of the controller state, by the matrix \( F \), is found. Since the
state matrix $F \in \mathbb{R}^{n \times n}$ would not consist of integers in general, we may suppose that the scale factor $1/s_1 \in \mathbb{N}$ for $F$, which makes $\overline{F} = F/s_1 \in \mathbb{Z}^{n \times n}$, is not equal to $1$, i.e., $1/s_1 > 1$, so that it keeps the fractional part of the matrix $F$. Then, it shows that the multiplication of $x$ by $\overline{F}$, which can be seen as multiplication of the significand of $x$ and $F$, respectively, increases the size of the significand of the state; in other words, the scale of $\pi(t)$, which would be of $1/(rs_1)$, will increase to $1/(rs_1^2)$, by the multiplication $\overline{F} \cdot \pi(t)$. Thus, the operation $[s_1(\cdot)]$ in (8a) divides the outcome $\overline{F}\pi(t)$ by $1/s_1 \in \mathbb{N}$, and truncates the fractional part, so that it keeps the scale of significand for $\pi(t+1)$, as the same.

However, due to the operation $[s_1(\cdot)]$, it is not straightforward to implement (8a) directly over encrypted data. This is because it is generally not possible, for cryptosystems having only the properties H1–H4 of addition and multiplication, to perform the division of numbers over encrypted data.

And especially, when it comes to operation for an infinite time horizon, it follows that dynamic controllers implemented in the usual way, as in [8], are incapable of operating over encrypted data for an infinite time horizon. One may consider running (8) without the operation $[s_1(\cdot)]$, as in [2] and [8], as

$$\pi_e(t + 1) = \mathcal{F} \pi_e(t) + \frac{1}{s_1} (\mathcal{C}\mathcal{G}(t) + \mathcal{T}\pi(t)),$$

where the state $\pi_e(t)$ has the value of $x(t)/(rs_1^{t+1})$, in which the exponent for the factor $1/s_1$ increases as time goes by. But then, the state $\pi_e(t)$ as an encrypted message cannot be divided by the factor $1/s_1$, since only the addition and multiplication is allowed over encrypted data. Therefore, the norm of $\pi_e(t)$ eventually goes to infinity as the time goes by, causing an overflow problem in finite time, and resulting in the incapability of operating for an infinite time horizon.

**Remark 3:** In fact, it is known that such divisions by scaling factors is possible an unlimited number of times, when the “bootstrapping” techniques of fully homomorphic encryptions [9] are employed. However, as the complexity of the bootstrapping process hinders them from being used for real time feedback control, one of the objectives of this paper is not to make use of bootstrapping algorithms. \(\square\)

**Remark 4:** A direct way to run (8a) over encrypted data, for infinite time horizon, is to transmit the updated state as well as the output to the plant side at every time step. This is because the operation $[s_1(\cdot)]$ can be done after decryption as plaintexts. However, as it requires additional transmission throughput and computational burden at the plant side, proportional to the dimension of the state, we do not admit the state decryption, in this paper. \(\square\)

So far, we have seen that encrypting dynamic controllers is not straightforward, and that the problem is attributable to recursive multiplication by a non-integer state matrix. Indeed, suppose that all the components of the state matrix $F$ are integers, and the scale factor $1/s_1$ is equal to $1$. Then, the operation (8a) is composed of only addition and multiplication over integers, so that it is possible to operate over encrypted data, for an infinite time horizon, only exploiting the additive and multiplicative properties H1–H4 of the cryptosystem.

From this observation, the approach of this paper is to convert the state matrix of the given controller to integers, without use of scaling. In the next section, it will be seen that given any system (4), it can be converted to a system having the same input-output relation, which does not recursively multiply fractional numbers to the state, so that it can be encrypted to operate for an infinite time horizon.

### III. Main Result

In this section, a method for converting the state matrix of (4) to integers, and a method for converting the whole system (4) to a system over the space $\mathbb{Z}_q$ are proposed. Then, we show how to utilize the homomorphic properties of the cryptosystem to perform the operation of the converted controller. The performance of the proposed controller is to be analyzed, and the ability of operating for infinite time horizon is to be seen.

#### A. Conversion of State Matrix

Given the controller (4) where the state matrix $F \in \mathbb{R}^{n \times n}$ consists of rational numbers, a direct way to keep the significant of $F$, together with its fractional parts, is to use a scale factor $1/s_1 \in \mathbb{N}$ so that $\overline{F} = F/s_1 \in \mathbb{Z}^{n \times n}$, as in (8a). Instead, with the motivation seen in Section II-D, we propose a method for converting $F$ to integers, without scaling.

We first consider converting the state matrix by coordinate transformation; even if the given state matrix $F$ does not consist of integers, there may exist an invertible matrix $T \in \mathbb{R}^{n \times n}$ such that the state matrix with respect to the transformed state $T x \in \mathbb{R}^n$ consists of integers, i.e., $T^{-1}F T \in \mathbb{Z}^{n \times n}$. Considering that the entries of the state matrix determine the eigenvalues of the matrix, the following proposition is found, as a tool for the conversion.

**Proposition 3:** Given $A \in \mathbb{R}^{n \times n}$, there exists $T \in \mathbb{R}^{n \times n}$ such that $T A T^{-1} \in \mathbb{Z}^{n \times n}$, if every eigenvalue of $A$ is such that both the real part and the imaginary part are integers. \(\square\)

**Proof:** Let $\lambda_1, \cdots, \lambda_{n-2m}, \sigma_1 \pm j\omega_1, \cdots, \sigma_m \pm j\omega_m$ be the eigenvalues of $A$, where $\lambda_i, \sigma_i \in \mathbb{Z}$ and $\omega_i \in \mathbb{Z}$. It is clear that the transformation of $A$ to the modal canonical form yields a matrix consisting of integers; there exists $T \in \mathbb{R}^{n \times n}$ such that the matrix $T A T^{-1}$ takes the form of

$$\begin{bmatrix}
\lambda_1 & \cdots & 0 \\
0 & \lambda_2 & \cdots \\
\vdots & \ddots & \ddots \\
0 & \cdots & 0 & \lambda_{n-2m-1}
\end{bmatrix}$$

$$0_{2m \times (n-2m)}$$

$$\begin{bmatrix}
\Lambda_1 & \Gamma_1 & \cdots & 0_{2 \times 2} \\
0_{2 \times 2} & \Lambda_2 & \cdots \\
\vdots & \ddots & \ddots \\
0_{2 \times 2} & \cdots & 0_{2 \times 2} & \Lambda_m
\end{bmatrix}$$

where $\gamma_i = 0$ or $1$.

$$\Lambda_i = \begin{bmatrix} \sigma_i & \omega_i \\ -\omega_i & \sigma_i \end{bmatrix} \in \mathbb{Z}^{2 \times 2}, \quad \text{and} \quad \Gamma_i = 0_{2 \times 2} \text{ or } I_2.$$

**Proposition 3** can be considered as a sufficient condition for transforming the state matrix to integers. However, in fact, transformation by itself is not enough to cover all the cases;
the condition $TFT^{-1} \in \mathbb{Z}_{n \times n}$ implies that the coefficients of its characteristic polynomial $\det(sI_n - TFT^{-1})$ are integers, but due to the invariance $\det(sI_n - F) = \det(sI_n - TFT^{-1})$, such $T$ does not exist when the coefficients of $\det(sI_n - F)$ are not all integers.

To cover the whole class of linear systems for the encryption and the operation for infinite time horizon, we suggest that the output $u(t)$ of the controller be treated as an auxiliary input, simultaneously. Observe that, from $u(t) = Hx(t) + Jy(t) + Qr(t)$, the right-hand-side of (4a) can be re-written as

$$Fx(t) + Gy(t) + Pr(t)$$

$$= (F - RH)x(t) + (G - RJ)y(t) + (P - RQ)r(t) + Ru(t),$$

with a matrix $R \in \mathbb{R}^{n \times m}$, where we suppose $e_s(t) = 0$ and $e_u(t) = 0$ for simplicity. Then, by regarding the signal $u(t)$ as an external input of the controller, the coordinate transformation for converting the state matrix to integers can be found with respect to the new state matrix $F - RH$.

Then, since the value of the matrix $R$ does not affect the performance of the controller, it can be freely chosen for the conversion; we consider pole-placement design for $R$ so that the matrix $F - RH$ can be transformed to integers, by change of coordinate. For instance, if all the eigenvalues of $F - RH$ can be chosen to be integers, then Proposition 3 will guarantee that there exists $T \in \mathbb{R}^{n \times n}$ such that $T(F - RH)T^{-1} \in \mathbb{Z}^{n \times n}$, i.e., the given controller (4) can be converted to have the state matrix as integers, without scaling.

As the pole-placement design for the matrix $R$ requires observability of the pair $(F, H)$, which may not be observable in general, we consider Kalman observable decomposition for the controller; with an invertible matrix $W = [W_1^{T}, W_2^{T}]^{T} \in \mathbb{R}^{n \times n}$ such that $z_1 = W_1x \in \mathbb{R}^{n'}$ and $z_2 = W_2x \in \mathbb{R}^{n''}$ where $n' \leq n$, the controller (4) is transformed into the form

$$z_1(t + 1) = F_1z_1(t) + W_1Gy(t) + Pr(t) + e_s(t) \tag{11a}$$

$$z_2(t + 1) = F_2z_2(t) + F_{22}z_2(t) + W_2Gy(t) + Pr(t) + e_s(t) \tag{11b}$$

$$u(t) = H_1z_1(t) + Jy(t) + Qr(t) + e_u(t), \tag{11c}$$

in which the pair $(F_1, H_1)$ is observable. Then, as the substate $z_2$ is not reflected in the output $u(t)$ of the controller, we can remove out the part (11b) and obtain the “reduced” controller (11a) with (11c).

Finally, the observability of $(F_1, H_1)$ enables the design of $R_1 \in \mathbb{R}^{n' \times m}$ such that all the eigenvalues of $F_1 - R_1H_1$ are integers, so that there exists $T_1 \in \mathbb{R}^{n' \times n'}$ such that $T_1(F_1 - R_1H_1)T_1^{-1} \in \mathbb{Z}^{n' \times n'}$, thanks to Proposition 3. As a result, the following lemma ensures that given any controller (4), the state matrix $F$ can be converted to integers, without scaling.

**Lemma 1:** Given $(F, H)$, there exist $F' \in \mathbb{Z}^{n' \times n'}$, $n' \leq n$, $H' \in \mathbb{R}^{n' \times n'}$, $T \in \mathbb{R}^{n \times n'}$, and $R \in \mathbb{R}^{n \times m}$ where $\text{rank}(T) = n'$, such that $(F' + H'T)T = TF$ and $H'T = H$.

**Proof:** Note that, in (11), the projection $z_1 = W_1x$ is defined such that $F_1W_1 = W_1F$ and $H_1W_1 = H$, as it guarantees $F_1(W_1x) = F_1z_1 = W_1(Fx)$ and $H_1(W_1x) = H_1z_1 = Hx$ for every $x \in \mathbb{R}^n$. Then, the existence is guaranteed with $H' = H_1T_1^{-1}$, $T = T_1W_1$, $R = T_1R_1$, and $F' = T_1(F_1 - R_1H_1)T_1^{-1}$. It completes the proof.

**Remark 5:** Note that, if there is a subset of outputs $u(t) = \{u_i(t)\}_{i=1}^{m}$ from which the system (1a) is observable, the number of columns for the matrix $R$ in Lemma 1 can be reduced. For the benefit of such cases, see Remark 6.

Now, with the matrices $T$ and $R$ obtained in Lemma 1, it can be seen how the controller (4) is converted to have the state matrix as integers. First, by multiplying both sides of (4a) by $T$ from the left, it yields

$$Tx(t + 1) = (F' + RH')Tx(t) + TGy(t) + TPu(t) + TE_0(z). \tag{12}$$

Hence, with respect to a new variable $z := Tx \in \mathbb{R}^{n''}$ for the state, the converted controller is obtained as the form

$$z(t + 1) = F'z(t) + (TG - RJ)y(t) + (TP - RQ)r(t) + e_s(t), \tag{13}$$

$$u(t) = H'z(t) + Jy(t) + Qr(t) + e_u(t), \tag{14}$$

$$z(0) = Tx_0 + e_0', \tag{15}$$

where it is clear that the state matrix is converted to integers, as $F' \in \mathbb{Z}^{n'' \times n''}$, and $e_s(t) = TE_0(z) - RE_0(u)$ and $e_0' = TE_0$ denote the perturbations with respect to the state $z(t)$.

For the rest of this subsection, we consider the stability of closed-loop system, when the controller (4) is replaced with (15). First, the following proposition states that the closed-loop is stable with respect to the perturbations $\{e_s(t), e_u(t), e_0\}$.

**Proposition 4:** Consider the closed-loop of (13) and (15). Under Assumption 1 there exists $\theta(\epsilon) > 0$ such that if $\|e_0\| \leq \theta(\epsilon), \|e_s(t)\| \leq \theta(\epsilon)$, and $\|e_u(t)\| \leq \theta(\epsilon)$ for all $t \in \mathbb{N}_0$, then

$$\|z(t) - Tx'(t)\| \leq \|T\|\epsilon, \tag{16}$$

and (6a) hold, for all $t \geq 0$ and $t \in \mathbb{N}_0$, respectively.

**Proof:** With $T' \in \mathbb{R}^{n' \times n'}$ such that $T' \cdot T = I_{n'}$, we define

$$\theta(\epsilon) := \frac{\eta(\epsilon)}{\max\{1, \|T'\| + \|R\|\}} \tag{17}$$

And, let $\|e_0\| \leq \theta(\epsilon), \|e_s(t)\| \leq \theta(\epsilon)$, and $\|e_u(t)\| \leq \theta(\epsilon)$, for all $t \in \mathbb{N}_0$. Consider (4) as an auxiliary system, with $e_0' = T' e_0'$ and $e_s(t) = T'(e_s(t) - RE_0(u))$. As $e_0' = TE_0$ and $e_s(t) = TE_s(t) - RE_0(u)$, it follows, from (13) and (15), that it satisfies $z(t) = Tz(t)$ for all $t \in \mathbb{N}_0$, and (15) and (13) have the output $u(t)$ as the same, as well. As $\theta(\epsilon)$ is defined to guarantee $\|e_0\| \leq \eta(\epsilon), \|e_s(t)\| \leq \eta(\epsilon), \|e_u(t)\| \leq \eta(\epsilon)$ for all $t$, Assumption 1 completes the proof, where the inequality $\|x(t) - x'(t)\| \leq \epsilon$ implies that $\|z(t) - Tx'(t)\| \leq \|T\|\epsilon$.

Finally, the following proposition considers the effect of perturbations in (15), when their sizes may depend on the sizes of $y(t)$, $r(t)$, $u(t)$, and $z(t)$. It will be used for performance analysis of the proposed controllers, in the next subsections.

**Proposition 5:** Consider the closed-loop of (13) and (15). Suppose that Assumption 1 holds, $\|e_0\| \leq \theta(\epsilon)$, and there exist non-negative constants $\theta_0^1, \theta_0^2, \theta_u^1$, and $\theta_u^2$ such that

$$\|e_s(t)\| \leq \theta_0^1 \|y(t); r(t); u(t)\| + \theta_0^2, \tag{18}$$

$$\|e_u(t)\| \leq \theta_u^1 \|y(t); r(t); z(t)\| + \theta_u^2, \tag{19}$$

$$\theta(\epsilon) \geq \{\max\{\|T\|, 1\}(M + \epsilon)\theta_0^1 + \theta_0^2; (M + \epsilon)\theta_u^1 + \theta_u^2\}. \tag{20}$$

Then, (6a) holds for $t \geq 0$, and (14) holds for $t \in \mathbb{N}_0$. □
Proof: At $t = 0$, since $\|e_0\| \leq \theta(\varepsilon)$, Proposition 4 implies $\|z(0) - TX'(0)\| \leq \|T\|\varepsilon$ by causality, and $\|z(0)\| \leq \|T\|(M + \varepsilon)$ by (5). And, since $\|y(0)\| = \|y'(0)\| \leq M$ and $\|r(0)\| \leq M$, it follows that $\|e_u(0)\| \leq \theta(\varepsilon)$ by (10), $\|u(0) - u'(0)\| \leq \varepsilon$ by Proposition 5 at $t = 0$, and $\|u(0)\| \leq M + \varepsilon$ by (5). Hence, $\|e_z(0)\| \leq \theta(\varepsilon)$ by (10). Sequentially, now, suppose $\|e_z(t)\| \leq \theta(\varepsilon)$ and $\|e_u(t)\| \leq \theta(\varepsilon)$ for $t = 0, 1, \ldots, \tau$. By Proposition 4 and causality, holds for $t < (\tau + 1)T, \|z(t) - TX'(t)\| \leq \|T\|\varepsilon$ holds for $0 \leq t \leq \tau + 1$, and $\|u(t) - u'(t)\| \leq \varepsilon$ holds for $0 \leq t \leq \tau$. Since $\|z(t) + (\tau + 1)T, \|r(t) + (\tau + 1)\| \leq M$, and $\|y(t) + (\tau + 1)\| = \|y_p + T_xt + \tau\| \leq M + \varepsilon$ by continuity of $\tilde{z}$, it follows that $\|e_u(t + 1)\| \leq \theta(\varepsilon)$ by (10), and $\|u(t + 1)\| \leq M + \varepsilon$ by Proposition 4 and (9). Thus, $\|e_z(t + 1)\| \leq \theta(\varepsilon)$ by (10). By induction, $\|e_z(t)\| \leq \theta(\varepsilon)$ and $\|e_u(t)\| \leq \theta(\varepsilon)$ for all $t \in \mathbb{N}_0$. It concludes that (6a) holds for all $t \geq 0$, and (14) holds for all $t \in \mathbb{N}_0$. □

B. Conversion to System over $\mathbb{Z}_q$

Since the cryptosystem described in Section II-A considers the set $\mathbb{Z}_q = \{0, 1, \ldots, q - 1\}$ as the space of plaintexts, and considers modular arithmetic over $\mathbb{Z}_q$, in this section, we convert the controller (13) to operate over $\mathbb{Z}_q$. And, we show how to choose the modulus $q \in \mathbb{N}$, in a non-conservative way.

First, we consider implementation of (13) over quantized integers, as well as its performance. Since the matrices $T, R,$ and $H'$ may consist of irrational numbers, we let the irrational matrices in (13) be scaled and truncated as

$$G := \left[ \begin{array}{c|c} TG - RJ & \mathbb{T}' \end{array} \right] / s_1, \quad \mathbb{T}' := \left[ \begin{array}{c|c} TP - RQ & \mathbb{R} \end{array} \right] / s_1,$$

and $\overline{G} := [H'/s_2]$, so that they are stored as integers. Then, the controller (13) can be implemented as the same as (8), as

$$\pi(t + 1) = F' \pi(t) + \overline{G} \tilde{y}(t) + \mathbb{T}' \tilde{r}(t) + \mathbb{R} \tilde{w}(t), \quad (17)$$

$$\pi(t) = \mathbb{H} \tilde{z}(t) + J \tilde{y}(t) + Q \tilde{r}(t), \quad \tilde{w}(t) := [s_1, s_2] \cdot \tilde{w}(t),$$

where $\tilde{z}(t) \in \mathbb{Z}^n$ is the state, with $\pi(0) = ([T x_0]/(r_1 s_1))$, and $\tilde{w}(t) \in \mathbb{Z}^m$ is the output. Note that, as the same as in (8a) with (7), the state $\tilde{z}$ should be of scale $1/(r_1 s_1)$, and the output $\tilde{w}(t)$ should be of scale $1/(r_1 s_2)$. And, the inputs $\tilde{y}(t), \tilde{r}(t),$ and $\tilde{w}(t)$ of (17) should be of scale $1/r_1$, so that the computation for $\tilde{w}(t)$ divides $\tilde{w}(t)$ by the factor $1/(r_1 s_2)$. And, note that the converted state matrix $F'$ consists of integers, thanks to Lemma 1 so that it does not need to be scaled. The recovery of the plant input $u(t)$ from the output $\tilde{w}(t)$ is defined as the same as in (8a).

As a result, the following proposition shows that the performance of the converted controller (17) over integers is equivalent to that of the given controller (13), when the parameters $\{1/r_1, 1/r_2, 1/s_1, 1/s_2\}$ are chosen sufficiently large.

**Proposition 6:** Under Assumption 1 there exists a continuous function $\beta(r_1, r_2, s_1, s_2) \in \mathbb{R}$ vanishing at the origin such that if $\beta(r_1, r_2, s_1, s_2) \leq \theta(\varepsilon)$, then the controller (17) with (8a) ensures that $\|u(t) - u'(t)\| \leq \varepsilon$, holds, for all $t \in \mathbb{N}_0$. □

**Proof:** We identify the system (17) with the system (13), by $z(t) = r_1 s_1 \tilde{z}(t)$ and $u(t) = Q' \tilde{w}(t)$, where the perturbations $\{e_z(t), e_u(t), e_\varepsilon\}$ in (13) are determined as

$$e_z(t) = r_1 s_1 \left[ \frac{TG - RJ}{s_1} \right] y(t) - (TG - RJ) y(t) + r_1 s_1 \left[ \frac{TP - RQ}{s_1} \right] \tilde{r}(t) - (TP - RQ) \tilde{r}(t) + r_1 s_1 \left[ \frac{R}{s_1} \right] \tilde{w}(t) - R \cdot r_1 s_1 \tilde{w}(t).$$

And, $\tilde{w}(t) = Q' \tilde{w}(t) + H' z(t) - H' z(t) + r_1 J \tilde{y}(t) + r_1 Q \tilde{r}(t) - Q \tilde{r}(t).$

and $e_\varepsilon = r_1 s_1 \left[ (T x_0)/(r_1 s_1) \right] - T x_0$. From (8), note that $\|u(t) - r_1 s_1 \tilde{w}(t)\| \leq r_2/2$. Then, from the fact that $\left\| \frac{1}{r_1 s_1} \left[ \begin{array}{c} S \\ s_1 \end{array} \right] w - r_1 \right\| = \frac{1}{2} \|w\| + \|S\| r_1 + \frac{1}{4} r_1 s_1$ holds for $S \in \mathbb{R}^{t \times 2}$ and $w \in \mathbb{R}^t$, it follows that

$$\|e_z(t)\| \leq \frac{1}{2} \|w(t)\| r_1 + \frac{1}{2} r_1 s_1,$$

and $\|e_\varepsilon\| \leq (r_1 s_1)/2$. With these terms, we define

$$\beta(r_1, r_2, s_1, s_2) := \left\| \frac{\beta_d(M + \varepsilon, r_1, r_2, s_1, s_2)}{r_1} \right\|_1,$$

which is clearly continuous and vanishes at the origin. Choose $(r_1, r_2, s_1, s_2)$ such that $\beta(r_1, r_2, s_1, s_2) \leq \theta(\varepsilon)$. Then, with (18) and (19), Proposition 5 completes the proof. □

Now, for encryption, we implement (17) over the space $\mathbb{Z}_q$, with modular arithmetic. Following the consideration in Remark 1, which is to deal with the injected errors during encryption, we propose that all the quantized signals to be encrypted should be first scaled by an additional parameter $1/L \in \mathbb{N}$. For this, let the signals of (17) be scaled by $1/L$, as

$$\tilde{z}(t + 1) = F' \tilde{z}(t) + G' \tilde{y}(t) + T' \tilde{r}(t) + R' \tilde{w}(t), \quad \tilde{w}(t) := [s_1, s_2] \cdot \tilde{w}(t),$$

and $\tilde{w}(t) \in \mathbb{Z}^m$. Then, we convert (20) to operate over $\mathbb{Z}_q$. By taking the modulo operation, let the system (20) over $\mathbb{Z}$ be projected as

$$\tilde{z}(t + 1) = F' \tilde{z}(t) + G' \tilde{y}(t) + T' \tilde{r}(t) + R' \tilde{w}(t) \mod q,$$

and $\tilde{w}(t) \in \mathbb{Z}_q$. □

$^4$For the case of utilizing cryptosystems without error injection, i.e., cryptosystems satisfying H1 with $\Delta_{\text{enc}} = 0$, H2, and H3 or H4, there is no need to introduce the parameter $1/L$, i.e., it can be assumed that $1/L = 1$. □
in which \(\bar{z}(0) = \pi(0)/L \mod q\), so that it operates with modular addition and multiplication over the space \(\mathbb{Z}_q\). Note that the matrices and the scaled inputs in (22) can be regarded as elements of \(\mathbb{Z}_q\), by taking the modulo operation, as well.

In the remaining, we find a lower bound for the modulus \(q \in \mathbb{N}\) such that the performance of (22) can be equivalent to that of (21), with which we state the theorem of this subsection. We propose that it is enough to have the modulus \(q\) cover the range set of the controller output \(\bar{u}(t)\) only, as it is the only signal to be fed back to the plant. To this end, let us suppose that the output \(\bar{u}(t) = \{\bar{u}_i(t)\}_{i=1}^m\) of (21) is bounded as

\[
\tilde{u}_i^{\min} \leq \bar{u}_i(t) \leq \tilde{u}_i^{\max}, \quad \forall t \in \mathbb{N}_0, \quad \forall i = 1, \ldots, m,
\]

with some integers \(\tilde{u}_i^{\min}, \tilde{u}_i^{\max}\) of \(\mathbb{Z}_q^m\). And, let us define

\[
U := \{v \in \mathbb{Z}_q^m : v = \bar{w} + \text{col}\{\tilde{u}_i^{\min}\}_{i=1}^m, \bar{w} \in \mathbb{Z}_q^m\},
\]

which is a parallel transport of the set \(\mathbb{Z}_q^m\) along the vector \(\text{col}\{\tilde{u}_i^{\min}\}_{i=1}^m \in \mathbb{Z}_q^m\), and choose the modulus \(q\) to satisfy

\[
q \geq \max_{i=1,\ldots,m} \{\tilde{u}_i^{\max} - \tilde{u}_i^{\min} + 1\},
\]

so that the set \(U\) covers the range (23). Then, by taking a “biased” modulo operation for the output of (22), defined as

\[
\hat{u}(t) \mod U := \hat{u}(t) - \left\lfloor \frac{\hat{u}(t) - \text{col}\{\tilde{u}_i^{\min}\}_{i=1}^m}{q} \right\rfloor q,
\]

the following lemma shows that the system (22) over \(\mathbb{Z}_q\) can yield the same output \(\hat{u}(t)\) of the system (21), as long as the output \(\hat{u}(t)\) does not exceed the bounds \(\{\tilde{u}_i^{\min}, \tilde{u}_i^{\max}\}_{i=1}^m\).

**Lemma 2:** Suppose that two systems (21) and (22) share the same signals \(\bar{y}(t), \bar{y}(t), \bar{w}(t)\) as external inputs. If (23) and (24) hold, then \(\hat{u}(t) = \tilde{u}(t) \mod U, \forall t \in \mathbb{N}_0\).

**Proof:** By construction, it is obvious that \(\hat{z}(t) = \tilde{z}(t) \mod q,\) and \(\hat{u}(t) = \tilde{u}(t) \mod q,\) for all \(t \in \mathbb{N}_0\), since (23) and (22) share the same input. Since \(\hat{u}(t) = \tilde{u}(t) + k \cdot q\) with some \(k \in \mathbb{Z}_q^m\), and (23) and (24) imply \(0 \leq \hat{u}(t) - \tilde{u}_i^{\min} < q\) for each \(i = 1, \ldots, m\), it follows that \(\hat{u}(t) \mod U = \tilde{u}(t)\), from (25). It completes the proof.

And, the idea is extended to consider the performance of the controller (22), in the closed-loop system. Let the input \(u(t)\) of the plant (23) be recovered from the output \(\tilde{u}(t)\) of (22), by

\[
u(t) = Q^u(L \cdot \tilde{u}(t) \mod U),
\]

where \(Q^u(\cdot)\) is the same quantization function defined in (20).

Then, the following lemma ensures that the performance of (22) over \(\mathbb{Z}_q\) is identical to the same of (22) over \(\mathbb{Z}_q\), in the closed-loop, as long as the output \(\tilde{u}(t)\) of (21) does not exceed its bound, and the modulus \(q\) covers its range.

**Lemma 3:** Consider the closed-loop of (3) and (21) with \(u(t) = Q^u(L \cdot \tilde{u}(t))\), and that of (4) and (22) with (26). Assuming that (23) and (24) hold, they satisfy \(\hat{u}(t) = \tilde{u}(t) \mod U\), for all \(t \in \mathbb{N}_0\).

**Proof:** For the closed-loop of (3) and (21), let \(\bar{u}(t), x_p(t)\), and \(\bar{y}(t)\) denote the signals \(u(t), x_p(t),\) and \(\bar{y}(t)\), respectively. First, it is obvious that \(\hat{z}(0) = \tilde{z}(0) \mod q\) and \(x_p(0) = x_p(0)\).

\[3\] We defer the definition of \(\{\tilde{u}_i^{\min}, \tilde{u}_i^{\max}\}_{i=1}^m\), which will be defined in (27), with the knowledge of the bound for the output of the given model (4).

\[4\] Note that the operation \(\mod U\) projects a vector in \(\mathbb{Z}_q^m\) into the set \(U\).

Finally, the following theorem states that the performance of the converted controller (22) over \(\mathbb{Z}_q\) is equivalent to the given controller (4), when the parameters \(r_1, r_2, s_1, s_2\) are chosen sufficiently large, as the same as in Proposition 6.

**Theorem 1:** Suppose that Assumption 1 holds, and \(\beta(r_1, r_2, s_1, s_2) < \theta(e)\). Then, the controller (22) over \(\mathbb{Z}_q\), with (26), guarantees that \(\|u(t) - \bar{u}(t)\| \leq e, \forall t \in \mathbb{N}_0\).

**Proof:** As an auxiliary system, consider a closed-loop of a copy of (3) and (21) with \(u(t) = Q^u(L\tilde{u}(t))\). Then, by Proposition 6 \(\|Q^u(L\tilde{u}(t)) - u(t)\| \leq e, \forall t \in \mathbb{N}_0\). Since \(\beta\) implies \(\|Q^u(L\tilde{u}(t)) - L r_1 s_1 s_2 u(t)\| \leq e / r_2\), it implies \(\|L r_1 s_1 s_2 u(t) - u(t)\| \leq e + e / r_2\), and hence the design (27) guarantees (23). Then, Lemma 3 completes the proof.

**Remark 5:** In terms of the state of the designed controller (22), Lemma 2 guarantees no more than the property \(\tilde{z}(t) = \hat{z}(t) \mod q\). Indeed, if we write \(\tilde{z}(t) = \hat{z}(t) + q \cdot \tilde{z}_{\hat{z}}(t)\), with some \(\tilde{z}_{\hat{z}}(t) \in \mathbb{Z}_q\), the portion \(\hat{z}(t)\) (the higher bits of the state \(\tilde{z}(t)\)) is cut off in (22). This is because the modulus \(q\) is chosen to satisfy (24) only, i.e., to cover the range of output \(\tilde{u}(t)\) only, to reduce the conservatism. Nonetheless, as long as Lemma 3 shows that the performances of (21) and (22) are identical the same unless there is an overflow for the outputs, Theorem 1 guarantees that the performance of (22) is equivalent to the given controller (4), despite cutting off the higher bits of the state \(\tilde{z}(t)\).

**Remark 6:** In the previous results on encrypted control, as in [8], [9], or [10], the modulus \(q \in \mathbb{N}\) has been commonly chosen conservatively large, to cover all the ranges of the input, state, and output of the controller. Indeed, by replacing the modulo operations in (22) and (24) with the (componentwise) projection onto the space \(\mathbb{Z}_q := \{i \in \mathbb{Z} : -\frac{q}{2} \leq i < \frac{q}{2}\}\), and by increasing \(q\) for enlarging the space \(\mathbb{Z}_q\), it is trivial that the operation of (22) can be identical with that of (21), in which the projection operation does nothing about the values. In contrast, the proposed criterion based on the idea of
Lemma [2] which chooses the modulus \( q \) to cover the range of the output only, can be seen as a less conservative way. The method of [22] also suggests that there is no need of defining the space of quantized numbers as the space \( \mathbb{Z}_q \), for dealing with both positive integers and negative integers in [21].

Now, it is straightforward to implement (22) over encrypted data, by exploiting the properties H1–H4 of the cryptosystem, since the operation of (22) comprises only modular addition and multiplication over \( \mathbb{Z}_q \). In the next section, the main result of encrypted dynamic controller that operates for an infinite time horizon is presented, where the effect of injected errors during encryption is analyzed.

C. Controller over Encrypted Data

The conversion of the given controller (4) to the system (22) over \( \mathbb{Z}_q \) directly allows the operation over encrypted data. Let the plant output \( \bar{y}(t) \in \mathbb{Z}^m \) and the reference \( \bar{r}(t) \in \mathbb{Z}^n \), as quantized signals defined in (7), be encrypted as

\[
y(t) := Enc\left(\frac{\bar{y}(t)}{L} \mod q\right), \quad r(t) := Enc\left(\frac{\bar{r}(t)}{L} \mod q\right),
\]

with the scale factor \( 1/L \in \mathbb{N} \). And, to conceal the matrices in (22) or (13) as well, they are encrypted as “multipliers” a priori, with the algorithm \( Enc \) introduced in Section II-A as

\[
F' := Enc'(F' \mod q), \quad G' := Enc'(G' \mod q),
\]

\[
H' := Enc'(H' \mod q), \quad J := Enc'(J \mod q),
\]

\[
P' := Enc'(P' \mod q), \quad Q := Enc'(Q \mod q),
\]

\[
R := Enc'(R \mod q).
\]

With these encrypted signals and matrices, the proposed encrypted dynamic controller over \( C \) is constructed, as

\[
z(t+1) = F' \cdot z(t) + G' \cdot y(t) + P' \cdot r(t) + R \cdot u'(t),
\]

\[
u(t) = H' \cdot z(t) + J \cdot y(t) + Q \cdot r(t),
\]

(28)

with \( z(0) = Enc(\bar{z}(0)/L \mod q) \), where \( z(t) \in C^m \) is the state, \( u(t) \in C^m \) is the output, and where we let the output \( u(t) \) be decrypted at the plant, as

\[
u_e(t) := Dec(u(t)) \mod U,
\]

so that the plant input \( u(t) \in \mathbb{R}^m \), and the signal \( u'(t) \in C^m \) as an external input of (28), are obtained as

\[
u(t) = Q^*(L \cdot \tilde{u}_e(t)), \quad u'(t) = Enc\left(\frac{[Ls_1s_2 \cdot \tilde{u}_e(t)]}{L} \mod q\right),
\]

(29)

respectively, which are analogous to (26) and (17).

Finally, the following main theorem states that given any controller (4), it can be encrypted as (28) with (29), to operate for an infinite time horizon, where the performance error can be made arbitrarily small with the choice of parameters.

**Theorem 2:** Under Assumption [1] there exists a continuous function \( \gamma(L, r_1, r_2, s_1, s_2) \in \mathbb{R} \) vanishing at the origin such that if \( \gamma(L, r_1, r_2, s_1, s_2) \leq \theta(\epsilon) \), then the encrypted controller (28) with (29) guarantees that \( \|u(t) - u'(t)\| \leq \epsilon, \forall t \in \mathbb{N}_0 \).

**Proof:** We define \( \tilde{z}_e(t) := Dec(\bar{z}(t)) \in \mathbb{Z}^m_q \) and \( \tilde{u}_e(t) := Dec(u(t)) \in \mathbb{Z}^m_q \). From (1) and H1, it follows that

\[
\tilde{z}_e(t+1) = F' \tilde{z}_e(t) + G \cdot \frac{\bar{y}(t)}{L} + \frac{\bar{r}(t)}{L} + \frac{R}{L} \left[ z_{1r} s_2 \cdot \tilde{u}_e(t) \right] + \Delta_1(t) \mod q
\]

\[
\tilde{u}_e(t) = H' \tilde{z}_e(t) + \frac{G \cdot \bar{y}(t)}{L} + \frac{\bar{r}(t)}{L} + \Delta_2(t) \mod q
\]

\[
\tilde{z}_e(0) = \left[ \frac{T \cdot s_0}{r_1 s_1} \right] + \Delta_0 \mod q
\]

(30)

with some \( \Delta_1(t) \in \mathbb{Z}^n_q, \Delta_2(t) \in \mathbb{Z}^m_q, \text{ and } \Delta_0 \in \mathbb{Z}^n_q \) such that

\[
\|\Delta_1(t)\| \leq \frac{\|T \cdot \bar{G} \cdot R \cdot P \cdot \bar{r} + \bar{r} + \frac{R}{L} \left[ z_{1s} s_2 \cdot \tilde{u}_e(t) \right]}{s_1} + \frac{(n' + p + q + m) \Delta_{\text{Mult}}}{2} \Delta_{\text{Enc}}
\]

\[
\|\Delta_2(t)\| \leq \frac{\|J \cdot \bar{Q}\|}{s_1 s_2} \Delta_{\text{Enc}} + \frac{(n' + p + q) \Delta_{\text{Mult}}}{2} \Delta_{\text{Enc}} =: \gamma_2(s_1, s_2),
\]

(31)

and \( \Delta_0 \leq \Delta_{\text{Enc}} \). Now, as an auxiliary system, we consider closed-loop of a copy of (4), and the system (21) perturbed as

\[
\tilde{z}'(t+1) = F' \tilde{z}'(t) + G \cdot \frac{\bar{y}(t)}{L} + \frac{\bar{r}(t)}{L} + \frac{R}{L} \left[ z_{1r} s_2 \cdot \tilde{u}'(t) \right] + \Delta_1(t)
\]

\[
\tilde{u}'(t) = H' \tilde{z}'(t) + \frac{G \cdot \bar{y}(t)}{L} + \frac{\bar{r}(t)}{L} + \Delta_2(t)
\]

(32)

\[
\tilde{z}'(0) = \left[ \frac{T \cdot s_0}{r_1 s_1} \right] + \Delta_0,
\]

with \( u(t) = Q^*(L \cdot \tilde{u}'(t)) \). Then, with the function \( \beta \) given from Proposition [6] we define

\[
\gamma(L, r_1, r_2, s_1, s_2) := \beta(r_1, r_2, s_1, s_2) + \left\| \begin{bmatrix} L r_1 s_1 \cdot \gamma_1(s_1) \\ L r_1 s_2 \cdot \gamma_2(s_1, s_2) \end{bmatrix} \right\|_{L r_1 s_1 \Delta_{\text{Enc}}}
\]

(33)

which is continuous and vanishes at the origin. Since the system (32) is equivalent to (17), with the state \( \bar{z}(t) \), the output \( \bar{y}(t) \), and the initial state \( \bar{z}(0) \) perturbed by \( L \Delta_1(t), L \Delta_2(t), \) and \( L \Delta_0, \) respectively, it can be easily verified that \( \gamma(L, r_1, r_2, s_1, s_2) \leq \theta(\epsilon) \) implies \( \|Q^*(L \cdot \tilde{u}'(t)) - u'(t)\| \leq \epsilon \) for all \( t \in \mathbb{N}_0 \), as analogous to the proof of Proposition [6]. Then, as the same as in the proof of Theorem [1] it follows that for each \( i = 1, \ldots, m \), the output \( \tilde{u}'_i(t) = \{ \tilde{u}'_i(t) \}_{t=1}^T \) is bounded as \( \tilde{u}'_{i\min} \leq \tilde{u}'_i(t) \leq \tilde{u}'_{i\max}, \) for all \( t \in \mathbb{N}_0 \). By applying Lemma [3] to the controllers (30) and (32) with their respective plant, it follows that \( \|Q^*(L \cdot \tilde{u}_e(t)) - u'(t)\| = \|Q^*(L \cdot \tilde{u}'(t)) - u'(t)\| \leq \epsilon \), for all \( t \in \mathbb{N}_0 \). It completes the proof. 

**Remark 8:** From (33), which shows that the performance error of the encrypted controller is due to quantization and the effect of injected errors during encryption, we note that \( \gamma(0, r_1, r_2, s_1, s_2) < \beta(r_1, r_2, s_1, s_2) \). It means that the latter term of (33), which is for the effect of injected errors, can be made arbitrarily small, by increase of 1/L. In this sense, the
performance of the encrypted controller (28) can be seen as equivalent to that of (17), with sufficiently large 1/L. □

Remark 9: The output $u(t) \in C^m$ is required to be re-encrypted and used as the term $R\, u'(t)$ in (28). Compared with the model re-encrypting the state $x(t) \in C^n$, the number of encrypted messages required for re-encryption is changed from $n$ to $m$. Thanks to Remark 5, it can be further reduced to the minimal number of outputs from which the controller is observable, which is obviously less than or equal to $n$. □

Remark 10: Extending the discussion of Remark 9, it is notable that systems having the state matrix as integers can be encrypted to operate for infinite time horizon, without re-encryption of output. Indeed, given the controller (4) with $\Delta_{\text{Enc}} = 0$, as the Paillier cryptosystem (11), it directly follows that the performance of (34) becomes the same with (17), where the factor $1/L$ for the injected errors is dispensable.

**Corollary 2:** Consider the controllers (34) and (17) in their respective closed-loop, and suppose that $\Delta_{\text{Enc}} = 0$, 1/L = 1, and $\beta(t_1, t_2, s_1, s_2) \leq \theta(\epsilon)$. Then, they satisfy $\pi(t) = \text{Dec}(u(t)) \mod U$, for all $t \in \mathbb{N}_0$. □

### D. Parameter Design for Performance

In this subsection, we provide a guideline for choosing the parameters $\{L, r_1, r_2, s_1, s_2\}$, which keeps the encrypted controllers from performance degradation. Suppose that the controller (8) over quantized numbers as well as a set $\{r_1', r_2', s_1', s_2'\}$ of parameters be given, which satisfy the condition $\alpha'(r_1', r_2', s_1', s_2') \leq \eta(\epsilon)$ defined in (9), in Proposition 2. Although the condition $\gamma(L, r_1, r_2, s_1, s_2) \leq \theta(\epsilon)$ for guaranteeing the performance degradation of (28) can always be satisfied with appropriate choice of parameters, since $\gamma(0, 0, 0, 0, 0) = 0$, the choices of parameters should be prioritized, in practice.

Here, we suggest that the choice of $r_1$ and $r_2$ should be of priority. This is because increasing the parameters $1/r_1$ and $1/r_2$ of quantization may cost more than the others, as they may be determined from specification of the sensors and actuators. Taking this into account, we first choose the parameters $1/r_1$ and $1/r_2$ with respect to (28), as small as possible; we choose $1/r_1$ and $1/r_2$ such that

$$
\frac{1}{r_1} > \frac{\max\{1, \|T'\|(1 + \|R\|)\} \cdot \max\{\|S\|, \|J, Q\|\}}{\max\{|G, F\|, \|J, Q\|\}} \cdot \frac{1}{r_1^2},
$$

$$
\frac{1}{r_2} > \frac{\max\{\|T'\|(1 + \|R\|)\}}{\max\{|G, F\|, \|J, Q\|\}} \cdot \frac{1}{r_2^2},
$$

where $S = [TG - RJ, TP - RQ, R]$ so that from (9), (15), (18), (19), (20), and (33), it guarantees that

$$
\alpha'(r_1', r_2', 0) \cdot \theta(\epsilon) > \gamma(0, r_1, r_2, 0, 0).
$$

Then, the following proposition shows that the rest $\{L, s_1, s_2\}$ can be chosen to guarantee the performance of (28).

**Proposition 7:** Given $\{r_1', r_2', s_1'\}$ such that $\alpha'(r_1', r_2', s_1') \leq \eta(\epsilon)$, and $\{r_1, r_2\}$ satisfying (35), there exist $1/L \in \mathbb{N}$, $1/s_1 \in \mathbb{N}$, and $1/s_2 \in \mathbb{N}$ such that $\gamma(L, r_1, r_2, s_1, s_2) \leq \theta(\epsilon)$. □

**Proof:** Define $f(l) := \gamma(l, r_1, r_2, l, l) - \alpha'(r_1', r_2', s_1') \cdot \theta(\epsilon)/\eta(\epsilon)$. If $f(l) \geq 0$, there is nothing to prove. Let $f(1) > 0$. From (36), it is clear that $f(0) < 0$. By continuity, there exists $1/L \in \mathbb{N}$ such that $f(L) \leq 0$. It ends the proof. □

### E. Case of Single-Output Controllers

Single-output controllers can be easily converted to have the state matrix as integers. Let $u(t) \in \mathbb{R}$, i.e., $m = 1$, and let the
observable subsystem (14a) with (14c) of the given controller be transformed into the observable canonical form, as

\[
z(t + 1) = \begin{bmatrix} 0 & \cdots & 0 & a_0 & 0 \\ 1 & \cdots & 0 & a_1 & 0 \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & \cdots & 1 & a_{n'-1} & 0 \\
\end{bmatrix} z(t) + G' y(t) + P' r(t)
\]

\[
u(t) = \begin{bmatrix} 0 & \cdots & 0 & 1 \end{bmatrix} z(t) + J y(t) + Q r(t),
\]

where \( a_i \in \mathbb{R}, \ i = 0, \ldots, n'-1, \ G' \in \mathbb{R}^{n' \times p}, \) and \( P' \in \mathbb{R}^{n' \times q}. \) Then, with any vector \( [k_1, \ldots, k_n] \top \in \mathbb{Z}^n, \) we have

\[
R := [a_0 - k_0, \ldots, a_{n'} - k_{n'}] \top
\]

so that it can be re-written as

\[
z(t + 1) = \begin{bmatrix} 0 & \cdots & 0 & k_0 & 0 \\ 1 & \cdots & 0 & k_1 & 0 \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & \cdots & 1 & k_{n'-1} & 0 \\
\end{bmatrix} z(t) + S \begin{bmatrix} y(t) \\ r(t) \\ u(t) \end{bmatrix},
\]

\[
u(t) = \begin{bmatrix} 0 & \cdots & 0 & 1 \end{bmatrix} z(t) + J y(t) + Q r(t),
\]

with \( S = [G' - RJ, P' - RQ, R], \) where the state matrix is easily converted to integers.

**Remark 11:** A benefit of the conversion (37) is that the output matrix as well as the state matrix is converted to integers. Since we can have the scale factor \( 1/s_2 \) for the output matrix as \( 1/s_2 = 1 \) for this case, it may reduce the modulus \( q, \) in practice, when it is determined by (24) and (27).

**Remark 12:** As analogous to the described conversion method for single-output controllers, pole-placement techniques can also be considered for the conversion, in practice; for example, given the controller (4) where \( (F, H) \) is observable and \( H \in \mathbb{R}^{1 \times p}, \) a matrix \( R \in \mathbb{R}^{n \times 1} \) can be first found such that the coefficients of the characteristic polynomial of the matrix \( F - RH \) are all integers. Then, considering the transfer function of the controller with respect to the form (10), it can be realized as the form (37).

**IV. Simulation Results**

This section provides simulation results of the proposed scheme applied to tracking control of three inertia system (21); let the plant (3) be given as

\[
\dot{x}_p(t) = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ \frac{1}{24} & -\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 \\ \frac{1}{20} & 0 & 0 & 1 & 0 & 0 \\ \frac{1}{2} & 0 & 0 & \frac{2k}{3} & \frac{1}{2} & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & \frac{1}{2} & 0 & \frac{1}{2} & 0 \end{bmatrix} \begin{bmatrix} x_p(t) \\ u_p(t) \end{bmatrix} =: A_p x_p(t) + B_p u_p(t) \]

\[
y_p(t) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} x_p(t) =: C_p x_p(t)
\]

where \( J = 0.01 \text{ kg m}^2, \ b = 0.007 \text{ N m} \text{rad/s}, \) and \( k = 1.37 \text{ N m} \text{rad}, \) and the system (4) be designed as an observer-based discrete-time feedback controller with \( T_s = 50 \text{ ms}, \)

\[
\dot{\hat{x}}_p(t + 1) = (A_d + B_d K - LC_p) \hat{x}_p(t) + B_d K I \xi(t) + L q(t)
\]

\[
\xi(t + 1) = \xi(t) - C_p \hat{x}_p(t) + r(t), \quad z(t) = [\hat{x}_p(t) \top, \xi(t) \top] \top
\]

\[
u(t) = K \hat{x}_p(t) + K I \xi(t) = H x(t),
\]

\[
(38)
\]

where \( A_d = \exp(A_p T_s) \) and \( B_d = \int_0^{T_s} \exp(A_p \tau) d \tau \cdot B_p, \) and

\[
K = \begin{bmatrix} -2.32, 0.25, -2.47, 0.04, 1.70, 0.12 \end{bmatrix}, \quad K_I = 0.1, \quad L = [0.47, 4.07, -0.03, -6.80, 1.39, 6.21] \top,
\]

are the proportional and integral feedback gains, and the injection gain for the observer, respectively, so that the estimate \( \hat{x}_p(t) \) converges to the plant state \( x_p(t \cdot T_s), \) and the output \( y_p(t) \) of the plant follows the reference \( r(t) \equiv 1. \)

The state matrix \( F \in \mathbb{R}^{7 \times 7} \) of (38) is converted with the method of Remark 12 the matrix \( R \) is found such that

\[
det(z I_7 - (F - RH)) = z^7 - 3z^6 + 3z^5 - 3z^4 + z^3 - 1,
\]

so that (38) is converted to the form (37), with

\[
\begin{bmatrix} k_0 \\ k_1 \\ k_2 \\ k_3 \\ k_4 \\ k_5 \\ k_6 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ -1 \\ 3 \\ -3 \\ 3 \end{bmatrix}, \quad S = \begin{bmatrix} -2.5357 & 0.0108 & -0.9931 \\ 16.0183 & -0.0737 & -0.0794 \\ 43.0987 & 0.2305 & 0.4673 \\ 62.9373 & -0.4243 & -0.3812 \\ -53.2140 & 0.4849 & -0.3892 \\ 24.8186 & -0.3254 & -0.4425 \\ -5.0182 & 0.1000 & -0.1886 \end{bmatrix}
\]

For the operation, the described cryptosystem (14) is used with the parameters \( (q, \sigma, n) = (2^{48}, 1, 249), \) where the total average time for the encryption, control operation, and decryption was within the sampling period \( T_s = 50 \text{ms}. \)

Fig. 1[2] and 3 show the simulation results of the proposed encrypted controller, which operates without reset or decryption of the state. Compared with the method re-encrypting the state, the amount for the re-encryption is reduced by a seventh, since \( n = 7 \) and \( m = 1. \) Compared with the quantized controller, Fig. 1[2] shows that the performance of the proposed encrypted controller can be preserved with the choice of parameters and can perform unlimited operation, as proposed in Theorem 2. Fig. 2 supports the statement of Remark 8 increasing the parameter \( 1/L \) only, it suppresses the effect of injected errors and obtains the same level of performance with the unencrypted model. And, Fig. 3 demonstrates the effectiveness of the proposed criterion for choosing the modulus \( q \) in a less conservative way. Despite that the higher bits of the message in the encrypted state are cut off by modulo operation, it keeps its output performance, as the same.
V. CONCLUSION

In this paper, we have proposed that linear dynamic controllers can be encrypted to operate for an infinite time horizon with the same level of performance, when the transmission of the encrypted plant input to the controller is admitted. The proposed method simply converts the state matrix of the given controller by pole-placement design, so that it fixes the scale of the control variables and eliminates the necessity of the reset of the state. To conceal the control parameters as well as the signals, the use of LWE-based cryptosystem has been considered, in which it has been seen that the effect of injecting errors to the messages is controlled by closed-loop stability.
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