Technical and economic optimization of fuel facilities – energy complex using elements of fuzzy logic and artificial neural networks
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Abstract. This article discusses the possibilities of optimizing the fuel and energy complex by improving the accuracy of the forecast of the state in both the operational and medium-term periods: from an hour to several years. The model used to implement the mentioned energy efficiency improvement is based on the use of fuzzy neural networks together with the function of minimizing power losses in the elements of electric power systems. The Mamdani modification is used, which takes into account the database of previous periods of the system state, represented as static load characteristics. The organization of this approach allows you to take into account weakly formalized factors, thereby improving the quality of forecasting and dispatching management. At the same time, it is possible to use models for a wide class of objects, which is achieved due to its scalability. The estimation of forecasting accuracy of the proposed approach exceeds similar indicators of currently used statistical methods and regression implementations. These factors are direct economic drivers of reducing production costs.

1. Introduction

The functioning of modern facilities of the fuel and energy complex (FECF): resource extraction, supply complexes and end users is associated with the need to optimize the technological processes of using electric energy.

The time variations inherent in the functioning of the FECF are significantly indistinct, which is expressed in the multi-factor dependence of finding the optimum of electric energy losses. To solve this problem, the primary factor is the creation of a model of energy consumption dynamics that has the function of forecasting and developing control actions.

The main disadvantages of most of the developed models are the actual non-accounting (or weak accounting) of weakly formalized factors due to the lack of accuracy in implementing the forecast of energy consumption. At the same time, the corresponding fluctuations in the FECF are represented by linear approximations, which in principle does not allow optimizing the modes with an accuracy exceeding the error of the noted forecasting process.
The functioning of the model considered in this article is organized using combined fuzzy neural networks (FNN), which make it possible to increase the accuracy of indicators for estimating future periods (for solving optimization problems) in comparison with existing classical implementations (regression models).

2. Purpose and objectives of the work
The aim of the work is to increase the competitiveness of the FECF, which is achievable by optimizing the indicator of electric power losses during transmission in local power grid elements (power lines, power transformers, elements of distribution networks).

To achieve this goal, a number of tasks have been solved:
- the basic optimization model is defined for the subsequent development of algorithms for predicting energy resources in the FECF;
- developed variations of algorithms for the FNN-based model;
- evaluation of the effectiveness of the developed algorithms in relation to simulation models of FECF functioning for short-term, medium-term and long-term forecasting is obtained.

3. Materials and methods
There are two basic optimization approaches for the considered class of problems [1 - 5]:
- Lagrange equations;
- gradient models (Newton-Raphson algorithm).

For the purpose of practical use of optimization algorithms, the characteristics of the active and reactive components of FECF are presented as static load characteristics (SLC):

\[ P(U) = P_{nom}(U) a_0 U + a_1 U + a_2 U^2 + \ldots + a_n U^n + \varepsilon_P(U); \]
\[ Q(U) = Q_{nom}(U) b_0 U + b_1 U + b_2 U^2 + \ldots + b_n U^n + \varepsilon_Q(U); \]

where:
- \( P(U), Q(U) \) – is the active and reactive power;
- \( P_{nom}(U), Q_{nom}(U), U_{nom} \) – nominal values of active and reactive power and voltages under normal conditions;
- \( \varepsilon_P(U), \varepsilon_Q(U) \) – dependences of the distribution of active and reactive power on weakly formalized factors;
- \( a_0, a_1, a_2, \ldots, a_n, b_0, b_1, b_2, \ldots, b_n \) – parameters of the characteristic technological process of FECF functioning;
- \( U \) – current measured voltage value.

The optimization model based on the minimum power loss criterion in FECF is implemented as an objective function [2]:

\[ F_j = \frac{1}{W} \sum_{i=1}^{k} \left( \frac{P_i^2 + Q_i^2}{U_i^4} \right) R_{3i} \left( 1 + \frac{\Delta U_{qli}}{100} \right)^{-1} \]
\[ + \Delta P_{xli} \cdot T_{pi} \left( \frac{U_i}{U_{nom}} \right)^2 + \Delta P_{kopi} \cdot L_k \cdot U_{kopi} \rightarrow \min, \]

where:
- \( W \) – is the sum of power losses in FECF elements;
\( R, L \) – equivalent resistance values and the length of the FECF elements;
\( \Delta U_{b} \) – supply voltage as a percentage;
\( \Delta P_{\text{xxi}} \) – idling loss power in FECF elements;
\( T_{\text{Di}} \) – number of operating hours of FECF equipment;
\( \Delta P_{\text{loopi}} \) – the average specific losses to the crown;
\( k_{\text{Ucori}} \) – loss factor for the crown.

At the same time, it is mandatory to fulfill the balance restrictions:

\[
\begin{align*}
P_{\text{anti}} + P_{ci} & > 0; \\
Q_{\text{anti}} + Q_{cl} & > 0; \\
i = 1, \ldots, k;
\end{align*}
\]

where \( P_{\text{anti}}, Q_{\text{anti}}, P_{ci}, Q_{cl} \) – are the values of internal and external flows of active and reactive power in FECF elements.

Equations (1) - (3) form a universal free-scale model for the redistribution of power flows in the FECF, which will allow optimization by the criterion of minimum losses, taking into account weakly formalized and uncertain factors [5].

In [4-7], due to the simplicity of the organization and high accuracy indicators, Mamdani was implemented together with the modified Newton-Raphson algorithm:

\[
R^U : \text{If } x(t-1) \text{ is } X^u_1 \text{ and, ..., and } x(t-r) \text{ is } X^u_r \text{ then } y(t) = a^u, u = 1, u
\]

where:

- \( R^U \) – is a set of expert rules for forming the FNN;
- \( x(t) = (x_1(t), \ldots, x_r(t)) \) – vector of input variables;
- \( y(t) \) – vector of the output value;
- \( M^u_1, M^u_r, y^u \) – areas of input and output effects of FNN;
- \( a^u \) – output constant containing a weighted estimate of the input values and the network operation process.

4. Results

For the developed modification of the forecasting model and further optimization of FECF production indicators based on FNN (4), together with criteria (1)-(3), the accuracy indicators of the process of managing the dynamics of power flows in the short, medium and long-term periods were studied. The results were evaluated using Matlab software [4, 5].

When implementing the FNN model based on the Mamdani algorithm, ANFIS, a block of the Matlab simulation modeling software package, was used. The accuracy of optimization of FECF production indicators [4, 5] was studied through the forecasting process as a function of:

- variation of the membership function of input terms;
- implementations of the training set;
- changes to the ins architecture along with training time.

For numerical evaluation of the forecasting process and subsequent

The best results from the sample were shown by the implementation of the FNN with the architecture of input terms \((6 \times 3 \times 3)\), as well as the psigmf function [4, 5].

The results of training the model based on the FNN are shown in figures 1, 2.
Figures 3 - 5 show the results of the model functioning in comparison with similar results for the regression model.

**Figure 1.** Forecast of FECF production parameters.

**Figure 2.** Results of training the FNN model (psigmf: $6 \times 3 \times 3$).

**Figure 3.** Forecasting the dynamics of energy consumption of the FECF (June 2018): the fact is, the standard (regression), FNN – thousand MW; and an error in the functioning of forecast systems based on the normative method and the application of the FNN - %.
Figure 4. Forecasting the dynamics of energy consumption of the FECF (December 2018): the fact is, the standard (regression), FNN – thousand MW; and an error in the functioning of forecast systems based on the normative method and the application of the FNN - %.

Figure 5. Forecasting the dynamics of FECF energy consumption (20.06.18 – business day/weekdays): the fact is, the standard (regression), FNN – thousand MW; and an error in the functioning of forecast systems based on the normative method and the application of the FNN - %.

The analysis of the functioning of the model [4, 5], built on the basis of FNN, allows us to speak about its high accuracy characteristics, significantly exceeding the accuracy of existing regression (classical) implementations, as follows from figures 3 - 5.

5. Discussion

Thus, the following results were obtained [4, 5], confirmed by the graphs in figures 1, 2:

- the use of classical / normative (based on regression dependencies) implementation of the process of forecasting and subsequent optimization of FECF modes is justified in the case of a high degree of constancy of factors affecting the functioning of groups of energy consumers;
- also, regression models are useful as idealized (target) structures, while the forecast error in them is fundamentally not lower than the level (3-6) %;
the use of models for optimizing the production indicators of FECF (in particular, the process of redistributing power flows) makes it possible to achieve forecast errors of no more than (1.5-2.8) % with full consideration of the distribution trend of weakly formalized (including uncertain) factors [2, 4, 5].

6. Conclusion
The article notes the work on the implementation of the model of optimization of FECF production indicators based on the FNN. At the same time:

1) the objective optimization function for the minimum of active power losses \( F_j = \frac{k}{i=1} W_i \rightarrow \min \) is defined together with the restrictions typical for the FECF. The dependence of the distribution of active and reactive power on undefined and poorly formalized factors: \( \xi_p(U), \xi_q(U) \), that affect the quality of the realized process of optimization of FECF is taken into account.

2) the development of a modified Newton – Raphson algorithm based on the FNN (with the possibility of implementing variations) in order to improve the efficiency of functioning is Noted. This algorithm allows us to fully take into account uncertain and weakly formalized factors: \( \xi_p(U), \xi_q(U) \).

3) estimation of the accuracy of the most optimal variant of the model implementation has the following characteristics: number of layers / structure of layers (number of neurons): 4 / (3/10/25/1); type of optimization algorithm: Mamdani; distribution of terms of belonging to 1 layer: ; activation function of the first layer: psigmf.

At the same time, the following quality indicators were obtained: relative learning error-1.624 %; network learning time – 2.57 s (for the case of short – term / medium-term forecast). The simulation is based on the Intel Core i5-7400k – Core Processor (3.0 GHz). The freely configurable structure of network settings is noted, which allows using it equally effectively for tasks of short-term/medium-term and long-term forecasting and optimization of FECF production indicators.
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