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Abstract—This paper presents a bias-variance tradeoff of graph Laplacian regularizer, which is widely used in graph signal processing and semi-supervised learning tasks. The scaling law of the optimal regularization parameter is specified in terms of the spectral graph properties and a novel signal-to-noise ratio parameter, which suggests selecting a mediocre regularization parameter is often suboptimal. The analysis is applied to three applications, including random, band-limited, and multiple-sampled graph signals. Experiments on synthetic and real-world graphs demonstrate near-optimal performance of the established analysis.
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I. INTRODUCTION

Graph Laplacian regularizer (GLR) has been widely used in graph signal processing, semi-supervised learning and image filtering tasks [1]–[5]. Regularization techniques involving the graph Laplacian method can be interpreted in different perspectives. In a regression setting, GLR penalizes incoherent (i.e., non-smooth) signals across adjacent nodes [6]–[11]. In a probability model setting, GLR is used as a prior distribution that favors smooth signals [1], [12]–[19].

This paper presents a bias-variance tradeoff of GLR. In particular, the scaling law of the optimal regularization parameter of GLR that balances the bias-variance tradeoff is specified in terms of the spectral graph properties and a novel signal-to-noise ratio (SNR) parameter. Our analysis shows an abrupt change in the order of the optimal regularization parameter when varying the SNR parameter, suggesting that selecting a mediocre regularization parameter is often suboptimal, which provides novel insights in the analysis and utility of GLR. We then apply the bias-variance tradeoff analysis to random, band-limited, and multiple-sampled graph signals, and specify the SNR parameter for each case. Experiments on synthetic and real-world graphs verify the scaling law analysis and demonstrate near-optimal performance in terms of the mean squared error. The proofs of the established theoretical results are given in the appendices of the supplementary material.

Consider a weighted undirected connected simple graph $G(V, E)$ of $n$ nodes and $m$ edges, where $V$ ($E$) is the set of nodes (edges). The weight of an edge $(i, j) \in E$ is specified by the entry $W_{ij} > 0$ of an $n \times n$ symmetric matrix $W$. The graph Laplacian matrix of $G$ is defined as $L = S - W$, where $S = \text{diag}(W1_n)$ is a diagonal matrix, and $1_n$ is the $n \times 1$ column vector of ones. Let $(\lambda_i, v_i), 1 \leq i \leq n$, denote the $i$-th smallest eigenpair of $L$ such that its eigenvalue decomposition can be written as $L = \sum_{i=1}^{n} \lambda_i v_i v_i^T$, where $\{\lambda_i\}_{i=1}^{n}$ is a non-decreasing sequence, and $v_i^T v_j = 1$ if $i = j$ and $v_i^T v_j = 0$ if $i \neq j$. For a connected graph $G$, it is well-known from spectral graph theory [20] that $(\lambda_1, v_1) = (0, 1)$, where $1 = \frac{1}{\sqrt{n}}$, and $\lambda_1 > 0$ for all $2 \leq i \leq n$. Another useful property that leads to the smoothing effect is that for any vector $x \in \mathbb{R}^n$, $x^T L x = \sum_{(i,j) \in E} W_{ij} (x_i - x_j)^2$, (1)

where $x_i$ is the $i$-th entry of $x$. We also call (1) the GLR.

II. BIAS-VARIANCE TRADEOFF ANALYSIS

Let $y \in \mathbb{R}^n$ be a vector of observed signals from the graph $G$, where its entry $y_i$ corresponds to the observed signal on node $i$. Assume an additive noise model $y = x^* + e$, where $x^* \in \mathbb{R}^n$ is the unknown ground-truth signal and $e \in \mathbb{R}^n$ is the vector accounting for random errors on each node, where $e$ has zero mean and covariance structure $\Sigma$, which is different from the assumption of additive Gaussian noise in image filtering, such as the SURE estimator. [3], [21]. For many signal processing and semi-supervised learning tasks, given a noisy graph signal $y$ on $G$, one aims to recover a smooth graph signal. This can be casted as a least-square minimization problem regularized by the GLR [1], [6], [15].

$$\min_{x \in \mathbb{R}^n} \|y - x\|_2^2 + \alpha x^T L x,$$

(2)

where $\| \cdot \|_2$ denotes the Euclidean distance, and $\alpha \geq 0$ is the regularization parameter. In essence, one is interested in obtaining a solution $\hat{x}$ to (2) such that with a proper selection of the regularization parameter $\alpha$, the vector $\hat{x}$ is smooth in the sense that the weighted sum of squared signal difference of all adjacent node pairs in $G$ is confined. What remains unclear is the effect of $\alpha$ on the estimator $\hat{x}$, which is the main contribution (optimal scaling law analysis) of this paper.

It is easy to show that the $\hat{x}$ has an analytical expression $\hat{x} = (I + \alpha L)^{-1} y =: H y$, (3)

where the eigenvalue decomposition of $H$ can be written as

$$H = (I + \alpha L)^{-1} = \sum_{i=1}^{n} \frac{1}{1 + \alpha \lambda_i} v_i v_i^T =: \sum_{i=1}^{n} h_i v_i v_i^T.$$  

(4)

In particular, $h_1 = 1$ since $\lambda_1 = 0$.

For a fixed $\alpha$, the bias of $\hat{x}$ is

$$\text{Bias}(\alpha) = \| E \hat{x} - x^* \|_2 = \| (H - I) x^* \|_2,$$

(5)
where $I$ is the identity matrix. The variance of $\hat{x}$ is

$$\text{Var}(\alpha) = \text{trace}(\text{cov}(\hat{x})) = \text{trace}(H^2\Sigma),$$

(6)

where $\text{cov}(\hat{x})$ denotes the covariance matrix of $\hat{x}$. As a result, the mean squared error (MSE) can be expressed as

$$\text{MSE}(\alpha) = \mathbb{E}\|\hat{x} - x^*\|^2 = \text{Bias}(\alpha)^2 + \text{Var}(\alpha).$$

(7)

The following theorem shows that using GLR decreases the variance of the estimator $\hat{x}$ when compared to the case of without using GLR (i.e., $\alpha = 0$).

**Theorem 1.** For any $\alpha > 0$, $\text{Var}(\alpha) \leq \text{Var}(0)$. The inequality becomes strict if $\Sigma$ has full rank.

**Proof:** The proof is given in Appendix A.

Theorem 1 suggests that selecting any $\alpha > 0$ can decrease the variance. However, the selection of $\alpha$ also affects the bias in (5), which is known as the bias-variance tradeoff. The analysis below provides the optimal order of $\alpha$ that balances the bias-variance tradeoff. Applying the Von Neumann’s trace inequality to the variance term in (6), we have

$$\text{Var}(\alpha) = \text{trace}(H^2\Sigma) \leq \sum_{i=1}^n h_i^2 \phi_i,$$

where $\phi_i$ is the $i$-th largest eigenvalue of $\Sigma$, and the equality holds when $\Sigma$ is a diagonal matrix. To simplify our analysis, in the rest of this paper we assume $\Sigma = \text{diag}(\sigma)$, where $\sigma = [\sigma_1^2, \sigma_2^2, \ldots, \sigma_n^2]$ and $\sigma_i \geq 0$ denotes the standard deviation. The bias-variance tradeoff for the case of non-diagonal covariance structure can be analyzed in a similar way. Upon defining $Q = I - H$, it is known from (4) that the eigenvalue decomposition of $Q$ is $Q = \sum_{i=2}^n (\lambda_i^2 \sigma_i^2 + h_i^2 \phi_i)$, and therefore

$$\text{MSE}(\alpha) = \sum_{i=2}^n q_i^2 (\lambda_i^2 \sigma_i^2 + h_i^2 \phi_i)^2,$$

(8)

where $x^* = x^* - \frac{1}{n} \sum_{i=1}^n x_i$, $q_i = \frac{1}{\lambda_i + \alpha \lambda_i}$, and $h_i = \frac{1}{\lambda_i + \alpha \lambda_i}$. The order of $\alpha$ in different E-SNR regimes is summarized in the following corollary.

**Theorem 2.** If $\Sigma = \text{diag}(\sigma)$, then for any $\alpha > 0$, $\text{Bias}(\alpha)^2 = \sum_{i=2}^n q_i^2 \lambda_i^2 \sigma_i^2$, and therefore

$$\text{MSE}(\alpha) = \sum_{i=2}^n q_i^2 \lambda_i^2 \sigma_i^2 + \sum_{i=1}^n h_i^2 \phi_i,$$

(9)

such that $\theta = \frac{1}{\text{E-SNR}}$. The term $(\lambda_i^2 \sigma_i^2 + h_i^2 \phi_i)$ in E-SNR is associated with the signal power on graph frequency domain, as $\lambda_i^2 \sigma_i^2 + h_i^2 \phi_i$, for all $2 \leq i \leq n$, where the latter is the corresponding graph Fourier coefficient of $x^*$. Given that $\lambda_i^2 \sigma_i^2 = 0$, the term $\sum_{i=2}^n q_i^2 \lambda_i^2 \sigma_i^2 = \sum_{i=1}^n (\lambda_i^2 \sigma_i^2 - \frac{(1+i)^2 \phi_i^2}{\lambda_i^n})$ is the signal power of $x^*$. The order of $\alpha^*$ in different E-SNR regimes is summarized in the following corollary.

**Corollary 2** (scaling law). Given a graph $G$, in the high E-SNR regime $(\theta \ll \frac{1}{\beta})$, $\alpha^* = O\left(\frac{\phi_1}{\lambda_n}\right)$, in the low E-SNR regime $(\theta \gg \frac{1}{\beta})$, $\alpha^* = O\left(\frac{\phi_n}{\lambda_n}\right)$, and in the moderate E-SNR regime $(\theta \approx \frac{1}{\beta})$, $\alpha^* = O\left(\frac{\phi_n}{\lambda_n}\right)$.

**Proof:** The proof is given in Appendix B.

Theorem 3 suggests that the optimal order-matching regularization parameter for balancing the bias-variance tradeoff depends on the parameter $\theta$ and the eigenvalues $\lambda_1$ and $\lambda_n$ of the graph Laplacian matrix $L$ of the graph $G$. Define the effective signal-to-noise ratio to be

$$\text{E-SNR} = \frac{\sum_{i=2}^n (\lambda_i^2 \sigma_i^2 + h_i^2 \phi_i)}{\sum_{i=2}^n h_i^2 \phi_i},$$

(10)

3RHS means the right hand side.
for minimizing the MSE. In the small $\theta$ regime small $\alpha$ is preferred, whereas in the large $\theta$ regime large $\alpha$ is preferred.

III. APPLICATIONS TO RANDOM, BAND-LIMITED, AND MULTIPLE-SAMPLED GRAPH SIGNALS

In this section we apply the bias-variance tradeoff analysis presented in Sec. III to random, band-limited, and multiple-sampled graph signals, respectively. In particular, for each case we specify the parameter $\theta$ governing the order of the optimal order-matching regularization parameter $\alpha^*$. For graph signals with multiple samples, let $\{y_{ij}\}_{i=1}^T$ denote the $T$ i.i.d. copies of $y$ and denote their ensemble average by $\overline{y} = \frac{1}{T} \sum_{t=1}^T y_t$. By replacing $y$ in (2) with $\overline{y}$, the following corollary provides an upper bound on the MSE of i.i.d. multiple-sampled graph signals.

**Corollary 3** (Multiple-sampled i.i.d. graph signals). Let $\{y_{ij}\}_{i=1}^T$ be $T$ i.i.d. graph signals and let $\overline{y} = \frac{1}{T} \sum_{t=1}^T y_t$. Replacing $y$ in (2) with $\overline{y}$, if $\Sigma = \text{diag}(\sigma)$, then for any $\alpha > 0$,

$$\text{MSE}(\alpha) \leq \left( \frac{1}{1 + \alpha \lambda_n} \right)^2 \frac{1}{T} \sum_{i=1}^T (\overline{y} - x_i)^2 + \left( \frac{1}{1 + \alpha \lambda_2} \right)^2 \frac{1}{T} \sum_{i=2}^n \sigma_i^2 + \sigma_1^2,$$

where the equality holds if $G$ is a complete graph of identical edge weight.

**Proof:** The proof is given in Appendix I.

Corollary 3 shows that for a fixed $\alpha$, the number $T$ of i.i.d. observations has a linear scaling effect (i.e., $\frac{1}{T}$) on the variance term but has no effect on the bias term. Furthermore, by defining $\theta = \sqrt{\frac{\sum_{i=1}^n \sigma_i^2}{\sum_{i=1}^n (\overline{y} - x_i)^2}}$ and applying the results in Theorem 3 and Corollary 2 to the optimal order of $\alpha^*$ scales with $\frac{1}{\sqrt{\theta}}$ in the high E-SNR regime and the low E-SNR regime, and scales with $\frac{1}{\theta}$ in the moderate E-SNR regime.

For band-limited graph signals, the ground-truth signal $x^*$ is a linear combination of a subset of the basis $\{v_i\}_{i=1}^n$ associated with the graph Laplacian matrix $L$. Let $\Sigma = \text{diag}(\sigma)$, which can be written as $x^* = \sum_{j \in A} \omega_j v_j$, where $\omega_j \neq 0$ and $A \subset \{1, 2, \ldots, n\}$ indicates the set of active basis from $\{v_i\}_{i=1}^n$. The following corollary provides an upper bound on the MSE of band-limited graph signals.

**Corollary 4** (Band-limited graph signals). If $x^* = \sum_{j \in A} \omega_j v_j$ and $\Sigma = \text{diag}(\sigma)$, then for any $\alpha > 0$,

$$\text{MSE}(\alpha) \leq \left( \frac{1}{1 + \alpha \lambda_n} \right)^2 \sum_{j \in A \setminus \{1\}} \omega_j^2 + \left( \frac{1}{1 + \alpha \lambda_2} \right)^2 \sum_{i=2}^n \sigma_i^2 + \sigma_1^2.$$

**Proof:** The proof is given in Appendix I.

Corollary 4 indicates that the term $\sum_{j \in A \setminus \{1\}} \omega_j^2$ can be viewed as the effective signal strength for band-limited graph signals. Moreover, the coefficient $\omega_1$ corresponding to the coherent basis $1$ does not contribute to the MSE. Using the terminology from filter bank design [1], GLR is a low-pass filter that excludes the lowest frequency $\omega_1$ in terms of MSE.

The results in Theorem 3 and Corollary 2 can be applied to band-limited graph signals by setting $\theta = \sqrt{\frac{\sum_{i=1}^n \sigma_i^2}{\sum_{j \in A \setminus \{1\}} \omega_j^2}}$.

For random graph signals, assume the ground-truth graph signal $x^* \sim \mathcal{N}(\mu_1, \Sigma)$ is a Gaussian random vector with mean $\mu_1$ and covariance $\Sigma$, where $s = [s_1^2, s_2^2, \ldots, s_n^2]$ and $s_i \geq 0$. The following corollary provides an upper bound on $\text{MSE-UB}(\alpha)$ for random graph signals.

**Corollary 5** (Random graph signals). If $x^* \sim \mathcal{N}(\mu_1, \Sigma)$ and $\Sigma = \text{diag}(\sigma)$, let $\overline{\Sigma} = \frac{1}{n-1} \sum_{i=1}^n \sigma_i^2$ and $\overline{\alpha} = \frac{1}{n-1} \sum_{i=1}^n \alpha_i^2$. Then for any $\alpha > 0$,

$$\text{MSE}(\alpha) \leq \left( \frac{1}{1 + \frac{1}{\overline{\alpha} \alpha_n}} \right)^2 (n - 1) \overline{\sigma} + \left( \frac{1}{1 + \frac{1}{\overline{\alpha} \alpha_2}} \right)^2 (n - 1) \overline{\sigma} + \sigma_1^2,$$

where the equality holds if $s_i = s \geq 0$ for all $1 \leq i \leq n$.

**Proof:** The proof is given in Appendix I.

Corollary 5 shows that the mean $\mu_1$ of random graph signals does not contribute to the upper bound on $\text{MSE}(\alpha)$, which suggests that GLR filters out the mean of the random graph signal in addition to the smoothing effect. The results in Theorem 3 and Corollary 2 can readily be applied to random graph signals via Corollary 5. In particular, define $\theta = \sqrt{\frac{1}{\overline{\alpha} \alpha_n}}$, then the E-SNR becomes $\frac{1}{\theta}$, which is close to the average SNR $\overline{\alpha}$, where $\overline{\sigma} = \frac{1}{n} \frac{1}{\overline{\alpha} \alpha_n}$ and $\overline{\alpha} = \frac{1}{n} \sum_{i=1}^n \alpha_i^2$. Moreover, applying the results in Corollary 2 gives the relation between $\theta$ and $\alpha^*$ for random graph signals.

IV. PERFORMANCE EVALUATION

In this section we conduct experiments on synthetic graphs and real-world graph datasets to validate the developed bias-variance tradeoff analysis and the scaling behavior of the optimal regularization parameter $\alpha^*$ with respect to the parameter $\theta = \sqrt{\frac{1}{\text{E-SNR}}}$. The graph signal $x^*$ is randomly drawn from a multivariate Gaussian distribution with mean $\mu = 10$ and covariance $\Sigma = \text{diag}(\sigma_1)$. The noise $e$ is generated by a multivariate Gaussian distribution with zero mean and covariance $\Sigma = \text{diag}(\sigma)$, where $\sigma = s_1^2$. From Corollary 5 the E-SNR becomes $\frac{1}{\theta}$ and hence $\theta = \sigma$. To investigate the scaling behavior of $\alpha^*$ under different regimes of $\theta$, $\alpha^*$ is numerically obtained via grid search in the range $[0, b]$ with $t$ uniform samples on the log-scale, where $b$ and $t$ are specified in each experiment. The results presented in this paper are averaged over 50 realizations.

We generate Erdos-Renyi random graphs with different node-pair connection probability $p$ to study the difference between $\text{MSE}(\alpha)$ and $\text{MSE-UB}(\alpha)$. Fig. 1 shows the curves of per-node $\text{MSE}(\alpha)$ and $\text{MSE-UB}(\alpha)$ of three selected value $\alpha$ at different scales, where per-node $\text{MSE}(\alpha)$ is the MSE divided by the number of nodes $n$. It is observed that the curves of $\text{MSE}(\alpha)$ and $\text{MSE-UB}(\alpha)$ have similar tendency with respect to $p$, and they collapse to the same value when $p = 1$ (complete graphs), which justifies Corollary 1.

Fig. 2 displays the optimal regularization parameter $\alpha^*$ obtained from minimizing $\text{MSE}(\alpha)$ and $\text{MSE-UB}(\alpha)$ under
Fig. 1: Per-node MSE(\(\alpha\)) and MSE-UB(\(\alpha\)) in Erdos-Renyi random graphs with \(n = 100\) nodes. The curves of MSE(\(\alpha\)) and MSE-UB(\(\alpha\)) collapse to the same value when \(p = 1\) (a complete graph), which justifies Corollary 1.
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Fig. 2: Optimal regularization parameter \(\alpha^*\) and the corresponding per-node MSE under different \(\theta\) in Erdos-Renyi random graphs with \(p = 0.1\) and in Watts-Strogatz random graphs with \(q = 0.4\) and \(d = 20\). \(n = 100\), \(b = 2000\) and \(t = 10^4\). The scaling behavior of \(\alpha^*\) validates Corollary 2 and the corresponding per-node MSE curves are nearly identical.
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Fig. 3: Optimal regularization parameter \(\alpha^*\) (in log-scale) and the corresponding per-node MSE under different \(\theta\) in three real-world graphs with \(b = 10^8\) and \(t = 10^8\). The saturation effect in \(\alpha^*\) is due to the upper bound \(b\) for grid search. Consistent with the analysis in Corollary 2, the results suggest that in most cases selecting a mediocre regularization parameter \(\alpha\) is often suboptimal for minimizing the MSE.
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different \(\theta\), respectively, in Erdos-Renyi random graphs and in Watts-Strogatz small-world random graphs [24] with rewiring probability \(q\) and average degree \(d\). In the high E-SNR regime (small \(\theta\)), \(\alpha^*\) is close to zero as proved in Corollary 4. Furthermore, as one sweeps \(\theta\), an abrupt boost in \(\alpha^*\) followed by linear scaling with \(\theta\) is observed, which is consistent with the analysis in Corollary 2. Fixing \(\theta\), we also observe that although \(\alpha^*\) obtained from MSE(\(\alpha\)) and MSE-UB(\(\alpha\)) are distinct, the corresponding curves of per-node MSE are nearly identical, especially in the large \(\theta\) (low E-SNR) and small \(\theta\) (high E-SNR) regimes, since MSE-UB(\(\alpha\)) is a tight upper envelope function of MSE(\(\alpha\)) as stated in Corollary 1.
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Fig. 3 displays the experimental results in three real-world graph datasets, including the Minnesota road map of 2640 nodes and 3302 edges [25], the Facebook friendship graph of 4039 nodes and 88234 edges [26], and the U.S. western power grid network of 4941 nodes and 6594 edges [24]. Consistent with the experimental results in synthetic graphs, similar scaling effect of \(\alpha^*\) and near-optimal performance on per-node MSE are observed in real-world graph datasets. More importantly, as indicated in Corollary 2, these experimental results suggest that in most cases (i.e., different \(\theta\)) selecting a mediocre regularization parameter \(\alpha\) is often suboptimal for minimizing the MSE. Instead, assigning a large (small) regularization parameter in the large (small) \(\theta\) regime is more effective in minimizing the MSE.

V. CONCLUSION

The contributions of this paper are twofold. First, we study the bias-variance tradeoff of graph Laplacian regularizer (GLR) and specify the scaling law of the optimal regularization parameter. We show that an abrupt boost in the optimal regularization parameter is expected when one sweeps a novel signal-to-noise ratio (SNR) parameter \(\theta\), which suggests that selecting a mediocre regularization parameter is often suboptimal for minimizing the mean squared error. Second, we apply the developed analysis to random, band-limited, and multiple-sampled graph signals and specify the corresponding SNR parameter \(\theta\). Experimental results on synthetic and real-world graphs validate our analysis on the scaling effect of optimal regularization parameter, and demonstrate near-optimal performance in mean squared error, which provides new insights on signal processing and machine learning methods involving GLR. Future work includes extending the current framework to multi-stage bias-variance tradeoff with GLR.
REFERENCES

[1] D. Shuman, S. Narang, P. Frossard, A. Ortega, and P. Vandergheynst, “The emerging field of signal processing on graphs: Extending high-dimensional data analysis to networks and other irregular domains,” IEEE Signal Process. Mag., vol. 30, no. 3, pp. 83–98, 2013.

[2] A. Bertrand and M. Moonen, “Seeing the bigger picture: How nodes can learn their place within a complex ad hoc network topology,” IEEE Signal Process. Mag., vol. 30, no. 3, pp. 71–82, 2013.

[3] P. Milanfar, “A tour of modern image filtering: New insights and methods, both practical and theoretical,” IEEE Signal Process. Mag., vol. 30, no. 1, pp. 106–128, 2013.

[4] A. Sandryhaila and J. M. Moura, “Big data analysis with signal processing on graphs: Representation and processing of massive data sets with irregular structure,” IEEE Signal Process. Mag., vol. 31, no. 5, pp. 80–90, 2014.

[5] L. Wu, J. Laeuchli, V. Kalantzis, A. Stathopoulos, and E. Gallopoulos, “Estimating the trace of the matrix inverse by interpolating from the diagonal of an approximate inverse,” Journal of Computational Physics, vol. 326, pp. 828–844, 2016.

[6] M. Belkin, I. Matveeva, and P. Niyogi, “Regularization and semi-supervised learning on large graphs,” in International Conference on Computational Learning Theory. Springer, 2004, pp. 624–638.

[7] M. Belkin and P. Niyogi, “Semi-supervised learning on riemannian manifolds,” Machine Learning, vol. 56, no. 1-3, pp. 209–239, 2004.

[8] M. Belkin, P. Niyogi, and V. Sindhwani, “Manifold regularization: A geometric framework for learning from labeled and unlabeled examples,” Journal of Machine Learning Research, vol. 7, no. Nov, pp. 2399–2434, 2006.

[9] A. Anis, A. Gadde, and A. Ortega, “Efficient sampling set selection for bandlimited graph signals using graph spectral proxies,” IEEE Trans. Signal Process., vol. 64, no. 14, pp. 3775–3789, July 2016.

[10] S. P. Chepuri, S. Liu, G. Leus, and A. O. Hero III, “Learning sparse graphs under smoothness prior,” arXiv preprint arXiv:1609.03448, 2016.

[11] M. Onuki, S. Ono, M. Yamagishi, and Y. Tanaka, “Graph signal denoising via trilateral filter on graph spectral domain,” IEEE Trans. Signal Inf. Process. Netw., vol. 2, no. 2, pp. 137–148, June 2016.

[12] P.-Y. Chen and A. Hero, “Deep community detection,” IEEE Trans. Signal Process., vol. 63, no. 21, pp. 5706–5719, Nov. 2015.

[13] S. Chen, R. Varma, A. Sandryhaila, and J. Kovačević, “Discrete signal processing on graphs: Sampling theory,” IEEE Trans. Signal Process., vol. 63, no. 24, pp. 6510–6523, 2015.

[14] P.-Y. Chen and A. O. Hero, “Phase transitions in spectral community detection,” IEEE Trans. Signal Process., vol. 63, no. 16, pp. 4339–4347, Aug 2015.

[15] X. Dong, D. Thanou, P. Frossard, and P. Vandergheynst, “Learning Laplacian matrix in smooth graph signal representations,” IEEE Trans. Signal Process., vol. 64, no. 23, pp. 6160–6173, Dec 2016.

[16] V. Kalofolias, “How to learn a graph from smooth signals,” in International Conference on Artificial Intelligence and Statistics (AISTATS), 2016, p. 920929.

[17] S. Chen, R. Varma, A. Singh, and J. Kovačević, “Signal recovery on graphs: Fundamental limits of sampling strategies,” IEEE Trans. Signal Inf. Process. Netw., vol. 2, no. 4, pp. 539–554, 2016.

[18] P.-Y. Chen, T. Genison, and A. Hero, “AMOS: An automated model order selection algorithm for spectral graph clustering,” arXiv preprint arXiv:1609.06457, 2016.

[19] X. Liu, G. Cheung, X. Wu, and D. Zhao, “Random walk graph Laplacian-based smoothness prior for soft decoding of jpeg images,” IEEE Trans. Image Process., vol. 26, no. 2, pp. 509–524, Feb 2017.

[20] F. R. K. Chung, Spectral Graph Theory. American Mathematical Society, 1997.

[21] S. Ramani, T. Blu, and M. Unser, “Monte-carlo sure: A black-box optimization of regularization parameters for general denoising algorithms,” IEEE Trans. Image Process., vol. 17, no. 9, pp. 1540–1554, 2008.

[22] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge University Press, 1990.

[23] A. Sandryhaila and J. Moura, “Discrete signal processing on graphs,” IEEE Trans. Signal Process., vol. 61, no. 7, pp. 1644–1656, Apr. 2013.

[24] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’ networks,” Nature, vol. 393, no. 6684, pp. 440–442, June 1998.

[25] [Online]. Available: http://www-personal.umich.edu/~mejn/netdata

[26] [Online]. Available: https://www.cs.purdue.edu/homes/dgleich/packages/matlab_bgl/

[27] J. J. McAuley and J. Leskovec, “Learning to discover social circles in ego networks,” in Advances in Neural Information Processing Systems (NIPS), 2012, pp. 548–56.
**SUPPLEMENTARY MATERIAL**

**APPENDIX A**

When $\alpha = 0$, $\text{cov}(\hat{x}) = \Sigma$. To show that $\text{Var}(\alpha) \leq \text{Var}(0)$ for any $\alpha > 0$, from (6) it suffices to show that $\text{trace}(\Sigma - \text{trace}(H^2\Sigma)) = \text{trace}(I - H^2\Sigma) \geq 0$ for any $\alpha > 0$. For any $\alpha > 0$, observe from (4) that the eigenvalue decomposition of $I - H^2$ is $I - H^2 = \sum_{i=1}^{\beta} 1 - \frac{\alpha}{\lambda_i}$, which means $I - H^2$ is positive definite (PD) since $1 + \alpha\lambda_i > 1$ for all $2 \leq i \leq n$. Finally, since $\Sigma$ is a covariance matrix and hence PSD, the term $\text{trace}(I - H^2\Sigma) \geq 0$ (trace$(I - H^2\Sigma) > 0$ if $\Sigma$ has full rank) \[22\], which completes the proof.

**APPENDIX B**

From (5), the squared bias is $\text{Bias}(\alpha)^2 = \sum_{i=2}^{\beta} q_i^2(v_i^T x^*)^2$. Recall that $\{v_i\}_{i=2}^{\beta}$ are eigenvectors of the graph Laplacian matrix $L$ such that $v_i^T L v_i = 0$ for all $2 \leq i \leq n$. We have $(v_i^T x^*)^2 = [v_i^T (x^* - a_1)]^2$ for any $a \in \mathbb{R}$. If $\Sigma = \text{diag}(\sigma)$, then the variance in (6) reduces to $\sum_{i=1}^{\beta} h_i^2 \sigma_i^2$. Finally, using (7) and setting $a = \frac{\sum_{i=2}^{\beta} s_i}{n}$ gives the result.

**APPENDIX C**

Since $q_i = \frac{1}{1 + \alpha \lambda_i} \leq \frac{1}{1 + \alpha \lambda_1}$ and $h_i = \frac{1}{1 + \alpha \lambda_2} \leq \frac{1}{1 + \alpha \lambda_2}$, for all $2 \leq i \leq n$, applying these results to Theorem [22] we obtain the upper bound MSE-UB$(\alpha)$ on MSE$(\alpha)$. If the graph $G$ is a complete graph of identical edge weight $w > 0$, then $\lambda_2 = w \cdot n$ for all $2 \leq i \leq n$. Therefore, the resulting MSE$(\alpha)$ is identical to MSE-UB$(\alpha)$.

**APPENDIX D**

If the first two terms in the RHS of Corollary [10] are order-matching, then there exists a constant $\beta > 0$ such that \[(1 + \frac{\alpha}{\lambda_2})^2 = \beta^2 \cdot (1 + \frac{\alpha}{\lambda_1}) \beta^2\]. Solving this equation gives
\[\alpha^* = \frac{(\beta^2 - 1)\lambda_1 + \sqrt{\beta^2 - 1)\lambda_1^2 + 4\lambda_1\lambda_2\beta}}{2\lambda_1\lambda_2}.\] (S1)

**APPENDIX E**

For the high E-SNR and low E-SNR regimes, the optimal order of $\alpha^*$ can be obtained by the Newton’s generalized binomial expansion (binomial series expansion) that for any real $x$ such that $|x| < 1$, $\sqrt{1 + x} = 1 + \frac{x}{2} + O(x^2)$. Specifically, for the high E-SNR and low E-SNR regimes the term $\sqrt{(\beta^2 - 1)^2\lambda_1^2 + 4\lambda_1\lambda_2\beta}$ in Theorem [5] can be approximated by $\sqrt{(\beta^2 - 1)^2\lambda_1^2 + 4\lambda_1\lambda_2\beta} = |\beta^2 - 1|\lambda_1 \left(1 + \frac{4\lambda_1\lambda_2\beta}{(\beta^2 - 1)^2\lambda_1^2}\right) \approx |\beta^2 - 1|\lambda_1 \left(1 + \frac{2\lambda_1\lambda_2\beta}{(\beta^2 - 1)^2\lambda_1^2}\right)$. If $\beta^2 \gg 1$, then $|\beta^2 - 1|\lambda_1 \left(1 + \frac{2\lambda_1\lambda_2\beta}{(\beta^2 - 1)^2\lambda_1^2}\right) \approx (\beta^2 - 1)\lambda_1$, which implies $\alpha^* = O\left(\frac{\beta^2}{\lambda_1}\right)$. If $\beta \ll 1$ (i.e., $(\beta^2 - 1)^2 \approx 1$), then $|\beta^2 - 1|\lambda_1 \left(1 + \frac{2\lambda_1\lambda_2\beta}{(\beta^2 - 1)^2\lambda_1^2}\right) \approx (1 - \beta^2)\lambda_1 \left(1 + \frac{2\lambda_1\lambda_2\beta}{(\beta^2 - 1)^2\lambda_1^2}\right)$, which implies $\alpha^* = O\left(\frac{\beta^2}{\lambda_1}\right)$. For the moderate E-SNR regime, the optimal order can be obtained from Theorem [5] using the fact that $\beta^2 - 1 \approx 0$.

**APPENDIX F**

Let $\hat{x} = H\tilde{y}$ and let $\tilde{x} = H\tilde{y}$. It is easy to verify that $E[\hat{x}] = E[\tilde{x}] = Hx^*$ and $\text{cov}(\hat{x}) = \frac{\text{cov}(\tilde{x})}{\text{Var}(\tilde{x})}$. Therefore, the bias of $\hat{x}$ is the same as in (5) and the variance of $\hat{x}$ is $\frac{\text{Var}(\tilde{x})}{\text{Var}(\tilde{x})}$, where $\text{Var}(\alpha)$ denotes the variance of $\hat{x}$ as in (6). Finally, the results are obtained by following the same proof procedure as in Appendix C.

**APPENDIX G**

Since $x^* = \sum_{j \in A} \omega_j v_j$, by the orthogonality of eigenvectors, applying $\sum_{i=1}^{\beta} (v_i^T x^*)^2 = \sum_{j \in A/(\{1\})} \omega_j^2$ to Corollary [10] completes the proof.

**APPENDIX H**

Since $x^* \sim \mathcal{N}(\mu I_n, \text{diag}(s))$, using the smoothing property of conditional expectation and following the same proof procedure as in Appendix B by setting $a = \mu$, and using Corollary [10] gives
\[
\text{MSE-UB}(\alpha) = \left(\frac{1}{1 + \frac{\alpha}{\lambda_n}}\right)^2 \text{trace} \left(\text{diag}(\sigma)\left(VV^T - 11^T\right)\right)
+ \left(\frac{1}{1 + \frac{\alpha}{\lambda_2}}\right)^2 (n - 1)\sigma^2 + \sigma_1^2,
\] (S2)
where $V = [v_1 \ v_2 \ \cdots \ v_n]$. Applying the Von Neumann’s trace inequality \[22\], we have
\[
\text{trace} \left(\text{diag}(\sigma)VV^T\right) \leq \sum_{i=1}^{n} s_i^2 = n\bar{s},
\] (S3)
where the equality holds if $s_i = s \geq 0$ for all $1 \leq i \leq n$. Finally, since trace $(\text{diag}(\sigma)11^T) = \bar{s}$, applying (S3) to (S2) completes the proof.