Gap Statistics for Confined Particles with Power-Law Interactions

S. Santra,1, ∗ J. Kethepalli,1, † S. Agarwal,2, ‡ A. Dhar,1, § M. Kulkarni,1, ¶ and A. Kundu1, **

1International Centre for Theoretical Sciences, Tata Institute of Fundamental Research, Bengaluru – 560089, India
2Department of Physics, University of Colorado, Boulder, Colorado 80309, USA

Abstract— The Riesz gas, consisting of N particles with long-range interactions confined in a harmonic trap, is one of the classic examples of a strongly interacting many-body system. The model is characterized by power-law interactions potentials of the form $V(r) \sim J r^{-k}$, where $r$ is the distance between two particles, $J > 0$ is the interaction strength, and $k > -2$ (to ensure stability). Special values of $k$ lead to some important models such as the log-gas ($k \rightarrow 0^+$), Calogero-Moser model ($k = 2$), 1D one component plasma ($k = -1$) and the hard-rod gas ($k \rightarrow \infty$). Despite its growing importance, only large-$N$ field theory and average density profile are known for general $k$. In this Letter, we study the fluctuations in the system by looking at the statistics of the gap between successive particles. This quantity is analogous to the well-known level-spacing statistics which is ubiquitous in several branches of physics. We show that the variance goes as $N^{-b_k}$ and we find the $k$ dependence of $b_k$ via direct Monte Carlo simulations. We provide supporting arguments based on microscopic Hessian calculation and a quadratic field theory approach. We compute the gap distribution and study its system size scaling. Except in the range $-1 < k < 0$, we find scaling for all $k > -2$ with both Gaussian and non-Gaussian scaling forms.

Introduction.— The Riesz gas, consisting of $N$ particles with long-range interactions confined in a harmonic trap, is one of the classic examples of a strongly interacting many-body system. The model is characterized by power-law interactions potentials of the form $V(r) \sim J r^{-k}$, where $r$ is the distance between two particles, $J > 0$ is the interaction strength, and $k > -2$ (to ensure stability). Special values of $k$ lead to some important models such as the log-gas ($k \rightarrow 0^+$), Calogero-Moser model ($k = 2$), 1D one component plasma ($k = -1$) and the hard-rod gas ($k \rightarrow \infty$). Despite its growing importance, only large-$N$ field theory and average density profile are known for general $k$. In this Letter, we study the fluctuations in the system by looking at the statistics of the gap between successive particles. This quantity is analogous to the well-known level-spacing statistics which is ubiquitous in several branches of physics. We show that the variance goes as $N^{-b_k}$ and we find the $k$ dependence of $b_k$ via direct Monte Carlo simulations. We provide supporting arguments based on microscopic Hessian calculation and a quadratic field theory approach. We compute the gap distribution and study its system size scaling. Except in the range $-1 < k < 0$, we find scaling for all $k > -2$ with both Gaussian and non-Gaussian scaling forms.

Our main results are the following: (i) From direct Monte Carlo (MC) simulations, we find that the system size scaling of the variance of the bulk gap is characterized by a non-trivial exponent $b_k$ that fits the form in Eq. (5). (ii) This proposed form is further validated from our results based on a microscopic Hessian (MH)
calculation and a quadratic field theory (FT). (iii) We study the scaling properties of the gap distributions for different $k$ and observe that there exist four regimes as shown in Fig. 1.

Model and definitions.— The harmonically confined Riesz gas consists of $N$ classical particles, confined in a harmonic potential on a line and interacting with each other via pairwise repulsion. We denote the positions of the particles on the line by $x_i$ ($i = 1, 2, ..., N$). The pairwise repulsive interaction is taken as a power law of the distance between the particles, and the total potential energy is given by $(\forall k > -2)$ [43]

$$E(\{x_j\}) = \sum_{i=1}^{N} \frac{x_i^2}{2} + \frac{J \sgn(k)}{2} \sum_{i \neq j} \frac{1}{|x_i - x_j|^k},$$

where $J > 0$ and $\sgn(k)$ ensures a repulsive interaction. We consider a thermal distribution of the $N$ particles given by $P_G(x_1, x_2, ..., x_N) = e^{-\beta E}/Z$, where $Z$ is the partition function and henceforth we set the inverse temperature $\beta = 1$. Without loss of generality, we assume that the particles are ordered, i.e., $x_1 \leq x_2 \leq x_3 \ldots \leq x_N$. The mean thermal density of particles is defined as $\rho_N^{(\text{eq})}(x) = (1/N) \sum_{i=1}^{N} \delta(x - x_i)$, where $\langle \ldots \rangle$ denotes a thermal average over the distribution $P_G(\{x_i\})$. For large $N$ the average density has been computed exactly for all $k$ values [14] and has a finite support in the range $[-l_k N^{\alpha_k}/2, l_k N^{\alpha_k}/2]$ (for $k \neq 1$ [44]) where the exponent $\alpha_k = k/(k+2)$ for $k > 1$ and $1/(k+2)$ for $-2 < k < 1$, with $l_k$ known explicitly [14, 45]. The average density $\rho_N^{(\text{eq})}(x)$ for large $N$ and temperature $T < N^{2\alpha_k}$ is given by the scaling form $\rho_N^{(\text{eq})}(x) = (l_k N^{\alpha_k})^{-1} F_k(x/(l_k N^{\alpha_k}))$, where the scaling function $F_k(y)$ is known exactly [14].

The main quantity of interest here is the interparticle separation $\Delta_i = x_{i+1} - x_i$ and the normalized separation $\Delta_i/\langle \Delta_i \rangle^2$. We find four regimes in $k \in (-2, \infty)$, where the gap distribution has different scaling properties. In the region $(-2, -1) \cup (0, \infty)$ the scaling limit is achieved by using mean and variance of gap only. The scaling function for $k \in (-2, -1) \cup (1, \infty)$ is Gaussian whereas it is non-Gaussian in $k \in (0, 1)$. In the regime $k \in (-1, 0)$ we are unable to obtain a scaling limit.

FIG. 1. Schematic phase diagram of the behaviour of the gap distribution. We find four regimes in $k \in (-2, \infty)$, where the gap distribution has different scaling properties. In the region $(-2, -1) \cup (0, \infty)$ the scaling limit is achieved by using mean and variance of gap only. The scaling function for $k \in (-2, -1) \cup (1, \infty)$ is Gaussian whereas it is non-Gaussian in $k \in (0, 1)$. In the regime $k \in (-1, 0)$ we are unable to obtain a scaling limit.

FIG. 2. Mean (left) and variance (right) of mid gap as a function of system size for $k = 2$(orange filled circle), 1.5(blue circle),0.5(red square), 0$^+$ (black filled square), $-0.5$(blue upward triangle), $-1$(green downward triangle) and $-1.5$(red asterisk). Solid lines correspond to their corresponding power-law fitting (Eq. 5). The slopes in (a) are $a_k = 0.5, 0.57, 0.6, 0.5, 0.33, 0, -1$ and in (b) are $b_k = 2, 1.97, 1.42, 1, 0.63, 0, -1$, for decreasing $k$. These are consistent with Eq. (3) and Eq. (5) as elucidated in Fig. 3. The error bars are negligible [45]. In (a) the data for $k = -1.5$ is scaled by a factor 500. $\sim 10^8$ MC samples are used for the computations.

$$s_i = \Delta_i/\langle \Delta_i \rangle.$$ The distribution of $s$ is defined as

$$P_N(s) = \frac{1}{N-1} \sum_{i=1}^{N-1} p_N^{(i)}(s),$$

where $p_N^{(i)}(s) = \langle \delta(s - s_i) \rangle$ is the distribution of the $i$-th normalized gap. We expect that for typical fluctuations, $P_N(s)$ will be dominated by the bulk gaps, but edge gap contributions could be important for atypical $s$.

Results for mean and variance of bulk gap.— We expect that for bulk particles $1 \ll i \ll N - 1$, the average bulk gap should scale as $\langle \Delta_i \rangle \sim N^{\alpha_k}/N = N^{-a_k}$, where $a_k = 1 - \alpha_k$, i.e.,

$$a_k = \begin{cases} \frac{2}{k+2} & \text{for } k > 1 \\ \frac{1}{k+2} & \text{for } -2 < k < 1. \end{cases}$$

We also expect a power law dependence on the system size of the gap fluctuations $\sigma^2_{\Delta_N/2} \sim N^{-b_k}$, where,

$$b_k = \begin{cases} 2 & \text{for } k > 1 \\ 1+k & \text{for } 0 < k < 1 \\ 2(k+1)/(k+2) & \text{for } -1 < k < 0 \\ 1+k & \text{for } -2 < k < -1. \end{cases}$$

We present numerical evidence for the above conjecture in Figs. 2 and 3 where we observe reasonable agreement between the numerically obtained exponent (MC) and the conjectured values. We believe that the slight deviations from the predictions for few values of $k$ are due
FIG. 3. Comparison of the exponents $a_k$ and $b_k$ (symbols) obtained from simulations (MC), from MH and FT calculations, with Eqs. (3) (dashed line) and (5) (dotted line). In the inset we plot $(a_k - \frac{5}{3})$ which quantifies the relative fluctuations $\sigma_{\Delta_1}/(\Delta_1)$ in the MC data. To extract $b_k$ the largest system sizes used were $N = 2048$ for MC, 16384 for both MH and FT. All the errorbars are smaller than the point symbols.

to finite size effects, since the error bars are small (see Ref. [45] for discussion of error bars). We verified that the above scaling in Eq. (5) also holds for other gaps deep in the bulk. Interestingly we find that for $-1 \leq k \leq 0$, the ratio $\sigma_{\Delta_i}/(\Delta_i)$ as well as $P_{N^{-1}}(s)$ are weakly dependent on $i$ (for large $N$ and $i$ in the bulk; see Sec. III of Ref. [45]).

Results for distribution of gap.—: The distribution of the normalized gap $s$ in Eq. (2) is a well studied object in RMT [46–50] where one of the important results is on the universal form of $P_N(s)$ given by the WS. For the distribution of eigenvalues of the random matrices belonging to the three Gaussian ensembles, with Dyson indices 1, 2, 4 (which for our log-gas corresponds to $\beta J_0 = 1, 2, 4$), it is known that $P_{N \to \infty}(s)$ is in fact accurately described by $P_2(s) = \lim_{N \to \infty} P_N(s)$ (which is basically the WS) and is given by [25, 30] $P_2(s) = A_0 s^{2k} e^{-B_0 s^2}$, (for log gas), where $A_0$ and $B_0$ are constants. From our simulations we in fact find that the WS for the log-gas is quite accurate for all $\beta J_0 > 1$. We now examine the distribution $P_{N}(s)$ for other values of $k$. Interestingly we find that for $k = -1$ (as also for log-gas) the distribution converges very fast as can be seen in Figs. 4b and 4d. On the other hand for other values of $k$ there is no convergence. In particular for the CM model ($k = 2$), our findings [45] are thus in disagreement with the generalised version of WS proposed in Ref. [36]. For generic values of $k$, as seen in Fig. 4, the distributions $P_N(s)$ do not show convergence with $N$. Hence, we look at the distribution of the following natural scaling variable

$$s_i = \frac{\Delta_i - \langle \Delta_i \rangle}{\sigma_{\Delta_i}}.$$  

FIG. 4. Plot of distributions $P_N(s)$ for different values of $k$ and $N$. Except for the and 1DOP (b) and log-gas (d), for other values of $k$, we do not see convergence in $N$ which naturally implies that it is different from $P_2(s)$ and hence there is no generalisation of WS.

The distribution of this quantity defined as $P_N(\tilde{s}) = [1/(N-1)] \sum_{i=1}^{N-1} \delta(\tilde{s} - \tilde{s}_i)$, is computed numerically for different values of $k$ and $N$. In Fig. 5 we plot $P_N(\tilde{s})$ for $k = -1.5, -0.5, 0.5$ and $k = 1.5$. We find that $P_N(\tilde{s})$ tends to a Gaussian form with zero mean and unit variance in the limit $N \to \infty$, except in the range $-1 \leq k \leq 1$. Interestingly, in the range $-1 < k < 0$, we do not see convergence with $N$ (Fig. 5b). In the range $0 < k < 1$ relative fluctuations die out with $N$ in which case one might expect a Gaussian scaling form. Surprisingly, even though the MH nicely predicts the correct scaling exponent $b_k$ the scaling form of the distribution is non-Gaussian (Fig. 5c). We now present the theoretical arguments which support the conjecture in Eq. (5) — based on MH and FT calculations.

Microscopic Hessian (MH).— Computing analytically the variance of the gap for generic values of $k$ is hard (except for $k = -1$ and $k \to 0$). Here we use the microscopic Hessian method [51, 52] to estimate the variance for large $N$ for all values of $k$. At zero temperature, the system will be in the ground state characterized by the configuration of positions $y_i$ and corresponding gaps $\Delta_{is} = y_{i+1} - y_i$. Since the system is at low temperature, we expect that the Hessian of the microscopic Hamiltonian Eq. (1) about the ground state would approximately capture the behavior of the fluctuations of the gap. The
 joint distribution of fluctuation of gaps \( \delta \Delta_i = \Delta_i - \Delta_i^{\text{GS}} \) will be of the form

\[
\mathcal{P}_{\text{MH}}(\{\Delta_i\}) \sim e^{-\frac{N}{2} \sum_{i,j=1}^N H_{ij} \delta \Delta_i \delta \Delta_j},
\]

where the Hessian of the system about the ground state is \( H_{ij} = \left[ \frac{\delta^2 \mathcal{E}}{\delta \rho \delta \rho} \right]_{\text{GS}} \) [45]. The variance of the gap \( \sigma_{\Delta_i}^2 = (\beta H)_{ii}^{-1} \) can thus be obtained by inverting the matrix \( H \) numerically. As seen in Fig. 3, the exponent \( b_k \) calculated using MH theory matches with the MC result (Eq. 5) except in the regime \(-1 < k < 0\). This is perhaps not surprising since our conjecture suggests that in this regime, the relative fluctuation of the gap, \( \sigma_{\Delta_i}/(\Delta_i) \sim N^{(a_k-b_k)/2} \) does not decrease with system size — in fact over the range of \( N \) considered we see them increasing (see inset of Fig. 3). Next, we discuss the FT calculation.

Field Theory (FT).— As discussed in Ref. [14] the Reisz gas for large-\( N \) can be described by a free energy functional \( \Sigma[\rho_N] = \mathcal{E}[\rho_N] - \beta^{-1} S[\rho_N] \) corresponding to a macroscopic density profile \( \rho_N(x) \) where \( \mathcal{E}[\rho_N] \) is the energy and \( S[\rho_N] = -N \int dx \rho_N \log(\rho_N) \) is the entropy functional. The form of the energy functional depends on \( k \), being local for \( k \geq 1 \) and nonlocal for \(-2 < k < 1 \) [14, 45]. We use this action to compute the fluctuations of the bulk gap. The probability of a density profile \( \rho_N \) is [53]

\[
\mathbb{P}[\rho_N] \sim e^{-\beta \delta \Sigma}, \quad \text{with} \quad \delta \Sigma = \Sigma[\rho_N] - \Sigma[\rho_N^{(\text{eq})}],
\]

where \( \rho_N^{(\text{eq})} \) is mean thermal density. For a given macroscopic density profile \( \rho_N(x) \), the gap between two consecutive particles at position \( x \) is \( \Delta = [N \rho_N(x)]^{-1} \). Note that this definition of the gap is different from the gap \( \Delta \) defined earlier [above Eq. (2)] from the microscopic position configuration. The gap \( \Delta \) is a coarse grained version of \( \Delta \) averaged over many microscopic configurations consistent with the macroscopic density \( \rho_N(x) \). As the density profile \( \rho_N(x) \) fluctuates, the separation \( \Delta \) also fluctuates. We expect that for large \( N \), the fluctuation of \( \Delta \) and \( \Delta \) would have the same scaling with respect to \( N \).

We first find the distribution of the fluctuation \( \delta \rho_N(x) \) around the equilibrium profile \( \rho_N^{(\text{eq})}(x) \). Writing \( \rho_N(x) = \rho_N^{(\text{eq})}(x) + \delta \rho(x) \) in the expression of the action \( \delta \Sigma[\rho_N] \) in Eq. (8) and expanding to quadratic order in \( \delta \rho(x) \) we get the distribution of the fluctuation profile \( \delta \rho(x) \) (see Ref. [45]). Note the action \( \delta \Sigma \) now becomes an explicit functional of \( \delta \rho(x) \) and \( \rho_N^{(\text{eq})}(x) \). The probability distribution of the fluctuation \( \delta \Delta \) of the gap, defined as \( \Delta = \langle \Delta \rangle + \delta \Delta \), is obtained by using the relation

\[
\delta \Delta \approx -\frac{\delta \rho(x)}{N \langle \rho_N^{(\text{eq})}(x) \rangle},
\]

which can be obtained from \( \Delta = [N \rho_N(x)]^{-1} \).

For \( N \) (large but finite) particles there are \( (N - 1) \) number of gap variables. In order to find the joint distribution of these (discrete) gap variables from the field theory description, we need to discretise \( \delta \Sigma[\delta \rho, \rho_N^{(\text{eq})}] \). To do so, we discretise the integral in the action \( \delta \Sigma \) along the equilibrium positions \( \{y_i\} \) [45]. Recall that the microscopic Hessian was computed about this position configuration in Eq. (7) earlier. Note that \( \{y_i\} \), also the minimum energy configuration, leads to the equilibrium macroscopic density profile \( \rho_N^{(\text{eq})}(x) \) which corresponds to mean gaps \( \langle \Delta_i \rangle = 1/N \rho_N^{(\text{eq})}(y_i) \). Also note that for large-\( N \), \( \langle \Delta_i \rangle \approx \Delta_i^{\text{GS}} \). We emphasize that this discretisation of the density profile is different from the original microscopic position description of the system.

We replace the integrals in the expression of \( \delta \Sigma \) as \( \int_{-1}^{1} dx \int \{\rho_N^{(\text{eq})}(y_i)\} \) and evaluate the integrand at points \( \{y_i\} \). After some simplifications we get the following joint distribution of the gap variables \( \{\delta \Delta_i\} \) to leading order in \( N \) (see Ref. [45] for details):

\[
\mathcal{P}_{\text{FT}}(\{\delta \Delta_i\}) \sim e^{-\frac{N}{2} \sum_{i,j=1}^N M_{ij} \delta \Delta_i \delta \Delta_j},
\]

where

\[
M_{ij} = \begin{cases} 
J \zeta(k)(k+1)N^{k+2}[\rho_N^{(\text{eq})}(y_i)]^{k+2} & \text{for } k > 1 \\
2JN^{k+2}[\rho_N^{(\text{eq})}(y_i)]^{k+2} & \text{for } 0 < k < 1 \\
N^2\beta^{-1}[\rho_N^{(\text{eq})}(y_i)]^2 & \text{for } -2 < k < 0,
\end{cases}
\]

\[
M_{ij} = \begin{cases} 
0 & \text{for } k > 1, \\
JN^2 \frac{\text{sgn}(k) \rho_N^{(\text{eq})}(y_i) \rho_N^{(\text{eq})}(y_j)}{|y_i - y_j|^2} & \text{for } -2 < k < 1.
\end{cases}
\]

For the diagonal term, it is interesting to note [45] that, for \(-2 < k < 0\), the contribution from entropy is dominant whereas, for \( k > 0 \), the contribution from

FIG. 5. Plot of \( \tilde{P}_N(\tilde{s}) \) for different values of \( k \) and \( N \). The distributions for \( k = \pm 1.5 \) are fitted with a Gaussian over two standard deviations (insets). This is generally observed for \( k \notin [-1, 1] \). The distributions for \( k = \pm 0.5 \) are very different from Gaussian and this is generally the case for \( k \in [-1, 1] \).
energy is dominant. The variance of $\bar{\Delta}$ is given by $\langle \delta \bar{\Delta}^2 \rangle = (\beta M)^{-1}$. Assuming that the inverse of the dominant term of the matrix $M$ (see Eqs. (28,29) in Ref. [45]) dictates the scaling of the variance we arrive at the conjecture in Eq. (5). We also compute the variance from a direct numerical inversion of the matrix $M$ and as seen in Fig. 3 we find very good agreement with the conjecture in Eq. (5) for all $k$ values. The deviation from the MC results are possibly due to statistical errors, slow equilibration and finite-size effects.

Conclusions.— In this Letter, we have studied the nearest neighbour gap statistics for a harmonically confined Riesz gas, in particular the variance and the distribution. The variance of the bulk gap is characterized by the exponent $b_k$ for which we conjecture a form, Eq. (5), for the $k$-dependence. We provided support for this through direct MC simulations, and numerics based on small fluctuations theories such as microscopic Hessian and quadratic field theory. We studied the normalized gap distribution, $P_N(s)$ and find a convergence, with $N$, for $k = 0^+, -1$. For other values of $k$, $P_N(s)$ does not converge with increasing $N$. This leads us to study $\tilde{s}_i$ [gap normalized by fluctuations, see Eq. (6)]. As summarized in Fig. 1, for $-2 < k < -1$ and $k > 1$ for $2$ we found that the scaling form of $P_N(\tilde{s})$ is Gaussian while for all other $k$ values, we find strong non-Gaussian behaviour. In fact, for $-1 < k < 0$, we found that there is no convergence with $N$. Moreover in this regime, the fluctuations are of the same order as the mean, leading to the failure of the Hessian theory. Remarkably, the quadratic field theory approach is able to predict the expected scaling exponent even in this regime. It is worth re-emphasizing that the analytical microscopic treatment of fluctuations is extremely difficult. We have proposed two different analytical approaches which are able to successfully capture the main features seen by direct simulations: (i) mapping between the microscopic variables and the coarse-grained macroscopic density field. This provides an enormous simplification for the otherwise intractable and highly non-local microscopic model. (ii) Hessian approximation which results in an all-to-all connected Harmonic network and provides a powerful tool for tackling long-ranged systems. Some interesting outstanding problems include understanding of the non-Gaussian behaviour, including large deviations, of the gap distribution and its analytical derivation for special cases such as the 1dOCP ($k = -1$), CM ($k = 2$) and hard rods ($k \to \infty$).
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This supplementary is organized as follows. In Sec. I, we give the details of the model and recap some relevant previous results. In Sec. II we give details of the computation of the variance of the bulk gap using Monte-Carlo simulation (MC), microscopic Hessian (MH) and quadratic field theory (FT). In Sec. III some interesting features of gap statistics for −1 ≤ k ≤ 0 are discussed. In Sec. IV, we study the gap distribution for the Calogero-Moser (CM) model (k = 2) and discuss reasons for disagreement with previous studies [1].

I. MODEL: RIESZ GAS AND DENSITY PROFILE

In the main text we considered a classical system of N particles on a line confined by a harmonic potential and interacting with each other via a repulsive power law interaction of the form \( \text{sgn}(k)|r|^{-\gamma} \), where \( r \) is the distance between two particles. The potential energy of the system is given by \( \langle \forall k > -2 \rangle [2] \)

\[
E\{\{x_i\}\} = \sum_{i=1}^{N} \frac{x_i^2}{2} + \frac{J}{2} \sum_{i \neq j} \frac{1}{|x_i - x_j|^k}, \quad (S1)
\]

where \( J > 0 \) and \( \text{sgn}(k) \) ensures a repulsive interaction. Using large \( N \) field theory, the average thermal density is calculated recently [3] \( \forall k > -2 \). The average density, \( \rho_N^{(eq)} \), for large \( N \) is independent of the inverse temperature, \( \beta \) and is described by the following scaling form

\[
\rho_N^{(eq)}(x) \equiv \frac{1}{N} \sum_{j=1}^{N} \delta(x - x_j) = \frac{1}{\bar{J} k N^{\alpha_k}} F_k \left( \frac{x}{\bar{J} k N^{\alpha_k}} \right), \quad (S2)
\]

where \( \langle \ldots \rangle \) denotes an equilibrium average and the exponent \( \alpha_k \) is given by

\[
\alpha_k = \begin{cases} \frac{k+2}{k+2} & \text{for } k > 1 \\ \frac{1}{k+2} & \text{for } -2 < k < 1. \end{cases} \quad (S3)
\]

The scaling function \( F_k(y) \), supported over \( y \in [-1/2, 1/2] \), is given explicitly by

\[
F_k(y) = \frac{1}{B(\gamma_k + 1, \gamma_k + 1)} \left( \frac{1}{4} - y^2 \right)^{\gamma_k}, \quad (S4)
\]

where the exponent \( \gamma_k \) is given by

\[
\gamma_k = \begin{cases} \frac{\pi}{2} & \text{for } k > 1 \\ \frac{k+1}{2} & \text{for } -2 < k < 1, \end{cases} \quad (S5)
\]

and the system size independent length scale is explicitly

\[
l_k = \begin{cases} \left( \frac{2J(\gamma_k)(k+1)}{B(1+1/k, 1+1/k)} \right)^{1/k} & \text{for } k > 1 \\ \left( \frac{J(k)|\gamma_k(k+1)|}{B(1/k, 1/k)} \right)^{1/k} & \text{for } -2 < k < 1. \end{cases} \quad (S6)
\]

where \( B \) is beta function. We use these densities to study the statistical properties of interparticle bulk gaps in detail.

II. VARIANCE OF THE BULK GAP

In this section we discuss the calculation of the variance of bulk gap \( \Delta_i = x_{i+1} - x_i \ (1 \ll i \ll N - 1) \), where \( \{x_i\} \)
FIG. S1. Spacetime trajectories of particles evolving under overdamped Langevin equations and starting from their equilibrium positions \( \{\tilde{y}_i\} \). The x-axis represents the scaled position \( z = x/(l_0 N^{\alpha_k}) \) and we show results for different values of \( k \). We took \( \gamma = 1, \beta = 16 \) and \( N = 64 \).

are the positions of the particles. As discussed in the main text, the mean of the bulk gap scales with system size as \( \langle \Delta_i \rangle \sim N^{\alpha_k}/N = N^{-a_k} \) where \( a_k = 1 - \alpha_k \), i.e.,

\[
a_k = \begin{cases} 
\frac{2}{k+2} & \text{for } k > 1 \\
\frac{k+1}{k+2} & \text{for } -2 < k < 1.
\end{cases} \tag{S7}
\]

Our conjectured form for the variance of bulk gap is \( \sigma_{\Delta_i}^2 \sim N^{-b_k} \), with

\[
b_k = \begin{cases} 
2 & \text{for } k > 1 \\
1 + k & \text{for } 0 < k < 1 \\
2(k+1)/(k+2) & \text{for } -1 < k < 0 \\
1 + k & \text{for } -2 < k < -1.
\end{cases} \tag{S8}
\]

Here we present the details of the microscopic Hessian (MH) and quadratic field theory (FT) which are used to compute the variance and provide support for the above conjectured form.

A. Low temperature dynamics

To get some intuition about the microscopic fluctuations of particle positions in our many-body system, it is instructive to study the overdamped Langevin dynamics of the particles at low temperatures \( T = \beta^{-1} < N^{2\alpha_k} \). We thus consider the equations of motion

\[
\dot{x}_i(t) = -\partial_{x_i} E/\gamma + \sqrt{(2/\gamma \beta)} \eta_i(t), \tag{S9}
\]

where \( \eta_i(t) \) are Gaussian white noise terms with zero mean and unit variance. The initial condition are taken to be \( x_i(0) = \tilde{y}_i \), where \( \tilde{y}_i \) are the equilibrium positions. This is computed from the equilibrium density profile using

\[
i = N \int_{-l_k}^{l_k} \rho_N^{(eq)}(x) dx, \tag{S10}
\]

and then taking the symmetrised form

\[
\bar{y}_i = \frac{\tilde{w}_i - \tilde{w}_{N-i+1}}{2}. \tag{S11}
\]

From the spacetime trajectories shown in Fig. S1 we see that for all \( k > -2 \), the particles fluctuate around their equilibrium positions. We find that the fluctuations about the equilibrium configurations are large for \(-1 < k < 0\) compared to other values of \( k \) — this is consistent with our findings on the gap fluctuations relative to mean (see Sec. III).

B. Details of Monte-Carlo (MC) simulations

We compute the mean and variance of the bulk gap using Monte-Carlo simulations. For a given processor, we disregard about initial \( 10^6 \) MC cycles. By MC cycle, we mean \( O(N) \) Metropolis steps. We then collect data of about \( 10^6 \) samples. This process is simultaneously executed in around \( N/2 \) processors thereby making number of samples to be around \( 10^8 \). Needless to mention, the exact numbers depend on whether we achieve satisfactory convergence of our results for a given \( N \) and \( k \). For all the spacing distributions (which contain a total of \( N - 1 \) gaps), we have used \( 10^8 \) MC samples. Both \( J_0 \) and \( J \) are taken to be unity for log-gas \( (k = 0^+) \) and for any other values of \( k > -2 \) respectively.

C. Microscopic Hessian

At equilibrium the particles are sampled from the Gibbs Boltzmann distribution

\[
P_G(\{x_i\}) = \frac{e^{-\beta E(\{x_i\})}}{Z}, \tag{S12}
\]

where the partition function \( Z = \int \prod_i dx_i e^{-\beta E(\{x_i\})} \). Then the joint distribution of all gaps is given by

\[
\mathcal{P}(\{\Delta_i\}) = \int \left( \prod_{i=1}^{N-1} dx_i \delta(\Delta_i - (x_{i+1} - x_i)) \right) e^{-\beta E(\{x_i\})}. \tag{S13}
\]

Using this distribution, in principle one can calculate mean and the variance of the \( i^{th} \) gap. However the integrals over microscopic positions are difficult to compute, so we only solve them approximately. At zero temperature, the system will be in the ground state characterised by the configuration of positions \( y_{i} \) and corresponding gaps \( \Delta_{i}^{GS} = y_{i+1} - y_{i} \). At low temperatures we expect that the Hessian of the microscopic Hamiltonian
Eq. (S1) about the ground state would approximately capture the behavior of the fluctuations of the gap. The positions $y_i$ are obtained by minimising the energy using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [4, 5]. Under the Hessian approximation the joint distribution of fluctuation of gaps $\delta \Delta_i = \Delta_i - \Delta_i^{GS}$ is

$$\mathcal{P}_{MH}(\{\delta \Delta_i\}) \sim e^{-\beta \left[ \frac{1}{2} \sum_{i=1}^{N} H_{ij} \delta \Delta_i \delta \Delta_j \right]}$$

(S14)

where the Hessian of the system about the equilibrium configuration is $H_{ij} = \left[ \frac{\partial^2 E}{\partial \delta \Delta_i \partial \delta \Delta_j} \right]_{GS}$. The matrix $H_{ij}$ is obtained as follows. The Hessian $\tilde{H}_{ij}$ of the Hamiltonian Eq. (S1) in terms of the fluctuation of positions around their equilibrium values is given by

$$\tilde{H}_{ij} = \left[ \frac{\partial^2 E((x)j)}{\partial x_i \partial x_j} \right]_{GS}$$

$$= \delta_{ij} \left[ 1 + \sum_{n \neq i}^{N} \frac{J \text{sgn}(k)(k+1)}{(y_i - y_n)^{k+2}} \right]$$

$$- (1 - \delta_{ij}) \frac{J \text{sgn}(k)(k+1)}{(y_i - y_j)^{k+2}} \right].$$

(S15)

To get the Hessian $H_{ij}$ we change position to the gap variables, $\Delta_i = x_{i+1} - x_i$ for $i = 1, \ldots, N - 1$ and the centre of mass coordinate which we denote by $\Delta_N \equiv \sum_{i=1}^{N} x_i/N$ by the transformation

$$x_j = \Delta_N - \sum_{i=1}^{N-1} \Delta_i + \sum_{i=1}^{N-1} x_i$$

$$= \sum_{j=1}^{N} A_{ij} \Delta_j,$$

(S16)

(S17)

where $A$ is a matrix of dimension $N \times N$ with matrix elements

$$A_{ij} = \begin{cases} \frac{1}{N} & \text{for } i > j \\ \frac{1}{N} - 1 & \text{for } i \leq j(\neq N) \\ 1 & \text{for } j = N, i = 1, \ldots, N. \end{cases}$$

(S18)

The quadratic Hamiltonian in terms of new variables becomes $\frac{1}{2} \sum_{i,j=1}^{N} H_{ij} \delta \Delta_i \delta \Delta_j$, where $H = A^T \tilde{H} A$. Using Eq. (S14) we compute the variance of bulk gap from the relation $\sigma_i^2 = (\sigma_i^2)^{\text{eq}} = (\beta H)_{ii}^{-1}$, where $H_{ii}^{-1}$ is found numerically.

### D. Quadratic field theory

As discussed in Ref. [3] the Reisz gas for large-$N$ can be described by a free energy functional $\Sigma[\rho_N] = E[\rho_N] - \beta^{-1} S[\rho_N]$ corresponding to a macroscopic density profile $\rho_N(x)$ where $E[\rho_N]$ is the energy and

$$S[\rho_N] = -N \int_{-\infty}^{\infty} dx \rho_N \log(\rho_N)$$

(S19)

is the entropy functional. The form of the energy functional depends on $k$, being local for $k \geq 1$ and non-local for $-2 < k < 1$ [3]. The energy functional $E[\rho_N(x)]$ (3) is given by

$$E[\rho_N(x)] \approx \frac{N}{2} \int_{-\infty}^{x} x^2 \rho_N(x) dx - \mu \left( \int_{-\infty}^{x} \rho_N(x) dx - 1 \right)$$

$$+ J \zeta(k) N k + \frac{1}{2} \int_{-\infty}^{x} \rho_N(x) dx - 1 + J \zeta(k) N k + 1 \int_{-\infty}^{x} \rho_N(x) dx - 1$$

(S20)

(S21)

where $PV$ stands for principal value. As our aim is to find joint distribution of $(N-1)$ gaps, it will be useful to approximate the principal value integral in the Eq. (S21). To do so we assume that there is a particle at $x$ and break up the $y$ integrals in the three regions, $(-\infty, x - \Delta), (x - \Delta, x + \Delta)$ and $(x + \Delta, \infty)$, where $\Delta$ is the separation between two adjacent particles. Noting that the $\rho_N(y)$ vanishes in the window $(x - \Delta, x + \Delta)$, we rewrite Eq. (S21) as

$$E[\rho_N(x)] \approx \frac{N}{2} \int_{-\infty}^{x} x^2 \rho_N(x) dx - \mu \left( \int_{-\infty}^{x} \rho_N(x) dx - 1 \right)$$

$$+ \frac{J \text{sgn}(k) N^2}{2 PV} \int_{-\infty}^{x} dx \int_{-\infty}^{x+\Delta} dy \rho_N(x) \rho_N(y) |x - y|^k.$$

(S22)

The separation $\Delta$ at $x$ can be expressed in terms of the density as

$$\Delta = \frac{1}{N \rho_N(x)}.$$

(S23)

As the density fluctuates, the gap profile also fluctuates and we are interested to compute the variance of the gap in the bulk of the system. The average value of the gap is given by the equilibrium density profile $\rho_N^{\text{eq}}(x)$ i.e. $(\Delta) = N \rho_N^{\text{eq}}(x)$ [6]. The probability of a given density profile $\rho_N(x)$ [6] is

$$\mathbb{P}[\rho_N] \sim e^{-\delta \Sigma}, \text{ with } \delta \Sigma = \Sigma[\rho_N] - \Sigma[\rho_N^{\text{eq}}]$$

(S24)
where $\Sigma[\rho_N] = E[\rho_N(x)] - \beta^{-1} S[\rho_N(x)]$ is the free energy functional. Writing the fluctuations of density profile about the equilibrium as $\rho_N(x) = \rho_N^{(eq)}(x) + \delta \rho(x)$ and using the relation in Eq. (S23) we obtain

$$\bar{\Delta}(x) = \langle \bar{\Delta} \rangle + \delta \Delta = \frac{1}{N \rho_N^{(eq)}(x)} \frac{\delta \rho(x)}{N \rho_N^{(eq)}(x)} N.$$ (S25)

Using this Eq. (S25) we expand the exponent $\delta \Sigma = \Sigma[\rho_N] - \Sigma[\rho_N^{(eq)}]$ in Eq. (S24) in powers of $\delta \rho(x)$ (up to second order in $\delta \rho$) to get

$$\delta \Sigma[\delta \rho, \rho_N^{(eq)}] \approx \frac{J \zeta(k) k(k + 1) N^{k+1}}{2} \cdot$$

$$\times \int_{-l_k}^{l_k} dx \left[ \rho_N^{(eq)}(x) \right]^{k-1} \delta \rho(x)^2$$

$$+ \frac{N}{2\beta} \int_{-l_k}^{l_k} dx \frac{\delta \rho(x)^2}{\rho_N^{(eq)}(x)}, \quad \text{for } k > 1,$$ (S26)

and

$$\delta \Sigma[\delta \rho, \rho_N^{(eq)}] \approx \frac{2 J \text{sgn}(k) N^{k+1}}{2} \int_{-l_k}^{l_k} dx \left[ \rho_N^{(eq)}(x) \right]^{k-1} \delta \rho(x)^2$$

$$+ \frac{J \text{sgn}(k) N^2}{2} \int_{-l_k}^{l_k} dx \left[ \int_{-l_k}^{l_k} dy \rho_N^{(eq)}(x + y) \right] \delta \rho(x) \delta \rho(y)$$

$$\times \frac{\delta \rho(x)}{|x - y|^{k}},$$

$$+ \frac{N}{2\beta} \int_{-l_k}^{l_k} dx \frac{\delta \rho(x)^2}{\rho_N^{(eq)}(x)}, \quad \text{for } -2 < k < 1.$$ (S27)

It is pertinent to note that, in the quadratic approximation of the field theory, the local term appears due to the fluctuations of the coarse grained gap $\bar{\Delta}$ in the non-local term of the energy $E[\rho_N(x)]$ for $-2 < k < 1$. However for $k > 1$ the field theory in Eq. (S20) is local to leading order in $N$. This leads to Eq. (S26) which further implies $\sigma_{\Delta N/2}^2 \sim N^{-2}$. We have neglected the contribution from non-local terms in the field theory because they are expected to contribute to $\sigma_{\Delta N/2}^2$ at most at the same order ($N^{-2}$) or less, thereby leaving the scaling exponent value $b_k$ unchanged. For $N$ (large but finite) particles there are $(N - 1)$ number of gap variables. In order to find the joint distribution of these (discrete) gap variables from the field theory description, we need to discretise $\delta \Sigma$ given in Eqs. (S26) and (S27). To do so, we discretise the integral in the action $\delta \Sigma$ about the equilibrium positions $\{y_i\}$ (see Fig. S2). Recall that the microscopic Hessian was computed about this position configuration in Eq. (7) of the main text. Note that the equilibrium (in this case the minimum energy) position configuration $\{y_i\}$ correspond to equilibrium macroscopic density $\rho_N^{(eq)}(x)$. Hence replacing the integrals as $\int_{-l_k}^{l_k} dx \to \sum_i \frac{1}{N \rho_N^{(eq)}(y_i)}$ and performing some simplifications we get the following joint distribution of the gap variables $\{\delta \Delta_i\}$:

$$\mathcal{P}_\text{FT} \left( \{\delta \Delta_i\} \right) \sim e^{-\beta \sum_{j=1}^N M_i \delta \Delta_i \delta \Delta_j}, \quad \text{where} \quad \text{(S28)}$$

$$M_{ii} = \begin{cases} J \zeta(k) k(k + 1) N^{k+2} \rho_N^{(eq)}(y_i)^{k+2} & \text{for } k > 1 \\ 2J N^{k+2} \rho_N^{(eq)}(y_i)^{k+2} & \text{for } 0 < k < 1 \\ J N^{2} \beta^{-1} \rho_N^{(eq)}(y_i)^{2} & \text{for } -2 < k < 0, \end{cases} \quad \text{for } k > 1$$

$$M_{ij} = \begin{cases} 0 & \text{for } k > 1 \\ J N^{2} \text{sgn}(k) \rho_N^{(eq)}(y_i) \rho_N^{(eq)}(y_j) & \text{for } -2 < k < 1, \end{cases} \quad \text{for } -2 < k < 1,$$ (S29)

in the leading orders in $N$. Using the scaling form $\rho_N^{(eq)}(x) = \frac{1}{\sqrt{\pi N \alpha_k}} F_k \left( \frac{x}{\sqrt{\pi N \alpha_k}} \right)$ with $\alpha_k = \frac{k}{k+2}$ for $k > 1$ and $\frac{1}{k+2}$ for $-2 < k < 1$, we find the following system size dependence of the matrix elements (see the next subsection for details):

$$M_{ii} \sim \begin{cases} O \left( N^2 \right) & \text{for } k > 1 \\ O \left( N^{k+1} \right) & \text{for } 0 < k < 1 \\ O \left( N^{2(k+1)/(k+2)} \right) & \text{for } -2 < k < 0, \end{cases} \quad \text{for } k > 1$$

$$M_{ij} \sim \begin{cases} 0 & \text{for } k > 1 \\ O \left( N^{k+1} \right) & \text{for } -2 < k < 1, \end{cases} \quad \text{for } -2 < k < 1,$$ (S30)

where we have ignored terms with $|i - j| \sim O(N)$. From Eq. (S28), it is easy to compute the variance of middle gap $\Delta N/2$ given by $\langle \delta \Delta^2 \rangle = \langle \beta M \rangle^{-1} \frac{N}{2}$. This can be easily evaluated by numerically inverting the matrix $M$ and we find the following scaling of the variance of middle gap

$$\sigma_{\Delta N/2}^2 \sim \begin{cases} O \left( N^{-2} \right) & \text{for } k > 1 \\ O \left( N^{-(k+1)} \right) & \text{for } 0 < k < 1 \\ O \left( N^{-2(k+1)/(k+2)} \right) & \text{for } -1 < k < 0 \\ O \left( N^{-(k+1)} \right) & \text{for } -2 < k < -1, \end{cases} \quad \text{for } k > 1,$$ (S31)
which match remarkably well with the large-N scaling obtained from MC simulation. We notice that the inverse of the dominant term in the matrix $M_{ij}$ irrespective of whether it is diagonal or off-diagonal gives us the expected conjectured form for the scaling exponent $b_k$.

E. System size scaling of the matrix elements $M$ and $H$

The variance of the bulk gap and the coarse grained bulk gap are described by MH and FT respectively and these are in turn governed by the matrices $H$ and $M$ respectively. Since they quantify the similar physical quantities it is natural to compare the matrices element wise which is shown in Table (I). We notice that the elements of matrices $H$ and $M$ have similar system size scaling for $0 < k < 1$, while for $k > 1$ off-diagonal terms and for $-2 < k < 0$ the diagonal terms differ. The variance of the bulk gap is found by the numerical inversion of these matrices $H$ and $M$. The scaling behaviour of the elements of the inverse matrices are presented in Table (II).

| Range of $k$ | $M_{ij}$ | $H_{ij}$ |
|--------------|---------|---------|
| $k > 1$ | $[i-j] \sim O(1)$ | $[i-j] \sim O(1)$ |
| $0 < k < 1$ | $N^{-2}$ | $N^{-2}$ |
| $-1 < k < 0$ | $N^{-2(k+2)}$ | $N^{-2(k+1)}$ |
| $-2 < k < -1$ | $N^{-2(2-k)}$ | $N^{-2(k-1)}$ |

TABLE I. System size dependence of the matrix elements $M_{ij}$ and $H_{ij}$ for different values of $i$ and $j$. We are interested mainly in the bulk part of the system we ignore such terms where $(i-j) \sim O(N)$.

| Range of $k$ | $M^{-1}_{ij}$ | $H^{-1}_{ij}$ |
|--------------|----------|---------|
| $k > 1$ | $N^{-2}$ | $N^{-2}$ |
| $0 < k < 1$ | $N^{-2(k+2)}$ | $N^{-2(k+1)}$ |
| $-1 < k < 0$ | $N^{-2(k-1)}$ | $N^{-2(k-1)}$ |

TABLE II. System size dependence of the matrix elements $M^{-1}_{ij}$ and $H^{-1}_{ij}$ for different values of $i$ and $j$. Again we ignore such terms where $(i-j) \sim O(N)$.

We observe that the inverse of the dominant term in the matrix $M$ gives the scaling similar to the variance calculated by numerical inversion of these matrices. This leads us to the conjecture for the variance given in Eq. (S8). It is clear from the Table. II that except in the regime $-1 < k < 0$ the microscopic Hessian theory captures the system size dependence of variance of bulk gap whereas the quadratic field theory gives correct exponent $b_k$ (consistent with MC simulation) for all $k > -2$.

The $N$ dependence of the variance as given in Eq. (S8) is verified numerically and presented in the Fig. 3 of the main text. However, this does not contain information on the actual values obtained using different methods (MC, MH and FT). This comparison is presented in Fig. S3. While the slopes are consistent with the conjecture, the actual values do not always match which is not surprising. We find that whenever MH and MC system size scaling agree $|k| \in (-1,0)$, they even match quantitatively for large-N. Remarkably, in the region $-1 < k < 0$, the MC and FT results match quantitatively as well.

F. Error estimation in the exponent $b_k$

Note that $b_k$ is extracted from variance data for last two largest system sizes. Here we perform error analysis of the exponent value $b_k$ for different $k$ in Fig. 3 of the main text. To do that we first express the exponent $b_k$ in terms of the variance $\nu(N) = \sigma^2_{\Delta N/2}$ for a given system size $N$:

$$b_k = \frac{\ln(\nu(N/2)) - \ln(\nu(N))}{\ln(2)}.$$  \hspace{1cm} (S33)

The maximum fractional error in the computation of $b_k$ can be written in terms of the error $\delta \nu(N/2)$ in the variance $\nu(N)$ as

$$\delta b_k = \left( \frac{\delta \nu(N/2)}{\nu(N/2)} + \frac{\delta \nu(N)}{\nu(N)} \right) \times \frac{1}{\ln(2)}.$$  \hspace{1cm} (S34)

The error in the variance is given by

$$\delta \nu(N) \approx \sqrt{(\langle (\Delta N/2 - (\Delta N/2)^2 \rangle)^2 - (\langle (\Delta N/2 - (\Delta N/2)^2 \rangle)^2)^2 \sqrt{R}},$$  \hspace{1cm} (S35)
FIG. S5. The distributions of the $i$-th normalized gap $p_N^{(i)}(s) = \langle \delta(s-s_i) \rangle$ are shown in the regime $-1 \leq k \leq 0$. It is clear that $p_N^{(i)}(s)$ is independent of $i$. In these figures we have taken $N = 256$ at inverse temperature $\beta = 1$.

where $R$ is the number of independent realisations. We choose $R$ independent realisations in the simulation by leaving out some Monte-Carlo cycles between successive data collections so as to ensure negligible correlation. We then use the above expressions to compute the error bars in Figs. 2 and 3 in the main text.

III. INTERESTING ASPECTS OF THE GAP STATISTICS FOR $-1 \leq k \leq 0$

The system size dependence of relative fluctuations $\frac{\sigma_n}{\langle \Delta_n \rangle}$ in the bulk is characterized by the exponent $(a_k - b_k/2)$. From the conjecture Eq. (S8) the exponent $(a_k - b_k/2)$ is zero throughout the range $-1 \leq k \leq 0$. We believe that the slight deviations from the predictions for few values of $k$ are due to finite size effects. Interestingly, in the range $-1 \leq k \leq 0$, we find that the relative fluctuations have a weak dependence on $i$, in the bulk (with almost independent for $k = -1, 0^+$. This is shown in Fig. S4. We find that, not only do the relative fluctuations $\frac{\sigma_n}{\langle \Delta_n \rangle}$ have small variations with $i$, but also the spacing distributions $p_N^{(i)}(s) = \langle \delta(s-s_i) \rangle$ for individual gaps are also almost the same (see Fig. S5). However we expect the differences between $P_N(s)$ and $P_N^{(i)}(s)$, for $i$ in bulk, to show up at very small and very large $s$ where edge statistics (e.g. $i = 1$) could start dominating over bulk behaviour.

IV. CALOGERO-MOSER SYSTEM

For the CM model ($k = 2$) it was claimed [1] that the spacing distribution follows a form analogous to the WS, namely,

$$P(s) = A e^{-B^2/s^2-Cs}, \quad (S36)$$

where $B = 1.46$ is a fitting parameter while $A$ and $C$ are fixed from the two equations:

$$\int_0^\infty P(s)ds = 1 \text{ and } \int_0^\infty sP(s)ds = 1.$$

However, our results for this system differ from this claim. For the CM model, we found that the distribution, $P_N(s)$, of $s$ does not in fact converge with increasing $N$, which thus indicates that the generalization of the Wigner surmise does not work here. We believe that the disagreement can be attributed to the ‘picket fence’ (PF) approximation ($x_j \sim j$) used in the numerical computation of the level spacing distribution in Ref. 1. Using this approximation, the Lax matrix $L$ takes the form

$$\tilde{L}_{nm} = p_n\delta_{nm} + \frac{i}{2}\frac{1-\delta_{nm}}{(n-m)^2}, \quad (S37)$$
where $p_n$ is chosen from a uniform distribution between $-1$ and $1$. From the eigenvalues of $\tilde{L}$, the level spacing distribution was obtained and shown to follow the expression Eq. S36. Using this method we can indeed verify (see Fig. S6) that the level spacing distribution converges to an $N$-independent form that is described by a WS-like distribution. On comparing the level spacing distribution obtained using the above approximation (denoted by PF in Fig. S6) with the actual level spacing distributions (denoted by MC), we observe that they are completely different. In particular, for the true distribution, we find that there is no convergence as the system size grows.
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