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Abstract—Principal component analysis (PCA) is one of the most widely used dimension reduction and multivariate statistical techniques. From a probabilistic perspective, PCA seeks a low-dimensional representation of data in the presence of independent identical Gaussian noise. Probabilistic PCA (PPCA) and its variants have been extensively studied for decades. Most of them assume the underlying noise follows a certain independent identical distribution. However, the noise in the real world is usually complicated and structured. To address this challenge, some non-linear variants of PPCA have been proposed. But those methods are generally difficult to interpret. To this end, we propose a powerful and intuitive PCA method (MN-PCA) through modeling the graphical noise by the matrix normal distribution, which enables us to explore the structure of noise in both the feature space and the sample space. MN-PCA obtains a low-rank representation of data and the structure of noise simultaneously. And it can be explained as approximating data over the generalized Mahalanobis distance. We develop two algorithms to solve this model: one maximizes the regularized likelihood, the other exploits the Wasserstein distance, which is more robust. Extensive experiments on various data demonstrate their effectiveness.
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1 INTRODUCTION

HIGH-DIMENSIONAL data emerge from diverse fields of science and engineering dramatically. For example, biologists can use microarray to detect the expression of thousands of genes at the same time; a single picture consists of hundreds, thousands, or even more pixels. Generally, those data are redundant and noisy. Directly extracting useful information from the primitive data is often infeasible. Therefore, how to discover the compact and meaningful representation of high-dimensional data becomes a fundamental problem. Researchers have developed many powerful methods to address this problem from different perspectives. Among those methods, principal component analysis (PCA) is one of the most fundamental and widely used data mining and multivariate statistical techniques. Since Pearson [1] invented it in 1901, PCA has become a standard approach for dimension reduction and feature extraction, and has numerous applications in various fields, such as signal processing [2], human face recognition [3] and gene expression analysis [4].

PCA obtains a low-dimensional representation for high-dimensional data in a $L_2$ sense. However, it is known that PCA is sensitive to gross errors. To remove the effect of sparse gross errors, robust PCA (RPCA) [5], [6], [7] has been proposed. Specifically, RPCA seeks to decompose the data matrix as a superposition of a low-rank matrix with a sparse matrix. The sparse matrix captures the gross errors and enables RPCA to recover the underlying low-rank representation of the primitive data accurately. RPCA has been demonstrated to have a number of applications in various fields [7], [8], [9], [10].

To tackle the noise of data implicitly, regularized methods have been introduced. A common assumption is that if two data points are close in the original space, their representations should be close to each other too. To preserve the local geometrical structure in the representation, graph regularizers are imposed. Gao et al. [11] proposed a sparse coding method which exploits the dependence among the feature space by constructing a Laplace matrix. Zheng et al. [12] also proposed a graph regularized sparse coding to learn the sparse representations that explicitly takes into account the local manifold structure of the data. More recently, Yin et al. [13] proposed a low-rank representation method that considers the geometrical structure in both the feature space and the sample space. As many measurements in experiments are naturally nonnegative, there are also some nonnegative matrix factorization variants with graph regularization [14], [15].

Probabilistic approaches are natural ways to account for different types of noise in data. Tipping and Bishop [16] first introduced a probabilistic PCA (PPCA) method, and showed that PCA could be derived from a Gaussian latent variable model. PPCA assumes that the underlying distribution of noise is independent and identical Gaussian distribution (IID), and the maximum likelihood estimation leads to a PCA solution. This probabilistic framework allows various extensions of PCA. For example, Bishop extended PCA by a Bayesian method [17] (BPCA) and showed that the number of retained principal components could be determined automatically as part of the Bayesian inference procedure. To handle different types of errors, researchers have also introduced different distributions. Zhao and Jiang [18] used the multivariate Student’s $t$ distribution to model the noise (tPPCA). Their experiments show that tPPCA requires...
a smaller model size and has better performance than PPCA. Wang et al. [19] introduced the Laplace distribution to model the noise (RPMF), which is more robust to outliers. Li and Tao [20] employed the exponential family distributions to handle general types of noise. Most of those variants assume the underlying distribution of noise is IID.

However, the noise in the real-world is usually complicated and structured. The IID assumption no longer holds. For example, the noise of gene expression may demonstrate different patterns under different biological conditions or structured. Data collected from different sources may contain heterogeneous noise. Zhang and Zhang [21] developed techniques. Data collected from different sources may contain heterogeneous noise. Zhao and Zhang [21] developed a Bayesian joint matrix decomposition method (BJMD) to model the heterogeneous noise of multi-view data by the Gaussian distribution. Zhao et al. [22] introduced the mixture of the Gaussian noise to model the complex noise and Cao et al. further generalized this model to the mixture of the exponential family noise [23]. Those methods assume the noises are generated by different distributions, but the independent assumption still holds. Beyond the independent assumption, Kalaitzis and Lawrence [24] generalized PPCA by adding a fixed random effect (RCA) to decompose the residual variance. RCA can be interpreted as the IID Gaussian noise with a linear offset in the feature space. Some researchers also adopted kernel methods to handle the non-linear noise [25], [26], [27]. However, those non-linear methods are often difficult to interpret.

To this end, we propose a powerful and intuitive PCA model (MN-PCA) to obtain the low-rank representation and the structure of the underlying noise simultaneously. Specifically, we use a matrix normal distribution to model the correlated noise. The inference of the precision matrices of the matrix normal distribution turns to be that of two Gaussian graphical models, enabling us to explore the structure of the noise in both the feature space and the sample space. We develop two algorithms to solve this model: one is to maximize the regularized likelihood function directly; the other is to minimize the discrepancy between the distribution of the white matrix normal and that of the residual. We extensively compare the two algorithms and discuss their advantages and disadvantages. Extensive experiments on various data show their effectiveness. By considering the structure of the underlying noise, MN-PCA generally obtains a better low-rank representation, and the inferred structure of the noise reveals some interesting information that is ignored by other methods.

2 RELATED WORK

2.1 PCA

There are two common formulations of PCA that give rise to the same algorithm [28]. From a dimension reduction perspective, PCA seeks a low-dimensional sub-space in which the projected variance of the data is maximized. Specifically, let $Y \in \mathbb{R}^{n \times p}$ be the data matrix of $n$ observations and $p$ variables. For simplicity, assume the data matrix $Y$ is already centered. The first principal component is defined as $z_1 = \sum_{j=1}^{p} v_{1j} X_{ij}$, where the vector $v_1 = (v_{11}, \ldots, v_{1p})^T$ is chosen to maximize the variance of $z_1$, i.e.,

$$v_1 = \arg \max_v v^T S v \quad \text{subject to} \quad \|v\| = 1,$$  

where $S = YT Y/n$ is the $p \times p$ covariance matrix. The next principal components $v_{k+1}$ are defined in sequence:

$$v_{k+1} = \arg \max_v v^T S v,$$  

subject to $\|v\| = 1$, $v_i^Tv_i = 0$, $1 \leq i \leq k$.

This definition implies that the first $K$ principal components are the first $K$ eigenvectors of $S$. Thus, we can use the singular value decomposition (SVD) to perform PCA. Let the SVD of $Y$ be

$$Y = U \Sigma V^T,$$  

where $U \in \mathbb{R}^{n \times p}$ and $V \in \mathbb{R}^{p \times p}$ are orthogonal matrices, $\Sigma \in \mathbb{R}^{p \times p}$ is a diagonal matrix with the diagonal elements $\sigma_i$ in descending order. By $XV = U \Sigma$, we see that $z_k = U \sigma_k v_k$.

PCA can also be interpreted as minimizing the reconstruction error. Given $Y$, we aim at finding a low-rank approximation of $Y \approx XW^T$ under the Frobenius norm:

$$\min ||Y - XW^T||_F^2,$$  

where $X \in \mathbb{R}^{m \times r}$ and $W \in \mathbb{R}^{p \times r}$. Eckart and Young [29] showed that truncated SVD has the optimality property:

$$||Y - Y_r||_F \leq ||Y - B||_F,$$  

where $Y_r = U_r \Sigma_r V_r^T$ is the truncated SVD of $Y$, and $B$ is any matrix of rank at most $r$. Thus, $Y_r$ is the best rank-$k$ approximation of $Y$ under the Frobenius norm. Then $X = U_r \Sigma_r$ is the PC scores, $W = V_r$ is the principal directions, and $XW^T = Y_r$.

2.2 Robust PCA

PCA is sensitive to outliers. RPCA has been proposed to improve it. Specifically, RPCA seeks to decompose the data matrix $Y$ into two parts:

$$Y = L + S,$$  

where $L$ is a low-rank matrix and $S$ is a sparse matrix. The gross errors will be captured by the sparse matrix $S$ and the low-rank matrix $L$ can still approximate $Y$ well. Mathematically, the objective function of RPCA can be written as:

$$\min_{L,S} \|L\|_* + \rho \|S\|_1 \quad \text{s.t.} \ L + S = Y,$$  

where $\|L\|_*$ is called the nuclear norm of $L$ which is the sum of the singular values of $L$. The nuclear norm is a convex relaxation of rank norm. $\|S\|_1$ encourages the sparsity of $S$. However, algorithms dealing with the nuclear norm usually involve computing SVD, which is very time consuming when the problem size is large. To avoid the SVD, one way is to factorize the low-rank matrix $L$ as a product of two low-rank matrices, i.e., $L = XW^T$, where $X \in \mathbb{R}^{m \times r}$, $W \in \mathbb{R}^{p \times r}$, and $r \ll \min(m,n)$. For example, Zhou and Tao [30] formulated a regularized RPCA as follows:

$$\min_{X,W,S} \|Y - (S + XW^T)\|_F^2 + \rho \|S\|_1$$  

with some low-rank constraints on $X$ and $W$. The Frobenius term indicates the goodness of approximation. The authors show that the problem can be solved efficiently by a block alternating minimization algorithm. Readers may refer to [31] for the recent advances about RPCA.
2.3 Graph Regularized Matrix Factorization

Graph regularized matrix factorization methods obtain the low-rank representation of the primitive data and somehow preserve the local geometry structure by graph regularizers. For example, Zheng et al. [12] proposed a graph regularized sparse coding method for image presentation:

$$\min_{X,W} \left\| Y - XW^T \right\|_F^2 + \eta \text{tr}(X^TLX) + \rho \|X\|_1, \tag{9}$$

where $\eta > 0$, $\rho > 0$. $X$ is the sparse low-dimensional representation of images. $L \in \mathbb{R}^{n \times n}$ is the Laplacian matrix of a graph. We can construct a binary graph matrix $G$ by the $k$-NN approach:

$$G_{ij} = \begin{cases} 1, & \text{if } x_j \text{ is a neighbor of } x_i \\ 0, & \text{otherwise.} \end{cases} \tag{10}$$

Given the degree matrix $D = \text{diag}(d_1, \cdots, d_n)$, where $d_i = \sum_{j=1}^n G_{ij}$, the Laplacian matrix is defined as $L = D - G$. Note that the graph regularizers can be written as

$$\text{tr}(X^TLX) = \frac{1}{2} \sum_{ij} (x_i - x_j)^2 G_{ij}. \tag{11}$$

Therefore, the graph regularizer $\text{tr}(X^TLX)$ encourages samples that are close in the original space to be neighbors in the sparse representation $X$. Moreover, Yankelevsky and Elad [32] proposed a low-rank representation method, which considers the geometry structure in both the feature and sample spaces:

$$\min_{X,W} \left\| Y - XW^T \right\|_F^2 + \eta_1 \text{tr}(X^TL_1X) + \eta_2 \text{tr}(W^TL_2W)$$

s.t. $\|x_i\|_0 \leq T \quad \forall i, \tag{12}$$

where $L_1$ and $L_2$ are the Laplacian matrices in both spaces, respectively. $T > 0$ controls the sparsity of $x_i$.

2.4 Probabilistic PCA and its variants

Tipping and Bishop [16] showed that PCA could be derived from a Gaussian latent variable (named as Probabilistic PCA, or PPCA). The generative model of PPCA is:

$$Y = XW^T + E, \tag{13}$$

where $X \in \mathbb{R}^{n \times r}$, $W \in \mathbb{R}^{p \times r}$ and $E_{ij} \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma^2)$. The negative log-likelihood is as follows:

$$\frac{1}{2\sigma^2} \left\| Y - XW^T \right\|_F^2 + np \log \sigma. \tag{14}$$

PPCA conventionally defines standard Gaussian $\mathcal{N}(0, I)$ prior on each column of $X$ and derive the maximum likelihood estimation (MLE) of $W$ and $\sigma$.

The goal of PPCA is not to give better results than PCA, but to permit a broad range of future extensions by facilitating various probabilistic techniques and introducing different assumptions of distribution. For example, Bishop [33] developed a variational formulation of Bayesian PCA, which can automatically determine the number of retained principal components; Zhao and Jiang [18] proposed tPPCA which assumes that data are sampled from multivariate Student-$t$ distribution; Wang et al. [19] formulated a probabilistic robust matrix factorization (RPMF) by introducing the Laplace distribution over $E$, which is more robust to outliers. Note that most of those methods assume that the underlying distribution of data are IID.

To allow the model to account for general types of noise, Zhao et al. [22] relaxed the IID assumption and introduced the mixture of Gaussian noise to model the complex noise. Cao et al. further extended the model to the mixture of exponential family noise [23]. Note that such noise is not identical but still independent. Inspired by the linear mixed model, Kalaitzis and Lawrence [24] proposed RCA to generalize PPCA by adding fixed effects onto Eq. (13), i.e.

$$Y = XW^T + ZV^T + E, \tag{15}$$

where $Z$ is a matrix of known covariates. The loading matrices $W$ and $V$ can be marginalized with the Gaussian isotropic priors

$$\ln p(Y) = \sum_{j=1}^n \ln \mathcal{N}(Y_j|0, XXT + \Sigma), \tag{16}$$

where $\Sigma = ZZ^T + \sigma^2 I$. $\Sigma$ can be interpreted as an offset of the covariance on the feature space. To utilize the covariances in both the sample and feature spaces, Allen et al [34] proposed a generalized PCA (GPCA)

$$\max_{v_k} \langle v_k^T \Sigma^{-1}Y, \Omega^{-1}Y \Sigma^{-1}v_k \rangle$$

s.t. $v_k^T \Sigma^{-1}v_k = 1$ and $v_k^T \Sigma^{-1}v_{k'} = 0 \quad \forall k' < k$, \tag{17}$$

where $\Omega^{-1}$ and $\Sigma^{-1}$ are predefined $n \times n$ and $p \times p$ positive semi-definite matrices based on prior knowledge, respectively. $\Omega^{-1}$ and $\Sigma^{-1}$ are the precision matrices in the sample and feature spaces respectively.

To handle the nonlinearity, some authors extended PPCA inspired by the kernel methods [35], [36], [37]. Moreover, Lawrence [27] introduced an alternative probabilistic interpretation of PPCA (named as dual PPCA, or DPPCA) and non-linear DPPCA through Gaussian processes. But those non-linear methods are often difficult to explain.

2.5 Gaussian Graphical Model

Gaussian graphical models (GGM) have been proposed to understand the statistical relationship between variables of interest in the form of a graph. Specifically, those models use multivariate Gaussian distribution to model the statistical relationship between variables. The precision matrix of the multivariate Gaussian reveals the conditional correlations between pairs of variables. How to estimate a large precision matrix is fundamental in modern multivariate analysis. Formally, suppose one has $n$ multivariate normal observations of dimension $p$ with covariance $\Sigma$. Let $\Theta = \Sigma^{-1}$ be the precision matrix, and $S$ be the empirical covariance matrix; then the problem is to maximize the log-likelihood:

$$\log \det \Theta - \text{tr} S \Theta. \tag{18}$$

To estimate a large precision matrix, the sparse assumption is made in literature, i.e., many entries in the precision matrix $\Theta$ are zeros. Thus, one can add the $L_1$-penalty onto the log-likelihood:

$$\log \det \Theta - \text{tr} S \Theta - \rho \|\Theta\|_1, \tag{19}$$
where $\Theta$ is positive definite, and $\rho > 0$ controls the sparsity of $\Theta$. This problem has been extensively studied [38], [39], [40], [41], [42], [43]. Readers may refer to [44] for a comprehensive review.

3 Matrix Normal PCA

3.1 Model Construction

Most probabilistic methods assume the underlying noise $E$ is IID. Though the IID assumption enjoys good theoretical properties, it is easily violated in real-world data. To model the underlying correlated noise (graphical noise), a naive approach is to assume that the noise follows a multivariate Gaussian distribution, i.e., $E \sim \mathcal{N}(\text{vec}(E), \Sigma)$. However, $E$ consists of $np$ variables, the corresponding covariance matrix $\Sigma$ is of size $np \times np$ which is too huge and thus infeasible.

Instead, we assume that the noise is correlated in both the sample and feature spaces. We use a matrix normal distribution to model the among-sample and among-feature covariance of noise simultaneously. Due to its close relationship with PCA, we name it as MN-PCA (Fig. 1). Specifically, MN-PCA follows the similar generative model as PPCA as follows:

$$Y = XW^T + E.$$  

(20)

But MN-PCA assumes $E \sim \mathcal{MN}_{n,p}(0, \Omega, \Sigma)$, where $\Omega_{n \times n}$ and $\Sigma_{n \times p}$ are among-row and among-column variance, respectively. Note that the matrix normal is related to the multivariate normal distribution in the following way:

$$E \sim \mathcal{MN}_{n,p}(M, \Omega, \Sigma),$$  

(21)

if and only if

$$\text{vec}(E) \sim \mathcal{N}_{np}(\text{vec}(M), \Omega \otimes \Sigma),$$  

(22)

where $\otimes$ denotes the Kronecker product. Therefore, the density function of $\mathcal{MN}_{n,p}(M, \Omega, \Sigma)$ has the form:

$$P(Y|M, \Omega, \Sigma) = \frac{\exp \left[-\frac{1}{2} \text{tr} \left( \Sigma^{-1} (Y - M)^T \Omega^{-1} (Y - M) \right) \right]}{(2\pi)^{\frac{np}{2}} |\Omega|^\frac{1}{2} |\Sigma|^\frac{1}{2}}.$$  

(23)

Accordingly, the negative log-likelihood of MN-PCA is

$$\mathcal{L} = \frac{1}{2} \text{tr} \left[ \Sigma^{-1} (Y - XW^T)^T \Omega^{-1} (Y - XW^T) \right] + \frac{p}{2} \log |\Omega| + \frac{n}{2} \log |\Sigma|.$$  

(24)

Now we successfully reduce the number of parameters of the covariance from $n^2p^2$ to $n^2 + p^2$, but it is still infeasible to minimize the negative log-likelihood in Eq. (24). That is because the number of free parameters in $\Omega$ and $\Sigma$ grows quadratically with $n$ and $p$, respectively. To address this issue, we impose sparse constraints on the precision matrices $\Omega^{-1}$ and $\Sigma^{-1}$ by introducing the $L_1$ regularization terms:

$$\mathcal{L} = \frac{1}{2} \text{tr} \left[ \Sigma^{-1} (Y - XW^T)^T \Omega^{-1} (Y - XW^T) \right] + \frac{p}{2} \log |\Omega| + \frac{n}{2} \log |\Sigma| + n\lambda_1 \|\Omega^{-1}\|_1 + p\lambda_2 \|\Sigma^{-1}\|_1,$$  

(25)

where $\lambda_1, \lambda_2$ control the sparsity of $\Omega^{-1}$ and $\Sigma^{-1}$, respectively. Note that $\Omega$ and $\Sigma$ are positive-definite. We can further rewrite Eq. (25) in the Frobenius norm:

$$\mathcal{L} = \frac{1}{2} \left\|\Omega^{-\frac{1}{2}}(Y - XW^T)\Sigma^{-\frac{1}{2}}\right\|_F^2 + \frac{n}{2} \log |\Omega| + \frac{p}{2} \log |\Sigma| + n\lambda_1 \|\Omega^{-1}\|_1 + p\lambda_2 \|\Sigma^{-1}\|_1.$$  

(26)

Let $\Omega$ and $\Sigma$ be identity matrix, then $\mathcal{L}$ reduces to

$$\mathcal{L} = \frac{1}{2} \left\|Y - XW^T\right\|_F^2.$$  

(27)

Therefore, minimizing the reconstruction error in the Frobenius norm is a special case under the matrix normal assumption. MN-PCA degenerates to the classical PCA when $\Omega$ and $\Sigma$ are identity matrices.

3.2 Model Interpretation

Intuitively, PCA can be interpreted as finding a linear manifold that minimizes the projection errors. Specifically, we rewrite the minimizing reconstruction errors form Eq. (4) of PCA as follows:

$$\min \sum_{i=1}^n (y_i - x_iW^T)(y_i - x_iW^T)^T,$$  

(28)

where the summation terms are the Euclidean distance between sample vectors and the reconstruction vectors.
However, computing Euclidean distance directly can be problematic.

For example, we want to measure the distance between a point \( x \) and a two-dimensional (2D) multivariate Gaussian \( \mathcal{N}(\mu, \Sigma) \). The Euclidean distance \( (x - \mu)^T (x - \mu) \) is a direct choice. As shown in Fig. 2(a), the Euclidean distance between the square and triangle points to the distribution centroid (cross mark) are equal. But the density of the multivariate Gaussian near the square point is smaller than that near the triangle point. Therefore, The square point to the center distance is intuitively farther than the triangle point. Mahalanobis distance is a proper measure for this situation:

\[
d(x, \mu) = (x - \mu)^T \Sigma^{-1} (x - \mu).
\] (29)

We transform the covariance of the multivariate Gaussian to the identity matrix by a linear transformation. Then the Mahalanobis distance is computed by the Euclidean distance in the transformed space. Fig. 2(b) shows that after the transformation, the square point is farther from the centroid in term of the Euclidean distance. MN-PCA can be regarded as minimizing the reconstruction errors over the generalized Mahalanobis distance. When the covariance in sample space is an identity matrix, i.e., \( \Omega = I \), the reconstruction error of MN-PCA can be written as:

\[
\min \sum_{i=1}^{n} (y_i - x_i W^T)^T \Sigma^{-1} (y_i - x_i W^T)^T.
\] (30)

Note that \( \Sigma \) is the covariance matrix in the feature space. Thus the terms in summation are exactly the Mahalanobis distance. When \( \Sigma \) is an identity matrix, it is also a Mahalanobis distance:

\[
\min \sum_{j=1}^{p} (y_j - X w_j^T) \Omega^{-1} (y_j - X w_j^T)^T.
\] (31)

Thus, we can regard MN-PCA as a minimization of the reconstruction error over the generalized Mahalanobis distance.

### 3.3 Maximum Regularized Likelihood

Here we present an alternatively iterative update procedure to seek the maximum regularized likelihood (MRL):

\[
\min \mathcal{L} = \frac{1}{2} tr \left[ \Sigma^{-1} (Y - XW^T)^T \Omega^{-1} (Y - XW^T) \right] + \frac{p}{2} \log |\Omega| + \frac{n}{2} \log |\Sigma| + n \lambda_1 \| \Omega^{-1} \|_1 + p \lambda_2 \| \Sigma^{-1} \|_1
\]

s.t. \( \Omega \in S^{n+}_+ \), \( \Sigma \in S^{p+}_+ \). (32)

where \( \Omega \in S^{n+}_+ \) denotes \( \Omega \) is a \( n \times n \) symmetric positive definite matrix. This is a matrix optimization problem involving four matrix variables \( X, W, \Omega \) and \( \Sigma \). We adopt a block coordinate descent strategy to minimize \( \mathcal{L} \).

#### Updating X and W: Retain the terms involving X and W

\[
\min \mathcal{L} = \frac{1}{2} \left\| \Omega^{-\frac{1}{2}} Y \Sigma^{-\frac{1}{2}} - \Omega^{-\frac{1}{2}} X W^T \Sigma^{-\frac{1}{2}} \right\|_F^2
\] (33)

Let \( Y' \) be \( \Omega^{-\frac{1}{2}} Y \Sigma^{-\frac{1}{2}} \). By Eckart and Young’s theorem, the best rank-k approximation of \( Y' \) in the Frobenius norm is the truncated k SVD of \( Y' \), i.e. \( Y'_k = U_k \Sigma_k V_k^T \). Let

\[
X = \Omega^\frac{1}{2} U_k \Sigma_k, \quad W = \Sigma^\frac{1}{2} V_k.
\] (34)

Then \( \Omega^{-\frac{1}{2}} X W^T \Sigma^{-\frac{1}{2}} = Y'_k \) and the objective function is minimized. Thus we obtain the closed-form solution of \( X \) and \( W \) for Eq. (33). However, computing \( \Omega^{-\frac{1}{2}} \) and \( \Sigma^{-\frac{1}{2}} \) is often computationally expensive in practice. Instead, we employ an alternative least square approach (ALS) to update \( X \) and \( W \):

\[
X = Y \Sigma^{-1} W (W^T \Sigma^{-1} W + \epsilon I)^{-1}
\]

\[
W = Y^T \Omega^{-1} X (X^T \Omega^{-1} X + \epsilon I)^{-1},
\] (35)

where \( \epsilon \) is a small positive constant to protect the inverse of matrices from singular.

#### Updating \( \Omega \) and \( \Sigma \): A straightforward approach is to optimize \( \Omega \) and \( \Sigma \) iteratively as follows:

\[
\begin{aligned}
\hat{\Omega} &= \arg \min_{\Omega} \text{tr} (\Omega^{-1} S_1) + \log |\Omega| + \lambda_1 \| \Omega^{-1} \|_1 \\
\hat{\Sigma} &= \arg \min_{\Sigma} \text{tr}(\Sigma^{-1} S_2) + \log |\Sigma| + \lambda_2 \| \Sigma^{-1} \|_1
\end{aligned}
\] (37)

where

\[
S_1 = \frac{1}{n} (Y - X W^T)^T \Sigma^{-1} (Y - X W^T)^T
\]

(38)

\[
S_2 = \frac{1}{p} (X W^T)^T \Omega^{-1} (X W^T)
\]

(39)

We can regard \( S_1 \) and \( S_2 \) as the empirical covariances, and both problems in Eq. (37) are \( L_1 \) regularized precision matrix estimation, for which efficient optimization has been intensively studied (section 2.5). We adopt a fast and stable algorithm QUIC [41] for it as a basic solver:

\[
\begin{aligned}
\hat{\Omega} &= \text{QUIC}(S_1, \lambda_1) \\
\hat{\Sigma} &= \text{QUIC}(S_2, \lambda_2)
\end{aligned}
\] (40)

The inference scheme is summarized in Algorithm 1. Given any invertible matrix \( P \), \( XPP^{-1}W^T \) equals \( XW^T \). Therefore, \( X \) and \( W \) are not identifiable. To obtain a unique low-rank representation, we use GPCA [34] to post-process \( X \) and \( W \). GPCA uses a generalized power method to obtain the columns of \( U \) and \( V \) sequentially. We note that Eq. (17) converges to the unique global solution when \( \Omega^{-1} \) and \( \Sigma^{-1} \) are both positive-definite.
Algorithm 1 Maximum Regularized Likelihood

Input: data matrices \( Y \), rank \( k \)
Output: \( X, W, \Omega \) and \( \Sigma \)
1: Truncated k SVD of \( Y = U_k \Sigma_k V_k \)
2: Initialize \( X = U_k \) and \( Y = \Sigma_k V_k \), \( A = I, \Sigma = I \)
3: repeat
4: update \( \Omega \)
5: update \( \Sigma \)
6: repeat
7: update \( X \)
8: update \( W \)
9: until convergence
10: until Change of objective function value is small

3.4 Minimizing Wasserstein Distance

Though MRL is well-understood and relatively easy to implement, we still need to point out the following challenges. First, there are still too many parameters in the precision matrices, and the matrix decomposition procedure may collapse as it estimates two precision matrices \( \Omega^{-1} \) and \( \Sigma^{-1} \) simultaneously. Second, the quadratic operator results in a block-concave problem with many local optima (strongly sensitive to initial starting solutions). Third, the regularized log-likelihood function has many local maxima, especially when the number of parameters is large. The first two challenges are the intrinsic problems produced by the way to model the data. In the following, we aim to solve the third challenge by minimizing the discrepancy between the white matrix normal distribution and that of the residue instead of maximizing the likelihood function.

First, recall the original model:

\[
Y \sim MN_{n,p}(M, \Omega, \Sigma),
\]

if and only if

\[
QYR \sim MN_{n,p}(QM R, I, I),
\]

where \( Q \) and \( R \) are both square, \( Q^T Q = \Omega^{-1}, R^T R = B^{-1} \) and \( M = XW^T \). It implies that the true factorization of \( \Omega^{-1} \) and \( \Sigma^{-1} \) transform the residue matrix to IID gaussian noise. Then we transform the objective function by defining a divergence \( D(\cdot): \)

\[
\min_{Q,R} D(Q(Y - M)R) \mid MN_{n,p}(0_{n \times p}, I_n, I_p)).
\]

The choice of divergence is worthy of serious consideration. Note that our idea coincides with generative adversarial networks (GAN) [45]. GAN and its variants aim at minimizing the discrepancy between the true distribution and the generated distribution through a minimax game. The loss function (i.e., the divergence) to measure the discrepancy determines the quality of the generated samples. It plays an even more critical role in the GAN procedure than the structure of the neural networks of generator and discriminator. It is noticeable, however, that the target distribution of our model is the white multi-variate normal distribution, which is not as complicated as that of GAN.

The method here is expected to be more accurate and stable.

The Kullback-Leibler (KL) divergence and its generalized version \( f \)-divergence may be the most commonly used ones. But they suffer from severe inaccuracy and instability due to their bad math property. When the two distributions disjoint, the gradients vanish. The maximum mean discrepancy (MMD) performs well for matching high-dimensional standard normal distribution [46] and doesn’t need a discriminator to enhance the stability. Note that in practice, we still need to sample from the normal distribution. And estimating MMD requires the size of samples is roughly proportional to the dimensionality of the input space. This lead to huge computation when the dimensionality is extremely high [47]. Besides, the effect of MMD depends on the kernel we choose. We cannot expect a kernel that abstracts all the characters of a distribution.

Instead of the KL and MMD divergences, we adopt the Wasserstein metric to measure the distance between two distributions. The Wasserstein metric is a true distance and has finer topology, which leads to effective gradients during optimization. However, computing the Wasserstein distance involves solving an optimal transportation problem, which is nontrivial. Its objective function can be written as:

\[
\inf_{\pi \in \Pi(P_x, P_y)} \mathbb{E}(x - y)^2
\]

where \( \Pi(P_x, P_y) \) denotes the set of all joint distributions \( \pi(x, y) \), whose marginals are respectively \( P_x \) and \( P_y \). However, the infinitum is highly intractable. Luckily, the Kantorovich-Rubinstein duality [48] holds when \( p = 1 \):

\[
W_1(P_x, P_y) = \sup_{\|f\|_{L^1} \leq 1} \mathbb{E}_{x \sim P_x}[f(x)] - \mathbb{E}_{y \sim P_y}[f(y)]
\]

which leads to a problem of approximating the optimal potential function \( f \).

In practice, the neural network is often used to approximate the best \( f \). It is easier to impose the 1-Lipschitz restriction on the function \( f \) with two main approaches: (1) clip the parameters of \( f \) to make it \( K \)-Lipschitz for some constant \( K \) [49]; (2) add a penalty term to enforce the gradient of \( f \) to be no more than 1 [50]. Based on these approaches, the Wasserstein-GAN works well and generates high-quality pictures. However, we still cannot avoid the instability of GAN. Luckily, as the target distribution is the normal distribution, we have a direct solution to approximate the Wasserstein distance. Given the two normal distributions \( x = N(m_1, \Sigma_1) \) and \( y = N(m_2, \Sigma_2) \) with the means \( m_{1,2} \in R^p \) and the covariance \( C_{1,2} \in R^{p \times p} \), their squared Wasserstein distance is defined as [51]:

\[
W^2(x, y) = \|m_1 - m_2\|^2 + \text{tr}(\Sigma_1 + \Sigma_2 - 2(\Sigma_1^{\frac{1}{2}} \Sigma_2^{\frac{1}{2}}))
\]

We use \( E \) to denote the current residue, i.e. \( E = Y - M, \tilde{E} \) to denote \( QER, \sigma^2 \) to denote the variance of noise. To pursue sparsity, we introduce the \( l_1 \) regularization as before. Note that the expectation of mean of \( E \) is zero, so we omit the computation of mean for both the norm and covariance in Eq. [46]. When we update \( Q \), the estimation of covariance among rows should be:

\[
\Sigma = \frac{1}{p} \tilde{E} \tilde{E}^T,
\]

then the objective function turns to:

\[
\min_{Q} \text{tr}(\Sigma - 2\sigma\Sigma^{\frac{1}{2}}) + \lambda_1 \|Q^T Q\|_1
\]

---
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The formula can be simpler since
\[ \text{tr}(\Sigma) = \frac{1}{p} \text{tr}(\hat{E} \hat{E}^T) = \frac{1}{p} \frac{1}{p} \| \hat{E} \hat{E}^T \|_2^2 \]  \hspace{1cm} (49)
and
\[ \text{tr}(\Sigma^\frac{1}{2}) = \frac{1}{\sqrt{p}} \text{tr}(\hat{E} \hat{E}^T)^\frac{1}{2} = \frac{1}{\sqrt{p}} \| \hat{E} \|_\ast. \]  \hspace{1cm} (50)

Hence, the objective function to update Q takes the form:
\[ \min_{Q} \frac{1}{p} \| QER \|_2^2 - \frac{2\sigma}{\sqrt{p}} \| QER \|_\ast + \lambda_1 \| Q^T Q \|_1 \]  \hspace{1cm} (51)

Similarly, the objective function for R is:
\[ \min_{R} \frac{1}{n} \| QER \|_2^2 - \frac{2\sigma}{\sqrt{n}} \| QER \|_\ast + \lambda_2 \| R^T R \|_1. \]  \hspace{1cm} (52)

Notice that the ratio of coefficients of \( \| QER \|_2^2 \) and \( \| QER \|_\ast \) in the two objective functions Eq. (51) and Eq. (52) is different. When \( n \neq p \), this can result in non-convergence. To address this issue, we balance the two functions by optimize:
\[ \min_{Q,R} \frac{1}{n \sqrt{p}} \| QER \|_2^2 - \frac{2\sigma}{\sqrt{np}} \| QER \|_\ast + \lambda_1 \| Q^T Q \|_1 + \lambda_2 \| R^T R \|_1, \]  \hspace{1cm} (53)

Not that if
\[ Q^*, R^* = \arg \min_{Q,R} \frac{1}{n \sqrt{p}} \| QER \|_2^2 - \frac{2\sigma}{\sqrt{np}} \| QER \|_\ast, \]  \hspace{1cm} (54)
then
\[ \sqrt{\sigma} Q^*, \sqrt{\sigma} R^* = \arg \min_{Q,R} \frac{1}{n \sqrt{p}} \| QER \|_2^2 - \frac{2\sigma}{\sqrt{np}} \| QER \|_\ast. \]  \hspace{1cm} (55)

Thus, there is no need to adjust the parameter \( \sigma \). In the experiments, we find that the optimizing process converges faster with smaller \( \sigma \). To keep the balance between Q and R, we normalize Q after each iteration, i.e., the average eigenvalues of Q and R are equal. Besides, the first term of the relaxed objective function (Eq. (53)) is quadratic to Q and R, which can be solved efficiently. We implement the algorithm by using a gradient descent based optimization method in PyTorch.

Note that during the optimization, the distributions of columns and rows of residue are supposed to be multi-variate normal rather than matrix normal in the original model. We have two explanations to argue in favor of it. First, since PCA assumes the distribution of noise follows IID Gaussian, the residue of each iteration should be mild, at least not sparse. Therefore, the first two order of moments can capture the real distribution. Second, we optimize the function through iterations. Though the approximation may not be accurate enough in the first few iterations, it has the ability of self-adaption and produces a good result.

### 3.5 Computational Complexity

Here we briefly discuss the computational complexity of maximum the regularized likelihood. At each iteration of updating X, the computational cost arises in matrix multiplication and inverse, which is \( O(np^2 + r^3) \). Similarly, the computational cost for updating X is \( O(n^2 p + r^3) \).

Solving \( \Omega^{-1} \) and \( \Sigma^{-1} \) is much more computationally expensive. The dominant computational cost of QUIC is using the Cholesky decomposition at each iteration for the linear search of the step size to ensure the precision matrix is positive-definiteness. The time complexity of the Cholesky decomposition is \( \mathcal{O}(n^3) \) for updating \( \Omega^{-1} \) (\( \mathcal{O}(p^3) \) for updating \( \Sigma^{-1} \)). Therefore, updating \( \Omega^{-1} \) and \( \Sigma^{-1} \) can be very time-consuming. To address this problem, QUIC decomposes the precision matrix into smaller blocks with connected components and then runs the Cholesky decomposition for each block. For example, if \( \Omega^{-1} \) consists of \( C \) connected components of size \( n_1, \ldots, n_C \) with \( n_1 + \ldots + n_C = n \). Then the time complexity of the Cholesky decomposition is reduced to \( \mathcal{O}(\max(n_1, \ldots, n_C)) \). The connected components of \( \Omega^{-1} \) can be detected in \( \mathcal{O}(\| \Omega^{-1} \|_0) \), which is very efficient when \( \Omega^{-1} \) is sparse (the situation of \( \Sigma^{-1} \) is the same). Empirically, the computational cost is affordable with sufficient large \( \lambda_1 \) and \( \lambda_2 \) when \( \max(n, p) < 10^3 \).

#### 3.6 Tuning Parameters Selection

Given the desired dimension \( r \), we should select the tuning parameters \( \lambda_1 \) and \( \lambda_2 \) to balance the trade-off of the log-likelihood value and the sparseness of the inferred precision matrices. While carrying a 2D grid search of \( \lambda_1 \) and \( \lambda_2 \) is computational expensive, we select \( \lambda_1 \) and \( \lambda_2 \) separately. Specifically, we use the Bayesian Information Criterion (BIC) to select appropriate \( \lambda_1 \). The BIC for the \( L_1 \)-regularized precision matrix for a fixed value of \( \lambda_1 \) is given in \( [38] \):
\[ \text{BIC}(\lambda_1) = -\log |\Omega^{-1}(\lambda_1)| + \text{tr}(S_1 \Omega^{-1}(\lambda_1)) + t_1 \frac{\log p}{p}, \]  \hspace{1cm} (56)
where \( \Omega^{-1}(\lambda_1) \) is inferred by Eq. (40). \( X \) and \( W \) are given by truncated \( r \) SVD and \( \Sigma^{-1} = I \). \( t_1 \) is the number of non-zero entries in the upper diagonal portion of \( \Omega^{-1}(\lambda_1) \).

To obtain a grid of values of \( \lambda_1 \), we use the heuristic approach proposed in \( [52] \). The largest value of the candidate \( \lambda_1 \) depends on the value of the empirical covariance
\[ \lambda_{\max} = \max (\max(S_1 - I)_{ij} - \min(S_1 - I)_{ij})_{ij}. \]  \hspace{1cm} (57)
We set \( \lambda_{\min} = 0.1 \lambda_{\max} \) and the candidate tuning parameters are ten values logarithmically spaced between \( \lambda_{\min} \) and \( \lambda_{\max} \). The value of \( \lambda_1 \) minimizing the BIC is chosen as the final tuning parameter. We use the same procedure to choose \( \lambda_2 \). There is lack of appropriate criterion to choose \( t_1 \) parameter for MN-PCA-w2. We empirically set \( \lambda_1 = \lambda_2 = 0.05 \) in all the experiments.

### 4 Experimental Results

In this section, we demonstrate the effectiveness of the proposed methods on both synthetic data and real-world data.
We first compare MN-PCA and PCA on both small-scale and large-scale synthetic data sets and then apply MN-PCA to non-linear synthetic data. We further conduct extensive experiments on various real-world data. All experiments are performed on a desktop computer with a 2GHz Intel Xeon E5-2683v3 CPU, a GTX 1080 GPU card and 16GB memory.

4.1 Synthetic Experiments

4.1.1 Small-Scale Synthetic Data

We construct the toy data with \( Y = M + E \), where \( Y \in \mathbb{R}^{n \times p} \) is the observed data matrix, \( M \) is the low-rank signal and \( E \) is the matrix normal noise. Each row of \( M \) are drawn from \( r \) different centroids which are row vectors of length \( p \). We then add the matrix normal noise \( E \sim \mathcal{MN}(0, \Omega, \Sigma) \) to \( M \). As we assume the precision matrices \( \Omega^{-1} \) and \( \Sigma^{-1} \) are sparse, we generate a symmetric definite sparse matrix \( \Omega^{-1} \) with sparsity parameter \( c_1 \) and condition number \( c_1 \). Similarly, we generate \( \Sigma^{-1} \) with parameters \( c_2 \) and \( c_2 \). We always set \( c_1 = c_2 = c, c_1 = \alpha_1 = \alpha_2 = \alpha \) for simplicity in the following experiments. Note that \( c = 1 \) and \( \alpha = 0 \) correspond to the IID situation.

We generate data with \( n = 300, p = 200, r = 2 \), \( \alpha = 10^{-2} \). \( M \) consists of 300 samples drawn evenly from three different centroids. Specifically, the first and last 20 entries of centroid 1 equal one; the first and last 20 entries of centroid 2 equal minus one; the first 20 entries of centroid 3 equal one and the last 20 entries equal minus one. To investigate the effects of the graphical noise, we vary the condition number \( c \) form 8 to 224. We generate 10 synthetic data for each parameter combination. The \( l_1 \) penalty parameters \( \lambda_1, \lambda_2 \) of maximum the likelihood are selected by the aforementioned procedure.

We investigate the effect of graphical noise on the performance of PCA and the proposed methods measured in terms of low-rank matrix recovery (Table 1). Specifically, let the estimated low-rank matrix be \( \hat{M} \), and the true low-rank matrix be \( M^* \). We calculate the root mean square root (RMSE) by \( \left\| \hat{M} - M^* \right\|_F / \sqrt{np} \) and peak signal to noise ratio (PSNR), respectively. We also apply K-means clustering to the projected data and compute the normalized mutual information (NMI) to evaluate the low-rank recovery implicitly. Both proposed methods outperform PCA in terms of all computed metrics. PCA works well when \( c = 8 \) because the distribution of the noise is close to IID normal distribution when \( c \) is small. The performance of the three methods decreases as the condition numbers increase. The maximum likelihood method becomes unstable along with the increase of the condition numbers. On the other hand, MN-PCA-w2 is more robust and outperforms MN-PCA when the condition number is sufficiently large.

We compare the performance of the proposed methods with QUIC in terms of the precision matrices estimation (Table 2). To facilitate the comparison, we apply QUIC to among-row and among-column covariance, respectively. Since there are many small values in the true precision matrices, we only treat the top 150 non-diagonal entries as non-zero values (by absolute value). We summarize the performance in terms of true positive rate, true negative rate, and predictive positive value, defined as follows:

\[
\text{TPR} = \frac{\#\{\hat{\Omega}_{ij} \neq 0 \& \Omega_{ij} = 0\} + \#\{\hat{\Omega}_{ij} = 0 \& \Omega_{ij} = 0\}}{\#\{\hat{\Omega}_{ij} = 0\}},
\]

\[
\text{TNR} = \frac{\#\{\hat{\Omega}_{ij} = 0 \& \Omega_{ij} = 0\}}{\#\{\hat{\Omega}_{ij} = 0\}},
\]

\[
\text{PPV} = \frac{\#\{\hat{\Omega}_{ij} \neq 0 \& \Omega_{ij} = 0\}}{\#\{\hat{\Omega}_{ij} = 0\}}.
\]

Numerical results from Table 2 reveal some interesting conclusions. 1) MN-PCA outperforms QUIC and MN-PCA-w2. 2) The TPR of all methods is relatively low. It is difficult to recover all non-zero entries in the true precision matrices of the noise as there may exist many small values. 3) The TNR of all methods is close to one. The BIC criterion is prone to choose sparser models, as discussed in [42], [52]. 4) It is not surprising that QUIC has lower TPR due to the existence of the low-rank matrix. But the TPR of QUIC increases along with the increase of the condition numbers. It is easier for QUIC to find true interactions when the effect of the matrix normal noise is stronger. 5) On the other hand, the TPR of the proposed methods increases first and then decreases with the condition numbers increase. When the effect of the matrix normal noise is small, it is difficult to capture the structure of the precision matrices. However, if the effect of the noise is too strong, the estimated low-rank matrix may mislead us in the inference of the precision matrices. 6) The PPV of MN-PCA is significantly higher than that of QUIC. Therefore, the FDR (1 − PPV) of the proposed methods is acceptable when the condition number is mild. MN-PCA may help scientists to discover the underlying statistical correlations in the noise, which are ignored by PCA and most of its variants.

We illustrate the difference between MN-PCA and PCA on data generated with mild and large \( c \), respectively (Fig. 3). We can see that both MN-PCA and MN-PCA-w2 have clear clusters when the condition number is mild (\( c = 32 \)). The bottom row shows that when the condition number is large (\( c = 224 \)), PCA has inferior performance. The projection of MN-PCA is more dispersed than that of MN-PCA-w2, suggesting that minimizing the Wasserstein distance is more accurate when the condition number is large.

4.1.2 Large-Scale Synthetic Data

To investigate the performance of the proposed methods on large-scale data, we construct a set of synthetic data with \( n = 800 \), \( r = 2 \), \( c = 196, \alpha_1 = 10^{-2}, \alpha_2 = 10^{-3} \) and vary \( p \) from 2000 to 6000. The first 10% features of centroid 1 equal one; the last 10% features of centroid 2 equal one; the first 10% features of centroid 3 equal one and the last 10% features equal minus one. The results are the average of 5 runs.

We also show the performance of low-rank recovery on the large-scale synthetic data (Table 3). We first compare MN-PCA and PCA on both small-scale and large-scale synthetic data sets and then apply MN-PCA to non-linear synthetic data. We further conduct extensive experiments on various real-world data. All experiments are performed on a desktop computer with a 2GHz Intel Xeon E5-2683v3 CPU, a GTX 1080 GPU card and 16GB memory.

We illustrate the difference between MN-PCA and PCA on data generated with mild and large \( c \), respectively (Fig. 3). We can see that both MN-PCA and MN-PCA-w2 have clear clusters when the condition number is mild (\( c = 32 \)). The bottom row shows that when the condition number is large (\( c = 224 \)), PCA has inferior performance. The projection of MN-PCA is more dispersed than that of MN-PCA-w2, suggesting that minimizing the Wasserstein distance is more accurate when the condition number is large.
We further investigate the relationship between PCA and other methods such as isomap [53], LLE [54] and SDE [55]. For comparison, GPCA is the most compelling approach [34].

4.2 Real-World Experiments

In this section, we show the effectiveness of MN-PCA and compare it with PCA as well as three other competing methods on various real-world data. Kernel PCA is an extension of PCA, and it adopts the kernel idea to handle nonlinear data. However, how to choose an appropriate kernel for the given data is still unknown. Therefore, we apply three different kernels (i.e., linear, Gaussian, and polynomial) with recommended parameters to the data. ICA has been well studied and extensively used in signal processing. We use an efficient and popular algorithm FastICA proposed by [56] for comparison.
### Table 3

Performance of low-rank recovery on Large Synthetic Datasets

|         | PSNR       | RMSE       | NMI       |
|---------|------------|------------|-----------|
|         | PCA        | MN-PCA     | MN-PCA-w2 | PCA        | MN-PCA     | MN-PCA-w2 | PCA        | MN-PCA     | MN-PCA-w2 |
| $p = 2000$ | 4.53(0.50) | 20.06(1.19) | 20.99(0.17) | 0.59(0.03) | 0.10(0.01) | 0.09(0.00) | 4.32(7.86) | 98.80(1.18) | 96.70(2.17) |
| $p = 3000$ | 4.79(0.46) | 7.49(0.65)  | 20.59(0.23) | 0.58(0.03) | 0.42(0.03) | 0.09(0.00) | 4.88(7.34) | 85.13(9.73) | 96.78(1.80) |
| $p = 4000$ | 4.10(0.51) | 12.51(5.74) | 14.96(0.97) | 0.62(0.04) | 0.28(0.17) | 0.18(0.02) | 0.83(0.09) | 90.75(11.66) | 73.47(7.52) |
| $p = 5000$ | 4.47(2.25) | 7.76(0.38)  | 10.87(0.22) | 0.68(0.02) | 0.41(0.02) | 0.29(0.01) | 1.42(0.44) | 82.98(11.91) | 47.62(1.57) |
| $p = 6000$ | 3.71(0.66) | 5.60(2.30)  | 10.69(0.20) | 0.65(0.05) | 0.54(0.14) | 0.29(0.01) | 1.57(0.53) | 59.43(32.38) | 44.40(1.65) |

Fig. 3. Illustration of PCA, MN-PCA and MN-PCA-w2 on small synthetic data. Top: $c = 32$. Bottom: $c = 224$.

Fig. 4. Running time of MN-PCA and MN-PCA-w2 on synthetic data of $n = 1000$, $c = 192$. Left: time versus data size. Right: time versus logarithm of $l_1$ regularization parameter $\lambda_2$ with $p = 2000$.

However, it requires the precision matrix $\Omega^{-1}$ and $\Sigma^{-1}$ to be predefined. Two empirical ways have been suggested to set it: 1) the inverse smoothing matrix, which is computed by the Laplacian matrix $L$; 2) the standard exponential smoothing matrix $S$, which is based on the distance matrix. Finally, there are four different settings for GPCA, denoted as LL, LS, SL, and SS, respectively.

The statistics of the 14 datasets used for evaluation are summarized in Table 4. More details are described in the Supplementary Materials.

| Datasets       | # Samples(n) | # Features(p) | # Classes |
|----------------|--------------|---------------|-----------|
| balance-scale  | 625          | 4             | 3         |
| german         | 1000         | 20            | 2         |
| glass          | 214          | 9             | 6         |
| heart-statlog  | 270          | 13            | 2         |
| ioni           | 351          | 34            | 2         |
| sonar          | 208          | 60            | 2         |
| tae            | 151          | 5             | 3         |
| vehicle        | 846          | 18            | 4         |
| wine           | 178          | 13            | 3         |
| wisc           | 699          | 9             | 2         |
| zoo            | 101          | 16            | 7         |
| METABRIC       | 1975         | 1000          | 5         |
| gse29505       | 290          | 384           | 2         |
| 3sources       | 352          | 700           | 6         |

The MN-PCA, as well as other compared methods, requires an approximation of the rank of the data matrix. We adopt the bi-cross validation method, which is proposed by \cite{57} and is also used in \cite{58}. Specifically, we first approximate the data matrix by the truncated SVD $\tilde{Y}_k$ where $\tilde{Y}_k = \sum_{j=1}^{k} \tilde{d}_j \tilde{u}_j \tilde{v}_j^T$. The the proportion of variance explained is defined as $R_{k} = \sum_{j=1}^{k} \tilde{d}_j^2 / \sum_{j=1}^{k} \tilde{d}_j^2$. Note that
$R_i$ is between 0 and 1 and grows with $i$. We assume that the redundant components should not contribute much to the total variance. The final rank estimation is the smallest integer $r$ which satisfies $R_r > \tau$ where $\tau > 0$ is the thresholding proportion value (e.g. 0.8) and $1 \leq r \leq k$.

In the following experiments, we set $k = 10$ and $\tau = 0.8$ to choose the rank for dimension reduction. If the number of features are smaller than 15, we simply set $r = 2$. Then we use a Least-squares SVM (LSSVM) [59] with a Gaussian kernel as a benchmark classifier to evaluate the quality of the low-rank presentation. To facilitate a fair comparison, we choose the hyperparameter of LSSVM by 5-fold cross validation. The accuracy is the average of 10 runs.

We demonstrate the experimental performance of these methods on the 14 real-world datasets (Table 5). We could clearly find the following observations. 1) Our methods have competitive or superior performance compared with PCA in most cases, suggesting that MN-PCA could obtain more informative representation in some real applications. 2) The performance of GPCA is poorer than MN-PCA in general. Although GPCA with the predefined precision matrices was considered to work well on the brain MRI data, it needs to choose appropriate precision matrices in advance, which is not suitable for general data. 3) The performance of GPLVM is similar to PCA. 4) The performance of KPCA with different kernels are very different. 5) Both KPCA and GPLVM adopt the kernel trick to handle the nonlinear data, but it is challenging to choose an appropriate kernel for a given data. 6) ICA sometimes produces inferior performance. A possible reason is that the non-Gaussian assumption of ICA is too restrictive.

### 4.3 The Estimated Precision Matrix is Informative

We have shown the effectiveness of MN-PCA in terms of dimension reduction and low-rank representation. Furthermore, numerical results show that the estimated precision matrices reveal some inspiring patterns in the noise. For example, we take the METABRIC data as an illustrating example. It contains a large cohort of around 2000 breast cancer patients with detailed clinical measurements and genome-wide molecular profiles. How to use the gene expression profile to classify invasive breast cancer into biologically and clinically distinct subtypes has been intensively studied. Here, we use the famous PAM50 subtypes as the reference [60] to evaluate the low-rank representation and graphical noise structure. We select the top 1000 genes by coefficients of variation and focus on the precision matrix in the sample space. The estimated rank $r = 5$. There are 5504 edges in the estimated precision matrix (Fig 6). It demonstrates that the interactions within subtypes tend to be denser than between subtypes, and biologically relevant subtypes have more interactions. For example, LumA and LumB have more interactions. Normal-like subtypes have many interactions with the other subtypes.

The next example is about 3Sources data, which is collected from three well-known online news sources, including BBC, Reuters, and The Guardian. Here we use the documents collected from the BBC as an example. The document term matrix is of size $352 \times 3560$. We remove the terms that appear less than 20 times in documents. There are 700 terms left. We focus on the estimated precision matrix in the feature space, which reveals the relationship of terms in the documents. The estimated rank $r = 7$, and there are 651 edges. We note that the semantically related terms tend to have interactions. For example, the top 5 term (chosen by absolute values) pairs are “premier/league”, “study/research”, “executive/chief”, “minister/prime”, “journal/study”, respectively. Those term pairs frequently appear in the same documents.

### 5 Discussion and Conclusion

In this paper, we propose MN-PCA to model the graphical noise in both the feature and sample spaces. MN-PCA can
To be regarded as the minimization of the reconstruction error over the generalized Mahalanobis distance. Thus, PCA is a special case of it with the noise of identity covariance matrices. We develop two algorithms for inference: 1) Maximizing the regularized likelihood, which turns to be an iterative method. This algorithm works well on the synthetic data when the effect of the matrix normal noise is mild and can handle relatively large data. But it is not robust when the condition numbers get larger. To address this challenge, we propose 2) MN-PCA-w2, which aims at minimizing the Wasserstein distance between the distribution of the transformed residue and the distribution of white noise. The second algorithm is inspired by GAN and more robust when the effect of the matrix normal noise is large. However, it is inefficient for large datasets. We extensively compared the two algorithms on synthetic data. The experimental results on synthetic datasets also show that considering the structural noise brings an improvement in clustering performance and encourages to find better low-rank representation. The experimental results on real-world datasets show that the proposed methods are competitive or superior to the compared methods. It suggests the effectiveness of our methods. Moreover, the inferred precision matrices are also informative and may help us understand the underlying structure of the noise.

There are several questions that remain to be investigated. First, the inference of MN-PCA-w2 is inefficient for large data. The objective function involving the square root of the precision matrix makes it challenging to solve. As MN-PCA-w2 shows promising results on synthetic data, it is worth studying how to develop a more efficient and robust algorithm. Second, our proposed methods are not guaranteed to provide a better low-rank representation for clustering and classification. As we demonstrate in the real-world experiments, the estimated precision matrices are also informative. If the inferred structure of the noise captures the information related to clustering and classification, the performance of the low-rank representation possibly decreases. One crucial problem is that what is the noise, and what is the signal? Conventional methods such as PCA assume the noise is white noise, which is seldom satisfied.

In this paper, we model the graphical noise by matrix normal distribution. Although it is difficult to determine what information is captured in the estimated noise without external knowledge, our methods provide an approach for data exploration for users to obtain the low-rank representation and discover the underlying structure of the noise simultaneously.
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