Maximal $m$-distance sets containing the representation of the Johnson graph $J(n, m)$
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Abstract. We classify the maximal $m$-distance sets in $\mathbb{R}^{n-1}$ which contain the representation of the Johnson graph $J(n, m)$ for $m = 2, 3$. Furthermore, we determine the necessary and sufficient condition for $n$ and $m$ such that the representation of the Johnson graph $J(n, m)$ is not maximal as an $m$-distance set.

Also, we classify the maximal two-distance sets in $\mathbb{R}^{n-1}$ which contain the representation of $J(n-1, 2)$.
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Introduction

The purpose of our study is to find an ‘interesting finite subset’ of the Euclidean space. $s$-distance sets, where $s$ is the number of distances between distinct vectors, sometimes provide such an interesting subset. In particular, many interesting examples exist of the maximum $s$-distance sets, those having the largest cardinality of $s$-distance sets, including the regular pentagon and heptagon in $\mathbb{R}^2$, and the regular octahedron and icosahedron in $\mathbb{R}^3$.

However, determining the maximum $s$-distance sets is not easy in general. For $s$-distance sets in $\mathbb{R}^2$, we have a classification on at most five-distance sets (by Kelly[5], Erdős-Fishburn[4] and Shinohara[8]). For $\mathbb{R}^3$, we have a classification on at most three-distance sets (by Croft[2], Einhorn-Schoenberg[3] and Shinohara[9], [10]).

On the other hand, for the maximum two-distance sets, we have the following table:

| dimension | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-----------|---|---|---|---|---|---|---|---|
| max. card. | 3 | 5 | 6 | 10 | 16 | 27 | 29 | 45 |
| # of sets | 1 | 1 | 6 | 1 | 1 | 1 | 1 | $\geq$ 1 |

For the dimensions $4 \leq n \leq 6$, Seidel[7] conjectured the values above. In 1997, Lisoněk[9] proved the maximum cardinalities of two-distance sets in $\mathbb{R}^n$ for $4 \leq n \leq 8$. Furthermore, he found examples for $n = 7, 8$, and proved the uniqueness of the maximum two-distance set for $4 \leq n \leq 7$.

Here, for positive integers $n$ and $m$, the Johnson graph $J(n, m)$ has vertex set $V(n, m)$ and edge set $E(n, m)$ as follows:

$$V(n, m) := \{\{i_1, \ldots, i_m\} : 1 \leq i_1 < \cdots < i_m \leq n\},$$

$$E(n, m) := \{(v_i, v_j) : |v_i \cap v_j| = m, v_i, v_j \in V(n, m)\}.$$
We note that the two-distance sets in $\mathbb{R}^n$ for $n = 7, 8$ contain the representations of the Johnson graphs $J(7, 2)$ and $J(9, 2)$, respectively. Both of these sets are maximal two-distance sets which contain the representations of the corresponding Johnson graphs in the each Euclidean space $\mathbb{R}^n$. Here, an $s$-distance set is said to be maximal if no other $s$-distance set contains it in the given space.

We have the following representation of the Johnson graph $J(n, m)$ in Euclidean space $\mathbb{R}^{n-1}$:

$$\tilde{J}(n, m) = (1^m, 0^{n-m})^P.$$ (1)

Here, the exponents inside the parentheses indicate the number of occurrences of the corresponding numbers, and the exponent $P$ outside indicates that we should take every permutation. Note that for every vector should be on the hyperplane $\{(x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_i x_i = m\}$. In addition, since we have $\tilde{J}(n, m) \simeq \tilde{J}(n, n - m)$, we may assume $n \geq 2m$. Then, $\tilde{J}(n, m)$ is an $m$-distance set.

In this paper, we investigate the maximal $m$-distance sets which contain the representation $\tilde{J}(n, m)$ of the Johnson graph $J(n, m)$ in $\mathbb{R}^n$ and $\mathbb{R}^{n-1}$.

The first problem is to determine maximal $m$-distance sets in $\mathbb{R}^{n-1}$ which contain $\tilde{J}(n, m)$, which correspond to the maximum two-distance sets in $\mathbb{R}^8$ with $J(9, 2)$ introduced by Lisonék. We classify the maximal $m$-distance sets which contain $\tilde{J}(n, m)$ for $m = 2, 3$. Furthermore, we determine the necessary and sufficient condition for $n$ and $m$, where $\tilde{J}(n, m)$ is not maximal as an $m$-distance set.

We have the following theorem.

**Theorem 1.** The representation $\tilde{J}(n, m)$ of the Johnson graph $J(n, m)$ in the Euclidean space $\mathbb{R}^{n-1}$ is not maximal as an $m$-distance set if and only if it satisfies the following conditions:

$$n > n_0 \quad \text{and} \quad 3n_0 - \frac{n_0^2}{n} \leq 4m.$$ (2)

Furthermore, if the pair $(n, m)$ satisfies the above conditions, we can add each vector of the following sets to $\tilde{J}(n, m)$ while maintaining $m$-distance:

$$\left\{ \begin{array}{ll}
(\frac{mn}{m})^{n-n_0+m}, (-1+\frac{nm}{m})^{n_0-m} & m < n_0, \\
(\frac{m}{m})^n & m = n_0, \\
(1+\frac{nm}{m})^{m-n_0}, (\frac{m}{m})^{n+n_0-m} & m > n_0.
\end{array} \right.$$ (3)

Here, $n_0$ is the special factor of $n$. First, we consider the factorization of integer $n$:

$$n = 2^{e_0} \prod_{i>0} p_i^{e_i}, \quad (p_i : \text{odd prime, } e_i \in \mathbb{Z}).$$ (4)

Then, we have the integer $n_0$ as follows:

$$n_0 := \begin{cases}
\prod_{i>0} p_i^{e_i/2} & e_0 = 0, \\
2^{(e_0+1)/2} \prod_{i>0} p_i^{e_i/2} & e_0 > 0.
\end{cases}$$ (5)

The second problem is to determine maximal $m$-distance sets in $\mathbb{R}^{n-1}$ which contain $\tilde{J}(n - 1, m)$, which corresponds to the maximum two-distance sets in $\mathbb{R}^7$ with $J(7, 2)$ introduced by Lisonék. We classify the maximal two-distance sets which contain $\tilde{J}(n, 2)$.

In Section 3 we classify the maximal $m$-distance sets in $\mathbb{R}^{n-1}$ which contain $\tilde{J}(n, m)$ for $m = 2, 3$. In Section 4 we give the proof of Theorem 1. We show some general results related to Theorem 1 in Section 4. Finally, in Section 5 we classify the maximal two-distance sets in $\mathbb{R}^{n-1}$ which contain $\tilde{J}(n - 1, 2)$.

### 1 Preliminaries

In the definition of $\tilde{J}(n, m)$, we take every permutation. Thus, if we can add a vector $x = (x_1, \ldots, x_n)$ to $\tilde{J}(n, m)$ while maintaining $m$-distance, then we can also add each vector of the set $(x_1, \ldots, x_n)^P$ to $\tilde{J}(n, m)$. Furthermore, we have

$$\left\{ d(x, y) : x, y \in \tilde{J}(n, m) \right\} = \left\{ \sqrt{2i} : i = 1, 2, \ldots, m \right\},$$
where $d(x, y)$ is the Euclidean distance between $x$ and $y$. Then it is easy to show that, for any vector $x = (x_1, \ldots, x_n)$ which we can add to $\hat{J}(n, m)$ while maintaining $m$-distance, the number of the elements of $x$ should be at most $m$, and the differences between the elements of $x$ should be integers which are at most $m - 1$. In conclusion, we have the following notation for such a vector:

$$X = \left(\left(1 - \frac{k_0}{n}\right)^{k_1}, \left(-\frac{k_0}{n}\right)^{k_2}, \left(-1 - \frac{k_0}{n}\right)^{k_3}, \ldots, \left(-(l - 2) - \frac{k_0}{n}\right)^{k_l}\right)^P. \quad (6)$$

Here, we have

$$l \leq m, \quad \forall j > 0 \quad k_j \geq 0,$$

$$\sum_{j>0} k_j = n, \quad \sum_{j>0} j k_j = 2n - k_0 - m. \quad (7)$$

The final condition is that such vectors must be on the hyperplane which contains $\hat{J}(n, m)$.

Now, we take vectors $x = (x_1, \ldots, x_n) \in \hat{J}(n, m)$ and $y = (y_1, \ldots, y_n) \in X$. We give the following definition:

$$i_j := \left\{1 \leq k \leq n; x_k = 1, \ y_k = -(j - 2) - \frac{k_0}{n}\right\}.$$ 

The distance $d(x, y)$ between the vectors $x$ and $y$ depends on only the combinations of the elements $x_k$ and $y_k$. Thus, we have

$$(d(x, y))^2 = \sum_{j} i_j \left\{1 - \left(-(j - 2) - \frac{k_0}{n}\right)\right\}^2 + \sum_{j} (k_j - i_j) \left\{-\left(-(j - 2) - \frac{k_0}{n}\right)\right\}^2$$

$$= 4k_0 + 3m - 4n - \frac{k_0^2}{n} + \sum_{j} j^2 k_j + 2 \sum_{j} (j - 1) i_j. \quad (8)$$

Note that, for another element $x' \in X$, the difference between $(d(x, y))^2$ and $(d(x', y))^2$ is just the difference in the final term $2 \sum_{j} (j - 1) i_j$ in the above equation.

## 2 Cases $m = 2, 3$

### 2.1 Case $m = 2$

We may assume $n \geq 2m = 4$. As we showed in the previous section, if we have some vector which we can add $\hat{J}(n, 2)$ while maintaining two-distance, then we have the following set which contains the vector:

$$X = \left(\left(1 - \frac{k_0}{n}\right)^{k_1}, \left(-\frac{k_0}{n}\right)^{k_2}\right)^P.$$ 

By condition (7), we have $k_1 = k_0 + 2$, $k_2 = n - k_0 - 2$. Then, for the vectors $x \in \hat{J}(n, 2)$ and $y \in X$, by (8), we have

$$(d(x, y))^2 = k_0 - \frac{k_0^2}{n} + 2 i_2.$$ 

Now, we may assume that $-2 \leq k_0 < n - 2$ since $k_1$ and $k_2$ are nonnegative and we have $X = \left(\left(\frac{2}{n}\right)^n\right)$ for both cases $k_0 = -2$ and $k_0 = n - 2$. Then, we consider the following separate cases: $k_0 = -2$, $k_0 = -1$, $0 \leq k_0 \leq n - 4$, and $k_0 = n - 3$.

For the cases $k_0 = -2$ and $k_0 = -1$, the squared distance $(d(x, y))^2$ is not an even integer for any $n \geq 4$. For the case $0 \leq k_0 \leq n - 4$, $i_2$ takes three values: 0, 1, and 2. Then, the number of the distances is three. This contradicts the two-distance assumption.

Finally, for the case $k_0 = n - 3$, $i_2$ takes two values, 0 and 1, and $(d(x, y))^2 = n - 3 - \frac{(n - 3)^2}{n}$ and $n - 1 - \frac{(n - 3)^2}{n}$. Since the two distances must be even integers at most 4, we have only the case $n = 9$:

$$X = \left(\left(\frac{1}{3}\right)^8, -\frac{2}{3}\right)^P.$$
In addition, the distances between any distinct vectors of $X$ are $\sqrt{2}$ and 2. Thus, we can add all the vectors of $X$ to $\tilde{J}(9, 2)$ while maintaining two-distance.

In conclusion, if $n \neq 9$, then $\tilde{J}(n, 2)$ is maximal as a two-distance set. On the other hand, if $n = 9$, the maximal two-distance set which contains $\tilde{J}(9, 2)$ is the following:

$$\tilde{J}(9, 2) \cup X = (1^2, 0^7) \cup \left(\left(\frac{1}{3}\right)^8, -\frac{2}{3}\right)^P.$$ (9)

This set is a maximum two-distance set with 45 vectors in $\mathbb{R}^8$, which is the same as the set introduced by Lisoněk.

2.2 Case $m = 3$

We may assume $n \geq 6$. We have

$$X = \left(\left(1 - \frac{k_0}{n}\right)^{k_1}, \left(-\frac{k_0}{n}\right)^{k_2}, \left(-1 - \frac{k_0}{n}\right)^{k_3}\right)^P.$$

Also, we have $k_2 = n + k_0 + 3 - 2k_1$, $k_3 = -k_0 - 3 + k_1$. Then, for the vectors $x \in \tilde{J}(n, 3)$ and $y \in X$, we have

$$(d(x, y))^2 = -k_0 + 2k_1 - 6 - \frac{k_0^2}{n} + 2i_2 + 4i_3.$$

Here, we split the problem into the following four cases: (a) $k_2 = k_3 = 0$, (b) $k_1, k_2 > 0$, $k_3 = 0$, (c) $k_1, k_3 > 0$, $k_2 = 0$, and (d) $k_1, k_2, k_3 > 0$.

For the case (a), we have $(i_1, i_2, i_3) = (3, 0, 0)$. Then, we have the only case “$k_0 = 0$, $k_1 = 9$, $n = 9$.”

For the case (b), we consider the following separate cases: $k_0 = 1$, $k_0 = 2$, $3 \leq k_0 \leq n - 3$, $k_0 = n - 2$, and $k_0 = n - 1$. Similarly to the case $m = 2$, we can limit the case to “$k_0 = 4$, $k_1 = 7$, $n = 8$.”

For the case (c), we have $k_1 = \frac{\sqrt{2} - 1}{2}$, $k_3 = \frac{\sqrt{2} + 1}{2}$. We split the problem into several cases in terms of $k_3$.

However, we have no case which satisfies the conditions $n \geq 6$ and $(d(x, y))^2$ are even integers.

Finally, for the case (d), we note the fact that the difference between $\max_X (d(x, y))^2$ and $\min_X (d(x, y))^2$ is at most 4. Thus, we also have $\max_{i_1, i_2, i_3} (2i_2 + 4i_4) - \min_{i_1, i_2, i_3} (2i_2 + 4i_3) \leq 4$.

We have the case $(i_1, i_2, i_3) = (1, 1, 1)$, so we have $0 < 2i_2 + 4i_3 < 12$. Then, we have $k_1 \leq 2$, $k_3 \leq 2$.

We split the problem into several cases in terms of $k_2$ and $k_3$, and we check the number $2i_2 + 4i_3$ for all the possible triples $(i_1, i_2, i_3)$. Since we have $n \geq 6$ and the fact that $(d(x, y))^2$ must be even integers at most 6, we can limit the case to “$k_0 = -3, k_1 = 1, n = 9$.”

In conclusion, we have the only three cases, namely, (i) $k_0 = 4$, $k_1 = 7$, $n = 8$; (ii) $k_0 = 6$, $k_1 = 9$, $n = 9$; and (iii) $k_0 = -3$, $k_1 = 1$, $n = 9$. Then, the corresponding sets $X$ are the following:

$$X^{(i)} = \left(\left(\frac{1}{2}\right)^7, -\frac{1}{2}\right)^P, \quad X^{(ii)} = \left(\left(\frac{1}{3}\right)^9\right)^P, \quad X^{(iii)} = \left(\left(\frac{4}{3}\right)^\frac{1}{3}, -\frac{2}{3}\right)^P.$$

In conclusion, we have the only three cases, namely, $X^{(i)}$, $X^{(ii)}$, and $X^{(iii)}$. We can classify all the vectors of $X^{(iii)}$ into such pairs. Then, we have the following set:

$$X^{(iii)'} = \left\{ (x_1, \ldots, x_9) \in X^{(iii)} : x_i = \frac{4}{3}, x_j = -\frac{2}{3}, i > j \right\}.$$

This is one of the maximal subsets of $X^{(iii)}$ as a three-distance set.

In conclusion, if $n \neq 8, 9$, then $\tilde{J}(n, 3)$ are maximal as three-distance sets. On the other hand, if $n = 8$, the maximal three-distance set which contains $\tilde{J}(8, 3)$ is the following:

$$\tilde{J}(8, 3) \cup X^{(i)}.$$ (10)

which has 64 vectors.

For the case $n = 9$, we can choose the vector of $X^{(ii)}$ and half of the vectors of $X^{(iii)}$ by taking one vector from each pair $(y, y')$. One of the maximal three-distance sets which contains $\tilde{J}(9, 3)$ is the following:

$$\tilde{J}(9, 3) \cup X^{(ii)} \cup X^{(iii)'}.$$ (11)

Each of the maximal three-distance sets has 121 vectors.
3 Proof of Theorem [1]

By the same reasoning as in the previous sections, if we have some vectors which we can add to \( \tilde{J}(n, m) \) while maintaining \( m \)-distance, we have the following set which contains the vector:

\[
X = \left( \left(1 - \frac{k_0}{n}\right)^{k_1}, \left(- \frac{k_0}{n}\right)^{k_2}, \left(-1 - \frac{k_0}{n}\right)^{k_3}, \ldots, \left(-(l - 2) - \frac{k_0}{n}\right)^{k_l} \right)^P.
\]

Furthermore, for the vectors \( x \in \tilde{J}(n, m) \) and \( y \in X \), we have

\[
(d(x, y))^2 = 4k_0 + 3m - 4n - \frac{k_0^2}{n} + \sum_j j^2 k_j + 2 \sum_j (j - 1) i_j,
\]

where \( i_j = |\{1 \leq k \leq n ; x_k = 1, y_k = -(j - 2) - \left(\frac{k_0}{n}\right)\}| \).

Let \( y \) be a vector of \( X \). Then we denote the maximum distance of vectors from \( \tilde{J}(n, m) \) and \( X \) as follows:

\[
M_X := \max_{x \in \tilde{J}(n, m)} (d(x, y))^2.
\]

We note that this does not depend on the choice of the vector \( y \in X \).

Recall that, for another choice, elements \( x' \in X \) and \( y' \in \tilde{J}(n, m) \), the difference between square distances \((d(x, y))^2 \) and \((d(x', y'))^2 \) appears in the final term, \(2 \sum_j (j - 1) i_j\), of the above equation, which is an even integer. Thus, if the maximum \( M_X \) is an even integer at most \( 2m \), then \((d(x, y))^2 \) is also an even integer at most \( 2m \) for every \( x \in X \) and \( y \in \tilde{J}(n, m) \). Now, we have the following lemma.

**Lemma 2.** We have some vectors \( x \) which we can add to \( \tilde{J}(n, m) \) while maintaining \( m \)-distance if and only if \( M_X \) is an even integer at most \( 2m \) for the corresponding set \( X \), with \( x \in X \).

In addition, we can easily show that we have some \( 1 \leq j_0 \leq l \) such that

\[
i_j = \begin{cases} 
0 & \text{if } j < j_0, \\
m - \sum_{j > j_0} k_j & \text{if } j = j_0, \\
k_j & \text{if } j > j_0.
\end{cases}
\]

Furthermore, we have some vectors \( x \in X \) and \( y \in \tilde{J}(n, m) \) which correspond to the above \( i_j \). This tuple \( \{i_j\}_j \) maximizes \( 2 \sum_j (j - 1) i_j \), and thus it also maximizes \((d(x, y))^2 \). We define \( I_X := 2 \sum_j (j - 1) i_j \) for the above tuple \( \{i_j\}_j \), which corresponds to \( M_X \).

We consider another set \( X' \) from the set \( X \):

\[
X' := \left( \left(1 - \frac{k_0}{n}\right)^{k_1'}, \left(- \frac{k_0}{n}\right)^{k_2'}, \left(-1 - \frac{k_0}{n}\right)^{k_3'}, \ldots, \left(-(l - 2) - \frac{k_0}{n}\right)^{k_l'} \right)^P,
\]

where, if \( l > 3 \), then \( k_1' = k_1 - 1, k_2' = k_2 + 1, k_1 - 1 = k_1 + 1, k_1' = k_1 - 1, k_2' = k_1 + 1, k_3' = k_3 - 1 \). On the other hand, if \( l = 3 \), then \( k_1' = k_1 - 1, k_2' = k_2 + 2, k_3' = k_3 - 1 \). Note that if \( \{k_j\}_j \) satisfies condition (7), then \( \{k_j'\}_j \) also satisfies the condition.

Then, we need the following lemma.

**Lemma 3.** If \( M_X \) is an even integer, then \( M_{X'} \) is also an even integer. Furthermore, we have

\[
M_X > M_{X'}.
\]

To prove the above lemma, we have only to consider the difference

\[
M_X - M_{X'} = \left( \sum_j j^2 k_j - \sum_j j^2 k_j' \right) + (I_X - I_{X'}).\n\]

For each term, we have

\[
\sum_j j^2 k_j - \sum_j j^2 k_j' = 2(l - 2) \geq 2,
\]

\[
I_X - I_{X'} = \begin{cases} 
0 & \text{if } k_1 \leq n - m \text{ or } k_l > m, \\
2 & \text{otherwise}.
\end{cases}
\]
Thus, the difference $M_X - M_{X'}$ should be a positive even integer, which allows us to prove the above lemma.

If we take the sequence $X, X', (X')', \ldots$, then the corresponding $l$ of the sets monotonically decreases. Thus, the sequence should end after a finite number of terms. We denote by $X_0$ the last term of the sequence, which has at most 2 elements.

$$X_0 = \left(\left( -(l_0 - 2) - \frac{k_0}{n} \right)^{\frac{1}{2}}, \left( -(l_0 - 1) - \frac{k_0}{n} \right)^{\frac{1}{2}} \right)$$

If we define $\overline{k}_0 = k_0 + n(l_0 - 1)$, then we have $m < \overline{k}_0 \leq n - m$, $k_1^0 = \overline{k}_0 + m$, and $k_2^0 = n - \overline{k}_0 - m$, similar to (7). Then, we have

$$X_0 = \left( \left( 1 - \frac{k_0}{n} \right)^{\frac{k_0}{n} + m}, \left( -\frac{k_0}{n} \right)^{n - \overline{k}_0 - m} \right)^P.$$  

Furthermore, we have

$$(d(x, y))^2 = \frac{(n - \overline{k}_0)}{n} + 2 i_2 \tag{12}$$

For the first assumption of Lemma 2 we have to prove that $(d(x, y))^2$ is an even integer. Thus, $(\frac{n - \overline{k}_0}{n})$ should be even. When we check every integer factor of $n$, we can easily show that $n_0 \mid n - \overline{k}_0$ if and only if $(\frac{n - \overline{k}_0}{n})$ is even.

Now, we take the integer $n_1$ such that $0 \leq n_0 n_1 < n$ and $n_0 n_1 \equiv n - \overline{k}_0 \pmod{n}$.

If $n_1 = 0$, then we have $\overline{k}_0 = 0$, and then $X_0 = \tilde{J}(n, m)$. By Lemma 3 we have

$$M_X > M_{X_0} = 2m.$$  

That is, it does not satisfy the assumption of Lemma 2 and thus we cannot add any vector of $X$ to $\tilde{J}(n, m)$ while maintaining $m$-distance.

In particular, if $n = n_0$, then by the condition $n_0 \mid n - \overline{k}_0$, we have $n_1 = 0$. The first condition of Theorem 1 comes from this fact.

We assume that $n_1 > 0$. Then, we have $\overline{k}_0 \neq 0$, and $X_0 \neq \tilde{J}(n, m)$. The value of $\overline{k}_0$ is determined according to three cases, as follows:

$$\overline{k}_0 = \begin{cases} 
  n - n_0 n_1 & m < n_0 n_1, \\
  n - m & m = n_0 n_1, \\
  -n_0 n_1 & m > n_0 n_1.
\end{cases}$$

Then, we have the following forms for $X_0$:

$$X_0 = \begin{cases} 
  \left( \left( \frac{n_0 n_1}{n} \right)^{n - n_0 n_1 + m}, \left(-1 + \frac{n_0 n_1}{n}\right)^{n_0 n_1 - m} \right)^P & m < n_0 n_1, \\
  \left( \frac{n_0 n_1}{n} \right)^m, \left( \frac{n_0 n_1}{n} \right)^{n - n_0 n_1} & m = n_0 n_1, \\
  \left(1 + \frac{n_0 n_1}{n}\right)^{m - n_0 n_1}, \left( \frac{n_0 n_1}{n} \right)^{n_0 n_1 - m} \right)^P & m > n_0 n_1.
\end{cases}$$

Finally, we have only to check

$$M_{X_0} = n_0 n_1 - \frac{n_0^2 n_1^2}{n} + 2 \max_{x \in \tilde{J}(n, m)} i_2 \leq 2m.$$  

Checking the above condition for the above three cases of $X_0$, we have the following condition:

$$3n_0 n_1 - \frac{n_0 n_1^2}{n} \leq 4m.$$  

Furthermore, we have

$$3n_0 n_1 - \frac{n_0 n_1^2}{n} < 3(n_1 + 1)n_0 - \frac{(n_1 + 1)^2 n_0^2}{n},$$  

for every $0 < n_1 < n_1 + 1 < \frac{n}{n_0}$.  
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Thus, the necessary condition for \( n_1 = 1 \) is that
\[
3n_0 - \frac{n_0^2}{n} \leq 4m.
\]

For the other direction, if the pair \((n, m)\) satisfies the following condition, then we can add any vector of \( X_0 \) for \( n_1 = 1 \) to \( \tilde{J}(n, m) \). This completes the proof of Theorem 1.

\[\square\]

4 Remarks on Theorem 1

4.1 Case \( m = 4 \)

We have the following lists of the sets for which any vector of the set can be added to the corresponding \( \tilde{J}(n, 4) \). The number in brackets \([ \ ]\) is the cardinality of the maximal four-distance sets which contain \( \tilde{J}(n, 4) \).

- \( n = 8 \)
  \[
  - \left( \left( \frac{1}{2} \right)^8, \left( \frac{1}{2} \right)^6, -\frac{1}{2} \right)^P
  \quad : \quad 57 \text{ vectors} \quad [127].
  \]

- \( n = 9 \)
  \[
  - X^{(i)} = \left( \left( \frac{3}{4} \right)^7, \left( -\frac{1}{2} \right)^2 \right)^P
  \quad - X^{(ii)} = \left( \left( \frac{1}{4} \right)^8, -\frac{1}{2} \right)^P
  
  - X^{(iii)} = \left( \frac{4}{3}, \left( \frac{1}{3} \right)^8 \right)^P
  \quad - X^{(iv)} = \left( \frac{4}{3}, \left( \frac{1}{3} \right)^6, -\frac{2}{3} \right)^P
  \quad : \quad 132 \text{ vectors} \quad [258] \quad (\text{conjecture}).
  \]

- \( n = 18 \)
  \[
  - \left( \left( \frac{1}{2} \right)^{16}, \left( -\frac{2}{3} \right)^2 \right)^P
  \quad : \quad 153 \text{ vectors} \quad [3213].
  \]

- \( n = 25 \)
  \[
  - \left( \left( \frac{1}{3} \right)^{24}, -\frac{4}{3} \right)^P
  \quad : \quad 25 \text{ vectors} \quad [12675].
  \]

For all cases except \( n = 9 \), we can add all the vectors of all the sets in the list.

For the case \( n = 9 \), we can add all 45 vectors of \( X^{(i)} \) and \( X^{(iii)} \). However, for the sets \( X^{(ii)} \) and \( X^{(iv)} \), we cannot add all vectors. We have at least 87 vectors from \( X^{(ii)} \) and \( X^{(iv)} \), which are \( \left( \frac{1}{2}, -\frac{2}{3} \right) \in X^{(ii)} \) and
\[
X^{(iv)'} = \left\{ (x_1, \ldots, x_9) \in X^{(iv)} : x_i = \frac{2}{3}, x_{j_1} = \frac{4}{3}, x_{j_2} = \frac{4}{3}, i > j_1, j_2 \right\}
\]
\[
\cup \left\{ \left( -\frac{2}{3}, \left( \frac{4}{3} \right)^2, \left( \frac{1}{3} \right)^6 \right), \left( \frac{4}{3}, -\frac{2}{3}, \frac{4}{3}, \left( \frac{1}{3} \right)^6 \right) \right\}
\]

These are all the known vectors.

4.2 Case \( m = 5 \)

We have the following lists of the sets for which any vector of the set can be added to the corresponding \( \tilde{J}(n, 5) \).

- \( n = 16 \)
  \[
  - \left( \left( \frac{1}{2} \right)^{13}, \left( -\frac{1}{2} \right)^3 \right)^P
  \quad : \quad 560 \text{ vectors} \quad [4928].
  \]

- \( n = 18 \)
For every example in the above proposition, differences between distinct elements of vectors are at most 1. By the proof of Theorem 1, we can easily show the following fact.

From Theorem 1, we can easily show the following fact.

**Corollary 1.1.** For \( m \geq 2 \), the maximum \( n \) such that \( J(n, m) \) is not maximal as an \( m \)-distance set is given as follows:

\[
    n = \left( 2 \left\lfloor \frac{2(m+1)}{3} \right\rfloor - 1 \right)^2. \tag{13}
\]

A more general version of Theorem 1 can be shown.

**Proposition 4.** When we have \( n > n_0 \), then we can take an integer \( n_1 \) such that \( 0 < n_0 n_1 < n \). If the triple \((n_0, n_1, m)\) satisfies the condition

\[
    3n_0 n_1 - \frac{n_0^2 n_1^2}{n} \leq 4m, \tag{14}
\]

then we can add each vector of the following sets to \( J(n, m) \) while maintaining \( m \)-distance:

\[
    \left\{ \left( \frac{n_0 n_1}{n} \right)^{n-n_0 n_1-m}, \left( -1 + \frac{n_0 n_1}{n} \right)^{n_0 n_1-m} \right\}^P \text{ for } m < n_0 n_1, \\
    \left( \left( \frac{n_0 n_1}{n} \right)^m \right) \text{ for } m = n_0 n_1, \\
    \left( \left( 1 + \frac{n_0 n_1}{n} \right)^{m-n_0 n_1}, \left( \frac{n_0 n_1}{n} \right)^{n+n_0 n_1-m} \right\}^P \text{ for } m > n_0 n_1. \tag{15}
\]

The proof of the above proposition was already discussed in the proof of Theorem 1.

For each example in the above proposition, differences between distinct elements of vectors are at most 1. Moreover, they are all cases where differences of elements are at most 1. By the proof of Theorem 1 for every example \( X \), we have the sequence \( X, X', \ldots, X_0 \). Thus, it is easy to show that every element of example \( X \) has the form \( l + \frac{am}{n} \) for some \( l \in \mathbb{Z} \). However, the specific form depends on \( n \) and \( m \).

**5 Maximal two-distance sets in \( \mathbb{R}^{n-1} \) which contain \( J(n-1, 2) \)**

The Johnson graph \( J(n-1, m) \) is a subgraph of the Johnson graph \( J(n, m) \). Similar to the representation \( J(n, m) = (1^m, 0^{n-m})^P \) of the Johnson graph \( J(n, m) \) in \( \mathbb{R}^{n-1} \), we have the following form of the representation of the Johnson graph \( J(n-1, 2) \) in \( \mathbb{R}^{n-1} \):

\[
    J(n-1, 2) = (1^2, 0^{n-3}, 0)^{P'}. \tag{17}
\]

Here, the exponent \( P' \) outside the parentheses indicates that we should take every permutation of all but the last element.

If we add some vector \( x = (x_1, \ldots, x_n) \) to \( J(n-1, 2) \) while maintaining two-distance, then we can also add each vector of \( (x_1, \ldots, x_n)^{P'} \) to \( J(n-1, 2) \). The reasoning here is similar to that in the previous sections, despite the last elements of vectors being fixed for the set.

We have the following as the form of the set of such vectors:

\[
    X = (a^k, (a-1)^{n-k-1}, b)^{P'}, \tag{18}
\]
where we have $b = -(n-1)a + (n-k+1)$.

Similar to the previous sections, for the vectors $x = (x_1, \ldots, x_n) \in \tilde{J}(n-2)$, $y = (y_1, \ldots, y_n) \in X$, we set $i_j := \{|1 \leq k \leq n; \ x_k = 1, \ y_k = a + 1 - j\}$ for $j = 1, 2$, and we have

$$(d(x, y))^2 = n(n-1)a^2 - 2n(n-k+1)a + (n-k+1)(n-k+2) + 2i_2.$$ 

We consider the following cases: $k = 0, 2 \leq k \leq n-3$, and $k = n-2$.

For the case $2 \leq k \leq n-3$, we have $i_2 = 0, 1, 2$, and so two-distance cannot be maintained.

For the case $k = 0$, we have $i_2 = 2$, and so $(d(x, y))^2 = 2$ and 4. Respectively, we have the following sets:

$$X_1^\pm = \left\{ \left( \frac{2n \pm 2 \sqrt{n}}{n(n-1)} \right)^{n-1}, \pm \frac{2 \sqrt{n}}{n} \right\}. \quad (16)$$

$$X_2^\pm = \left\{ \left( \frac{2n \pm 2n^2 + 2n}{n(n-1)} \right)^{n-1}, \pm \frac{2n^2 + 2n}{n} \right\}. \quad (17)$$

We have just one vector in each of the above four sets.

Similarly, for the cases $k = 1$ and $k = n-2$, we have the following sets:

$$X_3^\pm = \left( \frac{n+1}{n-1} \right)^{n-1}, \pm 1 \right\}^{p'} \quad (18)$$

$$X_4^\pm = \left( \frac{3n \pm \sqrt{10n-n^2}}{n(n-1)} \right)^{n-2}, \pm \frac{\sqrt{10n-n^2}}{n(n-1)} \right\}^{p'} \quad (19)$$

Here, for the sets $X_4^\pm$, we need $n \leq 10$, and we have $X_4^+ = X_4^-$ for $n = 10$. We have just $n$ vectors in each of the above four sets.

In conclusion, there are eight sets for the vectors which we can add to $\tilde{J}(n-1, 2)$. The distances between distinct vectors of each set are $\sqrt{2}$ or 2; thus, we can add all the vectors of each set to $\tilde{J}(n-1, 2)$ while maintaining two-distance.

**Remark 5.1.** For each $i = 1, 2, 3, 4$, the sets $X_i^+$ and $X_i^-$ are symmetric with respect to the hyperplane $\{(x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_{i=1}^{n-1} x_i = 2\}$. Thus, $\tilde{J}(n-1, 2) \cup X_i^+$ and $\tilde{J}(n-1, 2) \cup X_i^-$ are isomorphic to each other.

Furthermore, $\tilde{J}(n-1, 2) \cup X_3^\pm$ is isomorphic to $\tilde{J}(n, 2)$. $\tilde{J}(n-1, 2) \cup X_4^\pm$ is just the representation of the graph in $\mathbb{R}^{n-1}$ which is made with the Seidel switching method from the Johnson graph $J(n, 2)$ and its subgraph $J(n-1, 2)$. (See [27].) In particular, only for the case $n = 5$, the sets $\tilde{J}(n-1, 2) \cup X_3^\pm$ and $\tilde{J}(n-1, 2) \cup X_4^\pm$ are isomorphic to each other.

Finally, we must consider all combinations of the eight sets.

We have the following list of combinations for which we can add all the vectors of each union to the corresponding $\tilde{J}(n-1, 2)$. The number in brackets [ ] is the total number of vectors of the union and $\tilde{J}(n-1, 2)$.

$(n = 5)$

$X_1^+ \cup X_1^- : \left( \frac{5+\sqrt{7}}{10} \right)^4, \pm \frac{2+\sqrt{2}}{5} \right\}^2$ vectors [12].

$(n = 6)$

$X_1^+ \cup X_1^- : \left( \frac{6+\sqrt{12}}{15} \right)^5, \pm \frac{4+\sqrt{6}}{5} \right\}^6$ vectors [16].

$(n = 7)$

$X_4^+ \cup X_4^- : \left( \frac{21+\sqrt{21}}{42} \right)^5, \pm \frac{15+\sqrt{15}}{7} \right\}^{12}$ vectors [27].

$(n = 8)$

$X_2^+ \cup X_2^- : \left( \frac{1}{7}, -\frac{2}{7} \right), \left( \frac{1}{7}, -\frac{1}{7}, -\frac{2}{7} \right) \right\}^8$ vectors [29].

$X_2^+ \cup X_2^- : \left( \frac{1}{7}, \frac{2}{7} \right), \left( \frac{1}{7}, \frac{1}{7}, \frac{2}{7} \right) \right\}^8$ vectors [29].
\((n = 9)\)
\(X_1^+ \cup X_1^- : \left(\left(\frac{1}{3}\right)^8, -\frac{2}{3}\right), \left(\frac{1}{3}, \frac{4}{3}\right)\): 2 vectors \([28]\).

\(X_3^+ \cup X_3^- \cup X_4^- : \left(\left(\frac{1}{3}\right)^8, -\frac{2}{3}\right), \left(1, 0^7, 1\right)^P, \left(\left(\frac{5}{12}\right)^7, -\frac{1}{3}, \frac{1}{3}\right)^P\): 17 vectors \([45]\).

\(X_1^- \cup X_1^+ \cup X_3^- : \left(\left(\frac{1}{3}\right)^8, -\frac{2}{3}\right), \left(\frac{1}{3}, (\frac{1}{3})^7, -1\right)^P, \left(\left(\frac{5}{12}\right)^7, -\frac{1}{3}, -\frac{1}{3}\right)^P\): 17 vectors \([45]\).

\((n = 17)\)
\(X_2^+ \cup X_3^- : \left(\left(\frac{17\pm \sqrt{17}}{136}\right)^{16}, \pm 2\sqrt{\frac{17}{14}}\right), \left(\left(\frac{17\pm 3\sqrt{17}}{136}\right)^{16}, \pm \frac{6}{17}\right)\): 2 vectors \([122]\).

Note that the 29 vectors for the case \(n = 8\) and the 45 vectors for the case \(n = 9\) constitute the maximum two-distance sets introduced by Lisoněk.
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