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Guaranteed-performance formation control for swarm systems with the second-order dynamics is investigated based on the synchronization control strategy. Firstly, a new formation protocol is presented, where the weights of connected edges are adaptively regulated and the performance constraint is imposed. Then, on the basis of the Riccati inequality, sufficient conditions for synchronization-based guaranteed-performance formation are proposed, and an explicit expression of the guaranteed-performance cost is shown, where it is fully distributed to design gain matrices of the formation protocol in the sense that it is independent of global information of swarm systems. Moreover, the whole motion of a swarm system is determined, which is associated with initial states of all agents and formation control vectors. Finally, two numerical examples are shown to demonstrate theoretical conclusions, where the static whole motion and the dynamic whole motion are considered, respectively.

1. Introduction

Recently, a lot of researchers paid their attention to distributed coordinated control of swarm systems since they have wide foregrounds in many fields, such as animal flocking [1, 2], network synchronization [3–8], and formation of multiple intelligent agents [9–13]. Distributed formation originates from the animal swarm motions with local communication interactions, and it is needed that many intelligent agents construct some structure and operate with this structure.

In [14], Ren summarized and commented on the existing formation approaches containing the virtual-structure approach, the behavior-based approach, and the synchronization-based method. It was pointed out that the virtual-structure approach is centralized, and the behavior-based approach cannot be analyzed by establishing accurate models and implementing rigorous deduction although it is distributed. The synchronization-based formation control approach is valid to realize specific structures by designing formation control vectors, where some coordinated variables in practical swarm systems are chosen and these errors between coordinated variables and formation control vectors are required to achieve synchronization. The synchronization-based formation control approach can overcome some drawbacks of the virtual-structure approach and the behavior-based approach, and it can establish formation in a distributed mode.

On the basis of the synchronization-based formation control approach, the following several important works were finished. In [15], formation stability was discussed by the Nyquist criterion and a necessary and sufficient condition was proposed. Du et al. [16] realized the multiple intelligent robot formation by a new nonlinear control protocol, where formation can be achieved in a finite time. In [17–26], the impacts of some practical factors including time delays, intermittent communications, and external disturbances on formation control and its practical applications, were well dealt with. Xiao et al. [27] constructed nonlinear control protocols to realize finite-time formation for swarm systems with each agent modeled by a first-order integrator. In [28], formation control for swarm systems with each agent modeled as a second-order integrator was addressed, where the formation experiment of multiple quadrotors was
finished and the communication network has a leader-following structure. Dong and Hu [29] investigated formation tracking for swarm systems with multiple leaders and sufficient conditions for formation tracking were presented.

In [15–29], the formation regulation performance was not considered, which can be modeled as global suboptimal or optimal formation design problems. Inspired by the guaranteed-cost synchronization control for swarm systems addressed in [30], Wang et al. [31] investigated guaranteed-performance formation control with limited communication. Yu et al. [32] discussed guaranteed-performance formation control for swarm systems with time-varying delays and unknown disturbances and presented the formation control criteria on the basis of the linear matrix inequality, where no approach was proposed to determine the specific structure of the guaranteed-performance cost. Moreover, the associated formation control criteria in [31, 32] are associated with the global information of swarm systems, such as the Laplacian matrix of the communication network or its nonzero eigenvalues; that is, those criteria are not fully distributed since gain matrices may be changed when some agents are removed or some agents are added in swarm systems. As far as we know, the synchronization-based guaranteed-performance formation design problem for swarm systems with the fully distributed control strategy is still not comprehensively studied.

This paper investigates a fully distributed strategy to realize synchronization-based guaranteed-performance formation design for swarm systems. A formation protocol is proposed on the basis of state errors and formation errors among adjacent agents, which contains the guaranteed-performance constraint and the regulation mechanism of edge weights. Furthermore, by constructing Lyapunov functions with the adaptively regulated weight terms, the translation adaptive method is proposed to eliminate the impacts of nonzero eigenvalues, and sufficient conditions for synchronization-based guaranteed-performance formation are proposed, which are fully distributed since they are not associated with global information of swarm systems. Moreover, an explicit expression of the guaranteed-performance cost is shown, and the whole motion of a swarm system is determined in [32], and the approach in [31] is no longer valid due to adaptively regulated edge weights.

The remainder of this paper is arranged as follows. In Section 2, the problem formulation is stated on the basis of the graph theory and the neighboring relationship, and a formation protocol with adaptively regulated weights and the performance constraint is shown. Section 3 proposes sufficient conditions for synchronization-based guaranteed-performance formation control according to the Riccati inequality and determines an explicit expression of the guaranteed-performance cost. Furthermore, the motion of a swarm system as a whole is determined. In Section 4, two numerical examples are given to demonstrate theoretical results. In Section 5, conclusion comments are provided.

1.1. Notations. $\mathbb{R}^d$ and $\mathbb{R}^{d \times d}$ are applied to represent the $d$- and $d \times d$-dimensional real column vector space and real matrix space, respectively. $0$ is used to stand for the zero matrix with all components zero and the zero number as a special case. The notation $I_N$ represents the $N$-dimensional identity matrix, and $1_N$ is used to denote an $N$-dimension column vector with all components 1. The notation $\otimes$ denotes the Kronecker product. The symbols $Q^T = Q < 0$ and $Q^T = Q > 0$ mean that the symmetric matrix $Q$ is negative definite and positive definite, respectively, where $Q^T$ denotes the transpose of the matrix $Q$.

2. Problem Formulation

2.1. Modeling Communication Structure. The communication structure of a swarm system can be depicted by an undirected network $G = (\mathcal{V}, \mathcal{E} \subseteq \Gamma, \mathcal{B})$, where $\mathcal{V} = \{V_1, V_2, \ldots, V_N\}$ is the node set and $\mathcal{B} \subseteq \{(V_i, V_j), \; i \neq j, V_i, V_j \in \mathcal{V}\}$ is the edge set. It is assumed that the communication network $G$ is connected. Each agent in this swarm system is denoted by a certain node in the communication network, and each communication channel of this swarm system is described by some edge in the communication network. The notation $\mathcal{N}_i$ is used to represent the neighbor set of the $i$th agent, which contains all agents connecting with agent $i$ and is not null since the communication network $G$ is connected.

The weighted matrix of the communication network $G$ is denoted by a symmetric matrix $W(t) = [wij(t)]_{N \times N}$ called the adjacency matrix, where $l_{in} = 0, l_{ij} = 1$ if $j$ is a neighbor of agent $i$, $l_{ij} = 0$ if $j$ is not a neighbor of agent $i$, and $w_{ij}(t) > 0$ is the time-varying communication weight between agents $j$ and $i$. When $l_{ij} = 0, w_{ij}(t)$ stands for a virtual time-varying communication weight between agents $j$ and $i$. The matrix $D(t) = \text{diag}[d_1(t), d_2(t), \ldots, d_N(t)]$ with $d_i(t) = \sum_{j=1, j \neq i}^{N} l_{ij}w_{ij}(t)$ represents the in-degree matrix of the communication network $G$. Let $L_{w(t)} = D(t) - W(t)$ denote the Laplacian matrix of the communication network $G$, which is time-varying.

More basic concepts on graph theory can be found in [33]. The following lemma is required to obtain our main conclusions, which shows some basic properties of the Laplacian matrix.

**Lemma 1** (see [33]). The Laplacian matrix $L_{w(t)}$ at least owns a zero eigenvalue with the associated eigenvector $1_N$. If the communication network $G$ is connected, then the zero eigenvalue is simple and all the other $N - 1$ ones are positive.
2.2. Synchronization-Based Guaranteed-Performance Formation. Consider a swarm system with \( N \) second-order agents with the same dynamics, and each agent is modeled as

\[
\begin{align*}
\dot{x}_i(t) &= v_i(t), \\
v_i(t) &= u_i(t),
\end{align*}
\]

where \( i \in \{1, 2, \ldots, N\} \), \( x_i(t) \in \mathbb{R}^d \) is the position-similar state, \( v_i(t) \in \mathbb{R}^d \) is the velocity-similar state, and \( u_i(t) \in \mathbb{R}^d \) is the control input determining by the formation protocol, respectively. The given vector \( i = [i_1^T, i_2^T, \ldots, i_N^T]^T \) with \( i_j \in \mathbb{R}^d \) is used to determine specific formation structure, which is called a formation control vector. Now, we show the definition of synchronization-based formation.

**Definition 1.** Swarm system (1) is said to achieve synchronization-based formation if \( \lim_{t \to \infty} (x_i(t) - x_j(t) - i_j + j_i) = 0 \) and \( \lim_{t \to \infty} (v_i(t) - v_j(t)) = 0 \) for all \( i, j \in \{1, 2, \ldots, N\} \).

Let \( \delta_{ij}(t) = \delta_{ij}^T(t) + \delta_{ij}^T(t) \), where \( \delta_{ij}^T(t) = \epsilon_{ij}(t) - \epsilon_{ij}(t) \) with \( \epsilon_{ij}(t) = x_i(t) - \epsilon_{ij} \) and \( \delta_{ij}^T(t) = v_i(t) - v_j(t) \). Due to \( \epsilon_{ij}(t) = \dot{x}_i(t) = v_i(t) \), one can be seen by (1) that

\[
\begin{align*}
\dot{\epsilon}_{ij}(t) &= v_i(t) - v_j(t), \\
\dot{v}_{ij}(t) &= u_i(t) - u_j(t).
\end{align*}
\]

Thus, \( \lim_{t \to \infty} (\epsilon_{ij}(t) - \epsilon_{ij}(t)) = 0 \) can guarantee that \( \lim_{t \to \infty} (x_i(t) - x_j(t) - i_j + j_i) = 0 \), which means that the formation control problem is transformed into the synchronization one by (2). Here, we summarize a lemma as follows.

**Lemma 2.** Swarm system (1) achieves synchronization-based formation if \( \lim_{t \to \infty} (\epsilon_{ij}(t) - \epsilon_{ij}(t)) = 0 \) and \( \lim_{t \to \infty} (v_i(t) - v_j(t)) = 0 \) for all \( i, j \in \{1, 2, \ldots, N\} \).

Swarm system (1) contains two state components; that is, a position-similar component and a velocity-similar component. On the basis of this fact, the control input \( u_i(t) \) is constructed as

\[
u_i(t) = u_{ix}(t) + u_{ix}(t),
\]

where

\[
u_{ix}(t) = K_u \sum_{j \neq i} w_{ij}(t)(\epsilon_{ij}(t) - \epsilon_{ij}(t)), \]

\[
u_{ix}(t) = K_u \sum_{j \neq i} w_{ij}(t)(v_{ij}(t) - v_{ij}(t)).
\]

And \( K_u \) and \( K_u \) are gain matrices with compatible dimensions. Let \( \delta_{ij}(t) = \delta_{ij}^T(t) + \delta_{ij}^T(t) \) with \( \delta_{ij}^T(t) = \epsilon_{ij}(t) - \epsilon_{ij}(t) \) and \( \delta_{ij}^T(t) = v_{ij}(t) - v_{ij}(t) \) and \( K_u = [K_u, K_u] \); then, it can be found by (3) that

\[
\dot{u}_i(t) = K_u \sum_{j \neq i} w_{ij}(t)\delta_{ij}(t).
\]

Thus, we propose the following guaranteed-performance formation protocol:

\[
\begin{align*}
u_i(t) &= K_u \sum_{j \neq i} w_{ij}(t)\delta_{ij}(t), \\
w_{ij}(t) &= \delta_{ij}(t)K_u \delta_{ij}(t), \\
J_r &= \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{0}^{\infty} \delta_{ij}(t)Q\delta_{ij}(t)dt,
\end{align*}
\]

where \( i = 1, 2, \ldots, N, Q^T = Q > 0 \), and \( K_u^T = K_u > 0 \) is a gain matrix. One can find that the derivative of the communication weight \( w_{ij}(t) \) is nonnegative, so the communication weight \( w_{ij}(t) \) is adaptively adjusted and positive. Particularly, it may be consistently increasing until agents \( i \) and \( j \) achieve the desired formation. In this case, the upper bound of \( w_{ij}(t) \) is set as \( \gamma_{ij} \). Here, we give the definition of synchronization-based guaranteed-performance formation control.

**Definition 2.** Swarm system (1) is said to be synchronization-based guaranteed-performance formation achievable by formation protocol (6) if there exist \( J_{\text{r}}^* > 0 \), \( K_u \), and \( K_w \) such that \( J_{\text{r}} \leq J_{\text{r}}^* \), \( \lim_{t \to \infty} (x_i(t) - x_j(t) - i_j + j_i) = 0 \) and \( \lim_{t \to \infty} (v_i(t) - v_j(t)) = 0 \) for all \( i, j \in \{1, 2, \ldots, N\} \).

The main objective of this paper is to design gain matrices \( K_u \) and \( K_w \) such that swarm system (1) with formation protocol (6) achieves synchronization-based guaranteed-performance formation and to determine an explicit expression of the guaranteed-performance cost \( J_{\text{r}}^* \). Moreover, the whole motion of swarm system (1) is determined when synchronization-based guaranteed-performance formation is achieved.

**Remark 1.** Formation protocol (6) owns two important features. The first one is that the neighbor set of all agents is time-invariant, but the communication weight \( w_{ij}(t) (i \neq j) \) is not, which is time-varying and can be continuously increasing if the formation error \( \delta_{ij}(t) (i, j \in \{1, 2, \ldots, N\}) \) between agents \( i \) and \( j \) is not zero. Particularly, the increasing value \( w_{ij}(t) (i \neq j) \) becomes more larger when the formation error \( \delta_{ij}(t) (i, j \in \{1, 2, \ldots, N\}) \) between agents \( i \) and \( j \) becomes big; that is, more control impacts are imposed on these two agents to make them achieve the desired formation more quickly. In this case, this protocol can also be called the adaptive formation protocol. The second one is that formation protocol (6) ensures the formation regulation performance among all agents by the quadratic index function \( J_r \), although some agents may be unconnected, which indicates that the whole formation performance of swarm system (1) can be regulated by formation protocol (6).

3. Synchronization-Based Guaranteed-Performance Formation

In this section, firstly, by the time-invariant nonsingular transformation, the formation control problems are transformed into asymptotic stability ones. Then, sufficient conditions for synchronization-based guaranteed-
performance formation are proposed on the basis of the Riccati inequality. Finally, an approach is shown to determine the whole motion of a swarm system when synchronization-based guaranteed-performance formation is achieved.

Let $\chi^T(t) = [\chi_1^T(t), \chi_2^T(t), \ldots, \chi_N^T(t)]^T$ $(i = 1, 2, \ldots, N)$, $\chi(t) = [\chi_1^T(t), \chi_2^T(t), \ldots, \chi_N^T(t)]^T$, and $u(t) = [u_1^T(t), u_2^T(t), \ldots, u_N^T(t)]^T$; then, swarm system (1) can be rewritten in a compact form as

$$\dot{\chi}(t) = (I_N \otimes A)\chi(t) + (I_N \otimes B)u(t),$$ \hspace{1cm} (7)

where

$$A = \begin{bmatrix} 0 & I_d \\ 0 & 0 \end{bmatrix},$$ \hspace{1cm} (8)

$$B = \begin{bmatrix} 0 \\ I_d \end{bmatrix}.$$

One can set that $l = [l_1^T, l_2^T, \ldots, l_N^T]^T$ with $l_i = [i_l^T, 0]^T$ and $\omega(t) = [\omega_1^T(t), \omega_2^T(t), \ldots, \omega_N^T(t)]^T$, with $\omega_i(t) = [\chi_1^T(t) - l_i^T]^T$. Thus, one can see that $\omega(t) = \chi(t) - I$, which can be used to write the whole dynamics into an impact form.

Because the formation vector $I$ is constant, one can see that $l = 0$. Due to $\omega(t) = \chi(t) - I$, from (6) and (7), one can obtain that

$$\dot{\omega}(t) = (I_N \otimes A - L_{w(t)} \otimes BK_u)\omega(t) + (I_N \otimes A)I,$$ \hspace{1cm} (9)

where $L_{w(t)}$ is the time-varying Laplacian matrix of the communication network $G$. Due to

$$AI_l = \begin{bmatrix} 0 & I_d \\ 0 & 0 \end{bmatrix} \begin{bmatrix} l_1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},$$ \hspace{1cm} (10)

where $i = 1, 2, \ldots, N$, one can derive that

$$(I_N \otimes A)I = 0.$$ \hspace{1cm} (11)

Thus, one can show by (9) and (11) that

$$\dot{\omega}(t) = (I_N \otimes A - L_{w(t)} \otimes BK_u)\omega(t).$$ \hspace{1cm} (12)

From Lemma 1, one can find that $L_{w(0)}I_N = 0$. Let $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_N$ denote the eigenvalues of $L_{w(0)}$. Because the communication network $G$ owns the connected property, one can find a constant nonsingular matrix $U = [I_N/\sqrt{N}, U]$ with $U^T U = I_N$ such that

$$U^T L_{w(t)} U = \begin{bmatrix} 0 & 0 \\ 0 & U^T L_{w(t)} U \end{bmatrix},$$ \hspace{1cm} (13)

where $U^T L_{w(t)} U = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N)$. Let $\kappa(t) = (U^T \otimes I_{2d})\omega(t) = [\kappa_1^T(t), \kappa_2^T(t)]^T$, with $\kappa_1(t) \in \mathbb{R}^{2d}$ and $\kappa_2(t) = [\kappa_2^T(t), \kappa_3^T(t), \ldots, \kappa_N^T(t)]^T \in \mathbb{R}^{2d(N-1)}$ with $\kappa_i(t) \in \mathbb{R}^{2d}$ $(i = 2, 3, \ldots, N)$; then swarm system (1) can be transformed by (13) into two independent parts.

$$\dot{k}_1(t) = Ak_1(t),$$ \hspace{1cm} (14)

$$\dot{k}_c(t) = \left(I_{N-1} \otimes A - U^T L_{w(t)} U \otimes BK_u \right)k_c(t).$$ \hspace{1cm} (15)

One can set that

$$\tilde{k}_1(t) = U e_i \otimes k_1(t) = \frac{1}{\sqrt{N}} I_N \otimes k_1(t),$$ \hspace{1cm} (16)

$$\tilde{k}_c(t) = \sum_{l=2}^N U e_i \otimes k_l(t),$$ \hspace{1cm} (17)

where the $N$-dimensional column vector $e_i (i \in \{1, 2, \ldots, N\})$ owns the property that the $i$th element is 1 and 0 elsewhere. One can find by (16) and (17) that

$$\tilde{k}_1(t) = (U \otimes I_{2d}) \left[ \begin{array}{c} k_1^T(t) \\ 0 \end{array} \right]^T,$$

$$\tilde{k}_c(t) = (U \otimes I_{2d}) \left[ \begin{array}{c} 0 \\ k_c^T(t) \end{array} \right]^T.$$ \hspace{1cm} (18)

Because $U \otimes I_{2d}$ is invertible, it can be found that these two vectors $\tilde{k}_1(t)$ and $\tilde{k}_c(t)$ are linearly independent. Due to

$$\left[ \begin{array}{c} k_1^T(t) \\ k_c^T(t) \end{array} \right]^T = (U^T \otimes I_{2d}) \left( \tilde{k}_1(t) + \tilde{k}_c(t) \right),$$ \hspace{1cm} (19)

one has $\omega(t) = \tilde{k}_1(t) + \tilde{k}_c(t)$. If $\lim_{t \to \infty} \tilde{k}_1(t) = 0$, then $\lim_{t \to \infty} \omega(t) = \tilde{k}_1(t) = 0$. From (16), $\lim_{t \to \infty} \tilde{k}_c(t) = 0$ is equivalent to $\lim_{t \to \infty} k_1(t) = 0$ since the transformation matrix $U \otimes I_{2d}$ is nonsingular. Thus, by Definition 1 and Lemma 2, we can obtain the following lemma.

**Lemma 3.** Swarm system (1) achieves synchronization-based formation if and only if $\lim_{t \to \infty} k_1(t) = 0$.

The following theorem proposes an approach to determine gain matrices $K_u$ and $K_w$ such that swarm system (1) with formation protocol (6) achieves synchronization-based guaranteed-performance formation, which is independent of the eigenvalues of the time-varying Laplacian matrix of the communication network.

**Theorem 1.** For any given $\gamma > 0$, swarm system (1) is synchronization-based guaranteed-performance formation achievable by formation protocol (6) with $K_u = B^TP$ and $K_w = PBB^TP$ if there exists a symmetric and positive definite matrix $P$ such that $PA + A^T P - \gamma PBB^TP + 2Q \leq 0$. In this case, an explicit expression of the guaranteed-performance cost is

$$I_r = \omega^T(0) \left( I_N - \frac{1}{N} I_N \right)^T \otimes P \omega(0) + \gamma \int_0^\infty \omega^T(t) \left( I_N - \frac{1}{N} I_N \right)^T \otimes PBB^TP \omega(t) dt.$$ \hspace{1cm} (20)
Proof. Construct the following Lyapunov functional candidate:

\[ V(t) = \kappa_e^T(t)(I_{N-1} \otimes \mathcal{P})\kappa_e(t) + \sum_{i=1}^{N} \sum_{j \in \mathcal{F}} \frac{(w_{ij}(t) - w_{ij}(0))^2}{2} + \frac{\gamma}{2N} \sum_{i=1}^{N} \sum_{j \neq i}^{N} (y_{ij} - w_{ij}(t)). \]  

(21)

According to \( P^T = P > 0 \) and \( y_{ij} \geq w_{ij}(t) \), one can find that \( V(t) \geq 0 \). Because the communication network \( G \) is undirected, it can be found that the time-varying Laplacian matrix \( L_{w(t)} \) is symmetric. Let \( K_u = B^T P \), then, according to (15) and (20), one can deduce that

\[ \sum_{i=1}^{N} \sum_{j \in \mathcal{F}} (w_{ij}(t) - w_{ij}(0))w_{ij}(t) - \frac{\gamma}{2N} \sum_{i=1}^{N} \sum_{j \neq i}^{N} w_{ij}(t) = \kappa_e^T(t)(2U^T L_{w(t)} U - 2U^T L_{w(0)} U - \gamma I_{N-1}) \otimes K_w)\kappa_e(t). \]  

(24)

Let \( K_w = PB^T P \); then it can be derived by (21) and (24) that

\[ V(t) = \kappa_e^T(t)(I_{N-1} \otimes (PA + A^T P) - (2U^T L_{w(0)} U + \gamma I_{N-1}) \otimes PB^T P)\kappa_e(t). \]  

(25)

Define

\[ V = \sum_{i=1}^{N} \sum_{j=1}^{N} (\omega_j(t) - \omega_i(t))^T Q(\omega_j(t) - \omega_i(t)). \]  

(29)

Then, one has

\[ \int_{0}^{h} V(t) \, dt + V(0) - V(h) = 0, \]  

(32)

one can see that
\[
J^h = \sum_{i=2}^{N} \left( \int_0^h (2\kappa_i(t)Q\kappa_i(t) + V(t))dt + V(0) - V(h) \right).
\]

(33)

From (29) to (32), one can find that
\[
J^r = \sum_{i=2}^{N} \left( \int_0^h \kappa_i(t)(PA + A^TP - \gamma PBB^TP + 2Q)\kappa_i(t)dt + V(0) - V(h) \right).
\]

(34)

\[
\lim_{h \to \infty} V(h) = \lim_{h \to \infty} \kappa_i^T(h)(I_{N-1} \otimes P)\kappa_i(h) + \lim_{h \to \infty} \sum_{i=1}^{N} \sum_{j \neq i} \frac{(w_{ij}(h) - w_{ij}(0))^2}{2} > 0.
\]

(36)

Thus, we can find by (35) that
\[
J_r \leq V(0).
\]

(37)

Furthermore, one can obtain that
\[
\frac{\gamma}{2N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} (y_{ik} - w_{ik}(0)) = \frac{\gamma}{2N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \int_0^{\infty} w_{ik}(t)dt = \gamma \int_0^{\infty} \omega^T(t) \left( \left( I_{N} - \frac{1}{N} 1_N 1_N^T \right) \otimes PBB^TP \right) \omega(t)dt.
\]

(38)

Due to
\[
UU^T = I_N - \frac{1}{N} 1_N 1_N^T,
\]

(39)

\[
\kappa_i(t) = 0_{2(N-1)d \times 2d} \int_{2(N-1)d}^{0} \omega(t),
\]

one has
\[
J^*_r = \omega^T(0) \left( \left( I_{N} - \frac{1}{N} 1_N 1_N^T \right) \otimes P \right) \omega(0) + \gamma \int_0^{\infty} \omega^T(t) \left( \left( I_{N} - \frac{1}{N} 1_N 1_N^T \right) \otimes PBB^TP \right) \omega(t)dt.
\]

(41)

Moreover, \( PA + A^TP - \gamma PBB^TP + 2Q \leq 0 \) can guarantee that swarm system (1) is synchronization-based guaranteed-performance formation achievable by formation protocol (6) with \( K_u = B^TP \) and \( K_w = PBB^TP \). Thus, the conclusion of Theorem 1 can be obtained.

Now, we introduce a scalar \( \mu > 0 \) such that \( P \leq \mu I \) and one can find that \( PBB^TP \leq \mu^2 BB^T \) when \( \lambda_{max}(BB^T) \leq 1 \), where \( \lambda_{max}(BB^T) \) stands for the maximum eigenvalue of the matrix \( BB^T \). By Schur complement lemma in [34], the following corollary can be obtained directly.

**Theorem 2.** For any given \( \gamma > 0 \) and \( \mu > 0 \), swarm system (1) is synchronization-based guaranteed-performance formation achievable by formation protocol (6) with \( K_u = B^TP \) and \( K_w = PBB^TP \) if \( \lambda_{max}(BB^T) \leq 1 \) and there exist \( \gamma > 0 \) and \( \bar{P} = \bar{P}^T \geq \mu^{-1}I \) such that \( A\bar{P} + PA^T - \gamma B\bar{B}^T + 2\bar{P}QP\bar{P} < 0 \). In this case, an explicit expression of the guaranteed-performance cost is
\[
J^*_r = \sum_{i=2}^{N} \| \kappa_i(0) \|^2 + \gamma \mu^2 \int_0^{\infty} \| B^T \kappa_i(t) \|^2 dt.
\]

(42)

The Riccati inequality bounded by an identity matrix in Theorem 2 can be transformed into linear matrix inequality conditions by the Schur complement lemma, which can be solved by the feasp solver in LMI’s toolbox.

Let \( x^m(t) \) and \( v^m(t) \) denote position-similar and velocity-similar components of the whole motion of swarm system (1), respectively. The following theorem determines the whole motion of swarm system (1) with formation protocol (6) when synchronization-based guaranteed-performance formation is achieved.
\textbf{Theorem 3.} If swarm system (1) with formation protocol (6) achieves synchronization-based guaranteed-performance formation, then the motion of swarm system (1) as a whole satisfies that \( x_w(t) = x_w(0) + t_w + v_w(0)t \) and \( v_w(t) = v_w(0) \), where \( x_w(0) = N^{-1} \sum_{i=1}^{N} x_i(0) \), \( v_w(0) = N^{-1} \sum_{i=1}^{N} v_i(0) \), and \( t_w = N^{-1} \sum_{i=1}^{N} t_i \).

\textbf{Proof.} If swarm system (1) achieves synchronization-based guaranteed-performance formation, then one can find that

\[
\lim_{t \to \infty} \left( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \kappa_i(t) \right) = 0.
\]

That is,

\[
\lim_{t \to \infty} \left( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \kappa_i(t) - \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \kappa_i(0) \right) = 0.
\]

Due to

\[
\kappa_i(0) = (e_i^T \otimes I_{sd})(U^T \otimes I_{sd}) = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \mu_i(0),
\]

one can obtain by (14) that

\[
\kappa_i(t) = e^{At} \kappa_i(0) = (I + At) \kappa_i(0).
\]

From (44) to (46), it can be shown that

\[
\kappa_i(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(0) - t_i + \frac{1}{N} \sum_{i=1}^{N} v_i(0).
\]

Thus, the conclusion of Theorem 3 can be obtained. \( \square \)

\textbf{Remark 2.} In [31, 32], sufficient conditions for formation control depend on the global information of swarm systems, such as the Laplacian matrix and its nonzero eigenvalues, etc. In those cases, formation control strategies are not fully distributed. It should be pointed out that the dilated adaptive method can realize fully distributed control as shown in [35], but it is no longer valid when the guaranteed performance is considered and becomes an important constraint for formation design. In the proof of Theorem 1, we introduce a translation scalar to eliminate the impacts of nonzero eigenvalues on guaranteed-performance formation control and realize the fully distributed control in the sense that gain matrices of the formation protocol are not associated with the global information of swarm systems. Particularly, the translation adaptive method is closely associated with the undirected property of the communication network, which introduces the Laplacian matrix of a complete graph.

\textbf{Remark 3.} Theorem 3 shows an approach to determine the motion of swarm system (1) with formation protocol (6) as a whole, where \( x_w(0) \) and \( v_w(0) \) are the average of initial values of position-similar states and velocity-similar states, respectively, and \( t_w \) is the average value of all formation control vectors. Two important aspects should be emphasized. The first one is that the formation control vectors not only determine formation structures, but also impact the whole motion. The second one is that if the average of initial values of velocity-similar states is equal to zero, then the whole formation is static as the synchronization-based guaranteed-performance formation is achieved. In this case, the center point of the whole formation is jointly determined by the average of initial values of position-similar states and the formation control vectors. However, if the average of initial values of velocity-similar states is nonzero, then the whole formation moves in the uniform linear mode when the synchronization-based guaranteed-performance formation is achieved.

\textbf{4. Numerical Simulations}

In this section, two numerical examples are provided to demonstrate the theoretical conclusions, where the static whole motion and the dynamic whole motion are dealt with, respectively.

\textbf{Example 1} (static whole motion). Consider the hexagon formation of six agents in the two-dimensional space. The dynamics of each agent in swarm system (1) is given as follows:

\[
A = \begin{bmatrix} I_2 & 0 \\ 0 & I_2 \end{bmatrix},
\]

\[
B = \begin{bmatrix} I_2 \end{bmatrix}.
\]

Set \( Q = 0.8I_4 \) and \( \gamma = 5 \); then one can obtain by Theorem 1 that

\[
K_u = \begin{bmatrix} 1.8861 & 0 & 2.0304 & 0 \\ 0 & 1.8861 & 0 & 2.0304 \\ 3.5574 & 0 & 3.8295 & 0 \\ 0 & 3.5574 & 0 & 3.8295 \\ 3.8295 & 0 & 4.1225 & 0 \\ 0 & 3.8295 & 0 & 4.1225 \end{bmatrix},
\]

\[
K_w = \begin{bmatrix} 1.8861 & 0 & 2.0304 & 0 \\ 0 & 1.8861 & 0 & 2.0304 \\ 3.5574 & 0 & 3.8295 & 0 \\ 0 & 3.5574 & 0 & 3.8295 \\ 3.8295 & 0 & 4.1225 & 0 \\ 0 & 3.8295 & 0 & 4.1225 \end{bmatrix},
\]

\[
J^*_r = 320.42.
\]

The communication network is presented in Figure 1, where the initial weights of all connected edges are one. The two-dimensional formation control vectors \( r = [r_1^T, r_2^T, r_3^T, r_4^T, r_5^T, r_6^T]^T \) is given in Table 1, where initial values of position-similar states and velocity-similar states are also shown. It can be found that the average value of initial states of velocity-similar states is equivalent to zero. Figure 2 shows the state snapshots of six agents, and the whole motion is given at \( J_r(t)s, J_v(t)s, J_v(t)s, \) and \( J_v(t)s, \) where six agents are represented by asterisks, plusses, circles, x-marks, pentagrams, and hexagrams, respectively, and the center point of the whole motion is denoted by red circles, which is determined by Theorem 3. It can be found that all agents achieve a time-invariant hexagon formation and the center point of the whole motion is static. Figure 3 shows that the practical performance function \( J_r(t) \) tends to a finite
**Table 1:** Initial values and formation vectors for static whole motion.

| Serial number | \((x_{i1}(0), x_{i2}(0))\) | \((v_{i1}(0), v_{i2}(0))\) | \((\iota_{i1}, \iota_{i2})\) |
|---------------|-----------------------------|-----------------------------|-----------------------------|
| 1             | \((-5, -1)\)               | \((-1, 0.5)\)              | \((2, 0)\)                  |
| 2             | \((-3, 0)\)                | \((-0.8, -1)\)             | \((1, 1.732)\)             |
| 3             | \((0, -1)\)                | \((0.3, -0.2)\)            | \((-1, 1.732)\)            |
| 4             | \((3, 3)\)                 | \((0.2, 0.2)\)             | \((-2, 0)\)                |
| 5             | \((3, 0)\)                 | \((-0.4, 0.3)\)            | \((-1, -1.732)\)           |
| 6             | \((2, -1)\)                | \((0.1, 0.2)\)             | \((1, -1.732)\)            |

**Figure 1:** Communication network for static whole motion.

**Figure 2:** Continued.
and stable value less than $J^*_r$, which is determined by Theorem 1. It can be found that the desired structure of this swarm system is achieved and the expected performance is guaranteed; that is, this swarm system achieves synchronization-based guaranteed-performance formation.

Example 2 (dynamic whole motion). Consider the pentagram formation structure of five agents in the three-dimensional space. In this case, each agent is modeled as

\[
\begin{pmatrix}
I_3 & 0 \\
0 & I_3
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & I_3 \\
0 & 0
\end{pmatrix}
\]

Let $Q = I_4$ and $\gamma = 3$; then gain matrices can be determined from Theorem 1 as

\[
K_u = \begin{bmatrix}
2.6226 & 0 & 0 & 2.9452 & 0 & 0 \\
0 & 2.6226 & 0 & 0 & 2.9452 & 0 \\
0 & 0 & 2.6226 & 0 & 0 & 2.9452 \\
6.8782 & 0 & 0 & 7.7243 & 0 & 0 \\
0 & 6.8782 & 0 & 0 & 7.7243 & 0 \\
0 & 0 & 6.8782 & 0 & 0 & 7.7243 \\
7.7243 & 0 & 0 & 8.6745 & 0 & 0 \\
0 & 7.7243 & 0 & 0 & 8.6745 & 0 \\
0 & 0 & 7.7243 & 0 & 0 & 8.6745
\end{bmatrix}
\]

And $J^*_r = 1214.31$. The communication network with five agents is shown in Figure 4, where the initial weights of all connected edges are set as 1, which is regulated according to formation protocol (5). Table 2 shows the three-dimensional formation control vector $i = [i_1^T, i_2^T, i_3^T, i_4^T, i_5^T]^T$ and initial values of position-similar states and velocity-similar states, where the average of initial values of velocity-similar states is nonzero.
Figure 4: Communication network for dynamic whole motion.

Table 2: Initial values and formation vectors for dynamic whole motion.

| Serial number | $(x_{i1}(0), x_{i2}(0), x_{i3}(0))$ | $(v_{i1}(0), v_{i2}(0), v_{i3}(0))$ | $(\iota_{i1}, \iota_{i2}, \iota_{i3})$ |
|---------------|-----------------------------------|-----------------------------------|--------------------------------------|
| 1             | $(-2.0, 3.0, 2.0)$                | $(1, 0.5, 0)$                     | $(-10.4, 0, 0)$                      |
| 2             | $(2.0, 4.5, 2)$                   | $(-2.0, 2.0, 1.5)$                | $(-3.2, 5.7, 5.7)$                   |
| 3             | $(-1.3, 5.5, 1.3)$                | $(1.5, -1.0, -3.0)$               | $(8.4, 3.5, -3.5)$                   |
| 4             | $(-3.1, 2.3, 2.1)$                | $(3.0, 0.8, 1.0)$                 | $(8.4, -3.5, 3.5)$                   |
| 5             | $(-2.5, 1.3, 4.0)$                | $(-1.0, 1.0, 0)$                  | $(-3.2, -5.7, 5.7)$                  |

Figure 5: Continued.
In Figure 5, the state snapshots of five agents and the whole motion are revealed at $J_r(t)$s, $J_r(t)$s, $J_r(t)$s, and $J_r(t)$s, where five agents are denoted by asterisks, plusses, circles, x-marks, and hexagrams, respectively, and the center point of the whole motion is denoted by red circles. One can see that all agents achieve a pentagram formation, where the pentagram is fixed, but the center point of the whole motion is time-varying and is consistent with Theorem 3. Figure 6 reveals the practical performance function $J_r(t)$ and the guaranteed-performance cost $J_r^*$, which is determined by Theorem 1. One can see that this swarm system achieves the desired synchronization-based guaranteed-performance formation.

**5. Conclusions**

Synchronization-based guaranteed-performance formation design problems for second-order swarm systems were addressed. A guaranteed-performance formation protocol was proposed, where the connected-edge weights are adaptively regulated on the basis of state errors and formation errors among neighboring agents. Furthermore, on the basis of the Riccati inequality, synchronization-based guaranteed-performance formation criteria were proposed, and an explicit expression of the guaranteed-performance cost was given. Those criteria are fully distributed in the sense that the gain matrix design of the formation protocol is independent of global information of swarm systems. Moreover, the whole motion of a swarm system was determined, where the impacts of position-similar states, velocity-similar states, and formation control vectors are shown, respectively. Particularly, it was shown that when the synchronization-based guaranteed-performance formation is achieved, the formation center of the whole swarm system can be static and can also move in the uniform linear mode. Moreover, it is a very interesting future work to establish a unified
criterion, which can compare similar methods associated with the guaranteed-performance formation control.
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