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Abstract
We consider multiscale stochastic spatial gene networks involving chemical reactions and diffusions. The model is Markovian and the transitions are driven by Poisson random clocks. We consider a case where there are two different spatial scales: a microscopic one with fast dynamic and a macroscopic one with slow dynamic. At the microscopic level, the species are abundant and for the large population limit a partial differential equation (PDE) is obtained. On the contrary at the macroscopic level, the species are not abundant and their dynamic remains governed by jump processes. It results that the PDE governing the fast dynamic contains coefficients which randomly change. The global weak limit is an infinite dimensional continuous piecewise deterministic Markov process (PDMP). Also, we prove convergence in the supremum norm.
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1 Introduction
Within the last decades, spatial and stochastic modeling has been widely used for systems of biochemical reactions. Commonly used models describe systems where reactants undergo chemical reactions and can diffuse in the considered spatial domain. They can be deterministic or stochastic.

Deterministic models are reaction–diffusion equations, which are partial differential equations (PDEs). These equations are solved analytically, and/or simulated numerically in which case results are obtained relatively fast. However, these models capture a macroscopic dynamic and are valid only in high concentrations contexts. When some of the interacting species are present in small quantity, a stochastic description
seems more accurate but the direct computation of stochastic models is extremely time consuming. This problem is typical for multiscale systems. A remedy is to compute abundant species as continuous variables that follow deterministic motions. Species in low number remain stochastic and are directly simulated, one talks about hybrid approximation. Lately, hybrid algorithms have been proposed for the simulation of multiscale spatial models arising from cellular biology or related fields. We refer for instance to [13] for cell regulatory networks and enzyme cascades, or [24] for molecular communication.

Stochastic hybrid systems, and especially piecewise deterministic Markov processes (PDMPs), form a class of systems that has become very popular throughout the past decade, as it proposes a quite natural simplification of multiscale systems.

On the mathematical side, the theory of PDMPs was initiated in finite dimension by Davis [10,11]. Finite dimensional PDMPs are suited to model spatially homogeneous situations. Recently, Buckwar and Riedler [6,27] have extended PDMPs to the infinite dimensional case, in order to model the propagation of action potentials in neurons (see also [15,28]). Mathematical results about stochastic hybrid systems concern for instance existence, well-posedness or Markov property.

On another hand, very few results exist on the mathematical validity of these hybrid models. Do they really approximate correctly or not multiscale stochastic systems?

In many situations, laws of large numbers hold for one scale systems—homogeneous or with spatial dependence. Among the numerous existing references, let us quote [21] pioneering work in homogeneous framework, [1,5] in the context of chemical reactions with spatial diffusion modeling, or more recently [25] for a compartmental SIR epidemic model. These allow to approach one scale stochastic systems, under the assumption of a large size of individuals, by a corresponding deterministic version. Central limit theorems results have also been proved, as well as large or moderate deviations results. See, among others, [20]—for chemical reaction–diffusion models—with respect to the former group of results, and [29]—for epidemic models—with respect to the latter group of results.

Radulescu et al. in [26], then Crudu et al. in [8] have proposed hybrid approximations by finite dimensional PDMPs, for some multiscale stochastic homogeneous gene networks. Then a rigorous justification has been given in [9]. The question is more complicated in the spatially inhomogeneous case, where there are much more possibilities of modeling, as can be seen in [12], [23, Chap. 4]—or equivalently—[18, Chap. 3]. The authors of the two latter references have proved a law of large numbers and large deviation inequalities in a common work on a spatial model of cholera epidemic.

In the previous work [12], a multiscale system with spatial dependance was considered. As usual, the spatial domain is divided in a finite number of cells and in each cell two species are present but one—the continuous—is much more abundant. However one—the discrete—has only few individuals in each cells. It is proved in this work that the limit is a reaction–diffusion PDE for the continuous component modeling continuous species, coupled to an ordinary differential equation (ODE) driving the discrete component modeling species in low numbers. This may seem surprising and one might expect a PDMP at the limit but this is in fact natural because, even though
the discrete specie is less abundant, its global number is of the order of the number of cells and grows to infinity and stochastic effects disappear.

Another situation is considered in the present paper. We consider the case when the discrete species have also a different spatial scale: their size is macroscopic. This may correspond to cells or to group of cells, depending on the context of application. Then their number remains small and stochasticity remains at the limit. The limit is a continuous infinite dimensional PDMP whose continuous component satisfies, between the jumps of its discrete component, a reaction–diffusion equation parametrized by the value of the discrete component between the considered jumps, see Sect. 2 for the precise derivation of the stochastic model and a formal derivation of the limit model.

The rest of this article is organized as follows. In Sect. 2, we introduce our multiscale model and derive heuristically the limit problem. In Sect. 3, we introduce notation and some mathematical tools and in Sect. 4 we briefly recall the definition of an infinite dimensional PDMP and collect useful results about it. We see in Sect. 5 that the limit problem is indeed an infinite dimensional PDMP under some natural assumptions.

The main result of convergence is stated and proved in Sect. 6. The tightness of the process is proved first thanks to similar arguments as in [12], then the limit is rigorously identified through the martingale problem, and we conclude by a truncation argument. This step is more difficult than in [12], several new difficulties appear. Section 7 contains the proof of uniqueness of the solution of a martingale problem associated to infinite dimensional PDMPs, a crucial result used in Sect. 6.

2 The Multiscale Model and Its Heuristic Limit

We consider a system of molecules of two species $C$ and $D$. Molecules of type $C$ are abundant and are subject to diffusion and reactions. Following [1], we divide $I = [0, 1]$ into $N$ smaller intervals, called sites, of equal length $N^{-1}$: $I_j = \left((j-1)N^{-1}, jN^{-1}\right]$, for $j = 1, \ldots, N$. Each site contains a number of molecules of type $C$ of order $\mu$. Both $N$ and $\mu$ are large numbers and they will go to infinity in our study. Thus, we can say that molecules of type $C$ are at a microscopic level.

Due to reactions, they are produced (birth) or removed (death) on each site at rates which is precised below. They can also diffuse between sites by simple random walks (one at once), with jump rates proportional to $N^2$ and linearly depending on the current local state. In this framework, an event can be either an onsite chemical reaction or a diffusion.

Molecules of type $D$ are at a macroscopic level. The spatial domain $I$ is split into a finite number of macrosites $J_1, \ldots, J_k$, where $k$ is a fixed finite number. The number of molecules of type $D$ in each macrosite is of order 1. Molecules of type $D$ are subject to reactions. We assume that they do not diffuse, diffusion of $D$ molecules could be handled provided the rate of diffusion is of order 1. No interesting phenomena would result.

This describes a situation where the discrete species are of much larger size than the continuous species. The multi-scaling could also model interaction between groups of cells and cells.
In order to avoid complicated notations, we assume for simplicity that all $J_\ell$ has the same length and consider $N$ as multiples of $k$. Thus each $J_\ell$ is the union of microsites:

$$J_\ell = \bigcup_{j=N\ell-1+1}^{N\ell} I_j, \quad \ell = 1, \ldots, k,$$

with $N\ell = \frac{\ell N}{k}$.

As in [9], we divide the set $\mathcal{R}$ of possible onsite reactions in three disjoint subsets:

$$\mathcal{R} = \mathcal{R}_C \cup \mathcal{R}_{DC} \cup \mathcal{R}_D.$$

Reactions in $\mathcal{R}_C$ (resp. $\mathcal{R}_D$) involve only reactants and products of type $C$ (resp. $D$), whereas, reactions in $\mathcal{R}_{DC}$ involve both types of reactants and/or products. We assume that molecules of type $D$ in the macrosite $J_\ell$ can react only with molecules of type $C$ in some $I_j \subset J_\ell$.

We introduce the notations

- $X_{j,C}^N$ is the number of molecules of type $C$ on site $j$;
- $X_{\ell,D}^N$ is the number of molecules of type $D$ on macrosite $\ell$;
- $X_{C,D}^N := \left( X_{j,C}^N \right)_{1 \leq j \leq N}$, $X_{D}^N := \left( X_{\ell,D}^N \right)_{1 \leq \ell \leq k}$ and $X^N := (X_{C,D}^N) \in \mathbb{N}^{N+k}$.

We consider periodic boundary conditions: $X_{j+N,C}^N = X_j^N$, $X_{\ell+k,D}^N = X_\ell^N$ for all $j, \ell$. Hence, the molecular composition of the system $X^N := \{X^N(t), t \geq 0\}$ is a $\mathbb{N}^{N+k}$-valued Markov process with the transitions:

$$\begin{align*}
(X_j^N, X_\ell^N) &\to (X_j^N + \gamma_{j,C}^C \epsilon_j, X_\ell^N) \text{ at rate } \lambda_{r}(X_j^N, X_\ell^N) \text{ for } r \in \mathcal{R}_C, \\
(X_j^N, X_\ell^N) &\to (X_j^N + \gamma_{\ell,D}^D \epsilon_\ell, X_\ell^N) \text{ at rate } \lambda_{r}(X_j^N, X_\ell^N) \text{ for } r \in \mathcal{R}_{DC}, \\
(X_j^N, X_\ell^N) &\to (X_j^N, X_\ell^N + \gamma_{j,C}^C \epsilon_j) \text{ at rate } \lambda_{r}(X_j^N, X_\ell^N) \text{ for } r \in \mathcal{R}_D, \\
(X_j^N, X_\ell^N) &\to (X_j^N + \epsilon_j, X_\ell^N) \text{ at rate } N^2 X_j^N, \text{ for a diffusion } j \to j + 1, \\
(X_j^N, X_\ell^N) &\to (X_j^N + \epsilon_j, X_\ell^N) \text{ at rate } N^2 X_j^N, \text{ for a diffusion } j \to j - 1.
\end{align*}$$

where $\{e_j, j = 1, \ldots, N\}$ is the canonical basis of $\mathbb{R}^N$, $\{\epsilon_\ell, \ell = 1, \ldots, N\}$ is the canonical basis of $\mathbb{R}^k$, $\gamma_{j,C}^C, \gamma_{\ell,D}^D \in \mathbb{Z}$, $\forall r \in \mathcal{R}$, $1 \leq j \leq N$, $1 \leq \ell \leq k$, and for $1 \leq j \leq N$, $\ell$ is such that $I_j \subset J_{\ell,j}$.

**Scaling and density dependence** On each site, the initial average number of molecules for $C$ is of order $\mu$ with $\mu$ large. Namely, if $M_C$ is the initial number of $C$ molecules, then $M_C \approx N \times \mu$.

Then, we make the

**Assumption 2.1** (i) Density dependence holds for the rates of reactions in $\mathcal{R}_C$. That is, for all $r \in \mathcal{R}_C$, there exists $\tilde{\lambda}_r$ satisfying

$$\lambda_{r}(X_j^N, C) = \mu \tilde{\lambda}_r \left( \frac{X_j^N, C}{\mu} \right) \text{ for all } j = 1, \ldots, N.$$
(ii) Reactions $r \in \mathcal{R}$ are spatially homogeneous: $\gamma_{j,r}^C = \gamma_r^C, \gamma_{\ell,j}^D = \gamma_r^D$.

The parameter $\mu$ is in fact a function of $N$ and goes to infinity with $N$. To lighten notation, we leave this dependance implicit. The assumption of spatial homogeneity is not essential. It allows simpler notations.

It follows that reactions in $\mathcal{R}_C$ are fast. On the contrary, reactions in $\mathcal{R}_D$ are slow and their rate is of order 1. We distinguish two types of mixed reactions in $\mathcal{R}_{DC}$, some will be fast and belong to $S_1$. A reaction on $S_1$ happen between a site $j$ and the macrosite $\ell_j$. More precisely, we assume

**Assumption 2.2** In some $S_1 \subset \mathcal{R}_{DC}$, reactions are spatially homogeneous, fast and do not affect the discrete species: $\gamma_{\ell,j}^D = 0$ and the rate satisfies

$$\lambda_r \left( X_j^N, X_\ell^N \right) = \mu \lambda_r \left( \frac{X_j^N}{\mu}, X_\ell^N \right),$$

for $r \in S_1$ and $1 \leq j \leq N$.

For the other reactions in $\mathcal{R}_{DC}$, we assume that when there is a slow reaction between discrete and continuous species, i.e. in $\mathcal{R}_{DC} \setminus S_1$, on $J_\ell$, it may affect $X_C$ on all $J_\ell$:

$$\left( X_C^N, X_D^N \right) \rightarrow \left( X_C^N + \gamma_r^C \sum_{j=N_\ell-1+1}^{N_\ell} b_{j,N}^r 1_j, u_D^N + \gamma_r^D 1_\ell \right),$$

for some non negative $b_{j,N}^r$. Below we use the notation:

$$\gamma_{r,\ell}^C,N = \gamma_r^C \sum_{j=N_\ell-1+1}^{N_\ell} b_{j,N}^r 1_j.$$

We choose $b_{j,N}^r = N \int_{I_j} b^r(x) dx$ for some positive function $b^r \in C([0, 1])$.

We also assume that the rate of such reaction depends on $u_D^N$ and on $u_C^N$ all over $J_\ell$ through a local average. In other words, the rate of such reaction is of the form

$$\lambda_r \left( \sum_{j=N_\ell-1+1}^{N_\ell} a_{j,N}^r u_C^N, u_D^N \right)$$

where $a_{j,N}^r$ are non negative numbers summing to 1: $\sum_{j=N_\ell-1+1}^{N_\ell} a_{j,N}^r = 1$. We choose $a_{j,N}^r = \int_{I_j} a^r(x) dx$ for some positive function $a^r \in C([0, 1])$ such that $\int_0^1 a^r(x) dx = 1$.

It is natural to rescale $X^N$ and define

$$U_{j,N}^C = \frac{X_{j,N}^C}{\mu}, U_{\ell,N}^D = X_{\ell,N}^D; \quad U_C^N = \left( U_{j,N}^C \right)_{1 \leq j \leq N}, \quad U_D^N = \left( U_{\ell,N}^D \right)_{1 \leq \ell \leq N},$$

and

$$U^N = \left( U_C^N, U_D^N \right) \in \mathbb{R}^N \times \mathbb{N}^k.$$
Since \( U^N_C \) (resp. \( U^N_D \)) has continuous (resp. discrete) values, \( C \) (resp. \( D \)) is said to be continuous (resp. discrete).

In order to achieve a pointwise modeling over the whole spatial domain, we introduce the step functions

\[
u^N_C(t, x) = \sum_{j=1}^{N} U^N_{j,C}(t) \mathbb{1}_j(x), \quad t \geq 0, \quad x \in I_j,
\]

where \( \mathbb{1}_j(\cdot) := \mathbb{1}_{I_j}(\cdot) \) is the indicator function of the \( j \)th site \( I_j \), and

\[
u^N_D(t, x) = \sum_{\ell=1}^{k} U^N_{\ell,D}(t) \mathbb{1}_\ell(x),
\]

where \( \mathbb{1}_\ell = \mathbb{1}_{J_\ell} \) is the indicator function of the \( \ell \)th macrosite \( J_\ell \).

Note that for all \( t \geq 0 \), the function \( u^N_C(t) = u^N_C(t, \cdot) \) can be identified with the vector \( U^N_C(t) \) of \( \mathbb{R}^N \). It is a 1-periodic function. Now, let \( \mathbb{H}^N \) denote the subspace of \( L^2(I) \) which consists in real-valued step functions defined on \( I \), and constant on every site \( I_j, 1 \leq j \leq N \). We extend functions in \( \mathbb{H}^N \) by periodicity. We consider the canonical projection

\[
P_N : L^2(I) \longrightarrow \mathbb{H}^N
\]

\[
u \mapsto P_N \nu = \sum_{j=1}^{N} u_j \mathbb{1}_j, \quad \text{with } u_j := N \int_{I_j} \nu(x) dx.
\]

Then,

\[
u^N_C(t, x) = \sum_{j=1}^{N} u^N_{j,C}(t) \mathbb{1}_j(x)
\]

where

\[
u^N_{j,C}(t) := P_N \nu^N_C(t) = N \int_{I_j} \nu^N_C(t, x) dx = U^N_{j,C}(t).
\]

We follow the spatial distribution of the discrete component at the level of the macrosites \( J_\ell \). We may identify the space of such functions with \( \mathbb{R}^k \) thanks to the formula:

\[
u_D(t, x) = \sum_{\ell=1}^{k} u^D_{\ell}(t) \mathbb{1}_\ell(x).
\]

Also we write \( \tilde{P}_N u := (P_N u_C, \sum_{\ell=1}^{k} u^D_{\ell} \mathbb{1}_\ell) \) for \( u = (u_C, u_D) \in L^2(I) \times \mathbb{R}^k \).
Our system of reactions can be written as:

\[
\begin{align*}
\begin{cases}
(u_C^N, u_D^N) &\rightarrow (u_C^N + \frac{\gamma_C^r}{\mu} \mathbb{1}_j, u_D^N), &\text{at rate } \mu \tilde{\lambda}_r(u_j^N), &\text{for } r \in R_C, \\
(u_C^N, u_D^N) &\rightarrow (u_C^N + \frac{\gamma_C^r}{\mu} \mathbb{1}_j, u_D^N), &\text{at rate } \mu \tilde{\lambda}_r(u_j^N, u_{\ell_j}^N), &\text{for } r \in R_S, \\
(u_C^N, u_D^N) &\rightarrow (u_C^N + \frac{\gamma_{C,N}^r}{\mu} u_D + \gamma_r^D \mathbb{1}^\ell), &\text{at rate } \lambda_r \left( \sum_{j=N_{\ell_{j-1}}+1}^{N_{\ell_j}} a_{j,N}^r u_j^N, u_{\ell_j}^N \right), &\text{for } r \in R_D \setminus S_1, \\
(u_C^N, u_D^N) &\rightarrow (u_C^N, u_D^N + \gamma_r^D \mathbb{1}^\ell), &\text{at rate } \lambda_r (u_{\ell_j}^N), &\text{for } r \in R_D, \\
(u_C^N, u_D^N) &\rightarrow (u_C^N + \frac{1}{\mu} \mathbb{1}_{j+1} - \frac{1}{\mu} \mathbb{1}_j, u_D^N), &\text{at rate } \mu N^2 u_j^N, \\
(u_C^N, u_D^N) &\rightarrow (u_C^N + \frac{1}{\mu} \mathbb{1}_{j+1} - \frac{1}{\mu} \mathbb{1}_j, u_D^N), &\text{at rate } \mu N^2 u_j^N. \\
\end{cases}
\end{align*}
\]

(2.3)

recall that \( \ell_j \) is the upper integer part of \( \frac{j}{N} \).

The infinitesimal generator for \( u^N \) has the form

\[
\mathcal{A}^N \varphi(u_C, u_D) = \sum_{j=1}^{N} \left\{ \sum_{r \in R_C} \left[ \varphi \left( u_C + \frac{\gamma_C^r}{\mu} \mathbb{1}_j, u_D \right) - \varphi(u_C, u_D) \right] \mu \tilde{\lambda}_r(u_j^C) \\
+ \sum_{r \in R_S} \left[ \varphi \left( u_C + \frac{\gamma_C^r}{\mu} \mathbb{1}_j, u_D \right) - \varphi(u_C, u_D) \right] \mu \tilde{\lambda}_r(u_j^C, u_{\ell_j}^D) \right\} \\
+ \sum_{j=1}^{N} \left\{ \left[ \varphi \left( u_C + \frac{1}{\mu} \mathbb{1}_{j+1} - \frac{1}{\mu} \mathbb{1}_j, u_D \right) + \varphi \left( u_C + \frac{1}{\mu} \mathbb{1}_{j+1} - \frac{1}{\mu} \mathbb{1}_j, u_D \right) \\
- 2\varphi(u_C, u_D) \right] \mu N^2 u_j^C \right\} \\
+ \sum_{\ell=1}^{k} \left\{ \sum_{r \in R_D \setminus S_1} \left[ \varphi \left( u_C + \frac{\gamma_{C,N}^r}{\mu} u_D + \gamma_r^D \mathbb{1}^\ell \right) - \varphi(u_C, u_D) \right] \lambda_r \\
\times \left( \sum_{j=N_{\ell_{j-1}}+1}^{N_{\ell_j}} a_{j,N}^r u_j^C, u_{\ell_j}^D \right) \\
+ \sum_{r \in R_D} \left[ \varphi \left( u_C, u_D + \gamma_r^D \mathbb{1}^\ell \right) - \varphi(u_C, u_D) \right] \lambda_r (u_{\ell_j}^D) \right\} \right\}
\]

(2.4)

on the domain \( C_b(\mathbb{H}^N \times \mathbb{R}^k) \). It can be extended to \( C_b(L^2(I) \times \mathbb{R}^k) \) by

\[
\mathcal{A}^N \varphi(u_C, u_D) = \mathcal{A}^N \varphi(P_N u_C, u_D).
\]

(2.5)

**Remark 2.1** Note that this system has a problem since it does not ensure positivity of \( u_C^N \). In general, this is ensured by the fact that the rate vanishes when the concentration
vanishes. But this is not possible for the type of rate considered for the mixed reactions in $\mathcal{R}_{DC\setminus S_1}$. A more realistic rate for such reactions would be:

$$\lambda_r \left( \sum_{j=N_{\ell-1}+1}^{N_{\ell}} a^r_{j,N} u^N_{j,C} u^N_D \prod_{j=N_{\ell-1}+1}^{N_{\ell}} \mathbb{1}_{u^N_{j,C} \geq 0} \right).$$

When $\mu \to \infty$, this further factor converges to $\prod_{j=N_{\ell-1}+1}^{N_{\ell}} \mathbb{1}_{u^N_{j,C} \geq 0}$ or $\prod_{j=N_{\ell-1}+1}^{N_{\ell}} \mathbb{1}_{u^N_{j,C} > 0}$ depending on the sign of $\gamma^r_C$. This extra factor has no effect at the limit since $u_C$ is positive for $\mu = \infty$. Indeed, positivity is ensured by the other reactions acting on the continuous component.

Moreover, due to the lack of smoothness of the indicator function, we should replace $\mathbb{1}_{u \geq 0}$ by a smooth function approximating it. This creates further notational complexity but no mathematical problems (see [12]) and we do not consider such extra factor.

Our main result can be informally be stated now. We will prove that the process describe above converges in law to a Piecewise Deterministic Markov Process (PDMP) $(v_C, v_D)$ whose generator is

$$\mathcal{A} \varphi(u_C, u_D) = \left( D^{1,0} \varphi(u_C, u_D), \Delta u_C + F(u_C, u_D) \right)_{2}$$

$$+ \sum_{\ell=1}^{k} \sum_{r \in \mathcal{R}_{DC\setminus S_1}} \left[ \varphi \left( u_C, u_D + \gamma^r_D \mathbb{1}_{\ell} \right) - \varphi(u_C, u_D) \right] \lambda_r$$

$$\times \left( \int_{J_{\ell}} a^r(x) u_C(x) dx, u_D, \ell \right)$$

$$+ \sum_{r \in \mathcal{R}_D} \left[ \varphi \left( u_C, u_D + \gamma^r_D \mathbb{1}_{\ell} \right) - \varphi(u_C, u_D) \right] \lambda_r \left( u_D, \ell \right).$$

(2.6)

The function $F$ is the debit related to fast onsite reactions:

$$F(u_C, u_D) = \sum_{r \in \mathcal{R}_C} \gamma^C_r \tilde{\lambda}_r (u_C) + \sum_{r \in S_1} \gamma^C_r \tilde{\lambda}_r (u_C, u_D)$$

(2.7)

and $\Delta$ is the Laplace operator.

This means that the continuous component $v_C(t)$ is 1-periodic, has continuous trajectories and follows the partial differential equation:

$$\frac{d}{dt} v_C(t) = \Delta v_C(t) + F(v_C(t), v_D(t)),$$

where $v_D$ is piecewise constant and has jump at the macrosite $J_{\ell}$ given by $\gamma^D r \mathbb{1}_{\ell}$ with rate $\lambda_r \left( \int_{J_{\ell}} a^r(x) v_C(x) dx, v_D, \ell \right)$.
From now on, we omit the tildes in the reaction rates. In the following sections, we introduce rigorously all the above tools (infinite dimensional PDMPs, generators,...), state rigorously our main result and give its proof.

We end this section by explaining informally how we obtain the limit system from (2.4). We assume that the test function \( \phi \) is sufficiently smooth and use Taylor expansion at order 2 to replace terms of type 
\[
\phi(u_C^r + \gamma \mu, u_D^r) - \phi(u_C, u_D)
\]

in the first two sums of the right hand side of (2.4) by expression using differentials of \( \phi \) with respect to the first variable.

With the notation \( u = (u_C, u_D) \), we obtain at the first order:
\[
T^{(1)}_{\text{fast}}(N) = \left\langle D^{1,0} \phi(\tilde{P}_Nu), \sum_{j=1}^N \left( \sum_{r \in R_C} \gamma_r u_j^C + \sum_{r \in S_1} \gamma_r u_j^C u_{\ell_j}^D \right) 1_j \right\rangle_2
\]
\[
+ \left\langle D^{1,0} \phi(\tilde{P}_Nu), \sum_{j=1}^N N^2 (1_{j-1} - 2 1_j + 1_{j+1}) u_j^C \right\rangle_2
\]
\[
= \left\langle D^{1,0} \phi(\tilde{P}_Nu), F(\tilde{P}_Nu) + \Delta N P_N u_C \right\rangle_2.
\]
Here \( D^{1,0} \phi \) is the differential—or the gradient—of \( \phi \) with respect to the first variable, \( \Delta N \) is the discrete Laplace introduced below and corresponds to the debit function related to the diffusions. Its expression is obtained using a change of index and periodicity. The function \( F \) is the debit related to fast onsite reactions and is given by (2.7).

If \( F \) is continuous, then for \( u_C \in C^2(I) \),
\[
T^{(1)}_{\text{fast}}(N) \longrightarrow \left\langle D^{1,0} \phi(u_C, u_D), \Delta u_C + F(u_C, u_D) \right\rangle_2 =: A^{\infty}_{\text{fast}} \tag{2.8}
\]
as \( N \to \infty \), thanks to Propositions 3.2 (vi) and 3.1 (iii) below.

For fast onsite reactions, we have the following second order term in the Taylor expansion
\[
T^{(2)}_{\text{fast, on}}(N) = \frac{1}{2} \sum_{j=1}^N \left( \sum_{r \in R_C} D^{2,0} \phi(\tilde{P}_Nu) \cdot \left( \frac{\gamma_r}{\mu} 1_j, \frac{\gamma_r}{\mu} 1_j \right)_2 \mu \lambda_r (u_j^C) \right)
\]
\[
+ \sum_{r \in S_1} D^{2,0} \phi(\tilde{P}_Nu) \cdot \left( \frac{\gamma_r}{\mu} 1_j, \frac{\gamma_r}{\mu} 1_j \right)_2 \mu \lambda_r (u_j^C u_{\ell_j}^D),
\]
where \( D^{2,0} \phi \) is the second differential of \( \phi \) with respect to the first variable. We see \( \phi \) as a function on \( L^2(I) \times \mathbb{R}^k \) and this is indicated by the subscript 2.

Let \( \gamma_C \) is an upper bound for the amplitudes of fast onsite reactions, \( \lambda_C \) an upper bound for the rates of fast onsite reactions and \( \|D^{2,0} \phi\|_\infty \) a uniform bound on the norm of \( D^{2,0} \phi(u) \) as a bilinear operator on \( L^2(I) \) for \( u \in L^2(I) \times \mathbb{R}^k \), then since the \( L^2(I) \) norm of \( 1_j \) is \( N^{-1/2} \).
Concerning the diffusion part, the $L^2(I)$ norm of $\mathbf{1}_{j+1} - \mathbf{1}_j$ is $\sqrt{2N^{-1/2}}$ and we have at the second order:

$$T_{fastDiff}^{(2)}(N) = \frac{1}{2} \sum_{j=1}^{N} \left[ D^{2,0} \varphi \left( \bar{\pi}_N u \right) \cdot \left( \frac{1}{\mu} \mathbf{1}_{j-1} - \mathbf{1}_j, \frac{1}{\mu} \mathbf{1}_{j-1} - \mathbf{1}_j \right) \right] \mu N^2 u_j^C \leq c \rho \left\| D^{2,0} \varphi \right\| \frac{N^2}{\mu} \sum_{j=1}^{N} \frac{1}{\mu N} \leq c \mu^{-1} N^2 \to 0,$$

if $\mu^{-1} N^2 \to 0$ as $N, \mu \to \infty$. We have denoted by $\rho$ a bound on $u^C$. Below, we will see that the condition $\mu^{-1} N^2 \to \infty$ can be weakened considerably. We will see that the parameter $N$ and $\mu$ are supposed to satisfy $\mu^{-1} \log N \to 0$ as $N, \mu \to \infty$. This is not surprising. Indeed the strong condition $\mu^{-1} N^2 \to 0$ was used in [1] where an $L^2$ framework was used. Below we use the much stronger method introduced in [5] which allows this weaker condition and gives convergence in the supremum norm.

Let us then treat the slow dynamic part. With our choice of $b_{j,N}^r, \gamma_{r,\ell}^{C,N}$ are clearly bounded and $\frac{\gamma_{r,\ell}^{C,N}}{\mu} \to 0$. Also, since $a^r$ is continuous, it is not difficult to see that if $u_N^{C,1}$ and $u_N^{D,1}$ converge to $u_C$ and $u_D, \ell$ respectively, then $\lambda_r \left( \sum_{j=N_{\ell-1}+1}^{N_{\ell}} a_j^r(v_j^N, u_j^C, u_j^D) \right)$ converges to $\lambda_r \left( \int_{J_\ell} a^r(x) u_C(x) dx, u_D, \ell \right)$.

As a conclusion, we deduce that $A_N^{\ell}$ given in (2.4) converges to the limit generator (2.6).

**Remark 2.2** From the above argument, we see that if we do not assume spatial homogeneity of the reaction, the resulting partial differential equation will be similar but the debit function $F$ depends on the spatial variable $x$.

Also, this heuristic argument indicates that our method can be generalized to other situation with different dependence of the reaction rates in $R_{DC}$. For instance, if reactions in $S_1$ are assumed to be similar to reactions in $R_{DC} \backslash S_1$ but with the same scaling as above, the resulting limiting will be similar but the debit $F$ will be different and be a non local operator since it will depend on the average of $u_C$ on the corresponding macrosite.

We may also wonder what happens if we assume that the rate of diffusion is more complicated and of the form $\mu N^2 \kappa(u_j^C, u_{\ell_j}^D) u_j^C$. The heuristic above shows that in this case the term $\Delta u_C$ is replaced by $\Delta \left( \kappa(u_C, u_D) u_C \right)$. The partial differential thus becomes quasilinear and, since $u_D$ is discontinuous, its mathematical study is much more complicated.
3 Notations and Convergence Tools

Given a Banach space $K$, $C_b(K)$ is the space of continuous and bounded real valued functions on $K$, $\mathcal{B}(K)$ (resp. $\mathcal{B}_b(K)$) the space of borelian (resp. bounded borelian) functions on $K$. The spaces $C_b(K)$ and $\mathcal{B}_b(K)$ are endowed with the supremum norm

$$
\|f\|_\infty = \sup_{x \in \mathbb{Z}} |f(x)|.
$$

For $n \in \mathbb{N}$, $C_b^{n,0}(K \times \mathbb{R}^k)$ is the space of bounded measurable functions on $K \times \mathbb{R}^k$ which are $C^n$ with respect to the first variable with bounded differentials. For $\varphi \in C_b^{n,0}(K \times \mathbb{R}^k)$ and $m \leq n$, $D^{m,0}\varphi$ denotes the differential of order $m$ with respect to the first variable. As already mentioned, when $K$ is a Hilbert space we identify the first order differential with the gradient.

Given two Banach spaces $K_1$, $K_2$, the norm of a bounded operator $A$ from $K_1$ to $K_2$ is denoted by $\|A\|_{K_1 \to K_2}$.

For $J = [0, T]$, $T > 0$ or $J = \mathbb{R}_+$, $D(J, K)$ is the space of right-continuous, left-limited (or càdlàg) functions defined on $J$ with values in $K$, it is endowed with the Skorohod topology. The space of continuous functions from $J$ to $K$ is denoted by $C(J, K)$.

$D(I)$ is the space of right-continuous, left-limited (or càdlàg) real valued functions defined on $I = [0, 1]$, it is endowed with the Skorohod topology; $C(I)$ (resp. $C^k(I)$) is the space of periodic continuous (resp. $C^k$) real valued functions defined on $I = [0, 1]$.

We also use the Sobolev spaces $W^{n,\infty}(I)$ of functions whose distributional derivatives up to order $n$ are in $L^\infty(I)$, $H^1_{per}$ of 1-periodic $L^2$ functions with distributional derivative in $L^2(I)$. The dual space of $H^1_{per}$ is denoted by $H^{-1}(I)$.

Finally $\implies$ means convergence in law.

Let us now introduce various tools which are helpful to take the limit rigorously in the martingale problems associated to the above generators.

For $f, g \in \mathbb{H}^N$, the $L^2$ inner product reads $\langle f, g \rangle_2 = N^{-1} \sum_{j=1}^N f_j g_j$, and the supremum norm is given by $\|f\|_\infty = \max_{1 \leq j \leq N} |f_j|$.

**Proposition 3.1**

(i) $\left(\mathbb{H}^N, \langle \cdot, \cdot \rangle_2\right)$ is a finite dimensional Hilbert space with

\[
\left\{ \sqrt{N} \mathbb{I}_j, 1 \leq j \leq N \right\}
\]

as an orthonormal basis.

(ii) $\lim_{N \to \infty} \|P_N f - f\|_2 \to 0$ for $f \in L^2$.

(iii) $\lim_{N \to \infty} \|P_N f - f\|_\infty \to 0$, for $f \in C(I)$.

Henceforth, $\mathbb{H}^N \times \mathbb{R}^k$ is endowed with the norm

$$
\|(f, g)\|_{\infty, \infty} := \|f\|_\infty + \|g\|_\infty, \text{ for } f \in \mathbb{H}^N, \ g \in \mathbb{R}^k.
$$

The discrete Laplace For $f \in D(I)$ and for $x \in [0, 1]$, we set

\[
\nabla^+_N f(x) := N \left[ f \left( x + \frac{1}{N} \right) - f(x) \right] \quad \text{and} \quad \nabla^-_N f(x) := N \left[ f(x) - f \left( x - \frac{1}{N} \right) \right].
\]
Then, we define the discrete Laplace on $D(I)$ by

$$
\Delta_N f(x) := \nabla_N^+ \nabla_N^- f(x)
= \nabla_N^- \nabla_N^+ f(x) = N^2 \left[ f \left( x - \frac{1}{N} \right) - 2 f(x) + f \left( x + \frac{1}{N} \right) \right].
$$

If $f \in H^N$ in particular, then

$$
\Delta_N f(x) = \sum_{j=1}^{N} \left[ N^2 (f_{j-1} - 2f_j + f_{j+1}) \right] I_j(x).
$$

From the spectral analysis of $\Delta_N$, it is well known that, if $N$ is an odd integer, letting $0 \leq m \leq N - 1$ with $m$ even, letting $\varphi_{0,N} = 1$, $\varphi_{m,N}(x) = \sqrt{2}\cos(\pi mjN^{-1})$ and $\psi_{m,N}(x) = \sqrt{2}\sin(\pi mjN^{-1})$ for $x \in I_j$, then, $\{\varphi_{m,N} , \psi_{m,N}\}$ are eigenfunctions of $\Delta_N$ with eigenvalues given by $-\beta_{m,N} = -2N^2 \left( 1 - \cos(\pi mN^{-1}) \right) \leq 0$. If $N$ is even, we need the additional eigenfunction $\varphi_{N,N} = \cos(\pi j)$ for $x \in I_j$. The following (classical) properties can be found in [4, Lemma 2.12 p.12], [5, Lemma 4.2 for (i)–(v)], in [19, Chap. 9, Sect. 3 for (vi)], in [16, Chap. 1, Sects. 1.3 and 1.4 for (viii)–(ix)], and in [2, Theorem 3.1] for (x). Consider $f, g \in H^N$ and let $T_N(t) = e^{\Delta_N t}$ denote the semigroup on $H^N$ generated by $\Delta_N$.

**Proposition 3.2** (i) The family $\{\varphi_{m,N}, \psi_{m,N}\}$ forms an orthonormal basis of $(H^N, \langle \cdot, \cdot \rangle_2)$.

(ii) $T_N(t)f = \sum_m e^{-\beta_{m,N}t} \left( \langle f, \varphi_{m,N}\rangle \varphi_{m,N} + \langle f, \psi_{m,N}\rangle \psi_{m,N} \right)$.

(iii) $(\nabla_N^+ f, g)_2 = (f, \nabla_N^- g)_2$ and $T_N(t) \Delta_N f = \Delta_N T_N(t)f$.

(iv) $\Delta_N$ and $T_N(t)$ are self-adjoint on $(H^N, \langle \cdot, \cdot \rangle_2)$.

(v) $T_N(t)$ is a positive contraction semigroup on both $(H^N, \langle \cdot, \cdot \rangle_2)$ and $(H^N, \|\cdot\|_\infty)$.

(vi) The projection $P_N$ commutes with $\Delta_N$, and for all $f \in C^2(I)$, $t \geq 0$,

$$
\begin{cases}
\|\Delta_N f - \Delta f\|_\infty \longrightarrow 0 \text{ as } N \rightarrow \infty, \\
\|\Delta_N P_N f - \Delta f\|_\infty \longrightarrow 0 \text{ as } N \rightarrow \infty, \\
\|T_N(t) P_N f - T(t) f\|_\infty \longrightarrow 0 \text{ as } N \rightarrow \infty.
\end{cases}
$$

(vii) Let $f_N, f \in C^2(I)$.

If $\lim_{N \rightarrow \infty} \|f_N - f\|_{C^2(I)} \rightarrow 0$, then $\lim_{N \rightarrow \infty} \|\Delta_N f_N - \Delta f\|_\infty \rightarrow 0$.

(viii) For all $\eta \geq 0$, there exist a constant $c_1 = c_1(\eta) > 0$ independent of $N$, such that

$$
\|T_N(t)(-\Delta_N)^\eta\|_{L^\infty(I) \rightarrow L^\infty(I)} \leq c_1 t^{-\eta} \text{ for } t > 0.
$$
For all \(0 < \eta \leq 1\), there exists \(c_2 = c_2(\eta) > 0\) independent of \(N\), such that
\[
\| (T_N(t) - I_d) \left( - \Delta_N \right)^{-\eta} \|_{L^\infty(I) \to L^\infty(I)} \leq c_2 t^\eta \text{ for } t \geq 0.
\]

There exists \(c_3\) independent of \(N\), such that
\[
\| \nabla^+ N T_N(t) \|_{L^\infty(I) \to L^\infty(I)} \leq c t^{-1/2} \text{ for } t > 0.
\]

### 4 Infinite Dimensional Piecewise Deterministic Processes

Piecewise deterministic Markov processes (PDMPs) form a class of processes that has been formalized in the finite dimensional case in \([10,11]\) among others. We briefly define infinite dimensional (continuous) PDMPs and give some useful results about them. We refer to \([27]\) or \([6]\) for an in-depth presentation.

Consider a Banach space \(B\) endowed with a norm \(\| \cdot \|_B\), a countable set of isolated states \(K\) equipped with the discrete topology, and set \(E := B \times K\). Then, let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) denote a filtered probability space satisfying the usual conditions.

In this article, a standard “continuous” PDMP with values in \(E\) is a non exploding càdlàg stochastic process \(\{u(t) = (u_C(t), u_D(t)), t \geq 0\}\), determined by its four characteristics:

1–2) **Linear and nonlinear operators:** for every \(\nu \in K\), there is given an abstract evolution equation
\[
\frac{d}{dt} u_C(t) = L_\nu u_C(t) + F_\nu(u_C(t)),
\]
where \(F_\nu : B \to B\) is a (possibly nonlinear) operator and \(L_\nu : B \to B\) is an unbounded linear operator, which is \(m\)-dissipative with dense domain. Let \(\{S_\nu(t) := e^{L_\nu t}, t \geq 0\}\) be the semigroup generated by \(L_\nu\). We assume that there exists a unique global mild flow \(\phi_\nu(\cdot, \alpha)\) to (4.1), satisfying \(\phi_\nu(\cdot, \alpha) \in C(\mathbb{R}_+, B)\) and
\[
\phi_\nu(t, \alpha) = S_\nu(t)\alpha + \int_0^t S_\nu(t-s)F_\nu(\phi_\nu(s, \alpha))ds,
\]
for periodic boundary conditions, every initial value \(\alpha \in B\), and all \(\nu \in K\). We also use the notations \(L_\nu(\alpha) = L(\alpha, \nu)\), \(F_\nu(\alpha) = F(\alpha, \nu)\) and \(\phi_\nu(\cdot, \alpha) = \phi(\cdot, \alpha, \nu)\).

3) **A jump rate:** \(\Lambda : E \to \mathbb{R}_+\), which is measurable, and such that for all \((\alpha, \nu) \in E\), the function \(t \mapsto \Lambda(\phi_\nu(t, \alpha), \nu)\) is integrable over every finite time interval, but divergent over \(\mathbb{R}_+\). In other words, for all \((\alpha, \nu) \in E\) and \(T > 0\),
\[
\int_0^T \Lambda(\phi_\nu(t, \alpha), \nu)dt < \infty \text{ while } \int_0^\infty \Lambda(\phi_\nu(t, \alpha), \nu)dt = \infty.
\]

We also use the notation \(\Lambda_\nu(\phi_\nu(t, \alpha)) = \Lambda(\phi_\nu(t, \alpha), \nu)\).
(4) **Transition measure:** $Q : E \to \mathcal{P}(K)$ which is measurable, such that for every fixed $A \subset K$, the function $(\alpha, \nu) \mapsto Q_v(A; \alpha)$ is measurable, and satisfies $Q_v(\{v\}; \alpha) = 0$ for all $(\alpha, \nu) \in E$. Again, we sometimes write $Q_v(A; \alpha) = Q(A; \alpha, \nu)$.

The second component $u_D$ of the PDMP takes (discrete) values in $K$, and is called the discrete component. It has right continuous piecewise constant sample paths and is often denoted the piecewise constant or jump component. The first component $u_C$ takes values in $B$. It is called the continuous component. It has continuous sample paths and justifies the name “continuous” PDMP. The mechanism which governs the evolution of the process is as follows. While $u_D$ is constant with $u_D = \nu, u_C$ evolves according to the flow determined by the operators $L_\nu$ and $F_\nu$ through (4.1). Then, a jump occurs at a random time with the jump rate $\Lambda_1$, and the target state after that jump is determined by the transition measure $Q$.

**Construction** A càdlàg sample path $\{v(t), t \geq 0\}$ starting at

$$v(0) = (v_C(0), v_D(0)) = (\alpha, \nu) = v_0 \in E$$

can be constructed for such a process as follows.

- For all $t \in [0, T_1)$,
  $$v(t) = (\phi_v(t, \alpha), \nu),$$
  where $T_1$ is the first jump time of $u_D$. Denote by $\tau_1$ the waiting time of the first transition. Then $\tau_1 = T_1$, and, conditionally to the starting point, $\tau_1$ has an exponential distribution. Its survivor function $H_v : \mathbb{R}_+ \times B \to \mathbb{R}_+$, is defined by
  $$H_v(t, \alpha) := \mathbb{P}_{v_0}\{\tau_1 > t\} = \exp\left(-\int_0^t \Lambda(\phi_v(s, \alpha), \nu)ds\right).$$

  It is often convenient to use the notation $H(t, \alpha, \nu) = H_v(t, \alpha)$.

- At time $T_1^-$,
  $$v(T_1^-) = (\phi_v(T_1, \alpha), \nu).$$

- A transition occurs at time $T_1$. The target state $v(T_1) = (v_C(T_1), v_D(T_1))$ satisfies
  $$v_C(T_1) = \phi_v(T_1, \alpha) = v_C(T_1^-) = \alpha_1,$$
  and $v_D(T_1)$ has the distribution
  $$\mathbb{P}_{v_0}\{v_D(T_1) \in A | T_1 = t\} = Q_v(A; \phi_v(t, \alpha)),$$
  for every measurable subset $A \subset K$, and $t > 0$. 
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• After that first transition, the jump component $v_D$ remains constant and equal to the chosen target state $v_D(T_1) = v_1$, until its next jump. The continuous component $v_C$ then evolves according to the “updated” abstract evolution equation, starting from $v_C(T_1) = \alpha_1$ with $v_D = v_1$. The procedure is repeated independently starting from $(\alpha_1, v_1)$, and the process is recursively constructed. One obtains a sequence $\tau_1, \tau_2, \ldots$ of independent transition waiting times and a sequence of jump times $T_1, T_2, \ldots$, with $T_i = \tau_1 + \cdots + \tau_i$ for all $i \geq 1$.

The constructed process is a “continuous” PDMP. The number of jumps that occur between times 0 and $t$ is

$$N_t = \sum_{i \geq 1} \mathbb{1}_{(T_i \leq t)}.$$ 

The non explosion of the process is usually referred to, as the regularity of the PDMP. It means an almost sure finite number of jumps until finite times, and is characterized by $T_i \to \infty$ as $i \to \infty$. However, that condition is not easy to check in practice. Still, it is satisfied in particular when the expected number of jumps is finite on any finite time interval (see [11, p.60]). Therefore, in order to make sure our PDMP is regular, we assume, as part of the standard conditions, that

**Assumption 4.1** $\mathbb{E}[(\alpha, \nu) [N_t] < \infty, \quad \forall (\alpha, \nu) \in E, \quad t \geq 0.$

Next, a PDMP characterized by a quadruple $(L, F, \Lambda, Q)$ can be constructed as above in some probability space, to be a strong Markov càdlàg process ([6, Theorem 4]).

**The full generator and the martingale problem** Consider a PDMP $v = (v_C, v_D)$ with the characteristics $(L, F, \Lambda, Q)$ and let $(P_t) \equiv (P_t)_{t \geq 0}$ be the corresponding semigroup on $E = B \times K$. For all $t \geq 0$, $P_t : \mathcal{B}_b(E) \to \mathcal{B}_b(E)$, and

$$P_t \varphi(\alpha, \nu) = \mathbb{E}_{(\alpha, \nu)}[\varphi(u(t))],$$

for all $\varphi \in \mathcal{B}_b(E), (\alpha, \nu) \in E$. We have denoted by $\mathbb{E}_{(\alpha, \nu)}$ the conditional expectation given $v(0) = (\alpha, \nu)$. Clearly, $(P_t)$ is a semigroup of contraction and is measurable in the sense that the map $t \mapsto P_t \varphi$ is measurable for all $\varphi \in \mathcal{B}_b(E)$. Associated with $(P_t)$ is its full generator

$$\hat{A} = \left\{ (\varphi, \psi) \in \mathcal{B}_b(E) \times \mathcal{B}_b(E) : P_t \varphi - \varphi = \int_0^t P_s \psi ds \right\}.$$ 

This operator is in general multi-valued, i.e. given any $\varphi$, there needs not be a unique $\psi$ such that $(\varphi, \psi) \in \hat{A}$. Hence, for a given semigroup, the associated full generator can not be viewed as an operator on $\mathcal{B}_b(E)$ in general. Find more details in [14, Part 1, Sect. 5]. However, we see below that the situation is simpler for PDMPs.

Now, denote by $P_{v_0}$ the law of the PDMP $v$ when it starts from $v_0 \in E$. It is well known that $P_{v_0}$ is a solution of the martingale problem associated with $\hat{A}$ in the sense:

$$\varphi(w(t)) - \varphi(v_0) - \int_0^t \psi(w(s))ds$$
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defines a $P_{v_0}$-martingale, for all $(\varphi, \psi) \in \hat{A}$. We have denoted by $\{w(t), t \geq 0\}$ the canonical process on the probability space $(D(\mathbb{R}_+, E), \mathcal{D}_E, P_{v_0})$, where $\mathcal{D}_E$ is the Borel $\sigma$-algebra of $(D(\mathbb{R}_+, E))$. An equivalent formulation is:

$$N_{\varphi}(t) := \varphi(v(t)) - \varphi(v_0) - \int_0^t \psi(v(s))ds$$  \hspace{1cm} (4.3)

defines a $P_{v_0}$-martingale, for all $(\varphi, \psi) \in \hat{A}$. One is easily convinced that the full generator $\hat{A}$ is exactly the subset of all the couples $(\varphi, \psi) \in \mathcal{B}_b(E) \times \mathcal{B}_b(E)$ for which the martingale problem above is satisfied. 

The extended generator We notice that the martingale problem is an essential tool for characterizing the law of a PDMP. However, it is directly related to the full generator of the process, which in turn is very often not easy to determine explicitly. With that idea in mind, the extended generator associated with the PDMP is considered, which is the operator $\tilde{A}$, whose domain is

$$\mathcal{D}(\tilde{A}) := \{ \varphi \in \mathcal{B}(E), \exists \psi \in \mathcal{B}(E) : N_{\varphi}(t) \text{ defines a } P_{v_0} - \text{local martingale} \},$$

where again

$$N_{\varphi}(t) := \varphi(v(t)) - \varphi(v_0) - \int_0^t \psi(v(s))ds.$$  \hspace{1cm} (4.4)

Clearly, it is an extension of the full generator. This justifies the name “extended” generator.

It should be emphasized, see [11, pp 32-33], that the extended generator is a single-valued operator on $\mathcal{B}(E)$, up to sets of zero potential, these are sets $A \subset \mathcal{B}(E)$ such that

$$\int_0^\infty 1_A(v(s))ds = 0 \quad P_{v_0} - a.s. \text{ for every } v_0 \in E.$$ 

The process “spends no time” in $A$, regardless of the starting point. Thus, we can set: $\tilde{A}\varphi = \psi$.

Therefore, the full generator is in particular also single-valued up to sets of zero potential. Thus, it may be considered as an operator $\hat{A}$ on $\mathcal{B}(E)$, with the domain

$$\mathcal{D}(\hat{A}) = \left\{ \varphi \in \mathcal{B}(E) : P_t \varphi - \varphi = \int_0^t P_s \hat{A}\varphi ds \right\}.$$ 

Furthermore, if the test function $\varphi$ is such that $N_{\varphi}(t)$ given by (4.4) is bounded, then $N_{\varphi}(t)$ defines a martingale and hence, the restriction of $\tilde{A}$ to such test functions coincides with $\hat{A}$.

The domain of the extended generator is characterized in [11, Theorem 26.14], for finite dimensional PDMPs. The infinite dimensional case is considered in [6, Theorem
Following their arguments, we know that, for well chosen test functions \( \varphi \), the generator may be identified with the operator

\[
A \varphi(\alpha, \nu) = \langle D^{1,0} \varphi(\alpha, \nu), L(\alpha, \nu) + F(\alpha, \nu) \rangle + \Lambda(\alpha, \nu) \int_K [\varphi(\alpha, \xi) - \varphi(\alpha, \nu)] Q(d\xi, \alpha, \nu),
\]

where \( \langle \cdot, \cdot \rangle \) is the duality paring between \( B \) and its topological dual \( B' \), and \( D^{1,0} \varphi(\alpha, \nu) \) the Fréchet differential of \( \varphi \) w.r.t. its first variable.

In the case when there is an underlying Hilbert space \( H \) such that \( B \subset H \), one identifies \( D^{1,0} \varphi(\alpha, \nu) \) with the corresponding gradient, and the duality paring with the inner product \( \langle \cdot, \cdot \rangle \) of \( H \). The main difference with the finite dimensional case is that the expression above contains an unbounded operator and in general \( L(\alpha, \nu) \) is not in \( B \).

We need to restrict the test functions so that the duality pairing \( \langle D^{1,0} \varphi(\alpha, \nu), L(\alpha, \nu) \rangle \) is meaningful. Another possibility is to restrict the values of \( \alpha \) to a smaller space than \( B \).

5 The Problem at the Limit

From Sect. 4, we know that (2.6) is the (extended) generator of a continuous PDMP \( v := \{v(t) = (v_C(t), v_D(t)), t \geq 0\} \) as given by (4.5). The evolution of its discrete component \( v_D(t) \) is governed by the slow dynamic part in the limiting generator. It is a jump process, and some of its jump rates depend on both components. The possible values of \( v_D(t) \) are of the form

\[
v_D = v_D(0) + \sum_{m=1}^{M} \sum_{r \in (\mathbb{R}_{DC} \setminus \mathbb{S}_1) \cup \mathbb{R}_D} \sum_{\ell=1}^{k} \alpha_{\ell, r}^m v_D^{\ell},
\]

where the coefficients \( \alpha_{\ell, r}^m \) are integers. This describes a countable set denoted by \( K \).

The continuous component \( v_C(t) \) has values in \( C(I) \), and has continuous trajectories. More precisely, for any value \( v \in K \) of \( v_D(t) \) —fixed between two consecutive jumps of this latter—, \( v_C(t) \) evolves according to

\[
\frac{d}{dt} v_C(t) = \Delta v_C(t) + F(v_C(t), v),
\]

the reaction–diffusion equation with a parameter \( v \). It is supplemented with periodic boundary conditions. We consider the Laplace operator \( \Delta \) as an operator in the \( C \)-theory framework, w.r.t. the terminology used in [7, (Chap. 2, Sect. 6)]. Dirichlet boundary conditions are considered there, the case of periodic boundary conditions considered here is similar. We use the same symbol \( \Delta \) for this operator on the domain:

\[
\{u \in C(I) : \Delta u \in C(I)\}.
\]
This latter domain is dense, and the Laplace is also \( m \)-dissipative.

From Hille–Yosida–Phillips theorem, it is well known that this operator generates a strongly continuous semigroup of contraction on \( C(I) \), denoted by \( \{ T(t) \} = \{ T(t) = e^{\Delta t}, t \geq 0 \} \).

The function \( F \) is assumed to be smooth, it is in general a polynomial. We use the following hypothesis, which is very common in biological problems.

**Assumption 5.1**

(i) For all \( y = (y_1, y_2) \in \mathbb{R}^2 \), \( F(y) \geq 0 \) if \( y_1 = 0 \).

(ii) There exists \( \rho_1 > 0 \) such that \( F(y) < 0 \) for all \( y \in \mathbb{R}^2 \) satisfying \(| y_1 | > \rho_1\).

Under Assumption 5.1, and given any initial condition \( v_C(0) = v_{C,0} \in C(I) \) such that \( 0 \leq v_{C,0}(x) \leq \rho_2 \), for all \( x \in I \), for some \( \rho_2 > 0 \), there exists a unique global mild solution \( v_C \) to (5.1), satisfying \( v_C \in C([0, +\infty); C(I)) \), and \( 0 \leq v_C(t, x) < \rho = (\rho_1 \lor \rho_2) + 1 \) for all \( t \geq 0, x \in I \). We use the notation \( v_C(t) = \phi_v(t)v_{C,0} \) for the associated flow.

By mild solution, we mean for all \( t \geq 0 \):

\[
v_C(t) = T(t)v_{C,0} + \int_0^t T(t - s)F(v_C(s), v)\, ds.
\]

Note that if \( v_{C,0} \in W^{2,\infty}(I) \) then \( v_C \) belongs to \( C([0, T]; W^{2,\infty}(I)) \). This can be seen from standard properties of the heat kernel. Moreover, there exists a constant depending on \( \rho \) and \( F \) such that:

\[
\|v_C(t)\|_{W^{2,\infty}} \leq c(\rho, F, \|v_{C,0}\|_{W^{2,\infty}}), \quad t \geq 0.
\]  

(5.2)

From the above discussion, we consider that the “limiting” PDMP \( v = (v_C, v_D) \) starts at \( v_0 = (v_{C,0}, v_{D,0}) \in C(I) \times \mathbb{R}^k \), has values in \( E := C(I) \times K \). Below, we denote by \( \| \cdot \|_{\infty} \) the norm of \( C(I) \times \mathbb{R}^k \). It has the following characteristics: the linear and nonlinear operators are respectively the Laplace operator \( \Delta \) and the debit of fast onsite reactions \( F \) given by (2.7), the transition rate \( \Lambda \), defined by

\[
\Lambda(u_C, u_D) := \sum_{\ell=1}^k \left\{ \sum_{r \in \mathcal{R}_{DC} \setminus S_1} \lambda_r \left( \int_{J_{\ell}} a^r(y)u_C(y)dy, u_{D,\ell} \right) + \sum_{r \in \mathcal{R}_D} \lambda_r \left( u_{D,\ell} \right) \right\},
\]

(5.3)

and, the transition measure \( Q \), defined by

\[
\int_K \phi(u_C, v)Q(dv; (u_C, u_D))
= \frac{1}{\Lambda(u_C, u_D)} \sum_{\ell=1}^k \left\{ \sum_{r \in \mathcal{R}_{DC} \setminus S_1} \phi \left( u_C, u_D + \gamma^D_r I_{\ell} \right) \lambda_r \left( \int_{J_{\ell}} a^r(y)u_C(y)dy, u_{D,\ell} \right) + \sum_{r \in \mathcal{R}_D} \phi \left( u_C, u_D + \gamma^D_r I_{\ell} \right) \lambda_r \left( u_{D,\ell} \right) \right\}.
\]

(5.4)
Note that this PDMP is slightly simpler than the general one presented in Sect. 4 since the linear operator is constant and do not depend on the discrete variable.

We assume that Assumption 4.1 holds. Then, $v_D$ is a càdlàg process which is almost surely in $D([0, T], \mathbb{R}^k)$.

Below, during the proof, we see that we may assume that all reaction rates are bounded. Then, arguing as in [11] or [6], we prove that the law of $(v_C, v_D)$ solves the martingale problem in the sense that for all $\varphi \in \mathcal{E}$:

$$
\varphi(v_C(t), v_D(t)) - \varphi(v_{C,0}, v_{D,0}) - \int_0^t A^\infty \varphi(v_C(s), v_D(s)) ds
$$

is a martingale. The set of test functions $\mathcal{E}$ is the set of functions $\varphi$ on $E = C(I) \times \mathbb{R}^k$ which are bounded, continuous with respect to the second variable, differentiable with bounded differential with respect to the first variable and such that the differential can be extended continuously to $H^{-1}(I)$, recall that this is the dual space of $H^1_{per}(I)$, and there exists $c_\varphi$ such that

$$
|D^{1,0} \varphi(u_C, u_D) \cdot h| = |(D^{1,0} \varphi(u_C, u_D), h)_{2}| \leq c_\varphi \|h\|_{H^{-1}(I)}
$$

for all $(u_C, u_D) \in C(I) \times \mathbb{R}^k$, $h \in L^\infty(I)$. We denote by $|\varphi|_\mathcal{E}$ the smallest constant $c_\varphi$ such that the above inequality holds and

$$
\|\varphi\|_\mathcal{E} = \|\varphi\|_{C_b^{1,0}(C(I) \times \mathbb{R}^k)} + |\varphi|_\mathcal{E}.
$$

The forthcoming result states that, under the boundedness assumption, the martingale problem for $A^\infty$ is well-posed.

**Theorem 5.1** Assume that the reaction rates are bounded, the (law of the) PDMP $v$ is the unique solution of the martingale problem associated with $A^\infty$ on $E$.

The proof is postponed to Sect. 7. It generalizes the proof of Theorem 2.5 in [9].

## 6 Main Result

The following is our main result.

**Theorem 6.1** Let $u^N = (u^N_C, u^N_D)$ define a sequence of Markov processes as above, starting at $u^N(0) = (u^N_C(0), u^N_D(0)) \in H^N \times K$, with the corresponding sequence of infinitesimal generators $A^N$, defined by (2.4). Assume the jump rates $\lambda_r, r \in \mathcal{R}$ are polynomial, and the rates $\lambda_r, r \in \mathcal{R}_C \cup S_1$ are such that $F$ satisfies Assumption 5.1.

Now, consider the $C^2(I) \times K$ valued PDMP $v = (v_C, v_D)$ started from $v_0 = (v^C_0, v^D_0) \in C^2(I) \times K$, whose characteristics are $(\Delta, F, \lambda^D, Q)$. Assume Assumption 4.1 holds so that the PDMP is standard.

In addition, assume that:

(i) $N, \mu \to \infty$ such that $\mu^{-1} \log N \to 0$. 
(ii) $\|u^N(0) - v_0\|_\infty \longrightarrow 0$ in probability.

Then for all $T > 0$,

$$u^N \Longrightarrow v \text{ in } D([0, T]; D(I \times K)).$$

**Proof** Relying on the proof of Theorem 3.1 in [9], we proceed as follows. We first assume that reaction rates corresponding to onsite reactions are bounded, as well as their derivatives with respect to their first variable. In this case, we prove tightness for the sequence of Markov processes and identify its limit through the associated sequence of martingale problems.

At the end of the proof, we relax the additional hypothesis of boundedness and conclude by a truncation argument.

In the whole proof, $T > 0$ is fixed and every limit is taken as $N \rightarrow \infty$ if there is no further precision. \(\square\)

### 6.1 Tightness for Bounded Reaction Rates

We want to show that the family of processes $\{u^N = (u^N_C, u^N_D)\}_N$ is tight in the Skorohod’s space $D([0, T], D(I) \times \mathbb{R}^k)$. This has to be understood in the sense that the family $\{P_N\}_N$ of their laws —where $P_N$ is the law of $u^N$ for all $N$— is tight in the space $\mathcal{P}(D([0, T], D(I) \times \mathbb{R}^k))$ of probability measures (see [3, p. 8]). We treat the components separately and start with the continuous one.

We assume temporarily and until Sect. 6.3 that all reaction rates are bounded.

#### 6.1.1 Tightness for the Continuous Component

We first prove that $\{u^N_C\}_N$ is C-tight. That is (see [17, Chap. 6, Sect. 3, Definition 3.25, p. 351]), the family is tight in $D([0, T], D(I))$, and each converging subsequence converges to a limit whose law has its support in $C([0, T], D(I))$, i.e. the limiting law charges only continuous trajectories. In fact we even prove that each limit point has support in $C([0, T], C(I))$.

From Proposition 2.1 of [22], we know that $u^N_C$ satisfies

$$u^N_C(t) := u^N_C(0) + \int_0^t \Delta_N u^N_C(s) + F(u^N(s))ds + Z^N_C(t),$$

where $Z^N_C$ is a $\mathbb{H}^N$-valued martingale on $[0, T]$.

Duhamel’s formula yields

$$u^N_C(t) = T_N(t)u^N_C(0) + \int_0^t T_N(t-s)F(u^N(s))ds + Y^N_C(t),$$

where $Y^N_C(t) = \int_0^t T_N(t-s)dZ^N_C(s)$ is a stochastic convolution.
As in [5] and [12], we need to introduce a stopping time to control $Y^N_C$. Define $v^N_C$ by

$$v^N_C(t) = T_N(t)u^N_C(0) + \int_0^t T_N(t - s)F(v^N_C(s), u^N_D(s))ds.$$  \hspace{1cm} (6.1)

It is classical to prove that $v^N_C$ exists on $\mathbb{R}^+$ and since $F$ is bounded and $(T_N(t))_t$ is a contraction semigroup, we have:

$$\|v^N_C(t)\|_\infty \leq \|u^N_C(0)\|_\infty + TM_F, \quad t \in [0, T],$$  \hspace{1cm} (6.2)

where $M_F$ is a bound on $F$. Recall that $F$ is defined in (2.7) and all reaction rates are assumed to be bounded in this part of the proof.

We also introduce

$$\tilde{u}^N_C(t) = T_N(t)u^N_C(0) + \int_0^t T_N(t - s)F(\tilde{u}^N_C(s), u^N_D(s))ds + Y^N_C(t)1_{t \leq \tau_N}.$$  \hspace{1cm} (6.3)

where the stopping time $\tau_N$ is defined by

$$\tau_N = \inf \{t \geq 0, \|u^N_C(t) - v^N_C(t)\|_\infty \geq 1\}.$$  

Using the same arguments as in [5] and [12], we prove

$$\sup_{t \in [0, T \wedge \tau_N]} \|Y^N_C(t)\|_\infty \longrightarrow 0 \text{ in probability},$$

under the assumptions of Theorem 6.1. Using a Gronwall type argument, we deduce:

$$\sup_{t \in [0, T]} \|\tilde{u}^N_C(t) - v^N_C(t)\|_\infty \longrightarrow 0 \text{ in probability}. \hspace{1cm} (6.4)$$

Then, we write

$$\mathbb{P}\left(\sup_{t \in [0, T]} \|\tilde{u}^N_C(t) - u^N_C(t)\|_\infty > \epsilon\right) \leq \mathbb{P}\left(\sup_{t \in [0, T]} \|\tilde{u}^N_C(t) - v^N_C(t)\|_\infty \geq 1\right) \rightarrow 0,$$

when $N \rightarrow \infty$ and, by Lemma 3.31, Sect. 3, Chap. 6 of [17], tightness of $\{u^N_C\}_N$ follows from tightness of $\{\tilde{u}^N_C\}_N$.

Under our assumptions:

$$T_N(t)u^N_C(0) \rightarrow T(t)v_C(0), \text{ in } C(I)$$
so that by (6.4), it it suffices to prove tightness of

\[ b^N(t) := \int_0^t T_N(t - s) F(\bar{u}^N(s), u_D^N(s))ds. \]

We use Arzelà–Ascoli theorem to get relative compactness and derive tightness from Prohorov theorem, since \( C([0, T], D(I)) \) is separable and complete. 

**Equicontinuity (in time)** Fix \( t_1, t_2 \in [0, T] \). Let \( I_d \) be the identity operator on \( D(I) \), and let \( 0 < \eta < 1 \) be a real number. We have

\[
 b^N(t_2) - b^N(t_1) = \int_0^{t_1} (T_N(t_2 - t_1) - I_d) T_N(t_1 - s) F(\bar{u}^N_C(s), u_D^N(s))ds \\
 + \int_{t_1}^{t_2} T_N(t_2 - s) F(\bar{u}^N_C(s), u_D^N(s))ds.
\]

From Proposition 3.2 (iii), (viii) and (ix), and the boundedness of \( F \):

\[
\| b^N(t_2) - b^N(t_1) \|_{\infty} \leq \int_0^{t_1} \| (T_N(t_2 - t_1) - I_d)(-\Delta_N)^{-\frac{1}{2}} \|_{\infty} T_N(t_1 - s) F(\bar{u}^N_C(s), u_D^N(s))\|_{\infty} ds \\
+ \int_{t_1}^{t_2} \| T_N(t_2 - s) F(\bar{u}^N_C(s), u_D^N(s))\|_{\infty} ds \\
\leq c_2 |t_2 - t_1|^{\frac{1}{2}} M_F \int_0^{t_1} c_1 (t_1 - s)^{-\frac{1}{2}} ds + |t_2 - t_1|M_F, \\
\leq c |t_2 - t_1|^{\frac{1}{2}} M_F \left( t_1^{\frac{1}{2}} + |t_2 - t_1|^{\frac{1}{2}} \right), \quad c = \max(2c_1c_2, 1), \\
\leq c |t_2 - t_1|^{\frac{1}{2}}, \quad c = c(M_F, c_1, c_2, T),
\]

and the family \( \{b^N\}_N \) is uniformly equicontinuous. 

**Compactness (in space)** Fix \( t \in [0, T] \). Using the contraction property of \( T_N(t) \) and boundedness of \( F \), we get

\[
\sup_{t \in [0, T]} \| b^N(t) \|_{\infty} \leq TM_F =: c_5.
\]

Since \( F \) is bounded, using Proposition 3.2 (x) we have

\[
\| \nabla^+ b^N(t) \|_{\infty} \leq \int_0^t \| \nabla^+ T_N(t - s) F(\bar{u}^N_C(s), u_D^N(s))\|_{\infty} ds \\
\leq \int_0^t \| \nabla^+ T_N(t - s) \|_{L^\infty(I) \rightarrow L^\infty(I)} |F(\bar{u}^N_C(s), u_D^N(s))| ds
\]
\[ \leq c M_F \int_0^t (t - s)^{-1/2} ds \]
\[ \leq c M_F \sqrt{t}. \]

Recall that \( b^N(t) \in \mathbb{H}^N \), it is a piecewise constant function of the spatial variable. We approximate it by a continuous function of the spatial variable \( \tilde{b}^N(t) \in C(I) \), using piecewise linear interpolation. Clearly:

\[ \| \tilde{b}^N(t) \|_\infty = \| b^N(t) \|_\infty. \]

Since \( \tilde{b}^N(t) \) is piecewise linear with \( \nabla \tilde{b}^N(t) = \nabla_N^+ b^N(t) \), we deduce from the above estimates that for each \( t \), \( \tilde{b}^N(t) \) is bounded in the space of Lipschitz functions on \( I \) and is therefore compact in \( C(I) \).

It remains to write

\[ \| b^N(t) - \tilde{b}^N(t) \|_\infty \leq \frac{1}{N} \| \nabla_N^+ b_C^N(t) \|_\infty \longrightarrow 0, \]

as \( N \to \infty \) to get the compactness of \( \{ b^N \}_N \) in \( D(I) \).

It finally follows that \( \{ \tilde{u}_C^N \}_N \) is \( C \)-tight and as claimed the limit points are in \( C([0, T], C(I)) \).

### 6.1.2 Tightness for the Discrete Component

We now prove that \( \{ u_D^N \}_N \) is tight. Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be the abstract probability space where our stochastic processes \( u^N \) are defined. Let \( \{ Y_{j+}, Y_{j-}, Y_{j,r}, Y_{k,r}, 1 \leq j \leq N, 1 \leq k \leq m, r \in \mathbb{R} \} \) be a family of independent standard Poisson processes. We know that for all \( N \), the Markov process \( u^N = \{ u^N(t), t \geq 0 \} \) is progressive, since it is càdlàg. Moreover, its generator is \( \mathcal{A}^N \). Thus, by Proposition 1.7, Part 4 of [14], \( u^N \) is solution to the martingale problem associated with \( \mathcal{A}^N \) (on the specified domain), in the sense that for all measurable and bounded \( \varphi \), the process \( M^N_\varphi \) defined by

\[ M^N_\varphi(t) = \varphi(u^N(t)) - \varphi(u^N(0)) - \int_0^t \mathcal{A}^N \varphi(u^N(s)) ds \quad (6.5) \]

for all \( t \geq 0 \), is a \( \mathbb{P} \)-martingale with respect to the (usual) natural associated filtration.

In addition, \( \mathcal{A}^N \) is bounded on the domain consisting of bounded measurable functions, since reaction rates are bounded. Hence, by Theorem 4.1, Part 6, of [14], we know that, there exists a sequence \( \{ \tilde{u}^N = (\tilde{u}_C^N, \tilde{u}_D^N) \}_N \) of càdlàg stochastic processes in \( D([0, T], D(I) \times \mathbb{R}^k) \) such that they have the same laws as \( u^N = (u_C^N, u_D^N) \) and
\[\hat{u}_D^N(t) = \hat{u}_D^N(0) + \sum_{\ell=1}^k \sum_{r \in \mathcal{M}_D \setminus S_1} \gamma_r^D \mathbb{1}_t Y_{\ell,r} \left( \int_0^t \lambda_r \left( \sum_{j=1}^{N_t} a^r_{\ell,j,N} \hat{u}_j^N(s), \hat{u}_\ell^N(s) \right) ds \right) + \sum_{r \in \mathcal{M}_D} \gamma_r^D \mathbb{1}_t Y_{\ell,r} \left( \int_0^t \lambda_r \left( \hat{u}_\ell^N(s) \right) ds \right),\]

and a similar expression hold for \( \hat{u}_C^N \). Since we are only interested in the laws of the processes, we omit the hat.

Let us show that for each \( \ell, r \), the laws of \( Z_{\ell,r}^N(t) = Y_{\ell,r} \left( \int_0^t \lambda_r(s) ds \right) \) for \( N \in \mathbb{N} \) are tight in \( D([0, T]; \mathbb{R}) \) where \( \lambda_r(s) \) is either \( \lambda_r \left( \sum_{j=1}^{N_t} a^r_{\ell,j,N} u_j^N(s), u_\ell^N(s) \right) \) or \( \lambda_r \left( u_\ell^N(s) \right) \).

From Theorem 1.3, Sect. 1, Chap. 1 of [3], we know that the law \( Y_{\ell,r} \) is tight in \( D([0, T]; \mathbb{R}) \) for all \( T \geq 0 \). Hence, for every \( \varepsilon > 0 \), there exists a compact set \( K_{\varepsilon}^T \) in \( D([0, T]; \mathbb{R}) \) such that

\[\mathbb{P}(Y_{\ell,r} \in K_{\varepsilon}^T) \geq 1 - \varepsilon.\]

From Theorem 6.3, Remark 6.4, part 3 in [14], we may assume that

\[K_{\varepsilon}^T = \{ f \in D([0, T]; \mathbb{R}) : |f(t)| \leq M_{\varepsilon}^T, w'(f, \delta, T) \leq \alpha_{\varepsilon}^T(\delta) \text{ for all } \delta > 0\},\]

with \( \lim_{\delta \to 0} \alpha_{\varepsilon}^T(\delta) = 0 \). The modulus of continuity \( w' \) is defined in Sect. 6, part 3 of [14]. Since \( w'(Z_{\ell,r}^N, \delta, T) \leq w'(Y_{\ell,r}, \bar{\lambda} \delta, \bar{\lambda} T) \), where \( \bar{\lambda} \) is an upper bound of all reaction rates, we deduce that

\[\mathbb{P}(Z_{\ell,r}^N \in \check{K}_{\varepsilon}^T) \geq 1 - \varepsilon\]

with

\[\check{K}_{\varepsilon}^T = \{ f \in D([0, T]; \mathbb{R}) : |f(t)| \leq M_{\varepsilon}^T, w'(f, \delta, T) \leq \alpha_{\varepsilon}^T(\bar{\lambda} \delta) \text{ for all } \delta > 0\}\]

which is a compact set in \( D([0, T]; \mathbb{R}) \).

Since \( u_D^N(0) \) converges in probability, we deduce that the laws of \( u_D^N \) for \( N \in \mathbb{N} \) are tight in \( D([0, T]; \mathbb{R}^k) \).

6.1.3 Tightness of the Full Process

From Corollary 3.33, Sect. 3, Chap. 6 of [17], \( \{u^N = (u_C^N, u_D^N)\}_N \) is tight in \( D([0, T]; D(I) \times D([0, T], \mathbb{R}^k)) = D([0, T], D(I) \times \mathbb{R}^k) \). In other words, \( \{P_N\}_N \) is tight in \( \mathcal{P}(D([0, T], D(I) \times \mathbb{R}^k)) \).

\[\square\] Springer
6.2 Identification of the Limit

For all \( N \), \( u^N \) is a Markov jump process, and thus, is solution to the martingale problem associated with its generator \( A^N \), in the sense given by (6.5). In particular, for all \( \varphi \in \mathcal{E} \) for all \( n \geq 1 \), for all \( 0 \leq t_1, \ldots, t_n \leq s \leq t \leq T \), and for all \( \psi \in C_b((D(I) \times \mathbb{R}^k)^n) \),

\[
\mathbb{E}_P \left[ M^N_{\varphi}(t) \psi(u^N(t_1), \ldots, u^N(t_n)) \right] = \mathbb{E}_P \left[ M^N_{\varphi}(s) \psi(u^N(t_1), \ldots, u^N(t_n)) \right],
\]

where

\[
M^N_{\varphi}(t) = \varphi(u^N(t)) - \varphi(u^N(0)) - \int_0^t A^N \varphi(u^N(s)) ds.
\]

Recall that \( \mathcal{E} \) was defined at the end of Sect. 5.

Since the family \( \{ P_N \} \) is tight in \( \mathcal{P}(D([0, T], D(I) \times \mathbb{R}^k)) \), it is relatively compact there, by Prohorov theorem. Therefore, there exists a subsequence \( \{ P_{N_l} \} \) and a probability measure \( P \in \mathcal{P}(D([0, T], D(I) \times \mathbb{R}^k)) \), such that

\[ P_{N_l} \Rightarrow P \text{ (weakly) as } l \to \infty. \]

Equivalently, there exists a process \( u \) with sample paths in \( ([0, T], D(I) \times \mathbb{R}^k) \) and whose law is \( P \), such that the subsequence \( \{ u_{N_l} \} \) satisfies \( u_{N_l} \Rightarrow u \) as \( l \to \infty \).

The law of \( u_{N_l} \) is denoted by \( P_{N_l} \) for each \( l \). The induced subsequence of martingale problems reads

\[
\mathbb{E}_P \left[ M^N_{\varphi}(t) \psi(u^{N_l}(t_1), \ldots, u^{N_l}(t_n)) \right] = \mathbb{E}_P \left[ M^N_{\varphi}(s) \psi(u^{N_l}(t_1), \ldots, u^{N_l}(t_n)) \right].
\]

(6.6)

There are several difficulties if we try to take the limit in (6.6), as \( l \to \infty \). In particular, \( M^N_{\varphi} \) contains the diffusion term which is linear in \( u^N \). This creates difficulties when taking limits inside the expectation since we do not have any estimates on the moments of \( u^N \). Tightness was obtained through bounds in probability.

To avoid this problem, we consider the process \( w^N = (v^N_C, u^N_C, u^N_D) \), where \( v^N_C \) was introduced in Sect. 6.1.1. It is a Markov process. In fact it is a finite dimensional PDMP with generator

\[
\tilde{A}^N \varphi \left( v^N_C, u^N_C, u^N_D \right) = \left\{ D^{1.0} \varphi \left( v^N_C, u^N_C, u^N_D \right), \Delta_N v^N_C + F \left( v^N_C, u^N_D \right) \right\}.
\]
The laws of $w^N$ are tight in $D([0, T]; D(I) \times D(I) \times \mathbb{R}^k)$. By the discussion of the beginning of Sect. 6.1.1, we know that the limit points are concentrated on the set \{(u_C, u_C, u_D) \in C([0, T]; C(I) \times C(I)) \times D([0, T]; \mathbb{R}^k) : u_C = v_C\}. We repeat the argument above for $w^N$ and deduce the existence of a subsequence such that $w^N_{N_l} \rightarrow w$ as $l \rightarrow \infty$

Using the representation theorem of Skorohod, there exist versions of the stochastic processes, $\tilde{w}_{N_l}$, $\tilde{w}$ on a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, such that

$$\tilde{w}^N_{N_l} \rightarrow \tilde{w} \quad \tilde{\mathbb{P}} - a.s.$$ 

in the Skorohod topology. Also, we know that $\tilde{w}$ is of the form $(\tilde{u}_C, \tilde{u}_C, \tilde{u}_D)$ for some processes $\tilde{u}_C, \tilde{u}_D$ in $C([0, T]; C(I))$ and $D([0, T]; \mathbb{R}^k)$. Below, we write $\tilde{v} = (\tilde{u}_C, \tilde{u}_D)$.

Since we are interested in the laws of the processes, we consider these new versions in the sequel, and conserve the initial notations (without the “tilde”). Moreover, there exists a subset $\tilde{\Omega} \subset \tilde{\Omega}$ such that $\tilde{\mathbb{P}}(\tilde{\Omega}) = 1$ and for all $\omega \in \tilde{\Omega}$, $w_{N_l}^N(\omega) \rightarrow w(\omega)$ in the Skorohod topology.

In addition, we know that $\|w_{N_l}^N(t) - w(t)\|_{\infty} \rightarrow 0$ if $w$ is continuous at $t \in [0, T]$ (see Sect. 12, Chap. 3 of [3]). Thus this holds almost everywhere in $(t, \omega) \in [0, T] \times \tilde{\Omega}$. Also, from Lemma 1, Sect. 12, Chap. 3 of [3], $w$ is $\mathbb{P}$-a.s. continuous at every $t$, except for a countable set $D_P = D_P(w)$. The set $D_P$ is the complementary of

$$T_P = T_P(w) := \{ t \in [0, T] : \mathbb{P}(w(t) = w(t^-)) = 1 \}.$$
Thus, for all $t \in T_P$, there is a subset $\Omega_t \subset \Omega$ with $\mathbb{P}(\Omega_t) = 1$, such that $w(\omega)$ is continuous at $t$ for all $\omega \in \Omega_t$. Note that $0, T \in T_P$.

To consider the limit $l \to \infty$, we consider particular test functions depending only on $v^N = (v^N_C, v^N_D)$. For such functions we have the following expression for the generator:

$$
\mathcal{A}^N \varphi \left( v^N_C, u^N_C, u^N_D \right) = \left\{ D_{1,0} \varphi \left( v^N_C, u^N_D \right), \varphi \left( v^N_C, u^N_D \right), \right\} + \sum_{\ell=1}^{k} \left\{ \sum_{r \in \mathcal{R}_{DC} \setminus S_1} \left[ \varphi \left( v^N_C, u^N_D + \gamma^D_{r,1} \right) - \varphi \left( v^N_C, u^N_D \right) \right] \lambda_r \right. \\
\left. \times \left( \sum_{j=N_{\ell-1}+1}^{N_{\ell}} \lambda_j \right) \right. \left. \sum_{r \in \mathcal{R}_D} \left[ \varphi \left( v^N_C, u^N_D + \gamma^D_{r,1} \right) - \varphi \left( v^N_C, u^N_D \right) \right] \lambda_r \right) \left( u^N_D \right) \right\}.
$$

(6.7)

In particular, for all $\varphi \in \mathcal{E}$ for all $n \geq 1$, for all $0 \leq t_1, \ldots, t_n \leq s \leq t \leq T$, and for all $\psi \in C_p((D(I) \times \mathbb{R}^k)^n)$,

$$
\mathbb{E}_\mathbb{P} \left[ \tilde{M}_\psi^N (t) \psi \left( v^N(t_1), \ldots, v^N(t_n) \right) \right] = \mathbb{E}_\mathbb{P} \left[ \tilde{M}_\psi(s)^N \psi \left( v^N(t_1), \ldots, v^N(t_n) \right) \right],
$$

(6.8)

where

$$
\tilde{M}_\psi^N (t) = \varphi \left( v^N (t) \right) - \varphi \left( v^N (0) \right) - \int_0^t \mathbb{A}^N \varphi \left( w^N(s) \right) ds.
$$

This follows from the fact that functions in $\mathcal{E}$ are in the domain of the finite dimensional PDMP $w^N$ (see [9]).

For $t_1, \ldots, t_n, s, t \in T_P$, the set

$$
\tilde{\Omega} = \left( \bigcup_{i=1}^{n} \Omega_{t_i} \right) \cup \left( \bigcup_{i=1}^{s} \Omega_{s} \cup \Omega_{t} \cup \Omega \right)
$$

is of probability 1, and, for $\omega \in \tilde{\Omega}$, we have for $l \to \infty$:

- $\psi \left( v_{N_i}^N (t_1), \ldots, v_{N_i}^N (t_n) \right) \to \psi \left( v(t_1), \ldots, v(t_n) \right)$, since $v_{N_i}^N (t_i) \to_l v(t_i)$ for $i = 1, \ldots, n$.
- $v_{N_i}^N (0) \to v(0)$ and $\varphi \left( v_{N_i}^N (0) \right) \to \varphi \left( v(0) \right)$, and, by (ii) of Theorem 6.1, $v(0) = v_0$.
- $v_{N_i}^N (t) \to v(t)$ and $\varphi \left( v_{N_i}^N (t) \right) \to \varphi \left( v(t) \right)$. The same hold when $t$ is replaced by $s$.
We cannot let \( l \to \infty \) directly in (6.8). Indeed \( \tilde{\mathcal{A}}_{\varepsilon}^{N_i} \varphi(w_{N_i}(t)) \) contains \( \Delta_{N_i} v_{C}^{N_i}(t) \) which converges to \( \Delta v_{C}(t) \) but in bad topologies since the convergence of \( v_{C}^{N_i} \) holds only in \( D(I) \). In order to overcome this difficulty, we first use regularized test functions. *Regularization* For all \( \varphi \in \mathcal{E} \) and \( \varepsilon > 0 \), we introduce the linear operator \( A_{\varepsilon} \) on \( D(I) \), and the function \( \varphi_{\varepsilon} : D(I) \times \mathbb{R}^k \to \mathbb{R} \), defined by

\[
A_{\varepsilon} := (I_\Delta - \varepsilon \Delta)^{-2} \quad \text{and} \quad \varphi_{\varepsilon}(u_C, u_D) := \varphi(A_{\varepsilon} u_C, u_D). \tag{6.9}
\]

It is well known that \( A_{\varepsilon} \) is a bounded linear operator of contraction (see e.g. [7, Chap. 2]). Also, it commutes with \( \Delta \) and with \( \Delta_N \). Moreover, it maps \( L^\infty(I) \), and in particular \( D(I) \), into \( W^{4,\infty}(I) \).

**Lemma 6.1** For all \( g_N, g \in D(I) \) such that \( \|g_N - g\|_\infty \to 0 \) as \( N \to \infty \).

(i) \( \|A_{\varepsilon} g_N - A_{\varepsilon} g\|_{C^2(I)} \to 0 \) as \( N \to \infty \).

(ii) \( \|\Delta_N (A_{\varepsilon} g_N - A_{\varepsilon} g)\|_{\infty} \to 0 \) as \( N \to \infty \).

The second point (ii) immediately follows from the first (i), thanks to Proposition 3.2 (vii). Point (i) is a consequence of the fact that \( A_{\varepsilon} \) is a continuous operator from \( L^\infty(I) \) to \( W^{4,\infty} \) and therefore to \( C^2(I) \).

Let us consider (6.8), with the test function \( \varphi_{\varepsilon} \) instead of \( \varphi \):

\[
\mathbb{E}_P \left[ \tilde{M}_{\varphi_{\varepsilon}}^{N_i}(t) \psi(v_{N_i}^{N_i}(t_1), \ldots, v_{N_i}^{N_i}(t_n)) \right] = \mathbb{E}_P \left[ \tilde{M}_{\varphi_{\varepsilon}}^{N_i}(s) \psi(v_{N_i}^{N_i}(t_1), \ldots, v_{N_i}^{N_i}(t_n)) \right], \tag{6.10}
\]

where

\[
\tilde{M}_{\varphi_{\varepsilon}}^{N_i}(t) = \varphi_{\varepsilon}(v_{N_i}^{N_i}(t)) - \varphi_{\varepsilon}(v_{N_i}^{N_i}(0)) - \int_0^t \tilde{\mathcal{A}}_{\varepsilon}^{N_i} \varphi_{\varepsilon}(w_{N_i}^{N_i}(r)) \, dr.
\]

We start keeping \( \varepsilon \) fixed, and let \( l \to \infty \). Clearly, \( \varphi_{\varepsilon} \) is continuous on \( D(I) \). Since \( s, t \in T_P \), it follows from the preceding discussion that

\[
\begin{align*}
\varphi_{\varepsilon}(v_{N_i}^{N_i}(0)) & \to_l \varphi_{\varepsilon}(v_0) \quad \text{a.s.} \\
\varphi_{\varepsilon}(v_{N_i}^{N_i}(s)) & \to_l \varphi_{\varepsilon}(v(s)) \quad \text{a.s.} \\
\varphi_{\varepsilon}(v_{N_i}^{N_i}(t)) & \to_l \varphi_{\varepsilon}(v(t)) \quad \text{a.s.}
\end{align*}
\]

It is rather straightforward to prove that \( \tilde{\mathcal{A}}_{\varepsilon}^{N_i} \varphi_{\varepsilon}(w_{N_i}^{N_i}(t)) \to_l \mathcal{A}^{\infty} \varphi_{\varepsilon}(v(t)) \). Also, it is uniformly bounded in \( N \) on \([0, T]\). This follows form the boundedness of the reaction rates, the bound (6.2) and the fact that \( A_{\varepsilon} \) is a bounded operator on \( D(I) \).

Therefore, by dominated convergence, we may let \( l \to \infty \) in Eq. (6.10) and obtain

\[
\mathbb{E}_P \left[ M_{\varphi_{\varepsilon}}^{\infty}(t) \psi(v(t_1), \ldots, v(t_n)) \right] = \mathbb{E}_P \left[ M_{\varphi_{\varepsilon}}^{\infty}(s) \psi(v(t_1), \ldots, v(t_n)) \right], \tag{6.11}
\]
with

\[ M^\infty_\psi(t) = \varphi_\psi(v(t)) - \varphi_\psi(v_0) - \int_0^t A^\infty \varphi_\psi(v(r))dr, \] (6.12)

where \( A^\infty \) is the generator defined by (2.6).

We now want to let \( \varepsilon \to 0 \). Except for the one containing the Laplace operator, all terms in the (6.11) are easily seen to converge. To treat the remaining term, we observe that we may take the limit in Eq. (6.1) along the subsequence \( N_l \) and deduce that \( u_C \) satisfies almost surely:

\[ u_C(t) = T(t)v_{C,0} + \int_0^t T(t-s)F(u_C(s),u_D(s))ds, \ a.s. \]

The easiest way to do this is to take the limit in the weak form of the equation. From the smoothing property of \( T(t) \):

\[ \|T(t)\|_{L^\infty(I)} \to W^{1,\infty}(I) \leq c(t^{-\frac{1}{2}} + 1), \ t \geq 0, \]

we deduce that \( u_C(t) \) is bounded uniformly in \( W^{1,\infty}(I) \), and in particular in \( H^{1,\infty}(I) \) for \( t \in [0, T] \) and \( \omega \in \Omega \). We deduce that \( \Delta u_C(t) \) is bounded uniformly in \( H^{-1} \) and thanks to the property of the differential of functions in \( E \) we may let \( \varepsilon \to 0 \) in the term containing the Laplace operator.

We obtain for \( \varphi \in E \):

\[ \mathbb{E}_P \left[ M^\infty_\psi(t)\psi(v(t_1), \ldots, v(t_n)) \right] = \mathbb{E}_P \left[ M^\infty_\psi(s)\psi(v(t_1), \ldots, v(t_n)) \right], \]

(6.13)

with

\[ M^\infty_\psi(t) = \varphi(v(t)) - \varphi(v_0) - \int_0^t A^\infty \varphi(v(r))dr. \] (6.14)

Now, if any of \( t_1, \ldots, t_n, s, t \) does not lie in \( T_P \), let us say \( t \notin T_P \) for instance, we choose a sequence \( (t^l) \) in \( T_P \) such that \( t^l \to t \) with \( t^l > t \). Since \( v \) is càdlàg, it is right-continuous at \( t \), and \( v(t^l) \to v(t) \). Then, we use (6.14) with \( t^l \) instead of \( t \), let \( l \to \infty \) and deduce that (6.14) also holds for \( t \notin T_P \).

We have proved that the probability measure \( P \), the law of \( v \), is a solution of the martingale problem associated with the generator \( A^\infty \) on the domain \( E \). Since the reaction rates are bounded as well as their derivatives, Theorem 5.1 holds and the martingale problem for \( A^\infty \) —restricted to \( E \)— admits a unique solution, which is the law \( P_{v_0} \) of the PDMP \( v \) characterized by \((\Delta, F, \lambda^D, Q)\), and which starts at \( v_0 \). It follows that \( P = P_{v_0} \), and the whole sequence of the laws of \( v^N \) converges to \( P_{v_0} \). This implies the convergence of \((P_N)_N \) to \( P_{v_0} \).
6.3 Conclusion

Now, we get rid of the additional assumption of boundedness of the process, and prove Theorem 6.1 by a truncation argument.

Let \( \eta \in C^\infty(\mathbb{R}_+) \) such that

\[
\begin{cases}
\eta(y) = 1, & y \in [0, 1], \\
\eta(y) = 0, & y \in [2, \infty).
\end{cases}
\]

For \( n \geq 1 \) and \( r \in \mathbb{R} \), define

\[
\eta_n(y) = \eta\left(\frac{|y|^2}{n^2}\right) \quad \text{and} \quad \lambda^n_r(y) = \eta_n(y)\lambda_r(y)
\]

for \( y \in \mathbb{R}^2 \). Since (we have in particular) \( y \mapsto |y|^2 \) belongs to \( C^1(\mathbb{R}^2) \) and \( \eta \in C^1_b(\mathbb{R}_+) \), we also have \( \eta_n \in C^1(\mathbb{R}_+) \). Furthermore, \( \eta_n \) and its derivative vanish outside the compact \( \overline{B}(0, n) \), which is the closed ball in \( \mathbb{R}^2 \) centered at 0 and of radius \( n \). Then, the problem with \( \lambda^n_r \) instead of \( \lambda_r \) fulfills the additional assumptions of the previous steps.

We define \( u^N_n = (u^n_C, u^n_D) \) the (truncated) jump Markov process associated to the (truncated) jump intensities \( \lambda^n_r \), and starting at \( u^N(0) \). By the preceding results, we know that, for all \( n \geq 1 \),

\[
\begin{align*}
& u^{N,n} \to u^n, \quad \text{in} \ D(\mathbb{R}_+; E), \\
& v^n \text{ is the (truncated) PDMP whose (truncated) characteristics } (\Delta, F_n, \lambda^D_n, Q_n) \text{ are obviously defined, w.r.t. the truncation.}
\end{align*}
\]

It remains to argue as in [9] in order to conclude and to end the proof of Theorem 6.1.

\[\square\]

7 Well-Posedness of the Martingale Problem for the Generator of an Infinite Dimensional PDMP

Proof of Theorem 5.1 Let \( (P_t) := (P_t)_{t \geq 0} \) be the semigroup on \( E = C(I) \times \mathbb{R}^k \) associated to the PDMP \( \{v(t) = (v_C(t), v_D(t)), t \geq 0\} \) starting at \( (v_{C,0}, v_{D,0}) \). We need the following:

Lemma 7.1 For all \( t \geq 0, \varphi \in \mathcal{E}, P_t\varphi \) is bounded differentiable with respect to the first variable on \( C(I) \) and satisfies:

\[
\|P_t\varphi\|_\infty \leq \|\varphi\|_\infty, \quad (7.1)
\]

\[
|D^{1,0}P_t\varphi(\alpha, v) \cdot h| \leq c\|\varphi\|_\mathcal{E}e^{Mt}\|h\|_\infty, \quad \alpha \in C(I), v \in \mathbb{R}^k, h \in C(I), \quad (7.2)
\]

for some constants \( c \) and \( M \) depending only on the characteristics of the PDMP \( v \).
Proof of Lemma 7.1 The part (7.1) immediately follows, from the definition of the semigroup and the fact that the expectation is increasing. For \( \varphi \in \mathcal{E} \) and \( \psi \in \mathcal{B}(\mathbb{R}_+ \times E) \), let us define

\[
G_\varphi \psi(t, u) := \mathbb{E}_u \left[ \varphi(v(t))\mathbb{1}_{t<T_1} + \psi(t-T_1, v(T_1))\mathbb{1}_{t\geq T_1} \right] = \varphi(\phi_v(t, \alpha), v)H(t, u)
\]

\[
+ \int_0^t \int_K \psi(t-s, \alpha, \xi)Q(d\xi; \phi_v(s, \alpha), v) \Lambda(\phi_v(s, \alpha), v)H(s, u)ds
\]

for \((t, u) \in \mathbb{R}_+ \times E\), with \( u = (\alpha, v) \) and \( v \) the PDMP starting at \( u \). Then, according to Lemma 27.3 of [11],

\[
G^n_\varphi \psi(t, u) = \mathbb{E}_u \left[ \varphi(v(t))\mathbb{1}_{t<T_n} + \psi(t-T_n, v(T_n))\mathbb{1}_{t\geq T_n} \right]
\]

and

\[
\lim_{n \to \infty} G^n_\varphi \psi(t, u) = P_t \varphi(u),
\]

where

\[
G^n_\varphi \psi(t, u) := G_\varphi \left( G^{n-1}_\varphi \psi(t, u) \right)
\]

\[
= \varphi(\phi_v(t, \alpha), v)H(t, u)
\]

\[
+ \int_0^t H(s, u) \left[ \int_K \Lambda(\phi_v(s, \alpha)) G^{n-1}_\varphi \psi(t-s, \alpha, \xi)Q(d\xi; \phi_v(s, \alpha), v) \right] ds.
\]

Thus, our assumptions allow us to use dominated convergence, and we deduce***

\[
P_t \varphi(u) = \varphi(\phi_v(t, \alpha), v)H(t, u)
\]

\[
+ \int_0^t \int_K P_{t-s} \varphi(\alpha, \xi)Q(d\xi; \phi_v(s, \alpha), v) \Lambda(\phi_v(s, \alpha), v)H(s, u)ds.
\]

(7.3)

That is, \( P_t \varphi : t \mapsto P_t \varphi \) is a fixed point of \( G_\varphi \).

For \( T > 0 \), we introduce the Banach space \( \mathcal{E}_T := L^\infty([0, T], C_1^0(C(I) \times \mathbb{R}^k)) \), with the norm

\[
\| \psi \|_{\mathcal{E}_T} = \sup_{t \in [0, T]} e^{-\beta t} (\| \psi(t, \cdot) \|_\infty + \| D^{1,0}_\psi \psi(t, \cdot) \|_\infty),
\]

where \( \beta \) will be fixed hereafter.

For \( t \in [0, T], (\alpha, v) \in E \), set

\[
q_\varphi(t, \alpha, v) = \varphi(\phi_v(t, \alpha), v)H(t, \alpha, v).
\]
We claim that
\[ q_\varphi : t \mapsto q_\varphi(t, \cdot) \text{ is in } \mathcal{E}_T. \] (7.4)

Indeed, let \( 0 \leq t \leq T, u = (\alpha, \nu) \in E \) be fixed. Then
\[ |H(t, \alpha, \nu)| \leq 1, \]
from the definition of the survivor function \( H \) by (4.2). Since \( \varphi \) is bounded, we have
\[ \|q_\varphi(t, \cdot)\|_\infty \leq \|\varphi\|_\infty \text{ and } q_\varphi(t, \cdot) \in \mathfrak{B}_b(E). \]

Next, we show that \( q_\varphi(t, \cdot) \in \mathcal{E} \). Set
\[ \Psi_v(t) \cdot h = D^{1,0}_v \varphi(t, \alpha) \cdot h. \]

From our assumptions, \( F \in C^{1,0}_b(E) \). It follows that for \( h \in C(I) \) the map \( t \mapsto \Psi_v(t) \cdot h \) is a global mild solution of
\[
\begin{cases}
\frac{\partial}{\partial t} \Psi_v(t) \cdot h = \Delta \Psi_v(t) \cdot h + D^{1,0}_v F_v(\varphi_v(t, \alpha)) \circ \Psi_v(t) \cdot h, \\
\Psi_v(0) \cdot h = h.
\end{cases} \] (7.5)

It satisfies
\[ \Psi_v(t) \cdot h = T(t)h + \int_0^t T(t-s)D^{1,0}_v F_v(\varphi_v(s, \alpha)) \circ \Psi_v(s) \cdot hds. \]

Since the semigroup \( \{T(t)\} \) of \( \Delta \) is of contraction, the Gronwall Lemma yield,
\[ \|\Psi_v(t) \cdot h\|_\infty \leq \|h\|_\infty + L_F \int_0^t \|\Psi_v(s) \cdot h\|_\infty ds \leq e^{L_F t} \|h\|_\infty. \]

Thus,
\[ \|D^{1,0}_v \varphi_v(t, \alpha) \cdot h\|_\infty \leq e^{L_F t} \|h\|_\infty. \]

The chain rule leads to
\[ \|D^{1,0}_v H(t, \alpha, \nu) \cdot h\|_\infty \leq \int_0^t \left\|D^{1,0}_v \left[ \Delta(\varphi_v(s, \alpha), \nu) \right] \cdot h \right\|_\infty ds \]
\[ \leq L_\Delta \int_0^t \|D^{1,0}_v \varphi_v(s, \alpha) \cdot h\|_\infty ds \]
\[ \leq \frac{L_\Delta}{L_F} \left( e^{L_F t} - 1 \right) \|h\|_\infty. \]
Therefore $q_{\varphi}(t, \cdot) \in \mathcal{E}$, since

$$
\|D^{1,0} q_{\varphi}(t, \alpha, v) \cdot h\|_{\infty} \leq \|D^{1,0} \varphi(\phi_v(t, \alpha), v) \cdot h\|_{\infty} + \|D^{1,0} H(t, \alpha, v) \cdot h\|_{\infty}
$$

$$
\leq \left( \|D^{1,0} \varphi\|_{\infty} + \frac{L_\Lambda}{L_F} \left( e^{L_F t} - 1 \right) \right) \|h\|_{\infty}.
$$

Finally, for $\beta > L_F$, 

$$
\|q_{\varphi}\|_{\mathcal{E}_T} \leq \|\varphi\|_{\infty} + \left( \|D^{1,0} \varphi\|_{\infty} + \|\varphi\|_{\infty} \frac{L_\Lambda}{L_F} \right).
$$

(7.6)

Similar arguments will allow us to get the upcoming upper bounds. If $\psi \in \mathcal{E}_T$, then $G_{\varphi} \psi \in \mathcal{E}_T$. In fact,

$$
G_{\varphi} \psi(t, \alpha, v) = q_{\varphi}(t, \alpha, v) + \tilde{q}_{\psi}(t, \alpha, v),
$$

with

$$
\tilde{q}_{\psi}(t, \alpha, v) = \int_0^t H(s, \alpha, v) \left[ \Lambda(\phi_v(s, \alpha), v) \int_{\mathcal{K}} \psi(t-s, \alpha, \xi) Q_v(d\xi; \phi_v(s, \alpha)) \right] ds.
$$

It is standard to prove that this defines a function in $\mathcal{E}_T$. Moreover, observing that $\|\tilde{q}_{\psi}(t, \cdot)\|_{\infty} \leq M_\Lambda \|\psi\|_{\infty} t \leq c_1 t$, and recalling the definition of $\Lambda$ and $Q$ (see (5.3) and (5.4)), which in particular imply their differentiability,

$$
\|D^{1,0} \tilde{q}_{\psi}(t, \alpha, v) \cdot h\|_{\infty} \leq \int_0^t \left[ \frac{L_\Lambda}{L_F} (e^{L_F s} - 1) M_\Lambda \|\psi(t-s, \cdot)\|_{\infty} + L_Q \|\psi\|_{\mathcal{E}_T} \right] ds \|h\|_{\infty},
$$

it follows from (7.6) and (7.1) that

$$
\|D^{1,0} G_{\varphi} \psi(t, \alpha, v) \cdot h\|_{\infty} \leq \left( \|D^{1,0} \varphi\|_{\infty} + \|\varphi\|_{\infty} \frac{L_\Lambda}{L_F} e^{L_F t} \right)
$$

$$
+ \left( \frac{L_\Lambda}{L_F} M_\Lambda + \frac{L_Q}{L_F} \right) \|\varphi\|_{\infty} e^{L_F t} + L_Q \int_0^t L_{\psi(t-s, \cdot)} ds \right) \|h\|_{\infty},
$$

which yields (using Gronwall lemma)

$$
\|D^{1,0} G_{\varphi} \psi(t, \cdot)\|_{\infty} \leq c \|\varphi\|_{C^1(b) \times \mathbb{R}^k} e^{L_F t} + L_Q \int_0^t \|D^{1,0} \psi(s, \cdot)\|_{\infty} ds
$$

$$
\leq c \|\varphi\|_{C^1(b) \times \mathbb{R}^k} e^{M t},
$$

(7.7)

and we conclude that $G_{\varphi}$ maps $\mathcal{E}_T$ into itself. The constants $c$ and $M$ depend only on $(L, F, \Lambda, Q)$ and will turn out to be the constants appearing in (7.2).
Moreover, if \( \psi_1, \psi_2 \in \mathcal{E}_T \), we prove similarly

\[
\| G_\varphi \psi_1(t, \cdot) - G_\varphi \psi_2(t, \cdot) \|_\infty \\
\leq M_\Lambda \int_0^t \| \psi_1(t-s, \cdot) - \psi_2(t-s, \cdot) \|_\infty ds,
\]

\[
\| D^{1,0} G_\varphi \psi_1(t, \cdot) - D^{1,0} G_\varphi \psi_2(t, \cdot) \|_\infty \\
\leq \kappa_1 \int_0^t e^{L_F s} \| \psi_1(t-s, \cdot) - \psi_2(t-s, \cdot) \|_{C^{1,0}(\mathbb{R})} ds,
\]

where \( \kappa_1 \) is a constant depending only on \( (L, F, \Lambda, Q) \).

Then, it is not difficult to deduce that

\[
\| G_\varphi \psi_1 - G_\varphi \psi_2\|_{\mathcal{E}_T} \\
\leq \kappa_2 \sup_{t \in [0, T]} e^{-\beta t} \left( \int_0^t e^{\beta(t-s)} ds + \int_0^t e^{\beta(t-s)} e^{L_F s} ds \right) \| \psi_1 - \psi_2\|_{\mathcal{E}_T} \\
\leq \kappa_2 \left( \frac{1}{\beta} + \frac{1}{\beta - L_T} \right) \| \psi_1 - \psi_2\|_{\mathcal{E}_T},
\]

where again, \( \kappa_2 \) depends only on \( (L, F, \Lambda, Q) \). We now choose \( \beta \) sufficiently large and deduce from the Picard theorem that \( G_\varphi \) has a unique fixed point in \( \mathcal{E}_T \). This fixed point is the limit of \( G^n_\varphi \psi \) for any \( \psi \in \mathcal{E}_T \). Thus, \( P \varphi : t \mapsto P_t \varphi \) is that fixed point.

The Lipschitz constant \( L_{P_t \varphi} \) of \( P_t \varphi \) is obtained from (7.7), by taking \( \psi = P_t \varphi \).

\[ \square \]

**Lemma 7.2** For all \( t \geq 0, \varphi \in \mathcal{E}, P_t \varphi \in \mathcal{E} \) and satisfies:

\[
|D^{1,0} P_t \varphi(\alpha, v) \cdot h| \leq \tilde{c} \left( t^{-\frac{3}{2}} + 1 \right) e^{\tilde{M} t} \| \varphi \|_{\mathcal{E}} \| h \|_{H^{-1}}, \quad \alpha \in C(I), \ v \in \mathbb{R}^k, \ h \in C(I),
\]

(7.8)

for some constants \( \tilde{c} \) and \( \tilde{M} \) depending only on the characteristics of the PDMP \( v \).

**Proof** If we prove (7.8), it follows that \( D^{1,0} P_t \varphi \) can be extended to \( H^{-1}(I) \) and using Lemma 7.1 the result follows. The proof of (7.8) relies on the smoothing properties of the heat kernel. Indeed, we have for \( t > 0 \)

\[
\| T(t) \|_{H^{-1}(I) \rightarrow L^\infty(I)} \leq c \left( t^{-\frac{3}{2}} + 1 \right)
\]

for some constant \( c > 0 \). It follows:

\[
\| \Psi_v(t) \cdot h \|_{\infty} \leq c \left( t^{-\frac{3}{2}} + 1 \right) \| h \|_{H^{-1}(I)} + L_F \int_0^t \| \Psi_v(s) \cdot h \|_{\infty} ds
\]

and by Gronwall Lemma:

\[
\| \Psi_v(t) \cdot h \|_{\infty} \leq c \left( t^{-\frac{3}{2}} + 1 \right) e^{(L_F + 1) t} \| h \|_{H^{-1}(I)}, \quad t \in (0, T].
\]

We end the proof with similar computations as in the proof of Lemma 7.1. \[ \square \]
Remark 7.1 In fact, we have proved a slightly stronger result. Indeed, we have not used that \( \varphi \in \mathcal{E} \) but only that \( \varphi \in C^{1,0}_b(C(I) \times \mathbb{R}^k) \). Therefore for \( t > 0 \), \( P_t \) maps \( C^{1,0}_b(C(I) \times \mathbb{R}^k) \) into \( \mathcal{E} \).

**Corollary 7.1** (i) For all \( \mu > 0 \), \( R(\mu - A^\infty) = \mathcal{E} \), and

\[
(\mu - A^\infty)^{-1} \varphi = \int_0^\infty e^{-\mu t} P_t \varphi dt \quad \forall \varphi \in \mathcal{E}.
\]

(ii) If \( \mu > K = \max\{M, \tilde{M}\} \), then for all \( \varphi \in \mathcal{E} \), \( \psi := (\mu - A^\infty)^{-1} \varphi \in \mathcal{E} \).

**Proof** Since the domain of \( A^\infty \) is \( \mathcal{E} \), under our assumption we already know that \( \bar{A}^\infty \varphi(u) = A^\infty \varphi(u) = \hat{A}^\infty \varphi(u) \), \( \forall \varphi \in \mathcal{E} \), \( u \in E \).

Therefore, we conclude the part (i) by the Proposition 5.1, Section 5, Part 1 of [14], since the semigroup \( (P_t) \) is measurable and of contraction on \( \mathcal{E} \) by Lemma 7.1, and observing that, thanks to Fubini theorem, the condition

\[
Ps \int_0^\infty e^{-\mu t} P_t \varphi dt = \int_0^\infty e^{-\mu t} P_{s+t} \varphi dt
\]

holds for all \( \varphi \in \mathcal{E} \), \( \mu > 0 \) and \( s \geq 0 \).

Concerning part (ii), take \( \varphi \in \mathcal{E} \). From (i), it is clear that \( \psi := (\mu - A^\infty)^{-1} \) is bounded. Moreover, a derivation under the integral shows that \( \psi \) is of class \( C^1 \) w.r.t. its first variable. At last, for all \( \alpha \in B \) and \( v \in K \), it follows from Lemma 7.1 that

\[
|D^{1,0}(\psi(\varphi, v) \cdot h)| = \left| \int_0^\infty e^{-\mu t} D^{1,0}_t P_t \psi(\alpha, v) \cdot h dt \right|
\]

\[
\leq c\|\psi\|_{\mathcal{E}} \left( \int_0^\infty e^{-(\mu - M)t} dt \right) \|h\|_\infty
\]

\[
\leq c\|\psi\|_{\mathcal{E}} \frac{1}{\mu - M} \|h\|_\infty,
\]

which yields boundedness for the differential of \( \psi \). Similarly:

\[
|D^{1,0}(\psi(\varphi, v) \cdot h)| \leq \tilde{c}\|\psi\|_{\mathcal{E}} \left( \int_0^\infty \left( t^{-\frac{3}{4}} + 1 \right) e^{-(\mu - \tilde{M})t} dt \right) \|h\|_{H^{-1}(I)}
\]

\[
\leq C\|\psi\|_{\mathcal{E}} \frac{1}{(\mu - \tilde{M})^{\frac{1}{4}}} \|h\|_{H^{-1}(I)},
\]

for some constant \( C \). \( \square \)

We now use a classical argument to prove uniqueness. Let \( \tilde{P}_u \) be another solution of the martingale problem for \( A^\infty \). Let \( \varphi \in \mathcal{E} \), \( \mu \in K \) and \( \psi := (\mu - A^\infty)^{-1} \varphi \). Then

\[
\psi(v(t)) - \psi(u) - \int_0^t A^\infty \psi(v(s)) ds
\]
is a $\tilde{P}_u$-martingale. In particular,

$$\tilde{E}_u \left( \psi(v(t)) - \int_0^t A^\infty \psi(v(s)) ds \right) = \psi(u).$$

Multiply this identity by $\mu e^{-\mu t}$ and integrate on $[0, \infty)$ yield

$$\tilde{E}_u \left( \int_0^\infty e^{-\mu t} \psi(v(t)) dt \right) = \psi(u) = \int_0^\infty e^{-\mu t} P_t \psi(u) dt,$$

for $\mu > K$, since $A^\infty$ is the full generator $\hat{A}^\infty$. By injectivity of the Laplace transform, this implies

$$\tilde{E}_u [\psi(v(t))] = P_t \psi(u) = E_u [\psi(v(t))],$$

for almost all $t \geq 0$.

We have proved that the laws of the solutions to the martingale problem are the same at every fixed time $t$ in a dense set of $\mathbb{R}_+$. This implies uniqueness for the martingale problem (see [3, Sect. 14]), and the proof of Theorem 5.1 ends. □
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