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Abstract—This article considers a cooperative vehicle routing problem for an intelligence, surveillance, and reconnaissance mission in the presence of communication constraints between the vehicles. The proposed framework uses a ground vehicle and an Unmanned Aerial Vehicle (UAV) that travel cooperatively and visit a set of targets while satisfying the communication constraints. The problem is formulated as a mixed-integer linear program, and a branch-and-cut algorithm is developed to solve the problem to optimality. Furthermore, a transformation method and a heuristic are also developed for the problem. The effectiveness of all the algorithms is corroborated through extensive computational experiments on several randomly generated instances.

Note to practitioners: This paper is motivated by an intelligence, surveillance, and reconnaissance mission involving a single UAV and a ground vehicle, where the vehicles must coordinate their activity in the presence of communication constraints. The combination of a small UAV and a ground vehicle is an ideal platform for such missions, since small UAVs can fly at low altitudes and can avoid obstacles or threats that would be problematic for the ground vehicle alone. Furthermore, small UAVs can also be hand launched in difficult to reach areas and rough terrain. This paper addresses the coordinated routing problem involving these two vehicles and presents an algorithm to obtain an optimal solution for this problem, fast heuristics to obtain good feasible solutions, and also a transformation method to transform any instance of this cooperative vehicle routing problem to an instance of the one-in-a-set traveling salesman problem.

Index Terms—cooperative vehicle routing; path planning; unmanned aerial vehicles; communication constraints; mixed-integer linear program; heuristics; branch-and-cut

I. INTRODUCTION

OVER the past two decades, UAVs are being used routinely in both military and civilian applications such as reconnaissance and surveillance expeditions, border patrol, weather and hurricane monitoring, crop monitoring etc. (see [1]–[3] and references therein). They are prime candidates for intelligence, surveillance, and reconnaissance (ISR) missions due to their several advantages such as portability and low risk, to name a few. A typical ISR mission would require the UAVs to collect images, videos, or sensor data and transmit them to a base station. The data collected in these ISR missions are most often very time sensitive and ideally, the data would be useful only if it is processed in real-time or near real-time. We propose a framework to meet this objective, and solve the underlying cooperative routing problem for the UAV and the ground vehicle.

In this article, we present a cooperative vehicle routing problem for an ISR mission involving a UAV and a ground vehicle. The main motivation of using a platform consisting of a ground vehicle equipped with a UAV is the lack of direct roads and the presence of geographical obstacles viz. rivers, lakes, mountains, etc. that must be circumvented to reach the target locations. During such instances, the ground vehicle may not be able to reach certain targets and the UAV could be used to gather information from those targets. However, due to size, weight, and power restrictions the UAV would be unable to transmit the data from remote targets to the base station. Furthermore, in an ideal situation, the ground vehicle would have a communication link to the base station, perhaps through satellite or by other means. The proposed methodology enforces a communication constraint between the UAV and the ground vehicle that work cooperatively to accomplish the mission. Hence, in this paper, the UAV is required to stay connected to the ground vehicle, under the pretext that the data can be instantaneously transmitted to the base station through the ground vehicle. We also do not impose any specific constraint on communication for the ground vehicle, and thus in cases where communication is degraded and the ground vehicle cannot maintain contact with the base station, the cooperative routing problem will still yield a viable solution. In such a scenario, one could think of this problem as a cooperative routing problem to minimize the effort taken by the vehicles to acquire the data and then ferry it back to the base station. The problem is formally defined in the following section.

A. Cooperative routing problem

The problem considered in this article is formally defined as follows: we are given the locations of a set of targets and a base station where the ground vehicle is initially stationed. The UAV is carried by the ground vehicle. For each vehicle, we are given a travel cost between every pair of targets. This cost could be the euclidean distance between the pair of targets or could also depend on the terrain. Given this data, the objective of the problem is to determine paths of minimum cost for the ground vehicle and the UAV such that following conditions are satisfied: every target is visited either by the ground vehicle...
problem differs from the CAGVRP in two aspects: (i) the ground vehicle or the truck is restricted to travel along a road network and (ii) the quadrotor has to return to the ground vehicle after each delivery. Furthermore, the present paper differs from [9] in that in addition to developing an analogous transformation algorithm, we present tailored algorithms to obtain an optimal solution to the CAGVRP and fast heuristics to obtain good feasible solutions to the problem. CAGVRP also resembles the two echelon vehicle routing problem [11]; the key difference is in CAGVRP the locations at which the UAV tours originate are not known, which makes it even harder to solve.

Other problems addressed in the literature that are similar to the CAGVRP are the ring-star problem [12]–[15] and the hierarchical ring-network problem [16]–[21]. The ring-star problem aims to find a minimum cost cycle (or ring) through a subset of targets, and the targets that do not lie on the cycle should be assigned to one of the targets in the cycle. Algorithms to obtain an optimal solution based on the branch-and-cut paradigm are presented for the ring-star problem in [12], for its multiple-depot variant in [13], and for the capacitated variants in [14], [15]. In CAGVRP, not only must the targets that do not lie on the main ring be assigned to the targets on the ring, but sub-tours must also be chosen for all the off-ring targets.

Another closely related problem is the hierarchical ring-network problem (HRNP) which aims to find a hierarchical two-layer ring-network. The top layer consists of a federal ring (analogous to the ground vehicle tour) which establishes connection between a number of node-disjoint metro rings (analogous to the UAV sub-tours) in the bottom layer. Authors in [17] present heuristics and an approximation algorithm to solve the HRNP; they assume that the number of metro-rings and the nodes at which the metro rings are attached to the federal ring are given. In [20], heuristics and enumeration methods are given to solve the HRNP, where a certain demand must be satisfied between every pair of targets. Heuristics to solve a variant of the HRNP are presented in [16].

A variant of HRNP, where the bottom layer could be rings or ring-stars is solved in [18]. The authors assume the number of possible local rings are given. The authors in [21] use branch-and-price algorithm to solve the HRN problem with demands to be satisfied between every pair of targets. Their solution procedure involved two steps: in the first step, they solve a modified HRNP which ignores the cost of the federal ring and design the metro rings; in the second step, they solve a generalized traveling salesman problem on the metro rings. In all the aforementioned papers, the cost of the federal ring is either ignored or assumed to be equal to that of the metro ring. The CAGVRP differs from the HRNP in the following aspects: (i) the travel costs for the ground vehicle and the UAV are different, (ii) we have an additional distance constraint i.e., the distance between the UAV and the ground vehicle has to be within $R$ units throughout the mission, and (iii) we attempt
to solve the coupled problem of finding paths for the ground vehicle and the UAV to minimize the total travel cost. Lastly, we point out that a preliminary version of this article that introduces the problem and develops a MILP formulation is published as a conference article [22].

C. Contributions:

The following are the main contributions of this article: (i) a mixed-integer linear programming (MILP) formulation and additional valid inequalities to strengthen the linear programming (LP) relaxation of the CAGVRP are developed, (ii) a branch-and-cut algorithm to compute an optimal solution to any instance of the problem based on the formulation is presented, (iii) an LP rounding-based heuristic is developed to increase the speed of the convergence of the branch-and-cut algorithm, (iv) a transformation algorithm to transform any instance of the CAGVRP to a corresponding instance of the one-in-a-set traveling salesman problem is developed, and finally (v) extensive computational results to corroborate the effectiveness of all the algorithms are presented. The rest of the article is organized as follows: we mathematically formulate the problem as a MILP in Sec. II. In Sec. III and Sec. IV, we develop the branch-and-cut algorithm and the transformation algorithm for the CAGVRP, respectively. And finally, we present extensive computational results in Sec. V followed by conclusions and scope for future work in Sec. VI.

II. PROBLEM FORMULATION

We first introduce the required notations that are later used to formulate the CAGVRP as an MILP.

A. Notations

Let $T$ denote the set of targets $\{0, \ldots, n\}$; 0 is the base station. The CAGVRP is defined on a mixed graph $G = (T, E \cup A)$, where $E$ and $A$ are a set of undirected edges and directed arcs, respectively, joining any two targets in $T$. Each edge $e = (i, j) \in E$ is associated with a non-negative cost $c_e$ required for the ground vehicle to traverse the edge $e$ (if $e$ connects the vertices $i$ and $j$, then $(i, j)$ and $e$ will be used interchangeably to denote the same edge in $E$). Similarly, each arc $[i, j] \in A$ is associated with a non-negative cost $d_{ij}$ required for the UAV to travel from target $i$ to target $j$; we remark that $A$ is allowed to have self loops i.e., $[i, i] \in A$ for every $i \in T$. We assume that the travel cost functions for the ground vehicle and the UAV satisfy the triangle inequality, i.e., for any distinct targets $i$, $j$, and $k$, $c_{ij} \leq c_{ik} + c_{kj}$ and $d_{ij} \leq d_{ik} + d_{kj}$, respectively. We also associate with each arc $[i, j] \in A$, an auxiliary cost $f_{ij}$ to enforce the communication constraint that the UAV should always be within a distance of $R$ units from the ground vehicle. For any $i, j \in T$, $f_{ij}$ is set to 0 if the Euclidean distance between targets $i$ and $j$ is less than $R$ units, and is set to an arbitrarily large value otherwise. We remark that this communication constraint can be enforced without the use of this auxiliary cost $f_{ij}$ for every arc $[i, j] \in A$ by introducing additional constraints. We choose the former to keep the presentation of the formulation cleaner. Additionally, for any subset of targets $S \subseteq T$, we let $\delta(S) \subseteq E$ denote the set of edges with one end in the set $S$ and another end in $T \setminus S$; similarly, we let $\delta^+(S) \subseteq A$ and $\delta^-(S) \subseteq A$ denote the set of arcs directed into and away from the set $S$, respectively. The sets $\delta_i(S)$, $\delta^+(S)$, and $\delta^-(S)$ are also referred to as cut-sets in the literature [23], [24]. Finally, given $S \subseteq T$, we let $\gamma(S)$ denote the set of all the edges with both end points in $S$.

We let $F$ denote any feasible solution to the CAGVRP and associate vector of decision variables $x \in \{0, 1\}^{|E|}$, $w \in \{0, 1\}^{|A|}$, and $y \in \{0, 1\}^{|A|}$ with each $F$. The component $x_e$ of $x$, associated with edge $e \in E$, is a binary variable which takes a value 1 if the edge $e$ is traversed by the ground vehicle, and 0 otherwise. Each component $w_{ij}$ of $w$, associated with the directed arc $[i, j] \in A$, is a binary variable that indicates the presence of the arc in a UAV sub-tour. Similarly, $y_{ij}$, a component of $y$ is a binary assignment variable that takes a value 1 if the target $i$ is assigned to the UAV sub-tour that whose root is the target $j$, and 0 otherwise. Note that if a target $i$ is visited by a ground vehicle then the assignment variable $y_{ii}$ is equal to 1 (the target is assigned to itself).

B. Mixed-integer programming formulations for CAGVRP

With the notations and decision variables introduced thus far, CAGVRP is first formulated as mixed-integer program (MIP), whose objective minimizes the total cost of travel for the ground vehicle and the UAV. The objective is given by the following equation:

$$\min \sum_{e \in E} c_e x_e + \sum_{[i,j] \in A} (d_{ij} w_{ij} + f_{ij} y_{ij})$$

The auxiliary cost term $f_{ij} y_{ij}$ for each arc $[i, j] \in A$ in the objective function implicitly enforces the constraint that the UAV should always be within a distance of $R$ units from the ground vehicle. We remark that $f_{ij}$ can also be used to capture the cost of communication; but, we do not do so throughout the rest of the paper, for ease of exposition. The MILP is subjected to the constraints detailed below.

**Assignment constraints**: Here the constraints on communication between the UAV and the ground vehicle, while it is stopped at a target, are formulated. If a target $i$ is assigned to itself, then it corresponds to the case when the target being visited by the ground vehicle and if the target $i$ is assigned to another target $j$, then it corresponds to the case when the target $i$ is visited by the UAV when the ground vehicle has a stop at target $j$ and the UAV communicates the data it collects from target $i$ to the ground vehicle at target $j$. The assignment constraints are given as follows:

$$\sum_{j \in T} y_{ij} = 1 \quad \forall i \in T, \text{ and}$$

$$y_{00} = 1.$$
The constraint (3) enforces the base station 0 is visited by the ground vehicle; this constraints conforms with our assumption that the ground vehicle is initially stationed at the base station.

**Degree constraints:** The degree constraints in (4) ensure that the number of undirected ground vehicle edges incident on any target \( i \in T \) is equal to 2 if and only if the target \( i \) is assigned to itself \((y_{ii} = 1)\) i.e., the target is visited by the ground vehicle. The in-degree and out-degree constraints for the UAV routes (sub-tours rooted at targets where the ground vehicle stops) are enforced using the Eq. (6) and (5), respectively. These constraints ensure that, for every target there are two UAV edges in the UAV route, one entering and another leaving the target. This is in contrast to the ground vehicle routes, where edges are incident on a target only when the target is assigned to itself. The UAV has to visit every target irrespective of the value of \( y_{ii} \). When the value of the \( w_{ii} \) is 1, the constraints in (5) and (6) would result in a trivial UAV sub-tour, which occurs when the UAV is not deployed when the ground vehicle stops at target \( i \). The degree constraints are as follows:

\[
\begin{align*}
\sum_{j \in T} x_{ij} &= 2y_{ii} \quad \forall i \in T, \quad (4) \\
\sum_{j \in T} w_{ij} &= 1, \quad \forall i \in T, \quad (5) \\
\sum_{i \in T} w_{ij} &= 1, \quad \forall j \in T. \quad (6)
\end{align*}
\]

**Connectivity constraints:** The degree constraints and the assignment constraints alone are not sufficient to guarantee a feasible (connected) solution to the CAGVRP. An instance of such an infeasible solution is shown in Fig. 2. In general, there are three predominant techniques to ensure connected solutions. The first is to introduce an additional set of constraints viz. the Miller-Tucker-Zemlin (MTZ) constraints, the second way is to use a multi- or single-commodity flow-based constraints, and the final way is to enforce connectivity constraints using cut-sets [25]. For vehicle routing problems, the cut-set based connectivity constraints are known to outperform MTZ and flow constraints computationally [23], [24], [26], [27].

\[
\begin{align*}
\sum_{e \in \delta(S)} x_e &\geq 2 \sum_{j \in S} y_{ij}, \quad \forall i \in S, \quad 0 \notin S, \quad S \subset T, \quad (7) \\
\sum_{[i,j] \in \delta^+(S)} w_{ij} &\geq 1 - \sum_{j \in S} y_{ij}, \quad \forall i \in S, \quad S \subset T, \quad (8) \\
\sum_{[i,j] \in \delta^-(S)} w_{ij} &\geq 1 - \sum_{j \in S} y_{ij}, \quad \forall i \in S, \quad S \subset T, \quad (9)
\end{align*}
\]

Therefore, we utilize the constraints in (7), (8) and (9), that are formulated using cut-sets, to ensure connectedness of the solutions. The constraints in (7) ensure that each UAV sub-tour is rooted to at least one target in the ground vehicle path and the constraints (8) and (9) mandate the connectedness of the ground vehicle path. We remark that the number of connectivity constraints in Eqs. (7) – (9) are exponential and a dynamic cut-generation algorithm, that adds constraints only when they are violated, is detailed in the forthcoming section to handle these constraints in a computationally efficient manner.

**UAV sub-tour constraints:** The UAV sub-tour constraints ensure that a UAV can traverse an arc between any two targets \( i \) and \( j \) only if both the targets are assigned to the same (ground-vehicle) target \( k \in T \). Mathematically, this condition is enforced using the following nonlinear constraint:

\[
w_{ij} \leq \sum_{k \in T} y_{ik}y_{jk}, \quad \forall [i, j] \in A. \quad (10)
\]

In summary, the MIP formulation for the CAGVRP is given by the formulation \( \mathcal{F}_1 \), as follows:

\[
(\mathcal{F}_1) : \quad \text{Minimize Eq. (1), subject to: Eqs. (2) – (10),} \\
x \in \{0, 1\}^{|E|}, \ w \in \{0, 1\}^{|A|}, \text{ and } y \in \{0, 1\}^{|A|}.
\]

As mentioned previously, the formulation \( \mathcal{F}_1 \), presented above, is non-linear due to the constraints in (10). These constraints can be linearized by introducing an auxiliary variable \( z_{ijk} \) for every triplet of targets \( i, j, k \in T \).

**Proposition 1.** The constraints in (10) permits the following linear reformulation:

\[
w_{ij} \leq \sum_{k \in T} z_{ijk} \quad \forall [i, j] \in A, \quad (11)
\]

\[
z_{ijk} \leq y_{ik} \quad \forall i, j, k \in T, \quad (12)
\]

\[
z_{ijk} \leq y_{jk} \quad \forall i, j, k \in T, \text{ and } (13)
\]

\[
z_{ijk} \geq y_{ik} + y_{jk} - 1 \quad \forall i, j, k \in T. \quad (14)
\]

**Proof.** We prove the proposition by considering the following two cases (i) \( y_{ik} = y_{jk} = 1 \) and (ii) \( y_{ik} = 0 \) or \( y_{jk} = 0 \). For case (i), observe that \( z_{ijk} \) will take a value of 1 due to the constraints (12)–(14). Similarly for case (ii), suppose \( y_{ik} = 1 \) and \( y_{jk} = 0 \), then \( z_{ijk} = 0 \). A similar argument holds when \( y_{jk} = 1 \) and \( y_{ik} = 0 \).

Using the above proposition 1, the MIP formulation \( \mathcal{F}_1 \) can
be equivalently reformulated into a MILP given by:

\( \mathcal{F}_2 \) : Minimize Eq. (1), subject to: Eqs. (2) – (9), Eqs. (11) – (14), \( z_{ijk} \in \{0, 1\} \) \( \forall i,j,k \in T \) and \( x \in \{0, 1\}^{|I|}, w \in \{0, 1\}^{|A|} \), and \( y \in \{0, 1\}^{|A|} \).

If the binary restrictions on all the variables of a MILP are relaxed, then we call that model a LP relaxation of the MILP. Let \( \mathcal{F}^\text{lp}_2 \) denote the LP relaxation of \( \mathcal{F}_2 \). In the following subsection, we shall strengthen \( \mathcal{F}^\text{lp}_2 \) by introducing additional valid inequalities; a constraint is called a valid inequality if it does not remove any feasible solution to the MILP.

C. Additional valid inequalities

We first adapt the well-known 2-matching inequalities that is known to be valid for the Traveling Salesman Problem (TSP) [28]–[30] and a variety of other vehicle routing problems related to the CAGVRP [12], [13], [26]. Specifically, we consider the following inequality:

\[
\sum_{e \in \gamma(H)} x_e + \sum_{e \in I} x_e \leq \sum_{i \in H} y_{ii} + \frac{|I| - 1}{2}, \tag{15}
\]

for all \( H \subseteq T \) and \( I \subseteq \delta(H) \). Here, \( H \) is called the handle and \( I \), the teeth. The handle \( H \) and \( I \) satisfy the following conditions: (i) no two edges in the teeth are incident on the same target and (ii) the number of edges in the teeth is odd and greater than equal to 3. An interested reader is referred to [12], [13], [26] for a proof of validity of the above inequality.

The next set of inequalities enforce additional restrictions on the UAV and ground vehicle paths. Before presenting these inequalities, we introduce an additional notation. For each target \( i \in T \), we let \( R_i \subseteq T \) denote the subset of targets that are within a distance of \( R \) units (communication range) from \( i \). Given this notation, the following set of inequalities are valid for the CAGVRP:

\[
\sum_{i \in R_j} y_{ij} \leq |R_j| y_{jj} \quad \forall j \in T, \tag{16}
\]

\[
w_{ij} \leq 2 - y_{ii} - y_{jj} \quad \forall [i,j] \in A. \tag{17}
\]

Eq. (16) bounds the number of targets the UAV can visit in a sub-tour based on the root node of the sub-tour and the Eq. (17) ensures that the UAV does not traverse an edge that is already been traversed by the ground vehicle. In the next section, we present an overview of the branch-and-cut algorithm to solve the MILP formulation \( \mathcal{F}_2 \) to optimality.

III. BRANCH-AND-CUT ALGORITHM

In this section, we briefly present the main ingredients of a branch-and-cut algorithm that is used to solve the formulation \( \mathcal{F}_2 \) to optimality. The formulation \( \mathcal{F}_2 \) for the CAGVRP can be provided to off-the-shelf commercial branch-and-bound solvers like CPLEX [31] to obtain an optimal solution. These solvers typically require the complete formulation to be provided to the solver a priori, which in our case would not be computationally tractable due to the exponential number of connectivity constraints in Eqs. (7) – (9) and the 2-matching constraints in Eq. (15). To address this issue of exponential number of constraints, we utilize the following approach: we relax these constraints from the formulation. We let \( \text{relax}(\mathcal{F}_2) \) denote this relaxed formulation and \( \text{relax}(\mathcal{F}^\text{lp}_2) \), its LP relaxation. Whenever the solver obtains a feasible solution to \( \text{relax}(\mathcal{F}_2) \) or fractional feasible solution \( \text{relax}(\mathcal{F}^\text{lp}_2) \), we check if any of these connectivity constraints or 2-matching constraints are violated by the feasible solution, integer or fractional. If so, we add the constraint dynamically and continue solving the original problem. This process of adding constraints to the problem sequentially has been observed to be computationally efficient for the traveling salesman problem and the variants of CAGVRP [23], [26]. The algorithms used to identify violated constraints given a fractional or integer feasible solutions to \( \text{relax}(\mathcal{F}_2) \) or \( \text{relax}(\mathcal{F}^\text{lp}_2) \), respectively, are referred to as separation algorithms. The branch-and-cut solvers like CPLEX provide ways to interact with the branch-and-cut solution process and modify its behaviour through external user-defined functions referred to as callback functions. We dynamically identify and add violated constraints given a fractional or an integer solution to the relaxed problem using the callback functions known as the “user-cut” or the “lazy constraint” callbacks, respectively. A flow-chart of the modifications done to the actual branch-and-cut solution process is shown in Fig. 3.

The separation algorithms in the forthcoming sections are the algorithms that identify violated connectivity constraints and 2-matching constraints given integer or fractional solutions to the corresponding relaxed problems.

A. Separation algorithms

This section presents the separation algorithms for identifying violated connectivity constraints and 2-matching constraints given a solution to the relaxed problems. A separation algorithm is termed as “exact” if it is guaranteed to
find a violated constraint, if there exists one. Otherwise, the separation algorithm is referred to as a heuristic separation algorithm.

Separation of connectivity constraints in (7) – (9): We first discuss exact separation algorithms for identifying violated connectivity constraints in Eqs. (7) – (9) given a fractional solution; the algorithm trivially extends to the case with integer solution. To this end, let \((x^*, y^*, w^*)\) denote a fractional solution. We first construct a support graph \(G^*\) based on the fractional solution; \(G^* = (V^*, E^*)\), \(V^* = \{i \in T : 0 < y^*_i < 1\}\) and \(E^* = \{e \in E : 0 < x^*_e < 1\}\). Then, we check if the graph \(G^*\) is connected; if it is not connected, each vertex set \(S\) corresponding to an individual connected component, such that \(0 \not\in S\), generates a violated constraint (7) for each \(i \in S\). If \(G^*\) is connected, we find the subset of nodes \(S\) with minimum value of \(\sum_{e \in \delta(S)} x^*_e\). This is done by solving a problem of computing the max-flow on \(G^*\), where the capacity of each edge \(e\) is set to \(x^*_e\). We compute the minimum cut of all pairs of nodes on \(G^*\) and consider the node partition \(S\) that does not contain 0. We check if this set violates constraint (7) for each \(i \in S\). If the constraint is violated for any \(i\), we add the corresponding inequality to the existing pool of inequalities.

We use a similar procedure to find violated connectivity constraints (8) – (9) for the UAV sub-tours. Based on the fractional solution \(w^*\), we construct graph \(G_a^* = (V^*, A^*)\), \(A^* = \{[i,j] \in A : 0 < w^*_{ij} < 1\}\). Similar to the previous procedure we find the violated constraints (8) – (9) defined by \(S\), such that the subset \(S\) does not contain any targets that are visited by the ground vehicle.

Separation of 2-matching constraints in (15): To find the violated 2-matching constraints, we follow the heuristic separation algorithm described in [12], [30]. We consider each connected component \(H\) of \(G^*\) as a handle of a possible violated 2-matching inequality, whose two-target teeth correspond to edges in \(e \in \delta(H)\) with \(x^*_e = 1\). We reject the inequality if the number of teeth is even. If the inequality is violated, then we add this inequality to the pool of violated inequalities. We remark that though exact separation algorithms for the 2-matching constraints exist in the literature [32], we utilize heuristic algorithms in favour of their computational effectiveness and algorithmic complexity.

Next, we present a LP rounding heuristic that is applied to every fractional feasible solution to the CAVRVP to compute good feasible solutions during the branch-and-cut algorithm. It is well known in the literature [12], [23], [26] that computationally efficient heuristics that can be applied on the fractional solutions obtained during the execution of the branch-and-cut algorithm can potentially speed up the convergence of the algorithm itself.

B. LP rounding heuristic

The rounding heuristic, presented in this section, is applied to every fractional solution obtained at each node of the branch-and-cut tree. To that end, let \((x^*, y^*, w^*)\) denote any fractional solution obtained during the execution of the branch-and-cut algorithm. The algorithm then rounds the fractional assignment variable vector \(y^*\) to obtain a feasible set of assignments and utilizes the LKH [33] heuristic for the TSP to compute paths for the ground vehicle and the UAV. Given \(y^*_i\) for each \(i \in T\), the heuristic lets \(i\) be a ground vehicle stop if \(y^*_i \geqslant 0.5\). All the other targets are assumed to be visited by the UAV, and feasible ground vehicle and UAV routes that satisfy the communication restrictions are then constructed. An overview of the heuristic is given by the algorithm 1. The pseudo-code outputs a heuristic solution vector \((\hat{x}, \hat{y}, \hat{w})\), that corresponds to a feasible CAVRVP solution.

Algorithm 1 Pseudo-code of the LP rounding heuristic

**Input:** fractional assignment variable values, \(y^*\)

**Output:** heuristic solution vector, \((\hat{x}, \hat{y}, \hat{w})\)

1. \(S_g = \{i \in T : y^*_i \geqslant 0.5\}\) and \(S_a = T \setminus S_g\)
2. \(\hat{y}_{ii} \leftarrow 1, \forall i \in S_g\) and \(\hat{y}_{ii} \leftarrow 0, \forall i \in S_a\)
3. for \(i \in S_g\) do \(T^i \leftarrow 0\)
4. for \(u \in S_a\) do
5. if \(R_u \not\subset S_g\) then
6. \(k = \arg \min_{u,v \in R_u \cap S_a} d(u, v)\) \(\triangleright d(\cdot, \cdot):\) distance
7. \(\hat{y}_{uk} \leftarrow 1, T^k \leftarrow T^k \cup \{u\}\)
8. else
9. \(S_a \leftarrow S_a \cup \{u\}\), \(S_a \leftarrow S_a \setminus \{u\}\)
10. \(T_g \leftarrow \text{LKH}(S_g)\) \(\triangleright\) heuristic to solve TSP
11. for \(i \in S_g\) do \(T^i_a \leftarrow \text{LKH}(T^i_g)\)
12. \(\hat{x}_u \leftarrow 1, \forall e \in T_g\)
13. for \(i \in S_g\) do \(\hat{w}_{ij} \leftarrow 1, \forall [i,j] \in T^i_g\)
14. \(\hat{y}_{ii} \leftarrow 1, \forall i \in S_g\) and \(\hat{y}_{ii} \leftarrow 0, \forall i \in S_a\)

In Step 1 of the pseudo-code in algorithm 1, \(S_g\) and \(S_a\) are subsets of the target set \(T\) that are to be visited by the ground vehicle and the UAV, respectively; these subsets are constructed by rounding the the fractional assignment variable vector \(y^*\). In Step 3, the set \(T^i\) represents the subset of targets that are in the UAV sub-tour rooted at the target \(i\). In Step 5, \(R_u\) is the set of targets that are with in the communication range of target \(u\). The Steps 6 and 7 construct the sets by assigning each target in the set \(S_a\) to one of the sets \(T^k\), \(k \in S_g\). If such an assignment is not possible for a target in the set \(S_a\), the target is moved to the set \(S_g\) i.e., that target is visited by the ground vehicle (Step 9). The LKH [33] heuristic (to solve a TSP) is applied to the targets in the ground vehicle set \(S_g\) and UAV sub-tour sets \(T^i\), \(l \in S_g\), in Steps 10 and 11, respectively. Finally, the heuristic solution vector \((\hat{x}, \hat{y}, \hat{w})\) are updated using the routes obtained via the LKH heuristic in the Steps 12 – 14.
In the next section, we present a transformation algorithm to transform any instance of the CAGVRP to the one-in-a-set traveling salesman problem, also referred to in the literature as the generalized traveling salesman problem (GTSP). Once, the problem is transformed to the GTSP, efficient heuristics, available in the literature [34], can be used to quickly compute a feasible solution to the corresponding GTSP instance; this in turn can be converted to a feasible solution for the CAGVRP. The heuristic in [34] a large neighborhood search algorithm for the GTSP which is known to compute close to optimal solutions in very little computation time.

IV. TRANSFORMATION ALGORITHM

The NP-hardness of the CAGVRP restricts the use of the MILP model and the branch-and-cut algorithm to compute the optimal solution to small and medium-sized CAGVRP problem instances. Hence, the need to develop efficient heuristics for the CAGVRP. To that end, we present a transformation method that transforms the CAGVRP defined on the graph $G=(T, E \cup A)$ into GTSP on a transformed graph $\overline{G}=(\overline{V}, \overline{E})$. For the sake of completeness, we first informally define the GTSP as follows:

**Definition 1. GTSP [35]:** The GTSP is defined on a directed graph in which the vertices have been pre-grouped into $m$ mutually exclusive and exhaustive vertex sets. Arcs are defined only between vertices belonging to different vertex sets with each arc having an associated cost. The GTSP is the problem of finding a minimum cost directed cycle which includes exactly one vertex from each vertex set.

A. Construction of the transformed graph $\overline{G}$

We will next begin by introducing some definitions that will aid in defining the transformed graph, $\overline{G}$.

**Definition 2. Configuration:** Given any pair of targets $i, j \in T$, we refer to $C(g_i, a_j)$ as a configuration if the ground vehicle and the UAV are located at the targets $i$ and $j$, respectively. We refer to a configuration as a hub when $i = j$ (i.e., $C(g_i, a_i)$).

**Definition 3. Feasible configuration:** A configuration $C(g_i, a_j)$, where $i, j \in T$, is feasible if $d(i, j) \leq R$ i.e., the distance between the targets $i$ and $j$ is less than or equal to the communication range $R$. If a configuration does not satisfy this condition, then it is referred to as infeasible.

The vertex set, $\overline{V}$, in the transformed graph, $\overline{G}$, is defined to be the set of all feasible configurations. We remark that if the communication range was infinite, then $|\overline{V}| = |T|^2$. But in practice, the communication range could be much less than the maximum distance between any two targets, resulting in $|\overline{V}| \ll |T|^2$. As for the edge set $\overline{E}$ of the transformed graph $\overline{G}$, an edge between pair of vertices corresponding to two feasible configurations $C(g_i, a_j)$ and $C(g_k, a_l)$ is added if one of the following conditions holds.

1) The configurations $C(g_i, a_j)$ and $C(g_k, a_l)$ are distinct hubs i.e., $i = j, k = \ell$, and $i \neq k$. In this case, the travel cost for the edge joining the two configurations is given by the ground vehicle’s travel cost to go from vertex $i$ to $k$ i.e., $c_{ik}$, where $(i, k) \in E$ (see Fig. 4(a)).

2) The ground vehicle is located at the same target in both configurations, the UAV travels from target $j$ to $\ell$, and the configuration $C(g_k, a_l)$ is not a hub i.e., $i = k, j \neq \ell$, and $k \neq \ell$ (see Fig. 4(b)). The cost of the edge in this case is given by $d_{j\ell}$, the cost incurred by the UAV to traverse the arc $[j, \ell] \in A$.

3) The first configuration $C(g_i, a_j)$ is not a hub, while the second configuration $C(g_k, a_l)$ is a hub with the ground vehicle position changing between the two configurations i.e. $i \neq k$ (see Fig. 4(c)). An edge between these two configurations in the transformed graph corresponds to two maneuvers in a feasible CAGVRP solution, the first maneuver being the UAV traversing the arc $[i, j] \in A$ and the second one being the ground vehicle carrying the UAV and traversing the edge $(j, k) \in E$. Hence, the cost associated with this edge is given by $d_{ij} + c_{jk}$.

We remark that the graph $\overline{G}$ is not a complete graph. Nevertheless, $\overline{G}$ can be converted to a complete graph by adding the remaining edges with an arbitrary high travel cost. It
remains to define the exhaustive partition of the vertex sets for the GTSP on the transformed graph. To that end, for each target \( t \in T \), we define the subset of vertices \( V_t \subseteq V \) as \( V_t = \{ C(g_i, a_j) \in V : j = t \} \). It is easy to observe that all the sets \( V_t \), \( t \in T \), form an exhaustive partition of the set \( V \), i.e., \( V = \bigcup_{t \in T} V_t \) and \( V_i \cap V_j = \emptyset \), for every distinct \( i, j \in T \).

The transformed graph \( G = (\overline{V}, \overline{E}) \) together with the sets \( V_t \), \( t \in T \) define the graph on which the GTSP is solved.

### B. Proof of correctness of the transformation algorithm

Now, in the following two propositions, we present the proof of correctness of the transformation algorithm that transforms the CAGVRP on the graph \( G \) to an equivalent GTSP on the transformed graph \( \overline{G} \).

**Proposition 2.** Any feasible solution, \( \mathcal{E}_1 \), to the GTSP defined on the transformed graph \( \overline{G} = (\overline{V}, \overline{E}) \) with a cost of \( \mathcal{O} \) has a corresponding feasible CAGVRP solution on the graph \( G = (V, E \cup A) \) with the same cost, \( \mathcal{O} \).

**Proof.** The feasible solution \( \mathcal{E}_1 \) to the GTSP starts at the configuration \( C(g_0, a_0) \), visits a subset of configurations in the vertex set \( \overline{V} \) such that exactly one configuration in each set \( V_t \), \( t \in T \) is visited, and returns to the configuration \( C(g_0, a_0) \). The definition of the partition sets \( V_t \), \( t \in T \), guarantees that the UAV is physically present at every target \( i \in T \) either with the ground vehicle (corresponds to a configuration that is a hub) or separately from the ground vehicle. Furthermore, all the vertices in the transformed graph correspond to feasible configurations i.e., the positions of the UAV and the ground vehicle are such that they satisfy the communication constraints in the CAGVRP. Hence, mapping the sequence of edges in the solution \( \mathcal{E}_1 \) of the GTSP to the corresponding sequence of maneuvers of the UAV and the ground vehicle on the graph \( G \) would yield a feasible CAGVRP solution. The manner in which the edges are constructed and the cost function is defined for each edge in the set \( \overline{E} \) ensure that the cost of the CAGVRP solution, constructed in the aforementioned way, equals \( \mathcal{O} \), completing the proof.

**Proposition 3.** A feasible solution to the GTSP on the transformed graph \( \overline{G}(\overline{V}, \overline{E}) \), \( \mathcal{E}_1 \), can be constructed from any feasible solution \( \mathcal{E}_2 \) to the CAGVRP on the graph \( G(V, E) \). Furthermore, the construction can be performed such that the cost of the solution \( \mathcal{E}_1 \) on the graph \( \overline{G} \) is equal to the cost of the solution \( \mathcal{E}_2 \) on \( G \).

**Proof.** Let \( \mathcal{E}_2 \) be any feasible solution to the CAGVRP. Then, \( \mathcal{E}_2 \) can be subdivided into a sequence of maneuvers, each of which could be from the following three maneuvers:

1. the ground vehicle carries the UAV and travels from one target to another,
2. the ground vehicle stops at a target \( i \in T \) and the UAV travels from a target \( j \in T \) (\( j \) can be equal to \( i \)) to a target \( k \in T \) such that the targets \( j \) and \( k \) are within the communication distance of \( R \) units from the target \( i \) i.e., \( d(i, j) \leq R \) and \( d(i, k) \leq R \),
3. the UAV returns to the ground vehicle that stopped at target \( i \in T \) from another target \( j \in T \), and the ground vehicle carrying the UAV travels to target \( k \in T \).

Notice that, the positions of the vehicles before and after each of the above maneuvers correspond to a feasible configuration in the set \( \overline{V} \), and that each maneuver defined above corresponds to one of the three types of edges in the edge set \( \overline{E} \). Let \( C_G \) denote all the set of configurations that occur in the solution \( \mathcal{E}_2 \). Any feasible solution, \( \mathcal{E}_2 \), to the CAGVRP satisfies the Eqs. (5) and (6), which ensures for every target \( t \in T \), there exists one configuration in \( C_G \), where the UAV is at the target \( t \). Hence, \( C_G \) satisfies the condition \( C_G \cap V_t = 1 \) for every \( t \in T \) (\( V_t \) is the partition set associated with \( t \) in the graph \( \overline{G} \)). Therefore, mapping the sequence of maneuvers obtained in \( \mathcal{E}_2 \) to the corresponding configurations and edges in the transformed graph \( \overline{G} \) would yield a feasible GTSP solution \( \mathcal{E}_1 \). The construction of the edge set \( \overline{E} \), with their cost function, will ensure that the cost of \( \mathcal{E}_1 \) in \( \overline{G} \) is equal to the cost of the solution \( \mathcal{E}_2 \) in the graph \( G \).

To summarize the propositions 2 and 3, for any solution to the GTSP, there is a corresponding feasible solution to the CAGVRP that has the same cost; and for any solution to the CAGVRP, there exists an equivalent feasible solution to the transformed GTSP. Therefore, an optimal solution to the GTSP maps to an optimal solution to the CAGVRP.

### C. An illustration of the transformation algorithm

For the sake of clarity, we now present a feasible solution to a CAGVRP instance with its corresponding GTSP solution in the Fig. 5. In the instance shown in Fig. 5(a), the targets 0 and 4 are not within the communication range of any target. The cost of the CAGVRP solution in Fig. 5(a) is given by \((c_{01} + c_{14} + c_{40} + d_{12} + d_{23} + d_{34})\). The corresponding feasible solution on the transformed graph \( \overline{G} = (\overline{V}, \overline{E}) \) is shown in the Fig. 5(b) along with the costs of the edges. For each target \( i \), the set \( V_i \) in Fig. 5(b) define the partition of the vertex set \( \overline{V} \). The two vehicles are located at target 0 initially, and they together travel to target 1. This corresponds to a maneuver from \( C(g_0, u_0) \) to \( C(g_1, u_1) \) in Fig. 5(b). At target 1, the UAV is deployed and it visits targets 2 and 3 (in that order), while ground vehicle is at target 1. The corresponding configurations visited in the GTSP solution are \( C(1, u_2) \) and \( C(1, u_3) \). The UAV then returns to the ground vehicle at target 1, and they together visit target 4 and return to target 0. In the next section, we present extensive computational results to corroborate the effectiveness of all the algorithms proposed for the CAGVRP.

### V. Computational Results

The branch-and-cut algorithm that is used to solve the CAGVRP to optimality was implemented using CPLEX 12.6 [31] with C++ API. The internal CPLEX cut-generation
Three classes of randomly generated instances are given below. A time limit of 6 hours was imposed on every run of the branch-and-cut algorithm to obtain an optimal solution.

**Instance generation:** Three classes of randomly generated CAGVRP instances (class A, class B, and class C) were used to test the algorithms presented in this article. For all the classes of the instances the locations of the targets were randomly generated in a $100 \times 100$ grid. A communication range of 25 units was used for all the instances. Instances in classes A and B consisted of small- and medium-sized instances i.e., $|T| \in \{20, 30, 40, 50\}$ and the instances in class C consisted of large-sized test instances i.e., $|T| \in \{60, 70, 80\}$. For all the instances, the travel cost for the ground vehicle to travel between any pair of targets $i, j \in T$ is chosen to be equal to the Euclidean distance, $l_{ij}$, between the two targets; and the travel cost of the UAV is set to $\alpha \cdot l_{ij}$, where $\alpha$ is a scaling factor in the set $\{0.1, 0.2, 0.3\}$. The target locations for the class A and class C instances were randomly generated from uniform distribution in the $100 \times 100$ grid. As for the instances in class B, the target locations were randomly chosen to form clusters in the grid with a lower bound on the separation distance between any pair of targets belonging to two different clusters. For every class and every $|T|$ in the corresponding class, 20 instances were generated. In total, for each value of $\alpha \in \{0.1, 0.2, 0.3\}$, there were 80, 80, and 60 instances corresponding to the classes A, B, and C respectively.

### A. Performance of the branch-and-cut algorithm

We first examine the scalability aspect of the branch-and-cut algorithm in computing an optimal solution for the instances in classes A and B. To that end, the Table I presents the number of instances out of 20, the branch-and-cut algorithm is able to compute the optimal solution within the computation time limit of 6 hours. It is clear from the table that the branch-and-cut algorithm is capable of solving instances with up to 40 targets effectively, and the 50-target instances with a little difficulty.

| Instance class | $|T|$ | $\alpha = 0.1$ | $\alpha = 0.2$ | $\alpha = 0.3$ |
|----------------|-----|--------------|--------------|--------------|
| A              | 20  | 20           | 20           | 20           |
|                | 30  | 20           | 20           | 20           |
|                | 40  | 20           | 19           | 19           |
|                | 50  | 14           | 14           | 7            |
| B              | 20  | 20           | 20           | 20           |
|                | 30  | 20           | 20           | 20           |
|                | 40  | 17           | 18           | 13           |
|                | 50  | 17           | 17           | 17           |

The run time for the instances is provided by the box plots shown in Fig. 6. These box plots show the computation time for all the class A and class B instances that were solved to optimality within the stipulated time limit. The computation times indicate that instances with up to 40 targets could be solved to optimality by the branch-and-cut algorithm in around 1000 seconds and it takes around 5000-10000 seconds to solve the 50-target instances. In general, we observe that the instances with a scale factor of $\alpha = 0.3$ are more difficult to solve, and need more computation time. This is expected for the following reason: suppose the cost of travel by the
UAV is zero, then the algorithm would try to assign as many targets as possible to the UAV. As the cost of travel by the UAV is increased, it has to find the right partitioning of the targets to be assigned to the ground vehicle and the UAV, that minimizes the total cost. This additional partitioning decisions could potentially increase the combinatorial complexity of finding the optimal solution.

\[ \alpha = 0 \]

\[ \alpha = 0.1 \]

\[ \alpha = 0.2 \]

\[ \alpha = 0.3 \]

Table II

| | Average | Maximum |
|---|---|---|
| 20 | 399.21 | 4590 |
| 30 | 2388.00 | 31851 |
| 40 | 5529.80 | 42789 |
| 50 | 12931.48 | 36482 |

Fig. 7. Box plot of the number of times the LP rounding heuristic in Sec. III-B was able to produce better feasible solutions than the feasible solutions computed by CPLEX.

effectiveness on all the classes of instances.

B. Performance of the transformation algorithm

Table III

| | Maximum | Average | Standard deviation |
|---|---|---|---|
| 20 | 0.60 | 0.18 | 0.17 |
| 30 | 3.05 | 0.50 | 0.66 |
| 40 | 3.01 | 0.67 | 0.63 |
| 50 | 2.72 | 0.62 | 0.49 |

As mentioned in Sec. IV, once the instance of CAGVRP is transformed to an instance of GTSP, the transformed problem is solved using the large neighborhood search heuristic for GTSP [34]. Hence, all the solutions produced by the transformation algorithms are heuristic solutions and have a cost greater than or equal to the optimal. To show the effectiveness of the algorithm in computing solutions whose objective value is close to the cost of the optimal solution, we first present the results of the transformation algorithm on the instances of classes A and B, for which the optimum is computed using the branch-and-cut algorithm. To that end, the Fig. 8 shows...
TABLE IV
RELATIVE OPTIMALITY GAPS (IN %) PRODUCED BY THE TRANSFORMATION ALGORITHM ON THE INSTANCES IN CLASS B THAT WERE SOLVED TO OPTIMALITY.

| \( |T| \) | Maximum | Average | Standard deviation |
|--------|---------|---------|-------------------|
| 20     | 1.09    | 0.39    | 0.26              |
| 30     | 1.17    | 0.49    | 0.23              |
| 40     | 1.60    | 0.67    | 0.35              |
| 50     | 1.78    | 0.70    | 0.45              |

a scatter plot of the optimal solution objective value vs the objective values obtained using the transformation algorithm. The scatter plots in Fig. 8 shows that the transformation algorithm is very effective in computing heuristic solutions that are very close to the optimal with an average relative gap (see Eq. 18) of 0.5% and 0.56% for the instances in classes A and B, respectively. In Fig. 8, the closer the points are towards to line of slope 1 unit, the better the quality of the solutions produced by the transformation algorithm. Furthermore, the Tables III and IV show the maximum, average, and standard deviation of the relative gap (in percentage) between the objective values obtained by the exact algorithm, denoted by \( c^* \), and transformation algorithm, denoted by \( c^t \), for the instances in class A and B, respectively. The mathematical definition of relative gap is given by the following equation:

\[
\text{Relative Gap} = \frac{c^t - c^*}{c^*} \cdot 100\%.
\]

As for the instances in class C, we present a histogram of the computation times taken by the transformation algorithm in Fig. 9. We observe from the histogram that the transformation algorithm is successful in finding a heuristic solution to the majority of the instances in class C within 50 seconds. Finally, the table V shows the maximum, average, and standard deviation of the computation time of the transformation algorithm to compute a feasible solution for every instance in classes A, B, and C.

| \( |T| \) | Maximum | Average | Standard deviation |
|--------|---------|---------|-------------------|
| 20     | 1.42    | 1.24    | 0.08              |
| 30     | 2.38    | 1.91    | 0.17              |
| 40     | 4.33    | 3.46    | 0.45              |
| 50     | 8.46    | 6.86    | 0.81              |
| 60     | 19.80   | 12.72   | 1.65              |
| 70     | 28.82   | 21.71   | 2.52              |
| 80     | 46.44   | 36.03   | 4.38              |

**VI. CONCLUSION AND FUTURE WORK**

This article develops a mathematical programming formulation, an algorithm to compute the optimal solution, and a fast heuristic for the cooperative vehicle routing problem...
involving one UAV and one ground vehicle in the presence of communication restrictions. The algorithms that were presented in this paper were tested on a wide range of instances, and the computational results corroborate the effectiveness of branch-and-cut algorithm to compute optimal solutions for small- and medium-sized test instances. The transformation algorithm is effective in computing near-optimal solutions for small-, medium-, and large-sized instances with a moderate computation time. Future directions for this work include generalization of this cooperative routing problem for multiple UAVs and/or multiple ground vehicles.
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