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Abstract

Cervical spinal cord injuries frequently cause paralysis of all four limbs - a medical condition known as tetraplegia. Functional electrical stimulation (FES), when combined with an appropriate controller, can be used to restore motor function by electrically stimulating the neuromuscular system. Previous works have demonstrated that reinforcement learning can be used to successfully train FES controllers. Here, we demonstrate that transfer learning and curriculum learning can be used to improve the learning rates, accuracies, and workspaces of FES controllers that are trained using reinforcement learning.
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I. Introduction

HIGH-LEVEL cervical spinal cord injuries (SCIs) often cause paralysis of all four limbs, resulting in decreased patient independence and quality of life. Functional electrical stimulation (FES) can be used to restore motor function to people with paralysis by electrically stimulating the neuromuscular system [1]. When paired with an appropriate command source, such as a brain computer interface [1], and a controller to coordinate electrical stimulation [2]-[14], FES systems can help people with paralysis regain some independence and quality of life [15].

Many FES controllers have been proposed in the literature [2]-[14], including controllers based on reinforcement learning (RL) [16]. Controllers based on RL are attractive because 1) they require little involvement from trained personnel to train, 2) they can accept subjective user feedback as an objective function [8], 3) they can work with partial state information [7]-[9], [12]-[14], and 4) they can reach to arbitrary target locations within a
continuous region when given information about the current state and goal state of the arm [9].

Recently, an FES controller was trained using RL to move a horizontal-planar model of the human arm with 2 segments (upper and lower arm) and 6 redundant muscles to targets with radii of 7.5 cm that spawned randomly within the joint angle range $[20^\circ, 90^\circ]$ for both the shoulder and elbow [9]. The controller was able to acquire nearly 100% of targets with radii of 5.0 cm with a median time to target of approximately 0.3 seconds. Training took 15-30 minutes of simulated training time. The results of [9] clearly demonstrated the feasibility of using RL for training FES controllers for a two-dimensional musculoskeletal model of the arm.

In this study, we demonstrate that machine learning techniques, including curriculum learning and transfer learning, can be used to improve the learning rates, accuracies, and workspaces of RL controllers for a model of the FES-actuated human arm. In particular, we demonstrate methods that can increase the workspace of the controllers by a factor of 3, improve the fraction of small targets (1.0 cm radii) that are acquired by 50%, and decrease the time it takes to train controllers by as much as 100%.

II. Methods

A. Musculoskeletal Model

We evaluated the controllers by using an existing multi-input, multi-output musculoskeletal model of the human arm, as described previously [4], [7]-[9]. The model had 2 mechanical segments (forearm and upper arm) and 2 joints (shoulder and elbow) that were modeled as pin joints, each with 1 degree of freedom. The arm was actuated by 6 Hill-type muscles that approximated the anterior deltidoid, posterior deltidoid, biceps, brachialis, long head of the triceps, and short head of the triceps. The biceps and long head of the triceps crossed both joints, allowing the controller to be evaluated on a system with redundant actuators. A full illustration of the model is provided in Figure 1a. Euler approximation was used to update the state of the model every 20 ms.

B. Musculoskeletal Model Parameters

For most simulations, musculoskeletal model parameters were chosen to represent an adult male with approximately average height (177 cm) and body mass (80 kg) [9]. All simulations were performed using this average adult male model unless otherwise stated. For some simulations (Section II-F3), we used a model of an adult female with 5th percentile height (149 cm) and mass (41 kg), as well as a model of an adult male with 95th percentile height (190 cm) and mass (99 kg) [17]. Arm segment parameters were scaled according to [18]. Muscle parameters were derived from [19] and [20], and muscle forces were scaled linearly with body mass. To explore how subject-specific differences could influence results, we also optionally increased muscle forces by 30%, which approximated changes in muscle forces associated with strength training in adult males [21]. Alternatively, we decreased muscle forces by 30% (which could represent muscle atrophy due to chronic disuse) to test the robustness of controller training. By changing the strengths of the muscles, we were able
to explore how subject-specific anatomical differences affect controller performance without the confound of perfectly-scaled anatomical parameters.

C. Region Definitions

In order to evaluate controller performance, we defined the following regions. All regions are illustrated in Figure 1b.

1) **Range of Motion**: Range of motion (ROM, Figure 1b, blue region) referred to the passive range of motion of the arm. The passive range of motion a limb was defined as the region of space where the limb could move with assistance from external forces, such as forces applied by the contralateral limb or by another person. In the musculoskeletal model, the (passive) ROM was defined by specifying the minimum and maximum joint angles: \([-20^\circ, 130^\circ]\) for the shoulder and \([5^\circ, 170^\circ]\) for the elbow, as used previously [9].

The active range of motion of a limb is a subregion of the (passive) ROM. The active range of motion of a limb was defined as the region of space where a limb could move when only experiencing forces applied by muscles that are directly attached to the limb. The musculoskeletal model did not include any external forces. Consequently, some regions of the (passive) ROM of the arm model were unreachable for the controllers since those regions were outside of the active range of motion. The parameters of the active range of motion of the arm were not parameters of the model and were not known a priori.

2) **Previous Workspace**: (Figure 1b, yellow region) In previous work, targets were spawned uniformly in joint-angle space between 20° and 90° of flexion for both the shoulder and the elbow [7]-[9]. For an adult male with average limb length, the area of the ROM of the arm is 4.4 times larger than the area of the Previous Workspace.

3) **Virtual Keyboard**: (Figure 1b, green region) Controllers were assessed on a “functional” task by placing a virtual keyboard (45 × 15 cm) in the workspace of the controller and averaging the performance of the controller in that smaller workspace. The position of the virtual keyboard was optimized for each simulation condition using an evolutionary algorithm. Performance in the virtual keyboard region represented the expected upper-bound on single-handed, single-finger typing for a controller that could select keys by hovering above them.

D. Task

Targets were spawned randomly (uniformly and continuously) in joint angle space within the full ROM of the arm. In order to acquire targets, controllers were required to move the endpoint of the arm to within the target region within 900 ms and remain in the target region for 100 ms, as described previously [9]. Reaches where targets were not acquired within 1 second were labeled failures. Once a target was acquired, (the dwell time exceeded 100 ms), or once a reach was failed (the target was not acquired within 1 second), a new target was spawned. The radius of the targets varied between simulation conditions, as described below, within the range of \([0.5, 7.5]\) cm. The distance between the centers of the targets was 45 ±
24 cm (mean ± standard deviation). The beginning state of each reach was the ending state of the previous reach.

E. Controller

1) Reinforcement Learning Algorithm: To train the controllers, we used RL (Figure 1c) [16]. For RL, the controller observed the environment (arm model) and chose an action (commanded relative muscle activation levels) that was applied to the environment, causing the environment to transition to a new state that was then observed by the controller. At each time step, the controller’s performance was assessed by a reward function (described below) that produced a scalar reward. The RL architecture that we chose was based on the actor-critic architecture, as used previously [9]. Here, the actor and critic were implemented as neural networks - each with 2 hidden layers and 64 nodes per layer. The RL algorithm employed twin-delayed deep deterministic policy gradients (TD3) [9], [22] to help the controllers learn faster by stabilizing parameter updates. We also used hindsight experience replay (HER) [9], [23] to allow the controllers learn faster by providing the controller with learning gradients, even when attempted reaches failed. RL controllers were implemented in Python 3.6 using the stable-baselines package version 2.10.0 [24].

2) Inputs and Output: At each time step, the controller observed a 6-dimensional vector composed of: 1) the angular joint position (2D), 2) the angular joint velocity (2D), and 3) the target angular joint position (2D) of the arm. The controller produced a relative muscle activation value (the action) in the range [0, 1] for each of the 6 muscles.

3) Reward Function: As stated above, the reward function produced a scalar reward at each time step based on the performance of the controller. The reward function that we used was composed of two terms. The first term rewarded being in the target region whereas the second term penalized the magnitude of the relative muscle activation levels:

\[ r = 1 \cdot I_{at} - 0.05 \cdot \|a\|_2 \]  \hspace{1cm} (1)

where \( r \) was the reward, \( I_{at} \) was an indicator (boolean) function which was 1 if the endpoint of the arm was “at target” (in the target region) and 0 otherwise, and \( \|a\|_2 \) was the Euclidean norm of the action vector \( a \).

4) Training: Training was performed for 120 minutes of simulated time (360,000, 20 ms time steps). At the beginning of training, the exploration parameter (\( \epsilon \)) was set to 0.3. This meant that 30% of the time, a random action was drawn from a uniform distribution (range [0, 1]) for each of the 6 muscle activations and applied to the environment. Exploration promoted learning by ensuring that the action space was explored [16]. The exploration parameter was adjusted during curriculum learning, as described below.

F. Training Enhancements

In order to improve controller performance and learning speed, we employed the following training enhancements:
1) **Curriculum Learning:** Curriculum learning (Figure 1d) [25], [26] refers to initially teaching a controller an easy task and then teaching it progressively harder tasks. Here, curriculum learning was applied by decreasing target size over time. In the beginning of training, the controller reached to targets with radii of 7.5 cm. Controller performance was assessed using a sliding window over 100 reaches. After the controller successfully acquired 50% of targets, the target size was decreased by 20%. A timeout period of 100 reaches was then enforced to prevent decreases in target radius immediately after target radius was decreased. This process was repeated until the minimum target radius (0.5 cm) was reached, or until the time allotted for controller training expired.

Every time that target size was decreased, the exploration parameter, $\epsilon$, was decreased by 90%. For simulation conditions that did not use curriculum learning, the exploration parameter was set to 0 once 50% of targets were acquired.

2) **Pretraining:** Pretraining (Figure 1e) was inspired by a machine learning technique called demonstration learning [27], where a controller learns to control a system by observing an expert as the expert demonstrates how to control the system. We used the term “pretraining” to emphasize that the data that we used was not generated by an expert trying to perform the same task, but rather, the data was generated during a task that has some similarity to the task of interest. Such data may be generated during electrode profiling sessions within the operating room or post-operatively.

We modeled electrode profiling by activating combinations of muscles with similar actions (i.e. joint flexors or joint extensors) at varying activation levels. We set a maximum relative muscle activation value of 0.25, 0.5, or 1.0 and then smoothly increased the activation value from 0 to the maximum activation value in steps of 5% of the maximum relative muscle activation value. The arm was allowed to reach equilibrium for 2 seconds before changing the activation value. This data set modeled a profiling session where the equilibrium position of the arm was determined as a function of electrode (or muscle) activation values. Then, we simulated an additional data set where, instead of smoothly increasing the activation levels, we instantaneously increased the activation values from 0 to the maximum muscle activation value (0.25, 0.5, or 1.0) or suddenly decreased the activation value from the maximum activation value to 0. This process was repeated for every possible pair of muscles. This data set modeled a profiling session where the effects of stimulation on joint angle velocity were assessed. We calculated rewards for these data sets using Equation 1. The pretraining data simulated 7.75 hours of real-world data collection. Preliminary studies indicated that subsets of the data as short as 52 minutes could produce pretraining effects. However, we chose to use the entire pretraining data set to maximize the pretraining effects.

3) **Transfer Learning:** Transfer learning [28] is a technique where a machine learning model is trained for one application and then used as the starting point of training for another machine learning model used for a different application. Here, we applied transfer learning by training a controller to control a musculoskeletal model of an arm and then using that controller to control another musculoskeletal model of an arm with a different set of parameters (Section II-B). Controller performance was assessed with and without model-specific retraining. During retraining, curriculum learning was employed. However,
pretraining was not used in conjunction with transfer learning since pretraining would overwrite the parameters of the transferred controller, which would limit interpretation of the transfer learning results. Controllers were only transferred if they performed better than the median controller performance minus 1.5 interquartile ranges. After removing poor-performing controllers from transfer learning studies, 27-32 controllers were used per simulation condition.

G. Evaluation

Every 30 minutes of simulated training time, controllers were evaluated for 2,000 reaches for each of the following target radii: \{7.5, 5.0, 2.5, 2.0, 1.5, 1.0, 0.5\} cm. The target of the reach, as well as the success/failure status of the reach was recorded. 32 controllers were trained for each simulation condition, and results from all 32 controllers were pooled to determine the average success rate as a function of simulation condition, target location, target size, and training time. During evaluation, the exploration parameter, $\epsilon$, was always set to zero to make the actions deterministic.

III. Results

A. Increased Workspace

Figure 2 shows the “baseline” average performance of 32 controllers that were trained to reach to targets with radii of 7.5 cm that spawned throughout the entire ROM of the arm. Performance peaked after 60 simulated minutes of training. For targets with radii of 7.5 cm, the average workspace of the controllers was approximately 65% of the ROM, and approximately 97% of the targets in the virtual keyboard region were acquired. For targets with radii of 1.0 cm, the controllers could acquire 14% of targets in the ROM and approximately 33% of the targets in the virtual keyboard region. Controllers were unable to acquire targets in the posterior-contralateral region of the ROM.

B. Training on Smaller Targets

Figure 3 shows the average performance of 32 controllers that were trained to reach to targets with radii of 0.5 cm that spawned throughout the entire ROM of the arm. Performance did not plateau during training. For targets with radii of 7.5 cm, the average workspace of the controllers was approximately 56% of the ROM, and approximately 66% of the targets in the virtual keyboard region were acquired. For targets with radii of 1.0 cm, the controllers could acquire 10% of targets in the ROM and approximately 26% of the targets in the virtual keyboard region. Thus, performance was worse when controllers were trained to acquire smaller targets, even when tested on smaller targets.

C. Curriculum Learning

Figure 4 shows the average performance of 32 controllers that were trained using curriculum learning. Controller performance plateaued after 60 simulated minutes of training, which was similar to the learning time of controllers that were trained on targets with radii of 7.5 cm, only. For targets with radii of 7.5 cm, the average workspace of the controllers was approximately 64% of the ROM, and approximately 100% of the targets in the virtual keyboard region were acquired. For targets with radii of 1.0 cm, the controllers could
acquire 21% of targets in the ROM and approximately 51% of the targets in the virtual keyboard region. Controllers were unable to acquire targets in the posterior-contralateral region of the ROM. Curriculum learning did not impact the performance of controllers when tested on large targets, but it increased the number of small targets that could be acquired by as much as 50%. As in previous simulation conditions, there was a region in the posterior-contralateral region of the ROM that could not be reached.

D. Pretraining

Figure 5 shows the average performance of 32 controllers that were trained using pretraining. Performance peaked after 60 simulated minutes of training. For targets with radii of 7.5 cm, the average workspace of the controllers was approximately 66% of the ROM, and approximately 100% of the targets in the virtual keyboard region were acquired. For targets with radii of 1.0 cm, the controllers could acquire 14% of targets in the ROM and approximately 35% of the targets in the virtual keyboard region. Similar to the previous simulation conditions, there was a region in the posterior-contralateral region of the ROM where targets could not be acquired. Unlike in previous simulation conditions, when using pretraining, some targets could be acquired before training occurred (i.e., at time = 0 minutes). Before training occurred, 23% of targets with radii of 7.5 cm and 1% of targets with radii of 1.0 cm could be acquired within the entire ROM. Before training occurred, 64% of targets with radii of 7.5 cm and 5% of targets with radii of 1.0 cm could be acquired within the virtual keyboard workspace.

E. Curriculum Learning With Pretraining

Figure 6 shows the average performance of 32 controllers that were trained using curriculum learning after pretraining. Performance plateaued at approximately 60 simulated minutes of training. For targets with radii of 7.5 cm, the average workspace of the controllers was approximately 66% of the ROM, and approximately 97% of the targets in the virtual keyboard region were acquired. For targets with radii of 1.0 cm, the controllers could acquire 26% of targets in the ROM and approximately 55% of the targets in the virtual keyboard region. Controllers were unable to acquire targets in the posterior-contralateral region of the ROM. At the beginning of training, 24% of targets with radii of 7.5 cm and 1% of targets with radii of 1.0 cm could be acquired within the entire ROM. At the beginning of training, 66% of targets with radii of 7.5 cm and 5% of targets with radii of 1.0 cm could be acquired within the virtual keyboard workspace.

F. Transfer Learning

Figure 7 shows the average performance of 31 controllers (1 low-performing controller was removed before transfer learning was attempted) that were trained using transfer learning. All controllers were trained to control a model of the arm of a woman with 5th percentile height and weight and 70% of expected muscle strengths. The controllers were then asked to control a model of the arm of a man with 95th percentile height and weight and 130% of expected muscle strengths.

On targets with a radii of 7.5 cm, transferred controllers acquired an average of 63% of targets before model-specific retraining and 61% of targets after retraining. On targets with
a radii of 1.0 cm, transferred controllers acquired an average of 15% of targets before model-specific retraining and 17% of targets after retraining. Supplementary Figures 1-5, show that transfer learning generally worked regardless of which musculoskeletal models were used for training and testing. Generally, model-specific retraining after transfer learning did not improve controller performance, except for some simulation conditions when tested on small (1.0 cm radii) targets.

G. Functional Performance

To simulate a functional task, we optimized the placement of a keyboard-sized rectangle within the ROM. When controllers were trained using curriculum learning, controller performance within the virtual keyboard region remained higher than 90% for target radii larger than 2.5 cm (27 keys) and remained higher than 50% until target radii decreased below 1.0 cm (154 keys).

IV. Discussion

A. Controller Workspace

Here, we demonstrated that RL FES controllers could acquire targets in up to 72% of the arm’s ROM, depending on the size of the target and the anatomical parameters of the model. Determining the upper bound on controller performance is difficult because the upper bound will depend, not only on the position of the target and the anatomical parameters of the model, but also on task parameters, such as dwell time. However, we note that the region where the controllers failed to reach (the posterior-contralateral region) is difficult for non-disabled people to reach, and it is not nearly as functionally relevant as more medial locations in front of the head and ipsilateral shoulder. Therefore, we do not believe further work is needed to expand the workspace of the controller; rather, further work should focus on increasing controller accuracy within functionally critical regions.

Previous works [7], [9], [29] spawned targets only within part of the ROM that was known to be reachable. Here, targets were spawned within the entire ROM, which included regions of the workspace where the arm could not reach using only internally-generated muscle forces. Spawning targets in regions of the workspace where the arm could not reach made the task more difficult for RL because the controller spent time trying to learn unlearnable tasks. In theory, if the unreachable region of the workspace was large enough, RL, as described here, could fail because the controller could learn to minimize muscle forces before it learned how to acquire targets. Fortunately, the uncertainty in the estimation of the reachable workspace did not cause training to fail, nor did it dramatically increase training times compared to previous works. Compared to [9], training times were increased by a factor of 3 (when not using transfer learning), possibly because of a few factors: 1) the workspace was larger, 2) the workspace included an un-reachable region, and 3) the reward function was optimized for smaller targets, which might make learning slower. However, compared to [9], the area of the workspace of the controller was also increased by a factor of 3, which suggests that the investment of additional training time was worthwhile.
The optimized position of the virtual keyboard was typically outside of the “Previous Workspace” (see Section II-C for workspace definitions and Figure 1b for an illustration of the typical placement of the virtual keyboard). This fact suggests that the expanded workspace could meaningfully improve the functional performance of controllers.

B. Curriculum Learning

Figure 2 demonstrates that controllers could be trained quickly to acquire targets with radii of 7.5 cm. However, controllers that were trained to acquire targets with radii of 7.5 cm had difficulty acquiring smaller (1.0 cm radius) targets. Figure 3 shows that controllers learned more slowly and acquired fewer small targets when only trained to acquire targets with radii of 0.5 cm. Notably, the performance of controllers did not plateau by the end of training when only trained to acquire targets with radii of 0.5 cm; additional training time might have improved controller performance. However, controllers that were trained to acquire targets with radii of 0.5 cm were given twice the time required for previous controllers to learn to acquire 7.5 cm targets. Rather than allowing for additional training time, which might be impractical during actual human experiments, we chose to use curriculum learning.

Curriculum learning allowed controllers to learn quickly in the beginning of training because targets were large. Then, as the controllers became proficient at acquiring large targets, target size was decreased, allowing controllers to learn to acquire small (1.0 cm radius) targets. By using curriculum learning, controller accuracy was improved, while maintaining reasonable learning rates.

Learning rates may have been slower when controllers were trained on targets with radii of 0.5 cm because RL controllers choose random actions in the beginning of training, and, when targets are smaller, random actions are less likely to result in target acquisition. RL controllers might learn more from successful reaches than from unsuccessful reaches because, for successful reaches, the controllers learn one, of relatively few, reach strategies that work, rather than learning one, of relatively many, reach strategies that do not work.

C. Pretraining

At the beginning of training, RL controllers take random actions, resulting in random actuator movements. In this work, and in others [22], random actions were drawn from uniform distributions. In systems with non-redundant actuators that can apply torques in both the positive and negative directions (e.g., most robots), sampling from a uniform distribution is reasonably efficient because non-zero actions will produce non-zero movements. However, in a system with redundant, uni-directional actuators, (e.g. the human musculoskeletal system), uniform sampling is less efficient because many actions result in little or no movement. Such inefficiencies can occur, for example, when the joint torques applied by multiple actuators sum to zero.

In order to make learning more efficient in the beginning of training, the controller can be initialized to produce non-random movements. One way to do this is to use preexisting data to pretrain the controller. Such data might already exist because of the evaluation of electrode placement in the operating room, or because of clinical evaluation of FES system capabilities post-operatively. Here, we chose to use 2 simulated datasets simultaneously to
pretrain the neural networks. The combined datasets included both low- and high-magnitude velocities that spanned most of the ROM of the arm.

Pretraining, when used alone, allowed controllers to acquire many large (7.5 cm radius) targets, but few small (1.0 cm radius) targets, before training occurred. After 30 minutes of simulated training, controllers that were not pretrained performed comparably to controllers that were pretrained. These results suggest that pretraining, alone, did not improve the learning rate of FES controllers, nor did it improve the accuracy of trained controllers.

When added to curriculum learning, pretraining did not noticeably improve the learning rates of controllers. Compared to controllers that were trained using only curriculum learning, controllers that were trained using curriculum learning with pretraining acquired 2% more (overall) of the targets with radii of 7.5 cm and acquired 5% more (overall) of the targets with radii of 1.0 cm within the ROM. Pretraining may have improved the percentage of targets acquired without noticeably improving controller learning rates by exposing the controllers to more diverse states, allowing the controllers to generalize better.

Even in cases where pretraining does not improve learning speed or accuracy, pretraining may be useful to confirm that an FES system is “controllable” before full training is performed. This pre-check on training could be useful when training controllers for biomechanical systems with more actuators and more mechanical degrees of freedom because such controllers will take more time to train.

D. Transfer Learning

Figure 7, as well as Supplementary Figures 1-5, shows that controllers that were trained to control musculoskeletal models of human arms could be used to control other arm models, even without model-specific retraining.

Notably, transfer learning worked even when controllers were transferred between models with radically different parameters. These results suggest that transfer learning will work even when applied to FES systems implanted in arms with radically different sizes. In general, model-specific retraining after transfer learning did not improve the percentage of targets that could be acquired. These results suggest that transfer learning can dramatically improve controller learning rates to the extent that patient-specific training examples may not be necessary under many circumstances.

E. Comparison to Previous Initialization Techniques

In this work, we tested two ways to initialize the RL controllers to increase the learning rate. The first technique, pretraining, attempted to initialize the controllers using data that was collected from the same biomechanical system, but using a dissimilar task. The second method, transfer learning, attempted to initialize the controllers using data collected during a similar task, but using dissimilar biomechanical systems. In this study, initializing controllers using data from a similar task seemed to increase learning rates more than initializing the controllers using data from similar biomechanical systems. Pretraining may have caused the controllers to learn suboptimal control strategies that had to be partially unlearned before better strategies could be learned. Thus, pretraining did not noticeably
improve learning rates. However, with transfer learning, the controller used a good control strategy in the beginning.

Transfer learning improved learning rates more than pretraining while also using less data. Transfer learning required only 60 minutes (1 hour) of data, whereas the dataset that we used for pretraining contained 7.75 hours of data. While it is unlikely that 7.75 hours of data would be available for pretraining, we chose to simulate such a large dataset in order to exclude the possibility that pretraining performed worse because the dataset was small and lacked diverse training examples.

Many works have relied on initialization techniques to train RL controllers for the human arm [7], [14], [29]. Other works noted that controller initialization was not necessary for RL to occur [9]. This work supports the idea that controller initialization may improve the learning rate of RL controllers for the human arm, but initialization may not be necessary, depending on the specific RL architecture chosen.

F. Limitations

The simplified model of the human arm that we used did not consider gravity or time-varying dynamics (e.g. muscle spasticity). These simplifications are common in the literature [7], [9]-[11], [13], [14], [29]. We expect that, in more complex musculoskeletal models, controller learning rates will be decreased. Thus, the methods that we have presented, here, will be even more pertinent when applied to more complex musculoskeletal systems. Future work should focus on applying these methods to more complete models of the human arm.

Preliminary studies (Supplementary Figure 6) suggest that trained controllers are robust to high levels of fatigue that decrease muscle strengths by up to 90%. Future studies should consider how fatigue may impact the training process since time-varying systems are difficult to learn to control.

V. Conclusion

We have demonstrated several enhancements to RL algorithms that can be used to train controllers for multi-input, multi-output musculoskeletal models of the human arm. The results suggest that the following process should be used to train RL controllers for FES-actuated arms. If an FES controller for a participant already exists, that controller can likely be used on another participant (transfer learning). If controllers from multiple participants are available, the controller for the largest participant’s arm should be used for transfer learning.

If no controller from another participant is available, transfer learning should be attempted by training the controller on a model of the human arm [14]. Curriculum learning should be used to efficiently train the controller to reach smaller targets. If stimulation and movement data are available, they can be used to pretrain the controller. Pretraining allows the investigator/clinician/participant to immediately know that the system is controllable, and, when combined with curriculum learning, pretraining may slightly improve performance.
The results of this study should be confirmed in a more complete model of the human arm that includes, for instance, gravity and muscle fatigue during the training phase.
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Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. Overview of the reinforcement learning algorithm and training enhancements.

(A) The musculoskeletal model of the arm, superior view. The arm was composed of an upper segment (blue) and a lower segment (yellow) with simple pin joints at the shoulder and elbow. The model contained the following Hill-type muscles: (a) anterior deltoid, (b) posterior deltoid, (c) brachialis, (d) triceps brachii (short head), (e) biceps brachii, (f) triceps brachii (long head). Joint angles at the shoulder and elbow are indicated by $\theta_1$ and $\theta_2$, respectively. $r_t$ indicates the radius of the target, $T$. The controller was provided with the location of the target and required to acquire the target by causing the endpoint of the arm (red dot) to dwell within the target region. Adapted from [9].

(B) The range of motion (denoted as “ROM”) of the arm was defined as the region of space where the arm could reach if unimpeded by objects (such as the torso). In previous works [7]-[9], targets were spawned uniformly in joint-angle space between 20° and 90° of flexion for both the shoulder and the elbow (denoted as “Prev.”). The position of a virtual keyboard (denoted as “Key.”) was optimized to assess functional performance.

(C) During reinforcement learning, controllers chose actions (muscle activation values). The actions were applied to the environment (the arm model, denoted as “Environ.”), which produced observations (joint position, joint velocity, goal position, and reward, denoted as “Obs.”). The observations were used by a parameter update function (denoted $F_{update}$) to train the controllers. The controllers used the observations to choose the next actions. (D) Curriculum learning was used to progressively decrease target radius every time controller performance reached a predefined threshold. (E) In an attempt to improve learning rates, controllers were pretrained using previously-simulated data. The reinforcement learning model (denoted as “RL”) observed the muscle activation levels and the corresponding movements of the arm. At the end of pretraining, control of the arm was switched from preprogrammed stimulation patterns to the RL model. (F) Controllers (denoted as “RL”) were trained to control a
musculoskeletal arm model and then “transferred” to another musculoskeletal arm model with a different set of anatomical parameters.
Fig. 2. Percent of targets acquired by controllers that were trained on targets with radii of 7.5 cm.
Controllers were trained to reach to targets with radii of 7.5 cm. Every 30 minutes of simulated training time, controllers were evaluated on targets that had radii in the range [0.5, 7.5] cm. Controller success was plotted as a function of target location in Cartesian space, with warm colors indicating good performance. By 60 minutes of training, performance plateaued. Nearly 100% of targets with radii of 7.5 cm were acquired, except in the posterior-contralateral region, which likely could not be reached using only internally-generated muscle forces. Performance on smaller targets quickly dropped off. Ipsi. = Ipsilateral, Ant. = Anterior.
Fig. 3. Percent of targets acquired by controllers that were trained on targets with radii of 0.5 cm.

Controllers were trained to reach to targets with radii of 0.5 cm. Every 30 minutes of simulated training time, controllers were evaluated on targets that had radii in the range [0.5, 7.5] cm. Controller success was plotted as a function of target location in Cartesian space, with warm colors indicating good performance. Performance did not plateau by the end of the 120 minute training period. Despite being trained on smaller targets, controllers that were trained on targets with radii of 0.5 cm were not able to acquire small targets better than controllers that were trained on targets with radii of 7.5 cm. Ipsi. = Ipsilateral, Ant. = Anterior.
Fig. 4. Percent of targets acquired by controllers that were trained using curriculum learning. Controllers were trained to reach to targets with radii of 7.5 cm. Once controllers were able to successfully acquire 50% of targets, target size was decreased. Every 30 minutes of simulated training time, controllers were evaluated on targets that had radii in the range [0.5, 7.5] cm. Controller success was plotted as a function of target location in Cartesian space, with warm colors indicating good performance. By 60 minutes of training, performance plateaued. Performance on large targets was comparable to the performance of controllers that were trained using only targets with radii of 7.5 cm without curriculum learning. Performance on small targets (1.0-2.0 cm radii) was noticeably improved compared to controllers that were trained using targets with radii of 7.5 cm or 0.5 cm, only. Ipsi. = Ipsilateral, Ant. = Anterior.
Fig. 5. Percent of targets acquired by controllers that were trained using targets with radii of 7.5 cm with pretraining. Controllers were pretrained on previously-acquired data and then trained to reach to targets with radii of 7.5 cm. No curriculum learning was used. Every 30 minutes of simulated training time, controllers were evaluated on targets that had radii in the range [0.5, 7.5] cm. Controller success was plotted as a function of target location in Cartesian space, with warm colors indicating good performance. By 60 minutes of training, performance plateaued. Performance on large targets was comparable to the performance of controllers that were trained using only targets with radii of 7.5 cm. Performance on small targets (1.0-2.0 cm radii) was comparable to controllers that were trained using only targets with radii of 7.5 cm but noticeably decreased compared to controllers that were trained using curriculum learning. Controllers that were trained using pretraining were able to acquire targets before training occurred (time = 0 minutes). Ipsi. = Ipsilateral, Ant. = Anterior.
Fig. 6. Percent of targets acquired by controllers that were trained using curriculum learning with pretraining.
Controllers were pretrained on previously-acquired data and then trained to reach to targets of radius 7.5 cm. Every time controllers were able to reach to targets more than 50% of the time, target size was decreased. Every 30 minutes of simulated training time, controllers were evaluated on targets that had radii in the range [0.5, 7.5] cm. Controller success was plotted as a function of target location in Cartesian space, with warm colors indicating good performance. By 60 minutes of training, performance plateaued. Like in the pretraining-only simulation condition, the controllers were able to acquire some targets even before training occurred. After 30 minutes of training, performance on all target sizes was comparable to controllers trained using only curriculum learning. Ipsi. = Ipsilateral, Ant. = Anterior.
Fig. 7. Percent of targets acquired by controllers that were trained using transfer learning. Controllers were trained to control the arm of a virtual woman with 5th percentile height and weight and 70% of expected muscle strengths using curriculum learning, but not pretraining. The controllers were then used to control, with or without retraining, the arms of a man with 95th percentile height and weight and 130% of expected muscle strengths. Controllers successfully controlled musculoskeletal models of arms with radically different anatomical parameters. Model-specific retraining slightly improved controller performance, particularly for small target sizes. Similar results were achieved when controllers were trained or tested on models with different parameters (Supplementary Figures 1-5). Ipsi. = Ipsilateral, Ant. = Anterior.