SHAPE OPTIMIZATION FOR THE LAPLACIAN EIGENVALUE OVER TRIANGLES AND ITS APPLICATION TO INTERPOLATION ERROR CONSTANT ESTIMATION
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Abstract. A computer-assisted proof is proposed for the Laplacian eigenvalue minimization problems over triangular domains under diameter constraints. The proof utilizes recently developed guaranteed computation methods for both eigenvalues and eigenfunctions of differential operators. The paper also provides an elementary and concise proof of the Hadamard shape derivative, which helps to validate the monotonicity of eigenvalue with respect to shape parameters. Beside the model homogeneous Dirichlet eigenvalue problem, the eigenvalue problem associated with a non-homogeneous Neumann boundary condition, which is related to the Crouzeix–Raviart interpolation error constant, is considered. The computer-assisted proof tells that among the triangles with the unit diameter, the equilateral triangle minimizes the first eigenvalue for each concerned eigenvalue problem.
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1. Introduction. Eigenvalue problems of the Laplacian over triangular domains have been well investigated in the long history of mathematics. For example, in the analytical analysis of the Laplacian spectrum, triangular domains have been studied to conjecture behaviors of eigenvalues over general domains; see, e.g., the early work of Pólya–Szegö [15] and recent results [2, 7, 8, 10, 17]. In 1951, Pólya–Szegö show that the first Dirichlet eigenvalue takes the minimum value at a regular \(n\)-polygon among all the \(n\)-polygons \((n = 3, 4)\) with a fixed area [15]. As a consequence of this result and the isoperimetric inequality, it is proved that the equilateral \(n\)-polygon \((n = 3, 4)\) minimizes the first Dirichlet eigenvalue among the triangles with a given diameter [2, 10, 15, 17]. In the field of numerical analysis, the eigenvalue problems of differential operators is utilized to obtain concrete bounds of various interpolation error constants that are desired in the error analysis for finite element methods; see, e.g., [9, 13].

In this paper, the shape optimization for two Laplacian eigenvalue problems with Dirichlet and Neumann boundary conditions are studied. It is proved that, under the diameter constraint, the regular triangle gives the minimum value of the first Laplacian Eigenvalue among triangular domains. The case of the Dirichlet eigenvalues is a reconfirmation of the consequences of [15], while the case of the non-homogeneous Neumann eigenvalues is a new result that validates the numerical observation in studying the Crouzeix–Raviart interpolation error constant [12].

The method proposed in this paper has the following novelties.

• The technique used in the elementary proof for the Hadamard shape derivative can be used to handle special setting of domain shapes and boundary value conditions. For example, the eigenvalue problem related to the Crouzeix–Raviart interpolation error constant has a non-homogeneous boundary value condition.
• The utilization of guaranteed estimation of eigenvalues and eigenfunctions of differential operators make it possible to solve the problems that is difficult

∗Graduate School of Science and Technology, Niigata University, Niigata, Japan (endo@m.sc.niigata-u.ac.jp).
†Faculty of Science, Niigata University, Niigata, Japan (xfliu@math.sc.niigata-u.ac.jp).
to process by pure theoretical analysis. Although only triangular domains
are discussed in this paper, the techniques developed here have the possibil-
ity to provide the proof for the conjecture of Pólya–Szegő about the shape
optimization of \( n \)-polygon domains (\( n \geq 5 \)).

The problem of minimizing the first non-homogeneous Neumann eigenvalue origi-
nates from the error analysis for the Crouzeix–Raviart finite element method; see [12].
Given a triangle \( T \), let \( \Pi_h : H^1(T) \to L^2(T) \) be the Crouzeix–Raviart interpolation
such that, for \( u \in H^1(T) \), \( \Pi_h u \) is a linear function satisfying

\[
\int_{e_i} \Pi_h u - u \, ds = 0, \quad i = 1, 2, 3,
\]

where \( e_i \)'s stand for the edges of \( T \). The following error estimation of \( \Pi_h u \) is available
with a quantity \( C(T) \) that only depends on the shape of \( T \):

\[
\| u - \Pi_h u \|_T \leq C(T) \| \nabla (u - \Pi_h u) \|_T \quad \forall u \in H^1(T).
\]

Here, the optimal \( C(T) \) for a specific \( T \) is defined by

\[
(1.1) \quad C(T) := \sup_{u \in H^1(T)} \frac{\| u - \Pi_h u \|_T}{\| \nabla (u - \Pi_h u) \|_T}.
\]

Note that the value of \( C(T) \) is linearly dependent on the diameter of \( T \) and its value is
determined by the first eigenvalue of the Laplacian with a certain boundary condition
as stated in (2.2).

In [12], it is shown through rigorous numerical computation that \( C(T) \) has a
uniform bound \( C(T) \leq 0.1893 h_T \) for triangles of arbitrary shapes, where \( h_T \) de-
notes the diameter of \( T \). Such a bound plays an important role in applying the
Crouzeix–Raviart FEM to obtain the following explicit lower eigenvalue bounds for
the Laplacian eigenvalue problems:

\[
\lambda_k \geq \frac{\lambda_{k,h}}{1 + (0.1893 h_T)^2 \lambda_{k,h}}, \quad k = 1, \cdots, \dim(V^\text{cr}_h).
\]

Here, \( \lambda_k \)'s are the Laplacian eigenvalues defined over the objective domain \( \Omega \); \( V^\text{cr}_h \)
is the Crouzeix–Raviart FEM space over a triangulation mesh of \( \Omega \); \( \lambda_{k,h} \)'s are the
approximate eigenvalues solved in \( V^\text{cr}_h \); \( h \) is the mesh size of the triangulation of the
domain.

It is of great interest when the equality in the estimation \( C(T) \leq 0.1893 h_T \) " holds. Numerical computation implies that, for a triangle element with a fixed diam-
eter, the “worst case”, i.e., the maximum value of \( C(T) \) happens when the triangle
is equilateral. However, this statement is not strictly proved yet. In this paper, by
solving the shape optimization of the Laplacian eigenvalue over triangular domains,
we will prove that the equilateral triangle gives the maximum value of \( C(T) \) among
triangles of arbitrary shapes. The code for the computer-assisted proof is available at
https://ganjin.online/ryoki/ShapeDerivativeEstimation.

The remainder of this paper is organized as follows: In Section 2, we introduce
the objective eigenvalue problems along with the theorems that provide lower eigen-
value bounds and estimation for eigenvector approximation. In Section 3, we describe
the outline of the computer-assisted proof for the shape optimization problem, and
the error estimation for the shape derivative of the eigenvalue. In Section 4, the
computation results are presented. Finally, in Section 5, we state our conclusions.
2. Preliminary. Let us introduce the notation to be used in this paper. For a triangular domain $T \subset \mathbb{R}^2$, let $V(T)$ be either of the following function spaces:

\[
V_0(T) := \{ v \in H^1(T) : v = 0 \text{ on } \partial T \},
\]

\[
V_e(T) := \{ v \in H^1(T) : \int_{e_i} v \, ds = 0 \text{ for } i = 1, 2, 3 \}
\]

where $e_1, e_2, e_3$ stand for the distinct edges of $T$, respectively. Let $(\cdot, \cdot)_T$ be the $L^2$-inner product for $L^2(\Omega)$ and $\{L^2(\Omega)\}^2$. Note that due to the boundary conditions of the spaces $V_0(T)$ and $V_e(T)$, $(\nabla \cdot, \nabla \cdot)_T$ is an inner product for each space. The argument in this paper will use the following norms for functions in $V$:

\[
\|u\|_{V(T)} := (\nabla u, \nabla u)_T^{1/2}, \quad \|u\|_{T} := (u, u)_T^{1/2}.
\]

For simplicity, $\|u\|_{T}$ is also abbreviated as $\|u\|$. In this paper, the following eigenvalue problem is considered:

Find $u \in V(T)$ and $\lambda > 0$ such that

\[
(\nabla u, \nabla v)_T = \lambda (u, v)_T \quad \forall v \in V(T).
\]  

The above eigenvalue problem has the following eigenvalue distribution:

\[
0 < \lambda_1(T) \leq \lambda_2(T) \leq \lambda_3(T) \leq \cdots
\]

In the case of $V_e(T)$, the eigenvalue problem (2.1) in the operator formulation is as follows:

\[
-\Delta u = \lambda u \text{ in } T, \quad \frac{\partial u}{\partial n} \bigg|_{e_i} = c_i \quad (i = 1, 2, 3).
\]

Here, $c_i$’s are constants to be determined from the variational formulation (2.1).

Throughout this paper, the following shape optimization problem is considered: Find a triangular domain $T^*$ such that

\[
T^* \in \mathcal{O}, \quad \lambda_1(T^*) = \min_{T \in \mathcal{O}} \lambda_1(T),
\]

where $\mathcal{O}$ is a class of triangular domains in $\mathbb{R}^2$ with unit diameter.

The finite element method (FEM) will be utilized to solve the eigenvalue problem over triangles. Let us introduce the FEM approximation to the eigenvalue problem (2.1). Let $h$ be the maximal edge length of $T^h$. Let $V_h^{CG}(\subset V(T))$ be the discretized space of $V(T)$ through linear conforming Galerkin FEM. Let $V_h^{CR}(T)$ the discretized space of $V(T)$ through Crouzeix–Raviart (CR) FEM. For $u_h \in V_h$, the discretized gradient operator, still denoted by $\nabla$, is required. The details of the finite element spaces are provided in (4.1), (4.2).

To estimate upper and lower bounds of the exact eigenvalues $\lambda_k(T)$, the following two discrete eigenvalue problems are considered:

(a) Find $u_h \in V_h^{CG}(T)$ and $\lambda_h > 0$ such that

\[
(\nabla u_h, \nabla v_h)_T = \lambda_h (u_h, v_h)_T \quad \forall v_h \in V_h^{CG}(T).
\]

(b) Find $u_h \in V_h^{CR}(T)$ and $\lambda_h > 0$ such that

\[
(\nabla u_h, \nabla v_h)_T = \lambda_h (u_h, v_h)_T \quad \forall v_h \in V_h^{CR}(T).
\]
Let \( N_1 = \dim(V_h^{\text{CG}}(T)) \), \( N_2 = \dim(V_h^{\text{CR}}(T)) \). The eigenvalues of (a) are denoted by
\[
0 < \lambda_{1,h}(T) \leq \lambda_{2,h}(T) \leq \cdots \leq \lambda_{N_1,h}(T),
\]
and the eigenvalues of (b) are denoted by
\[
0 < \lambda_{1,h}^{\text{CR}}(T) \leq \lambda_{2,h}^{\text{CR}}(T) \leq \cdots \leq \lambda_{N_2,h}^{\text{CR}}(T).
\]
By using FEM approximation, we can evaluate eigenvalues with rigorous upper and lower bounds.

**Lemma 2.1.** Let \( C_h = 0.1893h \), where \( h \) is the mesh size of \( T^h \). We have
\[
\bar{\lambda}_k := \frac{\lambda_{k,h}^{\text{CR}}(T)}{1 + C_h^2 \lambda_{k,h}^{\text{CR}}(T)} \leq \lambda_k(T) \leq \lambda_{k,h}^{\text{CG}}(T) =: \bar{\lambda}_k \quad (k = 1, 2, \ldots, N_2).
\]

**Proof.** The lower eigenvalue bounds are provided in [12], while the upper eigenvalue bounds are from the min-max principle since \( V_h^{\text{CG}} \subset V_0 \).

The eigenfunction of the eigenvalue problem can also be well approximated by FEM solutions. Let us introduce distances to measure the approximation error of eigenfunctions. Given two subspaces \( E \) and \( \hat{E} \) of \( V(T) \), the distance \( \delta(E, \hat{E}) \) and \( \delta_\eta(E, \hat{E}) \) are defined by
\[
\delta(E, \hat{E}) := \max_{\hat{v} \in \hat{E}, \|\hat{v}\| = 1} \min_{v \in E, \|v\| = 1} \|\nabla v - \nabla \hat{v}\|,
\]
\[
\delta_\eta(E, \hat{E}) := \max_{v \in E, \|v\| = 1} \min_{\hat{v} \in \hat{E}, \|\hat{v}\| = 1} \|v - \hat{v}\|.
\]
The lemma below summarizes the results of Theorem 1 and estimation (49) of [14]. Note that the estimation proposed in [14] can also handle the case of clustered eigenvalues, which is an extension of the result of [3]. Other error estimations with different distances are available in [4].

**Lemma 2.2 (Estimation for eigenvector approximation).** Let \( u \in V(T) \) be an eigenfunction corresponding to \( \lambda_1(T) \) with \( \|u\| = 1 \). Let \( u_h \in V_h^{\text{CG}}(T) \) be an approximate eigenfunction of \( u \) such that \( \|u_h\| = 1 \). Let \( E := \text{span}\{u\}, \ \hat{E} := \text{span}\{u_h\} \) and \( \lambda_{1,h} := \|\nabla u_h\|^2 \). Assume \( \lambda_1 < \rho \leq \lambda_2(T) \). Then we have
\[
\delta^2(E, \hat{E}) \leq \lambda_1 + \lambda_{1,h} - 2\lambda_1 \sqrt{1 - \delta_\eta^2(E, \hat{E})}, \quad \delta_\eta^2(E, \hat{E}) \leq \frac{\lambda_{1,h} - \lambda_1}{\rho - \lambda_1}.
\]

For \( a, b, c \in \mathbb{R} \) with \( a \leq b < c \), introduce quantity \( \eta(a, b, c) \) such that
\[
\eta(a, b, c) := \left\{ a + b - 2a \sqrt{\frac{c - b}{c - a}} \right\}^{1/2}.
\]
Then the estimation (2.3) becomes
\[
\delta(E, \hat{E}) \leq \eta(\lambda_1, \lambda_{1,h}, \rho).
\]

**Remark 2.3.** The result of Lemma 2.2 is an easy-to-implement method to estimate the eigenfunction approximation error. For \( V_h^{\text{CG}} \) using piecewise linear polynomial, the optimal convergence rate of \( \delta_\eta \) is \( O(h^2) \), while the estimation of (2.3) only provides a sub-optimal convergence rate as \( O(h) \). To have a sharper bound of \( \delta_\eta \), one can use Algorithm II of [14] where the residue error of the approximate eigenfunction is utilized to provide optimal estimation with convergence rate as \( O(h^2) \).
3. Main theories. Let \( T \) be a triangular domain with vertices as \( O(0,0), A(1,0) \) and \( B(a,b) \). Since the eigenvalues of the Laplacian are isometry invariant, without loss of generality, \( B \) is further assumed to be located in area \( \Omega_0(\subseteq \mathbb{R}^2) \) defined by

\[
\Omega_0 := \{(x,y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1, x \geq 1/2, y > 0\}.
\]

In case \( B = (\cos \theta, \sin \theta), \theta = \angle AOB \), let \( T^\theta := T \) and \( \lambda_k^\theta := \lambda_k(T^\theta) \) \((k = 1,2,...)\).

Below, we describe the outline of the computer-assisted proof for the shape optimization problem. Since the value of constant \( \lambda_1(T) \) depends on two parameters: \( a, b \), the proof for the shape optimization problem consists of the following three steps:

Step 1 Reduce the parameters \( a, b \) to \( \theta \) by taking the use of the monotonicity of \( \lambda_1 \) with respect to \( b \). That is,

\[
\min_{T \in \mathcal{O}} \lambda_1(T) = \min_{\theta \in (0,\pi/4]} \lambda_1(T^\theta).
\]

Step 2 For \( \theta \in (0,\pi/3-\varepsilon) \) (\( \varepsilon \): an explicit value to be determined), the range of \( \lambda_1^\theta \) is rigorously estimated to validate that \( \lambda_1^\theta > \lambda_1^\pi/3 \) for all \( \theta \in (0,\pi/3-\varepsilon) \); see Fig.1.

Step 3 For \( \theta \in [\pi/3-\varepsilon, \pi/3] \), it is proved that \( \lambda_1^\theta \) is monotonically decreasing with respect to parameter \( \theta \), where the derivative of the eigenvalue w.r.t. \( \theta \) is explicitly estimated; see Fig.1.

![Fig. 1. Behavior of \( \lambda_1(T^\theta) \) for two eigenvalue problems](Left: \( V = V_0 \); Right: \( V = V_a \)).

3.1. Monotonicity of \( \lambda_k \) with respect to \( y \)-coordinate of \( B \). Let us first introduce a result about the domain monotonicity property of eigenvalues; the details of the proof are provided in Appendix A.

**Lemma 3.1.** For fixed \( x \)-coordinate of \( B \), \( \lambda_k(T) \) is monotonically decreasing on the \( y \)-coordinate of vertex \( B \).

The above lemma implies that the minimum value of \( \lambda_1(T) \) is taken when \( B \) is on the arc such that \( r = 1, \theta \in (0,\pi/3) \); see Figure 2.

3.2. Perturbation of functions with respect to variation of triangles. Let \( T \) be the triangle with vertices \( O(0,0), A(1,0) \) and \( B(a,b) \). Let us introduce the perturbation of \( T \) by linear transform \( \Phi : T \to \tilde{T} \):

\[
\begin{pmatrix}
\tilde{x} \\
\tilde{y}
\end{pmatrix} = Q \begin{pmatrix}
x \\
y
\end{pmatrix}, \quad Q = \begin{pmatrix}
1 & \alpha \\
0 & \beta
\end{pmatrix} \quad (\beta > 0).
\]

For \( u \) over \( T \), define \( \tilde{u} \) over \( \tilde{T} \) by \( \tilde{u} = u \circ \Phi \). The transpose of \( Q \) is denoted by \( Q^\top \). Let \( \nabla \tilde{u} := (\partial\tilde{u}/\partial\tilde{x}, \partial\tilde{u}/\partial\tilde{y})^\top \) be the gradient of \( \tilde{u} \). It holds that \( \nabla \tilde{u}(\tilde{x}, \tilde{y}) = Q^{-\top} \nabla u(x,y) \).
Let $\lambda_{\min}(\cdot)$ and $\lambda_{\max}(\cdot)$ denote the minimum and the maximum eigenvalues of a given square symmetric matrix, respectively.

Below, let us confirm the properties for the perturbation of $u$; see [11] for a detailed proof.

**Lemma 3.2.** Given function $u$ over $T$, define $\tilde{u} = u \circ Q^{-1}$ over $\tilde{T}$.

(a) For $L^2(T)$-norm, we have

$$\|\tilde{u}\|_{L^2(\tilde{T})}^2 = \beta \|u\|_{L^2(T)}^2.$$  

(b) For $H^1(T)$-norm, we have

$$\lambda_{\min}(QQ^\top) \|\nabla \tilde{u}\|_{L^2(\tilde{T})}^2 \leq \beta \|\nabla u\|_{L^2(T)}^2 \leq \lambda_{\max}(QQ^\top) \|\nabla \tilde{u}\|_{L^2(\tilde{T})}^2.$$  

Let $\gamma = \alpha^2 + \beta^2 + 1$. The eigenvalues of $QQ^\top$ are given by

$$\lambda_{\min}(QQ^\top) = \frac{\gamma - \sqrt{\gamma^2 - 4\beta^2}}{2}, \quad \lambda_{\max}(QQ^\top) = \frac{\gamma + \sqrt{\gamma^2 - 4\beta^2}}{2}.$$  

(c) For the quantities involving the first derivative, we have

$$\begin{pmatrix} (\tilde{u}_x, \tilde{u}_y)_{\tilde{T}} \\ \left(\tilde{u}_x, \tilde{u}_y\right)_{\tilde{T}} \\ (\tilde{u}_{\tilde{g}}, \tilde{u}_{\tilde{y}})_{\tilde{T}} \end{pmatrix} = \begin{pmatrix} \beta & 0 & 0 \\ -\alpha & 1 & 0 \\ \alpha^2\beta^{-1} & -2\alpha\beta^{-1} & \beta^{-1} \end{pmatrix} \begin{pmatrix} (u_x, u_y)_{T} \\ (u_x, u_y)_{T} \\ (u_{\tilde{g}}, u_{\tilde{y}})_{\tilde{T}} \end{pmatrix}.$$  

Proof. The equality of (a) is evident. Since $\nabla u = QT\nabla \tilde{u}$, we have

$$\lambda_{\min}(QQ^\top) \cdot (\tilde{u}_x^2 + \tilde{u}_y^2) \leq u_x^2 + u_y^2 \leq \lambda_{\max}(QQ^\top) \cdot (\tilde{u}_x^2 + \tilde{u}_y^2).$$

Noting that $d\tilde{x}d\tilde{y} = \beta dx dy$ holds for the integrates over $T$ and $\tilde{T}$, we obtain (3.1). The relation of (3.2) can be shown with an analogous argument.

Next, let us consider a concrete transformation $\Phi_{\theta, \tilde{\theta}}$ that maps $T^\theta$ to $T^{\tilde{\theta}}$: for $\theta, \tilde{\theta} \in (0, \pi)$, the transformation matrix is given by

$$S_{\theta, \tilde{\theta}} := \begin{pmatrix} 1 & (\cos \tilde{\theta} - \cos \theta)/\sin \theta \\ 0 & \sin \theta/\sin \theta \end{pmatrix}.$$
LEMMA 3.3 (Eigenvalue perturbation: Extension of Theorem 4.2 of [12]). For \( \theta, \tilde{\theta} \in (0, \pi) \), let \( B(\cos \theta, \sin \theta) \) be a perturbation of \( B(\cos \theta, \sin \theta) \).

Then, we have

\[
\min \left\{ \frac{\cos \tilde{\theta} - 1}{\cos \theta - 1}, \frac{1 - \cos \tilde{\theta}}{1 - \cos \theta} \right\} \cdot \lambda_k^\theta \leq \lambda_k^{\tilde{\theta}} \leq \max \left\{ \frac{\cos \tilde{\theta} - 1}{\cos \theta - 1}, \frac{1 - \cos \tilde{\theta}}{1 - \cos \theta} \right\} \cdot \lambda_k^\theta.
\]

Proof. This result is an extension of the estimation of Theorem 4.2 in [12], where only the first eigenvalue is considered. The detailed proof for the general \( k \)-th eigenvalue is provided in the appendix. \( \square \)

Remark 3.4. The results in Lemma 3.3 are also valid for discretized eigenvalues \( \lambda_{CR}^{k,h}, \lambda_{CG}^{k,h} \).

Given eigenvalues \( \lambda_k^\theta \), denote by \( u^\theta \) an \( L^2 \)-normalized eigenfunction associated to \( \lambda_k^\theta \). Note that \( u^\theta \) is not uniquely defined due to the sign of the eigenfunction and the multiplicity of the eigenvalue.

Below, we consider a sequence \( \{ \theta_i \} \) which converges to \( \theta \). For the \( L^2 \) normalized eigenfunction \( u^\theta \), the Rayleigh quotient \( R(u^\theta) = \| \nabla u^\theta \|_{T^\theta}^2 - \lambda_k^\theta \) and the continuity of the eigenvalue \( \lambda_k^\theta \) w.r.t. \( \theta \) tell that

\[
\lim_{i \to \infty} \| \nabla u^\theta_i \|_{T^\theta}^2 = \lim_{i \to \infty} \lambda_k^\theta = \lambda_k^\theta.
\]

Define \( \tilde{u}_i := u^\theta_i \circ \Phi_{\theta_i, \theta} \). Since the boundary value condition of \( u^\theta_i \) in either \( V_0(T^{\theta_i}) \) or \( V_c(T^{\theta_i}) \) is well preserved, we have \( \tilde{u}_i \in V(T^\theta) \).

Note that the mapping matrix \( S_{\theta, \theta_i} \) converges to the identity matrix strongly, which leads to the following properties about \( \tilde{u}_i \).

\[
\lim_{i \to \infty} \| \tilde{u}_i \|_{T^\theta}^2 = \lim_{i \to \infty} \| u^\theta_i \|_{T^\theta}^2 = 1,
\]

\[
\lim_{i \to \infty} \| \nabla \tilde{u}_i \|_{T^\theta}^2 = \lim_{i \to \infty} \| \nabla u^\theta_i \|_{T^\theta}^2 = \lambda_k^\theta.
\]

The convergence (3.4) and (3.5) imply the boundedness of the sequence \( \{ \tilde{u}_i \} \) of \( V(T^\theta) \) under both \( \| \cdot \|_{V(T^\theta)} \) and \( \| \cdot \|_{T^\theta} \) norms.

3.3. Derivative of simple eigenvalue. To prove that the first eigenvalue \( \lambda_1^\theta \) is monotonically decreasing w.r.t. \( \theta \) on certain intervals, let us introduce several lemmas that help to estimate the derivative.

LEMMA 3.5. Let \( \{ \theta_i \}_{i=1}^\infty \subset (0, \pi) \) be a sequence convergent to \( \theta \in (0, \pi) \). For any sequence of eigenpairs \( \{ (\lambda_k^{\theta_i}, u^{\theta_i}) \}_{i=1}^\infty \), there exist a subsequence \( \{ u^{\theta_i_j} \}_{j=1}^\infty \) and an eigenfunction \( u_0 \in V(T^\theta) \) corresponding to \( \lambda_k^\theta \) such that,

\[
\| \nabla u_0 \|_{T^\theta}^2 = \lambda_k^\theta, \quad \| u_0 \|_{T^\theta} = 1, \quad \lim_{j \to \infty} \| \tilde{u}_{i_j} - u_0 \|_{V(T^\theta)} = 0.
\]

Proof. First, let us list the properties directly after the boundedness of the sequence \( \{ \tilde{u}_{i_j} \} \) under \( \| \cdot \|_{V(T^\theta)} \) norm. The Rellich–Kondrashov theorem makes certain the existence of a sub-sequence \( \{ \tilde{u}_{i_j} \}_j \) and \( u_0 \in V(T^\theta) \) that have the weak convergence in \( V(T^\theta) \):

\[
\lim_{j \to \infty} \langle \nabla \tilde{u}_{i_j}, \nabla v \rangle_{T^\theta} = \langle \nabla u_0, \nabla v \rangle_{T^\theta} \quad \forall v \in V(T^\theta),
\]

where \( \langle \cdot, \cdot \rangle_{T^\theta} \) is the duality product.
and the strong convergence in $L^2(T^0)$:

$$\lim_{j \to \infty} \|\tilde{u}_{ij} - u_0\|_{T^0} = 0 .$$

Also, the convergence (3.4) tells that $\lim_{i \to \infty} \|\tilde{u}_{ij}\|_{T^0}^2 = \|u_0\|_{T^0}^2 = 1.$

Next, we show that $u_0$ is also an eigenfunction. Take an arbitrary test function $v \in V(T^0)$. Let $\tilde{v}^{\theta} = v \circ \Phi_{\theta,\check{\theta}}^{-1} \in V(T^{\theta_{ij}})$. For eigenfunction $u^{\theta_i} \in V(T^{\theta_i})$, we have

$$\begin{align*}
\lim_{j \to \infty} \langle \nabla u^{\theta_i}, \nabla \tilde{v}^{\theta_i} \rangle_{T^{\theta_i}} = \lambda_k^{\theta_i}(u^{\theta_i}, \tilde{v}^{\theta_i})_{T^{\theta_i}}.
\end{align*}$$

The strong convergence of $\{S_{\theta,\check{\theta}_i}\}$ and the weak convergence (3.7) enable the following limit:

$$\lim_{j \to \infty} \langle \nabla u^{\theta_{ij}}, \nabla \tilde{v}^{\theta_{ij}} \rangle_{T^{\theta_{ij}}} = \lim_{j \to \infty} \langle \nabla \tilde{u}_{ij}, \nabla v \rangle_{T^0} = \langle \nabla u_0, \nabla v \rangle_{T^0} .$$

By taking the limit for the two sides of (3.9), we have

$$\begin{align*}
\lim_{j \to \infty} \|\nabla \tilde{u}_{ij}\|_{T^0}^2 = \|\nabla u_0\|_{T^0}^2 = \lambda_k^{\theta}.
\end{align*}$$

The weak convergence (3.7) and the convergence of norm (3.11) enable the convergence of (3.6).

**Theorem 3.6.** Let $I \subset (0, \pi)$ be an open interval such that the $k$-th eigenvalue $\lambda_k^{\theta}$ is simple for any $\theta \in I$. Then we have

$$\frac{d\lambda_k^{\theta}}{d\theta} = -2 \cot \theta \cdot \|u_0^{\theta}\|_{T^0}^2 + 2(u_0^{\theta}, u_0^{\theta})_{T^0} \quad \text{for any } \theta \in I ,$$

where $u^{\theta}$ denotes an eigenfunction associated with $\lambda_k^{\theta}$ such that $\|u^{\theta}\|_{T^0} = 1.$

**Proof.** Let $\theta, \check{\theta} \in I$ with $\theta \neq \check{\theta}$. Let $(\lambda_k^{\theta}, u^{\theta})$ and $(\lambda_k^{\check{\theta}}, u^{\check{\theta}})$ be two eigenpairs corresponding to $\theta$ and $\check{\theta}$, respectively. For $(\lambda_k^{\theta}, u^{\theta})$, the following variational equation holds:

$$\begin{aligned}
\langle \nabla u^{\theta}, \nabla \check{v} \rangle_{T^0} = \lambda_k^{\theta}(u^{\theta}, \check{v})_{T^0} \quad \forall \check{v} \in V(T^{\check{\theta}}),
\end{aligned}$$

Introduce $\check{u} := u^{\theta} \circ \Phi_{\theta,\check{\theta}}^{-1} \in V(T^{\check{\theta}})$. Note that $\nabla \check{u}^{\theta} = (S_{\theta,\check{\theta}}^{-1})^{\top} \nabla \check{u}$, we have

$$\begin{aligned}
\left( (S_{\theta,\check{\theta}}^{-1})^{\top} \nabla \check{u}, (S_{\theta,\check{\theta}}^{-1})^{\top} \nabla \check{v} \right)_{T^0} = \lambda_k^{\theta}(\check{u}, \check{v})_{T^0} \quad \forall \check{v} \in V(T^{\check{\theta}}) .
\end{aligned}$$

Letting $P_{\theta,\check{\theta}} := S_{\theta,\check{\theta}}^{-1}S_{\theta,\check{\theta}}^{-1}$ and substituting $v = u^{\theta}$,

$$\begin{aligned}
\left( P_{\theta,\check{\theta}} \nabla u^{\theta}, \nabla u^{\theta} \right)_{T^0} = \lambda_k^{\theta}(\check{u}, u^{\theta})_{T^0} .
\end{aligned}$$
Also, for \((\lambda_k, u^\theta)\), it holds that
\[
(\nabla u^\theta, \nabla v)_T^\theta = \lambda_k^\theta(u^\theta, v)_T^\theta \quad \forall v \in V(T^\theta).
\]

Take \(v = \tilde{u}\) in the above variation equation, then we have
\[
(\nabla u^\theta, \nabla \tilde{u})_T^\theta = \lambda_k^\theta(u^\theta, \tilde{u})_T^\theta. \tag{3.14}
\]

From (3.13) and (3.14), we have
\[
\frac{\lambda_k^\theta - \lambda_k^\theta}{\theta - \theta} = \frac{1}{\theta - \theta}(P_{\theta, \tilde{\theta}} - I) \nabla \tilde{u}, \nabla u^\theta\big|_{T^\theta} =: \zeta(\tilde{\theta}).
\]

Next, for a fixed \(\theta\) along with an eigenpair \((\lambda_k^\theta, u^\theta)\), let us show the existence of the limit of the above equation by confirming the convergence of \(\zeta(\theta_i)\) for arbitrary sequence \(\{\theta_i\} \subset I\) that converges to \(\theta\). Below, we show two properties of the sequence \(\{\zeta(\theta_i)\}\).

(a) **Boundedness of \(\{\zeta(\theta_i)\}\).** Let \(u_i := u^{\theta_i} \circ \Phi_{\theta, \theta_i} \in V(T^\theta)\). First, we show that \(\lim_{i \to \infty} |(u_i, u^\theta)_T^\theta| > 0\) by contradiction. From Lemma 3.5, there exists a sub-sequence \(\{u_{i_j}\}_{j=1}^\infty\) of \(\{u_i\}_{i=1}^\infty\) and an eigenfunction \(u_0 \in V(T^\theta)\) corresponding to \(\lambda_k^\theta\) such that
\[
\|\nabla u_0\|_{T^\theta}^2 = \lambda_k^\theta, \quad \|u_0\|_{T^\theta} = 1, \quad \lim_{j \to \infty} \|\nabla u_{i_j} - \nabla u_0\|_{T^\theta} = 0.
\]

Due to the simplicity of \(\lambda_k^\theta\), we have \(u_0 = \pm u^\theta\). If \(\lim_{i \to \infty} |(u_i, u^\theta)_T^\theta| = 0\), then \(|(u_0, u^\theta)_T^\theta| = \lim_{j \to \infty} |(u_{i_j}, u^\theta)_T^\theta| = 0\), which implies \(u_0\) is orthogonal to \(u^\theta\) and contradicts the simplicity of \(\lambda_k^\theta\). Also, note that
\[
\lim_{i \to \infty} P_{\theta, \theta_i} - I = \lim_{i \to \infty} \frac{1}{\theta_i - \theta} \begin{pmatrix}
\frac{(\cos \theta_i - \cos \theta)^2}{\sin^2 \theta} & \frac{\sin \theta (\cos \theta - \cos \theta)}{\sin \theta_i} \\
\frac{\sin \theta_i (\cos \theta - \cos \theta)}{\sin \theta_i} & \frac{(\cos \theta_i - \cos \theta)^2}{\sin^2 \theta_i}
\end{pmatrix} = \begin{pmatrix}
0 & -1
ds & 1
\end{pmatrix}.
\]

By further applying the Schwarz inequalities, it is confirmed that \(\{\zeta(\theta_i)\}\) is bounded.

(b) **Convergence of sequence \(\{\zeta(\theta_i)\}\).** Let \(\{\hat{\theta}_i\}\) be a sub-sequence of \(\{\theta_i\}\) such that \(\lim_{i \to \infty} \zeta(\hat{\theta}_i)\) exists. From Lemma 3.5, there exist a sub-sequence \(\{\hat{\theta}_{i_j}\}_{j=1}^\infty\) of \(\{\hat{\theta}_i\}_{i=1}^\infty\) and an eigenfunction \(u_0(= \pm u^\theta)\) corresponding to \(\lambda_k^\theta\) such that
\[
\lim_{j \to \infty} \|\nabla(u_{\hat{\theta}_{i_j}} \circ \Phi_{\theta, \hat{\theta}_{i_j}}) - \nabla u_0\|_{T^\theta} = 0, \quad \|u_0\|_{T^\theta} = 1.
\]

Thus, it holds that
\[
lim_{j \to \infty} \zeta(\hat{\theta}_{i_j}) = -2 \cot \theta \cdot \|u_0^\theta\|_{T^\theta}^2 + 2(u_{\hat{\theta}_{i_j}}^\theta, u_0^\theta)_{T^\theta}.
\]

Since \(\lambda_k^\theta\) is simple, the above limit is uniquely determined and is independent of the choice of a sub-sequence \(\{\hat{\theta}_i\}\). As any convergent sub-sequence of \(\{\zeta(\theta_i)\}\) has the same limit, it follows that
\[
\lim_{i \to \infty} \zeta(\theta_i) = -2 \cot \theta \cdot \|u_0^\theta\|_{T^\theta}^2 + 2(u_{\hat{\theta}_{i}}^\theta, u_0^\theta)_{T^\theta}.
\]

From the above two properties, one can draw the conclusion of (3.12).
Remark 3.7. Hadamard considered the derivative of eigenvalues with respect to domain shape variation in the early days [6]. In classical literature, most discussion focuses on homogeneous Dirichlet eigenvalue problem on domains with smooth boundaries (see [6, 16]). Hadamard’s method can be in principle applied to the non-homogeneous Neumann eigenvalue problem over polygonal domains, while a detailed argument about the boundary condition is needed. Here, Theorem 3.6 provides an elementary and concise proof for the derivative of eigenvalues.

For \( u \in V(T^\theta) \), let us introduce a functional \( F \) to simplify the notation:

\[
F(u) := -2\cot \theta \cdot \frac{\|u_y\|^2_{T^\theta}}{\|u\|^2_{T^\theta}} + \frac{2(\langle u_x, u_y \rangle_{T^\theta})}{\|u\|^2_{T^\theta}}.
\]

For \( \theta \in (0, \pi) \), and \( a, b, c \in \mathbb{R} \) with \( a \leq b < c \), introduce quantity \( \text{Err}(a, b, c, \theta) \) such that

\[
\text{Err}(a, b, c, \theta) := 2\sqrt{b} \left( \sqrt{2} \cot \theta + 2 \right) \eta(a, b, c) .
\]

The following theorem discusses the estimation of \( F(u) \) using FEM approximations.

**Theorem 3.8.** Let \( I(\subset (0, \pi)) \) be an open interval such that the first eigenvalue \( \lambda_1^\theta \) is simple for any \( \theta \in I \). Let \( u^\theta \) be an \( L^2 \)-normalized eigenfunction corresponding to \( \lambda_1^\theta \). Let \( u_h^\theta \in V_h^{CG}(T^\theta) \) be an \( L^2 \)-normalized approximate eigenfunction of \( u^\theta \). Take \( \lambda_{1,h}^\theta := \|\nabla u_h^\theta\|_{T^\theta}^2 \). Let \( \rho^\theta \in \mathbb{R} \) be a quantity such that \( (\lambda_1^\theta) \leq \lambda_{1,h}^\theta < \rho^\theta \leq \lambda_2^\theta \). Then we have

\[
\left| \frac{d\lambda_1^\theta}{d\theta} - F(u_h^\theta) \right| \leq \text{Err}(\lambda_1^\theta, \lambda_{1,h}^\theta, \rho^\theta, \theta) .
\]

**Proof.** Note that the value of \( F(u) \) does not change if the sign of \( u \) is changed. From Lemma 2.2, with a proper selection of the sign of \( u_h^\theta \), we have

\[
\|\nabla u^\theta - \nabla u_h^\theta\|_{T^\theta} \leq \eta(\lambda_1^\theta, \lambda_{1,h}^\theta, \rho^\theta).
\]

Recall the derivative of \( \lambda_1^\theta \) obtained in Theorem 3.6 such that

\[
\frac{d\lambda_1^\theta}{d\theta} = F(u^\theta) = -2\cot \theta \cdot \|u^\theta\|^2_{T^\theta} + 2(\langle u^\theta_x, u^\theta_y \rangle_{T^\theta}) .
\]

Let us compare the difference of the terms of \( F(u^\theta) \) and \( F(u_h^\theta) \):

\[
\left| (u^\theta_x, u^\theta_y)_{T^\theta} - (u_h^\theta_x, u_h^\theta_y)_{T^\theta} \right|
\leq (\|u^\theta_x\|^2_{T^\theta} + \|u^\theta_y\|^2_{T^\theta}) \|\nabla u^\theta - \nabla u_h^\theta\|_{T^\theta}
\leq \sqrt{\lambda_1^\theta + \lambda_{1,h}^\theta} \|\nabla u^\theta - \nabla u_h^\theta\|_{T^\theta}
\]

and

\[
\left| ||u^\theta||^2_{T^\theta} - ||u_h^\theta||^2_{T^\theta} \right|
\leq \|u^\theta_x + u^\theta_y\|_{T^\theta} \cdot \|u^\theta_y - u_h^\theta_y\|_{T^\theta}
\leq (||u^\theta||_{T^\theta} + ||u_h^\theta||_{T^\theta}) \|\nabla u^\theta - \nabla u_h^\theta\|_{T^\theta}
\leq (\sqrt{\lambda_1^\theta + \lambda_{1,h}^\theta}) \|\nabla u^\theta - \nabla u_h^\theta\|_{T^\theta} .
\]
Using the fact $\lambda_1^0 \leq \lambda_{1,h}^\theta$, we have

$$\left| \frac{d\lambda_1^0}{d\theta} - F(u_h^\theta) \right| \leq \frac{2}{\tan \theta} \left[ \|u_h^\theta\|_{T^\theta}^2 - \|u_h^\theta\|_{T^\theta}^2 + 2 \left| (u_h^\theta, u_h^\theta)_{T^\theta} - (u_h^\theta, u_h^\theta)_{T^\theta} \right| \right] \leq 2 \sqrt{\lambda_{1,h}^\theta} \left( \sqrt{2 \cot \theta + 2} \right) \eta(\lambda_1^0, \lambda_{1,h}^\theta, \rho^\theta) (= \text{Err}(\lambda_1^0, \lambda_{1,h}^\theta, \rho^\theta, \theta)).$$

To obtain the range of $F(u^\theta)(= \frac{d\lambda_1^0}{d\theta})$ over an interval $I = [\theta_1, \theta_2]$, the following estimation is required.

$$\sup_{\theta \in [\theta_1, \theta_2]} \left| \frac{d\lambda_1^0}{d\theta} - F(u_h^\theta) \right| \leq \sup_{\theta \in [\theta_1, \theta_2]} \text{Err}(\lambda_1^0, \lambda_{1,h}^\theta, \rho^\theta, \theta).$$  \hspace{1cm} (3.18)

In evaluating $\text{Err}(\lambda_{1,h}^0, \lambda_{1,h}^\theta, \rho^\theta, \theta)$, we take $(\lambda_{1,h}^0, u_{1,h}^0)$ as the reference eigenpair and $u_h^\theta := u_h^\theta \circ \Phi_{\theta_0, \theta} \in V(T^\theta)$ as the approximation to $u^\theta$. Since there are infinite $\theta$ in the interval $I$, the value of $\lambda_1^0$ and $\lambda_{1,h}^\theta = R(u_h^\theta)$ is not evaluated directly, but estimated using the perturbation estimation of Lemma 3.3.

### 4. Solution to the optimization problems for Laplacian eigenvalues upon triangle shapes.

For a triangular domain $T$, $T^h$ denotes a regular subdivision of $T$ with triangular domains; that is, any two edges $e_i$ and $e_j$ of elements of $T^h$ satisfy $e_i \cap e_j = e_i = e_j$ or $\mu(e_i \cap e_j) = 0$, where $\mu(\cdot)$ is the 1-dimensional measure.

Let us introduce the finite element spaces $V_{h}^{CG}$ and $V_{h}^{CR}$ over $T^h$.

- The Lagrange FEM space $V_{h}^{CG}$:
  \begin{align*}
  (4.1) \quad V_{h}^{CG} := \{v_h \mid v_h \text{ is a continuous piecewise linear polynomial on } T^h \}. \end{align*}

- The Crouzeix–Raviart FEM space $V_{h}^{CR}$:
  \begin{align*}
  (4.2) \quad V_{h}^{CR} := \{v_h \mid v_h \text{ is a piecewise linear polynomial on } T^h; \quad v_h \text{ is continuous on the midpoint of each inter-element edge } e \}. \end{align*}

In the numerical results reported in the following two subsections, the FEM spaces are set up over a uniform triangulation of the triangle domain. Denote by $N$ the subdivision number of the triangulation along the base edge. Below is the detailed setting for the FEM spaces:

- $V_{h}^{CG}$: $N = 96$, DOF = 4753; $V_{h}^{CR}$: $N = 64$, DOF = 6240.

Following the proof outline described at the beginning of Section 3, rigorous calculations are conducted to solve the shape optimization problems for the Dirichlet eigenvalue and the Crouzeix–Raviart interpolation error constant. Below, we describe the algorithms for the calculations needed in Step 2 and Step 3. The concrete parameter settings for the algorithms are stated in each problem at §4.1 and §4.2.

To show $\lambda_1^0 > \lambda_1^\theta$ over $I := (0, \frac{\pi}{3} - \varepsilon)$, a lower bound of $\lambda_1^\theta$ for all $\theta \in I$ is estimated by utilizing Algorithm 4.1, where the interval $I$ is divided into small sub-intervals $I_i := (\theta_{i-1}, \theta_i]$ ($i = 1, \cdots, N_1$).
Algorithm 4.1 Lower bound of $\lambda_1^0$ over interval $I$

**Data:** Interval $I = \cup I_i$, $I_i = (\theta_{i-1}, \theta_i]$ ($i = 1, \cdots, N_1$)

**Result:** $\lambda_1^I$ as a lower bound of $\lambda_1^0$ over $I$

**Procedure:** For each $I_i$, $i = 1, \cdots, N_1$,
1. Evaluate $\lambda_1^{\theta_1}$ for triangular domain $T^{\theta_1}$ by Lemma 2.1.
2. Evaluate $\lambda_1^{I_i}$ as a lower bound of $\lambda_1^0$ over $I_i$ by letting $\theta = \theta_i$ and $\tilde{\theta} = \theta_{i-1}$ in Lemma 3.3.

The output $\lambda_1^I$ is calculated by the minimum value of all $\lambda_1^{I_i}$.

The monotonicity of $\lambda_1^0$ w.r.t. $\theta$ over $J := \left[\frac{\pi}{3} - \varepsilon, \frac{\pi}{3}\right]$ is validated through Algorithm 4.2, where the range of $F(u^0)$ is rigorously estimated over an equal subdivision of $J$: $J = \cup J_i$, $J_i := [\theta_i, \theta_i + h_\theta]$, $\theta_i = \pi/3 - \varepsilon + (i-1)h_\theta$, $h_\theta = \varepsilon/N_2$ ($i = 1, \cdots, N_2$).

Algorithm 4.2 Range of $F(u^0)$ over interval $J$

**Data:** Interval $J = \cup J_i$, $J_i = [\theta_i, \theta_{i+1}]$ ($i = 1, \cdots, N_2$)

**Result:** $[\underline{F}, \overline{F}]$ as the estimation of range of $F(u^0)$ over $J$

**Procedure:** For each $J_i$, $i = 1, \cdots, N_2$,
1. Evaluate $\lambda_1^0$, $\lambda_2^0$ for triangular domain $T^{\theta_1}$ by Lemma 2.1.
2. Evaluate the range of $F(u^0)$ over $J_i$ by Theorem 3.8 and the estimation (3.18).

The output $[\underline{F}, \overline{F}]$ is calculated by the span of the range of $F(u^0)$ over each $J_i$.

Remark 4.1. Before applying Theorem 3.8 in Procedure 2, the simplicity of $\lambda_1^0$ over $J$ needs to be checked. While the simplicity of $\lambda_1^0$ is a known fact in the case of the Dirichlet boundary condition $V(T) = V_0(T)$ (see [5]), it is not obvious in the case of $V(T) = V_c(T)$. To guarantee the simplicity of $\lambda_1^0$ over $J$ in the case of $V(T) = V_c(T)$, the range of $\lambda_1^0$ and $\lambda_2^0$ are rigorously estimated utilizing Theorem 2.1 and 3.3. Indeed, we have $\lambda_1^0 \leq 28.069 < 45.011 \leq \lambda_2^0$ for $\theta \in J$.

Remark 4.2. The evaluation of $\eta(\lambda_1^0, \lambda_{1,h}^0, \rho^0)$ over an interval $J_i$ (to be used in the estimation (3.18)) can be simplified by utilizing the monotonicity of $\eta$ w.r.t. its parameters. In case $V(T) = V_0(T)$, the quantities $\lambda_1^0$, $\lambda_{1,h}^0$ and $\rho^0$ have the range as $\rho^0 \in [121, 123]$, $\lambda_1^0, \lambda_{1,h}^0 \in [52, 55]$ over the interval $[\pi/3 - \varepsilon, \pi/3]$. In case $V(T) = V_c(T)$, $\rho^0 \in [43, 47]$, $\lambda_1^0, \lambda_{1,h}^0 \in [27, 29]$. In either case, the real-valued function $\eta(\lambda_1^0, \lambda_{1,h}^0, \rho^0)$ defined in (2.4) is monotonically decreasing w.r.t. $\lambda_1^0$ and $\rho^0$, and increasing w.r.t. $\lambda_{1,h}^0$. Therefore, for each sub-interval $J_i$, a uniform lower bound of $\lambda_1^0$ and $\rho^0$, a uniform upper bound of $\lambda_{1,h}^0$ are sufficient to provide an upper bound of $\eta(\lambda_1^0, \lambda_{1,h}^0, \rho^0)$ for all $\theta \in J_i$.

Remark 4.3. From the inequality (2.3), sharper upper and lower bounds estimations of $\lambda_1$ are needed to decrease the value of $\max_{\theta \in J_i} \eta(\lambda_1^0, \lambda_{1,h}^0, \rho^0)$ for each $i$. To obtain sufficiently sharp upper and lower bounds, the interval $J$ is divided into $N_2$ subintervals.

4.1. Dirichlet eigenvalue problem. Let us consider the case of $V(T) = V_0(T)$ in this section. Finite element spaces $V_{h,0}^{CG}$ and $V_{h,0}^{CR}$ are defined by

$$V_{h,0}^{CG} := H_0^1(T) \cap V_{h}^{CG},$$

$$V_{h,0}^{CR} := \left\{ v_h \in V_{h}^{CR} : \int_e v_h = 0 \text{ for each boundary edge } e \text{ of } \mathcal{T}_h \right\}.$$
These spaces are utilized as $V^\text{CG}_h$ and $V^\text{CR}_h$ in Lemma 2.1 to estimate bounds of Dirichlet eigenvalues $\lambda^\theta_k$. The intervals $I = (0, \pi/3 - \varepsilon)$, $J = [\pi/3 - \varepsilon, \pi/3]$ and their subdivision are selected as follows:

$$\varepsilon = \pi/1500, \quad N_1 = 170, \quad N_2 = 200.$$  

The subdivision nodes of $I_i = (\theta_{i-1}, \theta_i)$ ($i = 1, \cdots, N_1$) are defined by

$$\theta_i = \frac{\pi}{3} \times \begin{cases} 0.02 \times i & \text{for } i = 0, \ldots, 45 \\ 0.9 + 10^{-2}(i - 45) & \text{for } i = 46, \ldots, 50 \\ 0.95 + 10^{-3}(i - 50) & \text{for } i = 51, \ldots, 90 \\ 0.99 + 10^{-4}(i - 90) & \text{for } i = 91, \ldots, 170 \end{cases}.$$  

Utilizing Algorithm 4.1, it is confirmed that $\max_{\theta \in I} \lambda^\theta_1 > \lambda^\pi_1$ from the rigorous computation result:

$$52.654 \leq \lambda^\theta_1 \text{ for } \theta \in I, \quad \text{while } \lambda^\pi_1 \leq 52.641.$$  

The range of $F(u^\theta)$ for $\theta \in J = [\pi/3 - \varepsilon, \pi/3]$ is evaluated over an equal subdivision of $J$ with subdivision number as $N_2 = 200$. The obtained range is displayed in Table 1. Meanwhile, to confirm the affection of terms involved in evaluating the range of $F$, the values of several quantities at $\theta = \pi/3$ are also provided in Table 1.

### Table 1

| $[F, \overline{F}]$ | $[-42.461, -18.610]$ |
|---------------------|----------------------|
| $F(u^\pi_h)$ | $\approx -30.401$ |
| $\text{Err}(\lambda^\pi_1, \lambda^\pi_{1, h}, \rho^\pi, \frac{\pi}{3})$ | $\leq 11.791$ |
| $\eta(\lambda^\pi_1, \lambda^\pi_{1, h}, \rho^\pi, \frac{\pi}{3})$ | $\leq 0.3163$ |
| $\|u^\pi_{h, x}\|^2_{T^\pi}$ | $\approx 26.328$ |
| $\|u^\pi_{h, y}\|^2_{T^\pi}$ | $\approx 26.328$ |
| $|\langle u^\pi_{h, x}, u^\pi_{h, y} \rangle_T^\pi|$ | $\leq 3.049 \cdot 10^{-10}$ |
| $\lambda^\pi_{1, h}$ | $\approx 52.656$ |
| $\rho^\pi$ | $= 122.6133$ |

Therefore, we draw the conclusion that the regular triangle minimizes the first Dirichlet eigenvalue $\lambda_1(T)$ among all the triangles with the same diameter.

#### 4.2. Eigenvalue problem for the Crouzeix–Raviart interpolation error constant.

To solve the optimization problem for the Crouzeix–Raviart interpolation error constant, we take $V(T) = V^e(T)$ and finite element spaces $V^\text{CG}_{h,e}$ and $V^\text{CR}_{h,e}$ as follows.

$$V^\text{CG}_{h,e} := \{ v_h \in V^\text{CG}_h : \int_{e_i} v_h = 0 \text{ for each edge } e_i \text{ of } T \},$$

$$V^\text{CR}_{h,e} := \{ v_h \in V^\text{CR}_h : \int_{e_i} v_h = 0 \text{ for each edge } e_i \text{ of } T \}.$$
These spaces are utilized as $V_{k}^{CG}$ and $V_{k}^{CR}$ in Lemma 2.1 to estimate bounds of the eigenvalues $\lambda_{k}^{0}$. The intervals $I = (0, \pi/3 - \varepsilon)$, $J = [\pi/3 - \varepsilon, \pi/3]$ and their subdivision are selected as follows:

$$\varepsilon = \pi/3000, \ N_{1} = 320, \ N_{2} = 100 .$$

The subdivision nodes of $I_i = (\theta_{i-1}, \theta_{i})$ ($i = 1, \cdots, N_{1}$) are defined by

$$\theta_{i} = \frac{\pi}{3} \begin{cases} 0.02 \cdot i & \text{for } i = 0, \cdots, 40 \\ 0.8 + 10^{-3}(i - 40) & \text{for } i = 41, \cdots, 230 \\ 0.99 + 10^{-4}(i - 230) & \text{for } i = 231, \cdots, 320 \end{cases} .$$

Utilizing Algorithm 4.1, it is confirmed that $\max_{\theta \in I} \lambda_{1}^{\theta} > \lambda_{1}^{\pi/3}$ from the rigorous computation result:

$$27.949 \leq \lambda_{1}^{\theta} \text{ for } \theta \in I, \quad \text{while } \lambda_{1}^{\pi/3} \leq 27.945.$$  

The obtained range of $F(u^{\theta})$ for $\theta \in J = [\pi/3 - \varepsilon, \pi/3]$ and related quantities are listed in Table 2.

| $F(u_{h}^{\pi/3})$ | $[-20.536, -11.711]$ |
|----------------------|----------------------|
| $Err(\lambda_{1}^{\pi/3}, \lambda_{1, h}^{\pi/3}, \rho_{\pi/3})$ | $\leq 4.401$ |
| $\eta(\lambda_{1}^{\pi/3}, \lambda_{1, h}^{\pi/3}, \rho_{\pi/3})$ | $\leq 0.1621$ |
| $\|u_{h,x}^{\pi/3}\|_{T_{\pi/3}}^{2}$ | $\approx 13.973$ |
| $\|u_{h,y}^{\pi/3}\|_{T_{\pi/3}}^{2}$ | $\approx 13.973$ |
| $|(u_{h,x}^{\pi/3}, u_{h,y}^{\pi/3})_{T_{\pi/3}}|$ | $\leq 2.050 \cdot 10^{-10}$ |
| $\lambda_{1, h}^{\pi/3}$ | $\approx 27.946$ |
| $\rho_{\pi/3}$ | $45.042$ |

Therefore, it is proved that, among triangles with the same diameter, the maximum value of the interpolation constant $C(T)$ in (1.1) happens when the triangle is a regular one.

5. Conclusions. In this paper, the eigenvalue problems of the Laplacian in triangles are considered under two boundary conditions, and it is proved through rigorous computation that the regular triangle minimizes the first eigenvalue of the Laplacian among triangles with a given diameter. The case of the Dirichlet boundary condition is a reconfirmation of the consequences derived from the results of Pólya et al. The result of the non-homogeneous Neumann boundary problem shows that the regular triangle gives the maximum value of the interpolation error constant $C(T)$ among triangles of different shapes.

Appendix A. Perturbation estimates for $k$-th eigenvalue. Denote by $T$ a triangular domain in $\mathbb{R}^2$, by $S$ an invertible linear transform on $\mathbb{R}^2$. Let $(\tilde{x}, \tilde{y}) = S(x, y)$ for $(x, y) \in T$, and $\tilde{T}$ the triangle obtained by applying $S$ to $T$. For $v$ over $T$, define $\tilde{v}$ over $\tilde{T}$ by $\tilde{v}(\tilde{x}, \tilde{y}) := v(x, y)$. Given $V$ as a vector space of function over $T$, let $\tilde{V}$ be the space obtained by applying $S$ to the function of $V$. 
In the argument below, the function space \( V \) can be either of \( V_0(T), V_e(T), V_{CG}^{h,0}, \) \( V_{CR}^{h,e}, \) and \( V_{CR}^{h,e} \), as defined in the paper. Note that the boundary condition associated with the space \( V \) are well preserved under the transformation \( S \). For example, for any \( v \) in \( V_0(T) \), \( \tilde{V} \) has zero value on the boundary, and for any \( v \) in \( V_e(T) \), \( \tilde{V} \) has zero integral on each edge of \( \tilde{T} \).

Denote \( R(T;v) \) and \( R(\tilde{T};\tilde{v}) \) by

\[
R(T;v) := \frac{\|\nabla v\|^2_T}{\|v\|^2_T}, \quad R(\tilde{T};\tilde{v}) := \frac{\|\nabla \tilde{v}\|^2_{\tilde{T}}}{\|\tilde{v}\|^2_{\tilde{T}}}.
\]

**Lemma A.1.** Let \( V \) be a \( k \)-dimensional subspace of \( \tilde{V} \). Then, \( \dim(\tilde{V}) = k \).

**Proof.** Let \( v_1, \ldots, v_k \) be a \( L^2 \)-orthogonal basis of \( V \). Note that

\[
(\tilde{v}_i, \tilde{v}_j)_T = (v_i, v_j)_T \cdot \det \tilde{S} = \delta_{ij} \cdot \det S.
\]

It is easy to see that \( \tilde{V}_1, \ldots, \tilde{V}_k \) is a basis of \( \tilde{V} \).

**Lemma A.2.** Denote by \( \lambda_{\min}(SS^T) \) and \( \lambda_{\max}(SS^T) \) be the minimum and maximum eigenvalues of \( SS^T \), respectively. Then, we have

\[
\lambda_{\min}(SS^T) \cdot \lambda_k(\tilde{T}) \leq \lambda_k(T) \leq \lambda_{\max}(SS^T) \cdot \lambda_k(\tilde{T}).
\]

**Proof.** Since we have \( \nabla v = S^T \nabla \tilde{v} \), it holds that

\[
\lambda_{\min}(SS^T) \cdot |\nabla \tilde{v}|^2 \leq |\nabla v|^2 \leq \lambda_{\max}(SS^T) \cdot |\nabla \tilde{v}|^2.
\]

Therefore, we have

\[
\lambda_{\min}(SS^T) \cdot R(\tilde{T};\tilde{v}) \leq R(T;v) \leq \lambda_{\max}(SS^T) \cdot R(\tilde{T};\tilde{v}).
\]

The mapping \( S : V(T) \ni v \mapsto \tilde{v} \in V(\tilde{T}) \) is injective; see, Theorem 3.41 of [1]. By applying Lemma A.1 and the above inequality, we have

\[
\lambda_{\min}(SS^T) \cdot \min_{\tilde{V}^k \subset \tilde{V}(\tilde{T})} \max_{\tilde{v} \in \tilde{V}^k} R(\tilde{T};\tilde{v}) \leq \min_{\tilde{V}^k \subset \tilde{V}(\tilde{T})} \max_{\tilde{v} \in \tilde{V}^k} R(T;v),
\]

and

\[
\min_{V^k \subset V(T)} \max_{v \in V^k} R(T;v) \leq \lambda_{\max}(SS^T) \cdot \min_{\tilde{V}^k \subset \tilde{V}(\tilde{T})} \max_{\tilde{v} \in \tilde{V}^k} R(\tilde{T};\tilde{v}).
\]

where \( \tilde{V}^k \) and \( V^k \) are \( k \)-dimensional linear subspaces of \( \tilde{V}(\tilde{T}) \) and \( V(T) \), respectively. Thus, by the min-max principle, we have

\[
\lambda_{\min}(SS^T) \cdot \lambda_k(\tilde{T}) \leq \lambda_k(T) \leq \lambda_{\max}(SS^T) \cdot \lambda_k(\tilde{T}).
\]

In the following corollary, the statement in Lemma 3.1 is verified.
Corollary A.3. Given $O = (0, 0)$, $A = (1, 0)$, $B = (x, y_1)$, $\tilde{B} = (x, y_2)$ such that $y_1 \leq y_2$. Let $T = OAB$ and $\tilde{T} = OA\tilde{B}$. Then, it holds that $\lambda_k(T) \geq \lambda_k(\tilde{T})$.

Proof. It is easy to draw the conclusion by applying Lemma A.2 along with the transformation $S = \begin{pmatrix} 1 & 0 \\ 0 & y_2/y_1 \end{pmatrix}$, which satisfies $\lambda_{\text{min}}(SS^\top) = 1$.

Denote by $T^\theta$ be a triangular domain with vertices as $O = (0, 0)$, $A = (1, 0)$, $B = (\cos \theta, \sin \theta)$ with $\theta \in (0, \pi)$. In the following corollary, the statement in Remark 3.4 is verified.

Corollary A.4. For the angles $\theta, \tilde{\theta} \in (0, \pi)$, let $\tilde{B} = (\cos \tilde{\theta}, \sin \tilde{\theta})$ be a perturbation of $B = (\cos \theta, \sin \theta)$. Then, we have

$$(A.1) \quad \min \left\{ \frac{\cos \tilde{\theta} - 1}{\cos \theta - 1}, \frac{\cos \tilde{\theta} + 1}{\cos \theta + 1} \right\} \cdot \lambda_k^\theta \leq \lambda_k \leq \max \left\{ \frac{\cos \tilde{\theta} - 1}{\cos \theta - 1}, \frac{\cos \tilde{\theta} + 1}{\cos \theta + 1} \right\} \cdot \lambda_k^\theta.$$ 

Proof. The transform $S$ that maps $T = OAB$ to $(\tilde{x}, \tilde{y})$ is given by

$$S = \begin{pmatrix} 1 & \cos \tilde{\theta} - \cos \theta \\ 0 & \sin \tilde{\theta}/\sin \theta \end{pmatrix}.$$ 

Note that the eigenvalues of matrix $SS^\top$ are given by

$$\lambda(SS^\top) = \frac{\cos \tilde{\theta} - 1}{\cos \theta - 1}, \frac{\cos \tilde{\theta} + 1}{\cos \theta + 1}.$$ 

Thus, we draw the conclusion by using Lemma A.2.
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