ShapeFit: extracting the power spectrum shape information in galaxy surveys beyond BAO and RSD

Samuel Brieden$^{a,b}$ Héctor Gil-Marín$^a$ Licia Verde$^{a,c}$

$^a$ICC, University of Barcelona,
IEEC-UB, Martí i Franquès, 1, E-08028 Barcelona, Spain
$^b$Dept. de Física Quàntica i Astrofísica, Universitat de Barcelona,
Martí i Franquès 1, E-08028 Barcelona, Spain
$^c$ICREA,
Pg. Lluís Companys 23, Barcelona, E-08010, Spain
E-mail: sbrieden@icc.ub.edu, hectorgil@icc.ub.edu, liciaverde@icc.ub.edu

Abstract. In the standard (classic) approach, galaxy clustering measurements from spectroscopic surveys are compressed into baryon acoustic oscillations and redshift space distortions measurements, which in turn can be compared to cosmological models. Recent works have shown that avoiding this intermediate step and fitting directly the full power spectrum signal (full modelling) leads to much tighter constraints on cosmological parameters. Here we show where this extra information is coming from and extend the classic approach with one additional effective parameter, such that it captures, effectively, the same amount of information as the full modelling approach, but in a model-independent way. We validate this new method (ShapeFit) on mock catalogs, and compare its performance to the full modelling approach finding both to deliver equivalent results. The ShapeFit extension of the classic approach promotes the standard analyses at the level of full modelling ones in terms of information content, with the advantages of $i$) being more model independent; $ii$) offering an understanding of the origin of the extra cosmological information; $iii$) allowing a robust control on the impact of observational systematics.
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1 Introduction

Observations of the Cosmic Microwave Background (CMB, e.g., [1, 2]) radiation have been pivotal in establishing the standard cosmological model (the so-called ΛCDM model) and to open the doors to precision cosmology. The CMB has, however, the fundamental limitation of originating from a 2D surface at a given cosmic epoch. Observations of the Large Scale Structure (LSS) over large 3D volumes can yield a dramatic increase in the number of accessible modes and trace the evolution of clustering across cosmic times.

The three-dimensional clustering of galaxies is rapidly becoming one of the most promising avenue to study cosmology from the late-time Universe. Spectroscopic galaxy redshift surveys have witnessed a spectacular success covering increasing larger volumes: 2-degree Field (2dF, [3]), Sloan Digital Sky Survey II (SDSS-II, [4]), SDSS-III Baryon Oscillation spectroscopic Survey (BOSS, [5–7]), SDSS-IV extended BOSS (eBOSS, [8–10]); and this trend is set to continue: the on-going Dark Energy Spectroscopic Instrument (DESI, [11, 12]) and up-coming Euclid satellite mission [13], as just two examples.

Baryon Acoustic Oscillations (BAO) is an imprint in the power spectrum of sound waves in the pre-recombination Universe offering a “standard ruler” observable through galaxy clustering [14–21]. The standard approach to analyse galaxy redshift clustering, used extensively and part of official surveys’ pipelines, has used the standard ruler signature in the galaxy power spectrum to obtain determinations of the distance-redshift relation at the effective redshift of the surveys’ samples exploiting the Alcock-Paczynski effect [22]. The process of density-field reconstruction, e.g., [23], is widely adopted to reduce the information loss induced by non-linearities. In this approach, the geometric information extracted from the BAO peak position is largely model-independent: the physical quantity constrained is directly related to the expansion history and independent of the parametrization of the expansion history given by specific cosmological models. The reconstruction step induces some model-dependence but this has been shown to be very weak [24]. Redshift Space Distortions (RSD, pioneered by [25]) arise from the non-linear relation between cosmological distances–natural input to the theory modelling– and the (observed) redshifts. They enclose information about the velocity field and have been used to extract constraints on the amplitude of velocity fluctuations times the dark matter amplitude fluctuations, characterized by the parameter combination $f\sigma_8$.

BAO and RSD results and their cosmological interpretation for state-of-the-art surveys have been presented e.g., in [26], for the SDSS-III BOSS survey, and in [27], for the SDSS-IV eBOSS survey, and the success of this approach is behind much of the science case for forthcoming surveys. From now on we refer to this, now standard, approach as “classic”\footnote{Classic in the Merriam Webster dictionary: serving as a standard of excellence, of recognized value. We use here the word classic as “of high quality standard in its respective genre based on judgement over a period of time” and “can be considered as standard”.}

The classic approach is conceptually different from the way, for example, CMB data are interpreted and from the analysis of LSS data pre-BAO era (see e.g., [28–31]). When the BAO detection in galaxy redshift surveys became of high enough signal to noise, it was quickly recognized that it carried most of the interesting signal, see e.g., [32, 33], and the community then adopted the, now classic, BAO and RSD approach. BAO and RSD analyses, with the help of a template of the power spectrum, compress the power spectrum data into few physical observables which are sensitive only to late-time physics, and it is these observables that are then interpreted in light of a cosmological model. CMB data analyses, on the other
hand, compare directly the measured power spectrum to the model prediction, requiring
the choice of a cosmological model to be done ab initio. Recently, the development of high
performance codes based on the FFTLog algorithm [34] giving rise to fast model evaluations
of, for instance, the so-called “Effective Field Theory of Large Scale Structure”, e.g., [35–42],
has prompted part of the community to analyse galaxy redshift clustering in a similar way
as CMB and pre-BAO era LSS data (see e.g., [28–30] and references therein), by comparing
directly the observed power spectrum, including the BAO signal, the RSD signal, as well
as the full shape of the broadband power to the model’s prediction. A full Markov Chain
Monte Carlo (MCMC) exploration of the cosmological parameter space can then be performed
obtaining cosmological constraints significantly tighter than in the standard analysis. For
example [39, 40], imposing a Big Bang Nucleosynthesis (BBN) prior, obtain a 1.6% constraint
on the Hubble constant, which is instead very mildly (∼10%) constrained in the standard
approach (see e.g., red contours in figure 5 of [27]). In what follows, we refer to this approach
as “full modelling”, to highlight the fact that while currently Effective Field Theory of Large
Scale Structure is the theoretical modelling of choice for this approach, other choices are also
possible.

The additional constraining power afforded by the second approach must arise, at least
in part, from the broadband shape of the power spectrum, but a full physical interpretation of
the origin of the extra constraining power is still lacking (but see e.g., [43] and refs. therein).

This paper serves three main objectives: 1) identify clearly where the additional in-
formation comes from and what physical processes it corresponds to, 2) bridge the classic
and new analyses in a transparent way and 3) extend the classic analysis in a simple and
effective manner to capture the bulk of this extra information. In passing, we also present a
new definition and interpretation of the physical parameter describing amplitude of velocity
fluctuations which further reduce the model-dependence of the traditional RSD analysis. We
stress here that the theoretical models for the power spectra adopted by the published works
of the “classic” and “full modelling” approaches are different. The main motivation of this
paper is not to do a first principles comparison including all combinations of theoretical
models and fitting methodologies. In this paper we stick to the theoretical models and fitting
methodologies as adopted in the literature, using as much as possible codes made publicly
available by the authors of the relevant papers. When extending the classic approach we
will take care in introducing as minimal modifications as possible. The rest of the paper
is organized as follows: in section 2 we review the known approaches for the cosmological
interpretation of galaxy clustering. While this is background material it serves the purpose of
highlighting differences and similarities across approaches and make explicit their dependence
on (or independence of) assumptions about a cosmological model. Section 3 introduces the
phenomenological extension of the classic approach, which we call \ShapeFit, an executive
summary of it in the form of a flowchart is presented in figure 5, and section 4 presents our
setup for its application to mock catalogs. In section 5 we show a direct comparison between
the different analysis approaches and perform additional systematic tests of the proposed
\ShapeFit in section 6. The conclusions are presented in section 7. The appendices present
technical details and relevant systematic tests.

2 Theoretical background

In this section we provide an overview of the most common LSS analysis strategies to date. To
understand how to compare them directly with each other, and how to interpret the resulting
parameter constraints as done in section 2.4, it is important to spell out clearly what physical processes, what observational features and what model ingredients are relevant for each of the approaches. This background section serves for this purpose.

2.1 The \( \Lambda \)CDM model: notation and definitions

If not stated otherwise, we work in the flat \( \Lambda \)CDM model with the following parameter basis

\[
\Omega = \{ \Omega_i \} = \{ \omega_{\text{cdm}}, \omega_b, h, \sigma_8, n_s, M_\nu \},
\]

where \( \omega_{\text{cdm}} \) and \( \omega_b \) are the physical density parameters of the cold dark matter and baryons respectively. In addition, we use the subscript ‘cb’ to refer to the cold dark matter + baryon component, m for the total matter including non-relativistic neutrinos, and \( \nu \) for neutrinos. When the dimensionless Hubble-Lemaître parameter, \( h \), is introduced \( H_0 = h \times 100 \text{ km s}^{-1} \text{ Mpc}^{-1} \), they are related to the energy density fractions \( \Omega_X \) for any species \( X \in \{ b, \text{cdm}, m, r, \gamma, \nu, \Lambda, \ldots \} \) for baryons, cold dark matter, matter, relativistic species, photons, neutrinos, cosmological constant, etc., as

\[
\omega_X = \Omega_X h^2.
\]

Within the flat \( \Lambda \)CDM model these quantities fulfill the budget equation

\[
\frac{\Omega_\gamma + \Omega_{\nu, r}}{\Omega_m} + \omega_{\text{cdm}} + \omega_b + \Omega_{\nu, m} + \Omega_\Lambda = 1
\]

at all times. The physical photon density \( \omega_\gamma \) is effectively fixed by the precise COBE measurement of the CMB temperature \( T_0 = 2.7255 \pm 0.0006 \) \cite{44}, via

\[
\omega_\gamma = \frac{8 \pi^3 T_0^4}{45 (H_0/h)^2 M_P^2} = (2.472 \pm 0.002) \times 10^{-5},
\]

where \( M_P \) is the Planck mass in natural units. This measurement of \( \omega_\gamma \) is commonly used as a prior, and its central value is implicitly adopted within the term “flat \( \Lambda \)CDM”. In the following we stick to this convention, although one could in principle allow \( T_0 \) to be a free parameter \cite{45}.

We also include the sum of the neutrino masses \( M_\nu \) as a free parameter, where we choose 2 massless states (counted as radiation) and 1 massive state (counted as matter).

On the background level, assuming homogeneity and isotropy on large scales, the geometry of the universe is fully described by the Hubble expansion rate as function of redshift, \( z \),

\[
H(z) = H_0 \sqrt{(1 + z)^4 \Omega_\gamma + (1 + z)^3 \Omega_m + \Omega_\Lambda},
\]

where the Hubble distance \( D_H \) and the comoving angular distance \( D_M \) are given as

\[
D_H(z) = \frac{c}{H(z)}, \quad D_M(z) = \int_0^z \frac{cdz'}{H(z')}.
\]

Linear perturbations in the energy density of a given species \( X \) from the homogeneous background are encoded in the power spectrum \( P_X(k) \) describing the 2-point statistics as a function of wavevector \( k \) in Fourier space. It is written as the product of the primordial
power spectrum $P_R(k)$ and the squared transfer function $\delta_X(k)$ obtained from solving the perturbed coupled Boltzmann equations for each species $X$,

$$P_X(k,z) = \frac{2\pi^2}{k^3} P_R(k) \delta_X^2(k,z) = \frac{2\pi^2}{k^3} A_s \left( \frac{k}{0.05 \text{Mpc}^{-1}} \right)^{n_s-1} \delta_X^2(k,z),$$  \hspace{1cm} (2.7)

where the standard inflationary model assumes the primordial power spectrum to be nearly scale-invariant, with global amplitude $A_s$ and scalar tilt $n_s$.

Since the global amplitude is modulated by the transfer function as well, it is common in LSS analyses to replace $A_s$ by the total amplitude $\sigma_8$ at redshift zero as a free parameter. In general the redshift-dependent $\sigma_8$ is defined as the matter density fluctuation at a given redshift $z$ smoothed on spheres of 8 Mpc$/h$,

$$\sigma_8^2(z) \equiv \int_0^\infty \text{d}(\ln k) \ k^3 P_m(k,z) W^2_{\text{TH}}(k \cdot 8h^{-1}\text{Mpc}),$$  \hspace{1cm} (2.8)

where $W_{\text{TH}}$ is the spherical top hat filter. The “amplitude parameters”, $A_s$ and $\sigma_8$, are defined on different scales and at different epochs; in particular, while $A_s$ is a primordial quantity with direct interpretation in terms of early-time physics, $\sigma_8$ is a late-time quantity, with more direct interpretation from observations of LSS clustering. Also note that the primordial amplitude $A_s$ is defined with respect to a certain pivot scale given in Mpc units, while the scale of interest for $\sigma_8$ has $h^{-1}\text{Mpc}$ units. Therefore, the wave-number $k$ in eq. (2.7) is given in $\text{Mpc}^{-1}$ units, while in eq. (2.8) and in what follows we write $k$ in units $h\text{Mpc}^{-1}$.

The reference cosmology $\Omega^{\text{ref}}$ used throughout this work, if not stated otherwise, is given in table 1 for the parameter base introduced in eq. (2.1) and other derived parameters. We refer to this set of parameters as “Planck”.

| Cosmology | $\omega_{\text{cdm}}$ | $\omega_b$ | $h$ | $\sigma_8$ | $n_s$ | $M_{\nu}$ [eV] | $\Omega_m$ | $r_d$ [Mpc] |
|-----------|---------------------|-----------|-----|------------|-------|----------------|----------|----------|
| Planck    | 0.1190              | 0.022     | 0.676 | 0.8288     | 0.9611 | 0.06           | 0.31     | 147.78   |

Table 1. Reference values of cosmological parameters for the ΛCDM base of eq. (2.1) and its derived parameters, the matter density parameter, $\Omega_m$, and the sound horizon at radiation drag, $r_d$. As it is customary, we report $r_d$ in units Mpc, although we use $h^{-1}\text{Mpc}$ units throughout the rest of this work. The reported parameter values are close to the Planck best-fit cosmology [2].

2.2 Parameter dependence of the (real space) linear matter power spectrum

The main quantity needed to model the observable galaxy power spectrum multipoles is the real-space, linear matter power spectrum, $P_m(k)$. Here, we illustrate its dependence on key cosmological and physical parameters. Real world effects such as galaxy bias are discussed in section 2.3. As eq. (2.7) indicates, the primordial power spectrum is assumed to be a power law with an amplitude $A_s$ and a spectral slope $n_s$. These quantities are set by the mechanism that generated the initial conditions, but not by the subsequent evolution of the Universe. The late-time linear matter power spectrum is not a power law; this is encoded by the transfer function, which captures linear physics relevant after the end of inflation. As such, it depends on the content of the Universe, and its early-time expansion history.

The primordial power spectrum is always defined for $k$ in units of $\text{Mpc}^{-1}$. The LSS power spectrum on the other hand is usually defined for $k$ in units of $h\text{Mpc}^{-1}$. This is intimately related to the fact that observations measure angles and redshifts and not distances directly.
Hence, distances are obtained assuming a specific theoretical model, with specific parameters values, as given by the reference model. The model-dependence of this step can be made more transparent by defining distances in units of a theoretical quantity (or “ruler”) and then making explicit the scaling of the power spectrum and the wave vector with the theory ruler. The use of “little $h$” is the classic example, with $h = H_0/H_0^{\text{ref}}$ where the reference model has $H_0^{\text{ref}} = 100 \text{ km s}^{-1} \text{ Mpc}^{-1}$. Moreover, as it will become clear below, it is useful to go beyond $h$ and also consider scaling of distances with respect to the BAO standard ruler, the sound horizon at radiation drag, $r_d$, yielding $s \equiv r_d/r_d^{\text{ref}}$; $s$ enters the normalization of the power spectrum and the scaling of the wave vector in much the same way as $h$.

In the top panel of figure 1 we show the matter power spectrum for the “Planck” cosmology (solid black line), and the one corresponding to a universe without baryons, where all the matter consists of dark matter (dotted black line). The latter can be described by only one characteristic scale, the scale of matter-radiation equality,

$$k_{\text{eq}} = a_{\text{eq}}H_{\text{eq}} = 7.46 \times 10^{-2} \frac{\omega_{\text{ch}}}{h} \left( \frac{T_0}{2.7 \text{ K}} \right)^{-2}, \quad (2.9)$$

which corresponds to the modes entering the Hubble horizon at the redshift of equality, $z_{\text{eq}}$, which depends on the physical density $\omega_{\text{ch}} = \omega_{\text{cdm}} + \omega_b$ comprising cold dark matter and baryons. The numerical calculation of the matter power spectrum is carried out with the Boltzmann code CLASS [48], which uses $\omega_{\text{cdm}}$ as input parameter. However, for some applications it is more instructive to show the parameter $\omega_{\text{ch}}$.

The effect of baryons on the matter power spectrum is characterized by an additional scale, the sound horizon at baryon radiation drag epoch,

$$r_d = \int_{z_d}^{\infty} \frac{d\tilde{z}}{H(\tilde{z})} c_s(\tilde{z}) , \quad (2.10)$$

where $c_s(z)$ is the sound speed of the tightly coupled photon-baryon fluid, and $z_d$ the epoch of baryon drag. This is the maximum scale over which baryon pressure waves could have travelled from initial times until the baryon-photon decoupling. The sound horizon has two major effects on the power spectrum, which can be seen in figure 1 by comparing the dotted to the solid black line. First, it acts as a Jeans scale, damping the power spectrum for modes $k_{\text{damp}} > 1/r_d$ (green dashed line). Second, it introduces the BAO, whose peaks and troughs locations are given by the red and blue dotted lines. Interestingly, the slope of the baryon suppression reaches its maximum at the same scale that corresponds to the zero-crossing before the first BAO trough at $k_{\text{slope}} = \pi/r_d$ (green dotted line). This shows that the scale of the suppression and the BAO wiggle position are indeed directly linked to each other by $r_d$. We anticipate here that we will make use of this important fact in section 3.3.

In the middle panel of figure 1 we show the normalized derivative of the matter power spectrum with respect to the base ΛCDM parameters introduced in section 2.1. The effect of varying $\sigma_8$ (black dashed line) and $n_s$ (orange dashed line) is trivial, they just change the power spectrum global amplitude and tilt respectively. The sum of neutrino masses $M_\nu$ (magenta dashed line) acts as a step-like suppression at the scales at which neutrino free streaming occurs $k \approx 0.01 \text{ h}^{-1} \text{ Mpc}$. Note that the differential of each parameter $\partial \Omega_i$ is normalized by a factor $\Delta_i$ as to match the effect of $\sigma_8$ at large scales. While varying one parameter, all other parameters are fixed to their fiducial value in table 1. In effect, the normalized derivative with respect to each parameter is the same at the smallest wavevectors.
Figure 1. Top panel: Linear matter (cold dark matter + baryons+ neutrinos) power spectrum $P_m(k)$ at $z = 0$ and its characteristic scales: the equality between matter and radiation $k_{eq}$ (black dashed vertical line), the turn-around, which coincides with $k_{eq}$, the BAO-peaks and -troughs (red and blue vertical dotted lines, respectively) estimated as function of $r_d$, and the scale where the baryon suppression reaches its maximal slope, $k_{slope} = \pi/r_d$ (green dotted vertical line). To highlight the baryon suppression effect, the black dotted line shows $P_m(k)$ in the zero-baryon case for comparison. Middle panel: $z = 0$ $P_m(k)$ parameter dependence for varying $\Omega_i \in \{\omega_{cb}, \omega_b, h, n_s, \sigma_8, M_\nu\}$. The normalization factors $\Delta_i$ are chosen such that all parameters have the same impact on the power spectrum as $\sigma_8$ in the large scale limit. Bottom panel: same lines as in the middle panel, but after rescaling by $r_d$ according to eq. (2.11), so that the BAO wiggle positions overlap. In all panels, the non-shaded $k$-range highlights the usual observed range for spectroscopic galaxy surveys, $0.008 \leq k \leq 0.5$. This figure should remind the reader of the landmark works [20, 46, 47] and references therein.

and the zero-crossing occurs at the same characteristic wavevector $k \approx 1/(8\,h^{-1}\text{Mpc})$ for the cases where $\sigma_8$ is fixed.
We can appreciate that the parameters \( \{ \omega_{cb}, \omega_b, h \} \) have the same effect on the small and large scale limit, but show differences at intermediate scales: the onset of suppression on scales \( 0.01 < k [\text{hMpc}^{-1}] < 0.05 \) and the oscillation amplitude and position on scales \( 0.05 < k [\text{hMpc}^{-1}] < 0.5 \). However, from the plot it is not clear whether different apparent amplitudes are related to a pure change in amplitude or to the shift of BAO position.

Therefore, in the bottom panel of figure 1 we show the same cases after rescaling by \( s \), the shift in sound horizon corresponding to the shift in cosmological parameter, such that the BAO position overlaps for all the lines,

\[ P_m(k) \rightarrow \hat{P}_m(k) = \frac{1}{s^3} P_m \left( \frac{k}{s} \right), \quad s = \frac{r_d(\Omega_i + \partial \Delta \Omega_i)}{r_d(\Omega_i)} \]  \hspace{1cm} (2.11)

Lines corresponding to a shift in parameters that leave \( r_d \) unchanged (dashed lines) are, of course, unaffected by the rescaling. For \( \sigma_8 \) this is not strictly correct, there is a residual dependence on the scale in the filter function (see eq. (2.8)), as \( \sigma_8 \) does change after the transformation (2.11). Here we actually used a redefinition of \( \sigma_8 \) introduced and motivated in section 3.1.

On the other hand, for the parameters that have an impact on \( r_d \) (solid lines), we observe a systematically different behaviour. First, the effect of the parameter \( h \) is completely absorbed by the rescaling, because we express the sound horizon \( r_d \) in \( h^{-1} \text{Mpc} \) units. Second, \( \omega_{cb} \) and \( \omega_b \) have a nearly identical effect on the slope, with only a small offset coming from \( k_{eq} \). In fact, \( k_{eq} \) and \( r_d \) are closely related within standard \( \Lambda \text{CDM} \), as the relevant physical effects leading to these scales occur at relatively adjacent times, not allowing for much freedom to change one without changing the other. Third, while their effect on the slope is qualitatively similar in the \( k \)-range of interest, \( \omega_b \) has a larger impact on the BAO wiggle amplitude than \( \omega_{cb} \). This is expected, as the amplitude depends on the ratio \( \omega_b/\omega_{cb} \). Note that, to reduce the dynamic range to display in figure 1 (and to normalize their effect on large scales), \( \Delta \omega_{ch} \) has a different sign than \( \Delta \omega_b \). Although the effect of the parameters \( \omega_{cb}, \omega_b \) and \( n_s \) on the shape of the matter power spectrum is expected to be somewhat degenerate, the change in slope by \( \omega_{cb}, \omega_b \) is scale-dependent, while for \( n_s \) it is scale-independent by definition. We will come back to this point later.

Of course what the figure shows and the discussion refers to is the effect of the \( \Gamma \) parameter \( (\Gamma \sim \Omega_{m}h) \) in \( \Lambda \text{CDM} \) where however the \( \sim \) sign is key as there is a rich dependence on early-time physics in the shape of the matter transfer function see e.g., [46, 47, 49] and the extensive discussion in [20]). These references, especially [20] as will be clear later, are key to offer a physical interpretation of the information provided by the power spectrum and transfer function shape.

From this purely theoretical investigation of the linear matter power spectrum we conclude that when trying to measure even the base \( \Lambda \text{CDM} \) parameters directly from clustering data, without external priors or data-sets, the resulting constraints are expected to be highly degenerate.

In particular, we have shown that the effect on the power spectrum slope of \( \{ \omega_{cb}, \omega_b, h, n_s \} \) (or of \( \{ \omega_{cb}, \omega_b, n_s \} \) when removing the \( r_d \) dependence) is qualitatively similar. The situation is further complicated by the fact that we observe galaxies, which are biased tracers of the cold dark matter + baryon power spectrum in redshift space, and with non-linear corrections playing an important role. It is well known that using the matter power spectrum or the cold dark matter + baryon power spectrum as an input for modelling the galaxy clustering in
We start by writing the density and velocity real space spectra for biased tracers at 1-loop standard perturbation theory (SPT) as in [53]:

\[
P_{g,\delta\delta}(k) = b_1^2 P_{m,\delta\delta}(k) + 2b_2 b_1 P_{m,\delta\varphi}(k) + 2b_3 b_1 P_{b,\delta\varphi}(k) + 2b_2 b_3 b_1 \sigma_3^2(k) P_{m,\text{lin}}(k)
\]

\[
P_{g,\delta\theta}(k) = b_1 P_{m,\delta\theta}(k) + b_2 P_{m,\delta\vartheta}(k) + b_3 P_{m,\delta\vartheta}(k) + b_3 \sigma_3^2(k) P_{m,\text{lin}}(k)
\]

\[
P_{g,\theta\theta}(k) = P_{\theta\theta},
\]

where \(P_{xy}\) with \(x, y = \delta, \theta\) are the auto and cross power spectra of non-linear density (\(\delta\)) and velocity (\(\theta\)) perturbations, \(P_{m,\text{lin}}\) denotes the linear matter power spectrum and \(P_{b,\text{lin}}\) represent 1-loop corrections to the linear bias expansion. The exact expressions for these terms and \(\sigma_3\) can be found in eq. B2-B7 of [54]. Biasing is parametrized by four bias parameters, the first and second order biases \(b_1, b_2\) [55], and the non-local biases \(b_3, b_3\) [56]. Under the assumption of local Lagrangian conditions these two non-local biases can be written as a function of \((b_1 - 1)\) and are not independent parameters. Some studies have shown that in general this local condition holds for dark-matter haloes [57–59], but is not necessarily true for galaxies with an arbitrary halo occupation distribution e.g., [60]. We follow the usual assumption that, at the scales of interest, the galaxy velocity field is unbiased.

Going from real space to redshift space introduces an additional dependence on the angle \(\theta\) of wavevectors with respect to the line-of-sight (LOS), which is usually parametrized by \(\mu = \cos(\theta)\). It is widespread to adopt the redshift space formulation from [61] and extended by [62],

\[
P_{\text{RSD}}(k, \mu) = \left(1 + [k \mu \sigma_P]^2 / 2\right)^{-2} \left[ P_{g,\delta\delta}(k) + 2f \mu^2 P_{g,\delta\theta}(k) + f^2 \mu^4 P_{g,\theta\theta}(k) + b_1^2 A^{\text{TNS}}(k, \mu, f/b_1) + b_1^4 B^{\text{TNS}}(k, \mu, f/b_1) \right],
\]

where the Lorentzian damping term in front incorporates the effect of non-linear RSD, also called Fingers-of-God effect. Here \(\mu\) is the cosine of the angle to the LOS, \(\sigma_P\) is a phenomenological incoherent velocity dispersion parameter, and \(f\) denotes the linear growth rate \(dD/d\ln a\) where \(D\) is the linear growth factor and \(a\) the scale factor. Eq. (2.13) describes the so-called TNS model (see the definition of the coefficients \(A^{\text{TNS}}, B^{\text{TNS}}\) in [62]). We follow the usual approach of expanding the power spectrum \(\mu\)-dependence in the Legendre-polynomials orthonormal base. This procedure allows us to describe the LOS dependence through a series of multipoles. Although the multipole-expansion requires an infinite set of multipoles, in practice just the first 2 or 3 non-null multipoles are used.\(^2\) The power spectrum multipoles are thus constructed by integrating \(P_{\text{RSD}}\) times the corresponding Legendre polynomials over \(\mu\)

\[
P^{(\ell)}_{\text{RSD}}(k) = (2\ell + 1) \int_{-1}^{1} P_{\text{RSD}}(k, \mu) \mathcal{L}_\ell(\mu) d\mu.
\]

\(^2\)In the same fashion an infinite \(\mu\)-binning is required to extract the full available information, but in practice signal-to-noise arguments limit this to just 2 or 3 bins in \(\mu\) (see for e.g., [63]).
Combining the signal from the monopole ($\ell = 0$) and quadrupole ($\ell = 2$) allows to break the usual large-scale degeneracy between linear bias and growth of structure. Adding the hexadecapole ($\ell = 4$) helps in breaking degeneracies between the AP effect and redshift space distortions. Although the non-linear terms $\{A, B\}^{\text{TNS}}$ of eq. (2.13) include $\mu^6$ and $\mu^8$ contributions, the amount of information of these in the scales of interest is very small, and so, the information contained in the higher-order multipoles ($\ell > 4$). For this reason all the cosmological analysis up-to-date stop at the hexadecapole level. We do not consider the odd-multipoles such as the dipole ($\ell = 1$) and octopole ($\ell = 3$) in our standard cosmological analyses. These are, by definition, zero under the flat-sky approximation and in the absence of selection effects, and do not contain cosmological information. However, some recent studies have shown that these measurements may be useful for an accurate modelling of the window function at very large-scales (wide-angle effects) on real surveys [64].

2.4 Extracting cosmological information from the galaxy power spectrum: An overview of BAO, RSD and FM analyses

A spectroscopic galaxy survey measures the redshifts of a large number of targeted galaxies at a given angular position. The galaxies are grouped in redshift bins with different effective redshift. For each bin the summary statistics are measured, these are the 2-point correlation function and power spectrum; the 3-point correlation function and bispectrum, and even higher order moments if needed. These statistics may contain several spurious signals related to how the observations have been performed: the angular and radial selection function [65]; the effect of imaging observational systematics [9]; the effect of redshift failures or collisions [66, 67]; which need to be corrected either in the catalogue (usually by weighting the galaxies, or down-sampling the random catalogue) or by accounting them in the modelling part.

In a nutshell, the standard approach, (e.g., BAO and RSD analyses, which from now on we will refer to as “classic” approach) relies in compressing the data into physical observables that, i) represent the universe’s late-time dynamics; ii) are as much as possible model-independent; and iii) can be in turn interpreted in light of the cosmological model of choice.

In the case of the classic BAO analysis the physical observable is the position of the BAO peak in the clustering signal along and across the LOS. Thus, in this approach a power spectrum or correlation function template (computed once for a reference cosmological model) is used to fit the data, that is separated into a wiggle or oscillatory component containing the BAO information, and a broadband component (also referred to as non-wiggle or smooth), which does not contain any BAO information. The smooth component is marginalized over and the BAO position is measured by rescaling the wiggle component by the following free (physical) parameters,

$$\alpha_\perp(z) = \frac{D_M(z)}{D_M^\text{ref}(z)} \frac{r_d^\text{ref}}{r_d}, \quad \alpha_\parallel(z) = \frac{H(z)}{H^\text{ref}(z)} \frac{r_d^\text{ref}}{r_d}.$$  \hspace{1cm} (2.15)

These are used as rescaling variables and correspond to the ratios between the underlying and the reference distances across and along the LOS in units of the sound horizon at baryon drag epoch defined in equation (2.10).

\footnote{The BAO amplitude is also damped in the wiggle component in order to account for the bulk-flow motions.}

\footnote{The reference (sometimes referred to as “fiducial”) distances depend on the chosen model used to convert redshifts into distances. On the other hand, the reference sound horizon is the theory prediction of the reference model (for fixed-template approaches). Although one could choose two different reference models, for the sound horizon and the distances, is of common practice to use the same, which is the approach we follow in this work.}
In practice, the combined scaling is applied to the model via a coordinate transformation of wavevector $k$ and cosine of angle with respect to the LOS $\mu$

$$k \rightarrow \tilde{k} = \frac{k}{\alpha_\perp} \left[1 + \mu^2 \left(\frac{\alpha_\perp^2}{\alpha_\parallel^2} - 1\right)\right]^{1/2}, \quad (2.16)$$

$$\mu \rightarrow \tilde{\mu} = \mu \frac{\alpha_\perp}{\alpha_\parallel} \left[1 + \mu^2 \left(\frac{\alpha_\perp^2}{\alpha_\parallel^2} - 1\right)\right]^{-1/2}. \quad (2.17)$$

Finally, the modeled power spectrum multipoles of eq. (2.14) can then be written in terms of the transformed coordinates as

$$P_R^{(\ell)}(k) = \frac{(2\ell + 1)}{2\alpha_\perp^2 \alpha_\parallel} \int_{-1}^{1} P_{\text{model}}(\tilde{k}(k, \mu), \tilde{\mu}(\mu)) L_\ell(\mu) \, d\mu. \quad (2.18)$$

Hence, the classic BAO analysis compresses the measured galaxy power spectrum multipoles in a given redshift bin, into $\alpha_\parallel, \alpha_\perp$, which are interpreted as the BAO peak position information, along and across the LOS, at that redshift. These quantities describe the geometry and expansion history of the Universe in a model-independent way. Under the umbrella of ΛCDM, they can be interpreted in terms of the $\Omega_m$ and $H_0r_d$ variables. However, the scaling parameters do not capture the effect that $\Omega_m, H_0$ and the matter-radiation equality scale have on the matter transfer function which contains extra, non-BAO-based, cosmological information [20, 43, 68].

A widely used approach to enhance the BAO signal and obtain more stringent constraints on cosmological parameters, is the reconstruction algorithm e.g., [23, 69, 70], that uses the measured overdensity field to sharpen the BAO peak by partially undoing non-linear evolution. Although it involves weak model assumptions (such as GR, linear bias, homogeneity, etc ...), the bulk of information obtained after reconstruction is still purely geometric and model-independent. In a recent work, [24] show how some of these assumptions have a negligible impact on the final results.

In the case of the classic RSD analysis, the physical observable is not only the BAO position, but also the anisotropy signal generated by redshift space distortions, mainly at linear and quasi-linear scales. The analysis follows a similar strategy as the BAO analysis, with the difference that the scaling parameters are applied to the full $P_R^{(\ell)}(k)$ template (i.e., the $P_R^{(\ell)}(k)$ for a reference cosmological model) without any wiggle-broadband decomposition. Due to the inclusion of the broadband signal, the RSD analysis is sensitive to the monopole-to-quadrupole ratio which is parametrized by $f\sigma_8$. The growth rate of structures $f$, is responsible for the large-scale bulk velocity component along the LOS, that induces an enhanced clustering signal in this direction. Unlike the anisotropic signal generated by the AP effect, the enhanced clustering caused by the RSD does not modify the BAO peak position: this makes it possible to disentangle the RSD from the AP effect, that otherwise would appear very degenerate. Note that, what we call “classic RSD analysis” has been called Full Shape analysis in earlier works, as it includes both the BAO and the broadband. However, this name is too easy to

---

5To be precise, the ratio is only parametrized by $f$, while the absolute amplitude is given by $\sigma_8$, which is fixed by the template. In practice, both parameters are very degenerate and the combination $f\sigma_8$ is template-independent.
confuse with what we call “Full Modelling analysis”. Hence the name RSD analysis, which can be thought of as an enhanced BAO (or ‘BAO-plus’ as in the SDSS-IV official release\(^6\)) analysis, that also includes the amplitude part of the broadband and its anisotropy, induced by RSD.

The classic RSD analysis compresses the power spectrum multipoles into \(\alpha_\parallel, \alpha_\perp, f\sigma_8\), similarly to what the classic BAO analysis does, but with the additional growth of structures information. It is well known that in GR \(f\) is determined by \(\Omega_m\) (the growth history being completely determined by the expansion history).\(^7\) The classic approach however, does not make this connection and treats \(f\sigma_8\) as an independent quantity to be measured directly.

Therefore, in the case we assume a flat ΛCDM model and GR as the theory of gravity, \(f\sigma_8\) is effectively a measurement of \(\sigma_8\), as within ΛCDM \(\Omega_m(z)\) is obtained from \(\alpha_\parallel\) and \(\alpha_\perp\) and within GR the growth rate evolution \(f(z)\) is completely fixed by \(\Omega_m(z)\). Crucially, the constraining power on \(\sigma_8\) comes from the effect that \(\Omega_m(z)\) has on the background, not the effect of the matter density on the epoch of matter-radiation equality and thus on the shape of the transfer function. In summary, the classic RSD analysis is only sensitive to the effect that \(\Omega_m, H_0, r_d\) and \(\sigma_8\) have at the level of BAO peak position and the relative amplitude of the isotropic and anisotropic signals, but not on their effects on the matter transfer function itself. This is an important point to bear in mind: the shape of the matter transfer function is set by the physics of the early Universe \((z > 1000)\); on the other hand, the expansion history and growth history probed by the “classic” BAO/RSD approach is only sensitive to late-time physics \((z \sim z_{\text{sample}} \lesssim 1)\) where \(z_{\text{sample}}\) denotes the typical redshift of the galaxy sample used to measure the power spectrum multipoles).

“Classic” BAO and RSD analyses have in common a key aspect: the attempt to compress, in a lossless way, the robust part of \(P(\ell)(k)\) signal into physical observables, that only depend on the late-time geometry and kinematic in a model-independent way, and not on other physics relevant to processes at play at a different epoch in the Universe evolution such as equality scale, sound horizon scale, primordial power spectrum or other quantities that enter in the matter transfer function.

In practice, this is achieved by fixing the power spectrum template: the information contained in the transfer function does not propagate into \(\alpha_\parallel, \alpha_\perp\) and \(f\sigma_8\). It can be demonstrated that this assumption actually holds by testing the universality of \(f\sigma_8\) and the radial and angular distances in units of \(r_d\),

\[
\frac{D_M(z)}{r_d} = \alpha_\perp(z) \frac{D_M^{\text{ref}}(z)}{r_d^{\text{ref}}} \\
\frac{D_H(z)}{r_d} = \frac{c}{H(z)r_d} = \alpha_\parallel(z) \left[H^{\text{ref}}(z), r_d^{\text{ref}}\right]^{-1} c
\]

(2.19)

when performing the fits with different power spectrum templates. In the case of BAO analysis, this universality has been demonstrated to hold impressively well even for exotic Early Dark Energy (EDE) and \(\Delta N_{\text{eff}}\) models \([71]\). The template independence for the RSD analysis has been studied for eBOSS \([72]\) yielding reassuring results.\(^8\)

\(^6\)https://svn.sdss.org/public/data/eboss/DR16cosmo/tags/v1_0_1/likelihoods/

\(^7\)For models where dark energy has an equation of state parameter different from \(w = -1\), this parameter also appears with \(\Omega_m\) in the expression for \(f\) but introduces only small corrections.

\(^8\)While the small residual template dependence has been small enough (a factor 5 smaller than the statistical errors) for eBOSS data, improvements might be needed for future data.
While BAO fits are very mildly affected by non-linear corrections (the reconstruction step removes the bulk of the non-linear effects on the BAO signal and the small scales non-linear corrections are marginalized), for RSD fits it is important to model the $P^{(\ell)}(k)$ up to 1-loop or 2-loop order in Perturbation Theory (PT). In the classic approach these are usually computed once for the reference cosmology of the template, and scaled by $\alpha_\parallel$, $\alpha_\perp$ and $f\sigma_8$ accordingly during the fit. It has been shown that the PT kernels have a very weak dependence on cosmology [73], so that the amplitude parameters $(f, \sigma_8)$ can just be a re-scaling and this is a valid assumption.

Recently, there have been a series of works following a fundamentally different route than the classic BAO and RSD analyses and very close to the way CMB data are analysed and interpreted. This approach avoids the compression step and directly fits cosmological models to the $P^{(\ell)}(k)$ signal. We do not review the technical details of this approach here, we direct the reader to the references for that, but highlight important similarities and differences with the “classic” approach. As the parameter space is explored (usually via a MCMC), the likelihood evaluation involves calculating for every choice of cosmological parameter values the model prediction of the transfer function and the non-linear correction to the power spectrum corresponding to perturbation theory frameworks such as EFT e.g., [39, 42] or gRPT [76]. We call this approach the “Full modelling” (FM) analysis/fit in what follows. In this approach the parameter dependence of the transfer function and the geometry are not kept separated; in this way the information carried by the shape of the transfer function improves constraints on cosmological parameters that are usually interpreted as purely geometrical (e.g., $\Omega_m, h$).

This connection between early-time transfer function and late-time background dynamics in-built in the FM approach can be seen as an “internal model prior”. The classic fixed template methods do not invoke a prior of that kind, as they do not establish this link. Such approaches are not taking advantage of a model prior and are thus recognized as “model-independent”. While it is true that the template is fixed, it has been extensively demonstrated, that this choice does not introduce biases nor affect the error-bars. e.g.,[71] and refs therein. For this reason in the “classic” approach the choice of the cosmological model matters only at the stage of interpreting the constrains on the physical (compressed) parameters as constrains on cosmological parameters, with the physical (compressed) parameters being effectively model-independent. Of course this compression is not lossless, but, as extensively shown in the literature (see e.g. [77]), it captures fully the relevant information and there is conscious control on the information loss [33, 78–80]. In the FM approach on the other hand, the cosmological model must be chosen ab initio. Figure 7 of [39] drives this point home: in the FM approach for simple extensions of the ΛCDM that change late-time physics assumptions, the resulting error-bars increase to almost match those of the classic approach.

In practice, the FM approach must “undo” the effect of the reference model assumed to transform redshifts and angles into distances. This is achieved (see section 2.2. of [42]) by rescaling the modeled power spectrum multipoles from the model in consideration $\Omega$ to the reference $\Omega^{\text{ref}}$. This is similar to eq. (2.18) with the only difference that the “$\alpha$ scaling parameters” are replaced by the so-called late-time scaling parameters defined as

---

9As already mentioned, and for historical completeness, this is more a going back to the way galaxy surveys were analysed before circa 2010 rather than a radically new idea see e.g., [28–30, 63, 74, 75]
Table 2. Overview of the three main approaches to extract cosmological information from galaxy surveys to date.

| Fit type                  | Classic BAO Fit | RSD Fit | Full Modelling FM fit |
|---------------------------|-----------------|---------|-----------------------|
| Information Source        | BAO Wiggles only| BAO + $P^{(r)}(k)$ amp. | Full $P^{(r)}(k)$      |
| $P_{\text{lin}}(k)$ template | fixed           | fixed   | varies with model     |
| Non-linear correction     | marginalized over| computed once | varies with model     |
| Scaling parameters        | free $\alpha_{||}$, $\alpha_{\perp}$ | free $\alpha_{||}$, $\alpha_{\perp}$ | $\alpha_{||}$, $\alpha_{\perp}$ derived by model |
| Linear RSD                | marginalized over| free $f$ | $f$ derived by model |
| Global amplitude          | $\sigma_8$ fixed or free | free $\sigma_8$ or $A_s$ | done in a single step, but whole fit needs to be repeated |
| Cosmological interpretation| $\alpha_{||}$, $\alpha_{\perp}$ can be compared to any model, sensitive to $\Omega_m, H_0 r_d, A_s, D(z)$ | $\alpha_{||}$, $\alpha_{\perp}$, $f\sigma_8$ can be compared to any model, sensitive to $\Omega_m, H_0 r_d, A_s, D(z)$ | for each model |

\[
q_{\perp}(z) = \frac{D_M(z)}{D_{M\text{ref}}(z)} , \quad q_{||}(z) = \frac{D_H(z)}{D_{H\text{ref}}(z)} , \quad q_0(z) = \left[ q_{\perp}^2(z)q_{||}(z) \right]^{1/3} = \frac{D_V(z)}{D_{V\text{ref}}(z)} , \quad D_V = \left[ D_M^2(z)D_H(z) \right]^{1/3} ,
\]

and $q_0$ is the late-time scaling associated to the power spectrum monopole. It describes the volume-averaged, isotropic distance scaling and is of integral importance as we will discuss later. The main differences between the FM analysis and the classic BAO/RSD analyses are summarized in table 2.

2.5 BAO, RSD, and FM analyses: Direct comparison on data

How do the differences between the FM and the classic approach described above translate into differences in cosmological parameter constraints? In the left panel of figure 2 we show the 1-$\sigma$ and 2-$\sigma$ confidence intervals in the $\omega_{\text{cdm}} - h$ plane obtained from fitting the flat $\Lambda$CDM model to BOSS DR12 \cite{82} data using the Boltzmann code CLASS \cite{48} within the cosmological Sampler MontePython\textsuperscript{10} \cite{83} for three cases as follows. We fit the model to the compressed variables $\{\alpha_{||}, \alpha_{\perp}, f\sigma_8\}$ obtained from the Fourier Space RSD fit \cite{81} (grey contours) and from the consensus BAO (post-reconstruction) + RSD fit \cite{26} (orange contours). Additionally, we show the constraints of the FM fit using the EFT approach and the publicly available code with the standard settings as in \cite{39} \textsuperscript{11} (blue contours). Recall that, as in the baseline set up of \cite{39} $h, A_s$ and $\omega_{\text{cdm}}$ are varied with a flat uninformative prior, tight priors are imposed on $\omega_b$ ($\omega_b = 0.02268 \pm 0.00038$, Gaussian) and $M_{\nu}$ ($0.06 \text{eV} < M_{\nu} < 0.18 \text{eV}$, flat) and $n_s$ is fixed to its Planck 2018 base $\Lambda$CDM value. It is evident that the “internal model prior” of the FM fit leads to substantially more precise constraints than the classic method.

In past and present data releases of spectroscopic galaxy surveys, cosmological results are almost never presented for galaxy clustering data alone, but usually in combination with

\textsuperscript{10}The code can be found at https://github.com/brinckmann/montepython_public
\textsuperscript{11}We use their publicly available code https://github.com/Michalychforever/CLASS-PT from [39] and its interface with MontePython https://github.com/Michalychforever/lss_montepython
Figure 2. Posterior results of the base ΛCDM runs – where, following [39] \( h, A_s \) and \( \omega_{\text{cdm}} \) are varied, tight Gaussian priors are imposed on \( \omega_b \) and \( M_\nu \) and \( n_s \) is fixed on BOSS DR12 data alone (left panel) and in combination with Planck (right panel) in the \( (\omega_{\text{cdm}} - h) \) plane. Grey contours correspond to the 68% and 95% confidence levels of the classic RSD-fit from [81], orange contours to the BOSS consensus result combining RSD and BAO analyses on pre- and post-reconstructed catalogues, respectively, [26] and blue contours to the FM-fit using the EFT approach from [39]. The red star corresponds to a trial model close to the RSD bestfit and still within 1-σ of the BAO+RSD constraints, but completely excluded by the FM constraints.

Figure 3. Left panel: the datapoints correspond to the BOSS DR12 BAO+RSD consensus results from [26]. The blue line is the model prediction from the FM bestfit, the red dashed line from the trial model (red star in figure 2). Right panel: here both models are compared to the monopole and quadrupole measurements from CMASS NGC. The grey dashed line corresponds to the trial model evaluated with the classic RSD method, while the red dashed line is computed with the FM method (with refitted nuisance in both cases).

other datasets, especially with CMB data such as Planck [2]. This effectively fixes the sound horizon scale and the shape of the transfer function, so that the remaining galaxy clustering information beneficial for cosmological constraints is mostly captured by the geometrical
information alone. In this particular case, as we see in the right panel of figure 2, the FM and RSD fits deliver effectively equivalent results. One may argue that the classic template-based fits have hence been designed to constrain cosmology in combination with Planck, which justifies fixing the template to Planck’s cosmology in the first place. We stress here that this is not the case. Crucially, the agreement between the FM and classic fits is independent of the template used for the classic analysis, e.g., even for a template very different from the Planck cosmology, the obtained geometrical information would be the same. This is shown in appendix B, see also [72] for reference.

However, in this work we are especially interested in constraining cosmology with LSS data alone. In order to further understand, also visually, where the difference in constraining power between the fitting approaches arises, let us compare two suitably chosen models directly to the measurements.

From figure 2 (left panel) we select two models: the bestfit model from the FM fit located at the center of the blue contours, and a trial model displayed with the red star, selected such that it is still within the joint 1-$\sigma$ region in the $\omega_{cdm}-h$ plane of the BAO+RSD fit and close to the bestfit value of the RSD fit. In figure 3 we compare the FM-bestfit model (blue solid line) and the trial model (red dashed line) both evaluated within the EFT framework to the data. In the left panel they are compared to the compressed variables corresponding to the BOSS DR12 consensus values (corresponding to the orange contours in figure 2). None of the models seems to be a particularly better fit than the other. In fact, both reside at the 1-$\sigma$ boundary of the orange contour in figure 2 within the same degeneracy direction between $\omega_{cdm}$ and $h$. This is why they are basically indistinguishable in $D_M(z)/r_d$. The right panel shows the two models in comparison with the measured $P(\ell)(k)$ signal; for conciseness we only show the BOSS NGC sample at $z = 0.61$, as the picture does not change qualitatively for the other samples. Now it is possible to appreciate that the trial model (with refitted nuisance parameters) is a much worse fit, in fact it is completely excluded by the FM method. So why it is still a good fit within the classic method? The grey dashed line shows the trial model $P(\ell)(k)$ evaluated within the RSD framework as follows. We use the values of $\{\alpha_\parallel, \alpha_\perp, f\sigma_8\}$ calculated from the trial model, apply them to the reference template and refit the nuisance parameters to the data. Since the transfer function is not altered during that process, the difference between the solid blue and the dashed grey line is purely geometrical (see left panel). This is why the trial model monopole is basically identical to the one of the bestfit model (the gray dashed line is indistinguishable from the blue line) and only the quadrupole shows some (small and statistically insignificant) residual differences due to the AP and RSD anisotropies.

It should be noted that the perturbation theory models implemented in this comparison are different between the FM and the classic RSD methods. Later we show, that the differences are unimportant in practice, as the agreement between the methods in the right panel of figure 2 indicates. To understand the meaning and relevance of the extra information that the FM fit captures, in the next section we show how to encode this extra information with a simple phenomenological extension of the classic fit which will enable one to bridge the two approaches in a transparent way.

3 Connecting FM analysis and classic RSD analysis: ShapeFit

We now proceed to present a way to connect the two “classic” and FM approaches which, for reasons which will become clear later, we call “ShapeFit”. We will demonstrate that two ingredients are needed to bridge the two approaches: the correct definition, application and
interpretation of the scaling parameters and the ability to model the signatures of early-time physics in the large-scales broadband shape of the real-space matter power spectrum.

### 3.1 Connection: scaling parameters interpretation

The "late-time scaling" used in the FM approach (described at the end of section 2.4) takes into account that the data is measured for a certain redshift-distance mapping corresponding to the reference model. Here, for purely pedagogical purpose, we review this late-time rescaling from a different point of view: What if, instead of scaling the model in consideration to the measured data, we correct the data in order to match the model at each step. For simplicity, we now focus on the real-space monopole data $P_{\text{data}}^{(0)}$ (without loss of generality) and write conceptually\(^\text{12}\) how to scale it from the reference $\Omega^{\text{ref}}$ to the model in consideration $\Omega$, \(^\text{12}\)

\[
P_{\text{data}}^{(0)}(k, \Omega) = q_0^3 P_{\text{data}}^{(0)}(q_0 k, \Omega^{\text{ref}}) .
\]

It is important to note that this operation involves the "average late-time scaling parameter" $q_0$ defined in (2.20) at two places: Inside the argument of $P_{\text{data}}^{(0)}$ and as an overall amplitude factor in units of volume. While this is a well known fact, we find it important to stress the dependence on the units here in order to motivate the next steps.

Crucially, in contrast to this "late-time scaling", we can identify an "early-time scaling" that takes into account that the linear power spectrum template is computed for the reference cosmology. The classic RSD analysis assumes\(^\text{13}\) that all the early-time cosmology dependence is captured by the sound horizon scale $r_d$ (defined in eq. (2.10)). We can apply this rescaling to the model in a similar fashion as to the data (see eq. (3.1)) by \(^\text{13}\)

\[
P_{\text{model}}^{\text{lin}}(k, \Omega) = s^3 P_{\text{model}}^{\text{lin}}(sk, \Omega^{\text{ref}}) \quad \text{with} \quad s = \frac{r_d}{r_d^{\text{ref}}} ,
\]

where, again, we need to introduce a volume rescaling $s^3$ taking into account that the power spectrum has units of volume. In this way the power spectrum amplitude is preserved when changing $s$. One can see, that the early-time rescaling on the model and the late-time rescaling on the data are very similar. The only difference is that the scaling with $s$ is purely isotropic and redshift independent, while a rescaling that involves $q_\parallel$ and $q_\perp$ allows for an additional anisotropic degree of freedom and redshift dependence. But the isotropic components of both scalings at a given redshift, $q_0$ and $s$, are indistinguishable in practice. This is the motivation for combining both scalings into the scaling parameters \(^\text{12}\)

\[
\alpha_\perp(z) = \frac{q_\perp(z)}{s} , \quad \alpha_\parallel(z) = \frac{q_\parallel(z)}{s} ,
\]

already introduced in eq. (2.15). Thus in the "classic" approach, instead of rescaling the data and the model separately, $\alpha_\perp$ and $\alpha_\parallel$ are applied to the model only, for reasons of practicality. This simply means that the data does not account for the arbitrary choice of a "fiducial" cosmology adopted to convert observed redshifts in distances to provide the input data-catalog, but the model is transformed into the "fiducial" coordinate system of the data instead. Although both ways of coordinate transformation are completely equivalent, we stress the difference in physical meaning here, as it is important later for the cosmological interpretation.

\(^\text{12}\)Eq. (3.1) is presented only for illustrative purposes, in reality one needs to take into account the full angle dependence as done in eq. (2.18) for example.

\(^\text{13}\)This is a very crude approximation as it just what is needed to shift the BAO bump to the equivalent location. So it is useful pedagogically but should not be applied as is.
3.2 New scaling for the fluctuation amplitude

Having described the scaling parameters that change the modeled power spectra horizontally, in this section we look at the parameter that captures the “vertical” information, the matter fluctuation amplitude smoothed on spheres with radius of \(8 \, h^{-1}\)Mpc (see eq. (2.8)),

\[
\sigma_8 \equiv \sigma(R = 8h^{-1}\text{Mpc}, \Omega) ,
\]
\[
\sigma^2(R, \Omega) = \int d(ln k) k^3 P_{\text{lin}}(k, \Omega) W^2_{\text{TH}}(kR) ,
\]

where \(W_{\text{TH}}(kR)\) is the spherical top-hat filter. In the classic RSD analysis the amplitude of the matter fluctuations is usually fixed to the reference cosmology. The logic is that a change in \(\sigma_8\) can be seen, in a very good approximation, as being completely absorbed into the scale-independent growth rate \(f\) and the bias parameters. In this sense, it is possible to obtain template-independent quantities just by multiplying \(f, b_1, b_2, \ldots\) by \(\sigma_8\).

However, as explained in section 3.1, the classic RSD analysis implicitly assumes the “early-time rescaling”, which induces a change in the interpretation of \(\sigma_8\) via \(\alpha_{\parallel}\) and \(\alpha_{\perp}\). Therefore, \(\sigma_8\) as defined in eq. (3.4) is actually not kept fixed while exploring parameter space during the RSD fit.

This can easily be accounted for by defining the fluctuation amplitude in such a way that it does not change during the fitting process, i.e., such that it is independent of changes in \(s\):

\[
\sigma_{s8} \equiv \sigma(R = s \cdot 8h^{-1}\text{Mpc}, \Omega) .
\]

We can show, that this quantity is indeed uniquely defined for a given reference template independent of the value of \(s\) by plugging into the \(\sigma(R)\) definition

\[
\sigma^2_{s8}(\Omega) = \int_0^\infty d(ln k) k^3 P_{\text{lin}}(k, \Omega) W^2_{\text{TH}}(ks \cdot 8h^{-1}\text{Mpc}) \mid \Omega \rightarrow \Omega^{\text{ref}}
\]

\[
= \int_0^\infty d(ln k) k^3 s^3 P_{\text{lin}}(sk, \Omega^{\text{ref}}) W^2_{\text{TH}}(ks \cdot 8h^{-1}\text{Mpc}) \mid k' = ks
\]

\[
= \int_0^\infty d(ln k') k'^3 P_{\text{lin}}(k', \Omega^{\text{ref}}) W^2_{\text{TH}}(k' \cdot 8h^{-1}\text{Mpc})
\]

\[
= \sigma^2_8(\Omega^{\text{ref}}) .
\]

To conclude, in the classic RSD analysis the fixed template fit allows for a dependence on early-time physics to be parametrized by \(r_4\). Therefore it does not actually measure the velocity fluctuation amplitude \(f\sigma_8\) defined at an absolute smoothing scale, but the quantity \(f\sigma_{s8}\), where the smoothing scale is defined relative to the sound horizon scale. This fact has been ignored in recent clustering data releases, mainly because cosmological constraints were presented in combination with Planck data, which implies \(\sigma_{s8} = \sigma_8\). But for the scope of constraining cosmology from galaxy clustering alone, we emphasize that the following statement is of particular importance and an integral part of the ShapeFit presented in this work. The three physical parameters that the classic RSD analysis actually measures at a given redshift bin, \(D_M/s, H \cdot s,\) and \(f\sigma(s \cdot 8h^{-1}\text{Mpc})\) are all given in units of the sound horizon ratio \(s\), whenever units of length are involved. This holds for cosmological distances and smoothing scales in particular. It should be noted that by using this convention the question whether to use length units of Mpc or \(h^{-1}\)Mpc (see [84]) does not need to be posed. For this reason we recommend to slightly modify the interpretation of the classic RSD parametrization.
of the perturbations amplitude, to use $\sigma_{88}$ as a parameter and have $\sigma_8$ as a derived parameter instead. We stress here that our proposed redefinition of $f\sigma_8$ does not involve any changes on how to carry out the fit, but becomes important at the level of interpretation (see sections 3.4 and 3.5 for details).

3.3 Modelling the linear power spectrum shape

The classic BAO and RSD approaches assume that all early-time physics is captured by the free parameter $r_d$. Yet, as discussed in section 2.2, there is additional early-time physics signal in the power spectrum. First, information on the primordial power spectrum independent of $r_d$ is present about the primordial amplitude $A_s$ (which is completely absorbed by $\sigma_8$) and the primordial tilt $n_s$, which is not captured in any way within the classic approach. Moreover, the broadband is shaped by the transfer function encoding the evolution (scale and time dependence) of the initial fluctuations from inflation until the time of decoupling of the photon-baryon fluid, which in a $\Lambda$CDM model, depends on the physical baryon and matter densities $\omega_m, \omega_b$ and $h$ (see section 2.2 and the middle panel of figure 1). The bottom panel of this figure clearly shows that even after absorbing the dependence on $r_d$ (and hence aligning the BAO wiggle position), there is an additional dependence mostly visible in the slope and the BAO wiggle amplitude.

This additional signal is ignored in classic BAO and RSD approaches for two main reasons. On one hand, the BAO wiggles are the most prominent feature in the power spectrum and their position provide the most robust standard ruler to infer the universe’s expansion history. On the other hand, this approach decouples the early-time information from the late-time information, that encodes the dynamics of the universe during the matter and dark energy dominated epochs (without an internal model prior).

We present here a simple, phenomenological extension of the classic RSD fit that is able to capture the bulk of the information coming from the early-time transfer function. We propose to compress this additional signal into 1 or 2 effective parameters in such a way that early-time and late-time information is still decoupled, but can be easily and consistently combined at the interpretation stage when constraining cosmological parameters (i.e., the internal model prior can be imposed at the cosmological parameters inference step, but not before). Our goal is get the best of both approaches: on one hand to preserve the model-independent nature of the compressed physical variables of the classic approach; and on the other hand match the constraining power of the FM approach when interpreted within the cosmological model parametrization of choice.

As the bottom panel of figure 1 shows, the classic RSD fit already takes into account the change in the global amplitude due to $\sigma_8$ and $h$ through $f\sigma_{88}$ and of course the BAO position through $r_d$. As mentioned before, the additional degrees of freedom are the slope of the power spectrum (in a $\Lambda$CDM model depending on $\omega_m, \omega_b, n_s$) and the BAO wiggle amplitude depending on $\omega_b, \omega_m$. Within $\Lambda$CDM both effects are directly coupled, this is what we refer to as the internal model prior. As we aim to find a model-independent parametrization, we should keep both effects separate. Moreover, we focus only on the slope and do not model the BAO wiggle amplitude, keeping it to the prescription provided by the perturbation theory model at a given fixed template. We adopt this approach for two reasons. First, we expect the bulk of the additional signal to come from the variation of the slope, not the BAO amplitude. Second, the BAO amplitude signal is not as robust as its position. Some bias models for

---

14In fact, it is treated more as a unit rather than a free parameter at this step. However, when we interpret the unit in terms of cosmological parameters we actually constrain the parameter $r_d$.  
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Figure 4. Rescaled EH98 prediction of the power spectrum shape (colored solid lines) comparison with the parameterization of eq. (3.7) for $a = 0.6, k_p = 0.03 \, h\text{Mpc}^{-1}$. This choice fits the response to $\omega_m$ (upper panel) very well and to $\omega_b$ (middle panel) less well but still sufficient for our purposes. Dashed-dotted vertical lines show the rescaled location of $k_{eq}$ for each model and dotted vertical lines highlight the positions where the scale-dependent slope reaches a maximum. This position is constant with varying cosmological parameters and very close to the expectation $k_p = \pi/r_s^{\text{ref}} \approx 0.03 \, h\text{Mpc}^{-1}$. The scale independent slope fits the prediction of varying $n_s$ (bottom panel) perfectly by definition. For the most extreme shifts in parameters we also show in dotted lines the CLASS prediction, whose shape is matched very well by the EH98 formula.

example can change the BAO amplitude (see e.g., [85]) and the amount of non-linear BAO damping is somewhat model-dependent [86].

Our Ansatz for modelling the slope of the linear power spectrum template is as follows.
We assume that the logarithmic slope consists of two components: the overall scale-independent slope $n$ (this is completely degenerate with $n_s$) and a scale-dependent slope $m$, that follows the transition of the linear power spectrum from the large scale to the small scale limit (in a ΛCDM model this is driven by the combined effect of $\omega_b$ and $\omega_m$). To do so, we transform the reference power spectrum template, $P_{\text{ref}}(k)$, into a new reference template, $P'_{\text{ref}}(k)$, via a slope rescaling

$$\ln \left( \frac{P'_{\text{ref}}(k)}{P_{\text{ref}}(k)} \right) = m \tanh \left[ a \ln \left( \frac{k}{k_p} \right) \right] + n \ln \left( \frac{k}{k_p} \right),$$

(3.7)

where the hyperbolic tangent is a generic sigmoid function reaching its maximum slope $m$ at the pivot scale $k_p$ and the amplitude $a$ controls how fast the large scale and small scale limits are reached. The pivot scale $k_p$ introduced here should not be confused with the “primordial pivot scale” $k_{\text{piv}}$, that is usually chosen to be $k_{\text{piv}} = 0.05\,\text{Mpc}$ (see eq. (2.7)). In contrast, the pivot scale $k_p$ is chosen to coincide with $k_{\text{slope}} = \pi/r_d$ introduced in figure 1 corresponding to the location where the slope due to baryon suppression reaches its maximum.

We test this expectation numerically by comparing eq. (2.7) to the actual power spectrum shape (without BAO wiggles) obtained with the analytic EH98 [20] formula and its response to the parameters $\omega_m$ and $\omega_b$ after rescaling each curve by the corresponding value of $r_d$. The latter is important, since the transformation displayed by eq. (3.7) is applied before rescaling the template, so that we need to rescale the cosmological prediction (here given by the EH98 formula) such that it matches the value of $r_d^{\text{ref}}$.

The comparison is shown in figure 4 for varying $\omega_m$ (upper panel), $\omega_b$ (middle panel) and $n_s$ (bottom panel). Colored solid lines are the EH98 no-wiggle power spectra ratios with color codes given by the adjacent color bars. The reference cosmology “Planck”, to which they are compared, is given by table 1. We also show the position of $k_{\text{eq}}$ after rescaling by $r_d$ (dashed-dotted vertical lines). One can see that it is mildly affected by $\omega_b$ (through the weak $\omega_b$ dependence of $r_d$) and by $\omega_m$, since $k_{\text{eq}}$ and $r_d$ scale similarly with $\omega_m$ as explained in section 2.2. For the most extreme parameter shifts, we also show the CLASS prediction (dotted lines), which agrees with the shape of the EH98 formula very well. The dashed grey curves correspond to the RHS of eq. (3.7), where in the case of the $\omega_m$ and $\omega_b$ sub-panels the slope $m$ is given as the derivative of the colored curves at the pivot scale $k_p$ with $n = 0$; and vice versa for the $n_s$ sub-panel. For the latter, as we see from the bottom panel, the agreement between eq. (3.7) and the model is exact. This is simply because $n$ and $n_s$ are equivalent by definition, and this holds independent of the chosen pivot scale (as both describe a scale independent slope). In what follows, for simplicity, we will focus on the case where $n$ is fixed to 0, which is equivalent to impose a prior $n_s = n_s^{\text{ref}}$.

We calibrate the remaining parameters $a$ and $k_p$ with the EH98 formula for varying $\omega_m$ and find,

$$a \approx 0.6, \quad k_p \approx 0.03\,h\,\text{Mpc}^{-1} \approx \pi/r_d^{\text{ref}},$$

(3.8)

matching the EH98 formula at 0.5% level precision on scales $0.02 < k[h^{-1}\text{Mpc}] < 0.25$. The same choice of parameters also captures very well the $\omega_b$-dependence, with at most 3% deviation in the same range of scales.

Now we have all the ingredients for the ShapeFit, where the transformation eq. (3.7) is applied before the rescaling by $\alpha_\perp$ and $\alpha_\parallel$. In this sense, the ShapeFit consists of applying the classic RSD fit to a reference template $P'_{\text{ref}}(k)$, that is transformed at each step via
with free parameters $m$ (and $n$, if needed). In principle this transformation should be applied also to the reference power spectra that appear in the integrand of higher-order perturbation corrections. In our implementation, however, in order to avoid a re-evaluation of all perturbative terms at each step of the likelihood exploration, we apply this transformation as if it were independent of scale. In practice this means that we pre-compute all the loop corrections using the linear power spectrum given by $P_{\text{ref}}$. During the likelihood evaluation we transform each of these terms using eq. (3.7), taking into account the power of the linear power spectrum used to compute them, which is a power of $N + 1$ for the $N$-loop corrections.

To be more precise, in the case of SPT we evaluate the 1-loop correction $P_{1 \text{-loop}} = P_{13} + P_{22}$ depending on the (new) reference linear template $P'_{\text{ref}}$ and the corresponding kernels $F_i$ using the following approximations,

\[
P_{13}(k) = P'_{\text{ref}}(k) \int_0^\infty d^3 q P'_{\text{ref}}(q) F_3(k, q, -q) \approx \left( \frac{P'_{\text{ref}}(k)}{P_{\text{ref}}(k)} \right)^2 P_{\text{ref}}(k) \int_0^\infty d^3 q P_{\text{ref}}(q) F_3(k, q, -q),
\]

\[
P_{22}(k) = \int_0^\infty d^3 q P'_{\text{ref}}(q) P'_{\text{ref}}(|q - k|) F_2(k, q - k) \approx \left( \frac{P'_{\text{ref}}(k)}{P_{\text{ref}}(k)} \right)^2 \int_0^\infty d^3 q P_{\text{ref}}(q) P_{\text{ref}}(|q - k|) F_2(k, q - k).
\]

We show in appendix D that this approximation is very good and more than sufficient for our purposes. With this, the computational time of ShapeFit is effectively indistinguishable from that of the classic RSD approach, except at the MCMC level, where the posterior sampling involves one (or two) extra parameters. It is of academic interest but still instructive to consider how the discussion of sections 3.1 and 3.2 would change if there were no BAO. In this case it would be misleading to interpret $s$ as the sound horizon ratio. Nevertheless, ShapeFit can be used in the case of zero baryons (or no-BAO) either by setting $s = 1$ (which is similar to the classic method where $s$ would be set to 1 inside the $\alpha$ terms), or by interpreting $s$ not as the sound horizon ratio, but rather as the ratio of "pivot scale" $k_p/k_{\text{ref}}$ (see eqs. (3.6)-(3.9)). Generally speaking, the ShapeFit parameterization does not rely on BAO, but rather on the notion, that there is some early-time physics scale - a ruler - that mostly defines the power spectrum shape.

### 3.4 Cosmological interpretation

The ShapeFit constraints on the physical and phenomenological parameters, $\{\alpha_\parallel, \alpha_\perp, f\sigma_8, m, n\}$ can be then interpreted in terms of cosmological parameters. This step is, naturally, very similar to the way standard RSD likelihoods are implemented already in the most common cosmological inference codes. In the classic RSD approach, results on $\{\alpha_\parallel, \alpha_\perp, f\sigma_8\}$ and their covariance for all redshift bins are used as input for cosmological parameters inference, where the $\chi^2$ (or log-likelihood) is computed for the theoretical prediction for each quantity given an input cosmological model and parameters values. For the ShapeFit the relevant aspects in this step are the calculation of the scaling parameters, fluctuation amplitude and growth rate, and the power spectrum slope (the only new ingredient).

**Scaling parameters.** The interpretation of $\{\alpha_\parallel, \alpha_\perp\}$ is exactly the same as in the classic RSD approach. Therefore, any existing likelihood computing these quantities using eq. (2.15) is left unchanged.
**Fluctuation amplitude and growth.** The interpretation of $f\sigma_{s8}$ is nearly the same as in the classic RSD analysis with the only difference that we advocate the fluctuation amplitude to be defined as $\sigma_{s8}$ instead of $\sigma_8$, see eqs. (3.5) and (3.6) and section 3.2.

However, the slope rescaling (eq. (3.7) and section 3.3) changes $\sigma_{s8}$ for $m,n \neq 0$. Therefore, it is convenient to define the fluctuation amplitude $A_p$ at the pivot scale $k_p$

$$A_p^{\text{ref}} = P_{\text{no-wiggle}}^{\text{lin}}\left(k_p, \Omega^{\text{ref}}\right),$$

which does not change with slope by definition.\(^{15}\) $A_p^{\text{ref}}$ is defined for the reference template. As the analysis explores the posterior of the physical and phenomenological parameters, following section 3.3 it is possible to recognize that the amplitude parameter becomes, internally to the fit,

$$A_{sp} = \frac{1}{s^3} P_{\text{no-wiggle}}^{\text{lin}}\left(\frac{k_p}{s}, \Omega\right), \quad \text{with} \quad s = \frac{r_d}{r_d^{\text{ref}}}. \quad (3.11)$$

This amplitude, $A_{sp}$, can be understood as the “late-time” counterpart of the amplitude of the primordial power spectrum $A_s$, but the two quantities should not be confused. The actual velocity fluctuation amplitude measurement is then given as $fA_{sp}^{1/2}$, and thus

$$f\sigma_{s8} = \left(\frac{f\sigma_{s8}}{fA_{sp}^{1/2}}\right)^{\text{ref}} fA_{sp}^{1/2}. \quad (3.12)$$

Eq. (3.12) can be used in order to obtain the more frequently used $f\sigma_{s8}$ variable, although we advocate using $fA_{sp}^{1/2}$ for cosmological parameter inference. It should be clear (see also section 3.5) that we only propose a reinterpretation of the amplitude parameter not a change in the analysis or definitions.

**Power spectrum slope.** The new ingredient of the ShapeFit is given by the slope, parametrized by $m, n$ following eq. (3.7). The interpretation of the scale independent slope $n$ is trivial, as it can be directly related to the primordial scalar tilt $n_s$ via,

$$n = n_s - n_s^{\text{ref}}. \quad (3.13)$$

The interpretation of the scale-dependent slope $m$ then becomes:

$$m = \frac{d}{dk} \left( \ln \left[ \frac{P_{\text{no-wiggle}}^{\text{lin}}(k_p, \Omega)}{P_{\text{no-wiggle}}^{\text{lin}}(k_p, \Omega^{\text{ref}})} \right] / \mathcal{P}_R(k_p, \Omega) \right) \bigg|_{k=k_p}. \quad (3.14)$$

where $\mathcal{P}_R(k, \Omega)$ denotes the primordial density power spectrum. In case $n_s$ is varied during the cosmological fit, eq. (3.14) has to be applied to the power spectrum obtained when $n_s$ is fixed to the reference value. This ensures that a change in $n_s$ does not lead to a different prediction for $m$ but only for $n$ via eq. (3.13). In other words, $n$ is obtained from the primordial

\(^{15}\)It should be noted, that the amplitude $A_{sp}$ needs to be obtained from the “no-wiggle” power spectrum (given by the EH98 formula for instance), to ensure that the BAO wiggles do not influence the amplitude. Normally, this is ensured by using $\sigma_8$ as the amplitude, a quantity, for which the BAO wiggles are integrated over. But since eq. (3.7) operates in Fourier Space, it is more convenient to define the amplitude in Fourier space as well.
power spectrum, while $m$ is obtained from the transfer function squared (which is the power spectrum divided by the primordial power spectrum).

In practice, the no-wiggle linear power spectrum $P_{\text{lin}}^{\text{no-wiggle}}$ is computed using the EH98 formula. While being computationally much faster this formula matches the Boltzmann code output formally at the 5% level over a wide range of cosmologies. However, for the parameter range investigated here and since we are considering power spectrum ratios we find 1% level precision, suitable for this application. An implementation of the cosmological likelihood containing the interpretation of our ShapeFit BOSS DR12 results within MontePython is publicly available.\(^{16}\)

### 3.5 ShapeFit implementation recipe

We summarize the changes to be done to the classic BAO+RSD analysis (and respective codes) to implement ShapeFit in the flowchart of figure 5. This chart can be seen as an executive summary of ShapeFit (upper dashed lines) from data acquisition to modelling and its cosmological interpretation (bottom dashed lines) including all pointers to relevant equations. In this flowchart the purple fields represent steps in the “classic” approach while orange fields represent the ShapeFit additions. Circles represent parameters, boxes in the top part of the diagram represent analyses steps, in the bottom part of the diagram represent products of theoretical calculations.

### 4 Application to mocks of SDSS-III BOSS survey data

We now describe our fiducial analysis setup which we use to compare the ShapeFit introduced in section 3 with the FM fit. The FM application is done following the EFT implementation by [39]. We first present the mocks in section 4.1 and describe the model choices in section 4.2.

#### 4.1 Mock catalogs

We apply our analysis pipeline to the MultiDark-Patchy BOSS DR12 (Patchy) mocks created by [87, 88]. The fiducial $\Lambda$CDM parameters of the Multidark simulation are,

$$\Omega_m = 0.307115, \quad \Omega_b = 0.048206, \quad h = 0.6777, \quad \sigma_8 = 0.8288, \quad n_s = 0.9611.$$  \hspace{1cm} (4.1)

The mock catalogs are designed to reproduce the angular and radial selection function and small scale clustering of BOSS DR12 data. These mocks have been used extensively in the development of the analysis of the BOSS survey, and provide many realizations, which is crucial for estimating covariance matrices and for stacking to reduce statistical errors. However it is important to keep in mind that these are not full N-body runs, but are based on Augmented Lagrangian Perturbation Theory and an exponential bias scheme. Small differences with N-body mocks are not unexpected. For this reason in section 6 we also consider independently generated Nseries mocks (see section 7.2 of [27] as well as section 2.2.2 of [72] for details) based on full N-body runs, populated using halo occupation distribution parameters that match Luminous Red Galaxies (LRG) observations and with the sky-geometry of BOSS DR12 CMASS northern galactic cap sample. In the remainder of this section we focus only on the (Patchy) mocks “ngc_z3” sample located at the north galactic cap and covering a redshift range of $0.5 < z < 0.75$ with effective redshift $z_{\text{eff}} = 0.61$. We work with all 2048 realizations of the Patchy mocks, which are publicly available.\(^{17}\)

\(^{16}\)https://github.com/SamuelBrieden/shapefit_montepython_code

\(^{17}\)https://fbeutler.github.io/hub/boss_papers.html
Figure 5. Executive summary of ShapeFit (upper dashed lines) from data acquisition (“DATA”, see sections 2 and 4.1) to modelling (“MODEL”) and its cosmological interpretation (“Cosmo”) (bottom dashed lines, sections 2 and 3) including all relevant equations. The purple fields represent steps in the “classic” approach while orange fields represent the ShapeFit additions. Circles represent parameters, boxes in the top part of the diagram represent analyses steps, in the bottom part of the diagram represent products of theoretical calculations.
In addition to angular positions and redshifts, the catalogs provide simulated close-pair weights $w_{\text{cp}}$ to account for galaxy pairs neighboured closer than the instrument angular resolution (limited by the fiber size). Also, the catalogs contain the angle averaged number density $\bar{n}(z)$ for each galaxy, which allows one to construct the FKP weight $w_{\text{FKP}}(z) = 1/(1 + \bar{n}(z) P_0)$ [89]. This weight is used to minimize the power spectrum variance at $P_0 = 10,000 \, \text{[Mpc}^{-1}]^3$, which corresponds to the galaxy power spectrum amplitude at $k \sim 0.1 \, \text{hMpc}^{-1}$. We also use the random catalogs provided along with the mocks containing $\alpha_{\text{ran}}^{-1} = 50$ times more objects than the individual mocks. They have the same selection function but no intrinsic clustering.

We measure the multipole power spectra of each individual mock catalog. Then, we take the mode-weighted power spectra average of all 2048 realizations, which is used as our dataset. The error bars (including correlations between different bins) are obtained from the covariance of the 2048 mocks. At the step of covariance matrix inversion, we apply the Hartlap correction [90] taking into account the small bias due to the finite number of mock catalogs. We fit the mean of the 2048 mocks and rescale the covariance matrix by a factor 0.01, which corresponds to the volume of 100 stacked mocks. Finally, we compute the survey window function, which is needed in order to compare theoretical models to the mock data. Our procedure of the power spectrum estimation and the window function computation (which is standard) is described in more detail below.

**Power spectrum estimator.** We place the galaxies into a cubic box with length $L_{\text{box}} = 3.6 \, \text{Gpc}^{-1}$ using the reference cosmology of table 1 (with $\Omega_m = 0.31$) to convert redshifts to distances. We assign galaxies and random objects to $512^3$ grids using the triangular shape cloud (TSC) grid assignment and using the interlacing technique to mitigate aliasing effects [91]. Using the obtained galaxy and random densities, $n(r)$ and $n_{\text{ran}}(r)$, we follow standard practice and define the FKP function as [89],

$$F(r) = \frac{w_{\text{FKP}}(r)}{I_2^{1/2}} \left[ w_{\text{cp}}(r)n(r) - \alpha_{\text{ran}}n_{\text{ran}}(r) \right],$$

(4.2)

where the normalization factor $I_2$ is given as

$$I_2 = \int d^3r \, w_{\text{FKP}}(r) \langle w_{\text{cp}}(r)n(r) \rangle^2.$$

(4.3)

We construct the power spectrum multipoles via Fourier transformations following the Yamamoto approximation [92, 93]

$$P^{(\ell)}(k) = \frac{(2\ell + 1)}{2} \int \frac{dQ}{4\pi} \left[ \int dr_1 F(r_1) e^{i k \cdot r_1} \int dr_2 F(r_2) e^{-i k \cdot r_2} \mathcal{L}_\ell(|\hat{k} \cdot \hat{r}_2|) \right] - P_{\text{sn}}^{(\ell)},$$

(4.4)

that assigns the varying LOS towards one of the galaxies of each pair. The Poisson shot noise term $P_{\text{sn}}^{(\ell)}$ can be measured from the catalog and is subtracted from the monopole only, as for $\ell > 0$ it is zero. However, the amplitude of the shot noise term is treated as a free parameter in our analyses, as described in more detail in section 4.2. We measure the multipoles in bins of $\Delta k = 0.005 \, \text{hMpc}^{-1}$ and make use of the scale-range $0.01 \leq k [\text{hMpc}^{-1}] \leq 0.15$ for the analyses in this paper.

---

18We do not rescale it to a volume of 2048 mocks, since this would decrease the error bars to a level much smaller than the model uncertainty (both of 1-loop SPT and of the semi-analytic models used to create the mocks). The corresponding effective volume of the 100 stacked mocks ($\approx 300 \, \text{Gpc}^3$ assuming the “Planck” cosmology) is still significantly larger than the effective volume of the next generation of galaxy redshift surveys.
**Window function.** The resulting power spectrum of eq. (4.2) contains the effect of the survey selection function convolved with the actual galaxy power spectrum signal. In order to perform an unbiased analysis we need to include the effect of the survey selection in the theory model as well. We follow the formalism described in [65, 81] based on the Hankel transforms and implemented via FFT-log [34], which relies on multiplying the Hankel transform of the theory-predicted power spectra multipoles by the window function pair-counts functions performed on the random catalogue,

\[
W_\ell(s) = \frac{(2\ell + 1)}{I_2\alpha_{\text{ran}}^2} \sum_{j>i}^N \frac{w_{\text{cp}}(r_i)w_{\text{FKP}}(r_i)w_{\text{cp}}(r_j + s)w_{\text{FKP}}(r_j + s)}{2\pi s^2 \Delta s} \mathcal{L}_\ell \left( \frac{x_i \cdot s}{x_i s} \right). \tag{4.5}
\]

The pair-count for each \( s \)-bin is normalized by the associated volume given by \( 2\pi s^2 \Delta s \), where \( \Delta s \) is the binning size of the \( s \)-count and the \( j > i \) condition prevents double counting pairs. The window function is normalized by \( I_2\alpha_{\text{ran}}^2 \) in order to account for the difference in number density between the random and data catalogue and to ensure the very same normalization as the power spectrum computed from eq. (4.2). Normalizing both eqs. (4.2) and (4.5) by the same \( I_2 \) factor prevents spurious leakage of the small-scale fluctuations of the random catalogue into the cosmological parameters, such as \( \sigma_8 \) or \( A_s \), that typically could yield to systematic shifts [94].

### 4.2 Priors and likelihoods

Here we present our analysis choices for the two methods we aim to compare, the *ShapeFit* and the FM fit. The *ShapeFit* is performed in two steps.\(^{19}\) First, the physical parameters \( \{\alpha_\parallel, \alpha_\perp, f, m, n\} \) are varied along with the nuisance parameters (compression step). Second, the results on physical parameters are treated as the new “input data” and compared to any cosmological model of choice (cosmology inference step). As it is customary, in the cosmology inference step the full covariance between the compressed variables is included in computing the likelihood and the resulting parameters posterior is sampled via MCMC. The FM fit consists of only one step, where the nuisance parameters are varied along with the cosmological parameters, while the physical parameters are not varied, since they are derived from the cosmological model. The fitting range in all presented runs is \( 0.01 \leq \mathcal{S} [h\,\text{Mpc}^{-1}] \leq 0.15 \).

In table 3 we show the model parameters and prior choices for both methods, where the model used for the *ShapeFit* is based on the 1-loop SPT +TNS model introduced in section 2.3 and the extensions described in section 3. As a representative model of the FM fit approach we choose the EFT implementation of [39], which is also based on 1-loop SPT, but with a few differences.

It is well known that the BAO amplitude is affected by non-linear coupling to large scale displacements (bulk flows), that are hard to model within Eulerian PT (at the base of 1-loop SPT, which is used in this work). In the FM approach this is done by implementing the so called “Infrared (IR) resummation” effect, that can be well described within Lagrangian PT, via a phenomenological damping of the BAO amplitude. Since there is no equivalent IR resummation correction in *ShapeFit* (at least not in this first implementation), and including this effect in the FM fit broadens the constraints, we perform the *ShapeFit* to FM comparison by not including IR resummation in the FM fit, but we return to this point in appendix A. It

\(^{19}\) Actually the *ShapeFit* only consists of the first step, but the second step is needed in order to compare both analysis types.
Table 3. Prior ranges for parameters used for the ShapeFit and the FM fit. For each, we define a case with minimum (“min”) and maximum (“max”) freedom, where overlapping prior choices between the two choices are written in the center. Flat priors are given as [min, max]. Gaussian priors are denoted as (mean $\pm$ std). Parameters separated by “/” correspond to different conventions used between ShapeFit and FM fit for the same physical effect, see text for details.

| Parameter | Prior ranges |
|-----------|--------------|
| **Cosmological** | | |
| $\omega_{\text{cdm}}$ | [None, None] | [None, None] |
| $h$ | [None, None] | [None, None] |
| $\ln\left(10^{10}A_s\right)/A^{1/2}$ | [None, None] | [0.2, 2.0] |
| **Physical** | | |
| $\alpha_{||}$ | [0.5, 1.5] | – |
| $\alpha_{\perp}$ | [0.5, 1.5] | – |
| $f$ | [0, 3] | – |
| $m$ | $[-3, 3]$ | – |
| $b_1$ | [0, 10] | [0, 10] |
| $b_2$ | [-10, 10] | [-10, 10] |
| $b_{s2}$ | lag. | lag. |
| | [-10, 10] | [-10, 10] |
| $b_{3nl}$ | lag. | lag. |
| | [-10, 10] | 0 |
| $c_0\left[h^{-2}\text{Mpc}^2\right]$ | – | 0 ($0 \pm 30$) |
| $c_2\left[h^{-2}\text{Mpc}^2\right]$ | – | ($0 \pm 30$) |
| $c_4\left[h^{-4}\text{Mpc}^4\right]$ | – | ($500 \pm 500$) |
| $\sigma_P\left[h^{-1}\text{Mpc}\right]$ | [0, 10] | – |
| $A_{\text{noise}}/\Delta P_{\text{noise}}\left[h^{-3}\text{Mpc}^3\right]$ | [-5, 5] | ($0 \pm 5000$) |

will become clear below that to see at a statistical significant level the effect of including or not the IR resummation for ShapeFit a survey volume of $\sim 300 \left[\text{Gpc}^{-1}\right]^3$ would be needed.

The EFT model phenomenologically accounts for higher order non-linearities via the so called “counterterms” parametrized by $\{c_0, c_2, c_4\}$ (see [39] for the explicit equations). In summary, $c_0$ effectively corrects for dark matter behaving differently than a perfect fluid on small scales (monopole only) and $\{c_2, c_4\}$ take into account non-linear RSD (quadrupole only). While in the ShapeFit we use the non-linear RSD prescription of [62] (TNS model) in combination with a phenomenological Lorentzian damping parametrized by $\sigma_P$ (see eq. (2.13)), the counterterms $\{c_2, c_4\}$ are coefficients of a 2nd order Taylor expansion of the phenomenological damping describing the non-linear redshift space distortions. Hence, the EFT implementation of non-linear RSD is equivalent to our ShapeFit implementation, but with more freedom (2 parameters instead of 1).

Another difference is the interpretation of bias parameters, that in the ShapeFit incorporate an implicit scaling with $\sigma_{s8}$, while in the EFT fit they scale with the primordial fluctuation amplitude as $A^{1/2}$, where

$$A^{1/2} = \left(\frac{A_s}{A_{s,\text{Planck}}}\right)^{1/2}, \quad A_{s,\text{Planck}} = 2.0989 \times 10^{-9}. \quad (4.6)$$

Yet another difference concerning nuisance parameters is the convention for treating shot noise. While the EFT implementation uses a Gaussian prior on the difference between the shot noise with respect to Poisson shot noise $\Delta P_{\text{noise}} = P_{\text{noise}} - P_{\text{Poisson}}$, we implement a flat prior on the fractional difference $A_{\text{noise}}$, the amplitude of the Poisson-like, scale independent
shot noise contribution. We have tested that this does not make any difference in the posterior distributions.

Considering these differences in model assumptions between ShapeFit and FM fit we adopt two different nuisance parameter choices represented by a minimum freedom (“min”) and a maximum freedom (“max”) choice. The “min” convention is oriented towards the fiducial setup of most classic RSD analyses, where the non-local bias parameters are fixed by the local Lagrangian (“lag.”) prediction [57, 58],

\[
b_{x2} = -\frac{4}{7}(b_1 - 1), \quad b_{3nl} = \frac{32}{315}(b_1 - 1).
\] (4.7)

In the maximum freedom case \(b_{x2}, b_{3nl}\) and \(b_1\) are treated as independent parameters. We employ these relations also in the FM “min” case and also fix the counterterm \(c_0\) to zero, in order to match the ShapeFit configuration. However we keep varying the counterterms \(c_2, c_4\), as they are related to non-linear RSD, which in the ShapeFit is parametrized by \(\sigma_P\) as described above. The “max” convention is oriented towards the fiducial setup of [39], where all counterterms are varied and the Lagrangian relations are relaxed. However, the third order non-local bias \(b_{3nl}\) is set to zero in the EFT implementation, because it is very degenerate with the monopole counterterm \(c_0\). We do the same here, since we try to stick to the default configuration of [39] as close as possible. However, we vary \(b_{3nl}\) in the ShapeFit, in order to compensate for the fact, that \(c_0\) is not an ingredient of our model. Further tests of the ShapeFit concerning modelling choices of non-local bias parameters are shown in sections 5.2, 6.2 and in appendix C.

Regarding the cosmological parameters, we choose a similar setup as in the baseline analysis of [39] for the Patchy mocks varying the parameters given in the top rows of table 3. We fix the baryon density to the value of the simulation \(\omega_b = 0.02214\) and do not take into account a varying neutrino mass, since the Patchy mocks were run with massless neutrinos. Concerning the primordial fluctuation amplitude \(A_s\), for the FM fit we adopted the convention of [39] varying \(A^{1/2}\) given in eq. (4.6). However, for the step of cosmological inference from the compressed ShapeFit results we adopted a flat prior on \(\ln(10^{10}A_s)\). This different choice does not affect our cosmological results at all.

5 Results

The results of our fiducial analysis on the mocks described in section 4 is presented in two parts. First, we present the results of the parameter compression step comparing the ShapeFit with the classic RSD method (section 5.1). Afterwords, assuming a ΛCDM model, we compare the cosmological analysis of the compressed ShapeFit results to the model’s parameter constraints obtained with the FM method (section 5.1). We also show extensions to our fiducial analysis by adding more cosmological parameters. In particular, we compare the performance of ShapeFit and FM fit when varying \(\omega_b\) and \(n_s\) in sections 5.3 and 5.4 respectively.

For the mock “data” we always use the mean of 2048 Patchy “ngc-z3” mocks, where we rescale the covariance to the volume 100 times one of these mocks. This represents a factor 10 times larger than most previous analyses, and significantly larger than the volume of any single tracer or sample of forthcoming surveys. As it will be clear below, by choosing to calibrate the covariance for such a large volume we will see systematic shifts in some parameters which would have gone otherwise unnoticed. These shifts highlight the limitations of the current modelling of non-linearities (see section 2.3), nevertheless, they are still below the 1σ expected statistical uncertainty for forthcoming surveys.
Figure 6. Results of the classic RSD fit (grey) and the ShapeFit (green) applied to the Patchy “ngc_z3” sample, showing the “min” (minimal freedom, non-local bias parameters to follow the Lagrangian prediction) case on the left; and the “max” (maximal freedom, fully free non-local bias parameters) case on the right panel. For the “min” case we report a systematic deviation of the slope parameter from the expectation $m = 0$, indicating that assumptions about the biasing scheme may introduce systematic shifts even at very large and linear scales. To make explicit and quantify biases in recovered parameter estimates, the error-bars are relative to an effective volume of $300 [h^{-1}\text{Gpc}]^3$.

5.1 Parameter compression: Classic RSD vs. ShapeFit

We fit the classic RSD and ShapeFit models to the mean of the Patchy “ngc_z3” mocks using the physical and nuisance parameters of table 3. In both cases we use a template corresponding to the Patchy cosmology of eq. (4.1), where the slope parameter $m$ is varied in the ShapeFit only, while it is fixed to $m = 0$ in the classic RSD fit by definition. We perform the fits for the “min” and the “max” conventions, where the non-local bias parameters $b_{2}$ and $b_{3NL}$ are either fixed to their Lagrangian prediction of eq. (4.7) or allowed to vary freely. The results for these cases are shown in figure 6 in the left and right panels, respectively, where grey contours correspond to the classic RSD Fit and green contours to the ShapeFit. The dashed lines indicate the underlying parameter values of the simulation.

The uncertainties on $\alpha_\parallel$ and $\alpha_\perp$ are very similar, almost indistinguishable, in the “classic” and ShapeFit approaches. On the other hand, ShapeFit recovers slightly larger errors on $f$ than the classic approach. This can be understood by considering that while $m$ shows no significant correlation with the $\alpha$ parameters, $m$ and $f$ are somewhat correlated at least for a sample with “ngc_z3” features. In the “min” case (see figure 6 left panel) we observe that the classic RSD constraints are closer to the theoretical prediction than the ShapeFit constraints. This is because when we enforce the non-local biases to follow the Lagrangian prediction, the constraint on $m$ experiences a systematic shift towards $m = -0.036 \pm 0.006$, hence being formally in $6\sigma$ tension with the expectation, $m = 0$. This shift in $m$ appears to be a much better fit to the data (bestfit $\chi^2_{m \neq 0} = 51$) than in the classic RSD case, where $m$ is forced to zero (bestfit $\chi^2_{m=0} = 95$). Once we allow the non-local bias parameters to vary freely (“max” case, right panel), we recover $m = 0$ and the constraints on the other physical parameters
show very good agreement between classic RSD Fit and ShapeFit. Indeed, the bestfit $\chi^2$ for both types of fit is very similar in the max case ($\chi^2_{\text{max}} \approx 44$) with a difference of only $\Delta \chi^2 = 0.02$ between classic RSD Fit and ShapeFit.

This indicates that even seemingly reasonable and well-motivated assumptions about bias can induce systematic errors in recovered cosmological parameters by affecting clustering even on very large, linear scales, and in particular when the slope $m$ is used for cosmological interpretation. This finding highlights the importance of having a modelling of bias as flexible as possible when interpreting the scale-dependence of clustering at all scales. We speculate that PATCHY mocks may have some bias signature not fully consistent with the local Lagrangian bias scheme. This signal was not evident in the classic RSD analyses, but when we allow $m$ to vary this becomes important. We anticipate not finding such behaviour in the N-body galaxy mocks describing a similar set of galaxies (as we will see in section 6.2).

In the “max” case, there are remaining biases on $\alpha_\parallel$ (of order $2\sigma$) and $f$ (of order $1\sigma$), for an effective survey volume of 300 Gpc$^3$; such a large volume yields statistical errorbars with similar size as the model uncertainty. The modelling of non-linearities and redshift-space distortions will likely be improved before the on-going and future surveys are completed and ready for cosmological interpretation. Still, our results indicate that one must be careful with model assumptions, in particular about the galaxy bias model, as its choice can have a significant impact on the measured slope $m$. We perform more tests on different sets of N-body simulations and galaxy mock catalogs in section 6. Nevertheless the right panel of figure 6 demonstrates that ShapeFit recovers the standard “classic” compressed parameters with effectively the same uncertainties as the “classic” approach. The degradation of the constraints on $f$ introduced by the extra parameter $m$ (due to a small degeneracy between $f$ and $m$), is minimal, $\sim 20\%$ for a volume of 300 $[h^{-1}\text{Gpc}]^3$, which is expected to decrease for smaller, more realistic survey volumes (for a DESI-like volume of 30 $[h^{-1}\text{Gpc}]^3$ the degradation decreases to 5%).

5.2 Cosmological results: full modelling vs. ShapeFit

Figure 7 displays the cosmological results on $\omega_{\text{cdm}}$, $h$ and the derived parameters, $\Omega_m$, $\sigma_8$ obtained from interpreting the ShapeFit results within a $\Lambda$CDM model as explained in section 3.4, as well as from the direct FM fit (for comparison we added the classic RSD results (grey contours) as well, but also see [80]). In this case we keep $\omega_b$ fixed at the mock expected value (see section 5.3 for results varying $\omega_b$). Again, we explore the effect of local-Lagrangian bias assumption through the “min” and “max” cases defined in table 3. The FM fit results are displayed in blue (“max”) and red (“min”), while the ShapeFit results are represented by the green (“max”) and orange (“min”) contours. We also present the results in table 4, where we added the case of a more realistic, DESI-like-survey volume of 30 $[h^{-1}\text{Gpc}]^3$ by scaling the covariance of one PATCHY mock realisation by 10 (labeled $(V \times 10)$). As table 4 indicates, considering the latter covariance ShapeFit recovers the cosmological parameters very well in the “max” case (within 0.5$\sigma$), while the results of the “min” case are clearly biased (by up to 2$\sigma$). In the “max” case constraints are, unsurprisingly, weaker than in the “min” case. The same degradation in cosmological parameter constraints between the “min” and “max” cases is observed for the FM fit, albeit it shows larger biases in the recovered parameter values.

The reason why the FM fit results do not recover the PATCHY cosmology, is, at least in part, due to the systematic error in modelling the BAO wiggle amplitudes arising from neglecting IR effects.
Figure 7. Results of the ShapeFit and FM fits to the PATCHY “ngc_z3” sample compared to the classic RSD “max” results for reference. The size of the constraints are very similar in the two cases, indicating that ShapeFit captures the bulk of cosmological information captured by FM. The systematic shifts associated to the FM contours are partly caused by neglecting the IR resummation correction, which modulates the BAO amplitude, but also broadens the constraints. ShapeFit does not use any BAO amplitude information, and therefore does not need to crucially account for any IR resummation correction (although it could be easily incorporated). The fact that the size of the constraints is very similar in the two cases indicates that the cosmological information enclosed in the BAO amplitude is subdominant to the one enclosed in the large-scale shape of the power spectrum.

From 1-loop Lagrangian PT it is well known that large scale bulk flows lead to a damping of the BAO amplitude. However, within Eulerian PT, which operates at the level of density field instead of displacement field, this effect is hard to model. The state-of-the-art attempt to model the large scale displacements within Eulerian PT, known as IR resummation, is to phenomenologically damp only the BAO wiggles, while leaving the broadband unchanged.
Table 4. This table shows parameter constraints for \( \Omega = \{\omega_{\text{cdm}}, h, \Omega_m, \sigma_8\} \) given by the corresponding mean \( \bar{\Omega} \), error \( \sigma_\Omega \) and bias \( \bar{\Omega} - \Omega_{\text{Patchy}} \) divided by \( \sigma_\Omega \) with respect to the Patchy cosmological parameters \( \Omega_{\text{Patchy}} = \{0.118911, 0.6777, 0.301175, 0.8288\} \). For the different bias model cases “min” and “max” we compare the results of our RSD, ShapeFit (here abbreviated as SF) and FM fits. We carried out the fits using a covariance matrix corresponding to the volume of 100 stacked mocks \( (V \times 100) \) and to 10 stacked mocks \( (V \times 10) \), where \( V = 3(h^{-1}\text{Gpc})^3 \). The mean values cited here are obtained from the \( (V \times 100) \) runs, as these are more Gaussianly distributed. They do not necessarily coincide with the mean values of the \( (V \times 10) \) runs due to non-Gaussianity, but we have checked that best-fits agree with each other. Also note that we present Gaussianized errors, although in fact they are slightly non-Gaussian, which is consistently taken into account for determining the bias.

The magnitude of this damping effect is inferred from theory and is, hence, highly model-dependent, which may lead to an underestimation of the error bars as shown in [86]. This is the reason why we designed the ShapeFit in such a way that it only extracts cosmological information from the BAO position, the overall power spectrum normalization, and the power spectrum slope; but not from the BAO amplitude. In order to have significant cosmological information on the amplitude of the BAO, we require a survey volume significantly larger than 300 Gpc\(^3\), and this is not expected to be available in the next decade. Nevertheless, one could extend the ShapeFit by an additional parameter governing the BAO amplitude; we leave this for future work.
In appendix A we test the FM fit including the appropriate IR resummation correction finding that this helps to recover the expectation values of ω_{cdm}, h and Ω_m within 1-σ and σ_8 within 2-σ, albeit broadening the resulting constraints. However it is important to recall that the Patchy mocks are not N-body and simulate non-linearities in an approximate way. Hence, it is not guaranteed that the IR resummation scheme appropriately "describes" these mocks.

From table 4 we notice that the size of the posterior constraints on the relevant cosmological parameters are very similar: ShapeFit captures the same bulk of the cosmological information extracted by the FM fit. This shows that the extra information captured by FM compared to the classic approach is concentrated on large-linear scales and is indeed the early-time physics imprint left on the matter transfer function.

5.3 Impact of varying ω_b

In the previous sections we have fixed the ω_b parameter to its Patchy expected value, ω_b = 0.02214. This is motivated by the fact that usually the constrains from LSS alone on this parameter are not competitive with CMB or BBN ones. However, in some cases we may want to perform an analysis with no external prior constrains. In this section we present results obtained considering ω_b as a parameter free to vary with a uniform prior in the range [0.005, 0.04].

Figure 8 shows the ShapeFit (green) and FM fit (blue) results focusing on the “max” case only. Since the slope m is degenerate with ω_b and ω_{cdm}, ShapeFit does not constrain them individually, resulting in fully degenerate bands. Also the constrain on h depends strongly on the ω_b-prior, as h can only be measured from the BAO position once ω_{cdm} is fixed by the slope. Therefore, for ShapeFit the parameters shown in the left panel ω_b, ω_{cdm} and h are effectively unconstrained. Instead, it constrains the (derived) parameters Ω_m, σ_8 and D_V/r_d shown in the right panel.

The additional constraining power of the FM fit comes from the BAO amplitude only, which breaks the degeneracy between ω_b and ω_{cdm}. Once the prior on ω_b is relaxed, the constraints on ω_b are driven by the BAO amplitude, which depends linearly on ω_b/ω_{cdm}.

To show this explicitly, we consider the linear matter power spectrum obtained from parameter combinations that follow the ω_b − ω_{cdm} degeneracy of ShapeFit in figure 8. If the power spectra obtained along this degeneracy show any difference, this means that there is some information loss induced by the ShapeFit compression, that needs to be investigated. Figure 9 displays the linear power spectra for different values of ω_b (green lines), where all other cosmological parameters are read from the ShapeFit chain such as to represent the bestfits for each value of ω_b. As expected, nearly all curves share the same values of Ω_m, h × r_d and hence also D_V/r_d, such that their BAO wiggle positions overlap with each other. However, there is a remaining difference in tilt between the curves as can be seen from the EH98 (dotted) lines. This is, because the fitting formula introduced in eq. (3.7) is not optimized for varying ω_b. As shown in figure 4 our method reproduces the ω_b-behaviour with ~ 5% precision for the range 0.015 < ω_b < 0.03 (which corresponds to a 40-σ region considering the BBN measurement of ω_b).

Nevertheless, it is obvious from figure 9 that most of the differences between the green curves are encoded in the BAO amplitude. It is important to note that the BAO amplitude is an early-time physics imprint which, however, is heavily processed by late-time effects (e.g., non-linearities, mode-coupling, bias). This is the reason why the FM fit delivers biased results when these late-time effects are not taken properly into account (see the no-IR modelling case.
Figure 8. Results when analysing the PATCHY “ngc3” sample with free \( \omega_b \) within a flat prior range of \([0.005, 0.04]\). The green contours display the results from ShapeFit, whereas the blue and purple contours correspond to the FM fit case, with (purple) and without (blue) the IR resummation correction (see text for more details). Since ShapeFit does not compress any BAO amplitude feature, it is not able to break the degeneracies between \( \omega_{cdm}, \omega_b, \) and \( h \) (left panel), and in this case only credconstrains individually \( \Omega_m, \sigma_8 \) and \( D_V/r_d \) (right panel). On the other hand, the FM fit does use the BAO amplitude and therefore is able to break such degeneracies. However, for both cases explored here, the inferred constraints result biased with respect to the expected values. This suggest that the BAO amplitude feature is not yet a reliable probe to be used in LSS analyses.

Figure 9. Linear matter power spectrum ratio \( P_m(k)/P_{true}^m(k) \) on scales \( 0.02 < k [h \text{Mpc}^{-1}] < 0.3 \) for different models: The dashed purple line corresponds to the FM bestfit (purple contours in figure 8), green lines are obtained from the green contours for different values of \( \omega_b \). Green dotted lines show the corresponding EH98 approximation. For improved visibility, the curves are rescaled in amplitude to match \( \sigma_8 \).
represented by blue contours). The effect of including the IR resummation correction in the FM fit (purple contours) is to broaden the posteriors, but not changing their peaks maxima. As a result the posteriors are still biased, but the broadening reduces the tension with the expected values at $2\sigma$. We also observe that the inclusion of IR resummation correction is to broaden the contours precisely along the degeneracy direction given by the green ones. Therefore, we conclude, constraints on $\omega_b, \omega_{cdm}$ and $h$ from FM alone, without any prior from early-time measurements, are not reliable at better than 25% for $\omega_b$, 10% for $\omega_{cdm}$ and 10% for $h$, when obtained with any of the state-of-the-art methods and modelling explored here.

5.4 Impact of varying $n_s$

The constraining power of ShapeFit when adding the scalar tilt $n_s$ as an additional free parameter in comparison with the FM fit is described here. In this case, ShapeFit needs to be run with both slope parameters, $m$ and $n$, introduced in section 3.3. Since the scale-independent and the scale-dependent slopes have a similar effect on the power spectrum, $m$ and $n$ are strongly anti-correlated. See the full parameter degeneracies when varying $m$ and $n$ in figure 18 of appendix C for the Nseries mocks for reference. Here, in the case of the Patchy mocks, we do not show the ShapeFit results on physical parameters for conciseness and focus on the cosmological results.

The green contours of figure 10 display the posteriors derived from ShapeFit for the parameters of a flat-ΛCDM model. As in section 5.3, the results for the FM fit are shown for the cases where IR resummation correction is included (violet contours), and when it is not (blue contours). Both ShapeFit and FM + IR resummation approaches recover the Patchy cosmology very well (marked with black dotted lines). On the other hand, the FM fit results without IR resummation are clearly biased, suggesting that the inclusion of IR resummation is crucial for the FM fit. This can be understood by considering that $n_s$ and $\omega_{cdm}$ have similar effects on the power spectrum slope and thus for ShapeFit these two parameters are highly correlated. The FM fit uses the additional information provided by BAO-peak amplitude in order to break the degeneracy between $n_s$ and $\omega_{cdm}$, hence the blue and violet contours are much narrower than the green contours. IR resummation affects the amplitude of the BAO signal, hence it is crucial to extract unbiased constraints from this signal. ShapeFit makes no use of the amplitude of the BAO and is hence insensitive to this.

Similar to the case when varying $\omega_b$, we conclude that FM fit constraints on $n_s$ depend on the non-linear BAO damping model (late-time physics), while ShapeFit provides a conservative alternative, where the BAO amplitude is not used, such that the constrains on $\omega_{cdm}$ and $n_s$ are purely driven by the slope (early-time physics). We note, that in this case we fixed $\omega_b$ to its underlying value. If we allow to vary both $\omega_b$ and $n_s$ for the FM fit, the bias in $\omega_b$ observed in figure 8 propagates into a biased result on $n_s$, even when the IR resummation correction is applied.

6 Additional systematic tests on N-body catalogues

There is no perfect suite of mocks, all mocks are in some way an idealization of the survey and/or introduce some approximations. It is important to check whether results found on mocks are robust and not due to approximations introduced e.g., in the mock generation. Patchy mocks explored in section 5 are not full N-body mocks, hence they are not appropriate for determining the systematic error budget of classic RSD analyses, and even less suited for the newly introduced shape parameter $m$. In other words, the number of available simulations
Figure 10. Derived posteriors for a flat-ΛCDM model (for a fixed $\omega_b$) for ShapeFit (green contours) and the FM fit to the PATCHY “ngc,z3” sample. The FM results are shown for the IR resummation correction turned on and off, in violet and blue contours, respectively. The differences between ShapeFit and FM posteriors are due to the extra constraining power from the BAO-peak amplitude (not implemented in ShapeFit) which helps to break degeneracies along $\omega_{cdm} - n_s$. The BAO-damping effect due to non-linear bulk flows, which IR resummation describes within FM, greatly reduces the BAO-amplitude-based constraining power, and hence broadens the $n_s$ posteriors.

and the total effective volume they cover, makes the PATCHY mocks an invaluable resource to estimate things like error-bars. However, to investigate potential residual systematics of the proposed ShapeFit implementation, we prefer to resort to N-body mocks.

In this section we present further tests of ShapeFit using two set of full N-body simulations. We want to investigate further the potential systematic errors on $m$, seen in the PATCHY mocks, in particular those under galaxy bias conditions such as local-Lagrangian assumptions (e.g., the left panel of figure 6).
6.1 Systematic tests on dark matter particles in real space: geometric effects

We first focus on analysing the simplest possible case of a set of dark matter particles in real space without survey geometry or selection function. We use a N-body suite of 160 simulations with a flat ΛCDM cosmology consistent with the Wilkinson Microwave Anisotropy Probe bestfit cosmology ([WMAP cosmology, [1]]), with a box size \( L = 2.4 \text{ Gpc}^{-1} \) and a total number of \( N_p = 768^3 \) particles. The initial conditions have been generated at \( z = 49 \) by displacing the particles according to the second-order Lagrangian PT from their initial grid points. We use the output at the three snapshots, \( z = 0.5, 1.0 \) and \( 1.5 \). Further details on these simulations can be found in section 3.1 and table 1 of [95]. Although we have the velocity information for each of the simulated particles, we do not apply in this case any redshift-space distortion displacement for simplicity.

We obtain the data-vector of each of these 160 realizations at each redshift bin, consisting of its monopole, quadrupole and hexadecapole signals between \( 0.02 \leq k [\text{Mpc}^{-1}] \leq 0.15 \), sampled in bins of \( \Delta k = 0.01 \text{hMpc}^{-1} \) size, and with a total number of \( 13 \times 3 \) elements. We take the average of the 160 data-vector realizations to form the mean data-vector to use as our dataset. The total associated volume of this data-vector corresponds to \( 6,448 \text{ Gpc}^3 \). We make use of the 160 realizations to estimate the covariance, following the same corrections as described in section 4.1. In this section, covariance (and errors on the figures) are rescaled to be those corresponding to the full effective volume available. In fact the goal is to explore small systematic shifts, which we want to uncover and quantify with the maximum precision afforded by the simulations available, independently, for now, of the statistical power of specific surveys. We fit the redshift-space distortion model of eqs. (2.12) and (2.13) with non-local bias parameters and with the local-Lagrangian conditions of (4.7). We set \( n = 0 \) for simplicity and only focus on exploring the posteriors of \( \{ \alpha_{||}, \alpha_{\perp}, f, m \} \), when the rest of four nuisance parameters are also marginalized, \( \{ b_1, b_2, \sigma_P, A_{\text{noise}} \} \). Note that since we are fitting the data-vector corresponding to dark matter particles in real space, and we will be using the reference template at the true own cosmology, we expect to recover \( \alpha_{||,\perp} = 1, f = 0 \) and \( m = 0 \).

The dashed-empty contours of figure 11 show the posteriors of such analysis, for the 3 redshift bins in different colors, as labeled. We only show the difference between the measured and the expected value for the 4 relevant physical parameters, accordingly scaled as indicated by the legend for visualization purposes. We notice that even in this highly idealized, simple case systematic shifts are present: \( \Delta_{\alpha_{||}} \simeq 0.01 (1\%), \Delta_{\alpha_{\perp}} \simeq 0.005 (0.5\%), \Delta_f \simeq 0.003 \) and \( \Delta_m \simeq -0.04 \). Being redshift-independent indicates that these shifts are not related to a theoretical limitation of the PT-model, or any biasing model assumption, but likely a geometric effect.

In fact, as it is standard procedure, for each \( k_i \)-bin (defining the power spectrum band-power), the model is evaluated at the effective \( k \)-vector of that \( k \)-bin, \( P_{\text{model}}(k_{i,\text{eff}}) \), where \( k_{i,\text{eff}} \equiv \langle k \rangle_i \) is the ensemble average over all possible directions of the \( k \)-vector within the \( i \)-bin. However, the data-vector is measured by taking the average of \( P(k_i) \) across all \( k \)-directions, \( P_{\text{data}}(k_i) = \langle P_{\text{data}}(k) \rangle_i \). It is clear that \( P_{\text{data}}(k_i) \) and \( P_{\text{model}}(k_{i,\text{eff}}) \) are not representing the same quantity: \( P(k_i) \neq P(k) \). It is mode discreteness that generates this effect. For a sufficiently large box the mode discreteness would be negligible, it is the survey geometry that introduces it and fully specifies it, hence the name ”geometric effect”.

Ignoring this effect can generate spurious signals, especially for the large-scale modes, where the number of modes per bin is small. Ideally we would like to evaluate the model’s
prediction for each \(k\) within the bin and take the average in the same way as when measuring the data-vector, \(\langle p_{\text{model}}(k) \rangle\). However this is too computationally expensive to be adopted in a MCMC.

We propose here an approximation to account for this effect which is fast and sufficiently accurate for our purposes: we add the resulting “mean” effect to the data. We construct a new data-vector, \(p_{\text{data}}^{-1}(k)\):

\[
p_{\text{data}}^{-1}(k) = G^{-1}(k) \times p_{\text{data}}(k),
\]

where the geometric factor, \(G\), is defined as

\[
G(k) \equiv \frac{\langle p_{\text{model}}(k) \rangle}{p_{\text{model}}(\langle k \rangle)}.
\]

and where the ensemble average is taken over all directions of the \(k\)-vector. Naturally \(G(k)\) depends slightly on the parameters at which the model, \(p_{\text{model}}\) is evaluated,\(^\text{20}\) so \(G\) is obtained through several iterations, until we observe convergence (in practice one or two iterations suffice). We start by fitting the data-vector without any correction \((G(k) = 1)\), evaluating \(G(k)\) at the best fitting model (first trial correction), and first trial \(p_{\text{data}}^{-1}(k)\). We repeat this process until we observe convergence in the derived posteriors. We have found convergence is reached by the second iteration.

Following this two-iteration process approach we produce the posteriors displayed in figure 11 in solid contours. We notice how the systematic offsets observed initially (empty-dashed contours i.e., \(G(k) = 1\)) are significantly reduced (by a factor 2 to 4 depending on the variable) when we account for the geometric correction: \(\Delta_{\text{sys}}^\parallel \approx 0.005\ (0.5\%)\), \(\Delta_{\text{sys}}^\perp \approx 0\ (0\%)\), \(\Delta_f = 0.003\) and \(\Delta_m = -0.01\). The geometric correction is particular important for \(m\), neglecting it induces a systematic shift of \(\Delta m \approx -0.03\). The geometric effect is less important for \(\alpha^\parallel, \alpha^\perp\) – neglecting it induces a systematic shift of 0.5%– and negligible for \(f\). We estimate that the residual bias on \(m\) after the proposed approximate geometric correction becomes comparable to the statistical error for an effective volume greater than \(\sim 400\text{Gpc}^3\). Without our proposed mean correction the bias would become comparable to the statistical error for volumes \(\sim 25\text{Gpc}^3\). Hence this correction is important and sufficient for on-going and forthcoming surveys. We conclude that such type of “geometric” corrections may be important when doing precision cosmology, especially for signals on large scales (i.e., \(m\)-derived quantities and the FM fit approach). It is important to keep in mind that the systematic shifts reported in figure 11 depend on the size of the chosen \(k\)-bin - the smaller the size of the bin, the smaller the required \(G\)-correction - as well as the size of the box in which the sample is embedded - the larger the box, the smaller the \(G\)-correction - (see next section). In general, these shifts only set a floor for the type of systematics we expect in real-life applications. Inaccuracies when modelling galaxy bias schemes and redshift space distortions, may increase the systematic errors reported in figure 11. We address these effects in the following sub-section.

\subsection*{6.2 Systematic tests on Nseries LRG mocks}

We now explore how the compressed parametrization of \textit{ShapeFit} performs when it is applied to full N-body galaxy mocks. We employ the Nseries galaxy mocks which have been used for

\footnote{Note that one could also leave the data-vector intact and apply this inverse correction into the model: \(p_{\text{model}}^{-1} = G(k) \times p_{\text{model}}(k)\) at each MCMC step, where \(G\) would be pre-computed at a given fiducial model in order to save computational time. This approach may seem more physically motivated but is mathematically identical to what we follow.}
Figure 11. Posteriors derived when fitting the mean of 160 full N-body dark matter realization in real space. The covariance has been rescaled to correspond to an effective volume of $2200 \, [h^{-1}\text{Gpc}]^3$. We have used the model described in eqs. (2.12) and (2.13) and the local-Lagrangian bias scheme of eq. (4.7). In the plot we only show the physical parameters $p = \{\alpha_\parallel, \alpha_\perp, f, m\}$, although the remaining four nuisance parameters are also varied (see text). The empty-dashed contours display the results of fitting the data-vector without any geometric correction (as usually done), whereas the filled contours account for the geometric correction through eq. (6.2). For all $p$-variables the expected value is $\Delta p = 0$. We observe that $m$ is especially sensitive to the geometric correction with a shift of about $0.03$ towards positive values, for the specific set of geometric choices: $\Delta k = 0.01 \, h\text{Mpc}^{-1}$, size of the periodic box, $L = 2.4 \, h^{-1}\text{Gpc}$, and the $k$-range fitted, $0.02 \leq k \, [h\text{Mpc}^{-1}] \leq 0.15$.

determining the modelling systematic error budget in BOSS [26] and eBOSS [27] official RSD and BAO analyses.

The Nseries mocks have been generated out of 7 independent periodic boxes of $2.6 \, h^{-1}\text{Gpc}$
Figure 12. Posteriors from Nseries N-body mocks using $P(0.02,4)$ at $0.02 \leq k [\text{Mpc}^{-1}] \leq 0.15$. In the left panel we display the comparison of classic RSD (purple) and ShapeFit (orange), both with local-Lagrangian bias parametrization of eq. (4.7), and ShapeFit with free non-local biases (green). All cases correspond to the fit of the mean power spectra of the 84 independent realizations with an associated effective volume of $V_{\text{eff}} = 308 \text{Gpc}^3$). Horizontal black-dashed lines represent the true expected value for each compressed variable. The empty-dashed contours display the results without any geometric correction ($G = 1$) and the filled-solid contours with this correction included (see eq. (6.2) and text for details). The right panel displays the case of ShapeFit with the local-Lagrangian bias assumption when fitting the mean of the 84 realizations (orange, same to the left panel) and when fitting the averaged-posteriors of all 84 individual realizations (blue contours), which in this last case represents an effective volume similar to BOSS CMASS NGC, $3.67 \text{Gpc}^3$. We note how the small systematic errors detected in the left panel, are negligible compared to the real-life statistical errors derived when fitting the realistic case of BOSS CMASS with a volume of $3.67 \text{Gpc}^3$ shown in blue in the left panel.

side, projected through 12 different orientations and cuts, to extract, in total, 84 pseudo-independent realizations with the sky geometry similar to the northern galactic cap of CMASS DR12 data, for $0.43 < z < 0.7$, resulting in an effective redshift of 0.56. The mass resolution is $1.5 \times 10^{11} M_{\odot} h^{-1}$, with $2048^3$ dark matter particles per box. The identified haloes are populated with galaxies following a halo occupation distribution model tuned to match the clustering of LRGs observed by BOSS. As in the standard procedure adopted by the BOSS collaboration, the covariance is estimated from the 2048 realizations of NGC CMASS DR12 Patchy mocks catalogues. Additionally, we rescale all the estimated covariance terms by a 10% factor based on the ratio of particles, as the Patchy mocks have 10% fewer particles than the Nseries mocks due to veto effects on the DR12 CMASS data. The underlying cosmology of the Nseries mocks is close to the WMAP one and they sample a total effective volume of $84 \times 3.67 [\text{Gpc}]^3$. Further information and details on the Nseries mocks can be found in section 7.2 of [27], as well as section 2.2.2 of [72].

Each of the Nseries mocks cover a larger physical volume than the dark matter simulation,
so we have embedded them in a box of 4 Gpc$^{-1}$ side length. We use the same $k$-binning and data-vector entries as in section 6.1, but the larger box-size implies that the mode-sampling is much denser; this is expected to reduce the geometric effect seen in section 6.1.

The left panel of figure 12 displays the posteriors resulting from fitting the mean power spectrum multipoles from the 84 Nseries mock realizations. The dashed-empty contours show the posteriors drawn when fitting the data without any geometric-correction factor applied, whereas the solid-filled contours are when the $G$-factor is applied (see eq. (6.2) for reference). The different color schemes represent different types of fit or bias schemes, as labeled. The local-Lagrangian galaxy bias conditions of eq. (4.7) are applied to the classic RSD fit (purple contours) and to the ShapeFit (orange contours). Additionally, we also show the ShapeFit when the locality in Lagrangian space is relaxed (green contours). While only the physical parameters are shown, the nuisance parameters are included in the fit and marginalized over.

For the ShapeFit parametrization we have set $n = 0$ for simplicity. The black-dashed lines indicate the expected values for the underlying cosmology of the Nseries mocks.

As expected, the geometric correction described in section 6.1 has a much smaller effect for the Nseries mocks.

This is due to a combination of two effects: the statistical errors for Nseries are larger than for the dark matter simulations, because of the smaller effective volume, $308 \text{ Gpc}^3$ for Nseries and $6,448 \text{ Gpc}^3$ for dark matter particles boxes. Moreover the larger size of the Nseries box, $L = 4 \text{ Gpc}^{-1}$, yield a finer sampling of $k$-modes than for the dark matter simulation, $L = 2.4 \text{ Gpc}^{-1}$, reducing the net effect.

We note that for the 3 studied cases, classic RSD with the local-Lagrangian bias assumption, and ShapeFit with and without the local-Lagrangian bias assumption, the expected parameters are recovered very well. We only detect a systematic shift on $m$ of order $0.01 - 0.02$, towards negative values, similar to the one reported in section 6.1. Note that for the Nseries mocks the recovered non-local bias parameters are very consistent with the local-Lagrangian prediction.

Additionally, letting $n$ and $m$ to be simultaneously free for the local-Lagrangian bias case, yields results very consistent with the $n = 0$ case (orange contours), and therefore with the expected value (see appendix C).

The right panel of figure 12 illustrates the effective volume-effect for the ShapeFit case with the non-local bias set to their local-Lagrangian prediction. The orange contour displays the fit to the mean of the 84 Nseries mocks (same as in the left panel), whose associated effective volume is $308 \text{ Gpc}^3$. The blue contours are the resulting posterior from averaging the individual 84 posteriors, each of them with an associated effective volume of $3.67 \text{ Gpc}^3$. For most of the parameters of interest the maxima of the posterior of the mean (orange) lies in the same position as the maxima of the mean of individual posteriors (blue). We observe a small displacement for $f$ and $m$, indicating some non-Gaussian behaviours on the tails of the distribution. We also note that the size of the systematic reported errors on the left plot, of order $\Delta m^\text{sys} \approx 0.01 - 0.02$, are very sub-dominant with respect to the statistical errorbars of $m$ associated to a real-life volume, of $3.67 \text{ Gpc}^3$, in the right panel in blue.

We conclude that for the ShapeFit analysis on Nseries mocks, with or without the local-Lagrangian bias assumption, the errors associated to modelling systematics are negligible for $\alpha_{\parallel,\perp}$ and $f$, and of 0.01-0.02 on $m$ towards negative values. We have not identified the source of such systematic shift, but we conclude that it does not have any significant impact when fitting actual datasets, whose statistical errorbars on $m$ tend to be of order of 5-10 times larger. We leave a more detailed study of such systematic effect and its mitigation in
the next-generation of galaxy surveys for future work.

7 Conclusions

The standard (classic) approach to analyse galaxy redshift clustering, (that we refer to as BAO and RSD analyses), is conceptually different from the way, for example, CMB data are interpreted. With the help of a fiducial template of the power spectrum, the clustering data are compressed into few physical observables which are sensitive only to late-time physics, and it is these observables that are then interpreted in light of a cosmological model. There has been a renewed effort recently to analyse galaxy redshift clustering in a similar way as CMB data: by comparing directly the observed power spectrum, including the BAO signal, the RSD signal, as well as the full shape of the broadband power to the model’s prediction. In this case, the model has to be chosen \textit{ab initio}. We refer to this approach as full modelling (FM). The resulting posterior constraints on cosmological parameters of the ΛCDM model, or its simple extensions, are significantly tighter than in the classic analysis in a broad parameter space with no Planck constraints.

In this paper we have provided a full physical understanding of where the additional constraining power afforded by the second approach arises, and in doing so we have bridged the classic and new analyses in a transparent way.

The compressed physical variables of the classic approach represent the universe’s late-time dynamics; they depend only on the geometry, expansion history and growth rate of the Universe in a model-independent way and they can be in turn interpreted in light of the cosmological model of choice. These variables do not capture and are insensitive to other physics relevant to processes at play at a different epoch in the Universe evolution such as equality scale, sound horizon scale, primordial power spectrum or other quantities that enter in the matter transfer function.

However, there is additional information in the clustering signal. Beside the primordial tilt, the broadband of the power spectrum is shaped by the matter transfer function encoding the evolution (scale and time dependence) of the initial fluctuations from inflation until the time of decoupling of the photon-baryon fluid, which in a ΛCDM model, depends on the physical baryon and matter densities $\omega_m$, $\omega_b$ and $h$. This, we have shown, is located mostly on large scales, and to a smaller extent in the amplitude of the BAO wiggles.

In the FM approach the parameter dependence of the transfer function and the geometry are not kept separated, in this way the information carried by the shape of the transfer function, improves constraints on cosmological parameters that are usually interpreted as purely geometrical. This can be seen as an “\textit{internal model prior}”. The classic fixed template methods do not invoke a prior of that kind, as they do not establish this link.

We have thus extended the classic analysis with a single additional phenomenological parameter, that captures the bulk of this extra information (section 3). We refer to this approach as \textit{ShapeFit}. The physical understanding we provide is rooted on landmark works on the matter transfer function e.g., [20, 46, 49]. We are aware that a single parameter like $\Gamma \sim \Omega_m h$ is insufficient to correctly describe the data given the statistical power of state-of-the-art galaxy surveys [20]. \textit{ShapeFit} introduces instead an effective parameter, $m$, the slope of the matter power spectrum at a specific pivot scale. The \textit{ShapeFit} extension of the classic methodology captures the same broadband shape information as the FM fit by upgrading the classic RSD fit and at the same time retaining the power of compressing the two point statistics into well understood and model independent physical numbers that still
disentangle early from late-time physics. The ‘internal model prior’ is not needed until the very last step of interpreting the physical variable in light of a model.

In summary, ShapeFit:

- preserves the model-independent nature of the compressed physical variables of the classic approach,
- disentangles early-time from late-time physical information,
- matches the constraining power of the FM approach when interpreted within the cosmological model parametrization of choice (see figure 7),
- is a simple addition to the established “classic” codes and procedures with a simple physical interpretation,
- the computational time is effectively indistinguishable from that of the classic approach and \( \sim 30 \) times faster than the FM approach (at the level of cosmological inference),
- reduces the (already small) template-dependence of the classic approach.

In passing we have presented (section 3.2) a new definition and interpretation of the physical parameter describing amplitude of velocity fluctuations which further reduces the model-dependence of the traditional RSD analysis. We recommend adopting it in classic analyses even without ShapeFit extension.

ShapeFit does not include the additional information enclosed in the BAO amplitude for two reasons: i) this early-time information is relevant only if no CMB or BBN prior is adopted for \( \omega_b \), ii) even though the BAO amplitude is an early-time physics imprint it is however heavily processed by late-time effects (e.g., non-linearities, mode-coupling, bias) and therefore, we argue, not robust (see figure 8).

Given the level of sophistication and the systematic control of the classic approach, we have performed a battery of tests on mock surveys to quantify possible subtle systematic effects for ShapeFit. These are presented in section 6.2 and the appendices. We have highlighted a few systematic effects and proposed and tested mitigation strategies well suited to present and forthcoming surveys. The take-home message is that the power spectrum broadband shape is very sensitive to bias assumptions, even on large, linear scales. Therefore, we advocate to always allow maximal freedom for the bias and nuisance parameters in forthcoming data analyses, especially when FM and ShapeFit are used for cosmological interpretation.

We envision that the transparent physical interpretation offered by the simple extension of the classic approach proposed here will be useful in analysing and interpreting the clustering signal of current and forthcoming surveys in a robust way.
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A Impact of IR resummation on FM results

The Infrared (IR) resummation effects are not included in the baseline analysis shown in the main text. This is motivated by the fact that ShapeFit does not include this effect in the PT model used (in this case 1-loop SPT). The effect of IR resummation in the FM fit is to damp the amplitude of the BAO feature in the power spectrum model due to late-time physics effects (bulk flows), and therefore to broaden the likelihoods of those parameters sensitive to the amplitude of the BAO features. For this reason we opted for the non-IR option in FM fit as a baseline choice, for a fairer comparison between ShapeFit and FM fit likelihood’s shapes.

However, since the IR resummation is an integral part of EFT power spectrum modelling, and therefore of FM fit, here we show how the likelihoods for these cases compare to each other when fitting the PATCHY mocks, in the case of $\omega_b$ being fixed to its true value. Previously, in figure 8 we have already shown how they compare for the case of a uniform and wide prior on $\omega_b$.

Figure 13 is the analogous plot of figure 7, for the “max” case only (see text in section 4.2 for a full description of this choice), keeping the same color-code: blue for FM fit without IR resummation correction and green for ShapeFit. In purple we show the contours for FM fit with the IR resummation correction included. We remind the reader that ShapeFit does not use any BAO amplitude information, and therefore is, by construction, insensitive to IR resummation effects in $P(k)$.

Figure 13 shows how the inclusion of IR resummation correction help the contours of FM fit to shift towards the expected parameter values, at the expenses of broadening the contours. We stress that this shift only happens when the $\omega_b$ parameter is anchored to its true value. In the case $\omega_b$ is set to be free, the IR resummation correction does not produce the required shift towards the correct position, and only broadens the contours (see figure 8). The ShapeFit posteriors are naturally unaffected by ignoring the IR resummation correction and recover the expected parameters’ values of the PATCHY mocks cosmology.

In real-life applications (i.e., for effective survey volumes of $\lesssim 100 \text{ Gpc}^3$) the IR resummation correction does not have a significant impact in the derived cosmological parameters. This is because the BAO amplitude information is dominated by other probes different to LSS, such as CMB- or BBN-based analyses, and getting it right from the LSS does not add any significant information to the combined analysis. Also, for those studies doing an integral LSS-alone analysis, the amplitude of BAO is not yet a reliable feature we should be trusting. The reason is that the BAO damping is highly model dependent and involves non-linear physics (including galaxy formation) that we do not understand at the level required for precision cosmology today. A practical proof of that are the contours of figure 8, where when
Figure 13. Posteriors resulting from fitting the mean of 2048 PATCHY "ngc\_z3" mocks with a covariance corresponding to 100 times the size of one single realization, and with an associated effective volume of $\sim 300 \text{Gpc}^3$. For this case $\omega_b$ has been kept fixed to its true expected value (see figure 8 for the case where $\omega_b$ is kept as a free parameter) and the "max" choice been made for the Lagrangian bias treatment (see section 4.2). Blue and purple contours display the prediction from FM fit when IR resummation correction is ignored or accounted, respectively. The ShapeFit inferred contours are shown in green, where the BAO amplitude information is not used, and therefore the IR resummation correction has no effect.

LSS data is analysed alone without any strong $\omega_b$ prior, even the IR resummation approach returns biased likelihoods for $\{h, \omega_b, \omega_{cdm}\}$. 

- 46 -
Table 5. List of cosmological models for reference template potential dependence.

| Cosmology   | $\omega_m$  | $\omega_h$ | $h$   | $\sigma_8$ | $n_s$ | $M_\nu$ [eV] | $N_{\text{eff}}$ | $\Omega_m$ | $r_d$ [Mpc] |
|-------------|-------------|-------------|-------|-------------|-------|--------------|---------------|-----------|-----------|
| Planck      | 0.1417      | 0.022       | 0.676 | 0.8288      | 0.9611| 0.06         | 3.046        | 0.31      | 147.78    |
| PATCHY      | 0.1411      | 0.022       | 0.678 | 0.8288      | 0.9611| 0.0          | 3.046        | 0.307     | 147.64    |
| Nseries     | 0.1401      | 0.023       | 0.700 | 0.82         | 0.96  | 0.06         | 3.046        | 0.286     | 147.15    |
| X           | 0.1599      | 0.022       | 0.676 | 0.814        | 0.97  | 0.056        | 4.046        | 0.35      | 143.17    |
| Y           | 0.1599      | 0.022       | 0.676 | 0.814        | 0.97  | 0.056        | 4.046        | 0.35      | 138.77    |
| Z           | 0.2053      | 0.037       | 0.75  | 0.9484       | 0.96  | 0.0          | 3.046        | 0.365     | 123.97    |
| Om-high     | 0.1417      | 0.022       | 0.595 | 0.7349       | 0.97  | 0.0          | 4.046        | 0.4       | 142.85    |
| Om-low      | 0.1417      | 0.022       | 0.913 | 0.7983       | 0.97  | 0.0          | 4.046        | 0.17      | 142.85    |

B Investigating the ShapeFit template dependence

Both the classic RSD Fit and the ShapeFit are template-based fitting methods: they measure physical parameters related to late-time dynamics of the universe given a fixed template set by early-time physics. Keeping the template fixed and only varying it according to late-time effects is an effective way to decouple the early-time dependence of cosmological parameters from the late-time observations. This degree of model-independence goes at the expense of introducing a certain “modelling systematic”, coming from the fact that the template used for the analysis may not correspond to the underlying linear matter power spectrum of the universe.\(^{21}\) It is therefore important to quantify this systematic by studying the impact of different templates on physical parameter results and this is what this appendix is dedicated to.

There are two questions we would like to address:

- How do the classic RSD Fit and the ShapeFit compare in terms of template independence for results on the traditional parameters $\alpha_\parallel, \alpha_\perp$ and $f\sigma_8$.

- What is the degree of template-dependence for the new ShapeFit parameter $m$.

To answer these questions we perform the classic RSD Fit and the ShapeFit for a set of 8 different template cosmologies presented in table 5. The “Planck” and “PATCHY” cosmologies are very similar (close to the cosmology preferred by Planck analysis) and have been introduced already in the main paper, as the “Nseries” parameters corresponding to the WMAP cosmology. We also use the “X”, “Y”, and “Z” templates, that correspond to $\omega_m$-values extremely different from the “Planck” reference, and a different value of the effective number of neutrino species $N_{\text{eff}}$ in the “Y” case. All these templates have also been used to study the template dependence of eBOSS results in [72]. In addition, we use templates generated from the “Om-high” and “Om-low” cosmology, that share the same value of $\omega_m$ as “Planck”, but extremely different Hubble parameters $h$, leading to a very high and a very low value of $\Omega_m$ respectively.

The linear power spectrum templates as well as the 1-loop corrections and the full non-linear templates are also shown in figure 14 for all cosmologies except for the “Patchy” cosmology, as it is very similar to “Planck”. From the left panels one can see that the

\(^{21}\)As a side-note, this modelling systematic given by the template dependence does not exist in the FM approach, where the template is varied consistently at each step given the model, by definition. However, avoiding this systematic goes at the expense of model dependence, as internal model priors need to be adopted.
templates show deviations of up to 50% on large and 20% on small scales. After rescaling them via the early-time scaling given in eq. (3.2) to match the BAO positions (right panels), the deviations reduce to 25% and 10%, respectively. One can appreciate, even by eye, that the remaining disagreement between the templates after rescaling is well described by a slope. This is precisely the additional degree of freedom that \textit{ShapeFit} delivers via the parameter $m$, which is missing in the classic RSD fit.

Figure 15 shows the posteriors for the northern “ngc,23” PATCHY mocks analysed using \textit{ShapeFit} (solid contours) and the classic RSD (dashed contours) using some of the different templates (displayed in different colours) listed in table 5 as the reference cosmology. In all cases we set $n = 0$ and we allow the non-local galaxy bias parameters to vary freely. For each case the data-vector has been constructed from the mean monopole and quadrupole signals of the 2048 realizations, and the associated covariance correspond to the volume of 100 PATCHY mocks. Each physical parameter, $p$, is displayed with its expected value, $p^{\exp}$ (different for each reference template) subtracted in such a way that the expected value coincides with
Figure 15. Comparison between templates used for the classic RSD Fit (dashed contours) and for the ShapeFit (solid contours) on the mean of 2048 PATCHY mocks with covariance for the volume of 100 realizations. We show posterior results for the physical parameters subtracted by the expectation, relative to the error normalized to the volume of a single PATCHY mock realization, $\sim 3 \text{Gpc}^3$. For all cases the non-local bias parameters are varied corresponding to the “max” case (see section 4.2 for details).

$0$, $\Delta p = p - p^{\exp}$. Additionally each $\Delta p$ is divided by the statistical error corresponding to one single realization of these mocks. As already discussed above, the choice of reporting the results for an effective volume of $\sim 3 \text{Gpc}^3$ is motivated by the fact that the PATCHY mocks’ accuracy in reproducing the observed clustering properties is not guaranteed much beyond the limit afforded by the statistics of a single realization. Moreover we follow the procedure for template sensitivity presented in [72]. Using ShapeFit over the classic RSD method helps to bring the measured value of $\alpha_\parallel$ and $f\sigma_8$ close to the expected value ($\Delta p = 0$), removing a
Figure 16. Results of compressed variables for all templates (see table 5) used for the classic RSD Fit and the ShapeFit, in both cases allowing non-local bias parameters to vary ("max" case in table 3). For each template we show the deviation $\Delta p$ from the expectation of $p$ for $\Delta p \in \{\Delta \alpha_\parallel, \Delta \alpha_\perp, \Delta f\sigma_8, \Delta m\}$ divided by the corresponding errors $\langle \sigma \rangle$ of each parameter when fitting the BOSS "ngc, z3" sample using the covariance of a single realization corresponding to a volume of $\sim 3$ Gpc$^3$. The classic RSD fit barely exceeds $0.5 \langle \sigma \rangle$ while ShapeFit is bound below $0.35 \langle \sigma \rangle$ deviations indicated by the grey band. The last column shows, again in units of $\langle \sigma \rangle$, the template-averaged deviation from the truth $\sqrt{\langle \Delta p^2 \rangle}$ (represented by vertical histogram-bars) over-plotted with the intrinsic scatter among all templates $\sigma_{p\text{temp}}$ (represented by error bars) for each parameter $p$. It is important to note that the error bars do not indicate the error on the error, but the statistical spread, while the histogram bar represent the cumulative systematic bias. Hence, in case there is no systematic deviation, the error bar size is equal to the histogram height, (as it is the case for $\Delta \alpha_\perp$ and $\Delta f\sigma_8$.)

The weak systematic residual associated with the reference template choice, which is present for the classic RSD analysis. $\alpha_\perp$ is unbiased for both classic RSD and ShapeFit. The new shape parameter $m$ does not show any significant bias neither. The deviation with respect to the expectation remains well below one half of the statistical error-bars expected for a volume of about 3 Gpc$^3$ even for the extreme case of the templates ‘X’, ‘Y’ and ‘Z’.

Figure 16 presents the displacement of the same physical variables shown in figure 15 in 1-dimensional panels, for the additional cosmologies of table 5, ‘Planck’, ‘Nseries’ and ‘Z’.

In addition, the last column provides a “summary statistic” of all templates to facilitate evaluating the overall ShapeFit performance. The colored bars represent the “least squared” deviation $\sqrt{\langle \Delta p^2 \rangle}$ from the truth, where we averaged over all $N_{\text{temp}}$ templates

$$\langle \Delta p^2 \rangle = \frac{\sum_{i=1}^{N_{\text{temp}}} \Delta p_i^2 / \sigma_{p_i}^2}{\sum_{i=1}^{N_{\text{temp}}} 1 / \sigma_{p_i}^2} ,$$

and the error bars show the intrinsic scatter of the bestfit values with template $\sigma_{\text{temp}}$. We can see that the overall effect of ShapeFit on $\sqrt{\langle \Delta p^2 \rangle}$ is rather mild for $\alpha_\parallel$ and $\alpha_\perp$, but very strong
(factor 2 improvement) for \( f\sigma_8 \). On the other hand, \textit{ShapeFit} shows significant improvement concerning the scatter \( \sigma_{\text{temp}} \) for \( \alpha_\parallel \) and \( f\sigma_8 \), but not for \( \alpha_\perp \). Ideally the cumulative systematic bias (histogram-bars) should not be larger than the statistical scatter (error-bars). Clearly for \( \alpha_\parallel \) this is not the case, but is also not a problem with the adopted compression. We interpret it as an indication of insufficient accuracy in the adopted theoretical modelling at the level below or \( \sim 0.25 \) of one standard deviation. We can thus roughly estimate that, if the modelling is not improved, such bias may become a concern for volumes of the order of \( \sim 40 \, \text{Gpc}^3 \). Considering the individual templates we observe a similar trend as in figure 15: the visible bias of the classic RSD approach for \( f\sigma_8 \) in the X and Y cosmologies as well as the Om-high and Om-low cases, has puzzled and worried the experts for a while. \textit{ShapeFit} helps to reduce the already small template dependence of the classic RSD analysis, even for extreme cosmologies (such as X, and Y), completely ruled out by CMB observations; even the parameter \( m \) does not show a significant template dependence, although we note that the error on \( m \) may increase for an inappropriate choice of template. We argue however, that this feature does not have a significant impact on future data analysis, as the extreme templates studied here are used for testing purposes only.

C \hspace{1em} \textbf{Full parameter-dependencies for \textit{ShapeFit}}

For clarity, the main text did not show the full posteriors including both physical and nuisance parameters. It is however important to study possible correlations between the shape parameter \( m \) and the non-local biases: correlations between nuisance parameters and the physical parameters of interest may induce systematic biases in cosmological inference if the modelling of nuisance effects is incorrect or if unsuitable priors are imposed on the nuisance parameters. This is studied in this appendix.

In figure 17 we show the full correlations in all fitted parameters, both physical and nuisance, for the Nseries case with \( m \) free, for the cases of local-Lagrangian ("min" case in orange contours) and free non-local biases ("max" case in green). For comparison we also show in purple the classic RSD case for local-Lagrangian.

On the other hand, in figure 18 we show the dependencies for the "min" case when both \( m \) and \( n \) are freely varied within \textit{ShapeFit} (green contours). We note the high correlation between \( m \) and \( n \). This has to do with the intrinsic degeneracy between \( \omega_b \), \( \omega_m \) and \( n_s \) through the slope, which can only be broken by modelling the BAO amplitude and imposing a strong prior on \( \omega_b \).

The full parameter degeneracies figures make a crucially important point (as already anticipated in section 6.2): the power spectrum broadband shape, and hence the slope \( m \), is very sensitive to bias assumptions, even on large, linear scales. Therefore, we advocate to always allow maximal freedom for the bias and nuisance parameters in forthcoming data analyses, especially for FM fits and when the slope \( m \) is used for cosmological interpretation. Of course, this slows down MCMC chains convergence, but \textit{ShapeFit} has an advantage over the FM fit, as in the former the fit only needs to be done once, while for the latter it has to be repeated for any model of choice.

D \hspace{1em} \textbf{Impact of rescaling the non-linear template.}

We investigate the approximation of factorizing the parameter \( m \) and \( s \) outside the loop-integral corrections. This approximation is particularly useful because it allows us to pre-compute
Figure 17. Posterior distribution for the mean of the Nseries mocks corresponding to what is shown in the left panel of figure 12, but in this case explicitly displaying the dependencies on nuisance parameters, including the non-local biases. Note the strong correlation between the shape parameter $m$ and the non-local biases $b_{s2}$ and $b_{3nl}$.

all loop-correction terms at a given reference cosmology, but varying the slope, $m$, and the BAO-template peak position, $s$, at each MCMC step. Note that the approximation involving $s$ has been extensively used in all the ‘classic’ RSD methods using the ‘fixed-template’ approach.

Figure 19 displays the difference between the non-linear 1-loop SPT (taking into account the non-linear bias and TNS terms corrections) exact evaluation of the power spectrum multipoles and the corresponding rescaling of a reference template evaluated at different values of $s$ ($\pm 0.05$, in blue) and $m$ ($\pm 0.1$, in purple), as it would be used in an actual MCMC run. Solid/dashed/dotted lines show the difference for the monopole/quadrupole/hexadecapole, relative to the amplitude of the monopole. The rest of nuisance parameters have been set to
values close to the best-fitting case for the PATCHY and Nseries mocks. Of course marginalizing over the nuisance parameters will absorb some of these differences (see below).

We see that for both $m$ and $s$ the approximation is better than 2% for $k \leq 0.15 \, h \, \text{Mpc}^{-1}$, and 3% for $k \leq 0.20 \, h \, \text{Mpc}^{-1}$. These are actually comparable to the absolute typical errors of the model adopted in this paper (1-loop-SPT, TNS model, 1-loop bias corrections). The errors made by factorizing $m$ outside the loop integrals are of the same order as those introduced by the scaling of the BAO-template peak position, for shifts of $m \pm 0.1$ and $s \pm 0.05$, respectively. These small systematics errors are partially absorbed by nuisance parameters, such as $b_2$ and
Systematic errors produced by rescaling the BAO-peak position $s$ and the shape parameter $m$ in the fixed-template implementation, $\Delta P(\ell) = P_{\text{rescaled}}(\ell) - P_{\text{exact}}(\ell)$, relative to the amplitude of the monopole, for reference. Blue lines display the effect of rescaling $s$ by $s = 1 \pm 0.05$ and purple lines for $m$ by $m = 0 \pm 0.1$. Solid, dashed and dotted lines display the effect for the monopole, quadrupole and hexadecapole, respectively. For the $k_{\text{max}} = 0.15 \, h\text{Mpc}^{-1}$ used in this paper, the systematic error stays always below 2%.

We conclude that the ‘fixed-template’ implementation is a valid approach for both $s$- and $m$-rescaling, and produces systematic errors well within the current systematic error budget, as they are of the order of systematic errors associated to the theory model itself. Should the maximum $k$ be pushed so that more non-linear scales are (reliably) included and constraints shrink significantly compared to the cases considered in this paper, this approximation may need to be improved. We leave to future work how to do this without representing a computational bottleneck.

References

[1] WMAP collaboration, Nine-Year Wilkinson Microwave Anisotropy Probe (WMAP) Observations: Cosmological Parameter Results, Astrophys. J. Suppl. 208 (2013) 19 [arXiv:1212.5226] [InSPIRE].

[2] PLANCK collaboration, Planck 2018 results. VI. Cosmological parameters, Astron. Astrophys. 641 (2020) A6 [Erratum ibid. 652 (2021) C4] [arXiv:1807.06209] [InSPIRE].
[3] C. Blake et al., The 2-degree Field Lensing Survey: design and clustering measurements, *Mon. Not. Roy. Astron. Soc.* **462** (2016) 4240 [arXiv:1608.02668] [SPIRE].

[4] SDSS collaboration, The Sloan Digital Sky Survey: Technical Summary, *Astron. J.* **120** (2000) 1579 [astro-ph/0006396] [SPIRE].

[5] SDSS collaboration, SDSS-III: Massive Spectroscopic Surveys of the Distant Universe, the Milky Way Galaxy, and Extra-Solar Planetary Systems, *Astron. J.* **142** (2011) 72 [arXiv:1101.1529] [SPIRE].

[6] BOSS collaboration, The Baryon Oscillation Spectroscopic Survey of SDSS-III, *Astron. J.* **145** (2013) 10 [arXiv:1208.0022] [SPIRE].

[7] SDSS-III collaboration, The Eleventh and Twelfth Data Releases of the Sloan Digital Sky Survey: Final Data from SDSS-III, *Astrophys. J. Suppl.* **219** (2015) 12 [arXiv:1501.00963] [SPIRE].

[8] A. Raichoor et al., The completed SDSS-IV extended Baryon Oscillation Spectroscopic Survey: Large-scale Structure Catalogues and Measurement of the isotropic BAO between redshift 0.6 and 1.1 for the Emission Line Galaxy Sample, *Mon. Not. Roy. Astron. Soc.* **500** (2020) 3254 [arXiv:2007.09007] [SPIRE].

[9] A.J. Ross et al., The Completed SDSS-IV extended Baryon Oscillation Spectroscopic Survey: Large-scale structure catalogues for cosmological analysis, *Mon. Not. Roy. Astron. Soc.* **498** (2020) 2354 [arXiv:2007.09000] [SPIRE].

[10] B.W. Lyke et al., The Sloan Digital Sky Survey Quasar Catalog: Sixteenth Data Release, *Astrophys. J. Suppl.* **250** (2020) 8 [arXiv:2007.09001] [SPIRE].

[11] DESI collaboration, The DESI Experiment Part I: Science,Targeting, and Survey Design, *arXiv:1611.00036* [SPIRE].

[12] DESI collaboration, The DESI Experiment Part II: Instrument Design, *arXiv:1611.00037* [SPIRE].

[13] EUCLID collaboration, Euclid Definition Study Report, *arXiv:1110.3193* [SPIRE].

[14] SDSS collaboration, Detection of the Baryon Acoustic Peak in the Large-Scale Correlation Function of SDSS Luminous Red Galaxies, *Astrophys. J.* **633** (2005) 560 [astro-ph/0501171] [SPIRE].

[15] 2dFGRS collaboration, The 2dF Galaxy Redshift Survey: Power-spectrum analysis of the final dataset and cosmological implications, *Mon. Not. Roy. Astron. Soc.* **362** (2005) 505 [astro-ph/0501174] [SPIRE].

[16] P.J.E. Peebles and J.T. Yu, Primeval adiabatic perturbation in an expanding universe, *Astrophys. J.* **162** (1970) 815 [SPIRE].

[17] J.R. Bond and G. Efstathiou, Cosmic background radiation anisotropies in universes dominated by nonbaryonic dark matter, *Astrophys. J. Lett.* **285** (1984) L45 [SPIRE].

[18] J.A. Holtzman, Microwave background anisotropies and large scale structure in universes with cold dark matter, baryons, radiation, and massive and massless neutrinos, *Astrophys. J. Suppl.* **71** (1989) 1 [SPIRE].

[19] W. Hu and N. Sugiyama, Small scale cosmological perturbations: An analytic approach, *Astrophys. J.* **471** (1996) 542 [astro-ph/9510112] [SPIRE].

[20] D.J. Eisenstein and W. Hu, Baryonic features in the matter transfer function, *Astrophys. J.* **496** (1998) 605 [astro-ph/9709112] [SPIRE].

[21] A. Heavens, R. Jimenez and L. Verde, Standard rulers, candles, and clocks from the low-redshift Universe, *Phys. Rev. Lett.* **113** (2014) 241302 [arXiv:1409.6217] [SPIRE].
[22] C. Alcock and B. Paczynski, An evolution free test for non-zero cosmological constant, *Nature* **281** (1979) 358 [arXiv:SPIRE].

[23] D.J. Eisenstein, H.-j. Seo, E. Sirko and D. Spergel, Improving Cosmological Distance Measurements by Reconstruction of the Baryon Acoustic Peak, *Astrophys. J.* **664** (2007) 675 [astro-ph/0604362] [arXiv:SPIRE].

[24] P. Carter, F. Beutler, W.J. Percival, J. DeRose, R.H. Wechsler and C. Zhao, The impact of the fiducial cosmology assumption on BAO distance scale measurements, *Mon. Not. Roy. Astron. Soc.* **494** (2020) 2076 [arXiv:1906.03035] [arXiv:SPIRE].

[25] N. Kaiser, Clustering in real space and in redshift space, *Mon. Not. Roy. Astron. Soc.* **227** (1987) 1 [arXiv:SPIRE].

[26] BOSS collaboration, The clustering of galaxies in the completed SDSS-III Baryon Oscillation Spectroscopic Survey: cosmological analysis of the DR12 galaxy sample, *Mon. Not. Roy. Astron. Soc.* **470** (2017) 2617 [arXiv:1607.03155] [arXiv:SPIRE].

[27] eBOSS collaboration, Completed SDSS-IV extended Baryon Oscillation Spectroscopic Survey: Cosmological implications from two decades of spectroscopic surveys at the Apache Point Observatory, *Phys. Rev. D* **103** (2021) 083533 [arXiv:2007.08991] [arXiv:SPIRE].

[28] 2dFGRS collaboration, The 2dF Galaxy Redshift Survey: The power spectrum and the matter content of the Universe, *Mon. Not. Roy. Astron. Soc.* **327** (2001) 1297 [astro-ph/0105252] [arXiv:SPIRE].

[29] SDSS collaboration, The 3-D power spectrum of galaxies from the SDSS, *Astrophys. J.* **606** (2004) 702 [astro-ph/0310725] [arXiv:SPIRE].

[30] G. Efstathiou and S.J. Moody, Maximum likelihood estimates of the two- and three-dimensional power spectra of the apm galaxy survey, *Mon. Not. Roy. Astron. Soc.* **325** (2001) 1603 [astro-ph/0010478] [arXiv:SPIRE].

[31] WMAP collaboration, First year Wilkinson Microwave Anisotropy Probe (WMAP) observations: Parameter estimation methodology, *Astrophys. J. Suppl.* **148** (2003) 195 [astro-ph/0302218] [arXiv:SPIRE].

[32] J. Hamann, S. Hannestad, J. Lesgourgues, C. Rampf and Y.Y.Y. Wong, Cosmological parameters from large scale structure — geometric versus shape information, *JCAP* **07** (2010) 022 [arXiv:1003.3999] [arXiv:SPIRE].

[33] Y.-S. Song and W.J. Percival, Reconstructing the history of structure formation using Redshift Distortions, *JCAP* **10** (2009) 004 [arXiv:0807.0810] [arXiv:SPIRE].

[34] A.J.S. Hamilton, Uncorrelated modes of the nonlinear power spectrum, *Mon. Not. Roy. Astron. Soc.* **312** (2000) 257 [astro-ph/9905191] [arXiv:SPIRE].

[35] J.J.M. Carrasco, M.P. Hertzberg and L. Senatore, The Effective Field Theory of Cosmological Large Scale Structures, *JHEP* **09** (2012) 082 [arXiv:1206.2926] [arXiv:SPIRE].

[36] T. Nishimichi et al., Blinded challenge for precision cosmology with large-scale structure: results from effective field theory for the redshift-space galaxy power spectrum, *Phys. Rev. D* **102** (2020) 123541 [arXiv:2003.08277] [arXiv:SPIRE].

[37] A. Chudaykin, M.M. Ivanov, O.H.E. Philcox and M. Simonović, Nonlinear perturbation theory extension of the Boltzmann code CLASS, *Phys. Rev. D* **102** (2020) 063533 [arXiv:2004.10607] [arXiv:SPIRE].

[38] T. Colas, G. D’amico, L. Senatore, P. Zhang and F. Beutler, Efficient Cosmological Analysis of the SDSS/BOSS data from the Effective Field Theory of Large-Scale Structure, *JCAP* **06** (2020) 001 [arXiv:1909.07951] [arXiv:SPIRE].

[39] M.M. Ivanov, M. Simonović and M. Zaldarriaga, Cosmological Parameters from the BOSS Galaxy Power Spectrum, *JCAP* **05** (2020) 042 [arXiv:1909.05277] [arXiv:SPIRE].
[60] A. Barreira, T. Lazeyras and F. Schmidt, *Galaxy bias from forward models: linear and second-order bias of IllustrisTNG galaxies*, JCAP 08 (2021) 029 [arXiv:2105.02876] [inSPIRE].

[61] R. Scoccimarro, *Redshift-space distortions, pairwise velocities and nonlinearities*, Phys. Rev. D 70 (2004) 083007 [astro-ph/0407214] [inSPIRE].

[62] A. Taruya, T. Nishimichi and S. Saito, *Baryon Acoustic Oscillations in 2D: Modeling Redshift-space Power Spectrum from Perturbation Theory*, Phys. Rev. D 82 (2010) 063522 [arXiv:1006.0699] [inSPIRE].

[63] A.G. Sanchez et al., *The clustering of galaxies in the SDSS-III Baryon Oscillation Spectroscopic Survey: cosmological constraints from the full shape of the clustering wedges*, Mon. Not. Roy. Astron. Soc. 433 (2013) 1202 [arXiv:1303.4399] [inSPIRE].

[64] F. Beutler, E. Castorina and P. Zhang, *Interpreting measurements of the anisotropic galaxy power spectrum*, JCAP 03 (2019) 040 [arXiv:1810.05051] [inSPIRE].

[65] M.J. Wilson, J.A. Peacock, A.N. Taylor and S. de la Torre, *Rapid modelling of the redshift-space power spectrum multipoles for a masked density field*, Mon. Not. Roy. Astron. Soc. 464 (2017) 3121 [arXiv:1511.07799] [inSPIRE].

[66] D. Bianchi and W.J. Percival, *Unbiased clustering estimation in the presence of missing observations*, Mon. Not. Roy. Astron. Soc. 472 (2017) 1106 [arXiv:1703.02070] [inSPIRE].

[67] F.G. Mohammad et al., *The Completed SDSS-IV extended Baryon Oscillation Spectroscopic Survey: Pairwise-Inverse-Probability and Angular Correction for Fibre Collisions in Clustering Measurements*, Mon. Not. Roy. Astron. Soc. 498 (2020) 128 [arXiv:2007.09005] [inSPIRE].

[68] F. Prada, A. Klypin, G. Yepes, S.E. Nuza and S. Gottloeber, *Measuring equality horizon with the zero-crossing of the galaxy correlation function*, arXiv:1111.2889 [inSPIRE].

[69] N. Padmanabhan, M. White and J.D. Cohn, *Reconstructing Baryon Oscillations: A Lagrangian Theory Perspective*, Phys. Rev. D 79 (2009) 063523 [arXiv:0812.2905] [inSPIRE].

[70] A. Burden, W.J. Percival, M. Manera, A.J. Cuesta, M. Vargas Magaña and S. Ho, *Efficient Reconstruction of Linear Baryon Acoustic Oscillations in Galaxy Surveys*, Mon. Not. Roy. Astron. Soc. 445 (2014) 3152 [arXiv:1408.1348] [inSPIRE].

[71] J.L. Bernal, T.L. Smith, K.K. Boddy and M. Kamionkowski, *Robustness of baryon acoustic oscillation constraints for early-Universe modifications of ΛCDM cosmology*, Phys. Rev. D 102 (2020) 123515 [arXiv:2004.07263] [inSPIRE].

[72] H. Gil-Marín et al., *The Completed SDSS-IV extended Baryon Oscillation Spectroscopic Survey: measurement of the BAO and growth rate of structure of the luminous red galaxy sample from the anisotropic power spectrum between redshifts 0.6 and 1.0*, Mon. Not. Roy. Astron. Soc. 498 (2020) 2492 [arXiv:2007.08994] [inSPIRE].

[73] P. Catelan, F. Lucchin, S. Matarrese and L. Moscardini, *Eulerian perturbation theory in nonflat universes: Second order approximation*, Mon. Not. Roy. Astron. Soc. 276 (1995) 39 [astro-ph/9411066] [inSPIRE].

[74] A.G. Sanchez et al., *Cosmological parameters from CMB measurements and the final 2dFGRS power spectrum*, Mon. Not. Roy. Astron. Soc. 366 (2006) 189 [astro-ph/0507583] [inSPIRE].

[75] B.A. Reid et al., *Cosmological Constraints from the Clustering of the Sloan Digital Sky Survey DR7 Luminous Red Galaxies*, Mon. Not. Roy. Astron. Soc. 404 (2010) 60 [arXiv:0907.1659] [inSPIRE].

[76] T. Tröster et al., *Cosmology from large-scale structure: Constraining ΛCDM with BOSS*, Astron. Astrophys. 633 (2020) L10 [arXiv:1909.11006] [inSPIRE].
[94] A. de Mattia and V. Ruhlmann-Kleider, *Integral constraints in spectroscopic surveys*, *JCAP* **08** (2019) 036 [arXiv:1904.08851] [inSPIRE].

[95] H. Gil-Marín, C. Wagner, J. Noreña, L. Verde and W. Percival, *Dark matter and halo bispectrum in redshift space: theory and applications*, *JCAP* **12** (2014) 029 [arXiv:1407.1836] [inSPIRE].