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1 Introduction

Let $G$ be a semisimple linear algebraic group over $\mathbb{C}$. Fix a maximal torus $T \subseteq G$ and suppose that the root system $\Phi = \Phi(G,T)$ is irreducible. Then, fix a basis $\Delta$ for $\Phi$ or equivalently a Borel subgroup $T \subseteq B \subseteq G$. This gives a partition of $\Phi = \Phi^+ \sqcup -\Phi^+$ where $\Phi^+$ are the positive roots. Let $P \supseteq B$ be a parabolic subgroup with Levi decomposition $P = L \times P^u$ where $L$ is the Levi subgroup and $P^u$ is the unipotent radical of $P$. Suppose $P^u$ abelian (this gives restrictions on the root system and the parabolic $P$). Then $L$ is the set of fixed points for an involution of $G$ and the quotient $G/L$ is said to be an Hermitian symmetric varieties. The Borel $B$ acts by multiplication on $G/L$ and this action has finitely many orbits. These orbits are the first ingredient of our study.

The situation is quite similar to the action of $B$ on the flag variety $G/B$, which was studied by Chevalley. We know that every roots $\alpha \in \Phi$ determines a reflection $s_\alpha$ which is the linear map on $\Phi \otimes \mathbb{R}$ that fixes the hyperplane orthogonal to $\alpha$ and sends $\alpha$ to $-\alpha$. The group generated by these reflections is called Weyl group and is denoted with $W$. It is well known that the orbits in $G/B$ are parametrized by the elements of $W$. Moreover, there is an isomorphism between $W$ and the group $N_G(T)/T$ where $N_G(T)$ is the normalizer of $T$ in $G$. With this in mind, the orbit corresponding to $\omega \in W$ is exactly $BwB/B$ where $w$ is any representative in $N_G(T)$ of $\omega$. More in general, there exists a similar parametrization for the $B$-orbits on the partial flag variety $G/P$ for $P \supseteq B$ a parabolic subgroup. Recall that the parabolic subgroups $P \supseteq G$ correspond to the subsets $S \subseteq \Delta$. From this, we can associate two subsets of $W$ to the parabolic subgroup. The first one is $W_P$, which is the subgroup generated by the reflections $s_\alpha$ with $\alpha \in S$, and the second one is $W_P^+$ which is the set of minimal length representatives for the cosets of $W_P$ in $W$. With this notation and the correspondence above in mind we then have the decomposition

$$G/P = \bigcup_{w \in W^P} BwP/P$$

The inclusion $L \subseteq P$ gives a map $G/L \rightarrow G/P$ that is $B$-equivariant. It follows that the $B$-orbits in $G/L$ can be parametrized by the elements of $W^P$ plus some other data. The parametrization of the $B$-orbits on a Hermitian symmetric variety is due to Richardson and Springer (Theorem 5.2.4, [1]), but we will use the description by Gandini and Maffei (2) which is a bit different. For this parametrization, the additional data is a set $S \subseteq \Phi^+$ of positive roots which are mutually orthogonal and such that $v(S) < 0$. These roots all live in the subset $\Psi \doteq \{ \beta \in \Phi^+ \mid \exists v \in W^P v(\beta) < 0 \}$. The pairs $(v,S)$ obtained this way are called admissible pairs.

For every $\alpha \in \Psi$ fix a generator $e_\alpha$ for the root space $u_\alpha$ and if $S \subseteq \Psi$ write $e_S$ for $\sum_{\alpha \in S} e_\alpha$. Finally, put $x_S = \exp(e_S)L/L$. Then the correspondence in [2] is

$$\{(v,S) \text{ admissible}\} \leftrightarrow \{B \text{ - orbits in } G/L\}$$

$$(v,S) \mapsto Bx_S$$

More details on this parametrization and its properties can be found in section [3].

In $G/B$, as well as in $G/L$, we may order the orbits with respect to the inclusion of the closures. That is: $O \prec O'$ if and only if $O \subseteq O'$. We obtain the so-called Bruhat order on the $B$-orbits. In the flag variety case, this induces an order on $W$ which is still called Bruhat order and that has a
well known combinatorial characterization in terms of sub-expression of $w \in W$ when $w$ is written as a product of the simple reflections (the reflections associated to the roots in the basis) in a reduced way. The characterization of the Bruhat order for $G/L$ is Theorem 3.15. It was originally conjectured by Richardson and Springer and has been proved by Gandini and Maffei in [2].

The second ingredient of this study are the $B$-equivariant $C$-local systems of rank 1 over the $B$-orbits. A $C$-local system of rank 1 is a sheaf which is locally isomorphic to the constant sheaf $C$. Another way to see a local system is as a complex line bundle $\pi: E \rightarrow O$ with flat connection which locally trivializes as $E|_U \cong U \times \mathbb{C}$ where on $C$ we consider the discrete topology. Note that the existence of a flat connection is equivalent to $(E, \pi)$ having a trivializing open covering $\{U_i\}$ of $O$ such that the transition functions are constant. We also ask that $E$ admits a $B$-action that commutes with the $B$-action on $O$, namely, that $E$ is $B$-equivariant. Finally, we are not interested in every local system per se, but only in their isomorphism classes. The set of pairs $(O, \gamma)$ where $O$ is a $B$-orbit on $G/L$ and $\gamma$ is an isomorphism class of $B$-equivariant local systems over $O$ will be denoted with $\mathcal{D}$. Following Lusztig and Vogan ([3] and [4]) we may put an order in $\mathcal{D}$ which is called Bruhat $G$-order (definition 4.4).

The aim of this paper is to study the Bruhat $G$-order. In particular we want to find a combinatorial characterization of this order and we want to study the associated Hasse diagram.

The first general result is that if we define the subset $\mathcal{D}_0 = \{(O, \gamma) \mid \gamma \text{ is trivial}\}$, then the Bruhat $G$-order restricted to $\mathcal{D}_0$ coincides with the Bruhat order on the orbits (Proposition 4.7). We then need to study the Bruhat $G$-order when there are orbits that admit non-trivial root systems. The results will depend on the type of the root system $\Phi$, but also on the group $G$. More precisely, with some calculation we can see that if $G$ is adjoint, then all the local systems are trivial. We then focus our attention on $G$ simply connected. We will see that in this case we can find non-trivial local systems even though we may need some additional hypothesis.

If $\Phi$ is simply laced we will show that the orbits admit non-trivial root systems if and only if $\Psi$ verifies an additional property (Property 5.4). In this case we say that an orbit $(v, S)$ is of maximum rank if $S$ is maximal among the orthogonal subsets of $\Psi$. The following result characterizes completely the Bruhat $G$-order in the simply laced case and it is probably the most interesting result in this paper.

**Theorem 5.18.** Suppose that the linear algebraic group $G$ is simply connected and the root system $\Phi$ is simply laced. If $\Psi$ doesn’t verify Property 5.4, then all local systems are trivial and $\mathcal{D} = \mathcal{D}_0$.

If instead $\Psi$ verifies Property 5.4, then:

1. the orbits of maximum rank admit exactly two non-isomorphic local systems, one being trivial and one being non-trivial. The other orbits admit only the trivial local system;
2. the subset of all the orbits with trivial local system is a connected component of the Hasse diagram, while the subset of the orbits of maximum rank with non-trivial local system is another connected component;
3. in every connected component, the Bruhat $G$-order between the elements coincides with the Bruhat order between the underlying orbits.

If $\Phi$ is of type $B$ the situation is similar to the simply laced cases. The only orbits that admit non-trivial local systems are the orbits of maximum rank and again all the non-trivial local systems are isomorphic. If $(v, S)$ is an admissible pair and hence an orbit, denote with $H(v, S)$ the set of orbits of maximum rank that are smaller than $(v, S)$. If it is not empty it admits a maximum. Then the following theorem characterizes the Bruhat $G$-order in $\mathcal{D}$

**Theorem 6.11.** Let $(BvxS, \gamma), (BuxR, \tau) \in \mathcal{D}$. Then $(BvxS, \gamma) \leq (BuxR, \tau)$ if and only if $BvxS \leq BuxR$ and one of the following is true:

1. both $\gamma$ and $\tau$ are trivial;
2. both $\gamma$ and $\tau$ are non-trivial;
3. $\# S \neq 2$ and $\gamma$ is trivial while $\tau$ is non-trivial;
4. $\# S = 2$, $u < v$ and $\gamma$ is trivial while $\tau$ is non-trivial;
5. γ is non-trivial while τ is trivial, $H(u, R) \neq \emptyset$ and $(u', R') = \max H(u, R)$ verifies $(v, S) \leq (u', R')$ with $v < u'$.

For $\Phi$ of type $C$ we will see that the number of non isomorphic local systems for an orbit $(v, S)$ is equal to $2^i$ where $i$ is the number of long roots in $S$. In this case the characterization of the Bruhat $G$-order is incomplete. We can associate to any local system on $(v, S)$ a sequence $X(S)$ of length $i$ of $1$s and $-1$s. Then, to any sequence $X$ of this kind we can apply an algorithm to reduce it to a sequence $r(X)$ of smaller length where the $1$s and $-1$s are alternated. The most important result for this case is the following:

**Theorem 7.7.** Let $X$ and $Y$ be the sequences associated respectively to a local system on $(v, S)$ and $(u, R)$. Then the corresponding element in $\mathcal{D}$ are in the same connected component of the Hasse diagram if and only if $r(X) = r(Y)$.

Note that this characterizes the connected components of the Hasse diagram and it gives a necessary condition for elements of $\mathcal{D}$ to be comparable.

The paper is organized the following way. In section 2 we will introduce the notations and definitions we will use across all the paper. In section 3 there will be a brief overview of many results from [2] regarding the orbits in $G/L$ and the Bruhat order between them, while in section 4 we will follow [3] and [4] results on the local systems on the aforementioned orbit. Both these sections will introduce many useful theorems and properties that will be used in the latter part of the paper. Finally sections 5, 6 and 7 will contain our results regarding respectively the simply laced case, the type $B$ case and the type $C$ case.

**Acknowledgements.** I want to thank Jacopo Gandini and Andrea Maffei for their help in understanding the problem at hand, especially from the geometric point of view. In particular, I want to thank Jacopo Gandini for his help with the more material stuff, like computing the connected components of the stabilizers in the simply connected and adjoint cases and teaching me how to use the software Lie to verify ideas and conjectures.

## 2 Notations and definitions

From now on, $G$ will be a connected semisimple algebraic group over $\mathbb{C}$. We suppose that $G$ admits a parabolic subgroup $P$ such that the unipotent radical $P^u$ of $P$ is abelian. This is the same as asking that Lie algebra $p^u$ of $P^u$ is abelian.

Fix $B$ a Borel subgroup of $G$ such that $B \subseteq P \subseteq G$ and a torus $T \subseteq B$. This gives a root system $\Phi = \Phi(G, T)$ and a basis for $\Phi$ that we denote with $\Delta$. The set of positive roots will be denoted with $\Phi^+$. Recall that the Lie algebra $\mathfrak{g}$ of $G$ admits a decomposition

$$\mathfrak{g} = \mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{u}_\alpha$$

where $\mathfrak{t}$ is the Lie algebra of $T$ and $\mathfrak{u}_\alpha$ is the root space relative to the root $\alpha$ which is always uni-dimensional. Similarly, $G$ can be generated by $T$ and the images of the one parameter subgroups $u_\alpha : \mathbb{C} \rightarrow G$ for every $\alpha \in \Phi$. We denote the images of these morphisms with $U_\alpha$.

It is known that every parabolic group $Q \supseteq B$ corresponds to a subset of $\Delta$ and it is easy to see that our parabolic group $P$ must correspond to a subset $S = \Delta \setminus \{\alpha_P\}$ where $\alpha_P \in \Delta$ is a simple root that appears with coefficient $1$ in the decomposition of the highest root $\theta$. Note that this implies that $\Phi$ can’t be of type $E_6, F_4$ or $G_2$. We denote with $\Phi_P$ the root sub-system generated by the roots in $S$. Put $\Psi = \Phi^+ \setminus \Phi_P$. Equivalently, $\Psi$ is the set of positive roots with $\alpha_P$ in their decomposition.

For every root $\alpha \in \Delta$ we have a hyperplane $H_\alpha$ in $\Phi \otimes \mathbb{R}$ which is orthogonal to $\alpha$ and the reflection which fixes $H_\alpha$ and sends $\alpha$ to $-\alpha$. We will call these reflections *simple* and we will denote them as $s_\alpha$. The group of endomorphisms of $\Phi \otimes \mathbb{R}$ generated by the $s_\alpha (\alpha \in \Delta)$ is called the *Weyl group* and we will denote it with $W$. It is naturally isomorphic to $N_G(T)/T$ where $N_G(T)$ is the normalizer of $T$ in $G$. Note that every element $w$ of $W$ admits a (non-unique) smallest expression as product of the $s_\alpha$ which we will call *reduced expression* of $w$. The length of this minimal expression will be the *length* of $w$ and will be denoted as $l(w)$. Note that if $\Phi^+(w) = \{\alpha \in \Phi^+ \mid v(\alpha) < 0\}$ then $l(w) = \#\Phi^+(w)$.
In $W$ we can consider the subgroup $W_P$ generated by the reflections $s_\alpha$ with $\alpha \neq \alpha_P$. This is the Weyl group of $\Phi_P$. Every coset of $W_P$ in $W$ admits a representative of minimal length; the set of these representatives is denoted with $W^P$. We also have

$$W^P = \{ w \in W \mid w(\alpha) > 0 \forall \alpha \neq \alpha_P \}$$

Now, $P$ admits a Levi decomposition $P \cong L \times P^u$ where $L$ is called the Levi subgroup of $P$ and the variety $G/L$ is said to be a Hermitian symmetric variety. Note that $L$ is reductive and its root system is $\Phi_P$. Put $B_L = B \cap L$. The Borel subgroup acts on $G/L$ by multiplication and the orbits of this action will be the center of the next section.

While analysing the orbits we will come across some specific involutions in $\mathcal{W}$. We denote with $< \mathcal{W}$ the Bruhat order on $\mathcal{W}$. Hence, the Bruhat order will be of great importance in our study.

The first object of our study are the $B$-orbits in $G/L$. Note that they naturally correspond to the $L$-orbits in the flag variety $B \backslash G$ as well as the $B \times L$ orbits in $G$.

It is easy to see that the (Zariski) closure of an orbit $O$ is a union of $B$-orbits. This let us put an order on the set of the orbits by imposing that $O < O'$ if and only if $O \subseteq O'$. In analogy with the case of the $B$-orbits in $G/B$ this will be called the Bruhat order on the $B$-orbits. Later, we will associate every one of these orbits with one or more non-isomorphic local systems. The set $\mathcal{D}$ of pairs $(O, \gamma)$ where $O$ is a $B$-orbit and $\gamma$ a (isomorphism class of) local system on $O$ will be given another order in definition 4.2. We will see that on the level of orbits this order is quite similar to the Bruhat order defined above. Hence, the Bruhat order will be of great importance in our study.

The most complete result on the Bruhat order in this case can be found in [2]. It equals the order among two orbits $O$ and $O'$ to the Bruhat order between combinatorial objects associated to these orbits.

In this paper we will use not only the final characterization of Gandini and Maffei, but also some of the intermediate results. For this reason, we will now briefly summarize most of [2]. Recall that $\Phi^+(v) = \{ \alpha \in \Phi^+ \mid v(\alpha) < 0 \}$

**Proposition 3.1** (Lemma 2.4, [2]). Let $v \in W^P$ and let $\alpha \in \Delta$ such that $s_\alpha v < v$. Denote $\beta = v^{-1}(\alpha)$. Then $\beta$ is maximal in $\Phi^+(v)$ and minimal in $\Psi \setminus \Phi^+(s_\alpha v)$.

_Vice versa:_

1. if $\beta$ is maximal in $\Phi^+(v)$ then $\alpha = v(\beta) \in \Delta$ and $s_\alpha v < v$;
2. if $\beta$ is minimal in $\Psi \setminus \Phi^+(v)$ then $\alpha = v(\beta) \in \Delta$ and $s_\alpha v > v$.

We denote with $<_\mathcal{W}$ the Bruhat order on $W$. We now study the Bruhat order between elements of $W^P$.

**Lemma 3.2** (Proposition 2.3, [2]). Let $v, w \in W^P$. Then $v \leq w$ if and only if $\Phi^+(v) \subseteq \Phi^+(w)$.

Note that this means that $v \in W^P$ is uniquely determined by $\Phi^+(v)$. Moreover, it is clear that the sets $\Phi^+(v)$ are saturated in the sense that if $\beta \in \Phi^+(v)$ and $\alpha \leq \beta$, then $\alpha \in \Phi^+(v)$.

**Proposition 3.3.** If $V \subseteq \Psi$ is saturated then there is $v \in W^P$ such that $V = \Phi^+(v)$.

**Proof.** We will show this by induction on the cardinality of $V$. If $\#V = 0$ the claim is clear, so suppose $\#V = d > 0$ and fix $\beta \in V$ maximal. Then $V' = V \setminus \{ \beta \}$ is still saturated, hence by induction there is $v'$ such that $V' = \Phi^+(v')$. But now $\beta$ is minimal in $\Psi \setminus \Phi^+(v')$ so there is $\alpha \in \delta$ such that $V = \Phi^+(s_\alpha v')$ as we wanted.

Note that this implies that for every $v, v' \in W^P$ the set $\{ w \in W^P \mid w \leq v, w \leq v' \}$ has a maximum $w_0$ that is defined by $\Phi^+(w_0) = \Phi^+(v) \cap \Phi^+(v')$. Moreover, the maximal elements of a saturated set $V \subseteq \Psi$ uniquely identify $V$, hence they uniquely identify $v \in W^P$. 
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Lemma 3.4. Let $v, w \in W^P$ and $v \leq w$. Then there is a sequence of simple roots $\alpha_1, \ldots, \alpha_n$ such that $w = s_{\alpha_n} \cdots s_{\alpha_1} v$ and for every $i \in \{1, \ldots, n\}$, $s_{\alpha_i} \left( s_{\alpha_{i-1}} \cdots s_{\alpha_1} v \right) > s_{\alpha_{i-1}} \cdots s_{\alpha_1} v$

Proof. We know that $v \leq w$ if and only if $\Phi^+(v) \subseteq \Phi^+(w)$. Then, if $v \neq w$ there is a minimal element $\beta \in \Phi^+(w) \setminus \Phi^+(v)$. This element must be minimal also in $\Psi \setminus \Phi^+(v)$, so there is $\alpha \in \Delta$ such that $v < s_\alpha v \leq w$ and inductively we conclude. \hfill \Box

For general elements in $W$ we have the following:

Lemma 3.5 (Lemma 2.7, [2]). Let $u, v \in W$ and suppose $u < v$. For every $\alpha \in \Delta$ we have:

1. if $s_\alpha u > u$ and $s_\alpha v > v$ then $s_\alpha u < s_\alpha v$;
2. if $s_\alpha u < u$ and $s_\alpha v < v$ then $s_\alpha u < s_\alpha v$;
3. if $s_\alpha u > u$ and $s_\alpha v < v$ then $u \leq s_\alpha v$ and $s_\alpha v \leq v$.

Following [5] we will associate to every orbit a particular involution in $W$.

Let $I \subseteq W$ be the subset of all involutions. We can define an action of the set of simple reflections $s_\alpha$ on $I$ in the following way:

$s_\alpha \circ \sigma = \begin{cases} s_\alpha \sigma & \text{if } s_\alpha \sigma = \sigma s_\alpha, \\ s_\alpha \sigma s_\alpha & \text{if } s_\alpha \sigma \neq \sigma s_\alpha. \end{cases}$

Note that $s_\alpha \circ \sigma = \tau$ if and only if $s_\alpha \circ \tau = \sigma$.

Lemma 3.6 (3.1, [2]). Let $\alpha \in \Delta$ and $\sigma \in I$. Then $s_\alpha \circ \sigma$ and $\sigma$ are always comparable. Moreover, $s_\alpha \circ \sigma > \sigma$ if and only if $s_\alpha \sigma > \sigma$.

Note that if $s_\alpha \sigma \neq \sigma s_\alpha$ then $s_\alpha \sigma \sigma > s_\alpha \sigma > \sigma$ and $s_\alpha \sigma s_\alpha > s_\alpha \sigma > \sigma$.

The action on involutions interacts with the Bruhat orders with properties similar to the one in 3.5.

Lemma 3.7 (3.2, [2]). Let $\sigma, \tau \in I$ and suppose $\sigma < \tau$. For every $\alpha \in \Delta$ we have:

1. if $s_\alpha \circ \sigma > \sigma$ and $s_\alpha \circ \tau > \tau$ then $s_\alpha \circ \sigma < s_\alpha \circ \tau$;
2. if $s_\alpha \circ \sigma < \sigma$ and $s_\alpha \circ \tau < \tau$ then $s_\alpha \circ \sigma < s_\alpha \circ \tau$;
3. if $s_\alpha \circ \sigma > \sigma$ and $s_\alpha \circ \tau < \tau$ then $s_\alpha \circ \sigma \leq \tau$ and $\sigma \leq s_\alpha \circ \tau$.

We define the length of an involution $\sigma$ as

$L(\sigma) = \frac{l(\sigma) + \lambda(\sigma)}{2}$

where $l(\sigma)$ is the usual length in $W$ and $\lambda(\sigma)$ is the dimension of the $(-1)$-eigenspace of $\sigma$ on $\Phi \otimes \mathbb{R}$.

If $\sigma \in W$ is an involution, we know that $l(\sigma)$ is the length of a reduced expression for $\sigma$, that is, the minimum amount of simple reflections we need to compose to obtain $\sigma$. As our intuition would suggest, this new length $L$ has the same property, except that instead of composing the simple reflections we use the action defined by $\circ$.

Lemma 3.8. Let $\alpha \in \Delta$ and $\sigma \in I$.

$L(s_\alpha \circ \sigma) = \begin{cases} L(\sigma) + 1 & \text{if } s_\alpha \circ \sigma > \sigma, \\ L(\sigma) - 1 & \text{if } s_\alpha \circ \sigma < \sigma. \end{cases}$

This and Lemma 3.6 imply that if $\sigma \in W$ is an involution then $\sigma$ can be written as

$\sigma = s_{\alpha_1} \circ \cdots \circ s_{\alpha_{L(\sigma)}}$

and $L(\sigma)$ is the minimum number with this property.

To every set $S \subseteq \Psi$ of mutually orthogonal roots we can naturally attach the involution

$\sigma_S = \prod_{\alpha \in S} s_\alpha$
Note that if $\alpha$ and $\beta$ are orthogonal then $s_\alpha s_\beta = s_\beta s_\alpha$, so $\sigma_S$ is well defined. The $(-1)$-eigenspace of such involution is generated by $S$ so we have

$$L(\sigma_S) = \frac{l(\sigma_S) + \#S}{2}$$

**Lemma 3.9** (3.6, [2]). Let $\beta, \beta' \in \Psi$ be orthogonal. Then:
1. $\beta$ and $\beta'$ are strongly orthogonal, that is $\beta \pm \beta' \notin \Psi$;
2. if $\beta + \alpha \in \Phi$ for some $\alpha \in \Phi^+$ then $\beta' + \alpha \notin \Phi$;
3. if $\beta - \alpha \in \Psi$ for some $\alpha \in \Phi^+$ then $\beta' - \alpha \notin \Psi$.

Fix $S \subset \Phi$ orthogonal and define

$$\Gamma_S = \{ \alpha \in \Phi | \sigma_S(\alpha) = -\alpha \}$$

With the notations of [3], $\Gamma_S$ is the set of real descents of $\sigma_S$. The following result is an easy corollary of proposition 3.8 of [2], but we will state it here given its importance:

**Proposition 3.10.** Suppose that $\Phi$ is simply laced and $S \subseteq \Phi$ is strongly orthogonal. Then $\Gamma_S = S \cup -S$.

Now, consider the projection map $\pi: G/L \rightarrow G/P$. It is $B$-equivariant. Recall that $G/P = \bigcup_{v \in v_P} BvP/P$ and for $v \in W_P$ define $B^v = vPv^{-1} \cap B$ the stabilizer of $vP/P \in G/P$ in $B$. Then

$$\pi^{-1}(BvP/P) = BvP/L \cong B \times ^B v^{-1} \pi^{-1}(vP/P) = B \times ^B vP/L$$

Hence we have a bijection between the $B$-orbits in $BvP/L$ and the $B^v$ orbits in $vP/L$ which is compatible with the Bruhat order. If we define $B_c = P \cap v^{-1}Bv$ then these orbits are in bijection with the $B_c$-orbits in $P/L$.

**Lemma 3.11.** (4.1, [2]) Let $v \in W_P$. Then $B_L = B_v \cap L$ and $B_v = B_L \ltimes U_v$ where $U_v$ is the subgroup of $P_u$ generated by the $U_\alpha$ with $\alpha \in \Psi \setminus \Phi^+(v)$.

Note that the Lie algebra of $U_v$ is $u_v = \bigoplus_{\alpha \in \Phi \setminus \Phi^+(v)} u_\alpha \subseteq \mathfrak{p}^u$.

Let $\exp: \mathfrak{p}_u \rightarrow P^u$ be the exponential map and compose it with the projection $\pi: G \rightarrow G/L$. We obtain an isomorphism $r_p: \mathfrak{p}_u \rightarrow P/L$ that is not $P$-equivariant if we consider the adjoint action on $\mathfrak{p}_u$ and the left multiplication on $P/L$. We want to define an action of $P$ on $\mathfrak{p}_u$ that makes $r_p$ a $P$-equivariant map. Consider the isomorphisms

$$L \ltimes \mathfrak{p}_u \cong L \ltimes \mathfrak{p}^u \cong P$$

from left to right $(g, y) \mapsto g \exp(y)$. Note that with this identification we have $B_v = B_L \ltimes u_v$. Let $(g, y) \in P$ and $x \in \mathfrak{p}_u$. Define the action

$$(g, y).x = \text{Ad}_g(x + y)$$

**Lemma 3.12** (4.2, [2]). Let $v \in W_P$. Then the map $B_v \hookrightarrow Bv \exp(v)L/L$ is an order isomorphism between the $B_v$-orbits in $\mathfrak{p}_u$ and the $B$-orbits in $BvP/L$.

It follows that if we want to parametrize the $B$-orbits on $G/L$ it is enough to parametrize the $B_c$-orbits in $\mathfrak{p}^u$ for every $v \in W_P$. This is easier to handle because we know very well the adjoint representation of $G$ over $\mathfrak{g}$. It turns out (Proposition 4.7, [2]) that these are parametrized exactly by the orthogonal subsets in $\Phi^+(v)$. Hence, the $B$-orbits in $G/L$ are parametrized by the following combinatorial objects.

**Definition 3.13** (Admissible pairs). Let $(v, S)$ be a pair such that $v \in W_P$ and $S \subseteq \Psi$. Then it is admissible if and only if $S$ is orthogonal and $S \subseteq \Phi^+(v)$.

We will say that $v$ is the $W_P$-part and $S$ is the $\Psi$-part of $(v, S)$.

As we said, the admissible pairs parametrize the orbits. The following theorem is Corollary 4.8 in [2].

Note that following [2] we denote $x_S = \exp(v_S)L$ for every $S \subseteq \Psi$. 
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Theorem 3.14. There is a correspondence:

\[ \{ \text{admissible pairs} \} \to \{ B - \text{orbits in } G/L \} \]

\[ (v, S) \mapsto Bvx_S \]

With this parametrization comes a combinatorial characterization of the orbits, also in [2]. If \( w \in W \) we will denote with \([w]^P\) the minimal length representative of the coset \( wW_P \).

Theorem 3.15. Let \((v, S) \) and \((u, R) \) be admissible pairs. Then \( Bux_R < Bvx_S \) if and only if

\[ [vσ]_P \leq [uσ]_P \leq u \leq v \text{ and } σ_u(R) \leq σ_v(S) \]

The proof of Maffei and Gandini makes great use of the action of the minimal parabolic groups which will now introduce.

Given a simple root \( α \in Δ \) we can define a parabolic subgroup \( P_α \) which is the subgroup generated by \( B \) and \( U_{-α} \). It is minimal among the parabolic subgroups that strictly contain \( B \) and every such subgroup is obtained this way.

Now fix a \( B \)-orbit \( BxL/L \) in \( G/L \) and a simple root \( α \in Δ \). The minimal parabolic subgroup \( P_α \) acts on \( G/L \), so the \( B \)-orbit \( BxL/L \) is contained in the \( P_α \)-orbit \( P_αxL/L \).

Proposition 3.16. The Borel subgroup \( B \) acts on \( P_αxL/L \) with finitely many orbits. In fact there are at most 3 \( B \)-orbits in \( P_αxL/L \).

There must be a unique \( B \)-orbit \( O \) in \( P_αxL/S \) such that \( O = P_αxL/S \). We will call \( O \) the open orbit of \( P_αxL/S \).

We also have

\[ \dim P_α = \dim B + 1 \]

so \( \dim Bvx_S \leq \dim P_αxL/S \leq \dim Bvx_S + 1 \). In particular if \( O \) is the open orbit, then \( \dim O = \dim P_αxL/S \).

This implies that if \( O \) and \( O' \) are distinct \( B \)-orbits in \( P_αxL/S \) then they are comparable if and only if one of them is the open orbit.

Following [2], we will use this notation:

Definition 3.17. Let \((v, S) \) be an admissible pair and \( α \in Δ \) a simple root. Then we define

1. \( m_α(v, S) = (v', S') \) if and only if \( (v', S') \) is the open orbit in \( P_αxL/S \);
2. \( m(α_1)(v, S) = m_α(v, S) \) and inductively \( m(α_1, ..., α_n)(v, S) = m_α(m(α_1, ..., α_n-1)(v, S)) \);
3. \( σ_α(v, S) = \{(v', S') \neq (v, S) | m_α(v', S') = (v, S)\} \).

We will also say that \( α \in Δ \) is an ascent for \((v, S) \) if \( m_α(v, S) \neq (v, S) \) and that it is a descent if \( σ_α(v, S) \neq 0 \). We will similarly say that \( α \) is an ascent for \( σ_v(S) \) if \( σ_v(S)(α) > 0 \) and that it is a descent if \( σ_v(S)(α) < 0 \).

We will also say that a sequence \( α_1, ..., α_n \) in \( Δ \) is a sequence of ascents for \((v, S) \) if \( α_1 \) is an ascent for \((v, S) \) and for every \( i = 2, ..., n \) we have that \( α_i \) is an ascent for \( m(α_1, ..., α_{i-1})(v, S) \).

Similarly, we will say that \( α_1, ..., α_n \) is a sequence of descents for \((v, S) \) if there is a sequence of orbits \( O_1, ..., O_n = (v, S) \) such that \( α_i \) is a descent for \( O_i \) and \( O_{i-1} \in σ_α(O_i) \) for every \( i = 2, ..., n \).

Now we can put an order in the set of orbits by imposing that \( O \leq m_αO \) and that if \( O \leq O' \), then \( m_αO \leq m_αO' \). The smallest order with this property is called the standard order in [3] and it is in fact equivalent to the Bruhat order. It follows that the Bruhat order admits the following characterization.

Lemma 3.18. We have \( Bvx_S \leq Bux_R \) in the Bruhat order if and only if there is a sequence \( Bvx_S = O_1, O_2, ..., O_n = Bux_R \) of orbits such that for every \( i = 1, ..., n - 1 \) there is \( k \in \mathbb{N} \), a sequence \( (α_{i,0}, α_{i,1}, ..., α_{i,k}) \in Δ \) and an orbit \( U_i \) with the following properties:

1. \( α_{i,0} \) is an ascent for \( U_i \) and \( (α_{i,1}, ..., α_{i,k}) \) is a sequence of ascents both for \( U_i \) and \( m_{α_{i,0}}U_i \);
2. \( O_i = m(α_{i,1}, ..., α_{i,k})U_i \) and \( O_{i+1} = m(α_{i,0}, α_{i,1}, ..., α_{i,k})U_i \).
In the proof of Theorem 3.15 by Gandini and Maffei as well as in the rest of this paper the following lemma is fundamental:

**Lemma 3.19** (Lemma 5.1, [2]). Let \((v, S)\) be an admissible pair and \(\alpha \in \Delta\). Then

1. If \(m_\alpha(v, S) = (v', S') \neq (v, S)\) then \(\sigma_{v'}(S') = s_\alpha \circ \sigma_v(S)\);

2. \(E_\alpha(v, S) \neq \emptyset\) if and only if \(s_\alpha \circ \sigma_v(S) < \sigma_v(S)\) or equivalently \(\sigma_v(S)(\alpha) < 0\).

## 4 The local systems

Following Lusztig and Vogan ([8] and [9]) we can consider for every \(B\)-orbit \(O\) in \(G/L\) a \(B\)-equivariant local system over \(O\). We will use the following definition:

**Definition 4.1** (\(B\)-equivariant \(C\)-local system of rank 1). A \(C\)-local system of rank 1 (or simply local system) over \(O\) is a complex line bundle \(\pi: E \rightarrow O\) with constant transition functions such that for every trivializing open \(U \subseteq O\) we have \(\pi^{-1}(U) \cong U \times \mathbb{C}\) where \(\mathbb{C}\) has the discrete topology.

We say that a local system over \(O\) is \(B\)-equivariant if there is an action \(B \times E \rightarrow E\) of \(B\) on \(E\) that makes the following diagram commute:

\[
\begin{array}{ccc}
B \times E & \xrightarrow{\pi} & E \\
\downarrow \pi & & \downarrow \pi \\
B \times O & \xrightarrow{\pi} & O
\end{array}
\]

It is easy to see that the isomorphism classes of local systems of this kind are in a one to one correspondence with the continuous representations of \(\text{Stab}_B(x)\) on the stalk at \(x\) for any one \(x \in O\). In this case we consider in \(C\) the discrete topology, so a continuous representation is a representation of \(\pi_0(\text{Stab}_B(x))\), the group of connected components.

**Definition 4.2.** For a \(B\)-orbit \(O\) define \(L_O\) to be the set of isomorphism classes of \(B\)-equivariant local systems over \(O\). Then we define

\[
\mathcal{D} = \{(O, \gamma) \mid O \text{ is a } B\text{-orbit in } G/L, \gamma \in L_O\}
\]

Note that the information on the underlying orbit is inherently contained in the line bundle, so we will often refer to \((O, \gamma) \in \mathcal{D}\) simply as \(\gamma\).

We know by now that \(\Delta\) acts on the set of the orbits through the minimal parabolic subgroups. Fix an orbit \(BvS\) and \(\alpha \in \Delta\). If \(\gamma\) is a (isomorphism class of) local system on \(BvS\) we can ask when and how we can extend \(\gamma\) to \(P_\alpha vS\). If \((BvS, \gamma) = \gamma \in \mathcal{D}\) define

\[
\alpha \circ \gamma = \{(O, \tau) \mid O = m_\alpha(v, S) \neq (v, S) \text{ and } \tau \text{ extends } \gamma \text{ to } BvS \cup O\}
\]

By combining definition 6.4 of [8] and Lemma 3.5 of [9] we get the following.

**Lemma 4.3.** Fix \(\alpha \in \Delta\) and \((v, S)\) an admissible pair with local system \(\gamma\). Then one and only one of the following is true:

a) \(\alpha\) is imaginary for \(\sigma_v(S)\) and \(P_\alpha vS = BvS\). We say in this case that \(\alpha\) is compact imaginary for \((v, S)\);

b1) \(\sigma_v(S)(\alpha) > 0\) and \(\sigma_v(S)(\alpha) \neq \alpha\). Then \(m_\alpha(v, S) = (u, R) \neq (v, S)\) and \(\alpha \circ \gamma\) contains a single element;

b2) \(\sigma_v(S)(\alpha) < 0\) and \(\sigma_v(S)(\alpha) \neq -\alpha\). Then \(E_\alpha(v, S)\) contains a single orbit \((u, R)\) and there is a unique \(\gamma'\) over \((u, R)\) such that \(\alpha \circ \gamma' = \{\gamma\}\);

c1) \(\sigma_v(S)(\alpha) = \alpha\) and \(P_\alpha vS\) contains only two orbits. Then \(m_\alpha(v, S) = (u, R) \neq (v, S)\) and \(\alpha \circ \gamma\) contains exactly two elements;

c2) \(\sigma_v(S)(\alpha) = -\alpha\), \(E_\alpha(v, S)\) contains only one orbit \((u, R)\) and there is \(\gamma'\) over \((u, R)\) such that \(\gamma \in \alpha \circ \gamma'\). Then \(\gamma'\) is unique and \(\alpha \circ \gamma'\) contains exactly two elements (one being \(\gamma\));
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\begin{enumerate}
\item \(\sigma_v(S)(\alpha) = \alpha\) and \(P_v x S\) contains three orbit. Then \(m_\alpha(v, S) = (u, R) \neq (v, S)\) and \(\alpha \circ \gamma\) contains a single element;
\item \(\sigma_v(S)(\alpha) = -\alpha\) and \(P_\alpha x S\) contains three orbits and \(\gamma\) extends to all \(P_\alpha x S\). Then this extension is unique;
\item \(\sigma_v(S)(\alpha) = -\alpha\). Then \(E_\alpha(v, S) \neq \emptyset\) but \(\gamma\) could admit no extensions.
\end{enumerate}

There are two crucial results in the above lemma that we need to emphasize. The first one, is that every time we have an ascent \(\alpha\) for \((v, S)\) and a (isomorphism class of) local system \(\gamma\) on \((v, S)\), then \(\gamma\) always extends to \(P_\alpha x S\) and \(\alpha \circ ((v, S), \gamma) \neq \emptyset\). The second is that this extension is unique except in case c1). It is then logical to study this case with more attention. For this recall that \(P_\alpha = B \cup B_{s_n} B = B s_n \cup B U - \alpha\).

Fix \((v, S)\) and \(\alpha \in \Delta\) with \(\sigma_v(S)(\alpha) = \alpha\). Put \(\beta = v^{-1}(\alpha)\). If \(\beta \in \Psi\), then \(P_\alpha x S\) contains three orbits, so that’s excluded. Then \(\beta \in \Delta\) and

\[P_\alpha x S = B v x_S(S) \cup B v x_S \cup \bigcup_{t \in C^*} B v u \beta(t) x_S\]

Note that

\[\sigma_v(S)(\alpha) = \alpha \iff \sigma_S(\beta) = \beta \Rightarrow \sigma_S S \beta = s_\beta S \sigma_S \Leftrightarrow s_\beta S \sigma_S \beta = \sigma_S \Leftrightarrow \sigma_v(S) = \sigma_S\]

and the last equality implies \(s_\beta(S) = S\) because they are both orthogonal subsets of \(\Phi^+(v)\). Moreover, suppose that the set \(H = \{\gamma \in S \mid (\gamma, \beta) \neq 0\}\) is non empty. Then

\[\beta = \sigma_S(\beta) = \beta + \sum_{\gamma_i \in H} a_i \gamma_i\]

with \(a_i \neq 0\). But that’s absurd, because \(\gamma_i\) are linearly independent, so \(H = \emptyset\).

For a fixed \(t \in C^*\) we know that \(B v u \beta(t) x_S = B v \exp(u \beta(t) e_S)\). There must then be \(\gamma \in S\) such that \(\gamma \beta \in \Psi\). But, \((\gamma, \beta) = 0\), so it must also be \(\gamma + \beta \in \Psi\). It follows that we can be in case c1) if and only if there is a root \(\gamma \in S\) to which we can both add and subtract \(\beta\). This simple fact will be useful later.

Now we look back at \(D\). Following \([9]\) and \([10]\) we will endow it with an order.

**Definition 4.4** (Bruhat \(G\)-order). We call Bruhat \(G\)-order and we denote it with \(<\) the smallest order on \(D\) with the following properties:

1. if \(\gamma' \in \alpha \circ \gamma\), then \(\gamma < \gamma'\);
2. if \(\gamma < \tau\) and \(\gamma' \in \alpha \circ \gamma, \gamma' \in \alpha \circ \tau\) then \(\gamma' \leq \tau'\).

**Proposition 4.5.** Fix \(\gamma \leq \tau \in D\) and suppose there is a sequence \((\alpha_1, \ldots, \alpha_n)\) in \(\Delta\) with a subsequence \((\alpha_i, \ldots, \alpha_i)\) such that:

1. there is a sequence \((\tau_1, \ldots, \tau_n)\) such that \(\tau_i \in \alpha_1 \circ \tau_{i-1}\) where \(\tau_0 = \tau\);
2. there is a sequence \((\gamma_1, \ldots, \gamma_k)\) such that \(\gamma_h = \alpha_{i_h} \circ \gamma_{h-1}\) where \(\gamma_0 = \gamma\).

Then \(\gamma_k \leq \tau_n\).

**Proof.** We will show this by induction on \(n\). If \(n = 1\) and \(k = 0\) it is clear by property 1 above and the transitive property. If \(n = k = 1\) the claim is property 2 above.

Now suppose \(n > 1\). If \(i_k = n\), then we know by inductive hypothesis that \(\gamma_{k-1} \leq \tau_{n-1}\) so we conclude with property 2. If instead \(i_k < n\) we know \(\gamma_k \leq \tau_{n-1}\) and we conclude with property 1.

There is an evident similarity between the Bruhat \(G\)-order and the standard order of \([5]\). It is proved in \([9]\) that the standard order is equivalent to the Bruhat order, so it is not unexpected that there is a relation between the Bruhat \(G\)-order and the Bruhat order.

**Proposition 4.6** (Lemma 5.9, \([9]\)). Suppose \((B v x_S, \gamma), (B v x_R, \tau) \in D\) and \((B v x_S, \gamma) \leq (B v x_R, \tau)\). Then \(B v x_S \leq B v x_R\).
Every orbit admits at least an isomorphism class of local systems; the trivial one. So, we can consider the subset
\[ D_0 = \{(B_{VxS}, \gamma) \in D \mid \gamma \text{ is trivial}\} \]
which is clearly in one to one correspondence with the set of orbits on \( G/L \). We can now ask what is the relation between the Bruhat \( G \)-order restricted to \( D_0 \) and the Bruhat order on the set of orbits. The answer is that they are the same.

**Proposition 4.7.** Let \((B_{VxS}, \gamma), (B_{xR}, \tau) \in D_0\). Then \( B_{VxS} \leq B_{xR} \) if and only if
\[ (B_{VxS}, \gamma) \leq (B_{xR}, \tau) \]

**Proof.** Given that the local systems are trivial, they always admit extensions and given that we restricted ourselves to the trivial local systems, this extensions are always unique.

Note that one implication is just the proposition above, so suppose \( B_{VxS} \leq B_{xR} \). By \[5\] the Bruhat order is equivalent to the standard order and it can be characterized as in Lemma \[5.18\]. So it is enough to prove the claim for \( n = 2 \). But this is clear by Proposition \[4.5\].

In the next sections we will always consider \( \Phi \) to be irreducible and the algebraic group \( G \) to be simply connected. The second assumption in particular seems quite restrictive. Actually, it is a matter of tedious but easy calculations to show that in some cases when \( G \) is simply connected the orbits admit non-trivial local systems and we will give proof of this in the following chapter. It is also easy to see that, on the other hand, when \( G \) is adjoint the orbits never admit non-trivial local systems and so our question is easily answered by Proposition \[4.7\].

**5 The simply laced case**

In this section we will suppose that the root system \( \Phi \) is simply laced, which means it is of type \( \text{ADE} \).

In the first part we will show a result on the Bruhat order of a specific subset of \( B \)-orbits in \( G/L \), which are the orbits of maximum rank. While the result concerns the geometry of the orbits, most of the proof will be purely about the combinatorial properties of the involutions associated to these orbits.

In the last part we will show that the orbits of maximum rank are exactly the orbits which can have non-trivial local systems and thanks to the preceding results we will show that the Hasse diagram has two connected components and that in every connected component the order induced by the local systems coincides with the Bruhat order on the underlying orbits.

We will start with a formal definition of orbit of maximum rank.

**Definition 5.1.** A set of orthogonal roots \( S \subseteq \Psi \) is said to be of **maximum rank** in \( \Psi \) if for every \( \alpha \in \Psi \) either \( \alpha \in S \) or \( S \cup \{\alpha\} \) is not orthogonal.

Having fixed \( P \) and \( \Psi \), an admissible pair \((v, S)\) will be of maximum rank if and only if \( S \) is of maximum rank in \( \Psi \). The orbit associated to such pair will also be an orbit of maximum rank.

Finally, we will denote with \( RM \) the set of admissible pairs (or orbits) of maximum rank.

Note that a set \( S \subseteq \Psi \) of maximum rank need not to be of maximum rank in all \( \Phi \). We will also introduce some additional notation regarding descents and ascents with respect to the action of minimal parabolic subgroups.

**Definition 5.2.** Suppose that \((v, S)\) is admissible and \( \alpha \) is a descent for \( \sigma_{v(S)} \). Let \( \beta = v^{-1}(\alpha) \). Then we have the following possibilities:

- \( \alpha \) is real. Then \( 0 < -\beta \in S \) and \( s_{\alpha}v < v \). The other \( B \)-orbits in the \( P_\alpha \)-orbits of \((v, S)\) are \((s_{\alpha}v, S \setminus \{-\beta\})\) and \((v, S \setminus \{-\beta\})\). They both share the same involution \( s_{\alpha}\sigma_{v(S)} \). In this case we will say that \( \alpha \) is **real**;

- \( \alpha \) is complex and \( 0 < -\beta \in \Psi \). Then \( -\beta \notin S \) and \( s_{\alpha}v < v \). In this case the other \( B \)-orbit is \((s_{\alpha}v, S)\) with involution \( s_{\alpha}\sigma_{v(S)}s_{\alpha} \). We will say that \( \alpha \) is a **descent on \( v \)** or on \( W_P \);

- \( \alpha \) is complex and \( \beta \in \Delta \). Then the other \( B \)-orbit is \((v, s\beta(S))\) with involution \( s_{\alpha}\sigma_{v(S)}s_{\alpha} \). We will say that \( \alpha \) is a **descent on \( S \)** or on \( \Psi \).
We have similar definitions for the ascents.

**Definition 5.3.** Suppose that $(v, S)$ is admissible and $\alpha$ is an ascent for $\sigma(v(S))$. Let $\beta = v^{-1}(\alpha)$. Then we have the following possibilities:

- $\alpha$ is imaginary and $P_{\alpha} v S = B v S$. Then we say that $\alpha$ is **compact imaginary**;
- $\alpha$ is imaginary and $P_{\alpha} v S \neq B v S$. Then, if $v'$ is the maximum element between $v$ and $s_{\alpha} v$, the open $B$-orbit in $P_{\alpha} v S$ is $(v', S \cup \{ \beta \})$ with involution $s_{\alpha} \sigma(v(S))$. In this case we will say that $\alpha$ is **non-compact imaginary**;
- $\alpha$ is complex and $0 < \beta \in \Psi$. Then $\beta \notin S$ and $s_{\alpha} v > v$. In this case the open $B$-orbit is $(s_{\alpha} v, S)$ with involution $s_{\alpha} \sigma(v(S)) s_{\alpha}$. We will say that $\alpha$ is an **ascent on $v$ or on $N^P$**;
- $\alpha$ is complex and $\beta \in \Delta$. Then the other $B$-orbit is $(v, s_{\beta}(S))$ with involution $s_{\alpha} \sigma(v(S)) s_{\alpha}$. We will say that $\alpha$ is an **ascent on $S$ or on $\Psi$**.

We need an additional property on the set $\Psi$. Recall that on $\Phi$ we have the partial order $\alpha \leq \beta$ if and only if $\beta - \alpha$ can be written as a positive sum of roots in $\Delta$. We say that a subset $S \subseteq \Phi$ is incomparable if $\alpha$ and $\beta$ are incomparable for every $\alpha, \beta \in S$.

**Property 5.4.** If $S, T \subseteq \Psi$ are of maximum rank and both all the roots in $S$ and all the roots in $T$ are incomparable then $S = T$.

Note that not every $\Psi$ has this property, but we will show later that all $\Psi$ for which non-trivial local systems exist have this property. If $\Psi$ doesn’t have property 5.4 then most of the following results are false.

**Lemma 5.5.** Suppose that $\Psi$ has property 5.4. Then

1. if $S$ is of maximum rank and $\beta \in S$, the only set of roots of maximum rank that contains $S \setminus \{ \beta \}$ is $S$;
2. fix $\alpha \in \Delta$ and $(v, S) \in R M$. Then either $\alpha$ is orthogonal to $v(S)$, $-\alpha \in v(S)$ or $\alpha$ is not orthogonal to exactly two roots in $\sigma(v(S))$.

**Proof.**

1. Suppose that $S$ is of maximum rank and all the roots in $S$ are incomparable. Suppose that there is $\beta \in S$ and $\gamma \in \Psi$ such that $(S \setminus \{ \beta \}) \cup \{ \gamma \}$ is orthogonal. Then by maximality $(\beta, \gamma) \neq 0$, hence $\gamma - \beta \in \Phi^+$ or $\beta - \gamma \in \Phi^+$. Moreover, by property 5.4 there must be $\alpha \in S$ such that $\alpha$ and $\gamma$ are comparable.

To simplify the notation, suppose $\tau = \gamma - \beta \in \Phi^+$, so $\gamma > \beta$. If $\beta - \gamma \in \Phi^+$ the proof is similar. It must be $\gamma > \alpha$, so $\gamma - \alpha = \sum a_i \alpha_i$ where $a_i \in \mathbb{N}$ and $\alpha_i \in \Delta$. Suppose at first $\tau \in \Delta$. By incomparability $\beta - \alpha$ is not a positive sum of simple roots. But $\beta - \alpha = s_{\tau}(\gamma - \alpha)$ and $s_{\tau}$ changes the positivity only to $\tau$, hence $\tau$ must appear in $\gamma - \alpha$ which then implies again that $\beta - \alpha = (\gamma - \tau) - \alpha$ is positive.

Now consider the set

$$\{ \gamma \in \Psi \setminus S \mid \exists \beta \in S \text{ such that } (S \setminus \{ \beta \}) \cup \{ \gamma \} \text{ is orthogonal} \}$$

This is not empty, so take a minimal element $\gamma$.

Then there are $\tau_1, \ldots, \tau_n \in \Delta$ ($n > 1$) such that $\gamma = \beta + \tau_1 + \cdots + \tau_n$ and for every $1 \leq i \leq n$, $\beta + \tau_1 + \cdots + \tau_{i-1} + \tau_i \in \Psi$. Consider $\gamma' = \beta + \tau_1 + \cdots + \tau_{n-1}$. By the minimality of $\gamma$, there must be two roots $\alpha_1, \alpha_2 \in S$ such that $\gamma'$ is not orthogonal to both. In particular, it must be $(\gamma', \alpha_1) > 0$ and $(\gamma', \alpha_2) > 0$. Then $(\gamma, \alpha_1) = (\gamma' + \tau_n, \alpha_1) = (\gamma', \alpha_1) + (\tau_n, \alpha_1) = 0$ and $(\gamma, \alpha_2) = (\gamma' + \tau_n, \alpha_2) = (\gamma', \alpha_2) + (\tau_n, \alpha_2) = 0$ would imply $(\tau_n, \alpha_1), (\tau_n, \alpha_2) < 0$ which is absurd because $\tau_n$ can’t be added to two different roots in $S$.

We obtain the general result by noting that the Weyl group is transitive on the set of orthogonal roots with the same cardinality($\Psi$).
2. Denote $\beta = v^{-1}(\alpha)$. We know that $\beta \in \Delta_\rho$ or $\beta \in \Psi$ or $-\beta \in \Psi$.

In the first case, if $\beta$ is not orthogonal to $S$, then there is $\gamma \in S$ such that $(\gamma, \beta) \neq 0$. Suppose for simplicity that $(\gamma, \beta) > 0$, hence $\gamma - \beta \in \Psi$. Then by the point above, there must be $\gamma' \neq \beta \in S$ that is not orthogonal to $\gamma - \beta$, that is $(\gamma', \beta) \neq 0$. Because of the strong orthogonality property we know that $(\gamma', \beta) < 0$ and that all the other roots in $S$ are orthogonal to $\beta$.

If $\beta \in \Psi$, then it must be $\beta \notin \Phi^+(v)$, so $\beta \notin S$. Then, by maximality we know that there is a root in $S$ that is not orthogonal to $\beta$ and because of property above they must be at least two. Suppose there are three of these roots: $\gamma_1, \gamma_2, \gamma_3$. Then $\beta - \gamma_1 \in \Phi$ and $(\beta - \gamma_1, \gamma_2) > 0$, hence $\beta - \gamma_1 - \gamma_2 \in \Phi$. But now $(\beta - \gamma_1 - \gamma_2, \gamma_3) > 0$, hence $\beta - \gamma_1 - \gamma_2 - \gamma_3 \in \Phi$ and that’s impossible because $[\beta - \gamma_1 - \gamma_2 - \gamma_3, \alpha_P] = -2$ and we know that for every root $\tau \in \Phi$ it must be $[\tau, \alpha_P] \in \{-1, 0, 1\}$.

If $-\beta \in \Psi$ then either $-\beta \in S$ or $-\beta \notin S$. In the second case, repeat the reasoning above with $-\beta$ instead of $\beta$.

\[\square\]

**Lemma 5.6.** The maximum rank orbits have the following properties:

1. if $(v, S) \in RM$ and $\alpha$ is an ascent for $(v, S)$ then $m_\alpha(v, S) = (u, R) \in RM$ and $\#S = \#R$;
2. all the $\Psi$-parts of orbits in RM have the same cardinality;
3. there is a minimum orbit $(v_0, S_0)$. Moreover, $v_0$ is minimum among the $W^p$-parts of the orbits in RM and all the roots in $S_0$ are incomparable. The involution $\sigma_{v_0(S_0)}$ is the product of $\#S_0$ simple reflections related to orthogonal roots;
4. if $\alpha$ is a complex descent for $(v, S) \in RM$ then there are only two orbits in $P_\alpha v x S$; $B v x S$ is the open one and the other is still in RM;
5. if $(v, S) \in RM$ there is a sequence $(\alpha_n, \ldots, \alpha_1) \in \Delta^n$ of ascents for $(v_0, S_0)$ such that
   \[m(\alpha_n, \ldots, \alpha_1)(v_0, S_0) = (v, S)\]
   This implies that
   \[\sigma_{v(S)} = s_{\alpha_1} \cdots s_{\alpha_n} \sigma_{v_0(S_0)} s_{\alpha_n} \cdots s_{\alpha_1}\]
6. if $(v, S), (u, T) \in RM$ and $\sigma_{v(S)} = \sigma_{u(T)}$ then $(u, T) = (v, S)$;
7. if $(v, S) \in RM$ and $\alpha \in \Delta$ is such that $\beta = v^{-1}(\alpha) \in \Psi$, then $\alpha$ is a complex ascent (on $v$) for $(v, S)$ while if $\beta \in -\Psi$ it is a descent. Moreover, if $-\beta \notin S$, the descent is complex (on $v$).

**Proof.** 1. Note that $\alpha$ can’t be non-compact imaginary because $S$ is of maximum rank. It follows that $\alpha$ is a complex ascent which is either an ascent on $v$ or on $S$. In the first case $S = R$, so the claim is clear. In the second case $R = s_\beta(S)$ for $\beta = v^{-1}(\alpha)$ which implies $\#S = \#R$ and also $S$ of maximum rank.

2. We know that there is an open orbit $(\omega_p, S)$ which is greater than any other orbit. Note that any orbit $(v, T) \neq (\omega_p, S)$ admits at least an ascent. It follows that there is a chain of ascents between $(v, T)$ and $(\omega_p, S)$ and by the above point $\#T = \#S$.

3. fix $(v, S) \in RM$. We want to show that $\sigma_{v(S)}$ is either the product of simple reflections related to orthogonal roots or admits a complex descents. So, suppose that for every $\alpha \in \Delta$, $\sigma_{v(S)}(\alpha)$ is either $-\alpha$ or positive and denote $T = \{\alpha \in \Delta \mid \sigma_{v(S)}(\alpha) = -\alpha\}$. By Proposition 3.10 it must be $T \subseteq -v(S)$. It follows that the roots in $T$ are mutually orthogonal. But then $\sigma_T = \sigma_{v(S)}$. For, if $\alpha \in T$ then $\sigma_T \sigma_{v(S)}(\alpha) = \alpha > 0$, while if $\alpha \in \Delta \setminus T$, then $\sigma_{v(S)}(\alpha)$ is positive and $\sigma_T \sigma_{v(S)}(\alpha)$ is negative if and only if $\sigma_{v(S)}(\alpha) \in T$ which is absurd because then $\alpha = \sigma_T \sigma_{v(S)}(\alpha) < 0$. This also implies $T = -v(S)$.

We showed that if $(v, S)$ admits no complex descent then $-v(S) \subseteq \Delta$. But then using proposition 5.1 we get that every root in $S$ is maximal in $\Phi^+(v)$, so they must be incomparable. By Property
$S$ is the only incomparable set of maximum rank and $v$ is uniquely identified by the fact that every element in $S$ is maximal in $\Phi^+(v)$. It follows that there is a unique minimal orbit $(v_0, S_0)$. It is left to prove that $v$ is minimal among the $w \in W^P$ for which there is $T \subseteq \Phi^+(v)$ of maximum rank. Consider $(w, T) \in \text{RM}$. Then $(v_0, S_0) \leq (w, T)$ and by the characterization of Theorem 3.15 it must be $v_0 \leq w$.

4. Fix $(v, S) \in \text{RM}$. Then we know by Lemma 4.3 that if $\alpha \in \Delta$ is a complex descent, $P_\alpha v x S$ contains only two orbits (we are in case b2). The smaller one, let’s call it $(u, R)$, is still in RM because either $R = S$ or $R = s_{v^{-1}(\alpha)}(S)$.

5. By point (3) every non minimal orbit admits a complex descent and the smaller orbit in this descent is still of maximum rank. Inductively we obtain the claim.

6. we saw above that both $(v, S)$ and $(u, T)$ admit a chain of descents to $(v_0, S_0)$. But the descents are determined by the associated involutions, so they admit the same chain of descent, from which follows that they are the same orbit.

7. In the first case $\beta$ can’t be orthogonal to $S$, so the ascent must be complex. If $-\beta \in \Psi$, instead, $\alpha$ is a descent and if $-\beta \notin S$ we know that $Pv x S = Bv x S \sqcup Bs \alpha v x S$.

\[\square\]

\textbf{Lemma 5.7.} Let $(v, S) \in \text{RM}$. Then $(v, S_0) \leq (v, S)$.

\textbf{Proof.} Take a sequence $(\alpha_1, \ldots, \alpha_n)$ for $(v, S)$ like the one in point 5 of Lemma 5.6. Suppose $(\alpha_1, \ldots, \alpha_{ik})$ is the subsequence that contains exactly the ascents on $W^P$. Then if $(v', S_0) \leq M(\alpha_1, \ldots, \alpha_{ik}).(v_0, S_0)$ we have

\[(v', S_0) \leq (v, S) \quad \text{and} \quad v = v'.\]

\[\square\]

\textbf{Corollary 5.8.} Let $S \in \text{RM}$ with $S \neq S_0$. Then for every $\beta \in S_0$ there is $\alpha \in S$ such that $\alpha < \beta$.

\textbf{Proof.} Take $v \in W^P$ such that $S \subseteq \Phi^+(v)$. Then $(v, S_0) < (v, S)$ if and only if $B_v e S_0 \subseteq B_v e S$. Recall that $p^u = \bigoplus_{\gamma \in \Psi} u_\gamma$. Define $\Psi' = \{\gamma \in \Psi \mid \exists \beta \in S \text{ such that } \beta \leq \gamma\}$ and $V = \bigoplus_{\gamma \in \Psi'} u_\gamma \subseteq p^u$. Then

\[B_v e S_0 \subseteq V\]

The claim follows by noting that $V$ is closed in $p^u$, so $B_v e S_0 \subseteq V$.

The following theorem is the central result for characterizing the Bruhat $G$-order in the simply laced case.\[\square\]

\textbf{Theorem 5.9.} Let $(u, T)$ and $(v, S)$ be admissible pairs. Suppose that both $T$ and $S$ are maximal orthogonal subsets of $\Psi$ and that there is the following relation between the associated involutions

\[\sigma_{u(T)} < \sigma_{v(S)}\]

Suppose, at last that

\[\sigma_{v(S)} = s_{\alpha_1} \cdots s_{\alpha_n} s_{v_0(S_0)} s_{\alpha_n} \cdots s_{\alpha_1}\]

Then there is a sequence $1 \leq i_1 < \ldots < i_k \leq n$ such that

\[\sigma_{v(S)} = s_{\alpha_{i_1}} \cdots s_{\alpha_{i_k}} s_{v_0(S_0)} s_{\alpha_{i_k}} \cdots s_{\alpha_{i_1}}\]

\textbf{Observation 5.10.} Note that this implies that the Bruhat order on the maximum rank orbit and the Bruhat $G$-order are the same.

The proof of Theorem 5.9 will be divided in four steps. Set once and for all $d = L(\sigma_{v_0(S_0)})$ and put $\sigma_{v_0(S_0)} = s_{\gamma_1} \cdots s_{\gamma_d}$. Put $\Psi_0 = -v_0(S_0)$.

\textbf{Lemma 5.11.} In the hypothesis of Theorem 5.9 suppose that $L(\sigma_v(S)) = L(\sigma_u(T)) + 1$. Then Theorem 5.9 holds.
We want to show that
\[ \sigma_v(S) = s_\alpha s_{\alpha_2} \cdots s_{\alpha_n} \sigma v_0(S_0) s_{\alpha_n} \cdots s_{\alpha_2} s_\alpha \]

We want to show that
\[ \sigma_u(T) = s_\alpha s_{\alpha_2} \cdots s_{\alpha_n} \sigma v_0(S_0) s_{\alpha_n} \cdots s_{\alpha_2} s_\alpha \]

That is, that we can obtain \( \sigma_u(T) \) from \( \sigma_v(S) \) by omitting one of the lateral pairs. If \( \alpha \) is an ascent for \( \sigma_u(T) \) then \( s_\alpha \circ \sigma_u(T) = \sigma_v(S) \) and we have the thesis. If \( \alpha \) is a complex descent for \( \sigma_u(T) \) then we know by inductive hypothesis that \( s_\alpha \circ \sigma_u(T) = s_{\alpha_1} \cdots s_{\alpha_n} \sigma v_0(S_0) s_{\alpha_n} \cdots s_{\alpha_2} s_\alpha \), which implies that \( \sigma_u(T) = s_\alpha s_{\alpha_1} \cdots s_{\alpha_n} \sigma v_0(S_0) s_{\alpha_n} \cdots s_{\alpha_2} s_\alpha \) as wanted.

Proof. We will prove the lemma by induction on \( L(\sigma_v(S)) \). If \( L(\sigma_v(S)) = d + 1 \), then \((u,T) = (v_0,S_0)\), so we know the theorem holds.

Now suppose \( n > d + 1 \), \( L(\sigma_v(S)) = n \) and we are given the decomposition
\[ \sigma_v(S) = s_\alpha s_{\alpha_2} \cdots s_{\alpha_n} \sigma v_0(S_0) s_{\alpha_n} \cdots s_{\alpha_2} s_\alpha \]

Because \( \sigma \) reduced expression of \( \sigma \) we have
\[ \sigma \text{ orthogonal} \]

Now suppose \( n > d + 1 \), \( L(\sigma_v(S)) = n \) and we are given the decomposition
\[ \sigma_v(S) = s_\alpha s_{\alpha_2} \cdots s_{\alpha_n} \sigma v_0(S_0) s_{\alpha_n} \cdots s_{\alpha_2} s_\alpha \]

We know that \( \sigma_v(S) \) is an involution and we know that \( \sigma_v(S) \) is again an involution for every \( v \in W \). It follows that
\[ s_{\alpha_{i+1}} s_{\alpha_{i+2}} \cdots s_{\alpha_n} = s_{\alpha_{i+1}} s_{\alpha_{i+2}} \cdots s_{\alpha_n} \]

must be an involution and we know that
\[ \tau = s_{\alpha_{i+1}} s_{\alpha_{i+2}} \cdots s_{\alpha_n} \]

is an involution. But this implies that \( \tau(\alpha_{ij}) = \pm \alpha_{ij} \) which is absurd because \( \alpha_{ij} \) should be a complex ascent for \( \tau \). We then have the following graph where we put \( v = s_{\alpha_2} \cdots s_{\alpha_n} \)

\[ s_\alpha v s_{\alpha_1} \cdots s_{\alpha_n} s_{\alpha_{n-1}} \cdots s_{\alpha_2} s_\alpha = \sigma_v(S) \]

\[ v s_{\alpha_1} \cdots s_{\alpha_n} s_{\alpha_{n-1}} \cdots s_{\alpha_2} s_\alpha = \sigma_v(S) \]

\[ u s_{\alpha_1} \cdots s_{\alpha_n} s_{\alpha_{n-1}} \cdots s_{\alpha_2} s_\alpha = \sigma_v(S) \]
But if we look at the left part we see that $\alpha$ should be orthogonal to $v(\gamma_1), \ldots, v(\gamma_k), \ldots, v(\gamma_d)$. On the other hand, the right part tells us that $\alpha$ is not orthogonal to $v(\gamma_1), \ldots, v(\gamma_d)$, which by Lemma 5.8 would imply $-\alpha = v(\gamma_1)$ and that’s absurd because $\sigma_v(S)(\alpha) > 0$.

Recall that $S_0$ is the $\Psi$-part of the smallest orbit in RM.

**Lemma 5.12.** Let $\sigma_u(S_0) < \sigma_v(S)$ with $(u, S_0), (v, S) \in \text{RM}$. Write

$$\sigma_v(S) = s_{\alpha_1} \cdots s_{\alpha_n} s_{\nu_0} s_{\alpha_1} \cdots s_{\alpha_1}$$

Then there is $1 \leq i_1 < \ldots < i_k \leq n$ such that

$$\sigma_u(S_0) = s_{\alpha_{i_1}} \cdots s_{\alpha_{i_k}} s_{\nu_0} s_{\alpha_{i_k}} \cdots s_{\alpha_{i_1}}$$

**Proof.** This is again an induction on $L(\sigma_v(S))$. If $L(\sigma_v(S)) = d$ it is clear. Suppose $L(\sigma_v(S)) > d$ and consider the descent $\alpha = \alpha_1$. If $\alpha$ is an ascent for $\sigma_u(S_0)$ then we obtain the claim by applying the inductive hypothesis. Similarly if it is a complex descent; we just need to observe that the $\Psi$-part of the descent is still $S_0$ by Corollary 5.8.

Suppose then that $\alpha$ is a real descent for $(u, S_0)$. This means that $-u^{-1}(\alpha) \in S$ and it is maximal in $\Phi^+(u)$. We claim that this implies $\sigma_u(S_0) \leq s_0 \sigma_u(S) s_\alpha$, so we can still obtain the thesis by applying the inductive hypothesis. Recall that we can write $\sigma_u(S_0) = s_{\gamma_1} \cdots s_{\gamma_r}$ with $\gamma_i$ pairwise orthogonal simple roots. Then, by the hypothesis and the characterization of the Bruhat order in $W$ there are two subsequences $(h_1, \ldots, h_k), (k_1, \ldots, k_t) \subseteq (1, 2, \ldots, n)$ and $p < r$ such that

$$\sigma_u(S_0) = s_\alpha s_{\alpha_1} \cdots s_{\alpha_p} s_{\gamma_1} \cdots s_{\gamma_p} s_{\alpha_{p+1}} \cdots s_{\alpha_1}$$

Basically, we wrote $\sigma_u(S_0)$ as a sub-word of $\sigma_v(S)$ by cancelling some of the central $s_{\gamma_i}$, some of the $s_{\alpha_i}$ on both sides and some of the $s_{\gamma_i}$ only on one side. Note that we can suppose that we cancelled $s_{\alpha_i}$ on the other side because supposed that $\alpha$ is a real descent and if we could cancel it on both side we would instantly have the claim.

We will now show that $\alpha \in \Psi_0$ that is, that $s_\alpha$ coincides with one of the $s_{\gamma_i}$ we cancelled from the center and that

$$\sigma_u(S_0) = s_{\alpha_1} \cdots s_{\alpha_p} s_{\gamma_1} \cdots s_{\gamma_p} s_{\alpha_{p+1}} \cdots s_{\alpha_1}$$

Note that this would imply $\sigma_u(S_0) \leq s_0 \sigma_v(S)$ and, by induction, the thesis.

For the first part, note that if $w, w' \in W^P$ and $\beta$ is maximal both in $\Phi^+(w)$ and in $\Phi^+(w')$, then $w(\beta) = w'(\beta)$. To see this, let $w_0$ be the unique element in $W^P$ such that $\Phi^+(w_0) = \Phi^+(w) \cap \Phi^+(w')$. Then $\beta$ is maximal in $\Phi^+(w_0)$, so we only need to show the claim for $w' = s_\tau w$. But $(s_\tau w)(\beta) = s_{\tau^{-1}}(w(\beta)) = w(\beta)$ because $w^{-1}(\tau)$ is orthogonal to $\beta$ from which follows that $\tau$ is orthogonal to $w(\beta)$. Note that this implies that whenever $u \geq v$ every real descent for $(u, S_0)$ must be in $\Psi_0$.

For the second part, suppose that $\alpha_{k_1}, \ldots, \alpha_{k_r} \in \Psi_0$ and $\alpha_{k_{r+1}} \notin \Psi_0$. Then $\alpha, \alpha_{k_1}, \ldots, \alpha_{k_r}$ must be all different and hence they commute. Put $\sigma = s_\alpha s_{\alpha_{k_1}} \cdots s_{\alpha_{k_r}}$. Note that $\beta = \alpha_{k_{r+1}}$ must be a complex descent for $\sigma_u(S_0)$ and by Corollary 5.8 it must be a descent on $u$. Hence $s_{\beta} u < u$ and $-u^{-1}(\beta) \in \Phi^+(u)$ is maximal. But by hypothesis we also had that $-u^{-1}(\alpha)$ as well as $-u^{-1}(\alpha_i)$ for $i \leq r$ was maximal in $\Phi^+(u)$ which then implies that $-u^{-1}(\alpha)$ and $-u^{-1}(\beta)$ are orthogonal, hence also $\alpha$ and $\beta$ are orthogonal. Inductively we conclude.

We will now show that if we restrict to orbits of maximum rank the characterization of Theorem 5.15 can be simplified.

**Corollary 5.13.** Let $\sigma_u(T) \leq \sigma_v(S)$ with $(u, T), (v, S) \in \text{RM}$. Then $(u, T) \leq (v, S)$.

**Proof.** Recall that $(u, T) \leq (v, S)$ if and only if $\sigma_u(T) \leq \sigma_v(S)$ and $[w \sigma_s]^P \leq [u \sigma_T]^P \leq u \leq v$, where $[w]^P$ is the representative in $W^P$ of the class $w W_P$.

We have the first inequality by hypothesis. Now consider $[v \sigma_s]^P$. By point 5 of Lemma 5.6 we can write

$$\sigma_v(S) = s_{\alpha_1} \cdots s_{\alpha_n} s_\nu s_0 s_{\alpha_1} \cdots s_{\alpha_1}$$
We observe that the middle case is impossible if \( \alpha_n \) must necessarily be an ascendant on \( v_0 \). Suppose that \( \alpha_1 \) is the first root that is an ascendant on \( \Psi \) for \((v_{n-1}, S_{n-1})\). Then \( v_{n-1} = s_{\alpha_1} \cdots s_{\alpha_n} v_0 \) and \( v_{n-1}(\alpha_1) = \beta \in \Delta \) so we can write

\[
\sigma_{v_{n-1}(S_{n-1}+1)} = s_{\alpha_1} \cdots s_{\alpha_n} v_0 \cdot \sigma_{s_{\alpha_1} \cdots s_{\alpha_n} v_0}^{-1}
\]

inductively, if we split the sequence \((\alpha_n, \ldots, \alpha_1)\) in two subsequences \((\tau_1, \ldots, \tau_1), (\beta_m, \ldots, \beta_1)\) such that the \( \tau \) are the ascents on \( W^\tau \) and the \( \beta \) are the inverse images of the ascents on \( \Psi \) we get

\[
\sigma_{\nu(S)} = s_{\tau_1} \cdots s_{\nu_n} v_0 \cdot s_{\beta_n} \sigma_{s_{\beta_n} \cdots s_{\beta_1}}^{-1} v_0^{-1} s_{\tau_n} \cdots s_{\tau_1}
\]

It follows that

\[
[v\sigma_{\nu(S)}] = [v\nu_{\beta_n} \cdots s_{\beta_n} s_{\beta_n} \cdots s_{\beta_1}] = [v\nu_{\beta_n} \cdots s_{\beta_n} s_{\nu_0}]^P
\]

where the last step is true because \( \beta, \in \Delta P \). Now \( \nu_{\beta_n} s_{\nu_0} = \nu s_{\beta_n} s_{\nu_0} \) if and only if \( \nu s_{\beta_n} = s_\gamma \) we have without loss of generality and up to sign

\[
\sigma_{\nu(S)}(\beta) = \begin{cases} 
\pm \beta \\
\pm \beta + \gamma_1 + \gamma_2 \\
\pm \beta - \gamma_1 - \gamma_2
\end{cases}
\]

We observe that the middle case is impossible if \( \beta \in \Delta P \) because the coefficient of \( \alpha_2 \) of \( \pm \beta + \delta_1 + \delta_2 \) should be 2, which it can’t be. Then in both the remaining cases \( \sigma_{\nu(S)}(\beta) \in \Phi P \), so \( \sigma_{s_{\nu_0}(\beta)} \in W_P \). This implies inductively that \( [v\sigma_{\nu(S)}] = [v\nu_{\beta_n}]^P \). That is, \( [v\sigma_{\nu(S)}] \) doesn’t depend on \( S \) whenever \( S \) is of maximum rank.

To conclude, observe that \((u, S_0) < (u, T), \) hence \( \sigma_{u(S_0)} \leq \sigma_{u(T)} \leq \sigma_{v(S)} \) and it is enough to show \((u, S_0) \leq (v, S) \). By Lemma \[5.12\] tells us that there is a sequence of ascents \((\nu_1, \ldots, \nu_n)\) between \((v_0, S_0)\) and \((v, S)\) with a subsequence \((\alpha_1, \ldots, \alpha_n)\) that is itself a sequence of ascents between \((v_0, S_0)\) and \((u, S_0)\). This implies \((u, S_0) \leq (v, S) \) by Lemma \[5.13\].

\[ \square \]

We still need to prove the theorem in another particular case. To do this, we will now introduce the concept of generalized admissible pairs.

**Definition 5.14.** A generalized admissible pair is a pair \([v, S]\) where \( v \in W^P \) and \( S \in \Psi \) is orthogonal. We will denote them with square bracket.

There is an obvious surjective map

\[
\varphi : \text{Generalized admissible pairs} \rightarrow \text{Admissible pairs}
\]

\[
[v, S] \mapsto (v, S \cap \Phi^+(v))
\]

moreover, if we restrict to \( \varphi_{\nu(S)}^{-1}(RM) : \varphi^{-1}(RM) \rightarrow RM \) it is a bijection. Now consider only the generalized admissible pairs where the \( \Psi \)-part is of maximum rank. The generalized admissible pairs admit an action of \( \Delta \) which derives from the action on the admissible pairs and on the related orbit. Fix \( \alpha \in \Delta \), take \([v, S]\) and consider \((v, T) = \varphi([v, S])\). Then the action of the minimal parabolic \( P_\alpha \) gives an action \( m_\alpha(v, T) = (v', T') \). Then we put \( \alpha[v, S] = [v', S'] \) where \( S' = S \) unless \( T' = s_{\beta}(T) \), in which case \( S' = s_{\beta}(S) \). Note that this commutes with \( \varphi \).

**Lemma 5.15.** Suppose \( \sigma_{v(T)} < \sigma_{v(S)} \) (with the same \( W \)-part). Then Theorem \[5.9\] holds.

**Proof.** As before, we work by induction on \( L(\sigma_{v(S)}) \). If \( L(\sigma_{v(S)}) = d \) then there is nothing to show.

Now suppose \( L(\sigma_{v(S)}) = n > d \) and suppose given a decomposition

\[
\sigma_{v(S)} = s_{\alpha_1} s_{\alpha_2} \cdots s_{\alpha_n} s_{\nu_0(S_0)} s_{\nu_2} \cdots s_{\nu_2} s_{\alpha_1}
\]

\[ 16 \]
We know that \( \alpha \) is a complex descent for \((v, S)\). If \( \alpha \) is an ascent or a complex descent for \((v, T)\) we proceed by induction as before. Suppose then that \( \alpha \) is a real descent for \((v, T)\). Now, beginning from \((v, T) < (v, S)\), we can apply the sequence of descents \((\alpha = \alpha_1, \alpha_2, \ldots, \alpha_n)\) to both sides and we obtain a sequence of pairs for which still \((v_1, T_1) < (v_1, S_1)\). Note that \( T_1 \) has one less element then \( T \) so we can never have quality. Moreover, in this sequence the \( W \)-part is always the same and decreasing. The last step is \((v_0, T_0) < (v_0, S_0)\) where \((v_0, S_0)\) is the minimal orbit of maximum rank. This implies that \( \sigma_{v_0(T_0)} = s_{\gamma_1} \cdots s_{\gamma_r} \) where \( \gamma_1, \ldots, \gamma_r \in \Psi_0 \) are pairwise orthogonal simple roots. On the other hand, we can do the same with generalized admissible pairs; in the last step we obtain a situation as below

\[
\begin{align*}
&[v_0, T'] & & [v_0, S] \\
&\varphi & & \varphi \\
& (v_0, T_0) & & (v_0, S_0)
\end{align*}
\]

This means that \( T' \cap \Phi^+(v_0) = T_0 \) and given that \( T_0 \) has less element than \( T \) and consequently less element then \( S_0 \) it must be \( T_0 \neq S_0 \), hence \( T' \neq S_0 \). By Corollary 5.8 this means that there is \( \alpha \in T' \) that is smaller than at least an element of \( S_0 \). Then \( v_0(\alpha) < 0 \), so \( \alpha \in T_0 \) and \(-v_0(\alpha)\) is not a simple root. We would then have

\[-v_0(\alpha) = \sigma_{v_0(T_0)}(v_0(\alpha)) = s_{\gamma_1} \cdots s_{\gamma_r}(v_0(\alpha))\]

which implies \( v(\alpha) = -\gamma_i \) which is a contradiction. \( \Box \)

At last, we can prove Theorem 5.9 We will repeat here the statement. Recall that there is a maximum element in \( W^F \) which we will call \( \omega_P \).

**Theorem 5.9.** Let \((u, T)\) and \((v, S)\) be admissible pairs. Suppose that both \( T \) and \( S \) are maximal orthogonal subsets of \( \Psi \) and that there is the following relation between the associated involutions

\[\sigma_{u(T)} < \sigma_{v(S)}\]

Suppose, at last that

\[\sigma_{v(S)} = s_{\alpha_1} \cdots s_{\alpha_k} \sigma_{v_0(S_0)} s_{\alpha_n} \cdots s_{\alpha_2}\]

Then there is a sequence \(1 \leq i_1 < \ldots < i_k \leq n\) such that

\[\sigma_{u(T)} = s_{\alpha_1} \cdots s_{\alpha_{i_k}} \sigma_{v_0(S_0)} s_{\alpha_{i_k+1}} \cdots s_{\alpha_n}\]

**Proof.** Note that by Corollary 5.13 we know \((u, T) \leq (v, S)\).

We work by downward induction on \(l(u)\) starting from the maximum length, which is \( l(\omega_P) = \#\Psi \). Fix a decomposition \( \sigma_{v(S)} = s_{\alpha_1} \cdots s_{\alpha_k} \sigma_{v_0(S_0)} s_{\alpha_n} \cdots s_{\alpha_2} \). If \( u = \omega_P \), then by Corollary 5.13 and the characterization of the Bruhat order of the orbits we would have also \( v = \omega_P \), so the claim follows by the previous lemma. Now suppose \( l(u) = k < \#\Psi \). Then \( u < \omega_P \) and there must be \( \alpha \in \Delta \) such that \( u < s_\alpha u \leq \omega_P \). In particular \( \alpha \) is a complex ascent (on \( u \)) for \((u, T)\). Note that there is \((u', T) = m_\alpha(u, T)\) such that \( \sigma_{u'(T)} = s_\alpha \circ \sigma_{u(T)} > \sigma_{u(T)} \).

Now suppose that \( \alpha \) is a descent for \( \sigma_{v(S)} \). Then \( \sigma_{u(T)} < s_\alpha \circ \sigma_{u(T)} < \sigma_{u(S)} \). By inductive hypothesis we know that \( s_\alpha \circ \sigma_{u(T)} = s_{\alpha_1} \cdots s_{\alpha_{i_k+1}} \sigma_{v_0(S_0)} s_{\alpha_{i_k+1}} \cdots s_{\alpha_1} \) and by Lemma 5.11 we know that the claim also holds for \( \sigma_{u(T)} \).

Suppose now that \( \alpha \) is an ascent for \( \sigma_{v(S)} \) and \( P_\alpha v x S = B e x S \). Then \((u', T') \leq (v, S)\), hence \( \sigma_{u'(T')} \leq \sigma_{v(S)} \) and we conclude as above.

If instead \( \alpha \) is an ascent for \( \sigma_{v(S)} \) which is also an ascent for \((v, S)\), that is if \( P_\alpha v x S \neq B e x S \) we would have

\[s_\alpha \circ \sigma_{u(T)} < s_\alpha \circ \sigma_{v(S)}\]

to which we can apply the inductive hypothesis with
Then if the decomposition we obtain for $s_\alpha \circ \sigma_{u(T)}$ doesn’t have $s_\alpha$ at the extremities we would have $s_\alpha \circ \sigma_{u(T)} < \sigma_{u(S)}$ so we can use the same reasoning as before. If instead it has $s_\alpha$ at the extremities, then it is clear that cancelling those $s_\alpha$ gives the decomposition for $\sigma_{u(T)}$ we were looking for.

We will now see how the preceding result let us study the local systems on the $B$-orbits on $G/L$. The first thing is to analyse the possible ascents and descents when the root system is simply laced.

**Lemma 5.16.** Suppose that $\Phi$ is simply laced. Then case 1) from Lemma 4.3 never happens.

**Proof.** Suppose that $(v, S)$ is admissible and that there is $\alpha \in \Delta$ such that $\sigma_v(\alpha) = \alpha$. Note that, $\Phi$ being simply laced, $\gamma, \delta \in \Phi$ can be added or subtracted if and only if $(\gamma, \delta) \neq 0$. Then $\sigma_v(\alpha) = \alpha$ implies that $\alpha$ cannot be added or subtracted to any element of $v(S)$. This means that if $\beta = v^{-1}(\alpha) \in \Delta_P$, then $P_v v S = B v x S$, while if $\beta \notin \Phi$, then $P_v v S$ contains three orbits

The above result is very important because case 1) is the only case in which a local system admits more than one extension. It follows that, if the root system is simply laced, the trivial local system never extends to a non-trivial local system, so the subset of trivial local systems must be a connected component of the Hasse diagram. We will now study which orbit can have non-trivial local systems.

**Proposition 5.17.** Let $G$ be a simply connected linear algebraic group of type ADE. Then, if $\Psi$ doesn’t verify property $\Psi$, no orbit admits non-trivial root systems. If instead $\Psi$ verifies property $\Psi$, then a $B$-orbit $(v, S)$ on $G/L$ admits a non-trivial local system if and only if $S$ is of maximum rank. In this case, it admits a unique non-trivial local system.

**Proof.** We know that the local systems on $B v x S$ are in correspondence with the connected components of the stabilizer in $B$ of $v x S$. To compute this, it is enough to study the stabilizer in $T$ of $v x S$ given that the unipotent part is connected. So, the proof of this theorem is just computing the connected components of $\text{Stab}_T(v x S)$ for varying $(v, S)$. The first to note is that $\text{Stab}_T(v x S) = v \text{Stab}_T(x S)$.

Suppose $\Phi$ is of type $A$, so we can assume $G = \text{SL}(n, \mathbb{C})$. Then we can suppose $\Phi = \{\pm(e_i - e_j) \mid i < j\} \subseteq \{e_1, \ldots, e_n\}_{\mathbb{Z}} \cong \mathbb{R}^n$ and $\Delta = \{e_i - e_{i+1}\}_{1 \leq i \leq n-1}$. Then for every $\alpha_h = e_h - e_{h+1} \in \Delta$ the parabolic subgroup associated to $\Delta \setminus \{\alpha_h\}$ has abelian unipotent radical. In this case $\Psi = \{e_i - e_j \mid i \leq h < h + 1 \leq j\}$. Obviously $T = \{\text{Diag}(a_1, \ldots, a_n)\}$ and $(e_i - e_j)(\text{Diag}(a_1, \ldots, a_n)) = a_i^{-1} a_j$. Moreover there is the additional condition that $\prod_{i=1}^{n} a_i = 1$. It follows that every root $e_i - e_j$ in $S$ gives a condition of the type $a_i = a_j$. If there is $h_0 \in \{1, \ldots, n\}$ such that $e_{h_0}$ is orthogonal to every root in $S$, then the additional condition $\prod_{i=1}^{n} a_i = 1$ can be written as

$$a_{h_0} = \prod_{i=\{1,\ldots,h_0,\ldots,n\}} a_i^{-1}$$

and it is clear that $\text{Stab}_T(v x S) \cong \mathbb{C}^{n-1-\#S}$. Suppose that there is no $e_i$ orthogonal to every root in $S$. Then it must be $n$ even and $h = \frac{n}{2}$ (for $G = \text{SL}_n$ this is equivalent to $\Psi$ having Property $\Psi$). Moreover in this case there is no $e_i$ orthogonal to every root in $S$ if and only if $S$ is of maximum rank. If we denote $I = \{1 \leq i \leq n \mid e_i - e_{k(i)} \in S \text{ for some } i < k(i)\}$, then the stabilizer is defined by

$$\begin{cases} a_{k(i)} = a_i & i \in I \\ \prod_{i \in I} a_i^2 = 1 \end{cases}$$

And this is two copies of $\mathbb{C}^{n-1}$. The $D$ and $E$ cases are similar.

We can now describe the Hasse diagram of the simply laced root systems.

**Theorem 5.18.** Suppose that the linear algebraic group $G$ is simply connected and the root system $\Phi$ is simply laced. If $\Psi$ doesn’t verify Property $\Psi$, then all local systems are trivial and $D = D_0$.

If instead $\Psi$ verifies Property $\Psi$, then:
1. the orbits of maximum rank admit exactly two non-isomorphic local systems, one being trivial and one being non-trivial. The other orbits admit only the trivial local system;

2. the subset of all the orbits with trivial root system is a connected component of the Hasse diagram, while the subset of the orbits of maximum rank with non-trivial root system is another connected component;

3. in every connected component, the order between the elements is the Bruhat order between the underlying orbits.

Proof. 1. We proved this in the proposition above;

2. by Proposition 1.7 the order among the orbits with trivial local systems coincides with the Bruhat order on the respective orbits, so the set of all the orbits with trivial local systems is connected. Similarly, the subset of orbits of maximum rank with non-trivial local system is connected because there are ascents between the minimum orbit \((v_0, S_0)\) and any \((v, S) \in \text{RM}\). We now need to show that these are in fact the connected components of the Hasse diagram, that is, that they are disconnected. To do this it is enough to show that if \(\gamma \in \mathcal{D}\) is trivial and \(\tau \in \mathcal{D}\) non-trivial then there is no \(\alpha \in \Delta\) such that \(\tau \in \alpha \circ \gamma\) or \(\gamma \in \alpha \circ \tau\). By Lemma 5.10 \(\alpha \circ \gamma\) can contain only trivial local systems, so \(\tau \notin \alpha \circ \gamma\). Then, suppose \(\gamma \in \alpha \circ \tau\). From this we know that \(\gamma\) admits an extension to the orbit of \(\tau\) and by Lemma 4.3 this extension is unique. But, \(\gamma\) being trivial, it admits at least the trivial extension, so we would have \(\tau\) trivial which is a contradiction;

3. for the connected component with trivial local system we already know the claim is true (Proposition 1.7). We also know that if \((Bux_S, \gamma) \leq (Bux_R, \tau)\) in \(\mathcal{D}\), then \(Bux_S \leq Bux_R\). Now take \((v, S), (u, R) \in \text{RM}\) and denote with \(\gamma\) and \(\tau\) the respective non-trivial local systems. If \((v, S) < (u, R)\), then by Theorem 5.9 there is a chain of ascents \((\alpha_1, \ldots, \alpha_n)\) from \((v_0, S_0)\) to \((u, R)\) and a sub-chain \((\alpha_{i_1}, \ldots, \alpha_{i_j})\) from \((v_0, S_0)\) to \((v, S)\). Given that in every ascent the non-trivial local system extends to a non-trivial local system, if we apply the same ascents to \((Bux_S, \delta)\) with \(\delta\) non-trivial, by Property 1.5 we get \((Bux_S, \gamma) < (Bux_R, \tau)\).

\[\square\]

6 The type B case

When \(\Phi\) is of type \(B\) the situation is easy enough to analyse manually. Think of \(B_n\) as the set \[
\{\pm e_i \pm e_j\} \cup \{e_i\} \subseteq \{e_1, \ldots, e_n\}_\mathbb{R}
\]

We choose as a basis \[
\Delta = \left\{ e_1 - e_2, \ldots, e_{n-1} - e_n, e_n \right\}
\]

which gives \(\Phi^+ = \{e_i - e_j \mid i < j\} \cup \{e_i\}\). We will suppose \(n > 2\)

With this choices, the only parabolic subgroup with abelian unipotent radical is the one corresponding to \(\Delta \setminus \{e_1 - e_2\}\), so \(\alpha \rho = e_1 - e_2\) and \(\Psi = \{e_1 \pm e_i\}_{i=2}^{n} \cup \{e_1\}\).

As a first thing we want to compute which orbit admits a non-trivial local system. Suppose \(G\) simply connected, then \(\Phi^\vee\) is generated by \(\omega_i = (\alpha_i, \bullet)\) and we know that \(T = \Phi^\vee \otimes \mathbb{C}^*\). Then every element in \(T\) can be written as \(\sum a_i \omega_i\) with \(a_i \in \mathbb{C}\) and for every \(\tau \in \Phi\) we get \[
\tau \left( \sum a_i \omega_i \right) = \prod a_i^{\omega_i(\tau)}
\]

The orthogonal subset in \(\Phi\) are either the singletons or sets of the form \(\{e_1 - e_j, e_1 + e_j\}\) and we obtain

\[
e_1(\sum a_i \omega_i) = a_1
\]

\[
(e_1 - e_j) \left( \sum a_i \omega_i \right) = a_1 a_{j-1} a_j^{-1}
\]

\[
(e_1 + e_j) \left( \sum a_i \omega_i \right) = a_1 a_{j-1}^{-1} a_j
\]
We want to compute $\text{Stab}_T(x_S)$. If $S$ is a singleton, we only have an equation (either $a_1 = 1$, $a_ia_{j-1}a_j^{-1} = 1$ or $a_1a_j^{-1}a_j = 1$). In these cases the stabilizer is isomorphic to $(\mathbb{C}^*)^{n-1}$ so it is connected.

If instead we have a set of the form $S = \{e_1 - e_j, e_1 + e_j\}$ the equations are
\[
\begin{align*}
a_1a_{j-1}a_j^{-1} &= 1 \\
a_1a_j^{-1}a_j &= 1
\end{align*}
\]
with solutions
\[
\begin{cases} 
a_j = a_{j-1} \\
a_1 = 1
\end{cases}
\quad \text{or} \quad
\begin{cases} 
a_j = -a_{j-1} \\
a_1 = -1
\end{cases}
\]
This means that the stabilizer is isomorphic to two copies of $(\mathbb{C}^*)^{n-2}$ and has two connected components. These results are summarized in the following proposition.

**Proposition 6.1.** Let $G$ be a simply connected algebraic group of type $B$. Then the $B$-orbits in $G/L$ which are represented by a pair $(v, S)$ with $\#S = 2$ admit exactly two non-isomorphic local systems. The others admit only the trivial local system.

Note that the orbits $Bv_{\alpha}S$ where $\#S = 2$ are exactly the orbits of maximum rank in this case.

Now that we know how many non-isomorphic local systems there are on every orbit, we want to describe the Hasse diagram of $D$. First of all we need to understand $W_P$, which in this case is quite simple. In fact, $\Psi$ is totally ordered because
\[
e_1 - e_2 < e_1 - e_3 < \cdots < e_1 - e_n < e_1 < e_1 + e_n < \cdots \]
so there is a correspondence between $\Psi$ and $W_P$. Note that for every $w \in W$ we have $w(e_i) = \pm e_k$ because that is true for the simple reflections. Moreover, if $w \in W_P$, then $w(\alpha) > 0$ for every root in $\Delta_P$. This means that $w(e_i) = e_{k(i)}$ for every $i \neq 1$ and $k(i) < k(j)$ whenever $i < j$.

With some calculation we get the following result:

**Proposition 6.2.** Let $v = v_\tau$ be the element in $W_P$ such that $\tau$ is the maximum root in $\Phi^+(v)$. Then:

1. if $\tau = e_1 - e_j$ then
   \[
   \begin{cases} 
v(e_1) = e_j \\
v(e_i) = e_{i-1} & \forall 1 < i \leq j \\
v(e_i) = e_i & \forall j < i
\end{cases}
   \]

2. if $\tau = e_1$ then
   \[
   \begin{cases} 
v(e_1) = -e_n \\
v(e_i) = e_{i-1} & \forall i \neq 1
\end{cases}
   \]

3. if $\tau = e_1 + e_j$ then
   \[
   \begin{cases} 
v(e_1) = -e_{j-1} \\
v(e_i) = e_{i-1} & \forall 1 < i < j \\
v(e_i) = e_i & \forall j \leq i
\end{cases}
   \]

We know that if $(v, S)$ is an admissible pair and $\alpha \in \Delta$, then many information on the action of $P_\alpha$ are encoded in the root $\beta = v^{-1}(\alpha)$. Thanks to the proposition above we can easily compute $v^{-1}(\alpha)$ for all $v \in W_P$.

**Proposition 6.3.** Let $v = v_\tau$ as in the proposition above. Then

1. if $\tau = e_1 - e_j$ and $j \neq n$, then
   \[
   \begin{cases} 
v^{-1}(e_i - e_{i+1}) = e_{i+1} - e_{i+2} & \forall i \leq j - 2 \\
v^{-1}(e_{j-1} - e_j) = -e_1 + e_j \\
v^{-1}(e_j - e_{j+1}) = e_1 - e_{j+1} \\
v^{-1}(e_i - e_{i+1}) = e_i - e_{i+1} & \forall i > j \\
v^{-1}(e_n) = e_n
\end{cases}
   \]
Then let $u, s$ we know that there is a descent $\alpha u$.

Lemma 6.5. Let $(v, S), (u, T)$ be admissible pairs such that $S = \{e_1 - e_j, e_1 + e_j\}$ and $T = \{e_1 - e_h, e_1 + e_h\}$. Then $(v, S) \leq (u, T)$ if and only if $v \leq u$ and $j \geq h$.

Proof. Suppose $v \leq u$ and $j \geq h$. Then we know that there is a sequence of ascents from $(v, S)$ to $(u, S)$, so we can suppose $u = v$. Now, if $j = h$ we are done, so suppose $j > h$ and use induction on $j - h$. There is $k \leq h < j$, $u = v = v^x$ such that $\tau = e_1 + e_k$. Then following the computations above $e_{j-1} - e_j = v^{-1}(e_{j-1} - e_j)$. Put $\gamma = e_j - e_j$. Then $P_{\gamma} v S = Bv_{s_\beta(S)} \cup Bv_{e_j - e_j}$. But $s_\beta(S) = \{e_1 - e_j, e_1 + e_j\}$ and $Bv_{e_j - e_j}$ is the open orbit in $P_{\gamma} v S$, so we conclude by induction.

We will now prove the converse. Suppose $(v, S) \leq (u, T)$. We know that this implies $v \leq u$, so we only need to show that $j \geq h$. Note that the claim is clear when $v = u$.

Hence, suppose $v < u$ and by contradiction that $j < h$. Then, if $e_1 + e_k$ is the maximum root in $\Phi^+(u)$ it is clear that $h \geq k + 2$. By the calculations above, we know that $e_{k-1} + e_k$ is a complex descent on $u$ for $(u, T)$ and it is never a descent for $(v, S)$. This means that we can inductively decrease the length of $u$ until $u = v$ which gives a contradiction.

This lemma implies that, in this hypothesis, there is a sequence of descents from $(u, T)$ to $(v, S)$.

Lemma 6.5. Let $\text{RM}$ be the set of admissible pairs $(v, S)$ such that $\# S = 2$. Then given $(v, S) \leq (u, T)$ both in $\text{RM}$ there is always a sequence of ascents between them. Moreover, there is a minimum orbit $(v_{e_1 + e_n}, \{e_1 + e_n, e_1 - e_n\})$.

Proof. Suppose $u \neq v_{e_1 + e_n}$ and $T = \{e_1 - e_j, e_1 + e_j\}$. Then, if $e_1 + e_j$ is not the maximum root in $\Phi^+(u)$, we know that there is a descent $\alpha$ on $u$ which descends to the orbit $(s_{\alpha} u, T)$. By the characterization above it must still be $(v, S) \leq (s_{\alpha} u, T)$, so we can suppose that $u = v_{e_1 + e_j}$. Then, take $\tau = e_j - e_j+1 \in \Delta$. We have $(u, s_{e_j - e_j+1}(T)) \in E_r(u, T)$ and unless $S = T$ we still have by the characterization above $(v, S) \leq (u, s_{e_j - e_j+1}(T)) < (u, T)$ and we are again in the previous case. Inductively we obtain the claim.

The last statement follows because $v = v_{e_1 + e_n}$ is the minimum element of $W^P$ such that $\Phi^+(v)$ contains two orthogonal roots and this roots are exactly $e_1 - e_n$ and $e_1 + e_n$.

We saw that the orbits of maximum rank hold a special position also in the type $B$ case. Now, we want to study how the orbits in $\text{RM}$ interacts with the other orbits in terms of the Bruhat order. Note that the orbits with empty $\Psi$-part are minimal for dimensional reasons, so we only need to study the orbits which are represented by a single root.

As a first thing note that if $(v, S)$ is of maximum rank, hence $S = \{e_1 - e_h, e_1 + e_h\}$, then $(v, \{e_1\}) < (v, S)$. For, we can see it as a matter of $B_\nu$-orbits in $\mathfrak{p}^\mu$ and then it is clear that there is $t \in \mathbb{C}$ such that

$$u_{e_h}(t) \cdot (e_1 - e_h + e_1 + e_h) = e_1 - e_h + te_1$$

and given that $e_1 - e_h$ and $e_1$ are linearly independent we get the thesis.
Lemma 6.6. Let \((v,S)\) be an orbit with \(S = \{\gamma\}, \gamma \neq e_1\) and \(\gamma^\perp\) the only root orthogonal to \(\gamma\) in \(\Psi\). Fix \(w \in WP\) such that \(w(e_1) < 0\) and denote by \(\beta\) the maximum root in \(\Phi^+(w)\). Then \((w,\{e_1\}) \leq (v,S)\) if and only if \(w \leq v\) and \(\beta < \gamma^\perp\).

Proof. Suppose \(\beta < \gamma^\perp\) and \(w \leq v\). As a first thing note that \(\gamma^\perp > \beta > e_1\), hence \(\gamma < e_1 < \gamma^\perp\). Now, if \(\gamma^\perp \in \Phi^+(w)\) then there are descents between \((v,S)\) and \((v_{e_1},S)\), so we can reduce the problem to two cases: \(v = v_{e_1}\) and \(v < v_{e_1}\). Suppose the former and note that this implies \(w < v\). Then by Proposition 4.3 if \(\gamma^\perp = e_1 + e_h\), the simple root \(\alpha = e_{h-1} - e_h\) is such that \(m_\alpha(v,S) = (v,\{\gamma, \gamma^\perp\})\). By what we said above \((v,\{e_1\}) < (v,\{\gamma, \gamma^\perp\})\). Now, \(\mathcal{E}_\alpha(v,\{e_1\}) = (s_\alpha v,\{e_1\})\), so \((s_\alpha v,\{e_1\}) \leq (v,S)\). The claim follows because \(w \leq s_\alpha v\) so there are ascents between \((w,\{e_1\})\) and \((s_\alpha v,\{e_1\})\).

For the latter, we can suppose without loss of generality that \(w = v\). Now, we know \(\gamma\) is of the form \(\gamma = e_1 - e_j\). Acting with \(s_{e_1+e_j}(t)\) we get

\[ u_{e_j}(t).e_{e_1-e_j} = e_{e_1-e_j} + te_1 + t^2 e_{e_1+e_j} \]

The last term can be cancelled acting with \(u_{e_1+e_j}(s)\) because \(v(e_1 + e_j) > 0\), so it is easy to see that \(Bux_{e_1} \subseteq Bux_S\).

Suppose now that \((w,\{e_1\}) \leq (v,S)\). We certainly have \(w \leq v\) and we know it must be \(\sigma_w(e_1) \leq \sigma_v(S)\). Note that if \(\gamma^\perp \notin \Phi^+(v)\) the claim is clear, because the condition \(\gamma^\perp \notin \Phi^+(w) \subseteq \Phi^+(v)\) is already true.

We can also suppose \(\gamma = e_1 - e_j\), because if \(\gamma = e_1 + e_j > e_1\) both sides of the implication are false. Suppose at first \(\beta \neq e_1\) and fix \(w = ve_{e_1+e_h}\) and \(v = ve_{e_1+e_k}\).

Then suppose \(\gamma^\perp \in \Phi^+(v)\), or equivalently, \(j \leq \beta\). We basically want to show \(h > j\). If we compute the involutions we get

\[ \sigma_w(e_1) = s_{e_{h-1}} \]

while

\[ \sigma_v(e_1 - e_j) = s_{e_{k-1} + e_j} \]

Let’s try to impose \(\sigma_w(e_1) \leq \sigma_v(e_1 - e_j)\) and \(h < j\). Denote

\[ s_{e_j} = s_{e_j - e_{j+1}} \cdots s_{e_{n-1} - e_n} s_{e_{n-1} - e_{n-1}} \cdots s_{e_j - e_{j+1}} \]

Then

\[ s_{e_{h-1} + e_j} = s_{e_j} s_{e_{j-1} - e_j} \cdots s_{e_k - e_{k+1}} s_{e_k - e_{k-1}} s_{e_{k-1} - e_{k+1}} \cdots s_{e_{j-1} - e_j} s_{e_j} \]

and if we substitute \(s_{e_j}\) with the above expression this is a reduced expression for \(s_{e_{k-1} + e_j}\). But \(s_{e_{k-1}}\) commutes with all the factors of \(s_{e_j}\) because \(h - 1 < j\) and we get

\[ s_{e_{k-1}} \leq s_{e_{j-1} - e_j} \cdots s_{e_k - e_{k+1}} s_{e_k - e_{k-1}} s_{e_{k-1} - e_{k+1}} \cdots s_{e_{j-1} - e_j} = s_{e_{k-1} - e_j} \]

which is impossible because \(e_{k-1} - e_j\) is contained in the subsystem generated by the long roots in \(\Delta\) which is clearly a system of type \(A_{n-1}\) and the reflection with respect to \(e_{k-1}\) is not in the Weyl group of \(A_{n-1}\). If \(\beta = e_1\) we have \(\sigma_w(e_1) = s_{e_n}\) and we can repeat the same reasoning.

We will now define an order on \(\mathcal{D}\). Our intention is to prove later that this is equivalent to the Bruhat \(\mathcal{G}\)-order defined in \([4, 4]\).

Definition 6.7. Let \((Bux_S,\gamma), (Bux_R,\tau) \in \mathcal{D}\). Then \((Bux_S,\gamma) \preceq (Bux_R,\tau)\) if and only if \(Bux_S \leq Bux_R\) and one of the following is true:

1. both \(\gamma\) and \(\tau\) are trivial;
2. both \(\gamma\) and \(\tau\) are non-trivial;
3. \(\#S \neq 2\) and \(\gamma\) is trivial while \(\tau\) is non-trivial;
4. \(\#S = 2\), \(v < u\) and \(\gamma\) is trivial while \(\tau\) is non-trivial;
5. \(\gamma\) is non-trivial while \(\tau\) is trivial and there is \((w,T) \in RM\) such that \(Bux_S < Bux_T \leq Bux_R\) and \(v < w\).
First of all, we need to prove that the one defined above is actually an order. The only property that is difficult to prove is the transitive property. So suppose we have

\[(BvxS, \gamma) \preceq (BuxR, \tau) \preceq (Bwu_T, \delta)\]

We want to prove that \((BvxS, \gamma) \preceq (Bwu_T, \delta)\). If \(\gamma\) and \(\delta\) are either both trivial or non-trivial, then the claim follows from the transitivity of the Bruhat order. So suppose at first \(\gamma\) non-trivial and \(\delta\) trivial.

Then either \(\tau\) is trivial and there is \((z, V) \in \text{RM}\) such that \(BvxS < BzxV \leq BwxR\) and \(v < z\) or \(\tau\) is non-trivial so there is \((z, V) \in \text{RM}\) such that \(BwxR < BzxV \leq Bwu_T\) and \(u < z\). In both cases we obtain the claim.

If instead \(\gamma\) is trivial while \(\delta\) is non-trivial, we can suppose \(\#S = 2\) because if not it is easy to conclude thanks to the transitivity of the Bruhat order.

Similarly, if \(\#S = 2\) and \(\tau\) is non-trivial we know that \(v < u\), which implies \(v < w\).

We are left with analysing the following situation: \(\gamma, \tau\) trivial, \(\delta\) non-trivial and \(\#S = 2\). Note that \(\delta\) non-trivial implies also \(\#T = 2\). If, by contradiction \(v = u = w\), then it must be \(\#R \neq 2\). Given that \(Bvx_e \leq BvxS\), by Lemma 6.4 we get \(R = \{e_1 - e_h\}\) and \(e_1 + e_h \notin \Phi^+(v)\). This is absurd because the \(\#T = 2\) so both roots in \(T\) must be bigger than \(e_1 - e_h\) from which follows that \((u, R) \neq (v, T)\).

**Theorem 6.8.** If \(\leq\) is the Bruhat \(G\)-order defined in \(4.4\) then \(\preceq\) is smaller than \(\leq\).

**Proof.** We basically want to show that if \((BvxS, \gamma) \preceq (BuxR, \tau)\), then \((BvxS, \gamma) \preceq (BuxR, \tau)\). So suppose \(BvxS \preceq BuxR\) and:

1. \(\gamma\) and \(\tau\) are trivial. This is Lemma 4.4.
2. \(\gamma\) and \(\tau\) are non-trivial. From Proposition 4.1 we know that \(\#S = \#R = 2\) so we can use Lemma 6.5 to find a sequence of ascents between \((v, S)\) and \((u, R)\). Given that in every ascent the local system extends to a non-trivial local system we get the thesis;
3. \(\#S \neq 2\) and \(\gamma\) is trivial while \(\tau\) is non-trivial. Suppose \((u, R)\) is the smallest rank two orbit \(((v_{e_1+e_n}, \{e_1 + e_n, e_1 - e_n\}))\). Then we know that \(e_n\) is a descent for \((u, R)\) and the smallest orbit in \(P_{e_n}uxR\) is \(((v_{e_1+e_n}, \{e_1\}))\). We are in case 2 of Lemma 4.3 so the non-trivial local system \(\tau\) extends to all \(P_{e_n}uxR\) and the restriction to the smallest orbit is trivial.

Now look at \((v, S)\). Either \(e_n\) is a descent for \((v, S)\) or it isn’t. In the first case there is \((w, T) \in \mathcal{E}_{en}(v, S)\) such that \((w, T) \leq (v_{e_1+e_n}, \{e_1\})\). If we endow these orbits with the respective trivial local systems \(\gamma_1, \gamma_2\), then

\[((w, T), \gamma_1) \preceq ((v_{e_1+e_n}, \{e_1\}), \gamma_2)\]

because of point 1) and \(e_n\) is an ascent for both. We have \((BvxS, \gamma) \in \mathcal{E}_{e_n}(v, S)\) and \((BuxR, \tau) \in \mathcal{E}_{e_n}(v, S)\), so the claim follows.

If \(e_n\) isn’t a descent for \((v, S)\), then \((v, S) \leq (v_{e_1+e_n}, \{e_1\})\). Again if \(\gamma_1, \gamma_2\) are the trivial local systems on these orbits we know

\[((v, S), \gamma_1) \preceq ((v_{e_1+e_n}, \{e_1\}), \gamma_2)\]

and \(((v_{e_1+e_n}, \{e_1\}), \gamma_2) \preceq (BuxR, \tau)\)

In general, we know that \((u, R)\) admits a complex descent \(\alpha\). So there is \((w, T)\) admissible and \(\delta\) a non-trivial local system on the correspondent orbit such that \(((u, R), \alpha) \in \alpha \circ ((w, T), \delta)\). Then either \(\alpha\) is a descent also for \((v, S)\) or not. In the first case there is \((w', T') \in \mathcal{E}_{e_n}(v, S)\) such that \((w', T') \preceq (w, T)\). Moreover \(\#T' \neq 2\) (note that in a descent the cardinality of the \(\Psi\)-part never rises), so if \(\delta'\) is the trivial local system on \((w', T')\) we get by induction that

\[((w', T'), \delta') \preceq ((w, T), \delta)\]

which implies the thesis.

If instead \(\alpha\) is not a descent for \((v, S)\) maintaining the notations above we obtain \((v, S) \preceq (w, T)\) and because \(\#S \neq 2\) while \(\#T = 2\) we know in fact that \((v, S) \neq (w, T)\), so we can apply induction and conclude;
4. $v < u$ and $\gamma$ is trivial while $\tau$ is non-trivial. Suppose $\#S = 2$ or we are in case above. Consider $O = (v, \{e_1\})$ and $O' = (u, \{e_1\})$. Then $O < O'$ because there is a sequence of ascents between them. It follows that $(O, \gamma) < (O, \tau)$ when $\gamma$ and $\tau$ are both trivial local systems. Then, by acting with $e_n$ we obtain

$$ (u, \{e_1 - e_n, e_1 + e_n\}) $$

and we can choose to extend the trivial local systems trivially on $(v, \{e_1 - e_n, e_1 + e_n\})$ and non-trivially on $(u, \{e_1 - e_n, e_1 + e_n\})$. By Lemma 6.4 we have $S = \{e_1 - e_h, e_1 + e_h\}$ and $T = \{e_1 - e_h, e_1 + e_h\}$ with $h \geq k$. Using Proposition 6.3 we see that $(e_1 - e_n, e_1 + e_h)$ is a sequence of ascents from $(v, \{e_1 - e_n, e_1 + e_n\})$ to $(v, S)$ while $(e_1 - e_n, e_1 + e_h)$ is a sequence of ascents from $(u, \{e_1 - e_n, e_1 + e_n\})$ to $(u, T)$ and this concludes.

5. $\gamma$ is non-trivial while $\tau$ is trivial and there is $(w, T) \in RM$ such that $B_wX_S \leq B_wX_T \leq B_wX_R$ and $v < w$.

Let’s suppose at first that $(u, R) \in RM$ and that $v < u$. Then consider $(v, \{e_1\})$ and $(u, \{e_1\})$. It is

$$(v, \{e_1\}) \leq (u, \{e_1\})$$

and if we endow them with the respective trivial local systems, this relation is true also in $D$.

We can mirror the reasoning of point above with the only difference being that, once we have applied $e_n$ we consider the non-trivial local system on $(v, \{e_1 - e_n, e_1 + e_n\})$ and the trivial one on $(u, \{e_1 - e_n, e_1 + e_n\})$.

For a general $(u, R)$, just apply the previous reasoning to $(w, T)$ with trivial local system and then apply point 1).

As is, case 5) of definition 6.7 is not easy to handle or to verify. It turns out that we can restrict the search for a maximum rank orbit that fits in the middle to just one possible orbit.

Fix $(v, S)$ with $S = \{\gamma\}$ and $\beta$ the maximal element in $\Phi^+(v)$. Define

$$ H = H(v, S) = \{(u, R) \in RM \mid (u, R) \leq (v, S)\} $$

**Lemma 6.9.** With the notations given above:

1. $\beta < e_1 + e_n \Rightarrow H = \emptyset$;
2. $\gamma \geq e_1 - e_n \Rightarrow H = \emptyset$;
3. $\beta = e_1 + e_j$ and $\gamma = e_1 - e_h$ with $h < j$ imply that $H$ has a maximum which is

$$(v, \{e_1 + e_j, e_1 - e_j\})$$
4. $\beta = e_1 + e_j$ and $\gamma = e_1 - e_j$ with $j \leq h < n$ imply that $H$ has a maximum which is 

\[ \{v_{e_1+e_{h+1}}, \{e_1 + e_{h+1}, e_1 - e_{h+1}\}\} \]

**Proof.** We will show this case by case:

1. This is clear because if $(u, R) \leq (v, S)$ then $u \leq v$ and the maximum root in $\Phi^+(u)$ must be of the form $e_1 + e_k \geq e_1 + e_n > \beta$;

2. We can suppose that $\beta \geq e_1 + e_n$. If $\beta = \gamma$, then we are done for dimensional reasons. So suppose $\beta > \gamma$ and, by contradiction, that $H \neq \emptyset$. Then the minimum orbit $(v_{e_1+e_n}, \{e_1 + e_n, e_1 - e_n\})$ must be in $H$. Now we can find $\alpha \in \Delta$ such that $s_\alpha v < v$ and $\alpha$ is a descent for $(v, S)$. Moreover, Proposition 6.3 tells us that $\alpha$ is not a descent for $(v_{e_1+e_n}, \{e_1 + e_n, e_1 - e_n\})$. It follows that if $\gamma \geq e_1 + e_n$, we inductively obtain 

\[ \{v_{e_1+e_n}, \{e_1 + e_n, 1\}\} \leq (v, \{e_1 + e_j, e_1 - e_j\}) \]

which is again absurd for dimensional reasons. If instead $\gamma = e_1 - e_n$ or $\gamma = e_1$ we obtain 

\[ \{v_{e_1+e_n}, \{e_1 + e_n, 1\}\} \leq (v_{e_1+e_n}, \{e_1\}) \]

which is again false for dimensional reasons;

3. As a first thing note that, with this hypothesis, $(u, R) \in H$ implies 

\[ (u, R) \leq (v, \{e_1 + e_j, e_1 - e_j\}) \]

That’s because $u \leq v$ and $(v, \{e_1 + e_j, e_1 - e_j\})$ is the maximum among the orbits in $RM$ with $W^P$-part equal to $v$. Finally, with a simple computation we can prove that $(v, \{e_1 + e_j, e_1 - e_j\})$ is in $H$;

4. The first thing to note is that if $(w, T) \in H$, then $w \leq v_{e_1+e_{h+1}}$ because it is easy to see that $(w, \{e_1\}) \leq (w, T)$ for every $T$ of cardinality two and then we apply Lemma 6.3. Given that $(v_{e_1+e_{h+1}}, \{e_1 + e_{h+1}, e_1 - e_{h+1}\})$ is the maximum admissible pair with its $W^P$-part, we only need to show that it is in fact in $H$.

Suppose at first that $j = h$. Then there is an ascent $\alpha \in \Delta$ such that $m_\alpha(v, S) = (w, T) = (v, \{e_1 + e_h, e_1 - e_h\})$. Now it is clear by the characterization of the order in $RM$ that

\[ (v, \{e_1 + e_{h+1}, e_1 - e_{h+1}\}) \leq (w, T) \]

Moreover, $(v, \{e_1 + e_{h+1}, e_1 - e_{h+1}\})$ descends through $\alpha$ to

\[ (z, V) \triangleq (v_{e_1+e_{h+1}}, \{e_1 + e_{h+1}, e_1 - e_{h+1}\}) \]

which then is in $H$.

For $j < h$ it is enough to note that there is a sequence of ascents $(\alpha_1, \ldots, \alpha_n)$ between $(v_{e_1+e_n}, S)$ and $(v, S)$.

\[ \square \]

Before continuing, it is useful to note that $e_n$ is an ascent only for orbits of the form $(v_{e_1+e_n}, S)$, $(v_{e_1}, \emptyset)$, $(v_\beta, \{1\})$ or $(v_\beta, \{1 + e_n\})$ with $\beta \leq e_1 + e_n$.

**Theorem 6.10.** The order $\preceq$ defined in (6.7) and the Bruhat $G$-order $\preceq$ defined in (4.4) are equivalent.

**Proof.** We already proved that $\preceq$ is smaller than $\preceq$, so it is enough to prove that $\preceq$ verifies the properties in definition (4.3). So suppose $(BuxS, \gamma) \preceq (BuxR, \tau)$ and fix $\alpha \in \Delta$ such that $(BuxT, \delta) \in \alpha \circ (BuxR, \tau)$. We want to show $(BuxS, \gamma) \preceq (BuxT, \delta)$. This is the same as showing that $(BuxR, \tau) \preceq (BuxT, \delta)$ because we already know that $\preceq$ is an order and so it is transitive. The claim is clear if $\tau$ is non-trivial because it admits only non-trivial extensions or if both $\tau$ and $\delta$ are trivial. So suppose $\tau$ trivial and $\delta$ trivial.
non-trivial. This can happen if and only if $B_{uxR} = (v, \{e_1\})$ and $\alpha = e_n$. But then $\#S \neq 2$, so we are in case 3) of definition 6.7 and we conclude.

Now, take $(B_{uxS}, \gamma) \prec (B_{uxR}, \tau)$ and $\alpha \in \Delta$ such that $(B_{zxZ}, \psi) \in \alpha \circ (B_{uxS}, \gamma)$ and $(B_{uxT}, \delta) \in \alpha \circ (B_{uxR}, \tau)$. We want to show that $(B_{zxZ}, \psi) \preceq (B_{uxT}, \delta)$. We need to analyse the situation case by case:

1. $\gamma$ and $\tau$ are trivial. Then the claim is clear if both $\psi$ and $\delta$ are still trivial or if they are both non-trivial. Hence, suppose $\psi$ non-trivial and $\delta$ trivial. Then $\alpha = e_n$ and $S = \{e_1\}$. But $\alpha$ is also an ascent for $B_{uxR}$ so it must be $(u, R) = (u, \{e_1\})$ or $(u, R) = (u, \{e_1 + e_n\})$ because $u \geq v > v_{e_1}$.

   In the first case it must be $v < u$ and given that the ascent doesn’t change the $W^P$-part of the orbits we are in case 5) of Definition 6.7 with $(w, T) \in RM$. The second case is impossible because of Lemma 6.6.

   Conversely, suppose that $\psi$ is trivial and $\delta$ is non-trivial. Again we have $\alpha = e_n$ and in this case $R = \{e_1\}$. Now, if $(v, S) = (v, \{e_1\})$, then $v < u$ and we conclude as above. If instead $(v, S) = (v, \{e_1 + e_n\})$, $(v, S) = (v, \emptyset)$ or $(v, S) = (v, e_1 - e_n, S)$ then $\#Z \neq 2$ and we are in case 3) of Definition 6.7 and the claim is proved.

2. $\gamma$ and $\tau$ are non-trivial. This is the easiest case because non-trivial local systems extend to non-trivial local systems;

3. $S \neq 2$ and $\gamma$ is trivial while $\tau$ is non-trivial. Given that $\delta$ must be non-trivial we can suppose $\psi$ trivial. In this hypothesis the claim is clear if also $\#Z \neq 2$. So suppose $\#Z = 2$. This can happen only if $S = \{e_1\}$ and $\alpha = e_n$ if $\alpha$ is a real ascent for $(v, S)$. The first case is absurd, because $e_n$ should be an ascent also for $(u, R)$ which is in $RM$ and that’s impossible. Then the only possibility is that $Z = S \cup \{\pm v^{-1}(\alpha)\}$. This implies that $(z, Z)$ is the maximum orbit with $W^P$-part equal to $z$, so it must be $z < w$. We are then in case 4) of definition 6.7 and the claim is proved;

4. $\#S = 2$, $v < u$, $\gamma$ is trivial and $\tau$ is non-trivial. Note that by the hypothesis it must be $(z, Z), (w, T) \in RM$, so we only need to show that $z < w$. Suppose by contradiction that $z = w$. Then $\alpha$ is a ascent for $(z, Z)$ and $(w, T)$. We must have $s_{\alpha}z < z$ or we would have $v = u = z = w$.

   But then it must be either $v = u$ or $u = w$. The first case is clearly false and the second is also impossible because it would imply that $\alpha$ is a real ascent for $(v, S)$ which it can’t be given that $(v, S)$ is of maximum rank;

5. $\gamma$ is non-trivial while $\tau$ is trivial and there is $(y, Y), \in RM$ such that $B_{uxS} < ByxY \leq B_{uxR}$ and $v < y$. Note that we know that there is a maximum among the rank 2 orbit that sit between $(v, S)$ and $(u, R)$, so we can suppose $(y, Y)$ is that maximum. If $\alpha$ is also an ascent for $(y, Y)$ the claim is clear. For, suppose $(y', Y') = m_\alpha(y, Y)$, then $B_{zxZ} < By'xY' \leq B_{uxT}, (y', Y') \in RM$ and $z < y'$. If $\alpha$ is not an ascent for $(y, Y)$, then we still have that $B_{zxZ} \leq ByxY \preceq B_{uxT}$, but we could theoretically have $z = y$. So we need to study only this final case. Note that by the maximality of $ByxY$ and our hypothesis that $\alpha$ is not an ascent for $(y, Y)$ we know that $\#R \neq 2$.

   Our hypotheses force $v < s_{\alpha}v = z = y$. Moreover, by Lemma 6.9 we can’t have $y = u$ because $\alpha$ must be an ascent for $(u, R)$. It follows that $y < u$ and we are in case 4) of Lemma 6.9. Then, $\alpha$ must act on $(u, R)$ as a complex ascent on $R$ (note that if $s_{\alpha}v > v$ it can’t be $s_{\alpha}u > u$ because of Proposition 6.3). So $m_\alpha(u, R) = (u, s_{\alpha^{-1}(\alpha)}(R))$. Now it is easy to see that if $R = \{e_1 - e_j\}$, then $s_{\alpha^{-1}(\alpha)}(R) = \{e_1 - e_{j-1}\}$, hence, by Lemma 6.9 the maximum orbit of rank 2 contained in $m_\alpha(u, R)$ is strictly bigger than $(y, Y)$ and in particular it has strictly bigger $W^P$-part and that let us conclude.

The results in this section let us describe completely the Bruhat $G$-order in $D$ for the type $B$ case.

**Theorem 6.11.** Let $(B_{uxS}, \gamma), (B_{uxR}, \tau) \in D$. Then $(B_{uxS}, \gamma) \preceq (B_{uxR}, \tau)$ if and only if $B_{uxS} \preceq B_{uxR}$ and one of the following is true:

1. both $\gamma$ and $\tau$ are trivial;
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2. both \( \gamma \) and \( \tau \) are non-trivial;
3. \( |S| \neq 2 \) and \( \gamma \) is trivial while \( \tau \) is non-trivial;
4. \( |S| = 2 \), \( u < v \) and \( \gamma \) is trivial while \( \tau \) is non-trivial;
5. \( \gamma \) is non-trivial while \( \tau \) is trivial, \( H(u, R) \neq \emptyset \) and \( (u', R') = \max H(u, R) \) verifies \( (v, S) \leq (u', R') \) with \( v < u' \).

7 The type C case

We now want to study the case where the root system \( \Phi \) is of type \( C \). A root system of type \( C_n \) can be realized as

\[
\Phi = \{ \pm e_i \pm e_j \}_{i,j=1,\ldots,n} \cup \{ \pm 2e_i \}_{i=1,\ldots,n} \subseteq \langle e_1, \ldots, e_n \rangle_R \cong \mathbb{R}^n
\]

The usual choice for a basis is

\[
\Delta = \begin{pmatrix}
e_1 - e_2, & \ldots, & e_{n-1} - e_n, & e_n, & 2e_n \\
\alpha_1 & \alpha_2 & \ldots & \alpha_{n-1} & \alpha_n
\end{pmatrix}
\]

which corresponds to

\[
\Phi^+ = \{ e_i \pm e_j \}_{i<j} \cup \{ 2e_i \}_i
\]

The abelianity of the unipotent radical forces the parabolic \( P \) to be the one associated to \( \Delta \setminus \{2e_n\} \), so

\[
\Psi = \{ e_i + e_j \}_{i<j} \cup \{ 2e_i \}_i
\]

To fix our ideas we will use \( \text{SP}_{2n,\mathbb{C}} \) as a concrete example of simply connected linear algebraic group of type \( C \). The following lemma assures us that this case is not trivial.

**Lemma 7.1.** Let \( G \) be a simply connected linear algebraic group of type \( C \) and \( G/L \) a Hermitian symmetric variety. Let \((v, S)\) be an admissible pair that represents a \( B \)-orbit \( \mathcal{O} \) on \( G/L \). Then the set of isomorphism classes of \( B \)-equivariant local systems on \( \mathcal{O} \) has \( 2^k \) elements where \( k \) is the number of long roots in \( S \).

**Proof.** We can assume without loss of generality that \( G = \text{SP}(2n, \mathbb{C}) \). In this case we can choose the torus as the subgroup of diagonal matrices

\[
\text{Diag}(t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}) = \begin{pmatrix}
\begin{array}{c|c|c|c}
t_1 & \cdots & t_n & t_n^{-1} \\
\mathstrut & \cdots & \mathstrut & \mathstrut \\
t_n^{-1} & \cdots & \mathstrut & t_1^{-1}
\end{array}
\end{pmatrix}
\]

This is quite convenient because

\[
(e_i + e_j) \left( \text{Diag}(t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}) \right) = t_it_j
\]

\[
2e_i \left( \text{Diag}(t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1}) \right) = t_i^2
e
\]

Then, \( \text{Stab}_T(vxS) \cong \text{Stab}_T(xS) = \{ t \in T \mid \gamma(t) = 1 \ \forall \gamma \in S \} \). We can think of the torus \( T \) as \( (\mathbb{C}^*)^n \). Then every short root represent a relation \( t_i = t_j^{-1} \) which decreases the dimension by one. On the contrary, every long root represent a relation \( t_i^2 = 1 \) which has two solutions \( t_i = 1 \) and \( t_i = -1 \). It follows that if \( S \) contains \( r \) long roots and \( s \) short roots, the stabilizer is isomorphic to

\[
\text{Stab}_T(xS) \cong 2^r \times (\mathbb{C}^*)^{(n-r-s)}
\]

The group of connected components \( \pi_0(\text{Stab}_T(xS)) \) is then isomorphic to \((\mathbb{Z}/2\mathbb{Z})^r\). \( \square \)
The above lemma gives us a way to identify the isomorphism classes of local systems. Recall that this classes are in a natural one to one correspondence with the continuous representation of $\text{Stab}_B(xL/L)$ on $C$ which themselves correspond to representations of $\pi_0(\text{Stab}_L(xS))$. Suppose $S_i = \{2e_{i_1}, \ldots, 2e_{i_r}\}$ and for every $j = 1, \ldots, r$ define

$$L_{ij} = \text{Diag}\left(t_{ij}^1, \ldots, t_{ij}^m, (t_{ij}^m)^{-1}, \ldots, (t_{ij}^1)^{-1}\right)$$

$t_{ij}^k = 1$ for every $k \neq i$ and $t_{ij}^i = -1$. Then all the $L_{ij}$ live in different connected components and their connected components generate $\pi_0(\text{Stab}_L(xS))$. A representation is then a map $\pi: \pi_0(\text{Stab}_L(xS)) \to GL(C) = C^*$ and it is clear that this is defined by the images of $L_{ij}$. Note that these have order 2, so $\pi(L_{ij}) = \pm 1$. Then a local system over $BxS$ can be represented as a sequence $(a_1, \ldots, a_r)$ defined by $a_j \triangleq \pi(L_{ij})$.

By what we said in section 4 we are in case 1) of Lemma 4.3 if and only if there is a root $\gamma \in S$ such that $\beta = v^{-1}(\alpha)$ can be both added and subtracted to $\gamma$. This can happen in type $C$ with, for example $\gamma = e_i + e_{i+1}$ and $\beta = e_i - e_{i+1}$. Suppose that we have an admissible pair $(v, S)$ and an ascent $\alpha$ such that $S$ contains a root of the form $e_i + e_{i+1}$ and $\beta = v^{-1}(\alpha) = e_i - e_{i+1}$. Then $(v, S) \tilde{\to} (v, (S \setminus \{\gamma\}) \cup \{2e_i, 2e_{i+1}\})$. The first thing to note is that if $S$ contained exactly $r$ different long roots, then $S' = (S' \setminus \{\gamma\}) \cup \{2e_i, 2e_{i+1}\}$ contains $r + 2$ different long roots. So, while $(v, S)$ admitted $2^r$ non-isomorphic local systems, $(v, S')$ admits 4 times that, even though every local system on $BxS$ can be extended in only two different ways. It is then natural to ask which local system of $(v, S')$ comes from a local system of $(v, S)$.

**Lemma 7.2.** Fix $(v, S)$ an admissible pair and suppose there is an ascent $\alpha \in \Delta$ for $(v, S)$ that realizes case 1) of Proposition 4.3. Denote $(v', S') = m_\alpha(v, S)$. Suppose that $X = \{\pm 1, \ldots, \pm 1\}$ is the sequence associated to a local system $\tau$ on $BxS$ as explained above. Then $(S') = S_1 \cup \{\delta_1, \delta_2\}$ and the sequences associated to the two possible extensions of $\tau$ to $Bv'xS'$ are obtained from $X$ by adding in the positions relative to $\delta_1$ and $\delta_2$ either two 1 or two $-1$.

**Proof.** For this, we will need to shift our perspective a bit. Since the beginning, we studied the $B$-orbits in $G/L$ because we had a more concrete understanding of them thanks to [2]. On the other hand, Lusztig and Vogan ([4] and [3]) always refer to $L$-orbits on the flag variety $B \backslash G$. Right now we will refer to [4], so we will use this point of view. As we said in the second section there is a one to one correspondence between $B$-orbits in $G/L$, $B \times L$-orbits in $G$ and $L$-orbits in $B \backslash G$. The correspondence is

$$BxL/L \sim \sim BxL \sim B \backslash BxL$$

In the $G/L$ setting we used the minimal parabolic subgroups to study the orbits. If $\alpha \in \Delta$ and $O_B = BxL/L$ is a $B$-orbit in $G/L$, $P_\alpha O_B$ is a finite union of orbits that we know quite well. The analogous in the $G/B$ setting is the union of $\alpha$-lines. If $B'xL \in B \backslash G$ is an element of the flag variety (which can be seen as a Borel subgroup of $G$), then the $\alpha$-line through $B'xL$ is $B'P_\alpha x$. If $O_B = L$-orbit is the $L$-orbit that correspond to $O_B$, then $P_\alpha O_B$ corresponds

$$P_\alpha O_B \sim \sim \bigcup_{B \backslash BxL \in O_L} B \backslash P_\alpha y = B \backslash P_\alpha xL$$

Moreover, the $L$ orbits in $B \backslash P_\alpha xL$ are in correspondence with the $L' = L \cap x^{-1}P_\alpha x$-orbits in $B \backslash P_\alpha x$. The advantage of this point of view is that $B' \backslash P_\alpha x \cong P_\alpha / B$ is isomorphic to $P^1$.

The $B$-equivariant local systems on $O_B$ are in a natural correspondence with the $B \times L$-equivariant local systems on the associated $B \times L$-orbit $O_B \times L$ in $G$ and with the $L$-equivariant local systems on $O_L$. All in all, we have the following chain of correspondences

$$\text{hom}(\pi_0(\text{Stab}_B(xL/L)), C^*) \leftrightarrow \{B$-equivariant local system on $BxL/L\}$$

$$\text{hom}(\pi_0((\text{Stab}_L(B'xL)), C^*) \leftrightarrow \{L$-equivariant local systems on $B' \backslash BxL\}$$

The correspondence between hom $(\pi_0(\text{Stab}_B(xL/L)), C^*)$ and hom $(\pi_0((\text{Stab}_L(B'xL)), C^*)$ can be made explicit. For, note that $\text{Stab}_B(xL/L) = B \cap xLx^{-1}$ while $\text{Stab}_L(B'xL) = x^{-1}Bx \cap L$ so $\text{Stab}_B(xL/L) = x \text{Stab}_L(B'xL)x^{-1}$.
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Note that because of equivariance, the $L$-equivariant local systems on $B \setminus BxL$ correspond to the $L'$-equivariant local systems on $B \setminus P_0 x$ where $L' = L \cap x^{-1} P_0 x$. Moreover, this correspondence commute with the fact that $\text{Stab}_L(B \setminus BxL) = \text{Stab}_L'(B \setminus BxL)$. So, our sequence $X$ gives us a map $\phi : \pi_0(\text{Stab}_L(B \setminus BxL)) \to \mathbb{C}^*$ which corresponds to a map

$$\phi : \pi_0(\text{Stab}_L'(B \setminus BxL)) \to \mathbb{C}^*$$

Now, we noted above that $B \setminus P_0 x \cong \mathbb{P}^1$ and the group of automorphisms of $\mathbb{P}^1$ is $\text{PSL}_2$. Given that $L'$ acts on $\mathbb{P}^1$, there must be a map

$$\psi : L' \to \text{PSL}_2$$

The image of $L'$ must have two orbits in $\mathbb{P}^1$. We can then suppose without loss of generality that

$$\psi(L') = N(T) = \left\{ \begin{pmatrix} t & t^{-1} \\ \phantom{t} & \phantom{t} \end{pmatrix} \right\} \cup \left\{ \begin{pmatrix} -t^{-1} & t \\ \phantom{-t^{-1}} & \phantom{t} \end{pmatrix} \right\}$$

where $T$ is the torus made by the diagonal matrices. If we denote $s = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ then $N(T) = T \cup sT$. Here $\begin{pmatrix} t & t^{-1} \\ \phantom{t} & \phantom{t} \end{pmatrix}$ act as multiplication by $t^2$ while $\begin{pmatrix} 0 & t \\ -t^{-1} & 0 \end{pmatrix}$ act as $t^{-2}$. In this case it is an easy computation to see that there are two orbits in $\mathbb{P}^1$: one that contains 0 and the point at infinity and the other that contains every remaining element and is open.

We will now briefly study the $N(T)$-equivariant local systems on $\mathbb{P}^1$.

To start, every local system on $\mathbb{P}^1$ is trivial (but they may not be trivial as equivariant local systems), so we can write the local system on $\mathbb{P}^1$ as a projection on the first coordinate $\pi_1 : \mathbb{P}^1 \times \mathbb{C} \to \mathbb{P}^1$. To make it $N(T)$-equivariant we need to define a map for every $f \in N(T)$ which we will denote again with $f$

$$f : \mathbb{P}^1 \times \mathbb{C} \to \mathbb{P}^1 \times \mathbb{C}$$

$$(x, z) \mapsto f(x, z) = (f_1(x, z), f_2(x, z))$$

and it must be $f_1(x, z) = f.x$ where with $f.x$ we denote the action of $N(T)$ on $\mathbb{P}^1$ that we briefly described above. Moreover, for any fixed $x \in \mathbb{P}^1$, $f_2(x, z) : \mathbb{C} \to \mathbb{C}$, so it must be of the form $f_2(x, z) = f_2(x)z$. On the other hand $f_2 : \mathbb{P}^1 \to \mathbb{C}^*$ must again be constant, so

$$f(x, z) = (f.x, \rho(f)z)$$

where $\rho : N(T) \to \mathbb{C}^*$. Note that if we fix an $x \in \mathbb{P}^1$ and we restrict $\rho$ to $\text{Stab}_{N(T)}(x)$, then $\rho$ is exactly the representation that is uniquely associated to the restriction of our local system to the orbit of $x$. Moreover it is essential to note that if we have a local system on the closed orbit, then it extends to the open orbit uniquely, simply because it depends only on the $\rho$ which does not depend on the points $x$ of $\mathbb{P}^1$. But, this does not mean that two isomorphic (trivial) local systems on the closed orbit can not extend to different local systems on the whole $\mathbb{P}^1$ as we will see soon.

It follows that we can write $\tau_L$ restricted to $\mathbb{P}^1$ as the trivial bundle $\{0, \infty\} \times \mathbb{C}$. On this we may let $f \in \text{Stab}_L(0)$ act as $f(0, z) = (0, \rho(f)z), f(\infty, z) = (\infty, \rho(f)z)$ and $s(0, z) = (\infty, \rho(s)z)$ $s(\infty, z) = (0, \rho(s)z)$ and $s^2 = \text{Id}$, so $\rho(s) = \pm 1$. Different choices of $\rho(s)$ give different local systems on $\mathbb{P}^1$ and, in turn, different extensions of $\tau_L$.

Let’s see what this means for the stabilizers. We know that the stabilizer in $\text{PSL}_2$ of 0 is $T$, so $\text{Stab}_L(B \setminus BxL) \cong \ker(\psi)T$. On the other hand $\text{Stab}_{\text{PSL}_2}(1) = \{s\}$, so if $y \in B \setminus B$ corresponds to 1 we get $\text{Stab}_L(B \setminus B)y = \ker(\psi) \cup s \ker(\psi)$.

To end, we need to pull everything back to the $G/L$ setting. We know that $x = vx_S$ and $y = vx_R$ with $R = (R \cap S) \cup \{2e_1, 2e_{i+1}\}$ and $S = (R \cap S) \cup \{e_i + e_{i+1}\}$. We also have a map $\phi : \text{Stab}_T(x_S L/L) \to \mathbb{C}^*$ that corresponds to our sequence $X$. We want to understand what are the two possible maps $\phi' : \text{Stab}_T(x_R L/L) \to \mathbb{C}^*$ that corresponds to extensions of $\tau$ to $Bx_S$. We know that it is enough to compute the value $\phi(t)$ for $t = \text{Diag}(1, \ldots, 1, -1, \ldots, 1)$ where we have a single $-1$ in position $j$ if $2e_j \in R$. Note that if $j \neq i, i + 1$ then $t$ is also in $\text{Stab}_T(x_S L/L)$.

Let’s suppose we are in this case, so $t \in \text{Stab}_T(x_S L/L) \cap \text{Stab}_T(x_R L/L)$. The first thing to do is multiplying by $v$ on the left and $v^{-1}$ on the right to obtain $vtv^{-1} \in \text{Stab}_T(vx_R L/L)$. Then we multiply by
$(vx_R)^{-1}$ on the left and $vx_R$ on the right to obtain $x_R^{-1}tx_R \in \text{Stab}_L(B \setminus Bvx_R)$. Note that $t \exp(\sum \alpha_i(t)e_\alpha)$. It follows that $t \in \text{Stab}_T(x_RL/L)$ if and only if $tx_R = x_Rt$, hence $x_R^{-1}tx_R = t$. For the same reason $x_STx_S^{-1} = t \in \text{Stab}_L(B \setminus Bvx_S)$. But then $t \in \text{Stab}_L(B \setminus Bvx_R) \cap \text{Stab}_L(B \setminus Bvx_S) = \ker(\psi)$, so $\phi'(t) = \phi(t)$.

We are now left to compute the value of $\phi'(t)$ where $t$ has $-1$ in position $i$ or $i + 1$. This values must be concordant given that if $t_i$ is the diagonal matrix with $-1$ in position $i$ and $1$ everywhere else, then $t_it_{i+1} \in \text{Stab}_T(x_SL/L) \cap \text{Stab}_T(x_RL/L)$ and $\phi(t_it_{i+1}) = 1$ because it is in the connected component of the identity. On the other hand we know that there are two possible definition of $\phi'$, so one of them must be $\phi'(t_i) = \phi'(t_{i+1}) = 1$ and the other $\phi'(t_i) = \phi'(t_{i+1}) = -1$.

We also have the following results for other type of ascents.

**Lemma 7.3.** Let $(v, S)$ be an admissible pair with $\#S_i = r$ and let $X = (1, \ldots, -1, \ldots, 1)$ be the sequence associated to a local system on $Bvx_S$.

Let $\alpha \in \Delta$ be an ascent for $(v, S)$. Then

1. if $\alpha$ is of type $b1)$ then the local system extends uniquely to the open orbit of $P_{\alpha,vx_S}$ with sequence equal to $X$;

2. if $\alpha$ is of type $d1)$ then the local system extends uniquely to the open orbit of $P_{\alpha,vx_S}$ with sequence $(\underbrace{1, \ldots, -1, \ldots, 1}_{X}, \underbrace{1}_{r+1})$.

While we don’t have a complete characterization of the order in $D$ as we have for the simply laced case and for type $B$, there is something we can say about the connected components of the Hasse diagram. This in turn will give a necessary condition for the order in $D$. To show this, we need to study the sequences that determine possible local systems.

**Definition 7.4.** Let $X = (a_1, \ldots, a_r)$ a sequence where $a_i = \pm 1$. Then we define the **plus number** of $X$ as

$$\text{PL}(X) = \sum_{a_i=1} (-1)^i$$

and the **minus number** of $X$ as

$$\text{MIN}(X) = \sum_{a_i=-1} (-1)^i$$

The most important property of the minus and plus numbers is the following:

**Proposition 7.5.** Let $X = (a_1, \ldots, a_r)$ as above and fix $j \in \{1, \ldots, r\}$ such that $a_j = a_{j+1}$. Denote with $Y$ the sequence $(a_1, \ldots, a_j, a_{j+1}, \ldots, a_r)$. Then $\text{PL}(Y) = \text{PL}(X)$ and $\text{MIN}(Y) = \text{MIN}(X)$.

**Proof.** To avoid confusion we will write $Y = (b_1, \ldots, b_{r-2})$ with $b_i = a_i$ for every $i < j$ and $b_i = a_{i+2}$ for every $i \geq j$.

Suppose $a_j = 1$. We have

$$\text{PL}(X) = \sum_{a_i=1} (-1)^i = \sum_{a_i=1,i<j} (-1)^i + \sum_{a_i=1,i>j+1} (-1)^i + 1$$

$$= \sum_{a_i=1,i<j} (-1)^i + \sum_{a_i=1,i>j+1} (-1)^i$$

$$= \sum_{b_i=1,i<j} (-1)^i + \sum_{b_i=1,i\geq j} (-1)^i = \text{PL}(Y)$$

where the last equality follows because for $(-1)^i = (-1)^{i+2}$. On the other hand

$$\text{MIN}(X) = \sum_{a_i=1} (-1)^i = \sum_{a_i=1,i<j} (-1)^i + \sum_{a_i=1,i>j+1} (-1)^i = \text{MIN}(Y)$$

as above. The case $a_j = -1$ is symmetric.
We showed that the plus and minus numbers don’t change if we delete two identical adjacent numbers. Given a sequence, we can delete all pairs of identical adjacent numbers until it is no longer possible to do so. Doing so, by Lemma 7.6, the plus and minus numbers don’t change. The final sequence must be one of alternating signs and it is easy to see that the sequences of alternating signs are uniquely identified by their plus and minus numbers. Hence, the final sequence doesn’t depend on the order in which we delete the pairs of identical adjacent numbers. There is another thing we can do; if the rightmost element of the final sequence is 1 we delete it.

**Definition 7.6.** Let \( X = (a_1, \ldots, a_n) \) be a sequence with \( a_i = \pm 1 \). Denote with \( r(X) \) the sequence obtained by \( X \) deleting inductively all pairs of identical adjacent number and then, if present, the rightmost 1.

The sequence \( r(X) \) is called the **reduced form** of \( X \).

We can finally state our last result.

**Theorem 7.7.** Let \( X \) and \( Y \) be the sequences associated respectively to a local system on \((v, S)\) and \((u, R)\). Then the corresponding elements in \( D \) are in the same connected component of the Hasse diagram if and only if \( r(X) = r(Y) \).

**Proof.** We will start by showing that if \(((v, S), X)\) and \(((u, R), Y)\) are in the same connected component, then \( r(X) = r(Y) \). To see this, consider the following order

\[
((v, S), X) < ((u, R), Y) \iff (v, S) < (u, R) \quad \text{and} \quad r(X) = r(Y)
\]

it verifies the conditions of definition 4.4 because we saw above that extending with an ascent doesn’t change the reduced form. This means that \(((v, S), X) \leq ((u, R), Y)\) implies \( r(X) = r(Y) \) and the claim follows.

We will now show that if \( r(X) = r(Y) \) then \(((v, S), X)\) and \(((u, R), Y)\) are in the same connected component. Recall that every orbit that is not the open orbit in \( G/L \) admits an ascent. This implies that for every orbit \( O \) there is a sequence of ascents between \( O \) and the open orbit. If we have an isomorphism class of local systems on \( O \) we can get a sequence of ascents in \( D \) by choosing one of the possible extensions in every ascent. We know that doing this doesn’t change the reduced form, so we can suppose without loss of generality that \( Bux_S = Bux_R \) are the open orbit of \( G/L \). More precisely, \( v = \omega_P \) the longest element in \( W^P \) and \( R = S = \{e_1, \ldots, e_n\} \).

Now it is easy to see that \( v(e_i) = -e_{n-i} \) for every \( i = 1, \ldots, n \). Hence, if we fix \( j \in \{1, \ldots, n-1\} \) we have \( v(e_j - e_{j+1}) = e_{n-j-1} - e_{n-j} \in \Delta \). It follows that for every \( j \) there is a descent \( \alpha \in \Delta \) such that \((v, T) \in E_{\alpha}(v, S)\) with \( T = \{2e_i\}_{i \neq j, j+1} \cup \{e_j + e_{j+1}\} \). Moreover, for \( (v, T) \) the root \( \alpha \) is an ascent of type \( (i, j) \). To see what all this means, take \( X = (a_1, \ldots, a_n) \) and \( j \in \{1, \ldots, n-1\} \) such that \( a_j = a_{j+1} \). Denote with \( X' = (b_1, \ldots, b_n) \) the sequence with \( b_i = a_i \) for every \( i \neq j, j+1 \) and \( b_j = -a_j, b_{j+1} = -a_{j+1} \) and with \( X_0 = (c_1, \ldots, c_{n-2}) \) the sequence with \( c_i = a_i \) for every \( i < j \) and \( c_i = a_{i+2} \) for \( i \geq j \). If we take the simple root \( \alpha \) as above we have

\[
((v, S), X) \quad \alpha \quad ((v, S), X')
\]

\[
((v, T), X_0)
\]

It follows that \((Bux_S, X)\) and \((Bux_S, X')\) are in the same connected component. This can clearly be done every time we have a pair of identical adjacent element in \( X \).

We now want to show an algorithm that takes a sequence \( X \) and gives another sequence that depends only on \( r(X) \). Every step of the algorithm will be inverting the sign of two adjacent identical element, hence the final sequence will be in the same connected component of \( X \) and thus the claim will be proved.

The algorithm is the following. If there is \( k \in \{1, \ldots, n\} \) such that \( a_i = 1 \) for every \( i \leq k \) while \( a_i = -a_{i+1} \) for every \( i \geq k \) then we are done. If not, let \( k \) be the smallest number such that either
\( a_{k-1} \neq a_k = a_{k+1} \) or \( a_k = a_{k+1} = -1 \). Change the sign of \( a_k \) and \( a_{k+1} \) and repeat the algorithm with the new sequence.

Note that there is always a \( k \) with the property above unless we are in the first case. Moreover, the algorithm ends. To see this denote with \( s_0 \) the length of the initial sequence of 1 in \( X \) and with\( s_i \) the same length after \( i \) steps of the algorithm. Moreover, denote with \( k_i \) the element \( k \) defined above for the \( i \)-th step. We want to show that after every step either \( k_i \) decreases or \( s_i \) increases. Given that they can’t decrease infinitely or increase infinitely we would have the claim. So, fix a sequence \( X \) and the relative \( s = s_0 \) and \( k = k_0 \). If \( k \) is such that \( a_{k-1} \neq a_k = a_{k+1} \) we either have \( s = k - 1 \) and \( a_{k-1} = 1 \) or \( s < k - 1 \).

In the first case it is clear that \( s_1 \geq k + 1 > s \) while in the second case \( s_1 = s \) and \( k_1 = k - 1 < k \). Suppose now that \( k \) is such that \( a_k = a_{k+1} = -1 \). Then it must be \( s = 0 \) and \( k = 1 \) or we would be in the previous case, which means that \( s_1 \geq 2 > s \).

The last thing to note is that the algorithm doesn’t change the reduced form of the sequence because it changes only adjacent pair of identical values and the output of the algorithm clearly depends only on the reduced form \( X \). This proves the claim.
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