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Abstract—Existing methods for predicting robotic snap joint assembly cannot predict failures before their occurrence. To address this limitation, this paper proposes a method for predicting error states before the occurrence of error, thereby enabling timely recovery. Robotic snap joint assembly requires precise positioning; therefore, even a slight offset between parts can lead to assembly failure. To correctly predict error states, we apply functional principal component analysis (fPCA) to 6D force/torque profiles that are terminated before the occurrence of an error. The error state is identified by applying a feature vector to a decision tree, wherein the support vector machine (SVM) is employed at each node. If the estimation accuracy is low, we perform additional probing to more correctly identify the error state. Finally, after identifying the error state, a robot performs the error recovery motion based on the identified error state. Through the experimental results of assembling plastic parts with four snap joints, we show that the error states can be correctly estimated and a robot can recover from the identified error state.

I. INTRODUCTION

Robotic product assembly has recently been introduced to some production processes. However, we often encounter products that are difficult for robots to assemble with a high success rate. In this context, this research focuses on the robotic assembly of plastic parts that include snap joints, hereafter called robotic snap assembly, which is often difficult owing to the elasticity of parts. Plastic parts with snap joints are easy to assemble but highly difficult to disassemble; consequently, it becomes crucial to correctly predict assembly failure before the assembly actually fails. Moreover, the deviation in the position of the part, which causes the assembly failure, is usually minute: thus, it becomes difficult for a vision sensor to predict assembly failure. To address this problem, this research proposes a method for error identification and recovery in robotic snap assembly based on 6D force/torque sensor information attached at the wrist. An overview of our proposed method is shown in Fig. 1.

Thus far, a few researchers have proposed methods for identifying error states in robotic snap assembly using force/torque information [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14]. However, in all of those methods, the error was identified after completing the assembly task; consequently it becomes difficult to recover from the error state. In contrast, this paper proposes a method for identifying an error state among multiple possible error states during robotic snap assembly. To identify an error state, we apply functional principal component analysis (fPCA) to the force/torque profile of an assembly task. Furthermore, to identify an error state among multiple possible error states, we construct a decision tree wherein the classification of the force/torque profile is performed at each node with the support vector machine (SVM) by employing the kernel function. In addition, if the estimation accuracy is not sufficiently high, we perform additional probing, whereby the part is moved to more correctly identify the error state. After the error state is identified, a robot retries the assembly task by slightly modifying the initial position/orientation of the part in the direction opposite to that in the identified error state.

The remainder of this paper is organized as follows: A few relevant previous works are described in Section 2, the proposed method is elucidated in Section 3, and we present our experimental results in Section 4. Finally, summary and scope for further research are presented in Section 5.

II. RELATED WORK

Robotic assembly has been researched for decades[15], [16], [17], [18]. The research on robotic assembly has been mainly done on force controlled assembly [15], [16], assembly motion planning [17], [18], [19], [20], [21], learning based methods [22], [23], and gripper design [24].

Recently, the discrimination of failure states in robotic assembly tasks has been studied by some researchers such as [1], [2], [3], [4], [5], [6], [7], Rodrigues et al.[1] identified assembly failure using the SVM and PCA. Rojas et al.

Fig. 1: Identification of success/error states in robotic snap assembly

| State of Parts before Fitting | Result of SVM for Feature Quantities |
|------------------------------|-----------------------------------|
| Success State                | Failure State1                     |
| Failure State                | Success State                      |
| Failure State2               | Failure State1                     |
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identified an error state among multiple possible states using relative-change-based hierarchical taxonomy (RCBHT). Lello et al. [14] discriminated success/failure of snap assembly based on Bayesian structural time series. However, in all the previous studies, the force/torque profile that is obtained upon the completion of the assembly is used, and it is impossible to predict an error state among multiple possible states before the error actually occurs.

With respect to the robotic manipulation researches on recovery from error states, some researchers [25], [26] used tactile information to identify and recover from the error states. On the other hand, this research uses a 6D force/torque sensor attached at the wrist during a snap joint assembly to recover from the identified error state.

III. PROPOSED METHOD

The proposed method is composed of offline and online phases. In the offline phase, we collect the training data, that is, the force/torque profiles obtained by using the 6D force/torque sensor attached at the wrist during robotic snap assembly, and construct the decision tree for classifying error states. In the online phase, based on a given force/torque profile corresponding to a snap assembly that was terminated before the error actually occurred, we predict an error state using the constructed decision tree. If the accuracy of prediction is not sufficiently high, we perform additional probing by moving the part to more correctly identify the error state. After the error state is identified, a robot tries to recover from it. The robot retries the assembly task by modifying the initial position/orientation of the part in the direction opposite to that in the identified error state.

A. Problem Definition

We consider the assembly of plastic parts with four snap joints, as shown in Fig. 1. In robotic snap assembly, a robot holds the male part, including the snap joints, and moves in the $+z$ (horizontally downward) direction to fit this part to the corresponding female part. During assembly, we obtain the 6D force/torque information using a force/torque sensor attached at the robot wrist. We perform assembly experiments by shifting the initial position/orientation of the male part by various values. We call such deviation of initial position/orientation the directional offset, that causes assembly failure, which is categorized as

\[
\begin{align*}
& (2) \Delta x \geq 0, \\
& (3) \Delta x \leq 0, \\
& (4) \Delta \theta_x \geq 0, \\
& (5) \Delta \theta_y \leq 0, \\
& (6) \Delta x \geq 0, \Delta \theta_y \geq 0, \\
& (7) \Delta x \geq 0, \Delta \theta_y < 0, \\
& (8) \Delta x \leq 0, \Delta \theta_y \geq 0, \\
& (9) \Delta x \leq 0, \Delta \theta_y < 0.
\end{align*}
\]

We especially consider directional offsets (2) ··· (9) as the error states. Thus, this research predicts the assembly success and error states (1) ··· (9) using the assembly force/torque profile.

B. Construction of decision tree

To classify error states based on the force/torque information, we define the feature vector composed of the principal component score obtained via functional principal component analysis (fPCA). Using the obtained feature vector, we construct the decision tree to classify error states.

1) Data collection: We collect the force/torque profile during the assembly task to construct the decision tree for the purpose of identifying error states. We assume that there are $N$ offset patterns with regard to the initial position/orientation of the male part. Then, the male part is moved in the $+z$ direction so that it can be fit to the female part to check whether the assembly succeeded or not.

2) Feature extraction: In this subsection, we explain the manner in which the feature quantities are defined using the 6D force/torque profile. Let the time trajectory of each force/torque component corresponding to the $i$-th offset pattern be $f_i(t)$. We apply fPCA [27] to $f_i(t)$. Among the principal component $\xi_i(t)$ satisfying the following equation, we collect $p$ from the one with the largest eigenvalue of $\rho$.

\[
\int v(s, t)\xi_i(s)ds = \rho \xi_i(t),
\]

\[
v(s, t) = \frac{1}{N} \sum_{i=1}^{N} (f_i(s) - \overline{f_i})(f_i(t) - \overline{f_i}),
\]

where $v(s, t)$ denotes the covariance matrix. We can now define a $p$-dimensional feature vector for each force/torque component corresponding to the $i$-th offset pattern. Here, if we consider a single 6$p$-dimensional feature vector, the error classification may depend on some specific force/torque components. Hence, we consider six $p$-dimensional feature vectors where the SVM is separately applied to each force/torque component.

3) Decision tree based on SVM: In this subsection, we elucidate the construction of the decision tree for classifying error states. Here, depending on the error state, the component of force/torque that can enable the classification of the error state is different. For example, let us consider the force/torque profiles corresponding to two assembly tasks with different offset patterns shown in Figs. 2 and 3. If we compare the torques about the $y$-axis, it becomes extremely difficult to differentiate between two offset patterns, as shown in Fig. 2. However, if we compare the torques about the $x$-axis, we can easily differentiate between two offset patterns, as shown in Fig. 3.

Based on this observation, we construct a decision tree wherein we divide the training data included in the each node into two groups by referring to an appropriate force/torque component. The algorithm employed for constructing the decision tree is described in Algorithm 1.

In the initial state, the decision tree is composed only of the root node that includes all the training data. In this node, we iteratively apply the training data corresponding to each force/torque component to the SVM to split the training data into two groups such that the highest accuracy is obtained.
If we can find such force/torque component, we add two children nodes and split the training data into two groups. We iterate these steps until we can classify each error state. We calculate the accuracy of classification based on the following equation:

\[
\text{Accuracy} = \frac{\sum_{TP} + \sum_{FP}}{\sum_{FP} + \sum_{TN}},
\]

where \( TP, FP, TN \) and \( FN \) denote the true positives, false positives, true negatives and false negatives, respectively, corresponding to the feature quantities, and \( P \) denotes the class probability of \( * \) based on the output of SVM.

C. Identification of error states and error recovery

In this subsection, we present the identification of an error state before the error actually occurs, after which a robot tries to recover from the error state. The identification of error states in this study includes two steps. In the first step, the male part is moved in the \(+z\) direction so that it can be fit to the female part; this will hereafter be called the assembly motion. Before the error actually occurs, the robot stops moving the male part and attempts to identify an error state. However, if the class probability is not high enough, we move on to the second step. In the second step, we perform additional probing to identify the error state with a higher probability.

During the assembly motion, we obtain the 6D force/torque profile, which is terminated before the error actually occurs. Using this profile, we obtain the feature vectors as described in subsection III-B.2. The feature vector is applied to the decision tree elucidated in subsection III-B.3. We check the class probability of all the nodes employed to identify the error state. If the class probability of at least one of the nodes is lower than the threshold, it is difficult to correctly estimate the error state. In this case, the male part entails additional probing to identify the error state more correctly. It first moves in the \(+x\) direction and then in the \(-x\) direction. We note that we have also constructed decision trees for additional probing in \(+x\) and \(-x\) directions in the offline phase. We obtain the 6D force/torque profiles for both cases, and then apply the feature vector to the decision tree to more accurately identify the error state. We apply the identification result with the higher accuracy, calculated using eq.(1) of the node with the smallest accuracy.

Finally, in this section, the method for error recovery is explained as follows: If the assembly is predicted to be successful, the male part is further moved in the \(+z\) direction and fit to the female part. If an error state is identified, the male part is moved once in the \(-z\) direction and then moved by a fixed (small) distance in the direction opposite to that in the identified error state. Then, the male part is moved in
IV. EXPERIMENT

This section details the experiment conducted to demonstrate the effectiveness of the proposed approach.

A. Experimental environment

Our experimental setup is shown in Fig. 4. We used UR3 with a Robotiq 6D force/torque sensor attached at the wrist. To avoid the application of an excessively large force at the wrist, we also installed a compliant mechanism at the wrist (SHM61J, Koganei Co., Ltd.). The plastic parts with four snap joints used for assembly are shown in Fig. 5.

B. Force/torque data

We performed assembly experiment with 131 offset patterns assuming different initial position/orientation of the male part in the range of \(-2.0[\text{mm}] \leq \Delta x \leq 2.0[\text{mm}], -2.0[\text{deg}] \leq \Delta \theta \leq 2.0[\text{deg}].\) In an assembly task, the male part is first moved \(6[\text{mm}]\) to the \(+z\) direction, and the error states are identified. If additional probing is required, the male part is first moved \(1[\text{mm}]\) to the \(-z\) direction and then \(2[\text{mm}]\) to the \(\pm x\) directions. The threshold of the class probability introduced in subsection III-C is set at 0.2. To recover from an error state, the male part is moved \(1[\text{mm}]\) and \(1[\text{deg}]\) in the opposite direction of the identified error state.

Under the condition given in subsection IV-A, we collected both training and validation data. The obtained force/torque profiles of the characteristic components are shown in Figs. 6, 7 and 8. We can observe that the force/torque profile differ between the error states. Specifically, the force profile in the \(z\) direction can be used to discriminate successful cases from failure cases. A successful case of assembly is shown in Fig. 9, where (a) and (b) show the male part’s motion in the \(+z\) direction and (c) and (d) show the additional probing in the \(\pm x\) directions. The failure case of assembly is shown in Fig. 10.

C. Feature extraction

From a given force/torque profile of a snap assembly, we extracted the force/torque profile terminated at time \(t_{\text{span}}\). Then, for the extracted force/torque profile terminated at \(t_{\text{span}}\), we calculated the feature vector. Fig. 11 shows the plot of the 1st and 2nd functional principal component scores assuming \(t_{\text{span}} = 2.0[\text{s}]\) (before the error actually occurs). By observing this plot, some error states seem to be classified depending on the force/torque component, e.g., the blue circle of the force in the \(z\)-direction. To form the decision tree, we will try to find such force/torque component that can accurately classify the error state. In our experiment, with the 1st and 2nd functional principal components, the contribution rate exceeded 90%.

D. Construction of the decision tree

We constructed a decision tree using the feature vector obtained in subsection IV-C with the leave-one-out cross validation. In each node of the tree, we classified the error state by using the SVM with the kernel function. For the case of \(t_{\text{span}} = 2.0[\text{s}],\) the decision tree constructed and the feature vectors classified using the SVM are shown in Figs. 12 and 13, respectively.
Table II: Classification result of success/error states in the assembly motion where the male part moves in the +z direction

| $t_{span}$ [s] | Number of successful identification | Success rate (%) |
|----------------|-----------------------------------|------------------|
| 1.8            | 74                                | 87.1             |
| 1.9            | 84                                | 98.8             |
| 2.0            | 83                                | 97.6             |

The results of Table II indicate that the accuracies of error-state identification were 87.1%, 98.8%, and 97.6% when $t_{span} = 1.8$, 1.9, and 2.0 [s], respectively. From this observation, without information included between $t_{span} = 1.8$ and 1.9[s], it becomes difficult to identify error states. $t_{span}$ should be set larger than 1.9 [s].

F. Error recovery

We implemented the recovery motion from the identified error state. In this experiment, we tested the error recovery three times each for the following three cases:

(a) After identified as the successful case (1), a robot further moves the male part in the +z direction, and
TABLE III: Classification result of success/error states with using the additional probing

| Number of successful identification | Success rate(%) |
|------------------------------------|-----------------|
| 63                                 | 74.1            |

Fig. 11: Plots of functional principal component scores during snap assembly terminated at $t_{\text{span}} = 2.0\text{[s]}$, where blue, red, yellow, green and black circles, and blue, red, yellow and green triangles denote the success/error states (1), ⋯, (9), respectively.

TABLE IV: Classification result of success/error states with using the additional probing after the assembly motion where the male part moves in the $+z$ direction

| $t_{\text{span}}$[s] | Improved identification | Deteriorated identification | Identification Succeeded | Success rate(%) |
|----------------------|-------------------------|-----------------------------|--------------------------|----------------|
| 1.8                  | 9                       | 4                           | 79                       | 92.9           |
| 1.9                  | 0                       | 0                           | 84                       | 98.8           |
| 2.0                  | 2                       | 0                           | 85                       | 100            |

the task ($\Delta x = 0.5[\text{mm}], \Delta \theta_z = 0.5[\text{deg}]$) is completed. Apparently, a robot does not need to recover from the error state in this case.

(b) After an error state is identified, a robot attempts to recover from the error state($\Delta x = 1.5[\text{mm}], \Delta \theta_z = -1.5[\text{deg}]$).

(c) After an error state is identified, a robot performs the additional probing. Then, a robot attempts to recover from the error state($\Delta x = -1.5[\text{mm}], \Delta \theta_z = -1.5[\text{deg}]$).

Among three cases, a robot recovers from the identified error states in the cases (b) and (c). The snapshots of error recovery motion are shown in Figs. 14, 15 and 16 corresponding to the cases (a), (b) and (c), respectively. We tried the error recovery for three times for each case. The robot could successfully recover from the error state in all the cases without breaking the part, as shown in Table VI.

V. CONCLUSION

In this paper, we proposed a method of predicting error states before the error actually occurs in robotic snap assembly for recovering from the identified error state. We perform the functional principal component analysis (fPCA) of the 6D force/torque profile. We confirmed that an error state is correctly identified by applying the obtained feature vector to the decision tree. We also confirmed that, if the estimation accuracy is low, we could better identify the error state by additional probing. After identifying the error state, a robot successfully attempted to recover from the identified error state.

In this paper, we confirmed the effectiveness of our approach by using a plastic parts with four snap joints. Application of our proposed method to other parts with different shape is considered to be our future research topic. In addition, we assumed just $\Delta x$ and $\Delta \theta_z$ to define the error states. As we increase the number of error states, it will become difficult to correctly estimate the error states. In a future research, we would increase the number of error states and see the estimation accuracy. The accuracy of estimation might depends also on the dynamics of the parts. Consideration on the dynamic effect is considered to be our future research topic.
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