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Abstract—Traditional robust recommendation methods view atypical user-item interactions as noise and aim to reduce their impact with some kind of noise filtering technique, which often suffers from two challenges. First, in real world, atypical interactions may signal users’ temporary interest different from their general preference. Therefore, simply filtering out the atypical interactions as noise may be inappropriate and degrade the personalization of recommendations. Second, it is hard to acquire the temporary interest since there are no explicit supervision signals to indicate whether an interaction is atypical or not. To address this challenges, we propose a novel model called Temporary Interest Aware Recommendation (TIARec), which can distinguish atypical interactions from normal ones without supervision and capture the temporary interest as well as the general preference of users. Particularly, we propose a reinforcement learning framework containing a recommender agent and an auxiliary classifier agent, which are jointly trained with the objective of maximizing the cumulative return of the recommendations made by the recommender agent. During the joint training process, the classifier agent can judge whether the interaction with an item recommended by the recommender agent is atypical, and the knowledge about learning temporary interest from atypical interactions can be transferred to the recommender agent, which makes the recommender agent able to alone make recommendations that balance the general preference and temporary interest of users. At last, the experiments conducted on real world datasets verify the effectiveness of TIARec.
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1 INTRODUCTION

In recent years, recommender systems have received much attention due to their ability to improve user experience in online applications like Amazon, Netflix, TikTok, etc. By nature, a recommender system makes recommendations based on the preference learned from users’ historical interactions with items. However, in reality there always exist atypical behaviors that seldom appear before and obviously deviate from the general preference revealed by users’ usual behaviors. For example, a user who is interested in football may occasionally watch some basketball-related videos during the finals of NBA, and when the NBA season is over, her attention to football will come back. The traditional works often consider the atypical interactions as noise that will impede the learning of the true preference of users and consequently weaken the robustness of recommender systems [3].

Recently, researchers have proposed a few models for robust recommendation, whose main idea is to reduce the impact of atypical interactions with some kind of noise filtering technique [19], [20], [22], [24], [26]. Simply filtering out atypical interactions, however, may be inappropriate for recommender systems in real world. On the one hand, due to the dynamic nature of user preference, even so called atypical interactions do not have to mean nothing but can also reveal users’ temporary interest. Consider the above NBA example again. Although the behaviors of watching basketball-related videos seldom happen before, they can still be a signal of the user’s temporary interest in basketball due to NBA. Therefore, simply removing atypical interactions as noise may degrade the learning of user preference, especially the learning of user temporary interest. On the other hand, it is hard for the existing recommendation models to acquire the temporary interest directly from users’ historical interactions, since there are no explicit supervision signals to indicate atypical interactions [25].

To further illustrate our motivation, we conduct an exploration of three real datasets Movielens-1M, Beauty, and Tianchi, where the interactions are labeled in terms of the item category. Fig. 1a shows the proportions of the users who have at least one rare interaction label with frequency less than 5% of the average, while Fig. 1b shows the ratios of the users whose at least one rare interaction is predicted correctly by the robust recommendation models CDAE [22] and APR [8] in addition to the proposed model TIARec on each dataset. We can see that although there are more than 70% users with atypical behaviors in each dataset, the temporary preferences are discovered for no more than 10% of them by the existing two robust recommendation models CDAE and APR. Therefore, we need a new method that is
able to distinguish whether an interaction is atypical or not and capture the temporary interest from atypical interactions.

To address the above challenges, motivated by the success of the reinforcement learning (RL) based recommendation models [5], [7], [9], [15], [17], [31], [35], we propose a novel RL-based model, called Temporary Interest Aware Recommendation (TIARec), which is able to distinguish atypical interactions from normal ones without annotations and capture the temporary interest as well as the general preference. TIARec contains a recommender agent and an auxiliary classifier agent. The recommender agent recommends an item to a user as its action at each time step, while the classifier agent can help to identify whether the interaction with the recommended item is atypical in a trial-error fashion. We also introduce a critic network and employ an Actor-Critic algorithm [13] to jointly train the recommender agent and the classifier agent with an objective to maximize the expected cumulative return of the recommendations made by the recommender agent. During the joint training, the knowledge about how to capture the temporary interest can be transferred from the classifier agent to the recommender agent. Once the training is finished, the recommender agent can alone make recommendations that balance the general preference and temporary interest of users.

Our contributions can be summarized as follows:

- We propose a novel RL-based model for robust recommendation, called Temporary Interest Aware Recommendation (TIARec). To our best knowledge, TIARec is the first reinforcement learning based solution to capture temporary interests for robust recommendation.
- We propose a deep reinforcement learning network including a recommender agent and an auxiliary classifier agent. During their joint training, the auxiliary classifier agent teaches the recommender agent the knowledge about learning the temporary interest from atypical interactions.
- Extensive experiments conducted on real world datasets verify the superiority of TIARec over the state-of-the-art methods on robust recommendation and RL-based recommendation.

The rest of this paper is organized as follows. In Section 2, we introduce the preliminaries and formally define the target problem. In Section 3, we first give an overview of TIARec and then describe its details. We empirically evaluate the performance of TIARec over real-world datasets in Section 4. At last, we briefly review the related works in Section 5 and conclude in Section 6.

2 PRELIMINARIES

In this section, we first give some basic definitions, then formulate the recommendations as a Markov Decision Process (MDP), and formally define the target problem of this paper.

2.1 Basic Definitions and Vectorization

Let \( U \) be the user set and \( V \) be the item set. Let \( O = \{o_1, \ldots, o_{|O|}\} \) be an interaction sequence, where \( o_i \in V, 1 \leq i \leq |O| \) is the item of the \( i \)th interaction. Let \( O_t, M_t, \) and \( \mathcal{N}_t \) be the sets of all interactions, normal interactions, and atypical interactions of some user that happen before time \( t \), respectively. For the same user, \( M_t \cap \mathcal{N}_t = \emptyset \) and \( O_t = M_t \cup \mathcal{N}_t \). For vectorizing, we pretrain a \( d \)-dimensional vector for each item using Skip-gram algorithm, where an item \( o_i \) is treated as a word and a historical interaction sequence \( O_t \) as a sentence. For simplicity, in the rest of this paper we use the pre-trained embeddings to represent the corresponding items, which are denoted by bold lowercase, for example \( o_i \), and reuse \( V \) to denote the whole set of the item embeddings.

2.2 MDP Formulation

Now we formulate the recommendations as an MDP, which is formally defined as follows:

- **State space** \( S \) In recommender systems, the environment of the agents are defined as the users. Therefore the environment state is defined by a user’s interaction history. Particularly, a state \( s \) is defined as any possible interaction set \( O_t \), i.e., the state space \( S = \{s = O\} \).
- **Action space** \( A \) An action \( a \) of a recommender system is defined as an embedding of a recommended item, and therefore the action space \( A = V \). In this paper we assume only one item will be recommended at each time step.
- **Transitions** \( \mathcal{P} \) The transition \( p(s'|s,a) \) is the conditional probability that the state of the environment (user) changes from \( s \in S \) to \( s' \in S \) after an action \( a \in A \) is issued. In recommender systems, \( p(s'|s,a) = 1 \) if the user interacts with the recommended item, otherwise 0.
- **Reward** \( \mathcal{R} \) For a recommender, the immediate reward \( r(s,a) \) after issuing action \( a \) at state \( s \) will be defined in terms of users’ feedbacks.
- **Discount rate** \( \gamma \) \( \gamma \in [0,1] \) is the discount factor for measuring long-term rewards.

2.3 Problem Formulation

Let \( \pi : S \times V \rightarrow [0,1] \) be a recommender policy that outputs the conditional probability \( p(a|s) \) of recommending item \( a \in V \) at state \( s \in S \). Let \( V^n = \{v^n_1, \ldots, v^n_T\} \) be a sequence of the collected historical interactions of some user \( u \) that really happen before time step \( T \), where \( T \) is the number of time steps considered and \( v^n_i \in V \) (\( 1 \leq i \leq T \)) is the item embedding of the \( i \)th interaction. Given the dataset \( \{V^n\} \) over all users, we want to learn an optimal policy \( \pi^* \) for the recommender agent that maximizes the expected cumulative reward of the recommender, i.e.,

\[
\pi^* = \arg\max_{\pi} \mathbb{E} \left[ \sum_{t=0}^{T} \gamma^t r(s_t, a_t) \right],
\]
where \( s_t = \mathcal{O}_t \in \mathcal{S} \) and \( a_t \in \mathcal{A} \) are the user state and the recommended item at time step \( t \), respectively.

## 3 The Proposed Model

In this section, we first give an overview of the architecture of TIARec, and then describe its components and learning in detail.

### 3.1 Architecture of TIARec

As shown in Fig. 2, TIARec consists of three parts, a recommender agent \( \Pi_r \), an auxiliary classifier agent \( \Pi_c \), and a critic \( Q \). The goal of TIARec is to learn an optimal recommender agent \( \Pi_r \) that realizes the objective defined by Equation (1), with the help of the classifier agent and the critic.

The agents \( \Pi_r \) and \( \Pi_c \) are two policy networks. At each time step \( t \), based on the current state \( s_t = \mathcal{O}_t \), the recommender agent recommends an item

\[
a_t^r = \Pi_r(s_t; \Theta_r) \in \mathcal{A},
\]

as the action, where \( a_t^r \in \mathbb{R}^{d \times 1} \) is an item embedding and \( \Theta_r \) represents the trainable parameters of \( \Pi_r \). Then the classifier agent judges how likely the interaction with \( a_t^r \) is atypical. The state \( s_t \) observed by the classifier agent includes three parts, the action \( a_t^r \) of the recommender agent, the current normal interaction set \( \mathcal{M}_t \) and atypical interaction set \( \mathcal{N}_t \). Based on its current state \( s_t = (a_t^r, \mathcal{M}_t, \mathcal{N}_t) \), the classifier agent outputs a scalar

\[
a_t^c = \Pi_c(s_t; \Theta_c) \in [0, 1],
\]

where \( \Theta_c \) is the trainable parameters of \( \Pi_c \). The real number \( a_t^c \) is a probability defining the action of the classifier agent, which is to recognize the interaction with \( a_t^r \) as atypical and append it to the atypical interaction set \( \mathcal{N}_t \) with probability \( a_t^c \), or as a normal interaction and append it to the normal interaction set \( \mathcal{M}_t \) with probability \( 1 - a_t^c \). Essentially, \( \mathcal{N}_t \) encodes a user’s temporary interest while \( \mathcal{M}_t \) encodes the user’s general preference.

The critic network \( Q \) plays the role of the state-action value function in Actor-Critic algorithm, which helps the recommender agent and the classifier agent understand how good the states and the actions are in terms of the expected cumulative return. With the overall state \( s_t^q = (\mathcal{O}_t, \mathcal{M}_t, \mathcal{N}_t) \) and the overall action \( a_t^q = a_t^r \oplus a_t^c \) as input, where \( \oplus \) represents concat operation and \( a_t^q \in \mathbb{R}^{(d+1) \times 1} \), the critic evaluates the expected cumulative return \( \hat{q}_t \) for both the recommender agent and the classifier agent,

\[
\hat{q}_t = Q(s_t^q, a_t^q; \Theta_q),
\]

where \( \Theta_q \) represents the trainable parameters of the critic. The overall objective of the training is to learn the optimal \( \Theta_r, \Theta_c, \) and \( \Theta_q \) that maximize the expected cumulative return \( \hat{q}_t \).

The insight here is that the classifier agent \( \Pi_c \) can help capture the temporary interest carried by the atypical interactions it recognizes, due to the trial-error nature of reinforcement learning. As the two agents are jointly trained, the knowledge about learning temporary interest from atypical interactions can be transferred from the classifier agent to the recommender agent along the back propagation path marked by the red dashed lines in Fig. 2. For example, if the classifier agent correctly recognizes an interaction as atypical (or mistakes it as a normal one), then the cumulative return will consequently increases (or reduces), and during the joint training, the supervision signal offered by the critic network will not only guide the update of the classifier agent, but also enforce the parameters of the recommender agent to be adjusted such that the recommender agent can remember that in such case, it should recommend an appropriate item satisfying the user’s temporary interest rather than her general preference, so as to maximize the cumulative return.

### 3.2 Recommender Agent \( \Pi_r \)

At each time step \( t \), the task of the recommender agent \( \Pi_r(s_t; \Theta_r) \) is to predict an item \( a_t^r \) that a given user will interact with next time according to the current state \( s_t = \mathcal{O}_t \) of that user, which is implemented as an MLP combining an attention network. Particularly, we first generate the current preference embedding \( z_t^r \in \mathbb{R}^{d \times 1} \) based on the user’s current state with following attention network:

\[
z_t^r = \sum_{i=1}^{[c]} \alpha_t^c \omega_i,
\]

\[
a_t^r = \frac{\exp(q^T \sigma(W_t^o \omega_i + b_t^o))}{\sum_{j=1}^{[o]} \exp(q^T \sigma(W_t^o \omega_j + b_t^o))},
\]

where \( \omega_i \in \mathbb{R}^{d \times 1} \) represents the pretrained embedding of the \( i \)th item \( o_i \in \mathcal{O}_t \), \( a_t^r \in \mathbb{R} \) is the attention coefficient, and \( q \in \mathbb{R}^{d \times 1} \), \( W_t^o \in \mathbb{R}^{d \times d} \), and \( b_t^o \in \mathbb{R}^{d \times 1} \) are the trainable query vector, transformation matrix, and bias terms, respectively, and \( \sigma(\cdot) \) is a non-linear activation function.

Then we feed \( z_t^r \) into an MLP network to generate a prototype item embedding \( a_t^p \in \mathbb{R}^{d \times 1} \),

\[
a_t^p = \text{MLP}_t(z_t^r; \theta_t),
\]

where \( \theta_t \) represents the trainable parameters of \( \text{MLP}_t \). Now the set of the trainable parameters of the recommender agent is \( \Theta_r = \{ \theta_t, W_t^r, b_t^r, q \} \).

Note that \( a_t^p \) is an embedding of the prototype item that may not exist in \( \mathcal{V} \) but defines how the embedding of the best recommended item should look. To generate a real item as
the action and set its immediate reward, we generate a top-k list \( \mathcal{V}_k \) including the first k closest item embeddings of \( a^p_t \) in terms of cosine similarity. The item whose embedding is closest to \( a^p_t \) is chosen as the action of the recommender agent during the training,

\[
a^t_i = \arg\max_{v \in \mathcal{V}} \cos (a^p_t, v),
\]

where \( \cos (\cdot, \cdot) \) is the cosine similarity and \( v \in \mathbb{R}^{d \times 1} \) is the pretrained embedding of item \( v \).

For offline training, we need to obtain the immediate reward \( R^t_t \) of the action \( a^t_i \) at time step \( t \). The challenge here is that the logged data \( \{ \mathcal{V}^n \} \) were generated by an uncontrollable recommender system whose recommending policy is unknown, or in other words, the historical data are user feedbacks to another unknown agent different from ours. Therefore, during the offline training, we cannot directly set \( R^t_t \) with respect to whether or not the recommended list \( \mathcal{V}_k \) covers the logged item that the user actually interacts with at time step \( t \). The existing works often apply off-policy strategy to fulfill the offline training, by which the target recommending policy can be updated according to the data generated by a different but known policy [2], [30]. However, the traditional offline training strategy is inapplicable to our case, since in our case, the policy generating the logged data is unknown. Inspired by the techniques used in [1], [4], [11], [36], our idea to overcome this dilemma is to mimic the online interactions of the recommender agent with the user by inferring how likely the user will interact with an item in the recommended list based on the logged offline data. In particular, before the training, we first learn a user latent factor \( u \in \mathbb{R}^{d \times 1} \) for each user \( u \in \mathcal{U} \) and an item latent factor \( v \in \mathbb{R}^{d \times 1} \) for each item \( v \in \mathcal{V} \) by performing probabilistic matrix factorization (PMF) over the whole dataset in advance. Then the probability of user \( u \) will interact with item \( v \) can be calculated as

\[
p(u, v) = \sigma(u^T v),
\]

where \( \sigma(\cdot) \) is sigmoid function. Next, during the training, we set the immediate reward \( R^t_t \) to the inferred probability that user \( u \) will interact with at least one item in the recommended list \( \mathcal{V}_k \), i.e.,

\[
R^t_t = \frac{1}{k} \sum_{v \in \mathcal{V}_k} p(u, v).
\]

The insight here is that the larger the probability that user will interact with the recommended list, the higher the quality of it, and the more reward the agent deserves.

### 3.3 Classifier Agent \( \Pi_c \)

The task of the classifier agent \( \Pi_c (s^t_i = \{ a^t_i, M_t, \mathcal{N}_t \}; \Theta_c) \) is to determine how likely an interaction with the item \( a^t_i \) recommended by the recommender agent is atypical, based on current \( \{ M_t, \mathcal{N}_t \} \). Similar to the structure of the recommender agent, the classifier agent is also implemented as an MLP but combining two attention networks.

At each time step \( t \), to capture the temporary interest from the atypical interactions, the classifier agent first generates a temporary interest embedding \( z^m_t \in \mathbb{R}^{d \times 1} \) based on the current atypical interaction set \( \mathcal{N}_t \), with the following attention network:

\[
z^m_t = \sum_{i=1}^{\vert \mathcal{N}_t \vert} a^m_t n_i,
\]

\[
a^m_t = \frac{\exp ((a^m_t)^T \sigma(W^m n_i + b^m))}{\sum_{j=1}^{\vert \mathcal{N}_t \vert} \exp ((a^m_t)^T \sigma(W^m n_j + b^m))},
\]

where \( n_i \in \mathbb{R}^{d \times 1} \) represents the pretrained embedding of the \( i \)th item in \( \mathcal{N}_t \), \( a^m_t \in \mathbb{R} \) is the attention coefficient, \( W^m \in \mathbb{R}^{d \times d} \) and \( b^m \in \mathbb{R}^{d \times 1} \) are the learnable transformation matrix and bias terms, respectively, and \( a^m_t \) serves as the query vector. Similarly, the classifier agent also generate a general preference embedding \( z^c_t \in \mathbb{R}^{d \times 1} \) based on the current normal interaction set \( M_t \),

\[
z^c_t = \sum_{i=1}^{\vert M_t \vert} a^c_t m_i,
\]

\[
a^c_t = \frac{\exp ((a^c_t)^T \sigma(W^c m_i + b^c))}{\sum_{j=1}^{\vert M_t \vert} \exp ((a^c_t)^T \sigma(W^c m_j + b^c))}.
\]

Finally, the classifier agent feeds the concatenation of the embeddings \( z^c_t \) and \( z^m_t \) into an MLP to generate the probability \( a^c_t \) that \( a^t_i \) is an atypical interaction,

\[
a^c_t = \text{MLP}_c (z^c_t \oplus z^m_t; \theta_c) \in [0, 1],
\]

where \( \oplus \) is the concatenation operation and \( \theta_c \) represents the trainable parameters of MLP\(_c\). Now we can see that the trainable parameter set of the classifier agent is \( \Theta_c = \{ \theta_c, W^m, W^c, b^m, b^c \} \).

As we mentioned before, the probability \( a^c_t \) actually defines two alternative actions for the classifier agent, where one is to recognize \( a^t_i \) as atypical with probability \( a^c_t \) and append it to \( \mathcal{N}_t \), i.e.,

\[
\mathcal{N}_{t+1} = \mathcal{N}_t \cup \{ a^t_i \},
\]

and the other one is to recognize \( a^t_i \) as a normal interaction with probability \( 1 - a^c_t \) and append it to \( M_t \), i.e.,

\[
M_{t+1} = M_t \cup \{ a^t_i \}.
\]

As we will see later, at the beginning of a training cycle, \( \mathcal{N}_0 \) and \( M_0 \) are initialized with empty set, and they will gradually grow with more actions issued by the recommender agent.

The classifier agent also needs to obtain an immediate reward for its action. Intuitively, atypical behaviors should be dissimilar to each other and lead to diversity, otherwise many similar atypical behaviors will not be atypical any more. Therefore, if \( a^t_i \) is recognized as atypical appropriately, the overall similarity between the items in \( \mathcal{N}_t \) should reduce after \( a^t_i \) is merged into \( \mathcal{N}_t \), which implies that smaller similarity between \( a^t_i \) and the items in \( \mathcal{N}_t \) should receive greater reward. On the contrary, if \( a^t_i \) is recognized as normal appropriately, the overall similarity between the items in \( M_t \) should rise after \( a^t_i \) is merged into \( M_t \), which implies that larger similarity between \( a^t_i \) and the items in \( M_t \) is better. Based on this idea, we set the immediate reward \( R^c_t \) for the classifier agent as
There are two points here we want to further clarify. First, as there are no supervision signals, how can the classifier agent learn to recognize atypical behavior? Our idea here is that atypical behaviors cause dissimilarity, and the immediate reward given by Equation (15) and the expected cumulative return estimated by the critic (see next subsection) will judge how well the classifier agent classifies a recommended item as atypical or normal, and accordingly adjust its parameters through the policy gradient descent during the training process. Second, where is the temporal interest? As users’ temporary interest hides in their atypical interactions, we argue that the atypical interaction set \( N_t \) reveals what the classifier agent considers the temporary interest, and during the joint training, such knowledge will be transferred to the recommender agent.

### 3.4 Critic Q

The critic network \( Q(s_t, a_t; \Theta_q) \) is responsible for evaluating the expected cumulative return \( \hat{q}_t \) based on the state \( s_t = (O_t, M_t, N_t) \) and action \( a_t = a_t^i \oplus a_t^g \). The critic generates the estimation of the expected cumulative return through an MLP,

\[
\hat{q}_t = MLP_q(a_t^i \oplus z_t^i \oplus z_t^g \oplus z_t^p; \Theta_q),
\]

where \( z_t^i, z_t^g, \) and \( z_t^p \) are the preference embeddings of \( O_t, M_t, \) and \( N_t \), respectively, which are produced by Equations (5), (10), and (11), respectively.

### 3.5 Learning of TIARec

As we have mentioned, the recommender agent is trained jointly with the classifier agent and the critic network using an actor-critic algorithm. In particular, we employ MADDPG [13] algorithm to learn the parameters \( \Theta_r, \Theta_c, \) and \( \Theta_q \) of TIARec.

#### 3.5.1 Target Networks

The target networks are used to provide the supervision signal for the training. The target networks \( \Pi'_c(s_{t+1}; \Theta'_c) \) and \( \Pi'_r(s_{t+1}; \Theta'_r) \) are a copy of \( \Pi \) and \( \Pi_r \) with their own parameters \( \Theta'_c \) and \( \Theta'_r \), respectively, which are used to generate the next actions \( a_{t+1}^i \) and \( a_{t+1}^g \). Similarly, the target network \( Q'(s_{t+1}; a_{t+1}^i; \Theta'_q) \) of the critic \( Q \) is a copy of \( Q \) with parameters \( \Theta'_q \) which is used for generating the target cumulative return when training \( Q \).

#### 3.5.2 Loss Function of The Critic

We expect the estimated cumulative return \( \hat{q}_t \) provided by the critic \( Q \) should be as close as the target cumulative return \( q_t \) as possible. Let \( r_t \) be the total immediate reward and \( \{ s_t^i, a_t^i, r_t, s_{t+1}^i \} \) be a training sample, then the loss function of the critic function can be defined as

\[
L_q(\Theta_q) = E_{s_t^i, a_t^i, r_t, s_{t+1}^i} \left[ q_t - Q(s_t^i, a_t^i = a_t^i \oplus a_t^g; \Theta_q) \right].
\]

The total immediate reward \( r_t \) is defined as

\[
r_t = R_t^c + \alpha R_t^r,
\]

where \( R_t^c \) and \( R_t^r \) are the immediate rewards of the recommender agent and the classifier agent, respectively, and \( \alpha \) is a hyper-parameter for balancing the contributions of the immediate rewards.

The target cumulative return \( q_t \) is defined as the sum of the immediate reward and the cumulative return of \( \{ s_{t+1}^i, a_{t+1}^i \} \),

\[
q_t = r_t + \gamma Q(s_{t+1}^i, a_{t+1}^i; \Theta'_q),
\]

where \( \gamma \in [0, 1] \) is the discount factor. The next action \( a_{t+1}^i = a_{t+1}^i \oplus a_t^g \) where \( a_t^g = \Pi'(s_{t+1}^i; \Theta'_r) \) and \( a_{t+1}^i = \Pi'(s_{t+1}^i; \Theta'_c) \). As we will see later, in each iteration of the training, the parameters \( \Theta'_q, \Theta'_r, \) and \( \Theta'_c \) of the target networks are fixed with the model parameters \( \Theta_r, \Theta_c, \) and \( \Theta_q \) of previous iteration.

#### Algorithm 1. Training of TIARec

**input**: The training dataset \( \mathcal{D} \), learning rate \( \lambda \), discount factor \( \tau \in [0, 1] \)

**output**: The parameters \( \Theta_r, \Theta_c, \) and \( \Theta_q \)

1. Randomly initialize \( \Theta_r, \Theta_c, \) and \( \Theta_q \).
2. Initialize the target networks: \( \Theta'_r = \Theta_r, \Theta'_c = \Theta_c, \Theta'_q = \Theta_q \).
3. Initialize the capacity of replay buffer \( B \).
4. while not converged do
   5. **foreach** \( \mathcal{D} \) do
      6. Initialize \( \mathcal{D}_0 = \mathcal{D}_0 = \emptyset \).
      7. for \( t \in \{1, \ldots, T\} \) do
         8. Generate the prototype item \( a_t^g \) and the recommended item \( a_t^r \) using Equations (6) and (7), respectively;
         9. Set recommender reward \( R_t^r \) using Equation (9);
         10. Update \( \Theta_r = \Theta_r \cup \{a_t^g\} \);
         11. Generate classifier action \( a_t^g \) using Equation (12);
         12. Update \( \Theta_c = \Theta_c \cup \{a_t^r\} \);
         13. Set classifier reward \( R_t^c \) using Equation (15);
         14. Set overall reward \( r_t \) using Equation (18);
         15. Set \( s_t = \{O_t, N_t, M_t\} \) and \( s_{t+1} = \{O_{t+1}, N_{t+1}, M_{t+1}\} \);
         16. Save transition sample \( (s_t, a_t^r, r_t, s_{t+1}) \) to \( B \);
         17. Sample a minibatch from \( B \);
         18. Compute the losses \( L_{\theta_r}, L_{\theta_c} \) based on the minibatch, using Equations (17) and (20), respectively;
         19. Update the critic \( \Theta_q = \Theta_q - \lambda \nabla_{\Theta_q} L_q \);
         20. Update the recommender \( \Theta_r = \Theta_r - \lambda \nabla_{\Theta_r} L_{\theta_r} \);
         21. Update the classifier \( \Theta_c = \Theta_c - \lambda \nabla_{\Theta_c} L_{\theta_c} \);
         22. Update the target networks: \( \Theta'_r = \tau \Theta_r + (1 - \tau)\Theta'_r \)
            \( \Theta'_c = \tau \Theta_c + (1 - \tau)\Theta'_c \);
      23. end
   24. end
25. end
3.5.4 Training Algorithm

The training of TIARec uses an offline strategy shown in Algorithm 1, where each iteration is composed of two stages, the sample generating and the policy updating. In the sample generating stage of each time step \(t\) (lines 8-16), the recommender agent first recommends an item \(a_t^r\) (line 8), and the classifier agent generates a probability \(a_t^c\) (line 11) with respect to which the interaction with the recommended item is classified as noise or normal (line 12). Then we set the overall immediate reward \(r_t\) (line 14) by fusing the immediate rewards \(r_t^r\) (line 9) and \(r_t^c\) (line 13) of the recommender agent and the classifier agent. At last, the state is updated (line 15) and the transition sample is stored to the replay buffer (line 16). In the policy updating stage (lines 17-22), we first sample a minibatch from the replay buffer (line 17), and then use gradient descent to update the parameters of the critic, the recommender agent, the classifier agent, and the target networks (lines 19-22).

4 EXPERIMENTS

The goals of the experiments are to answer the following three research questions:

- **RQ1** how does TIARec perform as compared to the state-of-the-art baselines?
- **RQ2** how does the classifier agent contribute to the performance of TIARec?
- **RQ3** how can the superiority of TIARec be illustrated with an intuitive and visualizable case study?
- **RQ4** how is the robustness of TIARec?
- **RQ5** how do the hyper-parameters affect the performance?

The implementation of TIARec is available on https://github.com/dududu123456/TIARec.

4.1 Experimental Setup

4.1.1 Datasets

We adopt the following three public datasets for the experiments.

- **Movielens-1M**
  - Movielens-1M is a popular dataset for evaluating recommendation models, which contains over 1 million ratings given by 6,040 users to 3,952 movies.
- **Beauty**
  - Beauty contains over 2 million ratings given by more than 1 million users to 249,274 products on Amazon.
- **Tianchi**
  - Tianchi contains over 802,757 ratings given by 6,471 users to 554,442 products on TMALL, a well-known Chinese e-commerce website.

The statistics of the datasets is given in Table 1. On each dataset, we use the first 70% of the data as the training set, the middle 10% as the validation set, and the remaining 20% as the testing set.

4.1.2 Baselines

As we have mentioned, TIARec is a RL-based robust recommendation model that can capture users’ temporary interest. Therefore, to verify our claimed contributions, we compare TIARec with seven representative methods including two robust recommendation models (CDAE and APR), four RL-based models (DEERs, HRL, KGQR, and PDQ), and one interactive recommendation model (I-CARS), which are briefly introduced as follows:

- **CDAE** CDAE [22] is a Denoising Auto-encoder based collaborative filtering model, which can learn robust latent representations of corrupted user-item interactions for top-\(k\) recommendation.
- **APR** APR [8] is an Adversarial Personalized Ranking framework, which offers the recommendation robustness by injecting adversarial noise to the parameters of a pairwise ranking model BPR [16] during an adversarial training.
- **DEERs** DEERs [31] is a deep reinforcement learning based recommendation model, which can simultaneously model positive and negative feedbacks using a Deep Q-network (DQN) [15] with a pairwise training.
- **HRL** HRL [25] is a hierarchical reinforcement learning model for recommendations of online courses, which directly remove atypical interactions through a hierarchical sequential decision process.
- **KGQR** KGQR [34] is a knowledge graph enhanced Q-learning model for interactive recommendations, which incorporates the prior knowledge of the item correlation learned from knowledge graph into the sequential decision making to improve sample efficiency for learning better representations of items and users.
- **PDQ** PDQ [36] is another deep Q-learning based interactive recommendation model, where the recommendation policy is trained without the requirement of real customer interactions, but with a pseudo environment model that simulates the feedbacks of users.
- **I-CARS** I-CARS [14] is an interactive context-aware recommendation model, which can continually update its parameters according to a user’s recent preferences that are revealed by the user’s feedbacks to the deliberately selected items.

Additionally, in order to verify the effectiveness of the classifier agent of TIARec, we also compare TIARec with

\[ a_t^c \], we use the prototype item \( a_t^p \) instead of \( a_t^c \) to compute the expected cumulative return, which is slightly different from Equation (17) where we use \( a_t^c \).
We choose the widely used Hit Rate (HR), Recall, and NDCG to evaluate the performance of TIARec and the baselines. Let \( v_u^1, \ldots, v_u^{N_u} \) be the testing set consisting of \( N_u \) ground-truth items that user \( u \) has interacted with. For each testing instance \( v_u^i \), we generate a ranking list \( l_u^i \) of items using TIARec. Then the number of user's cases that a ground-truth is ranked in the top-\( k \) items can be computed as

\[
S_u^k = \sum_{i=1}^{N_u} \mathbb{I}(\text{rank}(v_u^i, l_u^i) \leq k),
\]

where \( \text{rank}(v, l) \) is the rank of item \( v \) in list \( l \), and \( \mathbb{I}(x) \) is the indicator function that returns 1 if \( x \) is true, otherwise 0.

Then the metrics can be defined as follows:

\[
\text{HR}@k = \frac{1}{|U|} \sum_{u \in U} \mathbb{I}(S_u^k \geq 1),
\]

\[
\text{Recall}@k = \frac{1}{|U|} \sum_{u \in U} S_u^k / N_u,
\]

\[
\text{NDCG}@k = \frac{1}{|U|} \sum_{u \in U} \frac{1}{N_u} \sum_{i=1}^{N_u} \frac{\mathbb{I}(\text{rank}(v_u^i, l_u^i) \leq k)}{\log_2 (1 + \text{rank}(v_u^i, l_u^i))}.
\]

### 4.1.4 Hyper-Parameter Setting

The hyper-parameters are tuned on the validation sets. The embedding dimensionality \( d \) is set to 64 for Movielens-1M and 128 for Beauty and Tianchi. The reward balance factor \( \alpha \) in Equation (18) is set to 0.1 for Movielens-1M, 0.5 for Beauty and 1.0 for Tianchi. On three datasets, the discount rate \( \gamma \), the size of replay buffer \( B \), and the fusion coefficient \( \tau \) are set to 0.99, 2,000 and 0.01, respectively. For fairness, the hyper-parameters of the baselines are also set to their optimal values on the validation sets.

### 4.2 Comparative Study (RQ1)

Tables 2, 3, and 4 show the results of the comparison between TIARec and the baselines on Movielens-1M, Beauty, and Tianchi, respectively, where the last row shows the percentage by which TIARec improves the performance of the best baseline.

At first, we can note that on both datasets TIARec outperforms the robust recommendation models. In contrast to the robust models CDAE and APR, which rely on some kind of noise filtering technique, TIARec can learn from the atypical interactions rather than filtering them. Particularly, TIARec can learn the knowledge about how to capture the users' temporary interest from the atypical interactions, and transfer it to the recommender agent from the classifier agent during the joint training, which makes TIARec more powerful than the traditional robust recommendation models.

At the same time, we can observe that TIARec achieves significant superiority over the RL-based baselines, which demonstrates the advantages of the classifier agent of TIARec. Particularly, TIARec can learn the knowledge about how to capture the users' temporary interest from the atypical interactions, and transfer it to the recommender agent from the classifier agent during the joint training, which makes TIARec more powerful than the traditional robust recommendation models.

At the same time, we can observe that TIARec achieves significant superiority over the RL-based baselines, which demonstrates the advantages of the classifier agent of TIARec. In particular, unlike the traditional RL-based models, which offers no robustness since they indiscriminately treat every user-item interaction as normal, TIARec can distinguish atypical interactions from normal ones with the help of the classifier agent during the joint training with the recommender agent, which brings two advantages. First, the differential treatment reduces the impact of the atypical interactions, which is beneficial for the performance of the classifier. Second, the classifier agent learns the knowledge about how to distinguish atypical interactions from normal ones, which is beneficial for the performance of the recommender.
interactions for learning users’ general preference. Second, the joint training implicitly teaches the recommender agent how to capture users’ temporary interest. Such two advantages enable the recommender agent of TIARec to make recommendations with a balance between users’ general preference and temporary interest, which contrasts sharply with the traditional RL-based models.

We can also see that TIARec performs better than I-CARS on each dataset. I-CARS aims at capturing a user’s preference shift according to the user’s feedbacks to the well-chosen probing questions, which is similar to the target of TIARec. However, there are two points that tell I-CARS apart from TIARec. First, I-CARS considers each feedback to be a signal of a user’s true preference, which makes I-CARS more susceptible to the noise incurred by the user’s feedbacks to the probing questions which cannot reflect the user’s true preference. In contrast, the recommender agent of TIARec can learn to discern whether an atypical behavior represents the user’s true temporary interest or just a noise, by the joint training with the auxiliary classifier agent. Second, essentially I-CARS is a greedy algorithm which wants to fit every observation, while TIARec pursues the maximization of the long-term return due to the nature of reinforcement learning. For the same reason, almost in each case all the RL-based models achieve a better performance than I-CARS. However, we can see that I-CARS still outperforms CDAE and APR in most cases, due to its sensitivity to user’s preference changes.

4.3 Ablation Study (RQ2)

Now we investigate the effectiveness of the classifier agent of TIARec. At first we compare TIARec with its variant TIARec-C where the classifier agent is removed. From Tables 2, 3, and 4 we can observe that TIARec considerably improves the performance of the variant TIARec-C on three datasets, which demonstrates the indispensable role of the classifier agent for the robustness of TIARec. As we have mentioned before, the classifier agent can identify whether an interaction is atypical during the joint training with the recommender agent with the objective of maximizing the expected cumulative return estimated by the critic. In fact, once the classifier agent is removed, TIARec degenerates to a traditional model which loses the capability of learning users’ temporary interest from atypical interactions.

The classifier agent plays its role during the training process through its immediate reward in Equation (18), where its weight is regularized by the coefficient $\alpha$. To get further insight into the classifier agent, Fig. 4 illustrates how the performance of the recommender agent changes with the different weights $\alpha$ of the classifier agent on both datasets. At first, when $\alpha = 0$, the classifier agent contributes nothing and TIARec degenerates to TIARec-C. As $\alpha$ increases, the classifier agent accounts for more proportion of the total immediate reward and more knowledge about learning temporary interest from atypical interactions is transferred to the recommender agent, which leads to the better performance of the latter. However, when $\alpha$ is greater than 0.1 on Movielens-1M, 0.5 on Beauty, and 1.0 on Tianchi, the curves begin dropping. This is because an overlarge $\alpha$ results in the total immediate reward overwhelmed by the classifier agent and consequently causes the recommender agent to pays excessive attention to the users’ temporary interest.

4.4 Case Study (RQ3)

Now we conduct a case study to illustrate TIARec’s ability to capture temporary interest and make recommendations with balance between the general preference and temporary
interest of a user. For this purpose, we sample one user with ID "264" from Movielens-1M. Fig. 5a uses a word cloud to visualize the tag distribution of the movies watched by the sample user in 2002, where the size of a tag word is proportional to the frequency that the sample user watched the movies with that tag. From Fig. 5a we can see that in 2002, the sample user generally preferred drama and comedy, and seldom watched movies of other types. However, in October and November the sample user watched some war movies for some unknown reason, as marked with a red circle in Fig. 5a. We randomly choose one war movie the sample user watched in November as the ground-truth for test, and check the top-20 movies recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.

From Fig. 5b we can see that the drama movies and war movies account for the vast majority of the top-20 list recommended by TIARec and the baselines, whose tag distributions are shown in Figs. 5b, 5c, 5d, 5e, 5f, 5g, 5h, and 5i, respectively.
movies, which indicates that the baselines can hardly capture the sample user’s temporary interest in war movie from the recent watching of the war movies, and excessively rely on the general preference of users when making recommendations. Compared with Fig. 5b, such results verify the superiority of TIARec in the temporal interest learning for robust recommendation.

4.5 Robustness Study (RQ4)

Now we investigate the robustness of TIARec by comparing it with the baseline methods on the three datasets, in terms of the metric HR@10. For this purpose, in each testing set, with respect to a given ratio (noise level) we randomly change some consecutive five interactions to the items of the same category whose frequency is less than the 20% of the average, to simulate the atypical behaviors that can be regarded as temporary interest. Fig. 6 shows the results at noise levels 0.1, 0.2, 0.4, and 0.8. From Fig. 6 we can see that on each dataset the performances of all methods decline as noise level rises. However, TIARec still consistently outperforms the baseline methods at different noise levels, which again shows the advantage of TIARec in capturing temporary interest of a user. In particular, it is worthy to note that when the noise level is 0.8, the interest of almost every user becomes very unstable and changes quite frequently (every five interactions), which results in a drastic deterioration of the performances of all the methods. However, even in such extreme case, the HR@10 of TIARec still remains greater than 0.1 which is remarkably higher than that of the baseline methods.

5 RELATED WORK

In this section, we briefly review two domains of the works mostly related to our study, including robust recommendation and RL-based recommendation.

5.1 Robust Recommendation

The goal of robust recommendation is to reduce the impact of atypical interactions on user preference learning as much as possible to improve the robustness of the models. The existing methods for robust recommendation can be roughly divided into two classes. One class of the methods employs auto-encoder based techniques to generate robust embeddings for users and items [10], [18], [22]. For example, Wu et al. propose the model CDAE [22] which first injects random drop-out noise to training data and trains an denoising auto-encoder [20] on intentionally corrupted input with the objective of minimizing reconstruction errors. Li et al. [10] propose a collaborative variational auto-encoder (CVAE) for robust recommendation of multimedia, and Shenbin et al. [18] propose a Recommender VAE (RecVAE) model that can be trained with corrupted implicit user-item interaction vectors. The other class of the robust recommendation methods introduces adversarial noise as well as adversarial training to improve the model robustness [8], [19], [21], [24]. For example, He et al. propose the model APR [8] which enhances the pairwise ranking method BPR [16] with an adversarial training. Similarly, Wang et al. [21], Tang et al. [19], and Yuan et al. [24] propose to add perturbations to the input data and use adversarial learning to strengthen the robustness of recommendation model. As we have mentioned, the existing robust recommendations methods often neglect the meaningful signal carried by the atypical interactions, from which our TIARec can learn users’ temporary interest for making better recommendations.

4.6 Hyper-Parameter Tuning (RQ5)

At last we tune the embedding size $d$ on validation sets, of which the results are shown in Fig. 7. We can observe that the performance curves first increase and then decrease when we enlarge the embedding size $d$. The performance reaches its maximum at $d = 64$ on Movielens-1M and at $d = 128$ on both Beauty and Tianchi. A larger $d$ means more model parameters needed to be learned, which may lead to the problem of overfitting.

Fig. 6. Robustness over different noise levels.

Fig. 7. Tuning of the embedding size $d$. 
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5.2 RL-Based Recommendation

Recently, RL-based recommendation approaches have attracted more attentions from scholars. RL-based models aim to learn an optimal strategy to maximize the long terms rewards. RL-based models can be divided into three categories, the policy-based methods [1], [2], [4], [12], [29], [30], [32], the value-based methods[11], [31], [33], [36], and the actor-critic based methods [5], [6], [7], [23], [27], [28]. Chen et al. [1] propose to use a balanced hierarchical clustering tree to tackle the large action space problem. Chen et al. [2] propose to use an off-policy framework to solve the data bias problem. Liu et al. [12] model the interactions between users and items to represent users’ state. Zhao et al. [31] take the negative feedback and positive feedback into consideration to represent users’ state. Zheng et al. [33] utilize two Q-network to balance the correlation between exploit and explore. Zhou et al. [34] propose to obtain item representations through a graph convolution network and obtain users’ state embedding vectors through a recurrent neural network, and then trains the recommendation strategy with the Q-learning algorithm. He et al. [7] and Feng et al. [5] treat each agent as a scene and use a multi-agent framework to improve the total performance of all scenarios. Zhang et al. [27] apply a multi-agent reinforcement learning method to coauthor network analysis for the dynamic collaboration recommendation. Zhao et al. [32] propose an actor-critic based reinforcement learning method for list-wise recommendation and introduce a simulator of online user-agent interacting environment to get more interactions. Zhao et al. [29] also propose a multi-agent reinforcement learning model to capture the sequential correlation among different scenarios. The existing RL-based recommendation methods equally treat user-item interactions as normal, which offer little robustness against atypical interactions and cannot capture users’ temporary interest too.

6 Conclusion

In this paper, we propose a novel reinforcement learning based model for robust recommendation, called Temporary Interest Aware Recommendation (TIARec), which can learn users’ temporary interest from their atypical interactions. TIARec contains a recommender agent and an auxiliary classifier agent, which are jointly trained with the objective of maximizing the expected cumulative return of the recommendations made by the recommender agent. In particular, during the joint training, the classifier agent can judge whether the interaction with a recommended item is atypical and transfer the knowledge about the temporary interest learning to the recommender agent, which finally enable the recommender agent to alone make robust recommendations that balance the general preference and temporary interest of users. The experiments conducted on real world datasets show that due to the ability to capture users’ temporary interest, TIARec achieves a significant improvement in recommendation performance compared with the state-of-the-art baselines.
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