An End-to-end Approach to Semantic Segmentation with 3D CNN and Posterior-CRF in Medical Images
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Abstract

Fully-connected Conditional Random Field (CRF) is often used as post-processing to refine voxel classification results by encouraging spatial coherence. In this paper, we propose a new end-to-end training method called Posterior-CRF. In contrast with previous approaches which use the original image intensity in the CRF, our approach applies 3D, fully connected CRF to the posterior probabilities from a CNN and optimizes both CNN and CRF together. The experiments on white matter hyperintensities segmentation demonstrate that our method outperforms CNN, post-processing CRF and different end-to-end training CRF approaches.

1 Introduction

Conditional random fields have been widely used as an efficient post-processing method in medical image segmentation [1][2][11]. There is a more elegant way to take advantage of CNN and CRF at the same time, which has been introduced the first time by Zheng et al.[3] to train 2D CNN and CRF together, and further developed by Monteiro et al.[6] into a 3D version. There are also other similar joint optimization of CNN and CRF approaches investigated by different researchers [4][5].

However, the current end-to-end training methods in medical imaging still rely on independent tuning of some of the CRF parameters and all use intensity information as the primary feature space. In medical images, intensity information often provides low-quality feature space for the CRF as intensities are noisy and several structures belonging to different classes may have the same intensity. To counter this, we propose a new CRF method called Posterior-CRF that can be applied at the end of a segmentation CNN (such as U-net). In contrast with previous end-to-end approaches, it optimizes all CRF parameters during network training and applies the CRF to the posterior probability map instead of the original intensity information. In this way, the mean field inference in CRF could make full use of the high-quality feature maps obtained with CNN. The experiments show that our approach outperforms the post-processing CRF and previous end-to-end CRF approaches in white matter hyperintensities segmentation.

2 Methods

2.1 CNN modeling

We use 3D UNet [7] as the baseline architecture in this paper. The details of the network can be found in Fig[1]. All convolution layers in UNet use ReLU as activation function except for the last output layer, which use softmax to produce the final CNN probability maps. We use categorical cross-entropy as the loss function.
Figure 1: **End-to-end training networks**. For each graph: 3D UNet baseline (left), Intensity-CRF (upper right) and Posterior-CRF Neural Network (lower right).

### 2.2 Posterior-CRF

In the fully-connected CRF model \((X, I)\), the corresponding Gibbs energy w.r.t the label segmentation \(x\) is

\[
E(X = x | I) = \sum_i \varphi_u(x_i | I) + \sum_{i < j} \varphi_p(x_i, x_j | I)
\]

(1)

where \(i\) and \(j\) range from 1 to \(N\), which is the number of voxels in the random field \(X\) and 3D input patch \(I\). For convenience, the conditioning on \(I\) will be omitted in the rest of the paper. The first term \(\varphi_u(x_i)\) is the unary potential, which in our case is the current voxelwise class probabilities in the last CNN layer. The second term \(\varphi_p(x_i, x_j)\) is the pairwise potential:

\[
\varphi_p(x_i, x_j) = \mu(x_i, x_j)[\omega^{(1)} \exp(-\frac{|p_i - p_j|^2}{2\theta^2}) - \frac{|f_i - f_j|^2}{2\theta^2}]) + \omega^{(2)} \exp(-\frac{|p_i - p_j|^2}{2\theta^2})]
\]

(2)

where \(\mu(x_i, x_j)\) is the label compatibility function given by Potts model \(\mu(x_i, x_j) = [x_i \neq x_j]\) that captures the compatibility between different pairs of labels. \(\omega\) is the linear combination weight of different predefined kernels.

The first kernel in Eq (2) is defined by the positions vectors \(p_i\) and \(p_j\) and feature vectors \(f_i\) and \(f_j\), and the second kernel is the smoothness kernel which is only controlled by the voxel positions. \(\theta_\alpha\), \(\theta_\beta\) and \(\theta_\gamma\) are the parameters that control the sensitivity to the corresponding feature space. In the previous methods, people usually use the intensity \(I\) of the input image as the feature (or reference map) \(f\), which we call Intensity-CRF methods (Fig[1]). However, the Intensity-CRF is very sensitive to the parameter \(\theta_\beta\) because the intensity varies a lot between different medical images as well as the random noise. Therefore, we replace the intensity \(I\) by the posterior probability \(x\) as the new reference maps, which we call Posterior-CRF method (Fig[1]). The idea of Posterior-CRF is to try to use the best-quality CNN feature maps as the feature space used in the mean field inference. As an efficient feature extractor, 3D UNet could provide high-quality feature maps which provide better class separation compared to the original input image. Moreover, Posterior-CRF also avoids the noisy intensity feature space that makes the inference in Intensity-CRF unstable. Another advantage of Posterior-CRF is that compared with Intensity-based methods, there is no longer the need to pretrain and fix the CRF parameter settings because we don’t use original intensity information anymore. And now, all the parameters like \(\omega^{(1)}\), \(\omega^{(2)}\), \(\theta_\alpha\), \(\theta_\beta\), \(\theta_\gamma\) are equivalently trained together with the other weights in the network.

### 3 Experiments

We test our methods on 60 FLAIR scans from WMH 2017 Challenge [9]. The images were acquired from three hospitals and manually annotated with three labels: background, white matter hyperintensities and other pathology. Images are randomly split into 36 images for training, 12 for validation and 12 for testing. Training patches are extracted and cropped to(or padded if it is smaller than) the size 200 × 200 × 16 with the original voxel size (0.96 × 0.96 × 3.00, 1.00 × 1.00 × 3.00,
1.20 × 0.98 × 3.00 m³ for three hospitals) and intensities, with 87.5% overlap in z-direction between patches. Several 3D data augmentation strategies were applied on the training patches, including 3D rotation with randomly sampled from \([10°, 5°, 5°]\), shifting by \([7, 24, 24]\) voxels, as well as flipping in all 3 directions (XY, XZ and YZ). We trained our network on all the three labels and report the results of white matter hyperintensities versus background + other pathology.

Table 1: Results of WMH 2017 dataset (DSC: Dice similarity coefficient. H95: Hausdorff distance (95th percentile). AVD: Average volume difference. FP: number of False positive voxels. FN: number of False negative voxels).

| Method      | DSC(std)   | H95(std)(mm) | AVD(std)(%) | FP(std)       | FN(std) |
|-------------|------------|--------------|-------------|---------------|---------|
| UNet        | 0.683(0.068) | 4.637(1.374) | 42.58(10.07) | 5952(1238.07) | 514(337.16) |
| Post-CRF    | 0.676(0.096) | 7.955(1.371) | 75.37(8.99) | 5622(1558.38) | 754(148.29) |
| Intensity-CRF | 0.682(0.087) | 4.773(1.542) | 41.56(13.19) | 5730(985.98) | 569(511.45) |
| Spatial-CRF | 0.707(0.081) | 8.741(3.144) | 49.83(19.71) | 701(364.67) | 3490(1300.44) |
| Posterior-CRF | 0.747(0.064) | 5.513(2.818) | 21.80(5.92) | 3387(507.41) | 1118(559.66) |

As shown in Table 1, we compared our method with UNet and three different CRF approaches, which are: Post-CRF[3] for post-processing. Intensity-CRF[4] and Spatial-CRF that only use the position information (second term in Eq 2). Parameters \(\omega\) and \(\theta\) for Post-CRF are tuned by grid search on the training sets. For Intensity-CRF and Spatial-CRF, the relevant \(\theta\) are taken from Post-CRF, while the weights \(\omega\) are learned. Posterior-CRF achieves the best Dice score and Average volume difference while it also performs well on Hausdorff distance and has a good balance between FP and FN. For the visualization of a certain slice results in Fig 2, we can see that Posterior-CRF has the best visual quality compared to other approaches. The UNet and the Post-CRF results are visually equivalent and have many false positives, while Intensity-CRF and Spatial-CRF are similar and both remove too many voxels.

![Figure 2: Visual comparison of different methods. Upper row: For each figure: (1) Original FLAIR image (2) Manual annotation (3) 3D UNet baseline. Lower row: (4) Post-CRF (5)Intensity-CRF (6) Spatial-CRF and (7) Posterior-CRF. Better to view with zooming in color.](image)

4 Conclusion

We propose a new end-to-end CRF approach called Posterior-CRF that could be trained together with CNN in a better way and overcome the drawbacks of other CRF approaches.
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