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Abstract

Motivated by Hubble tension, we have recently witnessed a number of “model independent” $H_0$ determinations at cosmological scales. Here we compare two “model independent” techniques, Taylor expansion and Gaussian Processes (GP). While Taylor expansion is truly model independent in a limited range, we show that one can reduce the $H_0$ errors by increasing the range of the expansion, but the approximation suffers. For GP, we confirm for the Matérn class kernels that the errors on $H_0$ decrease as the parameter $\nu \to \infty$, where we recover the Gaussian kernel. The errors from GP are typically smaller than Taylor and by mapping the GP analysis back into the Taylor expansion, we show that GP explores a smaller portion of the parameter space. In a direct comparison of GP with the CPL model, the simplest model of dynamical dark energy, we see that correlations are suppressed by GP relative to CPL. Therefore, GP cannot be model independent. We emphasise that if a truly model independent statement of Hubble tension exists, then it will have serious consequences for the FLRW framework.
1 Introduction

The main goal in cosmology is to uncover the evolution history of the Universe. It is typically assumed that on cosmic scales the Universe is an FLRW background governed by the metric

$$ds^2 = -dt^2 + a(t)^2 \left( \frac{dr^2}{1 - kr^2} + r^2d\Omega^2 \right),$$

with $a(t)$ being the scale factor and $k = 0, \pm 1$ denoting the curvature of constant time slices. One considers homogeneous and isotropic fluctuations on this background. In this setup the scale factor $a(t)$ and the redshift $z$ are related as $a = (1 + z)^{-1}$ and all the information in the background is encoded in the Hubble diagram $H(z) = (da/dt)a^{-1}$. So, the goal is to find $H(z)$ which, in principle, may be done directly from the cosmic data in a “model independent” way.

On the other hand, the gravity field equations, namely Einstein equations in Einstein’s General Relativity theory, relate $H(z)$ to the energy-momentum tensor of the cosmic fluid filling the Universe. More precisely, by a choice of a “cosmological model” we specify the equation of state (EoS) of different components in the cosmic fluid. One can for example assume an $N$ component fluid with EoS $w_i(z), i = 1, 2, \cdots, N$, where the typically used fluids are radiation, specified by $\omega_i = 1/3$, (dark) matter by $\omega_i = 0$, cosmological constant (dark energy) by $\omega_i = -1$, and the curvature $k$ by $\omega_i = -1/3$. Observe that in the simplest setting $w_i$ is a constant. However, more generally given $\omega_i(z)$, the functional form of $H(z)$ is fixed up to $N - 1$ values of relative energy densities of the components at $z = 0$, $\Omega_i$ and an integration constant $H_0$:

$$H(z) = H_0 \sqrt{\sum_{i=1}^{N} \Omega_i f_i(z)}, \quad f_i(z) = \exp \left( 3 \int_0^{z} \frac{1 + w_i(\tilde{z})}{1 + \tilde{z}} d\tilde{z} \right), \quad \sum_{i=1}^{N} \Omega_i = 1. \quad (1.2)$$

In cosmology it is implicitly assumed that $H(z)$ is a smooth function of $z$ and in particular $H_0 = H(z \to 0) = H(z = 0)$. Therefore, as was noted in [1], $H_0$ is conceptually different than other model parameters, $\omega_i(z), \Omega_i$, and is the only model independent parameter in (1.2).

$H_0$ is also special from the perspective of observation: it can be determined locally by extremely mild assumptions on the cosmology, essentially that it is described by a Taylor expansion at low redshift, e.g. [2]. For this reason it is agnostic about the cosmological model, as has been demonstrated [3]. Indeed, at low redshift different local values have been reported for $H_0$ from direct measurements; see [4, 5] for recent updates. The local measurements of $H_0$ have now reached percent level precision and a combined analysis of these different observations yields $H_0 = 73.27 \pm 0.76 \text{ km/s/Mpc}$ at 68% CL [5]. On the other hand, the value reported by the Planck mission [6] based on the best fit values for the ΛCDM model is $H_0 = 67.4 \pm 0.5$, which has again reached percent level precision. The difference between these two values of $H_0$, the Hubble tension, has reached $6.4\sigma$ level and if not due
to the systematic errors of either measurements/determination, it is calling for a departure from \( \Lambda \)CDM model.

There are, however, various low redshift cosmological datasets in the \( 0.1 \lesssim z \lesssim 2.5 \) range, including Type Ia supernovae, cosmic chronometers (CC), Baryon Acoustic Oscillation (BAO) and strong gravitational lensing (GLS) datasets. These datasets have been analyzed extensively in various combinations with or without inclusion of CMB and other high redshift data, or considering different priors. They have been performed either within a class of cosmological models with different dark energy models, or in a “model independent” way. They report different values of \( H_0 \) which depending on the analysis is somewhere between the local measurement or the Planck \( \Lambda \)CDM value, e.g. see [5, 7]. In this work we focus on such model independent analyses of the low redshift cosmological data.

Model independent reconstructions of \( H(z) \) are typically based on a Taylor expansion in power of \( z \) around \( z = 0 \) [8,9] or Gaussian Processes (GP) [10,11]. The former was first used at low redshift by Riess et al. [12] through the parametrisation \( H(z) = H_0(1 + (1 + q_0)z + O(z^2)) \) in order to define the deceleration parameter \( q_0 \). The same expansion by inclusion of some higher order terms was then used in the context of cosmology and was given the name “cosmography” [13]. As we will discuss in section 2.1, Taylor expansion is model independent only if we restrict the expansion close to \( z = 0 \). To increase its applicability, one can work at higher redshift, but one needs to be conscious that it only describes a class of models.\(^1\)

The GP, as described in [19], is a fully Bayesian smoothing technique that allows for the reconstruction of \( H(z) \) and its derivatives directly from observational data, without assuming a specific model or choosing a parameterization. It, however, uses a kernel for smoothing the data. As we will discuss in section 2.2, the Matérn class of kernels is commonly used and they come in a family specified by the parameter \( \nu \), where \( \nu \rightarrow \infty \) recovers a Gaussian kernel. GP has been used extensively to extract dark energy EoS or dark energy-dark matter coupled models [19–21], the contribution of the cosmic curvature term \( \Omega_k \) [22], or to read the value of \( H_0 \) [23–29].

The goal of this note is to get to grips with frequently used “model independent” techniques and to compare them. As we will explicitly demonstrate “model independence” in the context of (low redshift) cosmology and specifically in determining the value of \( H_0 \), is often no more than a misnomer. Moreover, Taylor expansion cannot yield the percent level precision, one would desire to have, to be on par with the Planck or local \( H_0 \) values. On the contrary, one can get percent level errors from GP, but this comes at a cost. We find that GP suppresses correlations to the point that only the simplest cosmological models may show similar suppression in correlations, and are therefore covered by the approach. In particular, the CPL model [30, 31] falls outside of this class, so GP, as currently implemented with the choice of kernels, appears to be restricting the parameter space of more elaborate models. In section 5 we make this statement precise using the parameter space of a more general

\(^1\)There have been other cosmographic expansions based on Taylor expansion in powers of \( y = 1 - a = z/(1 + z) \) or some given function of \( z \), e.g. log(1 + z) [14] (see however, [15,16]) or a Padé approximant [17] or Chebyshev polynomials [18].
Taylor expansion. The immediate take-home message is that some reflection on the “model independence” of GP, and Taylor expansion to a lesser extent, is required. This has knock-on implications for $H_0$ determinations and the Hubble constant.

The rest of this paper is organized as follows. In section 2 we review the basic tools that we will be using in this work, namely Taylor expansion and Gaussian Processes (GP) methods. We will also introduce the Observational Hubble Data (OHD) serving as the basis for mock realisations. In sections 3 and 4 we respectively perform Taylor and GP analyses of the (mock) OHD to determine $H_0$. In section 5 we compare Taylor and GP, along with the corresponding errors on $H_0$. In section 6 we conclude with some discussion. In two appendices A and B, we gather some technical details pertaining to the Matérn class GP kernels and $H(z)$ in the CPL dynamical dark energy model.

## 2 Methodology

### 2.1 Taylor expansion

In cosmology one is interested in the Hubble parameter $H(z)$. It is not only tacitly assumed that $H(z)$ is continuous, but also that it is differentiable, namely that derivatives of $H(z)$ are also continuous functions. Within this setting, Taylor’s theorem (see [32]) rests on the premise that one can differentiate $H(z)$ $n$ times and still get a continuous function. This allows one to expand the Hubble parameter about a given value $z = z_0$:

$$H(z) = H(z_0) + H'(z_0)(z-z_0) + \frac{H''(z_0)}{2!}(z-z_0)^2 + \cdots + \frac{H^{(n)}(z_0)}{n!}(z-z_0)^n + h_n(z)(z-z_0)^n. \quad (2.1)$$

The theorem guarantees that the remainder function $h_n(z)$ approaches zero as $z$ approaches $z_0$, i.e. $\lim_{z \to z_0} h_n(z) = 0$. While one could perform this expansion at any redshift, it is natural to consider expansions around $z = 0$, and this is the basis for cosmographic (Taylor) expansions [8, 13]. From our perspective, working in the vicinity of $z = 0$ is also sufficient for determining $H_0$.

Before proceeding, a comment on “model independence” of Taylor expansions is in order. Recalling the discussions in the introduction, one can be confident that in the immediate vicinity of $z_0$ all models are covered, so Taylor expansion is model independent in a real sense. This is essentially the regime that Riess et al. [2] operate in to make local determinations of $H_0$ (see also [3]). Unfortunately, the farther one goes from $z = z_0$, the fewer models that are accurately described by the Taylor expansion. In this sense, away from $z = z_0$, Taylor expansion is not model independent, but simply describes a class of models. As we discuss below considering more terms in the expansion, higher $n$ in (2.1), does not change this fact. We will also see in due course that Taylor expansion is “more model independent” than GP within its range of validity. Ergo, GP cannot be model independent.

Now, for Taylor expansion the practical problem is that $H(z)$ is determined by data and ab initio it is unknown. To overcome this, one can naively expand $H(z)$, but one needs to
decide on (i) the order $n$ and (ii) how far one can venture from $z = 0$ so that the remainder function $h_n(z)$ remains small. Some may regard this as an "ad hoc" choice.\footnote{See comments in section 4 of [25].} However, it is relatively easy to address these two points once one demands that the standard model, flat $\Lambda$CDM, is covered by the expansion, i.e. the expansion explores models close to $\Lambda$CDM. Since $H_0$ is an overall factor in (1.2), it is enough to consider the normalised Hubble parameter $E(z) := H(z)/H_0$ which for flat $\Lambda$CDM is,

$$E_{\text{exact}}(z) := \sqrt{1 - \Omega_m 0 + \Omega_m 0 (1 + z)^3}
\approx 1 + \frac{3\Omega_m 0}{2} z + \frac{3\Omega_m 0}{8} (4 - 3\Omega_m 0) z^2 + \cdots = E_{\text{approx}}(z), \quad (2.2)$$

where dots denote omitted terms: we have not yet specified the order of the expansion. $E_{\text{exact}}(z)$ in the first line is the exact expression for flat $\Lambda$CDM whereas, the expression on the second line, dubbed as $E_{\text{approx}}(z)$, is a low $z$ approximation. Observe that for $z \gg 1$, $E_{\text{exact}}(z) \sim z^{3/2}$, which is a non-integer power of $z$, and that the coefficients of the $z, z^2, z^3$ (and in fact all the higher powers in the expansion) in $E_{\text{approx}}(z)$ are not independent and are specified in terms of $\Omega_m 0$.

Let us begin by specifying the order $n$ and restrict our analysis to $n \leq 10$, essentially to mimic analysis on higher order polynomials in Figure 6 of [25]. Next, let us define the % difference between the exact expression for $E(z)$ and its approximation at a given $z$:

$$\Delta E(z) = \left[ E_{\text{exact}}(z) - E_{\text{approx}}(z) \right] / E_{\text{exact}}(z). \quad (2.3)$$

We also introduce the discrete sum,

$$S(z_1, \ldots z_N) = \sum_{i=1}^{N} \left[ E_{\text{exact}}(z_i) - E_{\text{approx}}(z_i) \right]^2, \quad (2.4)$$

where we take $z_1 = 0$ and $\Delta z_i = z_i - z_{i-1} = 0.001$ with $z_N$ corresponding to the maximum value of the redshift range, which we rename $z_{\text{max}}$. Note that (2.3) is defined at a given redshift $z$, but (2.4) is a summed quantity over a range of redshifts. For this reason, (2.4) is a better measure of how close $E_{\text{approx}}(z)$ is to $E_{\text{exact}}(z)$. We will use the two measures interchangeably, since usually they lead to the same conclusions, but if one wants to be more precise, the most accurate polynomial at a given order $n$ is the one that minimises (2.4). It is worth emphasising again that the analysis in this section is purely analytic with no input from data.

The initial results of this exercise are shown in Table 1 ($\Omega_m 0 = 0.3$), where we have employed (2.4) as a measure of precision. Simply put, polynomials with smaller $S$ numbers are more accurate, so this provides an easy way to rank the polynomials. Now, it is well documented that the $z$ expansion has a radius of convergence of at most $|z| = 1$ [9]. Thus, below $z_{\text{max}} = 1$ one should expect that including higher order terms in the expansion will...
| $z_{\text{max}}$ | Most precise $n$ | maximum $|\Delta E(z)|$ |
|-----------------|-----------------|-----------------|
| 2.5             | 3, 2, 5, ...    | 13.9%, 16.9%, 28%, ... |
| 2               | 5, 3, 8, ...    | 8.7%, 9.2%, 16%, ... |
| 1.5             | 10, 5, 8, ...   | 1.5%, 1.7%, 2.4%, ... |
| 1               | 10, 5, 8, ...   | 0.008%, 0.1%, 0.13%, ... |
| 0.5             | 10, 9, 8, ...   | 0.000016%, 0.00026%, 0.00056%, ... |

Table 1: The precision of different order ($n \leq 10$) polynomials in recovering flat ΛCDM with $\Omega_{m0} = 0.3$ up to redshift $z_{\text{max}}$. We highlight only the 3 best performing polynomials.

increase the agreement with the exact result. This is clearly the case when $z_{\text{max}} = 0.5$. Nevertheless, at $z_{\text{max}} = 1$ and beyond, it is no longer true that adding higher order terms improves the approximation. This is evident from the $z_{\text{max}} = 2.5$ entry, where it is in fact the polynomials of lower order that perform the best.\(^3\)

This may be a little counter-intuitive, but this notion that higher order terms improve precision is only true within the radius of convergence. In fact, within the radius of convergence, one can find cases where the addition of a term reduces precision, but the overall trend is of increasing precision. Note, these problems with convergence can be solved by expanding in the $y$-parameter, $y = z/(1 + z)$, as advocated in [9]. The $y$-parameter, however, performs worse than $z$ below $z_{\text{max}} = 1$, and one typically requires a large number of expansion parameters.\(^4\)

It is also worth noting from Table 1 that overall the $n = 10$ polynomial only performs marginally better than $n = 5$, and given that the latter has fewer parameters, this singles it out as a better choice. Thus, let us jettison the higher order terms $n > 5$ and focus on identifying the redshift where the precision dips under 1%, 3%, 5% and 10%, respectively, and stays there for matter densities in the window $0.25 \leq \Omega_{m0} \leq 0.35$ within the flat ΛCDM model. The latter matter density range is reasonably wide, so for $\Omega_{m0} = 0.3$, we will be conservatively within the precision.

The result of this second exercise is shown in Table 2, where the vagaries of these types of expansions are further exposed. Here we do not use (2.4), but simply focus on the % error, which, as we have argued, is usually just as good. If one demands less than 3%, 5% or 10% precision at a given point, the lower order polynomials perform surprisingly well, but it is only below 1% that our intuition, namely that higher orders give better approximations, is restored. Observe that the $n = 4$ polynomial performs more or less on par with the $n = 3$ polynomial. Moreover, given the quality of current cosmological data, we find that MCMC chains of a $n = 5$ polynomial take a long time to converge. For this reason, in the analysis

---

\(^3\)There is considerable confusion in the literature on this point. See [14,33] for recent examples of a $n = 5$ polynomial at $z_{\text{max}} \sim 2.5$ and $z_{\text{max}} \sim 4$, respectively.

\(^4\)See for example Figure 9 of [15].
Table 2: For polynomials of different order $n$ we highlight the maximum redshift range where the approximation with flat ΛCDM in the matter density range $0.25 \leq \Omega_{m0} \leq 0.35$ is within a given %.

| $n$ | $z_{\text{max}}(<1\%)$ | $z_{\text{max}}(<3\%)$ | $z_{\text{max}}(<5\%)$ | $z_{\text{max}}(<10\%)$ |
|-----|-----------------|-----------------|-----------------|-----------------|
| 5   | 1.14            | 1.39            | 1.53            | 1.76            |
| 4   | 0.86            | 1.13            | 1.29            | 1.55            |
| 3   | 0.8             | 1.16            | 1.4             | 1.87            |
| 2   | 0.66            | 1               | 1.24            | 1.72            |

that follows we focus on the $n = 3$ polynomial.

In Figure 1 we provide confirmation that a subset of the CPL [30,31] class of dynamical dark energy models (see appendix B for a short analysis) is covered by the Taylor expansion. More concretely, we work with the $n = 3$ polynomial through to $z_{\text{max}} = 0.8$ and the dots denote the original parameter space, green dots denote values of $(\Omega_{m0}, w_0, w_a)$ that are recovered within 1%. While the class of CPL models described by the Taylor expansion is clearly not null, there is noticeable bias towards $w_a > 0$.

### 2.2 Gaussian Processes

GP is a method to reconstruct, or identify interpolating data given a (potentially sparser) initial dataset. In essence, given $n$ observational real data points $y = (y_1, \ldots y_n)$ at redshifts $z = (z_1, \ldots z_n)$ with a covariance matrix $C$, one wishes to reconstruct a function $f^* = (f(z^*_1), \ldots f(z^*_N))$ underlying the data at $N$ new points $z^* = (z^*_1, \ldots, z^*_N)$. Note that $n$ and $N$ do not need to be the same, and in practice $N > n$. Obviously, attempting to reconstruct data far outside the range of the original data will lead to questionable results.

In implementing GP, one has to make an assumption on how the reconstructed data points are correlated, and to do so, one introduces a new covariance matrix $K(z^*, z^*)$, typically called a “kernel”. The kernel $K$ is a function of some hyperparameters, commonly taken to be two in cosmological applications ($\sigma_f$, $\ell_f$). The most commonly used kernel, from which the method derives its name, is Gaussian,

$$K(z, \tilde{z}) = \sigma_f^2 \exp \left( -\frac{(z - \tilde{z})^2}{2\ell_f^2} \right). \quad (2.5)$$

---

5Note that in our viewpoint, CPL dark energy model should be viewed as a Taylor expansion in $y = z/(1+z)$, cf. (B.2). For this reason, despite being generic at lower redshifts, at higher redshifts it corresponds to a restricted class of dark energy models. See [34] where this is spelled out for the Quintessence regime, $w(z) > -1$.

6That being said, we will be taking a slight liberty with the range of the original data in extrapolating from $z \sim 0.07$ down to $z \sim 0$ to extract $H_0$. This is in line with the analysis of [25].
The other kernels that are commonplace in cosmological settings are the Matérn covariance functions:

\[ K_{\nu}(z, \tilde{z}) = \sigma^2 \left( \frac{\sqrt{2\nu(z - \tilde{z})^2}}{\ell_f} \right)^\nu \tilde{K}_\nu \left( \frac{\sqrt{2\nu(z - \tilde{z})^2}}{\ell_f} \right), \]

where \( \Gamma \) is the gamma function and \( \tilde{K}_\nu \) is a modified Bessel function. Here \( \nu \) is a positive parameter and in the limit that \( \nu \to \infty \), one recovers the Gaussian kernel (2.5). It should be noted that the Matérn kernels are only mean square \( n \)-differentiable provided \( \nu > n \). Thus, the advantage of the Gaussian kernel is that it is infinitely differentiable. This differentiability property is important when one is interested in the derivatives of \( H(z) \), but as we work here with OHD, this is less of a concern. In addition to the Gaussian, following [19], we will largely focus on \( \nu = p + \frac{1}{2} \), where \( p = 0, 1, 2, 3, 4 \), and simplified expressions for these functions can be found in the appendix A.

Since we are only interested in \( H(z) \), the mean \( \bar{f}^* \) and the covariance \( \text{cov}(f^*) \) from the GP reconstruction can be easily constructed through a few lines of linear algebra [11]:

\[ \bar{f}^* = \mu^* + K(z^*, z)[K(z, z) + C]^{-1}(y - \mu), \]

\[ \text{cov}(f^*) = K(z^*, z^*) - K(z^*, z)[K(z, z) + C]^{-1}K(z, z^*), \]

where \( \mu^* \) is a prior that one typically sets to zero \( \mu^* = 0 \) [11]. The only problem now is to identify the hyperparameters and this is done through the following log normal likelihood:

\[ \ln L = -\frac{1}{2} y^T[K(z, z) + C]^{-1} y - \frac{1}{2} \ln |K(z, z) + C| - \frac{n}{2} \ln 2\pi. \]
In a strict Bayesian sense, one should marginalise over the hyperparameters through an MCMC routine. However, this is computationally more expensive, so in practice it is common to simply optimise (2.9). We will comment on the (minimal) difference it makes to our analysis later. As the kernels become more complicated, this process requires further information and it is useful to note that the gradient of \( \ln L \) can be easily calculated,

\[
\nabla (\ln L) = \frac{1}{2} y^T (K + C)^{-1} \nabla K (K + C)^{-1} y - \frac{1}{2} \text{tr}[(K + C)^{-1} \nabla K].
\] (2.10)

This completes a quick review of the GP reconstruction process. Finally, as we will see for the mock data realisations we study, \( K \) is typically much greater the \( C \), \( K \gg C \). As a result, the kernel choice amounts to imposing a prior on the covariance matrix and this induces implicit model dependence.

### 2.3 Data

In this paper we will use observational Hubble data or OHD, which will serve as the basis for mock realisations. More precisely, we will make use of CC [35] and homogenised BAO [37] data. It should be stressed that the CC data largely comprises statistical errors only, and the systematic errors on \( H(z) \) are a work in progress [40]. That being said, this OHD will largely serve as the basis for mock realisations of the flat \( \Lambda \)CDM cosmological model with the canonical parameters \((H_0, \Omega_{m0}) = (70, 0.3)\). Furthermore, we are not interested in the absolute value of \( H_0 \), but the errors. We present the OHD in Figure 2 and it is worth noting that there are 51 data points. From the real data, we will extract the redshifts \( z_i \) and the errors in the Hubble parameter \( \sigma_{H(z_i)} \). To perform the mocks, at each \( z_i \) we will choose a new \( H(z_i) \) value from a normal distribution about the flat \( \Lambda \)CDM value with standard deviation \( \sigma_{H(z_i)} \).

### 3 Taylor expansion analysis

Let us fix notation so that our Taylor expansion takes the form

\[
H(z) = H_0 \left(1 + h_1 z + h_2 z^2 + h_3 z^3 + O(z^4) \right),
\] (3.1)

where as we are largely interested in \( H_0 \), we do not see the need to specify the remaining parameters. One could rewrite them in terms of the usual cosmographic parameters [8, 9] but this will not interest us here. However, it is useful to get a feel for reasonable values of the \( h_i \) and we document their values in a canonical flat \( \Lambda \)CDM set-up: \( h_1 = 0.45, h_2 = 0.349 \) and \( h_3 = -0.007 \). The fact that \( h_3 \) is small explains why the \( n = 2 \) polynomial approximates flat \( \Lambda \)CDM reasonably well (see Table 2).

---

7See Table 1 of [24,25] and the original references [36].
8See Table 2 of [38] and [39] for the original results.
In section 2 we introduced “close to ΛCDM” Taylor expansions of order $n$ that are valid to a given precision in the sense that they recover flat ΛCDM in the range $0.25 \leq \Omega_m \leq 0.35$ within 1%, 3%, 5% and 10%, respectively. As we have seen, one simply has to “stretch” the Taylor expansion to larger redshifts and this reduces the precision. By stretching, we are fitting the same number of parameters against the data over an extended range. Thus, it is intuitively obvious that the errors of all the cosmological parameters will reduce. Thankfully, this is easy to quantify. First, let us adopt the polynomial (3.1) and fix the data to the original real data. Next, one runs an MCMC exploration using emcee [41] up to $z = 0.8, z = 1.16, z = 1.4$ and $z = 1.87$, respectively. From the MCMC chains, one can plot a few thousand curves and at each $z_i$ at typical separations of $\Delta z_i \sim 0.01$, one evaluates (3.1) and extracts the mean, 16$^{\text{th}}$ and 84$^{\text{th}}$ percentile. The mean and 1$\sigma$ confidence intervals are shown in Figure 3, where we have separated the four polynomials into two plots to aid presentation. We have restricted the plot to the range $z \leq 0.8$, but it is clear that the most accurate Taylor expansion ($< 1\%$) leads to the largest errors on $H_0$. This simply backs up intuition.

We can also make a further observation based on the same data, which will be helpful later. As one stretches the redshift range, or alternatively allows for less precision, it is also intuitively obvious that the Taylor expansion has less freedom to explore the parameter space. As a result, correlations between parameters become less pronounced. We show this trend in Figure 4, where we made use of getdist package [42]. It is worth noting that not only are the ellipses shrinking, but also the tilt in the confidence intervals becomes less noticeable as the precision decreases. This is particularly evident from the blue ellipses: $H_0$ is more correlated with $h_1$ than $h_2$, and the correlation with $h_2$ exceeds $h_3$. A similar pattern is also there for $h_i - h_j$ plots, which are not shown here. So, while “nearby” parameters know something about each other as the distance in redshift grows, the correlations drop off as precision is lost in moving from the green to the blue contours.

Finally, all our comments so far have been for a specific realisation, namely the real data in Figure 2, so it is instructive to perform some repeats with different realisations of the
Figure 3: The mean values and 1σ confidence intervals for the Taylor expansion (3.1) fitted to the real data over different ranges with different approximations to flat ΛCDM. To aid comparison, we have restricted the plots to $z = 0.8$ (see Table 1).

Figure 4: Correlations of the parameters in the polynomial (3.1) at different precision.

data in order to get results that do not rely on a specific mock. Concretely, we mock up flat ΛCDM data as described in section 2 so that we can confirm the average error in $H_0$ over a larger sample. The results can be found in Table 3. In performing these repeats, we find that a number of the Hubble parameters are not monotonically increasing with redshift. As we mention in the appendix B for the CPL case, a non-monotonic $H(z)$ ($H'(z) \leq 0$ and in particular $h_1 \leq 0$) is an exotic feature and we exclude these mocks. These become more prevalent as $z_{\text{max}}$ is lowered and the Taylor expansion starts to explore parameter space more. Nevertheless, we have ensured approximately 300 repeats once these mocks are eliminated.

| Precision | $< 1\%$ | $< 3\%$ | $< 5\%$ | $< 10\%$ |
|-----------|---------|---------|---------|---------|
| $H_0$ (km/s/Mpc) | $61.40_{-10.41}^{+10.07}$ | $61.98_{-7.77}^{+7.72}$ | $64.03_{-6.23}^{+6.22}$ | $66.55_{-5.26}^{+5.25}$ |

Table 3: $H_0$ for the polynomial (3.1) based on an average over $\sim 300$ mock flat ΛCDM realisations of the data.
4 GP analysis

In this section we focus on $H_0$ extracted from the GP reconstruction. This is arguably the simplest cosmological parameter that one can reconstruct from the data since it just involves an extrapolation beyond the last data point ($z = 0.07$ in our study) to $z = 0$. Technically speaking, one should be careful about implementing GP reconstruction beyond the range of the data, but in cosmology, such extrapolations are second nature. Before beginning, it is instructive to remove the BAO data and run the GP analysis for the CC data with a Gaussian kernel, just to examine our GP code. We find $H_0 = 67.55^{+4.75}_{-4.68}$ km/s/Mpc, which is completely consistent with the result of Yu, Ratra & Wang [24], $H_0 = 67.42^{±4.75}$ km/s/Mpc, so there is no indication that our GP code is doing anything unusual. In particular, the errors appear consistent. It should be stressed again that GP is simple linear algebra.

In comparison to the last section, where fits of the polynomial to mock data required MCMC, which is time consuming, here we begin exploring the GP process whereby the likelihood (2.9) is minimised. This represents a simplification, but once the results are in, we will make amends and comment on the difference marginalisation makes. Let us begin with some general comment on GP. It is expected that GP suppresses correlations as there is an exponential fall off over redshifts for all kernels in the Matérn class (see (A.1)). This means that data points that are separated by larger redshift ranges are less correlated and it is the rate of fall off of the correlations that governs the final errors.

\[
\begin{align*}
K_\nu & | H_0 \text{ (km/s/Mpc)} & \sigma_f & \lf_l \\
\nu = 1/2 & | 73.92^{+13.23}_{-13.22} & 176.52^{+180.72}_{-172.24} & 43.45^{+4.65}_{-5.52} \\
\nu = 3/2 & | 68.61^{+5.11}_{-5.11} & 284.23^{+30.90}_{-38.17} & 8.77^{+1.65}_{-1.83} \\
\nu = 5/2 & | 68.81^{+3.91}_{-3.90} & 252.51^{+30.03}_{-40.47} & 5.19^{+0.91}_{-0.92} \\
\nu = 7/2 & | 69.35^{+3.64}_{-3.64} & 241.94^{+30.06}_{-38.64} & 4.30^{+0.76}_{-0.80} \\
\nu = 9/2 & | 69.25^{+3.57}_{-3.57} & 237.34^{+30.00}_{-40.06} & 3.91^{+0.66}_{-0.75} \\
\text{Gaussian (}\nu = \infty & | 69.56^{+3.42}_{-3.42} & 230.20^{+41.48}_{-42.08} & 3.03^{+0.60}_{-0.57} \\
\end{align*}
\]

Table 4: Average values of $H_0$ and hyperparameters ($\sigma_f, \lf_l$) for different kernels and 500 mock realisations of the data. There is a definite trend where the error in $H_0$ decreases with increasing $\nu$.

In Table 4 we show how the inferred Hubble constant $H_0$ depends on the kernel for the full redshift range of the data $0 \lesssim z \lesssim 2.5$. It should be stressed that we are using OHD, namely CC and BAO data, but since we average over a large number of mocks, we should be reporting general trends for OHD. In a comparison with the Taylor results in Table 3, we see that the $\nu = 1/2$ kernel performs worse on the errors than any of the Taylor expansions, which suggests that it may be more agnostic about models than Taylor. 9 For $\nu = 3/2$,

---

9Interestingly, in [25] a weighted polynomial regression method, which is based on Taylor expansion, is
the errors are consistent with an $n = 3$ Taylor expansion that only follows models to 10% precision, while for $\nu = 5/2$ and beyond, the GP outperforms any of our Taylor expansions. Furthermore, the differences in the errors are small beyond $\nu = 5/2$. Note that $\nu = 1/2$ and $\nu = 3/2$ are rarely discussed by GP practitioners.

We find that errors on $H_0$ decrease with increasing $\nu$, and our analysis shows that the smallest $H_0$ error is achieved for the Gaussian kernel\(^{10}\). Our findings are in line with Table 1 of [23], where we have included the $\nu = 1/2$ and $\nu = 3/2$ entries just to fill out the picture. Thus, it seems only reasonable that the Gaussian kernel should exhibit the fastest fall off of the correlations with redshift. To check this, we set one of the redshifts in the kernel $K_\nu(z, \tilde{z})$ to a nominal value, which we take to be zero, and plot the normalised Kernel, $K_\nu/\sigma_f^2$ against redshift in Figure 5. We take our $l_f$ values from the central values in Table 4. As can be clearly seen from the plot, the correlations are suppressed the most by Matérn covariance matrices with larger $\nu$. As a result, we have an intuitive picture: GP provides smaller errors because it limits correlations.

![Figure 5](image_url)  
**Figure 5:** For different kernels in the Matérn class we show the fall off in correlations based on the data in Table 4.

We can test this idea in another way. So far, we have used the whole dataset, but one can limit the redshift range by imposing a $z_{\text{max}}$ and one should find that the error on $H_0$ is insensitive to the inclusion of higher redshift data. In Table 5, we record $H_0$ for different $z_{\text{max}}$. Interestingly, below $z = 0.4$, where the data is of relatively poor quality (no BAO), we still find a $H_0$ determination that is better than any of the Taylor expansions explored in the last section (see Table 3). With the inclusion of the BAO data at lower redshifts, the error improves considerably at $z_{\text{max}} = 0.8$ and beyond that we see relatively little improvement in studied and the $H_0$ errors are comparable to GP. It would be nice to study this further.

\(^{10}\)As is clear from Table 3 of [25] if we add a prior on $H_0$, then this effect may not be seen. This is easy to understand: GP will treat the $H_0$ prior essentially as input data and anchors $H_0$. 
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the error through to \( z_{\text{max}} = 2 \). This can be contrasted with the Taylor expansion, where we see from Table 3 that the error on \( H_0 \) halves between \( z_{\text{max}} = 0.8 \) and \( z_{\text{max}} = 1.76 \). Overall, the observation that the GP \( H_0 \) is less sensitive to the higher redshift data, may be attributed to the fall off in correlations seen in Figure 5.\(^{11}\)

\[
\begin{array}{cccc}
 z_{\text{max}} & H_0 \text{ (km/s/Mpc)} & \sigma_f & I_f \\
0.4 & 69.67^{+4.75}_{-4.74} & 80.66^{+3.50}_{-3.47} & 2.01^{+2.64}_{-0.65} \\
0.8 & 66.95^{+3.73}_{-3.73} & 102.05^{+10.70}_{-10.97} & 2.20^{+0.40}_{-0.47} \\
1.2 & 67.05^{+3.74}_{-3.74} & 109.48^{+13.50}_{-15.37} & 2.30^{+0.51}_{-0.67} \\
1.6 & 67.94^{+3.64}_{-3.63} & 157.59^{+16.06}_{-15.17} & 2.70^{+0.91}_{-0.79} \\
2 & 69.06^{+3.65}_{-3.65} & 164.95^{+21.40}_{-21.65} & 2.68^{+0.94}_{-0.78} \\
\end{array}
\]

Table 5: For the Gaussian kernel we illustrate how the errors in \( H_0 \) change as we restrict the data below at given \( z_{\text{max}} \). All results are based on 500 realisations.

It is instructive to fit the same data to concrete models in order to compare the errors in \( H_0 \). The result of this exercise is reported in Table 6 for a number of repetitions of mock data. Evidently, the errors on \( H_0 \) for both \( \Lambda \)CDM and \( w \)CDM are within the GP errors, but for CPL we find that the error on \( H_0 \) is larger. Something similar was observed in [23] with poorer quality CC data (no BAO). However, there the \( w \)CDM model led to larger errors on \( H_0 \) than GP. At the time, no flags were raised, but it is a little puzzling when a “model independent” technique outperforms a specific model on errors.

In order to ascertain if this is a fluke, we replace our OHD with the DESI \( H(z) \) determination forecasts in the extended redshift range \( 0.05 \leq z \leq 3.55 \) [43],\(^{12}\) where we assume the optimistic outcome that the five-year survey covers 14,000 deg\(^2\). Repeating the exercise, we can see from Table 7 that even with the forecasted data, GP outperforms the CPL model by leading to smaller errors on \( H_0 \). We conclude that this is not an artifact of the dataset and that GP produces smaller errors on \( H_0 \) than CPL. We will return to interpret this in section 5.

\[
\begin{array}{cc|ccc}
 \text{Model} & \Lambda \text{CDM} & \text{wCDM} & \text{CPL} \\
 H_0 \text{ (km/s/Mpc)} & 69.91^{+1.17}_{-1.20} & 69.79^{+3.05}_{-2.86} & 65.64^{+5.11}_{-4.95} \\
\end{array}
\]

Table 6: Average values of \( H_0 \) for different models based on \( \sim 300 \) mock realisations of the data in Figure 2.

A relevant question now is whether marginalisation makes enough of a difference to the numbers in Table 4. Unfortunately, running an MCMC to identify the hyperparameters\(^{13}\)

\(^{11}\)This is the advantage of GP over Taylor expansion: GP is more stable over an extended redshift range.

\(^{12}\)See [44] for how related forecasts will constrain GP constraints on deceleration.
Optimisation Marginalisation

given results in the literature [19].
performs quite well and marginalisation adds little more. This may have been anticipated
errors. At least for the dataset under study, and the related mocks, it seems that optimisation
marginalisation. Table 8: A number of mocks showing the difference in $H_0$ for different models based on between 300+ mock realisations of the forecasted DESI data.

for each realisation of the mock data takes time, so we will show the results of particular realisations, thereby providing a “before and after” snapshot of the errors, once again with the focus on $H_0$. This exercise has been performed in various works, in particular [19], where it was noted that marginalisation does not necessarily increase the errors. It has also been shown in [25] that the distribution of the hyperparameters is not strongly peaked and for this reason marginalisation does not change the errors.

From our end, the observations in [19,25] should be enough, but we independently verify it through the mocks in Table 8. The first realisation represents the real data in Figure 2, so our numbers are easily reproduced. Note that the confidence intervals for $\sigma_f$ and $\ell_f$ are shifted to slightly higher values relative to their optimised counterparts. This is due to the lopsided nature of the distribution, an example of which we present in Figure 6. As a result, the mean, 16$^{\text{th}}$ and 84$^{\text{th}}$ percentile confidence intervals are slightly to the right relative to the peak. This explains the slight conflict between the hyperparameters in Table 8. As noted in [25], there also appears to be a trend whereby the central value of $H_0$ decreases and the errors increase slightly.  

| Mock | Optimisation | Marginalisation |
|------|-------------|----------------|
|      | $H_0$ (km/s/Mpc) | $\sigma_f$ | $\ell_f$ | $H_0$ (km/s/Mpc) | $\sigma_f$ | $\ell_f$ |
| 1    | 67.63$^{+3.35}_{-3.40}$ | 175.57 | 2.71 | 65.48$^{+3.69}_{-3.46}$ | 425.65$^{+516.64}_{-210.51}$ | 5.43$^{+4.61}_{-2.31}$ |
| 2    | 75.52$^{+3.41}_{-3.41}$ | 244.30 | 2.92 | 74.94$^{+3.48}_{-3.41}$ | 491.97$^{+520.84}_{-226.39}$ | 4.28$^{+2.26}_{-1.35}$ |
| 3    | 73.28$^{+3.80}_{-3.80}$ | 173.56 | 2.12 | 71.59$^{+4.06}_{-3.79}$ | 318.24$^{+356.51}_{-133.79}$ | 3.19$^{+2.19}_{-1.08}$ |
| 4    | 72.94$^{+3.47}_{-3.50}$ | 244.88 | 2.74 | 72.17$^{+3.49}_{-3.43}$ | 449.83$^{+480.92}_{-205.05}$ | 4.07$^{+2.18}_{-1.33}$ |
| 5    | 66.26$^{+3.15}_{-3.14}$ | 261.68 | 4.12 | 65.20$^{+3.34}_{-3.26}$ | 595.51$^{+598.91}_{-285.24}$ | 7.16$^{+4.38}_{-2.82}$ |

Table 8: A number of mocks showing the difference in $H_0$, $\sigma_f$ and $\ell_f$ for optimisation versus marginalisation.

Overall, we find no evidence to suggest that marginalisation can increase the size of the errors. At least for the dataset under study, and the related mocks, it seems that optimisation performs quite well and marginalisation adds little more. This may have been anticipated given results in the literature [19].

\[13\] We thank Fabrizio Renzi for bringing this to our awareness.
5 Mapping GP to Taylor

As we saw in the previous section, GP can produce tighter errors on $H_0$ than the CPL model. Naively, this contradicts the “model independence” of GP and hints at the fact that the kernels employed may be somehow limiting the parameter space of the CPL model. In this section, we attempt to substantiate this idea by mapping the GP analysis back into the language of the Taylor expansion. This has the advantage that at least in the Taylor expansion, one can make a clear statement regarding the relations among the parameters imposed by models and which models can be accommodated in the framework. On the contrary, when one works directly with the data and makes assumptions about correlations, the implications for models are never clear. One is essentially blind to the consequences.

To begin, let us recall that the typical output of a GP reconstruction is a confidence interval. As is clear from Figure 3 it is easy to convert an MCMC chain into a confidence interval in more or less the same way done with GP. This provides a way to visually compare the confidence intervals. However, here we will do the reverse and map the GP back into the Taylor expansion. At first sight there appears to be no obvious connection, but given that GP returns a mean and a covariance matrix, we are able to generate a large number of configurations, essentially parametrising curves, and map them back into the parameters of the Taylor expansion. Since the Taylor expansion’s regime of validity is limited, this means we will have to employ GP over a shorter redshift range than in usual applications.

GP is essentially a data smoothing technique, so we can expect the curves one draws from the mean and covariance to be within the scope of a Taylor expansion provided it can track models to an appropriate precision. To make this discussion more concrete, let us fix

Figure 6: The distribution of the hyperparameters $(\sigma_f, \ell_f)$ for the real data in Figure 2.
\( z_{\text{max}} = 0.8 \), which ensures that our \( n = 3 \) Taylor expansion accurately recovers a class of models to within 1%. Since the Taylor expansion is well-defined in the vicinity of flat \( \Lambda \text{CDM} \) with canonical values, we will mock up data largely in the vicinity of \((H_0, \Omega_{m0}) = (70, 0.3)\). Once again, we stress that the (truncated) Taylor expansion is *not* model independent, but simply describes a class of models. Let us also work with the original data below the cut-off redshift. To extract information from the GP, we choose the Gaussian kernel, which is the most constraining, minimise the likelihood (2.9) and extract \( \sigma_f, l_f \). This allows us to reconstruct the mean and the covariance matrix. We choose to do this at 100 data points in the range \( 0 \leq z \leq 0.8 \), so we have a \( 100 \times 100 \) covariance matrix. Finally, we generate 10,000 random configurations and for each one we fit the \( n = 3 \) Taylor expansion. This leads to an array of \((H_0, h_1, h_2, h_3)\).

\[
\begin{array}{c|c|c|c}
\text{Kernel} & H_0 & h_1 & h_2 \\
\hline
\text{Taylor} & \text{Green} & \text{Gray} & \text{Red} \\
(\nu = 3/2) & \text{Blue} & \text{Purple} & \text{Orange} \\
(\nu = 5/2) & & & \\
(\nu = \infty) & & & \\
\end{array}
\]

Figure 7: Comparison between Taylor expansion and GP in the parameter space of the Taylor expansion.

Since we are looking at a large number of configurations, one may worry that any random curve from the GP may not be well approximated by the Taylor expansion. To this end, we can define an analogous sum to (2.4), but now we are comparing the best-fit Taylor expansion against the mean of the GP for a given configuration. We accept this best-fit provided the summed error is less than the sum corresponding to a 1% error at each redshift for the GP reconstruction.\(^{14}\) This ensures that our Taylor expansion is following the GP curve. The comparison between the Taylor and GP in the parameter space of the Taylor expansion is shown in Figure 7. For comparison, we also plotted the parameter space of the \( \nu = 3/2 \) and \( \nu = 5/2 \) kernels.

Let us put Figure 7 in proper context. Previously, we had established that GP performs better than Taylor in producing \( H_0 \) with a lower error. This is a statement at \( z = 0 \), and Figure 7 extends this comparison over a finite range of redshifts up to \( z_{\text{max}} = 0.8 \), where we have confidence in the Taylor expansion. This allows us to see the correlations between \( H_0 \) and the sub-leading in \( z \) parameters in the Taylor expansion. Consistent with Figure 5, we

\(^{14}\)Only for the \( \nu = 3/2 \) kernel did we need to relax the error to 1%. For the higher order kernels 0.1\% worked well.
see that correlations are being suppressed by the kernels with higher \( \nu \). In particular, the tilt of the confidence ellipses is being affected and this can be directly traced to the underlying GP assumption that the correlations fall off exponentially.

Figure 8: Mappings of the GP, \( w_{\text{CDM}} \) and CPL model into the \( n = 3 \) Taylor series parameter space.

Now, the reader is right to complain that Figure 7 is not a fair comparison, as we have to restrict GP to the Taylor expansion’s regime of validity and GP can be applied at higher redshifts. In other words, we have deliberately set up a comparison that does not play to the strengths of GP. Here, we will make amends and return to the puzzle in the last section, namely the question why does GP, a “model independent” technique, underestimate errors in \( H_0 \) relative to the CPL model? As we have seen, future DESI data is not expected to change this conclusion. As mentioned CPL is a Taylor expansion in the dark energy equation of state (B.2). As such, at least at low redshift, it is generic, and it can cover a large class of dynamical dark energy models. For this reason, one can expect some of our observations above to transfer wholesale over to the CPL model.

To make the comparison fair, we fix the data to the original data and fit both \( w_{\text{CDM}} \) and CPL through MCMC over the entire redshift range. In tandem, we perform a GP reconstruction using the Gaussian kernel, since the other preferred kernels, namely \( \nu = 7/2 \) and \( \nu = 9/2 \), perform similarly well [19]. Now, while we would struggle to map curves from either of these techniques back into a Taylor expansion in \( z \), essentially because Taylor expansion makes little sense beyond the radius of convergence \( |z| = 1 \), we can map the low redshift region of the curves back into the Taylor expansion. In other words, we can use the Taylor expansion in its regime of validity as a setting to compare the CPL model and the GP reconstruction. This is an honest and meaningful comparison.

However, as is evident from Figure 8 in the parameter space of the Taylor expansion, the confidence intervals, in particular the 2\( \sigma \) intervals are larger. This means that the GP is not capturing all the parameter space of the CPL model, but some subset. Moreover, it is clear that this subset encompasses the \( w_{\text{CDM}} \) model. Interestingly, for the real data, despite the correlations being visibly different, when projected onto the \( H_0 \) axis, we see that the difference in \( H_0 \) for this realisation is negligible. That being said, it should be clear from
Tables 4, 6 and 7 that over a larger number of mocks that the errors in $H_0$ in the CPL model exceed the errors in $H_0$ from GP. Now, since $H_0$ is just the projection of the correlations across $(H_0, h_1, h_2, h_3)$ onto the the $H_0$ axis, it should be evident to the reader that there will also be a considerable difference in the correlations.

![Figure 9: Comparison between the CPL model and GP in the Taylor expansions parameter space. Here, we mocked the data up on the CPL model.](image)

To put this beyond doubt, we can mock up the data on a CPL model, which we choose to be $(H_0, \Omega_{m0}, w_0, w_a) = (70, 0.3, -1.1, 0.1)$. We will repeat the same steps as before and map the configurations back into the Taylor expansion at low redshift. The result is shown in Figure 9. Evidently, the GP only covers a portion of the CPL parameter space in the low redshift region described by the Taylor expansion. Note, this is also the region where one determines $H_0$. Thus, the picture that is emerging is that GP can struggle to properly sample the parameter space of specific models, and as a result produce lower errors. Note, GP itself is not at fault, but the kernel assumptions appear too strong.

6 Concluding remarks

In the cosmology literature one finds no shortage of papers discussing “model independence”. The point of this paper is that a complete model independence in precision cosmology, and particularly with the Hubble tension, may be a mirage. As is clear from the Taylor expansion in section 2, any technique that is transparent in covering a sufficiently large class of models is expected to lead to large errors for cosmological parameters.\footnote{See [45] for a “model independent” $H_0$ determination with errors that raise few suspicions.} This undermines its utility. In contrast to Taylor expansion, which is analytic, one has a host of other data reconstruction techniques that carry the label “model independent”, and GP is just one example. Often the implications for the space of cosmological models is unclear. Indeed, it can be difficult to compare and this problem motivates our work.

Thus, the main thrust of this work was to benchmark GP against a (more) “model independence”
independent” technique, Taylor expansion, where the underlying model assumptions were clearer. We made a number of observations:

- Taylor expansion is safest performed within its radius of convergence - here \( |z| = 1 \) \[9\] - and this ensures higher order terms in the expansion improve the approximation to the exact model. Thus, expansions in \( z \) beyond \( z = 1 \) are dubious.

- Taylor expansion is only model independent in the immediate vicinity of the redshift \( z = z_0 \) around which one is expanding. Away from \( z = z_0 \), Taylor expansion describes a class of models and it is imperative to check this is not the null set.

- Neglecting the \( \nu = 1/2 \) Matérn kernel, GP typically leads to smaller errors than Taylor expansions that cover flat \( \Lambda \)CDM to 1% precision. Moreover, there is a definite trend where the error in \( H_0 \) decreases with increasing \( \nu \). It can be shown that this is related to the fall off in correlations.

- As our analysis and discussions reveal, the GP kernel dominates the original covariance matrix and this introduces model dependence. This model dependence appears through a restriction in the correlations of the parameters, rather than usual model dependence, i.e. imposing relations among parameters. This model dependence especially shows up in the reduction of the errors on the value of parameters determined through GP analysis of the data.

- One can map GP back into the Taylor expansion in its range of validity to confirm that the parameter space explored by GP is smaller. Moreover, by mapping the CPL model into the Taylor expansion, one can show that GP covers the \( w \)CDM parameter space, but fails to cover the entire CPL parameter space.

There is a big picture here. In recent years, we have witnessed a number of papers, e.g. [23–29], where GP is employed to infer \( H_0 \) in a “model independent” way. One often ends up with percent level [25,28,29], or on occasion, even sub percent level determinations [26]. Bearing in mind that local determinations of \( H_0 \) are themselves independent of cosmological models, one faces a conflict, which, taken at face value, can only be resolved either by systematics in the data\[16\], or by revisiting the FLRW cosmology framework.\[17\] However, before resorting to systematics or the other drastic conclusion of a departure from FLRW cosmology, there is another simple resolution that should not be overlooked.

The currently used GP kernels, in particular the Matérn class with \( \nu \geq 5/2 \), while seemingly sufficient to generalise flat \( \Lambda \)CDM, may be a problem. As we have shown, these kernels suppress correlations among different parameters in a (truncated) Taylor expansion, and as a result, one may be confined to a reduced parameter space in a given model. Concretely,

---

\[16\] Attempts have been made to incorporate CC systematics in the analysis, e.g. [25,26].

\[17\] Note that this does not rely on Einstein field equations, or Friedmann equations, and is only based on the isotropy and homogeneity of the FLRW spacetime. So, it is true for any modified gravity too.
we have shown that this is the case for the CPL model, which itself should be viewed as a Taylor expansion in dark energy EoS, and thus, it represents the generic behaviour for a dynamical dark energy model at low redshift. The pertinent question our work raises is to what extent are the simplest GP kernels precluding dynamical dark energy? In other words, should more general kernels\(^\text{18}\) be considered, and if so, what are the implications for \(H_0\)?

Finally, it is worth asking whether one can have faith in “model independent” determinations of \(H_0\) within a cosmological framework? We have seen a difference in the errors between Taylor expansion and GP. Furthermore, even within the confines of a set technique, one can reduce the errors by increasing the range of the Taylor expansion or using a GP kernel that restricts correlations more. This introduces a degree of arbitrariness that is difficult to ignore. Ultimately, while Hubble tension is a mismatch between two numbers\(^\text{19}\), it is also a more general narrative about the errors and great care is required to make sure that they are not underestimated.
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**A Matérn Covariance Functions**

For \(\nu = p + \frac{1}{2}, p \in \mathbb{N}^+\), the Matérn covariance matrix can be written as a product of an exponential and a polynomial of order \(p\). Here we record some simplified expressions:

\[
K_{1/2}(z, \tilde{z}) = \sigma_f^2 \exp\left(-\frac{|z - \tilde{z}|}{\ell_f}\right),
\]

\[
K_{3/2}(z, \tilde{z}) = \sigma_f^2 \exp\left(-\frac{\sqrt{3}|z - \tilde{z}|}{\ell_f}\right) \left(1 + \frac{\sqrt{3}|z - \tilde{z}|}{\ell_f}\right),
\]

\[
K_{5/2}(z, \tilde{z}) = \sigma_f^2 \exp\left(-\frac{\sqrt{5}|z - \tilde{z}|}{\ell_f}\right) \left(1 + \frac{\sqrt{5}|z - \tilde{z}|}{\ell_f} + \frac{5(z - \tilde{z})^2}{3\ell_f^2}\right).
\]

\(^\text{18}\)The Matérn class kernels have two parameters, a normalization \(\sigma_f\) and a width (length scale) \(\ell_f\). One may however consider GP covariance function with two length scales. We thank Chris Clarkson for a discussion on this.

\(^\text{19}\)However, see [1] where it is predicted that Hubble tension, if cosmological in origin, will lead to additional \(H_0\) determinations.
\[ K_{7/2}(z, \tilde{z}) = \sigma_f^2 \exp \left( -\frac{\sqrt{7}|z - \tilde{z}|}{\ell_f} \right) \left( 1 + \frac{\sqrt{7}|z - \tilde{z}|}{\ell_f} + \frac{14(z - \tilde{z})^2}{5\ell_f^2} + \frac{7\sqrt{7}|z - \tilde{z}|^3}{15\ell_f^3} \right), \]

\[ K_{9/2}(z, \tilde{z}) = \sigma_f^2 \exp \left( -\frac{3|z - \tilde{z}|}{\ell_f} \right) \times \left( 1 + \frac{3|z - \tilde{z}|}{\ell_f} + \frac{27(z - \tilde{z})^2}{7\ell_f^2} + \frac{18|z - \tilde{z}|^3}{7\ell_f^3} + \frac{27(z - \tilde{z})^4}{35\ell_f^4} \right). \]  

(A.1)

B Turning points in \( H(z) \) in CPL model

One imagines that turning points in \( H(z) \) arise when one is far from flat ΛCDM. To get an idea of how exotic a scenario this may be, it is instructive to consider the CPL model. Recall from the Friedmann equations that

\[ (1 + z)HH'(z) = \frac{1}{2} \sum_i (\rho_i + p_i) = \frac{1}{2} \sum_i (1 + w_i) \rho_i, \]  

(B.1)

where the subscript denotes a sum over sectors and we have set \( M_{pl} = 1 \) for simplicity. This means that a turning point, \( H'(z) = 0 \), is possible provided \( \sum_i (1 + w_i) \rho_i = 0 \).

Let us specialise to the CPL model which is a dynamical dark energy model with \( w(z) = w_0 + w_a \frac{z}{1+z} \),

(B.2)

and hence with (dark) matter with relative density \( \Omega_{m0} \), (1.2) takes the form,

\[ E(z) = H(z)/H_0 = \sqrt{\Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})(1 + z)^3(1 + w_0 + w_a)e^{-3w_a z/(1+z)}}, \]

(B.3)

\[ = 1 + \frac{3}{2} (1 + w_0(1 - \Omega_{m0})) z \]

\[ + \frac{3}{4} \left[ 1 + 2(1 - \Omega_{m0})(2w_0 + 3w_0^2 + w_a) - 3w_0^2(1 - \Omega_{m0})^2 \right] z^2 + O(z^3). \]

Observations seem to require \( H' > 0 \) (absence of turning points), implying \( 1 + w_0(1 - \Omega_{m0}) > 0 \). Note, this is just the statement that \( (1 + q_0) > 0 \) and this avoids a turning point in the vicinity of \( z = 0 \). Moreover, observations have now established a positive acceleration, \( q_0 < 0 \) and hence \( 1 + 3w_0(1 - \Omega_{m0}) < 0 \),

(B.4)

which is the range of CPL parameter space that we have explored. The key point here is that one needs quite a negative \( w_0 \) to get a turning point. This is not favoured by any dataset. Also, requiring that \( H(z) \) at large \( z \) is dominated by the matter, \( H(z) \sim z^{3/2} \), necessarily implies the weak condition \( w_0 + w_a < 0 \).
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