Further Evidence of Modified Spin-down in Sun-like Stars: Pileups in the Temperature–Period Distribution
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Abstract

We combine stellar surface rotation periods determined from NASA’s Kepler mission with spectroscopic temperatures to demonstrate the existence of pileups at the long-period and short-period edges of the temperature–period distribution for main-sequence stars with temperatures exceeding \( \sim 5500 \) K. The long-period pileup is well described by a curve of constant Rossby number, with a critical value of \( \mathrm{Ro}_{\text{crit}} < \mathrm{Ro}_{\text{c}} \). The long-period pileup was predicted by van Saders et al. as a consequence of weakened magnetic braking, in which wind-driven angular momentum losses cease once stars reach a critical Rossby number. Stars in the long-period pileup are found to have a wide range of ages (\( \sim 2–6 \) Gyr), meaning that, along the pileup, rotation period is strongly predictive of a star’s surface temperature but weakly predictive of its age. The short-period pileup, which is also well described by a curve of constant Rossby number, is not a prediction of the weakened magnetic braking hypothesis but may instead be related to a phase of slowed surface spin-down due to core-envelope coupling. The same mechanism was proposed by Curtis et al. to explain the overlapping rotation sequences of low-mass members of differently aged open clusters. The relative dearth of stars with intermediate rotation periods between the short- and long-period pileups is also well described by a curve of constant Rossby number, which aligns with the period gap initially discovered by McQuillan et al. in M-type stars. These observations provide further support for the hypothesis that the period gap is due to stellar astrophysics, rather than a nonuniform star formation history in the Kepler field.

Unified Astronomy Thesaurus concepts: Stellar rotation (1629); Solar analogs (1941); Stellar evolution (1599); Stellar magnetic fields (1610); Stellar winds (1636)

1. Introduction

Solar-type and low-mass stars (\( M \lesssim 1.3 \, M_\odot \)) lose mass and angular momentum through magnetized winds (Parker 1958; Weber & Davis 1967; Mestel 1968; Kawaler 1988). Consequently, stellar rotation rates are observed to decline with age. Skumanich (1972) presented the first attempt to calibrate this age-rotation relationship using the rotation periods of Sun-like stars in open clusters with independently determined ages, finding a \( P_{\text{rot}} \propto t^{1/2} \) scaling, where \( t \) is stellar age. In the intervening decades, observational determinations of stellar rotation periods among open cluster members revealed how stellar spin rates evolve in more detail, leading to the calibration of the so-called gyrochronology method (Barnes 2003, 2007; Mamajek & Hillenbrand 2008; Meibom et al. 2009; Barnes 2010; Angus et al. 2019).

The arrival of continuous, high-precision, long-baseline photometry from NASA’s Kepler space telescope (Borucki et al. 2010) provided a watershed moment for stellar rotation studies, yielding period detections for tens of thousands of stars (e.g., Reinhold et al. 2013; McQuillan et al. 2014; Santos et al. 2021) and allowing for gyrochronology to be extended to older ages (e.g., Meibom et al. 2011, 2015). NASA’s subsequent K2 (Howell et al. 2014) and TESS (Ricker et al. 2015) missions propelled the field of stellar rotation further still, providing an exquisitely detailed picture of how spin rates evolve for stars with a broad range of masses and ages in stellar associations (e.g., Douglas et al. 2016; Rebull et al. 2016; Douglas et al. 2017; Rebull et al. 2017, 2018; Curtis et al. 2019a, 2019b; Douglas et al. 2019; Curtis et al. 2020; Rebull et al. 2020). New and evermore precise data is becoming available at a rate that is outpacing efforts to recalibrate gyrochronology, which is necessary to capture the complex relationship between a star’s spin and its age.

For example, efforts to calibrate gyrochronology relations using Kepler asteroseismic targets revealed tension with relations calibrated to open clusters and found that rotation periods could not be described by a single power-law relation with age (Angus et al. 2015). This tension, at least in part, is due to the fact that standard gyrochronology models are unable to account for the anomalously rapid rotation rates of stars older than the Sun, leading to the suggestion that stars with Rossby numbers of \( \mathrm{Ro} \gtrsim \mathrm{Ro}_{\text{c}} \) experience a phase of weakened magnetic braking (WMB; van Saders et al. 2016).

Forward modeling simulations of the observed Kepler rotation period distribution also provided support for the WMB hypothesis over standard spin-down models, in that WMB models are better able to match the observed long-period edge (van Saders et al. 2019, hereafter vS19). Those authors also predicted a pileup of stars along the long-period edge, which they hypothesized could not be seen in the McQuillan et al. (2014) sample (hereafter MMA14) due to large errors on
Figure 1. The $T_{\text{eff}}$-$P_{\text{rot}}$ plane using rotation periods from MMA14 or, in the case of the CKS sample, McQuillan et al. (2013b) applied an identical analysis to Kepler objects of interest (KOIs), with $T_{\text{eff}}$ originating from the source denoted at top. The MMA14 $T_{\text{eff}}$ values originate from the Kepler Input Catalog (KIC; Brown et al. 2011) or Dressing & Charbonneau (2013) for low-mass stars. The orange point in each panel indicates the Sun’s equatorial rotation period, with the error bar capturing the range of periods measured from the activity belts. Many of the stars above the long-period pileup are subgiants that have experienced spin-down due to expansion off the main sequence, as pointed out in vS19.

$T_{\text{eff}}$ in the revised Kepler Input Catalog (KIC; Huber et al. 2014). While vS19 favored the WMB hypothesis to explain observations, those authors were also careful to point out that a long-period edge can be caused by detection biases, as stars with longer rotation periods (and larger Rossby numbers) have smaller amplitude variations, which pose more difficulty to period-detection algorithms.

More recently, Hall et al. (2021), hereafter H21, used the asteroseismic rotation rates of Kepler dwarfs, with different selection and detection biases\(^5\) from the vS19 study and the present work, to argue support for the WMB model. Masuda et al. (2022), hereafter MPH21, also found support for the WMB hypothesis from inference of the rotation period distribution of Sun-like stars using stellar radii and projected rotational velocities. While the physics responsible for the weakened magnetic braking of solar-type stars is unknown, one hypothesis is that the declining efficiency of wind-driven angular momentum loss is connected to the magnetic field complexity, which may vary with Rossby number (e.g., Réville et al. 2015; Garrafio et al. 2016; Metcalfe et al. 2016; van Saders et al. 2016; Metcalfe et al. 2019).

Here we examine the rotation period distribution of stars observed by Kepler, leveraging the recent release of precise spectroscopic parameters from large-scale surveys, to demonstrate the existence of pileups at the long- and short-period edges of the $T_{\text{eff}}$-$P_{\text{rot}}$ distribution of solar-type stars. We discuss our sample in Section 2, describe the steps of our analysis in Section 3, discuss some implications of these results in Section 4, and present our conclusions in Section 5.

### 2. Sample Selection

Below, we describe the samples utilized in this work. All stars characterized here were targets of NASA’s Kepler mission (Borucki et al. 2010) and have published rotation periods derived from the Kepler data. For each subsample of the Kepler field described below, we combined published rotation periods from a variety of literature sources with spectroscopic parameters provided by large-scale surveys (Figure 1).

\(^5\) Only 48/91 stars in the H21 sample had rotation periods that were also detected from rotational brightness modulations.

### 2.1. California–Kepler Survey

The California–Kepler Survey (CKS) acquired high-resolution spectroscopy for 1305 Kepler planet host stars (Petigura et al. 2017). CKS spectra were acquired with the Keck/HIRES spectrograph (Vogt et al. 1994) and spectroscopic parameters were determined by averaging parameters from the SpecMatch pipeline (Petigura 2015) and SME@XSEDE, a Python implementation of the Spectroscopy Made Easy pipeline (Valenti & Piskunov 1996). The internal (relative) errors on $T_{\text{eff}}$ from the CKS catalog are estimated at ±60 K, with systematic errors of ±100 K estimated from comparison to other catalogs (see Table 7 of Petigura et al. 2017). The metallicity distribution of the CKS sample is centered near solar, with a mean and standard deviation of +0.03 dex and 0.18 dex, respectively.

We compiled rotation periods for these stars from a variety of literature sources, including McQuillan et al. (2013b), Mazeh et al. (2015), and Angus et al. (2018). For each star in the sample we then visually inspected the Kepler light curve folded on all available literature periods, as well as the first harmonics and subharmonics of those periods, and recorded our preferred period along with a reliability flag. Our procedure is explained in detail in Section 2.1 of David et al. (2021), and rotation period vetting sheets for each KOI are publicly available through Zenodo.\(^6\) The vast majority of stars in the CKS sample host small planets ($R_p < 4 R_{\oplus}$) and as such it is not expected that the host stars have experienced tidal spin-up from the planets.

In addition to the original CKS catalog, we also cross matched our sample with the catalogs of Brewer & Fischer (2018) and Martinez et al. (2019), both of which presented spectroscopic parameters for CKS stars based on independent analysis of the same spectra. The Brewer & Fischer (2018) study, referred to here as SPOCS, also published elemental abundances and ages from isochrone fitting for the CKS sample. We additionally cross matched the CKS catalog with the LAMOST DR5 catalog (Xiang et al. 2019), which is described further in Section 2.2. We compare the $T_{\text{eff}}$-$P_{\text{rot}}$ distributions of the CKS sample using $T_{\text{eff}}$ and rotation periods from a variety of sources in Appendix A.

\(^6\) https://doi.org/10.5281/zenodo.4645437

2.2. LAMOST

The LAMOST project derived homogeneous spectroscopic parameters from low-resolution ($R \sim 1800$) LAMOST DR5 spectra for approximately 40% of the Kepler field (Zong et al. 2018; Xiang et al. 2019). A description of the LAMOST–Kepler field observations is provided in De Cat et al. (2015). The Xiang et al. (2019) catalog derived stellar parameters using the DD-Payne pipeline, which builds on the method of Ting et al. (2017) by incorporating elements of the Cannon (Ness et al. 2015) and uses the overlap with GALAH DR2 and APOGEE DR14 as training data. We cross matched the LAMOST DR5 stellar parameter catalog of Xiang et al. (2019) with the MMA14 catalog, which published rotation periods for $>34,000$ Kepler targets, as well as the Santos et al. (2021) catalog (hereafter S21), which provides rotation periods for $>55,000$ FGKM stars observed by Kepler.

We matched 10,844 LAMOST targets to 10,550 unique Kepler IDs in MMA14, resulting in a sample with well-determined $P_{\text{rot}}$ and spectroscopic $T_{\text{eff}}$ (having a median error of 24 K). For the Kepler sources with duplicate cross-matched LAMOST sources we kept the source with a brighter Gaia DR2 $G$ magnitude. In the S21 sample we found 54,982 unique cross-matched sources in LAMOST, of which 18990 have published temperatures and rotation periods. The metallicity distribution of the LAMOST–McQuillan sample is centered near solar, with a mean and standard deviation of $-0.1$ dex and 0.26 dex, respectively. There is negligible overlap (three stars) between our LAMOST–McQuillan sample and the CKS sample since MMA14 did not publish rotation periods for KOIs, which were the targets of the CKS project. Rotation periods for KOIs are instead published in McQuillan et al. (2013b), as discussed in Section 2.1. Visualizations of the LAMOST–McQuillan and LAMOST–Santos samples are shown in Figure 2.

2.3. APOGEE

The Apache Point Observatory Galactic Evolution Experiment (APOGEE; Majewski et al. 2017) is a large-scale, high-resolution ($R \sim 22,500$) stellar spectroscopic survey conducted at the $H$ band as part of the Sloan Digital Sky Survey (SDSS-IV; Blanton et al. 2017). The spectroscopic analysis pipeline for SDSS DR16 is described in Jónsson et al. (2020). We used Gaia DR2 source IDs (Gaia Collaboration et al. 2016, 2018) to cross match Megan Bedell’s Gaia–Kepler catalog with the APOGEE DR16 catalog (Ahumada et al. 2020). Kepler IDs were then used to cross match this table with the MMA14 catalog. While the current overlap between Kepler targets and APOGEE is small compared to the LAMOST catalog, APOGEE DR17 will contain more dwarf stars and provide a better resource for studies such as ours. The focus of this work are overdensities in the $T_{\text{eff}}-P_{\text{rot}}$ plane, and as these appear to be less prominent when using APOGEE DR16 temperatures (Figure 1) we conclude that LAMOST and CKS provide more precise estimates of $T_{\text{eff}}$ and do not analyze the APOGEE sample further.

2.4. The Sun

To place the Sun in the context of the long-period pileup, we use up-to-date estimates of the Sun’s effective temperature, color, rotation period, and age. Following the IAU 2015 Resolution B3 (Prša et al. 2016), we take the nominal effective temperature of the Sun to be $T_{\text{eff},\odot} = 5772$ K. For the color and apparent magnitude of the Sun in the Gaia bandpasses we
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Figure 2. Two-dimensional histograms indicating the number of Kepler target stars in the $T_{\text{eff}}-P_{\text{rot}}$ plane for the LAMOST–McQuillan sample (top row) and the LAMOST–Santos sample (bottom row). The effects of a simple cut in $\log g$ to separate subgiants and dwarfs are shown in the middle and right columns. In each panel the Sun is indicated by the orange point, with an error bar reflecting the range of periods measured from the activity belts. The long-period pileup for dwarf stars is clearly seen to extend to the solar temperature. The short-period pileup is clearer in the smaller LAMOST catalog detected more stars at longer periods. The secondary overdensity observed in the subgiant samples, most visible in the bottom center panel, appears to be at twice the period of the primary overdensity, potentially due to erroneously determined rotation periods.
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https://gaia-kepler.fun/
adopt $G_{\text{HP}} - G_{\text{RP}} = 0.818$ mag and $G = -26.895$ mag (Casagrande & VandenBerg 2018). For the solar rotation period we adopt the equatorial rotation period of $P_{\text{rot}} \approx 25.4$ days. While helioseismic differential rotation studies have inferred rotation periods of up to $\approx 36$ days near the poles (Thompson et al. 2003, and references therein), sunspots are rarely observed outside the activity belts, roughly $\pm 30^\circ$ from the equator (Hathaway 2015, and references therein). We therefore adopt 27 days as an approximate upper limit to the rotation period of the Sun, as it would be observed by Kepler through rotational brightness modulations. The age of the Sun is assumed to be 4.567 Gyr from Pb-Pb dating of calcium-aluminum inclusions and chondrules recovered from primitive meteorites (Bahcall et al. 1995, and references therein).

3. Analysis

3.1. Initial Observations

We first noted a pileup of stars along the long-period edge for stars with $T_{\text{eff}} > 5800$ K when examining the $T_{\text{eff}}-P_{\text{rot}}$ plane for the CKS sample, using the CKS $T_{\text{eff}}$ values and the vetted rotation period compilation from David et al. (2021). The pileup in that sample is visible even when sourcing $P_{\text{rot}}$ uniformly from McQuillan et al. (2013b), as shown in the rightmost panel of Figure 1. Sourcing rotation periods from Mazeh et al. (2015), Angus et al. (2018), and S21 revealed that this pileup is still apparent when adopting periods uniformly from other catalogs as well (see Appendix A). It is thus the $T_{\text{eff}}$ precision afforded by spectroscopic catalogs that reveal the long-period pileup. In Appendix C, we demonstrate that it is possible to recover the long-period pileup in the color–period plane using high-precision photometry from the Gaia mission (Gaia Collaboration et al. 2016) and selecting stars with minimal interstellar reddening.

Comparing the long-period pileup to rotation period sequences from open clusters can provide insight into the ages of stars on the pileup. The long-period pileup is close to the empirical hybrid cluster sequence derived by Curtis et al. (2020), hereafter C20, from members of the NGC 6819 (age $\sim 2.5$ Gyr) and Ruprecht 147 (age $\sim 2.7$ Gyr) open clusters (Figure 3). Notably, we use the color–$T_{\text{eff}}$ relation presented by those authors to recast the cluster sequences in terms of $T_{\text{eff}}$. The observation that the long-period pileup approximately corresponds with the $\sim 2.5$–2.7 Gyr cluster sequence implies that stars with $T_{\text{eff}} > 5500$ K have already piled up onto the edge by or before this timescale. Similarly, the long-period pileup clearly lies at longer periods than the empirical $\sim 1$ Gyr cluster sequence based on rotation rates in the NGC 6811 cluster (Curtis et al. 2019a, 2020), implying that it takes F-type stars > 1 Gyr to reach the long-period pileup. These observations are in accordance with predictions from the WMB model, which suggest the pileup forms on a timescale of 2–3 Gyr (van Saders et al. 2019). We show in Section 3.5 that stars along the pileup have a range of ages, with a lower bound that is consistent with $\sim 2$ Gyr.

A change in slope along the long-period edge is observed in both the CKS and LAMOST samples (Figure 4), with an inflection point corresponding closely to the Kraft break at $\approx 6250$ K, the point at which convective envelopes become vanishingly thin (Kraft 1967). A piecewise linear fit to the ridge in the CKS sample confirmed that the inflection point occurs at $T_{\text{eff}} = 6224 \pm 24$ K, where the uncertainty was estimated from Markov chain Monte Carlo (MCMC) sampling. This change in slope may be due to the fact that the convective turnover timescale, $\tau_{\text{c}}$, changes rapidly above 6250 K.

In the CKS sample, there also appears to be a clustering of stars above the ridge with $T_{\text{eff}} > 6100$ K (seen most clearly in Figure 4). This cluster of points has a similar slope in the $T_{\text{eff}}-P_{\text{rot}}$ plane as the long-period pileup, and does not reside on the harmonic of the ridgeline as one might expect if the periods were erroneously determined. A similar clustering of points is not observed in the LAMOST–McQuillan sample and is less pronounced or absent when substituting the CKS temperatures with $T_{\text{eff}}$ from either Brewer & Fischer (2018) or Martinez et al. (2019), two studies that independently derived spectroscopic
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8 We note that the vS19 models used in Section 3.3 are calibrated to the Sun’s equatorial rotation period of 25.4 days.
parameters from the CKS spectra. Further inspection of the stars in this cluster revealed that they have anomalously large $T_{\text{eff}}$ discrepancies between the CKS and SPOCS catalogs, such that the SPOCS temperatures shift the stars onto the long-period pileup. We conclude that the temperatures for these stars in the CKS catalog are too high by $\gtrsim 100$ K.

A secondary pileup at the short-period edge is also apparent, though less pronounced, in the $T_{\text{eff}}$–$P_{\text{rot}}$ distribution of the LAMOST–McQuillan sample. We verified through inspection that the secondary pileup does not lie along the $P_{\text{rot}}/2$ harmonic line of the long-period pileup (see Appendix D). As shown in the middle panel of Figure 3 and the top panel of Figure 5, this secondary pileup is seen most clearly through applying Gaussian kernel density estimation (KDE), which was performed with the seaborn package (Waskom et al. 2017). The short-period pileup is also apparent in the upper right panel of Figure 2, as well as scatter plots of the LAMOST–McQuillan sample, e.g., the second panel of Figure 1 and the bottom panels of Figures 7 and 8.

3.2. Constant Rossby Model

In the WMB model of van Saders et al. (2016, 2019), a star spins down until it reaches a critical Rossby number, at which point magnetic braking ceases. Since Rossby number is highly sensitive to temperature through its dependence on the convective turnover timescale ($\omega = P_{\text{rot}}/\tau_{\text{cx}}$, where $\tau_{\text{cx}}$ is the convective turnover timescale), this critical threshold corresponds to different rotation periods for stars of different $T_{\text{eff}}$, leading to a pileup in the $T_{\text{eff}}$–$P_{\text{rot}}$ plane. Using a small sample of Kepler targets with rotation periods determined from brightness modulations, van Saders et al. (2016) proposed this threshold happens at a critical Rossby number of $\omega_{\text{crit}} \approx \omega_\odot$.
Table 1: Results of Constant Rossby Model Fits

| Sample                          | $T_{\text{eff}}$ Range | $R_0$     | $f$      | $T_{\text{sys}}$ (K) |
|---------------------------------|-------------------------|-----------|----------|----------------------|
| Short-period Pileup             |                         |           |          |                      |
| LAMOST–McQuillan 10th $P_{\text{rot}}$ Pctl. | 4500–5800 K              | 0.37 ± 0.02 | 0.011 ± 0.009 | −46 ± 80             |
| Long-period Pileup              |                         |           |          |                      |
| LAMOST–McQuillan 90th $P_{\text{rot}}$ pctl. | 5800–6250 K              | 1.4 ± 0.1  | 0.019 ± 0.015  | −44 ± 43             |
| CKS (CKS $T_{\text{eff}}$)      | 5800–6250 K              | 1.77 ± 0.07 | 0.02 ± 0.01 | 70 ± 15              |
| CKS (SPOCS $T_{\text{eff}}$)    | 5800–6250 K              | 1.9 ± 0.1  | 0.12 ± 0.01 | 136 ± 23             |
| CKS (M10 $T_{\text{eff}}$)      | 5800–6250 K              | 1.6 ± 0.2  | 0.18 ± 0.02 | −21 ± 42             |
| Hall et al. (2021) main sequence | 5800–6250 K              | 1.9 ± 0.4  | 0.27 ± 0.05 | 29 ± 79              |

4000 and 7000 K and half widths of 100 K. The final long-period edge curve was then computed as the mean of the bootstrapped 90th percentile values. We found it was also necessary to omit stars with $R_0 > 5/3$ in this computation to match the long-period edge. We computed the 10th percentile curve and its uncertainty similarly, as an approximation to the lower boundary of the $T_{\text{eff}}$–$P_{\text{rot}}$ plane. We show these curves in relation to the full LAMOST–McQuillan sample and to constant Rossby models in Figure 5.

We performed an initial Levenberg–Marquardt nonlinear least-squares fit of a constant Rossby model to the long-period edge with the `curve_fit` function in the `scipy.optimize` class to optimize the following likelihood:

$$\ln p(y | T_{\text{eff}}, T_{\text{sys}}, \sigma, R_0, f) = -\frac{1}{2} \sum n \left( \frac{(y_n - P_{\text{rot}}(R_0, T_{\text{eff}} + T_{\text{sys}}))^2}{s_n^2} + \ln(2\pi s_n^2) \right),$$

where

$$s_n^2 = \sigma^2 + f^2 P_{\text{rot}}(R_0, T_{\text{eff}} + T_{\text{sys}})^2,$$

and $y_n$ is the value of a $P_{\text{rot}}$ percentile curve in the $n$th $T_{\text{eff}}$ bin. This is a Gaussian likelihood where the variance is underestimated by some fraction, $f$. Here $T_{\text{sys}}$ is a constant to allow for a systematic offset between the data and the models used to calibrate the $\tau_{cz}$ relation. This offset can equivalently be thought of as a correction to the data, or a correction to the model $T_{\text{eff}}$ scale. We performed MCMC sampling of this likelihood with the `emcee` package (Foreman-Mackey et al. 2013, 2019) to estimate the mean and uncertainty of the critical Rossby number that best matches the long-period edge in the range of $5000 \leq T_{\text{eff}} \leq 6250$ K. We instantiated 32 walkers around the least-squares solution and sampled for $10^3$ steps, adopting uniform priors on $R_0$, $f$, and $T_{\text{sys}}$ with ranges of $(0.1, 10)$, $(0, 10)$, and $(-1000, 1000)$ respectively. Convergence was assessed by ensuring the chain length was at least 100 times longer than the chain autocorrelation lengths for each parameter. A similar analysis was performed for the 10th percentile curve, restricted in the range of $4500 \leq T_{\text{eff}} \leq 5800$ K where a constant Rossby model provides a reasonable fit.

We additionally fit the CKS long-period pileup (using three different homogeneous $T_{\text{eff}}$ sources) and the H21 asteroseismic main-sequence sample, allowing for $T_{\text{eff}}$ offsets in each data set (Table 1). For the CKS pileup stars and the LAMOST–McQuillan percentile curves, we assumed constant fractional $P_{\text{rot}}$ uncertainties of 10%. To isolate the long-period pileup stars in the CKS sample, we selected a trapezoidal region using the condition $-0.0314 T_{\text{eff}} + 199.286 < P_{\text{rot}} < -0.0314 T_{\text{eff}} + 206.286$ (shown in Figure 4). We note that this selection is particular to the CKS $T_{\text{eff}}$ scale and is not general. For the CKS sample, we additionally required $\log g > 4$ and $5850 < T_{\text{eff}} < 6500$ K.

The constant Rossby model provides a reasonably good description of the LAMOST–McQuillan long-period edge in the $T_{\text{eff}}$ range of $\approx 5000–6250$ K, with fractional residuals $\lesssim 5\%$ over this range. Above and below this $T_{\text{eff}}$ range we see clear and significant divergence from the constant Rossby model, such that the model underpredicts periods of hotter stars and overpredicts periods of cooler stars, possibly because the cooler stars have not had enough time to evolve to the critical Rossby number associated with weakened magnetic braking (see Figure 6 in van Saders et al. 2019).

In some cases, our constant Rossby fit to the long-period pileup prefer Rossby numbers lower than the Sun’s, in contrast with vS19. We caution against overinterpreting the specific $R_{\text{crit}}$ values inferred here, and discuss our interpretations further in Section 4.2.

To further quantify the preference for $R_{\text{crit}} < R_0$, we performed nonlinear least-squares fits of two models to the CKS long-period pileup and the LAMOST–McQuillan 90th percentile curve (both in the $T_{\text{eff}}$ range of $5800–6250$ K). The first model assumes $R_{\text{crit}} = R_0$, and has one free parameter, a temperature offset added to the data. The second model assumes no temperature offset and allows $R_{\text{crit}}$ to vary ($R_{\text{crit}}$ being the only free parameter). The results of these fits are shown in Figure 6. We found that for the CKS sample, particularly when using the more precise temperatures from Fulton & Petigura (2018), that the $\Delta \chi^2$ between the $R_{\text{crit}} = R_0$ and variable $R_{\text{crit}}$ models was negligible. In other words, the $R_{\text{crit}} = R_0$ model fits the data well with a $T_{\text{eff}}$ shift of $\approx 70–140$ K depending on the $T_{\text{eff}}$ source used. For the LAMOST–McQuillan sample, there is weak support for the variable $R_{\text{crit}}$ model. However, as shown in Appendix B, there is a strong systematic trend not adequately captured by a constant offset (i.e., a $T_{\text{eff}}$-dependent $T_{\text{eff}}$ offset) in the LAMOST temperatures when compared to other spectroscopic catalogs (particularly SPOCS). Correcting for these systematic trends weakens the support for the variable $R_{\text{crit}}$ model, and we speculate that temperature systematics bias the $R_{\text{crit}}$ inference procedure.

### 3.3. Comparison with Theory

We compared the $T_{\text{eff}}$–$P_{\text{rot}}$ distribution of the CKS and LAMOST–McQuillan samples with the theoretical predictions of van Saders et al. (2019), which were updated for Hall et al. (2021) and utilized in that work. Those authors presented forward modeling simulations of the observed Kepler $P_{\text{rot}}$ distribution, including theoretical models of stellar angular
momentum evolution (for both the standard spin-down and WMB scenarios), a galactic population model, and a prescribed observational selection function. For this exercise we selected main-sequence stars from the simulations using an evolutionary state flag, defining main-sequence stars as those with a He core mass fraction $<0.0002$.\footnote{These models are packaged in the Zenodo repository at https://doi.org/10.5281/zenodo.6471539.} We did not apply a cut on Rossby number to the models to mimic a detection threshold, as one might expect if detectability is Ro-dependent. The issue of detection bias is discussed further in Section 4.1.

The theoretically predicted $T_{\text{eff}}$–$P_{\text{rot}}$ distributions of vS19 are shown in relation to the observations in Figure 7. Neither model satisfactorily matches the observations, though the WMB model more closely matches the long-period edge of F-type and early G-type stars. The specific WMB prescription of vS19 adopted a critical Rossby number of $R_{\text{crit}} = 2.08$ (using a different $\tau_{\text{c}}$ prescription than the one used here), leading to a pileup that is located at larger $P_{\text{rot}}$ values (at fixed $T_{\text{eff}}$) when compared to the observations, assuming no $T_{\text{eff}}$ offset between the models and the data. Figure 8 shows the same models in relation to the data with constant $T_{\text{eff}}$ offsets applied to the data, which are derived in Section 3.2. The $T_{\text{eff}}$ offsets lead to better agreement between the data and models, although the long-period pileup in the LAMOST–McQuillan sample appears to overlay the models only for $T_{\text{eff}} \gtrsim 6000$ K, possibly due to strong $T_{\text{eff}}$-dependent systematics in the LAMOST $T_{\text{eff}}$ scale (see Appendix B).

To quantify the degree of agreement between the theoretical models and the LAMOST–McQuillan observations we computed the 10th and 90th percentile $P_{\text{rot}}$ ranges of the standard and WMB models in overlapping $T_{\text{eff}}$ bins, analogous to how the upper and lower boundaries of the observed $P_{\text{rot}}$ distribution were found in Section 3.2. We computed the $\chi^2$ values between the observed upper edge and the 90th percentile ranges of the standard and WMB models, finding the WMB model is preferred with a $\Delta \chi^2 = 154$. Moreover, the WMB model better reproduces the slope of the observed long-period edge between 5300 and 6000 K (Figure 9).

While better agreement between the WMB model and observations might be achieved with stalling at a lower $R_{\text{crit}}$, it is also possible that there are systematic offsets in the $T_{\text{eff}}$ scales between the observations and models used in vS19, as well as differences in the computation of $T_{\text{crit}}$. We also note that, while the models were computed using a simulated Kepler stellar population and selection function, the actual observed population and selection function of the LAMOST–McQuillan may be slightly different.

Shifting the LAMOST $T_{\text{eff}}$ to higher values would bring the data into better agreement with the models, and in Appendix B we show the LAMOST $T_{\text{eff}}$ are $\sim 50–100$ K cooler than the other surveys considered here. In turn, it appears that the long-period edge for lower-mass stars would be at higher $P_{\text{rot}}$ than the models (i.e., the low-mass stars would be rotating more slowly than the model predictions). Such a discrepancy could result from different underlying populations between the models and the LAMOST–McQuillan sample, or a different normalization for the magnetic braking law. The models above employ a modified magnetic braking law that is scaled to match the rotation period of the Sun (see Equations (1) and (2) of van Saders & Pinsonneault (2013)), with a normalization factor of $f_k = 6.6$. A higher normalization factor would cause the low-mass stars to spin down more at fixed age.

Notably, both models fail to reproduce the observed short-period pileup, possibly due to the assumption of solid-body rotation in both models. At early times, Sun-like and low-mass stars are expected to have strong radial differential rotation due to their rapid collapse onto the main sequence. The core and envelope at these times are thus assumed to be decoupled. However, the core and envelope are expected to couple on timescales of a few tens of million years for Sun-like stars (Denissenkov et al. 2010; Gallet & Bouvier 2015; Lanzafame & Spada 2015) or hundreds of million years for low-mass stars (Gallet & Bouvier 2015; Lanzafame & Spada 2015; Somers & Pinsonneault 2016). When this happens, angular momentum can be transferred from the core to the envelope at a rate comparable to the rate at which angular momentum is lost via magnetized winds. Consequently, so-called two-zone models (MacGregor & Brenner 1991) spin more rapidly than solid-body rotators at the same age. This hypothesis is discussed further in Section 4.3.

### 3.4. Comparison with Literature Surveys

H21 determined rotation periods for 91 main-sequence, asteroseismic Kepler targets from rotational splitting of asteroseismic oscillation frequencies. We found that the distribution of the asteroseismic sample in the $T_{\text{eff}}$–$P_{\text{rot}}$ plane approximately matches the pileup we observe, although the H21 sample appears shifted slightly to either higher $P_{\text{rot}}$ or higher $T_{\text{eff}}$ values relative to the ridge in the LAMOST–McQuillan sample while such an offset is either absent or not as apparent relative to the CKS sample (Figure 10). Such an offset could be due to differing spectroscopic temperature
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$\Delta \chi^2$ values printed in each panel are computed as $\chi^2_{\text{data}} - \chi^2_{\text{model}}$, where $\chi^2_{\text{model}}$ is computed as $\sum (y_{\text{data}} - y_{\text{model}})^2 / \sigma^2$.
scales between the two studies, differing observational biases, or some combination of effects.

To assess the consistency of the $T_{\text{eff}}$ scales between catalogs, we cross matched the H21 sample with the LAMOST DR5 catalog and the CKS sample. We found an rms of the residuals between the H21 and LAMOST DR5 $T_{\text{eff}}$ measurements of 55 K, with a median offset of 41 K, such that the LAMOST $T_{\text{eff}}$ scale is cooler, on average (see Appendix B). Similarly, we found excellent agreement between the $T_{\text{eff}}$ scales of the CKS and H21 samples, with a median offset of 29 K (such that the CKS scale is hotter) and an rms of 41 K. These offsets are modest, and do not account for nonlinear systematics that may exist (particularly in the LAMOST $T_{\text{eff}}$).

MPH21 inferred the $P_{\text{rot}}$ distribution of 144 late-F/early G dwarfs in the Kepler field from precise stellar radii and spectroscopically determined $v \sin i$. As with the asteroseismic sample, we compared the CKS and LAMOST–McQuillan samples with the results of those authors. We find that the long-period pileup we observe appears to overlap with the MPH21 data, within the uncertainties of those authors. We therefore
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**Figure 7.** The $T_{\text{eff}}$–$P_{\text{rot}}$ plane for the CKS sample (top panels) and LAMOST sample (bottom panels) in comparison to the standard and WMB models (2D histograms) presented in vS19. Shown here are stars with $\log g > 4.1$. Rotation periods for the CKS sample here are sourced from the David et al. (2021) compilation. The black symbol in each panel indicates the position of the Sun.
consider it likely that the long-period pileup is the same feature, or an extension of the same feature, that was detected in the H21 and MPH21 studies.

### 3.5. Ages of Stars on the Long-period Pileup

The WMB model predicts that hotter stars pile up on the long-period edge at younger ages, producing an age gradient across the edge. In Figure 11 we show the \( T_{\text{eff}} \) age distributions of stars on the ridge using ages from the CKS (Fulton & Petigura 2018) and SPOCS (Brewer & Fischer 2018) catalogs, where we use the trapezoidal selection described in Section 3.2 to select stars on the long-period pileup. Both catalogs derive spectroscopic parameters from the CKS spectra, but use different pipelines for both the spectroscopic parameters and the isochrone fitting.

In both cases, there appears to be an age gradient such that hotter stars are younger on average. However, such a trend is also expected in a sample of main-sequence stars as a natural consequence of the shorter main-sequence lifetimes of hotter, more massive stars. We also find that the dispersion in age is a sensitive function of \( T_{\text{eff}} \), with cooler stars on the ridge showing a broader range of ages. This observation could be due to
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**Figure 8.** Same as Figure 7 with constant \( T_{\text{eff}} \) offsets applied to the data. Shifts of +111 K and +116 K are applied to the CKS and LAMOST \( T_{\text{eff}} \), respectively. The \( T_{\text{eff}} \) shifts originate from a least-squares fit of a \( \text{Ro} = \text{Ro}_\odot \) curve (with a \( T_{\text{eff}} \) offset) to the long-period pileup (as described in Section 3.2).
cooler stars populating the ridge for longer periods of time (relative to hotter stars), the lower precision of isochrone ages for cooler stars, or some combination of the two effects.

We determined that 90% of the stars on the ridge have ages between 1.4 and 5.6 Gyr (using ages from the CKS catalog), or 2.3–5.9 Gyr (using SPOCS ages). These ranges are consistent with the range of ages observed in the H21 and MPH21 samples, as shown in Figure 11 of the latter reference. However, we note that systematic effects in surveys and theoretical models lead to large uncertainties in isochrone ages that are not necessarily represented by the reported age uncertainties. For example, it is curious that, when using SPOCS ages only ∼1% of the stars have ages <2 Gyr and that stars are concentrated at the upper age boundary for a given $T_{\text{eff}}$ (Figure 11). In fact, there are only a handful of long-period pileup stars in the CKS sample with ages older than the age of the Sun (using CKS ages), and almost all of the pileup stars would be compatible with an age equal to or less than the Sun’s given the large age uncertainties.

In the WMB model, although wind-driven angular momentum losses cease, stars continue to evolve structurally, which results in evolution in the moment of inertia and stellar spin, driven by expansion of the stars away from the main sequence (van Saders et al. 2019). Stars reach $R_{\text{crit}} \approx 2$ approximately halfway through their main-sequence lifetimes and remain there until the main-sequence turnover. Thus, higher mass stars with shorter main-sequence lifetimes should show a smaller age spread on the long-period pileup relative to lower-mass stars with longer main-sequence lifetimes. Though we have not quantified such an age gradient, the data suggest that some stars spend several gigayears occupying the ridge with only modest evolution of their spin rates.

We additionally selected stars on the long-period pileup from the LAMOST–McQuillan sample by selecting stars with periods within 5% of the $R_o = 1.3$ curve (which traces the center of the highest density contour in Figure 3), $5500 \, \text{K} < T_{\text{eff}} < 6500 \, \text{K}$, and $4.1 \, \text{dex} < \log g < 4.75 \, \text{dex}$. While ages for the LAMOST–Kepler sample are not available, the broad distribution of these stars in the spectroscopic H-R diagram supports the inference from the CKS sample that the long-period pileup is populated by stars with a broad range of ages (Figure 11). Interestingly, the solar $T_{\text{eff}}$ and log $g$ values appear to be wholly consistent with the distribution of long-period pileup stars. We discuss the Sun in the context of the long-period pileup further in Section 4.5.

To further assess the evolutionary state of stars on the long-period pileup, we constructed a color–magnitude diagram (CMD) from the Gaia DR2 photometry and parallaxes for the Kepler field, the MMA14 and S21 rotation period catalogs, the H21 asteroseismic sample, and the CKS long-period pileup stars from this work (Figure 12). Stars with detected periods from rotational brightness modulations are primarily solar-type and lower-mass dwarfs, with a comparatively small number of subgiants. The S21 catalog contains more stars, in part due to the higher sensitivity to more slowly rotating, evolved stars, relative to MMA14. CKS stars on the long-period pileup clearly occupy a well-defined region of the upper main sequence, which overlaps well with the H21 asteroseismic sample.

3.6. Where do the Pileups End?

It appears from Figures 3 and 7 that the number density of stars on the long-period pileup declines toward cooler $T_{\text{eff}}$ as predicted by the WMB model (see Figure 13 of vs19). The number density of stars on the short-period pileup similarly declines toward cooler $T_{\text{eff}}$. If the short-period pileup is due to core-envelope coupling, one might expect an opposite trend of increasing number density toward cooler $T_{\text{eff}}$, since the core-envelope coupling timescales and hence the stalled braking phases are longer for lower-mass stars (Curtis et al. 2020). However, the observed $T_{\text{eff}} - P_{\text{Rot}}$ distribution depends sensitively on the selection functions and observational biases inherent to both Kepler and the source of $T_{\text{eff}}$ (e.g., LAMOST), which likely explains the observed number density trend.

While it not clear whether or not these declines are astrophysical in nature, the result of the selection functions or observational biases inherent to Kepler or LAMOST, or some combination of effects, we attempted to characterize the extent of the pileups through the following approach. We found through inspection that constant Rossby curves of $R_o = 0.5$ and $R_o = 1.3$ (for the short- and long-period pileups, respectively) appear to describe the highest density contours found from Gaussian KDE of the LAMOST–McQuillan sample. In windows of 10 K width we measured the fraction of stars with periods within 1 day of each of the two constant Rossby curves, relative to the total number of stars in that $T_{\text{eff}}$ window. We found that the relative fraction of stars on the long-period pileup declines rapidly between 6500 and 5800 K, by more than half in that temperature range before plateauing at cooler $T_{\text{eff}}$ (Figure 13). The relative fraction of stars on the short-period pileup declines more slowly, and below the temperature of the Sun, the relative fractions of stars on the two pileups are nearly equal. Thus, it is not yet clear if either pileup extends to temperatures cooler than $T_{\text{eff},\odot}$.

4. Discussion

4.1. Detection Biases

To this point, we have not addressed the detection biases inherent to Kepler rotation period catalogs. As periods become longer, they become more difficult to measure directly from Kepler time series. This is true for at least three reasons: (1) photometric variation amplitude declines with increasing
Rossby number, (2) the existence of significant spot groups appears to be intermittent for high Rossby numbers, and (3) the observational baseline is finite. We note that the last point is not so important for Kepler’s long baseline (∼1400 days), while the first two points are due to astrophysical reasons. This is important because, if a period-detection threshold is Ro-dependent and the detection threshold $Ro_{\text{thresh}}$ is close to the value $Ro_{\text{crit}}$ at which WMB becomes important, then the location of the pileup in the catalogs considered here depends sensitively on how detectability depends on Ro. For example, if $Ro_{\text{thresh}}$ is only slightly larger than $Ro_{\text{crit}}$ and the long-period pileup has some non-negligible width in period space (due either to astrophysics or measurement error), then it is possible the current data set only reveals the lower edge of the long-period pileup.

vS19 addressed detection biases in detail, finding that a threshold of $Ro_{\text{thresh}} \approx 2$ could reproduce the observed upper edge of the MMA14 $T_{\text{eff}}-P_{\text{rot}}$ distribution. In this scenario, if $Ro_{\text{thresh}} \lesssim Ro_{\text{crit}}$, it becomes difficult to distinguish between the standard and WMB models in the MMA14 sample. However, those authors presented arguments that suggest detection bias is not solely responsible for producing the observed $T_{\text{eff}}-P_{\text{rot}}$ distribution. We direct readers to Section 4.2 of that work for a summary of those arguments. Critically, we note here that while an Ro-dependent detection threshold may reproduce the upper edge of the $T_{\text{eff}}-P_{\text{rot}}$ distribution, it would not be responsible for producing a pileup or overdensity at this edge. To our knowledge, there are no systematics of the rotation period catalogs considered here that would bias stars toward the detection threshold.

To understand whether the period detections on the long-period pileup are reliable, we examined the weight parameters published by MMA14. The weight, $w$, is a metric MMA14 designed to serve as a proxy for the reliability of a rotation period detection, based on a star’s autocorrelation function (ACF) properties and its position in $T_{\text{eff}}-P_{\text{rot}}$ space, where LPH designates the local peak height of the ACF. Those authors selected $w > 0.25$ for an acceptable compromise between real detections and false positives. In Figure 14, we show that the long-period pileup is apparent even for $w > 0.3$, and we conclude that the majority of stars on the long-period pileup are likely to be genuine detections and not an artifact of some detection threshold.

Most importantly, two independent samples with different observational biases than the surveys considered here also appear to yield a pileup of stars at the long-period edge. These samples are the H21 Kepler asteroseismic sample, which measures rotation through asteroseismic mode splitting...
(discussed in Section 3.4), and the MPH21 sample of Kepler stars with Keck–HIRES spectroscopy, from which MPH21 inferred the peak of the $T_{\text{eff}}-P_{\text{rot}}$ distribution using spectroscopically determined $v\sin i$ and constraints on the stellar radii.

We do note, however, that we cannot rule out the possibility that the long-period pileup is wider in period or Rossby space than we observe, with stars just above the pileup being undetected through rotational brightness modulations. Such a scenario might result if magnetic braking is gradually weakened once stars reach $R_{\text{crit}}$, as opposed to ceasing entirely at $R_{\text{crit}}$. However, even in this scenario there are observational constraints on the rate at which the braking index changes. If the braking index starts to decline as $R_{\text{rot}}$ approaches $R_{\text{crit}}$, then there may be tension with the open cluster data. Additionally, if the pileup does have a broader width in Rossby number, the close agreement between our observations and the MPH21 sample suggests the true pileup width cannot be much larger than we observe.

### 4.2. Long-period Behavior

The existence of a pileup of stars with a constant Rossby number is consistent with expectations from the WMB model of van Saders et al. (2016, 2019), as discussed in Sections 3.2 and 3.3. The location of the long-period pileup coincides closely with the cluster of main-sequence stars with asteroseismic rotation rates determined by H21, as well as the peak of the period distribution inferred by MPH21 from combining $v\sin i$ and stellar radii. We suggest that these features are one and the same.

The modest differences between the long-period pileup we observe and the features observed by H21 and MPH21 might be explained by differing $T_{\text{eff}}$ scales and differing observational biases of the samples. The present samples have rotation periods detected from photometric variations and, for a survey of finite baseline and sensitivity like Kepler, photometric rotation periods are harder to detect for slower rotators, smaller amplitude variations, and more stochastic variability patterns (see Section 4.1). The H21 asteroseismic sample and MPH21 sample, by comparison, are not biased against quiet, unspotted stars and are more likely to contain pileup stars that our sample may have missed.

In some cases, the $R_{\text{crit}}$ values we inferred in Section 3.2 were smaller than the value of $R_{\text{crit}} \approx R_{\text{H}} \approx 2$ found by van Saders et al. (2016, 2019), sometimes with high statistical
significance. We caution against overinterpreting the $R_{\text{crit}}$ values inferred here, and enumerate below the ways in which the $R_{\text{crit}}$ inference may be biased.

1. The $\tau_{\text{cz}}$ relation adopted impacts the inferred $R_{\text{crit}}$. We explored the $\tau_{\text{cz}}$ formulae of Barnes & Kim (2010), Landin et al. (2010), and Amard et al. (2019), but these produce larger $\tau_{\text{cz}}$ at fixed $T_{\text{eff}}$ than the Cranmer & Saar (2011) relation, leading to even smaller inferred $R_{\text{crit}}$ values. We also explored using a fit to the $\tau_{\text{cz}}$ computed in vS19 for solar-metallicity stars, which produces a smaller $\tau_{\text{cz}}$ at fixed $T_{\text{eff}}$ than the Cranmer & Saar (2011) relation. This relation revises our $R_{\text{crit}}$ estimates upwards by 15%.

2. While our $R_{\text{crit}}$ inference procedure includes a constant $T_{\text{eff}}$ offset between the data and the $\tau_{\text{cz}}$ relation, it does not include any $T_{\text{eff}}$-dependent offsets. In Appendix B, we show that the LAMOST $T_{\text{eff}}$ appear to have a nonlinear mapping to the other $T_{\text{eff}}$ scales considered here. Perhaps not coincidentally, the LAMOST–McQuillan sample favors a $R_{\text{crit}}$ that is the least compatible with other samples. We also note that the MCMC results for the LAMOST–McQuillan sample preferred the LAMOST $T_{\text{eff}}$ to be shifted lower (Table 1), which is inconsistent with our finding that the LAMOST $T_{\text{eff}}$ are already lower than those from other spectroscopic surveys (Appendix B).

3. Defining the long-period pileup or edge is a choice that impacts the inferred value of $R_{\text{crit}}$. For example, though we chose the 90th $P_{\text{rot}}$ percentile in the LAMOST–McQuillan sample, vS19 chose the 95th percentile. Similarly, our boundary for the CKS long-period pileup was chosen subjectively.

It is evident from Figure 16 that the long-period pileup also coincides with a steep gradient in variability amplitude, such that a hidden population of pileup stars may lie just beyond the edge of detectability. This effect, in addition to the effects mentioned above, can further bias our inference of $R_{\text{crit}}$ to lower values. Regardless of the biases mentioned above and the true value of $R_{\text{crit}}$ the sample considered here clearly indicates that a pileup exists at the long-period edge for stars with $T_{\text{eff}} \lesssim 5500$ K. By construction, this pileup occurs at a Rossby number lower than that associated with a detection edge. In other words, the fact that we observe a pileup indicates that if WMB is assumed to be the cause, then $R_{\text{crit}} \approx R_{\text{thres}}$, where $R_{\text{thres}}$ again is assumed to be a detection threshold.

We also note that the WMB model makes the simplistic assumption that magnetic braking ceases when Ro reaches $R_{\text{crit}}$. However, it is possible that magnetic braking becomes gradually weaker, a scenario that would also lead to a pileup
but may also cause such a pileup to have some intrinsic width that is not due to measurement uncertainties.

Our observation of a long-period pileup stands in contrast with recent rotation studies of solar analogs. do Nascimento et al. (2020) studied the rotation period distribution of 193 solar analogs, concluding that some solar-mass main-sequence stars appear to rotate significantly more slowly than the Sun, seemingly at odds with the WMB model. Additionally, Lorenzo-Oliveira et al. (2019) studied the $P_{\text{rot}}$–age relation of solar twins observed by the Kepler mission, finding marginal statistical evidence in favor of a standard spin-down model over the WMB model. Those authors posited that if WMB takes place for Sun-like stars, it should happen at $R_{\text{crit}} \gtrsim 2.29$ or ages $\gtrsim 5.3$ Gyr. A case study of an $\sim 8$ Gyr solar twin further reinforced these conclusions (Lorenzo-Oliveira et al. 2020). By comparison, our findings provide support for the WMB model among stars that are slightly hotter than the Sun, but at $R_{\text{crit}} \lesssim R_{\odot}$ and at ages in the range of $\sim 2$–6 Gyr. In contrast to the findings of those authors, we find that the long-period pileup lies far below an empirical 2.5 Gyr gyrochrone of C20 that is evolved forward to 5 Gyr for braking indices of $n = 0.5$ or 0.65 (Figure 15). This implies the braking index must drop to a much lower value at some time after 2.5 Gyr for Sun-like stars.

4.3. Short-period Behavior

Unlike the long-period pileup, the short-period pileup is not predicted by the WMB model or, more generally, any standard, solid-body braking model. However, this feature may also be due to an epoch of apparent stalling, albeit a temporary one since cluster studies demonstrate that stars continue to spin down beyond the short-period pileup. Works examining the $T_{\text{crit}}$–$P_{\text{rot}}$ sequences of open clusters have found overlap between low-mass members in clusters of different ages (Agüeros et al. 2018; Curtis et al. 2019a, 2020), notably Praesepe (0.67 Gyr), NGC 6811 (1.4 Gyr), and NGC 752 (1.4 Gyr). In other words, the spin rates of low-mass stars appear to evolve very little in the time elapsed between the ages of those clusters. The short-period pileup we observe may be the manifestation of the same type of slowed spin evolution, but for stars of higher masses and younger ages than the cluster members in the abovementioned works (since the pileup is observed at shorter periods relative to the Praesepe sequence).

Curtis et al. (2019a, 2020) proposed that the overlapping cluster sequences could be produced by a temporary epoch of stalled spin-down, caused either by (i) a reduction in the magnetic braking torque, or (ii) core-envelope momentum transfer, which offsets the effect of magnetic braking (e.g., MacGregor & Brenner 1991). In the core-envelope momentum transfer scenario angular momentum is exchanged between the envelope and the core on a characteristic timescale known as the core-envelope coupling timescale. The angular momentum transfer spins up the envelope, temporarily offsetting the spin-down via magnetic braking. Thus, in the core-envelope coupling scenario, spin evolution is slowed when the star’s age becomes comparable to the core-envelope coupling timescale. Theoretical predictions for the core-envelope coupling timescale for a solar-mass star range from 30–110 Myr (MacGregor & Brenner 1991; Krishnamurthi et al. 1997; Bouvier 2008; Irwin & Bouvier 2009; Denissenkov et al. 2010; Gallet & Bouvier 2015; Lanzafame & Spada 2015; Somers & Pinsonneault 2016; Spada & Lanzafame 2020).

After a period of slowed spin evolution, stars must resume spinning down as evidenced from studies of older open clusters. From open cluster data C20 estimated that solar-mass stars resume spin-down after an age of $\approx 230$ Myr. Thus, if core-envelope coupling is responsible for delaying the spin-down of stars, and if the theoretical core-envelope coupling timescales are accurate, then we may expect Sun-like stars to experience slowed spin evolution between $\sim 100$ and $\sim 200$ Myr.

Both the theoretically predicted core-envelope coupling timescale and the observationally inferred timescale for the resumption of spin-down are consistent with our observation that the short-period pileup is intermediate to the Pleiades (0.12 Gyr) and Praesepe (0.67 Gyr) cluster sequences. Furthermore, in order to match observations of rotation periods in young clusters, models require that the core-envelope coupling timescale increases toward lower stellar masses (e.g., Irwin et al. 2007; Denissenkov et al. 2010; Gallet & Bouvier 2015), which provides a natural explanation for why this stalling occurs at older ages for lower-mass stars in C20.

We emphasize that the temporary epoch of slowed spin-down (also referred to as stalled magnetic braking) proposed by Curtis et al. (2019a, 2020) is not to be confused with the termination of magnetic braking that characterizes the WMB model of van Saders et al. (2016, 2019). The physical mechanisms thought to be responsible for each of these proposed stages of rotational evolution are distinct, though it is interesting that both the long- and short-period pileups seem to be well described by curves of constant Rossby number. As mentioned above, one theory for the earlier stage of stalled spin-down is core-envelope coupling. Crucially, in the stalled spin-down phase, wind-driven angular momentum losses are
not ceased but rather offset by the spin-up torque from core-envelope coupling. In contrast, in the WMB scenario, wind-driven angular momentum losses are proposed to cease \((dt/dt = 0)\), with subsequent rotational evolution dictated by the changes in the moment of inertia.

Finally, we note that we regard the short-period pileup as less secure than the long-period pileup. Preliminary tests with other density estimation methods (Contardo et al. 2022) also reveal the short-period pileup, but further work is needed to better understand this feature. In Appendix D we show that the short-period pileup does not appear to be a harmonic of the long-period pileup, as one might expect if the periods on the short-period pileup were erroneously determined. However, the short-period pileup is primarily observed in the LAMOST–McQuillan sample, while it is unclear whether it is present in the LAMOST–Santos sample (see the rightmost panels of Figure 2). The differences between the MMA14 and S21 catalogs may provide an explanation for this observation. The latter catalog contains a much larger number of detections at longer rotation periods, and the higher sensitivity to more slowly rotating stars within the S21 may then make the short-period pileup appear weaker relative to the long-period pileup. This is as expected since open cluster observations suggest that the short-period pileup cannot be a long-lived feature, while the long-period pileup appears to be much longer lived. Consequently, the S21 catalog may more accurately reflect the relative strengths of these two features.

4.4. Implications for the Period Gap

An unexplained feature of the Kepler rotation period distribution is the existence of a bimodal period distribution for dwarf stars of similar \(T_{\text{eff}}\). The effect was first noticed for M dwarfs (McQuillan et al. 2013a), but was later shown to extend to \(\sim 5000 \) K (Reinhold et al. 2013; McQuillan et al. 2014; Reinhold & Hekker 2020), and even to \(\sim 6500 \) K (Davenport 2017).

McQuillan et al. (2013a, 2014) speculated that this period bimodality could originate from stellar populations of different ages, an explanation seemingly supported by a correlation between the strength of the bimodality and height above the galactic disk (Davenport & Covey 2018). However, C20 demonstrated that cluster sequences cross the gap, invalidating the claim that the feature is caused at a specific age, as one might expect from a period of decreased star formation. Additionally, Gordon et al. (2021) found that the gap is observed across the many fields observed by the K2 mission, which is in tension with the star formation history hypothesis as different Galactic sight lines are expected to have different star formation histories (for sufficiently large volumes).

An alternative explanation for the gap was proposed by Reinhold et al. (2019), who found that the dearth of stars with intermediate rotation periods is associated with a decrease in photometric variability. Consequently, those authors proposed that the period bimodality may be the result of a transition between spot- and faculæ-dominated photospheres. In this scenario, the period gap is due to bright faculæ canceling out the effects of dark star spots.

The short- and long-period piles we examine here naturally produce a dearth of rotators at intermediate periods.

This gap is the same period gap noticed by the authors mentioned above, as made apparent when comparing the LAMOST–McQuillan sample to the original MMA14 sample. Moreover, as seen in Figure 16, we recover the gradient in photometric variability across the gap pointed out by Reinhold et al. (2019). The photometric variability, as measured through the \(R_{\text{per}}\) metric published by MMA14, reaches a local minimum near the location of the gap. This supports the notion that the cause of the gap is due to changes in the stars themselves, rather than being the result of mixed stellar populations. However, the variability levels on both sides of the gap are not close to the detection limit, as evidenced by the fact that periods are securely detected for stars with similar properties at much lower \(R_{\text{per}}\) values. This would suggest that the period gap is not due solely to a detection issue, unless variability levels were to drop precipitously as stars approached the gap.

Gordon et al. (2021) proposed that the gap could instead be due to a period of accelerated spin-down immediately proceeding the stalling due to core-envelope coupling (such that stars evolve quickly through the gap and are rarely observed there). We can neither confirm nor reject this scenario, and we note that the gap is significantly emptier when using Gaia colors (Davenport & Covey 2018; Gordon et al. 2021) compared to when using spectroscopic \(T_{\text{eff}}\) as we do here (see also Appendix C). Notably, if the short-period pileup is indeed due to core-envelope coupling, and the gap due to a period of accelerated spin-down after such a coupling episode, the observed gradient in photometric variability still requires a physical explanation.

4.5. Does the Sun Reside on the Long-period Pileup?

It is unclear whether or not the Sun is a resident of the long-period pileup. From Figure 2 it is clear that the long-period pileup extends to temperatures as cool as the Sun’s. If one assumes there are no systematic offsets between the spectroscopic \(T_{\text{eff}}\) scales considered here and that of the Sun, the Sun’s equatorial rotation period places it \(\sim 5–7\) days above the long-period pileup. This raises the question of how the Sun’s angular momentum has evolved to its current state, and whether WMB is a generic evolutionary phase.

If the Sun is indeed on the long-period pileup, it likely the presence of \(T_{\text{eff}}\) systematics and/or observational biases that obfuscate that fact. To place the Sun on the long-period pileup would require shifting the spectroscopic temperatures higher by 111 K for the CKS sample, 143 K for the SPOCS sample, or 116 K for the LAMOST sample. We also note that there are \(T_{\text{eff}}\)-dependent systematics in the LAMOST \(T_{\text{eff}}\) that, if corrected for, would bring the LAMOST–McQuillan long-period pileup into closer agreement with a solar Rossby curve. Comparing the Sun to the H21 asteroseismic sample (Figure 3) seems to support the notion that the Sun may indeed reside on the long-period pileup, or very close to it, without the need for a large \(T_{\text{eff}}\) shift. This appears to be at odds with the notion that a \(T_{\text{eff}}\) shift alone can place the Sun on the long-period pileup, since the H21 and CKS temperature scales agree to within \(\sim 30\) K. However, it is still possible that there are \(T_{\text{eff}}\)-dependent systematics in the temperature scales.

Furthermore, as discussed in Section 4.2, the H21 sample is less prone to detection bias which acts to censor stars with higher Ro and lower variability amplitudes in the samples considered here. As shown by Aigrain et al. (2015), the pipelines used to measure rotation periods from Kepler data.
would not be guaranteed to detect the solar rotation period. Regardless, it is clear from the comparisons in Section 3.4 that the long-period pileup cannot be much broader (in $P_{\text{rot}}$ or Rossby space) than we observe.

5. Conclusions

Our primary conclusions are summarized as follows:

1. We observe an overdensity at the long-period edge of the $T_{\text{eff}}$-$P_{\text{rot}}$ distribution of Kepler main-sequence stars with $T_{\text{eff}} \gtrsim 5500$ K. We hypothesize that this pileup was previously obfuscated by imprecise $T_{\text{eff}}$ estimates. Both the existence of the pileup and its obscuration by large $T_{\text{eff}}$ errors were predicted by van Saders et al. (2019) as a consequence of weakened magnetic braking for stars with $M \gtrsim 1 M_\odot$.

2. The long-period pileup is well described by a constant Rossby number, with a critical value of $R_{\text{O, crit}} \lesssim R_{\odot}$, in the $T_{\text{eff}}$ range of $\approx 5500$–$6250$ K. The pileup is also populated by stars with a wide range of isochrone ages ($\sim 2$–$6$ Gyr). A pileup of stars with a constant Rossby number and a broad range of ages is a prediction of the WMB model of van Saders et al. (2016, 2019). The precise value of $R_{\text{O, crit}}$ is sensitive to $T_{\text{eff}}$ scale shifts between observational data and the models used to compute $\tau_{\text{eff}}$.

3. Comparison of the long-period pileup with empirical rotation sequences from open clusters implies that stars with $M \gtrsim 1 M_\odot$ pile up onto the ridge on a timescale $>1$ Gyr but $\lesssim 2.5$ Gyr, compatible with the predictions of vS19. Using isochrone ages for a sample of exoplanet hosts on the long-period pileup suggests that stars slightly hotter than the Sun may populate the pileup until an age of $\sim 6$ Gyr.

4. It is yet unclear whether the Sun resides on the long-period pileup or has already evolved through it. Offsets of $\approx 110$–$140$ K between the observational and theoretical $T_{\text{eff}}$ scales would place the long-period pileup at Rossby numbers consistent with other literature values of the location of the WMB transition. If the Sun has evolved through the pileup, there is some modest tension with the Sun’s age and the ages of the oldest stars on the pileup; some of the cooler long-period pileup stars in the CKS sample are both more massive and older than the Sun, which contradicts the expectation from the WMB model that hotter stars spend a shorter period of time on the pileup. However, this tension might be simply explained by inaccurate isochrone ages.

5. We tentatively detect a secondary overdensity of stars at the short-period edge of the $T_{\text{eff}}$-$P_{\text{rot}}$ plane. This overdensity appears to be less prominent than the long-period overdensity, possibly indicating that the short-period pileup model to be intermediate to the empirical Pleiades (0.12 Gyr) and Praesepe (0.67 Gyr) open cluster sequences and may result from a temporary epoch of stalled spin-down due to core–envelope coupling, as proposed by C20. The short-period pileup can also be fit with a constant Rossby model, though over a range of $T_{\text{eff}}$ that differs from that of the long-period pileup.

6. The number density of stars on the long-period pileup declines with $T_{\text{eff}}$, in line with predictions from the WMB hypothesis, though it remains unclear whether this observation is due to astrophysics, the Kepler selection function, observational biases, or some combination of effects. The relative fraction of stars on the long-period pileup declines by a factor of $\sim 2$ between $\sim 6200$ and $\sim 5800$ K.

7. We find tentative evidence for an age gradient along the long-period pileup, such that hotter stars on the ridge are younger on average. Relatedly, the age dispersion along the ridge is nonuniform as a function of temperature, with hotter stars showing a smaller dispersion. This observation suggests that hotter stars reside on the long-period pileup for a shorter period of time relative to cooler stars. These observations are in accordance with predictions from the WMB model, which predicts that stars of different masses spend an approximately equal fraction of their respective
main-sequence lifetimes on the long-period pileup. However, a more careful analysis is required to conclusively show these observations are not due to the intrinsic age gradient expected among a sample of main-sequence stars with different masses and the higher isochrone age uncertainties associated with cooler stars.

8. The existence of the long-period pileup limits the utility of gyrochronology for the hottest stars with convective envelopes, as stellar spin-down appears to stall on the pileup. For example, a Sun-like star may spend several gigayears evolving through the long-period pileup. Authors using gyrochronology as a means of age dating a field dwarf star with $T_{\text{eff}} \gtrsim 5500$ K (and possibly cooler $T_{\text{eff}}$ as well) should take care to assess whether that star resides on the long-period edge, in which case the uncertainty on the age may be larger than current gyrochronology calibrations imply.

9. An increasing number of open clusters are being discovered by searching for a clustering of rotation periods along a slow-rotator sequence in the $T_{\text{eff}}$–$P_{\text{rot}}$ or color $P_{\text{rot}}$ plane. However, the long-period pileup discovered here can mimic a slow-rotator sequence in a small sample of unassociated stars with different ages and precisely measured temperatures and rotation periods. This is clearly demonstrated by the CKS sample in the right-hand panel of Figure 1. Taken out of context, this sample resembles a group of coeval stars with a slow-rotator sequence. The discovery of pileups in stellar rotation periods therefore has consequences for open cluster studies. When an overdensity or ridge is present in the rotation period distribution of a stellar population, care must be taken to ensure that it is not caused by WMB or core-envelope coupling before assuming that population is coeval and using the overdensity to age-date it.

The code and data tables required to reproduce the figures and analysis presented here are publicly available through GitHub.11 The data tables are also available through Zenodo.12
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Appendix A

Comparison of Temperature–Period Distributions

In Figure 17, we show how the $T_{\text{eff}}$–$P_{\text{rot}}$ distribution of the CKS sample changes when sourcing $T_{\text{eff}}$ and $P_{\text{rot}}$ from different, homogeneous catalogs in the literature. The sharpness of the long-period pileup appears to be determined primarily by the source of $T_{\text{eff}}$, rather than $P_{\text{rot}}$. The CKS–Gaia

---

11 https://github.com/trevorad/drosby-ridge
12 https://doi.org/10.5281/zenodo.6391526
Appendix B
Comparison of Spectroscopic Temperature Scales

In Figure 18 we compare temperatures between the LAMOST DR5 catalog (Xiang et al. 2019) and temperatures from other surveys. We find that the LAMOST $T_{\text{eff}}$ scale is consistently cooler than other surveys by $\sim 20$–$80$ K, with the exception of the MMA14 study, which sourced photometric $T_{\text{eff}}$ estimates from the KIC (Brown et al. 2011). A LAMOST $T_{\text{eff}}$ scale, which is systematically cooler, provides support to the notion that $R_{\text{crit}}$ determined from LAMOST temperatures will be systematically underestimated.

Figure 17. Comparison of the $T_{\text{eff}}$–$P_{\text{rot}}$ distribution for the CKS sample using rotation periods and $T_{\text{eff}}$ from the sources indicated by the axes labels.
Appendix C
Gaia Color–Period Plane

Given that the long-period pileup was previously obscured by imprecise $T_{\text{eff}}$ measurements, we explored whether the feature could be recovered using the high-precision photometric colors provided by the Gaia mission (Gaia Collaboration et al. 2016). We cross matched the MMA14 and S21 samples with Gaia EDR3 (Gaia Collaboration et al. 2021) using a 1" search radius and the astroquery package (Ginsburg et al. 2019). We retrieved reddening estimates for each target by querying the Bayestar19 3D dust map using the dust-maps package (Green 2018; Green et al. 2019). We then compared the $(G_{\text{BP}}-G_{\text{RP}})P_{\text{rot}}$ distribution with constant Rossby curves. For this exercise, we used the empirically calibrated $\tau_{cz}$ relation of Corsaro et al. (2021), who presented $\tau_{cz}$ as a quadratic function of Gaia $G_{\text{BP}}-G_{\text{RP}}$ color using the Kepler LEGACY asteroseismic sample as calibrators. We found that the long-period pileup is clearly visible in the $(G_{\text{BP}}-G_{\text{RP}})P_{\text{rot}}$ plane once stars with high reddening ($A_V > 0.2$) are excluded (Figures 19 and 20). In order to match a curve of constant Rossby number, given by $Ro = Ro_0 = 0.496$ on the Corsaro et al. (2021) scale, we found that a $\approx -0.1$ mag shift to the Gaia colors of the data was required (or, equivalently, a $+0.1$ mag shift applied to the constant Rossby curve). While there is no justification for such a large shift, it may indicate the presence of a systematic offset in the $\tau_{cz}$ relation. We also note that we do not have an explanation for why the solar value Rossby curve does not pass through the Sun.

We note that the morphology of the color–period distribution appears to be different between the Gaia–McQuillan and Gaia–Santos catalogs, with the Gaia–Santos distribution presenting a break near $G_{\text{BP}}-G_{\text{RP}} = 0.7$. This break is not apparent in the Gaia–McQuillan sample. Similar behavior is seen in $T_{\text{eff}}-P_{\text{rot}}$ plane, as shown in Figure 2, suggesting the origin of the discontinuity is in the rotation periods rather than the temperatures or colors. At present, we do not have a satisfactory explanation for this behavior, though we note that the S21 catalog employed various time series filters which might introduce systematic artifacts.

Figure 18. Comparison of $T_{\text{eff}}$ estimates from different catalogs: LAMOST (Xiang et al. 2019), CKS (Fulton & Petigura 2018), SPOCS (Brewer & Fischer 2018), M19 (Martinez et al. 2019), MMA14, and H21.
Appendix D
Confounding Scenarios for the Short-period Pileup

Here we consider the possibility that there is only one astrophysical overdensity in the true $T_{\text{eff}}$–$P_{\text{rot}}$ distribution, the long-period pileup, and other features in the observed $T_{\text{eff}}$–$P_{\text{rot}}$ distribution appear at period harmonics of this feature due to the difficult problem of reliable, automated rotation period measurement for large samples of stars. Figure 21 shows a Gaussian KDE of the LAMOST–McQuillan $T_{\text{eff}}$–$P_{\text{rot}}$ distribution for stars with $\log g > 4.1$. The short-period pileup is...
observed in this sample, particularly for $T_{\text{eff}} > 6000$ K. We found through inspection a constant Rossby curve that traces the long-period pileup. Taking this curve and dividing the periods by factors of 2 and 3, we find that neither resulting curve satisfactorily matches the short-period pileup, though they both bracket the feature seen through density estimation. We interpret this as evidence that the short-period pileup is not simply due to measurement error, although we have not definitively ruled out that scenario.
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