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ABSTRACT: We study lattice Hamiltonian realisations of (3+1)d Dijkgraaf-Witten theory with gapped boundaries. In addition to the bulk loop-like excitations, the Hamiltonian yields bulk dyonic string-like excitations that terminate at gapped boundaries. Using a tube algebra approach, we classify such excitations and derive the corresponding representation theory. Via a dimensional reduction argument, we relate this tube algebra to that describing (2+1)d boundary point-like excitations at interfaces between two gapped boundaries. Such point-like excitations are well known to be encoded into a bicategory of module categories over the input fusion category. Exploiting this correspondence, we define a bicategory that encodes the string-like excitations ending at gapped boundaries, showing that it is a sub-bicategory of the centre of the input bicategory of group-graded 2-vector spaces. In the process, we explain how gapped boundaries in (3+1)d can be labelled by so-called pseudo-algebra objects over this input bicategory.
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1 Introduction

A prominent class of gapped quantum phases of matter are given by so-called topological phases of matter. Such phases can be defined as equivalence classes of gapped quantum models whose low-energy effective descriptions realise topological quantum field theories (TQFTs) [1]. In (2+1)d, spherical fusion categories can be used to define a state-sum TQFT known as the Turaev-Viro-Barrett-Westbury TQFT [2, 3]. Given such data, one can define an exactly solvable Hamiltonian model on a closed manifold, in a canonical manner, that describes non-chiral topological phases in (2+1)d [4–6]. Such models support topological excitations referred to as anyons, which display exotic braiding and fusion statistics. Topological excitations are typically described via the so-called Drinfel’d center of the input spherical fusion category [7]. For any spherical fusion category, the center construction defines a modular tensor category, which is widely accepted as being the right classification tool for anyons in (2+1)d [8, 9].

Given an open manifold, it is often possible to extend the lattice Hamiltonian to the boundary, while preserving the gap. Equivalence classes of such extensions define the notion of gapped boundaries, which realise anomalous TQFTs. These are found to be described by indecomposable module categories over the input spherical category. Furthermore, boundary Hamiltonians yield point-like excitations that can be classified through the language of module category functors [10]. Domain walls between distinct topological phases can be considered in a similar fashion. By iterating the procedure, it is possible to further extend such models to interfaces between different gapped boundaries. The corresponding zero-dimensional Hamiltonians yield point-like excitations in their own right. These different settings have received a lot of attention in recent years within the topological order community [10–20], partly due to their application to the field of topological quantum computation [16, 21]. Mathematically, these fit in the wider topic of defect TQFTs [22–29].

Despite tremendous progress in our understanding of (2+1)d topological models, a lot of questions remain open regarding generalizations to higher dimensions. It is expected that topological models in (3+1)d should take as input a spherical fusion bicategory. Although the precise definition of such notion remains partly elusive, a compelling definition has
been recently put forward by Douglas et al. in [30]. In this manuscript, the authors show that their definition encompasses a large class of four-dimensional state-sum invariants. Ultimately, we would like to derive properties of (3+1)d topological models within this general higher category theoretical framework, which is admittedly tantalizing but difficult. In order to make progress in this direction, we decide to focus on so-called gauge models of topological phases, i.e. models that have a lattice gauge theory interpretation [8, 31–33]. These models are interesting for diverse reasons. Technically, they are particularly manageable allowing to carry out computations in full detail, and they are easily definable in any dimensions. Physically, they happen to be extremely relevant in (3+1)d as they seem to encapsulate a large class of Bosonic models displaying topological order [34–37].

In (2+1)d, topological gauge models are obtained by choosing as input the category of $G$-graded vector spaces, with $G$ a finite group and monoidal structure twisted by a cohomology class in $H^3(G, U(1))$. The corresponding state-sum invariant is referred to as the Dijkgraaf-Witten invariant [38]. In this context, (bulk) anyonic excitations, defined as a region whose energy is higher than that of the ground state, are described in terms of the so-called twisted quantum double of the group, whose irreducible representations provide the simple objects of the Drinfel’d centre of the category of $G$-graded vector spaces [39, 40]. Gapped boundaries are found to be labelled by a simple set of data, namely a subgroup of the input group and a 2-cochain that is compatible with the input 3-cocycle [12, 14, 41–43], and their excitations have been considered for instance in [16, 18, 29, 44, 45].

More generally, given a closed $(d+1)$-manifold, the input data of Dijkgraaf-Witten theory is a finite group $G$ and a cohomology class $[\omega] \in H^{d+1}(G, U(1))$. It is always possible to define a lattice Hamiltonian realization of the theory on a $d$-dimensional hypersurface $\Sigma$, such that the ground state subspace of the model is provided by the image of the partition function assigned to the cobordism $\Sigma \times [0, 1]$. In (3+1)d, the resulting gauge models are known to yield loop-like excitations, i.e. excitations with the topology of a circle. In general such a loop-like excitation corresponds to a loop-like magnetic flux to which a point-like charge is attached, while being threaded by an auxiliary flux. This threading flux plays a crucial role as it can constrain the quantum numbers associated with the other flux and the charge. In [33, 46], the classification and statistics of these loop-like excitations were found to be described in terms of the so-called twisted quantum triple of the group, which is a natural extension of the twisted quantum double.\(^1\) Although a general theory of gapped boundaries in (3+1)d is still lacking, examples have already been proposed in the case of topological gauge models [15, 20]. These are labelled by a set of data akin to (2+1)d, namely a subgroup of the input group and a 3-cochain compatible with the input 4-cocycle. The main objective of our manuscript is to study excitations for such gapped boundaries in (3+1)d.

In order to reveal the algebraic structure underlying the bulk excitations in arbitrary spatial dimension, several strategies exist. Our focus is on the so-called tube algebra approach [5, 33, 44, 46–50], which is a generalization of Ocneanu’s tube algebra [51, 52]. In general, the ‘tube’ refers to the manifold $\partial \Sigma \times [0, 1]$, where $\partial \Sigma$ is the boundary left by

\(^1\)Akin to the twisted quantum double, the quantum triple is equipped with a quasi-coassociative comultiplication map as well as compatible $R$-matrix and antipode map. However, this data does not quite fulfil all the requirements necessary to define a quasi-triangular quasi-Hopf algebra [33].
removing a regular neighbourhood of the excitation in question, and the ‘algebra’ to an algebraic extension of the gluing operation $(\partial \Sigma \times [0, 1]) \cup_{\partial \Sigma} (\partial \Sigma \times [0, 1]) \simeq (\partial \Sigma \times [0, 1])$ to the Hilbert space of states on the tube. For instance, the twisted quantum double and the twisted quantum triple are found to be isomorphic to the tube algebras associated with the manifolds $S^1 \times [0, 1]$ and $T^2 \times [0, 1]$, respectively. This approach relies on the fact that properties of a given excitation, which, let us recall, is defined as a region for which the energy is higher than that of the ground state, are encoded into the boundary conditions that the model assigns to the boundary $\partial \Sigma$ [33]. This strategy has been extensively applied to general two-dimensional models, and more recently to gauge and higher gauge models in three dimensions [33, 50].

The tube algebra approach can be adapted in order to study excitations on defects and gapped boundaries, and has been employed in some specific cases in [10, 44, 45, 53]. In this context, the tube possesses two kinds of boundary: a physical gapped boundary that corresponds to the one of the spatial manifold, and a boundary obtained by removing a local neighbourhood of an excitation incident on the boundary of the spatial manifold. Although, the method is very general and could be used to study any pattern of excitations in (3+1)d, we shall focus on a specific configuration, namely bulk string-like excitations that terminate at gapped boundaries. Let us clarify that ‘string-like’ refers to the topology of a defect whose tubular neighbourhood is a region of the physical system where the energy is higher than that of the ground state. In general, such string-like excitations are composites of electric charges and magnetic fluxes. There are several motivations to consider these specific excitations. The first one is that, due to the topology of the problem, we can relate the corresponding tube algebra to the one relevant to the study of point-like excitations at the zero-dimensional interface of two gapped boundaries in (2+1)d. This is a generalization of what happens in the bulk, where upon dimensional reduction, bulk loop-like excitations can be treated as point-like anyons [54, 55]. In [33], this mechanism was made precise in terms of so-called lifted models, where we showed that higher-dimensional tube algebras could be recast in terms of lower-dimensional analogues using the language of loop groupoids. We generalize these techniques in this manuscript by introducing the notion of relative groupoid algebras, which we use to unify both the (2+1)d and (3+1)d tube algebras.

Although this correspondence between two seemingly very different types of excitations is interesting per se, it turns out to be a precious technical tool. Indeed, since it allows us to recast the (3+1)d tube algebra as a (2+1)d one, we can use the (2+1)d scenario, which is easier to visualise and intuit, as a guideline for the more complex (3+1)d case. Using this framework, we derive the irreducible representations of the (3+1)d tube algebra, which classify the elementary string-like excitations whose endpoints lie on gapped boundaries. We further define a notion of tensor product that encodes the concatenation of these excitations, and compute the Clebsch-Gordan series compatible with this tensor product. Moreover, we find the 6j-symbols that ensure the quasi-coassociativity of this tensor product. All these mathematical notions can then be put to use in order to define canonical bases of ground states or excited states in the presence of gapped boundaries.

The second reason we decide to focus on such open string-like excitations pertains to category theory. The same way the relevant category theoretical data to describe gauge
models in (2+1)d is the category of $G$-graded vector spaces, the one relevant to describe (3+1)d gauge models is the bicategory of $G$-graded 2-vector spaces. In a recent work [56], Kong et al. applied the generalised centre construction to this bicategory and demonstrated that the result was given by the bicategory of module categories over the multi-fusion category of loop-groupoid-graded vector spaces. This is a categorification of the well-know result that the centre of the category of group-graded vector spaces can be described as the category of modules for the loop-groupoid algebra [57]. The latter relation can be appreciated from the point of view of the tube algebra approach, which we use to argue that the centre of the bicategory of $G$-graded 2-vector spaces describes string-like excitations together with boundary conditions for the string endpoints.

In order to prove this statement, we construct explicitly the bicategory of module categories over the multi-fusion category of groupoid-graded vector spaces. To do so, we rely on the familiar correspondence between indecomposable module categories and category of module over algebra objects [58–60]. When applied to the group treated as a one-object groupoid, this provides a description for (2+1)d point-like excitations at the interface between two gapped boundaries. When applied to the loop-groupoid of the group, we demonstrate that it describes the string-like excitations and their endpoints boundary conditions, which string-like excitations ending at gapped boundaries is a subclass of.

**Organisation of the paper.** In section 2 we review the construction of the lattice Hamiltonian realization of Dijkgraaf-Witten theory in any spatial dimension. We then describe an extension of the Hamiltonian model to introduce gapped boundary conditions. In the subsequent discussion, we apply the tube algebra approach to point-like excitations at the interface of two one-dimensional gapped boundaries in section 3. In section 4, we consider string-like bulk excitations that terminate at gapped boundaries and apply the tube algebra approach to this scenario. We also introduce in this section the notion of relative groupoid algebra that unifies the (2+1)d and (3+1)d computations. The representation theory of the tube algebras is presented in full detail in section 5. Finally, the category theoretical structures capturing the properties of boundary excitations in (2+1)d and (3+1)d are developed in section 6. The correspondence with the centre construction of the bicategory of group-graded 2-vector spaces is also established in this section.

## 2 Dijkgraaf-Witten Hamiltonian model

In this section, we first review the definition of the Dijkgraaf-Witten theory and the construction of its Hamiltonian realisation. We then generalise the construction to include gapped boundaries.

### 2.1 Partition function

The input for the $(d+1)$-dimensional Dijkgraaf-Witten theory is given by a pair $(G, [\omega])$ where $G$ is a finite group and $[\omega] \in H^{d+1}(G, \mathbb{U}(1))$ is a $(d+1)$-cohomology class. Given a

\[ U(1) \text{ denotes the circle group as a } G\text{-module with action } \triangleright : G \times U(1) \to U(1) \text{ given by } g \triangleright u = u \text{ for all } g \in G \text{ and } u \in U(1). \]
closed manifold, this theory can be conveniently expressed as a sigma model with target space the classifying space $BG$ of the group $G$. In order to extend the definition of the partition function to open manifolds, it is necessary to endow the manifold with a triangulation, in which case the partition function is obtained by summing over $G$-labellings of the 1-simplices that satisfy compatibility constraints. Ultimately, we are interested in lattice Hamiltonian realisations of such theory, for which we need the expression of the partition function that the Dijkgraaf-Witten theory assigns to a special class of open manifolds referred to as pinched interval cobordisms. We shall directly define the partition function for this special class of manifolds. Details regarding more basic aspects of this theory can be found in [33, 38].

Let $Ξ$ be a compact, oriented $d$-manifold with a possibly non-empty boundary. We define the pinched interval cobordism $Ξ \times_p I$ over $Ξ$ as the quotient manifold

$$Ξ \times_p I \equiv Ξ \times I / \sim,$$

where $I \equiv [0, 1]$ denotes the unit interval, and the equivalence relation $\sim$ is such that $(x, i) \sim (x', i')$, for all $(x, i), (x', i') \in \partial Ξ \times I$. By definition, we have $\partial(Ξ \times_p I) = Ξ \cup _{∂Ξ} Ξ$ and $Ξ \cap Ξ = ∂Ξ$, where $Ξ$ is the manifold $Ξ$ with reversed orientation. In contrast, the boundary of the interval cobordism $Ξ \times I$ over $Ξ$ reads $\partial(Ξ \times I) = Ξ \cup Ξ \cup (∂Ξ \times I)$. To illustrate this distinction, we can consider the following simple examples:

$$[0, 1] \times_p [0, 1] = \bigotimes_1 , \quad [0, 1] \times [0, 1] = \bigotimes_2.$$ 

Naturally, if $∂Ξ = \emptyset$, then we have the identification $Ξ \times_p I = Ξ \times I$.

In order to define the Dijkgraaf-Witten partition function, we shall further require our pinched interval (spacetime) manifold be equipped with a choice of triangulation, i.e. a $Δ$-complex whose geometric realisation is homeomorphic to the manifold. We shall further assume that every triangulation has a chosen total ordering of its 0-simplices (vertices), referred to as a branching structure. A choice of branching structure for a triangulation naturally encodes the structure of a directed graph on the corresponding one-skeleton. By convention, we choose the 1-simplices (edges) to be directed from the lowest ordered vertex to the highest ordered vertex. Given a compact, oriented $d$-manifold $Ξ$, we notate a triangulation of the pinched interval cobordism $Ξ \times_p I$ by $Δ^\prime Ξ_Δ$, such that $\partial(Δ^\prime Ξ_Δ) = \overline{Δ_Δ} \cup _{∂Ξ_{Δ'}} Δ_Δ'$, where $Ξ_Δ$ and $Ξ_{Δ'}$ denote two possibly different triangulations of $Ξ$. Let us remark that by definition, we have $\partial(Ξ_Δ) = \partial(Ξ_{Δ'}).$

Let $Ξ \times_p I$ be a $(d+1)$-dimensional pinched interval cobordism endowed with a triangulation $Δ^\prime Ξ_Δ$. We define a $G$-colouring of $Δ^\prime Ξ_Δ$ as an assignment of group elements $g_{v_iv_j} \in G$ to every oriented 1-simplex $(v_iv_j) \subset Δ^\prime Ξ_Δ$, with $v_i < v_j$, such that for every 2-simplex $(v_iv_jv_k) \subset Δ^\prime Ξ_Δ$, with $v_i < v_j < v_k$, the condition $g_{v_iv_j}g_{v_jv_k} = g_{v_iv_k}$ is satisfied. The set of $G$-colourings on $Δ^\prime Ξ_Δ$ is notated by $Col(Δ^\prime Ξ_Δ, G)$. Given a $G$-colouring $g \in Col(Δ^\prime Ξ_Δ, G) and an n-simplex $Δ^{(n)} = (v_0v_1 \ldots v_n) \subset Δ^\prime Ξ_Δ$, we denote by $g[v_0v_1 \ldots v_n] \equiv (g_{v_0v_1}, \ldots , g_{v_{n-1}v_n}) \in G^n$, the $n$ group elements specifying the restriction of $g$ to a $G$-colouring of $(v_0v_1 \ldots v_n)$. Using this notation, we further define the evaluation
of a \((d+1)\)-cocycle \(\omega \in Z^{d+1}(G, U(1))\) on a \(G\)-colouring \(g \in \text{Col}(\triangle \Xi_\Delta, G)\) restricted to a 
\((d+1)\)-simplex \((v_0 \ldots v_{d+1}) \subset \triangle \Xi_\Delta\) as
\[
\omega(g[v_0 \ldots v_{d+1}]) \equiv \omega(g_{v_0v_1}, \ldots, g_{v_{d}v_{d+1}}).
\]
Equipped with the above, let us now define the partition function that the \((d+1)\)-dimensional Dijkgraaf-Witten theory assigns to a given pinched interval cobordism. Letting \(\Xi\) be a compact, oriented \(d\)-manifold and \(\triangle \Xi_\Delta\) a triangulation of \(\Xi \times_\mu \mathbb{I}\), the partition function defines a linear operator
\[
Z^G_\omega [\triangle \Xi_\Delta] : \mathcal{H}^G_\omega[\Xi_\Delta] \to \mathcal{H}^G_\omega[\Xi_\Delta],
\]
where the Hilbert spaces \(\mathcal{H}^G_\omega[\Xi_\Delta]\) and \(\mathcal{H}^G_\omega[\Xi_{\Delta'}]\) are defined according to
\[
\mathcal{H}^G_\omega[\Xi_\Delta] \equiv \bigotimes_{\triangle^{(1)} \subset \Xi_\Delta} \mathbb{C}[G].
\] (2.2)
In the equation above, the tensor product is over all 1-simplices \(\triangle^{(1)}\) in the corresponding triangulation, and \(\mathbb{C}[G]\) denotes the Hilbert space spanned by \(\{g\}_{g \in G}\) with inner product \(\langle g| h \rangle = \delta_{g,h}, \forall g, h \in G\). Explicitly, the linear operator \(Z^G_\omega [\triangle \Xi_\Delta]\) reads
\[
Z^G_\omega[\triangle \Xi_\Delta] \equiv \frac{1}{|G| \#(\triangle \Xi_\Delta)} \sum_{g \in \text{Col}(\triangle \Xi_\Delta, G)} \prod_{\triangle^{(1)} \subset \triangle \Xi_\Delta} \omega(g[\triangle^{(d+1)}])^{\epsilon(\triangle^{(d+1)})} \bigotimes_{\triangle^{(1)} \subset \Xi_{\Delta'}} \langle g[\triangle^{(1)}] \rangle \bigotimes_{\triangle^{(1)} \subset \Xi_\Delta} \langle g[\triangle^{(1)}] \rangle,
\]
where \(#(\triangle \Xi_\Delta) := |\triangle \Xi_\Delta^{(0)}| - \frac{1}{2} |\partial \triangle \Xi_\Delta^{(0)}| - \frac{1}{2} |\partial \Xi_\Delta^{(0)}|\) and \(\epsilon(\triangle^{(d+1)}) \in \pm 1\) denotes the orientation of the \((d+1)\)-simplex \(\triangle^{(d+1)} \subset \triangle \Xi_\Delta\).

Before concluding this section, let us describe some of the salient features of the partition function above. Firstly, given a pinched interval cobordism \(\Xi \times_\mu \mathbb{I}\) and two choices of triangulation \(\triangle \Xi_\Delta\) and \(\tilde{\triangle} \Xi_\Delta\) such that \(\partial(\triangle \Xi_\Delta) = \partial(\tilde{\triangle} \Xi_\Delta)\), we find the operators \(Z^G_\omega[\triangle \Xi_\Delta] = Z^G_\omega[\tilde{\triangle} \Xi_\Delta]\) to be equal. This property follows directly from the \((d+1)\)-cocycle condition satisfied by \(\omega\), i.e. \(d^{(d+1)} \omega = 1\). This implies that the operator \(Z^G_\omega\) is boundary relative triangulation independent, i.e. it remains invariant under retriangulation of the interior \(\text{int}(\triangle \Xi_\Delta) := \triangle \Xi_\Delta \setminus \partial(\triangle \Xi_\Delta)\) of \(\triangle \Xi_\Delta\) but does depend on a choice of boundary triangulation. Using this boundary relative triangulation independence, we find the crucial relation
\[
Z^G_\omega[\triangle \Xi_\Delta] Z^G_\omega[\tilde{\triangle} \Xi_\Delta] = Z^G_\omega[\triangle \Xi_\Delta].
\]
Secondly, given a \(d\)-manifold \(\Sigma\) equipped with a triangulation \(\Sigma_\Delta\) and \(\Xi_\Delta\) a subcomplex of \(\text{int}(\Sigma_\Delta)\), there is a natural action of \(Z^G_\omega[\triangle \Xi_\Delta]\) on \(\mathcal{H}^G_\omega[\Sigma_\Delta]\) such that
\[
Z^G_\omega[\triangle \Xi_\Delta] : \mathcal{H}^G_\omega[\Sigma_\Delta] \to \mathcal{H}^G_\omega[\Sigma_{\Delta'}].
\]
where $\Sigma_{\Delta'}$ is a triangulation of $\Sigma$ induced from $\Sigma_{\Delta}$ by replacing the subcomplex $\Xi_{\Delta} \subset \text{int}(\Sigma_{\Delta})$ with $\Xi_{\Delta'}$, while keeping the remaining triangulation the same. On the subspace
\[ V^G_{\omega}[\Sigma_{\Delta}] := \text{Im} \mathcal{Z}^G_{\omega}[\triangle \Sigma_{\Delta}] \subset \mathcal{H}^G_{\omega}[\Xi_{\Delta}], \tag{2.3} \]
the operator $\mathcal{Z}^G_{\omega}[\triangle \Sigma_{\Delta}]$ further defines a unitary isomorphism
\[ \mathcal{Z}^G_{\omega}[\triangle \Xi_{\Delta}] : V^G_{\omega}[\Sigma_{\Delta}] \xrightarrow{\sim} V^G_{\omega}[\Sigma_{\Delta'}]. \tag{2.4} \]
This follows directly from the boundary relative triangulation independence of $\mathcal{Z}^G_{\omega}$ as well as the Hermicity condition
\[ \mathcal{Z}^G_{\omega}[\triangle \Xi_{\Delta}]^\dagger = \mathcal{Z}^G_{\omega}[\Xi_{\Delta'}]. \tag{2.5} \]

### 2.2 Hamiltonian realisation of Dijkgraaf-Witten theory

Let us now construct an exactly solvable model that is the lattice Hamiltonian realisation of Dijkgraaf-Witten theory in $d$ spatial dimensions [31–33]. The input of the model is a pair $(G, \omega)$ where $G$ is a finite group and $\omega$ a normalised representative of a cohomology class in $H^{d+1}(G, \mathbb{U}(1))$. Given an oriented (possibly open) $d$-manifold $\Sigma$ representing the spatial manifold of the theory, and a choice of triangulation $\Sigma_{\Delta}$, the microscopic Hilbert space of the model is given by
\[ \mathcal{H}^G_{\omega}[\Sigma_{\Delta}] = \bigotimes_{\triangle^{(i)} \subset \Sigma_{\Delta}} \mathbb{C}[G], \]
as in (2.2). A natural choice of basis for $\mathcal{H}^G_{\omega}[\Sigma_{\Delta}]$ is given by an assignment of $g_{v_1v_2} \in G$ for each oriented edge $(v_1v_2) \subset \Sigma_{\Delta}$ defined by the vertices $v_i < v_j$. Henceforth, we shall refer to such states as graph-states.

The bulk Hamiltonian is obtained as a sum of mutually commuting projectors that come in two families. Firstly, to every 2-simplex $(v_0v_1v_2) \subset \text{int}(\Sigma_{\Delta})$ of the interior of $\Sigma_{\Delta}$, we assign an operator $\mathbb{B}_{(v_0v_1v_2)}$ that is defined via the following action on a graph-state $|g\rangle \in \mathcal{H}^G_{\omega}[\Sigma_{\Delta}]$:
\[ \mathbb{B}_{(v_0v_1v_2)} : |g\rangle \mapsto \delta_{g_{v_0v_1v_2}} |g_{v_0v_1}g_{v_2}g_{v_0v_2}|g\rangle. \]
This definition can be extended linearly to an operator on any state $|\psi\rangle \in \mathcal{H}^G_{\omega}[\Sigma_{\Delta}]$. Secondly, to every 0-simplex $(v_0) \subset \text{int}(\Sigma_{\Delta})$, we assign an operator $\mathbb{A}_{(v_0)}$ which acts on a local neighbourhood of $(v_0)$ defined as the subcomplex $\Xi_{v_0} := \text{cl} \circ \text{st}(v_0) \subset \Sigma_{\Delta}$. Here st($-$) and cl($-$) are the star and the closure operations, respectively, so that $\Xi_{v_0}$ corresponds to the smallest subcomplex of $\Sigma_{\Delta}$ that include all the simplices of which $(v_0)$ is a subsimplex. The definition of $\mathbb{A}_{(v_0)}$ requires the triangulated pinched interval cobordism $\Xi_{v_0} \Xi_{v_0}$ defined as
\[ \Xi_{v_0} \Xi_{v_0} := (v'_0) \sqcup_j \text{cl} \circ \text{st}(v_0), \]
where $- \sqcup_j -$ denotes the join operation. Given two simplices $\triangle^{(n)} = (v_0v_1 \ldots v_n)$ and $\triangle^{(n')} = (v_{n+1}v_{n+2} \ldots v_{n+n'+1})$, the join operation creates the new simplex $\triangle^{(n)} \sqcup_j \triangle^{(n')} = (v_0v_1 \ldots v_{n+n'+1})$. In the definition above, $(v'_0)$ refers to an auxiliary vertex such that
For the sake of concreteness, we illustrate these various definitions with the following two-dimensional example:

\[
\Sigma_{\Delta} = \begin{array}{ccc}
0 & 1 & 2 \\
3 & 4 & 5 \\
\end{array}
\]

and \( (0') \sqcup \text{cl} \circ \text{st}(0) = (0') \sqcup j \)

Finally, given a state \(|\psi\rangle \in \mathcal{H}_{\omega}[\Sigma_{\Delta}]\), the action of the operator \(A_{(v_{0})}\) is defined via

\[
A_{(v_{0})} : |\psi\rangle \mapsto Z_{\omega}^{G}[(v'_{0}) \sqcup \text{cl} \circ \text{st}(v_{0})] |\psi\rangle.
\] (2.6)

For instance, in \((3+1)d\) the action of the operator \(A_{(4)}\) on a vertex \((4)\) shared by four 3-simplices explicitly reads

\[
A_{(4)} \left| \begin{array}{c}
0 \\
1 \\
2 \\
3 \\
\end{array} \rightangle = \left| \begin{array}{c}
0' \\
1' \\
2' \\
3' \\
\end{array} \rightangle = \frac{1}{|G|} \sum_{g \in G} \frac{\pi(g_{01}g_{12}g_{23}g_{34}g_{41}g_{12}g_{23}g_{34}g_{41})}{\pi(g_{01}g_{12}g_{23}g_{34}g_{41})} \left| \begin{array}{c}
0 \\
1 \\
2 \\
3 \\
\end{array} \rightangle,
\]

where \(\pi \in Z^{4}(G, U(1))\). The lattice Hamiltonian is finally obtained as

\[
\mathbb{H}_{\omega}[\Sigma_{\Delta}]^{\text{bulk}} = - \sum_{\Delta^{(2)} \subset \text{int}(\Sigma_{\Delta})} B_{\Delta^{(2)}} - \sum_{\Delta^{(0)} \subset \text{int}(\Sigma_{\Delta})} A_{\Delta^{(0)}},
\] (2.7)

where the sums run over all the 2-simplices and 0-simplices in the interior of \(\Sigma_{\Delta}\), respectively. It follows from the definitions and the boundary relative triangulation independence that the operators \(\{A_{\Delta^{(0)}}, B_{\Delta^{(2)}}\}_{\forall \Delta^{(0)}, \Delta^{(2)} \subset \text{int}(\Sigma_{\Delta})}\) satisfy the algebra

\[
A_{(v_{i})} A_{(v_{j})} = A_{(v_{j})} A_{(v_{i})}, \quad A_{(v_{i})} B_{(v_{j})} = B_{(v_{j})} A_{(v_{i})}, \quad B_{(v_{j})} A_{(v_{i})} B_{(v_{k})} = B_{(v_{k})} A_{(v_{j})} B_{(v_{i})},
\]

for all \((v_{i}), (v_{j}), (v_{j}v_{k}v_{l}), (v'_{k}v'_{k}v'_{l}) \subset \Sigma_{\Delta}\). All the operators are mutually commuting projectors and the Hamiltonian is exactly solvable. It follows that the ground state projector \(\mathbb{P}_{\Sigma_{\Delta}}^{\text{bulk}}\) simply reads

\[
\mathbb{P}_{\Sigma_{\Delta}}^{\text{bulk}} : = \prod_{\Delta^{(0)} \subset \text{int}(\Sigma_{\Delta})} A_{\Delta^{(0)}} \prod_{\Delta^{(2)} \subset \text{int}(\Sigma_{\Delta})} B_{\Delta^{(2)}}.
\] (2.8)
Notice that the ordering in the product is superfluous by the commutativity of the operators. Furthermore it follows from inspection that

\[
\Pi_{\Delta}^{\text{bulk}} = Z^G_\omega[\Delta \Sigma_{\Delta}],
\]

such that the ground state subspace of \( \Pi_{\Delta}^{G}[\Sigma_{\Delta}] \) is given by

\[
\text{Im } \Pi_{\Delta}^{\text{bulk}} = \text{Im } Z^G_\omega[\Delta \Sigma_{\Delta}] \equiv \mathcal{V}^G_\omega[\Sigma_{\Delta}],
\]

with the last equality following from (2.3). This is the space spanned by linear superpositions \(|\psi\rangle\) of graph-states fulfilling the stabiliser constraints \(A_{\Delta(0)}|\psi\rangle = |\psi\rangle\) and \(B_{\Delta(2)}|\psi\rangle = |\psi\rangle\) at every \(\Delta(0), \Delta(2) \subset \text{int}(\Sigma_{\Delta})\).

Let us conclude this construction by making two observations. The first one is that we showed in (2.4) how given two triangulations \(\Sigma_{\Delta} \) and \(\Sigma_{\Delta'}\) of \(\Sigma\) such that \(\partial \Sigma_{\Delta} = \partial \Sigma_{\Delta'}\), the subspaces \(\mathcal{V}^G_\omega[\Sigma_{\Delta}]\) and \(\mathcal{V}^G_\omega[\Sigma_{\Delta'}]\) were unitarily isomorphic. This signifies that it is always possible to perform local changes of the triangulation in the interior of \(\Sigma\) while remaining in the same gapped phase. This will turn out to be very useful when performing explicit computations. In particular, we shall often apply unitary isomorphisms obtained from pinched interval cobordisms describing so-called \textit{Pachner moves}. The second observation is that the Hamiltonian operators do not mix ground states with differing boundary \(G\)-colourings, so that there exists a natural decomposition of the Hilbert space as

\[
\mathcal{V}^G_\omega[\Sigma_{\Delta}] = \bigoplus_{a \in \text{Col}(\partial \Sigma_{\Delta}, G)} \mathcal{V}^G_\omega[\Sigma_{\Delta}]_a,
\]

where \(\mathcal{V}^G_\omega[\Sigma_{\Delta}]_a \subseteq \mathcal{V}^G_\omega[\Sigma_{\Delta}]\) denotes the subspace of states identified by the boundary colouring \(a \in \text{Col}(\partial \Sigma_{\Delta}, G)\). More details regarding the construction up to that point can be found in [33].

### 2.3 Gapped boundary partition function

Given an open \(d\)-dimensional surface \(\Sigma\) endowed with a triangulation \(\Sigma_{\Delta}\), we reviewed above how to define an exactly solvable model as the Hamiltonian realisation of Dijkgraaf-Witten theory whose input data is a finite group \(G\) and normalised \((d+1)\)-cocycle in \(H^{d+1}(G, U(1))\). The lattice Hamiltonian \(\Pi_{\Delta}^{G}[\Sigma_{\Delta}]\) was obtained as a sum of mutually commuting projectors that act on the interior of \(\Sigma_{\Delta}\). We would like to extend this Hamiltonian to \(\partial \Sigma_{\Delta}\) while preserving the gap of the system, giving rise to the notion of gapped boundaries. In order to do so, we shall first define a generalisation of the partition function introduced in section 2.1 for spacetime \((d+1)\)-manifolds presenting two types of boundaries.

Let us begin by introducing the notion of \textit{relative pinched interval cobordisms}. Let \(\Xi\) be a compact, oriented, \(d\)-manifold with non-empty boundary and \(\Omega \subseteq \partial \Xi\) a choice of \((d-1)\)-dimensional submanifold of the boundary. The relative pinched interval cobordism \(\Xi \times^\Omega \mathbb{I}\) over \(\Xi\) with respect to \(\Omega\) is defined as the quotient manifold

\[
\Xi \times^\Omega \mathbb{I} \equiv \Xi \times \mathbb{I} / \sim_{\Omega},
\]

where \(\sim_{\Omega}\) is the equivalence relation defined by \(\sim_{\Omega}(x, t) = (x, t + \Omega)\) for \((x, t) \in \Xi \times \mathbb{I}\) and \(t + \Omega \in \mathbb{I}\).
where \( \sim_\Omega \) is defined such that \((x, i) \sim_\Omega (x, i')\), for all \((x, i), (x, i') \in (\partial \Xi \setminus \text{int}(\Omega)) \times \mathbb{I}\). By definition, we have \(\partial (\Xi \times_\Omega \mathbb{I}) = \Xi \cup_\Omega (\Omega \times_\mathbb{I} \mathbb{I}) \cup_{\partial \Xi} \Xi\) and \(\Xi \cap \Xi = \partial \Xi \setminus \text{int}(\Omega)\). To illustrate this definition we consider the following simple examples:

\[
[0,1] \times_\mathbb{I} [0,1] = \bigcirc, \quad [0,1] \times_\mathbb{I} [0,1] = \bigtriangleup,
\]

with \(\Xi \equiv 0 \subset \{0,1\} = \partial \mathbb{I}\). Henceforth, we shall utilise the convention that \(\Xi \times_\Omega \mathbb{I}\) defines a cobordism

\[
\Xi \times_\Omega \mathbb{I} : \Xi \to \Xi,
\]

and refer to \(\Omega \times_\mathbb{I} \mathbb{I} \subset \partial (\Xi \times_\Omega \mathbb{I})\) as a \textit{time-like boundary}. A triangulation of \(\Xi \times_\Omega \mathbb{I}\) can be constructed as follows: let \(\Xi_{\Delta,\Lambda} \subset \partial \Xi_{\Delta}\) be a pair of triangulations of \(\Xi\) such that \(\Omega_{\Delta} \subset \partial \Xi_{\Delta}\) and \(\Omega_{\Delta',i} \subset \partial \Xi_{\Delta'}\). We define two possibly different triangulations of \(\Omega\) satisfying

\[
\partial \Xi_{\Delta} \setminus \text{int}(\Omega_{\Delta}) = \partial \Xi_{\Delta'} \setminus \text{int}(\Omega_{\Delta'}).
\]

Considering a triangulation \(\Delta_{\Lambda} \Omega_{\Delta}\) of the time-like boundary \(\Omega \times_\mathbb{I} \mathbb{I}\), we define \(\Delta_{\Lambda} \Xi_{\Delta}\) as the triangulation of the relative pinched interval cobordism \(\Xi \times_\Omega \mathbb{I}\) whose boundary reads \(\Xi_{\Delta} \cup_\Omega \Delta_{\Lambda} \Omega_{\Delta} \cup_{\partial \Xi_{\Delta}} \Xi_{\Delta'}\).

Given a triangulation \(\Delta_{\Lambda} \Xi_{\Omega}\) of \(\Xi \times_\Omega \mathbb{I}\), let us now define a generalisation of the \((d+1)\)-dimensional Dijkgraaf-Witten theory with input data \((G, \omega)\) such that the corresponding partition function evaluated on \(\Delta_{\Lambda} \Xi_{\Omega}\) remains invariant under triangulation changes of both the interior of \(\Delta_{\Lambda} \Xi_{\Omega}\) and the interior of the time-like boundary \(\Delta_{\Lambda} \Omega_{\Delta}\). Let \(\Omega = \cup_i \Omega_i\) be a decomposition of \(\Omega\) into connected components \(\Omega_i\), each with triangulations \(\Omega_{\Delta,i} \subset \partial \Xi_{\Delta}\) and \(\Omega_{\Delta',i} \subset \partial \Xi_{\Delta'}\). The generalised theory associates to each connected component \(\Omega_i\) a pair \((A_i, \phi_i)\), where \(A_i \subset G\) is a subgroup and \(\phi_i \in C^d(A_i, U(1))\) a normalised group \(d\)-cochain such that \(d^{(d)} \phi_i = \omega^{-1}_{\mid A_i}\). We refer to the data \((A_i, \phi_i)\) as a choice of \textit{gapped boundary condition}.\(^3\) We define a \((G, \{A_i\})\)-colouring \(g\) of \(\Delta_{\Lambda} \Xi_{\Omega}\) as a \(G\)-colouring such that \(g_{\mid \Delta_{\Lambda} \Omega_{\Delta,i}} \in \text{Col}(\Delta_{\Lambda}, \Omega_{\Delta,i}, A_i)\). The set of \((G, \{A_i\})\)-colourings on \(\Delta_{\Lambda} \Xi_{\Omega}\) is denoted by \(\text{Col}(\Delta_{\Lambda} \Xi_{\Omega}, G, \{A_i\})\). Equipped with such choices, we define the generalised partition function as follows:

\[

2^G_{\omega, \{A_i\}} [\Delta_{\Lambda} \Xi_{\Omega}] = \frac{1}{|G|^\#(\Delta_{\Lambda} \Xi_{\Omega}) \prod_i |A_i|^\#(\Delta_{\Lambda} \Omega_{\Delta,i})} \sum_{g \in \text{Col}(\Delta_{\Lambda} \Xi_{\Omega}, G, \{A_i\})} \prod_i \prod_{\Delta(d) \subset \Delta_{\Lambda} \Omega_{\Delta,i}} \phi_i(g_{\mid \Delta(d)}) e^{(\Delta(d))} \prod_{\Delta(d+1) \subset \Delta_{\Lambda} \Xi_{\Omega}} \omega(g_{\mid \Delta(d+1)}) e^{(\Delta(d+1))} \bigotimes_{\Delta(i) \subset \Xi_{\Omega}} |g_{\mid \Delta(i)}| \bigotimes_{\Delta(i) \subset \Xi_{\Delta}} |g_{\mid \Delta(i)}|,
\]

where

\[
\#(\Delta_{\Lambda} \Xi_{\Omega}) := |\text{int}(\Delta_{\Lambda} \Xi_{\Omega})|^{(0)} + \frac{1}{2} |\text{int}(\Xi_{\Delta})|^{(0)} + \frac{1}{2} |\text{int}(\Omega_{\Delta})|^{(0)}
\]

and \(\#(\Delta'_{\Lambda} \Omega_{\Delta,i}) := |\text{int}(\Delta'_{\Lambda} \Omega_{\Delta,i})|^{(0)} + \frac{1}{2} |\text{int}(\Omega_{\Delta,i})|^{(0)} + \frac{1}{2} |\text{int}(\Omega_{\Delta,i})|^{(0)}\).

\(^3\)In section 6, we shall revisit gapped boundary conditions from a category theoretical point of view.
As stated previously, the partition function remains invariant under retriangulation of the interior of \(\Delta, \Omega_\Delta\) as well as the interior of \(\Delta', \Omega_\Delta\). In this manner, the partition function \(Z_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Delta; \Omega, \Delta]\) defines a projection operator and we associate to the triangulation \(\Sigma_\Delta\) the following Hilbert space:

\[
\mathcal{V}_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Sigma_\Delta] := \text{Im} \ Z_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Delta; \Omega, \Delta].
\] (2.16)

Furthermore, akin to equations (2.4) and (2.5), the triangulation invariance properties of the partition function together with the Hermiticity condition

\[
Z_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Delta; \Omega, \Delta] \Rightarrow Z_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Delta; \Omega, \Delta]
\] (2.17)

demonstrate that the operator

\[
Z_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Delta; \Omega, \Delta] \ni \mathcal{V}_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Sigma_\Delta] \Rightarrow \mathcal{V}_{\Omega,\{\phi_i\}}^{G,\{A_i\}}[\Sigma_\Delta]
\] (2.18)
defines a unitary isomorphism of Hilbert spaces.

### 2.4 Hamiltonian model in the presence of gapped boundaries

In section 2.2, we described the Hamiltonian realisation \(H_{\Sigma_\Delta}^G\) of the Dijkgraaf-Witten theory in \(d\) spatial dimensions in the presence of open boundary conditions. Utilising the partition function (2.15) introduced in the previous section, we shall now define an extension of the Hamiltonian model to include gapped boundary conditions [14, 15].

Let us consider an oriented \(d\)-manifold \(\Sigma\) with non-empty boundary and a choice of triangulation \(\Sigma_\Delta\). The input of the model is a pair \((G, \omega)\) and a choice of gapped boundary conditions \(\{\{A_i, \phi_i\}\}\) for each connected component \(\partial \Sigma_{\Delta,i} \subset \Sigma_\Delta\), where \(A_i \subset G\) is a subgroup and \(\phi_i \in C^d(A_i, U(1))\) is a normalised group \(d\)-cochain satisfying the condition \(d^d(\phi_i) = \omega^{-1}|_{A_i}\). In the interior of \(\Sigma_\Delta\), the (bulk) Hamiltonian was defined in eq. (2.7).

Given such a choice of gapped boundary conditions, let us now define an operator that acts on a local neighbourhood of a boundary vertex \((v_0) \in \partial \Sigma_{\Delta,i}\). Mimicking the definition of the bulk vertex operator, we consider the subcomplex \(\Xi_{v_0} := \text{cl} \circ \text{st}(v_0)\), which corresponds to the smallest subcomplex that includes all the simplices of which \((v_0)\) is a subsimplex. We next define the triangulated relative pinched interval cobordism over \(\Xi_{v_0}\) with respect to \(\Omega := \text{cl} \circ \text{st}(v_0) \cap \partial \Sigma_{\Delta,i}\)

\[
\Xi_{v_0} \Xi_{v_0} := (v_0') \cup_{j} \text{cl} \circ \text{st}(v_0), \quad (2.19)
\]

whose boundary is given by

\[
\partial(\Xi_{v_0} \Xi_{v_0}) = \Xi_{v_0} \cup_{\Omega} (\Omega_{v_0} \Omega_{v_0}) \cup_{\partial \Xi_{v_0}} \Xi_{v_0} \quad (2.20)
\]

where \(\Omega_{v_0} := (v_0') \cup_{j} \Omega\). Given this relative pinched interval cobordism, we define the action of the operator \(A_{\omega,\{\phi_i\}}^{G,\{A_i\}}\) on a state \(|\psi\rangle \in \mathcal{H}_{\omega,\{\phi_i\}}^{G,\{A_i\}}[\Sigma_\Delta]\) via

\[
A_{\omega,\{\phi_i\}}^{G,\{A_i\}} : |\psi\rangle \mapsto Z_{\omega,\{\phi_i\}}^{G,\{A_i\}}[\Xi_{v_0} \Xi_{v_0}][|\psi\rangle]. \quad (2.21)
\]
The gapped boundary Hamiltonian is finally defined as
\[ H_{G,\{A_i\} [\triangle]} = H^G_{\omega}[\Sigma_{\Delta}]^{\text{bulk}} + \sum_{\partial \Sigma_{\Delta,i} \subset \partial \Sigma_{\Delta}} H^G_{\omega,\{A_i\} [\partial \Sigma_{\Delta,i}]}^{\text{bdry}}, \tag{2.22} \]
where
\[ H^G_{\omega,\{A_i\} [\partial \Sigma_{\Delta,i}]}^{\text{bdry}} := - \sum_{\triangle \subset \partial \Sigma_{\Delta,i}} A_{\triangle (0)} \phi_{\triangle (0)} . \tag{2.23} \]

From the triangulation invariance properties of the partition function \( Z_{G,\{A_i\} [\Sigma_{\Delta}]} \), it follows that
the Hamiltonian is a sum of mutually commuting projection operators, and as such it is still exactly solvable. Furthermore, analogously to the bulk Hamiltonian, we can identify the ground-state subspace
\[ V_{G,\{A_i\} [\Sigma_{\Delta}]} \]
with
\[ \text{Im} \ Z_{G,\{A_i\} [\triangle \Sigma]} = V_{G,\{A_i\} [\triangle \Sigma]}, \tag{2.24} \]
and verify that the unitary isomorphism
\[ Z_{G,\{A_i\} [\triangle \Sigma]} : V_{G,\{A_i\} [\triangle \Sigma]} \sim V_{G,\{A_i\} [\triangle \Sigma]} \tag{2.25} \]
commutes with the Hamiltonian. This last statement implies that we can always replace a given triangulated subcomplex \( \Omega_{\Delta} \subset \partial \Sigma_{\Delta} \) by \( \Omega_{\Delta'} \) while remaining in the ground state sector.

Note finally that in the subsequent discussion, we shall also refer to gapped interfaces between several gapped boundaries. However, we will not require an explicit form of the Hamiltonian for such interfaces, and as such we omit here the explicit definition. Despite such an omission, the corresponding Hamiltonian can be explicitly defined in close analogy with the construction of the gapped boundary Hamiltonian presented in this section.

In order to illustrate the definition and some properties of the gapped boundary Hamiltonian, let us now specialize to two dimensions (see also \cite{14}). We consider a two-dimensional surface \( \Sigma \) endowed with a triangulation \( \Sigma_{\Delta} \) and a single connected boundary component \( \partial \Sigma_{\Delta} \). The input data for the bulk Hamiltonian is a finite group \( G \) and a normalised group 3-cocycle \( \alpha \). Furthermore, we define on \( \partial \Sigma_{\Delta} \) a gapped boundary whose input data is a pair \( (A, \phi) \), where \( A \subset G \) is a subgroup and \( \phi \) a group 2-cochain satisfying \( d(2) \phi = \alpha^{-1} |_A \) which is explicitly expressed via
\[ \alpha^{-1}(a, a', a'') \equiv d(2) \phi(a, a', a'') = \frac{\phi(a', a'') \phi(a, a' a'')}{\phi(a a', a'') \phi(a, a')}, \tag{2.26} \]
for every \( a, a', a'' \in A \subset G \). We consider the following situation:

\[ \begin{array}{c}
\text{0} \\
\text{1} \\
\text{2} \\
\text{3} \\
\end{array} \]

where the dashed area \( \square \) represents the bulk of the manifold, whereas the coloured line stands for the gapped boundary. The black lines represent the 1-simplices on the interior.
\[ \Sigma_\Delta \] that are included in \( \text{cl} \circ \text{st}(1) \). We first want to write down the action of the boundary operator at the vertex (1) on graph-states of the form

\[
\text{Span}_C \left\{ \begin{bmatrix} g \end{bmatrix} \right\} \quad \forall g \in \text{Col}(\text{clst}(1), G, A)
\]

\[ \equiv \text{Span}_C \left\{ \begin{bmatrix} ag \end{bmatrix} \right\} \quad \forall g \in G, \forall a, a' \in A \]

(2.27)

The boundary vertex operator \( A_{(1)}^{A, \phi} \) boils down to evaluating the partition function (2.15) on the relative pinched interval cobordism \((023) \times_p (02) \)

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{diagram.png}
\end{array}
\]

(2.28)

such that \( 0 < 1 < \tilde{1} < 2 < 3 \) and the orange edges represent the time-like boundary. Explicitly, the action of this boundary vertex operator reads

\[
A_{(1)}^{A, \phi} \begin{bmatrix} 0 & a & 1 & a' & 2 \\ ag & g & a'g^{-1} & 3 \\
\end{bmatrix} = \frac{1}{|A|} \sum_{\tilde{a} \in A} \alpha(a, \tilde{a}, \tilde{a}^{-1}g) \phi(\tilde{a}, \tilde{a}^{-1}a') \begin{bmatrix} 0 & a\tilde{a} & 1 & a'^{-1} & 2 \\ ag & \tilde{a}g & \tilde{a}^{-1}g & 3 \\
\end{bmatrix}. \quad (2.29)
\]

Let us now compute a triangulation changing boundary operator on a graph state (2.27).

More specifically, let us construct the isomorphism that replaces the boundary subcomplex \((01) \cup (12)\) by a single 1-simplex \((02)\). The corresponding operator is conveniently obtained by evaluating the partition function (2.15) on the relative pinched interval cobordism

\[
\begin{array}{c}
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(2.30)

with time-like boundary \((012)\), implementing the isomorphism

\[
\begin{array}{c}
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\end{array}
\]

(2.31)

We can now confirm that this triangulation changing operator does commute with the Hamiltonian operator. This follows from the cocycle relations \( d^{(2)} \phi(a, \tilde{a}, \tilde{a}^{-1}a') = \alpha^{-1}(a, \tilde{a}, \tilde{a}^{-1}a') \) and \( d^{(3)} \alpha(a, \tilde{a}, \tilde{a}^{-1}a', a'^{-1}g) = 1 \).

3 Tube algebra for gapped boundary excitations in (2+1)d

In this section, we apply the tube algebra approach in order to derive the algebraic structure underlying the boundary point-like excitations in two spatial dimensions.
3.1 Definition

Let us consider an open two-dimensional surface $\Sigma$. Its boundary $\partial \Sigma$ is referred to as the \textit{physical boundary} of the system. In the previous section, we explained how to construct the lattice Hamiltonian realisation of Dijkgraaf-Witten theory on a triangulation of $\Sigma$. We further detailed how this model could be extended to the physical boundary of $\Sigma$ in such way as to remain gapped. Bulk excitations of this model were studied in detail in general dimensions in [33]. In addition to bulk excitations, the lattice Hamiltonian yields point-like boundary excitations that are excitations obtained by violating some of the stabiliser constraints on the boundary. We are interested in the classification and the statistics of such gapped boundary excitations. More specifically, we consider the situation where two different one-dimensional gapped boundaries meet at a zero-dimensional interface, and are interested in the point-like excitations living at such interface. This situation can be locally depicted as follows:

![Diagram 3.1](image)

Given that the input data for the bulk theory is a pair $(G, \alpha)$, where $\alpha$ is a normalized representative of a cohomology class in $H^3(G, \text{U}(1))$, the thick coloured lines stand for two gapped boundaries characterized by the boundary conditions $A_{\phi} \equiv (A, \phi)$ and $B_{\psi} \equiv (B, \psi)$, respectively, while the black dot illustrates the binary interface between them. The boundary conditions $A_{\phi}$ and $B_{\psi}$, which were defined in the previous section, are such that $A, B \subset G$, $d^{(2)} \phi = \alpha^{-1}|_A$ and $d^{(2)} \psi = \alpha^{-1}|_B$. We denote the lattice Hamiltonian for this specific choice of boundary conditions by $H_{G,A,B}^{\alpha,\phi,\psi}[\Sigma]$, and its associated ground state subspace by $V_{G,A,B}^{\alpha,\phi,\psi}[\Sigma]$. In the following discussion, we will suppose that the Hamiltonian is further extended to the interface, but we do not require the explicit form of the corresponding operator. Note that although we restrict our attention to gapped boundaries, our exposition could be easily generalised to accommodate \textit{domain walls}, which can be thought of as shared gapped boundaries between two (possibly different) topological phases.

By definition, given a point-like excitation at the interface of two one-dimensional gapped boundaries, there is a local neighbourhood of $\Sigma$ for which the energy density is higher than the one of the ground state. Removing such a local neighbourhood leaves a new boundary component, referred to as the \textit{excitation boundary}, that is incident on the physical boundary $\partial \Sigma$ of the manifold. We denote the resulting manifold by $\Sigma^o$ and the excitation boundary by $\partial \Sigma^o|_{\text{ex}}$. We illustrate this configuration as follows:

![Diagram 3.2](image)

where the dashed area $\boxed{\text{black}}$ represents the region whose energy density is higher than the one of the ground state. The black line represents the excitation boundary, whose topology is the one of the unit interval $I \equiv [0, 1]$. Endowing $\Sigma^o$ with a triangulation, we are interested in the lattice Hamiltonian $H_{G,A,B}^{\alpha,\phi,\psi}[\Sigma_\Delta \setminus \partial \Sigma^o|_{\text{ex}}]$ obtained by removing all the operators whose supports are on $\partial \Sigma^o|_{\text{ex}}$. In a way reminiscent to the bulk Hamiltonian in section 2.2, this
Hamiltonian displays open boundary conditions such that the corresponding ground state subspace can be decomposed over them. Properties of the point-like excitations can then be encoded into the boundary conditions, so that a classification of the boundary conditions induces a classification of the corresponding point-like excitations. In other words, ground states in $\mathcal{V}_{G,A,B}[\Sigma_\Delta]$, which are characterised by a given excitation boundary colouring, define specific excitations with respect to ground states in the Hilbert space $\mathcal{V}_{G,A,B}[\Sigma_\Delta]$. In general, any such excitation is a superposition of elementary point-like excitations. In order to find these point-like elementary boundary excitations, we apply the tube algebra approach, whose general construction can be found in [33].

Let us consider the manifold $\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}$. Naturally, it has the topology of a 2-cell but we would like to emphasize the fact that it has two kinds of boundary components, namely a pair of physical boundary components and a pair of excitation boundary components. More precisely, it is the system obtained by removing from the two-disk $D^2$ local neighbourhoods at the interface of two different physical boundaries:

\[
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where the nomenclature is the same as before. A crucial, yet trivial, fact is that we can always glue a copy of $\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}$ to $\Sigma_o$ along $\partial \Sigma_o|_{\text{ex}}$ without modifying its topology, i.e.

\[
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As explained in more detail in [33], given a triangulation of $\Sigma_o$ and making use of the triangulation changing unitary isomorphisms, this simple gluing operation induces a symmetry map on the ground state subspace, whose simple modules classify the boundary conditions on $\partial \Sigma_o|_{\text{ex}}$ and as such the corresponding point-like boundary excitations. In order to compute these simple modules, we further remark that it is always possible to apply a diffeomorphism so that a local neighbourhood of $\partial \Sigma_o|_{\text{ex}}$ is of the form $\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}$ so that the corresponding ground state subspaces are isomorphic. The effect of such diffeomorphism is to localise the action of the symmetry map so that it only involves degrees of freedom living within $\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}$. Consequently, it is enough to consider the symmetry map that corresponds to the gluing of two copies of the manifold $\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}$, i.e.

\[
(\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}) \cup_{\partial \Sigma_o|_{\text{ex}}} (\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}) \simeq \partial \Sigma_o|_{\text{ex}} \times \mathbb{I}.
\]

\[
(\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}) \cup_{\partial \Sigma_o|_{\text{ex}}} (\partial \Sigma_o|_{\text{ex}} \times \mathbb{I}) \simeq \partial \Sigma_o|_{\text{ex}} \times \mathbb{I}.
\]
We pictorially summarize these operations below:

Given a triangulation of $\partial\Sigma^o_{\text{ex}} \times I$, this symmetry map in turn endows the associated ground state subspace with a finite-dimensional algebraic structure referred to as the \textit{tube algebra}. Irreducible representations of the tube algebra label the simple modules of the original symmetry map, classifying boundary conditions on $\partial\Sigma^o_{\text{ex}}$, and thus the corresponding point-like boundary excitations.

### 3.2 Computation of the tube algebra

Let us now derive the tube algebra for the configuration described above so as to determine the elementary boundary excitations at the interface of two one-dimensional gapped boundaries. First, we need to specify the ground state subspace on $\partial\Sigma^o_{\text{ex}} \times I$ by picking a triangulation. Crucially, the choice of triangulation does not matter. Indeed, given a triangulation of the excitation boundary, changing the discretisation of the physical boundary or the bulk of $\partial\Sigma^o_{\text{ex}} \times I$ yields an isomorphic ground state subspace, which would in turn induce an isomorphic tube algebra. Furthermore, a different choice of triangulation for the excitation boundary would yield a \textit{Morita equivalent} tube algebra, which by definition has the same simple modules as the original algebra. As such, we should make the simplest choice of triangulation possible. We choose to discretise the excitation boundary by a single 1-simplex and $\partial\Sigma^o_{\text{ex}} \times I$ as a triangulated 2-cell. The resulting triangulated manifold is denoted by $\Sigma[I_\Delta]$ and the corresponding ground state subspace explicitly reads

$$\forall g \in \text{Col}([I],G,A,B)$$

where some labellings are left implicit since they can be deduced from the flatness constraints, i.e. the stabiliser constraints with respect to the $B_{\Delta(2)}$-operators. The tube algebra can be computed using the following algorithm:\footnote{Note that we rotated the drawings by $90^\circ$ for convenience.}

\begin{align}
\forall g^{G,A,B}[\Sigma[I]] & := \text{Span}_C \left\{ \left| \begin{array}{cc}
0 & 1 \\
0' & 1'
\end{array} \right\} \right\} \\
\equiv \text{Span}_C \left\{ \left| g^{a^{-1}gb} \right\} \right\} \forall g \in G \forall (a,b) \in A \times B, \quad (3.5)
\end{align}

Recall that the tube algebra is an extension of the gluing operation $\Sigma[I] \cup_I \Sigma[I] \simeq \Sigma[I]$ to the ground state subspace.

\footnote{We refer the reader to \cite{33} for a general and more detailed definition of the tube algebra.}
\[ V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \text{. Using the relation (2.11), we obtain the following decomposition of the Hilbert space } V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]]: \]

\[ V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] = \bigoplus_{g_1 \in \text{Col}(1 \times \{ 0 \}, G)} \bigoplus_{g_2 \in \text{Col}(1 \times \{ 1 \}, G)} V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]]_{g_1, g_2} \cdot \]

The gluing itself is then performed via an injective map \( \text{GLU} \) defined according to

\[ \text{GLU} : V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \otimes V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \rightarrow \bigoplus_{g_1, g_1' \in \text{Col}(1 \times \{ 0 \}, G)} \bigoplus_{g_2, g_2' \in \text{Col}(1 \times \{ 1 \}, G)} V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]]_{g_1, g_2} \otimes V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]]_{g_1', g_2'}, \]

which acts on states \( |\psi_{g_1, g_2}\rangle \in V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]]_{g_1, g_2} \) and \( |\psi'_{g_1', g_2'}\rangle \in V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]]_{g_1', g_2'} \) via identification of the boundary conditions along the gluing interface, i.e.

\[ \text{GLU} : |\psi_{g_1, g_2}\rangle \otimes |\psi'_{g_1', g_2'}\rangle \mapsto \delta_{g_2, g_2'} |\psi_{g_1, g_2}\rangle \otimes |\psi'_{g_1', g_2'}\rangle \cdot \]

This map can be linearly extended to states displaying mixed grading. Importantly, the image of this map typically differs from the ground state subspace \( V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \cup V[\Sigma[1]] \) since all the stabiliser constraints might not be satisfied along the gluing interface. This can be resolved by applying the Hamiltonian projection operator \( P_{\Sigma[1]} \cup V[\Sigma[1]] \) with respect to the full Hamiltonian \( H_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \cup V[\Sigma[1]] \), which was defined in section 2.4. Finally, we can apply a triangulation changing isomorphism in order to obtain a final state in \( V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \). Putting everything together, this defines a \( \star \)-product, which together with \( V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \) defines the tube algebra:

\[ \star : V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \otimes V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \xrightarrow{\text{GLU}} H_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \cup V[\Sigma[1]] \]

\[ \xrightarrow{P_{\Sigma[1]} \cup V[\Sigma[1]]} V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \cup V[\Sigma[1]] \xrightarrow{\sim} V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \cdot \]

Given two basis states of \( V_{\alpha,\phi,\psi}^{G,A,B}[\Sigma[1]] \) as defined in (3.5), let us now compute explicitly this \( \star \)-product. Firstly, the \( G \)-colourings along the gluing interface are identified via the map \( \text{GLU} \), i.e.

\[ \text{GLU} \left( \frac{\text{0}}{a} \begin{array}{c} 0 \ b \ 1 \ 1' \ 2 \ 2' \ g \ a^{-1} gb \end{array} \right) \otimes \left( \frac{\text{1}}{\text{a'}} \begin{array}{c} \ 1' \ 2' \ 0' \ g' \ a'^{-1} g'b' \end{array} \right) = \delta_{g', a^{-1} gb} \left( \frac{\text{0}}{a} \begin{array}{c} 0 \ b \ 1 \ 1' \ 2 \ 2' \ g \end{array} \right) \otimes \left( \frac{\text{1}}{\text{a'}} \begin{array}{c} \ 1' \ 2' \ 0' \ (aa')^{-1} gb' \end{array} \right) \cdot \]

Secondly, we apply the Hamiltonian projector \( P_{\Sigma[1]} \cup V[\Sigma[1]] \) in order to enforce the gauge invariance at the physical boundary vertices that are along the gluing interface. This operator is obtained by evaluating the partition function (2.15) on the relative pinched interval cobordism

\[ (3.6) \]
and its action explicitly reads

\[ P_{\mathfrak{I}^1 \cup \mathfrak{I}^2}(g) \]  

\[ = \frac{1}{|A||B|} \sum_{(a,b) \in A \times B} \frac{\vartheta_{AB}^g(a,\hat{a}|b,\hat{b})}{\vartheta_{AB}^g(a^{-1}g|b^{-1}b')} \mathcal{P}_{\mathfrak{I}^1 \cup \mathfrak{I}^2}(g) \]  

where we introduced the cocycle data

\[ \vartheta_{AB}^g(a,a'|b,b') := \frac{\psi(b,b') \alpha(a,a',a'^{-1}a^{-1}g|b|b') \alpha(g,b,b')}{\alpha(a,a^{-1}g|b,b')} . \]  

(3.7)

It follows from \( \alpha^{-1}_A = d^{(2)} \phi \) and \( \alpha^{-1}_B = d^{(2)} \psi \), as well as the cocycle conditions

\[ d^{(3)} \alpha(a,a',a'',a'^{-1}a^{-1}g|b|b') = 1 \]  

\[ d^{(3)} \alpha(a,a^{-1}g|b,b',b'') = 1 \]  

that \( \vartheta_{AB}^g \) satisfies

\[ d^{(2)} \vartheta_{AB}^g(a,a',a'',b,b'') := \frac{\vartheta_{AB}^{g}(a',a'\alpha''|b',b'') \vartheta_{AB}^{g}(a,a''|b',b'')}{\vartheta_{AB}^{g}(a,a''|b',b'')} \vartheta_{AB}^{g}(a,a'|b,b') = 1 , \]  

(3.8)

which in particular implies the following property

\[ \vartheta_{AB}^{g}(a^{-1},a|b^{-1},b) = \vartheta_{AB}^{g}(a,a^{-1}|b,b) . \]  

(3.9)

Furthermore, given that \( \alpha, \phi \) and \( \psi \) are normalized cocycles, we have the normalisation conditions:

\[ \vartheta_{AB}^{g}(\mathbb{1}_A,a'|\mathbb{1}_B,b') = \vartheta_{AB}^{g}(a,\mathbb{1}_A|b,\mathbb{1}_B) = 1 = \vartheta_{AB}^{g}(\mathbb{1}_A,a'|\mathbb{1}_B,b') = \vartheta_{AB}^{g}(a,\mathbb{1}_A|b,b') . \]  

(3.10)

Going back to the tube algebra, it remains to apply a triangulation changing isomorphism in order to recover the initial triangulation. This can be done by evaluating the partition function for the pinched interval cobordism \( (012)'^+ \times \mathbb{I} \) endowed with the triangulation depicted below:

\[ (012)'^+ \times \mathbb{I} := (00'1'2')^+ \cup (011'2')^- \cup (0122')^+ . \]  

(3.11)

The corresponding operator implements the isomorphism

\[ \left. \begin{array}{ccc} 0 & a \hat{a} & 1 \hat{a}^{-1}a' \\ \hat{a}^{-1}g|b & 1' & b^{-1}b' \\ 2' \end{array} \right) \simeq \frac{1}{|A||B|} \left. \begin{array}{ccc} 0 & a \hat{a} & 1 \hat{a}^{-1}a' \\ \hat{a}^{-1}g|b & 1' & b^{-1}b' \\ 2' \end{array} \right) \]  

\[ \left. \begin{array}{ccc} 0 & a \hat{a} & 1 \hat{a}^{-1}a' \\ \hat{a}^{-1}g|b & 1' & b^{-1}b' \\ 2' \end{array} \right) . \]
Putting everything together, we obtain
\[ \delta_{g', a} - 1 g b | A | 1 2 | B | 1 2 \varphi_{AB} g (a, a'| b, b') | g^{aa'} \cdots | g^{bb'} \cdots , \]
where we used the cocycle relation \( d(2) \varphi_{AB} g (a, \tilde{a}, a^{-1} a'| \tilde{b}, \tilde{b}^{-1} b') = 1 \). Using the more symbolic notation introduced in (3.5), the \( \star \)-product reads
\[ | g \frac{a}{b} \rangle \star | g' \frac{a'}{b'} \rangle = \delta_{g', a} - 1 g b | A | 1 2 | B | 1 2 \varphi_{AB} (a, a'| b, b') | g^{aa'} \cdots | g^{bb'} \cdots . \tag{3.12} \]

3.3 Groupoid algebra

Before concluding this section about boundary point-like excitations in (2+1)d, we are going to show that the tube algebra derived above can be recast as a twisted groupoid algebra\[^{[57]}\]. Although this might seem a little bit artificial at the moment, this will turn out to be very useful in the subsequent sections. Indeed, we will show that in the language of groupoid algebras, both the tube algebras in (2+1)d and in (3+1)d can be unified allowing for a simultaneous study of the corresponding representation theories.

Let us first review some basic category theoretical definitions. More details can be found for example in \[^{[59, 61]}\]. Given a category \( C \), the set of objects and the set of morphisms between objects are denoted by \( \text{Ob}(C) \) and \( \text{Hom}(C) \), respectively. Given two objects \( X, Y \in \text{Ob}(C) \), the set of morphisms from \( X \) to \( Y \) is written \( \text{Hom}_C(X, Y) \ni f : X \rightarrow Y \), such that \( X = s(f) \) and \( Y = t(f) \) are the source and target objects of \( f \), respectively. Composition rule of morphisms is defined according to
\[ X \xrightarrow{f} Y \xrightarrow{f'} Z = X \xrightarrow{ff'} Z. \]
Furthermore, for every object \( X \in \text{Ob}(C) \), the corresponding identity morphisms is denoted by \( \text{id}_X \in \text{Hom}_C(X, X) \). Finally, we notate the set of \( n \) composable morphisms in \( C \) by \( C^n_{\text{comp}} := \{(f_1, \ldots, f_n) \in \text{Hom}(C)^n \mid t(f_i) = s(f_{i+1}), \ \forall i \in 1, \ldots, n-1\} \). Let us now specialize to groupoids:

**Definition 3.1 (Groupoids).** A (finite) groupoid \( G \) is a category whose object and morphism sets are finite and all morphisms are invertible, i.e. for each morphism \( g \in \text{Hom}_G(X, Y) \), there exists a morphism \( g^{-1} \in \text{Hom}_G(Y, X) \) such that \( gg^{-1} = \text{id}_X \) and \( g^{-1} g = \text{id}_Y \).

Every finite group provides a finite one-object groupoid refers to as the delooping of the group:

**Example 3.1 (Delooping of a group).** Let \( G \) be a finite group. The delooping of \( G \) is the one-object groupoid \( \overline{G} \) with \( \text{Ob}(\overline{G}) = \{\bullet\} \) and morphism set \( \text{Hom}_G(\bullet, \bullet) = G \) with the composition rule being provided by the group multiplication in \( G \).
Henceforth, we shall identify any group $G$ and its delooping $\mathcal{G}$, denoting both by $G$. Generalizing the notion of group cohomology in an obvious way, we obtain the notion of groupoid cohomology:\footnote{Analogously to group cohomology, groupoid cohomology of a groupoid is implicitly defined as the simplicial cohomology of its classifying space.}

**Definition 3.2 (Groupoid cohomology).** Let $\mathcal{G}$ be a finite groupoid and $\mathcal{M}$ a $\mathcal{G}$-module. Given the set of $n$ composable morphisms $\mathcal{G}_{\text{comp}}^n$ in $\mathcal{G}$, we define an $n$-cochain on $\mathcal{G}$ as a map $\omega_n : \mathcal{G}_{\text{comp}}^n \to \mathcal{M}$. On the space $C^n(\mathcal{G}, \mathcal{M})$ of $n$-cochains, the coboundary operator $d^{(n)} : C^n(\mathcal{G}, \mathcal{M}) \to C^{n+1}(\mathcal{G}, \mathcal{M})$ is defined via

$$d^{(n)} \omega_n(g_1, \ldots, g_{n+1}) := g_1 \triangleright \omega_n(g_2, \ldots, g_{n+1}) \omega_n(g_1, \ldots, g_n)^{(-1)^{n+1}} \prod_{i=1}^{n} \omega_n(g_1, \ldots, g_{i-1}, g_i g_{i+1}, g_{i+2}, \ldots, g_{n+1})^{(-1)^i}.$$  

The $n$-th cohomology group of groupoid cocycles is then defined as usual by

$$H^n(\mathcal{G}, \mathcal{M}) := \frac{\ker d^{(n)}}{\text{Im} d^{(n-1)}} \equiv \frac{Z^n(\mathcal{G}, \mathcal{M})}{B^n(\mathcal{G}, \mathcal{M})}. \quad (3.14)$$

Throughout this manuscript, we always consider cohomology groups of the form $H^n(\mathcal{G}, U(1))$, where $U(1)$ is taken to be the $\mathcal{G}$-module with the trivial groupoid action. Naturally, the cohomology of a group coincides with the groupoid cohomology of its delooping. Furthermore, we shall often require, without loss of generality, that cocycles are normalised:

**Definition 3.3 (Normalised cocycles).** Given a groupoid $n$-cocycle $[\omega_n] \in H^n(\mathcal{G}, U(1))$, we call $\omega_n \in [\omega_n]$ a normalised representative if $\omega_n(g_1, \ldots, g_n) = 1$, whenever any of the arguments is an identity morphism. In particular there always exists a normalised representative of each $n$-cocycle equivalence class $[\omega_n] \in H^n(\mathcal{G}, U(1))$.

Utilising the technology of groupoid cohomology, we can now introduce twisted groupoid algebras, generalising the theory of twisted group algebras [57]:

**Definition 3.4 (Twisted groupoid algebra).** Given a finite groupoid $\mathcal{G}$ and a normalised 2-cocycle $\vartheta \in Z^2(\mathcal{G}, U(1))$, the twisted groupoid algebra $\mathbb{C}[\mathcal{G}]^\vartheta$ is the algebra defined over the vector space

$$\text{Span}_ \mathbb{C}\{ |g \rangle | \forall g \in \text{Hom}(\mathcal{G}) \} \quad (3.15)$$

with algebra product

$$|g\rangle \star |g'\rangle := \delta_{t(g),s(g')} \vartheta(g, g') |gg'\rangle. \quad (3.16)$$

The requirement that $\vartheta$ is a 2-cocycle ensures that $\mathbb{C}[\mathcal{G}]^\vartheta$ is an associative algebra.
Putting everything together, let us now recast the $(2+1)$d tube algebra as a twisted groupoid algebra. Let $G_{AB}$ be the (finite) groupoid whose objects are given by group elements in $G$, and whose morphisms read $g \xrightarrow{a} a^{-1}gb \equiv g \xrightarrow{-a} b$, where $(a, b) \in A \times B$ with the composition given by the multiplication in $G$:

$$g \xrightarrow{a} a^{-1}gb \xrightarrow{a'} a'^{-1}gb' = g \xrightarrow{aa'} a'^{-1}a^{-1}gb' . \quad (3.17)$$

Utilising this definition, we can conveniently redefine $\vartheta_{AB}$ as a normalised groupoid 2-cocycle in $H^2(G_{AB}, \mathbb{U}(1))$, in such a way that the tube algebra defined earlier is isomorphic to the groupoid algebra $\mathbb{C}[G_{AB}]_{\vartheta_{AB}}$ of $G_{AB}$ twisted by $\vartheta_{AB}$.\footnote{Notice that the normalization conditions (3.10) do not state that the cocycle is equal to one whenever any of the entry is one, but instead whenever any of the morphism in the corresponding groupoid is the identity. It is therefore compatible with the definition given earlier.}

4 Tube algebra for gapped boundary excitations in $(3+1)$d

In this section, we apply the tube algebra approach to study excitations in the presence of gapped boundaries in $(3+1)$d. Although the excitation content of the model is rich in $(3+1)$d, we focus on a special configuration, which turns out to be related to that considered in the previous section via a dimensional reduction argument.

4.1 Definition

The strategy we presented in section 3 applies identically in three dimensions. Given a pattern of two-dimensional gapped boundaries, excitations can be classified by considering boundary conditions of the manifold obtained by removing local neighbourhoods of these excitations. Given that the input data for the bulk theory is a pair $(G, \pi)$, where $\pi$ a normalized representative of a cohomology class in $H^4(G, \mathbb{U}(1))$, we are interested in the situation where two two-dimensional gapped boundaries characterized by the boundary conditions $A_\lambda \equiv (A, \lambda)$ and $B_\mu \equiv (B, \mu)$ meet at a one-dimensional interface. The boundary conditions are such that $A, B \subset G$, $d^{(3)} \lambda = \pi^{-1}|_A$ and $d^{(3)} \mu = \pi^{-1}|_B$. We denote the Hamiltonian defined according to (2.7) for these boundary conditions as $H^{G, A, B}_{\pi, \lambda, \mu} [\Sigma]$.

Given this situation, several types of excitations could be studied. For instance, we could investigate point-like boundary excitations at the one-dimensional interface. Instead, we consider a bulk string-like excitation that terminates at two (possibly different) gapped boundaries. This situation can be depicted as follows:

![Diagram of a string-like excitation](image)

where the dark volume represents a local neighbourhood of the string-like excitation, and thus the region whose energy density is higher than that of the ground state. Removing
this local neighbourhood leaves an excitation boundary $\partial \Sigma_{\text{ex}}$, that has the topology of cylinder. Classifying boundary conditions on such cylinder corresponds to classifying the string-like excitations.

Let us consider the manifold $\partial \Sigma_{\text{ex}} \times I$. This manifold has the topology of a hollow cylinder, which has two kinds of boundary components, namely a pair of physical boundary components and a pair of excitation boundary components. Given the 3-ball endowed with two gapped boundaries, the same manifold can be obtained by removing local neighbourhoods of the interface and of a string terminating at the two gapped boundaries:

By construction, this manifold can be glued to the original system along the excitation boundary $\partial \Sigma_{\text{ex}}$ without affecting its topology. It follows from the discussion in section 3 that there is a tube algebra associated with the gluing of two copies of this tube-like manifold, whose irreducible representations classify this special type of string-like excitations.

### 4.2 Computation of the tube algebra

Let us derive the tube algebra for the special configuration described above. As before, we first need to specify the ground state subspace on $\partial \Sigma_{\text{ex}} \times I$ by choosing a discretisation.

We choose to discretise $\partial \Sigma_{\text{ex}} \times I$ as a triangulated cube with two opposite faces identified.

The resulting triangulated manifold is denoted by $\Sigma[S^1 \times I]$ and the corresponding ground state subspace explicitly reads

\[
\mathcal{V}_{G,A,B}^{\pi,\lambda,\mu}[\Sigma[S^1 \times I]] := \text{Span}_C \left\{ |a_1 g a_2 b_1 b_2 \rangle \right\}_{\forall g \in G | g = a_1^{-1} g b_2 \forall a_1, a_2 \in A \forall b_1, b_2 \in B} \equiv \text{Span}_C \left\{ |(g, a_2, b_2) \frac{a_1}{b_1} \rangle \right\}_{\forall g \in G | g = a_1^{-1} g b_2 \forall a_1, a_2 \in A \forall b_1, b_2 \in B} \tag{4.2}
\]

where we make the identifications $(0) \equiv (\tilde{0})$, $(0') \equiv (\tilde{0}')$, $(1) \equiv (\tilde{1})$, $(1') \equiv (\tilde{1}')$, $(00') \equiv (\tilde{0}\tilde{0}')$, $(01) \equiv (\tilde{0}\tilde{1})$, $(0'1') \equiv (\tilde{0}'\tilde{1}')$ and $(1'1') \equiv (\tilde{1}'\tilde{1}')$. As before, some labellings are left implicit since they can be deduced from the flatness constraints. Let us now compute the $*$-product for two such states adapting in the obvious way the definition of the previous section. Firstly,
colours along the gluing interface are identified via the map \( GLU \), i.e.

\[
= \delta_{g', a_1^{-1} g b_1} \delta_{a_2', a_2} \delta_{b_2', b_2}
\]

where we introduced the notation \( x^y := y^{-1} x y \). Secondly, we apply the Hamiltonian projector \( P_{\mathcal{T}[S^1 \times I] \cup \mathcal{A}_1 \times \mathcal{T}[S^1 \times I]} \) in order to enforce the twisted gauge invariance at the physical boundary vertices along the gluing interface. This operator can be expressed by evaluating the partition function (2.15) on the relevant pinched cobordism. The result reads

\[
P_{\mathcal{T}[S^1 \times I] \cup \mathcal{A}_1 \times \mathcal{T}[S^1 \times I]} \left( \begin{array}{c} a_2 \\ a_1 \\ 1 \\ 1' \\
0 \\
0' \\
b_2 \\
b_1 \\
1 \\
1' 
\end{array} \right) \otimes \left( \begin{array}{c} a_2' \\ a_1' \\ 1' \\ 2' \\
0 \\
0' \\
b_2' \\
b_1' \\
1' \\
2' 
\end{array} \right)
\]

\[
= \frac{1}{|A||B|} \sum_{(\bar{a}, \bar{b}) \in A \times B} \rho^{AB}_{g, a_2, b_2}(a_1, \bar{a}) \rho^{AB}_{a_1^{-1} g b_1, a_2} \rho^{AB}_{b_2, b_2'}(\bar{a}, a_1^{-1} \bar{a}_1', b', b_2' - 1) \rho^{AB}_{a_2, \pi}(g, b_1, b_2')
\]

where we introduced the cocycle data

\[
\rho^{AB}_{g, a_2, b_2}(a_1, a_1' | b_1, b_1') := \frac{T_{a_2}(\mu)(b_1, b_1') T_{a_2}(\pi)(a_1, a_1', a_1^{-1} a_1^{-1} g b_1 b_1') T_{a_2}(\pi)(g, b_1, b_1')}{T_{a_2}(\lambda)(a_1, a_1')} \tag{4.5}
\]

in terms of the cocycle data \( T(\lambda) \), \( T(\mu) \) and \( T(\pi) \) that are itself defined according to

\[
T_x(\alpha)(y_1, y_2) := \frac{\alpha(x, y_1, y_2)}{\alpha(y_1, x^y_1, y_2)} \alpha(y_1, y_2, x^{y_1}y_2),
\]

\[
T_x(\pi)(y_1, y_2, y_3) := \frac{\pi(y_1, x^{y_1} y_2, y_3) \pi(y_1, y_2, y_3, x^{y_1}y_2y_3)}{\pi(x, y_1, y_2, y_3) \pi(y_1, y_2, x^{y_1}y_2, y_3)}.
\]
for any group elements $x, y_1, y_2, y_3 \in H$ in a finite group $H$ and cochains $\alpha \in C^3(H, U(1))$, $\pi \in C^4(H, U(1))$. Defining

$$d^{(2)}T_x(\alpha)(y_1, y_2, y_3) := \frac{T_x^{\pi_1}(\alpha)(y_2, y_3)}{T_x(\alpha)(y_1, y_2, y_3)},$$

$$d^{(3)}T_x(\pi)(y_1, y_2, y_3, y_4) := \frac{T_x^{\pi_1}(\pi)(y_2, y_3, y_4)}{T_x(\pi)(y_1, y_2, y_3, y_4)},$$

it follows from the cocycle conditions $d^{(4)}\pi = 1$, $d^{(3)}\lambda = \pi^{-1}|_A$ and $d^{(3)}\mu = \pi^{-1}|_B$ that $d^{(3)}T(\pi) = 1$, $d^{(2)}T(\lambda) = T(\pi)|_A$ and $d^{(2)}T(\mu) = T(\pi)|_B$. Utilising the cocycle conditions

$$d^{(3)}T_{a_2}(\pi)(a_1, a'_1, a''_1, a''_{1'} b_1 b'_1 b'_{1'}) = 1$$

$$d^{(3)}T_{a_2}(\pi)(a_1, a'_1, a''_{1'} b_1 b'_1 b'_{1'}) = 1$$

$$d^{(3)}T_{a_2}(\pi)(g, b_1, b'_1, b'_{1'}) = 1,$$

we finally obtain that $g^{AB}$ satisfies

$$d^{(2)} g^{AB}_{g, a_2, b_2}(a_1, a'_1, a''_1 | b_1, b'_1, b'_{1'}) := \frac{g^{AB}_{g, a_2, b_2}(a_1, a'_1 a''_1 | b_1, b'_1 b'_{1'})}{g^{AB}_{g, a_2, b_2}(a_1, a'_1 | b_1, b'_1 b'_{1'})} = 1.$$  

(4.8)

Going back to the tube algebra, it remains to apply a triangulation changing isomorphism in order to recover the initial triangulation, and thus a state in $\mathcal{X}^{G, A, B}_\pi, \lambda, \mu [\Sigma; S^1 \times \mathbb{I}]$. This is done by evaluating the partition function for the pinched interval cobordism $(012)^+ \times S^1 \times \mathbb{I}$ endowed with the triangulation defined as

$$(012)^+ \times S^1 \times \mathbb{I} = (012')^+ \cup (0122')^- \cup (01\tilde{1}2')^+ \cup (0\tilde{0}\tilde{1}2')^- \cup (01'2')^- \cup (011'\tilde{1}2')^+ \cup (011\tilde{1}2')^- \cup (0\tilde{0}\tilde{1}12')^+ \cup (00'1'2')^+ \cup (00'1'\tilde{1}2')^- \cup (0\tilde{0}0'1'2')^+ \cup (000'1'2')^-.$$  

(4.9)

The corresponding operator implements the isomorphism

$$\cong \frac{1}{|A|^2 |B|^2} g^{AB}_{g, a_2, b_2}(a_1 \tilde{a}, \tilde{a}'_{1 | b_1, \tilde{b}'_{1'}}) \begin{vmatrix} 0 & a_1 \tilde{a} & 1 & \tilde{a}'_{1 | b_1, \tilde{b}'_{1'}} \end{vmatrix}.$$
Putting everything together, we obtain

\[
\begin{align*}
\frac{\delta_{g',a_1^{-1}gb_1} \delta_{a_2',a_2} \delta_{b_2',b_1}}{|A|^\frac{1}{2} |B|^\frac{1}{2}} \epsilon_{g,a_2,b_2}(a_1, a_1' | b_1, b_1') = \frac{\delta_{g',a_1^{-1}gb_1} \delta_{a_2',a_2} \delta_{b_2',b_1}}{|A|^\frac{1}{2} |B|^\frac{1}{2}} \epsilon_{g,a_2,b_2}(a_1, a_1' | b_1, b_1').
\end{align*}
\]

where we used the cocycle relation \(d^{(2)} g_{g,a_2,b_2}(a_1, a_1' | b_1, b_1')\). Using the more symbolic notation introduced in (4.2), we obtained

\[
\langle (g, a_2, b_2) \frac{a_1}{b_1} \rangle * \langle (g', a_2', b_2') \frac{a_1'}{b_1'} \rangle = \frac{\delta_{g',a_1^{-1}gb_1} \delta_{a_2',a_2} \delta_{b_2',b_1}}{|A|^\frac{1}{2} |B|^\frac{1}{2}} \epsilon_{g,a_2,b_2}(a_1, a_1' | b_1, b_1') \langle (g, a_2, b_2) \frac{a_1'a_1'}{b_1'b_1'} \rangle.
\]

4.3 Relative groupoid algebra

Similarly to its (2+1)d analogue, the tube algebra found above can be recast as a twisted groupoid algebra. Interestingly, due to the topology of the problem, we shall notice how in this language the (3+1)d tube algebra can be recast in terms of the (2+1)d one, unifying both computations. This is reminiscent of the notion of lifted models and lifted tube algebras developed in [33] in the context of bulk excitations.

An important ingredient of our construction is the notion of loop groupoid:

**Definition 4.1** (Loop groupoid). Given a finite groupoid \(\mathcal{G}\), the loop groupoid \(\Lambda \mathcal{G}\) is the groupoid with object set \(\{ g \in \text{End}_\mathcal{G}(X) \mid \forall X \in \text{Ob}(\mathcal{G}) \}\) and morphisms of the form \(h : g \rightarrow h^{-1}gh\), for every \(g \in \text{End}_\mathcal{G}(X)\) and \(h \in \text{Hom}_\mathcal{G}(X,Y)\). Composition in \(\Lambda \mathcal{G}\) is inherited from the one in \(\mathcal{G}\).

Specialising to the case where the finite groupoid is taken to be the delooping of a finite group \(G\), we obtain that \(\Lambda G\) is the groupoid with object set \(\text{Ob}(\Lambda G) = G\) and morphism set \(\text{Hom}(\Lambda G) = \{ g \xrightarrow{a} a^{-1}ga \mid \forall g, a \in G \}\). Composition is given by multiplication in \(G\) such that

\[
g \xrightarrow{a} a^{-1}ga \xrightarrow{a'} (aa')^{-1}gaa' = g \xrightarrow{aa'} (aa')^{-1}gaa',
\]

for all \(g, a, a' \in G\). Using this terminology, we can check that the cocycle data \(T(\pi), T(\lambda)\) and \(T(\mu)\) defined in (4.5) actually correspond to loop groupoid cocycles in \(Z^3(\Lambda G, U(1)), Z^2(\Lambda A, U(1))\) and \(Z^2(\Lambda B, U(1))\), respectively. More generally, for any group \(G\), we have
a map $\mathcal{T} : Z^*(G, U(1)) \to Z^*(\Lambda G, U(1))$ referred to as the $S^1$-transgression map. More details regarding this map can be found in [33, 57, 62]. We further require the notion of relative groupoid:

**Definition 4.2** (Relative groupoid). Given a groupoid $\mathcal{G}$, and a pair of subgroupoids $\mathcal{A}, \mathcal{B} \subseteq \mathcal{G}$, the relative groupoid $\mathcal{G}_{\mathcal{A}\mathcal{B}}$ is the groupoid with object set $\text{Ob}(\mathcal{G}_{\mathcal{A}\mathcal{B}}) := \{ g \in \text{Hom}(\mathcal{G}) \mid s(g) \in \text{Ob}(\mathcal{A}), t(g) \in \text{Ob}(\mathcal{B}) \}$ and morphism set provided by

$$g \xrightarrow{a/b} a^{-1}gb \equiv g \xrightarrow{a/b},$$

(4.11)

for all $g \in \text{Ob}(\mathcal{G}_{\mathcal{A}\mathcal{B}}), a \in \text{Hom}_{\mathcal{A}}(s(g), -)$ and $b \in \text{Hom}_{\mathcal{B}}(t(g), -)$. Composition is defined by

$$g \xrightarrow{a/b} a^{-1}gb \xrightarrow{a'/b'} a'^{-1}a^{-1}gbb' = g \xrightarrow{aa'/bb'} a'^{-1}a^{-1}gbb',$$

(4.12)

for all composable pairs $(a, a') \in A^2_{\text{comp}}(\mathcal{G})$ and $(b, b') \in B^2_{\text{comp}}(\mathcal{G})$.

It follows immediately from the definition above that the groupoid $G_{\mathcal{A}\mathcal{B}}$, whose twisted groupoid algebra is isomorphic to the (2+1)d tube algebra, actually corresponds to the relative groupoid defined for the delooping of the groups. We are almost ready to define the (3+1)d tube algebra in this language. The last item we require is a notion of normalised cocycle for relative groupoid. To this end we introduce $(\mathcal{G}, \alpha)$-subgroupoids:

**Definition 4.3.** Given a finite groupoid $\mathcal{G}$ and a normalised 3-cocycle $\alpha \in Z^3(\mathcal{G}, U(1))$, we call a pair $(\mathcal{A}, \phi)$ a $(\mathcal{G}, \alpha)$-subgroupoid when $\mathcal{A} \subseteq \mathcal{G}$ is a subgroupoid of $\mathcal{G}$ and $\phi \in C^2(\mathcal{A}, U(1))$ is a 2-cochain satisfying the condition $d^{(2)}\phi(a, a', a'') = \alpha^{-1}(a, a', a'')|_{\mathcal{A}}$ for all composable $(a, a', a'') \in A^3_{\text{comp}}(\mathcal{G})$.

For any pair of $(\mathcal{G}, \alpha)$-subgroupoids $(\mathcal{A}, \phi)$ and $(\mathcal{B}, \psi)$, we construct a normalised 2-cocycle $\vartheta^{\mathcal{A}\mathcal{B}} \in Z^2(\mathcal{G}_{\mathcal{A}\mathcal{B}}, U(1))$ for the relative groupoid $\mathcal{G}_{\mathcal{A}\mathcal{B}}$ via:

$$\vartheta^{\mathcal{A}\mathcal{B}} \left( g \xrightarrow{a/b}, a^{-1}gb \xrightarrow{a'/b'} \right) := \frac{\psi(b, b') \alpha(a, a', a'^{-1}a^{-1}gbb') \alpha(g, b, b')}{\phi(a, a')} \equiv \vartheta^{\mathcal{A}\mathcal{B}}(a, a'|b, b')$$

(4.13)

(4.14)

for all composable morphisms

$$g \xrightarrow{a/b}, a^{-1}gb \xrightarrow{a'/b'} \in \mathcal{G}_{\mathcal{A}\mathcal{B}},$$

(4.15)

where we are using the shorthand notation introduced in (4.11). It follows from $\alpha^{-1}|_{\mathcal{A}} = d^{(2)}\psi$ and $\alpha^{-1}|_{\mathcal{B}} = d^{(2)}\phi$, as well as the cocycle conditions

$$d^{(3)}\alpha(a, a', a'', a'^{-1}a^{-1}gbb'b'') = 1 \quad d^{(3)}\alpha(a, a^{-1}gb, b', b'') = 1$$

$$d^{(3)}\alpha(a, a', a'^{-1}a^{-1}gbb', b'') = 1 \quad d^{(3)}\alpha(g, b, b', b'') = 1$$

that $\vartheta^{\mathcal{A}\mathcal{B}}$ satisfies the 2-cocycle relation

$$d^{(2)}\vartheta^{\mathcal{A}\mathcal{B}}(a, a', a''|b, b', b'') := \frac{\vartheta^{\mathcal{A}\mathcal{B}}(a', a''|b', b'') \vartheta^{\mathcal{A}\mathcal{B}}(a, a''|b, b'b'')}{\vartheta^{\mathcal{A}\mathcal{B}}(aa', a''|bb', b'')} \vartheta^{\mathcal{A}\mathcal{B}}(a, a'|b, b'b'') = 1.$$  

(4.16)
Unsurprisingly, this equation mimics (3.8). Furthermore, given that $\alpha$ is a normalized cocycle, we have the normalisation conditions:

$$\vartheta^{\alpha}_{g}(\id_{b(a')}, a'|\id_{s(\alpha')}, b') = \vartheta^{\alpha}_{g}(a, \id_{t(\alpha)}|b, \id_{t(b)}) = 1,$$

$$\vartheta^{\alpha}_{g}(\id_{s(a')}, a'|\id_{s(\alpha')}, b') = \vartheta^{\alpha}_{g}(a, \id_{t(\alpha)}|\id_{s(\alpha')}, b') = 1,$$

which further imply

$$\vartheta^{\alpha}_{g}(a^{-1}, a|b^{-1}, b) = \vartheta^{\alpha}_{g}(a, a^{-1}|b, b^{-1}). \quad (4.17)$$

Let $G$ be a finite group and $\pi \in Z^4(G, U(1))$. We consider two subgroups $A, B \subset G$ and $\lambda \in C^3(A, U(1)), \mu \in C^3(B, U(1))$ such that $d^{(3)}\lambda = \pi^{-1}|_{A}$ and $d^{(3)}\mu = \pi^{-1}|_{B}$. It follows from the computations in section 4 that $(\Lambda A, T(\lambda))$ and $(\Lambda B, T(\mu))$ are $(\Lambda G, T(\pi))$-subgroupoids. We define $\vartheta^{AAAB}$ by applying the formula (4.13) for $\alpha \equiv T(\pi), \phi \equiv T(\lambda)$ and $\psi \equiv T(\mu)$. Putting everything together, we obtain the twisted relative groupoid algebra $\mathbb{C}[[\Lambda G_{AAAB}]^{\vartheta^{AAAB}}]$. We can show that this twisted relative groupoid algebra is isomorphic to the $(3+1)d$ tube algebra by identifying

$$(g, a_2, b_2) \xrightarrow{a_1}{b_1} \equiv g \xrightarrow{a_1}{b_1}, \quad (4.18)$$

such that $a_2 \xrightarrow{g} b_2 \equiv g \in \text{Ob}(\Lambda G_{AAAB}), a_2 \xrightarrow{a_1} a_2' \equiv a_1 \in \text{Hom}_{AA}(s(g), -)$ and $b_2 \xrightarrow{b_1} b_2' \equiv b_1 \in \text{Hom}_{AB}(t(g), -)$, as well as $\vartheta^{AAAB} \equiv \vartheta^{AB}$, which was defined in (4.5).

Thereafter, we shall make use of the shorthand notations $\Lambda G_{AB} \equiv \Lambda G_{AAAB}$ and $\mathbb{C}[[\Lambda G_{AB}]^{\vartheta^{AB}}] \equiv \mathbb{C}[[\Lambda G_{AAAB}]^{\vartheta^{AAAB}}]$ to refer to this relative groupoid algebra. We purposefully choose a notation very similar to describe the $(2+1)d$ and $(3+1)d$ tube algebras in order to emphasize the fact that the framework presented in this section unifies both. As a matter of fact, we can obtain the $(2+1)d$ algebra from the $(3+1)d$ one by restricting the loop groupoid $\Lambda G$ to morphisms whose source and target objects are the identity in $G$ and by replacing the loop groupoid 3-cocycle $\alpha \equiv T(\pi) \in Z^3(\Lambda G, U(1))$, where $\pi \in Z^4(G, U(1))$, by a group 3-cocycle $\alpha \in Z^3(G, U(1))$. In virtue of this last remark, we may now focus on the algebra relevant to the $(3+1)d$ scenario, namely $\mathbb{C}[[\Lambda G_{AB}]^{\vartheta^{AB}}]$, and deduce the results for the $(2+1)d$ gapped boundary excitations as a limiting case.

We conclude this section with a remark regarding the notation. Since the morphisms $a_1 \in \text{Hom}_{AA}(s(g), -)$ and $b_1 \in \text{Hom}_{AB}(t(g), -)$ in (4.18) are specified by a choice of group variables in the finite groups $A$ and $B$, respectively, we shall often loosely identify both in the following for notational convenience.

5 Representation theory and elementary gapped boundary excitations

In this section, we derive the irreducible representations of the algebra $\mathbb{C}[[\Lambda G_{AB}]^{\vartheta^{AB}}]$, and elucidate their physical interpretation as a classifier for the elementary string-like excitations in $(3+1)d$. As mentioned earlier, due to the topology of the problem, and the common description as relative groupoid algebras, this study can be straightforwardly applied to describe elementary boundary excitations in $(2+1)d$. 

---
5.1 Simple modules

Given a finite group $G$, two subgroups $A, B \subset G$ and cocycle data $\pi \in Z^4(G, U(1))$, $\lambda \in C^3(A, U(1))$, $\mu \in C^3(B, U(1))$ satisfying $d^4(\pi) = 1$, $d^3(\lambda) = \pi^{-1}|_A$, $d^3(\mu) = \pi^{-1}|_B$, respectively, we define $\alpha \equiv T(\pi) \in Z^3(\Lambda G, U(1))$, $\phi \equiv T(\lambda) \in C^2(\Lambda A, U(1))$ and $\psi \equiv T(\mu) \in C^2(\Lambda B, U(1))$. We explained above that the simple modules of the groupoid algebra $\mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}^{\alpha}$ classify elementary string-like excitations terminating at gapped boundaries. Let us now derive these simple modules. We shall find that they are labelled by a pair $(O, R)$, where $O$ is an equivalence class of boundary colourings with respect to the action of the tube algebra, and $R$ is a projective group representation that decomposes the symmetry action of the tube algebra on a given boundary colouring.

We begin by first decomposing the algebra $\mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}^{\alpha}$ into a direct sum of subalgebras. To this end, we notice that the tube algebra defines an action on the set of boundary colourings yielding an equivalence relation on $\text{Ob}(\Lambda(G_{AB}))$ given by

$$g \sim g', \text{ if } \exists g \xrightarrow{a}{b} \in \text{Hom}(\Lambda(G_{AB})) \text{ such that } g' = t(g \xrightarrow{a}{b}).$$

The subsets of $\text{Ob}(\Lambda(G_{AB}))$, i.e. boundary colourings of the tube, that are in the same equivalence class form a partition of $\text{Ob}(\Lambda(G_{AB}))$ into disjoint sets. Let us denote by $O_{AB}, O'_{AB} \subseteq \text{Ob}(\Lambda(G_{AB}))$ two such equivalence classes. Considering two basis elements of the form

$$|g \xrightarrow{a}{b}\rangle, |g' \xrightarrow{a'}{b'}\rangle$$

such that $g \in O_{AB}$ and $g' \in O'_{AB}$, it follows from the definition of the algebra that the product of these two states necessarily vanishes. Consequently, each equivalence class of $\text{Ob}(\Lambda(G_{AB}))$ defines a subalgebra $(\mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}^{\alpha})_{O_{AB}} \subset \mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}^{\alpha}$ whose defining vector space is

$$\text{Span}_\mathbb{C}\{|g \xrightarrow{a}{b}\rangle \mid g \xrightarrow{a}{b} \in \text{Hom}(\Lambda(G_{AB}))\}, \quad (5.2)$$

Since orbits $O_{AB}$ form a partition of $\text{Ob}(\Lambda(G_{AB}))$, we have the following decomposition

$$\mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}^{\alpha} = \bigoplus_{O_{AB} \subset G} (\mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}^{\alpha})_{O_{AB}}. \quad (5.3)$$

Given an equivalence class $O_{AB}$, we notate its elements by $\{a_i\}_{i=1,\ldots,|O_{AB}|}$ and call $a_1$ the representative element of $O_{AB}$. We further consider the set $\{p_i, q_i\}_{i=1,\ldots,|O_{AB}|} \subseteq \text{Hom}(\Lambda A) \times \text{Hom}(\Lambda B)$ defined by a choice of morphism

$$a_i \xrightarrow{p_i}{q_i}, a_1 \in \text{Hom}(\Lambda(G_{AB})), \quad \forall a_i \in O_{AB}$$

and the requirement $(p_1, q_1) = (\text{id}_{s(a_1)}, \text{id}_{t(a_1)})$. The stabiliser group of $O_{AB}$ is then defined as

$$Z_{O_{AB}} := \{(a, b) \in \text{Hom}(\Lambda A) \times \text{Hom}(\Lambda B) \mid a_1 = a^{-1}a_1b\}. \quad (5.4)$$

Remark that the orbit-stabiliser theorem implies $|Z_{O_{AB}}| \cdot |O_{AB}| = |A||B|$. Finally, we construct the twisted group algebra $\mathbb{C}[Z_{O_{AB}}]$ as the algebra with defining vector space

$$\text{Span}_\mathbb{C}\{|\xrightarrow{a}{b}\rangle \mid (a, b) \in Z_{O_{AB}}\} \quad (5.5)$$
and product rule
\[
| \frac{a}{b} \rangle \star | \frac{a'}{b'} \rangle = \vartheta_{01}^{A(AB)}(a, a'|b, b') | \frac{aa'}{bb'} \rangle.
\] (5.6)

Given that \(\alpha\) is normalized, it follows from definition (4.13) that \(\vartheta_{01}^{A(AB)}\) is a representative normalised group 2-cocycle in \(H^2(Z_{O_{AB}}, U(1))\). For each simple unitary \(\vartheta_{01}^{A(AB)}\)-projective representation \((D^R, V_R)\) of \(Z_{O_{AB}}\), we can define a simple representation of the relative groupoid algebra \(\mathbb{C}[\Lambda(G_{AB})]_{\vartheta}^{\alpha}\) via a homomorphism \(\mathcal{D}^{O_{AB}, R} : \mathbb{C}[\Lambda(G_{AB})]_{\vartheta}^{\alpha} \rightarrow \text{End}(V_{O_{AB}, R})\) where

\[
V_{O_{AB}, R} := \text{Span}_\mathbb{C}\{|a_i, v_m\}_{i=1, \ldots, |O_{AB}|, m,n = 1, \ldots, \dim(V_R)}.
\] (5.7)

For \(i,j \in \{1, \ldots, |O_{AB}|\}, m, n \in \{1, \ldots, \dim(V_R)\}\) the matrix elements are defined to be

\[
\mathcal{D}^{O_{AB}, R}_{im, jn}(|g \frac{a}{b'} \rangle) = \delta_{g,0}, \delta_{a^{-1}gb, e}, \frac{\vartheta_{01}^{A(AB)}(p_i^{-1}, a, |q_i^{-1}, b\rangle)}{\vartheta_{01}^{A(AB)}(p_i^{-1}, a, |q_i^{-1}, b\rangle)} \mathcal{D}^{R}_{mn}(|\frac{p_i^{-1}ap_j}{q_i^{-1}bq_j} \rangle)
\] (5.8)
such that

\[
|a_i, v_m\rangle \triangleright \mathcal{D}^{O_{AB}, R}_{im, jn}(|g \frac{a}{b'} \rangle) = \sum_{i,j=1}^{\dim(V_R)} \sum_{m,n=1}^{\dim(V_R)} \mathcal{D}^{O_{AB}, R}_{im, jn}(|g \frac{a}{b'} \rangle)|a_j, v_n\rangle.
\] (5.9)

Henceforth, we make use of the shorthand notation \(\rho_{AB} \equiv (O_{AB}, R), I \equiv [im], J \equiv [jn]\) and \(d_{\rho_{AB}} \equiv d_{O_{AB}, R} = |O_{AB}| \cdot \dim(V_R)\). It follows immediately from the definition and the linearity of the \(\vartheta_{01}^{A(AB)}\)-projective representations of \(Z_{O_{AB}}\) that these matrices define an algebra homomorphism, i.e.

\[
\sum_K \mathcal{D}^{\rho_{AB}}_{IK}(|g \frac{a}{b'} \rangle)\mathcal{D}^{\rho_{AB}}_{KJ}(|g' \frac{a'}{b'} \rangle) = \delta_{g',a^{-1}gb} \vartheta_{01}^{A(AB)}(a, a'|b, b') \mathcal{D}^{\rho_{AB}}_{IJ}(|g \frac{aa'}{bb'} \rangle).
\] (5.10)

Furthermore, the matrix elements satisfy the conjugation relation

\[
\mathcal{D}^{\rho_{AB}}_{IJ}(|g \frac{a}{b} \rangle) = \frac{1}{\vartheta_{01}^{A(AB)}(a, a^{-1}|b, b^{-1})} \mathcal{D}^{\rho_{AB}}_{JI}(|a^{-1}gb \frac{a^{-1}}{b^{-1}} \rangle),
\] (5.11)

which follows from the unitarity of the projective representation \(\mathcal{D}^R\) of the stabilizer subgroup \(Z_{O_{AB}}\), inducing a unitary representation of \(\mathbb{C}[\Lambda(G_{AB})]_{\vartheta}^{\alpha}\). This endows \(\mathbb{C}[\Lambda(G_{AB})]_{\vartheta}^{\alpha}\) with the structure of a \(*\)-algebra which in turn implies its semi-simplicity due to finiteness. Finally, the representations matrices satisfy the following orthogonality and completeness conditions

\[
\frac{1}{|A|} \sum_{g, b' \in \Lambda(G_{AB})} \mathcal{D}^{\rho_{AB}}_{IJ}(|g \frac{a}{b} \rangle)\mathcal{D}^{\rho_{AB}}_{IJ'}(|g \frac{a}{b} \rangle) = \frac{\delta_{\rho_{AB}, \rho_{AB}}}{d_{\rho_{AB}}} \delta_{I,I'} \delta_{J,J'}
\] (5.12)

\[
\frac{1}{|A|} \sum_{\rho_{AB}, I,J} d_{\rho_{AB}} \mathcal{D}^{\rho_{AB}}_{IJ}(|g \frac{a}{b} \rangle)\mathcal{D}^{\rho_{AB}}_{IJ}(|g' \frac{a'}{b'} \rangle) = \delta_{b,b'} \delta_{a,a'} \delta_{b,b'}.
\] (5.13)

A proof of the orthogonality relation can be found in appendix A.1, the completeness following from similar arguments.
5.2 Comultiplication map and concatenation of string-like excitations

The simple modules of the relative groupoid algebra \( \mathbb{C}[\Lambda(G_{AB})]_{\phi\psi}^{\alpha} \) classify string-like bulk excitations terminating at gapped boundaries labelled by \( A_\lambda \) and \( B_\mu \), such that \( \phi \equiv T(\lambda) \) and \( \psi \equiv T(\mu) \). Let us now delve deeper into the exploration of the properties of this algebra, in relation to the concatenation of the corresponding excitations. We consider the following system of three gapped boundaries and string-like excitations terminating at these gapped boundaries:

\[
A_\lambda \quad B_\mu \quad C_\nu
\]

The two string-like excitations depicted above are characterized by the relative groupoid algebras \( \mathbb{C}[\Lambda(G_{AB})]_{\phi\psi}^{\alpha} \) and \( \mathbb{C}[\Lambda(G_{BC})]_{\psi\phi}^{\alpha} \), respectively, where \( \phi \equiv T(\nu) \). We will show that these string-like excitations can be concatenated, and the result of this concatenation is a string-like excitation terminating at the gapped boundaries labelled by \( A_\lambda \) and \( C_\nu \).

More specifically, we will demonstrate that a pair of modules for the relative groupoid algebras \( \mathbb{C}[\Lambda(G_{AB})]_{\phi\psi}^{\alpha} \) and \( \mathbb{C}[\Lambda(G_{BC})]_{\psi\phi}^{\alpha} \) can be composed to form a module for the relative groupoid algebra \( \mathbb{C}[\Lambda(G_{AC})]_{\phi\psi}^{\alpha} \).

Let us consider a pair of elementary string-like excitations with internal Hilbert spaces \( V_{\rho AB} \) and \( V_{\rho BC} \), respectively. In the absence of external constraints, the corresponding join Hilbert space is provided by the tensor product \( V_{\rho AB} \otimes V_{\rho BC} \). It remains to understand how the tube algebra acts on this join Hilbert space. We introduce an algebra homomorphism \( \Delta_B : \mathbb{C}[\Lambda(G_{AC})]_{\phi\psi}^{\alpha} \to \mathbb{C}[\Lambda(G_{AB})]_{\phi\psi}^{\alpha} \otimes \mathbb{C}[\Lambda(G_{BC})]_{\psi\phi}^{\alpha} \) defined by

\[
\Delta_B( | g_1 a \rightarrow b \rangle ) := \frac{1}{|B|} \sum_{g_1 \in \text{Ob}(\Lambda(G_{AB})), \ g_2 \in \text{Ob}(\Lambda(G_{BC}))} \sum_{g_1 g_2 = g} \zeta_{\Lambda(ABC)}^{\alpha}(g_1, g_2, c) | g_1 a \rightarrow b \rangle \otimes | g_2 b \rightarrow c \rangle \quad (5.15)
\]

where

\[
\zeta_{\Lambda(ABC)}^{\alpha}(g_1, g_2, c) := \frac{\alpha(g_1, g_2, c) \alpha(a, a^{-1} g_1 b, b^{-1} g_2 c)}{\alpha(g_1, b, b^{-1} g_2 c)}. \quad (5.16)
\]

As mentioned earlier, when no confusion is possible, we shall loosely identify the morphism \( b \in \text{Hom}_{AB}(t(g_1), s(g_2)) \) and the group variable \( b \in B \) it evaluates to in order to make the notation lighter. By analogy with the theory of Hopf algebras, we refer in the following to \( \Delta_B \) as the \textit{B-comultiplication map} of the twisted groupoid algebra \( \mathbb{C}[\Lambda(G_{AC})]_{\phi\psi}^{\alpha} \). It follows
from the cocycle conditions
\[d^{(3)}(a, a', a'^{-1}a^{-1}g_1b'b', b'^{-1}b^{-1}g_2c') = 1\]
\[d^{(3)}(a, a^{-1}b, b', b'^{-1}b^{-1}g_2c') = 1\]
\[d^{(3)}(a, b, b', b'^{-1}b^{-1}g_2c') = 1\]
\[d^{(3)}(g_1, b, b', b'^{-1}b^{-1}g_2c') = 1\]
\[d^{(3)}(g_1, b, b^{-1}g_2c', b') = 1\]
\[d^{(3)}(g_1, g_2, b, b'^{-1}b^{-1}g_2c) = 1\]

that \(\zeta^{(ABC)}_{a,b,c}\) satisfies the relation
\[
\frac{\psi^{(AB)}_{\phi_1}(a, a'[b, b'])\psi^{(BC)}_{\phi_2}(b, b'[c, c'])}{\psi^{(AB)}_{\phi_2}(a, a'[c, c'])} = \frac{\zeta^{(ABC)}_{a,b,c}(g_1, g_2)}{\zeta^{(ABC)}_{a,b,c}(g_1, g_2)}\]
ensuring that the map \(\Delta_B\) is an algebra homomorphism, i.e.
\[
\Delta_B\left(\left|g \frac{a}{a'} \right>\right) \circ \Delta_B\left(\left|g' \frac{a'}{a} \right>\right) = \Delta_B\left(\left|g \frac{a'}{a} \right> * \left|g' \frac{a}{a'} \right>\right).
\]

Putting everything together, given the relative groupoid algebras \(\mathbb{C}[\Lambda(G_{AB})]_{\phi_1}^\alpha\), \(\mathbb{C}[\Lambda(G_{BC})]_{\phi_2}^\alpha\), and a pair of representations \((D^{RAB}, V_{RAB})\) and \((D^{RBC}, V_{RBC})\), the comultiplication \(\Delta_B\) allows us to define the tensor product representation \(((D^{RAB} \otimes D^{RBC}) \circ \Delta_B, V_{RAB} \otimes V_{RBC})\), where
\[
(D^{RAB} \otimes D^{RBC}) \circ \Delta_B : \mathbb{C}[\Lambda(G_{AB})]_{\phi_1}^\alpha \otimes \mathbb{C}[\Lambda(G_{BC})]_{\phi_2}^\alpha \rightarrow \text{End}(V_{RAB} \otimes V_{RBC})
\]
such that
\[
(D^{RAB} \otimes D^{RBC})\left(\Delta_B\left(\left|g \frac{a}{a'} \right>\right)\right) = \frac{1}{|B|} \sum_{g_1 \in \text{Ob}(\Lambda(G_{AB}))\atop g_2 \in \text{Ob}(\Lambda(G_{BC}))\atop g_1g_2=g \in B} \zeta^{(ABC)}_{a,b,c}(g_1, g_2)D^{RAB}\left(\left|g_1 \frac{a}{b} \right>\right) \otimes D^{RBC}\left(\left|g_2 \frac{b}{c} \right>\right),
\]
where we loosely identified \(b \in \text{Hom}_{\Lambda B}(t(g_1), s(g_2))\) and the corresponding group variable for notational convenience. In the following, it will be often useful to write the so-called truncated tensor product \(\otimes_B\) of representation matrices defined as
\[
D^{RAB} \otimes_B D^{RBC} := (D^{RAB} \otimes D^{RBC}) \circ \Delta_B.
\]
Using the semisimplicity of relative groupoid algebras, the tensor product representations defined above are generically not simple and as such admit a decomposition into direct sum of simple representations, i.e.
\[
D^{RAB} \otimes_B D^{RBC} \cong \bigoplus_{\rho_{AC}} N^{\rho_{AC}}_{\rho_{RAB} \rho_{RBC}} D^{\rho_{AC}},
\]
where the integer number \(N^{\rho_{AC}}_{\rho_{RAB} \rho_{RBC}} \in \mathbb{Z}_{\geq 0}\) is referred to as the multiplicity of the simple \(\mathbb{C}[\Lambda(G_{AC})]_{\phi_2}^\alpha\) representation \((D^{\rho_{AC}}, V_{\rho_{AC}})\) appearing in the tensor product of the representations \((D^{RAB}, V_{RAB})\) and \((D^{RBC}, V_{RBC})\). Henceforth, we assume multiplicity-freeness of
the multifusion category of representations, i.e. \( N^\rho_{AB,\rho_{BC}} \in \{0,1\} \) in order to simplify the notations. Note however that it is straightforward to lift this assumption. Using the orthogonality relations of the irreducible representations, we find a useful expression to compute explicitly this number, namely

\[
N^\rho_{AB,\rho_{BC}} = \frac{1}{|A||C|} \sum_{\frac{a}{c} \in \Lambda(G_{AC})} \text{tr} \left[ (D^\rho_{AB} \otimes_B D^\rho_{BC}) (\frac{g_a}{c}) \right] D^\rho_{AC} (\frac{g_{-a}}{-c}) .
\]  

(5.22)

Note finally that given the algebras \( \mathbb{C}[\Lambda(G_{AA})]_\phi^\alpha \) and \( \mathbb{C}[\Lambda(G_{BB})]_\psi^\alpha \), the regular modules\(^9\) \( \mathbb{C}[\Lambda(G_{AA})]_\phi^\alpha \mathbb{C}[\Lambda(G_{BB})]_\psi^\alpha \) satisfy the unit module properties

\[
\mathbb{C}[\Lambda(G_{AA})]_\phi^\alpha \otimes_A \rho_{AB} \cong \rho_{AB} \cong \rho_{AB} \otimes_B \mathbb{C}[\Lambda(G_{BB})]_\psi^\alpha
\]

(5.23)
as \( \mathbb{C}[\Lambda(G_{AB})]_\phi^\alpha \) modules.

As explained above, thanks to our formulation in terms of relative groupoid algebras, we can easily extract all the relevant structures for the \((2+1)d\) algebra as a limiting case. This is done in the next section, where we define a canonical basis of excited states. In this scenario, the comultiplication map yields the fusion of the corresponding point-like excitations.

### 5.3 Clebsch-Gordan series

In preparation for the later discussion, let us study further the properties of the comultiplication map introduced earlier. Since the comultiplication map \( \Delta_B \) is an algebra homomorphism, there exist intertwining unitary maps

\[
\mathcal{U}^\rho_{AB,\rho_{BC}} : \bigoplus_{\rho_{AC}} \mathcal{V}_{\rho_{AC}} \to \mathcal{V}_{\rho_{AB}} \otimes_B \mathcal{V}_{\rho_{BC}} ,
\]

(5.24)

where the sum is over labels \( \rho_{AC} \) such that \( D^\rho_{AC} \in D^\rho_{AB} \otimes_B D^\rho_{BC} \), that satisfy the defining relation

\[
(D^\rho_{I_{AB}J_{AB}} \otimes_B D^\rho_{I_{BC}J_{BC}}) (\frac{g_a}{c}) = \sum_{\rho_{AC}} \mathcal{U}^\rho_{AB,\rho_{BC}} \mathcal{U}^\rho_{I_{AC}J_{AC}} (\frac{g_a}{c}) D^\rho_{I_{AC}J_{AC}} (\frac{g_{-a}}{-c}) .
\]

Henceforth, we will denote the matrix elements of this unitary map as

\[
[\rho_{AB,\rho_{BC}}(\rho_{AC})]_{I_{AB}J_{AB}I_{AC}J_{AC}} = \mathcal{U}^\rho_{AB,\rho_{BC}} \mathcal{U}^\rho_{I_{AC}J_{AC}} (\rho_{AC}) ,
\]

and refer to them as Clebsch-Gordan coefficients. Using the orthogonality of the representation matrices, we obtain the equivalent defining relation

\[
[\rho_{AB,\rho_{BC}}(\rho_{AC})]_{I_{AB}J_{AB}I_{AC}J_{AC}} = \frac{d_{\rho_{AC}}}{|A||C|} \sum_{\frac{a}{c} \in \Lambda(G_{AC})} (D^\rho_{I_{AB}J_{AB}} \otimes_B D^\rho_{I_{BC}J_{BC}}) (\frac{g_a}{c}) D^\rho_{I_{AC}J_{AC}} (\frac{g_{-a}}{-c}) .
\]

(5.25)

---

\(^9\)The regular module of an algebra is defined as the algebra viewed as a module over itself.
The unitarity of $U^{\rho_{AB},\rho_{BC}}$ imposes the following orthogonality and completeness relations:

\begin{equation}
\sum_{I_{AB},I_{BC}} \begin{bmatrix} \rho_{AB}|_{I_{AB}I_{BC}} & \rho_{AC}|_{I_{AB}I_{AC}} \\ \rho_{BC}|_{I_{BC}I_{AC}} & \rho_{AC}|_{I_{AC}I_{BC}} \end{bmatrix} = \delta_{I_{AC},I'_{AC}} \delta_{I_{AC},I'_{AC}}.
\end{equation}

\begin{equation}
\sum_{I_{AC}} \begin{bmatrix} \rho_{AB}|_{I_{AB}I_{AC}} & \rho_{AC}|_{I_{AB}I_{AC}} \\ \rho_{BC}|_{I_{AC}I_{BC}} & \rho_{AC}|_{I_{AC}I_{BC}} \end{bmatrix} = \delta_{I_{AB},I'_{AB}} \delta_{I_{BC},I'_{BC}}.
\end{equation}

Furthermore, the Clebsch-Gordan coefficients satisfy the following crucial property

\begin{equation}
[\rho_{AB}|_{I_{AB}I_{BC}}] [\rho_{AC}|_{I_{AC}I_{BC}}] = \sum_{J} \sum_{\rho_{AC}|_{I_{AC}I_{BC}}} (D_{I_{AB}J_{AB}}^{\rho_{AB}} \otimes B D_{I_{BC}J_{BC}}^{\rho_{BC}})(|a\frac{a}{\epsilon},\rangle) \overline{D_{I_{AC}J_{AC}}^{\rho_{AC}}}(|a\frac{a}{\epsilon},\rangle) [\rho_{AB}|_{I_{AB}I_{BC}}] [\rho_{AC}|_{I_{AC}I_{BC}}].
\end{equation}

referred to as the gauge invariance of the coefficients. This property can be checked as follows: firstly, utilise the unitarity of the intertwining maps to rewrite the defining equation as the intertwining property

\begin{equation}
\sum_{J_{AB},J_{BC}} (D_{I_{AB}J_{AB}}^{\rho_{AB}} \otimes B D_{I_{BC}J_{BC}}^{\rho_{BC}})(|a\frac{a}{\epsilon},\rangle) [\rho_{AB}|_{I_{AB}I_{BC}}] [\rho_{AC}|_{I_{AC}I_{BC}}] = \sum_{I_{AC}} [\rho_{AB}|_{I_{AB}I_{BC}}] D_{I_{AC}J_{AC}}^{\rho_{AC}}(|a\frac{a}{\epsilon},\rangle).
\end{equation}

Secondly, multiply this equation on both side by $\overline{D_{I_{AC}J_{AC}}^{\rho_{AC}}}(|a\frac{a}{\epsilon},\rangle)$ and use the identity

\begin{equation}
\sum_{g \in \text{Hom}(s(a),s(\mathcal{C}))} D_{I_{AC}J_{AC}}^{\rho_{AC}}(|a\frac{a}{\epsilon},\rangle) \overline{D_{I_{AC}J_{AC}}^{\rho_{AC}}}(|a\frac{a}{\epsilon},\rangle) = \sum_{g \in \text{Hom}(s(a),s(\mathcal{C}))} D_{I_{AC}J_{AC}}^{\rho_{AC}}(|a\frac{a}{\epsilon},\rangle) \overline{D_{I_{AC}J_{AC}}^{\rho_{AC}}}(|a\frac{a}{\epsilon},\rangle)
\end{equation}

\begin{equation}
= \sum_{g \in \text{Hom}(s(a),s(\mathcal{C}))} \frac{1}{\theta_{\mathcal{G}(A)(\mathcal{C})}} D_{I_{AC}J_{AC}}^{\rho_{AC}}(|a\frac{a}{\epsilon},\rangle) \overline{D_{I_{AC}J_{AC}}^{\rho_{AC}}}(|a\frac{a}{\epsilon},\rangle)
\end{equation}

\begin{equation}
= \sum_{g \in \text{Hom}(s(a),s(\mathcal{C}))} D_{I_{AC}J_{AC}}^{\rho_{AC}}(|a\frac{a}{\epsilon},\rangle) = \delta_{I_{AC},K_{AC}},
\end{equation}

where we used (5.11). Note that we use the notation $1_{A}$ to refer to the morphism in $\text{Hom}(s(a),-)$ characterized by the group variable $1_{A} \in A$, and similarly for $1_{C}$. Summing over $J_{AC} = 1, \ldots, d_{\rho_{AC}}$ finally yields the gauge invariance. This invariance of the Clebsch-Gordan coefficients further implies

\begin{equation}
\sum_{\{J\}} D_{I_{AB}J_{AB}}^{\rho_{AB}}(|a\frac{a}{b},\rangle) D_{I_{BC}J_{BC}}^{\rho_{BC}}(|a\frac{a}{c},\rangle) [\rho_{AB}|_{I_{AB}I_{BC}}] D_{I_{AC}J_{AC}}^{\rho_{AC}}(|a\frac{a}{d},\rangle) = \frac{1}{|B|} \sum_{b \in B} \delta_{b_{1},a^{-1}a_{1}b_{2}} \delta_{b_{2},a_{1}a_{2}} D_{I_{AB}J_{AB}}^{\rho_{AB}}(|a\frac{a}{b},\rangle) D_{I_{BC}J_{BC}}^{\rho_{BC}}(|a\frac{a}{c},\rangle)
\end{equation}

\begin{equation}
\times \sum_{\{K\}} \delta_{K_{1},a^{-1}a_{1}b_{2}^{-1}a_{2}} D_{I_{AB}K_{AB}}^{\rho_{AB}}(|a\frac{a}{b},\rangle) D_{I_{BC}K_{BC}}^{\rho_{BC}}(|a\frac{a}{c},\rangle),
\end{equation}

which is true for all composable morphisms $a, a$ in $\Lambda A$ and $c, c$ in $\Lambda C$. A proof of this identity can be found in appendix A.2. It is straightforward to check that this last relation
induces another one, namely

\[
\sum_{\{j\}} D^\rho_{\rho_{AB} AB}(\rho_{g_1} \rho_{g_2} ) \ D^\rho_{\rho_{BC} BC}(\rho_{g_2} \rho_{g_3} ) \ = \ 1
\]

\[
= \frac{1}{|B|} \sum_{\{b\} \in B} \rho_{\rho_{AB} AB}(\rho_{g_1} \rho_{g_2} ) \ D^\rho_{\rho_{BC} BC}(\rho_{g_2} \rho_{g_3} )
\]

\[
\times \sum_{\{K\}} \delta_{\rho_{g_1} \rho_{g_2} \rho_{g_3} \rho_{g_1} \rho_{g_2} } \ D^\rho_{\rho_{AB} AB}(\rho_{g_1} \rho_{g_2} ) \ D^\rho_{\rho_{BC} BC}(\rho_{g_2} \rho_{g_3} )
\]

\[
\times \left[ \rho_{\rho_{AB} BC} \rho_{\rho_{AC} AC} \ D^\rho_{\rho_{DC} DC}(\rho_{g_3} \rho_{g_4} ) \right].
\]

5.4 Associativity and 6j-symbols

Given two relative groupoid algebras \( \mathbb{C}[\Lambda(G_{AB})]^{\rho_{AB}}_{\rho_{BC}} \) and a pair of representations defined by \( (\rho_{AB}, V_{\rho_{AB}}) \), \( (\rho_{BC}, V_{\rho_{BC}}) \), we constructed earlier the tensor product\( (\rho_{AB} \otimes \rho_{BC} \otimes \rho_{BC}) \) of \( \mathbb{C}[\Lambda(G_{AB})]^{\rho_{AB}}_{\rho_{BC}} \). Let us now consider the quasi-invertible algebra element \( \Phi_{ABCD} \in \mathbb{C}[\Lambda(G_{AB})]^{\rho_{AB}}_{\rho_{BC}} \otimes \mathbb{C}[\Lambda(G_{BC})]^{\rho_{BC}}_{\rho_{CD}} \) defined as

\[
\Phi_{ABCD} := \sum_{\rho_{g_1} \in \text{Ob}(\Lambda(G_{AB}))} \sum_{\rho_{g_2} \in \text{Ob}(\Lambda(G_{BC}))} \sum_{\rho_{g_3} \in \text{Ob}(\Lambda(G_{CD}))} \alpha^{-1}(\rho_{g_1}, \rho_{g_2}, \rho_{g_3}) \rho_{g_1} \rho_{g_2} \rho_{g_3}, \ (5.31)
\]

such that \( \rho_{g_1}, \rho_{g_2} \) and \( \rho_{g_3} \) are composable morphisms in \( \Lambda(G_{AB}) \). The cocycle conditions

\[
d^{(3)} \alpha(\rho_{g_1}, \rho_{g_2}, \rho_{g_3}) = 1
\]

\[
d^{(3)} \alpha(\rho_{g_1}, \rho_{g_2}, \rho_{g_3}, \rho_{g_4}) = 1
\]

imply the identity

\[
\frac{\rho_{\rho_{AB} BC} \rho_{\rho_{AC} AC} \ D^\rho_{\rho_{CD} DC}(\rho_{g_3} \rho_{g_4} )}{\rho_{\rho_{CD} DC} \ D^\rho_{\rho_{AB} AB}(\rho_{g_1} \rho_{g_2} ) \ D^\rho_{\rho_{BC} BC}(\rho_{g_2} \rho_{g_3} )} = \frac{\alpha(\rho_{g_1}, \rho_{g_2}, \rho_{g_3})}{\alpha(\rho_{g_1}, \rho_{g_2}, \rho_{g_3})},
\]

which in turn ensures that the comultiplication is quasi-coassociative, i.e

\[
(\Delta_B \otimes \text{id}) \Delta_C(\rho_{g_1} \rho_{g_2}) = \Phi_{ABCD} \ast [(\text{id} \otimes \Delta_C) \Delta_B(\rho_{g_1} \rho_{g_2})] \ast \Phi_{ABCD}^{-1},
\]

\[
\forall \rho_{g_1} \rho_{g_2} \in \mathbb{C}[\Lambda(G_{AB})]^{\rho_{AB}}_{\rho_{BC}}.
\]

This signifies that the truncated tensor product of representations \( (\rho_{AB} \otimes \rho_{BC} \otimes \rho_{CD}) \otimes \rho_{CD} \) and \( \rho_{AB} \otimes (\rho_{BC} \otimes \rho_{CD}) \) defined as

\[
(\rho_{AB} \otimes \rho_{BC}) \otimes \rho_{CD} := (\rho_{AB} \otimes \rho_{BC} \otimes \rho_{CD}) \circ (\Delta_B \otimes \text{id}) \Delta_C
\]

\[
\rho_{AB} \otimes (\rho_{BC} \otimes \rho_{CD}) := (\rho_{AB} \otimes \rho_{BC} \otimes \rho_{CD}) \circ (\text{id} \otimes \Delta_C) \Delta_B
\]

must be isomorphic as \( \mathbb{C}[\Lambda(G_{AB})]^{\rho_{AB}}_{\rho_{BC}} \)-modules. More specifically, it follows immediately from the quasi-coassociativity condition that the maps

\[
\Phi_{\rho_{AB} \rho_{BC} \rho_{CD}} := (\rho_{AB} \otimes \rho_{BC} \otimes \rho_{CD})(\Phi_{ABCD}) \in \text{End}(V_{\rho_{AB}} \otimes V_{\rho_{BC}} \otimes V_{\rho_{CD}})
\]

(5.36)
define intertwiners between the tensor product of representations above such that
\[ \Phi^{\rho_{AB}\rho_{BC}\rho_{CD}}[D^{\rho_{AB}}\otimes_B (D^{\rho_{BC}}\otimes_C D^{\rho_{CD}})] = [(D^{\rho_{AB}}\otimes_B D^{\rho_{BC}})\otimes_C D^{\rho_{CD}}] \Phi^{\rho_{AB}\rho_{BC}\rho_{CD}}. \] (5.37)

Let us consider two vector spaces \( V_{\rho_{AB}} \) and \( V_{\rho_{BC}} \). These are spanned by vectors \( |\rho_{AB}I_{AB}\rangle \) and \( |\rho_{BC}I_{BC}\rangle \), respectively, such that the corresponding groupoid algebras act on these basis vectors from the right. We define the truncated tensor product of two such vectors as
\[ |\rho_{AB}I_{AB}\rangle \otimes_B |\rho_{BC}I_{BC}\rangle := (|\rho_{AB}I_{AB}\rangle \otimes |\rho_{BC}I_{BC}\rangle) \triangleright \Delta_B(1_{AC}), \] (5.38)

which span the vector space \( V_{\rho_{AB}} \otimes_B V_{\rho_{BC}} \subset V_{\rho_{AB}} \otimes V_{\rho_{BC}} \). More specifically, we have
\[ |\rho_{AB}I_{AB}\rangle \otimes_B |\rho_{BC}I_{BC}\rangle = \sum_{\rho_{AC}} \sum_{I_{AC}} |\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}, I_{AC}\rangle |\rho_{AB\rho_{BC}}^{I_{AB}I_{BC}}|_{I_{AC}} \otimes |\rho_{BC}I_{BC}\rangle, \] (5.39)

where we define
\[ |\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle := \sum_{I_{AB}, I_{BC}} |\rho_{AB\rho_{BC}}^{I_{AB}I_{BC}}|_{I_{AC}} |\rho_{AB}I_{AB}\rangle \otimes |\rho_{BC}I_{BC}\rangle. \] (5.40)

Noting that
\[ |\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle (D^{\rho_{AB}} \otimes_B D^{\rho_{BC}})(|\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle) = |\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle D^{\rho_{AC}}(|\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle), \] (5.41)

we realize that \( \text{Span}_C \{ |\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle \}_{\rho_{AC}} \cong V_{\rho_{AC}} \) as \( \mathbb{C}[A(G_{AC})]_{\varphi_{AC}} \) representations through the map \( |\rho_{AB} \otimes_B \rho_{BC}; \rho_{AC}I_{AC}\rangle \mapsto |\rho_{AC}I_{AC}\rangle \). Similarly, we can define the following truncated tensor product of vectors
\[ (|\rho_{AB}I_{AB}\rangle \otimes_B |\rho_{BC}I_{BC}\rangle) \otimes_C |\rho_{CD}I_{CD}\rangle := (|\rho_{AB}I_{AB}\rangle \otimes |\rho_{BC}I_{BC}\rangle \otimes |\rho_{CD}I_{CD}\rangle) \triangleright [(\Delta_B \otimes \text{id})\Delta_C](1_{AD}) \]
\[ |\rho_{AB}I_{AB}\rangle \otimes_B (|\rho_{BC}I_{BC}\rangle \otimes_C |\rho_{CD}I_{CD}\rangle) := ((|\rho_{AB}I_{AB}\rangle \otimes_B |\rho_{BC}I_{BC}\rangle) \otimes_C |\rho_{CD}I_{CD}\rangle) \triangleright [(\text{id} \otimes \Delta_C)\Delta_B](1_{AD}), \]

which define basis vectors in \( (V_{\rho_{AB}} \otimes_B V_{\rho_{BC}}) \otimes_C V_{\rho_{BC}} \) and \( V_{\rho_{AB}} \otimes_B (V_{\rho_{BC}} \otimes C V_{\rho_{BC}}) \), respectively. We then find that \( \Phi_{ABCD} \) induces the following isomorphism:
\[ (V_{\rho_{AB}} \otimes_B V_{\rho_{BC}}) \otimes_C V_{\rho_{BC}} \cong V_{\rho_{AB}} \otimes_B (V_{\rho_{BC}} \otimes_C V_{\rho_{BC}}). \] (5.42)

Vectors \( (|\rho_{AB}I_{AB}\rangle \otimes_B |\rho_{BC}I_{BC}\rangle) \otimes_C |\rho_{CD}I_{CD}\rangle \) are typically not linearly independent, however a basis for the vector space \( (V_{\rho_{AB}} \otimes_B V_{\rho_{BC}}) \otimes_C V_{\rho_{BC}} \) is provided by the vectors
\[ \sum_{\{I\}} |\rho_{AB\rho_{BC}}^{I_{AB}I_{BC}}|_{I_{AC}} |\rho_{AC\rho_{CD}}^{I_{AC}I_{CD}}|_{K_{AD}} |\rho_{AB}I_{AB}\rangle \otimes |\rho_{BC}I_{BC}\rangle \otimes |\rho_{CD}I_{CD}\rangle. \] (5.43)
We obtain that $\Phi_{ABCD}$ acts on such basis vectors as
\[
\sum_{\{I\}} \sum_{\rho} \left[ \frac{\rho_{AB} \rho_{BC} \rho_{CD}}{\rho_{AD} \rho_{AC} \rho_{BD}} \right] \left[ \frac{\rho_{AB} \rho_{BC}}{\rho_{IAB} \rho_{IAC}} \right] \left[ \frac{\rho_{AC} \rho_{CD}}{\rho_{IAC} \rho_{ICD}} \right] \left[ \frac{\rho_{IAD}}{\rho_{IAD}} \right]
\times |\rho_{AB} I_{AB} \rangle \otimes |\rho_{BC} I_{BC} \rangle \otimes |\rho_{CD} I_{CD} \rangle \rangle \right) \Phi_{ABCD}
\]
\[
= \sum_{\{I\}} \left[ \frac{\rho_{AB} \rho_{BD}}{\rho_{IAB} \rho_{IBD}} \right] \left[ \frac{\rho_{PCD} \rho_{BD}}{\rho_{IAC} \rho_{ICD} \rho_{IBD}} \right] \left[ \rho_{AB} I_{AB} \otimes |\rho_{BC} I_{BC} \rangle \otimes |\rho_{CD} I_{CD} \rangle \right)
\]
(5.44)
such that the so-called 6j-symbols are defined as
\[
\left\{ \frac{\rho_{AB} \rho_{BC} \rho_{CD}}{\rho_{AD} \rho_{AC} \rho_{BD}} \right\}
\]
(5.45)
\[
:= \frac{1}{d_{\rho_{AD}}} \sum_{\{I\}} \alpha(\alpha_{IAB}, \alpha_{IBC}, \alpha_{ICD}) \left[ \frac{\rho_{AB} \rho_{BC}}{\rho_{IAB} \rho_{IAC}} \right] \left[ \frac{\rho_{AC} \rho_{CD}}{\rho_{IAC} \rho_{ICD}} \right] \left[ \frac{\rho_{IAD}}{\rho_{IAD}} \right]
\]
where the notation is the one of definition (5.8) of the representation matrices. This establishes the isomorphism (5.42). A detailed proof of the defining relation (5.44) can be found in appendix A.3.

Furthermore, given the vector space \((V_{\rho_{AB}} \otimes B V_{\rho_{BC}}) \otimes C V_{\rho_{CD}}) \otimes D V_{\rho_{DE}}\), we find that
\[
[(\text{id} \otimes \text{id} \otimes \Delta_{D}) (\Phi_{ABCE})] \ast [(\Delta_{B} \otimes \text{id} \otimes \text{id}) (\Phi_{ACDE})]
\]
and
\[
(1_{AB} \otimes \Phi_{BCDE}) \ast [(\text{id} \otimes \Delta_{C} \otimes \text{id}) (\Phi_{ABDE})] \ast (\Phi_{ABCD} \otimes 1_{DE})
\]
(5.46)
induce the same isomorphism. This is referred to as the so-called pentagon identity and ensures the self-consistency of the quasi-coassociativity. A proof of the pentagon identity can be found in appendix A.4.

In a similar vein, it can be shown that the regular $\mathbb{C}[\Lambda(G_{BB})]_{\psi_{\psi}}$-module satisfies the so-called triangle identity such that the following diagram commutes
\[
\begin{array}{ccc}
(\rho_{AB} \otimes B \mathbb{C}[\Lambda(G_{BB})]_{\psi_{\psi}}) \otimes B \rho_{BC} & \xrightarrow{\Phi_{ABBC}} & \rho_{AB} \otimes B (\mathbb{C}[\Lambda(G_{BB})]_{\psi_{\psi}} \otimes B \rho_{BC}) \\
\cong & & \cong \\
\rho_{AB} \otimes B \rho_{BC} & \xrightarrow{\Phi_{ABBC}} & \rho_{AB} \otimes B (\mathbb{C}[\Lambda(G_{BB})]_{\psi_{\psi}} \otimes B \rho_{BC})
\end{array}
\]
(5.47)
as $\mathbb{C}[\Lambda(G_{AB})]_{\psi_{\phi}}$-modules for all $\mathbb{C}[\Lambda(G_{AB})]_{\psi_{\phi}}$-modules $\rho_{AB}$ and $\mathbb{C}[\Lambda(G_{BC})]_{\psi_{\phi}}$-modules $\rho_{BC}$.

### 5.5 Canonical basis for (2+1)d boundary excited states

So far we have been dealing with the groupoid algebra $\mathbb{C}[\Lambda(G_{AB})]_{\psi_{\phi}}$, which is isomorphic to the (3+1)d tube algebra derived in 4. We have defined its simple modules, which classify elementary string-like excitations terminating at gapped boundaries, and introduced a comultiplication map that defines a notion of concatenation for these string-like excitations.
Furthermore, we constructed the Clebsch-Gordan series and 6j-symbols associated with this comultiplication map. As mentioned earlier, we have been using the language of relative groupoid algebras, since it unifies both the tube algebras in (2+1)d and in (3+1)d. More specifically, we explained earlier how to obtain the (2+1)d algebra from the (3+1)d one by restricting the object in $\Lambda(G_{AB})$ to group variables in $G$ and by replacing the loop groupoid 3-cocycle $\alpha \equiv T(\pi) \in Z^3(\Lambda G, U(1))$, where $\pi \in Z^4(G, U(1))$, by a group 3-cocycle $\alpha \in Z^3(G, U(1))$. We shall now use this mechanism to adapt all the notions derived so far to the study of elementary point-like excitations at the interface between two gapped boundaries in (2+1)d. Thanks to our formulation, the notations remain almost identical. Concretely, it simply amounts to replacing $g \in \text{Ob}(\Lambda(G_{AB}))$ by $g \in G$, and $(a, b) \in \Lambda A \times \Lambda B$ by $(a, b) \in A \times B$, and to picking $\alpha$ in $H^3(G, U(1))$, the other cocycle data descending from it. Note that replacing $(a, b)$ by $(a, b)$ is merely formal as we have often identified the morphisms $a$ and $b$ with the group variables they are characterized by for notational convenience.

Using the definition of the representation matrices together with the Clebsch-Gordan series, we shall now illustrate the mathematical structures introduced earlier by defining a complete and orthonormal basis of excited states for any pattern of elementary point-like excitations in (2+1)d. The same basis can also be used to define ground state subspaces in (3+1)d, since we have derived all the relevant notions in this case, which encompasses the (2+1)d one. However, we choose to focus in (2+1)d where it is easier to visualize the construction.

First, let us derive the canonical basis for a pair of dual elementary point-like excitations living at the interfaces of two gapped boundaries in (2+1)d. Thanks to our formulation, the notations remain almost identical. For each simple module labelled by $\rho_{AB}$, this basis is defined by the set of elements $|\rho_{AB}I,J\rangle \in \mathbb{C}[G_{AB}]^{a,b}$, with $I, J \in \{1, \ldots, d_{\rho_{AB}}\}$, such that

$$
|\rho_{AB}I,J\rangle = \left( \frac{d_{\rho_{AB}}}{|A||B|} \right)^{\frac{1}{2}} \sum_{g \in G} \sum_{(a,b) \in A \times B} \mathcal{D}_{IJ}^{\rho_{AB}} \langle |g \frac{a}{b}\rangle \rangle |g \frac{a}{b}\rangle \rangle.
$$

This transformation defines an isomorphism such that the inverse is provided by the formula

$$
|g \frac{a}{b}\rangle = \left( \frac{1}{|A||B|} \right)^{\frac{1}{2}} \sum_{\rho} d_{\rho_{AB}}^{\frac{1}{3}} \sum_{I,J} \mathcal{D}_{IJ}^{\rho_{AB}} \langle |g \frac{a}{b}\rangle \rangle |\rho_{AB}I,J\rangle.
$$

The latter formula expresses the fact that a given state describing such point-like boundary excitations can be written as a sum of states describing elementary excitations. It follows immediately from the orthonormality (5.12) of the representation matrices that this basis is orthonormal:

$$
\langle \rho'_{AB}I',J' | \rho_{AB}I,J \rangle = \frac{d_{\rho_{AB}}^{\frac{1}{2}} d_{\rho'_{AB}}^{\frac{1}{2}}}{|A||B|} \sum_{g,g' \in G} \mathcal{D}_{I'J'}^{\rho_{AB}} \langle |g' \frac{a'}{b'}\rangle \rangle \mathcal{D}_{IJ}^{\rho_{AB}} \langle |g \frac{a}{b}\rangle \rangle \langle g' \frac{a'}{b'}\rangle \langle g \frac{a}{b}\rangle \\
= \delta_{\rho'_{AB},\rho_{AB}} \delta_{I',I} \delta_{J',J}.
$$

(5.50)
and complete:

\[
\sum_{\rho_{AB}, I, J} \langle \rho_{AB} | I, J \rangle = \sum_{\rho_{AB}, I, J} \frac{d_{\rho_{AB}}}{|A||B|} \sum_{g \in G} D_{IJ}^{\rho_{AB}} (|g_{-\frac{a}{b}}\rangle) D_{IJ}^{\rho_{AB}} (|g_{-\frac{a}{b}}\rangle)
\]

\[
= \sum_{g \in G} 1 = |G| \cdot |A| \cdot |B| = |C[G_{AB}]^{\alpha_{\phi \psi}}|.
\]

(5.51)

Crucially, the canonical basis diagonalizes the \(\star\)-product (see proof in appendix B.1):

\[
|\rho_{AB} | I, J \rangle \star |\rho_{AB}' | I', J' \rangle = |A|^\frac{1}{2} |B|^\frac{1}{2} \delta_{\rho_{AB}, \rho_{AB}'} \delta_{J, J'} d_{\rho_{AB}}^2 |\rho | J, J' \rangle.
\]

(5.52)

As a useful corollary, we have that

\[
|g_{-\frac{a}{b}}\rangle \star |\rho_{AB} | I, J \rangle = \sum_{I'} D_{I'}^{\rho_{AB}} (|g_{-\frac{a}{b}}\rangle) |\rho | I, J \rangle.
\]

(5.53)

\[
|\rho_{AB} | I, J \rangle \star |g_{-\frac{a}{b}}\rangle = \sum_{I'} D_{I'}^{\rho_{AB}} (|g_{-\frac{a}{b}}\rangle) |\rho | I, J \rangle.
\]

(5.54)

Let \(Z_{C[G_{AB}]}^{\alpha_{\phi \psi}}\) be the centre of \(C[G_{AB}]^{\alpha_{\phi \psi}}\) consisting of all elements \(|\psi\rangle \in C[G_{AB}]^{\alpha_{\phi \psi}}\) that satisfy

\[
|\psi\rangle \star |g_{-\frac{a}{b}}\rangle = |g_{-\frac{a}{b}}\rangle \star |\psi\rangle, \quad \forall \ |g_{-\frac{a}{b}}\rangle \in C[G_{AB}]^{\alpha_{\phi \psi}}.
\]

(5.55)

Let us consider the states

\[
|\rho_{AB}\rangle := \frac{1}{d_{\rho_{AB}}^2} \sum_{I} |\rho_{AB} | I \rangle.
\]

(5.56)

It follows immediately from corollaries (5.53) and (5.54) that these states are central, i.e.

\[
|\rho_{AB}\rangle \star |g_{-\frac{a}{b}}\rangle = |g_{-\frac{a}{b}}\rangle \star |\rho_{AB}\rangle, \quad \forall \ |g_{-\frac{a}{b}}\rangle \in C[G_{AB}]^{\alpha_{\phi \psi}}.
\]

(5.57)

from which we can easily deduce that \(|\rho_{AB}\rangle\) form a complete and orthonormal basis for the centre:

\[
Z_{C[G_{AB}]}^{\alpha_{\phi \psi}} = \text{Span}_{C} \{ |\rho_{AB}\rangle \}_{\rho_{AB}}.
\]

(5.58)

We now would like to show that this centre describes the ground state subspace of our model for the annulus \(\Omega\) depicted below:

(5.59)

A triangulation \(\Omega_{\Delta}\) for \(\Omega\) can be inferred from \(\mathcal{T}[\mathbb{I}]\) defined in (3.5) by imposing the identifications \((0) \equiv (1), (0') \equiv (1')\) and \((00') \equiv (11')\). It further follows that we can identify the space of coloured graph-states on \(\Omega_{\Delta}\) as the subspace of coloured graph-states on \(\mathcal{T}[\mathbb{I}]\) that satisfy \(g = a^{-1}gb\). The ground state subspace can be finally obtained by enforcing
the twisted gauge invariance at the two vertices via the Hamiltonian projector \( P_{\triangle} \). This operator can be easily deduced from the one appearing in the definition of the (2+1)d open tube algebra:

\[
P_{\triangle} = \frac{1}{|A||B|} \sum_{g \in G} \sum_{(a,b) \in A \times B} \delta_{g,a^{-1}g_b} \frac{\tilde{g}^A_B(a, \tilde{a}[b, \tilde{b}])}{\tilde{g}_A^B(a, \tilde{a}^{-1}a[b, b^{-1}bb])} |g^{-1}_g \tilde{a}^{-1}_a \tilde{b}^{-1}_b \rangle \langle g^a_b|.
\]  

(5.60)

Crucially, this operator can be identically expressed in terms of algebra elements in \( \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha \) as follows (cf. proof in appendix B.2)

\[
P_{\triangle} = \frac{1}{|A||B|} \sum_{g \in G} \sum_{(a,b) \in A \times B} \left( |g^a_b\rangle^{-1} \otimes |g^a_b\rangle \right) |\tilde{g}^a_b\rangle \langle g^a_b|,
\]

(5.61)

where

\[
|\tilde{g}^a_b\rangle^{-1} = \frac{1}{\tilde{g}^A_B(a, \tilde{a}^{-1}[b, b^{-1}])} |a^{-1} \tilde{g} \tilde{b}^{-1} \rangle.
\]

(5.62)

Note furthermore that we can express the identity algebra element in \( \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha \) as

\[
|1_{AB}\rangle = \sum_{(\tilde{g},\tilde{b}) \in A \times B} |\tilde{g}^a_b\rangle^{-1} \otimes |\tilde{g}^a_b\rangle
\]

(5.63)

such that

\[
|1_{AB}\rangle \otimes |g^a_b\rangle = |g^a_b\rangle \otimes |1_{AB}\rangle, \quad \forall |g^a_b\rangle \in \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha.
\]

(5.64)

It implies that the image of the Hamiltonian projector \( P_{\triangle} \) is spanned by states \( |\psi\rangle \in \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha \) satisfying

\[
|\psi\rangle \otimes |g^a_b\rangle = |g^a_b\rangle \otimes |\psi\rangle, \quad \forall |g^a_b\rangle \in \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha,
\]

(5.65)

which is precisely the definition of the centre of \( \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha \). We deduce that the ground state subspace on \( \triangle \) is spanned by the states \( |\rho_{AB}\rangle\):

\[
\gamma_{G,A,B}^{\alpha,\phi,\psi} \triangle = \text{Im} \, P_{\triangle} = \mathbb{C}[G_{AB}]_{\phi,\psi}^\alpha = \text{Span}_{\mathbb{C}} \{|\rho_{AB}\rangle\}. \tag{5.66}
\]

As an immediate consequence of this statement is the fact that the ground state degeneracy of the annulus equals the number of elementary boundary point-like excitations at the interface of two gapped boundaries. This mimics the well-know result that the number of bulk point-like excitations equals the ground state degeneracy on the torus.

Let us pursue our construction by defining the canonical basis associated with the following configuration:

\[
A_{\phi} \rightarrow \begin{array}{c}
\circ \circ \\
\circ \circ
\end{array} \otimes \begin{array}{c}
\circ \circ \\
\circ \circ
\end{array} \sim Y,
\]

(5.67)
i.e. the two-disk $\mathbb{D}^2$ from which local neighbourhoods at the interface of the three gapped boundaries have been removed. This manifold is referred to as the \textit{thrice-punctured two-disk} and is denoted by $\Upsilon$. We choose a triangulation $\Upsilon_\triangle$ for this manifold and consider the following space of coloured graph-states:

\[
\text{Span}_c\left\{\begin{cases}
\{0\}, \\
\{1, 1', 2, 2', 3, 3'\}
\end{cases}\right\}_{g\in \text{Col}(\Upsilon_\triangle, G, A, B, C)} \equiv \text{Span}_c\left\{\begin{cases}
\{0\}, \\
\{1, 1', 2, 2', 3, 3'\}
\end{cases}\right\}_{g\in \text{Col}(\Upsilon_\triangle, G, A, B, C)}.
\]

We are interested in the ground state subspace $\mathcal{V}_{G, A, B, C}^{\Upsilon_\triangle}$ on this manifold. In order to obtain this Hilbert space, we need to apply the Hamiltonian projector $\mathbb{P}_{\Upsilon_\triangle}$ simultaneously at all three physical boundary vertices. This operator is obtained by evaluating the partition function (2.15) on the relative pinched interval cobordism

\[
\mathbb{P}_{\Upsilon_\triangle}(|g_1, a, b, g_2, b', c, a', c'|_{\Upsilon_\triangle})
\]

and its action explicitly reads

\[
\mathbb{P}_{\Upsilon_\triangle}(|g_1, a, b, g_2, b', c, a', c'|_{\Upsilon_\triangle}) = \frac{1}{|A||B||C|} \sum_{a, b, c \in A, B, C} \psi_{a_1, g_1, g_2, c}^{AC'}(a', \tilde{a}|c', \tilde{c}) \psi_{b_1, g_1, g_2, c}^{AB'}(b, \tilde{b}|c', \tilde{c}) \psi_{c_1, g_1, g_2, c}^{BC'}(g_1, g_2)
\]

\[
\times |\tilde{a}|^{-1} g_1 \tilde{b}, |\tilde{b}|^{-1} g_2 \tilde{c}, |\tilde{c}|^{-1} c, a', \tilde{a}, c', \tilde{c}|_{\Upsilon_\triangle}.
\]

Let us now define the following basis states

\[
|\rho_{AB} I_{AB}, \rho_{BC} I_{BC}, \rho_{AC} I_{AC}|_{\Upsilon_\triangle} := \sum_{\{g\in G\}} \sum_{a, a', c \in A} \sum_{b, b', c' \in B} \sum_{c', c'' \in C} \mathcal{D}_{a_1, g_1, g_2, c}^{AB}(\{1, \frac{a}{b}\}) \mathcal{D}_{b_1, g_1, g_2, c}^{BC}(\{1, \frac{b'}{c'}\}) \mathcal{D}_{c_1, g_1, g_2, c}^{AC}(\{1, \frac{c}{c'}\}) |g_1, a, b, g_2, b', c, a', c'|_{\Upsilon_\triangle}.
\]

We can show using the invariance property (5.30) of the Clebsch-Gordan coefficients that these basis states diagonalise the action of the Hamiltonian projector, i.e. for every $\{\rho_x I_x\}_{x=AB, BC, AC}$ we have

\[
\mathbb{P}_{\Upsilon_\triangle}(|\rho_{AB} I_{AB}, \rho_{BC} I_{BC}, \rho_{AC} I_{AC}|_{\Upsilon_\triangle}) = |\rho_{AB} I_{AB}, \rho_{BC} I_{BC}, \rho_{AC} I_{AC}|_{\Upsilon_\triangle}.
\]
A proof of this crucial relation can be found in appendix B.3. We refer to these states as the canonical basis states for $\mathcal{Y}_{\Delta}$. It follows from the orthogonality and the completeness of the representation matrices as well as the Clebsch-Gordan series, that this basis is orthogonal and complete.

It is now possible to use the canonical basis states we have derived so far in order to define excited states associated with more complicated boundary patterns. For instance, the case of $\mathbb{D}^2$ with four different gapped boundaries can be treated easily by noticing that the manifold resulting from removing local neighbourhoods at every interface can be realised as the gluing of two copies of $\mathcal{Y}_{\Delta}$. Similarly, canonical basis states for this manifold are obtained via the $\star$-product by contracting two states of $\mathcal{Y}_{\Delta}$ along one magnetic index. Interestingly, two different bases can be defined following this scheme, but they are equivalent. This is ensured by the quasi-coassociativity, and more specifically the isomorphism (5.42). As a matter of fact, the two bases can be explicitly related to each other via the $6j$-symbols as defined in (5.44), which was the motivation for introducing them. More generally, any number of gapped boundaries can be treated in a similar fashion by gluing several copies $\mathcal{Y}_{\Delta}$ according to a fusion binary tree. Thanks to the quasi-coassociativity, the choice of tree is not relevant as the corresponding bases are all equivalent.

## 6 Gapped boundaries and higher algebras

In this section, we describe a higher categorical construction capturing the salient features of the gapped boundary excitations considered in the previous sections. We begin by reviewing the definitions of monoidal categories and bicategories before introducing the theory of module categories. For more details on such constructions, see for example [30, 59, 62, 63]. Building upon such notions, we then demonstrate the relation between gapped boundary excitations and bicategories of module categories. In particular we review that the bicategory $\text{MOD}(\text{Vec}^2_\alpha)$ provides a convenient description of gapped boundary excitations in (2+1)d Dijkgraaf-Witten theory [10], and show that $\text{MOD}(\text{Vec}^3_{(\pi_1)})$ describes string-like bulk excitations terminating at the boundary in (3+1)d Dijkgraaf-Witten theory.

### 6.1 Higher category theory

We begin this section by first introducing higher category theory. In order to motivate the ethos of higher category theory, it is illuminating to first consider the notion of categorification. Generally, categorification refers to a collection of techniques in which statements about sets are translated into statements about categories. Let us consider a simple example. Given a pair of sets $X, Y$ and a triple of functions $f, g, h : X \to Y$, it is natural to pose relations between such functions in terms of equations. For instance, we may have $f = g$ and $g = h$ as functions from $X$ to $Y$, from which we can infer the relation $f = h$ by transitivity. In this setting, categorification is the process whereby each set $X$ is replaced by a category $\mathcal{C}_X$, and each function $f : X \to Y$ is sent to a functor $F_f : \mathcal{C}_X \to \mathcal{C}_Y$. Using the additional structure proper to categories, we have a choice about the way we lift the equations $f = g$ and $g = h$. We could either require the corresponding functors to be equal,
i.e. $F_f = F_g$ and $F_g = F_h$ implying $F_f = F_h$, or alternatively, we could instead require only the existence of natural isomorphisms, i.e. $\eta_{fg} : F_f \cong F_g$ and $\eta_{gh} : F_g \cong F_h$. In the latter case, we use equations on the natural transformations in order to prescribe a natural transformation $\eta_{fh} = \eta_{fg} \circ \eta_{gh} : F_f \to F_h$ replacing transitivity.

Building upon the idea of categorification, let us now introduce bicategories, which will form the model of higher category theory utilised in the following discussion. Given a (small) category $\mathcal{C}$, recall that we denote by $\text{Hom}_\mathcal{C}(X,Y)$ the set of (1-)morphisms (hom-set) between the objects $X,Y \in \text{Ob}(\mathcal{C})$. Roughly speaking, a bicategory is obtained by applying the categorification mechanism spelt out above to such sets of morphisms. More specifically, we replace $\text{Hom}_\mathcal{C}(X,Y)$ with a category that we denote by $\text{Hom}_\mathcal{B}_i(X,Y)$. The composition function $\circ : \text{Hom}_\mathcal{C}(X,Y) \times \text{Hom}_\mathcal{C}(Y,Z) \to \text{Hom}_\mathcal{C}(X,Z)$ is then replaced with a composition bifunctor $\otimes : \text{Hom}_\mathcal{B}_i(X,Y) \times \text{Hom}_\mathcal{B}_i(Y,Z) \to \text{Hom}_\mathcal{B}_i(X,Z)$. Moreover, equations between morphisms are replaced with natural transformations between functors together with equations defined for such natural transformations. With this idea in mind, we now define our notion of bicategory:

**Definition 6.1 (Bicategory).** A bicategory $\mathcal{B}_i$ consists of:

- A set of objects $\text{Ob}(\mathcal{B}_i)$.

- For each pair of objects $X,Y \in \text{Ob}(\mathcal{B}_i)$, a category $\text{Hom}_{\mathcal{B}_i}(X,Y)$, whose objects and morphisms are referred to as 1- and 2-morphisms, respectively. Given a 1-morphism $f \in \text{Hom}_{\mathcal{B}_i}(X,Y)$, $X =: s(f)$ and $Y =: t(f)$ are referred to as the ‘source’ and the ‘target’ objects of $f$, respectively. The composition of 2-morphisms in $\text{Hom}_{\mathcal{B}_i}(X,Y)$ is designated as the ‘vertical’ composition.

- For each triple of objects $X,Y,Z \in \text{Ob}(\mathcal{B}_i)$, a binary functor $\otimes : \text{Hom}_{\mathcal{B}_i}(X,Y) \times \text{Hom}_{\mathcal{B}_i}(Y,Z) \to \text{Hom}_{\mathcal{B}_i}(X,Z)$ designated as the ‘horizontal’ composition.

- For each object $X \in \text{Ob}(\mathcal{B}_i)$, a 1-morphism $\mathbbm{1}_X \in \text{Ob}(\text{Hom}_{\mathcal{B}_i}(X,X))$, and for each morphism $f : X \to Y$, a pair of natural isomorphism $\ell_f : \mathbbm{1}_X \otimes f \to f$ and $r_Y : f \otimes \mathbbm{1}_Y \to f$ called the ‘left’ and ‘right’ unitors, respectively.

- For each triple of composable 1-morphisms $f,g,h$, a natural isomorphism $\alpha_{f,g,h} : (f \otimes g) \otimes h \to f \otimes (g \otimes h)$ called the 1-associator.

This data is subject to coherence relations encoded in the commutativity of the diagrams
and

\[
\alpha_{f, 1_{t(f)} - g}^\delta_f : (f \otimes 1_{t(f)}) \otimes g \to f \otimes (1_{t(f)} \otimes g)
\]

(6.1)

for all composable 1-morphisms \(f, g, h, k\), referred to as the pentagon and the triangle relations, respectively.

As in conventional category theory, it is customary to depict relations in a bicategory using diagrammatic calculus. Unlike the directed graph structure utilised in category theory, the diagrammatic presentation of bicategories is given in terms of so-called pasting diagrams of the form

\[
\begin{array}{c}
X \xrightarrow{F} Y \\
\downarrow_{g} \\
\end{array}
\]

(6.2)

where \(X, Y \in \text{Ob}(B_i)\) are objects, \(f, g \in \text{Ob}(\text{Hom}_{B_i}(X, Y))\) are 1-morphisms and \(F \in \text{Hom}_{\text{Hom}_{B_i}(X, Y)}(f, g)\) is a 2-morphism. In this notation, horizontal and vertical compositions are depicted as

\[
\begin{array}{c}
X \xrightarrow{f} Y \\
\downarrow_{g} \\
\end{array} \quad \text{and} \quad \begin{array}{c}
X \xrightarrow{f} Y \\
\downarrow_{g} \\
\end{array} = \begin{array}{c}
X \xrightarrow{g} Y \\
\downarrow_{f} \\
\end{array}
\]

respectively. Explicit examples of bicategories will be provided in section 6.5 and 6.6.

### 6.2 Higher groupoid algebra \(\text{Vec}_G^\alpha\)

We shall now apply the idea of categorification to groupoid algebras, yielding a notion of \(\text{\textquoteleft}higher\text{\textquoteright}\) groupoid algebra. First, let us review the relation between monoids and categories. A monoid is defined by a set \(X\) equipped with a function \(\cdot : X \times X \to X\) called the product, and a distinguished element \(1 \in X\) called the unit, satisfying the relations

\[
1 \cdot x = x = x \cdot 1,
\]

\(\forall x \in X\). Alternatively, a monoid can be defined as a (small) category \(C\) with a single object \(\bullet\) and \(\text{Hom}(C) = \text{Hom}_C(\bullet, \bullet)\) such that the composition function \(\circ : \text{Hom}_C(\bullet, \bullet) \times \text{Hom}_C(\bullet, \bullet) \to \text{Hom}_C(\bullet, \bullet)\) provides the monoid product on \(\text{Hom}_C(\bullet, \bullet)\), and the identity morphism \(\text{id}_\bullet\) provides the corresponding monoid unit. Using this presentation of a monoid as a one-object category, we recover upon categorification the notion of monoidal category as a one-object bicategory: given a bicategory \(B\) with a single object \(\text{Ob}(B) = \{\bullet\}\), the category of homorphisms \(\text{Hom}_{B_i}(\bullet, \bullet)\) defines a monoidal category equipped with a tensor product structure provided by the bifunctor \(\otimes : \text{Hom}_{B_i}(\bullet, \bullet) \times \text{Hom}_{B_i}(\bullet, \bullet) \to \text{Hom}_{B}(\bullet, \bullet)\). In particular, the 1-associator in \(B\) induces the (0-)associator in the monoidal category \(\text{Hom}_{B_i}(\bullet, \bullet)\).
Akin to the categorification of a monoid to a monoidal category, one can consider a categorification of an algebra over a field. Instead of presenting the general case, we shall restrict ourselves to the categorification of groupoid algebras. Recall that given a finite groupoid \( \mathcal{G} \), the (complex) groupoid algebra \( \mathbb{C}[\mathcal{G}] \) is the algebra defined over the vector space \( \text{Span}_{\mathbb{C}}\{|g| \mid \forall g \in \text{Hom}(\mathcal{G})\} \) with algebra product \( |g| \cdot |g'| := \delta_{t(g),s(g')} |gg'| \). One natural categorification of \( \mathbb{C}[\mathcal{G}] \) is given by replacing the complex field with the (symmetric) monoidal category \( \text{Vec} \) of finite dimensional complex-vector spaces, which yields the monoidal category of groupoid-graded vector spaces:

**Definition 6.2** (Category of \( \mathcal{G} \)-graded vector spaces). Let \( \mathcal{G} \) be a finite groupoid. A \( \mathcal{G} \)-graded vector space is a vector space of the form \( V = \bigoplus_{g \in \text{Hom}(\mathcal{G})} V_g \). We call a \( \mathcal{G} \)-graded vector space \( V \) ‘homogeneous’ of degree \( g \in \text{Hom}(\mathcal{G}) \) if \( V_g \) is the zero vector space \( 0 \) for all \( g' \neq g \). The monoidal category \( \text{Vec}_\mathcal{G} \) is then defined as the category whose objects are \( \mathcal{G} \)-graded complex-vector spaces, and morphisms are grading preserving linear maps. The tensor product is defined on homogeneous components \( V_g \) and \( W_g' \) according to

\[
V_g \otimes W_g' = \begin{cases} (V \otimes W)_{g \cdot g'} & \text{if } t(g) = s(g') \\ 0 & \text{otherwise} \end{cases} \tag{6.3}
\]

with unit object \( 1 = \bigoplus_{g \in \text{Hom}(\mathcal{G})} \delta_{id_g} \). There are \( |\text{Hom}(\mathcal{G})| \) simple objects denoted by \( \mathbb{C}_g, \forall g \in \text{Hom}(\mathcal{G}) \). Every object is isomorphic to a direct sum of simple objects, making \( \text{Vec}_\mathcal{G} \) semi-simple. Finally, the associator is given by the canonical map

\[
\text{id}_{\mathbb{C}_g \cdot \mathbb{C}_g} : (U_g \otimes V_g') \otimes W_g'' \xrightarrow{\sim} U_g \otimes (V_g' \otimes W_g'') \tag{6.4}
\]

Note that by choosing the groupoid to be the delooping of a finite group, we recover the more familiar fact that the category of \( G \)-graded vector spaces is a categorification of the notion of group algebra. Analogously to the twisting of a groupoid algebra by a groupoid 2-cocycle, we can twist the associator of \( \text{Vec}_\mathcal{G} \) by a normalised groupoid 3-cocycle \( \alpha \in Z^3(\mathcal{G},\mathbb{U}(1)) \) so as to define the monoidal category \( \text{Vec}_\mathcal{G}^\alpha \), whereby the associator on simple objects is provided by

\[
\alpha_{\mathbb{C}_g \cdot \mathbb{C}_g} : (\mathbb{C}_g \otimes \mathbb{C}_g) \otimes \mathbb{C}_g' \xrightarrow{\sim} \mathbb{C}_g \otimes (\mathbb{C}_g' \otimes \mathbb{C}_g'') \tag{6.5}
\]

The monoidal category \( \text{Vec}_\mathcal{G}^\alpha \) has the additional property of being a multi-fusion category:

**Definition 6.3** (Multifusion category). A category \( \mathcal{C} \) is called multi-fusion if \( \mathcal{C} \) is a finite semi-simple, \( \mathbb{C} \)-linear, abelian, rigid monoidal category such that tensor product \( \otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C} \) is bilinear on morphisms. If additionally \( \text{Hom}_\mathcal{C}(1,1) \cong \mathbb{C} \) then we call \( \mathcal{C} \) a fusion category.

We shall not expand on this definition here, but instead refer the reader to the chapter 4 of [59]. Conceptually, the observation that \( \text{Vec}_\mathcal{G}^\alpha \) is a multi-fusion category plays a similar role to semi-simplicity in the theory of algebras. Recall that given a semi-simple algebra \( A \), every module is isomorphic to a direct sum of simple modules. These simple modules can be found via the notion of primitive orthogonal idempotents. An idempotent in an algebra
A is an element \( e \in A \) such that \( e \cdot e = e \), and a pair of idempotents \( e, e' \in A \) are orthogonal if \( e \cdot e' = \delta_{e,e'} e \). Such an idempotent is called primitive if it cannot be written as sum of non-trivial idempotents. Specifying a complete set of primitive orthogonal idempotents \( \{e_1, \ldots, e_n\} \) for \( A \), we can define a simple right \( A \)-module \( M_i = e_i \cdot A \), for each \( i = 1, \ldots, n \).

In the following, we will review the notion of module category over a multi-fusion category, categorifying the notion of module over a semi-simple algebra. In this setting the analogue of idempotent will be given by so called separable algebra objects.

### 6.3 Module categories

In this part, we introduce the notions of module category over multi-fusion category \( \mathcal{C} \), and module category functors following closely [59]. These happen to be relevant notions to describe gapped boundaries and their excitations [10]. However, as we explain below, we use in practice an equivalent description in terms of separable algebra objects. First, let us define a module category:

**Definition 6.4 (\( \mathcal{C} \)-Module category).** Given a multi-fusion category \( \mathcal{C} \equiv (\mathcal{C}, \otimes, 1, \ell, r, \alpha) \), a (left) \( \mathcal{C} \)-module category is defined by a triple \((\mathcal{M}, \odot, \check{\alpha})\) consisting of a category \( \mathcal{M} \), an action bifunctor \( \odot : \mathcal{C} \times \mathcal{M} \to \mathcal{M} \) and a natural isomorphism \( \check{\alpha} : (X \otimes Y) \otimes Z \to \check{\alpha} X, Y, Z \odot M \), \( \forall X, Y, Z \in \text{Ob}(\mathcal{C}) \) and \( M \in \text{Ob}(\mathcal{M}) \), referred to as the module associator, such that the diagram

\[
\begin{array}{ccc}
((X \otimes Y) \otimes Z) \odot M & \to & (X \otimes (Y \otimes Z)) \odot M \\
\downarrow \check{\alpha} X, Y, Z \odot M & & \downarrow \check{\alpha} X, Y \odot (Z \odot M) \\
X \odot ((Y \otimes Z) \odot M) & \to & X \odot (Y \otimes (Z \odot M))
\end{array}
\]

(6.7)

commutes for every \( X, Y, Z \in \text{Ob}(\mathcal{C}) \) and \( M \in \text{Ob}(\mathcal{M}) \). Additionally there is a unit isomorphism \( \ell_M : 1 \otimes M \to M \), where \( 1 \) is the tensor unit of \( \mathcal{C} \), such that the following diagram commutes:

\[
\begin{array}{ccc}
(X \otimes 1) \odot M & \to & X \odot (1 \otimes M) \\
\downarrow r_X \odot \ell_M & & \downarrow \ell_M \\
X \odot M & \to & X \odot (1 \otimes M)
\end{array}
\]

(6.8)

for all \( X \in \text{Ob}(\mathcal{C}) \), \( M \in \text{Ob}(\mathcal{M}) \).

Every module category can be decomposed into so-called indecomposable module categories [58]:
**Definition 6.5** (Indecomposable module category). A $\mathcal{C}$-module category $\mathcal{M}$ is said to be ‘indecomposable’ when $\mathcal{M}$ is not equivalent to a direct sum of non-zero $\mathcal{C}$-module categories. Indecomposable module categories will turn out to be the relevant data to label gapped boundaries. To describe excitations, we further require the notion module category functors:

**Definition 6.6** (Module category functor). Given a multi-fusion category $\mathcal{C}$ and a pair $(\mathcal{M}_1, \mathcal{M}_2)$ of $\mathcal{C}$-module categories with module associators $\hat{\alpha}$ and $\tilde{\alpha}$, respectively, a $\mathcal{C}$-module functor is a pair $(F, s)$ where $F : \mathcal{M}_1 \to \mathcal{M}_2$ is a functor, and $s$ is natural isomorphism given by

$$s_{X,M} : F(X \odot M) \to X \odot F(M), \quad \forall X \in \text{Ob}(\mathcal{C}) \text{ and } M \in \text{Ob}(\mathcal{M}_1), \quad (6.9)$$

such that the diagram

$$\begin{array}{ccc}
F(X \odot (Y \odot M)) & \xrightarrow{F(\hat{\alpha}_{X,Y,M})} & F((X \odot Y) \odot M) \\
\downarrow{s_{X,Y\odot M}} & & \downarrow{s_{X\odot Y,M}} \\
X \odot F(Y \odot M) & \xrightarrow{\text{id}_X \odot s_{Y,M}} & X \odot (Y \odot F(M))
\end{array} \quad (6.10)$$

commutes for every $X, Y \in \text{Ob}(\mathcal{C})$ and $M \in \text{Ob}(\mathcal{M})$.

We are almost ready to define a bicategory, the remaining ingredient is a notion of morphism for module functors:

**Definition 6.7** (Morphism of module functors). Given a multi-fusion category $\mathcal{C}$ and two $\mathcal{C}$-module functors $(F, s)$ and $(F', s')$, a morphism of module functors between $F$ and $F'$ is a natural transformation $\eta : F \to F'$ such that the diagram

$$\begin{array}{ccc}
F(X \odot M) & \xrightarrow{s_{X,M}} & X \odot F(M) \\
\downarrow{\eta_{X\odot M}} & & \downarrow{\text{id}_X \odot \eta_M} \\
F'(X \odot M) & \xrightarrow{s'_{X,M}} & X \odot F'(M)
\end{array} \quad (6.11)$$

commutes for every $X \in \text{Ob}(\mathcal{C})$ and $M \in \text{Ob}(\mathcal{M})$.

Putting everything together, we obtain the following definition of a bicategory of module categories:

**Definition 6.8** (Bicategory of module categories). Given a multi-fusion category $\mathcal{C}$, we denote by $\text{MOD}(\mathcal{C})$ the bicategory with objects, $\mathcal{C}$-module categories, 1-morphisms, $\mathcal{C}$-module functors, and 2-morphisms, $\mathcal{C}$-module natural transformations.

The remainder of this section is dedicated to providing a more practical formulation of this bicategory using the fact that for a multi-fusion category $\mathcal{C}$, every indecomposable $\mathcal{C}$-module category is equivalent to the category of module objects for a separable algebra object in $\mathcal{C}$ [59]. Using this latter formulation, we shall then explain how the bicategory of module categories is indeed the relevant notion to describe gapped boundaries and their excitations in gauge models of topological phases.
6.4 Algebra objects in Vec$^\alpha_G$

Let us now present the notion of algebra objects in the multi-fusion category Vec$^\alpha_G$ thought as a categorification of the groupoid algebra over $\mathcal{G}$. In the subsequent discussion, we will build upon this notion in order to define module categories over higher groupoid algebras as a categorification of modules over semi-simple algebras.

**Definition 6.9 (Algebra object).** Given a multi-fusion category $\mathcal{C} \equiv (\mathcal{C}, \otimes, \mathbb{1}, \ell, r, \alpha)$, an (associative) algebra object in $\mathcal{C}$ is defined by a triple $(A, m, u)$ consisting of an object $A$ as well as morphisms $m : A \otimes A \to A$ and $u : \mathbb{1} \to A$ in $\mathcal{C}$ referred to as multiplication and unit, respectively, such that the diagrams below commute:

- **Associativity:**

\[
\begin{array}{c}
(A \otimes A) \otimes A \\
\downarrow m \otimes \text{id}_A \\
A \otimes (A \otimes A) \\
\downarrow m \\
A \\
\end{array}
\xrightarrow{\alpha} 
\begin{array}{c}
A \otimes A \\
\downarrow m \\
A \\
\end{array}
\]

(6.12)

- **Unit:**

\[
\begin{array}{c}
\mathbb{1} \otimes A \\
\downarrow u \otimes \text{id}_A \\
A \otimes A \\
\downarrow m \\
A \\
\end{array}
\xrightarrow{\ell^{-1}} 
\begin{array}{c}
A \\
\downarrow \text{id}_A \\
A \\
\end{array}
\xrightarrow{\mathbb{1} \otimes u} 
\begin{array}{c}
A \otimes A \\
\downarrow m \\
A \\
\end{array}
\]

(6.13)

where $\alpha, \ell, r$ refer to the associator, left unitor and right unitor for the monoidal structure of $\mathcal{C}$, respectively.

Given the above definition, an important observation is that algebra objects in the fusion category Vec$^\alpha_G$ correspond to associative, unital, finite-dimensional, complex algebras. Let us now consider algebra objects in Vec$^\alpha_G$. For each $(\mathcal{G}, \alpha)$-subgroupoid $(A, \phi)$, as defined in section 4.3, we construct an algebra object $A_\phi \equiv (\bigoplus_{a \in \text{Hom}(A)} C_a, m, u)$ with multiplication and unit defined according to

\[
m : A_\phi \otimes A_\phi \to A_\phi
\]

: $a \otimes a' \mapsto \delta_{\ell(a), s(a')} \phi(a, a') aa'$

and \[u(1_{\text{Vec}^\alpha_G}) := \sum_{X \in \text{Ob}(A_\phi)} \text{id}_X ,\]

respectively. In particular, we remark that the algebra object $A_\phi$ in Vec$^\alpha_G$ corresponds to a generalisation of a twisted groupoid algebra over $A$, where the twisting by a 2-cocycle is instead given by the 2-cochain $\phi$. Since $\phi$ is not a groupoid 2-cocycle, algebra objects are not associative as conventional algebras, but instead are only associative within Vec$^\alpha_G$ due to the condition $d^{(2)}\phi = \alpha^{-1}|_A$. We leave it to the reader to check that every algebra object in Vec$^\alpha_G$ is in one-to-one correspondence with a $(\mathcal{G}, \alpha)$-subgroupoid and Vec$^\alpha_G$ algebra objects.
Given an algebra object $A$ in a multi-fusion category $C$, we are interested in modules over $A$ referred to as $A$-module objects:

**Definition 6.10 (Right module object).** Let $C$ be a multi-fusion category and $A \equiv (A, m, u)$ an algebra object in $C$. A right module object over $A$ (or right $A$-module) consists of a pair $(M, p)$, with $M \in \text{Ob}(C)$ and $p : M \otimes A \to M \in \text{Hom}(C)$ such that the diagrams below commute:

- **Compatibility:**

\[
\begin{array}{ccc}
(M \otimes A) \otimes A & \rightarrow & M \otimes A \\
\downarrow \alpha & & \downarrow p \\
M \otimes (A \otimes A) & \rightarrow & M \otimes A
\end{array}
\]

\[p \otimes \text{id}_A \]

\[\begin{array}{ccc}
M \otimes (A \otimes A) & \rightarrow & M \otimes A \\
\downarrow \text{id}_M \otimes m & & \downarrow p \\
M \otimes A & \rightarrow & M
\end{array}
\]

\[p \circ (\alpha \otimes \text{id}_A) = p \]

(6.14)

- **Unit:**

\[
\begin{array}{ccc}
M & \rightarrow & M \\
\downarrow \text{id}_M & & \downarrow p \\
M \otimes 1 & \rightarrow & M \otimes A
\end{array}
\]

\[f \otimes 1 \]

\[\begin{array}{ccc}
M \otimes 1 & \rightarrow & M \otimes A \\
\downarrow \text{id}_M & & \downarrow p \\
M & \rightarrow & M
\end{array}
\]

\[f \otimes 1 = f \]

(6.15)

Homomorphisms between modules over a given algebra object are then defined in an obvious way:

**Definition 6.11 (Module object homomorphism).** Given an algebra object $A$ in a multi-fusion category $C$, let $(M_1, p_1)$ and $(M_2, p_2)$ be two right $A$-modules. An $A$-homomorphism between these $A$-modules is a morphism $f \in \text{Hom}_C(M_1, M_2)$ such that the diagram

\[
\begin{array}{ccc}
M_1 \otimes A & \rightarrow & M_2 \otimes A \\
\downarrow p_1 & & \downarrow p_2 \\
M_1 & \rightarrow & M_2
\end{array}
\]

\[f \otimes \text{id}_A \]

\[\begin{array}{ccc}
M_1 \otimes A & \rightarrow & M_2 \otimes A \\
\downarrow f \otimes \text{id}_A & & \downarrow f \\
M_1 \otimes A & \rightarrow & M_2 \otimes A
\end{array}
\]

(6.16)

commutes.

It follows from the definition above that $A$-homomorphisms between a pair of $A$-module objects $(M_1, p_1)$ and $(M_1, p_1)$ in $C$ define a subspace of $\text{Hom}_C(M_1, M_2)$, which is notated via $\text{Hom}_A(M_1, M_2)$ in the following. Moreover, composing $A$-homomorphisms yields another $A$-homomorphism so that we can define a category of $A$-modules as follows:

**Definition 6.12 (Category of module objects).** Given a multi-fusion category $C$ and an algebra object $A = (A, m, u)$, we define the category $\text{Mod}_C(A)$ as the category with objects $A$-module objects in $C$ and morphisms $A$-module homomorphisms.

In a similar vein, we can define a left $A$-module objects and left $A$-module homomorphisms. We leave it to the reader to derive the corresponding axioms. Combining both left and right modules over an algebra object yields the notion *bimodule object*:
Definition 6.13 (Bimodule object). Let $C$ be a multi-fusion category and $(A, B)$ a pair of algebra objects in $C$. We define an $(A, B)$-bimodule object in $C$ as a triple $(M, p, q)$ such that $(M, p)$ is a right $B$-module object, $(M, q)$ is a left $A$-module object and the diagram

$$
\begin{array}{c}
(A \otimes M) \otimes B \\
\downarrow \alpha \\
A \otimes (M \otimes B)
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M \otimes B \\
p \\
q
\end{array}
\begin{array}{c}
\xrightarrow{q \otimes \text{id}_B} \\
\downarrow p \\
\downarrow q
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M \\
M
\end{array}
$$

(6.17)

commutes.

Noticing that the monoidal identity of any multi-fusion category $C$ naturally defines an algebra object, we can identify the $(1, A)$-bimodule $(M, \ell_M, p)$, for a given algebra object $A$, with the right $A$-module $(M, p)$, and similarly the $(A, 1)$-bimodule $(M, r_M, q)$ with the left $A$-module $(M, q)$.

Definition 6.14 (Bimodule object homomorphism). Let $(M_1, p_1, q_1)$ and $(M_2, p_2, q_2)$ be a pair of $(A, B)$-bimodule objects in a multi-fusion category $C$. An $(A, B)$-homomorphism between these $(A, B)$-bimodules is a morphism $f \in \text{Hom}_C(M_1, M_2)$ such that $f : (M_1, p_1) \rightarrow (M_2, p_2)$ is a right $B$-module homomorphism, $f : (M_1, q_1) \rightarrow (M_2, q_2)$ is a left $A$-module homomorphism, and the following diagram commutes:

$$
\begin{array}{c}
(A \otimes M_1) \otimes B \\
\downarrow \alpha \\
A \otimes (M_1 \otimes B)
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M_1 \otimes B \\
p_1 \\
q_1
\end{array}
\begin{array}{c}
\xrightarrow{(id_A \otimes f) \otimes \text{id}_B} \\
\downarrow (id_A \otimes f) \otimes \text{id}_B \\
\downarrow \text{id}_A \otimes (f \otimes \text{id}_B)
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
(A \otimes M_2) \otimes B \\
p_2 \\
q_2
\end{array}
\begin{array}{c}
\xrightarrow{id_A \otimes p_2} \\
\downarrow \alpha \\
\downarrow \text{id}_A \otimes (f \otimes \text{id}_B)
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
A \otimes M_2 \\
A \otimes M_2 \\
A \otimes M_2
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M_2 \\
M_2 \\
M_2
\end{array}
\begin{array}{c}
\xrightarrow{id_A \otimes \text{id}_B} \\
\downarrow \alpha \\
\downarrow \text{id}_A \otimes (f \otimes \text{id}_B)
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
A \otimes (M_2 \otimes B) \\
A \otimes M_2 \\
A \otimes M_2
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
A \otimes M_1 \\
A \otimes M_1 \\
A \otimes M_1
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M_1 \\
M_1 \\
M_1
\end{array}
\begin{array}{c}
\xrightarrow{q_2 \otimes \text{id}_B} \\
\downarrow p_2 \\
\downarrow q_2
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M_2 \\
M_2 \\
M_2
\end{array}
\begin{array}{c}
\xrightarrow{f \otimes \text{id}_B} \\
\downarrow p_1 \\
\downarrow p_1
\end{array}
\begin{array}{c}
\rightarrow \\
\rightarrow \\
\rightarrow
\end{array}
\begin{array}{c}
M_1 \\
M_1 \\
M_1
\end{array}
$$

It follows from the definition that $(A, B)$-homomorphisms between a pair of $(A, B)$-bimodule object $(M_1, p_1, q_1)$ and $(M_2, p_2, q_2)$ in $C$ define a subspace of $\text{Hom}_C(M_1, M_2)$ which will be denoted by $\text{Hom}_{A,B}(M_1, M_2)$ in the following. Moreover, composing two $(A, B)$-homomorphisms yields another $(A, B)$-homomorphism so that we can define the following category of $(A, B)$-bimodules:

Definition 6.15 (Category of bimodule objects). Given a multi-fusion category $C$ and a pair of algebra objects $A$ and $B$, we define the category $\text{Bimod}_C(A, B)$ as the category with objects $(A, B)$-bimodules and morphisms $(A, B)$-bimodule homomorphisms.

Let us now go back to our example of interest, namely the higher groupoid algebras $\text{Vec}_G^n$, and describe the corresponding bimodule objects. We consider a pair $(A, \phi), (B, \psi)$ of
$(G, \alpha)$-subgroupoids, and the corresponding algebra objects \(A_\phi \equiv (\bigoplus_{a \in \text{Hom}(A)} C_a, m_A, u_A)\), and \(B_\psi \equiv (\bigoplus_{b \in \text{Hom}(B)} C_b, m_B, u_B)\). Let \((M, p, q)\) be an \((A_\phi, B_\psi)\)-bimodule in \(\text{Vec}_G^\alpha\) such that \(\rho = \bigoplus_{g \in \text{Hom}(G)} M_g\), \(p : M \otimes B_\psi \to M\) and \(q : A_\phi \otimes M \to M\). Let us consider the \(B_\psi\) morphism \(\rho \equiv q \circ (\text{id}_A \otimes p)\) such that

\[
\rho : A_\phi \otimes (M \otimes B_\psi) \to M
\]

\[
\rho = \text{id}_A \otimes (q \circ (\text{id}_A \otimes p))
\]

Furthermore, it acts on non-zero basis vectors \((a, a', b, b') \in C_a \times C_{a'} \times C_b \times C_{b'}\) and \(v_g \in M_g\) as

\[
\rho(a) \otimes ((v_g \otimes b)) \otimes b' \mapsto \delta_{t(a'),s(a)} \delta_{t(b'),s(b')} \varpi^{AB}_g(a, a' | b, b') [a'a \otimes (v_g \otimes bb')]
\]

for any set of \(a', a, g, b, b'\) composable morphisms in \(G\), where we introduced the cocycle data

\[
\varpi^{AB}_g(a, a' | b, b') := \frac{\alpha(a, gb, b')}{\alpha(a', gb' \otimes b')} \phi(a', a) \psi(b, b').
\]

Writing

\[
\rho : A_\phi \otimes (M \otimes B_\psi) \to M
\]

\[
\rho = \text{id}_A \otimes (q \circ (\text{id}_A \otimes p))
\]

it follows from equation (6.20) that \(\rho(v_g, a, b) \in \text{End}(M)\) satisfies the algebra

\[
\rho(v_g, a, b) \otimes \rho(v_g', a', b') = \delta_{t(a'),s(a)} \delta_{t(b'),s(b')} \delta'_{t'(g),s(g')} \varpi^{AB}_g(a, a' | b, b') \rho(v_g, a'a, bb')
\]

for all morphisms \(g, g' \in \text{Hom}_G(\text{Ob}(A), \text{Ob}(B))\), \(a \in \text{Hom}_A(–, s(g))\), \(a' \in \text{Hom}_A(–, s(g'))\), \(b \in \text{Hom}_B(t(g), –)\) and \(b' \in \text{Hom}_B(t(g'), –)\). Such data can be concisely described by
introducing the groupoid $\tilde{G}_{AB}$ with object set $\text{Hom}_G(\text{Ob}(A), \text{Ob}(B))$ and morphism set given by

$$g \xrightarrow{a,b} a g b \equiv g \xrightarrow{a',b'} a' g b' = g \xrightarrow{a',b',a''} a' g b' = g \xrightarrow{a''} a' g b' ,$$

for all $g \in \text{Ob}(\tilde{G}_{AB})$, $a \in \text{Hom}_A(-, s(g))$ and $b \in \text{Hom}_B(t(g), -)$. Composition is defined by

$$g \xrightarrow{a,b} a g b \xrightarrow{a',b'} a' g b' = g \xrightarrow{a',b',a''} a' g b' = g \xrightarrow{a''} a' g b' ,$$

for all composable pairs $(a', a) \in A^2_{\text{comp}}$ and $(b, b') \in B^2_{\text{comp}}$. Since $[\varpi_{AB}] \in H^2(\tilde{G}_{AB}, \text{U}(1))$ defines a $\tilde{G}_{AB}$ 2-cocycle, $p q$ can be described via a weak functor $F_{p q} : \tilde{G}_{AB} \rightarrow \text{Vec}$:

$$g \xrightarrow{a,b} \in \text{Hom}(\tilde{G}_{AB}) \mapsto M_g \subset M : M_g \rightarrow M_{agb} ,$$

such that every isomorphism $p q (v_g, a, b)$ satisfies the composition relation (6.22). Using the equivalence between representations and modules of algebraic structures, we can thus view the pair $(M, F_{p q})$ as a module over the twisted groupoid algebra $\mathbb{C}[\tilde{G}_{AB}]^{\varpi_{AB}}$. Considering the diagram

$$A_\phi \otimes (M_1 \otimes B_\psi) \xrightarrow{id_A \otimes (f \otimes id_B)} A_\phi \otimes (M_2 \otimes B_\psi)$$

for a pair of $(A_\phi, B_\psi)$-bimodules $(M_1, p_1(-))$ and $(M_2, p_2(-))$, we conclude that an $(A_\phi, B_\psi)$-bimodule homomorphism is defined via a natural transformation $f : p_1 \rightarrow p_2$, or equivalently, as an intertwiner for representations of $\mathbb{C}[\tilde{G}_{AB}]^{\varpi_{AB}}$. Putting everything together, we obtain the equivalence $\text{Bimod}_{\text{Vec}}^G(A_\phi, B_\psi) \simeq \text{Mod}(\mathbb{C}[\tilde{G}_{AB}]^{\varpi_{AB}})$.

### 6.5 Bicategory of separable algebra objects in $\text{Vec}_G$

Pursuing our construction, we shall now introduce a special class of algebra objects known as separable algebra objects. We will then construct a bicategory whose objects are separable objects, and morphisms are bimodule objects between them. First, let us define what it means for an algebra object to be separable:

**Definition 6.16 (Separable algebra object).** Let $C$ be a multi-fusion category and $A \equiv (A, m, u)$ an algebra object in $C$. The algebra object $A$ is said to be ‘separable’ if the multiplication map $m : A \otimes A \rightarrow A$ admits a ‘section’ map $\Delta : A \rightarrow A \otimes A$ such that

$$A \xrightarrow{\Delta} A \otimes A \xrightarrow{m} A = A \xrightarrow{id_A} A ,$$

as an $(A, A)$-bimodule homomorphism.
Let us now define a binary functor. Let $A, B, C$ be three separable algebra objects in a multi-fusion category $\mathcal{C}$, $M_{AB} \equiv (M_{AB}, q_{AB}, p_{AB})$ an $(A, B)$-bimodule, and $M_{BC} \equiv (M_{BC}, q_{BC}, p_{BC})$ a $(B, C)$-bimodule. Using this data, we want to construct an $(A, C)$-bimodule, which we shall notate via $(M_{AB} \otimes_{B} M_{BC}, \varphi_{M_{AB} \otimes_{B} M_{BC}})$. First, let us define the morphism $\varphi_{M_{AB} \otimes M_{BC}} : A \otimes ((M_{AB} \otimes M_{BC}) \otimes C) \to M_{AB} \otimes M_{BC}$ that decomposes as

\[
A \otimes ((M_{AB} \otimes M_{BC}) \otimes C) \xrightarrow{\text{id}_A \otimes \alpha_{M_{AB} \otimes M_{BC} \otimes C}} A \otimes (M_{AB} \otimes (M_{BC} \otimes C)) \xrightarrow{\alpha_{A,M_{AB},M_{BC} \otimes C}^{-1}} (A \otimes M_{AB}) \otimes (M_{BC} \otimes C) \\
\xrightarrow{(\varphi^{-1}_{M_{AB} \otimes M_{BC}}) \otimes \text{id}_{M_{BC} \otimes C}} ((A \otimes M_{AB}) \otimes 1) \otimes (M_{BC} \otimes C) \\
\xrightarrow{(\text{id}_{A} \otimes M_{AB} \otimes q_{AB} \otimes \text{id}_{M_{BC} \otimes C})} (A \otimes M_{AB}) \otimes (B \otimes (B \otimes (M_{BC} \otimes C))) \\
\xrightarrow{\alpha_{A,M_{AB},B,B,M_{BC} \otimes C}^{-1}} ((A \otimes M_{AB}) \otimes (B \otimes (B \otimes (M_{BC} \otimes C)))) \\
\xrightarrow{\alpha_{A,(M_{AB} \otimes B),B,M_{BC} \otimes C}} (A \otimes (M_{AB} \otimes B)) \otimes (B \otimes (M_{BC} \otimes C)) \\
\xrightarrow{\varphi_{M_{AB} \otimes M_{BC}}} M_{AB} \otimes M_{BC}.
\]

Using this morphism, let us further define the endomorphism $e_{M_{AB} \otimes M_{BC}} : M_{AB} \otimes M_{BC} \to M_{AB} \otimes M_{BC}$ that decomposes as

\[
M_{AB} \otimes M_{BC} \xrightarrow{r_{M_{AB} \otimes M_{BC}}} (M_{AB} \otimes M_{BC}) \otimes 1 \xrightarrow{\ell_{M_{AB} \otimes M_{BC}}^{-1}} 1 \otimes ((M_{AB} \otimes M_{BC}) \otimes 1) \\
\xrightarrow{u_{A} \otimes (\text{id}_{M_{AB} \otimes M_{BC} \otimes M_{BC}})} A \otimes ((M_{AB} \otimes M_{BC}) \otimes C) \xrightarrow{\varphi_{M_{AB} \otimes M_{BC}}} M_{AB} \otimes M_{BC}.
\]

By the requirement that $\Delta : B \to B \otimes B$ is a $(B, B)$-bimodule section to the $(B, B)$-bimodule homomorphism $m : B \otimes B \to B$, together with the compatibility conditions spelt out above and the naturalness of the associator $\alpha$, we can show that $e_{M_{AB} \otimes M_{BC}}$ is an idempotent endomorphism in $\mathcal{C}$, i.e. $e_{M_{AB} \otimes M_{BC}} \circ e_{M_{AB} \otimes M_{BC}} = e_{M_{AB} \otimes M_{BC}}$. The requirement that the multi-fusion category $\mathcal{C}$ is abelian ensures that every idempotent is a split idempotent:

**Definition 6.17** (Split idempotent). An idempotent $a \xrightarrow{\epsilon} a$ is called split when there exists an object $b$ and morphisms $a \xrightarrow{\tau} b$, $b \xrightarrow{r} a$ such that $b \xrightarrow{\text{id}_b} b$ and $a \xrightarrow{\sigma} a = a \xrightarrow{\epsilon} a$. We define the object $M_{AB} \otimes_B M_{BC} \in \mathcal{C}$ as a choice of splitting object for the idempotent $e_{M_{AB} \otimes M_{BC}}$ such that $M_{AB} \otimes M_{BC} \xrightarrow{s_{M_{AB} \otimes M_{BC}}} M_{AB} \otimes_B M_{BC}$ and $M_{AB} \otimes_B M_{BC} \xrightarrow{r_{M_{AB} \otimes M_{BC}}} M_{AB} \otimes M_{BC}$, where $s_{M_{AB},M_{BC}} \circ r_{M_{AB},M_{BC}} = e_{M_{AB} \otimes M_{BC}}$ and $r_{M_{AB},M_{BC}} \circ s_{M_{AB},M_{BC}} = \text{id}_{M_{AB} \otimes M_{BC}}$. Crucially, a choice of splitting object is unique up to isomorphism, and
independent of a choice of section up to isomorphism. Using this data, let us further define the following morphism:

\[ \varphi_{MA} \otimes_B \varphi_{MB} := r_{MA,MB} \circ (\varphi_{MA} \otimes_B \varphi_{MB}) \circ s_{MA,MB}. \quad (6.28) \]

Putting everything together, we obtain that \((M_{AB} \otimes_B M_{BC}, \varphi_{MA} \otimes_B \varphi_{MB})\) defines an \((A,C)\)-bimodule in \(C\). So we have obtained a way to define an \((A,C)\)-bimodule out of an \((A,B)\)- and a \((B,C)\)-bimodule given three separable algebra objects \(A,B,C\). This can expressed in terms of the bifunctor

\[ \otimes_B : \text{Bimod}_C(A,B) \times \text{Bimod}_C(B,C) \to \text{Bimod}_C(A,C), \quad (6.29) \]

where objects \(M_{AB} \in \text{Ob}(\text{Bimod}_C(A,B))\) and \(M_{BC} \in \text{Ob}(\text{Bimod}_C(B,C))\) are mapped via

\[ \otimes_B : M_{AB} \times M_{BC} \mapsto M_{AB} \otimes_B M_{BC}, \quad (6.30) \]

and bimodule homomorphisms \(f_{AB} \in \text{Hom}(\text{Bimod}_C(A,B))\), \(f_{BC} \in \text{Hom}(\text{Bimod}_C(B,C))\) are sent to

\[ \otimes_B : f_{AB} \times f_{BC} \mapsto f_{AB} \otimes_B f_{BC} := s_{MA,MB} \circ (f_{AB} \otimes f_{BC}) \circ r_{MA,MB}. \quad (6.31) \]

In order to obtain a bicategory, we are left to define a left unitor, a right unitor and an associator. Considering \(A\) and \(B\) as \((A,A)\)- and \((B,B)\)-bimodules, respectively, one can verify that for any \((A,B)\)-bimodule \(M_{AB}\)

\[ \otimes_A M_{AB} \cong M_{AB} \cong M_{AB} \otimes_B B, \quad (6.32) \]

as \((A,B)\)-bimodule in \(C\). This property demonstrates that an algebra \(A\) seen as an \((A,A)\)-bimodule defines a notion a unit morphism for an algebra object \(A\). The corresponding left unitor isomorphism, which is an \((A,B)\)-bimodule, is defined via the maps

\[ A \otimes_A M_{AB} \xrightarrow{r_{A,M_{AB}}} A \otimes M_{AB} \xrightarrow{s_A} M_{AB} \]

and

\[
\begin{align*}
M_{AB} & \xrightarrow{r_{M_{AB}}^{-1}} 1 \otimes M_{AB} \\
& \xrightarrow{\Delta \otimes \text{id}_{M_{AB}}} (A \otimes A) \otimes M_{AB} \\
& \xrightarrow{\alpha_{A,A,M_{AB}}} A \otimes (A \otimes M_{AB}) \\
& \xrightarrow{\text{id}_A \otimes q_A} A \otimes M_{AB} \\
& \xrightarrow{s_{A,M_{AB}}} A \otimes_A M_{AB},
\end{align*}
\]

which can be shown to satisfy the triangle relations. The right unitor can be defined in a similar fashion. Finally, for any quadruple of algebra objects \(A,B,C,D\) and \((A,B)\)-bimodule \(M_{AB}\), \((B,C)\)-bimodule \(M_{BC}\) and \((C,D)\)-bimodule \(M_{CD}\), the morphism

\[
(M_{AB} \otimes_B M_{BC}) \otimes C M_{CD} \xrightarrow{r_{M_{AB},M_{BC}} \otimes M_{CD}} (M_{AB} \otimes_B M_{BC}) \otimes M_{CD}
\]

\[
\xrightarrow{r_{M_{AB},M_{BC}} \otimes \text{id}_{M_{CD}}} (M_{AB} \otimes M_{BC}) \otimes M_{CD} \xrightarrow{\alpha_{M_{AB},M_{BC},M_{CD}}} M_{AB} \otimes (M_{BC} \otimes M_{CD})
\]

\[
\xrightarrow{\text{id}_{M_{AB}} \otimes s_{M_{BC},M_{CD}}} M_{AB} \otimes (M_{BC} \otimes C M_{CD}) \xrightarrow{\text{id}_{M_{AB}} \otimes s_{M_{BC},M_{CD}}} M_{AB} \otimes_B (M_{BC} \otimes C M_{CD})
\]

defines an isomorphism of \((A,D)\)-bimodules in \(C\) satisfying the pentagon relation. Putting everything together, we obtain the following bicategory:
Definition 6.18 (Bicategory of separable algebra objects). Given a multi-fusion \( \mathcal{C} \), we note \( \text{via } s\text{Alg}(\mathcal{C}) \) the bicategory with objects, separable algebras objects in \( \mathcal{C} \), and hom-category \( \text{Hom}_{s\text{Alg}(\mathcal{C})}(A, B) := \text{Bimod}_\mathcal{C}(A, B) \) for all separable algebra objects \( A, B \) in \( \mathcal{C} \). The composition bifunctor is provided by \( \otimes_B : \text{Bimod}_\mathcal{C}(A, B) \times \text{Bimod}_\mathcal{C}(B, C) \to \text{Bimod}_\mathcal{C}(A, C) \) as defined in this section.

Let us now apply the definition above to the multi-fusion category \( \text{Vec}_\mathcal{G}^G \). First of all, every algebra object in \( \text{Vec}_\mathcal{G}^G \) can be shown to be separable. Indeed, given an algebra object \( A_\phi \) in \( \text{Vec}_\mathcal{G}^G \), a choice of section \( \Delta : A_\phi \to A_\phi \otimes A_\phi \) is provided by the following map on basis elements:

\[
\Delta : a \mapsto \frac{1}{|\text{Hom}_A(s(a), -)|} \sum_{a_1, a_2 \in \text{Hom}(A)} \frac{1}{\phi(a_1, a_2)} a_1 \otimes a_2. \tag{6.33}
\]

Algebra objects equipped with the section defined above form the objects of the bicategory \( s\text{Alg}(\text{Vec}_\mathcal{G}^G) \). Let \( A_\phi, B_\psi, C_\varphi \) be three objects in \( s\text{Alg}(\text{Vec}_\mathcal{G}^G) \), we consider the 1-morphisms \( M_{AB} \equiv (M_{AB}, \varphi_{M_{AB}}) \in \text{Ob}(\text{Bimod}_{\text{Vec}_\mathcal{G}^G}(A_\phi, B_\psi)) \) and \( M_{BC} \equiv (M_{BC}, \varphi_{M_{BC}}) \in \text{Ob}(\text{Bimod}_{\text{Vec}_\mathcal{G}^G}(B_\psi, C_\varphi)) \). Following (6.26), the map \( \varphi_{M_{AB} \otimes M_{BC}} \) acts on basis elements of \( \mathbb{C}_a \otimes (([M_{AB}]_1 \otimes [M_{BC}]_2) \otimes \mathbb{C}_c) \) as

\[
\varphi_{M_{AB} \otimes M_{BC}} : a \otimes ((v_{AB} \otimes v_{BC}^B) \otimes c) \\
\mapsto \frac{1}{|\text{Hom}(B)|} \sum_{b \in \text{Hom}(B)} \frac{1}{\psi(b, b^{-1})} \chi_{B}(a, b, b^{-1}, a_2) \\
\times v_{AB}^1 \triangleright \varphi(v_{AB}^1, a, b) \otimes v_{BC}^B \triangleright \varphi(v_{BC}^B, b^{-1}, c).
\]

Applying the formula above to \( a = \text{id}_{s(g_1)} \) and \( c = \text{id}_{t(g_2)} \), we obtain that the map \( s_{M_{AB}, M_{BC}} : M_{AB} \otimes M_{BC} \to M_{AB} \otimes_B M_{BC} \) acts on basis elements as

\[
s_{M_{AB}, M_{BC}} : v_{AB}^1 \otimes v_{BC}^B \\
\mapsto \frac{1}{|\text{Hom}(B)|} \sum_{b \in \text{Hom}(B)} \frac{1}{\psi(b, b^{-1})} \chi_{B}(a, b, b^{-1}, a_2) \\
\times v_{AB}^1 \triangleright \varphi(v_{AB}^1, \text{id}_{s(g_1)}, b) \otimes v_{BC}^B \triangleright \varphi(v_{BC}^B, b^{-1}, \text{id}_{t(g_2)}),
\]

whereas \( r_{M_{AB}, M_{BC}} : M_{AB} \otimes_B M_{BC} \to M_{AB} \otimes M_{BC} \) is given by the inclusion. We can finally check that the binary functor simplifies such that

\[
\varphi_{M_{AB}} \otimes_B \varphi_{M_{BC}} = \varphi_{M_{AB} \otimes M_{BC}}. \tag{6.34}
\]

Left unitor, right unitor and associator can now be readily obtained. Finally, let us remark that the above bifunctor can be conveniently rephrased as a comultiplication map \( \Delta_B : \mathcal{C}[\mathcal{G}_\mathcal{A}]^\mathcal{G}_\mathcal{C} \to \mathcal{C}[\mathcal{G}_\mathcal{A}]^\mathcal{G}_{\mathcal{A}B} \otimes \mathcal{C}[\mathcal{G}_\mathcal{B}]^\mathcal{G}_{\mathcal{B}C} \) defined by

\[
\Delta_B\left(\left. g \mid \frac{a}{c_a} \right\} \right) := \frac{1}{|\text{Hom}(B)|} \sum_{a_1, a_2 \in \text{Hom}(A)} \frac{1}{\phi(a_1, a_2)} a_1 \otimes a_2.
\]

\[
\Delta_B\left(\left. g \mid \frac{a}{c_a} \right\} \right) := \frac{1}{|\text{Hom}(B)|} \sum_{\substack{a_1, a_2 \in \text{Hom}(A) \\
a_1, a_2 \in \text{Hom}(B) \\
\phi(a_1, a_2) = 1}} \frac{1}{\phi(a_1, a_2)} a_1 \otimes a_2.
\]

\[
\Delta_B\left(\left. g \mid \frac{a}{b_a} \right\} \right) \otimes \Delta_B\left(\left. g \mid \frac{b}{c_{b_c}} \right\} \right).
\]

\[
\Delta_B\left(\left. g \mid \frac{a}{b_a} \right\} \right) \otimes \Delta_B\left(\left. g \mid \frac{b}{c_{b_c}} \right\} \right).
\]
6.6 Bicategory of \( \text{Vec}_G^\alpha \)-module categories

We are now ready to describe the bicategory \( \text{MOD}(\text{Vec}_G^\alpha) \) by spelling out equivalence with the bicategory \( \text{sAlg}(C) \) described above. In the following, we will describe how this is the relevant structure to describe boundary excitations in gauge models of topological phases.

Letting \( A_\phi \) be a (separable) algebra object in \( \text{Vec}_G^\alpha \), the category \( \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \) of right \( A_\phi \)-modules is a left module category for \( \text{Vec}_G^\alpha \). Let us spell out this correspondence. The module functor

\[
\odot : \text{Vec}_G^\alpha \times \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \rightarrow \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi)
\]

is defined on objects \( V \in \text{Ob}(\text{Vec}_G^\alpha) \) and \( (M_A,p_A) \in \text{Ob}(\text{Mod}_{\text{Vec}_G^\alpha}(A_\phi)) \) by

\[
\odot : V \times M_A \mapsto V \otimes M_A,
\]

where \( V \otimes M_A \in \text{Ob}(\text{Mod}_{\text{Vec}_G^\alpha}(A_\phi)) \) is the \( A_\phi \)-module with action defined by the following composition of morphisms in \( \text{Vec}_G^\alpha \):

\[
(V \otimes M_A) \otimes A_\phi \xrightarrow{\alpha_{V,M_A,A_\phi}} V \otimes (M_A \otimes A_\phi) \xrightarrow{id_V \otimes p_A} V \otimes M_A.
\]

The functor takes morphisms to their tensor product over the field \( \mathbb{C} \). The module associator \( \alpha_{V,W,M} \) reduces to the associator in \( \text{Hom}_G^\alpha \) such that for \( V,W \in \text{Ob}(\text{Vec}_G^\alpha) \) one has

\[
(V \otimes W) \otimes M_A \xrightarrow{\alpha_{V,W,M,A_\phi}} V \otimes (W \otimes M_A).
\]

A \( \text{Vec}_G^\alpha \)-module category \( \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \) is then indecomposable if and only if the algebra object \( A_\phi \) is not isomorphic a direct sum of two non-trivial algebra objects [59].

Let us now describe \( \text{Vec}_G^\alpha \)-module functors. Let \( A_\phi \) and \( B_\psi \) be any pair of algebra objects in \( \text{Vec}_G^\alpha \), with \( \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \) and \( \text{Mod}_{\text{Vec}_G^\alpha}(B_\psi) \) the corresponding category of module objects. To each \( (A_\phi,B_\psi) \)-bimodule object \( M_{AB} \), we can define a \( \text{Vec}_G^\alpha \)-module functor

\[
- \otimes_A M_{AB} : \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \rightarrow \text{Mod}_{\text{Vec}_G^\alpha}(B_\psi),
\]

which acts on objects \( M_A \in \text{Ob}(\text{Mod}_{\text{Vec}_G^\alpha}(A_\phi)) \) via the map

\[
- \otimes_A M_{AB} : M_A \mapsto M_A \otimes_A M_{AB},
\]

and sends morphisms \( f \in \text{Hom}(\text{Mod}_{\text{Vec}_G^\alpha}(A_\phi)) \) to \( f \otimes \text{id}_{M_{AB}} \). The natural isomorphism

\[
s : (\text{Vec}_G^\alpha \otimes \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi)) \otimes_A \text{Bimod}(A_\phi,B_\psi) \rightarrow \text{Vec}_G^\alpha \otimes (\text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \otimes_A \text{Bimod}(A_\phi,B_\psi))
\]

is given on objects \( V \in \text{Ob}(\text{Vec}_G^\alpha) \) and \( M_A \in \text{Mod}_{\text{Vec}_G^\alpha}(A_\phi) \) via the associator \( \alpha \) in \( \text{Vec}_G^\alpha \) such that:

\[
s_{V,M_A} : (V \otimes M_A) \otimes_A M_{AB} \xrightarrow{\alpha_{V,M_A,M_{AB}}} (V \otimes M_A) \otimes M_{AB} \xrightarrow{id_V \otimes p_A} V \otimes (M_A \otimes M_{AB}) \xrightarrow{\alpha_{V,M_A,M_{AB}}} (V \otimes M_A) \otimes M_{AB}.
\]

In a similar vein, morphisms of \( \text{Vec}_G^\alpha \)-module functors are induced by natural transformations between bimodules. Together, this yields the desired equivalence:
Proposition 6.1. There exists an equivalence of bicategories $\mathsf{sAlg}(\mathsf{Vec}_G^0)$ and $\mathsf{MOD}(\mathsf{Vec}_G^0)$ by sending separable algebra objects in $\mathsf{Vec}_G^0$ to their category of (right) modules in $\mathsf{Vec}_G^0$, bimodule objects $M_{AB} \in \text{Hom}_{\mathsf{sAlg}(\mathsf{Vec}_G^0)}(A, \varnothing)$ are sent to the $\mathsf{Vec}_G^0$-module functor $- \otimes_A M_{AB} : \text{Mod}_{\mathsf{Vec}_G^0}(A) \to \text{Mod}_{\mathsf{Vec}_G^0}(B)$ and bimodule natural transformations are sent to morphisms of $\mathsf{Vec}_G^0$-module functors.

6.7 Bicategory of boundary excitations in (2+1)d gauge models

Using the technology developed in this section, we are now ready to describe gapped boundaries and their excitations in (2+1)d gauge models of topological phases within the language of bicategories. More specifically, we shall define a bicategory $\mathsf{Bdry}_G^0$ whose objects are given by gapped boundary conditions, 1-morphisms provide gapped boundary excitations, and 2-morphisms define fusion processes of gapped boundary excitations. We shall then demonstrate that $\mathsf{Bdry}_G^0$ is equivalent, as a bicategory, to $\mathsf{MOD}(\mathsf{Vec}_G^0)$.

Let us begin with a brief review of the results obtained in the first part of this manuscript within the tube algebra approach. Hamiltonian realisations of (2+1)d Dijkgraaf-Witten theory are defined in terms of pairs $(G, \alpha)$, where $G$ is a finite group and $\alpha$ is a normalised 3-cocycle in $H^3(G, U(1))$. In section 2, it was argued that gapped boundaries can be indexed by pairs $(A, \phi)$, where $A \subset G$ is a subgroup of $G$ and $\phi \in C^2(A, U(1))$ is a 2-cochain satisfying the condition $d^2(\phi) = \alpha^{-1}|_A$. In section 3, we showed that boundary excitations at the interface of two one-dimensional gapped boundaries labelled by $(A, \phi)$ and $(B, \psi)$, respectively, were classified via representations of the boundary tube algebra that is isomorphic to the twisted groupoid algebra $\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi}$.

We now collect the previous results into a bicategory $\mathsf{Bdry}_G^0$. The objects of $\mathsf{Bdry}_G^0$ are given by the set of all gapped boundary conditions $\{(A, \phi)\}$. For each pair $(A, \phi), (B, \psi)$ of gapped boundary conditions, we assign the hom-category

$$\hom_{\mathsf{Bdry}_G^0}(A, \phi), (B, \psi) := \text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi}),$$

(6.44)

where $\text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi})$ denotes the category of $\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi}$-modules and intertwiners. In this way, the 1-morphisms $\rho_{AB} \in \text{Ob}(\hom_{\mathsf{Bdry}_G^0}((A, \phi), (B, \psi)))$ correspond to boundary excitations incident at the interface between gapped boundaries labelled by $(A, \phi)$ and $(B, \psi)$. The composition bifunctor

$$\otimes : \text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi}) \times \text{Mod}(\mathbb{C}[G_{BC}]^\alpha_{\psi, \varphi}) \to \text{Mod}(\mathbb{C}[G_{AC}]^\alpha_{\varphi, \varphi})$$

(6.45)

is defined on 1-morphisms $\rho_{AB} \in \text{Ob}(\text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi}))$ and $\rho_{BC} \in \text{Ob}(\text{Mod}(\mathbb{C}[G_{BC}]^\alpha_{\psi, \varphi}))$ via

$$\otimes : \rho_{AB} \times \rho_{BC} \mapsto \rho_{AB} \otimes_B \rho_{BC} := (\rho_{AB} \otimes \rho_{BC}) \triangleright \Delta_B(1_{AC}),$$

(6.46)

as described in section 5.2, and on 2-morphisms $f_{AB} : \rho_{AB} \to \rho'_{AB} \in \text{Hom}(\text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi, \psi}))$, $f_{BC} : \rho_{BC} \to \rho'_{BC} \in \text{Hom}(\text{Mod}(\mathbb{C}[G_{BC}]^\alpha_{\psi, \varphi}))$ via

$$\otimes : f_{AB} \times f_{BC} \mapsto (f_{AB} \otimes_B f_{BC} : \rho_{AB} \otimes_B \rho_{BC} \mapsto \rho'_{AB} \otimes_B \rho'_{BC}),$$

(6.47)
where the morphism on the r.h.s. decomposes as

$$f_{AB} \otimes f_{BC} : \rho_{AB} \otimes_B \rho_{BC} \rightarrow \rho_{AB} \otimes \rho_{BC} \xrightarrow{f_{AB} \otimes f_{BC}} \rho'_{AB} \otimes \rho'_{BC} \rightarrow \rho'_{AB} \otimes_B \rho'_{BC} \,. \quad (6.48)$$

In the sequence of linear maps above, the first arrow notates the injection of \( \rho_{AB} \otimes_B \rho_{BC} \) into \( \rho_{AB} \otimes \rho_{BC} \), and the last arrow notates the projection map

$$\rho'_{AB} \otimes \rho'_{BC} \hookrightarrow (\rho'_{AB} \otimes \rho'_{BC}) \rightarrow (\rho'_{AB} \otimes_B \rho'_{BC}) \,. \quad (6.49)$$

Furthermore, a 2-morphism of the form \( \zeta : \rho_{AB} \otimes \rho_{BC} \rightarrow \rho_{AC} \in \text{Hom} (\text{Mod}(\mathbb{C}[G_{AC}]_{\phi \psi}^{\alpha})) \) is an intertwiner interpreted as describing the process of fusing a pair of boundary excitations at the interfaces of gapped boundaries labelled by \((A, \phi), (B, \psi)\) and \((B, \psi), (C, \varphi)\), respectively:

$$\begin{tikzpicture}
  \node (A) at (0,0) {A_{\phi}};
  \node (B) at (1,0) {B_{\psi}};
  \node (C) at (2,0) {C_{\varphi}};
  \draw[->,thick] (A) -- (B);
  \draw[->,thick] (B) -- (C);
\end{tikzpicture} \,. \quad (6.50)$$

The identity morphism associated with the object \((A, \phi)\) is given by the regular module \( \mathbb{C}[G_{AA}]_{\phi \phi}^{a} \in \text{Ob}(\text{Mod}(\mathbb{C}[G_{AA}]_{\phi \phi}^{a})) \) with left and right unitors the intertwiner isomorphisms

$$\ell : \mathbb{C}[G_{AA}]_{\phi \phi}^{a} \otimes_A \rho_{AB} \xrightarrow{\sim} \rho_{AB} \,, \quad r : \rho_{AB} \otimes_B \mathbb{C}[G_{BB}]_{\psi \psi}^{a} \xrightarrow{\sim} \rho_{AB} \,, \quad (6.51)$$

as described in section 5.2. Finally, the 1-associator the triple of \( \text{Bdry}_G^a \) 1-morphisms \( \rho_{AB} \in \text{Ob}(\text{Mod}(\mathbb{C}[G_{AB}]_{\phi \phi}^{a})) \), \( \rho_{BC} \in \text{Ob}(\text{Mod}(\mathbb{C}[G_{BC}]_{\psi \psi}^{a})) \), \( \rho_{CD} \in \text{Ob}(\text{Mod}(\mathbb{C}[G_{CD}]_{\psi \psi}^{a})) \) is given by the intertwiner isomorphism in \( \text{Hom}(\text{Mod}(\mathbb{C}[G_{AD}]_{\phi \chi}^{a})) \)

$$\Phi^{\rho_{AB} \rho_{BC} \rho_{CD}} : (\rho_{AB} \otimes B \rho_{BC}) \otimes_C \rho_{CD} \rightarrow \rho_{AB} \otimes_B (\rho_{BC} \otimes_C \rho_{CD}) \,, \quad (6.52)$$

as described explicitly in section 5.2.\textsuperscript{10} It follows from the results of the first part of this manuscript that such data satisfy the pentagon and triangle relations ensuring we do obtain a bicategory.

So we have recast our results obtained in the first part of this manuscript in terms of the boundary tube algebra and its representation theory as the bicategory \( \text{Bdry}_G^a \). We shall now establish the following equivalence of bicategories:

$$\text{Bdry}_G^a \simeq \text{MOD}(\text{Vec}_G^a) \,. \quad (6.53)$$
More precisely, we shall establish the equivalence of the bicategories \( \text{Bdry}^\alpha_G \simeq \text{sAlg}(\text{Vec}_G^\alpha) \), from which we can induce the equivalence above through prop. 6.1, by noting equivalence of bicategories is transitive. First, we need to introduce a notion of homomorphism between bicategories:

**Definition 6.19 (Strict homomorphism of bicategories).** Given a pair of bicategories \( B_i \) and \( B_i' \), a strict homomorphism \( F : B_i \rightarrow B_i' \) of bicategories consists of

- a function \( F : \text{Ob}(B_i) \rightarrow \text{Ob}(B_i') \),
- a family of functors \( F_{XY} : \text{Hom}_{B_i}(X,Y) \rightarrow \text{Hom}_{B_i'}(F(X), F(Y)) \) referred to as hom-functors, for each pair of objects \( X,Y \in \text{Ob}(B_i) \),

such that

\[
F_{XY}(f) \otimes F_{YZ}(g) = F_{XZ}(f \otimes g),
\]

\[
\mathbb{1}_{F(X)}^{B_i'} = F_{XX}(\mathbb{1}_X^{B_i}),
\]

\[
F(\alpha^{B_i}_{f,g,h}) = \alpha^{B_i'}_{F(f,X), F(g,Y), F(h,Z)},
\]

\[
F(r^{B_i}_X) = r^{B_i'}_{F(X)},
\]

\[
F(\ell^{B_i}_X) = \ell^{B_i'}_{F(X)},
\]

for all objects \( W,X,Y,Z \in \text{Ob}(B_i) \) and triple of morphisms \( f \in \text{Ob}(\text{Hom}_{B_i}(X,Y)) \), \( g \in \text{Ob}(\text{Hom}_{B_i}(Y,Z)) \), \( h \in \text{Ob}(\text{Hom}_{B_i}(Z,W)) \).

Recall that a functor between categories defines an equivalence if and only if it is full, faithful and essentially surjective. In a similar vein, a sufficient condition for a strict homomorphism of bicategories \( F \) to define an equivalence of bicategories is that the map is surjective on objects, and the functors \( F_{XY} \) for all \( X,Y \in \text{Ob}(B_i) \) define equivalences of the categories \( \text{Hom}_{B_i}(X,Y) \simeq \text{Hom}_{B_i'}(F(X), F(Y)) \).

Using this sufficient condition, let us now establish the equivalence of bicategories \( \text{Bdry}^\alpha_G \simeq \text{sAlg}(\text{Vec}_G^\alpha) \). We begin by defining the function \( F : \text{Ob}(\text{Bdry}^\alpha_G) \rightarrow \text{Ob}(\text{sAlg}(\text{Vec}_G^\alpha)) \). It is given by sending each boundary condition \((A, \phi)\) to the corresponding separable algebra object \( A_\phi \) in \( \text{Vec}_G^\alpha \). From the previous discussion, we know that both boundary conditions and separable algebra objects are indexed by subgroups of \( G \) and 2-cochains satisfying the compatibility conditions with \( \alpha \). It follows that the function \( F \) is a bijection, and thus surjective. The hom-functors are required to define the following equivalence of categories:

\[
\text{Hom}_{\text{Bdry}^\alpha_G}((A, \phi), (B, \psi)) := \text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi \psi}) \simeq \text{Mod}(\mathbb{C}[\tilde{G}_{AB}]^{\omega_{AB}}) =: \text{Hom}_{\text{sAlg}(\text{Vec}_G^\alpha)}(A_\phi, B_\psi),
\]

where the groupoid \( \tilde{G}_{AB} \) and its 2-cocycle \( \omega_{AB} \) is obtained by applying the definition at the end of section 6.4 to the delooping of \( G \). In order to establish this equivalence, it suffices to demonstrate the isomorphism of twisted groupoid algebras \( \mathbb{C}[\tilde{G}_{AB}]^{\omega_{AB}} \simeq \mathbb{C}[G_{AB}]^{\phi_{\psi}} \equiv \mathbb{C}[G_{AB}]^{\phi_{AB}} \), for all boundary conditions \((A, \phi)\) and \((B, \psi)\). The equivalence of their module categories \( \text{Mod}(\mathbb{C}[G_{AB}]^\alpha_{\phi \psi}) \simeq \text{Mod}(\mathbb{C}[\tilde{G}_{AB}]^{\omega_{AB}}) \) then follows by pre-composition. Noting
from the definition that both groupoids have the same dimension, the isomorphism is provided by the following map on basis elements:

\[
|g \to a, b \rangle \mapsto \phi(a^{-1}, a) |g \to a, g^1, a, b \rangle, \quad \forall |g \to a, b \rangle \in C[\tilde{G}_{AB}]^{\pi AB}.
\] (6.54)

Furthermore, one can check that such isomorphism is compatible with the respective comultiplication maps through the following commuting diagram

\[
\begin{array}{ccc}
\mathbb{C}[G_{AC}]^{\alpha}_{\phi \psi} & \xrightarrow{\Delta_B} & \mathbb{C}[G_{AB}]^{\alpha}_{\phi \psi} \otimes \mathbb{C}[G_{BC}]^{\alpha}_{\psi \phi} \\
\approx & & \approx \\
\mathbb{C}[\tilde{G}_{AC}]^{\pi AC} & \xrightarrow{\Delta_B} & \mathbb{C}[\tilde{G}_{AB}]^{\pi AB} \otimes \mathbb{C}[\tilde{G}_{BC}]^{\pi BC}
\end{array}
\] (6.55)

Commutativity is ensured by the relation

\[
\frac{\phi(a^{-1}, a)}{\alpha(a^{-1}, a, g^{-1})} \frac{\psi(b, b^{-1})}{\alpha(b, b^{-1})} \alpha(g_1, g_2, c) \alpha(a, g_1, b) \alpha(a g_1 b, b^{-1}, g_2 c) = \frac{\phi(a^{-1}, a)}{\alpha(a^{-1}, a, g_1 g_2 c)} \frac{\psi(b, b^{-1})}{\alpha(b, b^{-1})} \alpha(a^{-1}, a g_1 b, b^{-1} g_2 c) \alpha(a, g_1, b, b^{-1} g_2 c),
\]

which follows from the cocycle relation

\[
d^{(3)}(a^{-1}, a, g_1 b b^{-1} g_2 c) = 1, \\
d^{(3)}(a^{-1}, a, g_1 g_2 c) = 1, \\
d^{(3)}(a g_1, b, b^{-1}, g_2 c) = 1.
\]

Since the composition functors in both bicategories are induced from the respective comultiplication maps, it can be verified that such hom-functors satisfy the conditions of a strict homomorphism of bicategories, hence establishing the required equivalence of bicategories.

### 6.8 Pseudo-algebra objects and gapped boundaries in (3+1)d gauge models

In the previous discussion, we argued that, given a lattice Hamiltonian realisation of (2+1)d Dijkgraaf-Witten theory with input data \((G, \alpha)\), gapped boundary conditions are in bijection with algebra objects in the fusion category \(\text{Vec}_G^{\alpha}\). We shall now outline the analogue of this statement for lattice Hamiltonian realisations of (3+1)d Dijkgraaf-Witten theory.

Given a fixed input data \((G, \pi)\), where \(G\) is a finite group and \(\pi\) is normalized group 4-cocycle in \(H^4(G, U(1))\), it has been argued that the relevant category theoretical structure is provided by the monoidal bicategory \(2\text{Vec}_G^\pi\) of \(G\)-graded 2-vector spaces [30, 33, 34, 56, 64, 65]. Let us begin by describing the salient features of the monoidal bicategory \(2\text{Vec}\) as a categorification of \(\text{Vec}\). There exist several definitions of this bicategory, see e.g. [66–68], in the following we shall consider \(2\text{Vec}\) as the bicategory of finite dimensional, semi-simple \(\text{Vec}\)-module categories, \(\text{Vec}\)-module functors and \(\text{Vec}\)-module functor homomorphisms. As customary, objects of \(2\text{Vec}\) will be referred to as 2-vector spaces. There is a single simple
object provided by the Vec-module category Vec, which implies that for all objects \( X \in \text{Ob}(2\text{Vec}) \), there exists a Vec-module equivalence \( X \simeq \bigoplus_i \text{Vec} \). The monoidal structure of 2Vec is defined on objects via the weak 2-functor
\[
\boxtimes : 2\text{Vec} \times 2\text{Vec} \to 2\text{Vec}
\]
\[
: X \times Y \mapsto X \boxtimes Y '
\]
for all \( X,Y \in \text{Ob}(2\text{Vec}) \), where \( \boxtimes \) denotes the Deligne tensor product of abelian categories [69]. In particular, for a pair of 2-vector spaces \( X \) and \( Y \), the Deligne tensor product yields the category \( X \boxtimes Y \), whose set of objects is \( \text{Ob}(X \boxtimes Y) := \text{Ob}(X) \times \text{Ob}(Y) \) and set of morphisms given by \( \text{Hom}(X \boxtimes Y) := \text{Hom}(X) \otimes \text{C} \text{Hom}(Y) \). The composition in \( \text{Hom}(X \boxtimes Y) \) is induced from the ones in \( \text{Hom}(X) \) and \( \text{Hom}(Y) \), accordingly. This monoidal structure is equipped with a pseudo-natural adjoint equivalence of Vec-module categories\(^{11}\)
\[
(X \boxtimes Y) \boxtimes Z \xrightarrow{\alpha_{X,Y,Z}} X \boxtimes (Y \boxtimes Z),
\]
together with a Vec-module functor isomorphism \( \pi \) known as the pentagonator:
\[
(X \boxtimes Y) \boxtimes (Z \boxtimes W) \xrightarrow{\alpha_{X,Y,Z,W}} (X \boxtimes (Y \boxtimes Z)) \boxtimes W \\
\alpha_{X,Y,Z} \downarrow \quad \pi_{X,Y,Z,W} \quad \alpha_{X,Y,Z,W} \uparrow \\
X \boxtimes ((Y \boxtimes Z) \boxtimes W) \xrightarrow{\text{id}_X \boxtimes \alpha_{Y,Z,W}} X \boxtimes (Y \boxtimes ((Z \boxtimes W)))
\]

Both \( \alpha \) and \( \pi \) can be shown to evaluate to the identity 1- and 2-morphisms, respectively. Note that the pseudo-naturality of \( \alpha \) specifies that for any triple of 2-vector spaces \( X, Y, Z \) and Vec-module functors \( f_X : X \to X' \), \( f_Y : Y \to Y' \) and \( f_Z : Z \to Z' \) there exists a 2-isomorphism
\[
(X \boxtimes Y) \boxtimes Z \xrightarrow{\alpha_{X,Y,Z}} X \boxtimes (Y \boxtimes Z) \\
(f_X \boxtimes f_Y) \boxtimes f_Z \xrightarrow{\simeq} f_X \boxtimes (f_Y \boxtimes f_Z) \cdot
\]
\[
(X' \boxtimes Y') \boxtimes Z' \xrightarrow{\alpha_{X,Y,Z}} X' \boxtimes (Y' \boxtimes Z')
\]

Henceforth, we shall not draw arrows for such 2-isomorphisms but instead notate the 2-cell with the \( \simeq \) symbol.

Akin to a monoidal category, the monoidal bicategory 2Vec admits a monoidal unit \( 1 \in \text{Ob}(2\text{Vec}) \), which is equipped with the Vec-module category pseudo-natural adjoint equivalences
\[
X \boxtimes 1 \xrightarrow{\iota_X} X \quad \text{and} \quad 1 \boxtimes X \xrightarrow{\iota_X} X,
\]

\(^{11}\)Although we use a similar notation, the associator of the monoidal structure is not to be confused with the 1-associator natural isomorphism of the underlying bicategory.
for all $X \in \text{Ob}(2\text{Vec})$, together with $\text{Vec}$-module functor isomorphisms $\tau_1, \tau_2, \tau_3$ referred to as \textit{triangulators}:

\[
\begin{align*}
(1 \boxtimes X) \boxtimes Y @>\alpha_{1,X,Y}>> 1 \boxtimes (X \boxtimes Y) \\
X \boxtimes Y &\quad \Downarrow \quad \tau_1 \\
(1 \boxtimes 1) \boxtimes Y @>\alpha_{X,Y,1}>> X \boxtimes (1 \boxtimes Y) \\
X \boxtimes Y &\quad \Downarrow \quad \tau_2 \\
(X \boxtimes Y) \boxtimes 1 @>\alpha_{X,Y,1}>> X \boxtimes (Y \boxtimes 1) \\
X \boxtimes Y &\quad \Downarrow \quad \tau_3 \\
\end{align*}
\]

(6.60)

\[
\begin{align*}
(X \boxtimes Y) \boxtimes (1 \boxtimes Y) @>\tau_1>> X \boxtimes Y' \\
X \boxtimes Y &\quad \Downarrow \quad \tau_1 \\
(X \boxtimes Y) \boxtimes Y' @>\tau_2>> X \boxtimes Y'' \\
X \boxtimes Y' &\quad \Downarrow \quad \tau_2 \\
(X \boxtimes Y) \boxtimes Y'' @>\tau_3>> X \boxtimes Y''' \\
X \boxtimes Y' &\quad \Downarrow \quad \tau_3 \\
\end{align*}
\]

(6.61)

These isomorphisms can be all be shown to evaluate to the identity 1- and 2-morphisms, respectively. More generally, for an arbitrary monoidal bicategory, such data is subject to a series of coherence data which we shall not provide here, instead pointing the reader to e.g. [63, 66, 70].

Having described the most notable features of $2\text{Vec}$, we now describe the monoidal bicategory $2\text{Vec}^\pi_G$, which is obtained following a process analogous to the lift of $\text{Vec}$ to $\text{Vec}^\alpha_G$. Let $G$ be a finite group and $\pi$ a normalised group 4-cocycle in $H^4(G, U(1))$. A $G$-graded 2-vector space is a 2-vector space of the form $X = \bigsqcup_{g \in G} X_g$. We call a $G$-graded 2-vector space \textit{homogeneous} of degree $g \in G$ if $X = X_g$. The monoidal bicategory $2\text{Vec}^\pi_G$ is then defined as the bicategory whose objects are given by $G$-graded 2-vector spaces, 1-morphisms are $G$-grading preserving $\text{Vec}$-module functors, and 2-morphisms are $\text{Vec}$-module functor homomorphisms. The simple objects of $2\text{Vec}^\pi_G$ are given by the categories $\text{Vec}_g$, for all $g \in G$, and every object is equivalent to a direct sum of simple objects. The monoidal structure of $2\text{Vec}^\pi_G$ is given on homogeneous components via the weak 2-functor

\[
\boxtimes : \text{Vec}_g \times \text{Vec}_{g'} \to \text{Vec}_{gg'},
\]

(6.62)

for all $g, g' \in G$. Since $\pi$ is a normalised representative of $[\pi] \in H^4(G, U(1))$, the adjoint equivalences

\[
\begin{align*}
(\text{Vec}_g \boxtimes \text{Vec}_{g'}) \boxtimes \text{Vec}_{g''} @>\alpha_{\text{Vec}_g,\text{Vec}_{g'},\text{Vec}_{g''}}>> \text{Vec}_g \boxtimes (\text{Vec}_{g'} \boxtimes \text{Vec}_{g''}) \\
\text{Vec}_g \boxtimes \text{Vec}_{1_G} @>\tau_{\text{Vec}_g}>> \text{Vec}_{g'} \\
\text{Vec}_{1_G} \boxtimes \text{Vec}_g @>\tau_{\text{Vec}_g}>> \text{Vec}_{g'}
\end{align*}
\]

(6.63)

are the identity 1-morphisms, the triangulators $\tau_1, \tau_2, \tau_3$ are the identity 2-morphisms, whereas the pentagonator 2-isomorphism is given by $\pi_{\text{Vec}_g,\text{Vec}_{g'},\text{Vec}_{g''},\text{Vec}_{g'''}} := \pi(g, g', g'', g''') \cdot \text{id}_{\text{Vec}_{gg'g'''}},$ for all $g, g', g'', g''' \in G$. It is straightforward to verify that the requirement that $\pi$ is a 4-cocycle ensures the coherence relations for the pentagonator are satisfied.

Having defined the monoidal bicategory $2\text{Vec}^\pi_G$, we shall now argue that gapped boundary conditions in $(3+1)$d gauge models of topological phases correspond to \textit{pseudo-algebra objects} [71] in $2\text{Vec}^\pi_G$, categorifying the relation between algebra objects in $\text{Vec}^\alpha_G$ and gapped boundaries in $(2+1)$d gauge models:
Definition 6.20 (Pseudo-algebra object). Let $B_{\text{i}} \equiv (B_{\text{i}}, \boxtimes, 1, \alpha, r, \ell, \pi, \tau_1, \tau_2, \tau_3)$ be a monoidal bicategory. A pseudo-algebra object in $B_{\text{i}}$ is a sextuple $(A, m, u, \varsigma_m, \varsigma_r, \varsigma_\ell)$ consisting of an object $A \in \text{Ob}(B_{\text{i}})$, a pair of 1-morphisms $m : A \boxtimes A \to A$, $u : 1 \to A$, and a triple of 2-isomorphisms $\varsigma_m, \varsigma_r, \varsigma_\ell$ defined according to

$$
\begin{aligned}
(A \boxtimes A) \boxtimes A & \xrightarrow{\alpha} A \boxtimes (A \boxtimes A) \xrightarrow{id_A \boxtimes m} A \boxtimes A \\
A \boxtimes A & \xrightarrow{m} A
\end{aligned}
$$

and subject to the following coherence relations:

$$
\begin{aligned}
((A \boxtimes A) \boxtimes A) \boxtimes A & \xrightarrow{(m \boxtimes id_A) \boxtimes id_A} (A \boxtimes A) \boxtimes A \xrightarrow{id_A \boxtimes m} A \boxtimes A \\
A \boxtimes ((A \boxtimes A) \boxtimes A) & \xrightarrow{id_A \boxtimes (m \boxtimes id_A)} A \boxtimes (A \boxtimes A) \xrightarrow{id_A \boxtimes m} A \boxtimes A
\end{aligned}
$$

is equal to

$$
\begin{aligned}
((A \boxtimes A) \boxtimes A) \boxtimes A & \xrightarrow{(m \boxtimes id_A) \boxtimes id_A} (A \boxtimes A) \boxtimes A \xrightarrow{m \boxtimes id_A} A \boxtimes A \\
A \boxtimes ((A \boxtimes A) \boxtimes A) & \xrightarrow{id_A \boxtimes (m \boxtimes id_A)} A \boxtimes (A \boxtimes A) \xrightarrow{id_A \boxtimes m} A \boxtimes A
\end{aligned}
$$
and

\[ (A \otimes 1) \otimes A \xrightarrow{(A \otimes u) \otimes id_A} (A \otimes A) \otimes A \xrightarrow{m \otimes id_A} A \otimes A \]

is equal to

\[ (A \otimes 1) \otimes A \xrightarrow{(id_A \otimes u) \otimes id_A} (A \otimes A) \otimes A \xrightarrow{m \otimes id_A} A \otimes A \]

Given the above definition, a first observation is that a pseudo-algebra object in \(2Vec\) corresponds to a finite-dimensional, semi-simple monoidal category. This relies in particular on the fact that semi-simple abelian categories always have a unique structure of semi-simple \(Vec\)-module category \([72]\). Let us now apply this definition to \(2Vec^G\). For each pair \((A, \lambda)\) indexing a choice of gapped boundary condition, where \(A \subset G\) is a subgroup and \(\lambda \in C^3(A, U(1))\) is a 3-cochain satisfying the condition \(d^3(\lambda) = \pi^{-1}|_A\), we construct a pseudo-algebra object \(Vec_{A,\lambda} \equiv (\coprod_{a \in A} Vec_a, m, u, \zeta_m, \zeta_r, \zeta_\ell)\) such that: the multiplication \(m : Vec_{A,\lambda} \otimes Vec_{A,\lambda} \to Vec_{A,\lambda}\) is given on homogeneous components via the functor \(m_{Vec_a, Vec_{a'}} : Vec_a \otimes Vec_{a'} \to Vec_{aa'}\) for all \(a, a' \in A\), the unit map \(u\) is defined in an obvious way, the 2-isomorphisms \(\zeta_r\) and \(\zeta_\ell\) are trivial, and the 2-isomorphism

\[ \zeta_m : \alpha_{Vec_{A,\lambda}, Vec_{A,\lambda}, Vec_{A,\lambda}} \circ (id_{Vec_{A,\lambda}} \circ m \otimes m) \Rightarrow (m \otimes id_{Vec_{A,\lambda}}) \circ m \]

(6.65)

defines an associator for the product map \(m\) that is determined by \(\lambda\). This associator acts on homogenous components labelled by \(a, a', a'' \in A\) as

\[ \lambda_{a, a', a''} : \alpha_{Vec_a, Vec_{a'}, Vec_{a''}} \circ (id_{Vec_a} \otimes m_{Vec_{a'}, Vec_{a''}}) \circ m_{Vec_a, Vec_{a''}} \Rightarrow (m_{Vec_{a}, Vec_{a'}, Vec_{a''}} \otimes id_{Vec_{a''}}) \circ m_{Vec_{a}, Vec_{a''}}. \]

The condition \(d^3(\lambda) = \pi^{-1}|_A\) demonstrates that \(Vec_{A,\lambda}\) is not a monoidal category in the conventional sense since the associator \(\lambda\) fails to satisfy the pentagon equation (6.1).
Instead, the associator satisfies the following equation on homogeneous components labelled by $a, a', a'', a''' \in A$:

$$(\lambda_{a,a',a''} \otimes \text{id}_{\mathbf{Vec}_{a''}}) \circ \lambda_{a,a',a'',a'''} \circ (\text{id}_{\mathbf{Vec}_{a}} \otimes \lambda_{a',a'',a''''}) \circ \pi_{a,a',a'',a''''} = \lambda_{a,a',a'',a''''} \circ \lambda_{a,a',a''} \circ \lambda_{a,a',a''}.$$

(6.66)

In this way, we see that $\mathbf{Vec}_{A,\lambda}$ defines a monoidal category which is associative inside $2\mathbf{Vec}^G_\pi$ but not as a conventional monoidal category. This result provides a categorification of the observation that an algebra object $A_\phi$ in $\mathbf{Vec}^A_G$ defines a twisted groupoid algebra, which is associative inside $\mathbf{Vec}^A_G$ but not as a conventional algebra.

### 6.9 Bicategory of gapped boundary excitations in (3+1)d gauge models

Mimicking the analysis carried out in section 6.7, we shall now introduce a category theoretical formulation of gapped boundaries in (3+1)d gauge models and string-like excitations terminating at gapped boundaries, which we studied from a tube algebra point of view in section 4. In particular, we shall define a bicategory $2\text{Bdry}_G^\pi$ that is analogous to $\text{Bdry}_G^\pi$. We shall then relate this construction to the work of Kong et al. in [56] arguing that $2\text{Bdry}_G^\pi$ forms a full sub-bicategory of $Z(2\mathbf{Vec}^G_\pi)$, i.e. the centre of $2\mathbf{Vec}^G_\pi$.

Let us begin with a brief review of the results obtained in the first part of this manuscript within the tube algebra approach. Hamiltonian realisations of (3+1)d Dijkgraaf-Witten theory are defined in terms of pairs $(G, \pi)$, where $G$ is a finite group and $\pi$ a normalised 4-cocycle in $H^4(G, U(1))$. In section 2.4, it was argued that gapped boundaries can be indexed by pairs $(A, \lambda)$, where $A \subset G$ is a subgroup of $G$ and $\lambda \in \text{C}^3(A, \text{U}(1))$ is a 3-cochain satisfying the condition $d^{(3)}\lambda = \pi^{-1}|_A$. In the previous section, we explained that such data is in bijection with pseudo-algebra objects $\mathbf{Vec}_{A,\lambda}$ in $2\mathbf{Vec}^G_\pi$. Moreover, we showed in section 4 within the tube algebra approach that given a pair of two-dimensional gapped boundaries labelled by $(A, \lambda)$ and $(B, \mu)$, respectively, string-like excitations threading through the bulk from the former boundary to the latter were defined as modules of the twisted relative groupoid algebra $\mathbb{C}[[\Lambda(G_{AB})]]^{T(\pi)}_{T(\lambda)T(\mu)}$, where $\Lambda(G_{AB}) \equiv \Lambda G_{AAB}$ and $T : Z^*(G, U(1)) \to Z^{*-1}(\Lambda G, U(1))$.\footnote{Recall that $\Lambda G$ refers to the loop groupoid of the group $G$ treated as a one-object groupoid (see section 4).}

Via the introduction of a comultiplication map, we further described the concatenation of such string-like excitations in section 5.

Let us now collect these results into a bicategory $2\text{Bdry}_G^\pi$, in a way akin to the definition of $\text{Bdry}_G^\alpha$. The objects of $2\text{Bdry}_G^\pi$ are given by pairs $(\Lambda A, T(\lambda))$ for every gapped boundary condition labelled by $(A, \lambda)$. Given a pair of objects $(\Lambda A, T(\lambda)), (\Lambda B, T(\mu))$, we define the hom-category

$${\text{Hom}}_{2\text{Bdry}_G^\pi}((\Lambda A, T(\lambda)), (\Lambda B, T(\mu))) := \mathbf{Mod}(\mathbb{C}[[\Lambda(G_{AB})]]^{T(\pi)}_{T(\lambda)T(\mu)}),$$

(6.67)

where $\mathbf{Mod}(\mathbb{C}[[\Lambda(G_{AB})]]^{T(\pi)}_{T(\lambda)T(\mu)})$ denotes the category of $\mathbb{C}[[\Lambda(G_{AB})]]^{T(\pi)}_{T(\lambda)T(\mu)}$-modules and intertwiners. The composition functors, associator and unitors are given analogously to the construction of $\text{Bdry}_G^\pi$. 
From this definition, we interpret the objects \((\Lambda A, T(\lambda))\) of \(2\text{Border}^\pi_G\) as defining boundary conditions for the endpoints of a string-like excitation that terminates on a gapped boundary labelled by \((A, \lambda)\). An isomorphism class of objects in \(\Lambda A\) specifies possible fluxes for a string-like excitation terminating on the boundary \((A, \lambda)\). This flux corresponds to the closed holonomy going along the non-contractible cycle perpendicular to the length of the string. Given a pair of objects \((\Lambda A, T(\lambda)), (\Lambda B, T(\mu))\) a 1-morphism \(\rho_{AB} \in \text{Ob}(\text{Hom}_G(\Lambda A, (A, \lambda), (B, \mu)))\) specifies a magnetic quantum number describing the gauge orbit of parallel transports along the length of the string — generically, such a parallel transport must be compatible with the possible boundary conditions for the endpoints of the string — as well as a charge quantum number decomposing the symmetries of the gauge action on the string. In this way, we view such strings as dyonic excitations. The bifunctor on 1-morphisms provides a notion of concatenation for a pair of string-like excitations that share a boundary endpoint, as described in section 5.2. The 2-morphisms correspond to intertwiners, so that a 2-morphism of the form \(\zeta : \rho_{AB} \otimes_B \rho_{BC} \rightarrow \rho_{AC}\) can be interpreted as implementing the renormalization of a pair of concatenated string-like excitations. Identity 1-morphisms and unitors are defined analoguously to \(\text{Border}^\pi_G\). Similarly, the 1-associator for a triple of 1-morphisms \(\rho_{AB}, \rho_{BC}, \rho_{CD}\) in the appropriate hom-categories is given by the intertwiner isomorphism \(\Phi^{\rho_{AB}, \rho_{BC}, \rho_{CD}} : (\rho_{AB} \otimes_B \rho_{BC}) \otimes_C \rho_{CD} \rightarrow \rho_{AB} \otimes_B (\rho_{BC} \otimes_C \rho_{CD})\), as described explicitly in section 5.2.

It is well-known that, given a lattice Hamiltonian realisation of \((2+1)\)d Dijkgraaf-Witten theory with input data \((G, \alpha)\), algebraic properties of the (bulk) anyonic excitations can be encoded into the centre \(Z(\text{Vec}_G^\pi)\) of the fusion category \(\text{Vec}_G^\pi\), this centre being in particular a braided monoidal category. The objects of \(Z(\text{Vec}_G^\pi)\) are interpreted as the elementary excitations of the model, or anyons, and the morphisms implement space-time processes of such anyons. The monoidal structure describes the fusion and splitting processes of the excitations, whereas the braiding structure encodes their exchange statistics. Recently, Kong et al. studied in [56] the analogue of this result in \((3+1)\)d. The relevant category theoretical structure in \((3+1)d\) being the monoidal bicategory \(2\text{Vec}_G^\pi\), they computed the braided monoidal bicategory \(Z(2\text{Vec}_G^\pi)\) obtained as the categorified centre of \(2\text{Vec}_G^\pi\), arguing that such a bicategory should describe string-like excitations and their statistics in \((3+1)d\) gauge models. More specifically, they demonstrated that as a bicategory \(Z(2\text{Vec}_G^\pi)\) is equivalent to the bicategory \(\text{MOD}(\text{Vec}_{\text{AG}}^{T(\pi)})\). Using this equivalence, they suggested that objects of \(Z(2\text{Vec}_G^\pi)\) could be interpreted as string-like topological excitations, 1-morphisms as particle-like topological excitations, and 2-morphisms as instantons. Relating this bicategory to the boundary tube algebra in \((3+1)d\), we shall argue that objects of \(Z(2\text{Vec}_G^\pi)\) should be interpreted as boundary conditions for the endpoints of a string-like excitation — such a boundary condition specifying in particular allowed fluxes for the excitation — the 1-morphisms as quantum numbers associated with string-like topological excitations that are constrained by a choice of endpoints boundary conditions, and 2-morphisms as implementing the renormalisation of concatenated string-like excitations.

In order to establish the interpretation spelt out above, we begin by showing that \(2\text{Border}^\pi_G\) is equivalent as a bicategory to a full sub-bicategory of \(\text{MOD}(\text{Vec}_{\text{AG}}^{T(\pi)})\) of \(\text{MOD}(\text{Vec}_{\text{AG}}^{T(\pi)})\). Our argument mirrors the equivalence of bicategories \(\text{Border}^\pi_G \simeq \text{MOD}(\text{Vec}_{\text{AG}}^{T(\pi)})\).
established in section 6.7. Utilising prop. 6.1, we know that, up to equivalence, all \( \text{Vec}_{\Lambda G}^{T(\pi)} \)-module categories can be expressed as the category of module objects for an algebra object in \( \text{Vec}_{\Lambda G}^{T(\pi)} \). Moreover, we established in section 6.4 that all such algebra objects were indexed by \((\Lambda G, T(\pi))-\text{subgroupoids}\), as defined in section 4.3. Given the data \((A, \lambda)\) of gapped boundary condition in \((3+1)d\), we explained in section 4 that the loop groupoid \( \Lambda A \) together with the groupoid 2-cochain \( T(\lambda) \) defines such a \((\Lambda G, T(\pi))-\text{subgroupoid}\). Henceforth, we shall refer to groupoids of this form as \( \partial(\Lambda G, T(\pi))-\text{subgroupoids}\). In this vein, we define the bicategory \( \partial \text{MOD}(\text{Vec}_{\Lambda G}^{T(\pi)}) \) as the full sub-bicategory of \( \text{MOD}(\text{Vec}_{\Lambda G}^{T(\pi)}) \) whose objects are \( \text{Vec}_{\Lambda G}^{T(\pi)} \)-module categories induced from \( \partial(\Lambda G, T(\pi))-\text{subgroupoids}\), and hom-categories are the corresponding ones in \( \text{MOD}(\text{Vec}_{\Lambda G}^{T(\pi)}) \). Similarly, we define \( \partial \text{sAlg}(\text{Vec}_{\Lambda G}^{T(\pi)}) \) as the full sub-bicategory of \( \text{sAlg}(\text{Vec}_{\Lambda G}^{T(\pi)}) \), whose objects are algebra objects in \( \text{Vec}_{\Lambda G}^{T(\pi)} \) of the form \( \Lambda A_{T(\lambda)} \), and hom-categories are the corresponding categories of bimodule objects in \( \text{Vec}_{\Lambda G}^{T(\pi)} \). Mimicking our proof of the equivalence \( \text{Bdry}_{\Lambda G} \simeq \text{sAlg}(\text{Vec}_{\Lambda G}^{T(\pi)}) \), we can show the equivalence between \( 2\text{Bdry}_{\Lambda G} \) and \( \partial \text{sAlg}(\text{Vec}_{\Lambda G}^{T(\pi)}) \). This equivalence relies in particular on the isomorphism \( \mathbb{C}[A(G_{AB})]_{T(\lambda)T(\mu)}^{T(\pi)} \equiv \mathbb{C}[G_{AABB}]^{\phi^{AABB}} \simeq \mathbb{C}[\widetilde{G}_{AABB}]^{\phi^{AABB}} \) of twisted relative groupoid algebras, which is realised by an obvious generalisation of (6.54). Utilising the proof of prop. 6.1, it follows that \( \partial \text{sAlg}(\text{Vec}_{\Lambda G}^{\pi}) \simeq \partial \text{MOD}(\text{Vec}_{\Lambda G}^{T(\pi)}) \), hence establishing the equivalence

\[
2\text{Bdry}_{\Lambda G} \simeq \partial \text{MOD}(\text{Vec}_{\Lambda G}^{T(\pi)}) \tag{6.68}
\]

Let us now explain how we can generalise our approach so as to obtain the bicategory \( \text{MOD}(\text{Vec}_{\Lambda G}^{T(\pi)}) \), which we recall was shown to be equivalent to \( \mathbb{Z}(2\text{Vec}_{\Lambda G}^{\pi}) \). When considering the boundary tube algebra for the \((3+1)d\) gauge models in section 4, we could have allowed for a larger spectrum of boundary colourings beyond the ones inherited from the gapped boundary conditions. More specifically, we could have considered \( G \)-colourings that are provided by morphisms in any \((\Lambda G, T(\pi))-\text{subgroupoid}\) \((X, \phi)\) such that \( d^{(2)} = T(\pi)|_X \). Given a pair of \((\Lambda G, T(\pi))-\text{subgroupoids}\) \((X, \phi)\) and \((Y, \psi)\), we could have then considered \( G \)-coloured graph-states of the form

\[
|g \xrightarrow{\eta} \rangle \equiv \begin{pmatrix}
0 & x_1 & \bar{1} \\
0' & x_2 & \bar{1}' \\
0 & y_1 & 1 \\
0' & y_2 & 1'
\end{pmatrix} = \begin{pmatrix}
x_2 \\
y_2 \bar{x}_1 \bar{y}_1 \bar{y}_2 \\
x_2 \\
y_2 \bar{x}_1 \bar{y}_1 \bar{y}_2
\end{pmatrix}
\tag{6.69}
\]

where we borrowed the notation from section 4 and

\[
x_2 \xrightarrow{\bar{x}_1} \bar{x}_2 \in \text{Hom}(X), \quad y_2 \xrightarrow{\bar{y}_1} \bar{y}_2 \in \text{Hom}(Y), \quad g \xrightarrow{\eta}, \in \text{Hom}(\Lambda G_{XY}),
\]

such that \( \Lambda G_{XY} \) denotes the relative groupoid over \( \Lambda G \) defined by \( X \) and \( Y \). In this setting, there exists a natural multiplication of such boundary tubes defining an algebra...
isomorphic to the twisted groupoid algebra $\mathbb{C}[\Lambda G, X]^{T(\pi)}_{\phi, \psi}$. Letting $\text{String}^\pi_G$ denote the bicategory defined in the same manner as $2\text{Bdry}_G^\pi$ with objects all $(\Lambda G, T(\pi))$-subgroupoids
and hom-categories
\[
\text{Hom}_{\text{String}^\pi_G}((\mathcal{Y}, \phi), (\mathcal{Y}, \psi)) := \text{Mod}(\mathbb{C}[\Lambda G, X]^{T(\pi)}_{\phi, \psi}), \quad (6.70)
\]
we obtain the following equivalence of bicategories:
\[
\text{String}^\pi_G \simeq \text{MOD}(\text{Vec}^{T(\pi)}_{\Lambda G}). \quad (6.71)
\]
Utilising this equivalence of bicategories, together with the physical interpretation inherited from the tube algebra approach, we interpret the $\text{Vec}^{T(\pi)}_{\Lambda G}$-module category $\text{Mod}_{\text{Vec}^{\mathcal{X}_\phi}_{\Lambda G}}(\mathcal{X}_\phi)$ for a $(\Lambda G, T(\pi))$-subgroupoid $(\mathcal{X}, \phi)$ as the 2-Hilbert space [73] of boundary conditions that appear at the endpoint of a string-like (bulk) excitation. As before, 1-morphisms are naturally interpreted as the quantum numbers of string-like excitations.

The motivation for calling $\text{Vec}^{T(\pi)}_{\Lambda G}$-module categories $\text{Mod}_{\text{Vec}^{\mathcal{X}_\phi}_{\Lambda G}}(\mathcal{X}_\phi)$ 2-Hilbert spaces is as follows. In finite-dimensional quantum mechanics, given a finite set $X$ of classical field configurations, the corresponding Hilbert space $\mathcal{H}[X]$ is given by the free vector space of functions $f : X \rightarrow \mathbb{C}$. Categorifying the set of classical field configurations to a groupoid $\mathcal{G}$, whose objects correspond to classical field configurations and morphisms, the symmetries of the field configurations. The category $[\mathcal{G}, \text{Vec}]^\beta$ of (weak) functors $F : \mathcal{G} \rightarrow \text{Vec}$ for $[\beta] \in H^2(\mathcal{G}, U(1))$ provides a natural categorification of $\mathcal{H}[X]$ which defines a finite 2-vector space (see section 6.8). The category $[\mathcal{G}, \text{Vec}]^\beta$ can then be shown to admit a categorification of the inner-product of finite Hilbert spaces given by the hom-functor
\[
\langle -, - \rangle : ([\mathcal{G}, \text{Vec}]^\beta)^{\text{op}} \boxtimes [\mathcal{G}, \text{Vec}]^\beta \rightarrow \text{Vec}. \quad (6.72)
\]
Recalling that $\text{Mod}_{\text{Vec}^{\mathcal{X}_\phi}_{\Lambda G}}(\mathcal{X}_\phi)$ is defined by a category of weak functors from a groupoid to $\text{Vec}$, the term 2-Hilbert space seems most appropriate.

We conclude this section by showing that, in general, objects in $\text{dMOD}(\text{Vec}^{T(\pi)}_{\Lambda G})$ are not indecomposable as $\text{Vec}^{T(\pi)}_{\Lambda G}$-module categories. For convenience, we shall focus on the limiting case where the group $G$ is abelian, but our analysis can be extended to the non-abelian scenario. Analogously to indecomposable modules over an algebra, an indecomposable module category is a module category which is not equivalent to the direct sum of non-zero module categories. Using the equivalence between $\text{Vec}^{T(\pi)}_{\Lambda G}$-module categories and the categories of module objects for a separable algebra object in $\text{Vec}^{T(\pi)}_{\Lambda G}$, we have that a $\text{Vec}^{T(\pi)}_{\Lambda G}$-module category is indecomposable if only if the corresponding algebra object is not Morita equivalent to a direct sum of non-zero algebra objects. Given a $(3+1)$d gauge model with input data $(G, \pi)$, and a choice of gapped boundary condition $(A, \lambda)$, an algebra object $\Lambda A_{T(\lambda)}$ in $\text{Vec}^{T(\pi)}_{\Lambda G}$ naturally decomposes as a direct sum via
\[
\Lambda A_{T(\lambda)} = \bigoplus_{a \in A} (\Lambda A_a)_{T_a(\lambda)}, \quad (6.73)
\]
\[ \Lambda A_a \text{ denotes the groupoid with unique object } a \in A \text{ and set of morphisms } \{a \rightarrow a' \}_\forall a' \in A. \] The 2-cochain \( T_a(\lambda) \in C^2(\Lambda A^a, U(1)) \) is then given by the restriction of \( T(\lambda) \in C^2(\Lambda A, U(1)) \) to \( \Lambda A_a \). This decomposition yields

\[ \text{Mod}_{\text{Vec}_{\Lambda G}}(\Lambda A T(\pi)) \simeq \bigoplus_{a \in A} \text{Mod}_{\text{Vec}_{\Lambda G}}((\Lambda A_a) T_a(\lambda)) \quad (6.74) \]

as \( \text{Vec}_{\Lambda G} \)-module categories, so that the category of module objects is not indecomposable as a module category unless \( A = \mathbb{1}_G \) is the trivial subgroup of \( G \). Generically, for possibly non-abelian \( G \) an indecomposable \( \text{Vec}_{\Lambda G} \)-module category can be specified by a triple \((\mathcal{O}, H, \phi)\), where \( \mathcal{O} \) denotes a conjugacy class of \( G \), \( H \) is a subgroup of the centralizer \( Z_{o_1} \subseteq G \) for a representative \( o_1 \in \mathcal{O} \), and \( \phi \in C^2(H, U(1)) \) is 2-cochain satisfying \( d^{(2)}\phi = T(\pi)|_H \) [56]. The corresponding algebra object is then given by \((H_{o_1})_{\phi_{o_1}}\), where \( H_{o_1} \) denotes the groupoid with unique object \( o_1 \in \mathcal{O} \) and hom-set \( \{h : o_1 \rightarrow o_1\}_\forall h \in H \) with composition given by multiplication in \( H \), and the 2-cochain \( \phi_{o_1} \in C^2(H_{o_1}, U(1)) \) is defined by the relation \( \phi_{o_1}(h : o_1 \rightarrow o_1, h' : o_1 \rightarrow o_1) := \phi(h, h') \) for all \( h, h' \in H \).

### 7 Discussion

Gapped boundaries of topological models have been under scrutiny in the past years. Focusing on lattice Hamiltonian realisations of Dijkgraaf-Witten theory, a.k.a gauge models of topological phases, we studied gapped boundaries and their excitations in \((2+1)d\) and \((3+1)d\). More specifically, the goal of this paper was two-fold: apply the tube algebra approach to classify gapped boundary excitations and, using these results, elucidate the higher-category theoretical formalism relevant to describe gapped boundaries in \((3+1)d\).

As explained in detail in [33], local operators of lattice Hamiltonian realisations of Dijkgraaf-Witten theory can be conveniently expressed in terms of the partition function of the theory applied to so-called pinched interval cobordisms. We introduced a generalisation of the Dijkgraaf-Witten partition function, from which the gapped boundary Hamiltonian operators could be defined in analogy with the bulk Hamiltonian operators using the language of relative pinched interval cobordisms. Given gapped boundaries labelled by subgroups of the input group and cochains compatible with the input cocycle, we applied the tube algebra approach in order to reveal the algebraic structure underlying two types of excitations: \(i\) Point-like excitations at the interface of two gapped boundaries in \((2+1)d\), where the ‘tube’ has the topology of \( \mathbb{I} \times \mathbb{I} \), and \(ii\) string-like (bulk) excitations terminating at gapped boundaries, where the ‘tube’ has the topology of \( (S^1 \times \mathbb{I}) \times \mathbb{I} \). Crucially, both tube algebras can be related via a lifting (or dimensional reduction) argument, and as such can be studied in parallel. This statement was formalised using the notion of relative groupoid algebra. When applied to the input group treated as a one-object groupoid, this notion yields the \((2+1)d\) tube algebra, whereas it yields the \((3+1)d\) tube algebra when applied to the loop groupoid of the group. We subsequently studied the representation theory of the \((3+1)d\) tube algebra in full detail, which encompasses the \((2+1)d\) one as a limiting case, deriving the irreducible representations as well as the corresponding recoupling theory.
In the second part of this manuscript, we reformulated the previous statements in category theoretical terms. In (2+1)d, the relevant notion to describe gapped boundaries and their excitations is the bicategory $\text{MOD}(\text{Vec}_{\alpha}^{G})$ of module categories over the category $\text{Vec}_{\alpha}^{G}$ of group-graded vector spaces. In practice, a module category can be obtained as a category of modules over an algebra object in the input category. The bicategory of module categories above can then be shown to be equivalent to a bicategory of separable algebra objects, such that objects correspond to the gapped boundary conditions and morphisms to representations of a groupoid algebra isomorphic to the (2+1)d tube algebra. The identification with the tube algebra allowed us to elucidate the physical interpretation of the category theoretical notions at play. Mimicking this (2+1)d construction, we further defined a bicategory that encodes the string-like excitations terminating at gapped boundaries and found that is was equivalent to a sub-bicategory of the bicategory $\text{MOD}(\text{Vec}_{\alpha}^{T(\pi)}_{AG})$ of modules categories over the category $\text{Vec}_{\alpha}^{T(\pi)}_{AG}$ of loop-groupoid-graded vector spaces. Comparing with the work of Kong et al. [56], $\text{MOD}(\text{Vec}_{\alpha}^{T(\pi)}_{AG})$ is equivalent to the higher categorical centre $Z(\text{2Vec}_{\pi}^{G})$ of the category $\text{2Vec}_{\pi}^{G}$ of $G$-graded 2-vector spaces, which is the input category of (3+1)d gauge models. In virtue of the physical interpretation inherited from the tube algebra approach, we thus suggested that $Z(\text{2Vec}_{\pi}^{G})$ describes dyonic bulk string-like excitations whose end-points are pinned to the boundary of the spatial manifold. This is the higher-dimensional analogue of the well-known statement that bulk point-like excitations in (2+1)d are described by the centre $Z(\text{Vec}_{\alpha}^{G})$ of the input category.

The distinction between the gapped boundary string-like excitations we focused on, and the more general ones encoded in the centre $Z(\text{2Vec}_{\pi}^{G})$ can be appreciated from an extended TQFT point of view. We should think of $Z(\text{2Vec}_{\pi}^{G})$ as describing the quantum invariant the extended 4-3-2-1 Dijkgraaf-Witten TQFT assigns to the circle. It follows from our analysis that such an extended TQFT is more general than what gapped boundary conditions provide. Working out the details of this more general scenario will be the purpose of another paper.

The study carried out in this manuscript can be generalized in several ways. First of all, we could study gapped domain walls instead of gapped boundaries and consider string-like excitations that terminate at gapped domain walls point-like excitations. In (2+1)d, the so-called folding trick can be used in order to map a gapped domain wall configuration to a gapped boundary one. It would certainly be interesting to consider how this generalizes in higher dimensions. Once this more general scenario is well-understood, we could then apply our results to so-called fracton models, which were recently suggested in [74–76] to have an interpretation in terms of defect TQFTs. A related question would be to study invertible domain walls such as duality defects and derive the underlying mathematical structure in category theoretical terms. Another interesting direction pertains to the generalisation of the results presented in this manuscript to the case of fermionic gauge models.

Another follow-up work pertains to the relation between the string-like excitations as described by $Z(\text{2Vec}_{\pi}^{G})$ and the loop-like excitations of the model. In a recent paper [33], the authors showed that loop-like excitations and their statistics were captured by the category of modules over the so-called twisted quantum triple algebra. This algebra can be expressed as the twisted groupoid algebra $\mathbb{C}[\Lambda^{2}G]^{T(\pi)}$ of the loop groupoid of the loop groupoid of $G$. 
In comparison, recall that the twisted quantum double is isomorphic to $\mathbb{C}[\Lambda G]^T(\alpha)$ in this language. This groupoid algebra was shown by the authors to be isomorphic to the tube algebra associated with the manifold $T^2 \times \mathbb{I}$, a local neighbourhood of a loop-like object being a solid torus. Intuitively, we may expect loop-like excitations to descend from the string-like ones via a tracing mechanism. This can be formalized using the notion of categorical trace, building upon the fact that it maps a module category over $\text{Vec}_G$ to a module over $\mathbb{C}[\Lambda G]$ [62, 77]. Another way to establish the connection between string-like and loop-like excitations consists in first realising that, as braided monoidal categories, we have the equivalences $\mathcal{Z}(\text{Vec}_G^T(\pi)) \simeq \text{Mod}(\mathbb{C}[\Lambda^2 G]^T(\pi))$ and $\mathcal{Z}(\text{Vec}_G^T(\pi)) \simeq \text{Dim}(\text{MOD}(\text{Vec}_G^T(\pi)))$, where $\text{Dim}$ denotes the dimension of a bicategory [62, 78] obtained via an appropriate categorification of the dimension of a vector space. The details of this correspondence will be presented in a forthcoming paper.
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A Representation theory of the relative groupoid algebra

In this appendix, we collect the proofs of several important results of the representation theory of the relative groupoid algebra $\mathbb{C}[\Lambda(G_{AB})]_{\phi, \psi}$.

A.1 Proof of the orthogonality relations (5.12)

Let us confirm that the representation matrices as defined in (5.8) satisfy the orthogonality relation (5.12):

\[
\frac{1}{|A||B|} \sum_{g_a, b_d \in \Lambda(G_{AB})} \frac{D_{AB}^{\rho i j}}{D_{ij}^{|g \cdot a \cdot b \cdot d \rangle}} \frac{D_{AB}^{\rho \prime i' j'}}{D_{ij'}^{|g \cdot a \cdot b \cdot d \rangle}}
\]

\[
= \frac{1}{|A||B|} \sum_{g_a, b_d \in \Lambda(G_{AB})} \delta_{\rho \rho'} \delta_{a^{-1} b^{-1} d^{-1} g} \delta_{i i'} \delta_{j j'} \frac{\psi_{\rho i j}^{(AB)}(p_{i-1}^{-1} a, p_{j-1}^{-1} b)}{\psi_{\rho i j}^{(AB)}(p_{i-1}^{-1} a, q_{j-1}^{-1} b)} D_{mn}^R(\frac{p_{i^{-1} a}^{-1}}{q_{j^{-1} b}})
\]

\[
\times \delta_{\rho \rho'} \delta_{a^{-1} b^{-1} d^{-1} g} \delta_{i i'} \delta_{j j'} \frac{\psi_{\rho i j}^{(AB)}(p_{i-1}^{-1} a, p_{j-1}^{-1} b)}{\psi_{\rho i j}^{(AB)}(p_{i-1}^{-1} a, q_{j-1}^{-1} b)} D_{mn'}^R(\frac{p_{i^{-1} a}^{-1}}{q_{j^{-1} b}})
\]

\[
= \frac{1}{|Z_{O_{AB}}|} \sum_{(a, b) \in Z_{O_{AB}}} \delta_{O_{AB}, O'_{AB}} \delta_{i i'} \delta_{j j'} D_{mn}^R(\frac{a}{b}) D_{mn'}^R(\frac{a}{b'}) = \frac{\delta_{\rho AB, \rho'_{AB}} \delta_{i i'} \delta_{j j'}}{d_{\rho AB}}.
\]
where we first expanded the representation matrices according to definition (5.8) and then used the orthogonality of the irreducible representation in $Z_{O_{AB}}$ together with the relation $|Z_{O_{AB}}| \cdot |O_{AB}| = |A||B|$. 

A.2 Proof of the invariance property (5.29)

Let us prove the invariance property (5.29), which we reproduce below for convenience

$$\sum_{\{J\}} D^\rho_{IAB} (|g_1 \frac{a}{b} \rangle) D^\rho_{JBC} (|g_2 \frac{b'}{c} \rangle) |J_{AB} J_{BC} \rangle |J_{AC} \rangle D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle)$$  \hspace{1cm} (A.1)

$$= \frac{1}{|B|} \sum_{b \in B} \frac{\vartheta^A_{\rho b} (a, a|b, \tilde{b})}{\vartheta^A_{\rho b} (a, a|b, \tilde{b})} \vartheta^A_{\rho b} (a, a|b, \tilde{b}) \delta_{b_1 b_2} ^{(a_1 a_2 |b_1 b_2 |b_3 b_4)} (a_1 |g_1 b, b' |g_2 c)$$

$$\times \sum_{\{K\}} \delta_{b_3 a_3} (a |g_1 b, b' |g_2 c) D^{\rho_{AB}}_{IABK_{AB}} (|g_1 \frac{a}{b} \rangle) D^{\rho_{BC}}_{I_{BC}K_{BC}} (|g_2 \frac{b}{c} \rangle)$$

$$\times |J_{AB} J_{BC} \rangle |J_{AC} \rangle D^{\rho_{AC}}_{K_{AC}K_{AC}} (|g_3 \frac{a'}{c'} \rangle),$$

Let us consider the left-hand side of (A.1). In virtue of the gauge invariance (5.28) of the Clebsch-Gordan coefficients, this is equal to

\[
\text{l.h.s.}(A.1) = \sum_{g \in \text{Hom}(s(b), s(c))} \sum_{\{J,K\}} D^\rho_{IAB} (|g_1 \frac{a}{b} \rangle) D^\rho_{JBC} (|g_2 \frac{b'}{c} \rangle) D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle)
\[
\times (D^\rho_{JABK_{AB} \otimes B} D^\rho_{J_{BC}K_{BC}}) (|g_1 \frac{a}{b} \rangle)
\times D^\rho_{J_{AC}K_{AC}} (|g_1 \frac{a}{b} \rangle) D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle)
\]

\[
= \frac{1}{|B|} \sum_{g_1 \in \text{Ob}(A(G_{AB}))} \sum_{g_2 \in \text{Ob}(A(G_{BC}))} \sum_{b \in B} D^\rho_{IAB} (|g_1 \frac{a}{b} \rangle) D^\rho_{JBC} (|g_2 \frac{b'}{c} \rangle) D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle)
\]

\[
\times D^\rho_{J_{AC}K_{AC}} (|g_1 \frac{a}{b} \rangle) D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle)
\times D^\rho_{J_{AC}K_{AC}} (|g_1 \frac{a}{b} \rangle) D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle),
\]

where we applied the definitions of the truncated tensor product $\otimes_B$ and the comultiplication map $\Delta_B$. Using

\[
D^\rho_{J_{AC}K_{AC}} (|g_1 \frac{a}{b} \rangle) D^\rho_{AC} (|g_3 \frac{a'}{c'} \rangle) = \frac{1}{\vartheta^A_{\rho b} (a, a|b, \tilde{b})^2} D^\rho_{K_{AC}J_{AC}} (|a_1 |g_1 \frac{a}{b} \rangle \tilde{a}^{-1} \langle g_1 \frac{a}{b} |a_1 \rangle),
\]
together with the fact that the representation matrices define algebra homomorphisms yields

\[
\text{l.h.s.} (A.1) = \frac{1}{|B|} \sum_{b \in B} \sum_{\{K\}} \frac{\vartheta_{\rho_1}^{\Lambda(AC)}(a, a|b, \tilde{b}) \vartheta_{\rho_2}^{\Lambda(BC)}(b', \tilde{b}|c, \tilde{c}) \vartheta^{\Lambda(AC)}_{\rho_8}(a^{-1}|1, \tilde{c}, \tilde{c}')}{\vartheta_{\rho_1}^{\Lambda(AC)}(a, a^{-1}|\tilde{c}, \tilde{c})} \\
\times D_{I_{AB}K_{AB}}^{\rho_{AB}}( |g_1 \frac{a a}{b b} \rangle ) D_{I_{BC}K_{BC}}^{\rho_{BC}}( |g_2 \frac{b b'}{c c} \rangle ) \\
\times \delta_{g_1, a^{-1}g_1b} \delta_{g_2, b^{-1}g_2} \delta^{\Lambda(ABC)}_{g_3, g_3} \rho_{\rho_1}^{\Lambda(AC)}(a^{-1} | g_1 , g_2 ) \\
\times D_{K_{AC}I_{AC}}^{\rho_{AC}}( |\tilde{a}^{-1} g_3 \tilde{c} \tilde{a}^{-1} \tilde{g}' | \tilde{c}^{-1} \tilde{c}' \rangle ) [\rho_{AB}^{\rho_{BC}} |K_{AB}K_{BC}|K_{AC}] 
\]

Finally, using \( d^{(2)} \vartheta^{\Lambda(AC)}_{\rho_3}(\tilde{a}, \tilde{a}^{-1}, a'|\tilde{c}, \tilde{c}^{-1}, \tilde{c}') = 1 \), we obtain

\[
\text{l.h.s.} (A.1) = \frac{1}{|B|} \sum_{b \in B} \sum_{\{K\}} \frac{\vartheta_{\rho_1}^{\Lambda(AB)}(a, a|b, \tilde{b}) \vartheta_{\rho_2}^{\Lambda(BC)}(b', \tilde{b}|c, \tilde{c}) \vartheta^{\Lambda(AC)}_{\rho_8}(a^{-1}|1, \tilde{c}, \tilde{c}')}{\vartheta_{\rho_1}^{\Lambda(AC)}(a, a^{-1}|\tilde{c}, \tilde{c})} \\
\times D_{I_{AB}K_{AB}}^{\rho_{AB}}( |g_1 \frac{a a}{b b} \rangle ) D_{I_{BC}K_{BC}}^{\rho_{BC}}( |g_2 \frac{b b'}{c c} \rangle ) \\
\times \delta_{g_1, a^{-1}g_1b} \delta_{g_2, b^{-1}g_2} \delta^{\Lambda(ABC)}_{g_3, g_3} \rho_{\rho_1}^{\Lambda(AC)}(a^{-1} | g_1 , g_2 ) \\
\times D_{K_{AC}I_{AC}}^{\rho_{AC}}( |\tilde{a}^{-1} g_3 \tilde{c} \tilde{a}^{-1} \tilde{g}' | \tilde{c}^{-1} \tilde{c}' \rangle ) [\rho_{AB}^{\rho_{BC}} |K_{AB}K_{BC}|K_{AC}] ,
\]

which is the right-hand side of (A.1), as expected. Note that the above is true for every morphism \( \tilde{a} \), \( \tilde{c} \).

### A.3 Proof of the defining relation of the 6j-symbols

In this appendix, we confirm the definition of the 6j-symbols

\[
\{ \rho_{AB}^{\rho_{BC}PCD} \} \\
\{ \rho_{AD}^{\rho_{AC}PBD} \} \\
:= \frac{1}{d_{\rho_{AD}}} \sum_{\{I\}} \alpha (o_{I_{AB}, o_{I_{BC}, o_{I_{CD}}}}) [\rho_{AB}^{\rho_{AD}} |I_{AB}I_{BC}|I_{AC}] [\rho_{AC}^{\rho_{BC}} I_{I_{AC}I_{CD}} |I_{AC}] [\rho_{AC}^{\rho_{AC}} I_{I_{AD}I_{BD}} |I_{AD}] [\rho_{BD}^{\rho_{CD}} I_{I_{BD}I_{CD}} ] ,
\]

such that they satisfy the relation

\[
\sum_{\rho_{AC}} \sum_{\{I\}} \left[ \rho_{AB}^{\rho_{AD}} |I_{AB}I_{BD}|K_{AD} \right] \times \left[ \rho_{AD}^{\rho_{AC}} |I_{AC}I_{CD}|I_{AD} \right] \times \left[ \rho_{BC}^{\rho_{CD}} |I_{BC}I_{CD}|I_{BC} \right] \times \left[ \rho_{CD}^{\rho_{CD}} |I_{CD}I_{BD}|I_{BD} \right] \\
\times \rho_{AB}^{\rho_{BC}} |PCD| \Phi_{ABC} = 0 \tag{A.2}
\]
Inserting the definition of the $6j$-symbols into equation (A.2) and writing down explicitly the action of $\Phi_{ABCD}$ using (5.8), we find that the left-hand side is equal to

$$\text{l.h.s. (A.2)} = \frac{1}{d_{\rho AD}} \sum_{\rho AC \in \{I,J\}} \sum_{JAC \in \{I,J\}} \alpha(\rho_{JAB}, \rho_{JBC}, \rho_{JC}) \rho_{IAC} \rho_{IAD}$$

$$\times \rho_{ABBC} \rho_{IAC} \rho_{ACICD} \rho_{JAD} \rho_{JABD} \rho_{JBCD} \rho_{JBD} \rho_{PCD} \rho_{PD}$$

$$\times \rho_{ABBC} \rho_{IAC} \rho_{ACICD} \rho_{KAD} \rho_{IACICD} \rho_{IAC} \rho_{IAC} \rho_{IAC} \rho_{IAC} \rho_{IAC} \rho_{IAC} \rho_{IAC} \rho_{IAC} \rho_{IAC}$$

The defining relation of the Clebsch-Gordan coefficients yields

$$[\rho_{ABBC} |\rho_{IAC}|] [\rho_{ACICD}|\rho_{JAD}|] = \frac{d_{\rho AC} d_{\rho AD}}{|A||C||D|} \sum_{g \in \text{Ob}(G_{AB})} \sum_{g' \in \text{Ob}(G_{CD})} (D_{JAB}^{\rho_{ABBC}} \otimes B_{JBC}^{\rho_{BC}})(\frac{a}{\epsilon}) (D_{IAC}^{\rho_{IAC}})(\frac{b}{\epsilon})$$

$$\times (D_{JAC}^{\rho_{ACICD}} \otimes C_{JCD}^{\rho_{CD}})(\frac{a'}{\epsilon'}) (D_{KAD}^{\rho_{KAD}})(\frac{c}{\epsilon'})$$

$$\times (D_{IAC}^{\rho_{IAC}})(\frac{d}{\epsilon}) (D_{JAC}^{\rho_{IAC}})(\frac{e}{\epsilon}) (D_{JAC}^{\rho_{IAC}})(\frac{f}{\epsilon})$$

where the second sum is over $g_1 \in \text{Ob}(\Lambda(G_{AB}))$, $g_2 \in \text{Ob}(\Lambda(G_{BC}))$, $g_1' \in \text{Ob}(\Lambda(G_{AC}))$, $g_2' \in \text{Ob}(\Lambda(G_{CD}))$ and the corresponding morphisms, which we loosely identify with the group variables they are characterized by. Furthermore, we have that

$$\frac{1}{|A||C|} \sum_{\rho AC \in \Omega_{LAC-JAC}} d_{\rho AC} D_{D_{ACIAC}}^{\rho_{AC}}(\frac{g_1}{\epsilon}) D_{JACIAC}^{\rho_{AC}}(\frac{g_2}{\epsilon})$$

$$= \delta_{a_1 g_2, a_1' g_2'} \frac{1}{|A||C|} \sum_{\rho AC \in \Omega_{LAC-JAC}} d_{\rho AC} \text{tr}[D^{\rho_{AC}}(\frac{g_1'}{\epsilon_{a_1^{-1}}})] = \delta_{a_1 g_2, a_1'} \delta_{a_1'} \delta_{\epsilon_1} \epsilon_1' \epsilon_1'$$

where we made use of the orthogonality relation (5.12) so that

$$[\rho_{ABBC} |\rho_{IAC}|] [\rho_{ACICD}|\rho_{JAD}|] = \frac{d_{\rho AD}}{|A||B||C||D|} \sum_{g_1, g_2, g_1'} \sum_{d \in D} \sum_{b \in B}$$

$$\times D_{JAB}^{\rho_{ABBC}}(\frac{g_1}{\epsilon}) D_{IAC}^{\rho_{IAC}}(\frac{g_2}{\epsilon})$$

$$\times D_{JAC}^{\rho_{ACICD}}(\frac{g_1'}{\epsilon'}) D_{JAD}^{\rho_{JAD}}(\frac{a}{\epsilon})$$

$$\times \delta_{a_1 g_2, a_1'} \delta_{\epsilon_1} \epsilon_1' \epsilon_1' \epsilon_1'$$

$$\times (g_1 g_2 g_1')(g_1 g_2 g_1')(g_1 g_2 g_1')(g_1 g_2 g_1').$$
Putting everything together so far, we obtain

\[
\text{l.h.s.}(A.2) = \frac{1}{|A||B||C||D|} \sum_{\{J\}} \sum_{\alpha \in \mathcal{A}(C,D)} \alpha(o_{iAB}, o_{jBC:D}) \zeta^{\Lambda(ABCD)}_{\alpha,b,c} (g_1, g_2) \zeta_{\alpha,b,c}^\Lambda (g_1 g_2, g_2')
\]

In virtue of the definition of the representation matrices, we observe that we must have \( o_{iAB} = a^{-1} g_1 b, o_{iBC} = b^{-1} g_2 c, o_{iCD} = c^{-1} g_2' d, o_{iAB} = g_1, o_{jBC} = g_2 \) and \( o_{jCD} = g_2' \) in order for the whole expression not to vanish. Applying the quasi-coassociativity condition

\[
\frac{\zeta^{\Lambda(BCD)}_{\alpha,b,c} (g_2, g_2')}{\zeta_{\alpha,b,d}^\Lambda (g_1 g_2, g_2')} = \frac{\alpha(g_1, g_2, g_2')}{\alpha(a^{-1} g_1 b, b^{-1} g_2 c, c^{-1} g_2' d)}, \tag{A.5}
\]

we obtain

\[
\text{l.h.s.}(A.2) = \frac{1}{|A||B||C||D|} \sum_{\{J\}} \sum_{\alpha \in \mathcal{A}(C,D)} \zeta^{\Lambda(ABCD)}_{\alpha,b,c} (g_1, g_2) \zeta_{\alpha,b,c}^\Lambda (g_1 g_2, g_2')
\]

Let us now insert the resolution of the identity

\[
\delta_{JBD} = \sum_{b, h' \in \text{Ob} \langle \Lambda(G) \rangle} \sum_{I_{BD}} D_{JBD}^{\rho_{BC}} ((h', b, \frac{b}{b'})) D_{JBD}^{\rho_{BD}} ((h, \frac{b}{b'})), \tag{A.6}
\]

where \( b \) and \( h' \) are implicitly identified via the algebra product. As a special case of (5.29), we have

\[
\sum_{\{J\}} \sum_{\alpha \in \mathcal{A}(C,D)} D_{JBCI_{BC}}^{\rho_{BC}} ((g_2, b, \frac{b}{b'})) D_{JCDI_{CD}}^{\rho_{CD}} ((g_2', c, \frac{c}{c'})) D_{JBDI_{BD}}^{\rho_{BD}} ((h, b, \frac{b}{b'})) |\rho_{BC} \rho_{CD} \rho_{BD} \rangle_{JBD} = \sum_{\{J\}} \sum_{\alpha \in \mathcal{A}(C,D)} D_{JBCI_{BC}}^{\rho_{BC}} ((g_2, b, \frac{b}{b'})) D_{JCDI_{CD}}^{\rho_{CD}} ((g_2', c, \frac{c}{c'})) D_{JBDI_{BD}}^{\rho_{BD}} ((h, b, \frac{b}{b'})) |\rho_{BC} \rho_{CD} \rho_{BD} \rangle_{JBD} \delta_{b, h'}. \]

We can finally use the gauge invariance of the Clebsch-Gordan coefficients

\[
\frac{1}{|B|} \sum_{\{J\}} \sum_{b, h' \in \text{Ob} \langle \Lambda(G) \rangle} \zeta^{\Lambda(ABCD)}_{\alpha,b,c} (g_1, h') D_{JBDI_{BD}}^{\rho_{AB}} ((g_1, a, \frac{a}{a'})) D_{JBDI_{BD}}^{\rho_{BD}} ((h', b, \frac{b}{b'}))
\]

\[
\times D_{JADI_{AD}}^{\rho_{AD}} ((g_1 h', a, \frac{a}{a'})) |\rho_{AB} \rho_{BD} \rho_{AD} \rangle_{JAD} = |\rho_{AB} \rho_{BD} \rho_{AD} \rangle_{JAD}.
\]
and
\[
\frac{1}{|C|} \sum_{\{J\}} \sum_{g_{2},g'_{2}} \epsilon_{\alpha,\beta,\gamma,\delta}^{A(BCD)}(g_{2}, g'_{2}) D_{JBCI}^{\rho \beta \gamma \delta}(g_{2}, g'_{2}) D_{JCDI}^{\rho \alpha \beta \gamma}(g_{2}, g'_{2}) \\
\times D_{JBDI}^{\rho \delta \beta \gamma}(g_{2}, g'_{2}) \left[ \rho_{EBCD} \rho_{BD} \right]_{JBCI} = \left[ \rho_{EBCD} \rho_{BD} \right]_{JBDI},
\]
so as to yield \( (A.2) \) as expected.

### A.4 Proof of the pentagon identity

As explained in the main text, the pentagon identity is the statement that the algebra elements

\[
[(\mathrm{id} \otimes \mathrm{id} \otimes \Delta_{D})(\Phi_{ABCE})] \ast [(\Delta_{B} \otimes \mathrm{id} \otimes \mathrm{id})(\Phi_{ACDE})]
\]

and

\[
(\mathbb{1}_{AB} \otimes \Phi_{BCDE}) \ast [(\mathrm{id} \otimes \Delta_{C} \otimes \mathrm{id})(\Phi_{ABDE})] \ast (\Phi_{ABCD} \otimes \mathbb{1}_{DE})
\]

induce the same isomorphism on the four-particle vector space \( (V_{PA} \otimes B V_{PB}) \otimes C V_{PC} \otimes D V_{PD} \). In light of the definition of the truncated tensor product of vector spaces, this can be demonstrated explicitly by showing the equality:

\[
(\mathbb{1}_{AB} \otimes \Phi_{BCDE}) \ast [(\mathrm{id} \otimes \Delta_{C} \otimes \mathrm{id})(\Phi_{ABDE})] \ast (\Phi_{ABCD} \otimes \mathbb{1}_{DE}) \\
= [(\mathrm{id} \otimes \Delta_{D})(\Phi_{ABCE})] \ast [(\Delta_{B} \otimes \mathrm{id} \otimes \mathrm{id})(\Phi_{ACDE})] \ast \mathbb{1}_{(((AB)C)D)E}, \tag{A.7}
\]

where we defined

\[
\mathbb{1}_{(((AB)C)D)E} := [(\Delta_{B} \otimes \mathrm{id}) \circ (\Delta_{C} \otimes \mathrm{id}) \circ \Delta_{D}](\mathbb{1}_{AE}).
\]

Writing down explicitly the definition of the comultiplication maps, we have

\[
[(\mathrm{id} \otimes \Delta_{C} \otimes \mathrm{id})(\Phi_{ABDE})]
= \frac{1}{|C|} \sum_{\{g\} \in C} \epsilon_{\alpha,\beta,\gamma,\delta}^{A(BCD)}(g_{1}, g_{2}, g_{3}) g_{1} 1_{A} \rightarrow g_{2} 1_{B} \rightarrow g_{3} \rightarrow g_{4} 1_{C} \rightarrow,
\]

\[
[(\mathrm{id} \otimes \Delta_{D})(\Phi_{ABCE})]
= \frac{1}{|D|} \sum_{\{g\} \in D} \epsilon_{\alpha,\beta,\gamma,\delta}^{A(CDE)}(g_{1}, g_{2}, g_{3}) g_{1} 1_{A} \rightarrow g_{2} 1_{B} \rightarrow g_{3} \rightarrow g_{4} 1_{D} \rightarrow,
\]

\[
[(\Delta_{B} \otimes \mathrm{id} \otimes \mathrm{id})(\Phi_{ACDE})]
= \frac{1}{|B|} \sum_{\{g\} \in B} \epsilon_{\alpha,\beta,\gamma,\delta}^{A(ABC)}(g_{1}, g_{2}, g_{3}) g_{1} 1_{A} \rightarrow g_{2} \rightarrow g_{3} \rightarrow g_{4} 1_{D} \rightarrow,
\]
and
\[
\mathbb{I}(((AB)C)D) = \frac{1}{|B||C||D|} \sum_{(g) \in B \times C \times D} \zeta^{\Lambda(ACD)}_{1_A,\tilde{b},1_E} (g_1 |g_2 g_3 g_4) \zeta^{\Lambda(ABC)}_{1_B,\tilde{c}} (g_1, g_2) \zeta^{\Lambda(ABC)}_{1_C,\tilde{d}} (g_1, g_2) \zeta^{\Lambda(ABCE)}_{1_D,\tilde{d}} (g_1, g_2) \times |g_1 \frac{1}{a} b \rangle \otimes |g_2 \frac{b}{c} \rangle \otimes |g_3 \frac{c}{d} \rangle \otimes |g_4 \frac{d}{e} \rangle.
\]

Applying the definition of the algebra product, we then obtain
\[
[(\text{id} \otimes \text{id} \otimes \Delta_D)(\Phi_{ABCE})] \ast [(\Delta_B \otimes \text{id} \otimes \text{id})(\Phi_{ACDE})] = \frac{1}{|B||C||D|} \sum_{(g) \in B \times C \times D} \zeta^{\Lambda(CDE)}_{1_C,b,\tilde{d},1_E} (g_3, g_4) \zeta^{\Lambda(ABC)}_{1_A,b,\tilde{c}} (g_1, g_2) \alpha(g_1, g_2, g_3 g_4) \alpha(g_1, g_2, g_3, d^{-1} g_4) \times |g_1 \frac{1}{a} b \rangle \otimes |g_2 \frac{b}{c} \rangle \otimes |g_3 \frac{c}{d} \rangle \otimes |g_4 \frac{d}{e} \rangle.
\]

and
\[
(\mathbb{I}_{AB} \otimes \Phi_{BCDE}) \ast [(\text{id} \otimes \Delta_C \otimes \text{id})(\Phi_{ABDE})] \ast (\Phi_{ABCD} \otimes \mathbb{I}_{DE}) = \frac{1}{|C|^2} \sum_{(g) \in C} \zeta^{\Lambda(BCD)}_{1_b,\tilde{c},1_D} (g_2, g_3) \alpha(g_2, g_3, g_4) \alpha(g_1, g_2, g_3, d^{-1} g_4) \times |g_1 \frac{1}{a} b \rangle \otimes |g_2 \frac{b}{c} \rangle \otimes |g_3 \frac{c}{d} \rangle \otimes |g_4 \frac{d}{e} \rangle.
\]

It remains to multiply both expression from the right by \(\mathbb{I}(((AB)C)D)\). First, we compute the right-and side of (A.7):

r.h.s.(A.7) = \frac{1}{|B|^2 |C| |D|^2} \sum_{(g) \in B \times C \times D} \zeta^{\Lambda(CDE)}_{1_C,b,\tilde{d},1_E} (g_3, g_4) \zeta^{\Lambda(ABC)}_{1_A,b,\tilde{c}} (g_1, g_2) \alpha(g_1, g_2, g_3, d^{-1} g_4) \times |g_1 \frac{1}{a} b \rangle \otimes |g_2 \frac{b}{c} \rangle \otimes |g_3 \frac{c}{d} \rangle \otimes |g_4 \frac{d}{e} \rangle.

Using the cocycle relations
\[
\vartheta^{\Lambda(AB)}_{g_1}(1_A, 1_A, |b, b\rangle) \vartheta^{\Lambda(BC)}_{g_2}(b, b\rangle |1_C, c\rangle) = \zeta^{\Lambda(AB)}_{1_A,b,c} (g_1, g_2)
\]
and
\[
\vartheta^{\Lambda(CD)}_{g_3}(1_C, c\rangle |b, b\rangle \vartheta^{\Lambda(DE)}_{g_4}(b, b\rangle |1_E, 1_E\rangle) = \zeta^{\Lambda(CD)}_{1_C,b,c} (g_3, g_4)
\]
as well as the quasi-coassociativity conditions
\[
\zeta^{\Lambda(CDE)}_{1_C,b,c} (g_3, g_4) \zeta^{\Lambda(BC)}_{1_B,b} (g_1, g_2, g_3) = \alpha(g_1, g_2, g_3, d^{-1} g_4)
\]
\[
\zeta^{\Lambda(BCD)}_{1_B,b} (g_1, g_2, g_3) = \alpha(g_1, g_2, g_3, d^{-1} g_4)
\]
\[
\frac{\zeta^{\Lambda(CDE)}_{c,b',d,1_E} (g_3, g_4)}{\zeta^{\Lambda(BDE)}_{1_B, b,d,c,1_E} (g_1 g_2, g_3, g_4)} \frac{\zeta^{\Lambda(BCD)}_{1_B, b,c,d} (g_1 g_2, g_3)}{\zeta^{\Lambda(ABC)}_{1_A, b,c} (g_1, g_2)} = \frac{\alpha(g_1 g_2, g_3, g_4)}{\alpha(g_1 g_2, c^{-1} g_3 b^{-1} d^{-1} g_4)}
\]

yields

\[
\text{r.h.s.}(A.7) = \frac{1}{|B||C||D|} \sum_{\{\phi\}_{b,c,d}} \frac{\zeta^{\Lambda(BCD)}_{1_B, b,c,d} (g_2, g_3)}{\zeta^{\Lambda(ABC)}_{1_A, b,c} (g_1, g_2)} \alpha(g_1, g_2, g_3, g_4) \alpha(g_2, g_3, c^{-1} g_3)
\]

Let us repeat the same procedure in order to compute the left-hand side of (A.7):

\[
\text{l.h.s.}(A.7) = \frac{1}{|B||C|^2|D|} \sum_{\{\phi\}_{b,c,d}} \frac{\zeta^{\Lambda(BCD)}_{1_B, b,c,d} (g_2, g_3)}{\zeta^{\Lambda(ABC)}_{1_A, b,c} (g_1, g_2)} \alpha(g_1, g_2, g_3, g_4) \alpha(g_2, g_3, c^{-1} g_3)
\]

Using the cocycle relation

\[
\vartheta^{\Lambda(BC)}_{g_2} (\mathbb{1}_B, b, c', d) \vartheta^{\Lambda(AC)}_{g_1} (c, c', \mathbb{1}_D, d) = \frac{\zeta^{\Lambda(BCD)}_{b,c',d} (g_2, g_3)}{\zeta^{\Lambda(BCD)}_{1_B, b,c,d} (g_2, g_3)} \frac{\zeta^{\Lambda(ABC)}_{1_A, b,c} (g_1, g_2)}{\zeta^{\Lambda(ABC)}_{1_A, b,c} (g_1, g_2)}
\]

as well as the quasi-coassociativity conditions

\[
\frac{\zeta^{\Lambda(BCD)}_{b,c',d} (g_2, c^{-1} g_3)}{\zeta^{\Lambda(ABD)}_{1_A, b,c,d} (g_1, g_2, g_3)} = \frac{\alpha(g_1, g_2, c^{-1} g_3)}{\alpha(g_1 g_2, b^{-1} g_2 c c^{-1} g_3 d)}
\]

and

\[
\frac{\zeta^{\Lambda(BCD)}_{b,c',d} (g_2, g_3)}{\zeta^{\Lambda(ABD)}_{1_A, b,c,d} (g_1, g_2, g_3)} = \frac{\alpha(g_1, g_2, g_3)}{\alpha(g_1 g_2, b^{-1} g_2 c c^{-1} g_3 d)}
\]

yields

\[
\text{l.h.s.}(A.7) = \frac{1}{|B||C||D|} \sum_{\{\phi\}_{b,c,d}} \frac{\zeta^{\Lambda(ABD)}_{1_A, b,c,d} (g_1, g_2, g_3)}{\zeta^{\Lambda(ABC)}_{1_A, c,b,d} (g_1, g_2, g_3)} \alpha(g_1, g_2, g_3, g_4) \alpha(g_2, g_3, c^{-1} g_3)
\]

The equality between l.h.s.(A.7) and r.h.s.(A.7) finally follows from the groupoid 3-cocycle condition \(d^{(3)} \alpha = 1\), hence the pentagon identity.
B Canonical basis for boundary excitations in (2+1)d

In this appendix, we collect the proofs of some properties crucial to the definition of the canonical basis presented in section 5.5.

B.1 Proof of the canonical algebra product (5.52)

Using transformations (5.48) and (5.49), as well as the definition of the $\star$-product, we have

\[
|\rho_{A'B'}| \star |\rho'_{A'B'}|' = \left( \frac{d_{A'B'}d_{A'B'}}{|A||B|} \right)^{1/2} \sum_{g',g' \in G} \sum_{(a,b),(a',b') \in A \times B} \mathcal{D}_{I'J'}^{\rho_{A'B'}}(g' \cdot g_{-a'/b'}) \mathcal{D}_{I'J'}^{\rho'_{A'B'}}(g' \cdot g_{-a'/b'}) |g_{-a'/b'} \rangle \langle g_{-a'/b'}|.
\]

But by linearity of the representation matrices, we have

\[
\delta_{g',a^{-1}gb} \vartheta_{g_{-a'/b'}}(a,a'|b,b') \mathcal{D}_{I'J'}^{\rho_{A'B'}}(g_{-a'/b'}) = \sum_{K} \mathcal{D}_{I''J''}^{\rho_{A'B'}}(g_{-a'/b'}) \mathcal{D}_{I''J''}^{\rho_{A'B'}}(g_{-a'/b'}). \tag{B.1}
\]

Orthogonality of the representation matrices finally yields the desired expression

\[
|\rho_{A'B'}| \star |\rho'_{A'B'}|' = |A|^{1/2} |B|^{1/2} \sum_{\rho_{A'B'}} d_{\rho_{A'B'}} \mathcal{D}_{I'J'}^{\rho_{A'B'}}(g_{-a'/b'}) |\rho_{A'B'}I'J'|. \tag{B.2}
\]

B.2 Ground state projector on the annulus

Let us evaluate the quantity

\[
\frac{1}{|A||B|} \sum_{g \in G} \left( \langle g_{-\tilde{a}/\tilde{b}} | \right) \left( |g_{-\tilde{a}/\tilde{b}} \rangle \langle g_{-\tilde{a}/\tilde{b}} | \right), \tag{B.3}
\]

and confirm that it is equal to $P_{\Delta}$ as defined in (5.60). By direct computation, we have

\[
|g_{-\tilde{a}/\tilde{b}} \rangle \star |\tilde{g}_{-\tilde{b}/\tilde{a}} \rangle = \delta_{\tilde{g},a^{-1}gb} \vartheta_{g_{-a'/b'}}(a,a'|b,b') |g_{-a'/b'} \rangle \tag{B.4}
\]

and

\[
|\tilde{g}_{-\tilde{b}/\tilde{a}} \rangle^{-1} \star |g_{-\tilde{a}/\tilde{b}} \rangle = \delta_{g,\tilde{a}^{-1}g_{-}\tilde{b}^{-1}} \vartheta_{g_{-a'/b'}}(\tilde{a}^{-1}-1,\tilde{a}^{-1}|\tilde{b}^{-1},\tilde{b}^{-1}) |\tilde{a}^{-1\tilde{a}}_{\tilde{b}^{-1}\tilde{b}} \rangle \tag{B.5}
\]
so that
\[
\frac{1}{|\bar{g}^{-1/2}|} |\bar{g}^{-1/2}g\bar{a}\bar{b}| = \frac{\delta_{\bar{a}, a} \delta_{\bar{b}, b} - 1}{\bar{g}^{AB}(\bar{a}, \bar{a}^{-1} \bar{b}, \bar{b})} |\bar{a}^{-1}g\bar{b}|.
\]

Using the groupoid cocycle condition \(\varphi^{(2)}\) \(\varphi^{AB}(\bar{a}, \bar{a}^{-1}, \bar{a} \bar{b}, \bar{b})\) and performing the summations finally yield the desired result.

### B.3 Proof of the diagonalisation property (5.71)

Given the action of the Hamiltonian projector (5.69) on \(Y_\triangle\), we show that the basis states defined as
\[
|\rho_{AB}I_{AB}, \rho_{BC}I_{BC}, \rho_{AC}I_{AC}\rangle_{Y_\triangle} := \sum_{g_i, g_2 \in G} \sum_{a, a' \in A} \sum_{b, b' \in B} \sum_{c, c' \in C} D_{j_{AB}I_{AB}}^{\rho_{AB}I_{AB}}(|g_1 a\rangle) D_{j_{BC}I_{BC}}^{\rho_{BC}I_{BC}}(|g_2 b\rangle) |\rho_{AC}I_{AC}\rangle_{I_{AC}} |a' g_2 c_{-1} a_{-1} c_{-1}\rangle_{Y_\triangle}
\]

satisfy the relation
\[
F_{Y_\triangle} (|\rho_{AB}I_{AB}, \rho_{BC}I_{BC}, \rho_{AC}I_{AC}\rangle_{Y_\triangle}) = |\rho_{AB}I_{AB}, \rho_{BC}I_{BC}, \rho_{AC}I_{AC}\rangle_{Y_\triangle}.
\]

By direct computation, we have
\[
F_{Y_\triangle} (|\rho_{AB}I_{AB}, \rho_{BC}I_{BC}, \rho_{AC}I_{AC}\rangle_{Y_\triangle}) = \sum_{g_i, g_2 \in G} \sum_{a, a' \in A} \sum_{b, b' \in B} \sum_{c, c' \in C} D_{j_{AB}I_{AB}}^{\rho_{AB}I_{AB}}(|g_1 a\rangle) D_{j_{BC}I_{BC}}^{\rho_{BC}I_{BC}}(|g_2 b\rangle) |\rho_{AC}I_{AC}\rangle_{I_{AC}} |a' g_2 c_{-1} a_{-1} c_{-1}\rangle_{Y_\triangle}
\]

Using the invariance property (5.30) of the Clebsch-Gordan series, we can rewrite the previous quantity as
\[
F_{Y_\triangle} (|\rho_{AB}I_{AB}, \rho_{BC}I_{BC}, \rho_{AC}I_{AC}\rangle_{Y_\triangle}) = \sum_{g_i, g_2 \in G} \sum_{a, a' \in A} \sum_{b, b' \in B} \sum_{c, c' \in C} D_{j_{AB}I_{AB}}^{\rho_{AB}I_{AB}}(|a^{-1} g_1 b' a^{-1} a\rangle) D_{j_{BC}I_{BC}}^{\rho_{BC}I_{BC}}(|b' a^{-1} a\rangle) |\rho_{AC}I_{AC}\rangle_{I_{AC}} |a' g_2 c_{-1} a_{-1} c_{-1}\rangle_{Y_\triangle}.
\]
Let us now use the fact that
\[
\zeta_{\tilde{a}, \tilde{b}, \tilde{c}}^{ABC}(g_1, g_2) = \zeta_{\tilde{a}, \tilde{b}, \tilde{c}}^{ABC}(a, b, c)^{-1} \phi^{AB}_{g_1}(\tilde{a}, \tilde{b}, \tilde{c}) \phi^{BC}_{g_2}(b, c, \tilde{c})
\]
as well as the groupoid cocycle conditions
\[
d(2) \phi^{AB}_{g_1}(\tilde{a}, \tilde{b}, \tilde{c}) \phi^{BC}_{g_2}(\tilde{b}, \tilde{c}, \tilde{c}) = 1 \quad \text{and} \quad d(2) \phi^{BC}_{g_2}(\tilde{b}, \tilde{c}, \tilde{c}) = 1
\]
in order to rewrite
\[
\phi^{AB}_{g_1}(\tilde{a}, \tilde{b}, \tilde{c}) \phi^{BC}_{g_2}(\tilde{b}, \tilde{c}, \tilde{c}) \zeta_{\tilde{a}, \tilde{b}, \tilde{c}}^{ABC}(g_1, g_2) = \phi^{AB}_{a^{-1}g_1}(\tilde{a}, \tilde{b}, \tilde{c}) \phi^{BC}_{g_2}(\tilde{b}, \tilde{c}, \tilde{c}) \zeta_{\tilde{a}, \tilde{b}, \tilde{c}}^{ABC}(g_1, g_2)
\]
Performing a simple relabelling of summation variables, we then obtain
\[
\delta_Y^\Delta(\rho_{AB}I_{AB}, \rho_{BC}I_{BC}, \rho_{AC}I_{AC}) = \frac{1}{|A||B|^2|C|} \sum_{\{g \in G\}} \sum_{\{J\}} \frac{D^{PAB}_{J_{AB}I_{AB}}(|g_1\tilde{b}^{-1}\tilde{b}' \xrightarrow{a^{-1}} \tilde{b}'|g_2\tilde{b}^{-1}\tilde{b}' \xrightarrow{\tilde{b}'^{-1}} \tilde{b}^{-1}\tilde{b}'|c, \tilde{c})}{D^{PBC}_{J_{BC}I_{BC}}(|\tilde{b}'^{-1}\tilde{b}'|g_2\tilde{b}^{-1}\tilde{b}' \xrightarrow{\tilde{b}'^{-1}} \tilde{b}^{-1}\tilde{b}'|c, \tilde{c})} \times \frac{\rho_{AB}^{PBC} |\rho_{AC}^{PAC} |\rho_{AC}^{PAC}}{D^{I_{AC}J_{I_{AC}}}_{I_{AC}J_{AC}}(|g_3\tilde{a}^{-1} \xrightarrow{\tilde{a}^{-1}} \tilde{a}^{-1} \xrightarrow{\tilde{a}^{-1}} \tilde{a}^{-1}|c)}
\]
Moreover, let us notice that (5.30) induces
\[
\delta_1 \sum_{\{J\}} \frac{D^{PAB}_{J_{AB}I_{AB}}(|g_1\tilde{b}^{-1}\tilde{b}' \xrightarrow{a^{-1}} \tilde{b}'|g_2\tilde{b}^{-1}\tilde{b}' \xrightarrow{\tilde{b}'^{-1}} \tilde{b}^{-1}\tilde{b}'|c, \tilde{c})}{D^{PBC}_{J_{BC}I_{BC}}(|\tilde{b}'^{-1}\tilde{b}'|g_2\tilde{b}^{-1}\tilde{b}' \xrightarrow{\tilde{b}'^{-1}} \tilde{b}^{-1}\tilde{b}'|c, \tilde{c})} \times \frac{\rho_{AB}^{PBC} |\rho_{AC}^{PAC} |\rho_{AC}^{PAC}}{D^{I_{AC}J_{I_{AC}}}_{I_{AC}J_{AC}}(|g_3\tilde{a}^{-1} \xrightarrow{\tilde{a}^{-1}} \tilde{a}^{-1} \xrightarrow{\tilde{a}^{-1}} \tilde{a}^{-1}|c)}
\]
A final relabelling of summation variables yields the desired result.
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