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Abstract: In this paper we consider a genuinely hydrodynamic approach for the one dimensional quantum hydrodynamics system. In the recent years, the global existence of weak solutions with large data has been obtained in Antonelli and Marcati (Commun Math Phys 287(2):657–686, 2009; Arch Ration Mech Anal 203:499–527, 2012), in several space dimensions, by using the connection between the hydrodynamic variables and the Schrödinger wave function. One of the main purposes of the present paper is to overturn this point of view, avoiding the need to postulate the a priori existence of a wave function that generates the hydrodynamic data. In a first result, we are able to demonstrate the existence of finite energy weak solutions with large data. Next we introduce a functional based on a new notion of generalized chemical potential, that allows us to prove the existence of more regular weak solutions under the assumption that the initial data have a finite generalized chemical potential and that the energy density is continuous on the boundaries of the vacuum set. These solutions enjoy an appropriate entropy inequality. We then obtain dispersive estimates for which the mass densities vanish and the speed formally tends to a rarefaction wave with a mechanism reminiscent of the Landau Damping. We are also able to show, by using genuinely hydrodynamic arguments, that for finite energy and finite mass weak solutions Morawetz-type estimates hold and therefore by means of these estimates, in the case of solutions that have bounded generalized chemical potential and satisfies the entropy inequality, we get additional regularity. By virtue of these properties it is possible to obtain a result of strong stability in the energy norm, in the class of solutions with finite mass, finite energy and bounded generalized chemical potential. Moreover we also analyze the possibility of extending the generalized chemical potential and a Radon measure that, in the atomic parts, takes into account the potential differences on the phase boundaries.
1. Introduction

This paper is concerned with the one dimensional quantum hydrodynamics (QHD) system
\[
\begin{align*}
\partial_t \rho + \partial_x J &= 0 \\
\partial_t J + \partial_x \left( \frac{J^2}{\rho} \right) + \partial_x p(\rho) &= \frac{1}{2} \rho \partial_x \left( \frac{\partial^2 \sqrt{\rho}}{\sqrt{\rho}} \right).
\end{align*}
\tag{1.1}
\]

The unknowns \( \rho \) and \( J \) in (1.1) represent the mass and momentum densities of the fluid, respectively. \( p(\rho) = \gamma - 1 \gamma \rho^\gamma \) is the pressure term, which for convenience we assume to satisfy a \( \gamma \)-law with \( 1 < \gamma < \infty \), although a more general pressure law can be taken into consideration. Contrarily to classical compressible fluids, here we do not need to assume convexity of the internal energy, see the Remark 27 below. The term on the right hand side of the equation for the momentum density is a third order tensor which represents a quantum effective potential and takes into account the quantum effects in the fluid. At the mathematical level, this term induces non negligible dispersive phenomena that change substantially the analysis with respect to classical newtonian fluids. This system is used in physics to describe a compressible, inviscid fluid where quantum effects appear at a macroscopic scale and thus they need to be taken into account also in the hydrodynamical description. It is for instance the case when studying phenomena in superfluidity [43], Bose–Einstein condensation [56] or in the modeling of semiconductor devices at nanoscales [25].

In this paper we study the existence of weak solutions to (1.1) in the energy space. Furthermore, we also show the stability of weak solutions in a regularity class determined by the introduction of a novel functional, see (1.6) below. In particular our stability result is given for arbitrarily large solutions, which are not required to be small perturbations of constant solutions. To our knowledge, this is the first result of this kind in such a class of solutions. In order to achieve the aforementioned result we will also present some a priori estimates which can also be analysed in different contexts, e.g. for general multidimensional Euler–Korteweg systems, see (4.21) below.

The energy associated to (1.1), formally conserved along the flow of solutions, reads
\[
E(t) = \int_R \left( \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{J^2}{2\rho} + f(\rho) \right) dx,
\tag{1.2}
\]
where the internal energy \( f(\rho) \) is related to the pressure term by the relation \( f(\rho) = \rho \int_0^\rho \frac{p(s)}{s^2} ds \).

The natural bounds given by (1.2) imply that the only available control for the velocity field \( v \) defined by \( J = \rho v \) is in \( L^2 \) with respect to the measure \( \rho \, dx \). In particular, there is no control of the velocity field in the vacuum region. For this reason, it turns out that, in order to deal with finite energy weak solutions to (1.1), it is more convenient to consider the unknowns \( (\sqrt{\rho}, \Lambda) \), which define the hydrodynamic observables by \( \rho = (\sqrt{\rho})^2 \), \( J = \sqrt{\rho} \Lambda \), see the Definitions 8 and 9 below for more details. More precisely, we will often refer to \( (\sqrt{\rho}, \Lambda) \) as the hydrodynamic state variables of the system, while we will refer to the pair \( (\rho, J) \) as the usual macroscopic hydrodynamic variables, which solve the system (1.1).

The system (1.1) enjoys an interesting analogy with nonlinear Schrödinger equations, established through the Madelung transformations [51]. Namely, given a wave function
it is possible to associate to it a set of hydrodynamical variables. This analogy was rigorously set up and exploited in [2,3] in order to prove the global existence of finite energy weak solutions to (1.1) without any smallness or regularity assumptions. In particular, in [2,3] the authors develop a polar factorization technique which overcome the difficulty of defining the velocity field in the vacuum region and allows to define the quantities \((\sqrt{\rho}, \Lambda)\) almost everywhere.

The first result in our paper shows that in the one dimensional case it is in fact possible to do also the opposite, namely given a set of finite energy hydrodynamical quantities \((\sqrt{\rho}, \Lambda)\) such that \(\Lambda\) vanishes in the vacuum region, it is possible to define an associated wave function. Roughly speaking, if one thinks at the Madelung transform as a map from the space of (finite energy) wave functions to the space of (finite energy) hydrodynamic quantities, then we show that in 1D under some reasonable assumptions it is possible to invert this map. Moreover, we will show that it is possible to draw this analogy also in the framework of \(H^2\) wave functions, by defining suitable hydrodynamic quantities, see Proposition 24 in Sect. 3. Our arguments cannot be easily generalized to the higher dimensional case, as there one should need more structural assumptions on the hydrodynamical quantities, such as the generalized irrotationality condition (see Definition 1 in [2] and subsequent Remark). By inverting the Madelung trasfrom it is then possible to show that, given a set of finite energy initial data \((\sqrt{\rho_0}, \Lambda_0)\) such that \(\Lambda_0\) vanishes on the vacuum region \(\{\sqrt{\rho_0} = 0\}\), there exists a global in time finite energy weak solution to the QHD system (1.1) in one space dimension. In contrast with the results in [2,3], here we do not require the initial data to be Schrödinger-generated. As it will be clear in Sect. 3, in order to construct a weak solution we will anyway exploit the analogy with the Schrödinger dynamics, but no assumptions of this type need to be made on the initial data.

The second main problem addressed in this paper regards the stability of weak solutions. More precisely, we identify a class of weak solutions to (1.1) enjoying a compactness property, namely for every sequence of weak solutions which satisfies suitable uniform bounds, it is possible to extract a subsequence converging to a weak solution. As previously said, to our knowledge this is the first stability result for system (1.1) dealing with large, rough solutions. If we restrict our analysis to Schrödinger-generated solutions, then by the polar factorization we could exploit a wide class of smoothing estimates available for nonlinear Schrödinger evolutions (e.g. Strichartz and Kato type estimates) in order to prove compactness of sequences of such solutions. On the other hand, under some regularity assumptions and by assuming the positivity of the mass density, it could be possible to apply relative entropy methods [27,28] or classical energy methods [42,46] to study the stability of solutions. However for arbitrary solutions to (1.1) fewer estimates are available. In our paper we first provide a class of dispersive estimates yielding some information about the asymptotic behavior of solutions. As it will be also remarked later, such estimates hold true also for the multi dimensional case and even for the more general class of Euler–Korteweg systems.

Moreover, we introduce a novel functional, see (1.6) below that is (formally) uniformly bounded along the flow determined by (1.1). The set of states for which the functional is finite, will determine the class of solutions for which we are able to prove our stability result.

To define the new functional, we start by considering the following chemical potential

\[
\mu = -\frac{1}{2} \frac{\partial^2 \sqrt{\rho}}{\sqrt{\rho}} + \frac{1}{2} v^2 + f'(\rho). \tag{1.3}
\]
Formally it is possible to interpret $\mu$ as the first variation of the total energy functional with respect to the mass density \[27\],

$$\mu = \frac{\delta E}{\delta \rho}.$$  

As we will see later, the chemical potential $\mu$ cannot be used to carry out a satisfactory mathematical analysis in the framework of weak solutions to (2.7). For this reason it will be more convenient to consider

$$\xi := \rho \mu = -\frac{1}{4} \partial_x^2 \rho + \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + \rho f'(\rho).$$  

The functional we are going to define below in fact gives a control on the quantity $\xi^2 \rho$ for this reason we are led to introduce a “generalized chemical potential” $\lambda \in L^2(\mathbb{R})$, see also the Definition 12 below, which formally equals $\lambda = \sqrt{\rho} \mu$ and is implicitly defined by

$$\sqrt{\rho} \lambda = -\frac{1}{4} \partial_x^2 \rho + e + p(\rho), \quad (1.4)$$

where

$$e = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho) \quad (1.5)$$

is the total energy density. A more rigorous definition of $\lambda$ will be given in Sect. 7, see Proposition 43 therein. The functional we consider in our study thus reads

$$I(t) = \int \lambda^2 + (\partial_t \sqrt{\rho})^2 \, dx. \quad (1.6)$$

In this way we see that the finiteness of the functional $I(t)$ formally implies that the chemical potential is square integrable with respect to the quantum probability measure, namely $\mu \in L^2(\rho \, dx)$. However we stress again that the only object that is rigorously defined is $\lambda$, see Sect. 7 for more details.

Let us remark that for Schrödinger-generated hydrodynamical momenta, say $\rho = |\psi|^2$ and $J = \text{Im}(\bar{\psi} \partial_x \psi)$, the functional (1.6) actually equals

$$I(t) = \int |\partial_t \psi|^2 \, dx.$$  

Thus for NLS evolutions, we could think of the functional as providing a $H^2$ control for the wave function.

The quantities $\lambda$ and $\partial_t \sqrt{\rho}$ formally allow to write the evolution equation for the energy density (1.5) in the case of smooth solutions, i.e.

$$\partial_t e + \partial_x (\Lambda \lambda - \partial_t \sqrt{\rho} \partial_x \sqrt{\rho}) = 0. \quad (1.7)$$

In Sect. 5 we will show that, by assuming that the following weak entropy inequality

$$\partial_t e + \partial_x (\Lambda \lambda - \partial_t \sqrt{\rho} \partial_x \sqrt{\rho}) \leq 0 \quad (1.8)$$

holds in the distributional sense, it is possible to infer a Morawetz type estimate which will yield an improved space-time control in $L^2$ for the energy density $e$, see Proposition
Combining this bound together with the ones given by (1.2) and (1.6) it is then possible to infer a compactness result for weak solutions to (1.1).

We can now present the main results of this paper. First of all we are going to provide a global existence result for finite energy initial data, which exploits the wave function lifting. This allows us to remove the assumption on the initial data to be consistent with a wave function, which was needed in [2,3].

**Theorem 1** (Global Existence of finite energy weak solutions). Let us consider a pair of finite energy initial data $(\sqrt{\rho_0}, \Lambda_0)$,

$$\|\sqrt{\rho_0}\|_{H^1} + \|\Lambda_0\|_{L^2} \leq M_1$$

(1.9)

and let us further assume that $\Lambda_0 = 0$ a.e. on the set $\{\rho_0 = 0\}$. Then there exists a global in time finite energy weak solution to the Cauchy problem (1.1) which conserves the total energy for all times, $E(t) = E(0)$. In particular we have

$$\|\sqrt{\rho}\|_{L^\infty(0,T;H^1(\mathbb{R}))} + \|\Lambda\|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq M_1.$$  

(1.10)

Furthermore, we are able to construct a family of more regular weak solutions. As we will see, the result we establish is not given in terms of the Sobolev regularity for $(\sqrt{\rho}, \Lambda)$ but rather in terms of the quantities involved in the analysis of the functional (1.6).

Next Theorem deals with the global existence of weak solutions for initial data determined by GCP states (see the Definition 13) with continuous energy density.

**Theorem 2** (Global existence of regular weak solutions). Let us consider a pair of finite energy initial data $(\sqrt{\rho_0}, \Lambda_0)$ satisfying the same hypotheses of Theorem 1 and let us further assume:

- $\partial_x^2 \rho_0 \in L^1_{loc}(\mathbb{R})$, $\partial_x J_0 \in L^1_{loc}(\mathbb{R})$;
- the initial energy density $e_0 := \frac{1}{2}(\partial_x \sqrt{\rho_0})^2 + \frac{1}{2} \Lambda_0^2 + f(\rho_0)$ is continuous;
- the initial data satisfy the bounds

$$\|\frac{\Lambda_0^2}{\sqrt{\rho_0}} - \partial_x^2 \sqrt{\rho_0} \mathbf{1}_{\{\rho_0 > 0\}}\|_{L^2} + \|\frac{\partial_x J_0}{\sqrt{\rho_0}} \mathbf{1}_{\{\rho_0 > 0\}}\|_{L^2} \leq M_2.$$  

(1.11)

Then the solution to (1.1) constructed in Theorem 1 further enjoys the following properties:

- there exists a measurable function $\lambda$ satisfying the identity (1.4) a.e. $(t, x) \in \mathbb{R}^2$, such that for any $0 < T < \infty$, 

$$\|\partial_t \sqrt{\rho}\|_{L^\infty(0,T;L^2(\mathbb{R}))} + \|\lambda\|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq C(T, M_1, M_2);$$

(1.12)

- for any $0 < T < \infty$ we have

$$\|\rho\|_{L^\infty(0,T;H^2(\mathbb{R}))} + \|J\|_{L^\infty(0,T;H^1(\mathbb{R}))} + \|\sqrt{\rho} e\|_{L^\infty(0,T;H^1(\mathbb{R}))} \leq C(T, M_1, M_2),$$

(1.13)

where $e$ is the energy density defined in (1.5);
- the solution satisfies the entropy identity (1.7) in the sense of distributions.
Remark 3. The extra assumptions appearing in Theorem 2 allow us to exploit the wave function lifting for $H^2$ wave functions, see Proposition 24. As we will see later, those assumptions, and in particular (1.11), will be necessary to define the functional in (1.6), which turns out to be uniformly bounded on compact time intervals for the solutions constructed in Theorem 2. Conversely, it is also possible to show that the estimates given in (1.12) imply

$$\| \sqrt{\rho} \Lambda_n \|_{L^\infty_t L^2_x} + \| \sqrt{\rho} J_n \|_{L^\infty_t L^2_x} \leq C(T, M_1, M_2).$$

The two Theorems above show the existence of global in time weak solutions to (1.1). However no uniqueness is provided here and in general such result does not hold true, see [23] and [52]. On the other hand, we are able to prove a stability result. More precisely we prove that the class of weak solutions satisfying the uniform bounds given by the energy and the functional in (1.6) enjoys a compactness property. In particular the weak solutions constructed in Theorem 2 belong to such class. Let us remark however that our result below holds for a general class of solutions, not necessarily those one constructed in Theorem 2.

Theorem 4 (Stability). Let $0 < T < \infty$ and let $\{(\rho_n, J_n)\}_{n \geq 1}$ be a sequence of finite energy weak solutions to (1.1) such that

- for any $n \in \mathbb{N}$ there exists $\lambda_n \in L^\infty(0, T; L^2(\mathbb{R}))$ satisfying the identity
  $$\sqrt{\rho_n} \lambda_n = -\frac{1}{4} \partial_x^2 \rho_n + e_n + p(\rho_n),$$
  where the energy density $e_n$ is given by
  $$e_n = \frac{1}{2} (\partial_x \sqrt{\rho_n})^2 + \frac{1}{2} \Lambda_n^2 + f(\rho_n);$$

- the following uniform bounds hold
  $$\| \sqrt{\rho_n} \|_{L^\infty_t(0, T; H^1(\mathbb{R}))} + \| \Lambda_n \|_{L^\infty_t(0, T; L^2(\mathbb{R}))} \leq M_1, \quad (1.15)$$
  $$\| \partial_t \sqrt{\rho_n} \|_{L^\infty_t(0, T; L^2(\mathbb{R}))} + \| \lambda_n \|_{L^\infty_t(0, T; L^2(\mathbb{R}))} \leq C(T, M_1, M_2), \quad (1.16)$$

Moreover, let us also assume one among the following conditions hold:

1. for almost every $t \in [0, T]$, $\rho_n(t, \cdot) > 0$;
2. for almost every $t \in [0, T]$, $e_n(t, \cdot)$ is continuous;
3. $(\rho_n, J_n)$ satisfies the weak entropy inequality
   $$\partial_t e_n + \partial_x (\Lambda_n \lambda_n - \partial_t \sqrt{\rho_n} \partial_x \sqrt{\rho_n}) \leq 0,$$
   in the sense of distributions.

Then, up to subsequences, we have

$$\sqrt{\rho_n} \rightarrow \sqrt{\rho} \quad \text{in } L^2(0, T; H^1_{1, \text{loc}}(\mathbb{R})),$$
$$\Lambda_n \rightarrow \Lambda \quad \text{in } L^2(0, T; L^2_{1, \text{loc}}(\mathbb{R})),$$

and $(\rho, J) = ((\sqrt{\rho})^2, \sqrt{\rho} \Lambda)$ is a finite energy weak solution to (2.7).
The QHD system, together with similar evolutionary PDE models, is widely studied in the mathematical literature. Previous results can be found in [26, 35, 36, 40, 42, 46]. System (1.1) is also intimately related to the class of Euler–Korteweg fluids [12], encoding capillary effects in the description; local and global analysis of small, regular perturbations of constant states are discussed in [9, 13]. The method of convex integration can be applied also to Euler–Korteweg system in order to show the existence of infinitely many solutions emanating from the same initial data [23], see also [52] where a non-uniqueness result for system (1.1) is given by adopting a different strategy, related to the underlying wave function dynamics. Recently also a class of viscous quantum fluid dynamical systems was considered. Such models can be derived from the Wigner–Fokker–Planck equation [41], see also the review [38]. The analysis of finite energy weak solutions for the quantum Navier–Stokes system was done in [7, 8, 39], see also [45, 47] where similar arguments are used to study the compressible Navier–Stokes system with degenerate viscosity.

The contents of this paper is structured as follows: in Sect. 3 we will prove the wave function lifting of a pair of hydrodynamical data \((\sqrt{\rho}, \Lambda)\) under some general assumptions. As a consequence, this will yield a global existence result. In Sect. 4 we interpret the dispersive property and some a priori estimates on finite energy weak solutions to system (1.1). In Sect. 5 we provide some additional estimates for solutions with bounded generalized chemical potential and finally we show the stability of solutions in Sect. 6. We conclude our paper with Section 7, where we provide a more detailed discussion on the function \(\lambda\).

2. Notations and Preliminaries

In this section we fix the notation that will be used through this paper.

We use the standard notation for Lebesgue and Sobolev norms

\[
||f||_{L^p_x} := \left( \int_{\mathbb{R}} |f(x)|^p dx \right)^{\frac{1}{p}},
\]

\[
||f||_{W^{k,p}_x} := \sum_{j=0}^{k} ||\partial^j_x f||_{L^p_x},
\]

and let \(H^k_x := H^k(\mathbb{R})\) denote the Sobolev space \(W^{k,2}(\mathbb{R})\). The mixed Lebesgue norm of functions \(f: I \to L^q_t(L^r_x)\) is defined as

\[
||f||_{L^q_t L^r_x} := \left( \int_I ||f(t)||^q_{L^r_x} dt \right)^{\frac{1}{q}} = \left( \int_I \left( \int_{\mathbb{R}} |f(x)|^r dx \right)^{\frac{q}{r}} dt \right)^{\frac{1}{q}},
\]

where \(I \subset [0, \infty)\) is a time interval. Similarly the mixed Sobolev norm \(L^q_t W^{k,r}_x\) is defined. We use \(C\) to denote the generic constant appearing in this paper, which may be written in the form \(C(X)\) to indicate its dependence on the quantity \(X\) and may change from line to line.

We recall here some basic properties of the following one-dimensional nonlinear Schrödinger equation

\[
\begin{aligned}
i \partial_t \psi &= -\frac{1}{2} \partial^2_x \psi + |\psi|^{2(\gamma-1)} \psi \\
\psi(0) &= \psi_0,
\end{aligned}
\]  

(2.1)
with $\gamma \in (1, \infty)$.

The reader can find more details and the proofs of the statements of the following
Theorem in the comprehensive monographs [14,49,63].

**Theorem 5.** Let $\psi_0 \in H^1(\mathbb{R})$ then there exists a unique global solution $\psi \in C(\mathbb{R}; H^1(\mathbb{R}))$
to (2.1) such that the total mass and energy are conserved at all times, i.e.

$$M(t) = \int_{\mathbb{R}} |\psi(t,x)|^2 \, dx = M(0)$$

$$E(t) = \int_{\mathbb{R}} \frac{1}{2} |\partial_x \psi|^2 + \frac{1}{\gamma} |\psi|^{2\gamma} \, dx = E(0).$$

If moreover $\psi_0 \in H^2(\mathbb{R})$, then we also have $\psi \in C(\mathbb{R}; H^2(\mathbb{R})) \cap C^1(\mathbb{R}; L^2(\mathbb{R}))$ and
for any $0 < T < \infty$

$$\|\psi\|_{L^\infty(0,T; H^2(\mathbb{R}))} + \|\partial_t \psi\|_{L^\infty(0,T; L^2(\mathbb{R}))} \leq C(T, \|\psi_0\|_{H^2(\mathbb{R})}).$$

Next we are going to recall the polar factorization technique developed in [2,3],
see also the reviews [4,5]. This method allows to define the hydrodynamic quantities
$(\sqrt{\rho}, \Lambda)$ and sets up a correspondence between the wave function dynamics and the
hydrodynamical system. The main advantage of this approach with respect to the usual
WKB method for instance is that vacuum regions are allowed in the theory. Here we only
give a brief introduction and state the results we will exploit later, for a more detailed
presentation and for a proof of the statements in Lemma 6 below we address to Section 3
in [1].

Given any function $\psi \in H^1(\Omega)$, where $\Omega \subset \mathbb{R}$ is an open set, we can define the set
of polar factors as

$$P(\psi) := \{ \phi \in L^\infty(\Omega); \|\phi\|_{L^\infty} \leq 1, \sqrt{\rho} \phi = \psi \text{ a.e.} \},$$

where $\sqrt{\rho} := |\psi|$. In general this set can contain more than one element, due to the
possible appearance of vacuum regions. Nevertheless, as it will be shown in the next
Lemma, the hydrodynamical quantities $(\sqrt{\rho}, \Lambda)$ are well defined and they furthermore
enjoy suitable stability properties.

**Lemma 6 (Polar factorization [2,3]).** Let $\psi \in H^1(\Omega)$ and $\sqrt{\rho} := |\psi|$, and let $\phi \in P(\psi)$. Then we have $\partial_x \sqrt{\rho} = Re(\bar{\phi} \partial_x \psi) \in L^2(\Omega)$ and if we set $\Lambda := Im(\bar{\phi} \partial_x \psi)$, we have

$$|\partial_x \psi|^2 = (\partial_x \sqrt{\rho})^2 + \Lambda^2, \quad \text{a.e. } x \in \Omega.$$  

Moreover if $\{\psi_n\} \subset H^1(\Omega)$ satisfies $\|\psi_n - \psi\|_{H^1(\Omega)} \to 0$ as $n \to \infty$, then we have

$$\partial_x \sqrt{\rho_n} \to \partial_x \sqrt{\rho}, \quad \Lambda_n \to \Lambda, \quad \text{in } L^2,$$

with $\sqrt{\rho_n} := |\psi_n|$, $\Lambda_n := Im(\bar{\phi}_n \partial_x \psi_n)$, $\phi_n$ being a unitary factor for $\psi_n$.

We stress here the fact that $\Lambda = Im(\bar{\phi} \partial_x \psi)$ is well-defined even if $\phi$ is not uniquely
determined, this is a consequence of Theorem 6.19 in [48], which we will state below
as it will be thoroughly used in our exposition.
Lemma 7. Let \( g : \Omega \to \mathbb{R} \) be in \( H^1(\Omega) \), and
\[
B = g^{-1}(\{0\}) = \{ x \in \Omega : g(x) = 0 \}.
\]
Then \( \nabla g(x) = 0 \) for almost every \( x \in B \).

This is in fact true in any space dimensions, but in the 1-D case it trivializes. Since we consider finite energy solutions in one-dimensional space, Sobolev embedding implies that \( \psi(t, x) \) is continuous, and \( f^{-1}(\{0\}) = \Omega_0 \) is a closed set in \( \mathbb{R} \), which means it is a countable disjoint union of closed intervals and points. It is straightforward to see that \( \{ x \in \Omega_0 : \partial_x \psi(x) \neq 0 \} \subset \partial \Omega_0 \), and in the 1-dimensional case \( \partial \Omega_0 \) is countable, so the conclusion of Lemma 7 is naturally true.

By combining the well-posedness result for the NLS equation (2.1) stated in Theorem 5 and the polar factorization method recalled in Lemma 6 we can prove an existence result for finite energy weak solutions to (1.1), see Proposition 11 below. This result is the one-dimensional analogue of some of the results proved in [2,3] for the two and three dimensional cases, see also the review [1].

Before stating the results let us first recall a useful identity regarding the nonlinear dispersive term on the right hand side of the equation for the momentum density in (1.1), namely it can also be written as
\[
\frac{1}{2} \rho \partial_x \left( \frac{\partial^2 \sqrt{\rho}}{\sqrt{\rho}} \right) = \frac{1}{4} \partial_x^3 \rho - \partial_x [(\partial_x \sqrt{\rho})^2].
\] (2.6)

By using identity (2.6), system (1.1) then becomes
\[
\begin{cases}
\partial_t \rho + \partial_x J = 0 \\
\partial_t J + \partial_x [\Lambda^2 + p(\rho) + (\partial_x \sqrt{\rho})^2] = \frac{1}{4} \partial_x^3 \rho.
\end{cases}
\] (2.7)

We can now give the definition of finite energy weak solutions.

**Definition 8. (Weak solutions)** Let \( \rho_0, J_0 \in L^1_{loc}(\mathbb{R}) \), we say the pair \( (\rho, J) \) is a weak solution to the Cauchy problem for (1.1) with initial data \( \rho(0) = \rho_0, J(0) = J_0 \), in the space-time slab \( [0, T) \times \mathbb{R} \) if there exist two locally integrable functions \( \sqrt{\rho} \in L^2_{loc}(0, T; H^1_{loc}(\mathbb{R})), \Lambda \in L^2_{loc}(0, T; L^2_{loc}(\mathbb{R})) \) such that

(i) \( \rho := (\sqrt{\rho})^2, J := \sqrt{\rho} \Lambda; \)

(ii) for any \( \eta \in C_0^\infty([0, T) \times \mathbb{R}) \),
\[
\int_0^T \int_\mathbb{R} \rho \partial_t \eta + \int_\mathbb{R} J \partial_x \eta \, dx \, dt + \int_\mathbb{R} \rho_0(x) \eta(0, x) \, dx = 0;
\] (2.8)

(iii) for any \( \xi \in C_0^\infty([0, T) \times \mathbb{R}) \),
\[
\int_0^T \int_\mathbb{R} J \partial_t \xi + (\Lambda^2 + p(\rho) + (\partial_x \sqrt{\rho})^2) \partial_x \xi - \frac{1}{4} \rho \partial_x^3 \xi \, dx \, dt + \int_\mathbb{R} J_0(x) \xi(0, x) \, dx = 0.
\] (2.9)

We say \( (\rho, J) \) is a global in time weak solution if we can take \( T = \infty \) in the above definition.
Definition 9 (Finite mass and finite energy weak solutions). Let \((\rho, J)\) be a weak solution to the QHD system (1.1) as in the Definition 8. Let \(M(t)\) be the total mass of \((\rho, J)\),

\[
M(t) = \int \rho(t, x) \, dx,
\]

and \(E(t)\) be the total energy denoted by

\[
E(t) = \int \frac{1}{2} |A|^2 + \frac{1}{2} |\partial_x \sqrt{\rho}|^2 + f(\rho) \, dx.
\]

We say \((\rho, J)\) is a finite mass weak solution, if for almost every \(t \in [0, T)\) we have \(M(t) \leq M(0)\). Analogously, \((\rho, J)\) is called a finite energy weak solution if for almost every \(t \in [0, T)\), we have \(E(t) \leq E(0)\).

Remark 10. Let \((\rho, J)\) be a weak solution with finite initial mass, i.e. \(M(0) < \infty\), then it is straightforward to see that the total mass \(M(t)\) is conserved for almost every time, see for example Theorem 1.3.4 in [22]. A similar argument can also be applied to the total momentum

\[
P(t) = \int J(t, x) \, dx,
\]

which is conserved for weak solutions with finite mass and finite energy.

In our paper we will always consider weak solutions with finite mass and energy. Moreover, in order to simplify the exposition, we will always write finite energy weak solutions to mean weak solutions with both finite energy and mass.

For initial data generated by wave functions, the existence of finite energy weak solutions was proved in [2,3]. Here we state the analogous result for the one dimensional QHD system, which is completely similar to its higher dimensional counterpart. For this reason we address the interested reader to [2,3], see also Theorem 4.2. in [1].

Proposition 11. Let \((\rho_0, J_0)\) be such that \(\rho_0 = |\psi_0|^2\) and \(J_0 = \text{Im}(\bar{\psi}_0 \partial_x \psi_0)\), for some \(\psi_0 \in H^1(\mathbb{R})\). Then there exists a global in time finite energy weak solution to (2.7) such that \(\sqrt{\rho} \in L^\infty(\mathbb{R}; H^1(\mathbb{R}))\), \(\Lambda \in L^\infty(\mathbb{R}; L^2(\mathbb{R}))\) and the total energy is conserved for all times.

We conclude this section by giving a preliminary discussion about the higher order functional introduced in (1.6) and a definition for the quantity \(\lambda\) involved, formally related to the chemical potential \(\mu\) by \(\lambda = \sqrt{\rho} \mu\). A more detailed discussion about \(\lambda\) can be found in Section 7.

As mentioned in the Introduction, to obtain the stability properties of weak solutions, we will exploit the a priori bounds inferred from the functional

\[
I(t) = \int_{\mathbb{R}} \lambda^2 + (\partial_t \sqrt{\rho})^2 \, dx,
\]

where \(\lambda \in L^\infty(0, T; L^2(\mathbb{R}))\) is implicitly given by

\[
\xi = \sqrt{\rho} \lambda = -\frac{1}{4} \partial_x^2 \rho + \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f'(\rho) \rho,
\]

where \(f(\rho) = \rho^\gamma / \gamma\) is the internal energy, see (1.2). The functional \(I(t)\) has a direct interpretation for Schrödinger-generated solutions. Indeed let us assume for the moment
that we have \( \rho = |\psi|^2 \) and \( J = \text{Im}(\bar{\psi}\partial_x \psi) \), for some solutions \( \psi \) to (2.1). Then we can see that the functional (1.6) actually equals

\[
I(t) = \int_{\mathbb{R}} |\partial_t \psi|^2 \, dx.
\]

Indeed by using the polar factorization we have

\[\partial_t \sqrt{\rho} = \text{Re}(...), \lambda = -\text{Im}(...),\]

where \( \phi \in P(\psi) \) is a polar factor. On the other hand, by invoking Lemma 7, we see that for Schrödinger-generated functions, \( \lambda \) vanishes almost everywhere on the vacuum region \( \{\rho = 0\} \). Let us remark that in this case identity (2.10) is recovered from \( \xi = \sqrt{\rho}\lambda = -\text{Im}(\bar{\psi}\partial_t \psi) \) and by exploiting the fact that \( \psi \) is a solution to (2.1). In Sect. 7 we provide a more detailed characterization for \( \lambda \), in particular it will be given independently of the dynamics. For this reason, given an arbitrary hydrodynamic state \((\sqrt{\rho}, \Lambda)\), the properties of the generalized chemical potential \( \lambda \) will be characterized in terms of \((\sqrt{\rho}, \Lambda)\) and their space derivatives. In what follows we provide a rigorous definition for \( \lambda \), holding for arbitrary hydrodynamic states, not necessarily Schrödinger-generated.

**Definition 12.** Let \((\sqrt{\rho}, \Lambda) \in H^1(\mathbb{R}) \times L^2(\mathbb{R})\), such that \( \Lambda = 0 \) a.e. on \( \{\rho = 0\} \) and \( \partial_x \rho \in L^1_{\text{loc}}(\mathbb{R}) \). Then we define the generalized chemical potential \( \lambda \) to be the measurable function given by

\[
\lambda = \begin{cases} 
-\frac{1}{2} \partial_x^2 \sqrt{\rho} + \frac{1}{2} \frac{\Lambda^2}{\sqrt{\rho}} + f'(\rho) \sqrt{\rho} & \text{in } \{\rho > 0\} \\
0 & \text{elsewhere}
\end{cases}
\] (2.11)

In what follows we provide the definition of bounded generalized chemical potential hydrodynamic states, namely those states where \( \lambda \) can be rigorously characterized, see Section 7.

**Definition 13 (GCP states).** We say that the pair \((\sqrt{\rho}, \Lambda)\) is a state with bounded generalized chemical potential (GCP state, in short) if:

- \( \sqrt{\rho} \in H^1(\mathbb{R}) \) and \( \Lambda \in L^2(\mathbb{R}) \);
- \( \Lambda = 0 \) a.e. on \( \{\rho = 0\} \);
- \( \partial_x^2 \rho, \partial_x J \in L^1_{\text{loc}}(\mathbb{R}) \), where \((\rho, J) = ((\sqrt{\rho})^2, \sqrt{\rho}\Lambda)\);
- the following bounds are satisfied

\[
\|1_{\{\rho>0\}} \partial_x J / \sqrt{\rho}\|_{L^2(\mathbb{R})} + \|\lambda\|_{L^2(\mathbb{R})} \leq C,
\]

where \( \lambda \) is defined as in (2.11).

The notion of GCP states naturally yields a regularity class for weak solutions. As it will be clear, this is indeed the class of solutions for which Theorem 4 applies. Let us remark that the stability property shown in Theorem 4 is independent of the rigorous characterization of \( \lambda \) presented in Sect. 7. Indeed for our stability result we will only need that, associated to \((\sqrt{\rho}, \Lambda)\), there exists a \( \lambda \in L^\infty_t L^2_x \), uniformly bounded and satisfying identity (1.14).

**Definition 14 (GCP solutions).** Let \((\rho, J)\) be a finite energy weak solution to (2.7) on \([0, T] \times \mathbb{R}\). We say that \((\rho, J)\) is a GCP solution for the system (2.7) if and only if
• there exists $\lambda \in L^\infty(0, T; L^2(\mathbb{R}))$, such that
  \[ \sqrt{\rho} \lambda = -\frac{1}{4} \partial_x^2 \rho + e + p(\rho), \]
  where the energy density $e$ is defined by
  \[ e = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho); \]
  • for some $0 < M_1, M_2 < \infty$, the following bounds are satisfied
    \[ \|\sqrt{\rho}\|_{L^\infty(0, T; H^1(\mathbb{R}))} + \|\Lambda\|_{L^\infty(0, T; L^2(\mathbb{R}))} \leq M_1, \]
    \[ \|\partial_t \sqrt{\rho}\|_{L^\infty(0, T; L^2(\mathbb{R}))} + \|\lambda\|_{L^\infty(0, T; L^2(\mathbb{R}))} \leq M_2. \]

Moreover, in our analysis it will be also important to exploit the weak entropy inequality (1.8).

**Definition 15.** Let $(\rho, J)$ be a weak solution to (2.7) on $[0, T) \times \mathbb{R}$. We say that $(\rho, J)$ satisfies the weak entropy inequality if

- $e \in L^1_{\text{loc}}([0, T) \times \mathbb{R})$;
- $\lambda, \partial_t \sqrt{\rho} \in L^2_{\text{loc}}([0, T) \times \mathbb{R})$;
- the following inequality
  \[ \partial_t e + \partial_x (\Lambda \lambda - \partial_t \sqrt{\rho} \partial_x \sqrt{\rho}) \leq 0, \]
  is satisfied in the sense of distributions on $[0, T) \times \mathbb{R}$.

**3. Wave Function Lifting and Global Existence**

In the previous section, see Lemma 6, we saw that given a wave function $\psi \in H^1$, by means of the polar factorization it is possible to determine suitable hydrodynamical states $(\sqrt{\rho}, \Lambda)$. In this section we are going to prove the converse, namely given $(\sqrt{\rho}, \Lambda)$ with finite energy such that $\Lambda = 0$ a.e. in the vacuum region $\{\rho = 0\}$, it is possible to define an associated wave function. The assumption that $\Lambda$ vanishes on the vacuum is quite reasonable in view of the polar factorization and of Lemma 7. Indeed for $\psi \in H^1$, we have $\partial_x \psi = 0$ a.e. on $\{\rho = 0\}$ and consequently the quantity $\Lambda \in L^2$ constructed in Lemma 6 satisfies $\Lambda = 0$ a.e. in the vacuum region.

We will then exploit the results below in order to prove Theorem 1 on the existence of global solutions to (2.7).

**Definition 16.** Let $\Omega \subset \mathbb{R}$ be an arbitrary open set. Given the hydrodynamic state $(\sqrt{\rho}, \Lambda) \in H^1(\Omega) \times L^2(\Omega)$ we say that the wave function $\psi \in H^1(\Omega)$ is associated to $(\sqrt{\rho}, \Lambda)$ if

\[ \sqrt{\rho} = |\psi| \quad \text{and} \quad \Lambda = \text{Im}(\phi \partial_x \psi), \]

where $\phi \in P(\psi)$ is a polar factor of $\psi$.

The following Proposition gives sufficient and necessary conditions for a pair of hydrodynamic data $(\sqrt{\rho}, \Lambda)$ to have an associated wave function $\psi \in H^1(\mathbb{R})$. 

Proposition 17. Let \((\sqrt{\rho}, \Lambda)\) be a pair of hydrodynamic data. There exists an associated wave function \(\psi \in H^1(\mathbb{R})\) in the sense of the Definition 16, if and only if \((\sqrt{\rho}, \Lambda)\) satisfies

1. there exists a constant \(0 < M_1 < \infty\) such that \(\|\sqrt{\rho}\|_{H^1(\mathbb{R})} + \|\Lambda\|_{L^2(\mathbb{R})} \leq M_1\);
2. \(\Lambda = 0\) a.e. \(x\) in \(\{\rho = 0\}\).

Furthermore we have

\[ \partial_x \psi = (\partial_x \sqrt{\rho} + i \Lambda) \phi, \quad \|\psi\|_{H^1(\mathbb{R})} \leq C(M_1), \]

where \(\phi \in P(\psi)\) is a polar factor of \(\psi\).

Remark 18. Conditions (1) and (2) in the statement of the Proposition above give necessary and sufficient conditions for the existence of an \(H^1\) function \(\psi\) associated to \((\sqrt{\rho}, \Lambda)\). Note however that such a wave function is not necessarily unique; this will be further discussed later in this section.

Proof. Let \(\psi \in H^1(\mathbb{R})\) be associated to \((\sqrt{\rho}, \Lambda)\), then by means of the polar factorization in Lemma 6 we have that both conditions (1) and (2) are fulfilled.

To prove the converse statement, we consider a sequence \(\{\delta_n\}\) of Schwartz functions such that \(\delta_n(x) > 0\) for all \(x \in \mathbb{R}\) and \(\delta_n \to 0\) as \(n \to \infty\). For instance we may consider \(\delta_n(x) = \frac{1}{n} e^{-|x|^2/2}\). We define the following approximating hydrodynamical quantities

\[ \sqrt{\rho}_n = \sqrt{\rho} + \delta_n, \quad \Lambda_n = \frac{J}{\sqrt{\rho}_n} = \frac{\sqrt{\rho}}{\sqrt{\rho}_n} \Lambda, \]

then we can check that also the sequence \(\{(\sqrt{\rho}_n, \Lambda_n)\}\) satisfies a uniform bound as in condition (1). Indeed,

\[ \|\sqrt{\rho}_n\|_{H^1(\mathbb{R})} \leq \|\sqrt{\rho}\|_{H^1(\mathbb{R})} + \|\delta_n\|_{H^1(\mathbb{R})} \leq C(M_1) \]

and since \(\sqrt{\rho}_n(x) \geq \sqrt{\rho}(x)\) for every \(x \in \mathbb{R}\), we have \(|\Lambda_n(x)| \leq |\Lambda(x)|\) a.e. and consequently \(\|\Lambda_n\|_{L^2(\mathbb{R})} \leq \|\Lambda\|_{L^2(\mathbb{R})}\). By construction it is straightforward that \(\sqrt{\rho}_n \to \sqrt{\rho}\) in \(H^1(\mathbb{R})\). Moreover, by assumption we have \(\Lambda(x) = 0\) a.e. \(x\) in the set \(\{\rho = 0\}\) and by definition of the approximants the same holds also for \(\Lambda_n\). Hence \(\sqrt{\rho}_n(x) \to \sqrt{\rho}(x)\) and \(\Lambda_n(x) \to \Lambda(x)\) a.e. in \(\mathbb{R}\). Then the dominated convergence theorem yields \(\Lambda_n \to \Lambda\) in \(L^2(\mathbb{R})\). Furthermore, since \(\sqrt{\rho}_n(x) > 0\) it is possible to define the approximating velocity field

\[ v_n = \frac{\Lambda_n}{\sqrt{\rho}_n}. \]

Notice that, since by definition \(\sqrt{\rho}_n\) is uniformly bounded away from zero on compact intervals, we have \(v_n \in L^1_{loc}(\mathbb{R})\), hence it makes sense to define the phase

\[ S_n(x) = \int_0^x v_n(x) \, dx \]

and consequently the wave function

\[ \psi_n(x) = \sqrt{\rho}_n(x) e^{i S_n(x)}. \]
Lemma 19. Let $I_0$ be an arbitrary interval and $\psi_1, \psi_2 \in H^1(I)$ be two wave functions associated to the same hydrodynamical data $(\sqrt{\rho}, \Lambda) \in H^1(I) \times L^2(I)$. Furthermore we assume that $\rho > 0$ on the interval $I$. 

Then there exists a constant phase shift $\theta \in [0, 2\pi)$, such that 

$$\psi_2 = e^{i\theta} \psi_1. \quad (3.2)$$

Proof. By our assumption and the polar factorization in Lemma 6, we have 

$$\psi_j = \sqrt{\rho} \phi_j \quad \text{and} \quad \partial_x \psi_j = (\partial_x \sqrt{\rho} + i \Lambda) \phi_j, \quad j = 1, 2,$$

where $\phi_j \in P(\psi_j), j = 1, 2$. Since $\rho > 0$ on the interval $I$, the polar factor $\phi_j$ is uniquely defined by 

$$\phi_j = \frac{\psi_j}{\sqrt{\rho}},$$

then we can define function $f = \psi_1/\psi_2 \in H^1(I)$. A direct computation shows that 

$$\partial_x f = \frac{1}{\psi_2^2} \left[ \sqrt{\rho} \phi_2 (\partial_x \sqrt{\rho} + i \Lambda) \phi_1 - \sqrt{\rho} \phi_1 (\partial_x \sqrt{\rho} + i \Lambda) \phi_2 \right] = 0, \quad \text{a.e. in } I.$$

Since the interval $I$ is connected, the function $f = \psi_1/\psi_2$ is a constant $C$ on $I$, which satisfies 

$$|C| = \frac{|\psi_1|}{|\psi_2|} = 1,$$

therefore formula (3.2) holds true. \hfill \Box
Remark 20. We now show that the stability in the hydrodynamic variables in general does not imply $H^1$ stability of the associated wave function. For simplicity we consider the problem on the interval $[-1, 1]$, and let us consider the hydrodynamic quantities $\sqrt{\rho_0} = |x|$, $\Lambda_0 = 0$ and the wave function

$$\psi_0(x) = e^{iH(x)\frac{x}{2}|x|},$$

where $H(x)$ is the Heaviside function. It is straightforward to show that $\psi_0 \in H^1([-1, 1])$ is a wave function associated to $((\sqrt{\rho_0}, \Lambda_0) = (|x|, 0)$. On the other hand, we consider the approximating hydrodynamic quantities $\sqrt{\rho_n} = (|x| + \frac{1}{n})$ and $\Lambda_n = 0$, then by Lemma 19 the only associated wave functions are given by

$$\psi_n = e^{i\theta_n}(|x| + 1/n),$$

where $\theta_n \in [0, 2\pi)$. Now if $\{\tilde{\psi}_n\}$ is a Cauchy sequence in $H^1$, it follows that $\{e^{i\theta_n}\}$ is a Cauchy sequence in the unit circle $S^1$. Therefore $\tilde{\psi}_n$ converges in $H^1$ to $\tilde{\psi}_0 = e^{i\theta}|x|$ with $\theta \in [0, 2\pi)$, which is also a wave function associated to $((\sqrt{\rho_0}, \Lambda_0)$. However $\tilde{\psi}_0 \neq \psi_0$ for any $\theta \in [0, 2\pi)$.

It is straightforward to notice that the source of instability given by the previous example stems from the combination of two facts. The former one is the indetermination of the lifted wave function up to phase shift on connected components of $\{\rho > 0\}$, whereas the latter is the change of the number of connect components of the non-vacuum regions in the limit. Let us remark that a similar kind of instability has also been used in [52] to show non-uniqueness of solutions for the system (1.1). On the other hand in the following Proposition 23 we can show that there is at least one wave function associated to the limiting hydrodynamic data, which can be attained as a strong limit in $H^1(\mathbb{R})$ of a subsequence of associated wave functions. Furthermore in Proposition 24 we will prove the wave function lifting at $H^2$ level. More precisely for hydrodynamic data satisfying suitable regularity assumption, we can specify a wave function in $H^2(\mathbb{R})$ associated to it, which has well-designed phase shifts on all components of $\{\rho > 0\}$, in such a way that $\partial_t \psi$ has no phase jump at vacuum boundaries.

Before stating Propositions 23 and Proposition 24, here we collect some elementary properties of Sobolev functions that will be used later. Let $g$ be a function in $H^1(a, b)$ and $H^1(b, c)$, then $g \in H^1(a, c)$ if and only if $g$ is continuous at point $b$, and in this case we have

$$\|\partial_x g\|^2_{L^2(a, c)} = \|\partial_x g\|^2_{L^2(a, b)} + \|\partial_x g\|^2_{L^2(b, c)}.$$

Then let us consider $g \in H^1(\Omega)$, where $\Omega \subset \mathbb{R}$ is an open set. The continuity of $g$ allows us to decompose the set $\{x; g(x) \neq 0\}$ into disjoint open intervals, i.e.

$$\{x; g \neq 0\} = \bigcup_j (a_j, b_j), \quad g(a_j) = g(b_j) = 0. \quad (3.3)$$

The next Lemma shows that we can introduce arbitrary constant phase shift on each component $(a_j, b_j)$, without breaking the $H^1$ regularity of $g$.

Lemma 21. Let $g \in H^1(\Omega)$ and let $\Theta \in L^\infty(\Omega)$ be a piecewise constant phase shift given by the formula

$$\Theta = \exp \left( i \sum_j \theta_j 1_{(a_j, b_j)} \right), \quad \theta_j \in [0, 2\pi), \quad (3.4)$$

where

$$\mathcal{O} = \{x; \rho(x) \neq 0\} = \bigcup_j (a_j, b_j), \quad g(a_j) = g(b_j) = 0. \quad (3.3)$$
where \((a_j, b_j)\)'s are the components of \(\{g \neq 0\}\) as in (3.3). Then we have \(\Theta g \in H^1(\Omega)\), and
\[
\partial_x (\Theta g) = \Theta \partial_x g. \tag{3.5}
\]

**Proof.** The proof of the Lemma follows a standard argument of weak derivative. We take \(\eta \in C_0^\infty(\Omega)\) to be a test function and consider the weak derivative \(\partial_x (\Theta g)\):
\[
\int_\Omega \eta \partial_x (\Theta g) \, dx = -\int_\Omega \Theta g \partial_x \eta \, dx = -\sum_j \int_{a_j}^{b_j} e^{i\theta_j} g \partial_x \eta \, dx.
\]
On each interval \((a_j, b_j)\) by integration by parts and \(g(a_j) = g(b_j) = 0\), we obtain
\[
\int_\Omega \eta \partial_x (\Theta g) \, dx = \sum_j \int_{a_j}^{b_j} e^{i\theta_j} \eta \partial_x g \, dx.
\]
Furthermore the vanishing derivative Lemma 7 implies \(\partial_x g = 0\) a.e. outside \(\{x; g(x) \neq 0\} = \bigcup_j (a_j, b_j)\), therefore we can conclude
\[
\int_\Omega \eta \partial_x (\Theta g) \, dx = \int_\Omega \eta \partial_x g \, dx,
\]
namely \(\partial_x (\Theta g) = \Theta \partial_x g \in L^2(\Omega)\), which finishes the proof of the Lemma. \(\square\)

**Remark 22.** As pointed out before, a direct consequence of Lemma 21 is the non-uniqueness of wave function lifting for given hydrodynamic data at \(H^1\) level, due to the arbitrary phase shifts allowed on the components of the non-vacuum regions. More precisely, let \(\psi \in H^1(\mathbb{R})\) be a wave function associated to \((\sqrt{\rho}, \Lambda)\) in the sense of the Definition 16, then for any piecewise phase shift function \(\Theta\) of the form (3.4), by formula (3.5) it is straightforward to check that \(\Theta \psi \in H^1(\mathbb{R})\) is another wave function associated to the same hydrodynamic data, whose polar factors are \(P(\Theta \psi) = \Theta P(\psi)\).

**Proposition 23.** Let us consider a sequence of hydrodynamic data \(\{(\sqrt{\rho_n}, \Lambda_n)\}\) which converges to \((\sqrt{\rho_0}, \Lambda_0)\) in \(H^1(\mathbb{R}) \times L^2(\mathbb{R})\). Assume \(\{\psi_n\}\) and \(\psi_0\) are wave functions associated to \((\sqrt{\rho_n}, \Lambda_n)\) and \((\sqrt{\rho_0}, \Lambda_0)\), respectively.

Then there exists a subsequence \(\psi_{n_k}\) and a piecewise constant phase shift \(\Theta\) given by the formula (3.4) on the connected components of \(\{\psi_0 \neq 0\}\), such that
\[
\lim_{n_k \to \infty} ||\psi_{n_k} - \Theta \psi_0||_{H^1(\mathbb{R})} = 0.
\]

**Proof.** For the case that \(\rho_0 \equiv 0\), the Proposition is trivial. Therefore we assume \(\rho_0\) is not identically 0.

By Lemma 21, for any phase shift \(\Theta\) given by (3.4), we have \(\Theta \psi_0 \in H^1(\mathbb{R})\) with
\[
\partial_x (\Theta \psi_0) = \Theta \partial_x \psi_0.
\]
By the polar decomposition Lemma 6 we have
\[
\psi_n = \sqrt{\rho_n} \phi_n \quad \text{and} \quad \partial_x \psi_n = (\partial_x \sqrt{\rho_n} + i \Lambda_n) \phi_n \tag{3.6}
\]
with a polar factor \(\phi_n \in P(\psi_n)\). Since \(\|\phi_n\|_{L^\infty} \leq 1\), then up to a subsequence \(\{\phi_{n_k}\}\) converges weakly* to some \(\tilde{\phi}_0\) in \(L^\infty(\mathbb{R})\). We define \(\tilde{\psi}_0 = \sqrt{\rho_0} \tilde{\phi}_0\). Since \((\sqrt{\rho_n}, \Lambda_n)\)
converges strongly to \((\sqrt{\rho_0}, \Lambda_0)\) in \(H^1(\mathbb{R}) \times L^2(\mathbb{R})\), by passing to the limit as \(n_k \to \infty\) in (3.6) we obtain

\[
\psi_{n_k} = \sqrt{\rho_{n_k}} \phi_{n_k} \to \sqrt{\rho_0} \phi_0 = \tilde{\psi}_0, \quad \text{in } L^2(\mathbb{R}),
\]

and

\[
\partial_x \psi_{n_k} = (\partial_x \sqrt{\rho_{n_k}} + i \Lambda_{n_k}) \phi_{n_k} \to (\partial_x \sqrt{\rho_0} + i \Lambda_0) \phi_0, \quad \text{in } L^2(\mathbb{R}).
\]

Consequently, \(\tilde{\psi}_0\) is a weak limit of \(\psi_{n_k}\), with \(\tilde{\psi}_0 \in H^1(\mathbb{R})\) and

\[
\partial_x \tilde{\psi}_0 = (\partial_x \sqrt{\rho_0} + i \Lambda_0) \phi_0.
\]

Moreover the polar factorization of \(\psi_{n_k}\) and \(\tilde{\psi}_0\) implies

\[
\|\psi_{n_k}\|_{H^1(\mathbb{R})}^2 = \|\sqrt{\rho_{n_k}}\|_{H^1(\mathbb{R})}^2 + \|\Lambda_{n_k}\|_{L^2(\mathbb{R})}^2 \to \|\sqrt{\rho_0}\|_{H^1(\mathbb{R})}^2 + \|\Lambda_0\|_{L^2(\mathbb{R})}^2 = \|\tilde{\psi}_0\|_{H^1(\mathbb{R})}^2,
\]

then by the weak convergence and the convergence of norms we obtain \(\psi_{n_k} \to \tilde{\psi}_0\) in \(H^1(\mathbb{R})\). Since \(\tilde{\psi}_0\) is a wave function associated to \((\sqrt{\rho_0}, \Lambda_0)\), by Lemma 19 on each component \((a_j, b_j)\) of \(\{\psi_0 \neq 0\}\), there exist a unitary \(e^{i\theta_j}\) such that

\[
\tilde{\psi}_0 = e^{i\theta_j} \psi_0 \text{ on } (a_j, b_j).
\]

Let

\[
\Theta = e^{i \sum \theta_j 1_{(a_j, b_j)}},
\]

then we have \(\tilde{\psi}_0 = \Theta \psi_0\) on \(\mathbb{R}\). \(\square\)

Now we are going to prove the wave function lifting at the \(H^2\) level. Sobolev regularity for the wave function does not correspond to further regularity for the hydrodynamical quantities. For example if we consider \(\psi(x) = x\) on \([-1, 1]\), then \(\psi \in C^\infty\), but on the other hand \(\sqrt{\rho}\) is only Lipschitz, with \(\partial_x \sqrt{\rho} = \delta_0\). In fact, considering a wave function \(\psi \in H^2\) will yield further information on the energy density and on \(\lambda\). Another important fact we should emphasise when considering a wave function lifting \(\psi \in H^2(\mathbb{R})\) is that \(\partial_x \psi\) should be a continuous function. As mentioned before, \(\psi\) should have well designed phase shifts on all the connected components of the set \(\{\rho > 0\}\), such that \(\partial_x \psi\) has no jump discontinuity at vacuum boundaries.

**Proposition 24.** Let \((\sqrt{\rho}, \Lambda)\) be a hydrodynamic state. There exists a wave function \(\psi \in H^2(\mathbb{R})\), associated to \((\sqrt{\rho}, \Lambda)\) in the sense of Definition 16, if and only if

- \((\sqrt{\rho}, \Lambda)\) is a GCP state in the sense of Definition 13;
- the energy density \(\epsilon\) given in (1.5) is continuous.

Moreover, if we assume

\[
\begin{align*}
\|\sqrt{\rho}\|_{H^1} + \|\Lambda\|_{L^2} & \leq M_1, \\
\|1_{\{\rho > 0\}} \partial_x J / \sqrt{\rho}\|_{L^2(\mathbb{R})} + \|\lambda\|_{L^2(\mathbb{R})} & \leq M_2,
\end{align*}
\]

for some constants \(M_1, M_2 < \infty\), where \(\lambda\) is defined in (2.11), then it follows that

\[
\|\psi\|_{H^2(\mathbb{R})} \leq C(M_1, M_2).
\]
In order to prove Proposition 24, we first state the following Lemma, which shows the connection between the hydrodynamic quantities \( \lambda, \frac{\partial_x J}{\sqrt{\rho}} \mathbf{1}_{\{\rho > 0\}} \) and the \( H^2 \) regularity of the associated wave function \( \psi \).

**Lemma 25.** (1) If the hydrodynamic state \((\sqrt{\rho}, \Lambda)\) is given through an associated wave function \( \psi \in H^2(\mathbb{R}) \), then \((\sqrt{\rho}, \Lambda)\) is a GCP state and the identities

\[
\frac{\partial_x J}{\sqrt{\rho}} \mathbf{1}_{\{\rho > 0\}} = \text{Im}(\bar{\phi} \partial_x^2 \psi), \quad \lambda - f'(\rho) \sqrt{\rho} = -\frac{1}{2} \text{Re}(\bar{\phi} \partial_x^2 \psi),
\]

hold true in \( L^2(\mathbb{R}) \), where \( \phi \in P(\psi) \) is a polar factor of \( \psi \).

(2) Let us assume \((\sqrt{\rho}, \Lambda)\) is a GCP state and let \( \psi \in H^1(\mathbb{R}) \) be a wave function associated to \((\sqrt{\rho}, \Lambda)\), then \( \psi \in H^2(a_j, b_j) \), for all connected components \( (a_j, b_j) \) of the set \( \{\rho > 0\} \) as given in (3.3), and we have

\[
\partial_x^2 \psi = \left[ 2(f'(\rho) \sqrt{\rho} - \lambda) + i \frac{\partial_x J}{\sqrt{\rho}} \right] \phi \quad \text{in} \ L^2(a_j, b_j).
\]

**Proof.** Let us consider \((\sqrt{\rho}, \Lambda)\) given through an associated wave function \( \psi \in H^2(\mathbb{R}) \), then it follows Proposition 17 that \((\sqrt{\rho}, \Lambda) \in H^1(\mathbb{R}) \times L^2(\mathbb{R}) \). Moreover, by the definition of the hydrodynamic quantities \( \rho = |\psi|^2, J = \text{Im}(\bar{\psi} \partial_x \psi) \), we have on the set \( \{\rho > 0\} = \{|\psi| > 0\} \)

\[
\text{Im}(\bar{\phi} \partial_x^2 \psi) = \frac{\partial_x \text{Im}(\bar{\psi} \partial_x \psi)}{|\psi|} = \frac{\partial_x J}{\sqrt{\rho}}.
\]

Moreover, by using the definition (2.11) for \( \lambda \), on the set \(|\psi| > 0\) we have

\[
-\frac{1}{2} \text{Re}(\bar{\phi} \partial_x^2 \psi) = -\frac{1}{2|\psi|} \left[ \partial_x \text{Re}(\bar{\psi} \partial_x \psi) - |\partial_x \psi|^2 \right] = -\frac{1}{2\sqrt{\rho}} \left[ \frac{1}{2} \partial_x^2 \rho - (\partial_x \sqrt{\rho})^2 - \Lambda^2 \right] = -\frac{1}{2} \partial_x^2 \sqrt{\rho} + \frac{\Lambda^2}{2\sqrt{\rho}} = \lambda - f'(\rho) \sqrt{\rho}.
\]

Let us emphasize that the previous computations are rigorous since \( \psi \in H^2(\mathbb{R}) \) and \(|\psi| > 0\) is an open set. By Lemma 7 we have \( \partial_x^2 \psi = 0 \) a.e. \( x \) in \( \{\rho = 0\} \), thus identities (3.9) hold almost everywhere on \( \mathbb{R} \).

Now let us assume \((\sqrt{\rho}, \Lambda)\) to be a GCP state, and let \( \psi \in H^1(\mathbb{R}) \) be a wave function associated to \((\sqrt{\rho}, \Lambda)\). By using the polar factorization, it follows that

\[
\psi = \sqrt{\rho} \phi, \quad \partial_x \psi = (\partial_x \sqrt{\rho} + i \Lambda) \phi,
\]

where \( \phi \in P(\psi) \). Since \(|\psi| > 0\) on \((a_j, b_j)\), the polar factor \( \phi \in P(\psi) \) is uniquely defined, \( \phi = \frac{\psi}{|\psi|} \), and a direct computation gives

\[
\partial_x \phi = \frac{1}{|\psi|} \left( \partial_x \psi - \partial_x |\psi| \frac{\psi}{|\psi|} \right) = \frac{i \Lambda}{\sqrt{\rho}} \phi.
\]
Using the identities above and the definition of hydrodynamic quantities, we obtain
\[ 2(f'(\rho)\sqrt{\rho} - \lambda) + i \frac{\partial J}{\sqrt{\rho}} \phi = \left( \partial_x^2 \sqrt{\rho} + i \partial_x \Lambda + i \partial_x \sqrt{\rho} \frac{\Lambda}{\sqrt{\rho}} - \frac{\Lambda^2}{\sqrt{\rho}} \right) \phi \]
\[ = \partial_x \left( (\partial_x \sqrt{\rho} + i \Lambda) \phi \right) = \partial_x (\partial_x \psi). \]

Thus we prove the identity (3.10), and by using the bounds of \( \lambda \) and \( \frac{\partial J}{\sqrt{\rho}} \) given in the Definition 13 of GCP state, it follows that \( \psi \in H^2(a_j, b_j). \) \( \square \)

The previous Lemma shows that the condition
\[ \|I_{[\rho>0]} \partial_x J/\sqrt{\rho}\|_{L^2(\mathbb{R})} + \|\lambda\|_{L^2(\mathbb{R})} \leq M_2, \]
on the hydrodynamic state allows to improve on the regularity of the wave function \( \psi \) on the connected components of \( \{ \rho > 0 \}. \) However, in general \( \psi \) is not in \( H^2(\mathbb{R}), \) since \( \partial_x \psi \) may possibly experience jump discontinuities at vacuum boundaries, due to the fact that the \( H^1 \) regularity allows for arbitrary phase shifts on connected components, see the Remark 22. On the other hand, \( H^2 \) regularity requires compatibility conditions of the phase shift at vacuum boundaries. We will show that, by additionally assuming the continuity of energy density, it is possible to provide an appropriate choice of the phase shifts on every connected component, which will enable us to construct another wave function \( \tilde{\psi} \in H^2(\mathbb{R}) \) associated to \( \Theta \psi, \) where \( \Theta \) is a piecewise phase shift of the form
\[ \Theta = \exp \left( i \sum_j \theta_j 1_{(a_j, b_j)} \right), \quad \theta_j \in [0, 2\pi). \quad (3.11) \]

The main difficulty of our construction lies in the accumulation points of vacuum boundaries. To overcome this difficulty, we need the next Lemma which shows that under the assumption of Proposition 24, the energy density \( e \) vanishes at the accumulation points of vacuum boundaries, and \( \sqrt{e} \) is indeed a function in the space \( H^1(\mathbb{R}). \)

**Lemma 26.** Let \( (\sqrt{\rho}, \Lambda) \) be a GCP hydrodynamic state and let us assume that the energy density \( e \) is continuous. If \( \tilde{x} \) is an accumulation point of vacuum boundaries \( \cup_j [a_j, b_j], \) then \( e(\tilde{x}) = 0. \)

**Proof.** By using Proposition 17, there exists a \( \psi \in H^1(\mathbb{R}) \) associated to \( (\sqrt{\rho}, \Lambda), \) and the energy density is given by
\[ e = \frac{1}{2} |\partial_x \psi|^2 + f(|\psi|^2). \]

In particular, the continuity of \( e \) implies that \( |\partial_x \psi| \) is also a continuous function. To prove Lemma 26, it is sufficient to show \( |\partial_x \psi| \) vanishes at the accumulation points of vacuum boundaries.

Let us consider an accumulation point \( \tilde{x} \) of the vacuum boundaries \( \cup_j [a_j, b_j], \) namely there exists a sequence of intervals \( \{(a_{jk}, b_{jk})\}_k \) such that \( (a_{jk}, b_{jk}) \to \tilde{x} \) as \( k \to \infty. \) On each \( (a_{jk}, b_{jk}), \) we take \( x_{jk} = \frac{1}{2} (a_{j,k} + b_{j,k}), \) and we claim \( \partial_x \psi(x_{jk}) \to 0 \) as \( k \to \infty. \) If the claim holds, by the continuity of \( |\partial_x \psi| \) we obtain \( |\partial_x \psi(\tilde{x})| = 0. \)
The claim \( \partial_x \psi(x_{jk}) \to 0 \) can be proved by a contradiction. Indeed, we assume that
\[
\liminf_k |\partial_x \psi(x_{jk})| > c > 0.
\]
Since \( a_{jk} \) and \( b_{jk} \) are vacuum boundary points, namely \( \psi(a_{jk}) = \psi(b_{jk}) = 0 \), then we have
\[
0 = \int_{a_{jk}}^{b_{jk}} \partial_x \psi(y) dy.
\]
Moreover by the property (2) of Lemma 25, we have \( \psi \in H^2(a_{jk}, b_{jk}) \), so we can decompose the integral as
\[
0 = \int_{a_{jk}}^{b_{jk}} \left[ \partial_x \psi(x_{jk}) + \int_{x_{jk}}^y \partial_x^2 \psi(s) ds \right] dy = \partial_x \psi(x_{jk}) \delta_{jk} + \int_{a_{jk}}^{b_{jk}} \int_{x_{jk}}^y \partial_x^2 \psi(s) ds dy,
\]
where \( \delta_{jk} = b_{jk} - a_{jk} \). By using the identity (3.10) and the bounds (3.7), it follows that
\[
\| \partial_x^2 \psi \|_{L^2(a_{jk}, b_{jk})} \leq 2 \| f'(\rho) \sqrt{\rho} - \lambda \|_{L^2} + \| \frac{\partial}{\sqrt{\rho}} \|_{L^2} \leq C(M_1, M_2),
\]
then we have
\[
\left| \int_{a_{jk}}^{b_{jk}} \int_{x_{jk}}^y \partial_x^2 \psi(s) ds dy \right| \leq \delta_{jk}^2 \| \partial_x^2 \psi \|_{L^2(a_{jk}, b_{jk})} \leq \delta_{jk}^2 C(M_1, M_2).
\]
For \( k \) large enough one has \( |\partial_x \psi(x_{jk})| > c \) and \( \delta_{jk}^2 C(M_1, M_2) < \frac{c}{2} \) since \( \delta_{jk} \to 0 \) as \( k \to \infty \), hence it follows that
\[
0 \geq |\partial_x \psi(x_{jk}) \delta_{jk}| - \left| \int_{a_{jk}}^{b_{jk}} \int_{x_{jk}}^y \partial_x^2 \psi(s) ds dy \right| > \frac{c}{2} \delta_{jk} > 0,
\]
which is a contradiction. \( \square \)

Now we are ready to prove Proposition 24.

**Proof of Proposition 24.** Let us consider the hydrodynamic data \((\sqrt{\rho}, \Lambda)\) given through an associated wave function \( \psi \in H^2(\mathbb{R}) \), then by the property (1) of Lemma 25 we know that \((\sqrt{\rho}, \Lambda)\) is a GCP state. Moreover, by the definition (1.5) of the energy density and by the polar factorization (2.5)
\[
e = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho) = \frac{1}{2} |\partial_x \psi|^2 + f(|\psi|^2),
\]
and therefore \( e \) is a continuous function.

Now let us assume that \((\sqrt{\rho}, \Lambda)\) is a GCP state, and decompose the non vacuum regions into disjoint intervals,
\[
\{ \rho > 0 \} = \bigcup_{j} (a_j, b_j), \quad \rho(a_j) = \rho(b_j) = 0. \quad (3.12)
\]
Lemma 25 shows that on all the connected components \((a_j, b_j)\) of \(\{\rho > 0\}\) we have \(\psi \in \mathcal{H}^2(a_j, b_j)\), and the identity (3.10) holds true in \(L^2(a_j, b_j)\). However as discussed before, to obtain a \(\mathcal{H}^2\) wave function defined on the whole \(\mathbb{R}\), we need to overcome the possible jump discontinuity at vacuum boundaries. The additionally assumption on the continuity of energy density allows us to provide an well-designed choice of the phase shifts on every connected component and to construct another wave function \(\tilde{\psi} \in \mathcal{H}^2\) associated to the same hydrodynamical quantities. More precisely, starting from \(\psi\), we will construct a piecewise phase shift function \(\Theta\) of the form

\[
\Theta = \exp \left( i \sum_j \theta_j \mathbf{1}_{(a_j, b_j)} \right), \quad \theta_j \in [0, 2\pi),
\]

such that \(\tilde{\psi} = \Theta \psi\) belongs to \(\mathcal{H}^2(\mathbb{R})\).

Before the construction of \(\Theta\), we first give some discussion on vacuum boundaries \(\bigcup_j \{a_j, b_j\}\). Let \(\tilde{a}_j\) denote the isolated vacuum points, namely \(\rho(\tilde{a}_j) = 0\) and \(\rho > 0\) on \((\tilde{a}_j - \epsilon, \tilde{a}_j + \epsilon) \setminus \{\tilde{a}_j\}\) for some small \(\epsilon > 0\). Then we define the set

\[
W = \{\rho > 0\} \cup \bigcup_j \{\tilde{a}_j\}.
\]

By the continuity of \(\rho\) and the definition of \(\tilde{a}_j\), it is straightforward to see that \(W\) is an open set, consequently it can be represented as disjoint open intervals

\[
W = \bigcup_j (\tilde{a}_j, \tilde{b}_j),
\]

where \(\tilde{a}_j, \tilde{b}_j \in \bigcup_j \{a_j, b_j\} \setminus \bigcup_j \{\tilde{a}_j\}\). The set \(\bigcup_j \{a_j, b_j\}\) consists of the following two types of vacuum boundary points. The first type is the boundary of large vacuum with positive measure, namely \(|\psi|^2 = \rho \equiv 0\) on \((\tilde{a}_j - \epsilon, \tilde{a}_j)\) or on \((\tilde{b}_j, \tilde{b}_j + \epsilon)\) for some \(\epsilon > 0\), and by the continuity of \(|\partial_x \psi|\) we have \(|\partial_x \psi(\tilde{a}_j)| = |\partial_x \psi(\tilde{b}_j)| = 0\). The second type is the accumulation point of vacuum boundaries, where \(|\partial_x \psi|\) also vanishes as proved inLemma 26.

Let us fix an interval \((\tilde{a}_j, \tilde{b}_j)\) and let \(\{\tilde{a}_{jk}\}_{k=K_1}^{K_2}\) denote the vacuum points in \((\tilde{a}_j, \tilde{b}_j)\). By our construction, the only possible accumulation points of \(\{\tilde{a}_{jk}\}\) are \(\tilde{a}_j\) and \(\tilde{b}_j\), hence we can assume \(\tilde{a}_{jk} < \tilde{a}_{j_{k+1}}\) for all \(k\).

The phase shift function \(\Theta\) on \((\tilde{a}_j, \tilde{b}_j)\) is constructed through the following strategy. We start from a fixed \((\tilde{a}_{j_0}, \tilde{a}_{j_1})\) and set \(\theta_{j_0} = 0\), namely \(\Theta = 1\) on \((\tilde{a}_{j_0}, \tilde{a}_{j_1})\). To extend the definition of \(\Theta\) to \((\tilde{a}_{j_1}, \tilde{a}_{j_2})\), we notice that the intervals \((\tilde{a}_{j_1}, \tilde{a}_{j_{k+1}})\) are connected components of the set \(\{\rho > 0\}\). Thus by Lemma 25 we have the \(\mathcal{H}^2\) regularity of \(\psi\) on \((\tilde{a}_{j_0}, \tilde{a}_{j_1})\) and \((\tilde{a}_{j_1}, \tilde{a}_{j_2})\), which implies the the left and right side limits \(\partial_x \psi(\tilde{a}^-_{j_1})\) and \(\partial_x \psi(\tilde{a}^+_{j_1})\) exist. On the other hand, the continuity of the energy density \(\rho\) implies \(|\partial_x \psi| = \sqrt{2e - f(\rho)}\) is continuous, hence we have \(|\partial_x \psi(\tilde{a}^-_{j_1})| = |\partial_x \psi(\tilde{a}^+_{j_1})|\). Therefore we can choose a \(\theta_{j_1} \in [0, 2\pi)\) such that \((\Theta \cdot \partial_x \psi)(\tilde{a}^-_{j_1}) = e^{i\theta_{j_1}} \partial_x \psi(\tilde{a}^+_{j_1}) (\theta_{j_1} = 0\) if \(|\partial_x \psi|\) vanishes at \(\tilde{a}_{j_1}\), and we define \(\Theta = e^{i\theta_{j_1}}\) on \((\tilde{a}_{j_1}, \tilde{a}_{j_2})\). By repeating this process inductively, we extend the definition of \(\Theta\) to the whole \((\tilde{a}_j, \tilde{b}_j)\). Moreover we have \(\Theta \partial_x \psi \in \mathcal{H}^1(\tilde{a}_{j_0}, \tilde{a}_{j_k})\) and our construction ensures the continuity of \(\Theta \partial_x \psi\) at all
point vacuum $\hat{a}_{jk}$. Thus by the elementary property of Sobolev functions, it follows that $\Theta \partial_x \psi \in H^1 (\hat{a}_{j}, \hat{b}_{j})$, and by Lemma 21 and Lemma 25 we have the identity

$$\partial_x (\Theta \partial_x \psi) = \left[ \partial_x^2 \sqrt{\rho} - \frac{\Lambda^2}{\sqrt{\rho}} + i \frac{\partial_x J}{\sqrt{\rho}} \right] \Theta \phi \quad \text{in } L^2 (\hat{a}_{j}, \hat{b}_{j}), \quad \phi \in P(\psi). \quad (3.14)$$

To this point we have constructed the phase shift function $\Theta$ on $W = \bigcup_j (\hat{a}_{j}, \hat{b}_{j})$, and we extend $\Theta$ to the whole $\mathbb{R}$ by definition $\Theta = 1$ on $W^c$, thus $\Theta$ has the form (3.13) as required, and we define $\tilde{\psi} = \Theta \psi$. By Lemma 21 we have $\partial_x \tilde{\psi} = \Theta \partial_x \psi$, it is straightforward to check $\tilde{\psi} \in H^1 (\mathbb{R})$ is also a wave function associated to $(\sqrt{\rho}, \Lambda)$ with the polar factorization

$$\partial_x \tilde{\psi} = (\partial_x \sqrt{\rho} + i \Lambda) \Theta \phi. \quad (3.15)$$

Now we claim $\partial_x \tilde{\psi} = \Theta \partial_x \psi \in H^1 (\mathbb{R})$. Let $\eta \in C^\infty_c (\mathbb{R})$ be an arbitrary test function, then we have

$$\int_{\mathbb{R}} \eta \partial_x (\Theta \partial_x \psi) dx := - \int_{\mathbb{R}} (\Theta \partial_x \psi) \partial_x \eta dx.$$

By the vanishing derivative Lemma it follows that $\partial_x \psi = 0$ a.e. outside the set $W$, therefore

$$\int_{\mathbb{R}} \eta \partial_x (\Theta \partial_x \psi) dx = - \int_{w} (\Theta \partial_x \psi) \partial_x \eta dx = - \sum_j \int_{\hat{a}_{j}} \tilde{b}_{j} (\Theta \partial_x \psi) \partial_x \eta dx.$$

Since $\Theta \partial_x \psi \in H^1 (\hat{a}_{j}, \hat{b}_{j})$, we can write

$$\int_{\hat{a}_{j}} (\Theta \partial_x \psi) \partial_x \eta dx = - \int_{\hat{a}_{j}} \tilde{b}_{j} \eta \partial_x (\Theta \partial_x \psi) dx + \eta (\tilde{b}_{j}) (\Theta \partial_x \psi) (\tilde{b}_{j}) - \eta (\hat{a}_{j}) (\Theta \partial_x \psi) (\hat{a}_{j}),$$

where the boundary terms vanish since $\partial_x \psi (\hat{a}_{j}) = \partial_x \psi (\tilde{b}_{j}) = 0$ as we have shown before. By using the identity (3.14) and the bounds for GCP states in Definition 13, we obtain

$$\left| \int_{\mathbb{R}} \eta \partial_x (\Theta \partial_x \psi) dx \right| \leq \| \eta \|_{L^2(\mathbb{R})} \left( \| \partial_x^2 \sqrt{\rho} - \frac{\Lambda^2}{\sqrt{\rho}} \|_{L^2(W)} + \| \frac{\partial_x J}{\sqrt{\rho}} \|_{L^2(W)} \right) \leq C(M_1, M_2) \| \eta \|_{L^2(\mathbb{R})}.$$

Thus we conclude $\partial_x \tilde{\psi} = \Theta \partial_x \psi \in H^1 (\mathbb{R})$. Moreover again by the vanishing derivative Lemma, we have $\partial_x (\Theta \partial_x \psi) = 0$ a.e. on the set $\{ \rho = 0 \} = \{ \psi = 0 \}$, therefore the identity

$$\partial_x^2 \tilde{\psi} = \partial_x (\Theta \partial_x \psi) = \left[ \partial_x^2 \sqrt{\rho} - \frac{\Lambda^2}{\sqrt{\rho}} + i \frac{\partial_x J}{\sqrt{\rho}} \right] \chi_{\{ \rho > 0 \}} \Theta \phi \quad (3.16)$$

holds true in $L^2 (\mathbb{R})$, and the bound (3.8) for the wave function $\tilde{\psi}$ follows straightforwardly. \hfill \Box

We conclude this section by proving Theorems 1 and 2.
Proof of Theorems 1 and 2. Let us consider \((\sqrt{\rho_0}, \Lambda_0)\) satisfying (1.9) and such that \(\Lambda_0 = 0\) a.e. on \(\{\rho_0 = 0\}\). By Proposition 17 we know there exists a \(\psi_0 \in H^1\) associated to \((\sqrt{\rho_0}, \Lambda_0)\). Let \(\psi \in \mathcal{C}([0, T]; H^1(\mathbb{R}))\) be the solution to (2.1) with initial datum \(\psi(0) = \psi_0\) given by Theorem 5, then the polar factorization method and Proposition 11 imply that \(\sqrt{\rho} = |\psi|, \Lambda = \text{Im}(\bar{\phi} \partial_x \psi), \phi \in P(\psi),\) is a global in time finite energy weak solution to (2.7). Furthermore by using also Proposition 11 we know that the total energy is a conserved quantity.

Now we are going to prove Theorem 2 regarding the \(H^2\) regularity. If \((\sqrt{\rho_0}, \Lambda_0)\) satisfies (1.9),(1.11) and the continuity of the energy density, then by Proposition 24 we can choose the initial wave function to be \(\psi_0 \in H^2(\mathbb{R})\). By the persistence of regularity for the NLS equation (2.1), see Theorem 5, for any \(0 < T < \infty\) we have \(\psi \in \mathcal{C}([0, T]; H^2(\mathbb{R})) \cap \mathcal{C}^1([0, T]; L^2(\mathbb{R}))\) and property (2.3) holds. By using the bound (3.8), property (2.3) implies

\[
\|\partial_t \psi\|_{L^\infty_t L^2_x} \leq C(T, M_1, M_2). \tag{3.17}
\]

Now, let us recall the definition of \(\lambda = -\text{Im}(\bar{\psi} \partial_t \psi)\), with \(\phi \in P(\psi)\), then by the polar factorization and (3.17), we get

\[
\|\partial_t \sqrt{\rho}\|_{L^\infty_t L^2_x} + \|\lambda\|_{L^\infty_t L^2_x} \leq C(T, M_1, M_2), \tag{3.18}
\]

which implies that the functional given in (1.6) is uniformly bounded for a.e. \(t \in [0, T]\). Moreover,

\[
\sqrt{\rho} \lambda = -\text{Im}(\bar{\psi} \partial_t \psi) = -\frac{1}{4} \partial^2 x \rho + \frac{1}{2} (\partial^2 x \sqrt{\rho}) + \frac{1}{2} \lambda^2 + \rho f'(\rho),
\]

so that (1.4) holds. Next we are going to show the bounds in (1.13). By the conservation of energy we know that

\[
\|\sqrt{\rho}\|_{L^\infty_t H^1_x} + \|\Lambda\|_{L^\infty_t L^2_x} \leq M_1.
\]

Since \(\partial^2_x \rho = 2 \text{Re}(\bar{\psi} \partial^2_x \psi) + 2 |\partial_x \psi|^2\), by standard Hölder’s inequality, Sobolev embedding and (2.3), we get

\[
\|\partial^2_x \rho\|_{L^\infty_t L^2_x} \lesssim \|\psi\|_{L^\infty_t H^2_x}^2 \leq C(T, M_1, M_2).
\]

On the other hand, by the continuity equation, standard Sobolev embedding and (3.18), we have

\[
\|\partial_x J\|_{L^\infty_t L^2_x} = \|\partial_t \rho\|_{L^\infty_t L^2_x} \lesssim \|\sqrt{\rho}\|_{L^\infty_t H^1_x} \|\partial_t \sqrt{\rho}\|_{L^\infty_t L^2_x} \leq C(T, M_1, M_2).
\]

By the polar factorization we have

\[
e = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \lambda^2 + f(\rho) = \frac{1}{2} |\partial_x \psi|^2 + f(|\psi|^2),
\]

therefore it follows that

\[
\|\partial_x \sqrt{e}\|_{L^\infty_t L^2_x} \leq \|\psi\|_{L^\infty_t H^2_x} \leq C(T, M_1, M_2).
\]
by using the elementary inequality $\partial_x |\partial_x \psi| \leq |\partial_x^2 \psi|$ a.e. in $\mathbb{R}$. To conclude the proof of Theorem 2 we have to show the entropy equality (1.7). Indeed we have (by using a standard approximation process)

$$\partial_t e = \frac{1}{2} \partial_t |\partial_x \psi|^2 + \partial_t f(\rho)$$

$$= \text{Re}(\partial_x \bar{\psi} \partial_x \partial_t \psi) + f'(\rho) \partial_t \rho$$

$$= \partial_x \text{Re}(\partial_x \bar{\psi} \partial_t \psi) - \text{Re}(\partial_x^2 \bar{\psi} \partial_t \psi) + f'(\rho) \partial_t \rho. \quad (1)$$

By using the continuity equation for $\rho$ and the NLS equation, the second term on the right hand side of the previous equality can be written as

$$\text{Re}(\partial_x^2 \bar{\psi} \partial_t \psi) = \text{Re}\left[\partial_x^2 \bar{\psi}\left(\frac{i}{2} \partial_x^2 \psi - if'(\rho)\psi\right)\right]$$

$$= -f'(\rho) \text{Im}(\bar{\psi} \partial_x^2 \psi) = -f'(\rho) \partial_x J = f'(\rho) \partial_t \rho. \quad (2)$$

On the other hand we can decompose $\text{Re}(\partial_x \bar{\psi} \partial_t \psi)$ as

$$\text{Re}(\partial_x \bar{\psi} \partial_t \psi) = \text{Re}(\bar{\phi} \partial_x \psi) \text{Re}(\bar{\phi} \partial_t \psi) + \text{Im}(\bar{\phi} \partial_x \psi) \text{Im}(\bar{\phi} \partial_t \psi),$$

where $\phi \in P(\psi)$ is a polar factor, then by the polar factorization and since $\partial_t \sqrt{\rho} = \text{Re}(\bar{\phi} \partial_t \psi)$ and $\lambda = -\text{Im}(\bar{\phi} \partial_t \psi)$, we obtain the entropy equality

$$\partial_t e + \partial_x (\Lambda \lambda - \partial_x \sqrt{\rho} \partial_t \sqrt{\rho}) = 0.$$

Remark 27. The proof of Theorems 1 and 2 heavily relies on the wave function lifting results developed in this section, in order to define an initial datum $\psi_0$, which then we let evolve according to equation (2.1). Thus we exploit the well-posedness result for the nonlinear Schrödinger equation (2.1), already established in the literature, and we use the polar factorization of Lemma 6 in order to define the quantum state $(\sqrt{\rho}, \Lambda)$ and consequently the weak solution $(\rho, J)$. It is straightforward to see that the same procedure can be applied as long as, instead of the nonlinearity considered in the equation (2.1), we have any other nonlinearity for which a global well-posedness result still holds. In particular, this implies that it is possible to consider more general pressure laws, even by relaxing the convexity assumption on the internal energy, namely the monotonicity assumption on the pressure.

4. Dispersive Estimates

In this section we will collect some a priori estimates satisfied by finite energy weak solutions to (2.7). If we restricted our analysis to Schrödinger-generated solutions – like the ones constructed in the proof of Theorem 1 – then the dispersive estimates inherited by the NLS dynamics would lead to a wide range of information. It is not the case, however, for general solutions, where the quasi-linear nature of the system (2.7) prevents to successfully exploit semigroup techniques to infer suitable smoothing estimates.

Consequently beyond the standard conservation laws we need a new class of intrinsically hydrodynamic estimates. Some of these estimates however will be the natural
counterpart of the already existing estimates for the nonlinear Schrödinger equations, but we will prove them even for hydrodynamic solutions which are not Schrödinger-generated. The first one of such estimates will be the hydrodynamical analogue of the bounds inferred by the pseudo-conformal energy for NLS solutions [29], see also [32,33]. In the NLS case we may consider a functional related to the $L^2$ norm of $(x + it \nabla) \psi$ (due to the Galilean invariance of the NLS). By exploiting the polar factorization we have

$$\frac{1}{2} \|(x + it \nabla) \psi(t)\|_{L^2}^2 = \int \frac{|x|^2}{2} \rho(t, x) \, dx - t \int x \cdot J(t, x) \, dx + \frac{t^2}{2} \int \Lambda^2 + |\nabla \sqrt{\rho}|^2 \, dx.$$ 

The right hand side of this identity suggests to introduce the following functional (already used for the NLS equation in [32]),

$$H(t) = \int_R \frac{x^2}{2} \rho(t, x) \, dx - t \int_R x \cdot J(t, x) \, dx + t^2 E(t),$$

where the energy $E(t)$ is defined in (1.2). In the next Proposition we show that, by assuming a control on the initial momentum of inertia, the functional $H(t)$ will be bounded for any finite energy weak solutions

**Proposition 28.** Let $(\rho, J)$ be a weak solution to (2.7) with finite mass and energy as in the Definitions 8 and 9, such that the total energy $E(t)$ is non-increasing, and

$$\int_R x^2 \rho_0(x) \, dx < \infty.$$  \hspace{1cm} (4.2)

Then we have

$$H(t) + \int_0^t s \int_R \rho f'(\rho) - 3 f(\rho) \, dx ds \leq \int_R \frac{x^2}{2} \rho_0(x) \, dx.$$  \hspace{1cm} (4.1)

**Proof.** In order to prove the Proposition, we need to choose suitable test functions $\eta, \zeta \in C_c^\infty([0, T) \times R)$ in the Definition 8 of weak solutions, which are obtained by introducing the following cut-off functions in space and time. For $R > 0$, we defined the cut-off functions in space as

$$\Phi_R(x) = \frac{x^2}{2} \chi^2_R(x),$$

where $\chi_R(x) = \chi(x/R) \in C_c^\infty(R)$, such that $\chi(x) \equiv 1$ for $|x| \leq 1$, and supp $\chi \subset \{ |x| \leq 2 \}$. On the other hand, let us consider convex functions $\{\tilde{\chi}_\varepsilon\}_{\varepsilon > 0} \subset C^\infty(R)$ such that

$$\tilde{\chi}_\varepsilon(s) = \begin{cases} 0, & s < -\varepsilon \\ s, & s > \varepsilon. \end{cases}$$

it is clear to see that $\{\tilde{\chi}_\varepsilon''\}$ is a sequence of mollifiers with $\|\tilde{\chi}_\varepsilon''\|_{L^1} = 1$, which approximates the Dirac-delta in the space of measure, and supp $\tilde{\chi}_\varepsilon'' \subset \{|s| \leq \varepsilon\}$.

We first prove that the momentum of inertia increases at most quadratically in time under the initial assumption (4.2), namely

$$\int_R x^2 \rho_0(t, x) \, dx \leq C t^2 + \int_R x^2 \rho_0(x) \, dx.$$  \hspace{1cm} (4.3)
For $\varepsilon < t < T - \varepsilon$, we choose $\eta(s, x) = \tilde{\chi}_\varepsilon(t - s)\Phi_R(x)$ in (2.8), then we have

$$- \int_0^T \int_{\mathbb{R}} \tilde{\chi}_\varepsilon''(t - s)\Phi_R(x)\rho + \tilde{\chi}_\varepsilon'(t - s)\Phi'_R(x)J \, dx \, ds + \int_{\mathbb{R}} \tilde{\chi}_\varepsilon'(t)\Phi_R(x)\rho_0(x) \, dx = 0. \quad (4.4)$$

By our choice of $\tilde{\chi}_\varepsilon$, we have $\tilde{\chi}_\varepsilon(t) = 1$ for $t > \varepsilon$. Furthermore $\{\tilde{\chi}_\varepsilon''\}$ is a sequence of mollifiers, and $\tilde{\chi}_\varepsilon \to 1_{[s>0]}$ a.e. $s \in \mathbb{R}$. Therefore by the property of mollifiers and dominated convergence theorem, by letting $\varepsilon \to 0$ in (4.4) we get

$$- \int_{\mathbb{R}} \Phi_R(x)\rho(t, x) \, dx + \int_0^t \int_{\mathbb{R}} \Phi'_R(x)J \, dx \, ds + \int_{\mathbb{R}} \Phi_R(x)\rho_0(x) \, dx = 0, \quad (4.5)$$

for a.e. $t \in (0, T)$. Let us define

$$V_R(t) = \int_{\mathbb{R}} \Phi_R(x)\rho(t, x) \, dx,$$

then by the definition of $\phi_R$ and the finite energy, we have

$$\int_{\mathbb{R}} \Phi'_R(x)J \, dx = \int_{\mathbb{R}} (x\chi_R^2 + x^2\chi'_R)\sqrt{\Lambda} \, dx$$

$$\leq \|\chi_R + x\chi'_R\|_{L^\infty(\mathbb{R})}\|\Lambda\|_{L^2(\mathbb{R})} \left( \int_{\mathbb{R}} x^2\chi_R^2(x)\rho \, dx \right)^{\frac{1}{2}}$$

$$\leq C \left( \int_{\mathbb{R}} \Phi_R(x)\rho \, dx \right)^{\frac{1}{2}} = C V_R^{\frac{1}{2}}(t).$$

By substituting the last inequality into (4.5) and using Gronwall’s argument, we get

$$V_R(t) \leq Ct^2 + V_R(0),$$

which will imply (4.3) as $R \to \infty$. As a direct consequence of (4.3), for a.e. $0 < t < T$ we have

$$\int_{\mathbb{R}} |x \, J(t, x)| \, dx \leq \|\Lambda(t)\|_{L^2(\mathbb{R})} \left( \int_{\mathbb{R}} x^2\rho(t) \, dx \right)^{\frac{1}{2}} < \infty,$$

and by the dominated convergence theorem

$$\int_0^t \int_{\mathbb{R}} \Phi'_R(x)J \, dx \, ds \to \int_0^t \int_{\mathbb{R}} x \, J \, dx \, ds. \quad (4.6)$$

Next we set $\xi_1(s, x) = \tilde{\chi}_\varepsilon(t - s)\phi_R'(x)$ and $\xi_2(s, x) = \tilde{\chi}_\varepsilon'(t - s)\phi_R'(x)$ in (2.9). As before, our choice of $\tilde{\chi}_\varepsilon$ allow us to let $\varepsilon \to 0$, then the weak formulation of the momentum equation (2.9) implies

$$- \int_0^t \int_{\mathbb{R}} \phi'_R(x)J + (t - s)\phi''_R(x)(\Lambda^2 + p(\rho) + (\partial_x \sqrt{\rho})^2)$$

$$- \frac{1}{4}(t - s)\phi''_R(\rho) \, dx \, ds + \int_{\mathbb{R}} t \, \phi'_R(x)J_0(x) \, dx = 0, \quad (4.7)$$
and
\[
- \int \phi'_R(x) J(t, x) dx + \int_0^t \int \phi''_R(x) (\Lambda^2 + p(\rho) + (\partial_x \sqrt{\rho})^2) dxds
- \frac{1}{4} \phi^{(4)}_R(x) \rho(t, x) dxds + \int \phi'_R(x) J_0(x) dx = 0.
\]

(4.8)

Now we compute \( t \times (4.8)-(4.7)-(4.5) \),
\[
\int \phi_R(x) \rho(t, x) dx - t T \int \phi'_R(x) J(t, x) dx + \int_0^t \int \phi''_R(x) (\Lambda^2 + p(\rho) + (\partial_x \sqrt{\rho})^2) dxds
- \frac{s}{4} \phi^{(4)}_R(x) \rho(t, x) dxds - \int \phi_R(x) \rho_0(x) dx = 0.
\]

(4.9)

Recalling the definition of \( \phi_R \), we have
\[
\phi''_R(x) = \chi_R^2(x) + 2x(\chi_R^2)' + \frac{x^2}{2}(\chi_R^2)'',
\]
and it is straightforward to check \( \|\phi''_R(x)\|_{L^\infty(R)} \leq C \) and \( \phi^{(4)}_R(x) \to 1 \) a.e. on \( R \) as \( R \to \infty \). There by the dominated convergence theorem we obtain
\[
\int_0^t \int R s \phi''_R(x) (\Lambda^2 + p(\rho) + (\partial_x \sqrt{\rho})^2) dxds = \int_0^t \int R (s^2 + p(\rho) + (\partial_x \sqrt{\rho})^2) dxds
= \int_0^t 2s E(s) + \int R (p(\rho) - 2f(\rho)) dxds,
\]
where \( E(s) \) is the total energy given by (1.2). Also as \( R \to \infty \), we have \( \phi^{(4)}_R(x) \sim O(R^{-2}) \), hence by letting \( R \to \infty \), the identity (4.9) implies
\[
\int R \frac{x^2}{2} \rho(t, x) dx - t T \int R x J(t, x) dx + 2 \int_0^t s E(s) dx
= \int R \frac{x^2}{2} \rho_0(x) dx + 2 \int_0^t s \int R 2f(\rho) - p(\rho) dxds.
\]

Since \( E(s) \) is non-increasing, we have
\[
2 \int_0^t s E(s) dx \geq t^2 E(t),
\]
and we can conclude
\[
H(t) = \int R \frac{x^2}{2} \rho(t, x) dx - t T \int R x J(t, x) dx + t^2 E(t)
\leq \int R \frac{x^2}{2} \rho_0(x) dx + 2 \int_0^t s \int R 3f(\rho) - \rho f'(\rho) dxds,
\]
where we also use \( p'(\rho) = \rho f'(\rho) - f(\rho) \). \( \square \)
In the case under our consideration we have $f(\rho) = \frac{1}{\gamma} \rho^\gamma$ so that
\[
H(t) + \left(1 - \frac{3}{\gamma}\right) \int_0^t s \int \rho^\gamma \, dx \lesssim \int \frac{x^2}{2} \rho_0(x) \, dx. \quad (4.10)
\]

Furthermore, the functional in (4.1) can also be expressed as
\[
H(t) = \int_R \frac{t^2}{2} (\partial_x \sqrt{\rho})^2 + \frac{t^2}{2} (\Lambda - \frac{x}{t} \sqrt{\rho})^2 + t^2 f(\rho) \, dx. \quad (4.11)
\]

A similar identity to (4.10) also appeared in Appendix A.2 in [15]. In what follows we exploit (4.10), (4.11) in order to infer a dispersive type estimate for the solutions to (2.7), similarly to what is done in [10] to study the scattering properties in the framework of NLS equations.

As we will explain later in Remark 30, in the next Proposition we show the convergence of the velocity field towards a rarefaction wave and, in the case the total energy is conserved, asymptotically it will reduce to the total kinetic energy.

**Proposition 29.** Let $(\rho, J)$ be a weak solution to the system (2.7) satisfying the same assumptions as in Proposition 28, and the internal energy is given by $f(\rho) = \frac{1}{\gamma} \rho^\gamma$. Then we have
\[
H(t) \lesssim t^{2(1-\sigma)} + \int \frac{x^2}{2} \rho_0(x) \, dx, \quad (4.12)
\]
where $\sigma = \min\{1, \frac{1}{2}(\gamma - 1)\}$. In particular we have
\[
\|\partial_x \sqrt{\rho}(t)\|_{L^2(R)} \lesssim t^{-\sigma}, \quad (4.13)
\]
\[
\int (\Lambda(t, x) - \frac{x}{t} \sqrt{\rho}(t, x))^2 \, dx \lesssim t^{-2\sigma}. \quad (4.14)
\]

and
\[
\int \rho^\gamma \, dx \lesssim t^{-2\sigma}. \quad (4.15)
\]
Moreover, if the total energy is conserved, then we have
\[
\lim_{t \to \infty} \frac{1}{2} \|\Lambda(t)\|_{L^2}^2 = E(0). \quad (4.16)
\]

**Proof.** Let us consider the identity (4.10), hence for $\gamma > 3$ we have
\[
H(t) \leq \int \frac{x^2}{2} \rho_0(x) \, dx
\]
and (4.12) holds for $\sigma = 1$. Let us now consider the case $1 < \gamma \leq 3$, if we define
\[
F(t) = \frac{t^2}{\gamma} \int \rho^\gamma(t, x) \, dx
\]
then by (4.10) and (4.11) we have
\[
F(t) \leq H(t) = (3 - \gamma) \int_0^t \frac{1}{s} F(s) \, ds + \int_R \frac{|x|^2}{2} \rho_0(x) \, dx.
\]
By Gronwall we then have

\[ F(t) \lesssim t^{3-\gamma} F(1) + \int \frac{x^2}{2} \rho_0(x) \, dx, \]

which also implies

\[ \int \rho^\gamma(t, x) \, dx \lesssim t^{1-\gamma}. \]

We can now plug the above estimate in (4.10) in order to obtain

\[ H(t) \lesssim \int_0^t s^{2-\gamma} \, ds + \int \frac{x^2}{2} \rho_0(x) \, dx, \]

which then implies (4.12).

**Remark 30.** The dispersive estimates in Proposition 29 have several consequences. First of all the mass density converges to zero and formally the velocity field \( v \) asymptotically approaches a rarefaction wave, namely \( v(t, x) \sim x/t \) as \( t \to \infty \). Moreover, as we have seen, asymptotically the motion becomes inertial and the total energy is given by the kinetic one. Intuitively this suggests that all the particles in the quantum gas tend to "synchronise" with a rarefaction wave in way that is reminiscent of the Landau damping [53]. Another important consequence which comes from a trivial application to the Sobolev embedding and the estimate (4.13) is given by

\[
\| \sqrt{\rho}(t) \|_{L^\infty} \lesssim t^{-\sigma/2}.
\]

(4.17)

When \( \gamma \geq 3 \) this bound is analogous to the classical dispersive estimate for the linear Schrödinger equation.

Similar estimates appear in many contexts of evolution PDEs, see [31, 54, 61, 62]. In particular estimates like (4.15) have been considered in classical compressible fluid dynamics [18, 60, 61], or the analogue of (4.14) in kinetic theory, see for instance [11, 34, 55]. These results are also somehow reminiscent of the vector field method [44] (see also [37]) used to study nonlinear wave equations, see also the recent paper [24]. We also mention [59] where the author exploits the hydrodynamic formulation of nonlinear Schrödinger equation in order to study the formation of singularities for the mass-critical NLS. Moreover, for isothermal capillary fluids, namely when the pressure term is linear, or equivalently when we consider a Schrödinger equation with a logarithmic nonlinearity, the decay rate shows a logarithmic improvement, see [16, 17]. In the case of nonlinear Schrödinger equations, the fact that solutions to the nonlinear problem disperse as much as the linear solutions provides some additional information about their asymptotic behavior, see [29]. An alternative proof, based on the interaction Morawetz estimates [50, 54], has been recently developed to show the asymptotic completeness for the mass-supercritical, energy-subcritical NLS equations [19, 20, 30, 58].

The purpose of the next Proposition is to show that this kind of estimates actually hold also for arbitrary finite energy weak solutions to the QHD system (2.7). Moreover, differently from the dispersive estimates in Proposition 29 where it was necessary to assume a finite initial moment of inertia (4.2) and a non-increasing energy \( E(t) \), in the next Proposition we only require the weak solutions to have finite energy.
The main idea of the next Proposition is inspired from the strategy of proof of the Morawetz estimates for nonlinear Schrödinger equations [30], namely by using a convolution with a Riesz kernel associated to fractional powers of the inverse Laplacian. In the one dimensional case this analogy leads us to replace \((-\Delta)^{-1/2}\) with the anti-derivative.

**Theorem 31** (Morawetz-type estimates). Let \((\rho, J)\) be a weak solution with finite mass and energy as in the Definition 8 and 9 satisfying

\[
M(t) + E(t) \leq M_1,
\]

then we have

\[
\|\partial_x \rho\|_{L^2(R_t \times R_x)}^2 + \|\rho\|_{L^{2+1}(R_t \times R_x)}^{2+1} \leq M_1^2.
\]  

(4.18)

**Proof.** Let us first define the anti-derivative of \(J\) as

\[
G(t, x) = \int_{-\infty}^x J(t, s)ds.
\]  

(4.19)

From our assumptions we have

\[
\|J\|_{L^\infty L^1} \leq \|\sqrt{\rho}\|_{L^\infty L^2} \|\Lambda\|_{L^\infty L^2} \leq M(t)^{1/2} E(t)^{1/2} \leq M_1,
\]

hence it follows that \(G \in L^\infty([0, T] \times R)\) with the bound \(\|G\|_{L^\infty} \leq M_1\). By integrating the equation for the momentum density \(J\) in (2.7), we get

\[
\partial_t G + \Lambda^2 + (\partial_x \sqrt{\rho})^2 + p(\rho) = \frac{1}{4} \partial_x^2 \rho.
\]  

(4.20)

Let us now consider the functional

\[
\int_R \rho(t, x) G(t, x) dx,
\]

which is the analogue of the interaction Morawetz functional used for NLS equations. By differentiating with respect to time, we obtain

\[
\frac{d}{dt} \int_R \rho(t, x) G(t, x) dx = \int_R G \partial_t \rho dx + \int_R \rho \partial_t G dx
\]

\[
= -\int_R G \partial_x J dx - \int_R \rho [\Lambda^2 + (\partial_x \sqrt{\rho})^2 + p(\rho) - \frac{1}{4} \partial_x^2 \rho] dx
\]

\[
= -\int_R \rho (p(\rho)) dx - \frac{1}{2} \int_R (\partial_x \rho)^2 dx.
\]

By integrating in time the last identity, since \(p(\rho) = (1 - \frac{1}{\gamma})\rho^\gamma\), we have

\[
(1 - \frac{1}{\gamma}) \int_0^T \int_R \rho \gamma+1 dx dt + \frac{1}{2} \int_0^T \int_R (\partial_x \rho)^2 dx dt
\]

\[
= \int_R \rho(0, x) G(0, x) dx - \int_R \rho(T, x) G(T, x) dx
\]

\[
\leq 2 \|\rho\|_{L^\infty L^1} \|G\|_{L^\infty} \leq M_1^2.
\]
Remark 32. The dispersive estimates stated in Proposition 29 and Theorem 31 hold, with
suitable modifications, also in the multi-dimensional setting. Actually they are true even
for solutions to Euler–Korteweg systems of the following type, see Proposition 35 in [6],

\[
\begin{align*}
\partial_t \rho + \text{div} J &= 0 \\
\partial_t J + \text{div} \left( \frac{J \otimes J}{\rho} \right) + \nabla p(\rho) &= \rho \nabla \left( \text{div}(\kappa(\rho) \nabla \rho) - \frac{1}{2} \kappa'(\rho) |\nabla \rho|^2 \right).
\end{align*}
\]

(4.21)

By defining \( K(\rho) = \int_0^\rho s \kappa(s) \, ds \), then the analogue of the Morawetz-type estimates in
(4.18) for solutions to (4.21) is given by

\[
\left\| |\nabla|^{\frac{3-d}{2}} \sqrt{\rho} K(\rho) \right\|^2_{L^2(\mathbb{R}^d \times \mathbb{R}^d)} + \left\| |\nabla|^{\frac{1-d}{2}} \sqrt{\rho} p(\rho) \right\|^2_{L^2(\mathbb{R}^d \times \mathbb{R}^d)} \lesssim M_1^2.
\]

5. “Entropy and Morawetz Type” Estimates

In this section we are going to discuss additional a priori estimates for solutions to (2.7). In
particular the estimates in Proposition 37 will be exploited later to show the stability
result of Theorem 4. As we will see, they are consequence of the bounds determining
the GCP class given by the Definition 14 and the weak entropy inequality stated in the
Definition 15. The uniform bounds provided by the functional \( I(t) \) defined in (1.6) will
play a fundamental role. In particular in Proposition 35 below we show that \( I(t) \) can be
controlled on compact time intervals. First of all in the case of smooth solutions with
\( \rho > 0 \), we will be able to show the validity of the conservation law (1.7) regarding the
energy identity.

Lemma 33. Let \((\rho, J)\) be a smooth solution to (2.7) such that \( \rho > 0 \). Then the energy
density \( e \) satisfies the following conservation law

\[
\partial_t e + \partial_x (\Lambda \lambda - \partial_t \sqrt{\rho} \partial_x \sqrt{\rho}) = 0.
\]

(5.1)

Proof. Because of positivity and smoothness, we can rewrite the system (2.7) as

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho v) &= 0 \\
\rho \partial_t v + \rho v \partial_x v + \rho \partial_x f'(\rho) &= \frac{1}{2} \rho \partial_x \left( \frac{\partial_x^2 \sqrt{\rho}}{\sqrt{\rho}} \right),
\end{align*}
\]

therefore the equation for the momentum density can be equivalently written as

\[
\rho \partial_t v + \rho \partial_x \mu = 0,
\]

where \( \mu \) denotes the chemical potential defined in (1.3). Similarly, the energy density satisfies

\[
e = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \rho v^2 + f(\rho).
\]
and hence
\[
\partial_t e = \partial_x \sqrt{\rho} \partial_t \sqrt{\rho} + \left( \frac{1}{2} \frac{v^2}{\sqrt{\rho}} + f'(\rho) \right) \partial_t \rho + \rho v \partial_t v
\]
\[
= \partial_x \left( \partial_x \sqrt{\rho} \partial_t \sqrt{\rho} \right) + \left( -\frac{1}{2} \frac{\partial^2 \sqrt{\rho}}{\sqrt{\rho}} + \frac{1}{2} \frac{v^2}{\sqrt{\rho}} + f'(\rho) \right) \partial_t \rho + \rho v \partial_t v.
\]
By using the previous identities and the definition (1.3), it follows that
\[
\partial_t e = \partial_x \left( \partial_x \sqrt{\rho} \partial_t \sqrt{\rho} \right) - \mu \partial_x (\rho v) - \rho v \partial_x \mu
\]
\[
= \partial_x \left( \partial_x \sqrt{\rho} \partial_t \sqrt{\rho} - \rho v \mu \right).
\]

Remark 34. The calculation in the previous Lemma requires smoothness and positivity of solutions in order to be rigorously justified; however it is an interesting question to see whether this conservation law, or its weaker version with the inequality (1.8), holds for a larger class of solutions. We mention the paper [21] where the authors determine some conditions on the velocity field and the mass density which allow to show the conservation of energy. Let us remark that also the solutions constructed in Theorem 2 satisfy the identity (5.1) in the distributional sense.

By using the conservation law (5.1) we now show that the functional \( I(t) \) is uniformly bounded on compact time intervals.

Proposition 35. Let \((\rho, J)\) be a smooth solution to (2.7) with finite mass and finite energy, such that \(\rho > 0\). Then for any \(0 < T < \infty\) we have
\[
\sup_{t \in [0,T]} I(t) \leq C(T) I(0).
\]

Proof. Because of positivity and smoothness of solutions to (2.7), we can rewrite the functional \( I(t) \) in the following way,
\[
I(t) = \frac{1}{2} \int_{\mathbb{R}} \rho (\mu^2 + \sigma^2) \, dx,
\]
where \(\mu\) is the chemical potential and \(\sigma = \partial_t \log \sqrt{\rho}\). Now, by using the identity
\[
\rho \mu = -\frac{1}{4} \partial^2_x \rho + e + p(\rho)
\]
we have
\[
\partial_t (\rho \mu) = \partial_t \left( e - \frac{1}{4} \partial^2_x \rho + p(\rho) \right)
\]
\[
= \partial_x \left( \partial_x \sqrt{\rho} \partial_t \sqrt{\rho} - \rho v \mu \right) - \frac{1}{4} \partial_t \partial^2_x \rho + \partial_t p(\rho).
\]
Again by using the continuity equation we have
\[
\rho \partial_t \mu + \rho v \partial_x \mu = \partial_x \left( \partial_x \sqrt{\rho} \partial_t \sqrt{\rho} \right) - \frac{1}{4} \partial_t \partial^2_x \rho + \partial_t p(\rho).
\]
Now we are going to derive the equation for $\sigma$. By using the continuity equation, the equation for $\log \sqrt{\rho}$ is given by

$$\partial_t \log \sqrt{\rho} + v \partial_x \log \sqrt{\rho} + \frac{1}{2} \partial_x v = 0,$$

then by using the identity $\partial_t v = -\partial_x \mu$, we obtain

$$\partial_t \sigma + v \partial_x \sigma - \partial_x \mu \partial_x \log \sqrt{\rho} - \frac{1}{2} \partial_x^2 \mu = 0,$$

hence multiplying it by $\rho$ we get

$$\rho \partial_t \sigma + \rho v \partial_x \sigma = \frac{1}{2} \partial_x (\rho \partial_x \mu). \quad (5.3)$$

Then by using (5.2) and (5.3), it follows that

$$\frac{d}{dt} I(t) = \int \mu \partial_t p(\rho) \, dx = 2 \int p'(\rho) \partial_t \sqrt{\rho} \lambda \, dx$$

$$\lesssim \|\sqrt{\rho}(t)\|_{L^\infty}^{\gamma - 1} I(t) \lesssim \|\sqrt{\rho}(t)\|_{H^1_t}^{\gamma - 1} I(t) \leq [M(t) + E(t)]^{\gamma - 1} I(t).$$

Then Gronwall’s inequality gives the desired result. \qed

Remark 36. As for Lemma 33, the same result can be obtained also for the solutions constructed in Theorem 2. Indeed, since they are Schrödinger-generated, we have

$$\frac{d}{dt} I(t) = -\int \partial_t f'(\rho) \text{Im}(\bar{\psi} \partial_t \psi) \, dx = \int \partial_t f'(\rho) \sqrt{\rho} \lambda \, dx.$$

This fact, together with the stability result proved in the next section, suggests that there are different ways to approximate the system (2.7) and to obtain different classes of weak solutions.

In addition, let us remark that similar functional are also used in the context of the Schrödinger equation to study the growth of Sobolev norms [57].

In the remaining part of this section we show that by using an approach similar to the one we used before to prove the Morawetz estimate in Theorem 31 and by assuming that $(\rho, J)$ satisfies the weak entropy inequality as in the Definition 15, it is possible to infer an improved space-time bound for the energy density.

Proposition 37. Let $(\rho, J)$ be a GCP weak solution to (2.7) in the sense of Definition 14, namely

$$\|\sqrt{\rho}\|_{L^\infty(0,T;H^1(\mathbb{R}))} + \|\Lambda\|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq M_1$$

$$\||\sqrt{\rho}\|_{L^\infty(0,T;L^2(\mathbb{R}))} + \|\lambda\|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq M_2. \quad (5.4)$$

Furthermore let us assume that the weak entropy inequality

$$\partial_t e + \partial_x (\Lambda \lambda - \partial_t \sqrt{\rho} \partial_x \sqrt{\rho}) \leq 0 \quad (5.5)$$

is satisfied in the sense of distribution. Then we have

$$\|e\|_{L^1_t L^1_x} + \|\partial_x^2 \rho\|_{L^1_t L^1_x} + \|\partial_x J\|_{L^\infty_t L^2_x} \leq C(M_1, M_2)(1 + T)^{\frac{1}{2}}. \quad (5.6)$$
Proof. By Sobolev embedding, (5.4) implies $\rho$ is continuous in space and $\|\sqrt{\rho}\|_{L^\infty_t L^1_x} \leq C(M_1)$. Then by using the equation (2.7) we have

$$\|\partial_x J\|_{L^\infty_t L^2_x} = \|\partial_t \rho\|_{L^\infty_t L^2_x} \leq 2 \|\sqrt{\rho}\|_{L^\infty_t L^1_x} \|\partial_t \sqrt{\rho}\|_{L^\infty_t L^2_x} \leq C(M_1, M_2).$$

As in the proof of Proposition 31 we have $\|J\|_{L^\infty_t L^1_x} \leq M_2^2$. Thus, by choosing $C_1 > 0$ such that $C_1 > \|J\|_{L^\infty_t L^1_x}$, we have that the anti-derivative of $J$ defined by

$$G(t, x) = \int_{-\infty}^x J(t, s) ds + C_1,$$

satisfies $G \geq 0$ and moreover $\|G\|_{L^\infty_t L^1_x} \leq C(\|J\|_{L^\infty_t L^1_x})$. By integrating in space the momentum equation in (2.7), it follows that

$$\partial_t G + \Lambda^2 + (\partial_x \sqrt{\rho})^2 + p(\rho) = \frac{1}{4} \partial^2_x \rho,$$

namely

$$\partial_t G + (\sqrt{\rho} \lambda + e) - 2f(\rho) = 0. \tag{5.7}$$

The bounds in (5.4) imply the equation (5.7) holds in the space $L^\infty_t L^1_x$.

Analogously to Theorem 31, here we want to consider the following interaction functional

$$\int_R G(t, x) e(t, x) dx$$

and compute its time derivative. However, since the entropy inequality (5.5) only holds in the sense of distribution, we introduce the following mollification to rigorously justify the argument. Let $\{\chi_\varepsilon\}_{\varepsilon > 0}$ be a sequence of smooth, positive space-time mollifiers supported on $(-\varepsilon, \varepsilon)^2$, and for any function $g \in L^1([0, T); L^1_{loc}(R))$ we define

$$g_\varepsilon(t, x) = \int_0^T \int_R g(t-s, x-y) \chi_\varepsilon(s, y) dy ds, \quad (t, x) \in (\varepsilon, T-\varepsilon) \times R.$$

By taking the convolution of (5.5) and (5.7) with $\chi_\varepsilon$, we obtain

$$\partial_t e_\varepsilon + \partial_x (\Lambda \lambda - \partial_t \sqrt{\rho} \partial_x \sqrt{\rho})_\varepsilon \leq 0 \tag{5.8}$$

and

$$\partial_t G_\varepsilon + (\sqrt{\rho} \lambda + e)_\varepsilon - 2f(\rho)_\varepsilon = 0. \tag{5.9}$$

Let us multiply (5.9) by $(\sqrt{\rho} \lambda + e)_\varepsilon$, then

$$\int_\varepsilon^{T-\varepsilon} \int_R (\sqrt{\rho} \lambda + e)_\varepsilon^2 dx dt = -\int_\varepsilon^{T-\varepsilon} \int_R (\sqrt{\rho} \lambda + e)_\varepsilon \partial_t G_\varepsilon dx dt + 2 \int_\varepsilon^{T-\varepsilon} \int_R (\sqrt{\rho} \lambda + e)_\varepsilon f(\rho)_\varepsilon dx dt. \tag{5.10}$$

We estimate the right hand side of (5.10) in the following way.
The first term on the right hand side satisfies
\[
- \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} \left( \sqrt{\rho \lambda} + e \right) \partial_t G_\varepsilon \, dx \, dt = - \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} \left( \sqrt{\rho \lambda} + e \right)(t) G_\varepsilon(t) \, dx \bigg|_{t=\varepsilon}^{t=T-\varepsilon} + \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_t \left( \sqrt{\rho \lambda} + e \right) \, dx \, dt \\
= - \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} \left( \sqrt{\rho \lambda} + e \right)(t) G_\varepsilon(t) \, dx \bigg|_{t=\varepsilon}^{t=T-\varepsilon} + \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_t \left( - \frac{1}{4} \partial^2_x \rho_\varepsilon + 2e_\varepsilon + p(\rho)_\varepsilon \right) \, dx \, dt,
\]
where the boundary terms can be estimated as follows
\[
\int_{\mathbb{R}} \left( \sqrt{\rho \lambda} + e \right)(t) G_\varepsilon(t) \, dx \leq \|G\|_{L^\infty_t L^1} \|\varepsilon\|_{L^\infty_t L^1} + \|\sqrt{\rho}\|_{L^\infty_t L^2} \|\lambda\|_{L^\infty_t L^2} \leq C(M_1, M_2).
\]

Now we estimate the integral
\[
\int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_t \left( - \frac{1}{4} \partial^2_x \rho_\varepsilon + 2e_\varepsilon + p(\rho)_\varepsilon \right) \, dx \, dt \quad (5.11)
\]
By using the equation of \( \rho \) in (2.7) and integration by parts in space, we have
\[
\int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_t \left( - \frac{1}{4} \partial^2_x \rho_\varepsilon \right) \, dx \, dt = - \frac{1}{4} \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} \partial^2_x G_\varepsilon \partial_t \rho_\varepsilon \, dx \, dt \\
= \frac{1}{4} \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} \left( \partial_x J_\varepsilon \right)^2 \, dx \, dt \leq C(M_1, M_2) T.
\]
By using the mollified entropy inequality (5.8) and \( G_\varepsilon \geq 0 \), we obtain
\[
\int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_t e_\varepsilon \, dx \, dt \leq - \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_x (\lambda \Lambda - \partial_x \sqrt{\rho} \partial_t \sqrt{\rho})_\varepsilon \, dx \, dt \\
= \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} J_\varepsilon (\lambda \Lambda - \partial_x \sqrt{\rho} \partial_t \sqrt{\rho})_\varepsilon \, dx \, dt \\
\leq T \|J\|_{L^\infty_{t,x}} \left( \|\lambda\|_{L^\infty_t L^2_x} \|\Lambda\|_{L^\infty_t L^2_x} \right) \leq C(M_1, M_2) T.
\]
Next we have
\[
\int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon \partial_t p(\rho)_\varepsilon \, dx \, dt = 2 \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} G_\varepsilon [p'(\rho) \sqrt{\rho} \partial_t \sqrt{\rho})_\varepsilon \, dx \, dt \\
\leq 2T \|G\|_{L^\infty_{t,x}} \|p'(\rho)\|_{L^\infty_t L^2_x} \|\partial_t \sqrt{\rho}\|_{L^\infty_t L^2_x} \leq C(M_1, M_2) T.
\]
Thus we control (5.11) by \( C(M_1, M_2) T \).
For the last term on the right hand side of (5.10), by using the $L^\infty_{t,x}$ bound of $\sqrt{\rho}$ and (5.4), it is straightforward to obtain that

$$\int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} (\sqrt{\rho} \lambda + e) \varepsilon f(\rho) \varepsilon \, dx \, dt \leq C(M_1, M_2)T.$$ 

Summarising the previous estimates we obtain

$$\int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} (\sqrt{\rho} \lambda + e)^2 \varepsilon \, dx \, dt \leq C(M_1, M_2)(1 + T),$$

uniformly in $\varepsilon > 0$. By combining this bound together with $(\sqrt{\rho} \lambda + e) \varepsilon \to \sqrt{\rho} \lambda + e$ in $L^\infty_t L^1_x$, as $\varepsilon \to 0$, we finally obtain

$$\|\sqrt{\rho} \lambda + e\|^2_{L^2_{t,x}} \leq \liminf_{\varepsilon \to 0} \int_{\varepsilon}^{T-\varepsilon} \int_{\mathbb{R}} (\sqrt{\rho} \lambda + e)^2 \varepsilon \, dx \, dt \leq C(M_1, M_2)(1 + T).$$

Therefore

$$\|e\|^2_{L^2_{t,x}} \leq \|\sqrt{\rho} \lambda + e\|^2_{L^2_{t,x}} + \|\sqrt{\rho} \lambda\|^2_{L^2_{t,x}} \leq \|\sqrt{\rho} \lambda + e\|^2_{L^2_{t,x}} + T \|\sqrt{\rho}\|^2_{L^\infty_{t,x}} \|\lambda\|^2_{L^\infty_{t,x}} \leq C(M_1, M_2)(1 + T).$$

We conclude our argument by estimating $\partial^2_x \rho$. By using the definition of $\lambda$ and the previous bounds, it follows that

$$\|\partial^2_x \rho\|^2_{L^2_{t,x}} \leq 4\|\sqrt{\rho} \lambda + e\|^2_{L^2_{t,x}} + 4\|p(\rho)\|^2_{L^2_{t,x}} \leq C(M_1, M_2)(1 + T).$$

\[\square\]

6. Stability

In this section we are going to prove Theorem 4, namely that for any uniformly bounded sequence of GCP weak solutions in the sense of Definition 14, it is possible to infer suitable stability properties. Let us remark here that in general we don’t know whether the solutions constructed in Theorem 1 and 2 are the only possible ones, as there could be alternative methods to construct weak solutions to (2.7). However for the classes of weak solutions we consider in this paper, the energy (1.2) and the functional (1.6) are always uniformly bounded along the flow of solutions to (2.7), and it is also true for smooth solutions as shown in Proposition 35.

To prove Theorem 4 we consider a sequence of GCP weak solutions satisfying the following uniform bounds

$$\|\sqrt{\rho_n}\|_{L^\infty(0,T;H^1(\mathbb{R}))} + \|\Lambda_n\|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq M_1,$$

$$\|\partial_t \sqrt{\rho_n}\|_{L^\infty(0,T;L^2(\mathbb{R}))} + \|\lambda_n\|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq M_2,$$

where $\lambda_n$ is such that

$$\sqrt{\rho_n} \lambda_n = -\frac{1}{4} \partial^2_x \rho_n + e_n + p(\rho_n)$$

(6.1)
and

\[ e_n = \frac{1}{2} (\partial_x \sqrt{\rho_n})^2 + \frac{1}{2} \Lambda_n^2 + f(\rho_n). \] (6.3)

Besides the above uniform bounds we need some further assumptions in order to infer the compactness for \{\partial_x \sqrt{\rho_n}\} and \{\Lambda_n\}. More precisely we are going to assume that one of the three assumptions stated in Theorem 4 holds true. Here we start by considering the assumption (3), namely we assume that the sequence \{(\sqrt{\rho_n}, \Lambda_n)\} satisfies the weak entropy inequality

\[ \partial_t e_n + \partial_x (\Lambda_n \lambda_n - \partial_x \sqrt{\rho_n} \partial_t \sqrt{\rho_n}) \leq 0 \] (6.4)

for all \( n \geq 1 \). By using Proposition 37 we have the additional estimates

\[ \|e_n\|_{L^2_t L^2_x} + \|\partial_x^2 \rho_n\|_{L^2_t L^2_x} + \|\partial_x J_n\|_{L^\infty_t L^2_x} \leq C (1 + T)^{1/2}. \] (6.5)

By collecting the bounds (6.1) and (6.5) we have, up to subsequences,

\[ \sqrt{\rho_n} \rightharpoonup \sqrt{\rho}, \quad L^\infty(0, T; H^1(\mathbb{R})) \cap W^{1, \infty}(0, T; L^2(\mathbb{R})), \] (6.6)

\[ \Lambda_n \rightharpoonup \Lambda, \quad L^\infty(0, T; L^2(\mathbb{R})), \] (6.7)

and for the energy density

\[ e_n \rightharpoonup \nu, \quad L^2(0, T; L^2(\mathbb{R})). \] (6.8)

One of the main difficulties to show our stability result is to verify that (6.3) holds also in the limit, namely that we have

\[ \nu = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho). \]

The next Proposition shows that (6.3) indeed holds in the limiting case, and \((\sqrt{\rho_n}, \Lambda_n)\) converges strongly. Furthermore, we prove that \(\nu\) and \(\Lambda\) vanish almost everywhere in the vacuum set \(\{\rho = 0\}\), which matches with the physical interpretation of the energy density.

**Proposition 38.** Let \{(\rho_n, J_n)\} be a sequence of GCP weak solutions to (2.7) satisfying the weak entropy inequality (6.4). Then for the weak limits (6.6), (6.7) and (6.8) we have the following nonlinear identity

\[ \nu = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho) \]

for a.e. \((t, x) \in [0, T] \times \mathbb{R}\), and \(\nu = 0\) a.e. \((t, x) \in \{\rho = 0\}\). Furthermore we have the following local strong convergence results

\[ \partial_x \sqrt{\rho_n} \rightarrow \partial_x \sqrt{\rho}, \quad L^2(0, T; L^2_{\text{loc}}(\mathbb{R})), \]

\[ \Lambda_n \rightarrow \Lambda, \quad L^2(0, T; L^2_{\text{loc}}(\mathbb{R})). \]
Proof. By using the identity (6.3), we have
\[ \rho_n e_n = \frac{1}{8}(\partial_x \rho_n)^2 + \frac{1}{2} J_n^2 + f(\rho_n)\rho_n. \]  
(6.9)

From the uniform bounds (6.5) it follows that, up to subsequences,
\[ \rho_n \rightharpoonup \rho, \quad L^2(0, T; H^1_{loc}(\mathbb{R})), \]
\[ J_n \rightharpoonup J, \quad L^2(0, T; L^2_{loc}(\mathbb{R})), \]  
(6.10)

hence, by passing to the limit in (6.9) we obtain
\[ \rho \nu = \frac{1}{8}(\partial_x \rho)^2 + \frac{1}{2} J^2 + f(\rho), \quad \text{a.e.} \]  
(6.11)

Since \( J_n = \sqrt{\rho_n} \Lambda_n \), then again by (6.7) and (6.10) we have \( J = \sqrt{\rho} \Lambda \) a.e. in \( \mathbb{R} \), therefore that we can write (6.11) as
\[ \rho \left( \nu - \frac{1}{2} (\partial_x \sqrt{\rho})^2 - \frac{1}{2} \Lambda^2 - f(\rho) \right) = 0, \quad \text{a.e.} \]  
(6.12)

We now claim that \( \nu = 0 \) a.e. on \( \{ \rho = 0 \} \). By passing to the limit in the identity (6.2) we obtain
\[ \nu = \sqrt{\rho} \lambda + \frac{1}{4} \partial^2_x \rho - p(\rho). \]

Again by Lemma 7 we have \( \partial^2_x \rho = 0 \) a.e. on \( \{ \rho = 0 \} \), consequently \( \nu = 0 \) a.e. on \( \{ \rho = 0 \} \). For any \( R > 0 \) let us define \( V_R = \{ \rho = 0 \} \cap ([0, T] \times (-R, R)) \), then by (6.1), (6.3) and (6.8) it follows that
\[
\int \int_{V_R} \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 \, dxdt \leq \liminf_{n \to \infty} \int \int_{V_R} \frac{1}{2} (\partial_x \sqrt{\rho_n})^2 + \frac{1}{2} \Lambda_n^2 \, dxdt \\
= \lim_{n \to \infty} \int \int_{V_R} e_n - f(\rho_n) \, dxdt \\
= \int \int_{V_R} \nu - f(\rho) \, dxdt = 0.
\]

The previous inequality implies that \( \Lambda = 0 \) a.e. on \( \{ \rho = 0 \} \) and consequently from (6.12) we also have
\[ \nu = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho). \]

We conclude by proving the local strong convergence. Because of the previous results, for any \( R > 0 \) it follows that
\[
\lim_{n \to \infty} \int_0^T \int_{-R}^R e_n - f(\rho_n) \, dxdt = \int_0^T \int_{-R}^R \nu - f(\rho) \, dxdt.
\]
therefore
\[ \int_0^T \int_{-R}^R \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 \, dx \, dt \leq \liminf_{n \to \infty} \int_0^T \int_{-R}^R \frac{1}{2} (\partial_x \sqrt{\rho_n})^2 + \frac{1}{2} \Lambda_n^2 \, dx \, dt \]
\[ = \lim_{n \to \infty} \int_0^T \int_{-R}^R e_n - f(\rho_n) \, dx \, dt \]
\[ = \int_0^T \int_{-R}^R \nu - f(\rho) \, dx \, dt \]
\[ = \int_0^T \int_{-R}^R \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 \, dx \, dt , \]
and we conclude
\[ \| \partial_x \sqrt{\rho} \|_{L^2_{x,loc}} = \lim_{n \to \infty} \| \partial_x \sqrt{\rho_n} \|_{L^2_{x,loc}} , \quad \| \Lambda \|_{L^2_{x,loc}} = \lim_{n \to \infty} \| \Lambda_n \|_{L^2_{x,loc}} . \]

Hence by using the convergence of norms we can improve the weak convergence to a strong one. \( \square \)

In what follows we are going to show that we are able to prove the analogue of Proposition 38 even under the assumptions (1) or (2) of Theorem 4, which is a direct consequence of the wave function lifting method established in the Sect. 3.

**Proposition 39.** Let \( \{(\rho_n, J_n)\} \) be a sequence of GCP weak solutions to \( (2.7) \). Let us further assume that one of the following conditions holds true for the sequence \( \{(\rho_n, J_n)\} \):
1. for almost every \( t \in [0, T] \), \( \rho_n(t, \cdot) > 0 \);
2. for almost every \( t \in [0, T] \), \( e_n(t, \cdot) \) is continuous.

Then we have
\[ \| \partial_x^2 \rho_n \|_{L^\infty_x L^2_t} + \| \partial_x J_n \|_{L^\infty_x L^2_t} + \| \partial_x \sqrt{\rho_n} \|_{L^\infty_x L^2_t} \leq C(M_1, M_2). \] (6.13)

**Proof.** Let \( (\rho_n, J_n) \) be a GCP solution, then the bounds \( (6.1) \) are satisfied, and let us assume that \( e_n(t, \cdot) \) is continuous for a.e. \( t \in [0, T] \). Then it is straightforward to see that for a.e. \( t \in [0, T] \), the hydrodynamic state \( (\sqrt{\rho_n(t, \cdot)}, \Lambda_n(t, \cdot)) \) is a GCP state. Therefore there exists a wave function \( \psi_n(t, \cdot) \in H^2(\mathbb{R}) \) associated to \( (\sqrt{\rho_n(t, \cdot)}, \Lambda_n(t, \cdot)) \) in the sense of the Definition 16, moreover we have
\[ \| \psi_n(t, \cdot) \|_{H^2(\mathbb{R})} \leq C(M_1, M_2). \]

The estimates (6.13) is a direct consequence of the \( H^2 \) regularity of \( \psi_n \) and the polar factorization.

If we assume the condition that \( \rho_n(t, \cdot) > 0 \) for a.e. \( t \in [0, T] \), by Lemma 25 it follows that the wave function lifting argument still holds true. \( \square \)

Let us remark that in the proof of Proposition 39, the associated wave function \( \psi_n(x; t) \) is constructed for isolated \( t \), and in general it is not a solution to the Schrödinger equation. On the other hand, for solutions like the ones constructed in Theorem 2, the bounds in (6.13) come straightforwardly, see (1.13). The bound of \( \sqrt{e_n} \) in (6.13) implies local strong convergence
\[ \sqrt{e_n} \to \omega, \quad L^p(0, T; L^2_{x,loc}(\mathbb{R})) , \] (6.14)
for \( 2 \leq p < \infty \) and we also have the compactness proposition. Proposition 40 can be proved by same argument as Proposition 38 with minor modification.
**Proposition 40.** Let \( \{ (\sqrt{\rho_n}, \Lambda_n) \} \) be a sequence of weak solution to (2.7) in the GCP class. Let us further assume that one of the following conditions holds true for the sequence \( \{ (\sqrt{\rho_n}, \Lambda_n) \} \):

1. for almost every \( t \in [0, T] \), \( \rho_n(t, \cdot) > 0 \);
2. for almost every \( t \in [0, T] \), \( e_n(t, \cdot) \) is continuous.

Then the weak limits (6.6), (6.7) and the local strong limit (6.14) satisfy

\[
\omega^2 = \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f(\rho)
\]

for a.e. \((t, x) \in [0, T] \times \mathbb{R}\), and \( \omega = 0 \) a.e. \((t, x) \in \{ \rho = 0 \}\). Furthermore we have the following local strong convergence

\[
\partial_x \sqrt{\rho_n} \to \partial_x \sqrt{\rho}, \quad \Lambda_n \to \Lambda, \quad L^p(0, T; L^2_{loc}(\mathbb{R})),
\]

for \( 2 \leq p < \infty \).

Finally, we conclude this section by proving Theorem 4.

**Proof of Theorem 4.** To finish the proof of Theorem 4, we only need to show that the strong limit \((\sqrt{\rho}, \Lambda)\) obtained in Proposition 38 and Proposition 40 is indeed a weak solution of the QHD system. This is indeed a direct consequence of the compactness of \( \{ (\sqrt{\rho_n}, \Lambda_n) \} \). \( \square \)

### 7. An Hydrodynamic Definition of \( \lambda \) and Its Relations with the Chemical Potential

In what follows we are going to provide some heuristic motivations in order to state a rigorous definition, independent of the Madelung approach and given in the terms of the hydrodynamic variables, of the function \( \lambda \) introduced in (1.6). In the case of hydrodynamic solutions to the QHD system generated by a \( H^2 \) wave function through the Madelung transform, the functional \( I(t) \) is given by

\[
I(t) = \int |\partial_t \psi|^2 \, dx.
\]

As a consequence of the polar factorization Lemma 6 we have \( \partial_t \sqrt{\rho} = \text{Re}(\bar{\phi} \partial_t \psi) \). If we write \( \lambda = -\text{Im}(\bar{\phi} \partial_t \psi) \), then it follows that

\[
|\partial_t \psi|^2 = (\partial_t \sqrt{\rho})^2 + \lambda^2, \quad \text{a.e. in } \mathbb{R}.
\]

Clearly since \( \psi \in L^\infty_t H^2_x \), we have \( \lambda \in L^\infty_t L^2_x \). Moreover by using the regularity of \( \psi \) we also have that \( \lambda = 0 \) a.e. in the vacuum set \( \{ \rho = 0 \} \).

However it is not possible to use the identity \( \lambda = -\text{Im}(\bar{\phi} \partial_t \psi) \) to single out a definition given only in hydrodynamic terms. Indeed in order to exploit the previous identity it would be necessary to use distributional derivatives of the polar factor. On the other hand, from the Schrödinger equation (2.1), it is straightforward to define an auxiliary quantity \( \xi \) which represents the chemical potential \( \mu \), defined in (1.3), in the quantum probability measure \( \rho dx \),

\[
\xi = \rho \mu = \sqrt{\rho} \lambda = -\text{Im}(\bar{\psi} \partial_t \psi) = -\frac{1}{4} \partial_x^2 \rho + \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f'(\rho) \rho.
\]
By assuming $\partial_x^2 \rho \in L^1_{loc}$ and $\Lambda = 0$ a.e. on $\{\rho = 0\}$, we have that

$$\xi = -\frac{1}{4} \partial_x^2 \rho + \frac{1}{2} (\partial_x \sqrt{\rho})^2 + \frac{1}{2} \Lambda^2 + f'(\rho) \rho$$

(7.2)

is a well-defined function $\xi$ in $L^1_{loc}$ and moreover $\xi = 0$ a.e. on $\{\rho = 0\}$.

Therefore $\xi / \sqrt{\rho}$ belongs to $L^1_{loc}(R)$, so it is possible to define a.e. a function in $L^1_{loc}(\{\rho > 0\})$ and $L^1_{loc}$ in the interior of the vacuum set (but not $L^1_{loc}(R)$)

$$\lambda = \begin{cases} \frac{\xi}{\sqrt{\rho}} & \text{in } \{\rho > 0\} \\ 0 & \text{elsewhere,} \end{cases}$$

where we set $\lambda = 0$ in the vacuum region to be consistent with the case when the hydrodynamic quantities are given by Madelung transforms. By using the identity (7.2), outside the vacuum set, namely on the open set $\{\rho > 0\}$, we have a.e.

$$\lambda = -\frac{1}{2} \partial_x^2 \sqrt{\rho} + \frac{1}{2} \frac{\Lambda^2}{\sqrt{\rho}} + \sqrt{\rho} f'(\rho),$$

where $\partial_x^2 \sqrt{\rho}$ is intended as

$$\partial_x^2 \sqrt{\rho} = \frac{\partial_x^2 \rho}{2 \sqrt{\rho}} - \frac{(\partial_x \sqrt{\rho})^2}{\sqrt{\rho}}.$$

This identity allows us to provide the Definition 12 where $\lambda$ is defined rigorously only in terms of the hydrodynamic variables.

We wish to emphasize that $\partial_x \sqrt{\rho}$ and $\Lambda^2 / \sqrt{\rho}$ may become singular when approaching vacuum boundaries. In what follows, we provide a series of Propositions characterising the properties of $\partial_x \sqrt{\rho}$, $\Lambda^2 / \sqrt{\rho}$ for GCP hydrodynamic states, see the Definition 13. More precisely, in what follow we will consider a hydrodynamic state $(\sqrt{\rho}, \Lambda)$ satisfying

- $\Lambda = 0$ a.e. on $\{\rho = 0\}$;
- $\partial_x^2 \rho, \partial_x J \in L^1_{loc}(R)$;
- the following bounds are satisfied

$$\|\sqrt{\rho}\|_{H^1(R)} + \|\Lambda\|_{L^2(R)} \leq M_1,$$

$$\|\mathbf{1}_{\{\rho > 0\}} \partial_x J / \sqrt{\rho}\|_{L^2(R)} + \|\lambda\|_{L^2(R)} \leq M_2,$$

(7.3)

where $\lambda$ is defined as in (2.11).

The main result here, in the sense of studying the singularity at vacuum boundaries, is stated in Proposition 42 and Proposition 43 below. More precisely, for the functions $\partial_x \sqrt{\rho}$ and $\Lambda^2 / \sqrt{\rho}$, which are only assumed to be integrable with respect to the density measure, we strengthen their integrability to one in the Lebesgue sense up to vacuum boundaries. As a consequence, it shows that the only possible singularity of a GCP state $(\sqrt{\rho}, \Lambda)$ is the jumps of $\partial_x \sqrt{\rho}$ and $\Lambda$ at vacuum boundaries, and $\lambda$ can be extended to a Radon measure

$$\tilde{\lambda} = -\frac{1}{2} \partial_x^2 \sqrt{\rho} + \frac{1}{2} \frac{\Lambda^2}{\sqrt{\rho}} \mathbf{1}_{\{\rho > 0\}} + \sqrt{\rho} f'(\rho) \in \mathcal{D}'(R),$$
which takes into account the possible singularities at vacuum boundaries.

By the continuity of $\rho$ the non vacuum set is at most a countable union of disjoint intervals, namely

$$V_c = \{x \in \mathbb{R}; \rho(x) > 0\} = \bigcup_j (a_j, b_j). \quad (7.4)$$

Notice that there are at most two intervals with infinite length. These intervals will be denoted as $(-\infty, b_{-\infty})$ and $(a_{\infty}, \infty)$ and they will be treated separately if necessary.

On any interval outside the vacuum, $(a, b) \subset V^c$, we have the following proposition:

**Proposition 41.** Let $(\sqrt{\rho}, \Lambda)$ be a GCP state satisfying the bounds (7.3), then we have

$$\partial_x e = 2\partial_x \sqrt{\rho}(2f'(\sqrt{\rho})\sqrt{\rho}) - \lambda - \frac{\partial_x J}{\sqrt{\rho}} \quad \text{in } \mathcal{D}'(a, b), \quad (7.5)$$

where $e$ denotes the total energy density given by (1.5). Moreover,

$$\|\partial_x \sqrt{e}\|_{L^2(a, b)} \leq C(M_1, M_2),$$

$$\|\sqrt{e}\|_{L^\infty(a, b)} \leq C(M_1, M_2)(1 + |b - a|^{-\frac{1}{2}}). \quad (7.6)$$

**Proof.** Let us consider the interval $(a, b) \subset V^c$, then

$$\partial_x^2 \sqrt{\rho} = \left(\frac{1}{2} \partial_x^2 \rho - (\partial_x \sqrt{\rho})^2\right) / \sqrt{\rho} \quad \text{in } L^1_{\text{loc}}(a, b),$$

and

$$\partial_x \Lambda = (\partial_x J - \Lambda \partial_x \sqrt{\rho}) / \sqrt{\rho} \quad \text{in } L^1_{\text{loc}}(a, b).$$

As a consequence $\partial_x \sqrt{\rho}, \Lambda \in \mathcal{C}(a, b)$. Then by using the definitions (1.5) and (2.11) we have the following identities

$$\partial_x e = \partial_x \sqrt{\rho} \partial_x^2 \sqrt{\rho} + \Lambda \partial_x \Lambda + f'(\rho)\partial_x \rho$$

$$= \partial_x \sqrt{\rho} (\partial_x^2 \sqrt{\rho} - \frac{\Lambda^2}{\sqrt{\rho}} + 2f'(\rho)\sqrt{\rho}) + \partial_x \sqrt{\rho} \frac{\Lambda^2}{\sqrt{\rho}} + \Lambda \partial_x \Lambda$$

$$= 2\partial_x \sqrt{\rho} (2f'(\rho)\sqrt{\rho} - \lambda) + \Lambda \frac{\partial_x J}{\sqrt{\rho}}.$$

To show the first inequality of (7.6), we divide both side of (7.5) by $2\sqrt{e + \epsilon}$, with $\epsilon > 0$. We then obtain

$$\partial_x \sqrt{e + \epsilon} = \frac{\partial_x e}{2\sqrt{e + \epsilon}}$$

$$= \frac{\partial_x \sqrt{\rho}}{\sqrt{e + \epsilon}} (2f'(\rho)\sqrt{\rho} - \lambda) - \frac{\Lambda}{\sqrt{e + \epsilon}} \frac{\partial_x J}{2\sqrt{\rho}}.$$
By taking the $L^2_x$ norm over $(a, b)$, and using the bounds (7.3) we get
\[
\| \partial_x \sqrt{e + \epsilon} \|_{L^2(a,b)} \leq \| \partial_x \sqrt{\rho} \|_{L^\infty(a,b)} \| 2f'(\rho) \sqrt{\rho} - \lambda \|_{L^2(a_j,b_j)} \\
+ \| \frac{\Lambda}{\sqrt{e + \epsilon}} \|_{L^\infty(a,b)} \| \partial_\tau \sqrt{\rho} \|_{L^2(a,b)} \\
\leq 4 \| f'(\rho) \sqrt{\rho} \|_{L^2} + 2 \| \lambda \|_{L^2} + 2 \| \partial_\tau \sqrt{\rho} \|_{L^2} \\
\leq C(M_1, M_2).
\]

Passing to the limit as $\epsilon \to 0$, it follows that
\[
\| \partial_x \sqrt{e} \|_{L^2(a,b)} \leq C(M_1, M_2).
\]

Last by choosing $x_0 \in [a, b]$ such that $e(x_0) \leq 2 \inf_{x \in (a,b)} e(x)$, we can directly compute that
\[
\| \sqrt{e} \|_{L^\infty(a,b)} = \| e \|_{L^\infty(a,b)} \leq e(x_0) + \int_a^b \partial_x e(x) \, dx \\
\leq 2 \inf_x e(x) + 2 \| \sqrt{e} \|_{L^2(a,b)} \| \partial_x \sqrt{e} \|_{L^2(a,b)} \\
\leq 2|b - a|^{-1} \| e \|_{L^1(a,b)} + 2 \| e \|_{L^1(a,b)} \| \partial_x \sqrt{e} \|_{L^2(a,b)} \\
\leq C(M_1, M_2)(1 + |b - a|^{-1}).
\]

In the next Proposition we will prove that $\partial^2_x \sqrt{\rho}$ and $\frac{\Lambda^2}{\sqrt{\rho}}$ are integrable on any open interval $(a, b)$ outside the vacuum, including the case when $a$ and $b$ are at vacuum boundaries.

**Proposition 42.** Let $(\sqrt{\rho}, \Lambda)$ be a GCP state satisfying the bounds (7.3). Then on any interval $(a, b) \subset V^c$ with finite length, we have $\partial^2_x \sqrt{\rho} \in L^1(a, b)$, $\frac{\Lambda^2}{\sqrt{\rho}} \in L^1(a, b)$, and the following bound holds
\[
\| \partial^2_x \sqrt{\rho} \|_{L^1(a,b)} + \| \frac{\Lambda^2}{\sqrt{\rho}} \|_{L^1(a,b)} \leq C(M_1, M_2)(1 + |b - a|^{-\frac{1}{2}} + |b - a|^{-\frac{1}{2}}).
\]

**Proof.** We first take a function $\eta(x)$ on $[0, 2]$ such that $0 \leq \eta(x) \leq 1$, $\eta(x) \equiv 0$ for $x \in [0, \frac{1}{2})$, $\eta(x) \equiv 1$ for $x \in [\frac{1}{2}, 2]$ and $|\eta'(x)| \leq 1$ ($\eta$ is easy to construct by mollifying a piecewise linear function). For $0 < \epsilon < |b - a|/4$, we define
\[
\eta_\epsilon(x) = \begin{cases} 
\eta \left( \frac{x - a}{\epsilon} \right) & x \in (a, a + 2\epsilon) \\
1 & x \in [a + 2\epsilon, b - 2\epsilon] \in C^\infty_c(a, b). \\
\eta \left( \frac{b-x}{\epsilon} \right) & x \in [b - 2\epsilon, b)
\end{cases}
\]

Then $\eta_\epsilon'$ is supported in $(a, a + 2\epsilon)$ and $(b - 2\epsilon, b)$, and $|\eta_\epsilon'(x)| \leq \frac{1}{\epsilon}$.

Multiplying (2.11) by $2\eta_\epsilon$ and integrating over $(a, b)$, we obtain
\[
\int_a^b \eta_\epsilon \frac{\Lambda^2}{\sqrt{\rho}} \, dx = 2 \int_a^b \eta_\epsilon \lambda \, dx + \int_a^b \eta_\epsilon \partial^2_x \sqrt{\rho} \, dx - 2 \int_a^b \eta_\epsilon f'(\rho) \sqrt{\rho} \, dx.
\] (7.7)
In the right hand side of (7.7), the first and the third integrals can be controlled as

\[
\left| \int_a^b \eta \epsilon \lambda \, dx \right| \leq \| \eta \epsilon \|_{L^2(a,b)} \| \lambda \|_{L^2(R)} \leq C(M_2) |b - a|^{1/2},
\]

\[
\left| \int_a^b \eta \epsilon f'(\rho) \sqrt{\rho} \, dx \right| \leq \| f'(\rho) \sqrt{\rho} \|_{L^1(R)} \leq C(M_1).
\]

For the second integral in the right hand side of (7.7), applying integration by parts and using \( \eta \epsilon \in C^\infty_c(a,b) \), we obtain

\[
\int_a^b \eta \epsilon (x) \partial_x^2 \sqrt{\rho} \, dx = \int_a^b \eta \epsilon'(x) \partial_x \sqrt{\rho} \, dx.
\] (7.8)

By our construction and Proposition 41, (7.8) is bounded by

\[
|(7.8)| \leq \frac{|\text{supp}(\eta \epsilon')|}{\epsilon} \| \partial_x \sqrt{\rho} \|_{L^\infty_a(b)}
\]

\[
\leq 4 \sqrt{2} \| \sqrt{e} \|_{L^\infty_a(b)} \leq C(M_1, M_2)(1 + |b - a|^{-1/2}).
\]

Since \( \eta \epsilon \) and \( \frac{\Lambda^2}{\sqrt{\rho}} \) are non-negative functions, we obtain by the estimate of (7.7) that

\[
\int_{a+2\epsilon}^{b-2\epsilon} \frac{\Lambda^2}{\sqrt{\rho}} \, dx \leq \int_a^b \eta \epsilon \frac{\Lambda^2}{\sqrt{\rho}} \, dx
\]

\[
\leq C(M_1, M_2)(1 + |b - a|^{1/2} + |b - a|^{-1/2}).
\]

Passing to the limit as \( \epsilon \to 0 \) by Fatou’s Lemma, we conclude

\[
\int_a^b \frac{\Lambda^2}{\sqrt{\rho}} \, dx \leq C(M_1, M_2)(1 + |b - a|^{1/2} + |b - a|^{-1/2}).
\]

To obtain the integrability of \( \partial_x^2 \sqrt{\rho} \) we simply notice that by definition of \( \lambda \), in the interval \( (a, b) \) we have

\[
\partial_x^2 \sqrt{\rho} = \frac{\Lambda^2}{\sqrt{\rho}} - 2\lambda + f'(\rho) \sqrt{\rho}.
\]

Therefore \( \| \partial_x^2 \sqrt{\rho} \|_{L^1(a,b)} \) can be controlled by

\[
\| \partial_x^2 \sqrt{\rho} \|_{L^1(a,b)} \leq \| \frac{\Lambda^2}{\sqrt{\rho}} \|_{L^1(a,b)} + |b - a|^{1/2} \| \lambda \|_{L^2} + \| f'(\rho) \sqrt{\rho} \|_{L^1}
\]

\[
\leq C(M_1, M_2)(1 + |b - a|^{1/2} + |b - a|^{-1/2}).
\]

\( \square \)

As a consequence of Proposition 41 and Proposition 42, the local integrability of \( \partial_x \sqrt{e} \) and \( \partial_x^2 \sqrt{\rho} \) imply \( \sqrt{e} \) and \( \partial_x \sqrt{\rho} \) are absolutely continuous functions, therefore it can be continuously extended to the vacuum boundary. More precisely we have the following Corollary (where \( \mathcal{AC} \) denotes the space of Absolutely Continuous functions)
Corollary 1. For all connected components \((a_j, b_j) \subset V^c\) as given in (7.4) with finite length, we have \(\sqrt{e} \in \mathcal{AC}(a_j, b_j)\) and \(\partial_x \sqrt{\rho} \in \mathcal{AC}(a_j, b_j)\), therefore we can continuously extend \(\sqrt{e}\) and \(\partial_x \sqrt{\rho}\) to functions in \(C[a_j, b_j]\).

For the semi-infinite interval \((-\infty, b_{-\infty})\) and \((a_{\infty}, \infty)\), \(\sqrt{e}\) and \(\partial_x \sqrt{\rho}\) belong to \(\mathcal{AC}[-R, b_{-\infty}]\) or \(\mathcal{AC}[a_{\infty}, R]\) respectively, for any finite \(R > |a_{\infty}|, |b_{-\infty}|\).

**Proof.** The statement of absolute continuity directly comes from the integrability of \(\partial_x \sqrt{e}\) and \(\partial^2_x \sqrt{\rho}\) on \((a_j, b_j)\). Moreover we can directly define the continuous boundary value from right as

\[
\sqrt{e}(t, a_j^+) = \sqrt{e}(x_j) + \int_{x_j}^{a_j} \partial_x \sqrt{e}(y)dy,
\]

\[
\partial_x \sqrt{\rho}(t, a_j^+) = \partial_x \sqrt{\rho}(x_j) + \int_{x_j}^{a_j} \partial^2_x \sqrt{\rho}(y)dy,
\]

where \(x_j \in (a_j, b_j)\) is a fixed point. Similarly we can define the left boundary value \(\sqrt{e}(t, b_j^-)\) and \(\partial_x \sqrt{\rho}(t, b_j^-)\).

Same argument applies to intervals \((-R, b_{-\infty})\) and \((a_{\infty}, R)\). □

Now we come back to the definition (2.11) of \(\lambda\). In the right hand side of (2.11) we proved that \(\partial^2_x \sqrt{\rho}\) and \(\Lambda^2 / \sqrt{\rho}\) belongs to \(L^1(a_j, b_j)\) for all components \((a_j, b_j) \subset V^c\). Therefore the only possible singularities are given by the jumps of \(\partial_x \sqrt{\rho}\) at the vacuum boundaries, which leads to a Dirac-delta in \(\partial^2_x \sqrt{\rho}\) in the sense of distribution, and it should be balanced to make \(\lambda\) a function in \(L^2_\lambda(R)\). Hence in the case that the vacuum boundaries has no accumulation point, we can extend \(\lambda\) to a Radon measure on \(R\). We conclude it by the next Proposition.

**Proposition 43.** Let \((\sqrt{\rho}, \Lambda)\) be a GCP state satisfying the bounds (7.3) and let us assume that the vacuum boundaries \(\bigcup_j (a_j, b_j)\) given in (7.4) have no accumulation point. Then we have that

\[
\tilde{\lambda} = -\frac{1}{2} \partial^2_x \sqrt{\rho} + \frac{\Lambda^2}{\sqrt{\rho}} 1_{\rho > 0} + f'(\rho) \sqrt{\rho}
\]

is a Radon measure in \(\mathcal{M}(R)\) and \(\partial^2_x \sqrt{\rho}\) is a distribution in \(H^{-1}(R)\).

Therefore it follows that the measure \(\lambda dx\) extends to the Radon measure \(\tilde{\lambda}\) in the following way

\[
\tilde{\lambda} = \lambda dx + \frac{1}{2} \sum_j \left( \partial_x \sqrt{\rho}(b_j^-) \delta_{b_j} - \partial_x \sqrt{\rho}(a_j^+) \delta_{a_j} \right),
\]

where \(\delta\) is the Dirac-delta distribution.

**Proof.** We only need to prove the identity (7.9). Let \(\eta \in C^\infty_c(R)\) be any test function, by (2.11)

\[
\int_R \eta \lambda dx = \int_{V^c} \eta \lambda dx = \sum_j \int_{a_j}^{b_j} \eta \left( -\frac{1}{2} \partial^2_x \sqrt{\rho} + \frac{1}{2} \frac{\Lambda^2}{\sqrt{\rho}} + f'(\rho) \sqrt{\rho} \right) dx.
\]
The integrals in the right hand side of the last identity are well defined by Proposition 42, and the summation is taken over finite \( j \) since \( \{a_j\}, \{b_j\} \) have no accumulation point and the support of \( \eta \) is compact. By using \( \partial_x \sqrt{\rho} \in \mathcal{C}[a_j, b_j] \) and integration by parts we get

\[
-\frac{1}{2} \int_{a_j}^{b_j} \eta \frac{d^2}{dx^2} \sqrt{\rho} \, dx = -\frac{1}{2} \partial_x \sqrt{\rho}(b_j^-) \eta(b_j) + \frac{1}{2} \partial_x \sqrt{\rho}(a_j^+) \eta(a_j) + \frac{1}{2} \int_{a_j}^{b_j} \partial_x \eta \partial_x \sqrt{\rho} \, dx.
\]

Summing over \( j \) implies

\[
-\frac{1}{2} \sum_j \int_{a_j}^{b_j} \eta \frac{d^2}{dx^2} \sqrt{\rho} \, dx = \int_{V_c} \partial_x \eta \partial_x \sqrt{\rho} \, dx + \frac{1}{2} \sum_j \left( \partial_x \sqrt{\rho}(a_j^+) \eta(a_j) - \partial_x \sqrt{\rho}(b_j^-) \eta(b_j) \right).
\]

By Lemma 7 we have \( \partial_x \sqrt{\rho} = 0 \) a.e. on \( V = \{ \rho = 0 \} \), thus

\[
\int_{V_c} \partial_x \eta \partial_x \sqrt{\rho} \, dx = \int_{\mathbb{R}} \partial_x \eta \partial_x \sqrt{\rho} \, dx = - \int_{\mathbb{R}} \eta \frac{d^2}{dx^2} \sqrt{\rho} \, dx.
\]

At the same time we also have

\[
\sum_j \int_{a_j}^{b_j} \eta \frac{\Lambda^2}{\sqrt{\rho}} \, dx = \int_{\mathbb{R}} \eta \frac{\Lambda^2}{\sqrt{\rho}} 1_{\{\rho > 0\}} \, dx,
\]

\[
\sum_j \int_{a_j}^{b_j} \eta f'(\rho) \sqrt{\rho} \, dx = \int_{\mathbb{R}} \eta f'(\rho) \sqrt{\rho} \, dx.
\]

Therefore we conclude

\[
\int_{\mathbb{R}} \eta \lambda \, dx = \int_{\mathbb{R}} \eta \left( -\frac{1}{2} \partial_x^2 \sqrt{\rho} + \frac{1}{2} \frac{\Lambda^2}{\sqrt{\rho}} 1_{\{\rho > 0\}} + f'(\rho) \sqrt{\rho} \right) \, dx
\]

\[
+ \frac{1}{2} \sum_j \left( \partial_x \sqrt{\rho}(a_j^+) \eta(a_j) - \partial_x \sqrt{\rho}(b_j^-) \eta(b_j) \right)
\]

\[
= \left\langle \eta, \tilde{\lambda} \right\rangle + \left\langle \eta, \frac{1}{2} \sum j \left( \partial_x \sqrt{\rho}(a_j^+) \delta_{a_j} - \partial_x \sqrt{\rho}(b_j^-) \delta_{b_j} \right) \right\rangle
\]

for any test function \( \eta \in C_c^\infty(\mathbb{R}) \), which concludes the proof \( \Box \)

**Remark 44.** The identity (7.9) shows \( \lambda \, dx \) is the absolutely continuous part of the Radon measure \( \tilde{\lambda} \) with respect to Lebesgue measure, and the singular part of \( \tilde{\lambda} \) is a sequence of Dirac-delta located at vacuum boundaries. Therefore \( \tilde{\lambda} \) and \( \lambda \) agree at the level of \( \xi \) in the sense that

\[
\xi = \sqrt{\rho} \tilde{\lambda} = \sqrt{\rho} \lambda.
\]

On the other hand, since \( \tilde{\lambda} \) takes into account the possible jumps of \( \partial_x \sqrt{\rho} \) at vacuum boundaries, our conjecture is that \( \tilde{\lambda} \) might be a useful tool to characterise the behaviour of vacuum boundaries or other functions, for example the polar factor or phase function,
whose singularity is at vacuum boundaries. Indeed formally by using the WKB ansatz
\[ \psi = \sqrt{\rho} e^{iS} \]
and the Schrödinger equation, one has
\[ \partial_t S + \mu = 0, \]
where \( \mu \) is the chemical potential
\[ \mu = -\frac{\partial^2 \sqrt{\rho}}{2\sqrt{\rho}} + \frac{1}{2} v^2 + f'(\rho). \]

In the general case a rigorous definition of the phase function \( S \) and chemical potential \( \mu \) is not possible, however the previous equation above suggests the possibility to reconstruct the phase function \( S \) from hydrodynamic data by using the identity
\[ \sqrt{\rho} \partial_t S + \tilde{\lambda} = 0. \]
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