Does behavioural inhibition system dysfunction contribute to Attention Deficit Hyperactivity Disorder?
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Abstract

The Reinforcement Sensitivity Theory of Personality has as its main foundation a Behavioural Inhibition System (BIS), defined by anxiolytic drugs, in which high trait sensitivity should lead to internalising, anxiety, disorders. Conversely, it has been suggested that low BIS sensitivity would be a characteristic of externalising disorders. BIS output should lead to increased arousal and attention as well as behavioural inhibition. Here, therefore, we tested whether an externalising disorder, Attention Deficit Hyperactivity Disorder (ADHD), involves low BIS sensitivity. Goal-Conflict-Specific Rhythmicity (GCSR) in an auditory Stop Signal Task is a right frontal EEG biomarker of BIS function. We assessed children diagnosed with ADHD-I (inattentive) or ADHD-C (combined) and healthy control groups for GCSR in: a) an initial smaller study in Dunedin, New Zealand (population ~120,000: 15 control, 10 ADHD-I, 10 ADHD-C); and b) a main larger one in Tehran, Iran (population ~9 [city]-16 [metropolis] million: 27 control, 18 ADHD-I, 21 ADHD-C). GCSR was clear in controls (particularly at 6–7 Hz) and in ADHD-C (particularly at 8–9 Hz) but was reduced in ADHD-I. Reduced attention and arousal in ADHD-I could be due, in part, to BIS dysfunction. However, hyperactivity and impulsivity in ADHD-C are unlikely to reflect reduced BIS activity. Increased GCSR frequency in ADHD-C may be due to increased input to the BIS. BIS dysfunction may contribute to some aspects of ADHD (and potentially other externalising disorders) and to some differences between the ADHD subtypes but other prefrontal systems (and, e.g. dopamine) are also important.

How far is extreme (high or low) sensitivity of the Behavioural Inhibition System (BIS; Gray, 1972, 1982; Gray & McNaughton, 2000) maladaptive? We would expect both high and low trait BIS to be problematic if the system has evolved in the context of balancing selection (Penke, Denissen, & Miller, 2007); we would expect neither (and a narrow range of trait sensitivity) if there is a single optimum. More specifically, if high BIS sensitivity is linked to internalising disorder (as seems to be the case), is low BIS sensitivity linked to externalising disorder? Here, we use a recently developed BIS biomarker (McNaughton, 2018) to begin to address these questions.

There is a good reason to see high sensitivity of the BIS as linked to internalising, particularly anxious, disorder. The BIS (an explicitly neural system centred on the hippocampal formation) is primarily defined by anxiolytic drugs (Gray, 1977; Gray & McNaughton, 2000). Although some may see it as a putative neural system, the functions of which are defined theoretically, both its inputs and outputs were originally identified by their sensitivity to anxiolytics, as was its neurology (Gray, 1982). It was the conjoining of these inputs and outputs that led to postulation of an underlying, anxiolytic-sensitive, system. While the most recent version of the theory now includes an explicit cognitive superstructure to account for the inputs and outputs (Figure 1C), anxiolytic action remains the key defining feature of the BIS and the primary means of determining its neural and cognitive nature (Gray & McNaughton, 2000). In addition to this link with therapeutic drugs, in the guise of trait anxiety, the sensitivity of this neural system has been suggested to relate to neuroticism (Gray, 1970), a trait construct based on the study of those with anxiety disorders (Eysenck & Eysenck, 1964), and that represents a risk factor for them (Andrews, Stewart, Morris-Yates, Holt, & Henderson, 1990).

The BIS is the most distinctive system (McNaughton & Corr, 2008) within the Reinforcement Sensitivity Theory (RST) of Personality (Corr, 2008). In addition to the BIS, RST assumes important sensitivities for approach and withdrawal systems (as do Cloninger, Svrakic, & Przybecky, 1993; Elliot & Thrash, 2002, 2010). Importantly, trait measures putatively linked to extreme sensitivities of all three motivational systems have been linked to mental disorders (Gomez, Woodworth, Waugh, & Corr, 2012; Mullins-Sweatt & Lengel, 2012; Strelau & Zawadzki, 2011; Trull, 2012). So, a range of psychiatric disorders, unlike neurological...
or general medical disorders, can be viewed as extremes of variation in the population as a whole of basic biological systems concerned with approach, withdrawal and conflict.

RST, then, sees a range of psychiatric disorders as reflecting extremes of adaptive spectra rather than categorical forms of pathology. The associated traits may be (for both internalising and externalising) neurobiological vulnerabilities that interact in complex ways with “environmental adversities” (Beauchaine, Zisner, & Hayden, 2018); and it may be “that the major dimensions of psychopathology correspond to major trait dimensions of personality, but … extremitly on these dimensions is neither necessary nor sufficient for psychopathology, which requires cybernetic [i.e. goal control] dysfunction” (DeYoung & Krueger, 2018, abstract). Nonetheless, if we look at diagnosed cases, we would expect extreme trait sensitivities (even if not vice versa). BIS dysfunction may have some involvement in all externalising disorders (Cortese et al., 2012; Sharma & Couture, 2014; Xia, Foxe, Sroubek, Branch, & Li, 2014). Indeed, rather than being distinct, the subtypes may represent positions within an ADHD (Baeyens, Roeyers, & Waller, 2014; Lemiche et al., 2010; Miller, Derefaikno, Lynn, Milich, & Fillmore, 2010), or even externalising (Beauchaine & McNulty, 2013; Beauchaine, McNulty, & Hinshaw, 2016; Krueger et al., 2002; Sellbom, 2016) spectrum.

Hyperactivity, inattention, and impulsivity in ADHD may reflect cognitive, particularly, executive dysfunction resulting in high behavioural activation, low behavioural inhibition, or both. Symptoms appear to arise from both attentional problems during response preparation and inhibitory problems during response execution (Albrecht et al., 2013). Improvement in cognitive performance with age in ADHD appears more linked to changes in low than high executive demand processes (Coghill, Hayward, Rhodes, Grimmer, & Matthews, 2014). Superficial higher order deficits may, then, be consequences of dysfunction of lower order behavioural activation or behavioural inhibition in a hierarchical relationship where inhibition deficits could be fundamental (Barkley, 1997b; Barkley, Grodzinsky, & DuPaul, 1992). Quay (1997) suggested that ADHD symptoms reflect underlying activity in the BIS. While defined by the action of anxiolytic drugs, BIS can also be characterised as being activated by goal conflict (Gray & McNaughton, 2000), and as producing outputs to resolve this that include increased arousal and attention as well as behavioural inhibition (Gray, 1982). So, low trait BIS should produce all three of the main types of ADHD symptom: poor attention, reduced arousal, and behavioural disinhibition. Quay’s interpretation of the original BIS theory (Gray, 1982) predicted that children with ADHD would show longer stop signal reaction times (SSRTs) during Stop Signal Tasks (SSTs) (Quay, 1997); and they have demonstrated slower and more variable median reaction times (MRTs) and SSRTs than typically developing children (Nichols & Waschbusch, 2004). The SST is also the task from which we extracted a human biomarker for BIS sensitivity. We recorded brain activity in the SST and used an analysis based on the role of goal conflict in BIS theory (Gray & McNaughton, 2000) to produce an EEG measure of BIS sensitivity. To do this, we took advantage of the fact that the SST tracks 50% correct stopping. In order to assess SSRT, the SST has varying stop signal delays (SSDs); so going may be easier than stopping, stopping easier than going, or stopping and going matched (at which point there is 50% correct stopping), which maximises their conflict. Balanced go-stop conflict (compared to the average of brain activity over greater going and greater stopping) in the SST was found to specifically elicit 5–12 Hz rhythmicity at right frontal sites. That is, this task, coupled with an appropriate statistical contrast of the imposed conditions, elicited goal-contradict-specific rhythmicity (GCSR). This GCSR correlated with noticromatism and trait anxiety (Neo, Thurlow, & McNaughton, 2011; Shadli, McIntosh, Glue, & McNaughton, 2015). It should be noted that the conflict-specific contrast (intermediate stopping vs. the average of short and long) is quite distinct from previous studies of right frontal evoked response potentials in ADHD with the SST, where the average of all stop-related activity is used (Albrecht, Banaschewski, Brandeis, Heinrich, & Rothenberger, 2005; Dimoska, Johnstone, Barry, & Clarke, 2003; Pliszka, Liotti, & Woldorff, 2000).

The BIS theory has extensive behavioural, cognitive and neural elaboration (Gray & McNaughton, 2000); and it is its cognitive components that were used to develop GCSR (Neo et al., 2011; Shadli et al., 2015). But, as we have already noted, the BIS is defined by anxiolytic drug action (Gray, 1977, 1982); and a key foundation for the theory is that a reduction in the frequency of 5–12 Hz rhythmicity elicited in the hippocampus of freely moving rats (McNaughton & Segdwick, 1978) has predicted clinical anxiolytic action for 40 years with no false positives or negatives (McNaughton, Kocsis, & Hajas, 2007). It is important, therefore, that GCSR in the SST was sensitive to all three major classes of anxiolytic drugs that do not also have both anti-panic and anti-depressant actions (McNaughton, Swart, Neo, Bates, & Glue, 2013; Shadli et al., 2015).

Importantly, the anxiolytic drugs that define the BIS do not affect SSRT in the SST (McNaughton et al., 2013; Shadli et al., 2015). So, in addition to the separate parallel act (fast) and action (slow) systems previously shown to control SSRT (aron & Poldrack, 2006; Floden & Stuss, 2006), there appears to be a parallel goal (even slower) inhibition system that is activated in the SST but with too long a delay to affect behaviour (Figure 1). The fact that stopping in the SST is insensitive to anxiolytics and so is not controlled by the BIS opens the question of whether the BIS contributes to ADHD. Here, we directly tested whether Gray’s BIS theory can explain some of the deficiencies seen in ADHD. We have previously predicted (Corr & McNaughton, 2016) that ADHD groups would show lower BIS responses than neurotypical controls, consistent with Quay’s (1997) suggestion of BIS (goal conflict) involvement in ADHD but distinct from any contribution to ADHD from act/action stopping. We tested for differences between the inattentive and combined types of ADHD but did not include hyperactive/impulsive as these are very rare.

1. Methods

Two studies were undertaken, one in New Zealand (initial study) and one in Iran (main study). All procedures were in accordance with the ethical standards of the University of Otago Human Ethics Committee (approval number: 10/043) and with the Helsinki Declaration of 1975, as revised in 2008.
Participants (including controls) were mostly selected by a research assistant from the Early Learning Database at the University of Otago, Department of Psychology. This database contains people invited at birth to go on a research database to be invited to participate in studies in the Psychology Department of the University of Otago. A diagnostic assessment using the Kiddie Schedule for Affective Disorders and Schizophrenia (K-SADS) semi-structured interview with parents (Kaufman et al., 1997), combined with parent and teacher ratings, was carried out by a registered clinical psychologist using standard DSM-IVR criteria. Some ADHD participants were referred by a paediatrician from the University of Otago, Department of Psychological Medicine. In the main study, participants in the control group were children selected from two primary schools (one for girls and one for boys) in Tehran. The schools were asked to refer their students for a free integrated visual and auditory continuous performance test. If the test results were normal and parents did not report any ADHD-like symptoms, they were invited to take part. If their results were not normal, we recommend their parents to take them to visit a psychologist or psychiatrist for further examination. Participants in the experimental groups were children with ADHD selected from the database of the Atieh Clinic, a childhood psychological disorders clinic in Tehran. The children were first interviewed by a psychiatrist, then they and their parents provided responses on Conners’s rating scale (Conners, Sitarenios, Parker, & Epstein, 1998) and then tested with IVA + plusSM (BrainTrain, Inc, North Chesterfield, VA 23235, USA). A psychiatrist used all three to provide a DSM-IVR diagnosis.

Geographical (including linguistic) and temporal separation of the studies prevent matching of diagnostic criteria and so tests the generalisability of the results obtained. In both studies, we contacted parents by phone and then emailed them an information package. Parents received an NZ$10 dollar (or equivalent) petrol voucher in recognition of the time and costs of attending. Both parents and children received information sheets and then signed informed consent forms before starting the test. We asked children to be off medication for 24 h before testing. We did not check for other conditions, like anxiety, in the control or experimental groups (see section 4.2).

1.2 Procedure

Children arrived at the laboratory with a parent for a 40-min session. After signing the consent forms, they were moved into an electrically body-protected room (i.e. with power controlled by a residual current device). They sat on a chair and the researcher accompanied them to ensure that they followed the test instructions. The stimuli were presented on a 14-inch monitor at eye level at a distance of 90–120 cm from the face and the stop signal tone was presented by headphones worn over the ears. All aspects of the experiment were controlled by a program written in Visual Basic 6. In the initial study, all participants were fitted with a Wave Guard cap with Ag/AgCl electrodes and mastoid reference electrodes (A1, A2). A1 and A2 were averaged to create a single reference for processing to which all channels were re-referenced. EEG data were recorded from 19 International 10–20 electrode channels: F7, F3, Fz, F4, F8, T3, T5, C3, Cz, C4, T4, T6, P3, Pz, P4, O1, O2, Fp1 and Fp2. Statistical analysis for the current report was focussed, a priori, on the right frontal channel F8 as previous studies in adults (Neo et al., 2011; Shadli et al., 2015) have found conflict power correlated with neuroticism and trait anxiety most reliably at F8. Electro-gel (Electro Cap International, USA) was inserted with a 3 ml syringe with a Precision Glide 16 gauge blunt needle.
moves for each stair case, physical response (left/right/null) and Stop), SSD value, reaction time, staircase index (1–4), staircase moves for each stair case, physical response (left/right/null) and inter-trial intervals. Based on Aron and Poldar’s (2006) study, three measures of behaviour were derived: (1) the median reaction time (MRT) of Go trials (Go RT) across all trials in ms; (2) the mean SSD over the last 12 moves of the 4 staircases in ms; and (3) the Stop Signal Reaction Time (SSRT) in ms was calculated by subtracting the mean SSD from the median Go RT of each participant. The percentage of trials with successful inhibition (P inhibit) of the 4 staircases in the last 12 moves was calculated to verify that P inhibit had converged at 50%. The P inhibit was then calculated for each group of SSDs.

1.3 Stop signal task

The SST (see Figure 2) was based on Aron and Poldrak (2006) with some minor adjustments to the control of SSDs (McNaughton et al., 2013) and adjustments to the task for children made by Stevenson (2011).

Trials were of two types: Go; and Stop. All started with presentation of a fixation circle in the centre of the screen against a black background. After 500 ms, a Go stimulus appeared within the circle that was a left arrow (<) or a right arrow (>), to which participants were instructed to make a left or right click, respectively, as quickly as possible. If a response was made, or after 1500 ms, the circle and arrow disappeared. Stop trials were like Go trials except for a 1000 Hz tone, presented for 500 ms, requiring the participants to withhold responding. The SSDs varied systematically between trials. Participants were told that stopping and going were equally important.

The SSD on any particular stop trial was controlled by one of the four “staircases”, varied from trial to trial. Correct stopping to a particular staircase moved its SSD value up (harder), incorrect going moved its SSD value down (easier) in 50 ms steps. Except that, when the staircase delivered the mean SSD then the shift was by 100 ms rather than the usual 50 ms; this increased the spread of the SSD distribution and so the discrimination between the three different types of trial analysed.

Stevenson’s (2011) modifications for children were: (1) The SSD delivery at the start of each block was set to the mean SSD of the previous block rather than being an integer multiple of 50 ms (this increased the probability that intermediate SSDs would result in 50% correct stopping and so maximise conflict); (2) There were 6 half-blocks of 64 trials, instead of 3 uninterrupted blocks of 128 trials (and so 2 more break periods to aid concentration). Trials with the same SSD were always arranged in the order of ascending SSD and then divided into early, intermediate and late groups. Trials were stabilised by the last 12 changes of each staircase. Trials were put in the same group with unequal numbers of trials in the different groups by SSD values that varied the level of conflict. For each participant, 48 Stop trials (4 staircases × last 12 changes) were arranged in the order of ascending SSD and then divided into early, intermediate and late groups. Trials with the same SSD were always put in the same group with unequal numbers of trials in the different groups for some participants. The number of trials in each band differed from 5 to 24 before averaging.

The last 12 trials of each staircase (when P inhibit converged at 50%) were taken and the spectra for early, intermediate and late SSDs were averaged separately. Any missing data in the window resulted in the entire spectrum for that period of EEG being marked missing. When more than 30% of the trials contributing to an average of spectral power were missing, the average was replaced with missing data markers. Participants were excluded from the analysis when more than 10% of their overall data were missing.

1.4 Behavioural data analysis

For each trial, we recorded trial and block number, trial type (Go or Stop), SSD value, reaction time, staircase index (1–4), staircase moves for each stair case, physical response (left/right/null) and inter-trial intervals. Based on Aron and Poldark’s (2006) study, three measures of behaviour were derived: (1) the median reaction time (MRT) of Go trials (Go RT) across all trials in ms; (2) the mean SSD over the last 12 moves of the 4 staircases in ms; and (3) the Stop Signal Reaction Time (SSRT) in ms was calculated by subtracting the mean SSD from the median Go RT of each participant. The percentage of trials with successful inhibition (P inhibit) of the 4 staircases in the last 12 moves was calculated to verify that P inhibit had converged at 50%. The P inhibit was then calculated for each group of SSDs.

1.5 EEG data analysis

EEG data were processed using a purpose-built program in Visual Basic 6, as used in our previous adult studies that developed the biomarker to allow direct comparison. Data collected in the two studies were processed in New Zealand by the same experimenter. The raw data (128 Hz) were first low pass filtered (using a 3-point running mean, effective cut-off 43 Hz) to remove residual high frequency noise. Eye blink artefacts were removed by first fitting a ballistic template to Fp1 (Zhang et al., 2017) and then removing the fitted component from each channel after scaling with conventional least squares regression (Gratton, 1998) to leave residual EEG. Remaining artefacts associated with eye blinks, movement, etc. were manually replaced with missing values.

Raw EEG was Fast Fourier transformed and converted to the log power spectrum. Spectra focussed on the 0.5-s period after the tone in Stop trials and on the same 0.5 s period in the preceding Go trial (or, if the preceding trial was a stop trial, then the following Go trial). Each analysed epoch consisted of 32 samples before presentation of the 500 ms tone, 64 samples during presentation, and 32 samples after the end of the tone. We applied a Hanning window (a cosine wave which extracts most power from the middle 0.5 s and little from the two outlying 0.25 ms), which improves transform quality and doubles frequency resolution (to 1 Hz) compared to an equivalent (0.5 s) square window. A log transform then normalised error variance before averages was calculated.

Correlation of average SSDs from the first and second staircases with those of the third and fourth staircases tested for stability of SSD values. The 50% probability of withholding or responding had stabilised by the last 12 changes of each staircase. Trials were groups by SSD values that varied the level of conflict. For each participant, 48 Stop trials (4 staircases × last 12 changes) were arranged in the order of ascending SSD and then divided into early, intermediate and late groups. Trials with the same SSD were always put in the same group with unequal numbers of trials in the different groups for some participants. The number of trials in each band differed from 5 to 24 before averaging.

The last 12 trials of each staircase (when P inhibit converged at 50%) were taken and the spectra for early, intermediate and late SSDs were averaged separately. Any missing data in the window resulted in the entire spectrum for that period of EEG being marked missing. When more than 30% of the trials contributing to an average of spectral power were missing, the average was replaced with missing data markers. Participants were excluded from the analysis when more than 10% of their overall data were missing.

1.6 Statistical analysis – analysis of variance (ANOVA)

ANOVAs were performed with IBM SPSS package 21. For EEG analysis, group factors were country (NZ, Iran) and diagnosis (control, ADHD-C, ADHD-I), and repeated measures were SSD
In addition, all participants showed stabilised SSDs in block 2, even those who completed block 3. SSDs were not stable in block 1 as this is a learning period. Behavioural and EEG analysis, therefore, focussed on block 2 to maximise the number of participants included. ANOVAs were carried out on each of MRT, SSRT, Go correct%, and Probability of Inhibition ($P_{\text{inhibit}}$) in short, intermediate and long SSD testing for differences between the three diagnosed groups (control, ADHD inattentive, and ADHD combined) and the two genders. The data are presented in Table 1.

In the initial study (Table 1A), there were no significant variations between the groups in MRT, Go correct% and $P_{\text{inhibit}}$ measures. However, both ADHD subtypes appeared to show longer SSRTs compared to the control group particularly in males (diagnosis: $F(2, 28) = 8.208, p < .01$; diagnosis $\times$ gender: $F(2, 28) = 4.227, p < .05$). Nevertheless, the two genders did not differ when pooled across diagnosis (gender: $F(1, 28) = 0.140, p = .712$).

In the main study (Table 1B), we observed somewhat different results. There were no significant differences between diagnostic groups in MRT, SSRT and $P_{\text{inhibit}}$ measures. However, ADHDs showed reliably lower Go correct% than controls (diagnosis: $F(2, 60) = 4.364, p < .05$).

Given the weak, site-specific, gender effects and the smaller $N$ with subdivision by gender, the EEG data were analysed pooled across gender.

2.2 EEG analysis

Overall (Figure 3A), control participants showed positive GCSR particularly in the region of 6–7 Hz. This confirms the preliminary observation of GCSR in children by Stevenson (2011). Similarly, the ADHD-C showed positive GCSR across all frequencies, but peaking at 8–9 Hz. In contrast, the ADHD-I mostly showed negative GCSR. The ADHD-I pattern was clearly distinct from ADHD-C particularly across the frequency range of 8–10 Hz.

While these results were qualitatively similar across the two studies (Figure 3B, C), the combined effects were not significant as there were apparent quantitative differences in the detailed shape of the curves. The curves of the different groups peaked in somewhat different places with the result that the difference between countries in the differences between groups appeared to have multiple peaks (country $\times$ group $\times$ frequency$[\text{order 6}]$, $F(2,92) = 3.146, p < .05, \eta_p^2 = 7\%$; country $\times$ group $\times$ frequency$[\text{order 5}]$, $F(2,92) = 2.083, p = .13, \eta_p^2 = 4\%$). These were explored with post hoc ANOVAs.

For post hoc analysis restricted to the initial NZ study, the three groups differed on the order 6 component distinguishing the two studies (group $\times$ frequency$[\text{order 6}]$, $F(2,29) = 3.849, p < .05, \eta_p^2 = 21\%$). As can be seen in Figure 3B, ADHD-C had high GCSR activity across 8–10 Hz compared to controls, who had high activity at 5–7 Hz (post hoc [ADHD-C vs. Control] $\times$ frequency$[\text{order 6}]$, $F(1,21) = 6.085, p < .05, \eta_p^2 = 22\%$; [ADHD-C vs. Control] $\times$ frequency$[\text{order 4}]$, $F(1,21) = 7.222, p < .05, \eta_p^2 = 26\%$). In contrast, ADHD-I had negative GCSR across the 5–9 Hz frequency range but this group was not reliably different from either ADHD-C or Control on post hoc ANOVA (post hoc [ADHD-I vs. Control] $\times$ frequency$[\text{order 6}]$, $F(1,21) = 1.215, p = .282$; post hoc [ADHD-I vs. ADHD-C] $\times$ frequency$[\text{order 6}]$, $F(1,21) = 3.778, p = .071$).

For post hoc analysis, restricted to the main Iran study, the three groups differed on the order 5 component that approached a significant difference between the two studies (group $\times$ frequency$[\text{order 5}]$, $F(2,63) = 4.432, p < .05, \eta_p^2 = 12\%$). As seen in

Figure 2. Events in the stop signal task. Each trial starts with a blank screen that turns into a white fixation circle. The fixation circle then turns green when the go signal (either left or right arrow) is presented. This is occasionally followed by a stop signal (auditory tone). Depending on the participant’s response, they were then presented with feedback of either a smiley or a frowney face as indicated. Trials were separated by a null time that ranged between 0.5 and 4 s (mean, 1 s; sampled from an exponential distribution truncated at 4 s) as in Aron and Poldrack (2006). Source: Modified figure and legend from Shadli et al. (2015), with permission.
Table 1. Behaviour divided by gender and diagnostic group

|                | Female                     | Male                     |
|----------------|----------------------------|--------------------------|
|                | Control                   | Inattentive   | Combined   | Control                   | Inattentive   | Combined   |
| MRT (SD) ms    | 587 (42)                  | 633 (55)      | 610 (46)   | 588 (56)                  | 575 (51)      | 569 (61)   |
| SSRT (SD) ms   | 287 (79)                  | 291 (43)      | 330 (6)    | 210 (32)                  | 353 (76)      | 372 (50)   |
| Go correct (SD)% | 94 (2)                  | 91 (6)        | 95 (3)     | 95 (2)                   | 86 (10)       | 83 (8)     |
| $P_{\text{inhibit}}$ short (SD)% | 75 (6)                  | 95 (11)      | 79 (11)    | 78 (5)                   | 64 (6)        | 72 (5)     |
| $P_{\text{inhibit}}$ intermediate (SD)% | 56 (5)                  | 56 (8)       | 55 (8)     | 60 (4)                   | 53 (4)        | 52 (4)     |
| $P_{\text{inhibit}}$ long (SD)% | 36 (5)                  | 37 (9)       | 40 (9)     | 38 (4)                   | 37 (4)        | 41 (4)     |
| N              | 6                         | 2            | 2          | 9                       | 7             | 8          |

|                | Female                     | Male                     |
|----------------|----------------------------|--------------------------|
|                | Control                   | Inattentive   | Combined   | Control                   | Inattentive   | Combined   |
| MRT (SD) ms    | 613 (61)                  | 635 (93)      | 627 (32)   | 597 (46)                  | 611 (67)      | 560 (71)   |
| SSRT (SD) ms   | 351 (97)                  | 407 (99)      | 326 (67)   | 269 (45)                  | 321 (66)      | 300 (89)   |
| Go correct (SD)% | 88 (8)                  | 70 (16)       | 73 (31)    | 92 (4)                   | 87 (8)        | 81 (20)    |
| $P_{\text{inhibit}}$ short (SD)% | 70 (18)                  | 67 (13)      | 74 (16)    | 75 (7)                   | 71 (13)       | 64 (11)    |
| $P_{\text{inhibit}}$ intermediate (SD)% | 53 (10)                  | 49 (6)       | 50 (9)     | 52 (6)                   | 55 (13)       | 51 (9)     |
| $P_{\text{inhibit}}$ long (SD)% | 36 (10)                  | 36 (11)      | 42 (15)    | 36 (11)                  | 37 (10)       | 36 (17)    |
| N              | 17                        | 7            | 8          | 10                       | 11            | 13         |

MRT = Median Reaction Time; SSRT = Stop Signal Reaction Time; Go correct = the Percentage of Correct Responses on Go Trials; $P_{\text{inhibit}}$ short = Probability of Correct Response on Stop Trials with Short SSDs; $P_{\text{inhibit}}$ intermediate = Probability of Correct Response on Stop Trials with Intermediate SSDs; $P_{\text{inhibit}}$ long = Probability of Correct Response on Stop Trials with Long SSDs; N = Number of Participants in Each Group.

Figure 3C, ADHD-C had a somewhat similar GCSR pattern in the 5–10 Hz frequency range to the control group (post hoc [ADHD-C vs. Control] × frequency[order 5], F(1,46) = 1.331, p = .255). In contrast, ADHD-I appeared to have a distinct pattern from the other groups with a noticeable decrease in power at 8–10 Hz but a tendency to positive values at lower frequencies (5–8 Hz). Post hoc ANOVA found a clear difference between ADHD-C and ADHD-I (post hoc [ADHD-C vs. ADHD-I] × frequency[order 5], F(1,37) = 8.167, p = .007, $\eta^2_p = 18\%$) and a less reliable difference between ADHD-I and controls (post hoc [ADHD-I vs. controls] × frequency[order 5], F(1,43) = 4.163, p < .05, $\eta^2_p = 9\%$). Overall, then, there is only moderate evidence that GCSR of ADHD-C is different from controls. Critically, in both studies, ADHD-C do not have lower values than controls and, unlike ADHD-I, generally do not have negative values in the 5–10 Hz range. The differences between the two sets of results, and complex shapes observed, suggest that the specific shapes of the ADHD curves in Figure 3A may not be replicable.

3. Discussion

3.1 Overview

We found solid evidence in children of positive GCSR, of the type previously observed in adults, for the control and ADHD-C groups. There were signs of lower GCSR activity for the ADHD-I subtype. Importantly, GCSR at F8 for the control and ADHD-C subtype occurred in both studies and so detection in children of GCSR as a qualitative result is robust in the face of differences in geography, race, culture, size of urban area, recruitment method and diagnostician. Qualitatively there were signs of reduction in GCSR for the ADHD-I group in both experiments. Hence, our BIS biomarker may differentiate, at least on a group basis, between the EEG power of the subtypes (ADHD-I, ADHD-C) but provides no evidence of a reduction of GCSR in ADHD-C relative to control.

We found the predicted reduction in our BIS biomarker for ADHD-I, supporting Quay’s (1997) view that ADHD symptoms might be due to underactivity in the BIS. However, contrary to prediction, there was no evidence of reduced BIS activity for ADHD-C. The current ADHD-C results are also potentially inconsistent with Barkley’s (1997) hierarchical model of impairments in ADHD. In Barkley’s model, inhibition deficits are primary and lead to secondary impairments in the other four neuropsychological areas. This is not consistent with our ADHD-C data if “behavioural inhibition” is restricted to the sense of BIS (goal conflict) output as opposed to motor stopping. Normal, or perhaps enhanced, BIS activity for the ADHD-C subtype is more consistent with Nigg’s (2006) suggestion that hyperactive-impulsive behaviours (which are more common in ADHD-C than ADHD-I) are an expression of a high approach tendency (i.e. high BAS sensitivity in RST terms) rather than behavioural inhibition impairments. Solanto et al. (2001) also suggested that impulsivity in ADHD reflects more a choice to avoid delay than an inability to inhibit...
responses; and that delay aversion is associated with a broader range of ADHD characteristics than is disinhibition.

SSRT has been widely seen as the essential measure characterising behavioural inhibition performance in ADHD. However, a recent meta-analysis by Alderson, Rapport and Kofler (2007) argued that SSRT reflects a more generalised deficit in cognitive processing rather than behavioural inhibition. In the current research, ADHD subtypes showed longer SSRTs than the control groups across the two studies with the sole exception that the ADHD-C female group in the main study showed slightly shorter SSRTs than the control group. This finding of longer SSRTs for ADHD groups is consistent with the previous studies (Alderson, Rapport, Sarver, & Kofler, 2008; Lipszyc & Schachar, 2010) which showed significantly slower and more variable SSRTs for ADHD groups. Longer SSRTs in children with ADHD have been interpreted as proof for BIS deficits (Quay, 1997). However, it should be noted that, in two variants of the current task, SSRT was not affected by anxiolytic drugs despite their reduction of GCSR (McNaughton et al., 2013; Shadli et al., 2015). Similarly, GCSR did not predict SSRT in either of those studies nor in Neo et al. (2011) and there is no correlation of SSRT with trait anxiety, or neuroticism (Neo et al., 2011).

Neo et al. (2011) suggested that stopping in the SST is a speeded response task involving acts (Floden & Stuss, 2006) or actions (Aron & Poldrack, 2006), with the detection of goal conflict involving distinct limbic circuits (Figure 1) that are too slow to affect stopping behaviour in the SST. On this view, ADHD could involve problems with relatively fast action stopping controlled by the right inferior frontal gyrus (Aron & Poldrack, 2006) in both ADHD-I and ADHD-C (Rubia, Cubillo et al., 2010; Rubia, Halari et al., 2010) but problems with conflict processing (and hence arousal, attention, and behavioural inhibition in the sense defined by Gray for the BIS) only in ADHD-I. The fast action stopping problems are likely linked to the ADHD deficit seen in the N2 potential (Albrecht et al., 2005; Dimoska et al., 2003; Pliszka et al., 2000), which occurs in the region of 200 ms into the stop signal delivery and is fast enough to be functionally involved in stopping.

ADHD subtypes were not distinguishable from the typically developing groups in terms of the Go response speed in either the initial study or the main study. Previous studies have found contradictory MRT results for children with ADHD. According to Alderson et al. (2007), ADHD groups had significantly slower MRT; but de Zeeuw et al. (2008) showed ADHD groups had reliably faster MRT. We found more inaccurate responses in Go trials for ADHDs than controls in the main study, which fits with the results of de Zeeuw et al. (2008).

In sum, some ADHD-I symptoms, which involve attention and arousal problems, may be explained by low BIS sensitivity. However, ADHD-C do not appear to differ from controls in terms of BIS sensitivity, contrary to our predictions and despite apparently similar abnormalities to ADHD-I in BIS-related structures (Corr & McNaughton, 2016). ADHD-C symptoms (and some ADHD-I symptoms), which are characterised by impulsive behaviours, may be better explained by abnormality in action stopping, approach systems, or other executive functions controlled by prefrontal cortex and linked to dopaminergic abnormalities (Sonuga-Barke, 2005).

3.2 Limitations

Quantitative aspects of the current results are preliminary. Recruitment problems resulted in a relatively small sample of participants in the initial study (New Zealand). Sample size is particularly important for the interpretation of the variation in GCSR with frequency between studies as this function appears variable (compare McNaughton et al., 2013; Neo et al., 2011). There were not equal numbers of both genders in each diagnostic group because of the limited number of participants in both the initial and the main studies. As a result, we could not control gender effects across subtypes. We also did not screen for and exclude on comorbid factors, such as behavioural problems or learning disabilities. Much larger samples of each subtype group, including

![Figure 3. Variation in goal-conflict-specific rhythmicity (GCSR) at F8 for each frequency averaged across all participants for the three diagnostic groups (control, combined and inattentive subtype) for Block 2 of the SST. The data were smoothed with a 3-point running average for display but not analysis. (A) an average of the results from the two centres. (B) results of initial study (New Zealand). (C) results of main study (Iran).](https://doi.org/10.1017/pen.2019.5)
equal numbers of each gender and the exclusion of comorbidities, would be desirable.

The sampled populations of the two studies differed in terms of diagnostic environment, diagnosing clinicians, culture, and race. Moreover, somewhat different EEG hardware and software were used in the initial study (ASA Neurotechnology) and in the main study (WinEEG) for EEG recording. Two different kinds of EEG caps were used in each centre (the initial study: silver/silver chloride electrode cap; main study: tin electrode cap). All these uncontrolled variables could impact the final results. However, given the overall qualitative consistency of the results obtained, these uncontrolled differences make our overall conclusions stronger by demonstrating generality across the varying conditions.

Finally, it should be noted that our BIS biomarker should, theoretically, represent overall sensitivity of the whole BIS – a hierarchical system spanning from the periaqueductal grey to the prefrontal cortex. While changes in it confirm overall BIS involvement in a process, it does not exclude the possibility that sensitivity of discrete parts of the BIS (e.g. the amygdala) could underlie some facets of externalising in general and ADHD in particular.

3.3 Conclusions
Is BIS dysfunction the core of all ADHD symptoms as previously hypothesised (Barkley, 1997a; Quay, 1997)? Our findings suggest that the answer to this question is “no”. Averaged GCSR activity was consistently high for the ADHD-C and the control groups in both studies. These results raise the question of whether low BIS sensitivity contributes to other externalising conditions, as previously proposed (Corr & McNaughton, 2016; Fowles, 1980).

Is low BIS sensitivity maladaptive? We found some aspects of ADHD symptoms that could relate to BIS dysfunction. In particular, averaged GCSR activity, the BIS biomarker, tended to be consistently lower for the ADHD-I groups across the two studies. Thus, ADHD-I symptoms such as low levels of attention and arousal could be due to BIS under activity since these are BIS outputs. We conclude that ADHD-I differ from ADHD-C and healthy groups in terms of their BIS sensitivity.

However, we cannot explain action-stopping problems in ADHD-C by low BIS sensitivity as there was no evidence of this for ADHD-C in either of the studies and, critically, action stopping is not sensitive to the anxiolytic drugs that define the BIS. Rather than BIS under activity, BAS over activity may better explain ADHD-C hyperactivity and impulsivity symptoms. Future work is needed to determine if two different motivational systems are involved in ADHD-I and ADHD-C symptoms: (1) a low BIS sensitivity in ADHD-I, which causes goal conflict resolution problems; and (2) a high BAS sensitivity in ADHD-C, which causes action stopping problems.

BIS dysfunction may then contribute to some aspects of ADHD and to some differences between the subtypes but other prefrontal systems and contributions from, e.g., dopamine, are likely to provide significant additional contributions. The same is likely to be true for the whole externalising spectrum (Beauchaine et al., 2018).
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