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Abstract

Recent state-of-the-art method FlexMatch firstly demonstrated that correctly estimating learning status is crucial for semi-supervised learning (SSL). However, the estimation method proposed by FlexMatch does not take into account imbalanced data, which is the common case for 3D semi-supervised learning. To address this problem, we practically demonstrate that unlabeled data class-level confidence can represent the learning status in the 3D imbalanced dataset. Based on this finding, we present a novel class-level confidence based 3D SSL method. Firstly, a dynamic thresholding strategy is proposed to utilize more unlabeled data, especially for low learning status classes. Then, a re-sampling strategy is designed to avoid biasing toward high learning status classes, which dynamically changes the sampling probability of each class. To show the effectiveness of our method in 3D SSL tasks, we conduct extensive experiments on 3D SSL classification and detection tasks. Our method significantly outperforms state-of-the-art counterparts for both 3D SSL classification and detection tasks in all datasets.

1. Introduction

As 3D point cloud data collection and annotation is expensive and time-consuming, 3D semi-supervised learning (SSL) has attracted increasing attention in recent years and shows its superiority in utilizing the unlabeled data widely used and achieve significant improvement in performance for many different tasks [46, 31, 4, 25]. However, a non-negligible drawback of pseudo labeling is that it relies on a manually pre-defined fixed threshold to choose high-quality pseudo labels. For each data from the unlabeled data, no matter its category, the data will be used for training only when its confidence is higher than this fixed threshold; otherwise, this data will be ignored. The common practice uses a very high threshold (0.9) [31, 4] in 3D tasks to keep the pseudo-labels with high quality. This fixed threshold ignores the different learning statuses among classes and thus left a large number of unlabeled data unused, which compromises the model performance.

To solve this issue, an intuitive way is to estimate the learning status of each class and set dynamic threshold for each class accordingly. However, the key challenge is how to estimate the learning status. Recently SOTA method FlexMatch [43] leveraged curriculum learning approach to estimate learning status of each class and flexibly adjust thresholds. However, the FlexMatch does not well-define the terminology 'learning status'. In this work, we regard 'learning status' as how well the model learning for a class and can be reflected in the test accuracy. The test accuracy of each class is utilized to represent the learning status in our analysis. Furthermore, in FlexMatch, only learning difficulty is taken into account to estimate learning status but the imbalanced data condition is not included. We find that both learning difficulty and imbalanced data affect the learning status of network. For example, the network may have similar performance on high learning difficulty but majority classes and low learning difficulty but minority classes.

Hence, a more accurate and general estimation method of learning status is required for semi-supervised learning. Previous work [12, 25] utilizes instance-level confidence
Figure 1: The results analysis of FixMatch trained in ModelNet40 dataset with 10% labeled data. (a) The ratio of selected pseudo-labels to unlabeled data. (b) Test accuracy and the class-level confidence of unlabeled data. It is obvious to observe that (1) Only a small percentage of unlabeled data is used during training with high threshold setting. (2) Learning difficulty of each class classes has high variance. Some minority classes have higher accuracy than majority classes. (3) The class-Level confidence has high correlation with test accuracy of each class.

Inspired by our intuitions and the analysis above, we propose a semi-supervised learning method that can dynamically adjust the threshold based on the learning status. The dynamic threshold is adjusted based on the learning status of each class, which allows more unlabeled data of low learning status to be utilized. Furthermore, our method can also utilize more unlabeled data at the early stage of the training process where only few data have predicted confidence larger than the fixed high thresholds. However, we find that improving numbers of selected pseudo-label with dynamic threshold cannot eliminate the learning status variance caused by data imbalance and learning difficulty variance. This makes network biased toward high learning status classes and thus overfitted. To avoid this issue, we further propose a novel re-sampling strategy to dynamically sample the data based on the learning status. Specifically, our re-sampling strategy increases the sample probability of instances belonging to low learning status classes and decreases the sample probability of high learning status classes. With the dynamical thresholding and re-sampling, our method can utilize the unlabeled data more effectively and balance the learning status of each class.

The goal of our method is to estimate the learning status of each class and further balance and improve the learning status. Compared to the other 3D semi-supervised learning methods, our method estimate the learning status of each class, dynamically adjust the threshold, and re-sampling the data based on the learning status. Our method can be easily applied to different semi-supervised tasks to improve performance even in imbalanced dataset. To demonstrate the generality of the proposed method, we evaluated our proposed method on two different tasks, including SSL 3D object recognition and SSL 3D object detection tasks. Our method outperforms the state-of-the-art methods by a large margin.

Our key contributions are summarized as follows:

1. We clarify the definition of learning status and practically demonstrate that the class-level confidence can represent the learning status of each class. Based on this finding, we propose a learning status estimation method that works well in the imbalanced 3D dataset.

2. We firstly incorporate learning difficult and imbalanced data problems together based on learning status. We propose a novel 3D semi-supervised learning method to dynamically adjust the thresholds and re-sample data based on each class learning status, which balances and improve learning status and thus solves the variance of learning difficult and imbalanced data problems at the same time.

3. Our proposed method outperforms the state-of-the-art semi-supervised 3D object detection and classification methods by a large margin.

2. Related Work

Semi-Supervised Learning: Semi-supervised learning methods have made a significant progress in recent years [2, 3, 6, 12, 16, 28, 17, 38]. Many existing SSL methods utilize pseudo-labeling [12] to minimizes the entropy of the
predictions on unlabeled data. The performance of pseudo labeling heavily relies on the quality of pseudo-labels. To improve the quality of pseudo-labels, state-of-the-art SSL method FixMatch [25] and many FixMatch-like methods usually set a fixed high confidence threshold to filter out low-confidence predictions from the strong augmented data. The high-value threshold can improve the quality of pseudo labels but ignores the learning status of each class, which not only engenders the bias toward high learning status classes but leaves a large number of unlabeled data unused. To address this issue, Dash [38] uses cross entropy loss to obtain dynamic threshold for all classes. FlexMatch [43] substitutes the pre-defined threshold with flexible thresholds based on curriculum learning to consider each class learning status. However, our experiments demonstrate that the FlexMatch does not generalize well in 3D dataset. This is because it is designed for class-balanced datasets, but the 3D dataset is inherently imbalanced. Furthermore, in 3D networks, the prediction confidence of some classes cannot achieve the pre-defined high threshold and make those classes thresholds extremely small. Therefore, the learning status estimation strategy in FlexMatch is not suitable to be applied in 3D SSL tasks. More comparison with FlexMatch can be found in supplemental materials.

Class-Imbalanced Semi-Supervised Learning: Recently, class imbalanced semi-supervised learning has attracted increasing attention as it more accurately describes the real-world data distribution [40, 9]. Wei et al. [33] found that the raw SSL methods usually have high recall and low precision for head classes and proposed CReST to re-sampling unlabeled data based on the labeled data numbers. Recent state-of-the-art method BiS [8] deployed two different re-sampling strategies at the same time to decoupled train the model. All of those class-imbalanced SSL methods resample based on data numbers. However, we find that some minority classes may have better performance than majority classes due to their low learning difficulty. Sampling based on data numbers makes the model biased toward those low learning difficulty classes. Due to the page limitation, we add the comparison with state-of-the-art imbalanced SSL learning in supplemental materials.

3D Semi-Supervised Object Classification: Currently, many 3D object classification method have been proposed for 3D understanding [20, 21, 29, 34, 37, 44, 45, 56, 56]. Unlike 2D features, a 3D model is complex by nature and thus hard to extract. To better extract 3D features, many works [14, 20, 21, 32] have been proposed to extract features from 3D point clouds for the 3D classification tasks. However, 3D SSL classification is underexploited. Chen et al. [4] finds that directly implementing 2D SSL methods like FixMatch [25], S4L [42], and Pseudo label [12] cannot achieve comparable results in 2D and propose to utilize multi-modality information in 3D SSL classification. However, what downgrades those 2D SSL methods’ performance in 3D is left to explore.

3D Semi-Supervised Object Detection: According to the input data formats, current methods for 3D object detection task can be summarized into three different types: 2D projection [13, 24, 39], voxel grid [11, 22, 27], and point cloud [10, 18, 23, 19]. Although those methods have achieved impressive results, the high-quality 3D ground truths are expensive and time-consuming to collect. Due to the capacity of alleviating the dependency on labeled data, semi-supervised 3D object detection has drawn wide attention from researchers [46, 31]. However, current 3D SSL detection works are all FixMatch-like and utilize a fixed threshold to select pseudo labels. None of them takes into account the variance of learning difficulty and class-imbalance situation, which leads to the sub-optimal results. In this work, a general class-level confidence based 3D SSL method is proposed to dynamically set the thresholds and re-sample the data according to the learning status.

3. Method

The overview of our proposed method is shown in Fig 2. It contains three main parts: (1) learning status estimation, which is obtained by the class-level confidence based on the model predictions on the unlabeled data, (2) dynamic thresholding based on the learning status of each class, and (3) dynamically re-sampling for each class based on the learning status. The formulation for each component is introduced in the following sections.

3.1. Problem Formulation

The goal of the 3D semi-supervised learning is to jointly train the model based on limited labeled samples and a large number of unlabeled samples. Let \( X_L = (x_i, y_i)_{i=1}^{N_L} \) be a limited labeled dataset with \( N_L \) samples, where \( x_i \in \mathbb{R}^{N \times 3} \) is a 3D point cloud representation of an object or a scene, and \( y_i \) is the corresponding label. Let \( X_U = (x_i)_{i=1}^{N_U} \) be an unlabeled set with \( N_U \) samples, which does not contain labels. Our model is trained on both \( X_L \) and \( X_U \) for semi-supervised learning with the proposed class-level confidence based dynamic threshold and re-sampling strategy.

3.2. Baseline: FixMatch

Consistency regularization is a commonly used constraint in recent SSL algorithms [2, 1, 28]. It forces prediction results from different augmentation of same instance being consistent:

\[
\sum_{b=1}^{B} \left| p_m(y|\alpha(u_b)) - p_m(y|\alpha(u_b)) \right|^2 \tag{1}
\]

where \( B \) represents the batch size of labeled data, \( \mu \) is the labeled data and unlabeled data ratio, \( \alpha \) is a stochastic data
Our model consists of three main parts: (1) Obtaining the learning status for each class through the class-level confidence from unlabeled data, (2) Leveraging learning status to dynamically adjusting the threshold of each class, and (3) Re-sampling the dataset based on the learning status.

Figure 2: **An overview of our proposed method.** Our model consists of three main parts: (1) Obtaining the learning status for each class through the class-level confidence from unlabeled data, (2) Leveraging learning status to dynamically adjusting the threshold of each class, and (3) Re-sampling the dataset based on the learning status.

augmentation function, \( u \), is the unlabeled data from \( X_U \), and \( p_m \) is the output probability of the model. Another popular method in SSL is pseudo-labeling, which obtain pseudo labels from unlabeled data prediction results. It defines a fixed threshold to cut off high-confidence unlabeled data to render pseudo labels. The cross-entropy loss is utilized to minimize the difference of the predictions and hard pseudo-labels:

\[
\ell_u = \frac{1}{\mu B} \sum_{b=1}^{\mu B} \mathbb{1}(\max(p_m(y|\alpha(u_b))) \geq \tau) \cdot H(\hat{p}_m(y|\alpha(u_b)), p_m(y|\alpha(u_b)))
\]  

Where \( \mathbb{1}(x) \) is an indicator function, and \( \tau \) is the threshold. \( H(p, q) \) represents the cross entropy loss between \( p \) and \( q \). Usually, a high threshold \( \tau \) will be used to filter out low quality pseudo labels that have low prediction confidence.

Recently, FixMatch [25] combines consistency regularization and pseudo-labeling together and achieved state-of-the-art performance on many tasks [33, 46, 4]. FixMatch contains a supervised loss \( \ell_s \) and a unsupervised loss \( \ell_u \). The supervised loss is defined as:

\[
\ell_s = \frac{1}{B} \sum_{b=1}^{B} H(y_b, p_m(y|\alpha(x_b)))
\]

, where \( y_b \) is the label of labeled instance \( x_b \). For unsupervised loss \( \ell_u \), FixMatch chooses the confident predictions (larger than the threshold) from weak augmented data as pseudo labels. Then, a cross-entropy loss is minimized based on the network prediction from the strong augmented views of the data and this pseudo label. The unsupervised loss is formulated as:

\[
\ell_u = \frac{1}{\mu B} \sum_{b=1}^{\mu B} \mathbb{1}(\max(p_m(y|\alpha(u_b))) \geq \tau) \cdot H(\hat{p}_m(y|\alpha(u_b)), p_m(y|\alpha(u_b)))
\]

Where \( A \) is a strong augmentation function. Due to the simplicity and high performance of FixMatch, currently, most SSL methods are FixMatch-liked for many different tasks. However, in FixMatch and FixMatch-liked methods, the threshold \( \tau \) is normally a high constant value. Although such a high threshold can improve the quality of pseudo labels, it will decrease the number of pseudo-labels that are actually used to optimize the network and leaves a large number of unlabeled data unused.

### 3.3. Class-Level Confidence Based Dynamic Threshold

Inspired by FlexMatch [43], we proposed a dynamic threshold based on the class-level confidence to leverage the learning status of each class. In existing SSL methods, instance-level prediction confidence is leveraged to evaluate the quality of the instance. However, class-level confidence remains to be un-utilized. Our analysis shows that for each class, their class-level confidence on the unlabeled data can be leveraged to represent the learning status. We can use the estimated learning status to dynamically adjust each class threshold and thus boost the effectiveness of SSL. For each class, we obtain its unlabeled set from prediction probability \( argmax: \{ C_c | u_b \in C_c, \max(p_m(y|\alpha(u_b))) = c, b = 1, 2, ..., \mu B \} \). Then, each unlabeled class set is aver-
aged to obtain class-level confidence.

\[ P_c = \frac{1}{|C_c|} \sum_{j=0}^{C_c} \max(p_m(y|\alpha(u_j)), u_j \in C_c) \]  \hspace{1cm} (5)

Then, a non-linear function is utilized to map class-level confidence to the learning status. The entire process to obtain the dynamic formulated as:

\[ \tau_c(e) = \begin{cases} 1 - \tau, & \text{if } M(P_c) < 1 - \tau \\ \tau, & \text{elif } M(P_c) > \tau \\ M(P_c), & \text{else} \end{cases} \]  \hspace{1cm} (6)

where \( P_c \) is the class-level confidence for class \( c \), \( M(x) = \frac{x}{1-x} \) is a nonlinear mapping function, \( \tau_x \) is the dynamic threshold for class \( c \) at epoch \( e \). As there are no labels for unlabeled data, for each unlabeled instance \( u_i \), the \( \text{argmax} \) of the network prediction is utilized as its class:

\[ c_i = \text{arg max}(p_m(y|\alpha(u_i))) \]. The high-quality pseudo-labels are filtered by dynamic thresholds:

\[ \hat{y}_i = 1[p_i \geq \tau_c(c_i)] \]  \hspace{1cm} (7)

where \( p_i = \max(p_m(y|\alpha(u_i))) \). The threshold for low learning status classes will be reduced to increase the pseudo-label numbers and improve the learning status. As our proposed method adjusts thresholds method only based on class-level confidence, it can be applied to any kind of dataset and have higher generalization ability. The unsupervised loss of proposed dynamic thresholds method is formulated as:

\[ \ell_{u,e} = \frac{1}{\mu_B} \sum_{b=1}^{\mu_B} H(\hat{y}_c^i, p_m(y|A(u_b))) \]  \hspace{1cm} (8)

3.4. Class-Level Confidence based Data Re-sampling

While our proposed dynamic threshold can increase the pseudo-label numbers of low learning status classes, it still cannot completely balance each class’s learning status due to data imbalance and the variance of learning difficulty. For example: in ModelNet40, the label numbers of airplane and bowl are 563 and 59 separately. Even if the dynamic threshold filters half pseudo-labels of airplane and utilizes all pseudo-labels of bowls, the airplane’s selected unlabeled data numbers are at least four times larger than the bowl’s selected unlabeled data numbers. Furthermore, the airplane has lower learning difficulty than the bowl due to its unique shape. Hence, even with dynamic threshold, classes like airplane still have high learning and tend to be overfitted due to their abundant data numbers, low learning difficulty, or both. This compromises the network performance.

To alleviate this problem, we resort to the re-sampling strategy which has been proved to be effective in SSL class-imbalanced datasets. Most of current SSL imbalanced method samples based on data numbers [33, 8]. However, we find that some minority classes may have better performance than majority classes due to their low learning difficulty. Sampling based on data numbers makes the model biased toward those low learning difficulty classes. Hence, we propose a class-level confidence based re-sampling strategy to directly increase the sampling probability of low learning status classes, which takes into account both learning difficulty and data imbalance. The sample probability for each class is formulated as:

\[
\begin{aligned}
1 - W(e) \cdot P_c \cdot p_i, & \text{ if } P_c > \tau , \\
2 - W(e) \cdot P_c \cdot p_i, & \text{ if } P_c \leq \tau ,
\end{aligned}
\]  \hspace{1cm} (9)

, where the warm-function \( W(e) = \exp(-5 \times (1 - e/E_{\text{max}})^2) \) following previous works [41, 13] to avoid aggressively sampling. \( p_i \) is the prediction confidence for instance \( i \), \( c \) is the prediction class for instance \( i \), \( P_c \) is the class-level confidence for class \( c \), \( e \) is the current epoch, and \( E_{\text{max}} \) is the max epoch.

3.5. Final Objective Function

The core idea of our method is to dynamically adjust the pseudo-label threshold and re-sample the data based on learning status. Therefore, the proposed method can be easily applied to other pseudo-label based methods. Our entire model is jointly trained with two loss functions, including supervised loss \( \ell_s \) on the labeled data and the \( \ell_{u,e} \) on the unlabeled data as:

\[ \ell = \lambda_s \ell_s + \lambda_u \ell_{u,e} \]  \hspace{1cm} (10)

where \( \lambda_s \) and \( \lambda_u \) are weights for labeled and unlabeled losses.

4. Experimental Results

4.1. Datasets

Classification Datasets: Following the state-of-the-art SSL 3D object classification methods, we evaluate our method on two benchmarks including ScanObjectNN [30] and ModelNet40 [35]. The ModelNet40 is a widely used benchmark and it contains 12,311 meshed CAD models from 40 categories, and there are 9,843 models in training and 2,468 in testing. The ScanObjectNN is a more realistic point cloud object dataset. It contains 15,000 objects belongs to 15 classes that sampled from 2,902 unique object instances from real world.

Detection Datasets: Following the previous state-of-the-art SSL 3D object detection methods [31], we evaluate our method on two widely used detection benchmark
including SUN RGB-D [26] and ScanNet [5]. The ScanNet [5] is an indoor scene dataset consisting of 1513 reconstructed meshes, among which 1201 are training samples, and 312 are validation samples. SUN RGB-D [26] contains more than 10,000 indoor scenes while 5285 for training and 5050 for validation.

### 4.2. Implementation Details

**Semi-Supervised 3D Object Classification:** On the ModelNet40 and ScanObjectNN datasets, we use SGD optimizer with a learning rate of 0.01, and the learned rate is scheduled with CosineAnnealingLR decay with a minimum learning rate of 0.0001. All the models are optimized with a total epoch of 500. The weak augmentation contains rotation and random scale, and the strong augmentation leverages random scale, translation, jittering, and rotation. The batch size is set to 240, while 48 of them are labeled data and the rest are unlabeled. Weights of supervised loss and unsupervised loss are both scheduled with CosineAnnealingLR decay with a minimum learning rate of 0.0001. The models are optimized with a total epoch of 500. The weak augmentation contains rotation and random scale, and the strong augmentation leverages random scale, translation, jittering, and rotation. The batch size is set to 240, while 48 of them are labeled data and the rest are unlabeled. Weights of supervised loss and unsupervised loss are both 1. The threshold is set to be \( \tau = 0.8 \). The re-sampling strategy updates the dataloader every 50 epoch. For a fair comparison, the pre-processing data methods and labels are the same as previous works [18, 31] and mean average precision (mAP) under IoU thresholds of 0.25 and 0.5 are utilized as evaluation metrics. The threshold is also set to be \( \tau = 0.8 \).

**Semi-Supervised 3D Object Detection:** We apply our method on state-of-the-art work 3DIoUMatch and follow the same setting. Unlike 3DIoUMatch uses VoteNet pre-trained model, we utilize the proposed re-sampling strategy to re-sample the labeled data in the pre-training process. Then the pre-trained weights are utilized to initialize the student and teacher networks. For those multiple objects scenarios, the object that has minimal confidence is leveraged in the re-sampling process. Like classification task, the re-sampling strategy updates the dataloader every 50 epoch. For a fair comparison, the pre-processing data methods and labels are the same as previous works [18, 31] and mean average precision (mAP) under IoU thresholds of 0.25 and 0.5 are utilized as evaluation metrics. The threshold is also set to be \( \tau = 0.8 \).

### 4.3. Performance on Semi-Supervised 3D Object Classification

To demonstrate the capability and potential of our proposed method, we compare the performance of our method with other semi-supervised learning methods including Pseudo-Labeling (PL) [12], FixMatch [25], Dash [38], and FlexMatch [43] under the same setting in ModelNet40 [35] and ScanObjectNN [30]. The FlexMatch [43] is the most recent state-of-the-art method that was proposed to overcome the fixed-threshold drawback of FixMatch by proposing curriculum pseudo labeling to dynamically adjust the threshold. For a fair comparison, all the methods use the same backbone, data augmentation, and hyper-parameters.

To extensively compare with the state-of-the-art methods, we apply our method in FixMatch and Pseudo-labeling and report the results for all the methods under different percentages of labeled data. Two evaluation metrics are used to indicate the performance, including overall accuracy and
Table 3: Comparative studies with state-of-the-art methods on the SUN RGB-D dataset for 3D SSL object detection.

| Dataset  | Method                     | 1%   | 2%   | 5%   |
|----------|----------------------------|------|------|------|
|          | mAP @ 0.25 @ 0.50 @ 0.50 | mAP @ 0.25 @ 0.50 @ 0.50 | mAP @ 0.25 @ 0.50 @ 0.50 | mAP @ 0.25 @ 0.50 @ 0.50 |
| SUN RGB-D| VoteNet [13] (ICCV 2019)  | 16.7±1.2 | 3.9±0.9 | 21.8±1.6 | 5.1±0.8 | 33.9±1.9 | 13.1±1.7 |
|          | SESS [46] (CVPR 2020)     | 19.9±1.6 | 6.3±1.2 | 23.3±1.1 | 7.9±0.8 | 36.1±1.1 | 16.9±0.9 |
|          | 3DIoUMatch [31] (CVPR 2021)| 23.6±0.6 | 9.4±0.7 | 26.8±0.7 | 10.6±0.5 | 39.7±0.9 | 20.6±0.7 |
|          | Confid-3DIoUMatch(Ours)   | 27.8±0.8 | 11.3±0.6 | 32.7±0.3 | 13.5±0.4 | 43.1±0.6 | 24.2±0.5 |

Table 4: Comparative studies with state-of-the-art methods on the ScanNet dataset for 3D SSL object detection.

| Dataset  | Method                     | 1%   | 2%   | 5%   |
|----------|----------------------------|------|------|------|
|          | mAP @ 0.25 @ 0.50 @ 0.50 | mAP @ 0.25 @ 0.50 @ 0.50 | mAP @ 0.25 @ 0.50 @ 0.50 | mAP @ 0.25 @ 0.50 @ 0.50 |
| ScanNet  | VoteNet [18] (ICCV 2019)  | 8.9 ± 1.1 | 1.5 ± 0.5 | 16.9 ± 1.3 | 4.7 ± 0.8 | 31.2 ± 1.1 | 14.7 ± 0.7 |
|          | SESS [46] (CVPR 2020)     | 11.3 ± 1.6 | 2.7 ± 0.6 | 21.1 ± 1.5 | 8.4 ± 1.1 | 35.5 ± 2.0 | 17.2 ± 0.9 |
|          | 3DIoUMatch [31] (CVPR 2021)| 14.0 ± 1.4 | 3.9 ± 0.5 | 24.5 ± 1.9 | 11.2 ± 1.4 | 40.4 ± 0.8 | 21.0 ± 0.6 |
|          | Confid-3DIoUMatch(Ours)   | 19.0 ± 0.4 | 6.4 ± 0.4 | 29.5 ± 1.5 | 15.2 ± 0.6 | 43.6 ± 0.5 | 24.3 ± 0.4 |

4.4. Performance on Semi-Supervised 3D Object Detection

To demonstrate the generalization ability of our method, we further evaluated our proposed method on the semi-supervised 3D object detection benchmark and compared it with the state-of-the-art methods. We extend the state-of-the-art method 3DIoUMatch [31] and apply our class-based thresholding and re-sampling during training. We report the performance comparison with the state-of-the-art methods including VoteNet [13], SESS [46] and 3DIoUMatch [31] on two benchmark including SUN RGB-D and ScanNet datasets. Following the convention, the mean average precision (mAP) under two different thresholds, including 0.25 and 0.5 are reported.

As shown in Table 3 and 4, our model significantly outperforms all the other state-of-the-art methods on both SUN RGB-D and ScanNet datasets with different settings. The most significant improvement is under 2% labeled setting in which our method outperforms 3DIoUMatch by 5.9 and 5.0 on mAP@0.25 on ScanNet and SUN RGB-D, respectively. The results on those two benchmarks demonstrate that our proposed confidence-based dynamic threshold and learning status balance re-sampling strategy can be easily integrated into other semi-supervised methods to significantly boost the performance.

4.5. Ablation Study for Dynamic Threshold and Re-sampling

Our proposed method contains two major components: confidence-based dynamic threshold and dynamic re-sampling strategy. To analyze the effect of each component, we conduct ablation studies about the combinations of different components on both SSL 3D object classification and detection tasks. The FixMatch [25] is used as baseline for classification task while 3DIoUMatch [31] is used as baseline for detection task. The Table 5 contains the results for classification while Table 6 is for detection task.

**Dynamic Threshold:** For both the classification and detection tasks, the baseline uses the fixed threshold to select unlabeled data with high-quality predictions. After applying our class-level dynamic threshold strategy to the two different tasks, the performance is improved for both tasks under different settings. The improvement for some settings is huge, i.e. the mean accuracy for ScanObjectNN dataset is improved by 10.1% under the 5% labeled set. These results confirm the effectiveness of our class-level dynamic threshold and show that our method can be easily integrated into other semi-supervised learning methods.

**Dynamic Re-sampling:** For both the classification and detection, the baselines do not use any re-sampling strategy, therefore, the sampling probability for each data sample are same. For the SSL 3D classification task, all the perfor-
Table 5: Ablation study for components effect on the 3D SSL object classification task in ModelNet40 and ScanObjectNN dataset.

| Re-sample Pre-train | Confidence Re-sample | Dynamic Threshold | ModelNet40 10% Overall Acc | Mean Acc | ObjectNN 5% Overall Acc | Mean Acc |
|---------------------|----------------------|------------------|---------------------------|---------|------------------------|---------|
| ✓                   | ✓                    | Re-sample        | 85.5                      | 79.4    | 59.4                   | 52.4    |
| ✓                   | ✓                    | Threshold        | 86.7                      | 81.1    | 64.1                   | 60.5    |
| ✓                   | ✓                    | ✓                | 86.9                      | 81.7    | 66.9                   | 62.5    |
| ✓                   | ✓                    | ✓                | 87.8                      | 82.5    | 69.4                   | 65.5    |

Table 6: Ablation study for components effect on the 3D SSL object detection task in ScanNet and Sun RGB-D dataset.

| Re-sample Pre-train | Confidence Re-sample | Dynamic Threshold | ScanNet 5% mAP @0.25 | mAP @0.5 | SUN-RGBD 2% mAP @0.25 | mAP @0.5 |
|---------------------|----------------------|------------------|----------------------|---------|-----------------------|---------|
| ✓                   | ✓                    |                  | 40.4±0.8             | 21.0±0.6| 26.8±1.1              | 10.6±0.5|
| ✓                   | ✓                    |                  | 41.8±0.6             | 22.7±0.5| 31.0±0.7              | 11.7±0.6|
| ✓                   | ✓                    |                  | 42.1±0.8             | 23.2±0.5| 31.7±0.8              | 12.4±0.5|
| ✓                   | ✓                    |                  | 42.4±0.4             | 23.0±0.6| 31.9±0.9              | 11.9±0.7|
| ✓                   | ✓                    |                  | 43.6±0.5             | 24.3±0.4| 32.7±0.3              | 13.5±0.4|

Table 7: Ablation study for upper limit threshold and mapping function in 3D SSL classification and detection task. (a) and (b) are classification task. (c) and (d) are results from detection task. All the results confirm that our method is very robust to those design choices.

4.6. Ablation Study to Other Design Choice

To better understand our method, we conduct ablation studies to evaluate the impact of upper limit of thresholds and mapping functions. To comprehensively evaluate our method, we provide the ablation results on both SSL 3D classification task with 10 percent labeled data in ModelNet40 dataset and SSL 3D object detection task with 5 percent labeled data in ScanNet dataset.

Upper Limit Threshold: To investigate the impact of the upper limit threshold on our proposed method, we conduct ablation experiments on both classification and detection tasks. The results for SSL 3D classification and detection tasks are shown in Table 7(a) and Table 7(b), respectively. The 0.8 threshold achieves the best performance for both classification and detection tasks.

Learning Status Mapping Function: To better understand the effect of learning status mapping function, we verified the results of three different mapping functions including: (1) exponential: $M(x_c) = \exp(-5 \times (1 - P_c)^2)$ (2) linear: $M(x_c) = P_c$, and (3) concave: $M(x_c) = P_c/(2 - P_c)$. Where $P_c$ is the class-level confidence for class $c$. The results for SSL 3D classification and detection tasks are shown in Table 7(c) and Table 7(d), respectively. We can see that the concave function leads to best performance for both classification and detection tasks. Besides, the performance of three mapping functions are similar for both tasks, which indicates the robustness of our method.

5. Conclusion

In this work, we propose a novel class-level confidence based dynamic threshold method and re-sampling strategy. The proposed method not only improves the performance, but makes the prediction results balanced among classes. Our proposed method remarkably outperforms the state-of-the-art SSL classification and detection methods. These results demonstrate the effectiveness and generality of the proposed method in 3D SSL tasks. In the future, we will extend our method to 2D SSL tasks.
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