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Abstract: The formation of a self-sustaining autocatalytic chemical network is a necessary but not sufficient condition for the origin of life. The question of whether such a network could form “by chance” within a sufficiently complex suite of molecules and reactions is one that we have investigated for a simple chemical reaction model based on polymer ligation and cleavage. In this paper, we extend this work in several further directions. In particular, we investigate in more detail the levels of catalysis required for a self-sustaining autocatalytic network to form. We study the size of chemical networks within which we might expect to find such an autocatalytic subset, and we extend the theoretical and computational analyses to models in which catalysis requires template matching.
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1. Introduction

In previous work we introduced and investigated a mathematical model of catalytic reaction systems and autocatalytic sets [1,2]. It was shown, both theoretically and computationally, that a linear growth rate in the level of catalysis (with increasing length $n$ of the largest molecules in the system) is sufficient for autocatalytic sets to arise spontaneously [2,3] in a well-known binary polymer model of catalytic reaction systems [4,5].

In this paper we take a closer and more detailed look at our model and its results. First, we introduce a small modification to our mathematical definition of autocatalytic sets and the corresponding algorithm for finding them in general catalytic reaction systems (Section 3). This modification makes both the definition and the algorithm slightly simpler, and includes some specific (although probably rare) cases of autocatalytic sets which were previously left out. However, we show (formally, and in simulations) that this modified algorithm does not invalidate any previous results or conclusions.

Second, we show that there is a discrepancy between the theoretical and simulation results (Section 4). Both results show that a linear growth rate in level of catalysis is sufficient for the emergence of autocatalytic sets. However, there is a difference in the parameter values of these linear relations. Here, we recalculate and compare the required levels of catalysis in more detail and under different scenarios.

Third, we show how our model and algorithm can be used to answer other interesting questions relating to the emergence of autocatalytic sets (Section 5). In particular: What is the minimum required size of the molecule set for autocatalytic sets to emerge given a fixed (known) probability of a molecule catalyzing an arbitrary reaction?

Fourth, we show how more chemical realism can be included in our model, for example by considering template-based catalysis (Section 6). Even though this makes the model harder to analyze, it still generates interesting and useful results.

The next section briefly reviews our previously introduced model and definitions. The four sections following it will present the model modifications, extensions, and additional results mentioned above. The final section summarizes the main conclusions and discusses future directions. Mathematical proofs are provided in an Appendix.

Our study fits within a large and growing body of work that aims to formally model how self-sustaining biochemical systems necessary for life might have emerged. This is an area that has been investigated from many angles over the last three decades. Some approaches that are similar in scope but different in their specific details from the one we study here include models based on Petri-nets [6], algebraic approaches based on metabolic closure (such as Rosen’s “(M,R) systems”, [7–9]), computer simulations of autocatalytic networks involving artificial chemistry [10] or metabolic networks [11], differential equation modeling [12–15], and Erdös-Renyi style random graph theory [16]. The idea of autocatalytic sets as a precursor to life has certainly not been without criticism [17–19], but recent (exciting) experimental evidence shows that they are a real possibility [20–24]. Thus, we believe that our theoretical and computational studies and results are of direct relevance in the larger context of the origin of life [5,25,26].
2. RAF Sets

Autocatalytic sets may have played an important role in the origin of life [5,15,26,27], and are a necessary, although not sufficient, condition for life. Here, autocatalytic sets are defined more formally as RAF sets as follows (see [1,2] for the full mathematical definition and notations). Given a catalytic reaction system (CRS), i.e., a network of molecule types and catalyzed chemical reactions, a (sub)set \( \mathcal{R} \) of such reactions (plus the molecules involved in the reactions in \( \mathcal{R} \)) is called:

1. Reflexively autocatalytic (RA) if every reaction in \( \mathcal{R} \) is catalyzed by at least one molecule involved in any of the reactions in \( \mathcal{R} \);
2. F-generated (F) if every reactant in \( \mathcal{R} \) can be constructed from a small “food set” \( F \) by successive applications of reactions from \( \mathcal{R} \);
3. Reflexively autocatalytic and F-generated (RAF) if it is both RA and F.

The food set \( F \) contains molecules that are assumed to be freely available in the environment. Thus, an RAF set formally captures the notion of “catalytic closure”, i.e., a self-sustaining set supported by a steady supply of (simple) molecules from some food set. Figure 1 shows a simple example. In [2], we also introduced a polynomial-time algorithm to find RAF sets in general catalytic reaction systems.

Note (as already stated earlier [26]) that this notion of an autocatalytic set is somewhat different from the (chemical) term autocatalytic reaction in which a molecule directly catalyzes its own production. With an autocatalytic set we do not mean a set of autocatalytic reactions, but rather a set of molecules and reactions which is collectively autocatalytic in the sense that all molecules help in producing each other (through mutual catalysis, and supported by a food set). Because of this confusion in terminology, we prefer to use the term “RAF set”.

**Figure 1.** A simple example of a catalytic reaction system (CRS) with seven molecule types \( \{a, b, c, d, e, f, g\} \) (solid nodes) and four reactions \( \{r_1, r_2, r_3, r_4\} \) (open nodes). The food set is \( F = \{a, b\} \). Solid arrows indicate reactants going into and products coming out of a reaction, dashed arrows indicate catalysis. The subset \( \mathcal{R} = \{r_1, r_2\} \) (shown with bold arrows) is RAF.
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A Model of Catalytic Reaction Systems

In [4,5], a random CRS model was introduced using binary polymers (bit strings) of length at most \( n \) as molecule types, ligation and cleavage reactions, and a probability \( p \) of any molecule catalyzing any reaction (\( n \) and \( p \) are parameters of the model). It was argued that in a “sufficiently complex” system (i.e., large enough diversity of molecule types), autocatalytic sets would appear “spontaneously”. This was later criticized for requiring an exponential increase (with \( n \)) in the (average) number of reactions catalyzed by any one molecule [17], which is chemically unrealistic. However, in [2] it was shown computationally (by applying the RAF algorithm to instances of the random CRS model), and then confirmed theoretically in [3], that only a linear growth rate (with \( n \)) in the level of catalysis is sufficient for RAF sets to appear with high probability. Furthermore, with these results it is possible to quantify “sufficiently complex” in terms of the size of the molecule set (or maximum molecule length \( n \)) and the level of catalysis (average number of reactions catalyzed by any molecule). Here, we continue our investigations of this random CRS model, which we will refer to throughout as the binary polymer model.

3. Modification of the Original Definition and Algorithm

In the original (mathematical) definition of RAF sets [2], the “RA” part is stated in terms of the support \( \text{supp}(\mathcal{R}) \) of a set of reactions \( \mathcal{R} \), which is defined as all the molecules (reactants and products) that are involved in at least one of the reactions in \( \mathcal{R} \). For a set of reactions \( \mathcal{R} \) to be reflexively autocatalytic (RA), it is required that every reaction in \( \mathcal{R} \) is catalyzed by at least one molecule in \( \text{supp}(\mathcal{R}) \).

Similarly, the “F” part of the definition is stated in terms of the closure \( \text{cl}_{\mathcal{R}}(F) \) of the food set \( F \) relative to the set of reactions \( \mathcal{R} \), which is defined as \( F \) together with all molecules that can be constructed from \( F \) by repeated applications of reactions in \( \mathcal{R} \). For a set of reactions \( \mathcal{R} \) to be \( F \)-generated (\( F \)), it is required that the reactants of every reaction in \( \mathcal{R} \) are in \( \text{cl}_{\mathcal{R}}(F) \).

Now imagine a situation where all reactions in \( \mathcal{R} \) conform to the above two requirements, except for one reaction \( r \in \mathcal{R} \) which is catalyzed by a molecule \( x \in F \) which is not involved in any other way in any reaction in \( \mathcal{R} \). So, \( x \in \text{cl}_{\mathcal{R}}(F) \), but \( x \notin \text{supp}(\mathcal{R}) \). In words, the molecule \( x \) is in the closure of the food set (by default, as it is part of the food set), but it is not in the support of the reaction set. So, according to the original definition, this set \( \mathcal{R} \) is not RAF (it does not conform to the RA part of the definition), even though logically one would consider this case to be a proper autocatalytic set.

To remedy this, and make sure these (probably rare but relevant) cases are also included, we propose a slight modification to our original definition of RAF sets as follows:

3.1. RAF Definition

Given a catalytic reaction system \( \mathcal{Q} = (X, \mathcal{R}, C) \), with molecule set \( X \), reaction set \( \mathcal{R} \), catalyzation \( C \) (a set of molecule-reaction pairs indicating which molecules catalyze which reactions), a nonempty subset \( \mathcal{R}' \) of \( \mathcal{R} \) is said to be:

- Reflexively autocatalytic (RA) if for all reactions \( r \in \mathcal{R}' \) there exists a molecule \( x \in \text{cl}_{\mathcal{R}'}(F) \) such that \( (x, r) \in C \);
- \( F \)-generated if \( \rho(\mathcal{R}') \subseteq \text{cl}_{\mathcal{R}'}(F) \), where \( \rho(\mathcal{R}') \) is the set of all reactants in \( \mathcal{R}' \);
- Reflexively autocatalytic and \( F \)-generated (RAF) if \( \mathcal{R}' \) is both RA and \( F \).
In other words, a set of reactions $\mathcal{R}'$ is RAF if each reaction in $\mathcal{R}'$ is catalyzed by at least one molecule that can be produced by the set itself (starting from the food molecules), and all reactants (of all reactions in $\mathcal{R}'$) can also be produced by the set itself. So, instead of using $\supp(\mathcal{R})$ in the RA part of the definition and $\cl_{\mathcal{R}}(F)$ in the F part, as in the original definition, the modified definition uses $\cl_{\mathcal{R}}(F)$ in both the RA and the F part, thus simplifying it slightly. Note that an RAF in the original setting of [2] is still an RAF under this new definition by virtue of the following result, a proof of which is provided in the Appendix.

**Lemma 3.1** Any set of reactions that forms an RAF under the earlier definition of [2] is an RAF in the modified definition above.

This may seem like a minor point, but it could be an important one. Consider, for example, the (reverse) citric acid cycle, which has been argued to have (possibly) been a major step in the origin of life by synthesizing the basic building blocks of organic molecules [28,29]. Even though at present the catalysts that drive the reactions in this cycle are enzymes (proteins), at the early stages these reactions could very well have been catalyzed by much simpler, naturally occurring elements, or ones that are easily synthesized (by basic chemistry) from freely available inorganic molecules [30]. Thus, these original catalysts can be considered food molecules, but they are not involved (as reactants or products) in any of the reactions in the (reverse) citric acid cycle (i.e., they are not in the support). As a consequence, this important metabolic network of reactions would not be classified as an RAF with our original definition, but it is indeed a true RAF according to our modified definition.

Lemma 3.1 has several other desirable properties. First, it ensures that the recent result that Rosen’s (M,R) systems can be viewed and studied within the RAF framework [9], still holds. Second, it tells us that if a system has no RAF under the new definition, then it clearly has none under the original one, nor, indeed, under more embellished definitions of an RAF that impose further conditions so as to avoid “trivialities”. One such condition (from [1]) would be to require that not all reactions in an RAF are catalyzed by molecules in $F$ (or in some larger subset $S$ of molecules that can be generated from $F$ by catalysis from $F$ and resulting molecules). However, we can accommodate this additional condition within the new RAF framework as follows. The algorithm we will describes below constructs a unique maximal RAF (under the new definition), and from this one can easily check whether an RAF exists that satisfies the additional non-triviality condition (simply check whether this maximal RAF contains a reaction that does not have all its catalysts in $F$, or the larger set $S$). Third, spontaneous reactions (those that can proceed without any catalyst) can be allowed (and form part of an RAF) if we formally extend $F$ by an extra “token” element with directed (catalysis) arrows from that token to all such spontaneous reactions. And there are various other extensions, restrictions, or variations that can be imposed on our more general framework.

Of course there are many more properties relevant to the origin of self-sustaining biochemistry beyond such ad-hoc conditions to exclude trivialities—for example, the dynamics of the reactions (the quantity of reagents and products (stoichiometry) along with thermodynamic considerations) and the effect of inhibition and degrading side reactions [18,19]. However, our view here is that RAF sets should be regarded very much as minimal necessary conditions for such systems, rather than in any sense sufficient. Identifying RAF sets, and establishing conditions for their existence is thus a natural question on the road to finding viable candidates for the origin of early biochemistry.
An additional benefit of our modified RAF definition is that it significantly simplifies the corresponding algorithm for finding RAF sets in general catalytic reaction systems, and its correctness proof. The original algorithm is based on repeatedly (and alternately) applying two reduction steps (starting from the full reaction set) [2]:

1. Remove all reactions that do not conform to the RA requirement;
2. Remove all reactions that do not conform to the $F$ requirement.

However, since in our modified definition both the RA part and the $F$ part are stated in terms of the closure, these two reduction steps can now be merged into one. As a consequence, the algorithm can be simplified to the following:

3.2. RAF Algorithm

1. Start with the complete set of reactions $\mathcal{R}$ and the food set $F$;
2. Compute the closure of the food set $\text{cl}_\mathcal{R}(F)$ relative to the current set of reactions $\mathcal{R}$;
3. For each reaction $r \in \mathcal{R}$ for which (1) all catalysts, or (2) one or more reactants, are not in $\text{cl}_\mathcal{R}(F)$, remove $r$ from $\mathcal{R}$;
4. Repeat steps 2 and 3 until no more reactions can be removed.

The resulting (reduced) reaction set $\mathcal{R}$ is either the (maximal) RAF set contained in the given catalytic reaction system, or it is empty, in which case there is no RAF. This was already proved for the original algorithm in [2], and a (simpler) proof for the modified version is provided in the appendix. Note, however, that the overall running time of this modified algorithm is still the same as in the original case ($O(|\mathcal{R}|^2 \log |\mathcal{R}|)$ worst-case, but shown to be sub-quadratic on average in practice [2]), as it is dominated by step 2 (computing the closure of the food set). All results presented in this paper are generated with this new version of the RAF algorithm.

4. Required Levels of Catalysis

In [2], we showed through computer simulations that a linear growth rate in the level of catalysis (with $n$, the length of the largest molecules in the system) appears to be sufficient for RAF sets to occur with high probability in the binary polymer model with ligation and cleavage reactions and random catalysis. This was subsequently confirmed theoretically in [3]. However, even though both the computational and theoretical results give a linear relation for the required level of catalysis, there appears to be a significant difference in the values of the parameters of these linear functions.

This discrepancy can partly be explained by the fact that the theoretical analysis in [3] actually assumes RAF sets that involve all molecule types in the system, i.e., an RAF that contains the entire molecule set $X$ (but not necessarily all reactions). This, of course, is a much stronger assumption than used in the simulation studies in [2], where the RAF algorithm was used to find any RAF set, regardless of how many molecules or reactions it contains. But the question remains whether the discrepancy can be explained entirely by this difference.
To answer this, we repeated the original simulations, using the RAF algorithm to find any RAF set, but this time with the modified RAF algorithm. Then we also applied the RAF algorithm to look for RAF sets that involve all molecule types in X. In both cases, we collected statistics for the average number $f(n)$ of reactions catalyzed by any molecule (i.e., the level of catalysis) for which there is a probability $P_n = 0.50$ (or close to 0.50) of finding an RAF set in a number of instances of the random catalytic reaction model [31]. From these statistics, we then estimated a linear function $f(n) = a + bn$ using an ordinary least squares regression. We compare these results with the theoretical linear relation which can be calculated from Theorem 4.1 (ii) in [3] (using $P_n = 0.50$ and $k = t = 2$).

So, in short, we compare the required levels of catalysis for RAF sets to occur with high probability for three cases:

A: Computational case for any RAF;
B: Computational case for all-molecule RAFs;
C: Theoretical case for all-molecule RAFs.

The computational values were calculated over 100 to 1000 (depending on the value of $n$) instances of the random catalytic reaction model, for $n = 7, \ldots, 20$ (because of an exponential increase in the number of molecules $|X|$ and reactions $|R|$ with $n$, we are computationally limited to about $n = 20$ in these simulations).

Table 1 presents the linear relations estimated from the simulation data or calculated from the theoretical analysis. There is a difference of almost 2 orders of magnitude between the observed (simulation) slope of the required growth rate (case A) and the theoretical one (case C). However, as case B shows, this difference cannot be fully explained by the fact that the theoretical analysis assumes RAFs involving all molecules. Even with this stronger assumption, the theoretical slope (case C) is still more than twice as large as the one from the simulations (case B).

**Table 1. The empirical (cases A and B) and theoretical (case C) linear relations.**

|   | $f_A(n)$ | $f_B(n)$ | $f_C(n)$ |
|---|---------|---------|---------|
| A | $1.0970 + 0.0189n$ | $-0.4736 + 0.7012n$ | $1.6339n$ |

Figure 2 shows the complete data (dots for simulation values, lines for estimated or calculated linear relations). Clearly, even though the theoretically predicted value for $f(n)$ grows quite fast with $n$ (slope = 1.6339), the actual value grows only very slowly (slope = 0.0189). So, for example, for $n = 20$ the theoretically expected value for the average number of reactions that need to be catalyzed by any molecule to have RAF sets occurring with probability at least $P_n = 0.50$ is $f_C(20) = 32.678$, which seems unrealistically high. However, the actual level of catalysis required is only $f_A(20) = 1.475$, which is chemically much more plausible.
5. Required Size of the Molecule Set

In addition to the level of catalysis required for RAF sets to emerge, we can use the RAF algorithm to answer other interesting, and related, questions. For example, one could ask what the minimum required size of the molecule set is (or, in the binary polymer model, the minimum size $n$ of the largest molecules in the system) to get RAF sets with high probability, given a fixed (known) probability $p$ of a molecule catalyzing an (arbitrary) reaction.

Suppose we fix the probability of catalysis at $p = 0.00001$, or perhaps even $p = 0.000001$ (one in a million), which is, for example, roughly the probability in phage display of a random peptide binding an arbitrary ligand [5,32], and “the ease of polypeptide evolution with a small number of arbitrary sequences indicates that a significant fraction of all possible sequences may have functions, at least binding activity in correlation with catalytic activity” [33]. In the binary polymer model, with these probabilities of catalysis, what value of $n$ is required to get a probability of, say, $P_n \geq 0.50$ of RAF sets occurring?

Figure 3 shows the results of applying the (modified) RAF algorithm to instances of the random binary polymer model (Section 2) for the two given values of $p$ and for $n = 5, \ldots, 20$. With $p = 0.00001$ (left curve in Figure 3), $P_n = 0$ for $n \leq 12$, but $P_{13} = 0.982$, and $P_n = 1$ for $n \geq 14$. So, in this case a value of at least $n = 13$ is required to get RAF sets with high probability. For only a slightly higher probability of catalysis ($p = 0.000002$), a value of $n = 12$ would be sufficient (results not shown).

Similarly, with $p = 0.000001$ (right curve in Figure 3), $P_n = 0$ for $n \leq 15$, $P_{16} = 0.939$, and $P_n = 1$ for $n \geq 17$. So, in this case a value of at least $n = 16$ is required to get RAF sets with high probability. Again, for only a slightly higher probability of catalysis ($p = 0.000002$), a value of $n = 15$ would be sufficient (results not shown). The size of the molecule set in this case would be $|X| = 65534$. 

Figure 2. The linear relations for the three cases.
Figure 3. The probability $P_n$ of finding RAF sets for different (fixed) catalysis probabilities $p$ and values of $n$.

6. Template-Based Catalysis

One could argue that the binary polymer model used in our studies so far is perhaps somewhat oversimplified to be biologically or chemically realistic. However, the model serves as a useful starting point with which precise mathematical statements can be formulated and proved, or at least tested computationally. Furthermore, our RAF definition and algorithm are independent of the particular model that is used, and can in principle also be applied to real catalytic reaction systems (for example metabolic networks, of which the already mentioned citric acid cycle is a core element). And, equally importantly, it is actually not very difficult to add more chemical realism into our mathematical models.

As one particular example, we have considered template-based catalysis [5]. The idea here is that, in order to act as a catalyst, a molecule must match at least a certain area around the reaction site according to some template-based matching rule. Similar to, for example, base-pair complementarity in RNA and DNA, we could require a catalyst to match the complement of at least four positions around the reaction site of a ligation or cleavage (two on either side). Consider the ligation reaction

$$00101 + 0011 \rightarrow 001010011$$

The reaction site template in this case is 0100 (the last two bits of the first binary polymer, plus the first two bits of the second polymer). A given molecule can only act as a catalyst for this reaction if, somewhere along its binary string representation, it contains the complement of this template, i.e., 1011.

In line with the original random CRS model, and some initial simulations with such template-based catalysis [4,5], we have included this idea as follows. For each combination of a molecule $x \in X$ and a reaction $r \in R$, if $x$ matches (anywhere along its length) the complement of the reaction site template of length four of $r$, then with probability $p$ the pair $(x, r)$ is included in the set of catalyzation $C$. We
present analytical results for this model in Section 6.1 below. However, in our simulations (Section 6.2 below), we used a slightly less constrained version as follows: If a molecule happens to be shorter than length four, then it only has to match part of the complement of the reaction site template, but we require catalysts to be of at least length two. So, the molecule 01 could also catalyze the reaction in the above example. This is mainly done to give some of the food molecules (which are all bit strings up to length two in our simulations) also a chance to act as catalysts.

Note that this template matching requirement is almost the same as in the original simulations [5,34–36], except that we do not allow partial matches here. So, we are considering a slightly “stronger”, or more constrained case. Some initial results on similar simulations were reported in [37].

6.1. Theoretical Results

Theorem 4.1 (ii) of Mossel and Steel (2005) shows that for polymers of length up to $n$ over an alphabet of size $\kappa \geq 2$, and with a food set of polymers of length up to $t$, the probability $P(n)$ that there exists an all-molecule RAF is at least:

$$P(n) \geq 1 - \frac{\kappa (\kappa e^{-\lambda})^t}{1 - \kappa e^{-\lambda}}$$

when each molecule catalyzes on average (at least) $\lambda n$ reactions (provided also that $\lambda > \log_e (\kappa)$). Notice that $P(n)$ can be chosen as close to 1 as we wish by selecting $\lambda$ large enough (and independently of $n!$). Thus, this result justifies the statement that the average number of reactions each molecule catalyzes needs to grow only linearly with $n$ in order for there to be a given (high) probability of generating an RAF.

We now describe how this result modifies if catalysis is required to be template-based, as described above. Suppose that a polymer $x$ can catalyze a given reaction only if $x$ contains a substring of length $s = s_1 + s_2$ that is complementary to the end-segment (of length $s_1$) and the initial segment (of length $s_2$) of the two molecules involved in the cleavage or ligation. Thus, for the above set-up we have: $s_1 = s_2 = 2$ and so $s = 4$. We also assume that the probability that a molecule $x$ catalyzes a reaction $r$ with a complementary template just depends on $x$ and not on $r$ (this is the analogue of the template-free model assumption ($R_2$) in [3]).

The following result shows that RAFs will still arise with high probability under linear growth in the average number of reactions each molecule catalyzes, provided the constant involved is increased by a factor of $\kappa^s$ (this factor would be 16 for the binary model with template size four). More precisely we have the following result, whose proof is provided in the Appendix.

**Theorem 6.1** Let $P_s(n)$ be the probability that there exists an all-molecule RAF under this template matching model. Suppose that each molecule catalyzes (on average) at least $\lambda_s n$ reactions, where $\lambda_s = \kappa^s \lambda$ and $\lambda > \log_e (\kappa)$. Then $P_s(n)$ satisfies the same inequality as $P(n)$, namely

$$P_s(n) \geq 1 - \frac{\kappa (\kappa e^{-\lambda})^t}{1 - \kappa e^{-\lambda}}$$

6.2. Computational Results

As with the original (random) model (see Section 4), we expect there to be a difference between the theoretically predicted required level of catalysis and the observed level (from simulations) in case
of template-based catalysis. Unfortunately, we are computationally even more restricted with this template-based catalysis case as with the original model. The running time of our RAF algorithm is polynomial in the size of the reaction set $|\mathcal{R}|$, as was shown in [2]. However, since $|\mathcal{R}|$ is exponential in the size of the largest molecules $n$, i.e., $|\mathcal{R}| \propto 2^n$, we can only go up to about $n = 20$ to get computational results in a reasonable amount of time (even on a parallel cluster) for the original model (Section 4). But for the template-based catalysis as described above, it is even worse. We now have to check for each pair of molecule $x \in X$ and reaction $r \in \mathcal{R}$ whether there is a template match between any part of the molecule and the complement of the (4-site) reaction template. Since both $|X|$ and $|\mathcal{R}|$ are $\propto 2^n$, this means that $|X \times \mathcal{R}| \propto 2^{2n}$, and in practice this means that we can only go up to about $n = 16$ with our template-based catalysis simulations.

Figure 4 shows the results of these simulations, using our modified algorithm to find RAF sets (of any size) in the template-based catalysis case, compared to the original model (case A in Section 4). As can be expected, for smaller values of $n$, a higher level of catalysis is needed to find RAF sets with high probability (again, $P_n = 0.50$ is taken as the transition point) in the case of template-based catalysis compared to the purely random model. Since each molecule type $x \in X$ is now restricted, to some extent, in terms of which reactions it can catalyze, the system as a whole is more constrained, and it will be harder to get RAF sets.

**Figure 4.** The level of catalysis $f(n)$ required for the template-based catalysis case compared to the original (purely random) case, for different values of $n$.

However, for longer and longer molecule types, this restriction becomes less of a problem, as a longer molecule has an increasingly higher probability of matching a given 4-site template somewhere along its length. Indeed, the required level of catalysis for the template-based case tapers off as $n$ increases, and converges to that of the original (purely random) model, reaching the same level at $n = 16$. Given that the purely random model is the “limiting” case for the template-based model, we expect that the level of
catalysis for this template-based model will follow the same pattern as the base model for \( n > 16 \), and follow a linear relation.

7. Conclusions

Building on our previous work, we have investigated in more detail the levels of catalysis required for the emergence of autocatalytic sets in models of chemical reaction systems. First, we have shown that there is a discrepancy between the theoretically predicted levels and the computationally observed ones. Although both results yield a linear relation between the required level of catalysis and the size \( n \) of the largest molecules in the system, in practice this required level is almost two orders of magnitude smaller than the predicted one. However, this discrepancy cannot be fully explained by the fact that the theoretical result is based on a much stronger assumption (requiring the RAF sets to contain all molecules in the system). Even for large systems (\( n = 20 \), containing several millions of molecule types), each molecule only needs to catalyze (on average) between one and two reactions to have RAF sets appear with high probability, which is chemically highly plausible.

Next, we looked at the minimum size of the molecule set (i.e., number of different types of molecules) necessary to get RAF sets given a fixed probability of catalysis. With a (realistic) probability on the order of one in a million of any molecule catalyzing any given reaction, we only need molecules up to length \( n = 15 \) or \( n = 16 \), or about 65,000 different molecule types. Again, this number is well within a plausible (experimental) range.

Finally, we studied an extension of the original model, including template-based catalysis. We established formally that in this case a linear growth rate in the level of catalysis also suffices for RAF sets to appear with arbitrary high probability. However, the simulations show that for smaller values of \( n \) (the length of the largest molecules in the system), this linear relation is not exact, and that a higher level of catalysis is necessary compared to the original (purely random) model to get RAF sets with a similar probability. But, as \( n \) increases, the template matching constraint becomes less of an issue, and the required levels of catalysis converge to those of the original model. This example shows how more chemical realism can be included in our model.

We intend to continue studying the emergence of autocatalytic sets in chemical reaction systems under various scenarios, models, and extensions. However, so far we have mainly studied the (static) underlying graph structures of such systems. One particularly important issue we hope to address in the future is the actual molecular dynamics in a given (catalytic) reaction system. Also, next to studying models of chemical reaction systems, we would like to apply our RAF framework to real (bio)chemical systems such as metabolic networks, or the collection of all known (organic) substrates and reactions. It is our hope that this line of work will help provide more insight into the (possible) origin of life in general.
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Appendix

A1. Proof of Lemma 3.1

Let RA denote the original definition of “Reflexively Autocatalytic” from [2], and RA1 the new one as given here in Section 3. We need to show that [RA] + [F-gen] implies [RA1], so suppose that r ∈ R′. By [RA] there exists x ∈ supp(R′) : (x, r) ∈ C. Either x ∈ ρ(R′) or x ∈ π(R′) (the molecules that are products of at least one reaction in R′). In the first case, by [F-gen], we have x ∈ clR′(F) so [RA1] holds. In the second case, where x ∈ π(R′) there exists (A, B) ∈ R′ for which x ∈ B. By [F-gen], A ⊆ clR′(F) and so B ⊆ clR′(F) and thus x ∈ clR′(F). So once again [RA1] holds.

A2. Proof of RAF Algorithm Correctness

Let R′ be the output of the RAF algorithm. We need to establish two claims, namely that (i) if R′ is empty then R contains no RAF, and (ii) if R′ is nonempty then R′ is an RAF, and indeed the unique maximal RAF present in R.

To establish claim (i) we first justify a third claim (iii): If a reaction r lies in any RAF (say R1) that is contained within an arbitrary subset (say R2) of R, then r is not eliminated if step 3 of the RAF algorithm is applied with R2 being taken as the “current set of reactions”. To see this, the fact that R1 is an RAF implies that there exists a molecule x ∈ clR1(F) that catalyzes r, and that the reactants of r are contained within clR1(F). Now, R1 ⊆ R2 and so clR1(F) ⊆ clR2(F); thus step 3 will not eliminate r from R2. This establishes claim (iii) which implies, by induction, the further claim (iv): If a reaction r lies within any RAF that is contained within R, then r is never eliminated at step 3 of the RAF algorithm at any stage starting with R. Claim (i) now follows immediately.

To establish claim (ii) we first note that, since the algorithm has terminated at some non-empty set of reactions R′, no reaction in R′ can be further eliminated by step 3. By definition, this means that each reaction r in R′ has the properties that (1) at least one catalyst of r is in clR′(F) and (2) all reactants of r are in clR′(F). Condition (1) implies that R′ satisfies the (RA) condition, and property (2) shows that R′ satisfies the F-generated condition. Thus R′ is an RAF; moreover it is the unique maximal RAF by virtue of claim (iv) established in the previous paragraph.

A3. Proof of Theorem 6.1

We first recall two quantities (xm, rm) from [3]. Let

\[ x_m = \frac{\kappa^{m+1} - \kappa}{\kappa - 1} \]  

(1)

denote the number of polymers of length at most m over an alphabet of size κ and let rm denote the number of forward (ligation) reactions that produce polymers of length at most m. We have:

\[ r_m \leq mx_m \]  

(2)
For any polymer \( x \) of length at most \( n \) let \( T_s(x) \) denote the set of polymers of length \( s \) that occur within \( x \), and for any polymer \( t \) of length \( s \) let \( X_n(t) \) denote the set of polymers of length at most \( n \) that contain at least one copy of \( t \). Thus,

\[
t \in T_s(x) \iff x \in T_n(t)
\]

Clearly,

\[
1 \leq |T_s(x)| \leq \kappa^s \tag{3}
\]

Also, for \( n \geq s \), and \( t \) any polymer of length \( s \) we have:

\[
|X_n(t)| \geq 1 + \kappa + \kappa^2 + \cdots + \kappa^{n-s} = \frac{\kappa^{n-s+1} - 1}{\kappa - 1} \tag{4}
\]

Given a (forward) reaction \( r \), let \( t_r \) denote the complement of the template polymer of length \( s = s_1 + s_2 \) (which is also polymer of length \( s \)). If we let \( R_n(t) \) denote the set of forward reactions \( r \) with \( t_r = t \), then:

\[
|R_n(t)| = r_{n-s} \tag{5}
\]

In the template polymerization model, \( x \) can catalyze \( r \) only if \( x \in X(t_r) \) (or, equivalently, if \( r \in R_n(t) \) for some \( t \in T_s(x) \)). Let \( p(x, r) \) be the probability that molecule \( x \) catalyzes reaction \( r \). We have assumed that each molecule that could catalyze reaction \( r \) (by virtue of template matching) has the same probability of doing so, that is:

\[
p(x, r) = \begin{cases} p_x, & \text{if } t_r \in T_n(x) \\ 0, & \text{otherwise} \end{cases}
\]

where \( p_x \) just depends on \( x \) and not \( r \) (the analogue of requirement (R2) in [3]).

Thus, if we let \( \mu_x \) be the expected number of (forward) reactions \( (r \in R_+(n)) \) that a molecule \( x \) catalyzes, then:

\[
\mu_x = \sum_{r \in R_+(n)} p(x, r) = p_x \cdot |S(x)| \tag{6}
\]

where \( S(x) = \{r \in R_+(n) : x \in X(t_r)\} \). Note that \( |S(x)| \) is bounded above by the number of pairs \( (t, r) \) where \( t \in T_s(x) \) and \( r \in R_+(n) : r_t = t \). By virtue of Inequality (3) and Equation (5) this set of pairs has size at most \( \kappa^s r_{n-s} \) and so

\[
|S(x)| \leq \kappa^s r_{n-s} \tag{7}
\]

Now, Inequality (2) applied to \( m = n - s \), and (7) gives:

\[
|S(x)| \leq \kappa^s r_{(n-s)} \leq \kappa^s(n - s)x_{n-s}
\]

Thus, by the assumption that \( \mu_x \geq \lambda_s n \) and applying (6), we obtain:

\[
\lambda_s \cdot n \leq \mu_x \leq p_x \kappa^s(1 - s/n)x_{n-s} \cdot n
\]

Since \( \lambda_s = \kappa^s \lambda \) this last inequality can be written as:

\[
p_x \geq \frac{\lambda}{(1 - s/n)x_{n-s}} \tag{8}
\]
Now, following [3], for a forward reaction $r \in R_+(n)$ let $q^*_r$ be the probability that $r$ is not catalyzed by any molecule. Then

$$q^*_r = \prod_{x \in X(t_r)} (1 - p(x,r)) = \prod_{x \in X(t_r)} (1 - p_x)$$

By Inequalities (4) and (8) and the inequality $(1 - x)^y \leq \exp(-xy)$ for $x, y > 0$ we obtain:

$$q^*_r \leq \exp\left(-\lambda \cdot \frac{\kappa^{n-s+1} - 1}{(1 - s/n)x_{n-s}^{-1} - 1}\right) < \exp(-\lambda)$$

where the second inequality follows by replacing $x_{n-s}$ by the expression given by Equation (1) for $m = n - s$ and checking that the ratio that post-multiplies $\lambda$ is greater than 1. The remainder of the proof now follows the argument in [3] for the proof of Theorem 4.1 (ii).
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