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Abstract. In recent years, research in the field of human-computer interaction (HCI) has focused on strengthening machine functions in recognizing and understanding human emotions. Emotion recognition can be done in several ways, among others, through sounds, facial expressions, or a combination of both. The different sounds and facial expressions from different races and nations cause less accurate in the reading of emotions using these methods. Another method for recognizing emotions can be done by analysing the data from an electroencephalograph (EEG). The EEG signals from the human brain are the result of various activities carried out. One of them is emotion. The EEG signal used in this study came from the DEAP dataset. This dataset consists of 32 files, each of which contains 40 EEG recordings. The emotions from this dataset are classified based on the dimensions of arousal and valence. The signal was then decomposed into three different frequency groups (alpha, beta, and gamma) through band-pass filtering. After that, the principal component analysis (PCA) and resampling were carried out. The classification processes used a number of methods of machine learning. The result was known that the performance of K-star was the highest while naïve Bayes was the lowest. The accuracies of K-star in arousal and valence classification were 81.2, 82.6, respectively. The naïve Bayes got 51.2 for the arousal, and 52.5 for the valence.

1. Introduction

Emotion is a feeling that arises in a person as a result of stimulation, both from within himself and from outside [1]. It is closely related to the psychological condition and mood of a person expressed in certain forms of behaviour [2]. The feeling can be positive emotion (good emotion), and can be negative emotion (bad emotion). Many people interpret this word as a form of anger, but actually the emotion represents various forms of human feelings. Some forms of emotions or human feelings include: sad, happy, and angry. The ability to recognize self-emotion is an important ability for someone [3]. With this ability, he can recognize his own feelings when those feelings or emotions emerge. This is often said to be the basis of emotional intelligence. A person with this emotional intelligence will have a good sensitivity. It will affect the process of making decisions firmly [4].

The existence of emotions is also important related to the interaction between humans and machines [5]. Without the ability to process emotions, the machine or computer will have difficulty communicating with humans naturally. The existence of a machine now can help humans so that work becomes easier. But it will not be achieved when the machine cannot understand language and human intentions, especially human emotions. In recent years, the research in the field of human computer interaction (HCI) is focusing on strengthening machine functions in recognizing and understanding
human emotions [6]. The recognition itself can be done in several ways, among others, through sounds [7], facial expressions [8], or a combination of both. The differences in the sounds or facial expressions from different races and nations cause less accurate reading of emotions using this method [9]. Another method for recognizing emotions can be done by analysing electroencephalography (EEG) [10].

EEG is one of the tests conducted to measure the voltage fluctuations generated by ion currents in brain neurons [11]. In the clinical context, EEG refers to recording spontaneous electrical activity of the brain for a certain period, usually 30-40 minutes. It is recorded from many electrodes mounted on the scalp. The EEG will record the electrical activity of the brain, which is represented in the form of a wave line. Researchers believe that the state of the brain changes with the changes that occur in a person's feelings. This situation can be recorded properly with EEG. Through EEG, recording records changes in brain waves that vary according to feelings or emotions. The EEG has several advantages for studying human emotions. Some of the advantages are high-speed, non-invasive and does not cause pain in the subject. It is important to get genuine emotions from the subject. However, it should be noted that there is some noise outside the measurement object that might appear as well as the body fatigue factor or other external factors. EEG can be decomposed into five different frequencies namely delta, theta, alpha, beta, and gamma [12]. The frequency range indicates a difference in physical condition in a person, but the frequency division is not enough to recognize someone's emotions. Because, in an EEG signal recording there are several different frequencies that form a certain pattern.

The EEG research for classification has been carried out. For example research for the stages of sleep [13], and epilepsy [14]. Some researchers have carried out an analysis of the relationship between EEG and emotional conditions in humans. Some of them are research conducted by LSTM recurrent neural networks [15], fuzzy [16], K-nearest neighbors [17], auto-regressive modelling [18], and support vector machine [19]. Hu et al stated that KNN has good performance in EEG based emotion recognition. The KNN classifies based on neighbors with the closest distance. Generally the distance calculation in KNN is based on the Euclidean distance [20]. But this distance value does not represent an important feature value. This deficiency can be overcome by K-star [21]. Therefore this study proposes the emotion classification based on K-star, also compares it with a number of other machine learning methods including KNN.

2. Research method
This study aims to recognize emotions into two categories, namely valence and arousal. Every data is classified whether the label is in the form of "high" or "low" for each of these categories. The classification based on data from EEG. The methodological flow to achieve these objectives is illustrated by Fig. 1.

![Figure 1. The methodological flow of EEG based emotion recognition.](image-url)
2.1. Data collecting
The EEG signal in this research came from the DEAP dataset. This dataset consists of 32 files, each of which contains 40 trial EEG records [22]. The data consists of 32 EEG data channels and 8 other psychological channel recordings. This 32 channel are from the recording of 32 electrodes installed under the 20-10 international system. During the recording process, each respondent was stimulated with several music videos and asked to do a self-assessment of the level of valence and arousal.

But this study only used data derived from EEG signals. The signal was a signal that has undergone the pre-processed data. The noise and artefact on the data has also been removed. Then the signal went through the sample process so that the sampling frequency became 128 Hz. The dataset also contains ground truth which contains values from valence and arousal. Both of these values have ranges from 1 to 9.

2.2. Preprocessing
At this stage, the signal was decomposed into three groups of brain wave frequencies namely alpha, beta and gamma. Delta and theta were not used because both frequencies occur when humans experience unconsciousness, so that it was not in accordance with the process of emotion recognition in this research. The decomposition process was carried out through band pass filtering. After the filtering process, the dataset consists of 96 features originating from three frequencies from 32 channels. The labelling from this research was done by dividing each value from valence and arousal into two classes. If the value was >= 0.5, the class was "high", and if <5, the class was "low".

2.3. Principal component analysis (PCA)
In statistics, PCA is a technique used to simplify data. It transforms linear data to form a new coordinate system with maximum variance [23]. It can be used to reduce the dimensions of a data without significantly reducing the characteristics of the data. This method changes most of the original variables that correlate with each other into a set of new variables that are smaller and mutually independent (no longer correlated) [24]. So the research implemented PCA to reduce data.

2.4. Resampling
The distribution data for each label is un-balanced. The labels of "high" and "low" are 2: 1. If this was ignored, the system tend to classify the data as "high". The resampling in this study was useful for balancing the amount of data between classes [25]. The process was done by randomly selecting data and homogenizing the number of each label so that the ratio between the two labels was 1: 1.

2.5. Machine learning
Machine learning is the retrieval of knowledge from a data. Its application in recent years has developed everywhere in daily life [26]. The method automates the decision making process by generalizing from known examples. Because of its success in many applications, this research applied it to EEG based emotion recognition. The classification used a number of methods of machine learning, namely naive bayes, bayesian networks, decision trees, K-nearest neighbors (KN), K-stars, artificial neural networks (ANN), support vector machines (SVM), and ensemble methods.

Naive Bayes is a simple opportunity classification based on the application of the Bayes theorem with the assumption that the explanatory variables are independent [27]. In this case, it is assumed that the presence or absence of a particular event from a group is not related to the presence or absence of other events. If the variables are dependent, then the graph is according to the Bayesian networks rule.

The decision tree chosen for this research was C45 with a batch size of 100. The decision tree is one of the most popular classification methods, because it is easy to interpret by humans. The model predicts using tree structures or hierarchical structures. The concept of a decision tree is to convert data into trees and their decision rules.

K-nearest neighbors (KNN) and K-star are methods based on instance based classifier. The decision making on KNN is based on the majority value of the number of k-points closest to the data to be classified. In other words, a test data will be classified based on training data a number of points
desired. This method was tested using from one to five neighbors. The difference between KNN and K-star lies in the mechanism of a neighbor's search. KNN is based on distance, while K-star is based on entropy. Generally KNN determines the distance between the closest points that calculated based on Euclidean distance. The accuracy of the KNN algorithm, one of which is influenced by the presence or absence of features that are irrelevant or too influential value during the classification process. The deficiency in KNN can be overcome by K-star [28].

ANN is an information processing technique or approach inspired by the workings of the biological neural system, especially in human brain cells in processing information [29]. The neural networks consist of a large number of information processing elements (neurons) that are interconnected and work together to solve a particular problem. The neural network works can be analogous to humans learning by using examples. It is called supervised learning. A neural network is configured for certain applications, such as pattern recognition or data classification, and then refined through the learning process. The learning process that occurs in biological systems involves adjusting the synaptic connections that exist between neurons. The synaptic connections between neurons are done by adjusting the weight values that exist in each connectivity both from input, neuron, and output. ANN in this study was implemented in two algorithms namely multilayer percepts (MLP), radial basic function (RBF) networks. The training of the RBF method is almost like MLP, but the difference is the use of Gaussian matrix calculations on radial functions in the hidden layer of RBF, while MLP uses sigmoid functions [30].

Ensemble methods are also implemented in this research. This method is presented in three algorithms namely bagging, boosting, logitboost. Bagging is a combination of machine learning algorithms designed to improve the stability and accuracy of machine learning algorithms [31]. Boosting is a learning ensemble meta algorithm method to reduce bias, and also variance. Unlike the case with bagging which gets predictions from the bootstrap process, boosting refers to a collection of algorithms that can convert weak learners to strong learners. Every time the tree is made, the data used remains as before but has a different distribution of weights in each iteration. The use of weights is also carried out during the process of combining the final predictions of many trees produced through classification. Logitboost is a development of logistics. The way the logitboost works in the initial stage is the same as the logistic method. In the logitboost algorithm, the predictive maximization is performed using binomial probability. Unlike logistics which are only capable of handling binary classes, logitboost has been able to handle multiclass.

2.6. Evaluation
The evaluation started from the division of datasets with the 10-fold cross validation method, which is dividing the dataset into two segments. The first segment was used as training data and the second segment was used as testing data to validate the model. Furthermore, the evaluation stages were applied using accuracy, precision, recall, and F-measure to measure classification performance.

3. Results and analysis
The classification carried out in this study focused on two main targets, namely arousal and valence. The performance of two classification targets was explained in Sections 3.1 and 3.2.

3.1. Arousal classification
Table 1 shows naïve Bayes had the lowest performance. It shows that between features had a correlation with each other. If the correlation was still taken into account, the performance would be better. It was shown by Bayesian networks. The table also shows that there were only two methods that have succeeded in achieving accuracy above 80%, namely KNN and K-star. Both are instance based classifiers. It shows the neighbors from the data made the biggest contribution to predict a class from the data. But the addition of neighbors in KNN caused a decrease in performance. The more neighbors caused the more predictive data bias. Moreover, the search for neighbors was only based on the closest distance. If the search for neighbors was not distance, for example by entropy, the performance was getting better. The K-star in Table 1 had a higher performance than KNN.
Table 1. Performance of machine learning methods against arousal classification.

| Methods                  | %     | Accuracy | Precision | Recall | F-measure |
|--------------------------|-------|----------|-----------|--------|-----------|
| Naïve Bayes              | 51.2  | 51.3     | 51.2      | 49.8   |
| Bayesian networks        | 54.8  | 58.7     | 54.8      | 49.0   |
| Decision tree            | 72.9  | 72.9     | 72.9      | 72.9   |
| KNN (K=1)                | 80.6  | 80.7     | 80.6      | 80.6   |
| KNN (K=2)                | 71.1  | 71.3     | 71.1      | 71.0   |
| KNN (K=3)                | 66.6  | 66.6     | 66.6      | 66.6   |
| KNN (K=4)                | 63.4  | 63.6     | 63.4      | 63.2   |
| KNN (K=5)                | 64.1  | 64.1     | 64.1      | 64.1   |
| K-star                   | 81.2  | 81.2     | 81.2      | 81.2   |
| Multi-layer perceptron   | 61.8  | 63.0     | 61.8      | 60.9   |
| Radial basis function networks | 53.4 | 53.5     | 53.4      | 52.9   |
| Support vector machine   | 53.6  | 53.7     | 53.6      | 53.1   |
| Bagging                  | 77.3  | 77.3     | 77.3      | 77.3   |
| Boosting                 | 55.5  | 57.0     | 55.5      | 53.1   |
| Logitboost               | 58.1  | 58.1     | 58.1      | 58.1   |

For all methods of ensemble methods, only bagging had an accuracy above 70%. The boosting and logitboost only had the accuracy below 70%. The bagging is a method that had a performance above 77%. Its performance was highest after KNN and K-star. After bagging, the highest method was the decision tree. On the other hand, decision trees had the higher performance than RBF and SVM. It showed that more complex systems did not always produce higher performance.

3.2. Valence classification

Based on Table 2, the Bayesian networks had the lowest performance. Its performance was lower than Naïve Bayes. It shows that the correlation between features in this classification was low. The decision tree also showed a decrease in performance compared with Table 1. In Table 2, the decision tree's accuracy was only 54.8%. Even though the bagging was also formed from a tree, its performance remained above 70% despite a slight decrease. This method had the highest performance after KNN and K-star. The performance above 80% was still achieved by KNN and K-star. However, similar to Table 1, the KNN had decreased if the number of neighbors was multiplied. This failure could be solved better by K-star. In this table, K-star had the highest performance compared to all methods of machine learning.

Table 2. Performance of machine learning methods against valence classification.

| Methods                  | %     | Accuracy | Precision | Recall | F-measure |
|--------------------------|-------|----------|-----------|--------|-----------|
| Naïve Bayes              | 52.5  | 53.0     | 52.5      | 50.3   |
| Bayesian networks        | 50.0  | 50.0     | 50.0      | 50.0   |
| Decision tree            | 54.8  | 55.4     | 54.8      | 53.7   |
| KNN (K=1)                | 81.6  | 81.9     | 81.6      | 81.6   |
| KNN (K=2)                | 67.9  | 68.0     | 67.9      | 67.9   |
| KNN (K=3)                | 65.8  | 65.8     | 65.8      | 65.7   |
| KNN (K=4)                | 64.1  | 64.1     | 64.1      | 64.0   |
KNN (K=5) & 62.7 & 62.7 & 62.7 & 62.6 \\
K-star & 82.6 & 82.9 & 82.6 & 82.5 \\
Multilayer perceptron & 62.5 & 62.8 & 62.5 & 62.3 \\
Radial basis function networks & 54.1 & 54.3 & 54.1 & 53.5 \\
Support vector machine & 54.1 & 54.1 & 54.1 & 54.1 \\
Bagging & 75.5 & 75.5 & 75.5 & 75.4 \\
Boosting & 51.1 & 51.2 & 51.1 & 50.3 \\
Logitboost & 54.1 & 54.2 & 54.1 & 54.0 \\

4. Conclusion

The process of emotion classification from EEG wave brain signals was done by using the DEAP dataset. Furthermore, the signals were filtered to produce three features. The features of 32 channels were processed using PCA. Through the implementation of machine learning methods, it can be seen that K-star and KNN were the methods that had the highest performance. It shows that instance based classifiers were the right method for classification in this research. In addition, K-stars always outperformed KNN in these two classifications (arousal and valence). It shows that the search for neighbors based on entropy was better than distance.

Both types of classification had different characteristics. In arousal classification, the correlation between features helped the classification process to produce better performance. But the opposite condition occurs in the valence classification. It was indicated by the performance of Bayesian networks in Table 1, better than naïve Bayes. Table 2 shows naïve Bayes better than Bayesian networks. The decline in performance was also seen from the decision tree and bagging which experienced a decrease in Table 2. Although the bagging decreased in Table 2, the performance was still above 75%. It shows that the ensemble method was very instrumental in forming a model for classification in this study.
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