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Abstract

A delay differential equations epidemic model of SIQR (Susceptible-Infected-Quarantined-Recovered) type, with arbitrarily distributed periods in the isolation or quarantine class, is proposed. Its essential mathematical features are analyzed. In addition, conditions that support the existence of periodic solutions via Hopf bifurcation are identified. Non-exponential waiting times in the quarantine/isolation class lead not only to oscillations but can also support stability switches.
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1 Introduction

The emergence of SARS in 2003 and the global impact of the recent 2009 influenza A (H1N1) pandemic have re-invigorated (for a historical perspective see[16]) our interests in the systematic use of policies of isolation, quarantine (i & q), and/or social distancing as population-level methods of disease control [7, 26, 18]. The assessment, from a public health policy perspective, of the effectiveness of i & q intervention measures is tied into their ability to reduce transmission at the population-level. A relevant set of questions include: How many individuals must be quarantined or isolated to significantly alter the transmission disease patterns at the population level and at what cost? Some forms of i & q interventions have proved effective in the case of SARS [6].
However, from an economic standpoint, the implementation of \( i \) & \( q \) policies is not cost-effective for all infectious diseases [22, 26, 18, 14]. The use of \( i \) & \( q \) in the case of rubella in China, for example, may lead to higher disease levels since under the current system of no control, about 97% of the population acquires rubella antibodies from direct exposure to infectious individuals. China’s high levels of naturally-induced coverage would be impossible to match if, for example, China chose to put in place the highly effective US or Canada vaccination policies (see [15]).

Mathematical modeling and their mathematical analysis help assess the likelihood that \( i \) & \( q \) are effective disease management strategies. In fact, several modeling studies have been carried out to study their effectiveness under the assumption that the waiting times in the \( i \) or \( q \) classes are exponentially distributed, a most likely adequate assumption [22, 7]. Theoretical studies are routinely used to test the robustness of modeling assumptions. In this manuscript, we proceed to evaluate the robustness of a modeling critical assumption that is common to disease management models, namely that waiting times in the \( i \) or \( q \) classes (here used interchangeably) are non-exponentially distributed. The results of the mathematical analysis are revealing. It is shown that the use of non-exponential waiting times in the quarantine/isolation class leads not only to oscillations but can also support stability switches. Whether or not this conclusion can be explicitly assessed in the context of specific naturally occurring epidemic outbreaks would depend on the availability of data. However, what the results in this manuscript show is that the massive implementation of such policies (as may be the case in pandemic situations or in deliberately engineered epidemics) could significantly impact the character of the observed disease incidence patterns.

The systematic mathematical description of the role of quarantine/isolation and the assessment of these interventions on disease dynamics has been studied [23, 5, 4, 11, 20, 9]. The models and results in this manuscript are tied into previous work on the role of quarantine on disease dynamics [23, 11, 20, 28, 9]. The role of variable latent periods in models for TB has been studied in [10]. The authors show that TB models including arbitrarily distributed latent stage and those including exponentially distributed period of latency lead to similar qualitative behaviours. Mathematical models with arbitrarily distributed periods of infections have been studied by Feng et al. [13, 12].

We introduce a compartmental model consisting of four classes, susceptibles \( S \), infected/infectious \( I \), isolated \( Q \) and recovered \( R \) individuals. Susceptible individuals who acquire the disease move to the \( I \)-class and a fraction of \( I \)-individuals are isolated/quarantined, that is, they are moved to the \( Q \) class while the rest of \( I \) individuals transit into the \( R \)-class after recovery.
The disease is assumed to be essentially non-fatal and therefore disease-induced deaths are considered to be “minimal” and therefore ignored. Hence, it is assumed that the total population $N = S + I + Q + R$ is roughly constant. Explicitly, it is assumed that the birth/death per capita rates are equal to $\mu$ and that all newborns are susceptible. The per-capita rates at which individuals move from $I$ to $Q$ and from $I$ or $Q$ to $R$ classes are respectively, $\theta$ and $\gamma$ under exponentially-distributed waiting time $s$. In general, Q-individuals move to the $R$-class at variable rates (non-exponentially distributed waiting times). In this manuscript, the mathematical discussion is focused on two extreme cases for comparison purposes: the situation when individuals are retained for a fixed period of time and the exponentially-distributed waiting times case.

The incidence rate is modeled using a quarantine-adjusted incidence rate $\beta SI/(N - Q)$ instead of standard incidence rate, $\beta SI/N$–a mechanism that is known to be capable of sustaining periodic solutions via a Hopf–bifurcation [11, 20, 28].
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**Figure 1:** SIQR model for influenza.

### 2 Formulation of the model

In this section, we introduce a general $S - I - Q - R$ epidemic model that incorporates arbitrary waiting times in its epidemiological classes. The model derivation is standard (see [3]), but worth outlining in this general setting. If it is assumed that $f(s)$ denotes the number of people who remain at a certain stage, say $G$, at time $s$ and if $\psi$ denotes the per-capita removal rate from stage $G$, then the rate of change of $f(s)$ can be described by

$$\frac{df(s)}{ds} = -\psi f(s), \quad 0 \leq s < \infty, \quad f(0) = f_0.$$
Therefore, 
\[
\frac{f(s)}{f_0} = e^{-\psi s}, \quad \text{for } s \geq 0,
\]
or, in other words, \( e^{-\psi s} \) (usually known as the survival function) can be interpreted as denoting the proportion of individuals who were at stage \( G \) at time \( s = 0 \) and are still at stage \( G \) at time \( s = s \). Consequently, 
\[
F(s) = \begin{cases} 
1 - e^{-\psi s} & \text{if } s \geq 0, \\
0 & \text{if } s < 0, 
\end{cases}
\]
can be interpreted as the “probability” of or the proportion of individuals leaving stage \( G \) over the time interval \([0, s)\). The individuals in the population of interest are classified according to their epidemiological status: \( S(t) \) denotes the susceptible class at time \( t \); \( I(t) \) the infected/infectious class at time \( t \); \( Q(t) \) the quarantined/isolated class at time \( t \); and \( R(t) \) the recovered class with \( N(t) = S(t) + I(t) + Q(t) + R(t) \). Individuals are transferred from class to class according to the transfer flow box provided in Figure 1. The waiting times tied to the \( I \) and \( Q \) compartments are modeled by the function \( P : [0, \infty) \rightarrow [0, 1] \) wherein \( P(h) \) denotes the proportion of individuals that (if alive) remain \( h \) units of time in the infective class after acquiring an infection at time \( t = 0 \). That is, \( P(h) \) is the sojourn function, cf. [29, 27, 28]; \( P(h) \) is nonnegative, non-increasing and \( P(0) = 1 \). In order to clarify the role of each waiting times distribution, we introduced the following expanded notation. We let \( P(\mu, h) \), \( P(\gamma, h) \) and \( P(\theta, h) \) denote: the fraction of individuals at time \( t = 0 \) who are still alive at time \( t = h \); the fraction of individuals infected at time \( t = 0 \) that if alive have not recovered at time \( t = h \); and the fraction of individuals infected at time \( t = 0 \) that have yet to be quarantined at time \( t = h \), respectively. Under this notation, we have that \( P(h) = P(\mu, h)P(\gamma, h)P(\theta, h) \), where \( \mu \), \( \gamma \) and \( \theta \) denote per-capita death rate, the per-capita recovery rate and per-capita quarantine rate respectively. Analogously, let \( L(\mu, h) \) and \( L(\alpha, h) \) denote: the fraction of quarantined individuals at time \( t = 0 \) who are still alive at time \( t = h \) and the fraction of individuals quarantined at time \( t = 0 \) that if alive have not recovered at time \( t = h \), respectively. Then, \( L(h) = L(\mu, h)L(\alpha, h) \) denotes the proportion of individuals that, if alive, remain in the isolated class at time \( t = h \), given that they were in this class at time \( t = 0 \).

Finally, if 
\[
B(t) := \beta S(t) \frac{I(t)}{N - Q(t)},
\]
denotes the incidence rate (new cases of infection per unit time), then the following general nonlinear system of integro-differential equations is used to capture the dynamics of a communicable disease (like influenza, measles or common cold) in the presence of arbitrary waiting times in the $I$ and $Q$ classes.

\[
\begin{align*}
S'(t) & = \mu N - \beta S \frac{I}{N - Q} - \mu S, \\
I(t) & = \int_{-\infty}^{t} B(x) P(\mu, t-x) P(\gamma, t-x) P(\theta, t-x) \, dx, \\
Q(t) & = \int_{-\infty}^{t} \int_{-\infty}^{\tau} B(x) P(\mu, \tau-x) P(\gamma, \tau-x) (-P'(\theta, \tau-x)) \, dx \, d\tau \\
& \quad - \int_{-\infty}^{t} \left[ \int_{-\infty}^{\tau} B(x) P(\mu, \tau-x) P(\gamma, \tau-x) (-P'(\theta, \tau-x)) \right] \\
& \quad \left. \, d\tau \right| (-L'(t-s)) \, ds,
\end{align*}
\]

where the $'$ means differentiation with respect to time $t$. Since $1 - P(\theta, t)$ denotes the proportion of individuals who leave the isolation class, then $-P'(\theta, t)$ and $-L'(t)$ represent the rate at which individuals leave the infected class (moving to the isolation class) and the rate at which individuals leave the isolation class, by recovery or death, respectively. We will consider two types of waiting times in the $Q$ class, exponential time of isolation and fixed time of isolation respectively in order to highlight two extremes.

### 2.1 Exponentially distributed isolation time

We assume that $P(\kappa, t)$ and $L(\kappa, t)$ are of the form $e^{-\kappa t}$, that is, the cases of exponential times of survival ($\kappa = \mu$), infection ($\kappa = \gamma + \theta$) and isolation ($\kappa = \alpha$) are considered. Under exponential waiting times, system (1) reduces to the following system of differential equations:

\[
\begin{align*}
S' & = \mu N - \beta S \frac{I}{N - Q} - \mu S, \\
I' & = \beta S \frac{I}{N - Q} - (\gamma + \theta + \mu) I, \\
Q' & = \theta I - (\alpha + \mu) Q.
\end{align*}
\]
A detailed account of the dynamics of a system slightly more general than (2) can be found in [11, 20] and [9]. Feng and Thieme [11] studied an SIQR model in which everybody in infective class moved directly to the isolation class and then to the recovered class. They proved the existence of periodic solution via Hopf Bifurcation and estimated the period of the solutions using singular perturbation theory. Hethcote et al. [20] studied exactly the same model as (2) proving sustained oscillations (via Hopf bifurcation).

2.2 Fixed time of isolation

We now assume that individuals stay in the Q class a fixed period of time. That is, we model the waiting times in the quarantine class (Q) by

\[
G(h) = \begin{cases} 
1 & \text{if } 0 \leq h < \rho, \\
0 & \text{if } \rho \leq h, 
\end{cases}
\]

which corresponds to a fixed isolation period [3, 27]. The function \( L \) in (1) takes the form

\[
L(h) = G(h)e^{-\mu h}.
\]

If we replace the exponential waiting in the Q-class with a fixed period of time \( \rho \), then \(-L'(h)\) represents the rate at which the individuals leave the class Q by recovery or death. The second term in the equation of \( Q(t) \) in (1) can be rewritten as

\[
\int_{-\infty}^{t} A(s) e^{-\mu(t-s)} \left[ \mu H(s-t+\rho) + \delta(s-t+\rho) \right] ds,
\]

where

\[
A(s) = \int_{-\infty}^{s} \int_{-\infty}^{\tau} B(\tau) P(\mu,\tau-x) P(\gamma,\tau-x) \left[ -P'(\theta,\tau-x) \right] dx d\tau,
\]

\( \mu \) denotes the Heaviside function and \( \delta \) denotes the Dirac Delta function. The evaluation of the integral in (3) gives

\[
A(t-\rho)e^{-\mu\rho} + \mu \int_{t-\rho}^{t} A(s)e^{-\mu(t-s)} ds.
\]

Combining (4) with the equation for \( Q(t) \) in (1) leads to the following expression for \( Q(t) \)

\[
Q(t) = A(t) - A(t-\rho)e^{-\mu\rho} - \mu \int_{t-\rho}^{t} A(s)e^{-\mu(t-s)} ds,
\]
or, equivalently,

$$Q(t) = \theta \int_0^\rho I(t - s)e^{-\mu s} \, ds.$$  \hspace{1cm} (6)

Thus, the corresponding system of integro-differential equations is given by

$$S'(t) = \mu N - \beta S \frac{I(\rho)}{N - Q} - \mu S,$$

$$I(t) = \int_{-\infty}^t B(x)e^{-(\mu + \gamma + \theta)(t-x)} \, dx,$$

$$Q(t) = \theta \int_0^\rho I(t - x)e^{-\mu x} \, dx,$$  \hspace{1cm} (7)

or, equivalently, from system (7) we can derive the following system of delay-differential equations

$$S'(t) = \mu N - \beta S(t) \frac{I(t)}{N - Q(t)} - \mu S(t),$$

$$I'(t) = \beta S(t) \frac{I(t)}{N - Q(t)} - (\gamma + \theta + \mu)I(t),$$

$$Q'(t) = \theta \left( I(t) - I(t - \rho)e^{-\mu \rho} \right) - \mu Q(t),$$  \hspace{1cm} (8)

with $S(0) = S_0 > 0$, $Q(0) = Q_0 > 0$ and $I(t) \geq 0$ on $t \in [-\rho, 0]$.

The disease-free equilibrium of (8) is $E_0 = (N, 0, 0)$. Using linearization around $E_0$, it is not hard to see that this trivial equilibrium is locally asymptotically stable if and only if $\beta < \gamma + \theta + \mu$, that is when $R_0 < 1$ and unstable when $R_0 > 1$, where

$$R_0 = \frac{\beta}{\gamma + \theta + \mu},$$  \hspace{1cm} (9)

is the basic reproduction number. It is noteworthy that the basic reproductive number is independent of the residence time $\rho$ in the class $Q$, as it should be.

The nontrivial equilibrium, $E^* = (S^*, I^*, Q^*)$, which corresponds to the endemic steady state of System (8) is given by

$$S^* = \frac{1 - \bar{\Theta}(1 - e^{-\mu \rho})}{R_0 - \bar{\Theta}(1 - e^{-\mu \rho})} N,$$

$$I^* = \frac{\mu}{\gamma + \theta + \mu} \cdot \frac{R_0 - 1}{R_0 - \bar{\Theta}(1 - e^{-\mu \rho})} N,$$

$$Q^* = \bar{\Theta}(1 - e^{-\mu \rho}) \cdot \frac{R_0 - 1}{R_0 - \bar{\Theta}(1 - e^{-\mu \rho})} N,$$  \hspace{1cm} (10)
where

\[ \hat{\Theta} = \frac{\theta}{\gamma + \theta + \mu}. \]

Remarkably, in the absence of isolation (i.e., \( \theta = 0 \)), the solutions (10) reduce to the nontrivial equilibrium components of the classic endemic SIR model [19]. Moreover, it is noticeable that the components (10) of the endemic equilibrium \( E^* \) make biological sense if and only if the basic reproduction number \( R_0 > 1 \). In other words, when \( R_0 < 1 \), the equilibrium \( E^* \) disappears.

3 Basic properties of the delay and integro-differential equation models

In this section, relevant mathematical results associated with systems (7) and (8) are obtained when individuals in the Q class are kept for a fixed period of time. In fact, we have established the following result:

**Proposition 1** A solution of the system of integro-differential equations (7) satisfies the system of delay differential equations (DDE’s) (8). Conversely, if we let \( S(t), I(t), Q(t) \) be a solution of (8) with initial conditions given (on the intervals) as specified above and if in addition,

\[ Q(0) = \theta \int_{-\rho}^{0} I(x) e^{\mu x} \, dx, \]  \( (11) \)

\[ I(0) = \int_{-\infty}^{0} B(x) e^{k x} \, dx, \]  \( (12) \)

where \( k = \theta + \mu + \gamma \), then this solution satisfies system (7). Moreover, for all \( t \geq 0 \), the solution exists, is unique and has \( S(t) \geq 0, I(t) \geq 0 \) and \( Q(t) \geq 0 \).

**Proof.** The assertion that the solution of the system of integro-differential equations (7) satisfies the system of delay differential equations (DDE’s) (8) can be checked easily. Conversely, from (8) the equation for \( Q(t) \) it follows that

\[ Q'(t) + \mu Q(t) = \theta I(t) - \theta I(t - \rho) e^{-\mu \rho}. \]  \( (13) \)

Multiplying both sides by \( e^{\mu t} \), we get

\[ e^{\mu t} [Q'(t) + \mu Q(t)] = e^{\mu t} [\theta I(t) - \theta I(t - \rho) e^{-\mu \rho}], \]  \( (14) \)
which on integrating leads to

\[ e^{\mu t} Q(t) - Q(0) = \int_0^t \theta e^{\mu \tau} I(\tau) d\tau - \int_0^t \theta I(\tau - \rho) e^{\mu (\tau - \rho)} d\tau. \]  

(15)

Using change of variable \( x = \tau - \rho \) results in

\[ e^{\mu t} Q(t) = Q(0) - \int_{-\rho}^0 \theta I(x) e^{\mu x} dx + \int_{t-\rho}^t \theta I(x) e^{\mu x} dx. \]  

(16)

From (11), the equation for \( Q(t) \) in (7) follows. Similarly, by integrating the equation for \( I(t) \) in (8) and using (12), one arrives at the equation of \( I(t) \) in (7). The proof for the existence and uniqueness of solutions for System (8) can be established using standard theorems (see [17]), provided that the denominator \( N - Q(t) \) does not go to zero as \( t \) changes. The inequalities \( I(t) \geq 0 \) and \( Q(t) \geq 0 \) for \( t \geq 0 \) follow immediately from the equations in (7) and (8) and the observation that, under the assumptions just made, \( I(t) \geq 0 \) for \( t \in [-\rho, 0] \). Consequently, the solution exists globally for all \( t > 0 \) and is unique.

Let us define the region \( D \) as:

\[ D = \{(S, I, Q) : S \geq 0, I \geq 0, Q \geq 0, S + I + Q \leq N \}. \]

Proposition 2 If \( R_0 \leq 1 \), the disease free equilibrium, \( E_0 \), is globally asymptotically stable in the region \( D \). Whenever \( R_0 > 1 \), \( E_0 \) is unstable and there exists a unique positive endemic equilibrium \( E_1 \) given by (10).

Proof. The proof is carried out along the same line of the global stability proofs made in [20]. The Liapunov function \( V = I \) works out well here since

\[ V' = \beta \frac{SI}{N - Q} - (\gamma + \theta + \mu) I \leq 0. \]

Therefore, by the Liapunov–LaSalle theorem and a straightforward application of [20, Lemma 1] we conclude that all the solutions in \( \bar{D} \) should approach \( E_0 \) whenever \( R_0 \leq 1 \).

In the following, we state another proposition that gives us an upper bound for the number of isolated individuals and another one for the final epidemic size under some pre–specified conditions.

Proposition 3 Let \( K_Q = \frac{\theta N}{\mu} (1 - e^{-\mu \rho}) t \) and \( K_I = \frac{\beta \mu N}{(\mu - \theta)(1 - e^{-\mu \rho})}(\mu + \gamma + \theta) \).

Then \( K_Q \) is an upper bound for the number of isolated individuals in the time interval \([0, t]\) and \( K_I \) is an upper bound for the final epidemic size provided that

\[ \rho < -\frac{1}{\mu} \ln \left(1 - \frac{\mu}{\theta}\right). \]
4 Stability analysis of $E^*$ and the existence of Hopf bifurcation

In this section, we analyze the local stability of the endemic steady state for system (2) and look for the possibilities of stability switches. When analyzing the local stability of system (2), there are two cases to analyze (either $\rho = 0$ or $\rho > 0$). The case $\rho = 0$ implies that $\theta = 0$. This corresponds to the case where there is no isolation and therefore, system (2) turns out to be the classical SIR model in this case and the detailed analysis of the classical SIR model can be found in [3, 19, 27]. Hence, we here focus on the case where $\rho > 0$.

Linearization of system (2) about the endemic steady state $E^*$ produces a variational system of the form
\[
\frac{dx}{dt} = F(x, x_\rho) = Lx + Mx_\rho,
\]
where $x$ and $x_\rho$ denote the vectors of instantaneous and delayed variational variables, respectively, while $L$ and $M$ stand for the Jacobians given by $L = \frac{\partial F(x, x_\rho)}{\partial x} \bigg|_{x=E_1}$ and $M = \frac{\partial F(x, x_\rho)}{\partial x_\rho} \bigg|_{x=E_1}$. Determining the nature of the roots of the characteristic equation of (17)
\[
|\lambda I - L - Me^{-\lambda \rho}| = 0,
\]
is not trivial but is carried out below.

In addition, we show that Hopf bifurcation occurs at $\rho = \rho_0 > 0$ whenever $\lambda = i\omega_0$ are roots of (18), where $\omega_0 > 0$ and $\frac{d \text{Re}(\lambda)}{d \rho} \bigg|_{\rho=\rho_0} \neq 0$ (see [17, 8]).

We now compute the variational system associated with (2) about $E^*$. To this end, we assume $S(t) = A(t) + S^*$, $I(t) = B(t) + I^*$, $Q(t) = C(t) + Q^*$.

On substituting in (8) and ignoring nonlinear terms, we obtain
\[
\begin{align*}
A'(t) &= (-a - \mu)A(t) - bB(t) - cC(t), \\
B'(t) &= aA(t) + (b - k)B(t) + cC(t), \\
C'(t) &= \theta B(t) + dB(t - \rho) - \mu C(t),
\end{align*}
\]
where
\[
\begin{align*}
a &= \beta \frac{I^*}{N - Q^*}, & b &= \beta \frac{S^*}{N - Q^*}, & c &= \beta \frac{S^*I^*}{(N - Q^*)^2}, \\
d &= -\theta e^{-\mu \rho}, & k &= \theta + \gamma + \mu.
\end{align*}
\]
System (19) can be written in the matrix form

\[
\frac{dx}{dt} = \mathcal{L}x + \mathcal{M}x_{\rho},
\]

(20)

where

\[
x = \begin{bmatrix} A \\ B \\ C \end{bmatrix}, \quad \mathcal{L} = \begin{bmatrix} -a - \mu & -b & -c \\ a & b - k & c \\ 0 & \theta & -\mu \end{bmatrix} \quad \text{and} \quad \mathcal{M} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & d & 0 \end{bmatrix}.
\]

The characteristics equation corresponding to system (20) is given by

\[
|\lambda I - \mathcal{L} - \mathcal{M}e^{-\lambda \rho}| = 0,
\]

(21)

where \( | \cdot | \) denotes matrix determinant. This characteristic equation could be written in the form

\[
P(\lambda) + Q(\lambda, \rho)e^{-\lambda \rho} = 0,
\]

(22)

where

\[
P(\lambda) = a_3 \lambda^3 + a_2 \lambda^2 + a_1 \lambda + a_0, \quad Q(\lambda, \rho) = -cd\lambda - cd\mu,
\]

(23)

and,

\[
a_3 = 1, \quad a_1 = ak + a\mu + \mu^2 + 2k\mu - 2b\mu - \theta c, \\
a_2 = a + k + 2\mu - b, \quad a_0 = (k - b)\mu^2 + ak\mu - \mu\theta c.
\]

We will first establish the stability of the endemic equilibrium \( E^* \) in the absence of delay (i.e., \( \rho = 0 \)) and then consider the more general case \( \rho \neq 0 \).

### 4.1 Analysis in the absence of delay \((\rho = 0)\)

If we assume \( \rho = 0 \), then the characteristic equation (22) reads

\[
\lambda^3 + \mu(R_0 + 1)\lambda^2 + \mu [\mu + (k + \mu)(R_0 - 1)] \lambda + \mu^2 k(R_0 - 1) = 0.
\]

(24)

Moreover, the Hurwitz determinants are \( \Delta_1 = \mu(R_0 + 1) \), \( \Delta_2 = \mu^2 R_0 [\mu(R_0 + 1) + k(R_0 - 1)] \) and \( \Delta_3 = \mu^2 k(R_0 - 1) \Delta_2 \) which are all positive for \( R_0 > 1 \). Thus, based on applying Descartes’ rule of signs and Routh–Hurwitz criterion, the roots of equation (24) will have negative real part for \( R_0 > 1 \). Therefore, we show the following proposition.

**Proposition 4** In the absence of delay (i.e., \( \rho = 0 \)), the endemic equilibrium \( E^* \) is locally asymptotically stable whenever it exists.
4.2 Analysis in the presence of delay \((\rho \neq 0)\)

Since \(e^{-\mu \rho} = 1 - \mu \rho + \mathcal{O}\left( (\mu \rho)^2 \right)\), then (on assuming that \(\mu \rho \ll 1\)) we get

\[
e^{-\mu \rho} \sim 1 - \mu \rho.
\]

Hence,

\[
\frac{S^*}{N} = \frac{1 - \hat{\Theta} \mu \rho}{R_0 - \hat{\Theta} \mu \rho}, \quad \frac{I^*}{N} = \frac{\mu}{k} \frac{R_0 - 1}{R_0 - \hat{\Theta} \mu \rho}, \quad \frac{Q^*}{N} = \frac{\hat{\Theta} \mu \rho (R_0 - 1)}{R_0 - \hat{\Theta} \mu \rho},
\]

and

\[
a = \frac{\mu(R_0 - 1)}{1 - \hat{\Theta} \mu \rho}, \quad b = k, \quad c = a \frac{1}{R_0}.
\]

Thus,

\[
a_2 = 2\mu + \frac{\mu(R_0 - 1)}{1 - \hat{\Theta} \mu \rho},
\]

\[
a_1 = \mu^2 + \left( k + \mu - \frac{\theta}{R_0} \right) \frac{\mu(R_0 - 1)}{1 - \hat{\Theta} \mu \rho},
\]

\[
a_0 = \left( k - \frac{\theta}{R_0} \right) \frac{\mu^2(R_0 - 1)}{1 - \hat{\Theta} \mu \rho}.
\]

Also,

\[
d = -\theta e^{-\mu \rho} \sim \theta \mu \rho - \theta.
\]

Similarly, \(Q(\lambda, \rho)\) becomes

\[
Q(\lambda, \rho) = b_1 \lambda + b_0,
\]

where

\[
b_1 = \theta c - c \theta \mu \rho = \mu(1 - \mu \rho) \frac{\theta(R_0 - 1)}{R_0(1 - \hat{\Theta} \mu \rho)}, \quad \text{and}
\]

\[
b_0 = \mu \theta c - c \theta \mu^2 \rho = \mu b_1.
\]

It is clear that the function \(P\) is a cubic polynomial, while the function \(Q\) is a linear polynomial in \(\lambda\). Their coefficients \(a_i\) and \(b_i\) are functions in the delay parameter \(\rho\). Now, we follow the same approach shown in [1] to check the stability switching possibility, as the delay parameter \(\rho\) is allowed to increase.
To this end, the characteristic equation (21) is rewritten in the form

\[ D(\lambda, \rho) = 0, \]  

(29)

where

\[ D(\lambda, \rho) = P_n(\lambda, \rho) + Q_m(\lambda, \rho) e^{-\lambda \rho}, \]  

(30)

and where

\[ P_n(\lambda, \rho) = \sum_{k=0}^{n} p_k(\rho) \lambda^k, \quad Q_m(\lambda, \rho) = \sum_{k=0}^{m} q_k(\rho) \lambda^k. \]  

(31)

with \( n = 3, \ m = 1 \). It is noteworthy that the coefficients \( p_k(\rho) = a_k \) and \( q_k(\rho) = b_k \) are rational functions that do not have any singularities for \( \mu \rho \ll 1 \). Thus, in (31), we have \( n, m \in \mathbb{N}^* \), \( n > m \), and \( p_k(\cdot), q_k(\cdot) : \mathbb{R}^+ \to \mathbb{R} \) are continuous and differentiable functions of \( \rho \) such that

\[ P_n(0, \rho) + Q_m(0, \rho) = p_0(\rho) + q_0(\rho) = \mu^2 \left( \frac{R_0 - 1}{1 - \Theta \mu \rho} \right) R_0^k \neq 0, \quad \forall \rho \in \mathbb{R}^+. \]  

(32)

Hence, \( \lambda = 0 \) is not a characteristic root of (29). On the other hand, the functions \( P \) and \( Q \) are polynomials in \( \lambda \). Therefore, they are analytic functions in a right half plane \( \text{Re} (\lambda) > -\delta, \ \delta > 0 \). Moreover, they are differentiable in \( \rho \), and we need to verify the following conditions.

1) If \( \lambda = i \omega, \ \omega \in \mathbb{R} \), then \( P_n(i \omega, \rho) + Q_m(i \omega, \rho) \neq 0, \rho \in \mathbb{R} \).

2) \( \limsup \left\{ \left| \frac{Q_m(\lambda, \rho)}{P_n(\lambda, \rho)} \right| : |\lambda| \to \infty, \text{Re}(\lambda) \geq 0 \right\} < 1 \), for any \( \rho \).

3) \( F(\omega, \rho) := |P_n(i \omega, \rho)|^2 - |Q_m(i \omega, \rho)|^2 \) for each \( \rho \) has at most a finite number of real zeros.

4) Each positive root \( \omega(\rho) \) of \( F(\omega, \rho) = 0 \) is continuous and differentiable in \( \rho \) whenever it exists.

If these conditions hold, the following statements are true [1, 2].

(a) Suppose that the equation \( F(\omega, \rho) = 0 \) has no positive zeros. Then if \( D(\lambda, \rho) \) is unstable at \( \rho = 0 \), it remains unstable for all \( \rho \geq 0 \).

(b) Suppose that the equation \( F(\omega, \rho) = 0 \) has at least one positive zero and that each positive zero is simple. As \( \rho \) increases, stability switches may occur. Moreover, there exists a positive number \( \rho^* \) such that \( D(\lambda, \rho) \) is unstable for all \( \rho > \rho^* \). As \( \rho \) varies from 0 to \( \rho^* \), at most a finite number of stability switches may occur.
Now, on putting $\lambda = i\omega$, we get
\[
\mathcal{P}_3(i\omega, \rho) = (-a_2\omega^2 + a_0) + i(-\omega^3 + a_1\omega), \quad \mathcal{Q}_1(i\omega, \rho) = b_0 + ib_1\omega. \tag{33}
\]
The condition 1) is obviously true because
\[
\mathcal{P}_3(i\omega, \rho) + \mathcal{Q}_1(i\omega, \rho) = (b_0 + a_0 - \omega^2 a_2) + i\omega(b_1 + a_1 - \omega^2) \neq 0. \tag{34}
\]
For more explanation, the expression in (34) equals zero if and only if the expression $(a_2 - \mu)[a_0 + b_0 + \mu^2 a_2]$ vanishes, which is impossible to occur. Thus, (34) is true. Also, from (23) we have that $\mathcal{Q}_m$ and $\mathcal{P}_n$ are polynomials of different degrees in $\lambda$, with $m < n$. Thus,
\[
\left| \frac{\mathcal{Q}_1(\lambda, \rho)}{\mathcal{P}_3(\lambda, \rho)} \right| \to 0 \quad \text{as} \quad |\lambda| \to +\infty.
\]
This proves condition 2). Now, let $F$ be defined as in condition 3). Thus,
\[
F(\omega, \rho) = |\mathcal{P}_3(i\omega, \rho)|^2 - |\mathcal{Q}_1(i\omega, \rho)|^2,
\]
\[
= \omega^6 + (a_2^2 - 2a_1)\omega^4 + (a_1^2 - b_1^2 - 2a_0a_2)\omega^2 + a_0^2 - b_0^2, \tag{35}
\]
\[
= 0.
\]
Let $z = \omega^2$ and denote
\[
p = a_2^2 - 2a_1, \quad q = a_1^2 - b_1^2 - 2a_0a_2, \quad r = a_0^2 - b_0^2. \tag{36}
\]
Then, equation (35) becomes
\[
z^3 + pz^2 + qz + r = 0, \tag{37}
\]
where
\[
p = 2\mu^2 + \frac{\mu(R_0 - 1)}{1 - \Theta \mu \rho} \left\{ \mu \left( \frac{R_0 - 1}{1 - \Theta \mu \rho} + 2 \right) - 2k \left( \frac{1 - \Theta}{R_0} \right) \right\}, \tag{38}
\]
\[
q = \left[ \mu^2 - \frac{\mu(R_0 - 1)}{1 - \Theta \mu \rho} \left( k \left( \frac{1 - \Theta}{R_0} \right) - \mu \right) \right]^2 + \frac{2\mu^3 k(R_0 - 1)^2}{(1 - \Theta \mu \rho)^2} \left[ 1 - \frac{\Theta}{R_0} - \frac{\Theta \theta (1 - \mu \rho)^2}{2\mu R_0} \right], \tag{39}
\]
\[
r = a_0^2 - b_0^2,
\]
\[
= \frac{\mu^4(R_0 - 1)^2}{(1 - \Theta \mu \rho)^2} \left[ k - \frac{\theta}{R_0} + \frac{(1 - \mu \rho)\theta}{R_0} \right] \left[ k - \frac{\theta}{R_0} - \frac{(1 - \mu \rho)\theta}{R_0} \right], \tag{40}
\]
\[
= \frac{k^2 \mu^4(R_0 - 1)^2}{(1 - \Theta \mu \rho)^2} \left[ 1 - \frac{\mu \rho \Theta}{R_0} \right] \left[ 1 - \frac{\Theta}{R_0} - \frac{(1 - \mu \rho)\Theta}{R_0} \right].
\]
Denote
\[ H(z) = z^3 + pz^2 + qz + r. \] (41)

Since \( H \) is a cubic polynomial in \( z \), it has at most three roots. Also, since \( \lim_{z \to +\infty} H(z) = +\infty \), we conclude that if \( r < 0 \), then equation (37) has at least one (but no more than three) positive root(s). Hence, \( F(\omega, \rho) = 0 \) has a finite number of real zeros and, therefore, condition 3) holds. Moreover, by the implicit function theorem, condition 4) is satisfied. Thus, \( F(\omega, \rho) = 0 \) has a solution \( \omega(\rho) > 0 \) if and only if \( r < 0 \).

Clearly, the first two terms in the right hand side of (40) are positive, while the last term could be positive or negative. Thus, the sign of the last term of (40) determines that of \( r \). I.e., \( r < 0 \) if and only if
\[ 0 \leq \rho < \frac{1}{\mu} \left[ \frac{2 - R_0}{\Theta} \right], \quad \text{with} \quad \left\{ 1 \leq \frac{R_0}{2} < 2\Theta \quad \text{and} \quad \frac{\theta}{\gamma + \mu} > 1 \right\}. \] (42)
The conditions (42) say that for high enough isolation rate and for values of \( R_0 \) slightly above 1 (e.g. \( 1 < R_0 < 2 \)), there is a range for the time delay \( \rho \) during which there is a positive solution for (37). However, if one of the inequalities (42) is broken, then \( r > 0 \).

On the other hand, equation (37) could be rewritten as
\[ \left( z - \frac{-p}{2} \right)^2 + \left( q - \frac{p^2}{4} \right) = -\frac{r}{z}. \] (43)
We look for positive solutions of (43). The left hand side has graph of a vertical parabola with positive leading coefficient, which means that it opens up. Its vertex is at \( \left( -\frac{p}{2}, q - \frac{p^2}{4} \right) \). We have two cases.

**Case 1:** \( r < 0 \).

In this case, the right hand side of (43) is a monotonically decreasing function which is concave up. Its curve lies totally in the first quadrant. Moreover, it tends to \( \infty \) as \( z \) tends to zero, while it tends to zero as \( z \) approaches \( \infty \). Thus, the parabola will always cut this curve, either in one point or in three points representing the solutions of (37). Both curves will meet in three points if and only if the following set of inequalities is held
\[ r < 0, \quad p < 0, \quad q > 0, \quad p^2 - 3q > 0. \] (44)
Otherwise, for \( r < 0 \), there is a unique solution of (37). The case of having a unique positive solution corresponds to either of the following two sets of inequalities
\[ \{ p > 0, \ r < 0 \} \quad \text{or} \quad \{ p < 0, \ q < 0, \ r < 0 \}. \] (45)
Case 2: \( r > 0 \).

In this case, the right hand side of (43) is a monotonically increasing function which is concave down. Its curve lies totally in the fourth quadrant. It tends to \(-\infty\) as \( z \) tends to zero, while it tends to zero as \( z \) approaches \( \infty \). Thus, the parabola will either cut this curve in two points or in no point. Thus, for \( r > 0 \), equation (37) will either have two positive solutions or will not have any positive solution. It has two positive solutions if and only if either of the following two inequality sets is held

\[
\{ r > 0, \ p < 0, \ q > 0, \ p^2 - 3q > 0 \} \text{ or } \{ r > 0, \ q < 0, \ p > 0 \}. \tag{46}
\]

If neither of the above cases holds, then equation (37) doesn’t have a positive solution.

In the following proposition we summarise the above-mentioned conditions required for the existence of positive solutions of equation (37).

**Proposition 5** Equation (37) has,

1. a unique positive solution if and only if the conditions (45) hold;
2. two positive solutions if and only if either of the two sets of inequalities in (46) holds;
3. three positive solutions if and only if all inequalities in (44) are satisfied;
4. no positive solution if neither of the above holds.

Algebraic manipulations aiming at combining and simplifying the conditions in (45), (46) and (44) would produce the sufficient conditions on model parameters showing the space of parameters on which at least one positive solution of (37) does exist. In case none of the conditions (45), (46) and (44) is satisfied, then there is no positive solution for (37) and therefore a stability switch cannot occur.

Let us now assume that \( \lambda = i\omega \) (with \( \omega > 0 \)) is a root of equation (22). Substituting and separating the real and imaginary parts result in

\[
b_1 \omega \cos (\omega \rho) - b_0 \sin (\omega \rho) = \omega^3 a_3 - \omega a_1,
\]

\[
b_0 \cos (\omega \rho) + b_1 \omega \sin (\omega \rho) = \omega^2 a_2 - a_0.
\]

Hence,

\[
\sin (\omega \rho) = \frac{(a_2 \omega^2 - a_0)b_1 \omega + (a_1 \omega - \omega^3)b_0}{b_0^2 + b_1^2 \omega^2},
\]

\[
\cos (\omega \rho) = \frac{(a_2 \omega^2 - a_0)b_0 + (\omega^3 - a_1 \omega)b_1 \omega}{b_0^2 + b_1^2 \omega^2}. \tag{47}
\]
On using (47) in the relation
\[ \sin^2(\omega \rho) + \cos^2(\omega \rho) = 1, \]
we get
\[ \omega^6 + p\omega^4 + q\omega^2 + r = 0, \tag{48} \]
which means that \(\omega^2\) is a positive solution of (37), or equivalently (35). I.e., \(\omega(\rho)\) is a real solution of \(F(\omega, \rho) = |P_3(i\omega, \rho)|^2 - |Q_1(i\omega, \rho)|^2 = 0.\)

Now, we assume that \(z^*\) is a positive solution of (37), where it satisfies the inequalities of the items of proposition 5. Moreover, we assume that
\[ I = \{ \rho : \rho \geq 0, \text{ and } z^* \text{ does exist} \}, \]
which means that \(I \subseteq \mathbb{R}^+\) is the set of all time delays \(\rho\) for which \(\omega(\rho)\) is a positive root of (35). Assume further that a value \(\rho \in I\) has been chosen such that \(\omega(\rho)\) satisfies (35). Then, following [1], we can define the angle \(\alpha(\rho) \in [0, 2\pi]\) such that \(\sin \alpha(\rho)\) and \(\cos \alpha(\rho)\) are given by the right hand sides of (47). I.e.,
\[
\sin \alpha(\rho) = \frac{(a_2\omega^3 - a_3)\omega_1 + (a_1 - \omega^2)\omega_0}{b_0^2 + b_1^2\omega^2}, \\
\cos \alpha(\rho) = \frac{(a_2\omega^3 - a_3)\omega_0 + (\omega - a_1)\omega_1}{b_0^2 + b_1^2\omega^2}. \tag{49}
\]
Hence, a stability switch occurs, through the roots \(\lambda = \pm i\omega(\rho)\), where \(\omega(\rho) > 0\) and is a solution of (35), at the values \(\rho\)
\[ \rho_n = \frac{\alpha(\rho) + 2n\pi}{\omega(\rho)}, \tag{50} \]
for \(n \in \mathbb{N}^* := \{1, 2, 3, \ldots \}\). Thus, for each \(n \in \mathbb{N}^*\), the relation (50) defines the maps \(\rho_n : I \to \mathbb{R}^+\), and the stability switch may occur only for the \(\rho\) values at which
\[ \rho_n = \rho, \text{ for some } n \in \mathbb{N}^*. \tag{51} \]
Hence, the solution of (35) and (49) defines the maps (50), and the occurrence of stability switches takes place at the zeros of the functions
\[ T_n(\rho) := \rho - \rho_n(\rho), \text{ } n \in \mathbb{N}^*. \tag{52} \]
Thus, based on applying [1, Thm 2.2 and Remark 2.1] of Beretta and Kuang, the statements of the following proposition are concluded.
Proposition 6 According to the above analysis, we conclude the following.

1. If none of the set of inequalities in (45), (46) and (44) is satisfied, then there is no positive solution of (37) and therefore no stability switch may occur (i.e., if the endemic equilibrium $E^*$ of (8) is stable for $\rho = 0$, see Proposition 4), then it remains stable for all $\rho > 0$.

2. If model parameters (except $\rho$) are chosen such that conditions (45) are satisfied, then equation (37) will have a unique positive real solution (say $\omega_1$) and therefore one stability switch will occur at the real root (say $\rho_1$) of $T_n(\rho) = 0$ for some $n \in \mathbb{N}^*$. Thus, equation (22) will have a simple conjugate pair of purely imaginary eigenvalues $\pm i\omega_1(\rho_1)$ and hence $E^*$ will be asymptotically stable for $\rho \in [0, \rho_1)$ and unstable for $\rho > \rho_1$.

3. If model parameters (except $\rho$) are chosen such that conditions (46) are held, then equation (37) will have two positive real solutions, say $\omega_{21}$ and $\omega_{22}$ with $\omega_{21} < \omega_{22}$. Hence, stability switches may depend on all real roots of $T_{n_{21}}(\rho) = 0$ (that corresponds to the root $\omega_{21}$) and $T_{n_{22}}(\rho) = 0$ (corresponding to the root $\omega_{22}$). If we assume $\rho_{21}$ and $\rho_{24}$ are positive roots for $T_{n_{22}}(\rho) = 0$, while $\rho_{22}$ and $\rho_{23}$ are positive roots for $T_{n_{21}}(\rho) = 0$, and no real roots for $T_{n_{22}}(\rho) = 0$ when $n > 0$, then by [1, Remark 4.2] we have $\rho_{21} < \rho_{22} < \rho_{23} < \rho_{24}$. Moreover, the endemic equilibrium $E^*$ will be asymptotically stable for $\rho \in [0, \rho_{21}) \cup (\rho_{22}, \rho_{23}) \cup (\rho_{24}, \infty)$, while it will be unstable for $\rho \in (\rho_{21}, \rho_{22}) \cup (\rho_{23}, \rho_{24})$.

4. If model parameters (except $\rho$) are chosen such that conditions (44) are satisfied, then equation (37) will have three positive solutions, say $0 < \omega_{31} < \omega_{32} < \omega_{33}$, and therefore stability switches may depend on all real roots of their corresponding sequences $T_{n_{31}}(\rho) = 0$, $T_{n_{32}}(\rho) = 0$ and $T_{n_{33}}(\rho) = 0$. Thus, a number of stability switches may happen.

5 Discussion

Disease patterns for human populations have been observed for some diseases over the past two centuries. It has been documented that infectious agents like measles or highly variable pathogens such as those responsible for the “flu” are linked to recurrent epidemic outbreaks. Hence, it is naturally reasonable to see that efforts to determine the mechanisms behind the recurrent epidemic outbreaks have been carried out for over a century with the aid of mathematical tools.
These mechanisms are the re-stocking of a large enough pool of susceptible individuals, a process directly tied in to the study of the role of age-structure on disease dynamics. Additional mechanisms include seasonality, delays from various natural epidemiological starts (asymptomatic or latent stages), behavioral changes in disease dynamics and delays driven by interventions (quarantine/isolation) [5, 4, 20, 19, 28, 9, 25, 24]. In this paper we have systematically derived the system of integro-differential equations model given by (7) and showed that system (7) is equivalent to the system of delay differential equations given by (8) for non-exponential waiting times in the Q class. In addition to showing that solutions with positive initial conditions are positive and bounded, we established sufficient conditions for the (i) uniqueness of the solutions, (ii) global stability of the disease free equilibrium when $R_0 \leq 1$, (iii) providing thresholds for stability switches. Moreover, during the the local stability analysis of the endemic equilibrium, we found a third order characteristic equation of system delay equation model (8). The analysis of the characteristic equation of system (8) shows that periodic solutions with sustained oscillation exist and stability switches occur when we have a fixed period of isolation time (mandatory isolation period).
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