First Results from SMAUG: Uncovering the Origin of the Multiphase Circumgalactic Medium with a Comparative Analysis of Idealized and Cosmological Simulations
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Abstract

We examine the properties of the circumgalactic medium (CGM) at low redshift in a range of simulated Milky Way mass halos. The sample is comprised of seven idealized simulations, an adaptive mesh refinement cosmological zoom-in simulation, and two groups of 50 halos with star-forming or quiescent galaxies taken from the TNG100 simulation. The simulations have very different setups, resolution, and feedback models, but are analyzed in a uniform manner. By comparing median radial profiles and mass distributions of CGM properties, we isolate key similarities and differences. In doing so, we advance the efforts of the Simulating Multiscale Astrophysics to Understand Galaxies project that aims to understand the inherently multiscale galaxy formation process. In the cosmological simulations, the CGM exhibits nearly flat temperature distributions, and broad pressure and radial velocity distributions. In the idealized simulations, similar distributions are found in the inner CGM ($r < 0.5 r_{200c}$) when strong galactic feedback models are employed, but the outer CGM ($r > 0.5 r_{200c}$) has a much less prominent cold phase, and narrower pressure and velocity distributions even in models with strong feedback. This comparative analysis demonstrates the dominant role feedback plays in shaping the inner CGM and the increased importance of cosmological effects, such as nonspherical accretion and satellite galaxies, in the outer CGM. Furthermore, our findings highlight that, while cosmological simulations are required to capture the multiphase structure of the CGM at large radii, idealized simulations provide a robust framework to study how galactic feedback interacts with the inner CGM, and thereby provide a reliable avenue to constrain feedback prescriptions.

Unified Astronomy Thesaurus concepts: Circumgalactic medium (1879); Galactic winds (572); Galaxies (573); Galaxy evolution (594); Galaxy physics (612)

1. Introduction

The flow of gas into and out of the circumgalactic medium (CGM) regulates galaxy growth over cosmic time. Recent observations have painted a tantalizing picture of these important flows and the relationship between CGM and galaxy properties (see Tumlinson et al. 2017 for a recent review). Observations across a range of wavelengths including X-rays, UV, and optical have demonstrated that there exists copious, highly enriched gas at a broad range of ionization states (and, therefore, a broad range of temperatures and densities; Chen et al. 2010; Prochaska et al. 2011; Burchett et al. 2019) with diverse kinematic properties (Werk et al. 2016; Nielsen et al. 2017; Rudie et al. 2019) in the CGM around both star-forming and quiescent galaxies at low and high redshifts (Steidel et al. 2010; Tumlinson et al. 2011; Thom et al. 2012; Bordoloi et al. 2014; Borthakur et al. 2015; Burchett et al. 2016; Johnson et al. 2017; Zahedy et al. 2019). To date, however, most CGM observations are from absorption line studies that usually provide only a single sight line per galaxy and require modeling that is fraught with many degeneracies in the extraction of physical properties.

Given the challenges in observing the CGM, numerical simulations have played an outsized role in filling in the gaps of our knowledge and in shaping our view of the physical processes at play. There are two main approaches to simulating the CGM, which can be broadly categorized as cosmological and idealized.

Cosmological simulations entail simulating portions of the universe starting from high redshift with cosmological initial conditions down to present times. These simulations often include many physical processes related to galaxy formation in the form of sub-grid models. This approach of including as many processes as possible has the benefit of a high degree of physical realism, but comes at the cost of high complexity and difficulty in isolating the dominant physical process behind specific properties. Moreover, in many cases the sub-grid models are not physically motivated and are instead tuned to match specific observed properties of galaxies, which limits the predictive ability of these types of simulations. Large-volume cosmological simulations contain numerous galaxies which allows for statistical studies of different populations. This, however, often comes at the cost of coarser spatial resolution, so it is not possible to accurately resolve the dynamics and
evolution of small cold clouds in the CGM. Cosmological simulations have been used to study CGM observational characteristics (e.g., Hummels et al. 2013; Faucher-Giguère et al. 2015; Liang et al. 2016; Oppenheimer et al. 2016; Gutcke et al. 2017; Hafen et al. 2017; Nelson et al. 2018a) as well as the physical nature of CGM gas (e.g., Oppenheimer et al. 2018; Hafen et al. 2019, 2020; Ji et al. 2020; DeFelippis et al. 2020).

In addition, different cosmological simulations have vastly different CGM properties (e.g., Davies et al. 2020). The CGM is an important point of comparison, because while many simulations are tuned to agree with global galaxy properties, the CGM is not directly modeled. Indeed, Pandya et al. (2020) compare the Feedback in Realistic Environments (FIRE) simulations to semi-analytic models with similar galaxy properties and find that they produce dramatically different CGMs. Until the impact of different physical processes and sub-grid models on the CGM is well understood we cannot leverage the constraining power of halo gas on cosmological simulations.

Idealized simulations, on the other hand, simulate individual galaxy halos removed from the cosmological context. These simulations include a selection of hand-picked ingredients. As a result the simulations are easier to interpret, but lack physical realism. They are generally less computationally expensive than cosmological simulations and can be run with higher resolution. Ingredients can be added incrementally to isolate their impact on the CGM structure and evolution. Global idealized CGM simulations have been used to study the bulk properties and phase structure of the CGM and how they depend on properties of the galaxy and halo (e.g., Fielding et al. 2017; Li & Tonnesen 2020; Stern et al. 2019, 2020; Lochhaas et al. 2020; Su et al. 2020).

Even when simulations nominally include the same physical processes, their implementation within a sub-grid model can vary dramatically. For example, star formation feedback may increase the thermal and kinetic energy of the surrounding gas in varying ratios (e.g., Hopkins et al. 2018a). Supernova feedback may be implemented instantaneously or have a lag-time of tens of Myr (e.g., Stinson et al. 2006; Crain et al. 2015). In some simulations supernovae may produce “wind particles” that are decoupled from hydrodynamic forces for a somewhat arbitrary timescale (e.g., Vogelsberger et al. 2013). A wide range of choices is also available for implementing feedback from radiation and jets from accreting supermassive black holes (see Somerville & Davé 2015 for a review).

Cosmological and idealized simulations, spanning a broad spectrum of physical processes and sub-grid implementations, have been used to study a wide range of CGM properties. Most simulations have been analyzed in different contexts and with different methods. The complementary nature of the two approaches, however, has not previously been exploited. Here, we comparatively analyze in detail a small but representative sample of the existing published simulations. The simulations we selected were not designed with this comparison in mind, so there are certain questions that are beyond the reach of our analysis. However, important physical insight can be gleaned from comparisons of different idealized simulations, different cosmological simulations, and idealized and cosmological simulations.

The overarching goal of the Simulating Multiscale Astrophysics to Understand Galaxies (SMAUG) project is to understand how the key physical processes, which span a huge range of scales, combine to shape the growth of galaxies. As such, the project is in large part focused on understanding the impact of different galaxy formation simulation approaches and the sub-grid models that are used to bridge the vast scales. In the present paper, as part of the first results from SMAUG,10 we advance this goal by comparing in detail the properties of the multiphase CGM—an essential, yet relatively poorly understood aspect of galaxy formation—in simulations that adopt disparate approaches and sub-grid models, and cover a wide range of spatial resolutions. A key result of this comparison for the SMAUG project is that the presence of significant cold gas in the CGM—the most readily observable phase of the CGM and a major source of fuel for future star formation—is dramatically different in the simulations that we analyze below. This points to the need to thoroughly resolve the CGM and accurately include the processes that shape the CGM.

In Section 2 we introduce the sample of simulations, which includes seven idealized simulations and two cosmological simulations. The results of our comparative analysis are presented in Section 3 proceeding from a coarse-grained examination of CGM properties to a more granular view. We discuss the implications and context of our findings in Section 4 and summarize in Section 5.

2. Simulation Sample

In this section we describe the simulations that we compare in this paper. We begin with a general summary followed by a description of specific details for each simulation in the subsequent subsections. For further details readers are encouraged to read the published works from which these simulations are drawn. The most salient properties of the simulations are listed in Table 1.

Broadly, all of the simulations we analyze include the hydrodynamic evolution of the CGM under the influence of the dark matter gravitational field and radiative cooling that includes the impact of the metagalactic UV background. The simulations all include some form of galactic winds that are driven by stellar feedback and/or active galactic nucleus (AGN) feedback. The cosmological simulations self-consistently include satellite galaxies and nonspherical accretion from the intergalactic medium (IGM), while the idealized simulations do not. None of the simulations includes thermal conduction or cosmic rays.

In all simulations we define the CGM to be comprised of the gas between 0.1 and 1 $r_{200c}$, where $r_{200c}$ is a proxy for the virial radius and is defined below in Equation (1). We analyze the final $z = 0$ snapshot of the cosmological simulations. The idealized simulations are analyzed after being averaged over roughly a dynamical time at a sufficiently late time to ensure that the initial transients have diminished. In all simulations the radially averaged CGM profiles and star formation rate (SFRs) are found to be generally steady in the times analyzed, as described in more detail in each subsection.

2.1. Cosmological Simulations

We analyze two cosmological simulations, chosen for their different code types (the moving-mesh code AREPO and the
Eulerian grid adaptive mesh refinement (AMR) code Enzo) and different feedback schemes.

2.1.1. TNG100

The TNG simulation suite, and in particular the TNG100 simulation (Marinacci et al. 2018; Naiman et al. 2018; Nelson et al. 2018b; Pillepich et al. 2018a; Springel et al. 2018), uses the moving-mesh code AREPO (Springel 2010; Weinberger et al. 2019) to evolve a box that is \( z_{111} \) Mpc on each side to \( z = 0 \) from cosmological initial conditions, with a mass resolution of \( 1.4 \times 10^6 \, M_\odot \) per gas cell. For the halos we study in this paper, the typical spatial resolution in the CGM ranges from \( \approx 1 \) kpc near the galaxy to \( \approx 10 \) virial kpc near the virial radius, and the mass loading factor \( f_{\text{LM}} = M_{\text{outflow}} / M_\star \) of the winds is \( \approx 1 \) (Pillepich et al. 2018b; Nelson et al. 2019a). The TNG physics model includes star formation and stellar feedback, black hole formation and AGN feedback, metagalactic UV background (Faucher-Giguère et al. 2009), and magnetic fields. For more detailed information on the physics model, see Weinberger et al. (2017) and Pillepich et al. (2018b).

From TNG100, we use halos defined by the friends-of-friends algorithm (Davis et al. 1985) and remove all gas bound to satellite subhalos as calculated by the SUBFIND algorithm (Springel et al. 2001). All gas velocities are calculated in the center-of-mass reference frame of each central galaxy (defined as all stars in a halo’s central subhalo) using proper coordinates, thus removing effects of both cosmological expansion and motion in the cosmic web, neither of which occurs in the idealized simulations.

We select 50 star-forming and 50 quiescent halos with total halo masses of \( \approx 10^{12} \, M_\odot \) at \( z = 0 \). We define halos as being star-forming (quiescent) if their central galaxy has a specific star formation rate (sSFR) above (below) \( 10^{-11} \, \text{yr}^{-1} \) at \( z = 0 \). The halos we selected were randomly chosen from the larger total populations of star-forming and quiescent halos in this mass range. The resulting star-forming sample has a median log sSFR = \(-9.95^{+0.17}_{-0.23}\), and the median of the quiescent sample has no current star formation, with the 84th percentile extending up to \( 10^{-12.9} \, \text{yr}^{-1} \). Although we only include a single snapshot at \( z = 0 \) for each galaxy, earlier work indicates that the SFRs and CGM of Milky Way-like TNG galaxies are somewhat stable at \( z = 0 \). At late times (\( z \leq 0.1 \)) the CGM is in rough heating/cooling and inflow/outflow equilibrium (Kauffmann et al. 2019). Furthermore, the SFRs of TNG galaxies have evolution timescales of \( \approx 1 \) Gyr (fit using exponential decay curves; Torrey et al. 2018). We refer to the star-forming and quiescent samples as TNG SF and TNG Q, respectively.

2.1.2. Joung et al. (2012) Simulation

Joung et al. (2012; hereafter J12) carried out a high-resolution zoom simulation of a single halo with mass \( M_{200c} = 1.42 \times 10^{12} \, M_\odot \) identified from a 25 h\(^{-1}\) Mpc comoving volume using parameters consistent with WMAP5 cosmological parameters (Komatsu et al. 2009). Other results from this simulation were also presented in Fernández et al. (2012). The halo was modeled using the Enzo cosmological hydrodynamics code (Bryan et al. 2014; Brummel-Smith et al. 2019) and employed AMR to obtain high resolution in the zoom region. This simulation employed a 128\(^3\) root grid with four additional (static) levels covering the initial\( \sim (5h^{-1} \, \text{Mpc})^3 \) Lagrangian volume of the halo, achieving a dark matter particle mass in the refined region of \( 1.7 \times 10^5 \, M_\odot \), and an initial cell (gas) mass of \( 2.8 \times 10^4 \, M_\odot \). Six additional levels of refinement (for a total of 10) were added such that refinement was triggered whenever a cell contained more than 4 times the initial dark matter or gas masses, down to a best cell size of 270 comoving pc. In the CGM, most cells have a mass of about \( 1000 \, M_\odot \) and resolution that goes from 270 pc to 2 kpc at the virial radius.

The simulation included a non-equilibrium chemical network involving ionized states of H and He, as well as a metallicity field which was used to compute metallicity-dependent cooling down to 10 K. The simulation also includes the effect of a metagalactic UV (Haardt & Madau 1996) with local self-shielding, and a diffuse form of photoelectric heating. Sites of star formation were identified as gas with a density larger than \( 7 \times 10^{-26} \, \text{g cm}^{-3} \) and a mass larger than the local Jeans mass. To prevent large number of low-mass stellar particles, stars were generated stochastically with a minimum stellar particle of \( 10^5 \, M_\odot \). Gas was converted into stars with an efficiency per
freefall time of 3%. Supernova feedback was ejected in the form of thermal energy spread over the 27 local cells weighted inversely by the gas density in that cell; this energy was added over a dynamical time. In addition to energy, metals were added to the gas with a mass yield of 0.025. Young stars also contributed to a diffuse FUV background that sourced the photoelectric heating.

The results presented here are from a single snapshot of the simulation at $z = 0$. As described in more detail elsewhere (Fernández et al. 2012), at $z = 0$ the system is dominated by a cold, rotating gaseous disk with a large stellar component. The central stellar mass is somewhat larger than typically found for halo masses of this size (i.e., it may suffer from an overcooling problem, although it is hard to be sure with only a single sample) and the rotation curve in the central few kiloparsecs is higher than observed for most disk systems.

Focusing on the CGM, at $z = 0$ the net inflow rate is between 3 and 5 $M_\odot$ yr$^{-1}$ at all radii, which is enough to sustain the SFR of $\sim 5 M_\odot$ yr$^{-1}$ (J12). This also indicates that the overall CGM mass profile will not change rapidly. Also, Fernández et al. (2012) found that the amount of atomic gas in the halo has been nearly constant since $z = 0.3$.

2.2. Idealized Simulations

We use seven idealized simulations coming from three studies that use different feedback models, simulation geometries, included processes, and numerical methods, as described below.

2.2.1. Fielding et al. (2017) Simulations

Fielding et al. (2017; hereafter F17) simulated the evolution of the CGM of eight halos ranging from $10^{11}$ to $10^{12} M_\odot$ under the combined influence of large-scale accretion from the IGM and galactic winds. In this work we only focus on the two $10^{12} M_\odot$ halos. These three-dimensional hydrodynamic simulations were performed using *athena* 4.2 (Gardiner & Stone 2008; Stone et al. 2008).

The simulations were performed using a Cartesian grid with a box size of 1.44 Mpc. Static mesh refinement was employed to give higher resolution toward the center of the domain. A nested cube geometry was adopted such that the resolution doubled for each factor of two closer to the center of the domain. The highest-resolution region which was $2 r_{200c} = 360$ kpc on a side had a spatial resolution of $\Delta x = 1.4$ kpc.

Accretion from the IGM was included by feeding gas into the halo at the turn-around radius $3.5 r_{200c}$. This additional mass was added in a predominantly spherical manner although density fluctuations were added to break perfect spherical symmetry. The accretion rates were chosen to match the mean rates measured in the Millennium simulation (Springel et al. 2005) by McBride et al. (2009) by multiplying the dark matter accretion rate by the cosmic baryon fraction $\sim 0.16$. For the two halos we consider here this corresponds to a large-scale baryonic accretion rate of $7 M_\odot$ yr$^{-1}$.

Galactic winds were modeled in the simulations by measuring the flux of mass through a small sphere of radius 8 kpc = $0.04 r_{200c}$ in the center of the domain and then isotropically ejecting some fraction of that mass back out into the domain at some predetermined velocity. In this way all of the complicated, and computationally expensive, galaxy formation processes were ignored and parameterized entirely by two parameters: the mass loading factor of the wind $\eta_M$ and the velocity of the wind $v_{\text{wind}}$. The two simulations we analyze in this work had $\eta_M = 2$ and $v_{\text{wind}} = \sqrt{3} v_{\text{esc}} = 700$ km s$^{-1}$, and $\eta_M = 0.3$ and $v_{\text{wind}} = 3 v_{\text{esc}} = 1200$ km s$^{-1}$, which we refer to as high $\eta$ and low $\eta$, respectively. These wind velocities correspond to energy loading factors of $\eta_E = E_{\text{wind}}/E_{\text{SN}}$ = 0.245 and 0.108 for the high and low $\eta$ simulations.

A static Navarro–Frenk–White (NFW) gravitational potential was employed to model the impact of dark matter (Navarro et al. 1997). No contribution was added for the central galaxy since the main focus was out in the halo where dark matter dominates. All gas was assumed to have one-third solar metallicity and to be in ionization equilibrium. The cooling (and heating) rates were taken from the ionization equilibrium tables published by Wiersma et al. (2009) who adopted the Haardt & Madau (2001) metagalactic UV background.

When analyzing these simulations we use the average halo properties between 6 and 9 Gyr. At this late time any imprint of the initial conditions are sufficiently diminished, and by averaging over two dynamical times transient variations are washed out. The median SFR during this period is $\sim 1.4 M_\odot$ yr$^{-1}$ for both choices of feedback model. Also, the bulk CGM properties considered in this paper have reached a steady state beyond 0.2 $r_{200c}$.

2.2.2. Li & Tonnesen (2020a, 2020b) Simulations

Li & Tonnesen (2020) (hereafter Li20a) and M. Li & S. Tonnesen (2020b, in preparation; hereafter L20b) ran a suite of simulations studying the CGM in $M_{200c} = 1.18 \times 10^{12} M_\odot$ halos with varying initial densities and constant SFRs in the disk. The L20a simulation had a star formation rate of $3 M_\odot$ yr$^{-1}$ (hereafter referred to as the L20a SFR3 simulation), and the L20b simulation had a star formation rate of $10 M_\odot$ yr$^{-1}$ (hereafter referred to as the L20b SFR10 simulation).

The hydrodynamic equations are solved by the Eulerian code *Enzo* (Bryan et al. 2014; Brummel-Smith et al. 2019), using the finite-volume piece-wise parabolic method (Colella & Woodward 1984). The fiducial box size is 800 kpc on each side. Static mesh refinement was used throughout the simulation. The spatial resolution is progressively higher toward the center of the box, which is 0.39 kpc for the inner (50 kpc)$^3$, 0.78 kpc for the inner (100 kpc)$^3$, and so on.

Star formation is not modeled directly in these simulations. Instead, outflows are injected as discrete events to a small region near the galaxy disk. The locations of outflows are different for each event, which are randomly selected within $R_{\text{SF}}$ in radius. The time intervals between these outflow events are constant, $\Delta t = 9.9$ Myr. For each outflow event, the injected region is two hemispheres with radii of 3 kpc a few kiloparsecs above and below the galaxy disk plane. Only hot outflows are added. The mass, energy, and metal loading factors of the outflows are set as $\eta_M = 1.0$, $\eta_E = 0.3$, $\eta_Z = Z_{\odot}/Z_{\text{SN}} = 0.5$ for the L20a SFR3 simulation and $\eta_M = 0.2$, $\eta_E = 0.3$, $\eta_Z = 0.5$ for the L20b SFR10 simulation. The radius in the galaxy within which star formation regions may occur is $R_{\text{SF}} = 8$ kpc for L20a SFR3 and 2 kpc for L20b SFR10, indicating that the star formation is widespread in the galaxy disk for the former and more centrally concentrated for the latter.

There is a static gravitational potential. The potential includes a dark matter (DM) halo, a stellar disk, and a stellar bulge. The parameters of the potential follow those of the
Milky Way. The DM halo is assumed to have a Burkert (1995) profile. The mass distribution of the stellar disk has a Plummer–Kuzmin functional form (Miyamoto & Nagai 1975), and the bulge is modeled as a spherical (Hernquist 1990, 1993) profile.

The initial gas in the simulation box only includes a hot halo component, and there is no cool gaseous disk within the galaxy, as the focus is the CGM. The halo gas has a uniform temperature of $10^6$ K, similar to the virial temperature of the DM halo, and a uniform low metallicity $0.2 Z_\odot$. Gas density is set to be in hydrostatic equilibrium with the DM halo potential, with an inner cutoff at $R = 40$ kpc. Gas inside of this radius has a uniform density equal to that at $R = 40$ kpc. Inflows are not included, and the normalization of the mass of the pre-existing hot halo is chosen such that, after the CGM reaches a steady state, the X-ray luminosity matches that of the observations for galaxies with similar masses and SFRs.

The Grackle library (Smith et al. 2011) was used to calculate the cooling rate of the gas, assuming ionization equilibrium with the metagalactic UV background of Haardt & Madau (2012). The cooling is metallicity-dependent, with the outflows having a metallicity of $1.4Z_\odot$. The simulation outputs used in this paper are averaged $t = 3$–5 Gyr for the SFR3 run and over 0.7–1.5 Gyr for the SFR10 run. During these times the L20a SFR3 CGM has reached the steady-state profile described in Li & Tonnesen (2020), and the CGM cooling rate is similar to the SFR. The SFR10 simulation produces a bipolar outflow, so is not in steady state. However, because the outflow cone is narrow, the radial CGM profiles are consistent, and we note that the CGM cooling rate is within a factor of two of the SFR over the times averaged for this work.

2.2.3. Su et al. (2020) Simulations

Su et al. 2020 (hereafter S20) studied the cooling flow properties for galaxy of $10^{12}$–$10^{13}M_\odot$ with various AGN feedback toy models on top of the FIRE-2 stellar feedback model. Here we focus on three $M_{200c} = 1.5 \times 10^{12}M_\odot$ halo simulations. The details of the simulations “S20 FIRE,” “S20 Therm,” and “S20 Turb” are described in S20 respectively as the “m12-Default,” “m12-Th-core=43-wide,” and “m12-Turb-core-wide.”

The simulations use GIZMO, in its meshless finite-mass mode (Hopkins 2015). The mass resolution is 8000 $M_\odot$, and the average spatial resolution is $\sim 0.3$ kpc at $0.1 \, r_{200c}$ and $\sim 3$ kpc at $r_{200c}$.

All three S20 simulations use the FIRE-2 implementation of the physical treatments of the interstellar medium (ISM) and stellar feedback, the details of which are given in Hopkins et al. (2018a, 2018b) along with extensive numerical tests. Cooling is followed from 10 to $10^{10}$ K, including the effects of photoionization heating using the Faucher-Giguère et al. (2009) metagalactic UV background model. The stellar feedback model includes (i) radiative feedback, (ii) stellar winds, (iii) and Type II and Ia supernovae.

In the S20 Therm simulation, in addition to the FIRE model, a constant heating rate per unit mass is added following a spherically symmetric Gaussian distribution (centered on the black hole at the galaxy center) with a scale length of 14 kpc. The total energy injection in this region is $\sim 2 \times 10^{43}$ erg s$^{-1}$.

In the S20 Turb simulation, solenoidal turbulence is driven directly following the “turbulent box” simulations in Bauer & Springel (2012). Turbulence is driven in Fourier space as an Ornstein–Uhlenbeck process (see Schmidt et al. 2009; Federrath et al. 2010; Price & Federrath 2010) with characteristic driving wavelength ($\lambda = 2\pi/k$) set to 1/2 of the halo-scale radius. The magnitude of the driving falls off with distance from the galaxy following a Gaussian function with a scale length of $\sim 40$ kpc. The total energy input is $\sim 10^{46}$ erg s$^{-1}$.

Initially the DM halo, stellar bulge, and stellar disk are set following Springel & White (1999), assuming a spherical NFW (Navarro et al. 1997) profile dark matter halo with a scale length of 20.4 kpc, and a stellar bulge following a Hernquist (1990) profile with a scale length of 1 kpc. Exponential, rotation-supported gas and stellar disks were initialized with scale lengths of 6 kpc and 3 kpc, respectively, and scale-height 0.3 kpc for both. The gas temperatures were initialized to pressure equilibrium (Springel 2000), and an extended spherical, hydrostatic gas halo with a $\beta$-profile (of scale-radius 20.4 kpc, $\beta = 1/2$) and rotation at twice the net DM spin (so $\sim 10\%$–15\% of the support against gravity comes from rotation, with the rest provided by thermal pressure). The normalization of the density profile was chosen so that the CGM contains 10\% of the dark matter halo mass. The initial hydrostatic equilibrium of CGM material accounts for the rotation. The initial metallicity drops from solar ($Z = 0.02$) to $Z = 0.001$ with radius as $Z = 0.02(0.05 + 0.95/(1 + (r/20$ kpc)$)^{0.6}$). The initial magnetic fields are azimuthal with $|B| = 0.3 \mu G/(1 + (r/20$ kpcs)$^{0.375}$) (extending throughout the CGM).

All the S20 simulations are run for 2.5 Gyr (longer than the original S20 runs for stability at very large radius), and the results below are the averaged values over 2.4–2.45 Gyr. The S20 FIRE simulation is self-regulated while the S20 Therm and Turb simulations are not, but during the late times used in this paper the CGM profiles and SFRs are quite steady for all three simulations.

3. Results

In this section we present the comparative analysis of the seven idealized simulations (F17 high $\eta$ and low $\eta$, L20a SFR3 and L20b SFR10, and S20 FIRE, Therm, and Turb), the AMR cosmological zoom simulation (J12), and the 100 TNG halos split into 50 star-forming (TNG SF) and 50 quiescent (TNG Q). We begin by defining the normalizations we will use throughout and presenting representative maps of the CGM temperature and velocity fields to provide an intuitive basis for the quantitative analysis that follows. Section 3.1 focuses on a comparative examination of the median CGM profiles. In Section 3.2 we address the temperature distribution as a function of radius. This leads us, in Section 3.3, into a deeper study of the mass distribution as a function of temperature $T$, radial velocity $v_r$, and pressure $P$ in the inner and outer halo. We end our analysis in Section 3.4 with a look at the joint distribution of pressure $P$ and entropy $K = Pn^{-5/3} = kTn^{-2/3}$ in the inner and outer halo.

In most of the following analysis we normalize quantities by their approximate virial values using the “200c” definitions (Kaiser 1986), which accounts for the apparent differences of various quantities due to minor differences in halo mass across...
Radial coordinates are normalized by

\[ r_{200c} = \left( \frac{GM_{200c}}{100H_0} \right)^{1/3} = 211 \text{ kpc} M_{\odot}^{1/3} \]  

(1)

where \( M_{200c} = M_\odot 4 \times 10^{12} \) and \( H_0 = 67.4 \text{ km s}^{-1} \text{ Mpc}^{-1} \) (Planck Collaboration et al. 2020). Temperature is normalized by

\[ T_{200c} = \frac{\mu m_p GM_{200c}}{2k_B r_{200c}} = 7.7 \times 10^5 \text{ K} M^{1/3}. \]  

(2)

Velocities are normalized by

\[ v_{200c} = \left( \frac{GM_{200c}}{r_{200c}} \right)^{1/2} = 143 \text{ M}_{\odot}^{1/3} \text{ km s}^{-1}. \]  

(3)

Number density is normalized by \( n_{200c} = f_b 200 \rho / \mu m_p = 2.8 \times 10^{-4} \text{ cm}^{-3} \). Pressure is normalized by \( P_{200c} = n_{200c} k_B \),

\[ T_{200c} = 216 M_{\odot}^{7/3} k_B \text{ K cm}^{-3}, \]  

and entropy is normalized by

\[ S_{200c} = n_{200c}^{2/3} k_B T_{200c} = 1.8 \times 10^8 M_{\odot}^{7/3} k_B \text{ cm}^2 \text{ K}. \]  

The velocity asymmetries and turbulent velocities are characterized by the velocity dispersion, which is calculated relative to the net average velocity. To be precise,

\[ \sigma^2 = \langle (v_\tau - \langle v_\tau \rangle_M)^2 \rangle_M + \langle (v_\phi - \langle v_\phi \rangle_M)^2 \rangle_M \]  

(4)

where \( \langle \cdot \rangle_M \) denotes a mass-weighted average over a spherical shell.

Figure 1 illustrates the temperature and velocity fields in the CGM of the simulations. The maps show the mass-weighted temperature from 0.1 to 1 \( r_{200c} \) in a projection 0.1 \( r_{200c} \) thick centered on the galaxy. The blue streamlines trace the velocity with the thickness proportional to the velocity magnitude divided by \( v_{200c} \). Rather than show all 100 TNG halos we pick one representative example from the TNG SF and Q samples.

Relative to the idealized simulations, the cosmological simulations have gas at a wide range of temperatures distributed throughout their halos. The CGM in the idealized simulations, on the other hand, is mostly filled with hot, virial temperature gas. The cold phase in the idealized simulations is much less widespread and is closely tied to galactic feedback. The S20 simulations exhibit a steeper decline in the temperature of the hot phase relative to the other idealized simulations, which is in large part due to the more concentrated mass profile and initial conditions. The velocity field in the idealized simulations is primarily comprised of small-scale turbulence and general spherical symmetry whereas the cosmological simulations exhibit relatively smooth flows on small scales and large-scale velocity asymmetries. These (and other) trends and differences are further clarified in the analysis presented in the subsequent sections.

### 3.1. Median Radial Profiles

Figure 2 shows the radial dependence of the virial-normalized median temperature, number density, pressure, entropy, radial velocity, and velocity dispersion of the halo gas in all of the simulations from 0.1 to 1 \( r_{200c} \). The median profile of the individual halos is calculated with respect to the mass distribution. For the idealized simulations we calculate this median on the CGM properties averaged over a small temporal range as described in Section 2, while for the cosmological simulations we use the instantaneous \( z = 0 \) CGM properties. The idealized simulations exhibit small temporal variation so the time-averaging has only a small smoothing effect. For the TNG SF and Q samples we show the median (thick lines) and 1\( \sigma \) variation (shaded regions) of the two sets of halos, as well as the profiles of individual halos shown in Figure 1. The TNG SF and Q sample median profiles are constructed by taking the median of the individual profiles in the sample at each radius. We emphasize that the CGM in these simulations is strongly multiphase, even at a given radius (as seen for the temperature in Figure 1), thus their distributions are wide, which is not reflected in the median profiles shown here. We will examine full distributions for some of these quantities later in the paper.

#### 3.1.1. Temperature Profiles

Starting with the temperature in the top left panel a few trends are immediately clear. First and most apparent, some of the simulations show a marked decrease in temperature in the inner halo which indicates that cold gas is beginning to dominate the mass budget. This mostly occurs in the simulations with rotation (TNG, J12, and S20) and is likely a result of reaching the outermost edges of the disk where angular momentum support begins to become appreciable and can therefore hold the cold gas up against gravity. This indicates that the CGM phase structure out to \( r \lesssim 0.2 r_{200c} \) is impacted by angular momentum. Although the TNG Q sample contains more halos with a hot inner CGM than the TNG SF sample, which leads to a higher median temperature in the inner regions, both populations have systems in which the 104 K phase dominates far out into the halo and systems in which the virialized component dominates down to below 0.1 \( r_{200c} \). Interestingly, the J12 cosmological zoom simulation remains hot all the way down to the innermost portion of the halo. This difference relative to most of the TNG halos is likely a result of the purely thermal feedback implemented in J12 as opposed to the hybrid thermal–kinetic feedback in TNG.

Shifting our attention farther out in the halo where the bulk of the CGM resides, we find that the median CGM temperature of the different simulations are within a factor of \( \sim 2–3 \) of \( T_{200c} \). Given the diversity of these simulations this agreement is non-trivial. Moreover, the median halo temperatures all decrease slowly with radius, falling by a factor of \( \sim 2 \) from 0.2 to 1 \( r_{200c} \). This is a result of the halo gas temperature roughly following the circular velocity of the halo, as is expected for a virialized halo. Accordingly, the (relatively minor) differences in temperature profiles are likely due to the differences in the dark matter profiles and the associated circular velocity profiles. The temperature profiles of the F17 simulations decrease more slowly than the other idealized simulations because these halos have a more extended dark matter halo. The L20a SFR3 simulation has an uptick in temperature at 0.6 \( r_{200c} \) because the outflows from the central galaxy never reach that far, so this gas is left over from the initial conditions.

The medians of the TNG SF and Q samples are systematically lower than the idealized simulations. Part of this relative decrement is, as we show below, due to the presence of more cold gas at large radii in the TNG halos, which brings the median down. The median temperature of the Q sample is somewhat higher than that of the SF sample. However, the TNG Q sample exhibits significantly more variation from halo to halo than the TNG SF sample, as shown by the thin lines.
3.1.2. Density Profiles

The median density profiles of the halo gas in all the simulations, shown in top right panel of Figure 2, also exhibit a strong similarity in shape and normalization. This is evidence that the CGM of all these halos contains about the same fraction of their host halos’ mass. The exception to this similarity is the star-forming TNG halos that have roughly two to three times higher density throughout the bulk of the halo than any of the idealized or quenched TNG halos (particularly in the inner CGM). As with the temperature, the density of the quenched TNG halos exhibits more variability from halo to halo than the star-forming population, with many halos having CGM densities an order of magnitude lower than the least dense halo from the star-forming sample. Note that the L20a SFR3 simulation has very low density beyond ~0.4r200c because the winds, due to their low specific energy, cannot reach out that far to build up an appreciable halo, so all that exists is the low-density (high-entropy) gas from the initial conditions.

The median halo density throughout the bulk of the halos falls off as roughly \( r^{-3/2} \), which is consistent with Milky Way X-ray observation constraints (Miller & Bregman 2015), as...
well as analytic models (e.g., Faerman et al. 2017; Stern et al. 2019; Voit 2019; although see Faerman et al. 2020, who predict a different density profile slope).

3.1.3. Pressure and Entropy Profiles

The pressure and entropy profiles—shown in the middle panels of Figure 2—give a clearer view of the differences and similarities between the simulated halo gas properties. As we discuss below in reference to Figure 7, working with pressure and entropy is particularly useful because, in principle, radiative cooling should remove entropy but leave the pressure unchanged (in the limit where cooling is fully resolved).

The median pressures of the TNG SF sample, the J12, and the idealized simulations agree with each other much more than the median TNG Q sample, which is significantly lower and shallower. The pressure of the TNG SF sample, the J12, and the idealized simulations falls off with radius as \( r^{-2} \) to \( r^{-3/2} \) (with the exception of the L20a SFR3 simulation which falls off even more steeply). The simulated pressure profiles are...
broadly consistent with the pressure profiles that Voit et al. (2019) infer from quasar absorption line spectra over a wide range of galaxy properties.

The importance of feedback in setting the CGM properties is reflected in the differences in pressure profiles. The J12 simulation has an appreciably steeper pressure profile than the TNG SF sample. And, even more apparent, the median pressure of the TNG Q sample has the lowest central value and the shallowest slope, falling off roughly linearly with radius. Around \( r_{200c} \) the TNG SF and Q samples converge to roughly the same value. Strong AGN feedback has been shown to be the dominant cause of quenching star formation in TNG. It is therefore likely that the significant under-pressurization of the halo gas in the TNG Q sample is a result of the AGN feedback ejecting material from the inner halo. This is consistent with past analysis of the TNG simulations (Davies et al. 2020). The material that does remain in the CGM of the TNG Q halos is likely supported in large part by an effective turbulent support, which is consistent with the large velocity dispersions in these halos, as shown in the bottom right panel of Figure 2.

The entropy profiles in the outer halo of all the simulations increase approximately linearly with radius. This roughly linear entropy profile is expected for a subsonic cooling flow (Stern et al. 2019), precipitation-limited models (Voit 2019), or from cosmological assembly (Tozzi & Norman 2001; Voit et al. 2005). The entropy at large radii in the L20a (which reflects the initial conditions), F17, J12, and the TNG Q sample are a factor of 3–10 higher than in the outskirts of the S20 and TNG SF simulations. The S20 entropy profile at large radii is quite similar to the initial conditions, but the difference in the entropy at large radii between the TNG SF and Q samples is again likely due to the AGN feedback-driven expulsion of gas in the TNG Q sample. On the other hand, the relatively high entropy in the idealized simulations likely reflects the lack of cooling and multiphase gas at large radii, as we will discuss below. This is supported by the relatively scarce cool multiphase gas at large radii seen in the idealized simulations in Figure 1. The slight difference in the normalization and shape of the entropy profiles at large radii may also be due to slight differences in the circular velocity profile.

### 3.1.4. Velocity Profiles

The median radial velocity of the gas in all halos but the TNG Q sample exhibits a slight inflow throughout the full volume of the halos, as shown in the bottom left panel of Figure 2. This reflects a net transfer for material from the CGM (and, presumably, beyond from the IGM) to the ISM. This inflow provides the fuel for ongoing star formation and AGN activity. The two TNG samples exhibit strong variation from halo to halo, especially in the Q sample. This variability may be accentuated by the fact that the idealized simulations are averaged over a significant time window whereas the cosmological simulations are taken at a single time. The J12 simulation is consistent with some of the more inflowing TNG simulations and is generally more inflowing than all of the idealized simulations, especially near \( r_{200c} \).

The radial profile of three-dimensional CGM velocity dispersion \( \sigma_v \), shown in the bottom right panel of Figure 2, differs strongly between the different simulations. The velocity dispersion, which is calculated using Equation (4), encapsulates both turbulent motions and large-scale velocity asymmetries. As shown in Figure 1, the velocity field in the cosmological simulations tends to exhibit more large-scale velocity asymmetries, whereas the velocity dispersion in the idealized simulations tends to arise more from smaller-scale random motions. In the idealized simulations feedback is the only mechanism that can lead to departures from symmetry and thereby increase the velocity dispersion. In the cosmological simulations, however, the motion of satellite galaxies and asymmetrical/filamentary accretion from the IGM naturally produces significant velocity dispersions in addition to the feedback-induced stirring.

In the cores of all of the halos—cosmological and idealized—there is an appreciable velocity dispersion on the order of \( v_{200c} \). This large central velocity dispersion reflects the ability of feedback to efficiently stir the inner halo gas regardless of the presence of other processes. Beyond \( \sim 0.4r_{200c} \), however, the velocity dispersion in the cosmological simulations is larger than any of the idealized simulations, which points to the increasing importance of other processes further out in the halo.

The velocity dispersion is \( \sigma_v \approx v_{200c} \) in many of the TNG Q halos and the J12 simulation, whereas the TNG SF halos have \( \sigma_v \sim v_{200c}/2 \) out to \( r_{200c} \). Inspection of Figure 1 indicates that these large velocity dispersions arise due to powerful outflows and strong inflows. With increasing halo radius the velocity dispersion in idealized simulations drops faster than in any of the cosmological simulation halos, reaching values of \( \sim 0.1v_{200c} \) at \( r_{200c} \). At \( r_{200c} \) the TNG SF halos have velocity dispersion around twice as large as those in the idealized simulations. This dramatic difference in the velocity dispersions of the outer halo gas in the idealized and cosmological simulations is reflected in many of the distributions we look at below and points to processes beyond galactic feedback that are important for setting the outer CGM structure, such as IGM accretion and halo substructure.

#### 3.2. Radial Temperature Distribution

Having examined the median profiles, we next turn to the mass-weighted radius–temperature distribution of the simulations. Figure 3 shows this for the seven idealized simulations, the J12 cosmological zoom-in simulation, two individual TNG halos, and the median of the TNG SF and Q samples. In each radial shell, 0.01 \( r_{200c} \) wide, the fraction of the shell mass per temperature bin is shown with the colored histogram. The thick line shows the same median temperature profile shown in Figure 2, which is calculated by finding in each radial shell the temperature below which half of the mass of that shell is contained.

In all of the simulations, the majority of the mass beyond \( \sim 0.2r_{200c} \) resides in a virialized component. In the idealized simulations the \( T \sim T_{200c} \) component mass fraction dominates the amount contained in lower-temperature phases by at least an order of magnitude at all radii (except in the very center of the S20 simulations where rotational support begins to replace thermal pressure support). The picture is very different in the TNG halos—at all radii there is a significant sub-virial component which extends down to \( \sim 10^{-2} T_{200c} \sim 10^4 \) K. Although the virial component dominates the total mass beyond \( \sim 0.2r_{200c} \), the fraction contained in the cold, sub-virial component is orders of magnitude more than in the idealized simulations and extends all the way out to \( r_{200c} \). The presence of the significant cold phase at large radii draws the median of the mass distribution down in the TNG samples, which means...
the hot, virial component, which fills most of the volume, in the idealized simulations and TNG halos are more similar than indicated by the profiles shown in the top left panel of Figure 2. This is a result of the highly non-Gaussian nature of the TNG SF and Q temperature distributions, which causes the mean, median, and mode to differ significantly.

The temperature distribution in the halo of the J12 simulation is dominated by the hot phase in the inner halo, similar to what is seen in the idealized simulations. In the outer halo, however, unlike in the idealized simulations the temperature distribution broadens significantly. By $\sim r_{200c}$, the J12 simulation has a cold phase similar to the TNG simulations. This supports the statement that the phase structure in the inner halo is predominantly set by feedback processes while at large radii other processes, which are cosmological in nature and not included in the idealized simulations, take precedence.

Somewhat counter-intuitively, the CGM around the TNG Q sample has a larger mass fraction in the cold phase than the star-forming sample. Not only that but the cold phase extends to lower temperatures at large radii. The TNG Q halos,
however, generally have less total gas than the TNG star-forming halos, so the larger cold gas fractions in the TNG Q sample do not necessarily imply that they have a larger cold gas mass. Naively, one would assume that the presence of cold gas would be closely correlated with the SFR of the central galaxy, either due to star formation feedback driving winds that carry cold gas into the halo and/or because cold gas in the halo could be accreted and fuel star formation. Apparently the halo properties of the TNG quiescent galaxies are such that the cold phase at large radii is not accreted by the galaxy to fuel star formation. In the full TNG simulation, the cold phase at large radii is not accreted by the cold gas mass. Naively, one would assume that the presence of cold gas material out of the ISM and launching it into the CGM (e.g., Sanchez et al. 2019; Oppenheimer et al. 2020), or stirring the CGM so violently that the cold gas cannot settle onto the central galaxy. Physically, the large cold fractions at large radii in the TNG Q and SF samples, and the J12 simulation, relative to the idealized simulations may be associated with the larger velocity dispersions as shown in Figure 2.

The amount of cold gas at large radius and the physical mechanism by which it is produced differs among the idealized simulations. Broadly speaking, the condensation of cold gas in the idealized simulations is produced by one of two mechanisms. In the first mechanism cold gas is produced via highly mass-loaded winds that eject significant amounts of gas into the inner CGM. This has a two-fold impact on the cold phase: it can directly launch cold material from the ISM into the CGM, and it can increase the halo density, leading to more efficient cooling and multiphase condensation (see Li & Tonnesen 2020 for a detailed description of this mechanism). The cold gas in the F17 high $\eta$, S20 Turb, and L20a SFR3 simulations is primarily produced via this mechanism. Differences in the strength and implementation of the feedback in these three simulations result in the apparent differences in the amount and extent of the cold phase.

The second mechanism that produces cold gas at large radii occurs when high specific energy outflows launch buoyant bubbles that lead to uplift of low entropy gas that efficiently cools and condenses at large radii (see Li & Bryan 2014; Voit et al. 2017, for a detailed description of this mechanism). The powerful high specific energy outflows in L20b SFR10 and S20 Therm produce significant amounts of cold gas via this uplift mechanism. The F17 low $\eta$ simulation has a similarly high specific energy outflow but the total outflow is relatively weak due to the low SFR so the resulting cold phase is relatively minor. In general, the amount of cold CGM gas in the idealized simulations increases with the strength of the feedback regardless of which mechanism is dominant.

Stronger feedback leading to more pronounced and extended cold phases in the idealized simulations is not sufficient to explain the vastly higher mass fraction in, and larger radial extent of, the cold phase of the TNG simulations, nor the increasing prominence of the cold phase with radius in the J12 simulation. Indeed, the idealized simulation with the most cold gas at large radii—the L20b SFR10 simulation—has an SFR many times that of the TNG SF sample. Additional physical processes must be at play that are not included in the idealized simulations.

Possible processes include, but are not limited to, different feedback modes, filamentary accretion from the IGM, and the presence of satellite galaxies (Faucher-Giguère et al. 2015, 2016; Hafen et al. 2017). Feedback channels other than what are included in the idealized simulations can populate and maintain the cold phase (in particular the TNG two-mode AGN feedback model). Filamentary accretion may provide cold gas directly into the CGM from outside. Satellites can both stir the CGM and introduce cold gas by stripping and wind ejection. The assembly of the halos over cosmic time, growing from small to large mass, may play a role in setting the phase structure, driving long-lived turbulence, and setting up large-scale velocity asymmetries in the outer halo, that is not captured in the idealized simulations (e.g., Vazza et al. 2011; Nelson et al. 2014).

3.3. Phase Distribution

The joint radial-temperature distributions examined in the previous section are useful to understand the overall distribution of gas phase within each simulation; however, to compare between simulations, it is useful, as we do in this section, to examine one-dimensional phase distributions of various quantities within shells at a range of radii.

3.3.1. Temperature Phase Profiles

Figure 4 shows the temperature distribution of the CGM mass fraction in the inner (0.2–0.3 $r_{200c}$) and outer (0.7–0.8 $r_{200c}$) halo. For reference, these shells are marked with arrows in the upper left panel of Figure 2 and the upper middle panel of Figure 3. To isolate the relative shapes rather than the differences in normalization (see Figure 2 for normalization differences) we have aligned the temperature distributions to the temperature value, $T_{\text{max}}$, where each distribution reaches its maximum (i.e., the mode of the temperature distributions). In general $T_{\text{max}}$ is close to $T_{200c}$. The physical values of $T_{\text{max}}$ for each simulation in the inner and outer halo are listed in Table 2.

We can split the temperature distributions into three physically motivated components: the virial component, which is the hottest and encompasses gas near $T_{\text{max}} \sim T_{200c}$, the cold component, which is the coldest and corresponds to gas below $T_{\text{max}}/30$, and the intermediate component, which lies between the hot and cold phases and describes gas around $T_{\text{max}}/30 \sim T_{\text{max}}/2$. In physical units the virial component traces gas at about $10^6$ K for halos in the mass range we are considering, the cold phase traces gas at about $10^4$ K, which is where gas in photoionization equilibrium with the metagalactic UV background reaches thermal equilibrium, and the intermediate phase traces gas at about $10^5$ K, which should be the most transient/dynamic since this is the temperature around which the cooling rates are at their highest.

At all radii, the virial components follow a roughly lognormal distribution that peaks at $T_{\text{max}}$, albeit with significant deviations from lognormality. The width and the relative amplitude of this hot, virial component vary between different radii and simulations; however, a few patterns emerge. Generally the virial phase is narrower and more prominent in the outer halo than in the inner halo. The virial phase (hot

In a few of the TNG halos, particularly in the inner CGM, $T_{\text{max}}$ is in the cold phase, in which case we add the additional constraint that $T_{\text{max}}$ must be in the hot phase ($T_{\text{max}} > T_{200c}/10$), which corrects the alignment.
is narrower and more prominent in the idealized simulations than in the cosmological simulations. There is a marked similarity between all of the idealized simulations' hot phase distributions at all radii. The J12 simulation also agrees quite well with the idealized simulations in the inner halo, while at large radii it matches the TNG simulation distributions more closely. This points to the structure of the inner halo being predominantly set by feedback, whereas the structure of the outer halo is affected more by processes inherent to cosmological simulations.

The breadth of virial phase temperature distribution appears connected to the velocity dispersion. Regions with large velocity dispersions (shown in the bottom right panel of Figure 2) also have broad virial phase temperature distributions (see Voit 2019 for an explanation of why this is expected to occur in a precipitation-regulated CGM). At larger distances the narrowing of the idealized simulations' virial components when compared to the cosmological simulations is also reflected in the $T_{\text{max}}$ profiles in Figure 2. This highlights the same major discrepancy between the two simulation approaches that was seen in Figure 3, namely that there is a process, or processes (either physical or numerical), not included in the idealized simulations that leads to broader temperature distributions (and larger $\sigma_T$) at large radii in the phase) is narrower and more prominent in the idealized simulations than in the cosmological simulations. There is a marked similarity between all of the idealized simulations' hot

| Simulation Label | $T_{\text{max, in}}$ (10$^5$ K) | $T_{\text{max, out}}$ (10$^5$ K) | $P_{\text{max, in}}$ (K cm$^{-3}$) | $P_{\text{max, out}}$ (K cm$^{-3}$) |
|------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| TNG SF           | 7.1$^{+1.2}_{-1.1}$           | 3.5$^{+0.9}_{-0.9}$           | 178$^{+55}_{-50}$             | 28$^{+10}_{-10}$             |
| TNG Q            | 7.1$^{+1.1}_{-1.1}$           | 5.6$^{+1.2}_{-1.2}$           | 28$^{+45}_{-40}$             | 14$^{+15}_{-10}$             |
| J12              | 14.1                          | 4.5                           | 282                           | 11                            |
| F17 high $\eta$  | 7.1                           | 7.1                           | 224                           | 22                            |
| F17 low $\eta$   | 7.1                           | 7.1                           | 224                           | 22                            |
| L20a SFR3        | 8.9                           | 8.9                           | 89                            | 1                             |
| L20b SFR10       | 14.1                          | 8.9                           | 562                           | 45                            |
| S20 FIRE         | 11.2                          | 3.5                           | 562                           | 18                            |
| S20 Therm        | 11.2                          | 3.5                           | 447                           | 28                            |
| S20 Turb         | 14.1                          | 4.5                           | 282                           | 18                            |

Note. The subscripts max,in and max,out refer to the mode of the mass distribution in the inner and outer CGM defined to be between 0.2–0.3 $r_{200c}$ and 0.7–0.8 $r_{200c}$, respectively. The ± for the TNG SF and Q represents the 1σ variation about the median.
cosmological simulations. This is also seen qualitatively in Figure 1.

The cold component further clarifies these differences. This cold component is centered at a temperature that ranges from about $T_{\text{max}}/100$ to $T_{\text{max}}/30$ when considering the inner or outer halo, respectively. This cold phase temperature is about $\sim 10^4$ K which is roughly where gas reaches thermal equilibrium with the UV background. This shifts relative to $T_{\text{200c}}$ for different halos because of differences in halo mass, and increases with radius as the pressure drops and the equilibrium temperature rises. All simulations show the same radial trend: the cold, sub-virial component is more prominent in the inner halo.

As we focus on the outer shell in the bottom panel, the prominence of the cold component clearly differs between simulations. It is virtually non-existent in the outer shell of all of the idealized simulations except in the L20b SFR10 simulation. On the other hand, in the cosmological simulations the cold phase persists out to large radii with only a small drop in prominence. As with the virial component, the fact that the J12 AMR cosmological zoom-in simulation produces a cold phase that is similar to the idealized simulations in the inner CGM, but similar to the TNG simulations at large radii, provides an important clue to the origin of cold gas in CGM simulations. The idealized simulations and the J12 simulation have significantly higher resolution in the outer halo than the TNG simulations particularly in the volume-filling component. Moreover the idealized simulations use both particle- and grid-based numerical methods. Therefore, the difference in outer halo cold component is likely not (only) a result of resolution or differences in numerical methods but most likely reflects a physical difference between the idealized and cosmological simulations. This strengthens the picture in which the inner CGM cold phase is regulated by feedback and the outer CGM cold phase is set by cosmological effects.

The intermediate-temperature component, which traces the rapidly cooling phase near the peak of the cooling curve ($\sim 10^5$ K), forms a bridge between the hot, virial component and the cold component (when present). Its differential mass distribution is generally well described by a flat or a shallow power-law distribution. In all of the simulations the intermediate phase contains about as much mass as the cold phase. This is true both in the TNG simulations where the distinction between cold, intermediate, and hot phases is less well defined because the overall distributions are nearly flat, and in the idealized simulations where the hot component far dominates the mass budget. Physically, this temperature range is crucial to understand because it is where the cooling times are the shortest. Therefore, gas at these intermediate temperatures must be continually heated or this phase must be replenished at the same rate it cools out (unless it has very low density as in the case of an expanding hot outflow or the outermost regions of the halo). The fact that it contains as much mass per logarithmic temperature bin as the cold phase, which means there is not a pile up of gas at the coldest temperature, may provide important constraints on models for multiphase mixing and precipitation.

Looking at the entire distribution, an additional pertinent detail is the overall breadth. In particular the median extent and shape of the TNG SF and Q samples agree quite well in the inner halo. The idealized simulations show some scatter in their breadth, with stronger feedback resulting in more low-temperature gas (as discussed with regard to Figure 3). When moving farther out in the halo, the gas in the TNG Q sample continues to have a broad hot phase distribution that extends out to significantly super-virial temperatures, whereas the TNG SF sample, as well as all of the rest of the simulations (idealized and cosmological), have essentially no gas beyond a few $T_{\text{max}}$. Likewise, the cold phase of the TNG Q sample extends to lower temperatures than the cold phase of the TNG SF sample in the outer halo. As we move to larger radii the amount of cold gas in the idealized simulations decreases until only the L20b SFR10 simulation shows significant cold gas.

### 3.3.2. Velocity Phase Profiles

Unlike the temperature distributions, the inner and outer halo radial velocity distributions, shown in the top and bottom panels of Figure 5, respectively, do not exhibit distinct components. Instead the distributions are smooth and unimodal. In general the distributions have a negative median around $\sim -0.1v_{\text{200c}} \sim -15$ km s$^{-1}$, which corresponds to a moderate inflow. The distributions are asymmetric about this median. The inflowing wing falls off steeply beyond $\sim -v_{\text{200c}} \approx -150$ km s$^{-1}$, whereas the outflowing wing has a broad tail that extends to high velocities $\gtrsim 1.5v_{\text{200c}} \approx 200$ km s$^{-1}$ in some cases.

In the inner halo there is a broad similarity across all of the simulations with the noted exception of the S20 FIRE simulation, which has a significantly narrower and more symmetric radial velocity distribution that reflects its lack of appreciable outflows. The cosmological simulations and the idealized simulations with the highest specific energy ($F17$ low-$\eta$, Li20b SFR10, and S20 Therm) have comparable outflowing radial velocities. This reflects the importance of feedback in setting the structure of the inner CGM and highlights the utility of idealized simulations for studying the interplay of galactic winds and the CGM. In the idealized simulations the lower specific energy wind models lead to narrower velocity distributions. The TNG Q sample and the J12 halo have more rapidly inflowing material than the TNG SF sample. The large inflows in the quiescent population are at first surprising, but when comparing to the S20 Turb simulation we can see that the full velocity distributions are comparable. It is, therefore, possible (although by no means certain) that the large inflow velocities are not representative of a coherent flow, but instead represent a component of a nearly randomly distributed velocity field. This is likely true to some degree for all of the distributions, and is corroborated by the relatively small inflowing median velocity and the large velocity dispersion as shown in the bottom left and right panels of Figure 2, respectively (see Lochhaas et al. 2020 for more discussion on this point). However, we note that the velocity flows highlighted in Figure 1 seem to indicate that the cosmological simulations have more large-scale coherent flows that are asymmetrically distributed rather than exhibiting smaller-scale motions found evenly around the CGM.

Focusing on the inflowing side of the velocity distribution, when going from the inner to the outer halo the extent of the inflow velocity distribution decreases. This is consistent with a picture in which the highest-velocity inflowing material is in freefall from large radii, so the left edge of the distribution roughly traces the freefall velocity at that radius (e.g., Forbes & Lin 2019; Mandelker et al. 2020). The J12 simulation, along with some individual TNG halos, represent extreme cases where there are nearly super-virial inflow velocities at large halo-centric radii (we also remind readers that the results for
these simulations represent a single snapshot and are not time-averaged. In the outer halo the cosmological simulations have appreciably more inflowing gas than the idealized simulations. This broad distribution is likely a reflection of the large-scale velocity asymmetries that are apparent in Figure 1 and that arise due to the cosmological assembly of these halos.

The outflowing side of the inner halo velocity distributions of the idealized simulations with the highest specific energy have high-velocity tails quite similar to those of the cosmological simulations. Idealized simulations with weaker winds have less material moving at the highest outward velocities ($\sim 1.5 v_{200} \approx 200$ km s$^{-1}$). Farther out in the halo the high-velocity outflowing material falls off in all but the TNG Q sample, which may be a reflection of the powerful AGN feedback emanating from the TNG Q galaxies. In the idealized simulations this high-velocity material disappears more rapidly than in the cosmological simulations, and the full radial velocity distributions become roughly symmetric about the median in the outer halo. Only L20b SFR10, which has the most powerful winds of the idealized simulations, shows an extended outflowing velocity tail in the outer halo. High-velocity outflowing material persists out to large radii in the cosmological simulations, especially the TNG Q sample, in which the mass fraction above $1.5 v_{200} \approx 200$ km s$^{-1}$ actually increases in the outer halo relative to the inner halo. Given that the idealized simulations presented here span a broad range of feedback properties it is unlikely that feedback alone is responsible for the differences between the idealized simulations and cosmological simulations in the outer halo. In the inner halo, however, feedback appears to be the predominant mechanism controlling the velocity distribution shape.

3.3.3. Pressure Phase Distribution

Figure 6 shows the pressure distributions of the mass fraction in the inner and outer halo. As with the radial velocity, the distributions in both shells are roughly lognormal, although they have different widths and asymmetric tails to high and low $P$. The pressure distributions at each radius are aligned to $P_{\text{max}}$—the mode of the pressure distribution. The physical values of $P_{\text{max}}$ for each simulation in the inner and outer halo are listed in Table 2. As with the temperature distributions, the width of the pressure distributions appears correlated with the magnitude of the velocity dispersion. Wider pressure distributions occur in regions
with large velocity dispersions, which may be a result of large-scale asymmetries or small-scale turbulent fluctuations.

Deviations from lognormality on the high-pressure end are likely due to overpressurized bubbles and shocks that arise during strong feedback events. On the low-pressure end, deviations from lognormality may arise from rapidly expanding bubbles temporarily out of equilibrium, or in rapidly cooling regions in which cooling proceeds isochorically. Runaway rapid cooling is notoriously hard to resolve numerically and under-resolved multiphase condensation often proceeds isochorically when in the limit of infinite resolution it would proceed isobarically and thereby cause no deviation to the pressure distribution (e.g., Fielding et al. 2020). When the multiphase condensation does not have sufficient resolution, the condensing cold clouds contract down to the resolution limit prior to saturating and cannot break up into smaller clumps that would remain in sonic contact (see, for example, McCourt et al. 2018; Nelson et al. 2020). Isochoric cooling can, of course, also occur in fully resolved scenarios, but because of its out-of-equilibrium nature it is expected to be transient and less common.

The pressure distributions of the idealized simulations are broader in the inner halo than in the outer halo, which is similar to the decrease in velocity dispersion at large radii as shown in Figures 2 and 5. In the inner halo the most turbulent idealized simulations have pressure distributions of similar width as the cosmological simulations, while the idealized simulations with weaker feedback have appreciably narrower distributions. In the outer halo, the idealized simulation with the largest cold gas fraction (L20b SFR10) has a pressure distribution roughly as broad as the TNG SF sample, which is itself narrower than in the TNG Q and J12 halos. The broader pressure distributions, which occur in regions with large velocity dispersions, may be linked to the origin of the cold and intermediate-temperature phases seen in Figures 3 and 4 since it is the tails of the distribution that are most susceptible to cooling out.

3.4. Joint Pressure–Entropy Distribution

For a final point of comparison we show in Figure 7 the joint pressure–entropy distribution in the inner (0.2 \( \leq r/r_{200c} \leq 0.3 \)) and outer (0.7 \( \leq r/r_{200c} \leq 0.8 \)) CGM of two representative TNG halos from the SF and Q samples (same halos as shown in Figures 1 and 3), the J12 simulation, and the three idealized simulations that have the largest cold phases: F17
The pressure–entropy space (as opposed to density–temperature, for example) is the most convenient to work in because the dominant physical processes in the CGM are isobaric and isentropic (rather than isothermal and isochoric). Cooling causes gas to move down the entropy axis, whereas shocks and heating move gas up the entropy axis. Adiabatic processes instead move gas along the pressure axis while keeping the entropy the same. Important adiabatic processes in the CGM include expansion and compression. Expansion leads to a loss of pressure and often occurs within wind bubbles as they move out into the halo. Compression leads to a pressure increase and often occurs as ambient material is swept up during violent feedback events. Turbulence naturally produces both expansion and compression and, therefore, leads to an overall broadening of the pressure distribution. Thus, trends in the pressure–entropy distribution are useful in elucidating the dominant physical and numerical processes shaping the CGM. The informative details revealed in Figure 7 are, however, subtle and are not captured in less granular analysis, such as one-dimensional distributions (Figures 4–6) and median radial profiles (Figure 2).

Fully establishing what determines the shape of the pressure–entropy distributions is beyond the scope of this comparison project. As such, we explicitly restrict our speculation about the possible reasons underlying the distributions’ shapes to general connections to relevant phenomena. Instead, we focus primarily on an empirical description of the distributions in the inner and outer halo of the idealized and cosmological simulations. In addition to further supporting the trends regarding the amount of cold gas and the width of the pressure distribution discussed...
above, Figure 7 highlights intriguing commonalities and differences in the details of the distribution of CGM gas in these simulations. We first highlight the similarities across the simulations. The simulations all exhibit a high entropy \((K \gtrsim 10^{4}K_{\text{Vir}})\), virialized component in the inner and outer halo. This high-entropy node has a tail extending to low entropies \((K \lesssim 10^{2}K_{\text{Vir}})\). At intermediate-entropy values \((K \sim 10^{2}K_{\text{Vir}})\), the pressure shifts below the value of the high-entropy, virial component. This decrement is more pronounced in the inner halo than in the outer halo in all simulations. At low entropy the pressure increases back toward the pressure of the high-entropy, virial component following a \(~10^{4} K\) isothermal contour that corresponds to thermal equilibrium with the meta-galactic UV background.

Despite the similarities in the general shape of the \(P-K\) phase diagram, intriguing variations point to different physical processes in the simulations. The magnitude of the inner halo intermediate-entropy pressure decrement varies between the simulations. The L20b SFR10 and S20 Therm halos have a decrement of more than an order of magnitude, the F17 high \(\eta\) and J12 have a decrement of \(~3\), and the TNG halos' decrements fall between these limits. The outer halos of the cosmological simulations show nearly constant pressure more like F17, however, while L20b SFR10 and S20 Therm halos still show a small decrement. In the outer halo of the J12 simulation there is a conspicuous \(~10^{4} K\) tail that extends to much higher pressure than the main virial component. Visual inspection clearly indicates that this tail arises from not-yet-stripped gas in the center of a satellite galaxy, which is over-pressurized due to gravitational confinement.

This dual pressure–entropy view of the simulations motivates a deeper look into the cause of the intermediate-entropy pressure decrement. Two plausible, although by no means exclusive, explanations for this pressure decrement are (i) adiabatic expansion in a wind and (ii) numerically unresolved cooling. As discussed above, high specific energy outflows efficiently inflate wind bubbles that adiabatically expand as they the sweep up material. This uplift naturally promotes multiphase condensation, and in the process the wind material will lose pressure as it expands. This may explain why the idealized simulations with high specific energy outflow winds, L20b SFR10 and S20 Therm, have larger pressure decrements than the F17 high \(\eta\) simulation, which has lower specific energy outflows (see the discussion in Section 3.2).

The intermediate-entropy pressure decrement may also be due to unresolved cooling. Fielding et al. (2020) demonstrated that cooling in under-resolved multiphase gas leads to pressure decrements at intermediate entropy where the cooling time is the shortest that are similar to what is shown in Figure 7 (see also Piontek & Ostriker 2004 and Kim & Kim 2013 for discussion of similar pressure decrements in under-resolved thermal instability simulations of the ISM). This under-resolved multiphase cooling can lead to significant errors in the total cooling rate. All of the simulations we analyze here are under-resolving the CGM cold phase to some degree, so this effect is likely present at some level.

We encourage future studies to investigate the underlying cause (physical or numerical) of the intermediate-entropy pressure decrements found here. An important clue on the origin of this feature in the pressure–entropy distributions may be found in the relative diminution of the decrement at large radii where the impact of outflows and cooling is diminished, and where the resolution is generally lower. These decrements are not only tied to important physical processes shaping the CGM, but also fall in a range commonly probed by quasar absorption line observations.

4. Discussion

This paper has presented direct comparisons of the CGM properties of several different simulations. Here we discuss the utility of analyzing idealized and cosmological simulations in combination (Section 4.1), and then highlight one of the main conclusions this comparison has allowed (Section 4.2). Importantly, we connect the simulations to observations, and discuss the caveats to our work in the final two subsections.

4.1. Idealized versus Cosmological

There are clear advantages and limitations to both the idealized and cosmological simulations.

The idealized simulations we have analyzed simulate a volume \(~10^{6}\) times smaller than the cosmological simulations. The idealized simulations are therefore able to achieve higher spatial/mass resolution and can output at high frequency with shorter intervals, all at a fraction of the computational cost. Because of the controlled nature of these numerical experiments, multiple feedback prescriptions can be applied to otherwise identical halos. Moreover, the feedback models employed were chosen based on considerations of the underlying physics launching the outflows. The simplicity of the idealized simulations’ designs and the limited set of included physical processes allows for identifying and understanding the dominant mechanisms responsible for emerging phenomena.

The benefits of idealized simulations, however, come at the cost of realism and may oversimplify to the point of missing essential ingredients. In particular, the lack of the cosmological context, the simple initial conditions, and the small sample sizes limit the overall utility of idealized simulations.

Cosmological and cosmological zoom-in simulations consider much larger volumes that evolve from cosmological initial conditions. This naturally results in more realistic inflows into the halos, including the accretion of satellite galaxies. The TNG simulation has larger samples of systems at specific galaxy/halo masses, which enables the variance among halos to be studied.

However, cosmological simulations generally require vastly higher computational expense than the idealized simulations. Moreover, the feedback models employed are generally not physically motivated and are instead parameterized in an ad hoc fashion for galaxies to match certain observables. A result of the large volumes simulated is that the resolution is poor in the CGM, which can lead to inaccurate predictions for the phase structure and dynamics. Lastly, because of the high degree of physical realism that is sought by including many physical processes simultaneously, it is usually not straightforward to trace back the physical mechanisms for certain phenomena.

The two cosmological simulations we have analyzed here represent only a small fraction of the diverse models used in studying galaxy formation in cosmological simulations. In particular, feedback models used in cosmological simulations span a broad range of incarnations that have disparate impacts on galaxies and the gas that surrounds them. Davies et al. (2020), for example, demonstrated that the halos in the EAGLE and TNG simulations have very different median CGM mass fractions in the halo mass range we have considered, which is...
likely a result of their very different AGN feedback models. Nevertheless, the EAGLE simulations support our general finding that cosmological simulations have significant velocity dispersions ($\sigma_v/v_{200c} > 0.5$ at $r_{200c}$) at large radii, and broad temperature distributions are also found in the EAGLE halos (Oppenheimer et al. 2018).

4.2. Origin of Cold Gas in the Inner and Outer Halo

Our comparative analysis of the cosmological and idealized simulations supports a picture in which the cold gas of low-redshift Milky Way mass galaxies in the inner ($\leq 0.5r_{200c}$) and outer CGM ($\geq 0.5r_{200c}$) have different origins. In the inner halo, galactic feedback is responsible for cold gas production via processes such as uplift and direct injection. In the outer halo, cold gas is a result of inherently cosmological processes as opposed to feedback from the central galaxy.

By comparing the J12 AMR cosmological zoom-in simulation to the other simulations, the differing mechanisms for generating cold gas in the inner and outer halo become clear. The J12 halo has a similar inner CGM temperature distribution to that of the idealized simulations, but this differs significantly from the TNG SF and Q halos. Moving to the outer CGM, the temperature distributions of the idealized simulations diverge even more from the TNG halos, whereas the J12 temperature distribution becomes consistent with the TNG halos. This points to a process omitted from the idealized simulations that promotes the production and/or maintenance of cold gas in the outer halo, as seen in the cosmological simulations. This cold gas excess is also associated with broader pressure and velocity distributions and large velocity dispersions in the outer CGM of the cosmological simulations. The most obvious ingredients that are present only in the cosmological simulations include: the existence of inflowing low-entropy filaments, the presence of satellites, and the hierarchical assembly of halos. The fact that the J12 cosmological simulation has an inner CGM cold phase (and other properties) similar to the idealized simulations indicates that the differences with the inner TNG halos are not a result of inherently cosmological effects. These differences are instead a result of the powerful feedback models, including AGN feedback, employed in the TNG simulation (the J12 feedback is relatively weak).

This finding is supported by the recent in-depth analysis of the CGM of massive galaxies in the TNG50 simulation (the higher-resolution, smaller-volume counterpart to the TNG100 simulation) by Nelson et al. (2020). They found that cold gas in the CGM—as traced by H I and Mg II—formed via thermal instabilities that were seeded by large density perturbations. Feedback is the dominant perturber in the inner halo of both cosmological and idealized simulations. The idealized simulations analyzed here have no mechanism to generate large perturbations in the outer halo other than feedback. The cosmological simulations, on the other hand, have many channels besides feedback to seed the necessary perturbations as a result of their hierarchical growth over cosmic time.

This result, on the origin of cold gas in the inner and outer halo, is the key result of this paper and is a unique product of the comparative analysis of our wide range of cosmological and idealized simulations.

4.3. Ingredients for an Idealized CGM

The missing cold gas formation channel in the outer halos of idealized simulations presents an opportunity for future experiments to definitively identify what physical processes are responsible for the extensive cold phase in cosmological simulations. The dominant formation channel may be uncovered by incrementally adding additional processes to idealized simulations. The enhanced cold phase at $r/r_{200c} \lesssim 0.2$ of the S20 simulations relative to the F17 and L20a,b simulations has, for example, highlighted the impact of including the rotation of the halo gas (see DeFelippis et al. 2020 for a detailed study of the impact of rotation on the CGM).

The challenge for the next generation of idealized CGM simulations is to include additional processes in a controlled fashion so as to clearly identify the underlying cause of the growth of the cold phase (or any other changes that may manifest as processes are added). How to sensibly include satellites, substructure, different AGN feedback models, cosmological accretion, or the evolution of the dark matter halo is non-trivial, but the utility in providing a complement to cosmological simulations is key to unlocking an intuitive physical model for the nature of halo gas.

4.4. Connecting to Observations

Although this work has been focused on comparing the physical properties between simulations, here we briefly comment on possible comparisons with observations.

The most reliable statements we can make pertain to the hot, volume-filling phase of the CGM. This is because the hot gas is the most well-resolved across all simulations, and also is less affected by differences in the implemented cooling rates.

We can roughly use the temperature of our hot halos to estimate where oxygen ions—a common observational probe—might be observed in our CGM simulations. Specifically, when collisionally ionized, O VI requires gas at $10^{5.5}$ K, O VII exists between $10^{5.5} - 10^{6.5}$ K, and O VIII is found at the highest temperatures of $10^{6.2} - 10^{6.7}$ K. All of the halos follow a similar temperature profile, with O VIII-temperature gas being found in the most central regions and more O VI able to be produced closer to the halo outskirts where the temperatures are lower. The temperature profiles are, however, not identical, and differences in the normalization and shape of the temperature profiles will lead to differing amounts of gas in the $\sim 10^{5.5}$ K range that is traced by O VI. A more rigorous comparison of column densities is required to determine the different observational predictions across the simulations, which we leave to an upcoming work.

Predictions for observations sensitive to the cold, clumpy phase of the CGM from the set of simulations we have analyzed here are highly uncertain given the disparity in cold phase properties in the cosmological and idealized simulations. Nevertheless, what our results—particularly Figures 3 and 4—indicate is that the ratio of ions tracing the cold phase (e.g., H I, Mg II, Si II, C II, . . .) to ions tracing the intermediate (e.g., N III, C IV, Si IV) and hot phases (e.g., N V, O VI, Ne VIII) will differ dramatically between the idealized and cosmological simulations. In all of the idealized simulations at all radii the fraction of mass in the hot phase far dominates the intermediate and cold phases, whereas in the cosmological simulations there is almost equal mass in all phases. Observed ion ratios can, therefore, be used to distinguish between the different temperature distributions and provide stringent constraints on the underlying physics regulating these important phases.

In addition to this rough comparison of expected ion column density predictions, it is clear that the idealized and cosmological
simulations would lead to markedly different kinematic signatures. The cosmological simulations have significantly larger velocity dispersions at large radii (see Figure 5), which would lead to significantly broader line profiles than in the idealized simulations. As with the column densities, a velocity space joint analysis of ions that trace different phases would provide stringent constraints on the various models we have looked at. In a companion paper we plan to address these and other observationally oriented questions regarding the simulations we have analyzed.

4.5. Caveats

4.5.1. Comparing Different Halos

None of the simulations included in our analysis was run with the express purpose of comparing to other simulations in the rigorous manner that we have attempted here. Therefore there are differences that may not be entirely negligible.

The dark matter halo mass of all of our simulations differs by up to a factor of 2. In most of our analysis we have looked at virial normalized quantities, which should in theory scale out any halo mass differences. Cooling and feedback, however, introduce a scale dependence that is not captured by this normalization process, so some apparent differences in the halo gas properties may be due to this halo mass mismatch. Moreover, the shape of the dark matter profiles differ. In particular, the circular velocity profile is more centrally peaked in the J12, S20, and L20a,b halos than in F17 halos, which are nearly flat. The TNG halos are roughly between these two limits. As a result, it is likely that the dark matter profile differences are responsible for the differences in the shape of the temperature profiles of the virial component (see Figure 2).

In addition to differences in the dark matter halos and feedback models, the initial conditions and included processes also differ among the idealized simulations. The S20 simulations start with a nearly baryonically complete hot gaseous halo out to the edge of the simulation domain. The L20a,b simulations start with a low-density ambient halo and rely on winds from the central galaxy to populate the halo. The F17 simulations start with a hydrostatic hot halo out to $\approx 0.7 r_{200c}$ that contains less than the cosmic baryon budget. The F17 simulations, however, also include spherical accretion from large radii to mimic the growth of the halo over time, which increases the CGM mass up to baryon completeness after $\gtrsim 6$ Gyr, which is when the analysis begins. The S20 simulations include rotation of the halo gas while the F17 and L20a,b do not. The idealized simulations all use different treatments of radiative cooling and metallicity.

In this work, we find that the most interesting difference between the various idealized simulations examined is the feedback model that each work adopts. L20a,b assumed constant SFRs and launched winds with mass and energy loadings calibrated to small-scale-resolved ISM simulations. F17 on the other hand allowed the SFR to self-consistently vary according to the galactic accretion rate and used mass and energy loadings broadly commensurate with what is found in the FIRE simulations (Muratov et al. 2015; Anglés-Alcázar et al. 2017). The S20 simulations used the ISM models from the FIRE-2 simulations to self-consistently form stars and drive winds, and added additional energy sources to represent the possible impact of AGN feedback. These differences undoubtedly impact the quantitative details of our findings in hard-to-isolate ways, but taken as a whole they strengthen our primary qualitative finding that none of the processes included in the idealized simulations can reproduce the broad phase structure and large velocity dispersions found at large radii in the cosmologically simulated halos that we study.

4.5.2. Resolving the Phases of the CGM

The most robust conclusions that can be drawn from our analysis pertain to the hot phase of the CGM because it is well resolved in all of the simulations we have looked at. Conclusions about the cold phase, as we have stressed throughout, are less sure because it is unlikely that the cold phase is well-resolved in any of the simulations presented here. The consequences of under-resolving the cold phase are unclear and a topic of ongoing research (e.g., Fielding et al. 2020). Recently, cosmological simulations with novel methods for improving the resolution in the CGM have demonstrated the dramatic sensitivity of observational predictions, particularly for tracers of cold gas, on the CGM resolution (Hummels et al. 2019; Mandelker et al. 2019; Peeples et al. 2019; Suresh et al. 2019; van de Voort et al. 2019). Likewise, Nelson et al. (2020) demonstrated, using a detailed analysis of the TNG50 simulation, that the CGM cold phase, primarily comprised of distinct clouds that formed via thermal instabilities, is highly sensitive to numerical resolution. Unresolved cooling may lead to the lack of pressure equilibrium as seen in Figure 7. It may have far-reaching consequences on the growth and evolution of the galaxies.

4.5.3. Physics Not Included

None of the simulations discussed here includes thermal conduction or cosmic rays. Thermal conduction is known to play a major role in setting the phase structure in the ISM (e.g., Cowie & McKee 1977) and could be equally important for the CGM. It is unlikely the conduction will affect the overall CGM structure (Su et al. 2017; Hopkins et al. 2020a) because the conduction timescales are quite long in the virialized phase of halos with this mass. However conduction could be especially important when it comes to determining the details of the cold phase mass distribution.

Recently, the impact of cosmic rays on the structure and evolution of the CGM has received much interest (e.g., Salem et al. 2016; Buck et al. 2020; Ji et al. 2020). While these preliminary investigations are still quite rough given the large uncertainty in cosmic ray transport (Hopkins et al. 2020b), they point to a picture in which the cosmic ray energy density may play a major role in supporting cool material at large radii. When cosmic ray pressure is large relative to thermal pressure it can cause gas to cool isochorically, which causes dramatic changes to the phase structure of the CGM. As more sophisticated treatments of cosmic ray transport on galactic and intergalactic scales are explored the resulting changes to the CGM properties will have important physical and observational implications.

5. Conclusions

We have presented a comparative analysis of the CGM properties in seven CGM-focused idealized simulations (Fielding et al. 2017; Li & Tonnesen 2020; Su et al. 2020), a cosmological zoom-in simulation (Joung et al. 2012), and in two sets of 50 star-forming and quiescent galaxies from the
TNG100 cosmological simulation (Nelson et al. 2019b). By analyzing this diverse set of simulations in a uniform manner we have been able to isolate commonalities and differences in the CGM. Our results show how the median CGM properties (temperature, density, pressure, entropy, radial velocity, and velocity dispersion) scale with radius (see Figure 2). Additionally, we investigated how the shape of temperature, radial velocity, and pressure distributions vary about the median values in the inner and outer CGM (see Figures 3–6). Lastly, we used the joint pressure–entropy phase distribution in the inner and outer halo in a subset of our simulation sample to highlight instructive, albeit subtle, CGM properties that are closely tied to the underlying physical processes and numerical methods (Figure 7).

The median properties highlighted that, for the most part, the temperature is within a factor of a few of \( T_{200c} \). Differences in the shape of the median temperature profiles are due in part to differing multiphase distributions and to differences in the underlying dark matter distributions. The median density distributions are similar throughout most of the halo with the notable exception of the TNG SF sample which has a factor of 2–3 more baryons in the halo than any of the other halos. The median velocity dispersion is significantly higher at all radii (particularly large radii) in the cosmological simulations than in the idealized simulations. A visual comparison presented in Figure 1 indicates that the large velocity dispersion is due primarily to halo-scale velocity asymmetries.

The difference between the idealized and cosmological simulations is more pronounced when looking at the mass distributions as opposed to the median values. Although all of the simulations have unimodal pressure and radial velocity distributions, the cosmological simulations have systematically broader distributions in the outer halo. The temperature distributions showed the most noticeable differences between the idealized and cosmological simulations. The idealized simulations all exhibit a prominent hot, virial phase that contains at least an order of magnitude more mass than the intermediate and cold phases, and the cold phase mostly disappears in the outer halo. In the idealized simulations the prominence of the cold phase depends sensitively on the feedback model. By contrast, The TNG SF and Q halos have nearly as much cold and intermediate-temperature material as in the hot phase, and the cold phase remains significant throughout the halo. The inner CGM temperature distribution of the J12 halo is similar to that of the idealized simulations, but in the outer CGM it is similar to that of the TNG halos.

The clear differences in CGM properties between the idealized, cosmological, and cosmological zoom-in simulations highlight that different physical processes shape the inner and outer CGM. Feedback from the central galaxy is primarily responsible for determining the inner CGM phase structure. Feedback promotes multiphase condensation and sustains cold gas in the inner halo via direct injection and/or uplift. Inherently cosmological effects, which are not included in the idealized simulations, are responsible for the broad outer CGM temperature, velocity, and pressure distributions that are present in all of the cosmological simulations but are absent in the idealized simulations. The most likely drivers of this difference are the presence of satellite galaxies and non-spherical cosmological accretion that evolves in time. This poses a challenge for future idealized simulations to develop methods to capture the crucial outer CGM cosmological flow interactions in order to expand the usability of the inherently efficient idealized CGM simulations out to larger distances.

The huge diversity of CGM attributes in our heterogeneous simulation sample—particularly in the highly feedback-dependent inner CGM—underscores the uncertainty in the true state of the multiphase CGM. This must be combated on both the observational and numerical fronts. First, observations are required to better constrain the gas distribution as a function of temperature in the CGM. In particular, in this paper we have shown that more sightlines in the central regions (within \( 0.5 r_{200c} \)) will be powerful tools to discriminate between different feedback models. Thus far, published works using the simulations presented here have argued that they find strong agreement with observations (e.g., Fielding et al. 2017; Nelson et al. 2018a; Li & Tonnesen 2020). Because we have found strong differences in the extent of cold gas, the challenge for observers is clear: constrain the extent of cold gas based on stellar mass and star formation rate.

Second, simulations must move away from tuned sub-grid models that ignore the physics in unresolved regions to physically motivated prescriptions that are tightly bound to small-scale simulations. In upcoming SMAUG papers we will introduce our efforts to design a predictive sub-grid model for the launching and interaction of galactic winds. Our model is being built using a bottom-up approach that is based on the detailed characterization of the multiphase outflow-launching properties in the high-resolution, local ISM patch simulations using the TIGRESS framework (Kim et al. 2020). By comparing idealized CGM simulations with a physically motivated wind-launching model and observational constraints for the inner CGM, we will be able to identify potentially important missing physical processes and develop a more complete understanding of the role of feedback and the CGM in galaxy formation.
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