A self learning algorithm based on data value lifecycle model for the accurate chemical dosing of wastewater treatment
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Abstract. In the process of wastewater treatment (WWT), the instability and hysteresis of the chemical dosing cannot make sure the stability of the water quality. At the same time, chemicals were wasted or overdosed in the process. In this study, we proposed a self learning algorithm, which based on the regression method modified using the data value lifecycle model to compute the accurate quantity of chemical dosing. The mechanisms of discard and cultivation data were established to make it alive in the algorithm. The algorithm is self learning according to the wastewater characteristics as the time goes on using the mechanism. We can make sure the quality of the wastewater is stability and economical by using the artificial intelligence. The experiment approves that the artificial intelligence algorithm was useful and economical to chemical dosing of wastewater treatment.

1. Introduction

In many papers[1,2,3,4,5,7,8], principal components analysis(PCA) and multiple regression were used to real time monitoring of the treatment process and predictive control for improving Moving Bed Biofilm Reactor(MBBR) plant performance. Multiple regression coupled with PCA was used to predict performance [11,12,13,14]of the wastewater treatment. In the paper [19,20], the chemical oxygen demand (COD) and total phosphorus (TP) of the wastewater was monitored using PCA. Multiple regression method was applied to predict influent COD and TP. Model predictive control(MPC) was considered as an advanced control scheme to monitor and optimize process [6,9,10,19,16] of the wastewater treatment.

With the development of the data mining, deep learning and machine learning, more researchers have attempted to find the relationship between the characteristic of influent and effluent wastewater without the hard sensors [17,18,21,22,23]. Some researchers have used several statistical learning and machine learning algorithms as soft sensor for water quality prediction [24,25]. Neural networks were used as the water quality soft sensor to prediction [15]. However, they believed that the data from sensors have the same contribution to chemical dosing in these methods at different time. Actually, the very new data have bigger contribution than the historical data.

In this paper, we proposed a new self learning algorithm that the regression method was modified using the data value lifecycle model. The regression model trained by the latest data is different at different decision time and adaptive to the wastewater quality. We take into account time attributions of the data, and calculate time weight at different time, which represents different contribution to the chemical dosing. As the same time, the discard and cultivation mechanism of data was established to make it alive. The experimental results show this algorithm is very useful.
2. The algorithm
We use the supervised learning method to train decision model, shown in Formula 1. We use the latest historical data to learning the correlation relationship between quantity of the chemical dosing and the wastewater quality.

\[ \sum W \cdot DV + B = 0 \]  \hspace{1cm} (1)

We use the second-order regression function. \( DV \) is the eigenvector, \( DV \in \Omega \), and \( W \) is the weight of data life value calculated based on the time. \( B \) is the offset vector. \( \Omega \) is a set of the feature vectors.

\[ \Omega = (DV_0, DV_1, \cdots, DV_m) \]  \hspace{1cm} (2)

Where \( DV_m \) is the \( m \) dimensional eigenvector of the wastewater quality variables, corresponding to \( DV_m = (X_m, Y_m) \), where \( X_m \) is wastewater quality variables \( X_m \), \( Y_m \) is the correspondence chemical dosing, for example the PH value is \( X_m \), the dosage of the acidic drug is \( Y_m \).

3. Data value lifecycle model
In the model, the data is regarded as a life body, for example an animal or a bird, and is born and died likes a person. So, in the process of data storage and management, we should record the time of producing data as an attribution of the data, which was the most imported factor. We create the time vector set corresponding to the feature vector space of the water quality variables. It is represented by \( T \).

\[ T = (t_0, t_1, \cdots, t_m) \]  \hspace{1cm} (3)

Where \( T \) is a set of \( t_m \), corresponding to the eigenvector \( m \), \( m \in N \). \( N \) is a set of the nature number.

3.1. The cultivation mechanism of data
According to the actual chemical dosing time \( t_p \), we select the most live data \((t_m, t_{p-1})\) in the most recent period as the important data, where \((m < p -1)\), and \((t_m < t_{p-1})\).

We select the historical data during \((t_n, t_m)\) time, where \((t_n < t_m)\) and \((n < m)\), to calculate the average of each dimension value of the wastewater quality variables. We used the formula 4, to calculate and update the data of each dimension value at the \( t_m \) time. By this way, we establish the cultivation mechanism of data.

\[ DV_{(i,t_m)} = \sum_{j=m, k=t_n}^{j=m, k=t_n} DV_{(i,j,k)}/(m-n+1) \]  \hspace{1cm} (4)

Where \( DV_{(i,t_m)} \) is the data value of wastewater quality variables when the \( i \) dimension data value at the \( t_m \) time. \( \sum_{j=n, k=t_n}^{j=n, k=t_n} DV_{(i,j,k)} \) is the sum of these value.

3.2. The discard mechanism of data
In this mechanism, it is very simple by setting a very litter value or zero value to eliminate the contribution of the chemical dosing decision. We can select the historical data before \( t_m \) time to discard. We set the value of each feature vector to very small value or zero.
3.3. The data value lifecycle model

We take the time information of the feature vector into the data value analysis model to calculate the time weight of the data. The time weight represents the contribution of data to the chemical dosing. The size of the weight indicates the contribution of the data on the WWT.

Based on the difference between the chemical dosing time $t_p$ and the data production time $t_x$, which is within the range $x \in (m_p - 1)$, we can compute the contribution of the data at the time $t_x$ to the chemical dosing. We believe that live data is more valuable than historical data. The weight presents the different contribution, which is evaluated and calculated according to formula 5.

$$W_{(i,t_x)} = e^{rac{1}{\text{abs}(t_p - t_x)}}$$  \hspace{1cm} (5)

Where $x \in (m_p - 1)$, $W_{(i,t_x)}$ is the value of the $i$ eigenvector at the time $t_x$ relative to the time of the decision time $t_p$. A large value means that the impact on quantity of the chemical dosing is large, otherwise it is small.

To the cultivation data, we also update the time weight of the $m$ wastewater quality variables at the time $t_m$ by the formula 6.

$$W_{(i,t_m)} = \frac{\sum_{j=m,k=t_x}^{m-n,k=t_m} W_{(i,j,k)}}{(m-n+1)}$$ \hspace{1cm} (6)

Where $W_{(i,t_x)}$ is the time weight of the $i$ wastewater quality variables relative to the decision $t_p$ time, at the $t_m$ time. $\sum_{j=m,k=t_x}^{m-n,k=t_m} W_{(i,j,k)}$ is the sum of all time weights in the selected time period $(t_x, t_m)$.

To the discard data, we take the time weight of the data value before the time $t_m$ as $\lambda$ by the formula 7.

$$W_{(i,t_x)} = \lambda$$ \hspace{1cm} (7)

Where $W_{(i,t_x)}$ is that the time weight of the data in $l_i$ ($t_x < t_m$), and the value of the $i$ dimension wastewater quality variables.

4. Experiment

In the experiment, we use the wastewater quality variables PH of a wastewater treatment plant. We use the second-order regression function as the train model. When the decision time $t_p$ is $t_{12}$, we select the data of the $(t_x, t_{11})$ period as the important and alive data, and the data of $(t_{11}, t_1)$ period as the cultivation data, the data of before time $t_1$ as the discard data. We set the value of the wastewater quality variables as zero, time weight $\lambda = 0.001$. When $t_{12}$ is 20 and $x_{12}$ is 11.4, we get the result $y_{12} = 3.1794$. We reduce the quantity of the chemical dosing from 6 to 3.1794, shown in the figure1. The red asterisk represents the result by the algorithm. The blue line represents the result by old method. We can see the algorithm is very useful to the chemical dosing in the process of WWT.

**Table 1.** The value of different parameters in the experiment.

| $N_0$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
|-------|---|---|---|---|---|---|---|---|---|---|----|----|
| $\Omega$ | $X$ | 9.8 | 10 | 10.2 | 10.4 | 10.7 | 11 | 11.3 | 11.6 | 11.8 | 12 | 12.5 | 13 |
| | $Y$ | 2.6 | 2.7 | 2.8 | 2.9 | 3.3 | 3.5 | 3.7 | 4 | 4.6 | 5 | 5.5 | 6 |
| $T$ | $t$ | 1 | 4 | 5 | 8 | 9 | 10 | 12 | 13 | 14 | 15 | 17 | 18 |
5. Conclusion

In this paper, we propose a self learning algorithm base on the data value lifecycle model, which time weight is dynamic and adaptive to the decision time. We establish the mechanism of the cultivation and discard data. The experiment has proved that the algorithm is useful. Next we can research other artificial intelligence methods to make the chemical treatment process more economical and better performance.
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