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Abstract: It is well known that risk factors influence how investment portfolios perform from a lender’s perspective; therefore, a thorough risk assessment of the housing market is vital. The aim of this paper was to analyze the risks from housing apartments in different housing market segments by using the Stockholm, Sweden, owner-occupied apartment market as a case study. By applying quantitative and systems engineering methods, we (1) established the relationship between the overall housing market and several housing market segments, (2) analyzed the results from the quantitative model, and (3) finally provided a feasible portfolio regarding risk control based on the given data. The goal was to determine how different housing segment factors could reveal risk towards the overall market and offer better outlooks for risk management when it comes to housing apartments. The results indicated that the risk could be reduced at the same time as the return increased. From a lender’s perspective, this could reduce the overall risk.
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1. Introduction

Over the past 20 years, housing prices in Sweden have risen rapidly. Sweden’s present housing price boom started in the mid-1990s, after the recovery from a financial crisis caused by a previous housing boom. According to public data, during the period of 1996 to 2007, caused by increasing average disposable income, the house prices in Stockholm increased by more than 200 percent, at the same time as the reduction in the cost of capital due to the low-interest rate environment in Sweden and elsewhere worldwide. It is worth noting that Sweden did not experience any plunge in house prices during the global financial crises. After the crises, between 2008 and 2017, house prices have risen by almost 75%.

Higher house prices, however, have increased the interest rate sensitivity as the household debt (higher leverage) has increased substantially over this period. For example, in a recent article by Cerutti et al. (2017), the results indicated that the risk in the economy increased if both a financial boom and a house price boom were observed. Hence, risks exist because the housing market is sensitive due to changes in economic-social characteristics such as income, interest rates, and household formation as well as irrational and speculative behavior from buyers and sellers (Shiller 2014). Since the value of real estate properties is usually high relative to income, it requires financial leverage. Hence, it could lead to major impacts on the economy if the economic situation changes and when the interest rate starts to rise. For example, Agnello and Schuknecht (2011) showed that the probability for booms and busts in housing markets were determined by, for example, domestic credit liquidity and interest rates.
As Crowe et al. (2013) concluded, neglecting house price booms can have substantial effects on the economy.

Specific risks in the housing market can include refinancing risks, government policy risks, interest rate risks, and vacancy risks, as well as location risks and specific risks of different housing segments. Our focus here was on specific housing segment risks, that is, the risk that is attributed to the object. Analyzes of housing market segments have previously been investigated in several studies such as Goodman and Thibodeau (2003), Bourassa et al. (1999), and Wilhelmsson (2004). However, there have not been any analyses regarding housing market segment risk.

This risk can be analyzed from different perspectives. For example, the housing segment risk can be analyzed from the lender’s perspective, the house owner perspective, the investor perspective, or the public perspective. Here, we analyzed the housing segment risk from the lenders’ perspective. From the lenders’ perspective, the risk can be divided into credit risk and market risk. In some sense, they are each other’s counterparts. Analyzing the object risk will impact the lender through two different channels: (1) the credit risk channel through the value of the collateral, and (2) the market risk channel through the equity price risk, which can both be mitigated through diversification. That is, how can housing segment risks be accurately identified to come up with a portfolio mix of mortgages that could reduce the risk measured as volatility and risk measured as a higher expected return? The answer to this question is not easy. Here, we illustrated the risk characteristics from a lender’s perspective in the owner-occupied apartment market of Stockholm, Sweden. With the help of the application of quantitative and systems engineering methods, the results could be added to create a risk-reduced investment portfolio.

Previously, Corgel and Gay (1987) investigated the benefits of diversification across several metropolitan areas in the U.S. in a non-housing real estate mortgage portfolio context. They used a mean-variance portfolio analysis and found that geographical mortgage diversification outperformed alternative portfolio strategies. Moreover, Ogden et al. (1989) found that geographical diversification reduced the mortgage portfolio foreclosure risk and Clauretie (1988) found comparable results in his analysis. However, recently, Cotter et al. (2015) investigated whether housing risk could be geographically diversified and their results showed that increased market integration reduced the geographical diversification potential. Likewise, Pu et al. (2016) showed that an increasing correlation between property segments could lead to increased losses. Hence, geographical diversification of the mortgage portfolio might have worked before housing market integration. Contrary to earlier studies, we investigated diversification not only by interregional geographical diversification. Instead, we analyzed the housing market diversification in dimensions other than geography, such as the size and age of the housing as well as intraregional segments.

The aim of this paper was to (1) diversify the systematic housing segment risk, (2) analyze how stable the relationship between different segments of the housing market were, (3) develop a simple method to assess the internal risk on the housing market, and (4) evaluate the proposed method.

Our contribution was that we used a novel method to assess different housing market segment risks that involved a combination of the hedonic method, beta analysis, and analytic hierarchy process (AHP), which, together with the mean-variance portfolio analysis, has not been previously used in this context. The hedonic and beta analyses were implemented to avoid the “interviews” in the preliminary phase of a classical implementation of the AHP, and allowed us to obtain the weights for each segment risk from the revealed (and not the declared) market preferences. The research results indicated how housing prices in Stockholm have changed over the years and how sensible different impact factors in housing contributed to these changes. Our innovative model was also validated to propose a risk-reduced portfolio by comparing market internal risks to housing segment risks using systems engineering methods. The proposed method is not limited for use only in the construction of portfolios, but can also, for example, be used to evaluate specific housing segment risk between different housing markets or sub-markets to be used in housing market analysis.
The rest of this paper is organized as follows: Section 2 discusses risk assessment and risk management; Section 3 presents the methods applied; and Section 4 presents the econometric and portfolio analysis results. Finally, Section 5 summarizes and concludes our analysis.

2. Risk Assessment and Risk Management

Risk assessment and risk management has been a topic in both the academic and popular press since the 2008 financial crisis when thousands of families lost their homes as society underestimated the risk in both the financial and housing markets. The high and increasing risk level came from, among other things, a lack of knowledge on how real asset prices are determined and irrational decision-making patterns. How the financial market identifies the risk factors, analyzes them, and manages them are key elements to maximize profitability and determine the overall risk level.

From the lenders’ perspective, two different types of risks can be identified: credit risk and market risk. Credit risk comes from the risk that the household defaults on debt, that is, the borrower fails to make payments on the mortgage and it is the risk that the collateral will not cover the claim. Households borrow capital from the bank to buy houses and use the house as collateral. The loan-to-value ratio becomes important for the lender to analyze. Everything else being equal, credit risk is lower if the value of the collateral increases. Credit risk management is about mitigating financial losses that can be diversified away. On the other hand, market risk affects the whole market. Here, we are especially interested in an equity price risk that can be both systematic and unsystematic. Increased housing price volatility increases the market risk, but some of it can be diversified away. That is, the object risk will impact the lender through two different channels—credit risk and market risk—where both can be mitigated to some extent by diversification.

In the capital market literature, it is known that the rate of return is equal to the risk-free interest rate plus the risk premium. In an efficient market, the unique unsystematic risks are disturbed away, so it is important to determine the systematical risks to analyze the overall risks in the financial market. Systematic risk captures the aspect of investment risk that cannot be eliminated by diversification. Higher volatility for a certain asset when compared to the overall volatility indicates that the systematic risk is higher. Hence, from a lenders’ perspective, it is important to understand the sensitivity of systematic risk. Using references from CAPM (Capital Asset Pricing Model) from Sharpe (1964) and Lintner (1975), the beta-value can reveal the risk from a certain asset when compared to the market portfolio of investments.

Since the beta-value can provide information about the overall performance of an investment portfolio as a reference to obtain an expected rate of return, it is often regarded as a useful tool to weigh the potential risks and produce a reference for the value of the investment (Rosenberg and Guy 1995). Beta is also assumed to be the only feature in an investment portfolio that would make an impact on the rate of return requested from a rational investor in an efficient market (Campbell and Vuolteenaho 2004).

In general, banks are more willing to give loans to investments that are more correlated to systematic risks in a capital market where the risks can be tracked and analyzed more easily. This would lead to a situation where many banks try to carefully analyze the beta-value of investment portfolios before they invest in the market, which, in turn, indicates that a good portfolio would consist of investments that can well undertake and share the integral market risks and are also less sensitive with lower volatility.

There exist theories regarding risk assessment from the lenders’ perspective (Huang et al. 2012). However, risk itself is a very vague concept that is hard to quantify, so when it comes to analyzing the risk, it is difficult to know what exactly is needed to identify or calculate it. Applying quantitative and systems engineering methods to set up the modeling type on risk assessment can be a very interesting interdisciplinary field to explore potential risks, especially in the property market.

Real estate including the housing market, in contrast to the financial market, has its own characteristics of risks which include fixed physical attributions, specific locations, long-lived
and illiquid assets, as well as large indivisible investments (Ibbotson and Siegel 1984; Firstenberg et al. 1988). Huffman (2003) analyzed the risk associated with corporate real estate and divided them into three categories: financial, physical, and regulatory risks.

Diversification is one possible risk management strategy. Therefore, real estate companies, together with their financial lenders, are exposed to both geographical and business cycle risks in their core business, which can affect both their balance sheets and income statements. Since property value is sensitive to changes in both macro- and microeconomic conditions, monetary and fiscal policy together with demand and supply factors can influence the total risk levels in the real estate market (Afonso and Sousa 2011).

Additionally, properties in an owner-occupied housing market have a high need of being purchased since residents require places to live (Domian et al. 2015). It suggests a relatively higher demand than other markets, so practitioners and some academic research have implied that residential real estate has high returns with low risk (Beracha and Skiba 2011). However, this view has been debated in recent years as the actual potential risks in the housing market could be bigger than what has been often thought (Favilukis et al. 2017). One reason could be due to its special characteristics as a kind of tradable commodity property (Domian et al. 2015), which contains a high value, a bigger uncertainty of pricing prediction, and business cycle effects. This means that economic features and risks can vary a lot during the long-time duration of investments on real estate since they may be influenced by a lag in construction, myopic expectation, and elasticity from supply and demand. In all, it brings up a unique and interesting topic of analyzing risk factors in the housing market in terms of its own financial characteristics and arguments.

It is also worth mentioning that there is usually a default and foreclosure risk involved when buyers cannot continue to pay off their loans from the banks and lose their ownership of the properties (Chatterjee and Eyigungor 2015). These risks, which symbolize the uniqueness in the housing market, can lead to an important consideration where the limitation of households with wealth or fund liquidity is more likely to take place (Brown 2016).

3. Methodology

We utilized four distinct and very different methodologies to analyze the housing market segment risk and develop a method to assess the internal risk on the housing market. The first model relates apartment prices with its attributes on a number of different segments in the housing market. The segments consist of both geographical segments as well as apartment type segments. By estimating the hedonic price equations, it is possible to derive property price indices for those segments, which can be used to estimate the risk of each segment. By doing this, we are able to measure whether the segments behave like the overall markets or if they have more or less risk. These risk factors are then used in a third modeling approach: the analytic hierarchy process (AHP). The objective here was to objectively derive the portfolio with the lowest risk. Finally, we needed to evaluate the results. Here, we used measures such as return and standard deviation, skewness and kurtosis as well as Value-at-Risk (VaR).

3.1. Hedonic Modeling

In real estate economics, hedonic modeling is often used to estimate the value or demand (e.g., Wilhelmsson 2002; Ayan and Erkin 2014). It decomposes the integral pricing factor into several constituent characteristics and examines the value of each characteristic by putting them into a regression analysis. More specifically, hedonic pricing methods have been developed based on this principle, which were used in this paper. In hedonic pricing methods, it is assumed that the price of one certain product reflects the embodied characteristic’s value from its different internal segments, which are also usually coefficients that relate its attributes in the regression model. This implies that independent variables that are chosen for the regression analysis would include “performance-related product and service attributes” (Baltas and Freeman 2001), so the relationship between the pricing
factor and market-segment effects would successfully be made for the differences in measurable product performances.

Following this principle, housing transaction activities can also be divided into many different characteristics and those, in turn, make up an integral expected property value like other products sold on the market (Wilhelmsson 2002; Monson 2009). By applying hedonic pricing methods, housing transaction prices are often viewed as a composition of their internal features and the method tries to measure the marginal effects of its own characteristics back on the price (e.g., Donner et al. 2016; Zietz et al. 2008). The fundamental hedonic price function is often referred to in the form of

$$\ln P_t = \alpha_0 + \alpha_i X_{it} + \lambda_i T_i + \varepsilon_{it}$$ (1)

where $P$ is the vector of the sale prices; $X$ represents the explanatory variables; $T$ is a time dummy; $\alpha$ is the vector of the regression coefficients; $\lambda$ is equal to the price index; and $\varepsilon$ is the error term. Apartment transaction price $P_t$ is in the natural logarithm as the semi-log form provides more reliable estimates in terms of heteroscedasticity, which is often used in cross-section datasets in real estate research (Malpezzi 2003). Furthermore, it is better for an economic interpretation, as will be illustrated in a later section. $X_{it}$ represents the influential factors in line with the certain time series $t$. If compared with the first time series, which was January 2005 in this case, $\lambda$ stands for the changed value in the index number when compared to the default period.

Here, the hedonic pricing model estimated a vector of time dummy coefficients and used them to calculate the house price index as in Song and Wilhelmsson (2010), and more recently in Wu et al. (2014). The basic principle of the hedonic regression model is that the transaction price of apartments in the Stockholm region is related to other factors that could affect the price was used as the independent variable. In practice, many empirical applications of the hedonic pricing model have introduced the concept of segmentation such as different housing markets (e.g., Wilhelmsson 2004; Brasington and Hite 2005). The idea of market segmentation comes from the notion “a means by which a product is differentiated by buyers or investors in a way which allows them to target the preferences and needs of identifiable sub-groups of demanders” (Jones et al. 2004). This regression analysis of market segmentation is a helpful and meaningful method to carry out the intrinsic value of each attribute, indirectly revealing the preferences of the buyers (Baudry and Maslianskaia-Pautrel 2015), which also helps to predict the transaction prices by analyzing empirical data from the past. Here, we defined the segmentation of the housing market in three different dimensions: geographical segmentation, apartment size segmentation, and house age segmentation. More sophisticated statistical methods to define housing submarkets can be used such as the principal component and cluster analysis methods demonstrated by Bourassa et al. (1999).

3.2. Beta Modeling

Beta modeling, which is also known as a systematic risk in finance, plays a significant role in risk management, capital budgeting applications, and asset pricing in an investment portfolio (Ferreira et al. 2011). The sensitivity of the expected rate of return from an investment to the rate from the overall market portfolio is quantified by beta in the model (Bollen and Gharghori 2015). For example, systematic risks in an investment portfolio often decide the degree of how much funds are raised, while the expected risks (beta) are based on the expected weighted average betas from every single asset in the portfolio (Reeves and Wu 2013). Not surprisingly, estimating this systematic risk or beta is linked to that problem (Scholes and Williams 1977). A similar approach, in a real estate context, was used in Cannon et al. (2006) where they investigated risk and return in the housing market by utilizing an asset-pricing approach.

A beta ($\beta$) of an investment stands for the volatility degree compared to the market. It statistically indicates if the investment would be more or less volatile to the market investment based on
an assumption that the market portfolio of all investments has a beta of exactly 1 (Sharpe 1964). More specifically, if the beta is larger than 1, it indicates that the investment tends to be more volatile than the market; if the beta is between 0 and 1, it indicates that the investment appears to be less volatile than the market or not highly correlated with the market; if however, the beta is lower than 0, it suggests that the price of the chosen investment probably would move up when the market value moves down. As the reference from the capital asset pricing model, beta risk should be the only factor for which investors would get an expected return that is higher than the interests of risk-free assets (Fama 1976). Thus, beta measures the additional risk degree that has been added to the diversified portfolio of the funds from the same type (Ilmanen 2014).

Beta is important to risk assessment because it highlights the systematic risks in the market that cannot be reduced by diversification. Moreover, beta can provide a slope that represents the connection ratio of the volatility of the rate of return from an investment and the volatility of the rate of return from the market index (Tofallis 2008), which can be calculated from the hedonic index in the housing market. Hence, it can have a guiding effect for banks or other financial institutions to evaluate the risk of an investment/debt portfolio compared to the market and make decisions of how much they could put their financial mortgage upon a certain portfolio. In mathematical function, the beta model is usually given as:

$$r_{i,t} = \beta_0 + \beta_1 r_{m,t} + e_{i,t}$$ (2)

where $r_{i,t}$ is the excess return of the investment; $r_{m,t}$ is the market rate of return; $\beta_1$ is the beta value for systematic risks; and $e_{i,t}$ stands for the error term (Ortas et al. 2014). However, nowadays it is more and more recognized that this linear model does not really perform as accurately as expected empirically, so it has led to the more revised version of the function model developed for further improvement (Fouque and Tashman 2012).

As for the modeling in this paper, the linear regression of the indexes from the hedonic model was set up following the basic form above. The improved function is shown below:

$$\ln\left(\frac{\text{index}_{i,t}}{\text{index}_{i,t-1}}\right) = \beta_0 + \beta_1 \ln\left(\frac{\text{index}_{\text{market},t}}{\text{index}_{\text{market},t-1}}\right) + e$$ (3)

where $\text{index}_{i,t}$ is equal to the house price index based on the housing segment of $i$ at time $t$; $\beta_1$ is equal to the beta value for the housing segment of $i$; and $\text{index}_{\text{market},t}$ is the index of the market portfolio at time $t$. The function is in natural logarithm form to calculate the return. The letter $i$ could mean different housing market segment utilized into the analysis, such as the size of the apartments, the location or/and the age of the apartments.

3.3. AHP Modeling

The mathematical model of AHP stands for the analytic hierarchy process and was developed by Saaty (1980). AHP is a systematical technique for measuring, organizing, and analyzing decisions with complexes, and applied with a series of calculations and psychology patterns (Dey 2010). AHP is built based on a human’s intrinsic judgments, followed by their perceptions or knowledge hierarchically (Zhu and Xu 2014), so it can be applied to settings in group decision making (Saaty and Peniwati 2008). Since it also has a standard means of calculation and process, it can be used in a very wide variety of decision situations such as business development, risk management, portfolio management, regional planning, and education (Bender et al. 1997; Zhao et al. 2011, 2013a; Saracoglu 2013). In a real estate context, the method has been used by Bender et al. (1997) and Srinivasan (1994). In Zopounidis (1999), AHP, as an example of a multi-criteria method, was used in solving financial decision problems.

Compared to modern portfolio theory (MPT), which is often used in the risk assessment of investments, AHP provides a whole new image on how to define risk levels in a systematic way from another perspective. MPT provides a mathematical framework to assess the risks of individual assets
to market overall risks (Markowitz 1952), but does not yet offer possibilities to access risk levels in different segments of the portfolio. By comparing pre-defined impact factors, AHP can help make better decisions for a risk-reduced portfolio by creating different hierarchy levels based on segments in investments (Zhao et al. 2013b). For example, in this paper, a four-level hierarchy structure system was made for risk assessment in different types of real estate properties thanks to the previous regression results of the index analysis. Then, AHP can be used to summarize how much of the weight sets of each factor should be considered through a series of matrix calculations (Zhao et al. 2011). This is of high significance for a suggested risk-reduced portfolio in a later stage since weight sets here refer to the importance of each individual housing segment in an investment portfolio.

Through AHP, a subjective comparison between different factors can be objectively quantified. Therefore, in a way, the risks can be quantified in an assessment together combined with a qualitative analysis. The major processes of AHP to obtain the weight sets of all housing segments regarding their risks are as follows:

1. **Analyze the relationship among the influential factors in different hierarchical levels**

   First, it is important to build an overall model structure with different hierarchy levels according to the logic of the problem to be solved. Next, the impact factors are placed into the levels and are compared one by one between every two factors to create the judgment matrices. The judgment matrices can tell which factors are seen as more important than another (Saaty 2008). In this case, it is the degree of how risky each factor is compared to one and another that is used. Judgment matrices are the key to weight sets for relevant factors.

2. **Carry out the weight sets**

   With the help of the judgment matrices from the previous steps, the weight sets in each hierarchy can be calculated. There are several mathematical ways of doing this, though, in this case, the process included: (1) obtaining eigenvector \( W \) as well as the maximum eigenvalue \( \lambda_{\text{max}} \), and (2) standardizing the eigenvector \( W \) for the final adjusted weight sets among the different factors.

3. **Test consistency for the judgment matrices in each level**

   For more than two factors in the same level of the structure, there is a need to ensure that the importance of each factor does not conflict with one another (Hyun et al. 2015). For example, if the C1 factor is more important than C2, and C2 is more important than C3, then naturally C1 is more important than C3, and not the other way around. The method proposed by Saaty (1980) to measure the reliability of the relative weights is the consistency ratio. To perform the consistency ratio test, first, the consistency index (CI) should be obtained, defined as

   \[
   CI = \frac{\lambda_{\text{max}} - n}{n - 1}
   \]

   where \( \lambda_{\text{max}} \) is the maximum eigenvalue from step 2. Following that, the consistency ratio (CR) can be calculated, which equals CI divided by the average random consistency index (RI). RI is defined and can be obtained by sampling matrices in the statistics (Saaty 1980). A consistency test is necessary only when the number of factors in the same level is more than 2. If the CR is less than 0.1, it indicates that the consistency test is passed (Bender et al. 1997), and therefore the weight sets can now be used correctly.

   Since AHP can be applied for better estimations in risk management (Dey 2010), the judgment matrices in this paper were set according to the beta in different housing segments instead of experts’ grading for the establishment of priorities in the hierarchy levels (Zheng and Xu 2010). In this way, the risk assessment methods were better connected with the AHP by beta values.

   The process of the whole calculation was illustrated through the application of AHP by creating a risk-reduced portfolio in different housing segments in a later section. Compared with other
decision-making theories, it has its own advantages such as (1) the results (weight sets for impact factors) are objectively quantified, so that the potential bias could be avoided to the maximum degree (Bhushan and Rai 2004); (2) it is followed by a series of standard mathematical calculations that are simple and can be applied in many interdisciplinary areas (Forman and Gass 2001); and (3) by comparing each relevant factor and examining the evaluation for inconsistencies where the results were of high confidence and accuracy.

3.4. Evaluation

The evaluation was carried out by using measures such as return, standard deviation, skewness, kurtosis, and Value-at-Risk. A portfolio with a higher return reduces the risk for the lender as the underlying collateral in their portfolio has appreciated more than the average, and therefore, lowers the loan-to-ratio in the mortgage portfolio. Lower volatility, measured as the standard deviation of the return, in the underlying assets in the mortgage portfolio is preferable, all else is equal. Skewness and kurtosis provide measures if the return deviates from a normal distribution. Skewness to the right is better than skewness to the left, all else is equal. The literature suggests that the mean-variance-skewness is more desirable than the mean-variance measure (Joro and Na 2006).

We also utilized the concept of Value-at-Risk (Duffie and Pan 1997; Saita 2008). The VaR measurement answered the question of what the maximum loss the housing portfolio could experience the few next days with a probability of alpha (Boffelli and Urga 2016). Three different approaches can be used to estimate VaR: the parametric model, the historical simulation, and the Monte Carlo simulation. Here, we utilized the parametric model. We estimated the mean and standard deviation for the underlying housing price index and the AHP weighted housing price index using a generalized method of moments (GMM) method, and after that, a nonlinear combination of the parameter estimates to obtain point estimates of the Value-at-Risk together with the confidence interval. Two different distributions were used in the computation of the confidence interval: normal distribution and t-distribution. The estimating procedure is outlined in Boffelli and Urga (2016).

In a recent article, Bernard et al. (2017) assessed the model uncertainty of credit risk portfolios. Their conclusion was that “VaR assessments of credit portfolios/.../ remain subject to significant model uncertainty and are not robust”. Moreover, one of the drawbacks with VaR is that it does not give a measure of the severity of the loss (Boffelli and Urga 2016). Hence, we used the VaR measurement as one of many alternative measures of the benefit of diversification.

4. Empirical Analysis

4.1. Data

In co-operation with Valueguard AB, we empirically analyzed the data containing information on transactions of apartments in co-operative housings as well as apartment characteristics. Table 1 presents the descriptive statistics concerning the apartment characteristics. In the hedonic modeling, we used around 140,000 observations over a period of 12 years (from January 2005 to June 2017). We only used data from metropolitan Stockholm, Sweden, which can be considered as the housing market with several different segments.

The structure of the housing market in Stockholm can be divided into three distinct sections: the rental apartment market, the owner-occupied co-operative apartment market, and the owner-occupied single-family housing market. We only analyzed the owner-occupied co-operative apartment market. Around 400,000 dwellings in Stockholm can be found in multi-family houses, and around 45,000 in single-family houses. The most common dwelling in multi-family houses is co-operative apartments where around 55% of the apartments are co-operative apartments. The rest are rental apartments in both the private and public housing sector. A co-operative apartment is a type of housing tenure, known as bostadsrätt, where members own a share in the co-operative that entitles them to an apartment within the commonly owned stock. However, most co-operative housing societies have been organized as
such from the outset, at the time of building. While not strictly speaking owner-occupied, residents may occupy the apartment for as long as they see fit and they are free to sell. It is also possible to use the apartment as collateral when getting a mortgage. In other respects, however, such as renting it out second hand or making major alterations, actions are subject to the control of the co-operative. Usually, the co-operative is rather restrictive when it comes to subletting, which means that households only own one co-operative apartment. Speculation by owning more than one apartment and subletting them is not common at all. Residents also pay a monthly fee to the society for daily up-keep and long-term maintenance, and the size of the fee, in turn, influences the sale price of the apartments in this segment of the market (and, therefore, needs to be controlled for in any analysis).

Table 1. The descriptive statistics apartment data.

| Variable                | Unit     | Mean     | Standard Deviation |
|-------------------------|----------|----------|--------------------|
| Price                   | SEK      | 3,088,164| 1998.972           |
| Living area             | m²       | 60.96    | 25.44              |
| Rooms                   | Number   | 2.29     | 0.98               |
| Age                     | Year     | 62.95    | 36.07              |
| Floor level (apt)       | Number   | 2.74     | 2.03               |
| Floor level (property)  | Number   | 4.79     | 1.91               |
| Fee                     | SEK      | 3117.74  | 1266.04            |
| Top floor               | Binary   | 0.19     | 0.40               |
| Ground floor            | Binary   | 0.17     | 0.37               |
| Distance CBD            | Meter    | 4354.71  | 2907.49            |

The variable used in the hedonic model consisted of eight apartment/property characteristics. The measuring size with the square meters of the living area and number of rooms, the age of the property at the time of the transaction, the height of the property, and the floor level of the apartment as well as the fee to the co-operative for maintenance. We also included two binary variables indicating if the apartment was located on the first (ground) floor or on the top floor. We also used neighborhood characteristics in the form of the distance from the central business district (CBD) and the binary variables for each parish in the municipality of Stockholm.

The average price over the period was around 3 million SEK and variation around its mean was high, almost two million SEK. The average size of the apartment was 60 m² with a standard deviation of 25 square meters and the average number of rooms was equal to 2.3. The average apartment was located almost on the third floor in a property of five floors. Besides the living area, the fee was the most important characteristic explaining the apartment prices. The average fee was 3100 SEK with a standard deviation of almost 1300 SEK. Almost 20% of the apartments were located on the top floor and slightly less were located on the ground floor. The expected sign of the apartment/property attributes were positive, except for the ground floor and fee. Of the neighborhood characteristics, only the distance to the CBD was displayed here. The average apartment was located around four kilometers from the city center and the standard deviation was as high as three kilometers. The next step was to estimate the hedonic price equation that related the transaction price to the apartment/property characteristics and neighborhood characteristics.

4.2. Hedonic Modeling

The stochastic hedonic model we used relates the apartment price to several independent variables about the apartment and the house as well as location. Aside from the variables that we described in the data section, the model also included binary variables such as parish and time. The coefficients concerning time were of primary interest. Table 2 shows the results from the hedonic regression model. Here, we only present the model for Stockholm’s housing market. The first model was a default model where all transactions were included (OLS—ordinary least square), and the second model was a so-called outlier robust estimation.
Table 2. The hedonic regression model (OLS and outlier model).

|                      | OLS Model |          | OLS Model |          |
|----------------------|-----------|----------|-----------|----------|
|                      | Coefficient | t-Value | Coefficient | t-Value |
| Living area          | 0.8561     | 278.35   | 0.8418     | 327.79   |
| Rooms                | 0.0762     | 34.36    | 0.0730     | 37.08    |
| Age                  | −0.0117    | −18.92   | −0.0111    | −21.15   |
| Floor level (apt)    | 0.0477     | 38.90    | 0.0427     | 37.03    |
| Floor level (property)| −0.0209    | −10.95   | −0.0192    | −11.97   |
| Fee                  | −0.1918    | −77.33   | −0.1512    | −78.45   |
| Top floor            | 0.0187     | 12.12    | 0.0168     | 13.26    |
| Ground floor         | 0.0106     | 6.30     | 0.0048     | 3.29     |
| Distance CBD         | −0.2553    | −97.72   | −0.2282    | −115.26  |
| Constant             | 13.7090    | 133.02   | 13.2311    | 183.72   |
| R²                   | 0.8997     |          | 0.9193     |          |
| No. of observations  | 136,892    |          | 136,891    |          |
| VIF                  | 4.04       |          |            |          |
| Breusch-Pagan        | 2515.86    |          |            |          |

Note: Additionally included in the model are 30 binary variables concerning the parish and 154 binary variables concerning month. Coefficients are not shown in the table. The VIF (Variance Inflation Factor) value is the average VIF value concerning the binary variables for time.

The overall goodness-of-fit was as high as 90%. Even though we only included nine explanatory variables in the hedonic price equation, by all standards, the explanation power was high. We could not rule out omitted variable bias even if the probability was low. The Breusch-Pagan test showed that we had problems with heteroscedasticity. Therefore, the t-values were based on White robust variance estimates. The robust outlier model explained the overall variation in price a little more, 92% when compared to 89%. As the estimated parameters were very similar in the two models, we chose the simple OLS model of the hedonic models. The VIF value measures the extent of multicollinearity. This problem exists, but is only a problem for the neighborhood characteristics. The average VIF value for the monthly binary variables was around four, that is, lower than the threshold value of five (Berggren et al. 2017).

For individual coefficients concerning the apartment/property characteristics, both the economic interpretation and the statistical interpretation were in accordance with our expectations. All t-values were extremely high, which were natural when the number of observations was as high as it was. The size of the apartment increased the expected value of the apartment. If the space (m²) of the living area increased by 1%, the expected price increased by 0.86%. If the fee increased by 1%, the expected price decreased by 0.20%. If the distance from the CBD increased, the expected price will also decline. To summarize, all estimates of the apartment/property characteristics and neighborhood characteristics were of reasonable magnitude and expected sign. Hence, we were confident that our estimates concerning the monthly binary variables were robust and accurate.

Earlier studies showed that spatial dependency was often present in real estate data (see e.g., Wilhelmsson 2002). However, its effect on the price indices seemed to be limited (Song and Wilhelmsson 2010), whose conclusion was “Although there is a presence of spatial dependency in our hedonic models, this seems not to spill over to the price indexes”. We, therefore, did not estimate a spatial autoregressive or spatial lag hedonic model.

As discussed earlier, we analyzed the segmentation in three dimensions: (1) geographical; (2) apartment size; and (3) the age of the house. The geographical segmentation divided the market into inner-city and suburbs. Here, we defined inner-city with a distance of 5000 meters from the CBD. The apartment size segmentation divided the market into three submarkets: the market for one-room apartments, 2–3 room apartments, and the market for apartments with four rooms or more (here up to 10 rooms). The age of the house segmentation defined older houses as those older than 15 years after construction. Newer houses were built less than 15 years ago when the apartments were sold.
Figures 1–4 show the estimated price indices for the Stockholm markets and for the different segments of the market.

**Figure 1.** Stockholm housing market. Note: The apartment price index. The Stockholm housing market and segments of the market (the x-axis is the measuring price index and the y-axis is the measuring time).

**Figure 2.** Age segments. Note: The apartment price index. The Stockholm housing market and segments of the market (the x-axis is the measuring price index and the y-axis is the measuring time). The red line is equal newer apartment and the blue is equal older apartments.

**Figure 3.** Geography segments. Note: The apartment price index. The Stockholm housing market and segments of the market (the x-axis is the measuring price index and the y-axis is the measuring time). The red line is equal inner city and the blue is equal outer city.
January 2005. This means that the price for an apartment in 2017 was more than twice as expensive as it was in 2005. However, the volatility in the series differs.

The sale prices were generally lower than the average market according to the index comparison. Older apartments had a higher volatility in prices as expected, as prices grew higher, especially during the early period. This could be a consequence of the fact that apartment prices in central Stockholm are too expensive, so the demand has been pressed out to the suburbs. Nowadays moving out from central Stockholm. This could be a consequence of the fact that apartment prices in central Stockholm are too expensive, so the demand has been pressed out to the suburbs.

Over the analyzed time period, the one-room apartment price index was generally higher than the total index for the same time frame, which probably means that the demand for one-room apartments can be considered to be higher when compared to the other types. Compared with other room types of apartments in Stockholm, the price index fluctuated for apartments with four or more rooms, which were more volatile most of the time and also faced a dramatic drop starting from early 2015.

Both apartment price indexes in the inner-city and suburbs of Stockholm were in line with the total index roughly from the period of early 2007 to mid-2011. However, the price development in the suburbs showed a lower price development when compared with the overall apartment market before 2007 and higher transaction prices after 2011. This could demonstrate that people may have switched preferences from previously buying apartments near central Stockholm to a tendency of nowadays moving out from central Stockholm. This could be a consequence of the fact that apartment prices in the inner-city are too expensive, so the demand has been pressed out to the suburbs.

The index of apartments that were older than 15 years was highly correlated with the total index during this period, which showed a good stability of transaction in this segment. Newer apartments had a higher volatility in prices as expected, as prices grew higher, especially during the early period, the sale prices were generally lower than the average market according to the index comparison shown above.

To summarize, most of the housing market segments have had more or less the same rapid apartment price development over the studied period. In general, the housing market in Stockholm faced a rather unstable period during the global financial crisis from early 2008 and then started to gradually increase afterward in terms of the transaction price. The most recent number has pointed out that the price is higher than twice its price in 2005. However, the volatility in the series differs.
Some of the housing market segments exhibit more risk in the form of higher volatility and some other segments have had less risk. We will thoroughly analyze the price indices in the next section.

4.3. Beta Modeling

We estimated seven different beta models where we related the return on each segment of the housing market to the overall housing market. First, the descriptive statistics for each return series are presented in Table 3. The return series was derived from the apartment price indices by calculating the log return. The descriptive statistics for each return series were the following measures: average, standard deviation, kurtosis, skewness, and Dickey–Fuller test for non-stationarity together with the Durbin–Watson test for autocorrelation as well as an ARCH-LM test for heteroscedasticity in the return series.

|                                | Mean | Standard Deviation | Skewness | Kurtosis | ARCH-LM | Durbin-Watson | Dickey–Fuller |
|--------------------------------|------|--------------------|----------|----------|---------|--------------|---------------|
| Stockholm                      | 0.0049 | 0.0187             | 0.3399   | 6.81     | 0.04    | 1.78         | −10.89        |
| 1 room                         | 0.0050 | 0.0231             | 0.6629   | 5.11     | 0.28    | 1.99         | −12.08        |
| 2–3 rooms                      | 0.0049 | 0.0191             | 0.0755   | 5.41     | 0.03    | 1.81         | −11.70        |
| >3 rooms                       | 0.0047 | 0.0515             | −0.2718  | 6.72     | 0.00    | 2.67         | −17.42        |
| Inner-city                     | 0.0047 | 0.0146             | −0.3686  | 5.53     | 0.00    | 1.21         | −8.19         |
| Suburbs                        | 0.0053 | 0.0225             | 0.2254   | 4.15     | 0.00    | 2.19         | −13.28        |
| Newer                          | 0.0048 | 0.0411             | 0.0974   | 4.85     | 0.00    | 2.38         | −14.86        |
| Older                          | 0.0048 | 0.0182             | 0.0988   | 6.59     | 0.14    | 1.84         | −11.32        |

We concluded that the average monthly returns were almost of the same magnitude, however, the variation measured with the standard deviation showed that variation in volatility was high. The volatility was higher in the older apartments segment, in the suburbs, and in larger apartments. None of the series were normally distributed. A close to normal distribution could be found in the newer apartment segment and in the suburbs. The distribution concerning older apartments was highly skewed to the right. All series peaked more than what could be expected when compared to a normal distribution. ARCH-LM tests showed if there was any heteroscedasticity over time in the return series, that is, if the volatility changed over time. The hypothesis about heteroscedasticity was rejected in the overall housing market and in the newer and older apartment segments as well as in the segment for one-room apartments. The Durbin–Watson test tests the hypothesis about the presence of serial correlation (or temporal autocorrelation). A value around two indicates that there is no serial correlation. Almost all series showed the presence of serial correlation. The Dickey–Fuller test is a test of stationarity. All the statistics in the table indicated that all series were stationary.

The model was first estimated using OLS and then tested for serial correlation. In all models, the serial correlation was present. As a remedy to the problem, we utilized the Cochrane–Orcutt regression technique. All t-values were based on White’s heteroscedasticity robust estimates (White 1980). Table 4 presents the results from these estimations.

|                                | Beta  | t-Value | 95% Conf. Interval | R²   | Durbin-Watson |
|--------------------------------|-------|---------|--------------------|------|---------------|
| 1 room                         | 0.822 | 9.68    | 0.65               | 0.99 | 0.459         | 2.03          |
| 2–3 rooms                      | 0.983 | 32.41   | 0.92               | 1.04 | 0.939         | 2.20          |
| 4+ rooms                       | 1.328 | 6.34    | 0.91               | 1.74 | 0.329         | 2.10          |
| Inner-city                     | 0.639 | 11.09   | 0.52               | 0.75 | 0.618         | 2.03          |
| Suburbs                        | 1.006 | 20.41   | 0.91               | 1.10 | 0.798         | 2.25          |
| Newer                          | 1.337 | 7.75    | 1.00               | 1.68 | 0.457         | 2.06          |
| Older                          | 0.935 | 39.71   | 0.89               | 0.98 | 0.953         | 2.20          |

The overall goodness-of-fit showed a substantial variation among the eight different segments of the housing market. The variation in R² ranged from 0.33 to 0.95. In the beta-model, the R-squared
measures how closely each change in the price of a housing segment correlated to a benchmark, that is, the overall housing market. A low R-square value may indicate that the estimated beta values are less reliable. There is a risk of potential omitted variable bias in our estimates. One way to remedy this problem would be to also include social-economic variables in the model. However, this was not done in the present research. The measurements indicated that the market risk was very high in the new apartment, apartments in the inner-city, and one-room apartment segments. All these sub-markets followed the general trends in the overall market. However, segment specific risk was especially identified in the segments of the suburbs and 2–3 room apartments. All models exhibited serial correlation; therefore, the Cochrane–Orcutt approach was applied. After the transformation, all temporal autocorrelation was reduced to acceptable levels.

The beta model related the log returns for each segment against the return of the overall market. The average integral risk in the housing market of Stockholm was set to one, so any other beta in different types of housing segment could be compared with one. If it was more than 1, it meant that the price in this type of housing segment was more volatile than the overall market, thus bigger risks existed.

The beta also contained economical and quantified implications. For example, in the room size segment, the beta for one room, 2–3 rooms, and four or more rooms were 0.822, 0.983, and 1.328, respectively. It indicated that if the transaction price of the total market went up by 1%, the prices in these three kinds of apartments would be 0.822%, 0.983%, and 1.328%, respectively. This is a very important benchmark for later analysis in AHP methods for the suggestion of a risk-reduced portfolio proposal. The beta results regarding the correlation between the total market and apartment size segment had a relatively good accuracy. All estimates were statistically significantly different from zero. However, a more relevant hypothesis was to test whether the beta values were significantly different from one. Here, we noticed that the estimate concerning four rooms or more was not statistically different from one.

The beta coefficients concerning the geographical segmentation suggested that both markets had less risk than the overall market. However, only the estimate concerning the inner-city was statistically different from one. That is, the inner-city segment exhibited a lower risk than the overall housing market and the suburbs exhibited the same risk as the overall market. Concerning the age segmentation, we can conclude that none of the two estimates were statistically significantly different from one, indicating that both age groups exhibited the same risk.

4.4. Analytic Hierarchy Process Modeling

The first step in analytic hierarchy process modeling is to construct a hierarchy structure. Since three impact factors (geography, apartment size, and age) were chosen, the hierarchy was constructed based on this. Figure 5 depicts the structure of AHP for the different housing market segments.

Each impact factor was different. For example, D1 represents apartments that were older than 15 years, located in the inner-city, and had one room; D5 represents apartments that were older, located in the inner-city but had two or three rooms. So, D1 and D5 were actually different factors. Since there were 21 different impact factors, there were 21 different indexes created for AHP. For example, the index of B1 was the index for apartments that had one room while the index of D1 was the index for apartments that had one room, that were located in the inner-city, and that were older than 15 years. The order from higher level to lower level could be changed, which means, for example, that the B level could present a distance factor or age factor, and the D level could also present the room size factor. This order of the structure is just an example for constructing a risk-reduced portfolio in housing apartments.

Since there were 21 different indexes constructed for the AHP when applying the same beta model, 21 different betas could also be carried out. Together with different hierarchies in the model, the beta matrices were created, which were used for the judgment matrices.
The first step was to determine the risks of the different housing segments in a different hierarchy if the market price increased by 1%. As the beta matrix shows the risk connection between the upper level and lower level in the AHP model, it was easy to estimate how many percentages of the price in each housing segment in a different hierarchy would increase if the market price increased by 1%. Table 5 presents the results of how much the price would appreciate each housing market segment if the overall housing price increased by 1%.

Table 5. How much each segment would increase if the overall market price increased by 1.

| Segment | Percent | Segment | Percent |
|---------|---------|---------|---------|
| D1      | 0.81    | C1      | 0.62    |
| D2      | 0.62    | C2      | 0.88    |
| D3      | 0.99    | C3      | 0.57    |
| D4      | 0.82    | C4      | 1.10    |
| D5      | 0.34    | C5      | 0.53    |
| D6      | 0.57    | C6      | 1.15    |
| D7      | 0.72    |         |         |
| D8      | 1.05    |         |         |
| D9      | 0.19    |         |         |
| D10     | 0.55    | B1      | 0.82    |
| D11     | 0.88    | B2      | 0.98    |
| D12     | 1.08    | B3      | 1.33    |

According to the AHP model structure, if the market price increased by 1%, B1 would increase by 0.82%, which equaled its beta; and if B1 increased by 1%, C1 would increase by 0.75%, which equaled its beta. Hence, this means that if the market price increased by 1%, C1 would increase by 0.82 × 0.75 = 0.62%, which was the same number as shown above for C1. Following this principle, the direct risks at different levels to the market price could be carried out as in the table above.

In the next step, we calculated the risk-reduced portfolio weight according to AHP. As the weight sets in each hierarchy and betas from each lower level to higher level are given, the risk-reduced portfolio was created following the suggested weight sets from each factor level. The advantage of this portfolio is that the overall risks can be equally distributed from a higher level down to a lower level, which in turn, lessens the risks of the portfolio. A risk-reduced portfolio allows the market risk to be equally distributed into the lower level and makes the total portfolio less risky.

To obtain the risk-reduced portfolio weight in AHP, we needed to calculate the judgment matrices and weight set in the B, C, and D levels. Since the beta values in each hierarchy are already known, which presents the relationship between every lower impact factor to the upper impact factors, it is easy to reconstruct the relationship between every two factors in the same level. For example, in the
beta values of A–B, if the A level increases by 1%, B1, B2, and B3 would increase to 0.82%, 0.98%, and 1.33%, respectively. This also showed a relationship between B1, B2, and B3 themselves when compared with each other. If “less risky” is taken as a higher score, the judgment matrices can be created by having each beta of an impact factor divide one another on the same level.

The judgment matrix in the B level:

\[
\begin{bmatrix}
A & B1 & B2 & B3 \\
B1 & 1 & 1.20^* & 1.62^* \\
B2 & 0.84 & 1 & 1.35 \\
B3 & 0.62 & 0.74 & 1
\end{bmatrix}
\]

Note: *: 1.20 = 0.98 (beta of B2)/0.82 (beta of B1), this means, in a way, that the B1 factor is 1.2 times more important than the B2 factor based on the principle that the less risky factor (smaller beta) scores are higher than those with the bigger risk. **: Following the same principle, 1.62 = 1.33/0.82; this way covers every number in the matrix and so on.

The judgment matrix in the C level:

\[
\begin{bmatrix}
B1 & C1 & C2 \\
C1 & 1 & 1.422 \\
C2 & 0.703 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
B2 & C3 & C4 \\
C3 & 1 & 1.933 \\
C4 & 0.517 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
B3 & C5 & C6 \\
C5 & 1 & 2.170 \\
C6 & 0.461 & 1
\end{bmatrix}
\]

The judgment matrix in the D level:

\[
\begin{bmatrix}
C1 & D1 & D2 \\
D1 & 1 & 0.768 \\
D2 & 1.303 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
C2 & D3 & D4 \\
D3 & 1 & 0.834 \\
D4 & 1.198 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
C3 & D5 & D6 \\
D5 & 1 & 1.702 \\
D6 & 0.587 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
C4 & D7 & D8 \\
D7 & 1 & 1.460 \\
D8 & 0.685 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
C5 & D9 & D10 \\
D9 & 1 & 2.916 \\
D10 & 0.343 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
C6 & D11 & D12 \\
D11 & 1 & 1.226 \\
D12 & 0.815 & 1
\end{bmatrix}
\]

After the judgment matrices, the weight sets stand for how many percentages of the investment are suggested for the allocation between the sub-markets in, for example, the mortgage portfolio, to reduce the overall investing risks. Weight sets can be calculated in the AHP principle and are shown in Table 6.

**Table 6.** The illustration of the weight set calculation for the B level.

| B Level | B1 (1) | B2 (2) | B3 (3) | Weight Sets (4) | Weight Sets Adjusted (5) |
|---------|--------|--------|--------|-----------------|------------------------|
| B1      | 1      | 1.20   | 1.62   | 1.245           | 0.407                  |
| B2      | 0.84   | 1      | 1.35   | 1.041           | 0.3406                 |
| B3      | 0.62   | 0.74   | 1      | 0.771           | 0.2521                 |

Note: (4) = √(1 × (2) × (3)). (5) = (4)/sum(4) (Standardize weight sets).

Since the consistency test is necessary only when the number of factors in the same level is more than two, this means that only the judgment matrix in the B level needs examining. The result is as follows:

\[
AW = \begin{bmatrix}
1 & 1.20 & 1.62 \\
0.84 & 1 & 1.35 \\
0.62 & 0.74 & 1
\end{bmatrix}
\begin{bmatrix}
0.407 \\
0.341 \\
0.252
\end{bmatrix} = \begin{bmatrix}
1.222 \\
1.022 \\
0.756
\end{bmatrix}
\]

\[
\begin{align*}
\lambda_{\text{max}} &= 3 \\
\text{CI} &= 0 \\
\text{RI} &= 0.571 \\
\text{CR} &= 0 < 0.1
\end{align*}
\]
Since the CR is smaller than 0.1, this result passes the consistency test so the weight sets can be used for a risk-controlled portfolio.

Following the same principle, it is easy to calculate the weight sets for the C and D levels as shown in Tables 7 and 8:

Table 7. The weight set calculation for the C level.

|    | B1  | B2  | B3  | Weight Set | Description |
|----|-----|-----|-----|------------|-------------|
| C1 | 0.4073 (1) | 0.3441 (3) | 0.2521 (5) | 0.2931 (7) | (7) = (1) × (2) + (3) × (4) + (5) × (6) |
| C2 | 0.4129 | 0 | 0 | 0.1682 | Same principle as (7) |
| C3 | 0 | 0.6590 | 0 | 0.2245 | Same principle as (7) |
| C4 | 0 | 0.3410 | 0 | 0.1161 | Same principle as (7) |
| C5 | 0 | 0 | 0.6846 | 0.1726 | Same principle as (7) |
| C6 | 0 | 0 | 0.3154 | 0.0795 | Same principle as (7) |

Table 8. The weight set calculation for the D level.

|    | C1  | C2  | C3  | C4  | C5  | C6  | Weight Set |
|----|-----|-----|-----|-----|-----|-----|------------|
| D1 | 0.2391 | 0.1682 | 0.2245 | 0.1161 | 0.1726 | 0.0795 |
| D2 | 0.4343 | 0 | 0 | 0 | 0 | 0.1038 |
| D3 | 0.5657 | 0 | 0 | 0 | 0 | 0.1353 |
| D4 | 0 | 0.4549 | 0 | 0 | 0 | 0.0765 |
| D5 | 0 | 0.5451 | 0 | 0 | 0 | 0.0917 |
| D6 | 0 | 0 | 0.6300 | 0 | 0 | 0.1414 |
| D7 | 0 | 0 | 0 | 0.3700 | 0 | 0.0830 |
| D8 | 0 | 0 | 0 | 0.5934 | 0 | 0.0689 |
| D9 | 0 | 0 | 0 | 0.4066 | 0 | 0.0472 |
| D10 | 0 | 0 | 0 | 0.7446 | 0 | 0.1285 |
| D11 | 0 | 0 | 0 | 0.2554 | 0 | 0.0441 |
| D12 | 0 | 0 | 0 | 0 | 0.5508 | 0.0438 |

Table 9 presents all of the optimal weights and risk weights. The overall market risk was equal to one. The interpretation of the weight set was, for example in the B level, the suggested portfolio that would be invested, containing 41% of one-room apartments, 34% of two or three room apartments, and 25% of four or more room apartments in Stockholm, Sweden.

Table 9. The optimal weight sets for the B, C, and D levels.

| Risks in B Level | Weights % | B Level Portfolio Risk |
|------------------|-----------|------------------------|
| B1 | 0.822 | 40.73 | 0.3348 |
| B2 | 0.983 | 34.06 | 0.3348 |
| B3 | 1.328 | 25.22 | 0.3348 |
| Total Risk: | 1.004 |

| Risks in C Level | Weights % | C Level Portfolio Risk |
|------------------|-----------|------------------------|
| C1 | 0.6199 | 23.91 | 0.1482 |
| C2 | 0.8813 | 16.82 | 0.1482 |
| C3 | 0.5667 | 22.45 | 0.1272 |
| C4 | 1.0954 | 11.61 | 0.1272 |
| C5 | 0.5311 | 17.26 | 0.0916 |
| C6 | 1.1527 | 7.95 | 0.0916 |
| Total Risk: | 0.7342 |
Table 9. Cont.

| D Level | Risks in D Level | Weights % | D Level Portfolio Risks |
|---------|-----------------|-----------|------------------------|
| D1      | 0.8059          | 10.38     | 0.0836                 |
| D2      | 0.6187          | 13.53     | 0.0836                 |
| D3      | 0.9869          | 7.65      | 0.0755                 |
| D4      | 0.8235          | 9.17      | 0.0755                 |
| D5      | 0.3372          | 14.14     | 0.0477                 |
| D6      | 0.5743          | 8.30      | 0.0477                 |
| D7      | 0.7172          | 6.89      | 0.0494                 |
| D8      | 1.0468          | 4.72      | 0.0494                 |
| D9      | 0.1889          | 12.85     | 0.0243                 |
| D10     | 0.5507          | 4.41      | 0.0243                 |
| D11     | 0.8814          | 4.38      | 0.0386                 |
| D12     | 1.810           | 3.57      | 0.0386                 |
| **Total Risk:** |              |           | **0.6384**            |

To summarize, this means that this is the best percentage of each segment factor in the portfolio that takes equal risk distribution into the next level. The total risk of the portfolio would be around 1.00, 0.73, and 0.64 for the B, C, and D levels, respectively, when compared with the market. Hence, level D minimizes the portfolio risk. It is not enough to diversify by only apartment size and space, the age of the property is also needed in the diversification.

4.5. Evaluation

The evaluation was carried out by comparing the Stockholm house price index with an index using optimal weight. In order to evaluate the proposed method, we used measures such as the average, standard deviation, kurtosis, and skewness on the monthly return series. The value-at-risk (VaR) was also utilized as an alternative measure of diversification benefit. Table 10 presents the descriptive statistics.

Table 10. The evaluation of the results.

|                | Stockholm | Opt-MPT | Opt-D  | Opt-C  |
|----------------|-----------|---------|--------|--------|
| Return         | 0.00486   | 0.00499 | 0.00509| 0.00499|
| Standard deviation | 0.01864   | 0.01619 | 0.02400| 0.01642|
| Skewness       | 0.2589    | −0.0798 | 0.0583 | −0.2419|
| Kurtosis       | 6.4182    | 5.7998  | 5.1957 | 5.6726 |
| ARCH-LM        | 0.0178    | 0.0012  | 0.0004 | 0.0363 |
| Durbin-Watson  | 1.7874    | 1.5681  | 2.1649 | 1.6766 |
| Dickey–Fuller  | −10.921   | −9.728  | −13.245| −10.259|
| VaR            | −0.0258   | −0.0216 | −0.0344| −0.0220|

The results showed that with the optimal weight, the average return was higher, that is, the appreciation of the houses in the lenders’ portfolio increased more over time at the same time that the risk/volatility was lower (lower standard deviation). It is also interesting to note that the skewness of the return series was very different. The optimal weight (AHP-D) return series was skewed to the right, that is, the right tail of the distribution was long relative to the left tail. Both the AHD-C and MPT series were skewed to the left. The VaR at one month for a position on the Stockholm index was −2.6% at the 95% confidence level when compared to AHP-D at −3.4%. However, the difference was not statistically different at a 95% significance level.

5. Conclusions

Apartment size is usually seen as a very important impact factor in apartment sales, therefore, analyzing the data from 2005 to early 2017 in this paper showed a relatively accurate volatility of each
size segment in terms of the transaction price. By setting up hedonic and beta modeling, the apartment pricing indexes and the relationship of each segment towards the overall market could be constructed. From the data analysis, a conclusion could be drawn that apartments that had four or more rooms in Stockholm had the most volatility when compared with other size type apartments, which also means that the investments put in this segment contained a higher risk.

Stockholm, Sweden, is often regarded as a city with a shortage of accommodation nowadays in the city center, which the data analysis also indicated. From both the results of the hedonic and beta modeling, it was shown that, interestingly, households had a tendency to purchase apartments in the city center from 2005 to 2007 that shifted to the urban area after 2011. Meanwhile, the two location segments were highly in line with the total market. This implies that nowadays, accommodation in the Stockholm city center is becoming more and more limited, so it has pushed people to think about buying the apartments further from city center, which probably means that today, apartments further away from the city center have more investment value than ones closer to the center.

Without any doubt, the results have shown that the newer apartments (less than 15 years) have a higher pricing volatility than older apartments, which means that they contain more investment risk than the other. However, this phenomenon has cooled down a bit in recent years since apartments in those two age segments are more and more in line with the total market for the last few years in Stockholm.

After examining the correlation between different housing segments and the overall market, it is interesting, going further, to determine what a reduced-risk apartment investment portfolio should be, and how much of each housing segment should be contained in this portfolio. By applying beta modeling and AHP methods from systems engineering, the weight set of each segment can be carried out, which represents how much investment funding from each segment should be put into the portfolio to reduce the risks as much as possible.

In this paper, the housing segments of apartment size, age, and location, in general, are chosen and three hierarchies were created. The calculation results showed that for a given investment portfolio for apartments, it is wise to put the most funds into apartments that have one room, are older, and are located in the inner-city, followed by apartments that have one room, are older, but further from the city center. This portfolio arrangement can reduce the bundled total risk to a level that is lower than the market risk by allowing the risks to be equally distributed into the next hierarchy level.

What are the policy implications for the lender? Typically, the lender analysis will be of both the borrower and the object, the apartment. The focus has been on the borrower. The lender looks at the loan-to-value ratio, income in relation to debt service, and of course, the credit history of the borrower. The main objective has been to reduce the default probability. A lender to a real estate developer typically focuses more on the object, for example, the net operating income, vacancy rates, and break-even levels, than the borrower. What we proposed in this paper was that the mortgage lender could also benefit by more carefully analyzing the object and specifically the housing market segment more carefully. By controlling borrower characteristics, the risk for the lender can be reduced by utilizing a strategy considering the distribution of mortgages in different housing market segments. Even within a metropolitan housing market, as we investigated in this paper, diversifying does entail potential benefits (higher return and less risk). The benefits are probably even higher if inter-regional diversification is considered.
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