Accelerometer-based human activity recognition using 1D convolutional neural network
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Abstract. Human activity recognition (HAR) is an important research field with a variety of applications in healthcare monitoring, fitness tracking and in user-adaptive systems in smart environments. The performance of the activity recognition system is highly dependent on the features extracted from the sensor data which makes the selection of appropriate features a very important part of HAR. A 1D CNN model trained on accelerometer data is suggested in the paper for automatic feature extraction in a HAR system. A semi-automatic approach is used that effectively and efficiently determines the number of convolutional layers in the network, the number of kernels and the size of the kernels. The experimental results show that the suggested model outperforms several existing recognition approaches that use the same data set.

1. Introduction

Human activity recognition (HAR) is a popular field for research. HAR systems usually consist of a set of sensors, the information from which is processed by machine learning algorithms that classify individual activities, such as walking, eating, running, etc. Popular traditional algorithms used to recognize activities are: Support Vector Machine (SVM), Hidden Markov Model, K-Nearest Neighbor (KNN), Decision Tree, Naïve Bayes classifier and Conditional Random Fields [1], [2].

The data used in activity recognition systems can be collected by different types of sensors [3]. One of them is video cameras. They usually provide high accuracy, but their performance depends on lighting, visual angle and other factors [4]. This type of sensors are not popular for use in smart homes because they are intrusive – there’s an invasion of the privacy of the occupants. A less intrusive type of sensors are those that are worn on the body (such as accelerometers, magnetometers, etc.). These sensors are particularly suitable for collecting information on specific movements, but they lack contextual information (environmental information), which can lead to difficulties in recognizing actions that are very similar [3]. Other disadvantages are that they can be uncomfortable to carry, that they have a short battery life, and that the occupants may forget to put them on. The third type of sensors are built into the environment and are sensors for movement, pressure, temperature, humidity, etc. They usually offer more limited information and a larger number of sensors are needed to recognize activities, but their advantages are that they are unobtrusive – they do not intrude on people's privacy and do not need to be worn. These sensors can provide contextual information, through the interaction of the occupant with the objects in the home, to help distinguish between similar activities [3].

Activity recognition has a number of applications in smart homes. One of them is related to the more efficient use of resources in the smart home (such as electricity, heating, lighting), by learning the behavior of the inhabitants. Another application is in helping the elderly to live independently in the comfort of their own home. Such systems can detect deviations from normal behavior in everyday life.
in a timely manner and inform the relevant persons. This is a particularly important problem, as the proportion of older people is expected to increase significantly over the next few decades [5], which could put a strain on the healthcare system.

In traditional methods, the raw signal from the sensors is processed before it is used for classification. This is usually done by segmenting it with a sliding window, after which certain features are derived from each segment, most often they are statistical features such as mean, variation, entropy and correlation coefficients [6]. Not all features are equally good for recognizing certain activities [6], i.e. some features are more appropriate in recognizing certain activities than others. For this reason, some authors use methods to find the most appropriate set of features for the activities that are to be classified [1], [7].

Recently the interest in deep neural networks has been growing. Deep neural networks are neural networks with more than one hidden layer. Unlike ordinary neural networks, deep neural networks can produce significantly more complex transformations of the input data, i.e. such networks can recognize more complex patterns in the data. A major disadvantage of deep neural networks compared to conventional ones is that training takes significantly longer [8].

One very popular deep network is the Convolutional Neural Network (CNN). The classical methods rely on hand-crafted features. The problem is that this process is time consuming and that it’s not always possible to select appropriate features. CNNs allow automatic extraction of relevant features by convolving the input signal with a set of filters. The result of which passes through a pooling layer, which reduces the size of the data and introduces a translational invariance. CNNs can consist of several consecutive convolutional and pooling layers, which leads to a hierarchical extraction of features – with each layer the data is presented in a more abstract way. Typically, after these layers, the convolution networks contain a fully connected multilayer perceptron, which performs the classification according to the extracted features. The ability of CNNs to take advantage of local dependencies in the data, as well as their translational invariance, makes them particularly suitable for recognizing activities [9]. One disadvantage of convolutional networks is that they require a large data set of labeled data [8].

This paper presents a 1D CNN for human activity recognition using accelerometric data. The rest of this paper is organized as follows: Section 2 presents related work. The proposed method and the data set used for the evaluation are described in Section 3. The experimental results are presented in Section 4 and the conclusion – in Section 5.

2. Related work
CNNs have been used to classify human activities using accelerometric data. In [6] the authors use a convolutional neural network with partial weight sharing to recognize activities from three public data sets. The system shows better results than other popular feature extraction methods. A convolutional neural network to recognize activities from multichannel time series data from body-worn inertial sensors is presented in [10]. The system is compared with SVM, KNN, means and variance with KNN and Deep Belief Network (DBN), showing better results. The authors also conclude that the CNN's performance is fast enough for online recognition. In [4] a convolutional neural network consisting of 3 convolutional layers and 3 pooling layers is suggested for activities recognition. To test the system the authors collect accelerometric data from 100 people performing 8 activities, such as falling, running, walking. The suggested CNN has an average accuracy of 93.8% and shows better results than a SVM classifier and an 8-layer DBN. In [11] the authors use a CNN to identify 20 activities related to the making of a cup of tea. The data used are collected from four people wearing an accelerometer on their wrist. The system is reported to show better results than methods based on k-means clustering, linear discriminant analysis and SVM. A convolutional networks for classification of multichannel time series is presented in [12]. The activities that are recognized are standing, walking, ascending stairs and descending stairs. Each activity is a three-channel time series. Features are extracted for each channel separately using the convolutional neural network. Then the extracted features from all channels are combined and fed into a multilayer perceptron for classification. The results show that the system performs better than other state-of-the-art methods. A convolutional network is described in [13] for extraction of features that are used by a SVM to recognize activities such as walking, ascending stairs, descending stairs, etc. To validate the system, the authors utilize inertial sensor data. The 1D signal from
the sensor is transformed into a 2D spectrogram and fed to the network. The authors use a pre-trained AlexNet convolutional network without additional training and the system is reported to show good recognition results.

3. Methods and materials
The CNN used for HAR in this paper consists of four 1D convolutional layers, each of which applies 16 kernels with size 2, and ReLu is used for the activation function. Each of these convolutional layers was followed by a max-pooling layer with pooling size 2. After the convolutional and max-pooling layers, a fully connected layer of 100 neurons with ReLu activation function was applied. To avoid overfitting, dropout regularization with $p = 0.5$ was applied to this layer. The last layer is the softmax layer. The hyperparameters were determined experimentally using 10-fold cross validation and the following procedure. The possible values that each of the hyperparameters can have are determined in advance. First, the number of layers that shows the best average $F_1$ score is selected, then for this number of layers the optimal number of kernels is selected (each layer will have the same number of kernels), and finally for the corresponding number of layers and number of kernels, the optimal kernel size is selected.

The neural network was implemented using the Keras neural network modeling library. The network parameters were optimized, by minimizing the cross-entropy loss function, using the Adam algorithm, with a maximum number of training epochs of 100. Training and classification were performed using NVIDIA GeForce RTX 2060.

The publicly available WISDM Actitracker data set [14] was used for the experimental evaluation of the suggested model. The set contains data collected from 36 people under controlled conditions. The data are recorded by a triaxial accelerometer with a sampling frequency of 20 Hz, and are labeled for 6 activities – walking, jogging, ascending stairs, descending stairs, sitting and standing. The sensor data was segmented using a 10s sliding window with 50% overlap and the accelerometer’s values were normalized using z-score normalization. 10-fold cross validation was used in the evaluation of the suggested 1D CNN model. The performance was evaluated using the following metrics: precision, recall, specificity, $F_1$ score and accuracy.

$$\text{precision} = \frac{TP}{TP + FP}$$

$$\text{recall} = \frac{TP}{TP + FN}$$

$$\text{specificity} = \frac{TN}{TN + FP}$$

$$F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

$$\text{accuracy} = \frac{TP + TN}{TP + FP + FN + TN}$$

where TP are the true positives, FP are the false positives, TN are the true negatives, and FN are the false negatives.

As the data set is imbalanced (about 70% of the data belong to two classes – walking and running), accuracy is not an appropriate performance measure, but is included in the calculations in order to allow a comparison with other results from the literature. As suggested by [15], in order to avoid biased measurements in an imbalanced data set, the metrics were calculated from the total TP, FP, TN, FN of all 10 cross-validation runs.
4. Results
Table 1 shows the results of the 10-fold cross-validation. It can be seen that Walking, Jogging, Sitting and Standing are very well recognized with precision, recall, specificity and F1 score with values close to 1. On the other hand, the model doesn’t recognize Downstairs and Upstairs that well with F1 scores below 0.9. The mean F1 score is 0.9514 ± 0.0456.

Table 1: Results of the 10-fold cross-validation.

| Activity   | Precision | Recall  | Specificity | F1 score | Accuracy (%) |
|------------|-----------|---------|-------------|----------|--------------|
| Downstairs | 0.8970    | 0.8818  | 0.9898      | 0.8893   | 97.99        |
| Jogging    | 0.9877    | 0.9863  | 0.9944      | 0.9870   | 99.19        |
| Sitting    | 0.9882    | 0.9718  | 0.9993      | 0.9799   | 99.78        |
| Standing   | 0.9754    | 0.9855  | 0.9989      | 0.9804   | 99.83        |
| Upstairs   | 0.8755    | 0.8941  | 0.9840      | 0.8847   | 97.40        |
| Walking    | 0.9870    | 0.9873  | 0.9918      | 0.9872   | 99.01        |
| average    | 0.9518    | 0.9511  | 0.9930      | 0.9514   | 98.86        |
| std        | 0.0470    | 0.0451  | 0.0053      | 0.0456   | 0.90         |

Figure 1 shows the total confusion matrix of all 10 runs of the 10-fold cross-validation. Downstairs and Upstairs are the worst classified activities, and often one activity is misclassified as the other, which is most likely due to the fact that the two activities are quite similar. For the other activities, the misclassifications are significantly fewer.

Next, the effects of varying the hyperparameters on the performance of the system are evaluated.
Figure 2. Influence of the number of convolutional layers on the $F_1$ score.

Figure 2 shows that decreasing the number of convolutional layers leads to a deterioration in the performance of the system, with 1 convolution layer having a significantly lower average $F_1$ score.

Figure 3. Influence of the number of kernels on the $F_1$ score.

Increasing the number of kernels (Figure 3) leads to an improvement in performance, being most noticeable between 16 and 24, and almost insignificant between 32 and 64.
Figure 4. Influence of the kernel size on the F1 score.

It can be seen from Figure 4 that increasing the kernel size from 2 to 5 leads to an improvement in performance, but increasing the size above 5 does not lead to further improvement.

Table 2 shows a comparison of the proposed model with results of other deep models described in the literature that use the same data set. It can be seen that the proposed model shows better accuracy than the other models using this data set.

Table 2. Comparison of the proposed model against other HAR approaches.

| Neural Network Model                                    | Reference                  | Recognition accuracy (%) |
|----------------------------------------------------------|----------------------------|--------------------------|
| Deep Belief Network (DBN)                               | Alsheikh et.al. [16]       | 98.23                    |
| CNN with partial weight sharing                         | Zeng et. al. [6]           | 96.88                    |
| CNN with sums of temporal convolutions                  | Ravi et. al. [17]          | 98.20                    |
| 1D CNN                                                   | The suggested model         | 98.86                    |

5. Conclusion
A human activity recognition model based on 1D CNN and accelerometric data is suggested and experimentally evaluated. A semi-automatic approach is used that effectively and efficiently determines the number of convolutional layers in the network, the number of kernels and the size of the kernels. The experimental results show that the suggested model achieves higher recognition accuracy than existing approaches using the same data set. Future work will be aimed at utilization of the suggested HAR system for various smart home applications.
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