Comparison of Matsubara dynamics with exact quantum dynamics for an oscillator coupled to a dissipative bath
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Matsubara dynamics is the classical dynamics which results when imaginary-time path-integrals are smoothed; it conserves the quantum Boltzmann distribution and appears in drastically approximated form in path-integral dynamics methods such as (thermostatted) ring-polymer molecular dynamics (T)RPMD and centroid molecular dynamics (CMD). However, it has never been compared directly with exact quantum dynamics for non-linear operators, because the difficulty of treating the phase has limited the number of Matsubara modes to fewer than 10. Here, we treat up to ~200 Matsubara modes in simulations of a Morse oscillator coupled to a dissipative bath of harmonic oscillators. This is done by expressing the Matsubara equations of motion in the form of a generalised Langevin equation, approximating the noise to be real, and analytically continuing the momenta to convert the Matsubara phase into ring-polymer springs. The resulting equations of motion are stable up to a maximum value of modes which increases with bath coupling strength and decreases with system anharmonicity. The dynamics of the tail of highly oscillatory Matsubara modes is found to be harmonic, and can thus be computed efficiently. For a moderately anharmonic oscillator with a strong but subcritical coupling to the bath, the Matsubara simulations yield non-linear \( \langle \hat{q}^2 \hat{q}^2(t) \rangle \) time-correlation functions in almost perfect agreement with the exact quantum results. Reasonable agreement is also obtained for weaker coupling strengths, where errors arise because of the real-noise approximation. These results give strong evidence that Matsubara dynamics correctly explains how classical dynamics arises in quantum systems which are in thermal equilibrium.

I. INTRODUCTION

Matsubara dynamics was introduced in ref. [1] as a hypothesis to explain how classical dynamics can coexist with quantum Boltzmann statistics. The results of ‘classical dynamics–quantum statistics’ simulation methods [2–21] suggest that Born–Oppenheimer nuclear dynamics in the condensed phase often lives in such a regime. For example, zero-point energy shifts in the infrared spectrum of liquid water are mainly corrected by including quantum (Boltzmann) effects into the statistics [17,19,22] and rate coefficients are dominated by the quantum Boltzmann distribution at the barrier top [23,24,25,26,27,28,29,30,31,32,33,34,35,36].

Standard theory, in the guise of the classical Wigner or LSC-IVR method [24,27] can only account for the classical dynamics–quantum statistics regime in the short-time limit, since it follows the classical dynamics of localised particles, which do not conserve the quantum Boltzmann distribution. Matsubara dynamics, by contrast, follows the classical dynamics of smooth imaginary-time path integrals (in their own extended phase-space). Surprisingly, it is the smoothness alone that makes the dynamics classical, and also makes it conserve the quantum Boltzmann distribution [1].

Matsubara dynamics cannot be used as a method (because of a serious phase problem), but it has proved useful at understanding the strengths and weaknesses of the heuristic path-integral methods [thermostatted] ring-polymer molecular dynamics (T)RPMD [3,13] and centroid molecular dynamics (CMD) [3,13] which were shown to be (respectively) short-time and mean-field approximations to Matsubara dynamics [23]. This finding led to the quasi-centroid molecular dynamics (QCMD) method of Trenins et al. [19,20] for simulating infrared spectra (which in turn has led more recently to the fast QCMD (f-QCMD) [31] and T-PIGS method [31]. Perturbative applications of Matsubara dynamics have also explained why classical molecular dynamics (MD), CMD and RPMD underestimate the intensities of overtone and combination bands by typically an order of magnitude [32–34].

Given these and other potential uses of Matsubara dynamics, it would be good if one could at least simulate it numerically for some model benchmark systems, in order to confirm that it does correctly describe the classical dynamics–quantum statistics regime. This was done by Trenins et al. for the ‘Champagne Bottle’ model [37] where spurious red shifts [38,39] in the CMD spectrum were shown to arise from neglect of the Matsubara modes describing dynamical fluctuations of the imaginary time-path Feynman paths around its centroid; when these modes were included, the red shifts vanished, bringing the spectrum into good agreement with the exact quantum result. However, in these simulations, the (dipole moment) operators were linear, and an artificial window function was used to damp the time.

Non-linear operators are much more difficult to treat because they depend explicitly on the dynamics of the non-centroid modes. From static Matsubara calculations, it is known that the number of explicit modes converges very slowly, and that this is caused by the smoothness of the paths: non-smooth paths (i.e. the usual ‘ring-polymers’ used in standard path-integral methods) converge much more rapidly [23,24,25], such that, say, 100 ring-polymer ‘beads’ would give the same numerical convergence as 10000 Matsubara modes. The highly oscillatory modes have small amplitudes and thus can
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be expected to behave harmonically, allowing the use of a ‘tail’ correction (as has been done in static calculations\textsuperscript{[38,39]}). However, this would still leave many Matsubara modes needing to be treated numerically, each of them contributing to the extremely oscillatory Matsubara phase.

One possible way to remove the phase was suggested in ref.\textsuperscript{[28]}. This is to analytically continue the Matsubara momenta, which converts the phase into the smoothed equivalent of the familiar ‘ring-polymer’ distribution that is sampled in standard path-integral methods. Unfortunately, this transformation pushes the dynamics into the complex plane, meaning that trajectories become unstable after very short times. Thus no analytically continued Matsubara calculations have been attempted to date.

In this article, we show that analytically continued Matsubara dynamics is stable when the system is coupled sufficiently strongly to a bath of harmonic oscillators. The bath modes can be analytically continued without introducing instability, giving rise to a generalised Langevin equation (GLE), in which each Matsubara mode of the system is coupled to its own bath of Matsubara oscillators. The GLE has complex noise, but the noise can be made real using a decorrelation approximation introduced by Ivanov et al.\textsuperscript{[41]} which has only a minor effect on the calculated time-correlation functions for a sufficiently strong bath strength. The real-noise GLE is then found to stabilise the analytically continued (system) Matsubara trajectories, such that up to 200 Matsubara modes can be included in the dynamics. After summarising Matsubara dynamics and the system-bath model in Sec. II, we derive the Matsubara GLE with complex and real noise in Sec. III, then test its numerical stability and compare with numerically exact hierarchies of mass of the loops\textsuperscript{[42,43]} results in Sec. IV; Sec. V concludes the article.

II. BACKGROUND THEORY

A. Matsubara dynamics

To derive Matsubara dynamics\textsuperscript{[44,45,46]} one starts with the exact quantum time-correlation function (TCF). The derivation follows most naturally from the Kubo-transformed TCF:\textsuperscript{[47]}

\[
\tilde{C}_{AB}(t) = \frac{1}{Z} \frac{1}{B} \int_0^B d\lambda \ Tr \left[ e^{-(\beta-\lambda)H} \hat{A} e^{-(\beta-\lambda)H} \hat{B} e^{-(\beta-\lambda)H} \right].
\]

where \( Z \) is here the quantum partition function (and we will use \( Z \) in what follows as a general symbol to denote the partition function and any multiplicative constants that are required to normalise whatever distribution appears in the integral). One expresses the quantum dynamics as an (exact) propagation of the imaginary-time Feynman paths, then makes the approximation that these paths are smooth loops in imaginary time \( \tau = 0 \rightarrow \beta \hbar \). Keeping in one-dimension to simplify the notation (generalisation to multi-dimensions is straightforward), these loops can be written as periodic functions \( p_i(\tau), q_i(\tau) \) of imaginary time. In practice, one expands \( q_i(\tau) \) and similarly \( p_i(\tau) \) as a Fourier series in terms of \( M \) Matsubara modes \( Q_n(\tau) \), as

\[
q_i(\tau) = Q_0(\tau) + \sqrt{2} \sum_{n=1}^M Q_n(\tau) \sin(\omega_n \tau) + Q_n(\tau) \cos(\omega_n \tau)
\]

where \( M = (M-1)/2 \) (so \( M \) is odd). \( n \equiv -n \), and \( \omega_n = 2\pi n/\beta \hbar \) are the Matsubara frequencies\textsuperscript{[48]}. The effect of this smoothing is to strip out all real-time quantum coherences, so that the dynamics of \( \langle p_i(\tau), q_i(\tau) \rangle \) becomes classical, with equations of motion \( \dot{q}_i(\tau) = p_i(\tau)/m \), \( \dot{p}_i(\tau) = -\nabla V(q_i(\tau))/\hbar dq_i(\tau) \). In practice, one evaluates this dynamics in the space of the Matsubara modes \( P_n(\tau), Q_n(\tau) \), using the Hamiltonian

\[
H_M(Q,P) = \sum_{n=-M}^M \frac{p_n^2}{2m} + U_M(Q).
\]

where the potential of mean force \( U_M(Q) \) is given in Appendix A\textsuperscript{[48]} The Matsubara dynamics approximation to the quantum Kubo TCF is the \( M \rightarrow \infty \) limit of

\[
\tilde{C}_{AB}(M|t) = \frac{1}{Z} \int dQ dP e^{-\beta H_M(Q,P)} e^{i\beta \theta_M(Q,P)}
\]

\[
\times A(P,Q) B[P(t),Q(t)],
\]

where

\[
\theta_M(Q,P) = \sum_{n=-M}^M \omega_n p_n Q_n,
\]

is the Matsubara phase.

The smoothness of \( \langle p_i(\tau), q_i(\tau) \rangle \) ensures that the dynamics of \( \langle P_n(\tau), Q_n(\tau) \rangle \) conserves the phase \( \theta_M \) (because \( \theta_M \) is the angular momentum conjugate to the internal rotation of the loop, on which there is no torque), and thus conserves the quantum Boltzmann distribution in Eq. (1). Unfortunately \( \exp(-\beta \theta_M) \) is highly oscillatory, which makes it numerically extremely difficult to sample the distribution in Eq. (1). This is the ‘phase problem’ mentioned in the Introduction, which we remove for a system-bath model by analytic continuation below (Sec. III).

When \( \hat{A} \) and \( \hat{B} \) in Eq. (1) are linear functions of \( \hat{p} \) and \( \hat{q} \), the functions \( A(P,Q) \) and \( B[P(t),Q(t)] \) in Eq. (4) become linear functions of the centroids, \( P_0 \) and \( Q_0 \) (i.e. the centres of mass of the loops \( \langle p_i(\tau), q_i(\tau) \rangle \)). This makes Matsubara dynamics much less numerically intractable (though still very difficult) for linear operators, since one only needs to know explicitly the Matsubara dynamics of the centroids, which often allows one to ignore the dynamics of all but a few of the \( n \neq 0 \) modes describing dynamical fluctuations around the centroids. This property was exploited by Trenins et al. when computing the spectrum of the Champagne Bottle model\textsuperscript{[49]} and is also the basis of the practical path-integral methods RPMD, CMD and QCMD. The aim of this article, however, is to deal with non-linear operators, which require that one
calculates explicitly the dynamics of a large number of \( n \neq 0 \) modes. Specifically, we will treat \( \hat{A} = \hat{B} = \hat{q}^2 \), for which

\[
A(P, Q) = B(P, Q) = \sum_{n=-M}^{M} \hat{Q}_n^2.
\]

(6)

B. System-bath model

We consider the usual system bath-model\(^{[55]}\) with classical Hamiltonian

\[
H = \frac{p^2}{2m} + V(q)
+ \sum_{\alpha} \left[ \frac{p_{\alpha}^2}{2m_{\alpha}} + \frac{1}{2} m_{\alpha} \omega_{\alpha}^2 \left( x_{\alpha} - \frac{g_{\alpha}}{m_{\alpha} \omega_{\alpha}^2} q \right)^2 \right]
\]

(7)

where \( V(q) \) is the system potential, \( x_{\alpha} \), \( p_{\alpha} \) and \( m_{\alpha} \) are the positions, momenta and masses of the bath oscillators with frequency \( \omega_{\alpha} \) and coupling coefficients \( g_{\alpha} \). To facilitate comparison with exact quantum benchmarks (see below), we calculate the direct-product TCF

\[
\langle AB(t) \rangle = \frac{1}{Z} \int dq \, dp \, dq_0 \, dp_0 \, dx \, e^{-\beta H_0 A(q, p) \, e^{\hat{L}} B(q, p)}
\]

(8)

in which the initial distribution is given by the direct-product Hamiltonian

\[
H_0 = \frac{p^2}{2m} + V(q) + \sum_{\alpha} \left[ \frac{p_{\alpha}^2}{2m_{\alpha}} + \frac{1}{2} m_{\alpha} \omega_{\alpha}^2 x_{\alpha}^2 \right]
\]

(9)

but the Liouvillian \( \hat{L} \) is generated from \( H \) of Eq. (7) and therefore includes the system-bath coupling. The equations of motion for \( q(t) \) are solved in the same way as in the standard GLE derivation to obtain

\[
m\dot{q}(t) = -V'(q(t)) - \int_0^t d\tau \sum_{\alpha} \frac{g_{\alpha}^2}{m_{\alpha} \omega_{\alpha}^2} \cos(\omega_{\alpha}(t-\tau)) \dot{q}(\tau)
+ \sum_{\alpha} g_{\alpha} \left[ \left( x_{\alpha} - \frac{g_{\alpha}}{m_{\alpha} \omega_{\alpha}^2} q \right) \cos(\omega_{\alpha}t) + \frac{p_{\alpha}}{m_{\alpha} \omega_{\alpha}} \sin(\omega_{\alpha}t) \right].
\]

(10)

which can be rewritten as the GLE

\[
m\dot{q}(t) = -V'(q(t)) - \int_0^t d\tau \zeta(t-\tau) \dot{q}(\tau) + R(t) - q \zeta(t)
\]

(11)

with memory kernel

\[
\zeta(t) = \sum_{\alpha} \frac{g_{\alpha}^2}{m_{\alpha} \omega_{\alpha}^2} \cos(\omega_{\alpha}t),
\]

(12)

and random force term

\[
R(t) = \sum_{\alpha} g_{\alpha} \left[ x_{\alpha} \cos(\omega_{\alpha}t) + \frac{p_{\alpha}}{m_{\alpha} \omega_{\alpha}} \sin(\omega_{\alpha}t) \right],
\]

(13)

where \( x_{\alpha}, p_{\alpha} \) and \( q \) denote the values of these variables at initial time \( t = 0 \). The direct-product GLE of Eq. (11) is identical to the standard GLE except for the addition of the driving term \( -q \zeta(t) \), which acts as a short-term memory of the initial (direct-product) distribution.

It is customary to parametrise the bath via the spectral density

\[
J(\omega) = \frac{\pi}{2} \sum_{\alpha} \frac{g_{\alpha}^2}{m_{\alpha} \omega_{\alpha}} \delta(\omega - \omega_{\alpha}),
\]

(14)

which determines both the memory kernel

\[
\zeta(t) = \frac{2}{\pi} \int_0^\infty d\omega \frac{J(\omega)}{\omega} \cos(\omega t)
\]

(15)

and the random force, which are related by the fluctuation dissipation theorem\(^{[55]}\)

\[
\langle R(0) R(t) \rangle = \frac{1}{\beta} \sum_{\alpha} \frac{g_{\alpha}^2}{m_{\alpha} \omega_{\alpha}^2} \cos(\omega_{\alpha} t) = \frac{\zeta(t)}{\beta}.
\]

(16)

Numerical solutions to Eq. (11) can be propagated using explicit treatment of the bath modes, or equivalently, by discretising the integrals in Eqs. (11) and (15) to give\(^{[52-53]}\)

\[
- \frac{1}{m} \int_0^t d\tau \zeta(t - \tau) \dot{q}(\tau)
\]

\[
\approx - \frac{\Delta t}{m} \left( \frac{1}{2} [\zeta(0)p_1 + \zeta(t_1)p_0] + \sum_{j=1}^{i-1} \zeta(t_j)p_{i-j} \right),
\]

(17)

where \( t_j \equiv j\Delta t, q_j \equiv q(t_j) \) and similarly for \( p_j \), and

\[
\zeta(t) \approx \frac{2}{\pi} \sum_{\alpha} w_{\alpha} \beta J(\omega_{\alpha}) \cos(\omega_{\alpha} t),
\]

(18)

where \( \{w_{\alpha}\} \) are a set of quadrature weights. Comparing Eq. (18) with Eq. (12) gives

\[
g_{\alpha} = \pm \sqrt{2 w_{\alpha} J(\omega_{\alpha}) m_{\alpha} \omega_{\alpha}} / \pi.
\]

(19)

and

\[
R(t) = \sum_{\alpha} g'_{\alpha} \left[ \lambda_{\alpha} \cos(\omega_{\alpha} t) + \xi_{\alpha} \sin(\omega_{\alpha} t) \right].
\]

(20)

with

\[
g'_{\alpha} = \frac{1}{\beta m_{\alpha} \omega_{\alpha}^2} \sqrt{2 w_{\alpha} J(\omega_{\alpha}) / \pi \beta / \omega_{\alpha}}.
\]

(21)

where \( \lambda_{\alpha} \) and \( \xi_{\alpha} \) are Gaussian random variates with unit variance.

A variety of methods are available for treating the exact quantum version of the system-bath problem. Here, we will use the hierarchical equations of motion (HEOM)
When applying HEOM, it is simpler (though not essential) to compute the direct-product Kubo TCF
\[
\overline{C}_{\text{D}}(t) = \frac{1}{Z_D} \int_0^\beta d\lambda \, \text{Tr} \left[ e^{-(\beta - \lambda)\hat{H}_0} \hat{A} e^{-\lambda \hat{H}_0} e^{\beta \hat{H}/\hbar} e^{-\beta \hat{H}/\hbar} \right],
\] (22)
in which \(\hat{H}\) and \(\hat{H}_0\) are the quantum Hamiltonians corresponding to the full system-bath \(\hat{H}\) of Eq. (7) and the direct-product system-bath \(\hat{H}_0\) of Eq. (9), respectively. Clearly the neglect of system-bath coupling in \(\hat{H}_0\) means that Eq. (22) describes an artificial relaxation process and \(\overline{C}_{\text{D}}(t)\) can be expected to be different to \(\overline{C}_{\text{AB}}(t)\) (unless the bath is weak). This artificiality does not prevent us from using Eq. (22) to benchmark Matsubara dynamics; in fact, it is advantageous, since the thermalisation depends critically on the relaxation dynamics of the non-centroid Matsubara modes \((P_n, Q_n)\), making comparison with Eq. (22) a stringent test.

### III. SYSTEM-BATH MATSUBARA DYNAMICS

In this Section, we derive the Matsubara approximation to the direct-product Kubo TCF of Eq. (22) (Secs. IIIA and IIIB), and develop a real-noise approximation to it (Sec. IIIC). These derivations can easily be modified to give the Matsubara approximation to the equilibrium Kubo TCF of Eq. (1) (see Appendix [5]).

#### A. Matsubara GLE

The system-bath Matsubara Hamiltonian corresponding to \(\overline{H}\) of Eq. (7) is easily shown to be
\[
H_M(Q, P, X, P_b) = \sum_n \frac{P_n^2}{2m} + U_M(Q)
\]
\[
+ \sum_{\alpha, n} \left[ \frac{P_{\alpha n}^2}{2m_\alpha} + \frac{m_\alpha \omega_{\alpha n}^2}{2} \left( X_{\alpha n} - \frac{g_\alpha Q_n}{m_\alpha \omega_{\alpha n}^2} \right)^2 \right],
\] (23)
where the potential of mean force \(U_M(Q)\) is obtained by inserting the system potential \(V(q)\) into Eq. (A2) of Appendix A. Note that each Matsubara mode \(Q_n\) is coupled to its own bath \(\{X_{\alpha n}\}\) and \(\{P_{\alpha n}\}\), and that the only term that couples Matsubara modes with different \(n\) is the system potential \(U_M(Q)\). Since we wish to approximate \(\overline{C}_{\text{D}}(t)\) of Eq. (22), we also need the Matsubara Hamiltonian corresponding to \(\hat{H}_0\) of Eq. (9), which is
\[
H^\text{D}_M(Q, P, X, P_b) = \sum_n \frac{P_n^2}{2m} + U_M(Q)
\]
\[
+ \sum_{\alpha, n} \left[ \frac{P_{\alpha n}^2}{2m_\alpha} + \frac{m_\alpha \omega_{\alpha n}^2}{2} X_{\alpha n}^2 \right],
\] (24)
where the Matsubara approximation to the direct-product Kubo TCF of Eq. (22) can then be written
\[
\overline{C}_{\text{D}}^{\text{M}}(t) = \frac{1}{Z} \int dQ dP dX dP_b e^{-\beta \hat{H}^{\text{D}}_M(Q, P, X, P_b)} e^{\beta \theta_b(Q, P, X, P_b)} A(Q) B(Q(t)),
\] (25)
where \(\int dX = \prod_{\alpha, n} dX_{\alpha n}\) and similarly for \(P_b\), and
\[
\theta(Q, P, X, P_b) = \sum_n \omega_{b n} P_{b n} + \sum_{n, \alpha} \omega_{\alpha n} P_{\alpha n} X_{\alpha n},
\] (26)
is the Matsubara phase. By analogy with the standard derivation of a classical GLE it is straightforward to show that
\[
m\dot{Q}_n(t) = -\frac{\partial U_M(Q(t))}{\partial Q_n} - \int_0^t d\tau \sum_{\alpha} \frac{g_\alpha^2}{m_\alpha \omega_{\alpha n}^2} \cos(\omega_{\alpha n}(t - \tau)) \dot{Q}_n(\tau)
\]
\[
+ G(Q, X, P_b) - \sum_{\alpha} \frac{g_\alpha^2}{m_\alpha \omega_{\alpha n}^2} \cos(\omega_{\alpha n} t) \xi(t).
\] (27)
where
\[
G(Q, X, P_b) = \sum_{\alpha} g_\alpha \left[ X_{\alpha n} \cos(\omega_{\alpha n} t) + \frac{P_{\alpha n}}{m_\alpha \omega_{\alpha n}^2} \sin(\omega_{\alpha n} t) \right] \cdot
\] (28)
The Matsubara equations of motion Eq. (27) resemble a generalisation to \(M\) modes of the classical Eq. (11) [5]. However, \(G\) does not have the form of a random force term with Gaussian noise, because of the bath phase \(\theta_b\) in Eq. (26). We therefore remove this phase (without making any approximation) by analytically continuing the bath modes, which amounts to replacing each \(P_{\alpha n}\) by \(P_{\alpha n} + i m_\alpha \omega_{\alpha n} X_{\alpha n}\). Equation (25) then becomes
\[
\overline{C}_{\text{AB}}^{\text{M}}(t) = \frac{1}{Z} \int dQ dP dX dP_b e^{-\beta \hat{H}^{\text{D}}_M(Q, P, X, P_b)} e^{\beta \theta_b(Q, P, X, P_b)} A(Q) B(Q(t)),
\] (29)
where
\[
P^\text{D}_M(Q, P, X, P_b) = \sum_n \frac{P_n^2}{2m} + U_M(Q) + \sum_{\alpha, n} \left[ \frac{P_{\alpha n}^2}{2m_\alpha} + \frac{m_\alpha \omega_{\alpha n}^2}{2} X_{\alpha n}^2 \right],
\] (30)
with \(\omega_{\alpha n}^2 = \omega_{b n}^2 + \omega_{\alpha n}^2\), and the equations of motion retain the form of Eq. (27) except that \(G(Q, X, P_b)\) is replaced by
\[
G^\text{M}(Q, X, P_b) = \sum_{\alpha} g_\alpha \left[ X_{\alpha n} \cos(\omega_{\alpha n} t) + \frac{P_{\alpha n}}{m_\alpha \omega_{\alpha n}^2} + \frac{1}{\omega_{\alpha n}} X_{\alpha n} \right] \sin(\omega_{\alpha n} t) \right] \cdot
\] (31)
The variables $P_b$ and $X$ have Gaussian distributions in Eq. (29), and hence we can now write the equations of motion in the form of a GLE,

$$m\ddot{Q}_n(t) = -\frac{\partial U_M(Q)}{\partial Q_n} - \int_0^t d\tau \, \zeta(t - \tau) \dot{Q}_n(t) + R^C_n(t) - Q_n(t),$$

(32)

with a complex random force

$$R^C_n(t) = \sum_\alpha g_\alpha \left[ \frac{\omega_n}{\omega_\alpha} \lambda_{\alpha n} \cos(\omega_\alpha t) + \left( \xi_{\alpha n} + i \frac{\omega_n}{\omega_\alpha} \lambda_{\alpha n} \right) \sin(\omega_\alpha t) \right]$$

(33)

where $\lambda_{\alpha n}$ and $\xi_{\alpha n}$ are Gaussian variates with unit variance. (Note that the random numbers in the imaginary parts of the sine coefficients are the same as those in the cosine coefficients of opposite $n$.)

We will refer to Eq. (32) as the Matsubara GLE. This equation looks superficially like a simple generalisation to Matsubara modes of the classical GLE (Eq. (11)), and it reduces to CMD (classical dynamics on the centroid potential of mean force) when $M = 1$. However, when $M > 1$, the complex noise generated by Eq. (33) makes a major difference, since it satisfies a set of quantum fluctuation-dissipation relations

$$\langle R^C_n(t_1) R^C_n(t_2) \rangle = \frac{\zeta(t_2 - t_1) - K_n(t_2 - t_1)}{\beta} \tag{34a}$$

$$\langle R^C_n(t_1) R^C_n(t_2) \rangle = -\frac{L_n(t_2 - t_1)}{\beta} \tag{34b}$$

where

$$K_n(t) = \frac{2\omega_n^2}{\pi} \int_0^\infty d\omega \frac{J(\omega) \cos(\omega t)}{\omega}$$

$$L_n(t) = \frac{2\omega_n}{\pi} \int_0^\infty d\omega J(\omega) \frac{\sin(\omega t)}{\omega^2 + \omega_n^2}. \tag{35b}$$

These relations ensure that the bath acts as a quantum thermostat such that the system Matsubara modes equilibrate to the (exact) quantum Boltzmann distribution. We emphasise that the only approximation made to obtain Eq. (32) from the exact quantum dynamics is to have smoothed the imaginary-time Feynman paths. Equation (32) is therefore exact, except for the neglect of real-time coherence.

**B. Analytically continuing the system variables**

The presence of the system Matsubara phase $\theta_k$ in Eq. (29) makes the integral very hard to integrate numerically (except when $M = 1$ which gives CMD, with $\theta_k = 0$). We therefore convert $\theta_k$ to ring-polymer springs, by analytically continuing $P_n$, as was done for the bath modes in Sec. III A. This is equivalent to replacing each $P_n$ in Eq. (29) by $P_n + im\omega_b Q_n$, so that it becomes

$$\overline{C^M}_{AB}(t) = \frac{1}{Z} \int dQ \, dP \, dX \, dP_b \, e^{-\beta S_M(Q,P,X,P_b)} A(Q) B[Q(t)]$$

(36)

where

$$S_M(Q,P,X,P_b) = \sum_n \left[ \frac{P_n^2}{2m} + \frac{m\alpha^2 \omega_n^2}{2} \right] + \int_0^t d\tau \, \zeta(t - \tau) \dot{Q}_n(t) + \sum_{\alpha,n} \left[ \frac{P_{\alpha n}^2}{2m\alpha} + m\alpha \omega_{\alpha n}^2 \right] \tag{37}$$

and the equations of motion become\(^{28}\)

$$\dot{P}_n = -\frac{\partial U_M(Q(t))}{\partial Q_n} - m\omega_n^2 Q_n - i\omega_b P_n$$

$$- \frac{1}{m} \int_0^t d\tau \, \zeta(t - \tau) \left[ P_n(t) + im\omega_b Q_n(t) \right]$$

$$+ R^C_n(t) - Q_n(0) \zeta(t)$$

$$\dot{Q}_n = \frac{P_n}{m} + i\omega_n Q_n. \tag{38}$$

We emphasise that no additional approximation has been made here: Eqs. (35)–(38) are equivalent to Eqs. (29)–(33).

When the bathless versions of Eqs. (36)–(38) were derived in ref. 28, it was pointed out that, although the analytic continuation has eliminated the phase, it has not eliminated the numerical difficulty, because the dynamics now takes place in the complex plane, and is found to be pathologically unstable (unless $V(q)$ is harmonic, $M = 1$, or the imaginary parts of the equations of motion are discarded to give RPM). However, a surprising result reported in Sec. IV below is that the bath stabilises the dynamics, up to some maximum value $M$ which depends on the bath strength and the anharmonicity of $V$.

**C. Real-noise approximation**

One might expect that the stabilization just mentioned would be better if the random-force term were real, since the imaginary part of this term will tend to kick the trajectories further along the imaginary axis. We therefore propose approximating the Matsubara GLE by

$$m\ddot{Q}_n(t) = -\frac{\partial U_M(Q(t))}{\partial Q_n} - \int_0^t d\tau \, \zeta(t - \tau) \dot{Q}_n(t) + R_n(t) - Q_n(0) \zeta(t) \tag{39}$$

which is identical to Eq. (32), except that the imaginary part has been discarded from $R^C_n(t)$, leaving the real part

$$R_n(t) = \sum_\alpha g_\alpha \omega_\alpha \left[ \lambda_{\alpha n} \cos(\omega_\alpha t) + \xi_{\alpha n} \sin(\omega_\alpha t) \right]. \tag{40}$$

Equations (36)–(38) remain the same, except that $R^C_n(t)$ is replaced by $R_n(t)$ in Eq. (38).

To gauge how well this approximation is likely to work, we mention one point in its favour, and one against. First, it was noted in refs. 35 and 32 that one can eliminate the Matsubara phase by decorrelating the initial distribution in the TCF, instead of by analytic continuation. When applied to the initial
distribution of the bath modes
\[
\Phi(X, P_b) = \prod_{\alpha, \sigma} \exp \left( -\beta \left[ \frac{p_{\alpha \sigma}^2}{2m_\alpha} + m_\alpha \omega_{\alpha \sigma}^2 x_{\alpha \sigma}^2 - i \omega_{\alpha \sigma} p_{\alpha \sigma} x_{\alpha \sigma} \right] \right) \tag{41}
\]

in Eq. (41), this ‘decorrelation approximation’ gives
\[
\Phi(X, P_b; Q) \simeq \frac{\int \Phi_b(X, P_b; Q) \, dX \times \int \Phi_b(X, P_b; Q) \, dP_b}{\int \Phi_b(X, P_b; Q) \, dX \, dP_b} = \prod_{\alpha, \sigma} \frac{\beta \omega_{\alpha \sigma}^2}{2\pi \omega_{\alpha \sigma}} \exp \left( -\beta \left[ \frac{p_{\alpha \sigma}^2 \omega_{\alpha \sigma}^2}{2m_\alpha \omega_{\alpha \sigma}^2} + m_\alpha \omega_{\alpha \sigma}^2 x_{\alpha \sigma}^2 \right] \right) \tag{42}
\]

If we then retrace the steps in Secs. IIIA and B (minus the analytic continuation of the bath modes), we obtain Eqs. (39) and (40). Hence, the neglect of the imaginary component of the noise is equivalent to approximating the initial distribution (by decorrelating the bath modes as in Eq. (42)), but it makes no approximation to the Matsubara dynamics equations of motion. We might therefore expect the errors due to neglecting \(\text{Im}[\hat{R}_C^c(t)]\) to be minor, since the neglect of correlations between the bath-modes will only take effect when bath modes with different \(\alpha\) have had sufficient time to interact via the system potential \(V\). However, the use of Eq. (42) also shows that the neglect of \(\text{Im}[\hat{R}_C^c(t)]\) modifies the quantum fluctuation-dissipation relations of Eq. (34) to
\[
\langle R_n(t_1) R_n(t_2) \rangle = \frac{\zeta(t_2 - t_1) - [K_n(t_2 - t_1) + K_n(t_2 + t_1)]/2}{\beta} \tag{43a}
\]
\[
\langle R_n(t_1) R_n(t_2) \rangle = 0 \tag{43b}
\]

In other words, the Matsubara dynamics of the bath is insufficiently ergodic for it to recover completely from the initial decorrelation of \(X_{\alpha n}\) and \(P_{\alpha n}\), which prevents it from thermostating correctly. We can therefore expect the real-noise approximation to the TCF not to tend to the exact \(t \rightarrow \infty\) limit. In Sec. IV, we find numerically that these errors decrease with increase in bath strength and the stability gained by neglecting \(\text{Im}[\hat{R}_C^c(t)]\) is considerable.

\section{IV. Numerical Tests of the Matsubara GLE}

In this Section we test the stability of the analytically continued system Matsubara dynamics, for both complex and real noise; then investigate how far this takes us towards a numerically converged Matsubara-dynamics approximation to the direct-product Kubo TCF \(\langle \hat{q}^2 \hat{q}^2(t) \rangle\).

All calculations used a Morse system potential
\[
V(q) = D_0 \left( 1 - e^{-aq} \right)^2 \tag{44}
\]
and a Debye bath spectral density
\[
J(\omega) = \eta \frac{\omega - \omega_c^2}{\omega_c^2 + \omega^2}, \tag{45}
\]
for which expressions for all the bath properties (such as \(g_{\alpha n}, K_n, L_n\), etc.) were derived (and are given in Appendix C).

Figure 1 shows direct-product Kubo TCFs \(\langle \hat{q} \hat{q}(t) \rangle\) and \(\langle \hat{q}^2 \hat{q}^2(t) \rangle\), computed using the parameters of Table I, for a variety of standard methods. Evidently, this choice of parameters makes the dynamics significantly anharmonic. However, the anharmonicity causes only very weak coupling of the dy-

![FIG. 1. Time-correlation functions (TCFs) computed using standard methods for a Morse oscillator coupled to a harmonic bath, with the parameters of Table I. All TCFs were initiated with direct-product initial conditions (see Eq. (22)). All units are in a.u.](image_url)
namics of the centroid to the dynamics of the $n \neq 0$ Matsubara ‘fluctuation’ modes, since the RPMD and CMD linear $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ are in close agreement with HEOM, indicating that each of these methods gives a good description of the dynamics of the system centroid as it relaxes from the direct-product initial condition into equilibrium with the bath. These findings are consistent with previous applications of non-equilibrium RPMD to system-bath problems.

However, the TCF we will focus on in what follows is the non-linear $\langle \hat{q}^2 \hat{q}^2(t) \rangle$. This TCF depends explicitly on the dynamics of the $n \neq 0$ fluctuation modes, through Eq. (6), and it is well known that RPMD and CMD do not describe this dynamics correctly. Figure 1 shows that the RPMD $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ agrees with HEOM at $t = 0$ and at longer times, as expected (since it gives the correct quantum Boltzmann statistics in these limits), but is otherwise in poor agreement. The CMD results for $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ are in extremely poor agreement with HEOM (and are not shown), for the obvious reason that CMD follows only the dynamics of the centroid, whereas most of the contribution to $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ comes from the $n \neq 0$ fluctuation modes. Our goal in what follows is to test numerically whether Matsubara dynamics is capable of describing the dynamics of these modes and thus giving good agreement with HEOM for $\langle \hat{q}^2 \hat{q}^2(t) \rangle$.

A. Matsubara GLE with complex noise

As a first step, we tested the Matsubara GLE of Eq. (32) using the parameters of Table 1. The system was equilibrated in a standard (one-dimensional) T(RPMD) simulation with $N = 256$ polymer beads, from which analytically continued Matsubara slave trajectories were propagated until $t = 500$ a.u. using the algorithm of Appendix F (with a timestep of 0.1 a.u. and including 1000 implicit bath modes). The Matsubara potential of mean force $U_M$ was generated on the fly, following the procedure of ref. 34 in which ring-polymer springs are attached to the $N - M$ highest frequency ring-polymer normal modes, which follow adiabatically separated dynamics subject to a strong PILE thermostat; an adiabaticity parameter of $\Gamma = 16$ was sufficient to converge the TCFs. The discretisation of the bath frequencies was done using the efficient approach of ref. 59.

Surprisingly, we found that the coupling to the bath made the analytically continued system dynamics numerically stable for $M \leq 45$. We also found that the number of trajectories needed to converge the TCFs was reasonable, with $2 \times 10^5$ trajectories being more than sufficient to converge the TCFs to graphical accuracy (and $2 \times 10^4$ trajectories and just 100 implicit bath modes being sufficient to converge to within 1%). The resulting $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ TCF for $M = 25$ is shown in Fig. 2. While the complex noise dynamics can be pushed up to $M = 45$, the resulting $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ TCF (not shown) still falls short of the exact quantum result shown in Fig. 1 indicating that many more Matsubara modes would be required for numerical convergence.

B. Matsubara GLE with real noise

We then repeated the calculation using the real-noise approximation of Eqs. (39) and (40), keeping all other details of the calculation the same as Sec. IVA. As discussed in Sec. IIIC, the real-noise approximation is not guaranteed to thermalise correctly, because it erroneously replaces the fluctuation-dissipation relations of Eq. (34) by Eq. (43). However, Fig. 2 shows that the resulting thermostatting error is small, and that it decreases with increase in $\eta$, such that $\eta = 2\eta_{\text{crit}}$ gives errors which are within graphical accuracy for $M = 25$ and the error for $\eta = \eta_{\text{crit}}$ is still very small (within
Thus the imaginary component of the noise has only a subtle effect on the equilibration dynamics once \( \eta \) exceeds a certain amount (which in this system is about \( \eta = \eta_{\text{crit}} \)); future work will be needed to determine why this is so.

Very usefully, the real-noise approximation was found to make the analytically continued Matsubara dynamics much more stable, increasing the maximum value of \( M \) from \( M = 45 \) (complex noise) to \( M \approx 200 \) (real noise). Since the stability is likely to depend on the bath strength and the anharmonicity of \( V(\hat{q}) \), we varied the bath parameters \( \eta \) and \( \omega_0 \), and the system parameter \( D_0 \), to investigate the maximum value of \( M \) at which fewer than 0.1% of the trajectories diverged. This criterion was used because it was found to ensure that the gaps between TCFs computed using \( M \) and \( M + 2 \) modes decreased on increasing \( M \). Figure 3 shows that, as expected, stability increases with increasing bath strength (i.e. increasing either \( \eta \) or \( \omega_0 \)), and decreases with increasing anharmonicity in \( V(\hat{q}) \). Note that, even for \( \eta < \eta_{\text{crit}} \), a considerable number of Matsubara modes can still be propagated stably.

![Figure 3](image.png)

**FIG. 3.** Plots showing the largest number of Matsubara modes \( M \) at which the analytically continued trajectories are numerically stable, as a function of the system anharmonicity (which increases with decreasing \( D_0 \)) and the bath strength (characterised by the Debye bath parameters \( \eta \) and \( \omega_0 \)). Trajectories are defined to be numerically stable when fewer than 0.1% of them diverge (see Sec. IVB).

Although \( M = 200 \) would appear to be a large number of Matsubara modes, the \( \langle \hat{q}^2 \hat{q}^2(t) \rangle \) TCF requires a much larger value of \( M \) for numerical convergence. This is on account of the slowness with which the the explicit sum over the Matsubara modes in Eq. (46) converges with respect to \( M \). We can gauge the likely length of this ‘Matsubara tail’ by computing the (static) thermal expectation value of \( \hat{q}^2 \) at 150 K for a (bathless) harmonic oscillator with frequency \( \omega_{\text{well}} \). Figure 4 shows that thousands of Matsubara modes are needed to converge to a result attainable with just 100 ring-polymer beads. This is the price one pays for smoothing the imaginary-time Feynman paths.

![Figure 4](image.png)

**FIG. 4.** Illustration of the ‘Matsubara tail’ for \( \langle \hat{q}^2 \rangle \) for a harmonic oscillator of frequency \( \omega_{\text{well}} \) at 150 K. Note the much slower convergence with respect to the number of Matsubara modes than the number of ring-polymer normal modes.

### C. Harmonic tail correction

However, for sufficiently high \( n \), we expect the Matsubara dynamics to become harmonic, on account of the tightness of the ring-polymer springs (or equivalently the highly oscillatory nature of the Matsubara phase), which confines \( Q_n \) to a small region around zero. This is borne out by Fig. 7 of Appendix E, which shows that the centroid dynamics is much more anharmonic than that of the \( n \neq 0 \) fluctuation modes, which quickly become harmonic with increasing \( n \). In the harmonic limit, the Matsubara GLE splits into pairs of GLEs, each of which couples only the modes \( n \) and \( n \). These equations are straightforward to solve numerically, since analytically continued harmonic trajectories are stable.

We therefore solved the analytically continued (real-noise) Matsubara GLE (Eq. (49)) for \( M \) modes, then generated harmonic corrections for the \( |n| > (M - 1)/2 \) modes up to a large value \( |n| = (M_{\text{eff}} - 1)/2 \) (as described in Appendix E). For the system of Table I, this approach converged the \( \langle \hat{q}^2 \hat{q}^2(t) \rangle \) TCF using \( M = 55 \) and \( M_{\text{eff}} = 10001 \), as demonstrated in Fig. 5 (where identical curves are obtained to within graphical accuracy for \( M = 55 \) and \( M = 85 \), demonstrating that the dynamics of the \( |n| > (M - 1)/2 \) Matsubara modes is indeed harmonic).
FIG. 5. Convergence of the real-noise Matsubara TCF $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ using the parameters of Table I with respect to (a) the total number of Matsubara modes $M_{\text{eff}}$ and (b) the number of non-harmonically treated Matsubara modes $M$. The HEOM results are also shown. All units are in a.u.

D. Agreement between Matsubara dynamics and HEOM

Figure 5 shows that the $\langle \hat{q}^2 \hat{q}^2(t) \rangle$ TCF computed using the real-noise Matsubara GLE for $\eta = 2\eta_{\text{crit}}$ is in almost perfect agreement with the numerically exact HEOM results. We also found that the linear $\langle \hat{q}\hat{q}(t) \rangle$ real-noise Matsubara TCF (not shown) agrees with the HEOM results to within graphical accuracy, and has converged by $M = 15$ (thus correcting the very small discrepancy between CMD and HEOM in Fig. 1).

Figure 6 shows what happens when we apply the Matsubara
GLE at weaker bath-strengths. For $\eta = \eta_{\text{crit}}$ the Matsubara TCF is in very close agreement with the HEOM result, with a barely noticeable drift at longer times. For $\eta = 0.5\eta_{\text{crit}}$, the Matsubara and HEOM TCFs are also in close agreement until about $t = 250$ a.u., after which the errors from the real-noise approximation (cf Fig. 2) cause a significant drift in the thermalisation.

Finally, we also plot in Fig. 6 (see also Fig. 5b) the result of truncating the calculation at $M = 1$, with all modes $0 < |n| < (M_{\text{crit}} - 1)/2$ included using the harmonic correction of Sec. IVC. This approach is equivalent to using CMD to describe the motion of the centroid and treating the fluctuation dynamics harmonically. These results still have significant errors, but they are a marked improvement on the purely harmonic result (see Fig. 1 for $\eta = 2\eta_{\text{crit}}$); this is consistent with the finding of Sec. IVC that the dynamics of the centroid is much more anharmonic than that of the fluctuations.

V. CONCLUSIONS

The results of Sec. IV are the first converged Matsubara dynamics TCFs to be compared with exact quantum TCFs (without artificially damping in time), and to be obtained for non-linear operators which report on the dynamics of the entire delocalised quantum Boltzmann distribution. The almost perfect agreement between Matsubara and quantum for the two highest bath strengths is strong evidence that the Matsubara dynamics hypothesis is correct: smoothing the imaginary-time Feynman paths to give a classical dynamics in an extended space correctly removes real-time coherences (which are evidently insignificant at the bath strengths considered).

The use of Matsubara dynamics also gives fresh physical insight into this old (system-bath) problem. It has long been known that the system-bath coupling enhances the effective strength of the ‘ring-polymer springs’ along the system coordinate, causing delocalised static features, such as instantons, to become more compact. The results of Sec. IV show that the dynamics behaves analogously, with the system fluctuation modes (which correspond to the ‘spring’ degrees of freedom) behaving much more harmonically than the centroid. Nonetheless, sufficient anharmonicity remains that a considerable number of fluctuation modes ($\sim 50$, in the calculations of Sec. IV) need to be coupled to the dynamics of the centroid to give quantitative agreement with the exact quantum result.

This near-harmonic dynamics of the fluctuation modes is probably what made the Matsubara calculations numerically doable. We found that we could analytically continue the dynamics on a single Born-Oppenheimer surface, but perhaps approaches such as that of ref. [67] can be used to extend the treatment developed here to non-adiabatic dynamics.
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Appendix A: Potential of mean force

Following ref. [34] the potential of mean force is defined by

$$e^{-\beta U_M(Q)} = \lim_{N \to \infty} \left( \frac{m}{2\pi^2 N^2} \right)^{(N-M)/2} N^{M/2} \int dq \delta(q, Q) e^{-\beta[W_N(q) - S_M(Q)]}$$

(A1)

with

$$W_N(q) = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{m(q_i - q_{i-1})^2}{2\hbar^2 \beta^2 / N^2} + V(q_i) \right].$$

(A2)
where \( \hat{\gamma} \) is the Laplace transform of the memory kernel \( \hat{\zeta}(s) = \sum_{\alpha} \frac{\gamma_{\alpha}^2}{m\omega_{\alpha}^2} \frac{s}{s^2 + \omega_{\alpha}^2} \).

The analogous expression to Eq. (31) is then

\[
\sum_{\alpha} g_{\alpha} \left[ X_{\alpha n} - \frac{g_{\alpha} Q_n}{m\omega_{\alpha}^2} \right] \cos(\omega_{\alpha} t) \\
+ \left( \frac{P_{\alpha n}}{m\omega_{\alpha}} + i \frac{Q_{\alpha n}}{m\omega_{\alpha}} \right) \sin(\omega_{\alpha} t) \\
- [Q_n K_n(t) - iQ_n L_n(t)].
\]

where the driving terms are

\[
K_n(t) = \omega_n^2 \sum_{\alpha} \frac{g_{\alpha}^2}{m\omega_{\alpha} \omega_{\alpha}^2} \cos(\omega_{\alpha} t)
\]

and

\[
L_n(t) = \omega_n \sum_{\alpha} \frac{g_{\alpha}^2}{m\omega_{\alpha} \omega_{\alpha}^2} \sin(\omega_{\alpha} t).
\]

which give Eqs. (35a) and (35b) of Sec. IIIA When \( \delta K_n(t)/\delta t \) is defined, the two driving terms are related by

\[
L_n(t) = -\frac{1}{\omega_n} \frac{\partial K_n(t)}{\partial t}.
\]

This gives rise to

\[
m\ddot{Q}_n(t) = -\frac{\partial U_M(Q(t))}{\partial Q_n} + \int_0^t d\tau \zeta(t-\tau) \dot{Q}_n(\tau) + K_n^C(t) - [Q_n K_n(t) - iQ_n L_n(t)],
\]

which is the equilibrium version of the Matsubara GLE (cf the non-equilibrium direct-product GLE of Eq. (32)). The noise term can be approximated to be real as described in Sec. III C. The driving terms \( K_n \) and \( L_n \) provide an additional memory, which means that even white noise simulations with a delta function memory kernel are no longer Markovian.

The implementation of Eq. (B8) was found to have very similar numerical properties to its direct-product counterpart (Eq. (32)).

Appendix C: Debye bath

The results of Sec. IV used the Debye bath spectral density. Bath spectral densities are typically parametrised by the bath strength \( \eta \) (coupling strength) and cut-off frequency \( \omega_c \), and are usually normalised, such that

\[
\int_0^\infty dt \zeta(t) = \eta
\]

Our calculations used the following well known or easily derivable expressions for the Debye bath:

\[
J(\omega) = \eta \omega \frac{\omega_c^2}{\omega_c^2 + \omega^2}
\]

\[
a_{\text{ren}} = \eta \omega_c
\]

\[
\zeta(t) = \eta \omega_c e^{-\omega_c t}
\]

\[
\zeta(s) = \frac{\eta \omega_c}{\omega_c + s}
\]

\[
\omega_\alpha = \omega_c \tan \left( \frac{\pi \alpha - 1/2}{2} \right), \quad \alpha = 1, \ldots, n_b
\]

\[
w_\alpha = \frac{\eta \omega_c}{\omega_c + \omega_c \omega_{\alpha}}
\]

\[
g_\alpha = \omega_\alpha \sqrt{\frac{\eta \omega_c \omega_{\alpha}}{n_b}}
\]

\[
\frac{g_\alpha^2}{m\omega_{\alpha} \omega_{\alpha}^2} = \frac{\eta \omega_c}{n_b}, \quad \text{for all } \alpha
\]

\[
g_\alpha' = \sqrt{\frac{\eta \omega_c}{\beta n_b}}
\]

\[
K_n(t) = \eta |\omega_n| \omega_c e^{-|\omega_n| t} - |\omega_n| e^{-\omega_n t}/\omega_c^2 - \omega_n^2
\]

\[
L_n(t) = \eta \omega_n \omega_c e^{-|\omega_n| t} - e^{-\omega_n t}/\omega_c^2 - \omega_n^2
\]

Corresponding expressions are easily derived for other spectral densities; see ref. [69] for expressions for the white noise and Ohmic (with exponential cut-off) baths. In general, \( K_n, L_n \) and \( \zeta \) do not need to have closed analytic expressions, since they can easily be evaluated numerically.
Appendix D: Numerical integration of the analytically continued Matsubara GLE

To integrate the Matsubara GLE, we use the usual Liouvillian-splitting technique\cite{50,53} to obtain the propagator,

\begin{align}
P_n & \leftarrow P_n - \frac{\Delta t^2}{4m} \zeta(0) (P_n + im\omega_n Q_n) \\
Q_n & \leftarrow Q_n - \frac{\Delta t}{m} \left( \frac{dU_M(Q_n)}{dQ_n} + m\omega_n^2 Q_n - \Delta t m \left[ \sum_{j=1}^{i-1} \zeta(t_j) \Pi_n(t_{i-j}) + \frac{\zeta(t_i) \Pi_n(t_0)}{2} \right] + R_n^C(t_i) - Q_n(0) \zeta(t_i) \right) + \sum_{j=1}^{i-1} \zeta(t_j) \Pi_n(t_{i-j}) + \frac{\zeta(t_i) \Pi_n(t_0)}{2} \right] + R_n^C(t_{i+1}) - Q_n(0) \zeta(t_{i+1}) \right) \\
Q_n & \leftarrow Q_n - \frac{\Delta t}{m} \left( \frac{dU_M(Q_n)}{dQ_n} + m\omega_n^2 Q_n - \Delta t m \left[ \sum_{j=1}^{i-1} \zeta(t_j) \Pi_n(t_{i-j}) + \frac{\zeta(t_i) \Pi_n(t_0)}{2} \right] + R_n^C(t_{i+1}) - Q_n(0) \zeta(t_{i+1}) \right) \\
Q_n & \leftarrow Q_n - \frac{\Delta t^2}{4m} \zeta(0) (P_n + im\omega_n Q_n)
\end{align}

in which \(m\omega_n^2 q^2/2\) is the harmonic part of \(V(q)\) and \(\Pi_n(t) = P_n(t) + im\omega_n Q_n(t)\). Equation (D3) is a generalisation of the "ring-polymer reference system propagator" of ref.\textsuperscript{70} to integrate the analytically continued equations of motion

\begin{align}
\dot{Q}_n &= \frac{P_n}{m} + i\omega_n Q_n \\
\dot{P}_n &= -m (\omega_n^2 + \omega_n^2) Q_n - i\omega_n P_n \\
\dot{Q}_n &= \frac{P_n}{m} + i\omega_n Q_n \\
\dot{P}_n &= -m (\omega_n^2 + \omega_n^2) Q_n - i\omega_n P_n
\end{align}

To propagate solutions to the equilibrium version of the Matsubara GLE of Eq. (D8), one replaces the driving term \(Q_n(0) \zeta(t)\) in Eqs. (D2) and (D4) with \([Q_n(0) K_n(t) - iQ_n(0) L_n(t)]\).
Appendix E: Harmonic correction

To treat the modes \( M < |n| \leq M_{\text{eff}} \) harmonically, we decompose the Matsubara TCF as

\[
\tilde{C}_{q^2 q'^2}(t) = \sum_{n_{1,2}} \langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle \quad (E1)
\]

\[
= \sum_{n} \langle Q_{n}^2 Q_{n}^2(t) \rangle + \sum_{n \neq 0} \langle Q_{n}^2 Q_{n}^2(t) \rangle + \sum_{n_{1}, n_{2} \neq \pm n} \langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle
\]

\[
= \langle \tilde{q}^2 \tilde{q}'^2(t) \rangle_{M}
\]

\[
+ \sum_{n} \langle Q_{n}^2 Q_{n}^2(t) \rangle + \sum_{n \neq 0} \langle Q_{n}^2 Q_{n}^2(t) \rangle + \sum_{n_{1} \neq \pm n_{2}} \langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle
\]

\[
+ \sum_{n_{1}, n_{2}} \langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle + \sum_{n_{1} \neq \pm n_{2}} \langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle
\]

\[
= \frac{\langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle}{\text{purely harmonic}} + \frac{\langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle}{\text{mixed}}
\]

\[
(\text{E2})
\]

where \( \sum_{M} \) denotes a sum over the \(|n| \leq M\) modes which are included in the full anharmonic simulation, and \( \sum_{M'} \) a sum over the modes \( M < |n| \leq M_{\text{eff}} \) which are treated harmonically. The purely harmonic terms are evaluated accurately from numerical propagations carried out independently for each \( n \), using \( V(q) \simeq m\omega_q^2 q^2/2 \). The mixed terms are calculated using

\[
\langle Q_{n_1}^2 Q_{n_2}^2(t) \rangle \simeq \langle Q_{n_1}^2 \rangle \langle Q_{n_2}^2 \rangle \quad \text{for} \quad n_1 \neq \pm n_2
\]

\[
(\text{E4})
\]

which is exact if the modes \( n_2 \) are harmonic. For sufficiently high \( |n| \) (typically \( |n| \geq 200 \)) the difference between the direct-product and equilibrium values was found to be negligible, allowing the \( \langle Q_{n_2}^2(t) \rangle \) terms to be replaced by their equilibrium values

\[
\langle Q_{n}^2 \rangle = \frac{1}{\beta m \left( \omega_n^2 + \omega_q^2 + \frac{\omega_n}{m} \zeta (\omega_n) \right)}.
\]

\[
(\text{E5})
\]
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