Classification & Feature extraction of Brain tumor from MRI Images using Modified ANN Approach
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ABSTRACT- In this research paper, a new modified approach is proposed for brain tumor classification as well as feature extraction from Magnetic Resonance Imaging (MRI) after pre-processing of the images. The discrete wavelet transformation (DWT) technique is used for feature extraction from MRI images and Artificial Neural Network (ANN) is used for the classification of the type of tumor according to extracted features. Mean, Standard deviation, Variance, Entropy, Skewness, Homogeneity, Contrast, Correlation are the main features used to classify the type of tumor. The proposed model can give a better result in comparison with other available techniques in less computational time as well as a high degree of accuracy. The training and testing accuracies of the proposed model are 100% and 98.20% with a 98.70 % degree of precision respectively.
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1. INTRODUCTION

In such a modern day’s there is no expectation to live a good life without healthy body organs. According to World Health Organization (W.H.O) brain tumors are the most widely recognized disease and worldwide more than 4 lakhs of human beings are diagnosed with the brain tumor per year. Radiologists and doctors required a large amount of time to diagnose the tumorous cells in MRI images and exact labeling of tumorous cells is also a more typical and time-consuming task. Cell generation and dead cell replacement is a process that is controlled by the human body, if this process is failed due to some malfunctioning of the human body then a large number of cells are generated. If these extra generated cells in the place of one cell gain some mass, then called a tumor. So tumor is the uncontrolled growth of cells due to malfunctioning of the human body. There are mainly two types of tumor; Benign (Non-Cancerous) and malignant (cancerous) tumors. Benign tumors are noncancerous means they cannot spread to another part of the body. The extra generated cells are covered by a membrane and easily removed by a small surgery. If these cells are diagnosed in an early stage, then chances to suffer by the cancer of human being is reduced. The malignant tumor is cancerous and they are easily traveled to the other part of the body through the bloodstream. In the last decades, lots of techniques are developed to diagnose brain tumor cells but still, there is a chance to improve the accuracy and precision. In this approach, the error is removed by using 2d filtering then main features are extracted using DWT, and further the ANN model is designed to classify the type of tumor according to provided features. This proposed model takes less time to predict the type of tumor with a higher order of accuracy and precision.

2. PROPOSED METHODOLOGY

The proposed model is a hybrid model for brain tumor classification and segmentation that consists mainly; MRI Image Pre-processing, Discrete Wavelet Transformation (DWT), Principal Component Analysis (PCA), Artificial Neural Network (ANN). The proposed model classifies the New MRI image into 4 stages only are; Noise removal, feature extraction, feature reduction, and classification. The Proposed model has been illustrated in figure 1.

![Figure 1: Block diagram representing different stages of the proposed methodology](image-url)
2.1 MRI Dataset and Image Pre-processing
The MRI dataset is collected from open source, https://www.kaggle.com/navoneel/brain-mri-images-for-brain-tumor-detection/data, in grayscale form i.e. intensity range from 0 to 255. A set of eight images are selected randomly for experimental purpose. The sample of input MRI images is shown in figure 2.

Figure 2: Sample data set of Brain MRI Images

The main purpose of pre-processing step in tumor diagnosis from MRI image to enhance the quality of the image in terms of black and white pixels. The noise of the MRI image is reduced using a median filter then the corresponding histogram is constructed to visualize the frequency distribution. A sample of eight image histograms after pre-processing is shown in figure 3.

Figure 3: Histogram of a Pre-processed set of Brain MRI Images

2.2 Feature Extraction Reduction from MRI Image
Discrete Wavelet Transform (DWT), used to convert time domain data into a discrete wavelet domain. It provides time and frequency analysis of an MRI image [23] and is used for feature extraction, with the help of DWT MRI images are easily analyzed at different levels of resolution. Further PCA technique is used for feature reduction, to reduce the complexity of the model as well as unused features of input MRI images. [1, 2].

The continuous wavelet transform \( \Psi(t) \) is defined as:

\[
W_\psi(m, n) = \int_{-\infty}^{\infty} x(t) \psi_{m,n}(t) dt
\]

\[
\psi_{m,n}(t) = \frac{1}{\sqrt{m}} \psi \left( \frac{t - n}{m} \right)
\]

\( m \) = dilation factor

\( n \) = translation parameter

DWT can be given as:

\[
\begin{align*}
\{ d_{j,k} &= \sum x(n)h_{j,k}^*(n - 2jk), \\
\{ a_{j,k} &= \sum x(n)g_{j,k}^*(n - 2jk).
\end{align*}
\]

\( d_{j,k} \) = detail component of signal \( x(n) \)

\( a_{j,k} \) = approximation component of signal \( x(n) \)

\( h(n) \) = coefficients of the high-pass filter

\( g(n) \) = coefficients of the low-pass filter

\( j, k \) = wavelet scale & translation factor [1, 13].

The 2D DWT having four sub-bands “LL, LH, HL, HH”. The first image is passed through \( h(n) \) and \( g(n) \) filters which results in a further four sub-bands. Where; \( LL \) = approximation component of the image and \( LH, HL, HH \) = detailed component of the image. It has also been illustrated in Figure 4.

Fig.4. Schematic diagram of 2D DWT with four sub-bands
Table 1 shows the sample of extracted features using 2D DWT for input MRI image numbers 3 & 4.

| Feature       | Value (Fig 3) | Value (Fig 4) |
|---------------|--------------|--------------|
| Mean          | 7.341095     | 5.958145     |
| Standard Deviation | 33.82023   | 30.97922     |
| Entropy       | 0.001467     | 0.001477     |
| RMS           | 0.001019     | 0.001026     |
| Variance      | 1143.808     | 959.712      |
| Contrast      | 151.2298     | 174.9888     |
| Skewness      | 5.06175      | 5.677977     |
| Energy        | 0.031917     | 0.03224      |
| Homogeneity   | 0.268275     | 0.243851     |
| Kurtosis      | 26.47923     | 33.42885     |
| IDM           | 5.9818       | 7.700919     |
| Correlation   | 0.978014     | 0.964189     |

**3. ARTIFICIAL NEURAL NETWORK**

An artificial Neural Network is a layered network consist mainly of three layers; the Input layer, Hidden Layer and Output Layer. Every layered has some pre-processing unit, called a node. The number of a node in the input layer is equal to the number of features and the number of nodes in the output layer is equal to the number of labels or classes. This model is used to classify the input data in one of the pre-defined labeled classes after training the model with hues amount of the same type of classes labeled data. The neural network mainly deals with human brain learning and it consists of a neuron that is responsible to create the layers in the ANN model. These neurons are also called tuned parameters. The structure of a single neuron is shown below in figure 5.

![Artificial Neuron](image)

**Fig. 5** Artificial Neuron with three input parameters & Bias

In this proposed model total of 12 features are extracted from the input MRI image using 2D-DWT with one label (Benign= ‘0’ or Malignant= ‘1’). Before training the ANN model the whole dataset is divided into two parts; training & testing. So, in this model, a ratio of 90:10 is used to achieve better accuracy.

**4. EXPERIMENTAL RESULT**

The Proposed ANN model for the Brain Tumor classification algorithm is implemented using the software Python 3.7.9 and the configuration of the used system for implementation is; Intel Core i5 7th Gen CPU with 2.5 GHz Processor, 4 GB graphics, and 8 GB RAM. Figure 7, shows the training and losses of the proposed ANN model for brain tumor classification. The proposed model gives a training accuracy of model 98.7 % with a hyper parameter; Batch size=150, Epoch = 200, Step size per epoch=25.

![Training Accuracy and Loss](image)

**Fig. 7** Training accuracy and loss of proposed ANN Model
4.1 Confusion Matrix

The performance measures of the proposed ANN model are measured with the help of confusion matrix parameters. Figure 8 (a) & (b) shows a confusion matrix in which, the x-axis of shows the predicted labels (model output) and the y-axis represents the true labels and corresponding heat map for predicted values.

```python
# Making the Confusion Matrix
from sklearn.metrics import confusion_matrix
cm = confusion_matrix(y_test, y_pred)
cm

array([[197, 4],
       [4, 175]])
```

![Fig. 8(a)](image)

Some ANN model performance parameters are calculated by using given equations (4), (5), (6), (7) as under:

\[
\text{Precision} = \frac{TP}{(TP + FP)}
\]  

(5)  

\[
\text{Sensitivity} = \frac{TP}{(TP + FN)}
\]  

(6)  

\[
\text{Specificity} = \frac{TN}{(TN + FN)}
\]  

(7)  

\[
\text{Accuracy} = \frac{TP + TN}{(Positive + Negative)}
\]  

(8)  

\[
F-score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

(9)

The accuracy of different performance parameters like ‘Precision’, ‘Sensitivity’, ‘Specificity’, and ‘Accuracy’ of the proposed ANN model are shown below in Table 2.

| Type of Tumor | True Positive | True Negative | False Positive | False Negative | Precision | Sensitivity | Specificity | Accuracy | F-score |
|---------------|---------------|---------------|----------------|----------------|-----------|-------------|-------------|----------|---------|
| Benign        | 197           | 445           | 4              | 1              | 0.980     | 0.995       | 0.9978      | 0.9870   | 0.9870  |
| Malignant     | 174           | 448           | 1              | 4              | 0.994     | 0.978       | 0.9912      | 0.9860   | 0.9860  |

Table 2: Accuracy metrics of performance parameters

These performance parameters are extracted from the ‘Confusion Matrix’. The highest performance of ‘precision’, ‘sensitivity’, ‘specificity’, and ‘accuracy’ for the benign and malignant tumor are shown in the table. The overall accuracy of the proposed ANN model for tumor classification is 98.70 %.

4.2 Receiver Operating Characteristic (ROC) and Area under the ROC Curve (AUC)

ROC is used to plot the performance of the classification of the proposed model by plotting True Positive Rate (TPR) and False Positive Rate (FPR). The probability model performance measure is represented by the Area covered under the receiver operating characteristic curve. Figure 9 shows a ROC curve of the proposed ANN model with AUC 0.9863 which means the proposed model can predict correctly up to 98.63 %.

![Fig. 9 Receiver Operating Characteristic Curve](image)
5. CONCLUSIONS

In this paper, a simple hybrid ANN model is proposed based on 2D-DWT and ANN to classify benign and malignant tumors using MRI images. First, the 12 most important features are extracted from MRI images after pre-processing and segmentation then these features are used to train the proposed ANN model. Before the training, the proposed model, collected features for all 3762 is divided into two parts training and testing in the ratio 90:10 means model is trained with 90 percent of the whole dataset after applying seven data augmentation operators to avoid the shortage of datasets during training face. The model is tested with the remaining 10 percent of the whole dataset that gives better accuracy of 98.70%. In the future, brain tumor localization and segmentation algorithms may be developed for detecting brain tumors in 3-D MRI images.
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