Robust Fundamental Lemma for Data-driven Control
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Abstract: The fundamental lemma by Willems and coauthors facilitates a parameterization of all trajectories of a linear time-invariant system in terms of a single, measured one. This result plays an important role in data-driven simulation and control. Under the hood, the fundamental lemma works by applying a persistently exciting input to the system. This ensures that the Hankel matrix of resulting input/output data has the “right” rank, meaning that its columns span the entire subspace of trajectories. However, such binary rank conditions are known to be fragile in the sense that a small additive noise could already cause the Hankel matrix to have full rank. Therefore, in this extended abstract we present a robust version of the fundamental lemma. The idea behind the approach is to guarantee certain lower bounds on the singular values of the data Hankel matrix, rather than mere rank conditions. This is achieved by designing the inputs of the experiment such that the minimum singular value of a deeper input Hankel matrix is sufficiently large. This inspires a new quantitative and robust notion of persistence of excitation. The relevance of the result for data-driven control will also be highlighted through comparing the predictive control performance for varying degrees of persistently exciting data.
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1. INTRODUCTION

The fundamental lemma from Willems et al. (2005) is a powerful result that enables the characterization of the subspace of all possible trajectories of a linear time-invariant (LTI) system using raw time series data sorted into a Hankel matrix. The result has inspired many methods for data-driven analysis and control; see (Markovsky and Rapisarda, 2008; van Waarde et al., 2020; van Waarde, 2021; Coulson et al., 2019; De Persis and Tesi, 2019; Berberich et al., 2020), and the survey by Markovsky and Dörfler (2021) and references therein. At its core, the fundamental lemma requires applying an input sequence to the system that is persistently exciting of sufficient order such that the resulting input/output data Hankel matrix spans the entire subspace of possible trajectories of the system. In other words, if a deeper input data Hankel matrix is full row rank, the resulting input/output data Hankel matrix has low rank equal to the dimension of the admissible trajectory subspace. This input/output data Hankel matrix can then be used as a non-parametric system model.

One major drawback of the fundamental lemma is that it only holds for noise-free data. Indeed, when the data are corrupted by noise, the input/output data Hankel matrix may no longer have low rank and thus will no longer describe the correct trajectory subspace leading to poor performance when used for data-driven analysis and control. This demonstrates that these binary rank conditions can no longer indicate suitable data when in the presence of noise. This motivates defining a new quantitative notion of persistence of excitation that gives a measure of how persistently exciting the inputs are. In adaptive control, such quantitative notions are studied (Åström and Wittenmark, 2008, Remark 1, pg. 64), but not in the context of the fundamental lemma.

In this extended abstract we propose a robust fundamental lemma that relies on a new quantitative notion of persistence of excitation. The result informs the input selection such that the minimum singular value of the input/output data matrix is lower bounded by a user specified parameter. This results in a data matrix that is more robust to noise leading to better performance when used for data-driven analysis and control.

The rest of the extended abstract is organized as follows. We begin with notation. Section 2 formalizes the problem of interest. Section 3 contains the main result whose relevance is illustrated through a data-driven control case study in Section 4. We conclude in Section 5.

Notation: Let \( m, n \in \mathbb{Z}_{>0} \). Given a matrix \( M \in \mathbb{R}^{m \times n} \) and integer \( i \in \mathbb{Z}_{>0} \) we denote the \( i \)-th singular value of \( M \) by \( \sigma_i(M) \) with the ordering \( 0 \leq \sigma_1(M) \leq \sigma_2(M) \leq \cdots \leq \sigma_{\min(m,n)}(M) \). When \( m = n \) and \( M = M^\top \), we denote the \( i \)-th eigenvalue of \( M \) by \( \lambda_i(M) \) with the ordering \( \lambda_1(M) \leq \lambda_2(M) \leq \cdots \lambda_n(M) \). We use \( \|M\| = \sigma_{\min(m,n)}(M) \)
to denote the spectral norm of a matrix $M$, $\|M\|_F$ the Frobenius norm, and $\|x\|$ to denote the 2-norm of a vector $x$. The Moore-Penrose pseudo inverse of $M$ is denoted by $M^\dagger$. Given $i, j, T \in \mathbb{Z}_{\geq 0}$ with $i \leq j$ and a sequence $\{z(t)\}_{t=0}^{T-1} \subset \mathbb{R}^n$ define
\[
z_{[i,j]} := [z(i)^\top \ z(i+1)^\top \cdots z(j)^\top]^\top.
\]
Given an integer $k \in \mathbb{Z}_{\geq 0}$ with $k \leq j - i + 1$, define the Hankel matrix of depth $k$ associated with $z_{[i,j]}$ as
\[
\mathcal{H}_k(z_{[i,j]}) := \begin{bmatrix}
z(i) & z(i+1) & \cdots & z(j-k+1) \\
z(i+1) & z(i+2) & \cdots & z(j-k+2) \\
\vdots & \vdots & \ddots & \vdots \\
z(i+k-1) & z(i+k) & \cdots & z(j)
\end{bmatrix}.
\]

2. PROBLEM STATEMENT

Consider the discrete-time LTI system
\[
x(t+1) = Ax(t) + Bu(t), \quad (1)
\]
where $x(t) \in \mathbb{R}^n$ is the state, and $u(t) \in \mathbb{R}^m$ is the control input. Throughout this extended abstract we will focus on a special case of full state measurements. We recall the definition of persistency of excitation.

**Definition 2.1.** Let $T \in \mathbb{Z}_{\geq 0}$. The input sequence $u_{[0,T-1]}$ is called persistently exciting of order $k \in \mathbb{Z}_{\geq 0}$ if $\mathcal{H}_k(u_{[0,T-1]})$ has full row rank.

We now state a version of the fundamental lemma (Willems et al., 2005) for the special case of input/state data.

**Theorem 2.1.** Let $(A,B)$ be controllable and $T \in \mathbb{Z}_{\geq 0}$. Let $(u_{[0,T-1]}, x_{[0,T-1]})$ be an input/state trajectory of $(1)$ such that $u_{[0,T-1]}$ is persistently exciting of order $n + 1$. Then the data matrix
\[
\begin{bmatrix}
\mathcal{H}_k(x_{[0,T-1]}) \\
\mathcal{H}_k(u_{[0,T-1]})
\end{bmatrix} = \begin{bmatrix}
x(0) & x(1) & \cdots & x(T-1) \\
u(0) & u(1) & \cdots & u(T-1)
\end{bmatrix} \quad (2)
\]
has rank $n + m$.

As a result, the matrix $(2)$ along with $x(T)$ fully capture the behaviour of $(1)$ and can be used for data-driven analysis and control or system identification (Markovsky and Dörfler, 2021). However, the above rank condition on the data matrix $(2)$ is not always a valid indicator that the data is suitable for characterizing the behaviour of $(1)$. In fact when the data is corrupted by noise, $(2)$ may have full rank, but can lead to poor performance when used for data-driven analysis or control. We present a motivating example outlining precisely how we can improve on such rank conditions.

**Example 2.1.** Suppose we wish to identify matrices $A, B$ of the system
\[
x(t+1) = Ax(t) + Bu(t) + w(t), \quad (3)
\]
where $w(t) \in \mathbb{R}^n$ is a noise term. Let $(u_{[0,T-1]}, x_{[0,T-1]})$ be an input/state trajectory of the noisy system such that $u_{[0,T-1]}$ is persistently exciting of order $n + 1$. To identify $A, B$, we consider the least squares problem
\[
\min_{A,B} \left\| \mathcal{H}_1(x_{[1,T]}) - [A \ B] \begin{bmatrix}
\mathcal{H}_1(x_{[0,T-1]}) \\
\mathcal{H}_1(u_{[0,T-1]})
\end{bmatrix}\right\|_F
\]
with solution given by
\[
[\hat{A} \ \hat{B}] := \mathcal{H}_1(x_{[1,T]}) \begin{bmatrix}
\mathcal{H}_1(x_{[0,T-1]}) \\
\mathcal{H}_1(u_{[0,T-1]})
\end{bmatrix}^\dagger. \quad (4)
\]

The data satisfies
\[
\mathcal{H}_1(x_{[1,T]}) = [A \ B] \begin{bmatrix}
\mathcal{H}_1(x_{[0,T-1]}) \\
\mathcal{H}_1(u_{[0,T-1]})
\end{bmatrix} + \mathcal{H}_1(w_{[0,T-1]}).
\]
Hence, the error of our estimate is given by
\[
\left\| [\hat{A} \hat{B}] - [A \ B] \right\| = \left\| \mathcal{H}_1(w_{[0,T-1]}) \begin{bmatrix}
\mathcal{H}_1(x_{[0,T-1]}) \\
\mathcal{H}_1(u_{[0,T-1]})
\end{bmatrix}^\dagger \right\| \leq \frac{\sigma_n(\mathcal{H}_1(w_{[0,T-1]}))}{\sigma_1(\mathcal{H}_1(x_{[0,T-1]}))} \cdot \frac{\mathcal{H}_1(u_{[0,T-1]})}{\mathcal{H}_1(x_{[0,T-1]})}.
\]

Note that the estimation error can be arbitrarily large, regardless of whether $(2)$ is full row rank. What is important instead is the smallest singular value of $(2)$. Indeed, if we wish to identify $A, B$ to within some specified error, we require that the smallest singular value of the data matrix $(2)$ is bounded below by some threshold depending on the noise term $w$.

This example motivates us to develop a robust fundamental lemma that moves away from rank conditions by defining a quantitative notion of persistency of excitation which guarantees a lower bound on the minimum singular value of the data matrix $(2)$. More formally, the goal of this extended abstract is to solve the following problem.

**Problem 2.1.** Let $\delta > 0$. Design an input sequence $u_{[0,T-1]}$ such that the resulting data matrix satisfies
\[
\sigma_1 \left( \begin{bmatrix}
\mathcal{H}_1(x_{[0,T-1]}) \\
\mathcal{H}_1(u_{[0,T-1]})
\end{bmatrix} \right) \geq \delta. \quad (5)
\]

3. MAIN RESULT

The two main ingredients of the fundamental lemma are controllability and persistency of excitation. To establish a robust fundamental lemma, we must develop quantitative notions of these two main ingredients. We start with persistency of excitation.

**Definition 3.1.** Let $T \in \mathbb{Z}_{\geq 0}$, $\alpha > 0$. The input sequence $u_{[0,T-1]}$ is called $\alpha$-persistently exciting of order $k \in \mathbb{Z}_{\geq 0}$ if $\sigma_1(\mathcal{H}_k(u_{[0,T-1]})) \geq \alpha$.

This is a natural generalization of persistency of excitation since for any $\alpha > 0$ an $\alpha$-persistently exciting signal of order $k$ is necessarily persistently exciting of order $k$.

We now focus on the second main ingredient of the fundamental lemma: controllability. Let
\[
M := \begin{bmatrix}
A & B & 0 & \cdots & 0 \\
0 & 0 & I_m & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix}, \quad z = \begin{bmatrix}
\xi \\
\eta \\
0_{nm}
\end{bmatrix} \quad (6)
\]
where $\xi \in \mathbb{R}^n$, $\eta \in \mathbb{R}^m$, and $I_m$ and $0_{nm}$ denote the $m \times m$ identity matrix and the zero vector of length $nm$, respectively. Define for any $z$ of the form $(6)$
\[
\Theta_z := \begin{bmatrix}
z \ M^\top z \ M^\top w \cdots (M^\top)^{n-2} z
\end{bmatrix}^\top. \quad (7)
\]

Note that $\Theta_z^\top$ can be viewed as an extended controllability matrix of the system $(M^\top, z)$. We make the following quantitative controllability assumption on this extended system.
Assumption 3.1. Let $\rho > 0$. For all $z$ of the form (6) with $\|z\| = 1$, assume
\[
\sigma_1(\Theta_z) \geq \rho. \tag{8}
\]

This assumption can be thought of as ensuring that the finite horizon controllability Gramian $\Theta^\top \Theta = \sum_{j=0}^n (M^\top)^j z z^\top M^j$ of the extended system has lower bounded eigenvalues. This assumption is not restrictive since for any controllable $(A, B)$, there exists uniform $\rho_0 > 0$ that lower bounds $\sigma_1(\Theta_z)$ for all $z$, by the following lemma.

Lemma 3.1. Let $(A, B)$ be controllable. Then
(i) rank$(\Theta_z) = n + 1$, and
(ii) there exists $\rho_0 > 0$ such that $\sigma_1(\Theta_z) \geq \rho_0$, for all $z$ be of the form (6) with $\|z\| = 1$.

Proof. We begin by proving (i). Assume on the contrary that the rows of $\Theta_z$ are linearly dependent. From the structure of $\Theta_z$, we must have that $\eta = 0$ and thus $z = (\xi, 0_{n+1,m})$. Likewise, we must have that $\xi^\top B = \xi^\top AB = \cdots = \xi^\top A^{n-1}B = 0$. By controllability of $(A, B)$, this implies that $\xi = 0$, and hence $z = 0$. This contradicts the fact that $\|z\| = 1$, proving the claim. We now prove (ii). Assume on the contrary that $\forall \rho_0 > 0$, $\exists z$ with $\|z\| = 1$ such that $\sigma_1(\Theta_z) < \rho_0$. Let $\{\rho_j\}_{j=1}^\infty \subset \mathbb{R}$ be a sequence such that $\lim_{j \to \infty} \rho_j = 0$. By assumption, for each $\rho_j$, there exists $z_j$ with $\|z_j\| = 1$ and $\sigma_1(\Theta_{z_j}) < \rho_j$. Since the set $\{z : \|z\| = 1\}$ is compact, $\{z_j\}_{j=1}^\infty$ has a convergent subsequence converging to some $z$ with $\|z\| = 1$. Thus, $\sigma_1(\Theta_z) \leq 0$. However, by part (i), $\Theta_z$ has full row rank and hence, there exists $\tilde{\rho} > 0$ such that $\sigma_1(\Theta_z) > \tilde{\rho}$ which is a contradiction, proving the result.

We now state the main theorem which solves Problem 2.1.

Theorem 3.1. Let $T \in \mathbb{Z}_{\geq 0}$, $(A, B)$ be controllable, and $\delta > 0$. Suppose that Assumption 3.1 holds and $(u_{0,T-n-1}, x_{0,T-1})$ is an input/state trajectory of (1) such that $u_{0,T-1}$ is $\delta \frac{\sqrt{n+1}}{\rho}$-persistently exciting of order $n + 1$. Then
\[
\sigma_1 \left( \begin{bmatrix} \mathcal{H}_1(x_{0,T-1}) \\ \mathcal{H}_1(u_{0,T-1}) \end{bmatrix} \right) \geq \delta.
\]

Proof. Denote the minimum singular value of the input/state data matrix (2) by $\sigma \geq 0$ with corresponding left and right singular vectors $(\xi, \eta) \in \mathbb{R}^{n+m}$ and $v \in \mathbb{R}^T$, respectively. Then, $\|(\xi, \eta)\| = \|v\| = 1$ and
\[
[\xi \eta^\top] \begin{bmatrix} \mathcal{H}_1(x_{0,T-1}) \\ \mathcal{H}_1(u_{0,T-1}) \end{bmatrix} = \sigma v^\top.
\]
Let $z = (\xi, \eta, 0_{n,m})$. By definition of $\Theta_z$ in (9) and the dynamics (1), we have
\[
\Theta_z \begin{bmatrix} \mathcal{H}_1(x_{0,T-n-1}) \\ \mathcal{H}_n+1(u_{0,T-1}) \end{bmatrix} = \sigma \mathcal{H}_1(v_{0,T-n-1}). \tag{9}
\]
By Cauchy’s interlacing theorem (Horn and Johnson, 1994, Corollary 3.1.3),
\[
\sigma_1(\mathcal{H}_n+1(u_{0,T-1})) \leq \sigma_{n+1} \left( \begin{bmatrix} \mathcal{H}_1(x_{0,T-n-1}) \\ \mathcal{H}_n+1(u_{0,T-1}) \end{bmatrix} \right).
\]
By the Courant-Fischer-Weyl max-min principle (Horn and Johnson, 1994, Theorem 3.1.2),
\[
\sigma_{n+1} \left( \begin{bmatrix} \mathcal{H}_1(x_{0,T-n-1}) \\ \mathcal{H}_n+1(u_{0,T-1}) \end{bmatrix} \right) = \min_{y \in \mathbb{R}^M} \max_{|y| = 1} \frac{\|H_1(x_{0,T-n-1})^\top y\|^2}{\|H_n+1(u_{0,T-1})^\top y\|^2}
\]
By Lemma 3.1, rank$(\Theta_z) = n + 1$, and hence
\[
\sigma_{n+1} \left( \begin{bmatrix} \mathcal{H}_1(x_{0,T-n-1}) \\ \mathcal{H}_n+1(u_{0,T-1}) \end{bmatrix} \right) \leq \max_{y \in \mathbb{R}^M} \frac{\|H_1(x_{0,T-n-1})^\top y\|^2}{\|H_n+1(u_{0,T-1})^\top y\|^2}
\]
\[
= \max_{\|\Theta_z^\top y\| = 1} \frac{\sigma \mathcal{H}_n+1(v_{0,T-1})^\top y}{\|\Theta_z^\top y\|^2}
\]
\[
\leq \sigma \sqrt{n+1} \max_{\|\Theta_z^\top y\| = 1} \frac{\|y\|^2}{\|\Theta_z^\top y\|^2}. \tag{11}
\]
where the equality comes from (9) and the last inequality holds because the rows of $\mathcal{H}_n+1(v_{0,T-1})$ have norm at most 1. Without loss of generality, write $q = \sum_{j=1}^{n+1} \alpha_j \mu_j$ where $\alpha_j \in \mathbb{R}$ and $\mu_j \in \mathbb{R}$ are orthonormal eigenvectors of $\Theta_z \Theta_z^\top$ corresponding to eigenvalues $\lambda_j(\Theta_z \Theta_z^\top)$. Then
\[
\max_{\|\Theta_z^\top y\| = 1} \frac{\|y\|^2}{\|\Theta_z^\top y\|^2} = \max_{\|\Theta_z^\top y\| = 1} \frac{\sum_{j=1}^{n+1} \alpha_j^2 \lambda_j(\Theta_z \Theta_z^\top)}{\sum_{j=1}^{n+1} \alpha_j^2} = \frac{1}{\lambda_1(\Theta_z \Theta_z^\top)}.
\]
We see the maximum is achieved for $\alpha_1 = \pm \frac{1}{\sqrt{\lambda_1(\Theta_z \Theta_z^\top)}}$ and $\alpha_j = 0$ for $j \in \{2, \ldots, n+1\}$. Hence,
\[
\frac{\|y\|^2}{\|\Theta_z^\top y\|^2} = \frac{1}{\lambda_1(\Theta_z \Theta_z^\top)}.
\]
Combining the above with (10) and (11), we obtain
\[
\sigma \geq \sigma_1(\mathcal{H}_n+1(u_{0,T-1})) \sqrt{\frac{1}{\lambda_1(\Theta_z \Theta_z^\top)}}.
\]
Substituting $\sqrt{\lambda_1(\Theta_z \Theta_z^\top)} = \sigma(\Theta_z) \geq \rho$ by Assumption 3.1 and using the fact that $u_{0,T-1}$ is $\delta \frac{\sqrt{n+1}}{\rho}$-persistently exciting of order $n + 1$ yields the result.

The theorem tells us how the inputs should be chosen such that for any user defined parameter $\delta$, the smallest singular value of the data matrix (2) is lower bounded by $\delta$. The degree of persistency of excitation needed depends on $\rho$ which is assumed to be a priori in our setting. However, Lemma 3.1 shows that, for any controllable system (1), there exists $\rho_0 > 0$ such that $\sigma_1(\Theta_z) \geq \rho_0$ for all $z$. To design an input sequence so that (5) holds, we only require a lower bound on $\rho_0$ since any input that is $\delta \frac{\sqrt{n+1}}{\rho_0}$-persistently exciting of order $n + 1$ yields the desired result.

4. NUMERICAL EXAMPLE

In this section we compare the performance of several data sets with varying degrees of persistency of excitation for a data-driven control task. Our hypothesis is that data sets whose inputs have a larger degree of persistency excitation
will perform better when the data is corrupted by noise. Consider a controllable system (3) with

\[ A = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \]

We generated 3 input data sequences of length \( T = 50 \) with varying degrees of persistency of excitation. We denote the \( i \)-th input data sequence by \( u^{(i)}(t) \). The inputs for each input data sequence were chosen as \( u^{(1)}(t) \sim \mathcal{N}(0,10^{-2}), u^{(2)}(t) = 0.05u^{(1)}(t), u^{(3)}(t) = 0.01u^{(1)}(t) \) for all \( t \in \{0, \ldots, T - 1\} \). As a result, we obtained 3 input sequences that were \( \alpha^{(i)} \)-persistently exciting of order \( n + 1 \), with \( \alpha^{(1)} = 0.48, \alpha^{(2)} = 0.024, \alpha^{(3)} = 0.0048 \). The corresponding state data \( x^{(i)}[0:T] \) was generated by (3) where the noise \( w(t) \sim \mathcal{N}(0,10^{-4}I_n) \) was the same across all data sets. Using the data, we constructed 3 different data-driven one-step predictors as in (4)

\[
x(t + 1) = \mathcal{H}_1 \left( x^{(i)}[1:T] \right) \left[ \begin{bmatrix} \mathcal{H}_1 \left( x^{(i)}[0:T-1] \right) \\ \mathcal{H}_1 \left( u^{(i)}[0:T-1] \right) \end{bmatrix} \right]^\dagger \begin{bmatrix} x(t) \\ u(t) \end{bmatrix}.
\]

We then used the predictor equations (12) for a predictive control reference tracking task by solving the following optimization problem in a receding horizon fashion:

\[
\min_{x,u} \sum_{k=0}^{T_1-1} \| x_k - r \|^2 + \| u_k \|^2
\]

s.t. \( x_0 = x(t) \)

\[
x_{k+1} = \mathcal{H}_1 \left( x^{(i)}[1:T] \right) \left[ \begin{bmatrix} \mathcal{H}_1 \left( x^{(i)}[0:T-1] \right) \\ \mathcal{H}_1 \left( u^{(i)}[0:T-1] \right) \end{bmatrix} \right]^\dagger \begin{bmatrix} x_k \\ u_k \end{bmatrix}
\]

where \( x(t) \) denotes the current state at time \( t \), \( r \in \mathbb{R}^n \) is the reference, and \( T_1 = 10 \) is the prediction horizon. System (3) was simulated for each data set with noise \( w(t) \sim \mathcal{N}(0,10^{-4}I) \) the same across all simulations. Figure 1 depicts the performance of the three data-driven one-step predictors for the reference tracking task.

![Fig. 1. State trajectories \( x(t) = (x_1(t), x_2(t)) \) controlled by solving (13) in a receding horizon fashion for three data sets with varying degrees of persistency of excitation. The legend indicates the minimum singular value of the data matrices (2) used for prediction in (13).](image)

For this example, Lemma 3.1 holds for \( \rho_0 = 0.105 \) and thus Assumption 3.1 holds for any \( \rho \leq \rho_0 \). Based on \( \rho_0 \) and the degree of persistency of excitation of each input sequence, we can compute the value \( \delta^{(i)} \) for which (5) holds for the \( i \)-th input/state data. Theorem 3.1 guarantees that (5) holds for each data set with \( \delta^{(1)} = 2.9 \times 10^{-2}, \delta^{(2)} = 1.4 \times 10^{-3}, \) and \( \delta^{(3)} = 2.9 \times 10^{-4} \). As we see from Figure 1, the performance of the data-driven predictors decreases as the minimum singular value of the data matrix (2) decreases. This can be attributed to the fact that the one-step predictor in (12) becomes more accurate as the smallest singular value of the data matrix decreases (as seen in Example 2.1), leading to better performance.

5. CONCLUSION

In this extended abstract, we defined a new quantitative notion of persistency of excitation by analyzing the minimum singular value of an input Hankel matrix. Based on this notion, we specified to what degree the inputs should be persistently exciting to ensure that the smallest singular value of the resulting input/state matrix is larger than a user defined threshold, thus generalizing the celebrated fundamental lemma. As a result, we are able to move away from classical rank conditions and give a quantitative notion of data suitability. A comparison of the control performance of several data sets with varying degrees of persistently exciting input data suggested that data being generated by inputs with a larger degree of persistency of excitation are better suited to control tasks. Future work includes extending these results to the general input/output case.
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