Consistent modeling of velocity statistics and redshift-space distortions in one-loop perturbation theory
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Abstract. The peculiar velocities of biased tracers of the cosmic density field contain important information about the growth of large scale structure and generate anisotropy in the observed clustering of galaxies. Using N-body data, we show that velocity expansions for halo redshift-space power spectra are converged at the percent-level at perturbative scales for most line-of-sight angles \( \mu \) when the first three pairwise velocity moments are included, and that the third moment is well-approximated by a counterterm-like contribution. We compute these pairwise-velocity statistics in Fourier space using both Eulerian and Lagrangian one-loop perturbation theory using a cubic bias scheme and a complete set of counterterms and stochastic contributions. We compare the models and show that our models fit both real-space velocity statistics and redshift-space power spectra for both halos and a mock sample of galaxies at sub-percent level on perturbative scales using consistent sets of parameters, making them appealing choices for the upcoming era of spectroscopic, peculiar-velocity and kSZ surveys.
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1 Introduction

The large-scale structure (LSS) of the Universe contains a trove of information relevant to astrophysics, cosmology and fundamental physics, including the initial conditions from the early universe and constraints on cosmological parameters and gravity [1–3]. As cosmological distances are typically inferred through redshifts, a common theme in LSS observations is the necessity to operate in redshift space, where the peculiar velocities of observed targets lead to structure beyond what exists in real space [4, 5]. These so-called redshift-space distortions (RSD) present both a modeling challenge and additional information by encoding information about cosmic velocities in observed densities, for example allowing us to measure the derivative of the linear growth factor \( fD = dD/da \), where \( f(a) \) and \( D(a) \) are the linear-theory growth rate and growth factor (see e.g. refs. [1, 2] for recent reviews). Current and upcoming spectroscopic surveys such as DESI [6] and EUCLID [7] will test these measurements at unprecedented precision. At the same time, the rise of next-generation ground-based CMB experiments [8, 9] as well as renewed interest in low-redshift peculiar velocity surveys [10–12] in recent years makes it likely that direct measurements of the peculiar velocity statistics underlying redshift space distortions will become available in the near future, offering complementary probes for theories of structure formation. These developments make it timely to revisit our understanding of velocities in large scale structure and their link to redshift space distortions.

The evolution of the LSS at high redshifts and large scales is well modeled by linear perturbation theory [13–15], and the reach of the perturbation theory can be extended to intermediate scales by including higher order terms in the equations of motion [16]. In this paper we shall consider 1-loop perturbation theory in both the Eulerian (EPT; [16–27]) and Lagrangian (LPT; [28–39]) formulations, and their extensions as an effective field theories [39–41]. EPT has been extensively employed in the analysis of large-scale structure surveys, with the most recent incarnation being refs. [42–44]. LPT provides a natural means of modeling biased tracers in redshift space [32, 33], including resummation of the advection terms which is important for modeling features in the clustering signal, and deals directly with the displacement vectors of the cosmic fluid, making it an ideal framework within which to understand their derivatives, i.e. cosmological velocities.

The goal of this paper is to develop a consistent Fourier-space model of both peculiar-velocity and redshift-space statistics. Our strategy is twofold: first, since the redshift-space power spectrum of galaxies can be understood in terms of series expansions of their velocity statistics, we explore the convergence of these expansions to understand their requirements and limitations. Our analysis of these expansions for halo power spectra uses nonlinear velocity spectra measured directly from simulations, which include nonlinear bias and fingers-of-god [45], and is a continuation of that in ref. [46], who explored these convergence properties within the Zeldovich approximation, and refs. [47, 48], who explored them in the context of matter and halo power spectra. Similar expansions using velocity statistics from N-body
data have also been studied in configuration space for the Gaussian and Edgeworth streaming models [49–52]. Second, we use one-loop perturbation theory with effective corrections for small scale effects to model the requisite velocity statistics. Our work builds naturally on previous work in configuration space combining velocity statistics and the correlation function in LPT, particularly within the context of the Gaussian streaming model [13, 49–51, 53, 54], though modeling these statistics in Fourier space enables us to more effectively extend the reach of perturbation theory. We compare and contrast the behavior of these velocity statistics in both EPT and LPT.

This work is organized as follows. We begin in section 2 by describing the N-body simulations that we use throughout the paper. In section 3 we briefly review two methods of expanding velocity statistics in the redshift-space power spectrum (the moment expansion approach and the Fourier streaming model) and study their convergence at the level of velocity statistics measured from N-body simulations. We describe the modeling of these velocity statistics in perturbation theory in section 4 providing a comparison of and translation between the two approaches. Finally, in section 5 the velocity expansions and PT modeling of velocities are combined to yield a consistent model for the power spectrum within one-loop perturbation theory. We conclude with a discussion of our results in section 6. In appendices, we compare our work to existing models (A, B), discuss differences between power spectrum wedges and multipoles (C) and provide details of our numerical calculations (D, E, F, G).

2 N-body simulations

In this paper we will use N-body data for two purposes: (1) to test the convergence of various velocity-based expansions for redshift space distortions using exact velocity statistics extracted from simulations and (2) to investigate the extent to which these velocity statistics can be modeled within 1-loop perturbation theory and combined to model the redshift-space power spectrum for biased tracers. To this end we make use of the halo catalogs\(^1\) from the simulations described in ref. [55]. These were the same simulations used in ref. [51], to which the reader is referred for further discussion. Briefly, there were 4 realizations of a ΛCDM (\(\Omega_m = 0.2648, \Omega_b h^2 = 0.02258, h = 0.71, n_s = 0.963, \sigma_8 = 0.8\)) cosmology simulated with 4096\(^3\) particles in a 4\( h^{-1}\)Gpc box. We measured the halo power spectrum in two mass bins (12.5 < \(\log M\) < 13.0 and 13.0 < \(\log M\) < 13.5; all masses in \(h^{-1} M_\odot\)) at \(z = 0.8\) and 0.55, in both real and redshift space. We compute the power spectra in bins of width 0.0031 \(h\) Mpc\(^{-1}\), which is small enough that effects due to binning are \(\mathcal{O}(0.1\%)\) for the theories we wish to test. We additionally computed the Fourier-space pairwise velocity statistics up to fourth order in real space. The aforementioned quantities were all computed using the publically available \texttt{nbodykit} software [56]. The number densities and rough estimates for the linear biases of the halo samples we consider are given in table 1.

The total volume simulated, 256\( h^{-3}\)Gpc\(^3\), is equivalent to > 40 and > 25 full-sky surveys for redshift slices 0.5 < \(z\) < 0.6 and 0.75 < \(z\) < 0.85, respectively. The statistical errors from the simulations should thus be much smaller than those of any future survey confined to a narrow redshift slice and are dominated by systematic errors in the algorithms or physics missing from the simulations themselves. In fact, the simulations were run with “derated” time steps and halo masses were adjusted to match the halo abundance of a simulation with finer time steps [55]. As detailed in ref. [51], tests of halo catalogs produced

\(^1\)The data are available at \url{http://www.hep.anl.gov/cosmology/mock.html}. Of the 5 realizations, the data for the first were corrupted so we used only the last 4.
with and without derated time steps lead us to assign a systematic error of several percent to the clustering statistics measured in these simulations. Of direct relevance to redshift-space statistics, by comparing the mean-infall velocity and pairwise velocity dispersion on very large scales with linear theory predictions we see evidence that the velocities are underpredicted by about 1-2% by $z = 0.55$. In particular we note that agreement with theory can be improved on all scales if we increase N-body velocities by such a constant factor. To keep the measured redshift-space power spectrum and velocity statistics consistent, we do not apply this correction. Rather, we choose to focus our analysis primarily on the redshift bin $z = 0.8$, relevant in the near term for spectroscopic surveys such as DESI [6] and where the accumulated effects of this systematic are less severe, noting that a few percent error is well within the error budget for simulations of this form.

Finally we construct a mock galaxy sample at $z \simeq 0.8$ using a simple HOD applied to the dark matter halo catalogs. Since it is not our goal to match any particular sample, but rather to investigate how well our model performs on a sample covering a wide range of halo masses and with satellite galaxies, we simply populate all halos above $M_{\text{cut}} = 10^{12.5} h^{-1} M_\odot$ with a “central” galaxy taken to be comoving with the halo and at the halo center. We also draw a Poisson number of satellites with

$$\langle N_{\text{sat}} \rangle = \Theta (M - M_{\text{cut}}) \left( \frac{M}{M_1} \right), \quad M_1 = 10^{14} h^{-1} M_\odot$$

and arrange them following a spherically symmetric NFW profile [57] scaled by the halo concentration and virial radius. In addition to the halo velocity, the satellites have a random, line-of-sight velocity drawn from a Gaussian with width equal to the halo velocity dispersion. This sample has complex, scale-dependent bias and finger-of-god velocity dispersion on small scales providing a test of the ability of our model to fit observed galaxy samples which exhibit both properties.

3 Redshift space distortions: velocity expansions and convergence

3.1 Formalism

In large-scale surveys, line-of-sight positions are typically inferred by measuring redshifts. Since redshifts are affected by the peculiar motions of the observed objects, these inferred redshift-space positions $s$ will be shifted from the “true” positions $x$ of these objects according to $s = x + \hat{n}(\hat{n} \cdot \mathbf{v})/H$, where $\hat{n}$ is the unit vector along the line-of-sight and $H = aH$ is the conformal Hubble parameter [14, 15]. Overdensities in redshift space are thus related to their

| $\text{lg}M$  | Redshift | $\bar{n}$ | $b$  |
|------------|----------|----------|------|
| 12.5–13.0  | 0.55     | 0.61     | 1.45 |
| 13.0–13.5  | 0.55     | 0.19     | 1.93 |
| 12.5–13.0  | 0.8      | 0.53     | 1.72 |
| 13.0–13.5  | 0.8      | 0.15     | 2.32 |
| 'Galaxies' | 0.8      | 0.80     | 1.97 |

Table 1. Number densities and bias values for the samples we use. Halo masses are $\log_{10}$ of the mass in $h^{-1} M_\odot$, number densities are times $10^{-3} h^3 \text{Mpc}^{-3}$. The last row, labeled `Galaxies', refers to the mock galaxy sample drawn from the halo occupation distribution described in the text.
real space counterparts via number conservation as

\[
1 + \delta_s(s, \tau) = \int d^3x \left( 1 + \delta_g(x, \tau) \right) \delta_D(s - x - u)
\]

\[
(2\pi)^3 \delta_D(k) + \delta_s(k) = \int d^3x \left( 1 + \delta_g(x, \tau) \right) e^{ik \cdot (x + u(x))},
\]

where we have defined the shorthand \( u = \hat{n} \cdot \mathbf{v} / H \). From the above, the redshift space power spectrum can be written as a special case of the (Fourier transformed) velocity moment-generating function \([58]\)

\[
\tilde{M}(J, \mathbf{k}) = \frac{k^3}{2\pi^2} \int d^3r \ e^{ik \cdot r} \left\langle (1 + \delta_g(x_1))(1 + \delta_g(x_2)) e^{ij \cdot \Delta u} \right\rangle_{x_1 - x_2 = r},
\]

where we have defined the pairwise velocity \( \Delta u = u_1 - u_2 \) and the \( k^3/(2\pi^2) \) in inserted for convenience. Specifically, we have

\[
\frac{k^3}{2\pi^2} P_s(k) = \tilde{M}(J = \mathbf{k}, \mathbf{k}) = \frac{k^3}{2\pi^2} \int d^3r \ e^{ik \cdot r} \left\langle (1 + \delta_g(x_1))(1 + \delta_g(x_2)) e^{ij \cdot \Delta u} \right\rangle_{x_1 - x_2 = r}.
\]

Note that the moment generating function with \( J = 0 \) is directly proportional to the real space power spectrum, i.e. \( \tilde{M}_0 = k^3 P(k)/(2\pi^2) = \Delta^2(k) \), where \( \Delta^2(k) \) is the power per log interval in wavenumber in real space.

There exist many approaches to model the redshift space power spectrum (see e.g. refs. [58–60] for recent reviews). Roughly speaking, these techniques can be understood as different series expansions of the exponential in equation (3.3) (see e.g. the discussion in ref. [58]; a related discussion on the correlation function and velocity expansions in configuration space can be found in ref. [61]). Our main objective here is to explore the effectiveness of two Fourier-space based approaches: the moment expansion (ME), or “distribution function approach” [62], and the recently proposed Fourier Streaming Model (FSM) [58].

In the moment expansion approach the redshift-space power spectrum is derived by expanding the exponential in equation (3.3) such that

\[
\frac{k^3}{2\pi^2} P_s(k) = \tilde{M}(J = \mathbf{k}) = \frac{k^3}{2\pi^2} \sum_{n=0}^{\infty} \frac{i^n}{n!} k_{i_1} \cdots k_{i_n} \tilde{\Xi}^{(n)}_{i_1 \cdots i_n}(\mathbf{k})
\]

where the density-weighted pairwise velocity moments are defined to be the Fourier transforms of \( \Xi^{(n)}_{i_1 \cdots i_n} = ((1 + \delta_1)(1 + \delta_2) \Delta u_{i_1} \cdots \Delta u_{i_n}) \). For example, the first and second moments are the mean pairwise velocity between halos separated by distance \( r \), \( \Xi^{(1)}_i = v_{12,i}(r) \), and the pairwise velocity dispersion, \( \Xi^{(2)}_{ij} = \sigma_{12,ij}(r)^{2} \).

\[\text{\footnotesize\(2\)Since redshift-space distortions depend only on line-of-sight velocities the only nonzero contributions in equation (3.4) are those due to } k_n = k \mu, \text{ where } \mu \text{ is the cosine of the angle between the line-of-sight (LOS) and wave vector, which in turn multiplies only velocity statistics projected along the LOS } \hat{n}. \text{ However, models of large-scale structure naturally predict not only the LOS component but the full tensorial quantity}

\[
\Xi^{(n)}_{i_1 \cdots i_n} = \mathcal{H}^{-n} ((1 + \delta_1)(1 + \delta_2) \Delta v_{i_1} \cdots \Delta v_{i_n}),
\]

where \( \Delta \mathbf{v} = \mathbf{v}_1 - \mathbf{v}_2 \), along with its Fourier transform \( \tilde{\Xi} \), such that the statistics of \( \mathbf{u} \) are given by the e.g. \( \tilde{\Xi}^{(1)} = \Xi^{(1)}_i \hat{n}_i \). However, due to the symmetric structure of these velocity moments, the tensor components of \( \tilde{\Xi} \) can be mapped 1-1 to the multipole moments of \( \Xi \), and for this reason we will refer to them interchangeably throughout the text.
In the Fourier Streaming Model, the redshift-space power spectrum is evaluated by applying the cumulant theorem to the logarithm

$$\ln [1 + \Delta(k)] = \ln [1 + \tilde{M}(\mathbf{J} = 0, k)] + i J_i \tilde{C}^{(1)}(k) - \frac{1}{2} J_i J_j \tilde{C}^{(2)}(k) + \ldots$$  \hspace{1cm} (3.6)

The first few cumulants are related to the Fourier pairwise velocity moments by

$$\tilde{C}^{(1)}_i(k) = \frac{k^3}{2 \pi^2} \frac{\tilde{\Xi}_i(k)}{1 + \Delta^2}$$

$$\tilde{C}^{(2)}_{ij}(k) = \frac{k^3}{2 \pi^2} \frac{\tilde{\Xi}_{ij}(k)}{1 + \Delta^2} - \tilde{C}^{(1)}_i \tilde{C}^{(1)}_j$$

$$\tilde{C}^{(3)}_{ijk}(k) = \frac{k^3}{2 \pi^2} \frac{\tilde{\Xi}_{ijk}(k)}{1 + \Delta^2} - \tilde{C}^{(2)}_{ij} \tilde{C}^{(1)}_k - \tilde{C}^{(1)}_i \tilde{C}^{(1)}_j \tilde{C}^{(1)}_k$$

$$\tilde{C}^{(4)}_{ijkl}(k) = \frac{k^3}{2 \pi^2} \frac{\tilde{\Xi}_{ijkl}(k)}{1 + \Delta^2} - \tilde{C}^{(3)}_{ij} \tilde{C}^{(1)}_k - \tilde{C}^{(2)}_{ij} \tilde{C}^{(2)}_k - \tilde{C}^{(1)}_i \tilde{C}^{(1)}_j \tilde{C}^{(1)}_k \tilde{C}^{(1)}_l,$$ \hspace{1cm} (3.7)

The redshift-space power spectrum is then

$$1 + \frac{k^3}{2 \pi^2} P_s(k) = (1 + \Delta^2(k)) \exp \left[ \sum_{n=1}^{\infty} \frac{i^n}{n!} k_{i_1} \ldots k_{i_n} \tilde{C}^{(n)}_{i_1 \ldots i_n}(k) \right].$$ \hspace{1cm} (3.8)

At any order the nonlinearity of the exponential in the FSM will produce a resummation of select terms when compared to the moment expansion. Indeed, ref. [58] found distinct differences in the rate of convergence for the case of Zeldovich matter dynamics. However, the two expansions are necessarily equivalent order-by-order in the Taylor-series expanded pairwise velocities, and on scales where $\Delta^2 \lesssim 1$, they will tend to behave similarly. Evaluating whether the differences between the two expansions are significant for halos and galaxies with nonlinear bias and dynamics will be one of the goals of the following sections.

### 3.2 Comparison of methods using simulated data

The Fourier-space velocity expansions described in the previous subsection can be tested by comparing the redshift-space power spectra measured in N-body simulations to velocity power spectra measured from the same simulations. Our aim in this subsection is to use this comparison to test the convergence of each expansion at $n^{th}$ order in both the moment expansion and Fourier streaming approaches. Since the velocity expansions are effectively expansions in both $k$ and $\mu$ we will focus on their convergence in terms of power spectrum wedges, sufficiently finely binned such that their values are equivalent to $P(k, \mu_i)$ where $\mu_i$ is the central value of each angular bin, but comment on the extension to power spectrum multipoles where appropriate.

Figure 1 shows the convergence of the moment expansion and Fourier streaming model for halos of mass $12.5 < \log M < 13.0$ in units of $h^{-1}M_{\odot}$ at $z = 0.8$ at orders $n = 2, 3, 4$ in each method using velocity spectra $\tilde{\Xi}^{(n)}(k)$ from simulations. The dots show power spectrum wedges (arranged by color in $\mu$) extracted from simulations, while the curves show predictions for each model when keeping velocity statistics up to $n^{th}$ order. The top two rows show the wedges expressed as $kP(k, \mu)$ and the ratio $\ln([1 + \Delta_2^2]/[1 + \Delta_1^2])$, while the bottom row shows the fractional difference between the data and models. The ME and FSM behave very similarly, except at high $k$ and $\mu$ where they diverge. This can be understood from the fact...
that the redshift-to-real-space logarithm shown in the middle row is significantly below unity for most of the angles and scales shown, except for the $\mu = 0.9$ wedge where it reaches 30% and where the ME seems to have somewhat better convergence properties at high $k$. In both models, going from $n = 2$ to $n = 3$ dramatically improves the broadband shape predictions at $k > 0.05\, h\, \text{Mpc}^{-1}$, especially in the highest $\mu$ bins where the improvement can be in the tens of percents. As a further test, we compute the multipoles predicted by the moment expansion at $n = 2$ and 3 and compare them to the data in the right panel of figure 2. Once again, while staying at $n = 2$ grossly mis-estimates the power spectrum quadrupole, going to $n = 3$ yields excellent agreement on these scales. A similar improvement when incorporating third-order velocity statistics extracted from simulations was seen by refs. [52, 61] in configuration space in the context of correlation function multipoles (see appendix B for further discussion of configuration space). Interestingly, the fractional error on the quadrupole in both cases grows...
slightly faster than the fractional error in the highest $\mu$ bin in figure 1 (rather than the fractional error of some intermediate wedge), while the fractional error on the hexadecapole far exceeds that of any wedge. We comment on these counter-intuitively large errors for multipoles and implications for data analyses in appendix C.

Going to $n = 4$ improves the behavior at low $k$ and $\mu$, but it does not improve — indeed somewhat worsens — the recovery of the broadband shape over the scales smaller than $k \sim 0.15 \, h \, \text{Mpc}^{-1}$. This suggests that the reach of both the ME and FSM are limited to perturbative scales, $k|\Delta u| \lesssim 1$, by the magnitude of the halo velocities and $n = 3$ almost saturates this reach. Indeed, at the scale where the virial velocities of halos become important one might expect that all velocity moments and cumulants contribute significantly to the redshift-space power, slowing the convergence of the velocity expansions. The fact that the inclusion of higher velocity moments does not obviously improve convergence suggests that extending treatments of RSD beyond industry-standard 1-loop order for extended reach in $k$ might give meager returns beyond those generated from overfitting with more parameters.

We have chosen to focus on this mass bin and redshift for ease of presentation but note that the other samples discussed in section 2 exhibit qualitatively similar behavior; however, we caution that halos at even higher redshifts — relevant to futuristic galaxy surveys [63–66] or 21-cm surveys [67] for example — might behave differently due both to the diminishing magnitude of large-scale velocities and differences in virial motions at high redshifts.

The above results suggest that in order to reproduce the broadband shape of $P(k, \mu)$ at the percent level on perturbative scales ($k \sim 0.25 \, h \, \text{Mpc}^{-1}$) it should be sufficient to model velocity statistics up to third order. However, as we have already discussed we can expect that the higher velocity statistics will be dominated by stochastic contributions, i.e. the small scale virial motions of galaxies or halos. In this limit, neglecting the connected contributions to the correlator (see refs. [68, 69] for similar decomposition), we have

$$\Xi^{(3)}_{ijk}(r) = \langle (1 + \delta_i)(1 + \delta_j)\Delta u_i \Delta u_j \Delta u_k \rangle \approx \langle \Delta u_i \Delta u_j \Delta u_k \rangle \approx \sigma_v^2 \delta_{ij} \Xi^{(1)}_k(r) \approx \sigma_v^2 \delta_{ij} \Xi^{(1)}_k(r)$$

where the curly brackets indicate a sum over symmetric combinations of $i, j, k$. At leading order in the moment expansion this is equivalent to a counterterm-like contribution

$$P_n(k) \equiv \frac{1}{2} k^3 \sigma_v^2 \Xi^{(1)}_k(k) \approx \frac{1}{2} \sigma_v^2 k^2 \mu^4 P_L(k), \quad (3.9)$$

where $P_L$ stands for the linear theory prediction with appropriate factors of bias. The predictions for using the moment expansion at $n = 2$ combined with this contribution are shown in dashed lines in figure 2. In addition to providing excellent agreement in the monopole and quadrupole, the counterterm also gives a good fit to the hexadecapole. This supports the assumption we made above of keeping only the disconnected piece of the $n = 3$ velocity moment, indicating that due to the relatively large contribution of the small-scale part of the velocity dispersion, $\sigma_v^2$, this term dominates over the connected contributions on the scales of interest. We anticipate that this conclusion would only be strengthened by considering small-scale virial motions of satellite galaxies. This suggests that we focus our modeling efforts on the first two velocity moments, and in the next two sections we shall discuss the modeling of these moments in 1-loop perturbation theory.

Finally, it is instructive to consider the relative roles played by the multipole moments of the velocity moments in the redshift-space power spectrum. By symmetry we can write
Figure 2. Convergence of the moment expansion at $z = 0.8$ for the first three multipoles of the redshift space power spectrum. The top panel shows $kP_\ell$ while the bottom panel shows the fractional error in each expansion, smoothed to highlight systematic trends. Similarly to the wedges, going from $n = 2$ to $n = 3$ presents substantial improvements in all three multipoles, with the agreement in the quadrupole going from worse than 50 percent for $n = 2$ to a few percent at perturbative scales ($k < 0.25 h \text{Mpc}^{-1}$). In interpreting these differences it is important to bear in mind that for any observation the error on the quadrupole and hexadecapole are dominated by the monopole contribution and are therefore fractionally much larger than for the monopole.

Each line-of-sight velocity moment as

$$\tilde{\Xi}^{(n)}_{\text{LOS}}(k) = \sum_{\ell=0}^{n} \tilde{\Xi}^{(n)}_{\ell}(k) L_\ell(\mu),$$

(3.10)

where $L_\ell(\mu)$ are Legendre polynomials of the line-of-sight angle; since each moment $\tilde{\Xi}^{(n)}$ gets multiplied by $(k\mu)^n$ in the moment expansion, the components $\tilde{\Xi}^{(n)}_{\ell}$ contribute with the angular structure $\mu^n L_\ell(\mu)$. As an example, in figure 3 we have plotted the thus-enumerated contributions to $P_s(k, \mu)$ at three representative wavenumbers as a fraction of the real-space power spectrum at that wavenumber. At all of these scales, which cover the reach of perturbation theory at low redshifts, the anisotropic signal is dominated by the first moment, which contributes proportionally to $\mu L_1$, with the relative importance of higher moments roughly increasing with LOS angle $\mu$. Moreover, the root structure of Legendre polynomials with $\ell > 0$ plays an interesting role in the relative prominence of each contribution—for example, while the quadrupole moment of $\Xi^{(2)}$ is typically larger in absolute magnitude than the monopole, its relative importance at intermediate $\mu$ can be comparatively suppressed due to proximity to the root of $L_2(\mu)$ at $\mu = 1/\sqrt{3}$, and similarly for the octopole moment of $\Xi^{(3)}$. On the other hand, beyond these intermediate $\mu$ we expect the contamination of the cosmological...
logical signal by small scale (FoG) effects, as well as the importance higher velocity moments, to be increasingly large. Indeed, as we will see for realistic (galaxy) samples the monopole of $\Xi^{(2)}$ will tend to contain a large, constant small-scale contribution, further increasing its relative importance over the quadrupole. Roughly speaking, then, the contributions to the redshift-space power spectrum rank in importance as $\tilde{\Xi}^{(0)}_0$, $\tilde{\Xi}^{(1)}_1$, $\tilde{\Xi}^{(2)}_0$, $\tilde{\Xi}^{(2)}_2$, $\tilde{\Xi}^{(3)}_1$, and so on.

4 Pairwise velocity spectra in perturbation theory

In this section we present formulae for the real-space pairwise velocity spectra required for both the ME and FSM in Lagrangian and Eulerian perturbation theory. These quantities live naturally in configuration space, where they can be directly interpreted as density-weighted pairwise velocities, while in Fourier space they must be broken down into components to be measured. While we shall primarily employ the velocity spectra for computation of the redshift-space power spectrum, we emphasize that pairwise velocity statistics are well-defined, Galilean invariant quantities and have the potential to be measured (in redshift space) by future kSZ and peculiar velocity surveys [10, 11, 70]. They are therefore interesting in their own right. Our results for the zeroth, first and second moments of the pairwise velocity in LPT are the Fourier-space analogues of the results presented in ref. [51], though we differ slightly in the treatment of counterterms in the velocity dispersion, include stochastic contributions to both densities and velocities and a superset of the density-bias expressions given in ref. [58]. We organize the expressions so that they can be efficiently evaluated numerically by converting the angular integrals into sums over spherical Bessel functions, then treating the resulting tower of Hankel transforms via the FFTLog algorithm [38, 51, 71]. The explicit form of these Hankel transforms is given in appendix E. Throughout this section and the next we will compare our theoretical predictions to velocity statistics of the same halos studied in section 3 (i.e. $12.5 < \log M < 13.0$ at $z = 0.8$). Results for the other mass bins and redshifts are qualitatively similar, though the potential for even higher systematics in the N-body data at lower $z$ are an important caveat. We shall consider our mock galaxy catalogs when we combine the ingredients into the redshift-space power spectrum.
4.1 Background

4.1.1 Lagrangian and Eulerian perturbation theory

The two conventional frameworks within which to perturbatively model cosmological structure formation are Eulerian and Lagrangian perturbation theory (see the references in the introduction). Lagrangian perturbation theory models cosmological structure formation by tracking the trajectories \( x(q, t) = q + \Psi(q, t) \) of infinitesimal fluid elements originating at Lagrangian positions \( q \). These fluid elements cluster under the influence of gravity and their displacements obey the equation of motion \( \ddot{\Psi} + H^2 \Psi = -\nabla \Phi(x) \) — where the dotted derivatives are with respect to conformal time \( \tau \), \( H = aH \) is the conformal Hubble parameter and \( \Phi \) is the gravitational potential — which we solve for order-by-order in terms of the initial density contrast \( \delta_0 \) as \( \Psi = \Psi^{(1)} + \Psi^{(2)} + \cdots \), where

\[
\Psi_i^{(n)}(q) = \frac{i^n}{n!} \int_{k_1 \cdot \ldots \cdot k_n} e^{ik \cdot q} \delta^{D}_{k-p} L_i^{(n)}(p_1, \ldots, p_n) \delta_0(p_1) \cdots \delta_0(p_n),
\]

where we use the shorthands \( p = \sum_i p_i \), \( \delta^{D}_{k-p} = (2\pi)^3 \delta(D)(k-p) \) and \( \int_p = \int d^3p/(2\pi)^3 \). Expressions for the \( n \)th order kernels can be found in, for example, ref. [32]. By contrast, Eulerian perturbation theory (EPT, often also called standard perturbation theory: SPT), solves perturbatively for the density and velocity at the observed, Eulerian position \( x \) (see e.g. ref. [16]), i.e.

\[
\delta(k) = \sum_n \int_{p_1 \cdots p_n} \delta^{D}_{k-p_{1n}} F_n(p_1, \ldots, p_n) \delta_0(p_1) \cdots \delta_0(p_n),
\]

\[
v_i(k) = -i fH \frac{k_i}{k^2} \sum_n \int_{p_1 \cdots p_n} \delta^{D}_{k-p_{1n}} G_n(p_1, \ldots, p_n) \delta_0(p_1) \cdots \delta_0(p_n).
\]

However, despite the apparent differences LPT and EPT are formally equivalent (see e.g. the discussion in ref. [41]). In particular, by solving for the observed matter overdensity

\[
1 + \delta(x) = \int d^3q \ \delta_D(x - q - \Psi), \quad (2\pi)^3 \delta_D(k) + \delta(k) = \int d^3q \ e^{-ik \cdot (q + \Psi)},
\]

order-by-order in the linear initial conditions, one recovers the expressions of EPT, and similarly for velocity statistics by weighting the integral above by appropriate functions of the velocity \( \Psi(q) \). Nonetheless, the exponentiated displacements in equation (4.3) can be used to motivate resummations of particular contributions to the nonlinear density due to long-wavelength (IR) displacements [39, 72], which can lead to dramatic differences with the predictions of (pure) EPT, as we will see later. A proper treatment of these IR displacements is important for cosmological inference.

4.1.2 Modeling biased tracers

The fact that cosmological surveys generally do not observe the underlying matter distribution but rather tracers of the nonlinear density field such as halos and galaxies presents an additional complication in mapping theory to observations. In PT one approaches this problem by perturbatively expanding the large-scale component of the galaxy and halo field that responds to the short-wavelength (UV) galaxy and halo formation physics via the so-called bias coefficients (see e.g. ref. [26] for a review, and recent ref. [73] for a direct construction
based on the equivalence principle). Once again the treatment of bias in LPT and EPT, though ultimately equivalent, are subtly different; we will now describe them in turn.

In the Lagrangian approach the positions of discrete tracers like galaxies and halos are assumed to be drawn according to a distribution depending on local initial conditions such that their overdensities in their initial (Lagrangian) coordinates are given by

$$F[\delta_0(q), s_{0,ij}(q), \ldots, \nabla \delta_0(q)] = 1 + \delta_g(q, \tau_0)$$

$$= 1 + b_1 \delta_0(q) + \frac{1}{2} b_2 \left( \delta_0^2(q) - \langle \delta_0^2 \rangle \right) + b_3 \left( s_0(q) - \langle s_0^2 \rangle \right) + b_3 \left( O_3(q) + \cdots + b_{ij} \nabla^2 \delta_0(q) \right) + c(q), \quad (4.4)$$

where $s_0$ is the initial shear field$^3$ and we have included a representative third-order operator $O_3$ to account for the various degenerate contributions to the power spectrum at one-loop order [24]. Definitions for these quantities are given in appendix A. Given this bias functional, these initial overdensities can then be mapped to the evolved overdensities of biased tracers via number conservation much like the nonlinear matter density:

$$1 + \delta_g(x, \tau) = \int d^3 q \ F(q) \ \delta_D(x - q - \Psi(q, \tau))$$

$$\langle 2\pi \rangle^3 \delta_D(k) + \delta_g(k) = \int d^3 q \ e^{i k \cdot (q + \Psi(q))} F(q). \quad (4.5)$$

In this way, within LPT we have the apparent separation of clustering due to initial biasing in $F(q)$ and clustering due to nonlinear dynamics enforced by the equality $x = q + \Psi$.

In the Eulerian approach, on the other hand, the galaxy overdensity is expressed in terms of a bias expansion based on present-day operators such as the nonlinear density $\delta(x)$. Here we adopt the biasing scheme of ref. [24], where up to third order a biased tracer field is expanded in terms of the nonlinear Eulerian fields as

$$\delta_h = c_1 \delta + \frac{c_2}{2} \delta^2 + c_3 s^2 + \frac{c_4}{6} \delta^3 + c_{st} s t + c_{sk} s^3 + c_\psi \psi, \quad (4.6)$$

where $s^2 = s_{ij}s_{ij}$, $s^3 = s_{ij}s_{ji}s_{ii}$ and $st = s_{ij}t_{ij}$, and the shear operators are defined as

$$\psi = \eta - \frac{2}{7} s^2 + 4 \frac{1}{21} \delta^2, \quad s_{ij} = \frac{\partial_i \partial_j}{\partial^2} - \frac{1}{3} \delta_{ij} \delta, \quad t_{ij} = \left( \frac{\partial_i \partial_j}{\partial^2} - \frac{1}{3} \delta_{ij} \right) \eta, \quad \eta = \theta - \delta. \quad (4.7)$$

In the above bias expansion we also implicitly assume subtraction of mean field values like $\langle \delta^2 \rangle$.

Despite formal differences, the bias schemes in LPT and EPT can in fact be mapped to one another via the appropriate linear transformations of the bias parameters (see e.g. refs. [75, 76]). Indeed, these two approaches are a subset of a more general scenario in which the response of tracer formation to the large-scale structure is local in space but not in time, requiring us to take into account the evolution of the density field in the neighborhood around a tracer’s trajectory; fortunately, these time-dependent responses have been shown to be perturbatively factorizable and equivalent to either LPT or EPT [26, 77, 78]. For our

$^3$The inclusion of the initial shear and Laplacian information, in addition to the initial density, improves the ability to model assembly bias to the extent that this is encoded in the peak statistics (e.g. ref. [74]).
purposes, at one loop we have that the rotation\footnote{In performing this rotation we have implicitly assumed that the contributions from $c_3$ and $b_3$ degenerate with linear bias have been removed.} between the Lagrangian and Eulerian bases can be accomplished by (see e.g. ref. \cite{26})

\begin{align}
  c_1 &= 1 + b_1 \\
  c_2 &= b_2 + \frac{8}{21} b_1, \quad c_s = b_s - \frac{2}{7} b_1 \\
  c_3 &= b_3 + ab_1
\end{align}

(4.8)

where we have used $b$ and $c$ to distinguish between the Lagrangian and Eulerian bias parameters, respectively, and $a$ is a constant depending on which third-order bias parameter one chooses. For instance, choosing the third order operator to be $st = s_{ij} t_{ij}$ we obtain $c_{st} = b_{st} + \frac{1}{3} b_1$. Beyond being necessary to complete the correspondence between LPT and EPT, these bias mappings can also be of practical use; for example there is some evidence that higher order Lagrangian bias is small for halos in N-body simulations and the higher-order Eulerian bias parameters are generated primarily by evolution \cite{78–80}. The Eulerian $c_n$ thus tend towards those predicted by “local” Lagrangian bias, allowing us to set useful restrictions on the Eulerian biases in EPT analyses.

### 4.1.3 Derivative corrections and stochastic contributions

In addition to the bias operators discussed in the previous subsection, one also needs to consider terms from the derivative expansion and contributions arising purely from the coupling of short modes (stochastic contributions). In this paper, we follow the standard approach in the literature (see, e.g., ref. \cite{26} for a review) and add the leading order derivative contributions in the galaxy field of the form $\left(\partial / k_\parallel\right) \delta$ (in the appropriate coordinates for LPT and EPT). In the power spectrum, these terms generically result in contributions of the form $(k^2 / k_\parallel^2) P_{\text{lin}}$ (or $(k^2 / k_\parallel^2) P_{\text{Zel}}$ in case of LPT). In most of the velocity moment power spectra, these terms are degenerate with the counterterm contributions at one-loop order. We explicitly account for these in each of the moments discussed below and finally combine them in the redshift space power spectrum.

Stochastic contributions, in the RSD power spectrum as well as velocity moments, can come in two forms. First, we should add the pure noise field $\epsilon$ to our density expansion, which captures the galaxy field component uncorrelated with the long density fields and is characterized by scale-independent autocorrelations (shot noise). The second type of stochastic contributions appear as small-scale counterterms of the contact velocity correlators of the form $\langle v^n (x) \rangle$ that feature prominently in the higher velocity moments. These terms are traditionally labeled as “Finger of God” terms \cite{45}. They reflect the non-linear structure of the redshift space mapping, encapsulating the feedback of small-scale (non-perturbative) velocity modes on the correlators on large scales.

It is important to note that ‘perturbative’ operators carry the bulk of the cosmological dependence, while stochastic terms mostly parameterize the part of the signal that is decorrelated with the linear density fluctuations and consequently with the initial conditions. Thus, once stochastic parameters dominate, it can be taken as an indication that little cosmological signal is left to be extracted from these scales. However, it is important to distinguish between pure stochastic terms, such as shot noise, and FoG-like contributions due to stochastic velocities; the latter behave like counterterms with shapes that depend nontrivially

\begin{align}
  c_1 &= 1 + b_1 \\
  c_2 &= b_2 + \frac{8}{21} b_1, \quad c_s = b_s - \frac{2}{7} b_1 \\
  c_3 &= b_3 + ab_1
\end{align}

(4.8)
on large-scale modes. Similarly, higher derivative terms can show a significant correlation with long-wavelength fluctuations and thus, in principle, can also carry cosmological information. However, heavy reliance on these terms can, in practice, lead to many approximate degeneracies and thus can quickly reduce the amount of information available from the scale dependence of the correlations of interest. In the rest of this section, we shall see how velocity moments exhibit this behavior, with higher moments displaying stronger reliance on stochastic and derivative contributions.

4.2 Velocity correlators in LPT and EPT

Having reviewed the essential ingredients of LPT and EPT, our goal in this subsection is to provide expressions for the pairwise velocity moments at one loop in both formalisms. In LPT, these can be naturally computed as derivatives of the generating functional in equation (3.2), which can be written as

$$M(J, k) = \frac{k^3}{2\pi^2} \int d^3q \ e^{i k \cdot q} \bigg\langle F(q_1) F(q_2) \ e^{i k \Delta + i J \hat{\Delta}} \bigg\rangle_{q=q_1-q_2},$$

(4.9)

where $\Delta = \Psi_1 - \Psi_2$ and $\hat{\Delta}$ is its time derivative, and which has the additional benefit that derivatives with respect to $J$ are automatically Galilean invariant. In EPT, on the other hand, the pairwise velocity moments are most straightforwardly computed by decomposing them into density-velocity correlators

$$P_{LL'}(k, \mu) \equiv \bigg\langle (1 + \delta) * u^L_{\mu} \bigg\rangle \bigg\langle (1 + \delta) * u^{L'}_{n} \bigg\rangle'',$$

(4.10)

where, for brevity, we introduce the primed expectation values to denote expectation values with Dirac delta function dropped and a bar notation to indicate the arguments, i.e. $\langle A|B \rangle \equiv \langle A(k)B(k') \rangle = (2\pi)^3 \delta_D(k+k') \langle A(k)B(k') \rangle'$. Working at one loop in perturbation theory yields non-zero zeroth through fourth velocity moments, which we will now describe in detail.

4.2.1 Zeroth moment: power spectrum

In LPT, the zeroth moment pairwise velocity spectrum, i.e. the real-space power spectrum $P(k)$, is given by

$$P(k) = \int d^3q \ e^{i k \cdot q} \ e^{-\frac{1}{2} k_i k_j A_{ij}^{\text{lim}}} \bigg\{ 1 - \frac{1}{2} k_i k_j A_{ij}^{\text{loop}} + \frac{i}{6} k_i k_j k_k W_{ijk} \\
+ 2i b_1 b_i U_i - b_1 k_i k_j A_{ij}^{\text{lim}} \bigg\} + \frac{1}{2} b_2^2 \xi_{\text{lin}} + b_2 k_i k_i W_{\text{lin}} + b_2 k_i U_{\text{lin}} + b_2 k_i U_{\text{lin}}^0 + b_2 k_i U_{\text{lin}}^1 + b_2 k_i U_{\text{lin}}^2 + b_2 b_s \zeta \xi_{\text{lin}} + b_2 b_s \zeta \xi_{\text{lin}} + \left. \right\} + R_h^3.$$

(4.11)

The “1” in the first line gives the (linear) Zeldovich prediction $[81]$ for matter power spectrum $P_{\text{Zel}}$. The first line gives the one-loop matter power spectrum in LPT, while the second to fifth lines give contributions successively including the linear, quadratic, shear and third-order biases. The final line also includes a counterterm, $\alpha_P k^2$ and stochastic term $R_h^3$. The Lagrangian correlators due to third-order bias $U_{b_s}$ and $\theta$ are defined in appendix A.1; the other
various Lagrangian-field correlators (e.g. $U_i, A_{ij}, W_{ijk}$ etc.) are defined\textsuperscript{5} in [32–34, 39, 51]. Some quantities, such as $U_i = U_i^{\text{lin}} + U_i^{\text{loop}}$, contain contributions at both linear and one-loop levels, which we will use the “lin” and “loop” sub- or superscripts to denote when separated.

Lagrangian perturbation theory in principle includes a much larger set of effective contributions [39, 40] — including derivative bias $b_{\nabla}$ [51] — however, all of these contributions to the real-space power spectrum are proportional to $k^2 P_{Zel}(k)$ at one-loop order (counting $\alpha_P$ as itself first order), so we will summarize their effect by one counterterm only. Finally, the autocorrelation of the stochastic modes gives a “shot-noise” contribution $R_3 \sim \bar{n}^{-1}$, where $\bar{n}$ is the number density of tracers [24–26].

In EPT, on the other hand, we have

$$P(k) = c_i^2 P_{\text{lin}}(k) + \int_p \left[ 2 c_i^2 \left[ F_2(p, k - p) \right]^2 + 2 c_1 c_2 F_2(p, k - p) + 4 c_1 c_s F_2(p, k - p) S_2(p, k - p) \right] P_{\text{lin}}(p) P_{\text{lin}}(|k - p|)$$

$$+ 6 c_1 P_{\text{lin}}(k) \int_p \left( c_1 F_3(p, -p, k) + c_3 S_\psi(p, -p, k) \right) P_{\text{lin}}(p) + c_0^{(0)} \frac{k^2}{k^*} P_{\text{lin}}(k)$$

$$+ \text{const}_0 .$$

Many of the third order bias operators listed in section 4.1.2 do not contribute explicitly to the one-loop power spectrum, and only one non-vanishing independent contribution remains. The details of the EPT derivations for this and the velocity statistics below are given in appendix A.2. In addition, in EPT an explicit IR-resummation is required to tame the effects of long-wavelength modes, which is described in appendix A.4 for all velocity moments and implicitly performed in all our EPT results.

In addition to the “deterministic” bias parameters there is one counter term (with coefficient $c_0^{(0)}$) that is required to regularize the one-loop, $P_{13}$-like terms and is degenerate with the derivative bias contribution. In general, for counterterm we will use the $c_0^{(0)}$ thus notation taking into account that different angular dependence can have different counterterm contributions. In addition to these terms there is a constant shot noise contribution obtained by correlating the purely stochastic component of the halo field with itself (labeled const\textsubscript{0} in the above).

Fits to the power spectrum extracted from N-body data, along with fits for other velocity statistics using a single, consistent set of bias parameters, are shown in figures 4 and 5. As shown in the top-left panels of the two figures, both LPT and EPT provide good fits to the data past $k \sim 0.25 h \, \text{Mpc}^{-1}$, beyond which the shot noise accounts for an increasingly large share of the total power, reaching more than 35% of the total power by $k = 0.2 h \, \text{Mpc}^{-1}$. Setting the third-order Lagrangian parameter $b_3 = 0$, as discussed in section 4.1.2, does not qualitatively change our results.

\textsuperscript{5}Note that there is an erroneous factor of two in the expression for $V_{10}$ in eq. D.17 of ref. [51]. The correct prefactor should be $-\hat{q}_i/7$ not $-2\hat{q}_i/7$. 

\[ \text{Figure 4 and 5: Fits to power spectrum and velocity statistics.} \]

\[ \text{Figure 4: Top-left panel: Power spectrum at different $k$ values.} \]

\[ \text{Figure 5: Top-left panel: Power spectrum at different $k$ values.} \]
Figure 4. Fits to zeroth ($P(k)$, top left), first ($v(k)$, bottom left), and second ($\sigma$, right column) halo pairwise velocity moment spectra measured from simulations (gray points) in one-loop Lagrangian perturbation theory (blue) for the fiducial mass bin and redshift. The second moment is split into its monopole and quadrupole for ease of presentation. The contributions from sequentially adding linear bias (orange), nonlinear bias (green) and counterterms (red) are also shown as separate curves. The full model (blue) differs from the red curves by stochastic contributions (though they are identical for $\sigma_2$, for which we do not include any stochastic corrections in the lower right panel). We do not include the separate contributions to the power spectrum as the stochastic contribution contributes significantly at all scales. Our model fits these velocity statistics at the percent level out to $k = 0.25\, h\, \text{Mpc}^{-1}$, except for $\sigma_2$ which is only fit to around $k = 0.1\, h\, \text{Mpc}^{-1}$ (see text for discussion).

4.2.2 First moment: pairwise velocity spectrum

The pairwise velocity spectrum, the Fourier transform of $v_i(\mathbf{r}) \equiv \Xi_i(\mathbf{r})$, is given in LPT by\(^6\)

$$v_i(k) = \int d^3q\ e^{i\mathbf{q}\cdot\mathbf{k}} e^{-\frac{i}{2}k_i k_j A_{ij}^{\text{lin}}} \left\{ ik_j \dot{A}_{ji} - \frac{1}{2} k_j k_k \dot{W}_{jki} + 2b_1 \dot{U}_i + 2b_2^2 ik_j U_j^{\text{lin}} \dot{U}_i^{\text{lin}} + (2i b_1 k_k v_k^{\text{lin}} + b_1^2 \dot{\xi}_{\text{lin}}) ik_j \dot{A}_{ji}^{\text{lin}} + 2i b_1 k_j \dot{A}_{ji}^{\text{10}} + b_1^2 \ddot{U}^{\text{11}} + 2(b_2 k_j U_j^{\text{lin}} + b_1 b_2 \dot{\xi}_{\text{lin}}) \dot{U}_i^{\text{lin}} + 2b_2 \dot{U}^{\text{20}} + 2b_3 (\dot{V}_i^{\text{10}} + ik_j \dot{Y}_{ji}) + 2b_1 b_3 \dot{V}_i^{12} + 2b_3 \dot{U}_{b_3 i} + \alpha_v k_i + \ldots \right\} + R_{ii}^{\text{10}} \dot{\sigma}_v k_i.$$ 

(4.13)

Here again the first two lines give the matter and density bias contributions, while the third line contains contributions due to shear bias and an effective correction $\sim \alpha_v k_i P_{\delta\delta}$. The latter regulates, for example, UV sensitivities in $A_{ij} = A_{ij}^{\text{LPT}} + \alpha_v \delta_{ij} + \ldots$ and is contracted with the wavevector $k_i$ in the velocity spectrum. By symmetry, $v_i(k)$ must be imaginary and point in the $k$ direction, so we can decompose it as $v_i(k) = iv(k)k_i$. Explicit expressions for $v(k)$, written as a sum of Hankel transforms, are provided in appendix E.

\(^6\)Note that our expression for term proportional to $b_2$ differs from that in ref. [51] by a factor of two.
As in the case of the power spectrum, while there are in principle several more counterterms and derivative bias contributions in addition to the one indicated (e.g. $\langle \Delta_i \nabla^2 \delta \rangle$ or $\langle \nabla_i \delta_1 \delta_2 \rangle$), all such contributions Fourier transform to $\sim k_i P_{\text{lin}}(k)$ at lowest order and as such we account for them using only one effective correction, $\alpha_v$. The final term, $R^4_{\text{h}} \tilde{\sigma}_v k_i$, is the leading order stochastic contribution due to the correlation between the stochastic density and velocity, $\langle \epsilon(q_1) \epsilon(q_2) \rangle \sim R^4_{\text{h}} \tilde{\sigma}_v \nabla_i \delta D(q)$ [25, 26], which can be approximated as a Dirac-$\delta$ derivative on large scales.

Similarly to the density auto power spectrum, in EPT we have contributions from all the bias operators introduced previously. We have

\[ \mathbf{v}_i(k) = -2i c_1 \frac{k_i}{k^2} P_{\text{lin}}(k) \]

\[ -2i \int_p \left[ \frac{k_i}{k^2} \left( 2c_1 F_2(p, k - p) + c_2 + 2c_s S_2(p, k - p) \right) G_2(p, k - p) G_1 \right] P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) \]

\[ -2i P_{\text{lin}}(k) \int_q \left[ \frac{k_i}{k^2} \left( c_1 F_3(p, -p, k) + c_1 G_3(p, -p, k) + c_3 S_6(p, -p, k) \right) \right. \]

\[ + 2c_2 \left( \frac{p_i}{p^2} F_2(p, -k) + \frac{(k - p)_i}{(k - p)^2} G_2(p, -k) \right) \]

\[ - i c^{(0)}_1 \frac{k_i}{k^2} P_{\text{lin}}(k) + \text{const} k_i \cdots \]
where \( c_1^{(0)} \) is the coefficient of the counterterm, and the const \( 1 \) is the leading stochastic velocity contribution.

A comparison to \( v(k) \) from N-body data is shown in the bottom-left panels of figure 4 and 5. Both formalisms give a good fit to the data past \( k = 0.2 \) h \( \text{Mpc}^{-1} \), though as noted in section 2, comparing the theory to the N-body data at large scales suggests that the simulations slightly under-predict velocities (by one or two percent). The stochastic contribution accounts for a significant fraction of the power in both fits at high wavenumber \( (k > 0.1 \) h \( \text{Mpc}^{-1} \)) that cannot be accounted for by the other bias parameters or counterterms. Not fitting for it leads to oscillatory residuals due to a mismatch between the BAO and overall broadband amplitude.

### 4.2.3 Second moment: pairwise velocity dispersion spectrum

The pairwise velocity dispersion spectrum, \( \Xi_{ij} \equiv \sigma_{12,ij}^2 \), is given in LPT by

\[
\sigma_{12,ij}^2(k) = \int d^3q \ e^{ik\cdot q} e^{i/2k_i A_{ij}^{\text{lin}}} \left\{ A_{ij} + ik_n \bar{W}_{nij} + \left( 2ib_1 k_n U_n^{\text{lin}} + b_1^2 \xi_{\text{lin}} \right) \tilde{A}_{ij}^{\text{lin}} \right. \\
- k_n k_m A_{ni}^{\text{lin}} \tilde{A}_{mj}^{\text{lin}} + 2(b_1^2 + b_2) \bar{U}_{ij}^{\text{lin}} \bar{U}_{ij}^{\text{lin}} + 2ik_n b_1 \left( A_{ni}^{\text{lin}} \bar{U}_{ij}^{\text{lin}} + \tilde{A}_{mj}^{\text{lin}} \right) \\
+ 2b_1 \tilde{A}_{10}^{\text{lin}} + 2b_s \bar{U}_{ij} + \alpha_\delta \delta_{ij} + \beta_\delta \xi_{\text{L-L}} \left( \hat{q}_i \hat{q}_j - \frac{1}{3} \delta_{ij} \right) + \cdots + R_3^\delta \delta_{ij} \right\}. \tag{4.15}
\]

The velocity dispersion spectrum can be decomposed into a number of possible bases such as the parallel-perpendicular basis, \( \sigma_{ij}^2 = \sigma_0(k)\delta_{ij} + \frac{3}{2} \sigma_2(k)(\hat{k}_i \hat{k}_j - \frac{1}{3} \delta_{ij}) \). These scalar components, expressed as Hankel transforms, are detailed in appendix E.

Unlike the zeroth and first moments, the second moment \( (\sigma_{ij}^2) \) requires two counterterms: \( \alpha_\delta \) and \( \beta_\delta \). The latter contribution is proportional to the \( j_2 \) Hankel transform of the linear power spectrum, \( \xi_{0,\text{lin}}^2 \) (appendix D), and cancels UV sensitivities in the non-isotropic component of \( A_{ij}^{\text{lin}} \). These contributions can alternatively be parametrized as counterterms \( \sim \alpha_0 P_{\text{lin}}(k) \) and \( \alpha_2 P_{\text{lin}}(k) \) to the velocity-dispersion monopole \( (\sigma_0) \) and quadrupole \( (\sigma_2) \), respectively. Finally, we include an isotropic stochastic contribution \( R_3^\delta \delta_{ij} \). Such a term can, for example, arise from the disconnected part of the second moment

\[
\sigma_{12}^2(k) \equiv \int d^3r \ e^{ik\cdot r} \sigma_{ij}^2 \delta_{ij} \langle (1 + \delta_1) (1 + \delta_2) \rangle = \sigma_v^2 P_{\text{NL}}(k) \delta_{ij} \equiv \sigma_v^2 R_3^\delta \delta_{ij} \tag{4.16}
\]

where \( \sigma_v^2 \) is a contact term coming from evaluating the average velocity squared at a point and \( P_{\text{NL}} \) is the full nonlinear real-space power spectrum including a constant stochastic contribution \( R_3^\delta \) (selectively resumming only these terms yields the exponential damping formula for FoG). Our treatment of this stochastic contribution differs from much of the literature [25, 26]; this is of no consequence when fitting the redshift-space power spectrum, since its contribution there is degenerate with that of the stochastic component to \( v(k) \), but makes a significant difference when studying pairwise velocities on their own.

It is useful to note the relations between the parameters for \( \sigma_{ij}^2 \) in Fourier and configuration space, the latter as presented in ref. [51]. While the bias contributions are identical, up to Fourier transforms, there are important differences in the counterterms and bias parameters. Firstly, the corresponding expression for the pairwise velocity dispersion in configuration space contains two isotropic counterterms in the curly brackets \( \{ \cdots \} \) in equation (3.10) of
ref. [51], corresponding to our equation (4.15). These are $A_\sigma \delta_{ij} + B_\sigma \xi_{\text{lin}} \delta_{ij}$, which both result at lowest order in contributions to $\sigma_{12}(r)$ proportional to the linear correlation function $\xi_{\text{lin}}$, and thus in Fourier space to a counterterm $\propto P_{\text{lin}}(k)$. For this reason, in Fourier space we have chosen to summarize them using one counterterm $\alpha_\sigma$. However, we note that the constant counterterm proportional to $\delta_{ij}$ stems in part from the contribution of small-scale velocities to the $q \to \infty$ limit of $\sigma_{12}$, which shows up as a point-contraction of the stochastic velocities

$$\langle (1 + \delta_1)(1 + \delta_2) \Delta u_i \Delta u_j \rangle \equiv \sigma_{\text{lin}}^2 \delta_{ij} (1 + \xi(r)).$$

(4.17)

Roughly speaking, this $\sigma_{\text{lin}}^2$ is the asymptotic value for the stochastic component of the halo velocity $\sigma_{\text{stoch}} = \langle \Delta \epsilon_1 \Delta \epsilon_2 \rangle$ at scales $q > R_h$ above the halo scale. This contribution to the configuration-space velocity dispersion is closely related to the Fourier-space stochastic contribution $R_h^3 \sigma_{\text{lin}}^2$ to $\sigma_{12}(k)$, which is just the large scale ($k \ll R_h^{-1}$) limit of the Fourier-transform of $\sigma_{\text{lin}}^2$. There are therefore two free parameters in $\sigma_{12}^2$ characterizing isotropic effective and stochastic contributions in both real and Fourier space; if in addition the fit is performed in both spaces, it is important to note that the counterterms in configuration space sum to that in Fourier space, i.e. $\alpha_\sigma = A_\sigma + B_\sigma$, while $\sigma_{\text{lin}}^2$ remains independent, leaving us with three parameters total. This may be especially relevant in predicting statistics for upcoming kSZ surveys.

Moving on to the EPT formulation of the velocity dispersion correlators, we find only up to second order bias parameters contributing to the velocity dispersion (cf. the density auto power spectrum and pairwise velocity spectrum). This is consistent with our LPT analysis. In EPT we have

$$\sigma_{12,ij}(k) = -2 \frac{k_i k_j}{k^4} P_{\text{lin}}(k)$$

(4.18)

$$-2 \int_p \left[ \left(2c_1 F_2(p,k-p) + c_2 + 2c_3 S_2(p,k-p) \right) \frac{p_i(k-p)_j}{p^2(k-p)^2} + \frac{2k_i k_j}{k^4} G_2(p,k-p)^2 \right. \right.$$

+ $4c_1 \frac{k_i p_j}{k^2 p^2} G_2(p,k-p) + c_2 \frac{p_i}{p^2} \delta_{ij} (\frac{k-p}{k-p})^2 \left] P_{\text{lin}}(p) P_{\text{lin}}(|k-p|) \right.$$

- $4P_{\text{lin}}(k) \int_p \left[ \frac{3k_i k_j}{k^4} G_3(p,-p,k) \right.$

+ $2c_1 \left( \frac{k_i}{k^2} + \frac{p_i}{p^2} \right) (\frac{k-p}{k-p})^2 G_2(-p,k) + \frac{k_i p_j}{k^2 p^2} F_2(-p,k) \right] P_{\text{lin}}(p) \right.$

+ $2c_2^2 P_{\text{lin}}(k) \delta_{ij} \sigma_{\text{lin}}^2 - 2 \left( \frac{c_2(0)}{k^2} \delta_{ij} + c_2(2) \frac{k_i k_j}{k^2} \right) \frac{1}{k^2} P_{\text{lin}}(k) + \text{const}_2,$

where $c_2(0)$ and $c_2(2)$ are two counterterm coefficients corresponding to different angular dependency, $\sigma_{\text{lin}}$ is the linear velocity dispersion, and we have one isotropic stochastic contribution, const2.

Fits of LPT and EPT to $\sigma_{0,2}$ are shown in the right column of figures 4 and 5. While both theories give an excellent fit to $\sigma_0$ to similar scales as the real-space power spectrum, the fit to $\sigma_2$ is only good up to $k \sim 0.1 \, h \, \text{Mpc}^{-1}$ in LPT. As we will discuss in more depth in section 4.3, this is partly due to particularities of the resummation scheme in LPT, which keeps all linear displacements exponentiated. In principle, this could be somewhat mitigated by adopting an alternative IR-resummation scheme or considering higher order corrections in the current scheme. However, such a strategy would require some changes in the formalism.
above, and the overall effect on the redshift space power spectrum due to these differences in \( \sigma_2 \) is negligible. Thus we shall not pursue this strategy. We also note that the fit to \( \sigma_2 \) on large scales suggests that the velocities in the N-body simulations are somewhat underpredicted compared to theory,\(^7\) consistent with our expectations of their systematic error.

### 4.2.4 Higher moments

Finally, let us give expressions for the third and fourth moments despite them not figuring prominently in our redshift-space model. In one-loop LPT these are given by

\[
\gamma_{ijk} = \int d^3q e^{i k \cdot q} - \frac{1}{2} k_i k_j A_{ij} \left\{ W_{ij} + ik_l A_l + 2b_l U_{ij} + \omega_\gamma k_i k_j k_l \right\}
\]

\[
\kappa_{ijkl} = \int d^3q e^{i k \cdot q} - \frac{1}{2} k_i k_j k_l A_{ijkl} \left\{ A_{ijkl} + \alpha_k k_i k_j k_l \right\} + R_4 k_i k_j k_l k_m.
\]

We see that at this perturbative order only the \( b_l \) bias parameter contributes to the third velocity moment, while the fourth moment has purely velocity contributions and does not depend on deterministic bias parameters. The expressions above also require the necessary counterterms and stochastic contributions, together with the pure FoG contributions.

In EPT, at one-loop, we equivalently have contributions to both third and fourth velocity moments. For the third moment we have

\[
\hat{\xi}^{(3)}_{ij} = 12i \int \frac{p_{ij}(k-p)l}{k^2 p^2(k-p)^2} G_2(p,k-p) + c_1 \frac{p_{ij}(k-p)l}{p^4(k-p)^2} P_{\text{lin}}(p) P_{\text{lin}}(k-p) \quad (4.20)
\]

\[+ 24i P_{\text{lin}}(k) \int \frac{p_{ij}(k-p)l}{k^2 p^2(k-p)^2} G_2(p,-k) P_{\text{lin}}(p)
\]

\[- 12ic_1 \frac{\delta_{ijkl} l}{k^2} P_{\text{lin}} \sigma_{\text{lin}}^2 + 6i \left( c_3^{(0)} \delta_{ijkl} + c_3^{(2)} \hat{k}_i \hat{k}_j \right) \frac{k_l 1}{k^2} k^2 P_{\text{lin}} + \ldots,
\]

while the fourth velocity moment is given by

\[
\hat{\xi}^{(4)}_{ijlm} = 12 \int \frac{p_{ij}(k-p) l (k-p)_m}{p^4(k-p)^4} P_{\text{lin}}(p) P_{\text{lin}}(k-p) \quad (4.21)
\]

\[- 24 \left( \sigma_{\text{lin}}^2 - c_4^{(2)} \right) \frac{\delta_{ijkl k_m} l}{k^4} k^2 P_{\text{lin}}(k) + \text{const}_4 \delta_{ijkl} \delta_{lm} + \ldots.
\]

We note that the structure of these velocity moments in LPT and EPT is quite similar, with equivalent counterterm and stochastic contribution structure. Further details of the one-loop EPT contributions to higher moments are discussed in appendix A.2.

### 4.3 Comparing LPT and EPT

In the previous section, we described the predictions for the pairwise velocity moments within two formalisms, LPT and EPT, at one-loop in perturbation theory. A comparison of figures 4 and 5 shows that LPT and EPT both perform comparably well for the power spectrum, once IR resummation is taken into account. The pairwise velocity and velocity dispersion monopole likewise show a similar level of agreement for both LPT and EPT. Note however, that in the latter spectrum essentially all of the power at \( k > 0.1 h \text{Mpc}^{-1} \) comes from the
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counterterm and stochastic contributions in EPT, unlike in LPT where the contributions due to large-scale modes and deterministic bias qualitatively match the spectral shape. In both cases the power due to stochastic contributions (shot noise) becomes increasingly significant towards the highest $k$s plotted, with the models correctly accounting for the mild non-linearity at intermediate $k$. However, significant differences appear in the predictions of LPT and EPT for the second moment, $\sigma^2_{12}$, particularly in the broadband shape of the quadrupole, $\sigma_2$. Our goal in this section is to compare and contrast the LPT and EPT models described in the previous sections with these differences in mind.

As we have already noted, the two formalisms are equivalent, term-by-term, when Taylor-series expanded in powers of the linear power spectrum and differ only in the treatment of IR displacements, which are canonically included order-by-order in (non-resummed) EPT but manifestly resummed via the exponential $\exp(-k_i k_j A_{ij}^{\text{lin}}/2)$ in LPT. Within LPT, we can therefore recover analogous EPT results by expanding this exponential—indeed, by splitting the linear displacements into long and short modes separated by an infrared cut-off $k_{\text{IR}}$ we can recover a spectrum of theories between LPT and EPT. Specifically, writing $A_{ij}^{\text{lin}} = A_{ij}^\leq + A_{ij}^\geq$, where the less-than indicates displacement two-point functions calculated by smoothing out long modes via a Gaussian filter $\exp(-(k/k_{\text{IR}})^2/2)$ and the greater-than denotes all the remaining power, we have generically for velocity moments

$$
\tilde{\Xi}^{(n)}(k) = \int d^3q \ e^{i\mathbf{k} \cdot \mathbf{q}} e^{-\frac{1}{2}k_i k_j A_{ij}^\leq(q)} \left\{ 1 - \frac{1}{2}k_i k_j A_{ij}^\leq + \frac{1}{8}k_i k_j k_k k_l A_{ij}^\geq A_{kl} + O(P_{\text{lin}}^3) \right\} \{ \cdots \}. \quad (4.22)
$$

where the $\{ \cdots \}$ indicate the terms in curly brackets in eqs. (4.13) and (4.15). Taking $k_{\text{IR}} \to 0$ and keeping the product of the round and curly brackets to second order yields one-loop EPT. This implies that the differences between the LPT and EPT predictions for the velocity moments, and $\sigma^2_{12}$ in particular, in both BAO wiggles and broadband shape must be due to the selective resummation of $A_{ij}$, i.e. to differences at $\geq 2$-loop order.

Let us briefly mention a technical detail in the above mapping between EPT and LPT. In addition to expanding the linear displacement two-point function $A_{ij}$, in order to make the low $k_{\text{IR}}$ limit of LPT agree with EPT, one needs to use the bias-parameter mapping in equation (4.8). A useful feature of this mapping is that, while LPT contains the same number of bias parameters as EPT, the contributions of these biases to various statistics are organized rather differently. For example, since $c_i^2 = 1 + 2b_1 + b_1^2$, the ‘1’ term in LPT is equal to the $c_i^2$ term and the $b_1$ term is twice the $c_i^2$ term at leading order. We can take advantage of these differences to, for example, compute the third-order bias contribution in EPT using those from the biases in LPT up to second order alone. Specifically, we can write for the third-order bias contribution to the power spectrum

$$
aP_{c_1c_3} = 2P_{c_1} - P_{b_1} - \frac{8}{21}P_{b_1b_2} + \frac{2}{7}P_{b_1b_3} + O(P_{\text{lin}}^3) \quad (4.23)$$

and similarly for the third-order bias contribution to $v(k)$:

$$
av_{c_3} = v_{b_1} - v_1 - v_{b_1}^2 - \frac{8}{21}(v_{b_2} - v_{b_1}b_2) + \frac{2}{7}(v_{b_3} - v_{b_1}b_3) + O(P_{\text{lin}}^3). \quad (4.24)$$

We have checked these identities numerically.

To look at the effects of IR resummation, let us begin with the broadband. Figure 6 shows the monopole and quadrupole of the second moment $\sigma^2_{12}$ for a range of cutoffs, $k_{\text{IR}}$, computed using a no-wiggle version of our fiducial power spectrum, which we use in this
Figure 6. The monopole ($\ell = 0$) and quadrupole ($\ell = 2$) of $\sigma_{12}^2(k)$ predicted by 1-loop PT (eq. (4.22)) for several cutoffs, $k_{IR}$, using a “no-wiggle” version of our fiducial power spectrum. The amplitude of $\sigma_{12}$ at high $k$ is strongly affected by the choice of IR resummation in eq. (4.22), indicating that 2-loop contributions may be important for density-weighted velocity dispersion.

section only to isolate broadband effects. As expected, the EPT prediction is recovered in the limit of vanishing $k_{IR}$, while LPT represents the $k_{IR} \rightarrow \infty$ limit. It is notable that the two limits predict dramatically different broadband shapes at even intermediate wavenumbers. For example, EPT predicts the monopole to have close-to-vanishing power at $k \sim 0.2 \, h \, \text{Mpc}^{-1}$, where LPT predicts $k^3\sigma_0$ to have significant power increasing with $k$; conversely, EPT predicts a more significant (more negative) quadrupole compared to LPT. These differences are particularly noteworthy because LPT shows excellent agreement with the $\sigma_0$ measured from simulations while under-predicting $\sigma_2$ at small scales (figure 4), and conversely for EPT (figure 5), where essentially all of the power at $k \simeq 0.1 \, h \, \text{Mpc}^{-1}$ and beyond in $\sigma_0$ is accounted for by the stochastic and counterterms.

In addition to the above, EPT and LPT also make different predictions for the BAO feature. In figure 7 we have plotted $P(k)$, $v(k)$ and the monopole and quadrupole of $\sigma_{12}^2$ with smooth broadbands — estimated using a Savitsky-Golay filter\footnote{We use a quintic filter linear in $k$ with width of $0.25 \, h \, \text{Mpc}^{-1}$, but note that our results are relatively robust to this choice as we are only concerned with the oscillatory components, modding out any residual broadband with a smooth polynomial fit.}—subtracted off. The blue and orange lines show the predictions of LPT and EPT modulo a quartic polynomial in $k$ which we fit to the data. Evidently, the IR resummation inherent in one-loop LPT provides and excellent description for the oscillatory component in the second moment, while the resummation scheme we have employed for EPT underpredicts the requisite nonlinear damping. On the other hand, the upper two panels show that the two formalisms produce far better agreement for both the zeroth and first moments. This is likely in part due to the dominance of the one-loop $b_1$ contributions noted in the previous paragraph, which account for most of the oscillatory signal shown in both panels; indeed, we note that the (significantly smaller) damped linear BAO wiggles are more-or-less exactly out of phase with the nonlinear wiggles shown \cite{82–85}.

The size of the one-loop terms and the divergence between one-loop LPT and EPT at even intermediate $k$ for $\sigma_{12}^2$ can heuristically be used to gauge the magnitude of higher-
order ($\geq 2$-loop) corrections, and suggests that density-weighted pairwise velocity statistics may be significantly more nonlinear than the density-only real-space power spectrum. For example, direct inspection of bias contributions to $\sigma_2$ indicates that while the leading-order contribution is due to matter velocities only, the largest numerical contribution comes from $b_1$ at one loop. Indeed, at $k = 0.1 \, h \, \text{Mpc}^{-1}$ the one-loop $\sigma_2$ predicted by our EPT model has 50% extra power compared to linear theory and 100% by $k = 0.15 \, h \, \text{Mpc}^{-1}$. In this case the level of agreement between the 1-loop EPT and N-body results suggests that the two-loop contributions happen to be small for $\Lambda$CDM power spectra of the amplitude we consider, so that the additional contributions included in the IR resummation by LPT are worsening the agreement with the N-body results. We have been unable to find a symmetry that would explain why the 2-loop contribution to $\sigma_2$ should be small, so it could be that this is a numerical coincidence where 1-loop EPT is ‘accidentally’ performing better than expected for this particular power spectrum shape and normalization. Indeed, for $\sigma_0$ the one-loop terms in EPT — which are dominated by the stochastic and counterterms — account for a 100% difference compared to linear theory by $k = 0.1 \, h \, \text{Mpc}^{-1}$, suggesting that velocities at even these intermediate scales are subject to large nonlinearities. As suggested by figure 3,
Figure 8. A comparison of the halo power spectrum wedges ($0.0 < \mu < 0.2, \cdots, 0.8 < \mu < 1.0$) measured in the N-body simulations (points) to the predictions from PT models where the first two velocity moments are calculated using LPT (left) and EPT (right) and the third moment is approximated using a counterterm ansatz (lines; eq. (5.1)). The upper panel shows the measurements, while the lower panel shows the fractional differences. We have chosen to show the $12.5 < \log M < 13.0$ mass bin at $z = 0.8$ though the other masses and redshifts behave similarly. The dashed lines show the PT contributions excluding the $n = 3$ counter term, while the solid lines show the results of the full model. Note the addition of these terms significantly improves the model for high $\mu$ while the improvement is much more modest for low $\mu$.

and we discuss further below, a detailed modeling of $\sigma_2$ is not necessary in order to obtain an accurate measure of the redshift-space power spectrum, $P(k, \mu)$, so we have not attempted to further improve the performance of either LPT or EPT for this statistic.

Before leaving the velocity statistics and turning to the redshift-space power spectrum, it is worth noting that our results have direct implications for the use of velocities (either from peculiar velocity surveys or kSZ measurements) as cosmological probes. In particular, the relative size of the perturbative contributions (green lines in figures 4 and 5) and the stochastic or counter terms (blue lines) can be taken as a proxy for where cosmological information dominates over small-scale information (e.g. about astrophysics). For $\sigma_{ij}^2$, in particular, it appears that the cosmological information is confined to reasonably small $k$, which argues that high resolution observations of this statistic will not be necessary if the goal is inference about cosmological parameters.

5 All together now: the redshift-space power spectrum in PT

Sections 3 and 4 examined the convergence of velocity expansions for the redshift-space power spectrum and how the required velocities can be computed using perturbation theory; in this
Figure 9. A comparison of the halo power spectrum multipoles measured in the N-body simulations (points) to the predictions from our LPT (left) and EPT (right) models (lines; eq. (5.1)). The upper panel shows the measurements, while the lower panel shows the fractional difference. The dashed lines show the PT contributions excluding the $n = 3$ counterterm, while the solid lines show the results of the full model. Note the addition of these terms significantly improves the model for $\ell > 0$, even more dramatically than in figure 8. In interpreting these differences it is important to bear in mind that the N-body data contain systematics that can bias results at the few-percent level — indeed it clearly under-predicts the quadrupole by around 2% around $k = 0.05 \, h^{-1}$ Mpc compared to both LPT and EPT— and that for any observation the error on the quadrupole and hexadecapole are dominated by the monopole contribution and are therefore fractionally much larger than for the monopole—hexadecapole errors are not plotted in the bottom panel for this reason.

section we combine these ingredients to produce a model of the redshift-space power spectrum based on 1-loop perturbation theory.

5.1 Comparison for halos

Figures 8 and 9 show the PT predictions for the redshift-space power spectrum wedges and multipoles using the bias parameters, counterterms and stochastic contributions determined from the fits in figures 4 and 5, together with the moment expansion approach. Figure 8 demonstrates that these parameters give an excellent fit, agreeing with the data at the percent level even for the highest $\mu$ wedges. It is worth noting that the redshift-space distortions captured by the quasilinear velocities is highly nontrivial, and a naive multiplication of the real-space power spectrum by the factor $(b + f_\mu^2)^2$ yields $P(k, \mu)$ that is 5% away from the data even at $k = 0.1 \, h^{-1}$ Mpc and $\mu = 0.5$.

Figure 9 tells a similar story to figure 8, though with some caveats. The monopole, $P_0$, remains well-fit by both the LPT and EPT models. The same is not true of the quadrupole, which is both noisier and possibly biased. However, recall there is some evidence that the simulations with derated timesteps may not be converged. Indeed, the data quadrupole for $k < 0.1 \, h^{-1}$ Mpc suggests that the simulations under-predict the value of velocities by around two percent compared to perturbation theory. For such $k$ the best fitting LPT and EPT models are in excellent agreement, being dominated by linear theory, but differ visibly
with the N-body quadrupole (the contribution of the monopole to each wedge reduces the visibility of this effect substantially in figure 8). As mentioned earlier, we cannot rule out a systematic error in the N-body simulations of several per cent and so we take this difference as a rough estimate of the size of the systematic error in $P_2$.

The only remaining free parameter in our model once the power spectrum and first two velocity moments are fit is the coefficient of the counterterm $\propto k^2 \mu^4 P(k)$, which we argued at the end of section 3 was a good stand-in for the higher-order velocity statistics not explicitly included in our model. Indeed the input value, which we fit by eye, is comparable in magnitude to the contribution from the dipole of the third moment divided by the linear power spectrum. In the spirit of perturbation theory, our philosophy in adjusting this parameter was to increase agreement at low $k$ and $\mu$ rather than minimize errors across the board, even at high $\mu$ where the convergence of the velocity expansions is poor. The model without this counterterm is shown in the dashed lines. Absent this counterterm our model still describes the power spectrum wedges with $\mu \leq 0.5$ at the percent level out to $k = 0.25 \, h \, \text{Mpc}^{-1}$, with errors rapidly growing towards higher $\mu$ such that $\mu = 0.7$ is 5% off at a similar wavenumber; however, the strong angular dependence of the errors means that the quadrupole is more than 10% away from the data at $k = 0.25 \, h \, \text{Mpc}^{-1}$. This validates our approach of modeling the redshift-space power spectrum using perturbative models of the first two velocity moments together with the counterterm ansatz for the third moment.

It is important to note, however, that many of the velocity parameters are degenerate for analyses of the redshift-space power spectrum only. In the moment expansion, all the one-loop counterterms in the velocity statistics ultimately take the form $k^2 \mu^{2n} P_{\text{Zel}}(k)$ [or $k^2 \mu^{2n} P_{\text{lin}}(k)$] at leading order when combined to form the power spectrum. For example, both the counterterm for $\sigma_2$ and the third moment take the form $k^2 \mu^2 P(k)$. Similarly, the stochastic contributions will tend to contribute as $(k\mu)^{2n}$. Within the moment expansion we can thus write

$$P_{\sigma}^{\text{ME}}(k) = \left( P(k) + i(k\mu)v_{12,\hat{n}}(k) - \frac{(k\mu)^2}{2} \sigma_{12,\hat{n}\hat{n}}(k) + \cdots \right)^{\text{PT}} + \left( \alpha_0 + \alpha_2 \mu^2 + \alpha_4 \mu^4 + \cdots \right) k^2 P_{\text{lin,Zel}}(k) + R^0_h \left( 1 + \sigma^2_r(k\mu)^2 + \cdots \right),$$

where $(\cdots)^{\text{PT}}$ refers to contributions due only to large scale gravitational dynamics and nonlinear bias parameters computed in either EPT or LPT (with the $k^2 P_{\text{lin,Zel}}$ being the linear or Zeldovich power spectra in each case, respectively). This leads to a redshift-space power spectrum with 9 free parameters (4 bias, 3 counterterms, 2 stochastic) with a similar structure of effective corrections as found in the EPT analyses of refs. [42, 43]9. If the corrections due to third-order bias $(b_3, c_3)$ can be set by assuming the Lagrangian bias $b_3 = 0$, as noted in section 4.1.2, then this is reduced to 8 free parameters. On the other hand, if we wish to include the full one-loop expressions for the third and fourth moments, which possess their own effective and stochastic corrections, two additional non-degenerate parameters are needed, bringing the total up to 11. The aforementioned degeneracy is less manifest in the Fourier streaming model due to the nonlinear composition of the cumulants (and

9 Indeed, equation (5.1) is equivalent, up to details of IR resummation and choices of marginal EFT parameters, to the models in those works, with similar ranges of applicability. Specifically, compared to ref. [42] we do not including the next-order real-space stochastic correction $\propto k^2$ but include a counterterm $k^2 \mu^4 P_{\text{lin}}$ to account for UV dependence in the fourth moment, while compared to ref. [43] we include a superset of 1-loop effective corrections but omit the 2-loop FoG correction in their Equation 3.10, which we do not require for good fits at the velocity level.
similarly in the configuration-space Gaussian streaming model); however, due to the high degree of quantitative agreement between the ME and FSM expansions at the data level, the various counterterms and stochastic contributions will nonetheless be highly degenerate, and as such should not all be fit. Indeed, it should be sufficient to expand these effective contributions as in equation (5.1), though doing so will break the structure of the streaming model, strictly speaking. Finally, while our model for $P(k, \mu)$ includes five free parameters for counterterms and stochastic effects a condensed set of terms can be used if fitting to more restricted summary statistics. For example, since the counterterms are of the form $k^2 \mu^2 P_{\text{lin, Zel}}(k)$ they contribute to each multipole proportional to $k^2 P_{\text{lin, Zel}}$. When fitting only the monopole and quadrupole (as in refs. [42–44]) one should fit only for two summary contributions $P_{\ell, c.t.} = \alpha_\ell k^2 P_{\text{Zel}}$, though doing so necessarily obscures some of the structure in $P(k, \mu)$ which is poorly fit using only two counterterms. On the other hand, since we include only two purely stochastic terms, nondegenerate in their contribution to the monopole and quadrupole, they can be separately included even when fitting only for those two statistics.

In section 4 we noted that the predictions of LPT and EPT for $\sigma_{ij}$ differed, and that they appeared to depend upon higher order contributions. The fact that both the LPT and EPT models do well at describing $P(k, \mu)$ in figure 8 is thus surprising at first sight. As shown in section 3 (figure 3), however, the errors in $\sigma_2$ are highly suppressed in $P(k, \mu)$ except near $\mu \approx 1$ and so this theoretical uncertainty is subdominant when predicting redshift-space clustering. Furthermore, for realistic galaxy samples we expect the role of stochastic velocities, i.e. fingers of god, to be even more significant than the halo sample studied in the figures above; these velocities further increase the role of the monopole $\sigma_0$ relative to $\sigma_2$. This also justifies our choice of modeling for $\sigma_2$, where we do not spend further effort in improving the LPT and EPT modeling, as was argued in section 4.

5.2 Comparison for mock galaxies

As a further test of our power spectrum model, in figure 10 we fit our RSD model in equation (5.1) on the mock sample of galaxies embedded into the N-body data using a halo occupation distribution as described at the end of section 2. Galaxy samples present a more realistic and stringent test for our model as they are affected by the virial motions of satellite galaxies and indeed, fits to the satellite velocity statistics require significantly larger counterterms (see the discussion around eq. (4.17)) and stochastic contributions, particularly for the monopole $\sigma_0$ of the second moment and a slightly reduced range-of-fit ($k \sim \sigma_c^{-1}$) compared to the halo case. Nonetheless, at the power spectrum level our model fits the power spectrum wedges $P(k, \mu)$ at the percent level at least up to $k = 0.25 \, h \, \text{Mpc}^{-1}$ for all but the highest $\mu$-bin ($\mu = 0.9$), where unlike in the halo case the suppression of power by random velocities towards high $k$ is evident and which begins to deviate from our model prediction at $k = 0.15 \, h \, \text{Mpc}^{-1}$, reaching 3 percent off by $k = 0.2 \, h \, \text{Mpc}^{-1}$. Similarly, our model yields a significantly sub-percent-level fit to the galaxy power spectrum monopole on perturbative scales, while the quadrupole begins to deviate around where the highest-$\mu$ wedge does at around $k \sim 0.15 \, h \, \text{Mpc}^{-1}$. We also checked that, assuming Gaussian covariances and letting the growth $f$ vary, our model (equation (5.1)) can fit the redshift-space power spectrum directly to nearly identical, sub-percent precision over a wide range of scales and recover the growth rate to 1%, consistent with the systematic error of the simulations themselves.
5.3 Fingers of God and stochastic terms

Despite the above, the size and structure of stochastic velocities and finger-of-god effects, particularly for the specific galaxy samples that will be observed by upcoming spectroscopic surveys, remains one of the biggest limitations of (perturbative) models of redshift-space distortions. It is thus worth discussing the pros and cons of various approaches to tame these effects, in particular the effective-theory parametrization of finger-of-god effects in EFT models such as ours (and those used in refs. [42–44]) compared to more conventional FoG models such as [86–90]. As discussed in ref. [91], the main difference between these
approaches is that traditional\textsuperscript{10} models assume strict forms for FoG effects (e.g. exponential or Lorentzian damping) depending on a small set of parameters, while EFT parametrizations such as ours are restricted only by symmetry arguments and thus in principle span the entire allowed space of FoG models, such that the former could be preferred if they well-describe observed FoGs. Assuming specific FoG models necessarily implies setting strong restrictions on the structure of halo or galaxy velocities at small scales. For example, in the language of the moment expansion approach, assuming Gaussian damping $\propto \exp(-k^2\mu^2\sigma_{\text{FoG}}^2)$, as in the TNS model [89], is equivalent to requiring that the effects of higher-order moments of virial velocities be described by the same parameter, $\sigma_{\text{FoG}}$, as the lower moments. A similar, but more EFT-minded, approach could be to input these restrictions as priors (e.g. based on fits to simulations) while enabling fitting the full set of allowed parameters to a given order. The priors would reduce the statistical impact of the additional free parameters and a comparison of the posterior to the prior would allow us to tell if the observed data were in tension with the assumptions. This is especially important since the velocities of galaxies with complex selections can have significantly more structure than usually assumed in mock catalogs.

Finally we note that the impact of redshift errors, which also affect the line-of-sight clustering signal, can be partly compensated by having a very flexible finger-of-god model such as we have introduced above. If there is reason to suspect that redshifts are not being accurately estimated in a survey, this could argue for broader priors on these terms than might otherwise arise just from dynamical studies of galaxy orbits in observations or simulations.

5.4 IR resummation

Let us comment on the role of large-scale (IR) displacements in the velocity-expansion approach to redshift-space distortions. While these large-scale modes have essentially linear dynamics, their presence results in the nonlinear damping of spatially-localized features such as baryon acoustic oscillations (BAO) that can be complicated to capture perturbatively in Eulerian treatments [43, 72]. On the other hand, a convenient feature of Lagrangian perturbation theory is that it naturally includes a resummation of these bulk displacements, making it a natural candidate with which to understand the nonlinear damping of the BAO feature in both real and redshift space [32, 34, 46]. By extension, our LPT calculations of the real-space velocity moments naturally resums these modes.

However, the combination of these velocity moments into the redshift-space power spectrum breaks the resummation of IR velocities while keeping the isotropic displacements resummed. Within the framework of LPT, bulk velocities can be naturally resummed by promoting Lagrangian displacements to redshift space using matrix multiplication $\Psi_i^{(n)} \rightarrow R_{ij}^{(n)}\Psi_j^{(n)} = (\delta_{ij} + f\hat{n}_i\hat{n}_j)\Psi_j^{(n)}$ [32]. This transformation takes the exponentiated linear displacements $A_{ij} \rightarrow R_{lm}A_{mn}$, naturally endowing the resummed exponential with the angular structure of redshift-space distortions [32, 34]. For example, the isotropic part of $A_{ij} = X(q)\delta_{ij} + Y\hat{q}_i\hat{q}_j$, given by $\Sigma^2(q) = (X+Y/3)$, becomes multiplied by $(1 + f(2 + f)\mu^2)$ under this transformation. Expanding order-by-order in the velocities as we have done in this paper, and thus in the growth rate $f$, necessarily breaks this structure. The procedure to capture all the IR modes, including the velocity contributions, in purely LPT framework has been outlined in [58]. We intend to return to that in future work.

In the EPT framework, an approximate but pragmatic way of handling these IR modes has been developed, relying on the wiggle/no-wiggle split. The essential feature of this

\textsuperscript{10} An intermediate case is represented by ref. [92], who assume a functional form with many free parameters.
IR resummation procedure is the decomposition and isolation of the wiggle part (caused by the baryon acoustic oscillations) of linear power spectra, and the damping of oscillatory components due to the wiggles by an appropriate factor dependent on the IR displacements to be resummed see \cite{46, 82, 83, 85, 93} (details in appendix A.4). This procedure, however, relies on several approximation steps, from the details of the wiggle/no-wiggle splitting to ensuring that subleading corrections can be neglected at the order of interest. As highlighted earlier, and in contrast to EPT, LPT performs the resummation of long displacement modes directly and does not rely on any of these approximation steps. LPT thus constitutes a natural environment to understand the various approximation levels undertaken in the wiggle/no-wiggle splitting procedure, and thus provides the bridge from the direct and exact treatment of IR modes to the comprehensive and intuitive picture provided by the simplicity of the wiggle/no-wiggle splitting result.

These characteristics and differences of the LPT and EPT in the treatment of the IR modes are highlighted even further once the possible additional, beyond BAO, oscillatory features of the power spectrum are considered. Such oscillatory features can be produced by, e.g., primordial physics, and are also affected by the long displacements in a similar manner to the BAO, exhibiting damping and smoothing that can again be captured by performing IR resummation \cite{46, 94, 95}. The evident advantage of LPT in this scenario is that this resummation is performed automatically without the need for further engagement or analysis, finding saddle points etc.

Despite the incomplete resummation of IR velocities as described above, however, as shown in figure 8, in Fourier space the velocity expansions are nonetheless able to capture the anisotropic BAO wiggles to high accuracy. We can attempt to estimate the effects of the missing bulk contributions to the higher velocity moments as follows. Within the context of LPT we can write, for example for the lowest-order $b_2$ contribution to the redshift-space power spectrum \cite{46}

\begin{equation}
\int d^3 q \ e^{ikq - \frac{1}{2}kR_\alpha A_{\alpha \mu}(q)} \xi_{\text{lin}}(q) = e^{-\frac{1}{2}k^2 \Sigma^2(r_s, \mu)} P_w(k) + P_{\text{smooth}}.
\end{equation}

Equation (5.2) can be understood as follows: since the linear correlation function $\xi_{\text{lin}}$ has a prominent BAO “bump” at $r_s$, it picks out the exponentiated damping factor at $q = r_s$ such that the bump is smoothed by $\Sigma^2(r_s, \mu) = (1 + f(2 + f)\mu^2) \Sigma^2(r_s)$ in Fourier space, while the correlation without the bump gets affected smoothly since it has no preferred scale. The separation into a smooth component and the BAO feature is commonly used in the literature and known as the wiggle/no-wiggle split \cite{46, 96, 97}, but LPT makes an exact prediction for the damping through the resummation of linear modes at the BAO scale. In particular, we can now understand how the BAO feature is affected if we neglect the effect of bulk velocities at $n$th order in the moment expansion. Noting that the $n$th velocity moment contributes to the power spectrum proportional to $f^n$, we can expand the exponential in equation (5.2) as

\begin{equation}
P_{w, NL}(k) = e^{-\frac{1}{2}k^2 \Sigma^2} \left[ 1 - (k\mu)^2 \Sigma^2 f + \frac{1}{2}(-)(k\mu)^2 \Sigma^2 + (k\mu)^4 \xi_{\alpha \beta} f^2 + \cdots \right] P_w(k)
\end{equation}

where the coefficients of $f$ and $f^2$ correspond to contributions from the first two velocity moments in equation (5.1). Using the moment expansion to $n = 2$ is equivalent to Taylor-expanding in $f$ and keeping only two terms. However, a corollary of the above is that the damping beyond these terms necessarily scales strongly with $\mu$ (and $k$), making it negligible for all but the highest $\mu$ wedges — and indeed any residual anistropic wiggles in our fits.
to the redshift-space power spectrum from simulations must be well within the errors of these measurements, which are themselves tighter than state-of-the-art spectroscopic surveys like DESI.

Nonetheless, while being almost undetectable in Fourier space these errors will accumulate in configuration space to produce deviations from measurements noticeable by eye, particularly in the quadrupole, so our current strategy will need to be modified for configuration space analyses. The two most obvious options to this end are (1) to compute \( P_s(k) \) for the broadband using \( P_{nw} \) only and add in the exponential damping factor for \( P_w \) by hand, as has been done in recent analyses in the EFT framework [43] or (2) to use the Gaussian streaming model (GSM; [51]) for configuration space analyses employing the same bias parameters and counterterms for velocity statistics in configuration space. The latter is an attractive option because the velocity expansions in Fourier space and in the GSM can be computed within the same dynamical framework employing consistent bias parameters and counterterms,\(^{11}\) though the GSM captures the IR displacements almost perfectly (see appendix B) while the Fourier space methods can more easily capture the broadband effects of the IR displacements. A more complete but laborious approach would be to compute the power spectrum with both linear displacements and velocities resummed as in Convolution Lagrangian Perturbation Theory [34]; we intend to return to this in the near future.

6 Conclusions

The upcoming generation of spectroscopic surveys and CMB experiments promise to deliver unprecedented information about galaxy velocities on cosmological scales, either indirectly through the anisotropic clustering of observed galaxies due to redshift-space distortions or directly through the kinetic Sunyaev-Zeldovich effect or peculiar velocity surveys. Velocity and density statistics provide us with complementary information about structure formation, which can further be combined with probes such as weak lensing and allow us to test the predictions of ΛCDM and general relativity on the largest scales.

Our goal in this paper is to consistently model both real-space velocity spectra and the redshift-space power spectrum of biased tracers (e.g. galaxies) within one-loop perturbation theory. The redshift-space power spectrum, \( P(k, \mu) \), can be understood as an expansion in the line-of-sight wavenumber, \( k_\parallel = k\mu \), multiplying \( n^{th} \)-order pairwise velocity spectra. After describing the four \((4 h^{-1} \text{ Gpc})^3\) N-body simulations we compare to in section 2, we begin in section 3 by using the N-body halo velocity statistics to test the convergence of two Fourier-space velocity expansions of the redshift-space power spectrum, the moment expansion approach and the Fourier streaming model. The expansions show good quantitative agreement with the \( P(k, \mu) \) measured from the same set of simulations when the first three pairwise velocity moments are included, reaching percent-or-below levels of agreement on scales of interest to cosmology except when \( \mu \approx 1 \) (i.e. close to the line-of-sight) where the agreement is slightly worse at small scales, though still at the percent level or below for \( k < 0.2 h \text{ Mpc}^{-1} \) for our fiducial halo sample. Including higher moments \((n = 4)\) fails to significantly improve the expansion, indicating slow convergence at scales where the nonlinear velocities of halos become dominant. We find that the redshift-space power spectrum can be modeled at the percent level on perturbative scales by using a counterterm ansatz for moments beyond \( n = 2 \) valid in precisely this scenario.

\(^{11}\)And keeping in mind the relation between stochastic terms in Fourier and configuration space.
In section 4 we model the real-space power spectrum and the first two velocity moments within one-loop Lagrangian and Eulerian perturbation theory, comparing them to N-body simulations and highlighting their salient features and differences in the final subsection. Our model employs effective field theory (EFT) corrections to the nonlinear dynamics as well as a bias scheme including shear and cubic contributions as well as derivative bias degenerate with the counterterms. We find that, when the appropriate counterterms and stochastic corrections are included, one-loop LPT and EPT can model the zeroth and first velocity moments (the real-space power spectrum and pairwise velocity) to comparable scales for both broadband shape and oscillatory features. For the second moment (velocity dispersion) LPT shows a more limited range-of-fit while EPT relies on one-loop terms of the same order as linear theory and slightly under-predicts the damping of oscillatory features in the one-loop terms, suggesting that the velocity dispersion spectrum is subject to significant non-linearity even at intermediate scales. In general we find the higher moments to be “more non-linear” and to have larger contributions from stochastic and counter terms as we move up the hierarchy.

Finally, in section 5 we combine the velocity expansions and velocity modelling to obtain a model of the redshift-space power spectrum in one-loop perturbation theory. Using the bias parameters and effective corrections derived from the data statistics in addition to the aforementioned counterterm ansatz for contributions from velocity moments beyond $n = 2$ yields a percent-level fit to the halo power spectrum for all wedges out to $k = 0.25 \, h \, \text{Mpc}^{-1}$ at $z = 0.8$, with similar performance for the multipoles. As a further test, we analyzed a sample of mock galaxies using the same procedure, and found qualitatively similar results despite significantly more pronounced stochastic terms (expected due to virial motions of satellites) and a slightly decreased range of fit at higher $\mu$ and in the quadrupole as a result. In addition, we conducted a fit directly to the power spectrum wedges for this sample, assuming Gaussian covariances and letting both $f$ and the bias parameters to float, and found that our model recovers the growth rate to within the systematic error of the simulations themselves with no loss of accuracy.

Our python code velocileptors to compute the aforementioned one-loop velocity statistics and redshift-space power spectrum in both EPT and LPT is publicly available. For completeness, the code includes all terms up to the fourth pairwise velocity moment in both formalisms as well as modules to combine them using the moment expansion in both formalisms, full IR resummation as in equation (A.30) in EPT, and the Fourier and Gaussian streaming models in LPT. The LPT code takes slightly more than a second to compute the all relevant statistics to sub-percent precision on perturbative scales, while the EPT code takes slightly less. We make abundant use of the FFTLog algorithm throughout and compute one-loop EPT terms via manifestly Galilean invariant Hankel transforms inspired by the Lagrangian bias expansion (appendix E).

The structure of the moment expansion implies that the theoretical error should be a strong function of $\mu$, which can be taken as an argument in favor of modeling power spectrum wedges, $P(k, \mu)$, over multipoles, $P_\ell(k)$. The importance of both counterterms and stochastic terms in the velocity statistics suggests that the cosmological information in $P(k, \mu)$ at high $k$ and $\mu$ is less than one might naively think, since it is precisely in this regime that these non-cosmological contributions become an appreciable fraction of the total power. It is also at higher $k$ and $\mu$ that non-trivial behavior of FoG models and observational redshift errors would be expected to impact the measurements the most.

We close by noting some possible near-term applications. Firstly, our model naturally includes precision modelling of cosmological velocities at quasilinear scales and will be di-
rectly applicable to upcoming kSZ and peculiar velocity surveys [8–10, 12]. While we have focused our predictions on velocity statistics in real-space, the conversion to redshift space can be straightforwardly obtained by the appropriate $f$ derivatives of the redshift-space power spectrum [70], which are themselves predicted by the model as linear combinations of density-weighted pairwise velocity statistics. In this regard the increasing importance of counterterms and stochastic terms as we move higher in the moment hierarchy suggests that much of the cosmological information in velocity surveys will be contained on large scales.

In terms of redshift-space distortions, our model includes a superset of effective corrections at 1-loop level and is similar in many respects to those recently used to analyze BOSS data in refs. [42–44, 98, 99] or the “blind challenge” of ref. [100]. An obvious next step from the present analysis would be to analyze those data with the formalism described in this work. Our model should likewise be competitive in analyses of future high-redshift galaxy surveys like HETDEX [101], DESI [6], Euclid [7] and even futuristic LBG [63] or 21-cm [67] surveys, though as discussed in section 3 the applicable range of scales will likely be limited more by the scale of stochastic velocities ($k_{\text{FoG}} \sim \sigma_v^{-1}$), or FoGs, than by the nonlinear wavenumber $k_{\text{NL}}$ at higher redshifts. This was demonstrated already in EFT analyses of BOSS, where $k_{\text{FoG}} \sim 0.2 \, h \, \text{Mpc}^{-1}$, though specific FoG properties will depend on the galaxies sampled by each survey, and will be particularly interesting in the context of high-redshift 21-cm surveys where stochastic velocities are relatively small [102] but observations are naturally limited by foregrounds to higher $\mu$. Finally, the aforementioned probes can be combined with upcoming lensing surveys. By letting the gravitational slip [3, 103, 104] float as a free parameter like the linear growth rate $f$, this will let us test the predictions of General Relativity on cosmological scales. By providing a model which can simultaneously fit all of the relevant statistics we enable a principled statistical analysis that can avoid taking ratios of noisy data points.
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A Velocity moments and RSD power spectrum in Eulerian PT

A.1 Third-order bias expansion in EPT and LPT

In this paper we extend the expressions for the real-space power and pairwise-velocity spectra found in [51] to include contributions from third-order bias operators. In principle, going to third order in bias requires an additional four bias parameters (see e.g. [26]), however as shown in [24] for EPT at one-loop order many of these contributions are either zero or amount to
redefinitions of the linear bias parameter $b_1$. The remaining contributions are all degenerate and can be combined into a single (EPT or LPT) third-order bias parameter $c_3$ or $b_3$. In this subsection we will review the bias expansion in EPT and provide details for including the effects of third-order bias in LPT predictions of the velocity moments.

In order to evaluate these velocity moment correlators in Eulerian PT we adopt the biasing scheme of ref. [24] in equation (4.6) up to third order, which we repeat here for convenience:

$$\delta_h = c_1 \delta + \frac{c_2}{2} \delta^2 + c_3 \delta s^2 + \frac{c_3}{6} \delta^3 + c_{1s} \delta s^2 + c_{st} \delta t + c_{st} \delta s^2 + c_\psi \psi,$$  \hspace{1cm} \text{(A.1)}

where $s^2 = s_{ij} s_{ij}$, $s^3 = s_{ij} s_{jk} s_{kl}$ and $st = s_{ij} t_{ij}$, and the shear operators are defined as

$$\psi = \eta - \frac{2}{7} s^2 + \frac{4}{21} \delta^2, \quad s_{ij} = \left( \frac{\partial_i \partial_j}{\partial^2} - \frac{1}{3} \delta_{ij} \right) \delta, \quad t_{ij} = \left( \frac{\partial_i \partial_j}{\partial^2} - \frac{1}{3} \delta_{ij} \right) \eta, \quad \eta = \theta - \delta.$$  \hspace{1cm} \text{(A.2)}

As usual we assume subtraction of mean field values like $\langle \delta^2 \rangle$. In Fourier space, the second and third order shear operators are given by the kernels in momentum space

$$S_2^{(2)}(k_1, k_2) = \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} - \frac{1}{3},$$  \hspace{1cm} \text{(A.3)}

$$S_3^{(3)}(k_1, k_2, k_3) = 2 S_2(k_1, k_2 + k_3) F_2(k_2, k_3),$$

$$S_3^{(3)}(k_1, k_2, k_3) = \frac{k_1 \cdot k_2 \cdot k_3 \cdot k_1}{k_1^2 k_2^2 k_3^2} - \frac{(k_1 \cdot k_2)^2}{3 k_1^2 k_2^2} - \frac{(k_3 \cdot k_2)^2}{3 k_3^2 k_2^2} + \frac{2}{9},$$

$$S_3^{(3)}(k_1, k_2, k_3) = \frac{2}{7} S_2(k_1, k_2 + k_3) \left[ S_2(k_2, k_3) - \frac{2}{3} \right],$$

$$S_3^{(3)}(k_1, k_2, k_3) = 2 \left[ S_2(k_1, k_2 + k_3) - \frac{2}{3} \right],$$

$$S_3^{(3)}(k_1, k_2, k_3) = G_3(k_1, k_2, k_3) - F_3(k_1, k_2, k_3) - \frac{4}{7} \left( S_2(k_1, k_2 + k_3) - \frac{2}{3} \right) F_2(k_2, k_3).$$

Given that in this paper we are interested only in two-point statistics, many of the third order bias operators listed above do contribute to the one-loop power spectrum in degenerate manner. After shot-noise renormalization only one non-vanishing independent contribution remains. The relevant correlators in one-loop EPT for the real-space power spectrum are:

$$\langle \delta_{\text{lin}} | (\delta s^2)^{(3)} \rangle = 0,$$  \hspace{1cm} \text{(A.4)}

$$\langle \delta_{\text{lin}} | (\delta^2)^{(3)} \rangle = \frac{68}{21} \langle \delta_{\text{lin}}^2 \rangle P_{\text{lin}}(k),$$

$$\langle \delta_{\text{lin}} | (\delta^3) \rangle = 3 P_{\text{lin}}(k) \int_p S_\psi(p, -p, k) P_{\text{lin}}(p),$$

$$= \frac{16}{21} \left( \langle \delta_{\text{lin}} | st \rangle \right)' + \frac{16}{63} \langle \delta_{\text{lin}}^2 \rangle P_{\text{lin}},$$

$$= -\frac{16}{105} \left( \langle \delta_{\text{lin}} | s^2 \rangle \right)' - \frac{136}{63} \langle \delta_{\text{lin}}^2 \rangle P_{\text{lin}},$$

The corresponding contributions to the pairwise velocity, due to the correlator $\langle \delta_h | v_4 \rangle$ can be obtained by simply multiplying these terms by $\frac{i k_4}{k}$. The above degeneracies also exist in one-loop LPT. In particular, for two third-order EPT operators $O_3(x)$ and $O'_3(x)$ such that $\langle \delta_{\text{lin}} | O_3 \rangle = 2 \langle \delta_{\text{lin}} | O'_3 + A \langle \delta_{\text{lin}}^2 \rangle \delta_{\text{lin}} \rangle$ at one-loop,
we also have the degeneracies

\begin{align}
\langle O_3^0(q_1)\Delta_i \rangle &= \langle O_3^0(q_1)\Delta_i \rangle + A \langle \delta_{\text{lin}}^2 \rangle U_{\text{lin}}^i(q), \\
\langle O_3^0(q_1)\delta_{\text{lin}}(q_2) \rangle &= \langle O_3^0(q_1)\delta_{\text{lin}}(q_2) \rangle + A \langle \delta_{\text{lin}}^2 \rangle \xi_{\text{lin}}(q)
\end{align}

in one-loop LPT. In the main body of the paper we will thus summarize these contributions with the third-order parameter \( O_3(q) = s_{ij}(q)t_{ij}(q) + \frac{16}{63} \langle \delta_{\text{lin}}^3 \rangle \). This introduces the additional correlators

\begin{align}
U_{b_3,i}(q) &= U_{b_3}(q) \tilde{q}_i = \langle O_3(q_1)\Delta_i \rangle = - \int \frac{dk}{2\pi^2} \frac{k^2}{2\pi^2} R_{b_3}(k)j_1(kq) \\
\theta(q) &= \langle O_3^0(q_1)\delta_{\text{lin}}(q_2) \rangle = \int \frac{dk}{2\pi^2} \frac{k^2}{2\pi^2} R_{b_3}(k)j_0(kq).
\end{align}

An explicit formula for \( R_{b_3} \) expressed as a Hankel transform is given in appendix E. Finally, the expression for the pairwise velocity spectrum requires the time derivative of \( U_{b_3} \), which is given by \( \dot{U}_{b_3} = \langle O_3 \dot{\Delta} \rangle = fU_{b_3} \).

### A.2 Eulerian moment expansion

In this section we give a short overview of the Eulerian moment expansion framework for RSD based on the distribution function model [62, 68, 69], using one-loop, Eulerian effective PT to compute the components. These results, after including IR-resummation, are equivalent to those recently used in refs. [42, 43].

The velocity moments are combined to give the RSD power spectrum as in eq. (3.4). Up to one-loop we need to consider the contributions of several velocity moments

\begin{align}
\tilde{\Xi}^{(0)}_n(k) &= P_{00}(k), \\
\tilde{\Xi}^{(1)}_n(k) &= P_{01}(k,\mu) - P_{01}^*(k,\mu) \\
&= 2i\text{Im}[P_{01}(k,\mu)], \\
\tilde{\Xi}^{(2)}_n(k) &= P_{02}(k,\mu) - 2P_{11}(k,\mu) + P_{02}^*(k,\mu) \\
&= 2\text{Re}[P_{02}(k,\mu) - P_{11}(k,\mu)], \\
\tilde{\Xi}^{(3)}_n(k) &= P_{03}(k,\mu) - 3P_{12}(k,\mu) + 3P_{02}^*(k,\mu) - P_{03}^*(k,\mu) \\
&= 2i\text{Im}[P_{03}(k,\mu) - 3P_{12}(k,\mu)], \\
\tilde{\Xi}^{(4)}_n(k) &= P_{04}(k,\mu) - 4P_{13}(k,\mu) + 6P_{22}(k,\mu) - 4P_{02}^*(k,\mu) + P_{04}^*(k,\mu) \\
&= 2\text{Re}[P_{04}(k,\mu) - 4P_{13}(k,\mu) + 3P_{22}(k,\mu)].
\end{align}

where the component spectra \( P_{LL'} \) are the cross-correlations of different velocity moments

\begin{align}
P_{LL'}(k,\mu) \equiv \langle (1 + \delta)^* u_n^L(k) (1 + \delta)^* u_n^{L'}(k') \rangle \equiv \langle (1 + \delta(k))^* u_n^L(k) (1 + \delta(k'))^* u_n^{L'}(k') \rangle',
\end{align}

where, for brevity, we introduce the primed expectation values to denote expectation values with Dirac delta function dropped, i.e. \( \langle A'B \rangle \equiv \langle A(k)B(k') \rangle = (2\pi)^3 \delta_D(k + k') \langle A(k)B(k') \rangle' \).

Note that \( P_{LL'} = P_{L'L}^* \), so, without loss of generality, we can assume \( L \leq L' \). See ref. [58] for a more detailed connection between the moment expansion and streaming models.
Contributions to $\Xi^{(0)}$ arise from only $P_{00}$. This is the usual real space halo-halo power spectrum. We have
\[
\langle \delta_h | \delta_h \rangle' = c_1^2 P_{\text{lin}}(k) + 2c_1^2 \int_p \left( [F_2(p, k - p)]^2 P_{\text{lin}}(|k - p|) + 3F_3(p, -p, k) P_{\text{lin}}(k) \right) P_{\text{lin}}(p) 
\]
\[
+ 2c_1c_2 \int_p F_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ 4c_1c_s \int_p F_2(p, k - p) S_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ \frac{c_s^2}{2} \int_p P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ 2c_2c_s \int_p S_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ 2c_s^2 \int_p [S_2(p, k - p)]^2 P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ 6c_1c_3 P_{\text{lin}}(k) \int_p S_0(p, -p, k) P_{\text{lin}}(p) 
\text{(in EPT)}
\]
where the third-order bias operators can be combined into a single term with the coefficient $c_3$. Counter terms that are required to regularise the one loop $\Xi^{(0)}$ terms are of form $(k^2/k_0^2)P_{\text{lin}}(k)$ ($k_0$ is a characteristic proto-halo size scale) and thus degenerate with the derivative bias contribution. Besides these there is a constant shot noise contributions obtained by correlating the stochastic component of the halo density field $\epsilon_h(k)$, and we neglect the higher derivative stochastic terms. Thus the total $\Xi^{(0)}$ expression reads
\[
\Xi^{(0)}_{1\text{-loop}}(k) = (A.9) + c_0^{(0)} k^2 P_{\text{lin}}(k) + \text{const}_0 + \ldots,
\]
where $\text{const}_0 = \langle \epsilon_h | \epsilon_h \rangle'$, and $c_0^{(0)}$ is the leading derivative counterterm. In general, for counter-terms we will use the notation $c_n^{(0)}$ taking into account that different angular dependences can have different counterterm contributions.

Contributions to $\Xi^{(1)}$ arise from only the $P_{01}$ term. This gives us
\[
\langle \delta_h | (1 + \delta_h) * v_{||} \rangle' \approx \langle \delta_h | v_{||} \rangle' + \langle \delta_h | \delta_h * v_{||} \rangle',
\]
where in one-loop EPT we have
\[
\langle \delta_h | v_{||} \rangle' \approx -i \frac{\mu}{k} \left( c_1 P_{\text{lin}}(k) + 2c_1 \int_p F_2(p, k - p) G_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) \right) 
\]
\[
+ 3c_1 P_{\text{lin}}(k) \int_p \left[ F_3(p, -p, k) + G_3(p, -p, k) \right] P_{\text{lin}}(p) 
+ c_2 \int_p G_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ 2c_s \int_p S_2(p, k - p) G_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) 
+ 3c_3 P_{\text{lin}}(k) \int_p S_0(p, -p, k) P_{\text{lin}}(p) \text{, (in EPT)}
\]
and
\[ \langle \delta_h | \delta_h * v \rangle' \approx -2i c_1^2 \int \frac{p^2}{p^2} F_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) \]
\[ + c_1^2 P_{\text{lin}}(k) \int p \left[ \frac{p^2}{p^2} F_2(p, k - p) + \frac{(k - p)_2}{(k - p)^2} G_2(p, -k) \right] P_{\text{lin}}(p) \]
\[ + c_1 c_2 \frac{1}{2} \int p \frac{p^2}{p^2} P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) \]
\[ + c_1 c_s \int p \frac{p^2}{p^2} S_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|), \]
\[ \text{(in EPT)} \]

Note that, due to the angular symmetry, \( c_2 \) and \( c_s \) do not contribute to the tadpole diagrams, i.e. to the \( P_{13} \)-like terms.

Counter terms that are needed to regularise the one-loop \( \Xi^{(1)} \) terms scale as \( \mu^2 k^2 P_{\text{lin}}(k) \) and are again degenerate with the derivative bias contribution. Collecting all the contributions to \( \Xi^{(1)} \) we have
\[ \Xi^{(1)}_{1-\text{loop}}(k) = 2 \left[ (A.12) + (A.13) \right] - \kappa_1^{(0)} \frac{\mu k}{k^2} P_{\text{lin}}(k) + \ldots. \]

\textbf{Contributions to} \( \Xi^{(2)} \) arise from two correlators \( P_{02} \) and \( P_{11} \). \( P_{02} \) starts to contribute at one-loop order, while \( P_{11} \) also has a linear contribution. We can write for the former
\[ \langle \delta_h | (1 + \delta_h) * v \rangle' \approx \langle \delta_h | v \rangle' + 2 \langle v | \delta_h v \rangle' + \langle \delta_h | v | \delta_h v \rangle'. \]
\[ \text{(A.15)} \]

and for the latter
\[ \langle (1 + \delta_h) * v | (1 + \delta_h) * v \rangle' \approx \langle v | v \rangle' + 2 \langle v | \delta_h v \rangle' + \langle \delta_h | v | \delta_h v \rangle'. \]
\[ \text{(A.16)} \]

\[ = \frac{\mu^2}{k^2} \left( P_{\text{lin}} + 2 \int p \left[ G_2(p, k - p) \right] P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) \right) \]
\[ + 6 P_{\text{lin}}(k) \int p \frac{p^2}{p^2} G_3(p, -p, k) P_{\text{lin}}(p) \]
\[ + 4c_1 \frac{\mu}{k} \left( \int p \frac{p^2}{p^2} G_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(|k - p|) \right) \]
\[ \text{(in EPT)} \]
The second contribution in $P_{02}$ (i.e. $\propto c_1^2 P_{\text{lin}} \sigma^2_{\text{lin}}$) and the last term in $P_{11}$ ensure IR cancelation in the soft limit.

A new feature of the $\Xi^{(2)}$ correlator is that it has terms with isotropic angular dependence, $\mu^0$, as well as with $\mu^2$ dependence. Both of these have one-loop terms that need to be regularised and thus we have to introduce counterterms of form $(k^2/k^2_*) P_{\text{lin}}(k)$ for each of these two angular dependencies. The contribution to the isotropic angular dependence comes primarily due to the small-scale velocity dispersion contribution in the $P_{02}$ term, i.e. $P_{00} \sigma^2 \approx c_1^2 P_{\text{lin}}(k) \sigma^2_{\text{non-}}$. Here $\sigma_{\text{non-}}$ encapsulates the non-perturbative, small-scale, contribution to the halo velocity dispersion.

In addition to these derivative terms the $\Xi^{(2)}$ correlator contains both isotropic and anisotropic stochastic contributions. For example, the UV dependence of the $c_2$ contribution to $P_{02}$ needs to be renormalized by a constant, isotropic contribution proportional to $\delta_{ij}$. Moreover, $\Xi^{(2)}$ will generically inherit a stochastic contribution via $P_{00}$ in (A.15). We can write

$$\left\langle \delta_h|\delta_h|_{\mu^2}^2 \right\rangle' \equiv \left\langle \epsilon_h|\epsilon_h\right\rangle' \left\langle v_{\mu}^2 \right\rangle = \text{const}_0 \left( \sigma^2_{\text{lin}} + \sigma^2_{\text{non-}} \right),$$

where, in the last line, we split the halo velocity dispersion into the linear component and the residual non-linear component coming from small-scales. However a similar contribution can be obtained from the last term in $P_{11}$, where we again have

$$\left\langle \delta_h|\delta_h|_{\mu^2}^2 \right\rangle' - \left\langle \delta_h|\delta_h|_{\mu^2}^2 \right\rangle' \equiv \text{FT} \left[ \left\langle \epsilon_h|\epsilon_h\right\rangle \left\langle v_{\mu} v_{\mu} \right\rangle \right]' = \left( \epsilon_h|\epsilon_h\right)' \left\langle v_{\mu}^2 \right\rangle = \text{const}_0 \left( \sigma^2_{\text{lin}} + \sigma^2_{\text{non-}} \right),$$

and the two shot noise contributions exactly cancel in the sum. In the more general case, the power spectrum of stochastic field $\epsilon_h$ can have some nontrivial scale dependence, i.e. $\left( \epsilon_h|\epsilon_h\right)' = P_{\epsilon}(k)$. In that case, the above discussed cancellation is no longer exact and we have

$$\left\langle \delta_h|\delta_h|_{\mu^2}^2 \right\rangle' - \left\langle \delta_h|\delta_h|_{\mu^2}^2 \right\rangle' \equiv \int_\text{p} \left( P_{\epsilon}(k) - P_{\epsilon}(k - p) \right) P_{\text{vv}}(p) \approx \text{const}_2 + \cdots,$$

where $P_{\text{vv}}(p) = \left\langle v_{\mu} v_{\mu} \right\rangle$ is the halo velocity spectrum. It is also instructive to investigate a polynomial scale dependence of the stochastic power spectrum, $P_{\epsilon}(k) = a_0 + a_2 k^2 + a_4 k^4 + \ldots$. In that case it follows that the noise contribution takes the simple form

$$\int_\text{p} \left( P_{\epsilon}(k) - P_{\epsilon}(k - p) \right) P_{\text{vv}}(p) \approx \text{const}_{2,0}^{(0)} + \text{const}_{2,2}^{(0)} k^2 + \text{const}_{2,4}^{(2)} \mu^2 k^2 + \cdots,$$

from which it follows that only the isotropic part obtains a shot noise like contribution. Collecting all the contributions we get

$$\Xi^{(2)}_{\text{1-loop}}(k) = 2 \left[ (A.15) - (A.16) \right] - 2 \left( c_2^{(0)} + c_2^{(2)} \mu^2 \right) \frac{1}{k^2_*} P_{\text{lin}}(k) + \text{const}_2 + \ldots.$$
Contributions to $\Xi^{(3)}$ arise from two correlators, $P_{03}$ and $P_{12}$, both of which contribute at one-loop

$$
\left\langle \delta_h | (1 + \delta_h) * v_\parallel^3 \right\rangle' \approx 3P_{01}\sigma^2
$$

$$
= -3\frac{\mu}{k}c_1P_{\text{lin}}\sigma_{\text{lin}}^2, \quad \text{(in EPT)}
$$

$$
\left\langle (1 + \delta_h) * v_\parallel | (1 + \delta_h) * v_\parallel^2 \right\rangle' \approx \left\langle v_\parallel | v_\parallel^2 \right\rangle' + \left\langle v_\parallel | \delta_h v_\parallel^2 \right\rangle' + \left\langle \delta_h v_\parallel | v_\parallel^2 \right\rangle'
$$

$$
= -\frac{i}{k} \left( 2\mu \int \frac{p|| (k - p)||}{p^2 (k - p)^2} G_2(p, k - p) P_{\text{lin}}(p) P_{\text{lin}}(||k - p||) + 4\mu P_{\text{lin}}(k) \int \frac{p|| (k - p)||}{p^2 (k - p)^2} G_2(p, -k) P_{\text{lin}}(p) + 2kc_1 \int \frac{p^2 (k - p)||}{p^4 (k - p)^2} P_{\text{lin}}(p) P_{\text{lin}}(k - p) - \mu c_1 P_{\text{lin}}\sigma_{\text{lin}}^2 \right), \quad \text{(in EPT)}
$$

The combination of $P_{03}$ and the last two terms of $P_{12}$ ensure IR cancelation in the soft limit. Collecting all the one-loop contributions we get

$$
\Xi^{(3)}_{1-\text{loop}}(k) = 2\left( (A.22) - 3(A.23) \right) + 6i \left( c_3^{(0)} + c_3^{(2)} \mu^2 \right) \frac{1}{k^2} \frac{1}{k^2} P_{\text{lin}} + \ldots \quad \text{(A.24)}
$$

Contributions to $\Xi^{(4)}$ can be approximated by a contribution giving zero lag (which we can consider as a non-perturbative contribution) multiplied by the lower order moments. Heuristically we can write:

$$
\left\langle \delta_h | (1 + \delta_h) * v_\parallel^4 \right\rangle' \approx 3P_{02}\sigma^2 \approx 3P_{00}\sigma^4 \quad \text{(A.25)}
$$

$$
= 3c_2^2P_{\text{lin}}\sigma_{\text{lin}}^4, \quad \text{(in EPT)}
$$

$$
\left\langle (1 + \delta_h) * v_\parallel | (1 + \delta_h) * v_\parallel^3 \right\rangle' \approx 3P_{11}\sigma^2 \quad \text{(A.26)}
$$

$$
= 3\frac{\mu^2}{k^2} P_{\text{lin}}\sigma_{\text{lin}}^2, \quad \text{(in EPT)}
$$

$$
\left\langle (1 + \delta_h) * v_\parallel^2 | (1 + \delta_h) * v_\parallel^2 \right\rangle' \approx \left\langle v_\parallel | v_\parallel^2 \right\rangle' + P_{00}\sigma^4 \quad \text{(A.27)}
$$

$$
\approx 2 \int \frac{p|| (k - p)||}{p^2 (k - p)^2} P_{\text{lin}}(p) P_{\text{lin}}(||k - p||) + c_2^2 P_{\text{lin}}\sigma_{\text{lin}}^4, \quad \text{(in EPT)}
$$

The only proper one-loop contributions in the fourth moment come from $P_{13} \propto P_{\text{lin}}\sigma_{\text{lin}}^2$ and $P_{22} \sim \left\langle v_\parallel | v_\parallel^2 \right\rangle'$, terms that also exhibit a degree of IR cancelation in the soft limit in their $\mu^2$ angular dependence. Similar cancelation also appears at the two-loop level for the $\mu^0$ angular dependence where all of the $c_2^2 P_{\text{lin}}\sigma_{\text{lin}}^4$ terms cancel in the IR limit.

Similarly to the case of $\Xi^{(2)}$, we can show that the scale dependence of the stochasticity field generates a shot-noise contribution in the $\Xi^{(4)}$ term, even though to show these explicitly

$$
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a two-loop calculation is formally required. However, treatment of the shot noise terms on equal perturbative footing as the deterministic fields might not generally be justified and thus even an indication of the presence of such stochastic terms could serve as a justification for adding a shot noise contribution. These stochastic terms would be suppressed by \((\mu k)^4\) factors in the total power spectrum.

Collecting all the one-loop contributions we get

\[
\tilde{\xi}_{1-\text{loop}}^{(4)}(k) = 2\left[ (A.25) - 4 (A.26) + 3 (A.27) \right] + 24c_4(2)\mu^2 \frac{1}{k^2} P_{\text{lin}}(k) + \text{const}_4 + \ldots \quad (A.28)
\]

### A.3 Eulerian redshift-space power spectrum

Using the moment expansion of the redshift-space power spectrum given in eq. (3.4) we obtain the one-loop result

\[
P_{1-\text{loop}}^s(k) = \tilde{\xi}(0)(k) + ik\mu\tilde{\xi}^{(1)}(k) - \frac{1}{2} k^2 \mu^2 \tilde{\xi}^{(2)}(k) - i k^3 \mu^3 \tilde{\xi}^{(3)}(k) + \frac{1}{24} k^4 \mu^4 \tilde{\xi}^{(4)}(k) (A.29)
\]

\[
= \left[ (A.9) + 2ik\mu [ (A.12) + (A.13) ] - f^2 k^2 \mu^2 [ (A.15) - (A.16) ] - \frac{i}{3} f^3 k^3 \mu^3 [ (A.22) - 3 (A.23) ] + \frac{1}{12} f^4 k^4 \mu^4 [ (A.25) - 4 (A.26) + 3 (A.27) ] \right]_{\text{EPT}}
\]

\[
+ \left( c_0 + f c_1 \mu^2 + f^2 c_2 \mu^4 + f^3 c_3 \mu^6 \right) k^2 P_{\text{lin}}(k) + \left( 1 + s f^2 \mu^2 k^2 + s f^4 \mu^4 k^4 \right) \text{const}.
\]

The first two lines above refer to the EPT expressions of the given one-loop power spectra, while in the last line counter terms and stochastic contributions are listed. The counter terms are redefined so that \(c_0 = c_0^{(0)}\), \(c_1 = c_1^{(0)} + f c_2^{(0)}\), \(c_2 = c_2^{(0)} + f c_3^{(0)}\) and \(c_3 = c_3^{(0)} + f c_4^{(0)}\). This ensures that all the UV sensitive \(P_{13}\) terms are under control. In the last line we have also defined the stochastic parameters \(\text{const} = \text{const}_0\), \(s_1 = -\frac{1}{2} k^2 \mu^2 \text{const}_0\) and \(s_1 = \frac{1}{24} k^4 \mu^4 \text{const}_0\). In the result above we have neglected higher derivative contributions to the stochasticity. This result, up to the couple of different choices for the counter terms and stochastic contributions, agree with recent references \cite{42, 43}.

### A.4 IR resummation of velocity moments and RSD power spectrum

Eulerian perturbation theory expands density and velocity fields, and correlators thereof, in powers of long wavelength modes that are assumed to be small. However, this assumption does not hold for long displacement modes that can have order one contributions and thus should be resummed, i.e. treated non-perturbatively. Given that in the equal time correlators most of the effects of such long wavelength displacements cancel out standard Eulerian PT is still an operational framework. However, the presence of the BAO feature on fairly large scales makes it more prone to these displacements and thus it is of interest to handle these non-perturbative contributions. The procedure for handling these long modes goes under the name of IR-resummation, and is most naturally done in Lagrangian perturbation theory \cite{32, 39, 46, 72, 93, 96}. However, in Eulerian perturbation theory results can also be resummed in order to obtain the equivalent behavior \cite{82–85}.

In the Eulerian framework the most pragmatic rendering of these IR-resummation procedures relies on splitting the linear power spectrum into smooth and oscillatory parts, \(P_{\text{lin}}(k) = P_{\text{lin}}^{\text{nw}} + P_{\text{lin}}^{\text{sw}}\). The choice of splitting is in many ways arbitrary. The displacement
resummation is taken to act on $P_{\text{lin}}^{s}$ alone, and is usually applied to produce the real-space power spectrum. However, the procedure can be generalised to any velocity moment power spectrum giving

$$\tilde{\Xi}^{(n),\text{IR}}_{1-\text{loop}}(k) = \tilde{\Xi}^{(n),\text{nw}}_{\text{lin}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(k)^{2}} \left( 1 + \frac{1}{2} \Sigma_{s}^{2}(k)^{2} \right) \tilde{\Xi}^{(n),\text{w}}_{\text{lin}}(k)$$

$$+ P^{s}_{\text{loop}}(k) \left[ P_{\text{lin}}^{s}(k) \rightarrow P_{\text{lin}}^{\text{nw}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(k)^{2}} P_{\text{lin}}^{s}(k) \right]$$

$$\approx \tilde{\Xi}^{(n),\text{nw}}_{1-\text{loop}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(k)^{2}} \left( 1 + \frac{1}{2} \Sigma_{s}^{2}(k)^{2} \right) \tilde{\Xi}^{(n),\text{w}}_{\text{lin}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(k)^{2}} \left( \tilde{\Xi}^{(n)}_{\text{loop}}(k) - \tilde{\Xi}^{(n),\text{nw}}_{\text{loop}}(k) \right)$$

where the label “1-loop” stands for the next-to-linear-order correction in PT while the label “1-loop” stands for the total one-loop result, i.e. a sum of linear and next-to-linear orders. In the above $\Sigma$ is the estimated dispersion of the long wavelength displacement contributions:

$$\Sigma^{2} = \int_{0}^{\Lambda} \frac{dk}{3\pi} \left[ 1 - j_{0}(k r_{\text{bao}}) + 2 j_{2}(k r_{\text{bao}}) \right] P_{\text{lin}}(k),$$

and $\Lambda$ is the scale of the IR mode split. In practice, $\Lambda$ can be chosen to be arbitrarily large given that the integral is naturally saturated by the power law drop of $P_{\text{lin}}$ at high $k$.

For redshift space power spectra, in addition to the long wavelength displacements one can also resum long wavelength velocity modes. This introduces slight change to the expression above, making the total redshift space dispersion $\Sigma_{s}$ dependent on the angle to the line of sight, i.e.

$$\Sigma^{2}_{s}(\mu) = \left[ 1 + f(f + 2) \mu^{2} \right] \Sigma^{2},$$

where the $\Sigma^{2}$ is given by eq. (A.31). The power spectrum becomes

$$P^{s,\text{IR}}_{1-\text{loop}}(k) = P^{s,\text{nw}}_{\text{lin}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(\mu,k)^{2}} \left( 1 + \frac{1}{2} \Sigma_{s}^{2}(\mu,k)^{2} \right) P^{s,\text{w}}_{\text{lin}}(k)$$

$$+ P^{s}_{\text{loop}}(k) \left[ P_{\text{lin}}^{s}(k) \rightarrow P_{\text{lin}}^{\text{nw}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(\mu,k)^{2}} P_{\text{lin}}^{s}(k) \right]$$

$$\approx P^{s,\text{nw}}_{1-\text{loop}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(\mu,k)^{2}} \left( 1 + \frac{1}{2} \Sigma_{s}^{2}(\mu,k)^{2} \right) P^{s,\text{w}}_{\text{lin}}(k) + e^{-\frac{1}{2} \Sigma_{s}^{2}(\mu,k)^{2}} \left( P^{s}_{\text{loop}}(k) - P^{s,\text{nw}}_{\text{loop}}(k) \right),$$

where the wiggle and no-wiggle $P^{s}_{1-\text{loop}}$ (and similarly the $P^{s}_{\text{loop}}$ by dropping the linear Kaiser part) are given by equation (A.29).

**B Gaussian streaming model**

The Gaussian Streaming Model (GSM), like the ME and FSM described in the main body of the text, is yet another way to expand the exponential in equation (3.3). However, it differs from the two aforementioned models in that it is a cumulant expansion in configuration space [51, 58]. Our goal in this section is to explain why this structure makes it particularly easy to handle the effects of bulk (IR) velocities within the GSM.

We begin by reviewing the derivation of the GSM as presented in ref. [51]. The exponential in equation (3.3) can be expanded using configuration space statistics as

$$\langle (1 + \delta_{g}(r_{1})) (1 + \delta_{g}(r_{2})) e^{i k . \Delta r} \rangle = (1 + \xi_{g}(r)) \exp \left\{ \sum_{n=0}^{\infty} \frac{i^{n}}{n!} k_{i_{1}} \cdots k_{i_{n}} C^{(n)}_{i_{1}, \ldots, i_{n}} (r = x_{1} - x_{2}) \right\}$$
where, for example, the first two configuration-space cumulants are given by

\[
C^{(1)}_i(r) = (1 + \xi_g)^{-1}\zeta^{(1)}_i(r)
\]
\[
C^{(2)}_{ij}(r) = (1 + \xi_g)^{-1}\zeta^{(2)}_{ij}(r) - C^{(1)}_i C^{(1)}_j,
\]

and can be straightforwardly interpreted as the mean and variance of the density-weighted pairwise velocity. Truncating the cumulant expansion at second order and Fourier transforming yields the intuitive form \[49\]

\[
1 + \xi_s(s) = \int \frac{dy}{\sqrt{2\pi}C^{(2)}_s} \left(1 + \xi_g\right) \exp \left\{ \frac{\left(s\parallel - y - \mu C^{(1)}_s\right)^2}{2C^{(2)}_s} \right\}.
\]

As shown in section 3, truncating the velocity expansion at second order yields rather imperfect fits to the redshift-space power spectrum, especially towards small scales and large \(\mu\), and thus does not yield a good model for the power spectrum broadband. However, the configuration space structure is particularly suited to the close-to-Gaussian statistics of the large-scale bulk motions critical to describing the BAO feature. This is because, roughly speaking, \(C^{(n>2)}\) do not contribute to BAO damping, which can be attributed to

- The correlation function is much smaller than unity, such that \(1 + \xi_g \approx 1\).
- For the nonlinear damping of the BAO we only need to consider the Gaussian statistics of the linear \(\Delta\) and \(\Delta u\), such that higher moments factorize via Wick’s contraction.

For example, for the fourth cumulant we can write

\[
C^{(4)} \sim \langle \Delta u \Delta u \Delta u \Delta u \rangle - 6C^{(2)}C^{(2)} \approx 6 \langle \Delta u \Delta u \rangle \langle \Delta u \Delta u \rangle - 6C^{(2)}C^{(2)} \sim 0.
\]

Thus the truncation at second order, while not a good approximation for the power spectrum broadband in general, well-describes physics around the BAO scale. Note that this is not the case for the FSM, because the Fourier-space cumulants do not factor multiplicatively via Wick contractions.

C Wedges vs. multipoles

While perturbation theory models of the power spectrum expand in \(k_\parallel = k\mu\) and thus naturally predict the values of power spectrum wedges, analyses of actual spectroscopic surveys naturally produce power spectrum multipoles \(P_\ell(k)\) \([92, 105–107]\). Since \(P(k,\mu)\) is a relatively smooth function of \(\mu\), dominated in amplitude by the monopole and quadrupole, choosing to analyze the first few multipoles of the power spectrum vs. wedges should amount to little more than a change of basis. However, as we have seen in figures 1 and 2, this choice of basis can make a dramatic and somewhat counterintuitive difference in the apparent goodness of fit or range of model validity, which we comment on briefly in this appendix.

Perhaps the most surprising aspect of multipoles vs. wedges is that the errors on \(\ell > 0\) do not have to be lesser in magnitude than wedge errors. Perhaps more importantly, even the quadrupole can diverge from perturbative predictions while all but the highest \(\mu\) wedges are predicted at the sub-percent level. This was already seen in figures 1 and 2; however,
Figure 11. Toy model illustrating the different error properties of wedges (left) vs. multipoles (right). In this example the “theory” is given by the Kaiser approximation with $b = 2$ and $f = 1$ while “truth” is given by Kaiser multiplied by $1 + k^2 \sigma^2 \mu^6$ normalized such that the power spectrum is 10% away from theory at $k = 0.15 \, h \, \text{Mpc}^{-1}$ and $\mu = 1$. While the $\mu = 0$ and 0.5 wedges agree with theory at sub-percent level over the entire range shown, the quadrupole deviates from theory by more than 10% already at $k = 0.2 \, h \, \text{Mpc}^{-1}$, showing that fractional errors on the quadrupole do not have to be less than or equal to those on the wedges.

Since in that case much of the monopole power at higher $k$ derives from shot noise it is worth considering a simpler example which emphasizes the point.

Specifically, let us consider a shot-noise free example wherein our theory model is linear theory, $P(k, \mu) = (b + f \mu^2)^2 P_{\text{lin}}(k)$, while “truth” is given by that model multiplied by $1 + k^2 \sigma^2 \mu^6$, with $\sigma$ normalized to produce a 10% error at $k = 0.2 \, h \, \text{Mpc}^{-1}$ and $\mu = 1$. Such an error term is exactly what one might expect from the virial velocities in the fourth velocity moment which we do not model in this work. In this example, shown in figure 11, we see that while the $\mu = 0$ and 0.5 wedges are predicted by “theory” at sub-percent levels for all scales shown, the quadrupole already differs from theory by ten percent by $k = 0.15 \, h \, \text{Mpc}^{-1}$.

The mathematical reason for this is straightforward: unlike the monopole, the quadrupole is not a positive-definite average of power spectrum wedges. Indeed, the Legendre polynomial $L_2(\mu) = \frac{1}{2}(3\mu^2 - 1)$ will tend to pick up differences in the error between $\mu = 0$, where errors are small and $L_2$ is negative, and $\mu = 1$, where errors are maximal and $L_2$ is positive. The situation is particularly acute for perturbative treatments of redshift space, which as we have shown expand order-by-order in $\mu$, making much better predictions perpendicular to the line-of-sight than parallel to it.

The error properties of multipoles vs. wedges described above carry implications for data analysis. From an aesthetic standpoint, presenting data in terms of $P(k, \mu)$ has the slight advantage that fractional errors $\Delta P(k, \mu)/P$ roughly correspond to standard deviations in the Gaussian approximation while $\Delta P_\ell/P_\ell$ are hard to interpret as the errors for $P_{\ell>0}$ are dominated by the monopole. Nonetheless, as the two statistics are connected by a basis transformation, the choice between them should in principle be irrelevant to data analysis as long as errors are properly taken into account, and theory errors$^{12}$ for higher-order FoGs that scale strongly with $\mu$ will have the desired effect of down-weighting data from higher

$^{12}$See ref. [108] for an example calculation of the theory error on multipoles. Their calculation uses a different ansatz for higher-order FoG effects than our $k^2 \mu^4 P(k)$, underscoring the difficulty of modeling FoG effects not incorporated into the base model.
However, the magnitude and shape of the theory error can be hard to estimate for non-simulated samples, and a far more common choice in the literature is to adopt hard scale cuts $k_{\text{max}}$ when fitting to theory (corresponding to infinite theoretical error beyond that scale). In this case, operating in wedges corresponds to defining an angular threshold $k_{\text{max}}(\mu)$ where all but the highest $\mu$ wedge can be fit over most perturbative scales, while $\mu \approx 1$ has be cut off at much smaller $k$ due to virial motions, fingers-of-god and (for real surveys) redshift errors. On the other hand, operating within the multipole formalism means setting $k_{\text{max},\ell}$, which means much of the angular information carried by the lower-$\mu$ wedges will be lost by the scale-cut in the quadrupole due to contamination from the highest-$\mu$ bin (complementary discussions of the robustness of wedges can be found in refs. [43, 108, 109]). However, since redshift space power spectra are naturally measured as multipoles, an alternative approach beyond the strict wedges/multipoles dichotomy might be to weight multipoles in a scale-dependent fashion to minimize contamination by FoG effects at high $\mu$. Devising such an estimator is outside the scope of this work, though we note that related strategies have been suggested to deal with systematics in configuration space [110, 111] and plane-of-the-sky effects near $\mu = 0$ [92]. The above suggests that rather than simply discarding one wedge or finding an orthogonal basis on the range $[-\mu_{\text{max}}, \mu_{\text{max}}]$, the practical need to go through the multipole basis promotes an apodization or tapering of the wedges in $\mu$ to restrict the support in $\ell$. Making predictions for apodized wedges presents no problems over the case of sharp-edged wedges.

D Fast evaluation of LPT kernels via FFTLog

One of the more time-consuming steps in computing LSS statistics beyond linear order in perturbation theory is the evaluation of one-loop integrals [33, 34, 51]. Recently, ref. [112] proposed a method to dramatically speed up these calculations by exploiting the underlying spherical symmetry of these integrals. To do so they note that these kernels can generally be decomposed into sums of integrals of the form

$$\int d^3q \, q^n |k - q|^m P_\ell(\hat{q} \cdot \hat{k} - q) P_{\text{lin}}(q) P_{\text{lin}}(|k - q|) = (-1)^\ell 4\pi \int dr \, r^2 j_0(kr) \xi_\ell^n(r) \xi_\ell^m(r)$$

where $P_\ell$ are Legendre polynomials and the generalized linear correlation functions are defined by

$$\xi_\ell^n(r) = \int \frac{dk}{2\pi^2} k^{2+n} j_\ell(kr) P_{\text{lin}}(k).$$

The intuition behind equation (D.1) is that, as the scalar-valued left hand side must be independent of the orientation of $k$, the angular integral in $q$ can be performed analytically, for example using the plane-wave expansion, to yield the spherical Bessel integrals in right-hand-side expression. Conveniently, these spherical Bessel integrals can be readily computed as Hankel transforms, which can in turn be efficiently computed using the FFTLog algorithm.

Ref. [112] applied the above-described method to LPT kernels relevant to the matter power spectrum, which can be written as

$$R_1(k) = k^2 P_{\text{lin}}(k) \left[ \frac{8}{15} \int dr \, r j_0(kr) \xi_0^0 - \frac{16}{21} \int dr \, r j_2(kr) \xi_0^2 + \frac{8}{35} \int dr \, r j_4(kr) \xi_0^4 \right]$$
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\[ R_2(k) = k^2 P_{\text{lin}}(k) \left[ -\frac{2}{15} \int dr \, r \, j_0(\xi) \xi_0^3 - \frac{2}{21} \int dr \, r \, j_2(\xi) \xi_0^2 + \frac{8}{35} \int dr \, r \, j_4(\xi) \xi_0^1 \right. \\
+ \left. \frac{2k}{5} \int dr \, r \, j_1(\xi) \xi_1^1 - \frac{2k}{5} \int dr \, r \, j_3(\xi) \xi_1^3 \right] \]  

and

\[ Q_1(k) = 4\pi \int dr \, r^2 j_0(\xi) \left[ \frac{8}{15} (\xi_0^0)^2 - \frac{16}{21} (\xi_0^2)^2 + \frac{8}{35} (\xi_0^4)^2 \right] \]

\[ Q_2(k) = 4\pi \int dr \, r^2 j_0(\xi) \left[ \frac{4}{5} (\xi_0^0)^2 - \frac{4}{7} (\xi_0^2)^2 - \frac{8}{35} (\xi_0^4)^2 - \frac{4}{5} \xi_1^1 + \frac{4}{5} \xi_1^3 \right] \]

\[ Q_3(k) = 4\pi \int dr \, r^2 j_0(\xi) \left[ \frac{38}{15} (\xi_0^0)^2 + \frac{68}{21} (\xi_0^2)^2 + \frac{8}{35} (\xi_0^4)^2 \right. \\
+ \left. \frac{2}{3} \xi_2^0 \xi_2^0 - \frac{32}{5} \xi_1^1 + \frac{4}{3} \xi_2^2 \xi_2^0 - \frac{8}{5} \xi_1^3 \xi_1^1 \right], \]  

where the \( r \) dependence of the generalized correlation functions is left implicit. In this appendix we complete this list by deriving Hankel-transform expressions for the remaining LPT kernels relevant to biased tracers up to one-loop order; these are:

\[ Q_5(k) = 4\pi \int dr \, r^2 j_0(\xi) \left[ \frac{2}{3} (\xi_0^0)^2 - \frac{2}{3} (\xi_0^2)^2 - \frac{2}{3} \xi_1^1 + \frac{2}{3} \xi_1^3 \right] \]

\[ Q_8(k) = 4\pi \int dr \, r^2 j_0(\xi) \left[ \frac{2}{3} (\xi_0^0)^2 - \frac{2}{3} (\xi_0^2)^2 \right] \]

\[ Q_{8^2}(k) = 4\pi \int dr \, r^2 j_0(\xi) \left[ -\frac{4}{15} (\xi_0^0)^2 + \frac{20}{21} (\xi_0^2)^2 - \frac{24}{35} (\xi_0^4)^2 \right] \]

\[ R_{b_3}(k) = \frac{8}{63} P(k) \int dr \left[ \frac{24k^2}{5} \xi_0^0 j_0(\xi) - \frac{16k}{5} \xi_1^1 j_1(\xi) - \left( \frac{20k^2}{7} \xi_0^2 - 4\xi_2^2 \right) j_2(\xi) \\
- \frac{24k}{5} \xi_1^3 j_3(\xi) + \frac{72k}{35} \xi_3^3 j_4(\xi) \right]. \]  

where the final kernel is defined such that

\[ \langle \delta_{\text{lin}} | \left( st + \frac{16}{63} \sigma_{\text{lin}}^2 \delta_{\text{lin}} \right) \rangle = R_{b_3}(k). \]

The relation of these kernels to physical quantities in LPT can be found in, for example, refs. [33, 34, 51].

\section*{E Hankel transforms}

In this section we give expressions for the Hankel transforms that give the \( k \)-space velocity moments in both LPT and EPT described in the main paper. We begin with LPT, from which we show that the expressions for EPT can be extracted as an especially simple limit. Similar approaches to evaluating the integrals in EPT are discussed in e.g. [112–116]. We differ from these mainly in that the FFTLog expressions are derived using the Lagrangian
bias basis, which naturally organizes 1-loop contributions into combinations of linear generalized correlation functions $\xi_n^{\ell}$ that are automatically Galilean invariant. We set the linear growth rate $f = 1$ throughout this section, with the $n$th velocity moment carrying an implicit factor $f_n^m$.

### E.1 LPT

The integrals for velocity moments in LPT take the form

$$\int d^3q \, e^{i\vec{k} \cdot \vec{q} - \frac{1}{2} k_i k_j A_{ij}^{lin}} \mu^m f(q) = \sum_{n=0}^{\infty} 4\pi \int dq \, q^2 e^{-\frac{1}{2} k^2 (X^{lin} + Y^{lin})} f_m^{lin}(k^2 Y^{lin}) \left( \frac{k Y^{lin}}{q} \right)^n f(q j_n(k q)), \quad (E.1)$$

where $\mu = \hat{k} \cdot \hat{q}$ and we have used equation (F.9); explicit expressions for $f_m^m$ are provided in appendix F. The summands are Hankel transforms and can be efficiently evaluated using the FFTLog algorithm. In practice we find that this series converges quickly; for the matter contribution in the power spectrum (i.e. $f(q) = 1$) the series converges to sub-percent precision at $z = 0$ and $k = 0.25\, h\, \text{Mpc}^{-1}$ for typical cosmologies when $n_{max} = 5$, with improving performance towards smaller wavenumbers and higher redshifts. Our expressions agree with those in ref. [58] up to shear and counterterms, as well as that for the power spectrum in ref. [51], and we follow the conventions in refs. [34, 51] for the Lagrangian-space two-point functions ($U_i, A_{ij}, W_{ijk}$ etc.) though we correct for minor algebraic mistakes in a few cases.

In this section only we will ignore the stochastic contributions and counterterms as they have trivial scale dependence.

#### E.1.1 Real-space power spectrum

The real-space power spectrum expressed as an infinite sum of Hankel transforms was given in appendix B of ref. [51]. As it is an important component of our model, we include it here for completeness:

$$P(k) = \int d^3q \, e^{i\vec{k} \cdot \vec{q} - \frac{1}{2} k_i k_j A_{ij}^{lin}} \left\{ 1 - \frac{1}{2} k^2 (X^{loop} + Y^{loop} \mu^2) - \frac{i}{6} k^3 (\bar{V} \mu + \bar{T} \mu^3) 
+ b_1 \left( 2i k U - k^2 (X^{10} + Y^{10} \mu^2) \right) + b_2 \left( \xi_{lin}^2 - k^2 U_{lin}^2 \mu^2 + i k U^{11} \mu \right) 
+ b_3 \left( -k^2 (X_s + Y_s \mu^2) + 2i k V^{10} \mu \right) + 2ib_1 b_2 k \xi_{lin} U_{lin} \mu + \frac{1}{2} b_2^2 \xi_{lin} \right. 
+ b_4 \left( -k^2 (X_s + Y_s \mu^2) + 2i k V^{10} \mu \right) + 2ib_1 b_2 k V^{12} \mu + b_2 b_4 \chi + b_4^2 \zeta 
+ 2ib_3 k U_{b_3} \mu + 2b_1 b_3 \theta \right\} \quad (E.2)$$

where for brevity we have defined we have defined $\bar{V} = 3(2V_1 + V_3)$, $\bar{T} = 3T$ and $\Upsilon_{ij} = X_s \delta_{ij} + Y_s \hat{q}_i \hat{q}_j$.

\footnote{Note that there is a typo in Equations B21, B22 of ref. [34], such that one should substitute $V_{i,3} \rightarrow V_{i,3} + S$, where $S(q)$ is defined in Equation B23, for the correct expressions.}
E.1.2 Pairwise velocity spectrum

This scalar decomposition of the pairwise velocity spectrum is given by $v_i(k) = iv(k)\hat{k}_i$, with

$$v(k) = \int d^3q \ e^{ikq} e^{-\frac{1}{2}b_i k_j A^{A_{ij}}_{ij}} \left\{ k \left( \vec{X} + \dot{Y} \dot{\mu}^2 \right) + \frac{i k^2}{2} \left( \vec{V} \mu + \vec{T} \mu^3 \right) ight.$$ 

$$+ 2b_1 \left( ik^2 U^{\ln} \dot{X}^{\ln} - \dot{U} \right) \mu + ik^2 U^{\ln} \dot{Y}^{\ln} \mu^3 + k(X^{10} + Y^{10} \mu^2) \right\}$$

$$+ b_1^2 \left( k \ln \dot{X}^{\ln} + k(\xi \ln \dot{Y}^{\ln} + 2U^{\ln} \dot{U}^{\ln} \mu^2 - i\dot{U}^{11} \mu) \right)$$

$$+ b_2 \left( 2kU^{\ln} \dot{Y}^{\ln} \mu^2 - i\dot{U}^{20} \mu \right) - 2ib_1 b_2 \xi \ln U^{\ln} \mu$$

$$+ b_4 \left( -2i\dot{V}^{10} \mu + 2k(X_s + Y_s \mu^2) \right) - 2ib_1 b_3 \dot{V}^{12} \mu - 2ib_3 \dot{U}^{13} \mu \right\}$$

(E.3)

where we have followed the dot notation of refs. [50, 51] such that each dotted quantity is proportional to $f$. We have used dots on the scalar components to denote the components of the vector quantities, e.g. $\dot{U}_i = \dot{U} \hat{q}_i$. However, the three-indexed $W_{ijk}$ has a somewhat more complicated structure than the one- or two-indexed quantities\(^\text{14}\) and we have chosen to summarize its contributions in terms of its contractions with $\hat{k}$ alone, i.e. $\vec{V} = \frac{4f}{3} \dot{V}$ and $\vec{V} = \frac{4f}{3} \dot{V}$

E.1.3 Pairwise velocity dispersion spectrum

For the pairwise velocity dispersion we have chosen to compute the two contractions $\sigma^2_{kk}$ and $\sigma^2_{ii}$. These are related to the multipole moments via $\sigma^2_{kk} = 3\sigma_0$ and $\sigma^2_{kk} = \sigma_0 + \sigma_2$.

$$\sigma^2_{kk} = \int d^3q \ e^{ikq} e^{-\frac{1}{2}b_i k_j A^{A_{ij}}_{ij}} \left\{ \left( \dot{X} - k^2 \dot{X}_{\ln}^2 \right) + \left( \dot{Y} - k^2 \dot{X}_{\ln} \dot{Y}_{\ln} \right) \mu^2 - k^2 \dot{Y}_{\ln}^2 \mu^4 \right\}$$

$$+ \frac{5f^2 i^j}{3} \left( \vec{V} \mu + \vec{T} \mu^3 \right)$$

$$+ 2b_1 \left( ik^2 U^{\ln} \dot{X}^{\ln} + 2U^{\ln} \dot{X}^{\ln} \mu \right) + ik^2 U^{\ln} \dot{Y}^{\ln} + 2U^{\ln} \dot{Y}^{\ln} \mu^3 + \dot{X}^{10} + \dot{Y}^{10} \mu^2 \right\}$$

$$+ b_2^2 \left( \xi \ln \dot{X}^{\ln} + (\xi \ln \dot{Y}^{\ln} + \dot{U}^{\ln} \dot{U}^{\ln} \mu^2) \right) + 2b_2 U^{\ln} \dot{U}^{\ln} \mu^2 + 2b_3 \left( \dot{X}_s + \dot{Y}_s \mu^2 \right) \right\}$$

(E.4)

Quantities with two dots are proportional to $f^2$. Once again, the time derivative $\dot{W}_{ijk}$ is more complicated than the one- or two-indexed quantities, and in this case we have chosen to simply write them out as $f^2$ multiplied by the relevant un-dotted quantities.\(^\text{15}\)

\(^\text{14}\) Any one-indexed Lagrangian correlator must be proportional to $\dot{q}_i$ and any two-indexed correlator must be a linear sum of $\delta_{ij}$ or $\dot{q}_i \dot{q}_j$ and therefore symmetric, whereas $W^{(112)}_{ijk}$ for example is not symmetric in all indices.

\(^\text{15}\) Note that Equation C. 11 in ref. [51] should instead be $\dot{W}_{ijk} = f^2 (2W^{(112)}_{ijk} + 2W^{(121)}_{ijk} + W^{(211)}_{ijk})$, i.e. the indices on the right-hand side should not be permuted with the order of solution.
\section*{E.1.4 Higher moments}

As usual we decompose $-i\gamma_{ijk} = \frac{1}{5} \gamma_1 \hat{k}_i \delta_{jk} + \gamma_3 \hat{k}_i \hat{k}_j \hat{k}_k$ where the scalar components can be derived from the contractions:

$$-i\hat{k}_i \hat{k}_j \hat{k}_k \gamma_{ijk} = \gamma_1 + \gamma_3 = -i \int d^3 q \ e^{i k \cdot q} e^{-\frac{1}{2} k_i k_j A_{ij}} \left\{ \bar{V} \mu + \bar{T} \mu^3 + 3i k \left( \bar{X} \mu \bar{X}^\prime \mu + \bar{Y} \mu^2 \right) + 6 b_i U^{\prime \prime \prime} \mu \left( \bar{X} \mu \bar{Y} \mu + \bar{Y} \mu^2 \right) \right\}$$

$$-i\hat{k}_i \delta_{jk} \gamma_{ijk} = \frac{5}{3} \gamma_1 + \gamma_3 = -i \int d^3 q \ e^{i k \cdot q} e^{-\frac{1}{2} k_i k_j A_{ij}} \left\{ \left( \frac{5}{3} \bar{V} + \bar{I} \right) \mu + i k \left( \bar{X} \mu (5 \bar{X} \mu + (1 + 2 \mu^2) \bar{Y} \mu) + 2 \bar{b}_i U^{\prime \prime \prime} \mu (5 \bar{X} \mu + 3 \bar{Y} \mu) \right) \right\}.$$  

For the sake of brevity we have defined the triple-dotted quantities $\bar{V} = 2 f^3 \bar{V}$ and $\bar{T} = 2 f^3 \bar{T}$ such that $\hat{k}_i \hat{k}_j \hat{k}_k \bar{W}_{ijk} = \bar{V} \mu + \bar{T} \mu^3$ and $\hat{k}_i \delta_{jk} \bar{W}_{ijk} = \frac{5}{3} \bar{V} + \bar{I}$.  

The fourth moment $\kappa_{ijkl} = \left\langle (1 + \delta_i)(1 + \delta_j) \Delta_i \Delta_j \Delta_k \Delta_l \right\rangle$ has only one contribution at one loop order; in Fourier space this is

$$\kappa_{ijkl} = \int d^3 q \ e^{i k \cdot q - \frac{1}{2} k_i k_j A_{ij}} \left\langle \Delta_i \Delta_j \Delta_k \Delta_l \right\rangle = \int d^3 q \ e^{i k \cdot q - \frac{1}{2} k_i k_j A_{ij}} \tilde{A}_{ij} \tilde{A}_{kl}$$  \hfill (E.5)

where the distinct unordered indices are now $\{ i j k l \} = (i j)(k l) + (i k)(j l) + (i l)(j k)$. This can be similarly decomposed as $\kappa_{ijkl} = \frac{1}{2} \kappa_0 \delta_{(ij)\delta_{kl}} + \frac{1}{6} \kappa_{2} \hat{k}_i \hat{k}_j \hat{k}_k \hat{k}_l + \kappa_{4} \hat{k}_i \hat{k}_j \hat{k}_k \hat{k}_l$, for which the following linear equations hold

$$5 \kappa_0 + \frac{5}{3} \kappa_2 + \kappa_4 = \int d^3 q \ e^{i k \cdot q - \frac{1}{2} k_i k_j A_{ij}} \left\{ 15 \bar{X}^2_{\mu} + 10 \bar{X} \bar{Y} \mu + 3 \bar{Y}^2_\mu \right\}$$

$$\frac{5}{3} \kappa_0 + \frac{4}{3} \kappa_2 + \kappa_4 = \int d^3 q \ e^{i k \cdot q - \frac{1}{2} k_i k_j A_{ij}} \left\{ 5 \bar{X}^2_{\mu} + (1 + 7 \mu^2) \bar{X} \bar{Y} \mu + 3 \mu^2 \bar{Y}_\mu \right\}$$

$$\kappa_0 + \kappa_2 + \kappa_4 = \int d^3 q \ e^{i k \cdot q - \frac{1}{2} k_i k_j A_{ij}} \left\{ 3 \bar{X}^2_{\mu} + 6 \mu^2 \bar{X} \bar{Y} \mu + 3 \mu^4 \bar{Y}_\mu \right\}.$$  \hfill (E.6)

\section*{E.2 EPT}

As described in section 4.3, EPT is equivalent to LPT when the exponential of

$$-\frac{1}{2} k_i k_j A_{ij} = -\frac{1}{2} k^2 (X^\prime \mu + Y^\prime \mu^2)$$

is expanded as its Taylor series. Doing so reduces equation (E.1) to the simpler form

$$\int d^3 q \ e^{i k \cdot q} \mu^n f(q) = \sum_{\ell=0}^n 4\pi \int dq \ q^2 f(q) \alpha^{(n)}_\ell j_\ell(k q),$$  \hfill (E.7)

where Hankel transform no longer has $k$-dependence beyond the spherical bessel function $j_\ell(k q)$ and the coefficients $\alpha^{(n)}_\ell$ are defined such that $\mu^n = \sum_\ell \alpha^{(n)}_\ell \mathcal{L}_\ell(\mu)$. The fact that the $k$ dependence is isolated to the Bessel function in EPT means that bias contributions at each $k$
The connected components for each of the velocity moments are given in tables 2, 3, 4 and 5. Former need not be Fourier transformed a second time. Note that since all displacement integrals, for example
\[ \int_{B} \cdot \cdot \cdot \mathrm{etc.} \]
that in the context of LPT corresponds taking the Hankel transform, can be Fourier-transformed explicitly as the kernels, by utilizing the recurrence relations of spherical Bessel functions. Perhaps the most obvious advantage, however, is that the IR cancellations in the small \( k \) limit are explicitly satisfied in each expression.

Table 2. Contributions to the real-space power spectrum from “connected” cumulants in LPT.

| \( \tilde{\Xi}^{(0)} \) | \( F(q) \) | \( \tilde{F}(k) \) |
|-----------------|-----------------|-----------------|
| 1               | \(-\frac{1}{2}k_ik_j\left(A_{ij}^{\text{lin}} + A_{ij}^{\text{loop}}\right) - i\frac{i}{6}k_ik_jk_kW_{ijk}\) | \( P_{\text{lin}} + \frac{9}{98}Q_1 + \frac{10}{21}R_1 + \frac{6}{7}R_2 + \frac{3}{7}Q_2 \) |
| \( b_1 \)       | \( 2ik_iU_{i} - k_ik_jA_{ij}^{10} \) | \( 2P_{\text{lin}} + \frac{11}{21}R_1 + \frac{1}{7}(6R_1 + 12R_2 + 6Q_5) \) |
| \( b_1^2 \)     | \( \xi_{\text{lin}} + ik_iU_{i}^{111} \) | \( P_{\text{lin}} + \frac{6}{7}(R_1 + R_2) \) |
| \( b_2 \)       | \( ik_iU_{i}^{20} \) | \( \frac{3}{7}Q_8 \) |
| \( b_3 \)       | \( 2ik_iV_{i}^{10} \) | \( \frac{2}{7}Q_9 \) |
| \( b_3 \)       | \( 2ik_iU_{b_3} \) | \( 2R_{b_3} \) |
| 2b_1b_3         | \( 2\theta \) | \( 2R_{b_3} \) |

can be calculated all at once, instead of requiring one set of FFTLogs per \( k \) point as in LPT. Transforming these expanded LPT integrands into the EPT bias basis using equation (4.8) yields Hankel transform expressions for all one-loop contributions to the EPT redshift-space power spectrum at one loop. An especially convenient feature of computing EPT integrals in the LPT basis is that the IR cancellations in the small \( k \) limit are explicitly satisfied in each expression.

Since the expressions required in the calculation outlined above are essentially identical to those in the previous section for LPT, we have chosen not to explicitly enumerate them. However, let us briefly comment on two particular numerical choices that both simplify the calculation and improve stability. Firstly, a subset of the terms involved, due to “connected” correlations in Fourier space, can be Fourier-transformed explicitly as the kernels \((R_n, Q_n)\) involved were themselves already computed using FFTLogs of products of generalized linear correlation functions (appendix D). For example the matter power spectrum contains both the connected terms

\[
P_1(k) \cong \int d^3q \ e^{i\mathbf{k} \cdot \mathbf{q}} \left\{ 1 - \frac{1}{2} \frac{1}{2}k_i\frac{1}{2}k_j\left(A_{ij}^{\text{lin}} + A_{ij}^{\text{loop}}\right) - i\frac{i}{6}k_ik_jk_kW_{ijk}\right\}
\]

and a disconnected contribution equal to the Fourier transform of \( k_i\frac{1}{2}k_jk_kA_{ij}^{\text{lin}}A_{kl}^{\text{lin}} / 8 \) — the former need not be Fourier transformed a second time. Note that since all displacement correlators appear as pairwise displacements \( \Delta \), this split does not break Galilean invariance. The connected components for each of the velocity moments are given in tables 2, 3, 4 and 5.

Secondly, the coefficients \( \alpha_{\ell}^{(n)} \) are not unique and can be expressed in a number of ways by utilizing the recurrence relations of spherical Bessel functions. Perhaps the most obvious is the context of LPT corresponds taking the \( B \to 0 \) limit of equation (E.1), in which case for example

\[
\int d^3q \ e^{i\mathbf{k} \cdot \mathbf{q}} \mu^2 f(q) = 4\pi \int dq \ q^2 \ f(q) \left(j_0(kq) - 2j_1(kq) - \frac{2}{3}j_2(kq) \right).
\]

This choice, however, leads to extra factors of \( kq \) multiplying \( j_\ell \) that make the separation of \( k \)-dependences messier. Thus, we have chosen in our calculations to use, e.g.

\[
\int d^3q \ e^{i\mathbf{k} \cdot \mathbf{q}} \mu^2 f(q) = 4\pi \int dq \ q^2 \ f(q) \left(\frac{1}{3}j_0(kq) - \frac{2}{3}j_2(kq) \right). \quad (E.8)
\]
Table 3. Contributions to the pairwise velocity spectrum from “connected” cumulants in LPT.

| $\tilde{\Xi}_i^{(1)}$ | $F(q)$ | $k^2 \tilde{F}(k)$ |
|-----------------|--------|-------------------|
| $1$             | $i k_j (\hat{A}^{\text{lin}}_{ij} + \hat{A}^{\text{loop}}_{ij}) - \frac{1}{2} k_j k_k \hat{W}_{ijk}$ | $-i k_i (2 P_{\text{lin}} + \frac{18}{49} Q_1 + \frac{40}{27} R_1 + \frac{12}{7} Q_2 + \frac{24}{7} R_2)$ |
| $b_1$           | $2 \hat{U}_i + 2 i k_j \hat{A}^{10}_{ij}$ | $-i k_i (2 P_{\text{lin}} + 4 R_1 + \frac{36}{7} R_2 + \frac{18}{7} Q_5)$ |
| $b_1^2$         | $\hat{U}_{i11}$ | $-i k_i (12/7) (R_1 + R_2)$ |
| $b_2$           | $\hat{U}_{i20}$ | $-i k_i (6/7) Q_8$ |
| $b_3$           | $2 \hat{V}_{i10}$ | $-i k_i (4/7) Q_{s2}$ |
| $b_3$           | $2 \hat{V}_{b_3,i}$ | $-i k_i 2 R_{b_3}$ |

Table 4. Contributions to the pairwise velocity dispersion from “connected” cumulants in LPT, decomposed into its trace $\sigma_{12,ii}$ and $\hat{k}$ component $\sigma_{12,\hat{k}k}$.

| $\tilde{\Xi}_i^{(2)}$ | $F(q)$ | $k^2 \tilde{F}(k)$ |
|-----------------|--------|-------------------|
| $1$             | $\hat{A}_{kk} + ik_n \hat{W}_{kkn}$ | $-(2 P_{\text{lin}} + \frac{36}{49} Q_1 + \frac{20}{7} R_1 + \frac{30}{7} Q_2 + \frac{60}{7} R_2)$ |
| $b_1$           | $2 \hat{A}^{10}_{kk}$ | $-(24/7) (R_1 + 2 R_2 + Q_5)$ |

| $\tilde{\Xi}_i^{(2)}$ | $F(q)$ | $k^2 \tilde{F}(k)$ |
|-----------------|--------|-------------------|
| $1$             | $\hat{A}_{ii} + ik_n \hat{W}_{inin}$ | $-(2 P_{\text{lin}} - \frac{4}{7} R_1 - \frac{6}{49} Q_1 + \frac{60}{7} R_2 + \frac{30}{7} Q_2)$ |
| $b_1$           | $2 \hat{A}^{10}_{ii}$ | $-(24/7) (2 R_2 + Q_5)$ |

Table 5. Contributions to the third pairwise velocity moment from “connected” cumulants in LPT, decomposed into its contractions with the unit vector $\hat{k}$ and $\delta_{ij}$. At one-loop order, all such contributions are due to matter velocities in the form of $\hat{W}_{ijk}$ and therefore aren’t multiplied by any bias parameters.

Table 5. Contributions to the third pairwise velocity moment from “connected” cumulants in LPT, decomposed into its contractions with the unit vector $\hat{k}$ and $\delta_{ij}$. At one-loop order, all such contributions are due to matter velocities in the form of $\hat{W}_{ijk}$ and therefore aren’t multiplied by any bias parameters.

F Useful mathematical identities

To evaluate the power spectrum we make use of the angular integrals of the form

$$I_{2m+1}(A, B) = \frac{1}{2} \int d\mu \mu^{2m+1} e^{i A \mu - \frac{\mu^2}{2}} = i^{0(+1)} e^{-B/2} \sum_{n=0}^{\infty} f_n^{2m}(B) \left( \frac{B}{A} \right)^n j_{n+1}(A)$$  \hspace{1cm} (F.1)

where the series coefficients $f_n^{2m}(B)$ can be explicitly written using confluent hypergeometric functions of the second kind

$$f_n^{2m}(B) = \left( \frac{2}{B} \right)^m U(-m, n - m + 1, \frac{B}{2})$$  \hspace{1cm} (F.2)
For convenience we list the first few such integrals (see also refs. \[51, 58\]):

\[
\frac{1}{2} \int d\mu \mu^0 e^{i(A\mu - B\mu^2)} = e^{-B/2} \sum_{n=0}^{\infty} \left( \frac{B}{A} \right)^n j_n(A) \quad (F.3)
\]

\[
\frac{1}{2} \int d\mu \mu^1 e^{i(A\mu - B\mu^2)} = ie^{-B/2} \sum_{n=0}^{\infty} \left( \frac{B}{A} \right)^n j_{n+1}(A) \quad (F.4)
\]

\[
\frac{1}{2} \int d\mu \mu^2 e^{i(A\mu - B\mu^2)} = e^{-B/2} \sum_{n=0}^{\infty} \left( 1 - \frac{2n}{B} \right) \left( \frac{B}{A} \right)^n j_n(A) \quad (F.5)
\]

\[
\frac{1}{2} \int d\mu \mu^3 e^{i(A\mu - B\mu^2)} = ie^{-B/2} \sum_{n=0}^{\infty} \left( 1 - \frac{2n}{B} \right) \left( \frac{B}{A} \right)^n j_{n+1}(A) \quad (F.6)
\]

\[
\frac{1}{2} \int d\mu \mu^4 e^{i(A\mu - B\mu^2)} = e^{-B/2} \sum_{n=0}^{\infty} \left( 1 - \frac{4n}{B} + \frac{4n(n-1)}{B^2} \right) \left( \frac{B}{A} \right)^n j_n(A) \quad (F.7)
\]

The integrals that begin with \( j_{n+1} \) can be merged with those that do not by shifting indices, e.g.

\[
\frac{1}{2} \int d\mu \mu^3 e^{i(A\mu - m\mu^2)} = ie^{-B/2} \sum_{n=0}^{\infty} \left( A\Theta_n \right) \left( 1 - \frac{2(n-1)}{B} \right) \left( \frac{B}{A} \right)^n j_n(A), \quad (F.8)
\]

where \( \Theta_n = 1 \) for integers \( n \) greater than zero and is zero for \( n = 0 \), such that we can write

\[
I_m(A, B) = \frac{1}{2} \int d\mu \mu^m e^{i(A\mu - m\mu^2)} = e^{-B/2} \sum_{n=0}^{\infty} \Theta_n(B) \left( \frac{B}{A} \right)^n j_n(A). \quad (F.9)
\]

### G Implementation in python

Our Python code to calculate the velocity components and combine them into redshift-space power spectra, velocileptors, is publicly available\(^{16}\) and includes example Jupyter notebooks and scripts introducing the main modules.

The library is split into two main subdirectories, LPT and EPT which house the calculations performed in LPT and EPT, respectively. The main workhorse module in each is called \texttt{momentExpansion_fftw.py}, which produces the IR-resummed velocity moments and contains functions to combine them into redshift-space power spectra. This is supplemented by \texttt{fourierStreaming_model_fftw.py} and \texttt{gaussianStreaming_model_fftw.py} in LPT and \texttt{eptFullresum_fftw.py} in EPT, the latter of which calculates the one-loop EPT redshift-space power spectrum directly.

In addition to these the folder \texttt{Utils} contains various useful functions necessary for the above calculations, the most important of which is \texttt{qfunccft.py}, which computes various one-loop PT kernels and correlators using the FFTLog formalism described in ref. \[112\] and expressions derived in appendix D.

The structure of the basic LPT, and by extension EPT, class \texttt{cleft_fftw.py} is based on earlier code,\(^{17}\) with a few modifications. Most importantly, the FFTLogs are evaluated using

\(^{16}\)https://github.com/sfschen/velocileptors.
\(^{17}\)C. Modi. https://github.com/modichirag/CLEFT.
spherical_bessel_transform_fftw.py, a custom FFTLog module based on mcfit\textsuperscript{18} that saves time on the Hankel transforms used to compute the various LPT spectra by storing the FFTLog kernels,\textsuperscript{19} whose evaluations were the slowest steps of previous LPT codes, rather than computing them on the fly. To further speed up these Hankel transforms we use a multi-threadable python wrapper for FFTW,\textsuperscript{20} pyFFTW,\textsuperscript{21} which can be installed via \texttt{pip}. Our LPT code takes less than one and a half seconds to generate power spectra at 50 wavenumbers running on one thread on a Macbook Pro purchased in 2013 and summing over spherical Bessel functions up to $\ell = 5$, generating all the bias contributions independently such that power spectra within the same cosmology (but potentially different $f$) can be recomputed essentially instantly, as can power spectra at different LOS angles $\mu$. We found that this setting was sufficient to produce $< 0.5\%$ errors out to $k = 0.25 \, h \, \text{Mpc}^{-1}$ on all relevant spectra. Results at an arbitrary number of $k$s can then be provided via cubic spline interpolation with no loss of accuracy. The EPT code is slightly faster still and takes less than a second to run (independent of the number of $k$ points). For completeness, we include the capability to set 1-loop terms to zero (for Zeldovich calculations) as well as a module to compute correlation functions in redshift-space via the Gaussian streaming model.
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