Abstract: Edge and Corner detection is a fundamental task in image processing and computer vision. Many procedures have been established during the past few decades. Yet there is a need of procedures which are less time consuming in nature and more accurate when considering blurred images. Recently, Feature Accelerated Segment Test (FAST), a corner detection model, had been presented which outperforms other procedures in both computational performance and repeatability. The FAST mainly uses simple regression and is used by machine learning approaches. This paper proposes a robust regression scale of residual (SSAC)-estimator based FAST algorithm namely, SFAST which can significantly improve its performance. SFAST is combined edge based corner detection method. The main feature of this proposed method is to use the edge points and their accumulated information for corner detection, for fast and more accurate results. The experimental results show that the proposed SFAST algorithm is fast, reliable and can be used in environments with noise.
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1. INTRODUCTION

The field of computer vision is undergoing tremendous development in recent years. Computer vision is concerned with developing systems that can interpret the content of natural scenes. Computer vision systems begin with the process of detecting and locating some features in the input image. The degree to which a computer can extract meaningful information from the image is the most powerful key to the advance of intelligent image understanding systems [1]. Feature extraction and image segmentation plays a vital role to fill the gap between what we can get and what we want to have because corners are proven to be stable across sequences of images. One of the biggest advantages of feature extraction lies that it significantly reduces the information to represent an image for understanding the content of the image. Many computer vision algorithms use feature detection as the initial step, so as a result, a very large number of feature detectors have been developed based on edges and regions [2].

The Moravec operator is one of the well-known point extractors. This operator extracts points which have higher intensity variations; however the variations are only measured in four directions. The Harris algorithm is another method of corner detection, which defines the corner, measurement function to detect corners. The feature of SUSAN method is a small disk-shaped mask is moved over the image pixels [3].

A large variety of methods have also been used for the task of feature matching. Among these methods, the similarity measure is one of the most powerful tools for feature matching. In order to find the corresponding point of a feature point using the similarity measure, a template window is considered around the feature point and this window is shifted pixel by pixel across a larger search window around an estimated corresponding point, and in each position, the similarity between the two regions is measured. The maximum or minimum value of the resultant measurements defines the position of the best match. Normalized cross correlation is a well-known method for measuring similarity between two regions. In addition to a normalized similarity value, normalized cross correlation has the advantage of being invariant to the linear change between the data sets, which makes the algorithm robust against low varying illumination which change the scene [4-5].

Another strategy to find matching points is the use of corners attributes. In these methods it is necessary for the corners to be detected in both images used for feature matching. The method has a low computation overhead, however the matching algorithm is sensitive to noise and illumination changes [6]. To increase the robustness of matching algorithms, other application dependent constraints such as target motion information in tracking applications or epipolar constraints in stereo vision may be used along with matching algorithms. One of the methods to increase the robustness of the matching process, especially in the tracking algorithms, is the use of statistical data association. In statistical data association the match point and search area are first estimated using motion information. Then the real match point is found using a method like normalized cross correlation. However, in non-uniform motions this may make the matching algorithm more erroneous [8, 9].

In this paper a robust algorithm based edge and corner detection method is proposed, namely SFAST method and its performance is studied using real images with error tolerance. The most widely used Harris, SUSAN, SIFT and FAST techniques, are briefly discussed in the section 2. The proposed SFAST technique and its computational algorithm are presented in the section 3. The performance of the proposed algorithm is carried out using different types of images/blurred images by using MATLAB software and the results thus obtained are
summarized in the section 4. The last section discusses the conclusion of the study.

2. EDGE AND CORNER DETECTION

2.1 Harris Corner detection

The Harris corner detection was introduced by Harris and Stephen in 1988. The Harris corner detector gives a noisy response due to a binary window function. These methods apply the Gaussian noisy filter [12, 13]. The Harris corner detector is based on the local auto-correlation function of a signal which measures the local changes of the signal with patches shifted by a small amount in different directions. Given a shift \((x, y)\) and a point the auto-correlation function is defined as

\[
C(x,y) = \sum w (I(x,y) - I(x+\Delta x, y+\Delta y))^2
\]

Not only do we need corner and edge classification regions, but also a measure of corner and edge quality or response. The size of the response will be used to select isolated corner pixels and to thin the edge pixels. The measures of corner response, \(R\), which we require to be function:

\[
T(M)=\alpha + \beta = A + B
\]

and the inspired formulation for the corner response, \(R=\Delta - k*(T)\).

2.2 Smallest Univalves Segment Assimilating Nucleus (SUSAN) corner detection

SUSAN corner detection was introduced by Smith and Brady 1997 [14]. The SUSAN’s method doesn’t use the derivatives of the image or edge pixels for corner detection. The feature of this method is a small disk-shaped mask is moved over the image pixels. The central point of the mask is called the Nucleus. The intensity value of the Nucleus is compared with other pixels in the mask. If the difference is less than a threshold, the pixel is categorized in a group called SUSAN. The area of the mask shall be known as the “USAN”, as an acronym standing for “Univalves Segment Assimilating Nucleus”. According to USAN values for different pixels, the locations of the edge pixels or corners are detected. Because this method doesn’t use image derivatives, it has less sensitivity to image noise, especially snow noise. The SUSAN principle is formulated in the following equation, where \(n(x_0)\) is the USAN size at \(x_0\), on the simplification,

\[
dl (x_o + a(x_o) - dl (x_o + b(x_o)) = 0
\]

2.3 SIFT corner Detection

SIFT (Scale Invariant Feature Transform) corner detection is realized by extracting distinctive invariant features from image algorithm was proposed by Lowe in 2004 [7,11]. For any object in an image, interesting points on the object can be extracted to provide a "feature description" of the object. This description, extracted from a training image, can then be used to identify the object when attempting to locate the object in a test image containing many other objects. To perform reliable recognition, it is important that the features extracted from the training image be detectable even under changes in image scale, noise and illumination. Such points usually lie in high-contrast regions of the image, such as object edges. Another important characteristic of these features is that the relative positions between them in the original scene shouldn't change from one image to another. They are rotation-invariant, which means, even if the image is rotated, we can find the same corners. It is obvious because corners remain corners in rotated image also.

2.4 FAST Corner Detection Algorithm

Several feature detectors have been established and many of them are really good. But when looking for a real-time application point of view, they are not fast enough. FAST (Features from Accelerated Segment Test) algorithm was proposed and extended by Edward and Tom (2006, 2010). The FAST method is based on the SUSAN corner detection. The center of a circular area is used to determine brighter and darker neighboring pixels. However, in the case of FAST, the whole area of the circle is not evaluated, only pixels in the discretized circle describing the segment is evaluated. Like SUSAN, FAST also uses a Bresenham’s circle of diameter 3.4 pixels as test mask. Thus, for a full accelerated segment test 16 pixels have to be compared to the value of the nucleus. To prevent this extensive testing, the corner criterion uses a more relaxed approach. A small rotations of the camera may yield pixel configurations which have not been measured in the test images. And even if all the pixel configurations are present, a small rotation about the optical axis would cause the probability distribution of the measured pixel configurations to change drastically. This may result in an incorrect and slow corner response. To learn the probabilistic distribution of a certain scene is therefore not applicable unless only the same viewpoints and the same scene are expected.

In the FAST algorithm, the state of each pixel can be one of the possibilities. The FAST approach which uses machine learning to address the first two points. The process operates in two stages. First, to build a corner detector for a given n, all of the 16 pixel rings are extracted a set of images (preferably from the target application domain). These are labelled using a straightforward implementation of the segment test criterion for n and a convenient threshold.

For each location of the circle \(x \in (1,2...16)\), the pixel at that position relative to p, can have one of three states,

\[
S_{p \rightarrow x} = \begin{cases} 
\text{d, } \frac{I_\mu - I_{\mu - t}}{I_\mu + t} \leq \frac{I_\mu - I_{\mu + t}}{I_\mu + t} & (\text{dark}) \\
\text{s, } I_\mu - t < I_{\mu - t} < I_\mu + t & (\text{similar}) \\
\text{b, } I_\mu + t \geq P_{p \rightarrow x} & (\text{brighter}) 
\end{cases}
\]

Let \(P\) be the set of all pixels in all training images. Choosing an x partitions P into three subsets, \(P_d\), \(P_s\), and \(P_b\), where

\[
p_b = \{p \in P : S_{p \rightarrow x} = b\}
\]

The FAST assumes that the closest edge to the expected edge position is the correct match. This can lead to a large number of correspondence errors if the motion is large. Edward and Tom (2006,2010), the feature detection using FAST and machine learning approach procedures are summarized given below:

**Algorithm: Feature detection using FAST**

- Select a pixel ‘p’ in the image and the intensity of this pixel is denoted by \(I_p\).
- Set a threshold intensity value T.
- Consider the circle of the pixel as ‘p’ and radius 3.
Let $X_1, X_2, \ldots, X_N$ be the set of all data points (inliers and outliers). First, assume that the initial data point $X_0$. Given a model that requires a minimum of $n$ data points to instantiate its free parameters, and a set of data $P$ such that the number of points in $P$ is greater than $n$ ($P \geq n$) (P randomly selected subset $S_1$ of $n$ data points form $P$ and instantiate the model. Use the instantiated model $M_1$ to determine the subset $S_1^*$ of points in $P$ that are within some error tolerance of $M_1$. The set $S_1^*$ is called the consensus set of $S_1$.

If $S_1 < 1$, use $S_1^*$ to estimate a new model $M_1^*$ and if $S_1^* \leq 1$, randomly select a new subset $S_2$ and repeat this process. If after some predetermined number of trials, no consensus set with $t$ or more members has been found, either solve the model with the largest consensus set found.

Without loss of function, that the noise in the images is Gaussian on each image coordinate with zero mean and uniform standard deviation $\sigma$. Thus, the joint probability density function of the inliers is

$$P(x, y, z) = \frac{1}{\pi \sigma^2} \exp \left( \frac{-x^2 + y^2}{\sigma^2} \right) + (1 - \gamma)^{-1} \frac{1}{\pi \sigma^2} \exp \left( \frac{-x^2 + y^2}{\sigma^2} \right), \quad \text{otherwise}$$

(3.1)

One of the robust regression estimation methods is the M estimation and is defined by

$$\hat{\beta} = \hat{\beta}_n(x_1, x_2, \ldots, x_n)$$

then

$$E[\hat{\beta}_n(x_1, x_2, \ldots, x_n)] = \beta$$

(3.2)

Equation (3.2) shows that the estimator $\hat{\beta}_n = \hat{\beta}_n(x_1, x_2, \ldots, x_n)$ is an unbiased and has minimum variance is

$$\text{var}(\hat{\beta}) \geq \frac{\beta^2}{\pi^2 \sigma^2}$$

(3.3)

where $\hat{\beta}$ is other linear and unbiased estimator for $\beta$. The principle is to minimize the residual function $\rho$.

$$\hat{\beta} = \min_{\beta} \rho(y_i - \sum_{j=0}^n x_{ij} \beta_j).$$

We have to solve

$$\min_{\beta} \sum_{i=1}^n \rho \left( y_i - \sum_{j=0}^n x_{ij} \beta_j \right) = \min_{\beta} \sum_{i=1}^n \rho \left( \frac{y_i - \hat{\beta}_i}{\sigma_i} \right)$$

$$\hat{\sigma}_s = \sqrt{\frac{1}{n-1} \sum_{i=1}^n \omega_i^2 \sigma_i^2}$$

(3.5)
Furthermore we look for first partial derivative the solution is obtained by differentiating to $\beta$ so that $\hat{\beta}$ so that

$$\sum_{i=1}^{n} x_{ij} \tilde{\phi} \left( y_i - \sum_{k=0}^{d} x_{ik} \beta_k \right) = 0 , \quad j=0,1,2, \ldots, k$$

where $\phi = \rho^2$, $x_{ij}$ is i-th observation on the j-th independent variable and $x_{0j} = 1$. The function $\phi$ is a function as derivative of $\rho$ is,

$$\phi(u_i) = \rho \left( u_i \right) = \begin{cases} u_{i} & , \quad |u_i| \leq \epsilon \\ 0 & , \quad |u_i| > \epsilon \end{cases} \quad (3.6)$$

The usual choice is $\epsilon = 1.547$ and $k = 0.199$ for 50% breakdown and about 28% asymptotic efficiency. So the equation (5.8) becomes

$$\sum_{i=1}^{n} x_{ij} w_i \left( y_i - \sum_{k=0}^{d} x_{ij} \beta_k \right) = 0 , \quad j=0,1, \ldots, k$$

where is an iteratively reweighted least square (IRLS) weighted function in the bi-square family with score function is

$$\omega_i \left( u_i \right) = \begin{cases} \left( 1 - \frac{u_i}{\epsilon} \right)^2 & , \quad |u_i| \leq \epsilon \\ 0 & , \quad |u_i| > \epsilon \end{cases} \quad (3.7)$$

Solve equation (3.7) by using IRLS method, assuming that there is an initial estimate $\hat{\beta}_0$, $\hat{\epsilon}_0$ and $\hat{\theta}_0$ is a scale estimate. If $j$ is the number of parameters then,

$$\sum_{i=1}^{n} x_{ij} \theta_0 \left( y_i - \sum_{k=0}^{d} x_{ij} \beta_k \right) = 0 , \quad j=0,1, \ldots, k \quad (3.8)$$

The matrix notation, equation (3.8) can be written as

$$X' \phi X \hat{\beta} = X' \phi Y$$

where $\phi$ is a $n \times n$ matrix with its diagonal elements are the iteratively reweighted. Equation (3.9) is known as IRLS equation. The solution of this equation gives an estimator for $\hat{\beta}$, is given by

$$\tilde{\beta} = \left( X' \phi X \right)^{-1} \left( X' \phi Y \right)$$

The computational S-estimator based sample consensus (SSAC) algorithm is proposed by Muthukrishnan.R and Ravi. J. [10] used in the place of sample selection which is as follows:

**Algorithm: SSAC**

1. Select initial data point $x_0$ from $X$ at random.
2. Calculate robust regression coefficients on the data $\hat{\beta}_0$
3. Calculate residual value $\hat{\epsilon}_i$.
4. Calculate value of $\hat{\theta}_i$ and the value of $u_i$.
5. Calculate $\hat{\beta}_s$ with WLS method with weighted $W_i$.
6. Repeat the above steps to obtain $\hat{\beta}_s$ for converges.

Since it is infeasible to store an infinite number of models, the model with lowest estimated probability of detection is replaced with the newest model generated when processing an outlier. To avoid multiple estimates of the same models, after processing each observation scan similar model estimates are combined using the threshold. Good models are determined when the estimated probability of detection is greater than some threshold.

### 3.2 SFAST

Edges are the key points in the corners and also curve extraction is the one of the most powerful tools in the edges. The edges are generated by the curves based on the regression lines. Most of the methods to be applied, generally use least square regression line and fit the curves. Outliers can affect the least square fit and thus gives imperfect edges. FAST algorithm uses least squares procedure. Least square procedure is not robust, hence it gives imperfect edges and leads to improper curve extractions. The proposed method uses the robust estimator namely S-estimator in the place of least square in the FAST algorithm, namely, SFAST. Generally, most lines fit the regression lines randomly, but does not verify whether the line fit is good or not. But our SFAST method verifies whether the regression line fit is good or not. The SFAST corner detector is a suitable corner detector, which extracts the corners of the image from the contours of the edge detected image. The SFAST corner detector works as follows:

**Algorithm: SFAST**

In the proposed SFAST combined edge and corner detection, detailed configuration space is considered in order to provide a more efficient solution, instead of only considering a restricted configuration space, as in FAST algorithm. In classical robust estimator fashion, the most likely model parameters are computed by improving the probability of the observed data given the parameters. The proposed method SFAST work(53-58) the same manner as FAST, but only difference is, it applies robust regression technique (S-estimator) instead of simple regression.

Although the CSS (Curvature Scale Space) corner detector considers the edge junctions and edge curvature, which are good features for edge matching, the curvature of only one contour is considered. In other words, each contour is handled separately for the purpose of corner detection. This enables the CSS algorithm to have good corner localization properties; however, some of the features which are proper for matching are not detected. To detect more appropriate edge features, we have developed an edge feature detector algorithm which considers the accumulated curvature of edge pixels in the match window. The algorithm also considers the number of edge pixels in the match window which is another useful factor for correct edge matching.

**The SFAST algorithm consists the following steps:**

- Extract the edge contours from the input image using any good edge detector such as Canny.
- Fill small gaps in edge contours. When the gap forms a T, mark it as a T-corner. To fill small gaps in the edge contour, we check the small windows (typically 6*6) centered on the end points of the contours. In the case of at least two other edge contours in the neighborhood of an end point, it is considered as a T. If only one contour is found, two contours are merged by considering the pixels in the short distance between their end points as edge pixels.
- Calculate the curvature of Gaussian smoothed edge pixels. Because of the averaging property of
accumulated curvature, in our algorithm, it is not necessary to calculate the curvature at different scales to reduce the noise effect.

4. EXPERIMENTAL RESULTS

The SFAST algorithm was implemented in MATLAB software. Performance of the proposed algorithm is tested with different image types including both actual and noisy (salt and pepper) images. The Canny edge detector is used for the extraction of edge points, and gaps for 1 pixel wide are filled for the detection of edge features. The processing time for detection of edges and curve extracting in images with and without noise is summarized in Table 4.1. Table 4.2 displays the number of true/false corners detected along with the processing time. The Edges and curve extracted, and the number of corners detected in images are shown in figures 4.1 and 4.2 respectively given in appendix.

| Image    | Processing Time (in Seconds) - (Image without noise) | Number of Corners (without noise) |
|----------|-----------------------------------------------------|-----------------------------------|
|          | Harris BMP GIFF SIFT BMP GIFF FAST BMP GIFF SFAST BMP GIFF | Harris BMP GIFF SIFT BMP GIFF FAST BMP GIFF |
| Cameraman| 1.281 [0.71] 0.412 [0.38] 0.424 [0.42] 0.415 [0.41] 0.393 [0.37] 0.376 [0.38] 0.642 [0.39] 0.301 [0.41] 0.299 [0.39] 0.215 [0.13] 0.314 [0.41] 0.371 [0.40] 0.105 [0.07] 0.281 [0.32] 0.270 [0.34] |
| House    | 0.918 [0.13] 0.735 [0.13] 0.576 [0.51] 0.510 [0.42] 0.399 [0.39] 0.381 [0.38] 0.511 [0.39] 0.312 [0.39] 0.316 [0.41] 0.211 [0.11] 0.332 [0.39] 0.296 [0.38] 0.076 [0.09] 0.073 [0.09] 0.269 [0.31] |
| Angle box| 2.331 [1.89] 1.913 [1.13] 1.399 [1.68] 1.992 [0.82] 1.110 [0.63] 1.634 [1.51] 1.876 [1.51] 0.976 [0.12] 1.698 [0.74] 1.631 [0.41] 0.971 [0.10] 1.213 [0.58] 1.368 [1.35] 0.117 [0.89] 0.146 [0.45] |

It is observed from the table 4.1 that the performance of the proposed SFAST is better than the other edge detection methods. It is noted that edge detection and curve extraction timings are considerably reduced in SFAST procedure, since the proposed method works with 36 pixels, whereas FAST method works with 16 pixels. The cameraman image has 189 actual corners, and also 81 and 57 corners for House and Angle box images respectively.

| Image    | Processing Time (in Seconds) - (Image with added salt and pepper noise) | Number of Corners (without noise) |
|----------|-----------------------------------------------------------------------|-----------------------------------|
|          | Harris BMP GIFF SIFT BMP GIFF FAST BMP GIFF SFAST BMP GIFF             | Harris BMP GIFF SIFT BMP GIFF FAST BMP GIFF |
| Cameraman| 1.671 [0.87] 0.611 [0.76] 0.529 [0.59] 0.515 [0.61] 0.593 [0.47] 0.426 [0.41] 0.744 [0.46] 0.391 [0.46] 0.400 [0.39] 0.325 [0.13] 0.412 [0.41] 0.442 [0.41] 0.395 [0.50] 0.384 [0.56] 0.415 [0.37] |
| House    | 1.011 [0.24] 0.860 [0.23] 0.756 [0.49] 0.587 [0.51] 0.423 [0.45] 0.512 [0.39] 0.641 [0.41] 0.342 [0.40] 0.442 [0.47] 0.321 [0.24] 0.382 [0.39] 0.394 [0.41] 0.149 [0.10] 1.224 [1.48] 0.139 [0.13] |
| Angle box| 2.530 [1.91] 1.987 [1.91] 1.971 [0.69] 2.091 [0.23] 1.469 [0.14] 1.732 [0.73] 1.972 [0.66] 0.998 [0.24] 1.786 [0.81] 1.777 [0.50] 0.491 [0.16] 1.289 [0.61] 0.156 [0.09] 0.135 [0.09] 0.149 [0.10] |

(*) Indicate curve (Fitting) extracting time

4. CONCLUSIONS

A new robust edge and corner detection algorithm is proposed. The superiority of the proposed algorithm can be tested with various features such as processing time, the number of true/false corners detected in images with different types. Also, the proposed method gives reliable results in case of noisy images or images with illumination change. It is suggested that the proposed algorithm can be
used in various machine vision applications such as target tracking and image registration.
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## APPENDIX

### Fig 4.1: Edge detection and curve extracting in images with various types (with and without noise)

| Methods  | Image | Cameraman | House | Angle Box | Cameraman | House | Angle Box |
|----------|-------|-----------|-------|-----------|-----------|-------|-----------|
| Harris   | JPG   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | BMP   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | GIF   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
| SUSAN    | JPG   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | BMP   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | GIF   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
| SIFT     | JPG   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | BMP   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | GIF   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
| FAST     | JPG   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | BMP   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | GIF   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
| SFAST    | JPG   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | BMP   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
|          | GIF   | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) |
| Methods | Without Noise | With Noise (Added Salt and Pepper) |
|---------|--------------|----------------------------------|
|         | Cameraman    | House (81) | Angle Box (57) | Cameraman | House  | Angle Box |
| Harris  | JPG          |           |                |           |        |          |
|         | BMP          |           |                |           |        |          |
|         | GIFF         |           |                |           |        |          |
| SUSAN   | JPG          |           |                |           |        |          |
|         | BMP          |           |                |           |        |          |
|         | GIFF         |           |                |           |        |          |
| SIFT    | JPG          |           |                |           |        |          |
|         | BMP          |           |                |           |        |          |
|         | GIFF         |           |                |           |        |          |
| FAST    | JPG          |           |                |           |        |          |
|         | BMP          |           |                |           |        |          |
|         | GIFF         |           |                |           |        |          |
| SFAST   | JPG          |           |                |           |        |          |
|         | BMP          |           |                |           |        |          |
|         | GIFF         |           |                |           |        |          |

Fig 4.2: Corners detected in images with various types (with and without noise)