A grating-chip atomic fountain
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Cold atom fountain clocks provide exceptional long term stability as they increase interrogation time at the expense of a larger size. We present a compact cold atom fountain using a grating magneto-optical trap (GMOT) to laser cool and launch the atoms in a simplified optical setup. The fountain is evaluated using coherent population trapping and demonstrates improved single-shot stability from the launch. Ramsey times up to 100 ms were measured with a corresponding fringe linewidth of 5 Hz. This technique could improve both short- and long-term stability of cold atom clocks whilst remaining compact for portable applications.

Compact cold-atom systems allow the development of portable, practical, quantum sensors for use outside the laboratory.\(^1\)\(^2\) Cold atoms in free-fall provide a measurement system that is isolated from its environment, allowing high stability and precision.

Atomic systems allow intrinsic accuracy by referencing measurements to the physical constants of the atomic structure.\(^3\)\(^4\) The simplest atomic sensors will have a sample of atomic vapour in thermal equilibrium with the environment. The atoms undergo rapid collisions with each other, the cell walls and any other gas species present. These interactions cause environmental sensitivity to both pressure and temperature which affect the rate of these collisions.\(^5\)\(^6\) To get true accuracy and long-term stability it is necessary to isolate the atoms from their environment as much as possible. Cold atoms provide this isolation, reducing the collisional interactions of the atoms to negligible levels.

The most accurate microwave clocks – fountain clocks – are currently the world’s only primary frequency standards.\(^7\)\(^8\) These clocks use a Ramsey interrogation sequence which increases the clock accuracy because during the Ramsey time there are virtually no interactions perturbing the atoms.\(^9\) Launching the atoms upwards in an atomic fountain allows a longer Ramsey time, and increased frequency precision. This performance comes at the expense of large vacuum chambers, up to 2 m tall,\(^10\)\(^11\) which are needed to contain the entire parabolic flight path and appropriate magnetic shielding.

Cold atoms are commonly realised with a 6-beam MOT which requires laser beams incident on the atoms from each Cartesian axis. This requires bulky optics and good optical access to the atoms. One tool for reducing the volume and complexity of cold-atom trapping is the grating magneto-optical trap (GMOT).\(^12\)\(^13\) The GMOT uses a diffraction grating to produce overlapping trap beams from a single incident beam, reducing the optical complexity, optical access and volume requirements. GMOTs are being used to develop compact cold atom systems, sensors and clocks.\(^14\)\(^17\) In this paper, we demonstrate a GMOT-based atomic fountain (Fig. 1) and characterise its performance using CPT clock signals.

It is possible to launch atoms by pushing with a single resonant laser beam,\(^18\) but this causes significant heating of the atoms via spontaneous emission (\(\Delta T \propto \sqrt{N}\), when \(N\) photons are scattered) and they will rapidly expand beyond the detection volume. In order to launch cold atoms, a ‘moving molasses’ technique is used which maintains the sub-Doppler cooling effect.\(^19\) This technique requires frequency differences between the MOT beams depending on their orientation relative to the launch direction. The frequency differences are chosen to be cancelled out by the Doppler shift of atoms moving at the launch velocity.

Standard GMOTs have a single input laser beam with the other beams produced by diffraction. Our \((2 \times 2)\) \(cm^2\) grating chip comprises three 1D binary grating sectors.\(^20\)\(^21\) Each sector produces two diffracted orders: one contributing to the MOT and one unused order. All four beams overlap in a central region above the grating giving a ‘tetrahedral’ MOT geometry.\(^22\)\(^23\) If all beams originate from a single source, they have the same frequency and form an immobile phase-stable optical lattice (pinned to the grating).

To allow a GMOT-based moving molasses at least two laser frequencies must be present, geometrically separated so as to strike the atoms from different directions. We achieve this using two concentric beams (Fig. 1). The grating chip has a central hole which prevents the formation of any \(0^{th}\)-order reflection. The hole has a 2 mm diameter as previous work suggests this is optimal.

The concentric beams are produced (Fig. 1) using a concave mirror with a central hole.\(^26\) The outer beam is reflected

FIG. 1. Optics for a GMOT launch (gravity in the \(g\) direction, not to scale). Two concentric beams are produced using a concave mirror with a central hole (M, \(f = 100\) mm). The inner beam (red, circular pre-grating profile) hits the atoms (green) only from above, whilst the outer beam (blue, annular pre-grating profile) hits the atoms only from below. Lens \(L_1\) \((f = 200\) mm\) brings the inner beam to the same focus as the outer. The mirror surface is imaged onto the grating by lens \(L_2\) \((f = 150\) mm\) to reduce diffraction effects. Polarising beamsplitter (PBS) and quarter-waveplates (\(\lambda/4\)) ensure both beams have circular polarisation at the grating.
from the mirror, using a polarising beam splitter (PBS) and quarter-wave plate to spatially separate the input and output. The inner beam passes through the mirror aperture, with a second waveplate to match polarisation and a lens (L1) to focus the beam. Both beams form images of the mirror plane near the MOT/grating location. This optical setup produces an inner beam diameter \( \approx 4.5 \text{ mm} \), which should keep diffraction from sharp beam edges well away from the MOT.

To make the total intensity profile of the combined beams as uniform as possible, the inner beam is over-expanded and clips on the mirror aperture. To mitigate diffraction a second lens (L2) is used both to focus a sharp image of the mirror surface onto the grating as well as collimate both beams. The optical power in each beam is individually stabilised to keep an optimal intensity ratio.\(^\text{27}\)

The new beam geometry is used to trap and cool \(^{87}\text{Rb} \) atoms in a GMOT with both beams red-detuned from resonance by \( 9 \text{ MHz} \). A molasses sequence is used: the detuning is increased up to \( 60 \text{ MHz} \) over \( 2 \text{ ms} \), then the beam intensities are reduced exponentially to \( 1\% \) over \( 1 \text{ ms} \). This yields approximately \( 10^7 \) atoms at \( 6 \mu\text{K} \) when unlaunched. To launch the atoms, a frequency difference, \( \Delta f \) is imposed between the inner and outer beams for the entire molasses sequence. The required frequency difference is proportional to the desired launch velocity, \( v \), and can be calculated as

\[
\Delta f = \frac{v}{\lambda}(1 + \cos(\theta)),
\]

where \( \lambda = 780 \text{ nm} \) is the laser wavelength and \( \theta = 40^\circ \) is the Bragg diffraction angle off the grating. A \( 100 \text{ ms} \) flight time requires a launch velocity of \( 0.49 \text{ m/s} \) and \( \Delta f = 1.1 \text{ MHz} \).

Fig. 2 shows the performance of the GMOT launch. The atom number at different times after the launch is detected by the absorption from a weak beam perpendicular to the launch. This beam is aligned with the initial (unlaunched) MOT position, is resonant with the \( (F = 2 \rightarrow 3) \) transition and has a \( 7.5 \text{ mm/}e^2 \) diameter. It is clear from the \( \Delta f = 600 \text{ kHz} \) and \( 800 \text{ kHz} \) data that a launch is occurring because the atoms are observed leaving from and returning to the detection region. However, the number of atoms returning is significantly reduced, largely due to the expansion of the cloud outside of the detection region. Changes to the cloud shape seen in post-launch fluorescence images (Fig. 2 inset) suggest that the cooling in the launch direction is less effective at larger launch velocities.

The mechanism for the reduced axial cooling with faster launches is most likely contamination of the moving optical lattice by a ‘static lattice’ component. A ‘static’ lattice component could arise due to light from the inner beam reaching the atoms from below after scattering or diffracting from the edge of the grating hole. Despite this effect we note that our fountain is still competitive with other clocks. The HORACE clock\(^\text{2} \) detected \( 10^6 \) atoms after \( 35 \text{ ms} \) and achieved a fractional stability of \( \sigma_\Delta(1s) = 2.2 \times 10^{-13} \), whereas our fountain produces \( 1.5 \times 10^6 \) atoms at \( 75 \text{ ms} \).

For any fountain clock there is a trade-off between size and performance. A long Ramsey time, \( T_R \), will require a large drift region, as is found in primary Cs fountains. The size of drift region required will vary as \( T_R^{-2} \), so a significant reduction in size may be achieved without affecting the stability as strongly. The GMOT launch fits in the region where it provides a significant performance boost over an unlaunched system without requiring significantly more volume; the fountain height of \(<13 \text{ mm} \) for launch times up to \( 100 \text{ ms} \) could already be in-vacuum for relatively small chambers. As the fountain size decreases, the short-term stability can also be improved by increasing the cycle rate. However, there is a limit to this as other elements of the clock cycle can only be shortened so much. The loading, launch and detection of the MOT will take at least \( 10s \) of ms unless a source of precooled atoms is available.\(^\text{28,29} \) Thus \( T_R \) in the range \( 50 \text{ ms} \) to \( 100 \text{ ms} \) may allow duty cycles around \( 50\% \), which could allow the interleaving of two systems to suppress the Dick effect.\(^\text{30} \)

The impact of the launch on clock operation was evaluated using coherent population trapping (CPT),\(^\text{31} \) as reported previously.\(^\text{32} \) In this scheme, the microwave clock frequency is imposed as the beat frequency of a dual-frequency laser beam which puts the atoms into a dark state, phase coherent with the microwave local oscillator (LO). A Ramsey sequence can then measure the difference between LO and atomic frequencies. Phase accumulated between the pulses will cause an increase in the scattering of photons from the CPT beam during the second pulse.

A \( \sigma^+\sigma^- \) polarisation\(^\text{33,34} \) was used for the CPT probe, as this simplifies the system to one laser and an electro-optic modulator (EOM) operating close to the hyperfine splitting frequency. Both frequency components have the same polarisation, so a polariser can be used to ensure clean polarisations. For each Ramsey sequence, the launch velocity was chosen so that the atoms would be moving upwards and then falling downwards through the CPT beam at the time of the...
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two Ramsey pulses, respectively. The first Ramsey pulse pumps the atoms into a coherent dark state. Ramsey fringes are then seen as an absorption signal in the second pulse. The CPT was retro-reflected through the atoms to give the correct polarisations and prevent Doppler sensitivity. A normalisation scheme is used to cancel intensity fluctuations on the probe beam, as described in 17. A relatively large beam with $1/e^2$ radius of 7.5 mm was used to provide overlap with the expanded MOT after the fountain. The signal to noise ratio (SNR) of this clock was low (only 10 for a 50 ms Ramsey time) because it measures a few photons of absorption per atom on a background of 20 µW. A similar system using a non-CPT detection scheme would provide greatly increased performance but this system is sufficient for a proof-of-principle.

Fig. 3 shows exemplar Ramsey fringes that were observed during this measurement. It is clear that longer Ramsey times (with faster launches) lead to a decrease in both fringe width and signal amplitude. The loss of signal amplitude is consistent with the reduction in atom number due to the launch, as measured by total absorption from the probe beam. The fringes were measured by varying the frequency of the microwave source around the accepted hyperfine frequency of 6.8346826109 GHz. The fringes are centred on an offset of $\approx 30$ Hz which is consistent with the second order Zeeman shift caused by the bias field of 220(10) mG. For each of the Ramsey fringes of Fig. 3 we can calculate an SNR and fringe width. This allows calculation of the corresponding single-shot fractional stability

$$\sigma_{y,ss} = \frac{\sigma_S}{S_{p-p}} \times \frac{1}{2\pi v_0 T_R}, \quad (2)$$

with $\sigma_S$ and $S_{p-p}$ being the noise and peak-to-peak amplitude of the signal fringes respectively. The fringe width is determined by $v_0$ and $T_R$, the hyperfine frequency and the Ramsey time respectively.

The single-shot stability is shown in Fig. 4 and we can also model the stability that we would expect to achieve, using Eq. 2. We use the experimental fringe amplitude and model the noise amplitude, $\sigma_S$. Currently, we are limited by electronic and background noise. Therefore, we expect that $\sigma_S$ should be constant for different $T_R$. Fig. 4 shows that using a constant value for $\sigma_S$ gives a good match to the expected stability, except for an outlier at $T_R = 50$ ms where $\sigma_S$ was measured 20% higher than expected. A different clock design with a better detection method could achieve much lower noise and ultimately be limited by the atomic quantum projection noise (QPN). 35,36 In this case we would expect $\sigma_S \propto \sqrt{N}$, for atom number $N$, and the impact of atom loss at longer Ramsey times would be mitigated by decreased noise. Fig. 4 also shows this comparison.

For QPN limited measurements, the best single-shot stability would be observed at $T_R = 50$ ms but with only a 15% decrease in stability out to $T_R = 80$ ms. The fountain method would improve stability by a factor of up to 3.3 compared to the 10 ms result, which is a reasonable approximation of the performance achievable without a fountain. Additionally, good performance at longer Ramsey times allows the effects of any phase shift induced during the Ramsey pulses to be reduced, improving the accuracy and long-term stability. The consistent performance over a wide range of Ramsey times could be beneficial for an auto-balanced Ramsey scheme. 37,38

We have shown that it is possible to realise a cold atom launch using the compact GMOT. Two concentric beams with a small frequency difference are required. The fountain was

![Fig. 3. Clock fringes for different Ramsey times. Curves are best-fit sinusoidal fringes to the single-shot data points. The dashed line marks the centre fringe which is shifted 30 Hz from the accepted hyperfine transition frequency due to the second-order Zeeman effect.](image)

![Fig. 4. Relative clock stability achieved in a single shot for different Ramsey times. The experimental data (x marks) are a good match to a model with constant noise (+ marks). Quantum projection noise limited measurements (circles) would improve relative performance at longer Ramsey times. For the experimental data, the relative stability of 1 corresponds to an absolute stability of $5.5 \times 10^{-11}$.](image)
evaluated as part of a CPT clock, and found to improve the single-shot stability by increasing the Ramsey time. Over 1.5 x 10^9 atoms were detected after a time of 75 ms. A best single-shot fractional stability of 3.1 x 10^-11 was measured.

The proof-of-principle clock was strongly limited by technical noise and considerable performance improvements should be possible by moving to a lower noise detection scheme. The low optical access requirements will allow integration into compact clock systems.
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