PREDICTION OF PRECIPITABLE WATER VAPOR WITH A NEURAL NETWORK FROM THE ECUADORIAN GNSS AND METEOROLOGICAL DATA
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ABSTRACT

The Global Positioning System (GPS) consists of a constellation of satellites that transmit of radio signals to large numbers of users engaged in navigation, time transfer, and relative positioning. These L-band radio signals are delayed by atmospheric water vapor while they travel from GPS satellites to ground GPS receivers. Water vapor plays a crucial role in atmospheric processes that act over a wide range of temporal and spatial scales, from global climate to micrometeorology. Atmospheric scientists have developed a variety of means to measure the vertical and horizontal distribution of water vapor. In this work, was studied a model for the prediction of precipitable water content from GNSS data using a neural network. In this case was set as the initial parameters: Pressure, temperature, positions and zenith total delay and for the neural network was one of type a radial basis function neural network (RBFNN) with three layers. Results demonstrated that the RBFNN achieved to predict precipitable water vapor with a RMS until to 2 mm in overall GNSS network, it means, this methodology is a valuable alternative to establish a modeling for these conditions and parameters.
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INTRODUCTION

Space geodesy refers to observations that are transmitted or received by natural or artificial objects outside the lower portions of the atmosphere, i.e., in space where the density of the atmosphere is sufficiently small to allow stable satellite orbits. Space-geodetic techniques like VLBI, GNSS, SLR, or DORIS are used to observe Earth rotation variations, a large part of which is caused by atmospheric effects (Böhm and Schuh, 2013).

The atmosphere has been modeled for the purpose of analysis, short-term weather forecasts and climate projections (Nilsson et al., 2013). Such models, which are produced and used by the world’s major research and weather forecast centers are based on the principles of atmospheric physics which frame an analysis of the weather and climate system.

The Global Positioning System (GPS) consist of a constellation of satellites that transmit of radio signals to large numbers of users engaged in navigation, time transfer,
and relative positioning (Bevis et al, 1994). These L-band radio signals are delayed by atmospheric water vapor as they travel from GPS satellites to ground receivers. Water vapor plays a crucial role in atmospheric processes that act over a wide range of temporal and spatial scales, from global climate to micro-meteorology. The neutral atmosphere is a mixture of dry gases and water vapor (Bevis et al, 1992), furthermore, the water vapor is unique in this mixture because it is the only constituent which possesses a dipole moment contribution to its refractivity.

The amount of precipitable water vapor (PWV) contained in the neutral atmosphere can be inferred from the propagation delay of Global Positioning System (GPS) signals passing through the troposphere (Nistor and Buda, 2015). Throughout most of the troposphere the dipole component of the refractivity is about 20 times larger than the nondipole component (Bevis et al, 1992). For this reason it has become common to treat the dipole component of the water vapor refractivity separately from the nondipole components of the refractivity of the water vapor and other constituents in the atmosphere. These two components are referred to as the wet (ZWD) and hydrostatic (ZHD) delays which both are constituents of the zenith total delay (ZTD).

Since the observables of space geodetic typically are measurements of the travel time of the signals, the absorption is typically not important since it does not affect the propagation delay (Böhm and Schuh, 2013). Of course, absorption will affect the delay measurements by increasing the noise; higher attenuation will cause the signal-to-noise-ratio to be lower, and thus the accuracy of the measured delay will be worse (in the worst case the signal cannot be detected).

Meteorologists and GPS specialists working together should be able to design procedures that can be used to characterize the troposphere in more detail. Mathematical techniques have been developed to map the delay at any elevation and the removal of the tropospheric delay by estimation has become an integral part of precise VLBI and GPS analyses (Niell, 1996; Herring, 1992; MacMillan and Ma, 1994).

In space geodesy normally the travel time (or difference in travel time) between a source in space (a satellite or a quasar) to a receiver on the surface of the Earth is measured. If the variations in the refractivity over the distance of one wavelength is negligible, we can use the geometric optics approximation (Nilsson et al., 2013). This means that the propagation of an electromagnetic wave can be described as a ray. When calculating the propagation time of the electromagnetic wave we thus only have to consider the refractivity along the ray path. Similarly, for the microwaves, the refractivity can also be divided into a hydrostatic and a non-hydrostatic (wet) part (Nilsson et al., 2013). It is common to refer the slant delays to the delays in the zenith direction. The zenith hydrostatic delay is subtracted from the zenith neutral delay to determine the zenith wet delay, which is then transformed into an estimate of precipitable water. By incorporating a few remote global tracking stations (and thus long baselines) into the geodetic analysis
of a regional GPS network, it is possible to resolve the absolute (not merely the relative) value of the zenith neutral delay at each station in the augmented network. The integrated water vapor in zenith direction can also be provided as precipitable water vapor (PWV) which corresponds to the height of the equivalent water column above the station following by Nilsson et al, 2013.

Water vapor is an extremely important variable for severe weather forecasting and operational numerical weather prediction, because moisture distribution is directly related to the formation of clouds and precipitation (Kuo et al, 1996). The aim of this work is to establish a model for prediction of precipitable water content using the GNSS data processing with a spatio-temporary-meteorological neural network. This model can provide recommendations to make decisions related with the analysis of atmospheric parameters.

ARTIFICIAL NEURAL NETWORK (ANN)

In this work was used a radial basis function neural network (RBFNN) by its interpolation approach in a space high-dimensionally (Broomhead and Lowe, 1988). RBFNN are supervised, feedforward and fully connected networks in which the learning process consists in calculate weights and bias in a defined number of iterations until reaching a close response to desired output.

The RBFNN typically have three layers of which hidden layer performances non-linear modeling with free parameters and it maps the input space onto a new space. Thus, output layer implements a linear combination on this new space to adjust linear parameters (weights) (Chen et al, 1991). The fundamentals of RBFNN derives from the theory of approximation, where function $f$ is intended to look for:

$$
 f(x) = \sum_{i=1}^{K} b_i \phi((x - c_i))
$$

where $\phi$ is the radial basis function, $c_i$ are K centers (weights) which have to be calculated and $b_i$ is the bias vector for each hidden neuron.

The performance of training of an Artificial Neural Network (ANN) could be measured by various statistical methods, following different evaluation criteria such as the coefficient of correlation (COR), the root mean squared error (RMSE), the mean absolute error (MAE) and the Willmott’s index of agreement (Ladlani et al, 2012).

In order to implement the process with the RBFNN was necessary to choose a set of data to the learning process and another set to validate the parameters calculated in the earlier procedure. Input data was selected according certain precedents, for example, the
derivation of PWV from ZTD (zenith wet delay) (Bevis et al, 1994; Bevis et al, 1992; Hagemann et al, 2003), which it demonstrates an interdependence for each variable. Although the potential use of GNSS data comes given by its high temporal resolution, the corresponding time derivative of PWV highlights changes in the atmospheric water content on the different time scales (Bordi et al, 2015). Additionally, the atmospheric delays are highly correlated with the elevation of the site (Xu et al, 2011).

Furthermore, Senkal (2015) shows a high degree of correlation between meteorological parameters and location with the PWV value, which it suggests that a process with an Artificial Neural Network is more cheaper and faster in relation with others meteorological methods for the estimation of the PW content. However, PWV time series have been proved a poor correlation with precipitation, which that affects the process of the Precipitable Water availability in the middle atmosphere (Bordi et al, 2015).

**METHODOLOGY**

The strategy of GNSS data processing gave as a result values of PWV defined by meteorological data from global models available in a geodetic software processing, and which for this study it was chosen the GPT model (Global Pressure and Temperature) in Gamit/Globk (Herring et al, 2015). For covering the majority of the continental territory, all the Ecuadorian GNSS Permanent Network formed by 34 meteorological stations (model 4A) was processed (Figure 1). The data of processing was selected for all the year 2015 with an interval of record of 1 second and precisions for Pressure: better than + 0.08 hPa, Temperature: better than + 0.5 °C and for the relative humidity: better than + 2% a 25°C.

With this background, the variables selected were location (latitude, longitude and ellipsoidal height), the meteorological parameters (temperature and pressure), the ZTD and the epoch of occurrence, all of them with the purpose of predicting the values of PWV.

The processing of data was made of the following form: a) Download and quality control of the rinex data obtained from each of the continuous monitoring GNSS stations, b) Data processing using GAMIT/GLOBK, c) Quality control of raw files and d) Calculation of atmospheric parameters using GAMIT metutil tool. The final files contain the following precisions:

A standard established for training an ANN is about of the selection of training, generalization and validation of data sets, where the first one is intended for to calculate the parameters of the learning, which the conditions to assign this data set for this study was based on spatial criteria. The second is for to determine the influence of smoothness of function with respect to different inputs and in the last case, this is the validation data set is not taken in account in training process because the purpose of this data is to
measure at the end the capability of learning of the ANN.
In this study were selected only two data sets for training and for test, the training and
generalization data were merged into the software. In figure 1 is shown the distribution
of training and test data of the Ecuadorian GNSS Permanent Network.

![Figure 1: Distribution of meteorological stations in Ecuador and the distribution of data set for
training RBFNN. Fuente: Instituto Geográfico Militar, 2018.](image)

For the analysis, 22 stations were selected for the training and generalization functions
of the ANN where these stations are located in zones with lowest and highest altitudes
covering all Continental Ecuadorian territory, however the data set were chosen randomly.
The next step was to implement the RBFNN with inputs and outputs normalized and
where the objective was to perform the learning. After that, the initialization function
was started for to calculate the weights of the connections according to the input patterns.

Firstly, the procedure selects centers $c_i$ randomly from the input patterns and assigns
them to the links between input and hidden layer. Afterward the bias $b_i$ is set to a
value in all hidden neurons and finally the links $(w_{jk}, b_j)$ between the hidden and
output layers are calculated (Bergmeir and Benitez, 2012) following the equation
2 and where the activation function was a Gaussian function ($\phi_1$) and the output
function ($\phi_2$) was a linear regression.

$$y_j = \phi_2 \left[ b_2 + \sum_{i=1}^{K} \phi_1 \left( ||x - c_i|| \right) b_1 \right]$$ (2)
The implementation was achieved in R software with models provided by the RSNNS package (Bergmeir and Benitez, 2012; Zell et al, 1998) with parameters for Gaussian functions. The training process was made with the framework listed in the table 1.

| Parameter/Function       | Value/Name                  |
|--------------------------|-----------------------------|
| Activation Function      | Gaussian Function           |
| Output Function          | Linear Function             |
| Normalization            | Scaling Between 0 And 1     |
| Number of Hidden Neurons | 50                          |
| Max. Iterations          | 50000                       |
| Spread                   | 0.63                        |
| Learning Rate            | 1 E -8                      |
| Error                    | 1e-3                        |
| Momentum                 | 0.9                         |

RESULTS AND DISCUSSION

The first analysis carried out in this study was a comparison between selected inputs and the PWV from training data established to define some type of correlation inwardly. This fact is showed in the figure 2 in which is illustrated the affinity with the PWV.

Six input data sets were studied, that were latitude, longitude, ellipsoidal height, zenit, total delay, pressure and temperature. Only the epoch was not analyzed because that it determines a temporal characteristic of the neural network.

In the Figures 2a. and 2b. did not show an explicit correlation, which implies that PWV values do not depend of the spatial location, however in the graph 2b is easy to identify that PWV has an increase when the longitudes are for the coast region (-80°,-81°) and for the amazon region (-77°, -77,5°). This fact is probably because of the dense cloudiness in these zones.

On the other hand, in relation to the Ellipsoidal Height, in the Figure 2c, showed an inverse relation with the PWV values, the reason is due to low values of relative humidity in highlands of Ecuador. This fact is similar for the ZTD (Figure 3d) because PWV values are derivable of the ZWD values that it is a component of ZTD. Finally, the meteorological parameters as pressure and temperature suggest a direct relation with the PWV values. To confirm these approximations, a matrix of correlation was calculated in order to prove earlier statements. The product of the matrix appears in the table 2.
Figure 2. Graphical correlation between PWV and input variables of RBFNN. Continuous lines represent the PWV values and the dash lines represent the individual inputs, (a) Graphical correlation between PWV and the Ellipsoidal Latitude, (b) Graphical correlation between PWV and the Ellipsoidal Longitude, (c) Graphical correlation between PWV and the Ellipsoidal Height, (d) Graphical correlation between PWV and the ZTD, (e) Graphical correlation between PWV and the Atmospheric Pressure, and (f) Graphical correlation between PWV and the Temperature. Fuente propia, 2018

Table 2. Correlation between the inputs parameters of the RBFNN and the PWV values.

|       | Latitude | Longitude | Height | ZTD  | Pressure | Temperature |
|-------|----------|-----------|--------|------|----------|-------------|
| PWV   | 0,002    | -0,41     | -0,96  | 0,98 | 0,96     | 0,97        |

As it mentioned before, the neural network was trained with RSNNS package in R, with all input patterns, given by a multiple variations one another. The Figure 3 shows the interaction of inputs in a heat map.
In the figure 3 is represented all inputs in columns (epoch, latitude, longitude, height, ZTD, pressure and temperature) in a heat map for to display the way of activation of each normalized parameter. Black color represents low values that is degraded to white color that represents high values. This technique of representation allows the supervisor interpreting heterogeneity of data sets therefore the conduct of inputs.

The training process was executed with parameters indicated in the Table 1. The process is evidenced in the Figure 4a, reaching an error by the sum of squares of 22.32 from 141362 data patterns. The training curve shows a considerable decrease in first stages of learning, after the time, it has demonstrated a stabilization of error close to optimum minimum.

The outcomes of the RBFNN were compared with a desired output in order to establish the coefficient of determination ($R^2$), which indicates the response of fit of the ANN with normalized real values. It was obtained one $R^2$ of 0.9971 indicating a good training.

For the validation process, was used a desnormalized data to decide if the generalization of the RBFNN can be implemented to predict confident spatio-temporary-meteorological values of PWV. In this case was obtained a value of 0.98 for $R^2$ (this fact denotes that the ANN achieves the main purpose of learning). The statistical fundament of this model was based principally on the correlation coefficient (COR), the root mean squared error (RMSE), the mean absolute error (MAE) and the Willmott’s index of agreement; all of them are displayed in the table 3.
Figure 4. El proceso de aprendizaje de RBFNN para predecir la PWV con entradas relacionadas con el epoch, localización, altitud, ZTD y parámetros meteorológicos. (a) El proceso de entrenamiento para ajustar el error. (b) Correlación de entrenamiento donde indica cómo se ajusta la respuesta del ANN con los valores reales normalizados. (c) Proceso de validación entre los valores calculados por RBFNN y los valores deseados de PWV.

Table 3. Parámetros Estadísticos Principales para el Proceso de Validación.

| Parámetro              | Valor  |
|------------------------|--------|
| COR                    | 0,99   |
| RMSE                   | 2,33 mm|
| MAE                    | 1,95 mm|
| Index of Agreement     | 0,99   |
| Standard Deviation     | 1,33 mm|

Estos resultados pueden ser vistos en la Figura 5, donde un gráfico de dos ejes y ejes hace una línea gris claro muestra los valores reales de PWV y una línea negra muestra los valores calculados por el modelo RBFNN. Adicionalmente, la línea punteada representa el error en mm de cada valor calculado.
Figure 5. Comparison between the desired PWV (Light grey line) and the calculated values by the RBFNN (Black line) and its corresponding error (Dash line).

For the validation of model is used the MODIS sensor and the results were showed in the table 4. In this case there is a correlation in stations near of the coast but is not the same for the others regions in Ecuador. It’s important to know the fact of the climate in Ecuador is very complex.

| Month | Sensor | GUEC | PTEC | SEEC | ALEC | MAEC |
|-------|--------|------|------|------|------|------|
| Jan   | IGM    | 55,58| 52,65| 51,16| 25,31| 28,92|
|       | MODIS  | 46,99| 49,95| 52,2 | 36,99| 16,34|
| Feb   | IGM    | 53,77| 51,33| 49,67| 26,82| 39,73|
|       | MODIS  | 47,03| 50,6 | 51,74| 39,4 | 16,08|
| Mar   | IGM    | 57,08| 54,84| 52,96| 27,99| 41,78|
|       | MODIS  | 50,45| 53,67| 53,71| 42,13| 17,7 |
| Apr   | IGM    | 59,06| 56,55| 55,21| 27,76| 42,03|
|       | MODIS  | 51,26| 53,87| 54,99| 43,04| 18,53|
| May   | IGM    | 59,49| 56,48| 55,55| 28,19| 41,52|
|       | MODIS  | 51,23| 53,78| 55,6 | 40,86| 18,35|
| Jul   | IGM    | 51,87| 50,73| 48,98| 23,78| 38,69|
|       | MODIS  | 45,82| 50,19| 49,82| 40,17| 16,83|
| Aug   | IGM    | 48,56| 46,25| 45,7 | 21,41| 36,7 |
|       | MODIS  | 44,28| 47,07| 45,16| 38,99| 16,66|
| Sep   | IGM    | 48,21| 47,99| 45,85| 26,36| 37,05|
|       | MODIS  | 46,62| 47,43| 47,17| 37,88| 16,34|
CONCLUSIONS

The model for predicting Precipitable Water Vapor (PWV) values based on a Radial Basis Function Neural Network was calculated with a data from the Ecuadorian GNSS Permanent Network and with an accuracy obtained around 2 mm for stations near of coast.

The input pattern was formed with parameters such as epoch, position, altitude, Zenit Wet Delay and meteorological parameters, in which some of them confirmed a degree of correlation with PWV values. For this reason it is important to take in account spatio-temporary-meteorological values for the prediction values and where this assertion have been ratified with the graphical relationships between inputs and PWV values.

The methodology used for the ANN has demonstrated to be a valuable alternative to establish a model for predicting of PWV values, considering the heterogeneity of the input data set and the low correlation with a few parameters.
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