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Floquet states have been used to describe the impact of periodic driving on lattice systems, either using a tight-binding model, or by using a continuum model where a Kronig-Penney-like description has been used to model spatially periodic systems in one dimension. A number of these studies have focused on finite systems, and results from these studies are distinct from those of infinite lattice systems as a consequence of boundary effects. In the case of a finite system, there remains a discrepancy in the results between tight-binding descriptions and continuous lattice models. Periodic driving by a time-dependent field in tight-binding models results in a collapse of all quasienergies within a band at special driving amplitudes. In the continuum model, on the other hand, a pair of nearly-degenerate edge bands emerge and remain gapped from the bulk bands as the field amplitude increases. We resolve these discrepancies and explain how these edge bands represent Schrödinger cat-like states with effective tunneling across the entire lattice. Moreover, we show that these extended cat-like states become perfectly localized at the edge sites when the external driving amplitude induces a collapse of the bulk bands.

I. INTRODUCTION

Periodically driven solid-state systems have been a subject of intense study over the past three decades. The interaction of lattice potentials and time-dependent periodic driving has led to a number of theoretical proposals for coherent control of quantum dynamics. In particular, non-local engineering of quantum tunneling in driven quantum well systems can be realized by tuning external driving parameters. Two seminal results that exemplify this statement are dynamic localization of (DL) and coherent destruction of tunneling (CDT), both of which can be realized through the application of an AC field to a multi-stable quantum system. DL refers to the total suppression of wave packet diffusion in a-periodically driven infinite tight-binding lattice, while CDT refers to the complete suppression of tunneling across a single barrier in a double-well potential. These phenomena preserve quantum coherence and localization through non-local controls, potentially having applications in quantum information processing. As such, CDT and DL have experienced numerous theoretical extensions and experimental investigations with Bose-Einstein condensates in periodically driven optical lattices.

Both CDT and DL rely on the crossings of quasienergies, which are the pertinent eigenvalues in the Floquet formalism. Additionally, CDT requires that the Floquet eigenstates are well localized throughout a single period of its oscillation cycle. For sinusoidal driving $F(t) = F_0 \sin(\omega t)$, the condition for DL in an infinite one-dimensional tight-binding lattice is met when the driving parameters satisfy

$$J_0(a F_0/\omega) = 0 \Rightarrow a F_0/\omega = \beta_{0,n},$$

where $J_0(x)$ is the zeroth order Bessel function, $F_0$ is the driving amplitude, $\omega$ is the driving frequency, $a$ is the nearest neighbour (n.n.) distance, and $\beta_{0,n}$ is the $n$th root of $J_0(x)$. Here and henceforth $\hbar = 1$. Subsequent studies on driven two-site tight-binding models have shown that Eq. (1) is precisely the condition that must be satisfied for CDT to occur. The condition Eq. (1) works well in the limit that $\omega$ is much greater than the width of the lowest tunnel split energy spectrum, which is the frequency regime considered in this work. These similarities point to an intimate connection between DL and CDT; DL can be interpreted as a generalized CDT for an infinite chain of quantum wells. Accordingly, CDT occurs when the quasienergies of the two-state system form an exact crossing, while DL is caused by the exact crossing (collapse) of all quasienergies within a tight-binding band.

In the realm between driven two-site models and driven infinite tight-binding chains are driven finite lattice models, whose finite size profoundly affects the structure of quasienergy crossings. In the n.n. tight-binding limit, periodically driving a finite lattice results in quasienergy bands that pseudo-collapse; rather than showing an exact intersection of all quasienergies in the band, the quasienergy band displays an intricate set of quasienergy crossings and anti-crossings within a minute but finite width near collapse points. Quasienergies belonging to differing dynamical symmetries are allowed to cross and each pair of exact crossings results in CDT between a specific pair of n.n. quantum wells. These results were observed for four and six site systems and the phenomenon was dubbed selective CDT by Villa-Bôas et al. and stimulated a number of theoretical studies on driven finite lattice systems.

Well before these finite size effective model studies, numerical calculations of quasienergy bands from finite lattice systems were performed by Holthaus and coworkers. Holthaus had aimed to mimic the behaviour of quasienergy bands of infinite lattices by periodically driving a finite sized system of many quantum wells modeled by a Kronig-Penney-like potential. While the concept of band collapse was established, two nearly-degenerate bands deviate from the collapse for varying driving amplitude. These anomalous edge bands are a consequence of the boundary effects of the finite lattice, but are unseen in the finite size effective model studies.
previously mentioned.

Both DL and CDT are sensitive to tiny perturbations that may break symmetries of the system. Perturbations that hardly effect properties of a time-independent system can significantly alter their driven counterparts, such as the appearance of anomalous edge bands seen in the work of Holthaus. This amplified edge behaviour represents the interaction of the periodic driving with an effective work function, represented by the particular boundary condition at the edge of the sample. On the other hand, these amplified edge effects are unseen in the tight-binding model calculations.

In this work, we investigate the appearance of these edge bands and reconcile results for complete Hilbert space and effective (tight-binding) model calculations. To achieve this, a perturbative modification to the standard tight-binding model is proposed. We find that such a perturbation has little effect on the non-driven system, but becomes amplified for non-zero driving amplitude. Moreover, the eigenstates of these edge bands are studied and it is found that perfect edge localization unseen in the non-driven system can be generated. This implies that the driving perturbation can be utilized as a switch to induce complete edge localization. The eigenstates themselves form Schrödinger cat-like states at the quantum wells nearest to the boundaries, resulting in effective tunneling across the entire lattice. The amplified edge behaviour examined here may be experimentally realized in driven solid-state systems with a high work function, that the driving perturbation can be utilized as a switch to induce complete edge localization. The eigenstates themselves form Schrödinger cat-like states at the quantum wells nearest to the boundaries, resulting in effective tunneling across the entire lattice. The amplified edge effects are unseen in the tight-binding model calculations.

II. FLOQUET FORMALISM

An understanding of the Floquet formalism is essential for the study of periodically driven quantum systems. In an effort to keep this work self-contained, we begin with an overview of key results and terminology of the Floquet formalism.

Consider a particle of charge $q$ and mass $m$ present in a one-dimensional (1D) finite lattice potential consisting of $N$ quantum wells described by the time-independent Hamiltonian $H_0$ and immersed in monochromatic radiation. Within the dipole approximation, the single particle Schrödinger equation for such a system is given by

$$i\hbar \frac{d}{dt} \Psi(t) = [H_0 - xqE_0 \sin(\omega t)] \Psi(t)$$

$$= H(t) \Psi(t),$$

(2)

where $E_0$ is the electric field strength. The position-coupled driving term is a gauge choice for this system and is commonly referred to as the length gauge. Since the Hamiltonian above is periodic with time over $T = (2\pi)/\omega$, we can utilize Floquet’s theorem to decompose the Schrödinger solution into a discrete set of states given by

$$|\Psi_\alpha(t)\rangle = e^{-i\varepsilon_\alpha t/\hbar} |\Phi_\alpha(t)\rangle$$

(3)

where $|\Phi_\alpha(t + T)\rangle = |\Phi_\alpha(t)\rangle$ is the time-periodic Floquet state and $\varepsilon_\alpha$ is the corresponding quasienergy, both of which are indexed by the Floquet state quantum number $\alpha = 1, 2, 3, \ldots$. Substituting Eq. (3) into Eq. (2) leads to the following eigenvalue problem for the quasienergies

$$\mathcal{H}_F |\Phi_\alpha(t)\rangle = \varepsilon_\alpha |\Phi_\alpha(t)\rangle$$

(4)

where $\mathcal{H}_F(t) \equiv H(t) - i\hbar \frac{d}{dt}$ is the Floquet Hamiltonian. This eigenvalue problem serves as an auxiliary equation to obtain the physical Schrödinger solutions defined by Eq. (3). Due to the periodicity of a Floquet state, we can see that it is not uniquely defined, since

$$|\Phi_\alpha'(t)\rangle = |\Phi_\alpha(t)\rangle e^{i\omega nt}, \quad n \in \mathbb{Z}$$

(5)

yields an identical Schrödinger solution, but with its quasienergy shifted by an integer multiple of the photon energy $\omega$

$$\varepsilon_\alpha' = \varepsilon_\alpha + n\omega.$$  

(6)

Just as the quasimomentum of Bloch’s theorem is uniquely defined up to integer multiples of its reciprocal lattice vector, $\varepsilon_\alpha$ is uniquely defined up to integer multiples of $\omega$ ($\omega = 2\pi/T$). Thus, the $\alpha$th Floquet state actually represents an entire class of infinitely many Floquet state solutions that all correspond to a single identical Schrödinger solution. Accordingly, $\alpha$ should be replaced by a double index $\alpha \rightarrow (\alpha, n)$

$$|\Phi_{\alpha,n}(t)\rangle = |\Phi_{\alpha,0}(t)\rangle e^{i\omega nt}, \quad \varepsilon_{\alpha,n} = \varepsilon_{\alpha,0} + n\omega$$

(7)

where $n$ can be referred to as the transition index, which adjusts the Floquet-Brillouin zone in which the quasienergy resides. Because of this index, the ordering of quasienergies can become ill-defined compared to the unperturbed eigenenergies.

Floquet-Brillouin zones are defined relative to a first Brillouin zone. For the $\alpha$th quasienergy, there exists some transition index $n_\alpha^\circ$ that maps $\varepsilon_{\alpha,0}$ onto a first Brillouin zone of width $\omega$, in which the following holds:

$$\varepsilon_{\alpha,n_\alpha^\circ} \in [-\omega/2, \omega/2].$$

(8)

Note the dependence of this transition index on $\alpha$, since quasienergy eigenvalues can be separated by gaps larger than $\omega$.

When dealing with quasienergies however, the principle Brillouin zone tends to be more intuitive. We define the $\alpha$th quasienergy of transition index $n = 0$ to belong to its characteristic principle Brillouin zone. In this zone, the $\alpha$th quasienergy approaches the $\alpha$th eigenenergy of the unperturbed system in the limit that the driving amplitude $E_0$ goes to zero

$$\varepsilon_{\alpha,0} \xrightarrow{E_0 \to 0} E_\alpha.$$  

(9)

Working with quasienergies in their principle zones allows us to quasi-order them relative to the unperturbed energies from which they emerge as we increase the driving amplitude from zero. In general, the exact limits of
the principle Brillouin zone for a quasienergy \( \varepsilon_\alpha \) depends on \( \alpha \). For this work, we consider a frequency regime where intra-band transitions are not allowed.

Due to the periodicity of the Floquet states, it is useful to introduce a composite Hilbert space \( \mathcal{S} = \mathcal{R} \otimes \mathcal{T} \), where \( \mathcal{R} \) is the space of square-integrable functions, and \( \mathcal{T} \) is the space of \( T \)-periodic functions. \( \mathcal{T} \) is spanned by the orthogonal Fourier basis \( (|m|n) \equiv e^{im\omega t} \). It follows that Floquet states in the space \( \mathcal{S} \) obey an extended inner product

\[
\langle \Phi_{\alpha',n'} | \Phi_{\alpha,n} \rangle = \frac{1}{T} \int_T dt \langle \Phi_{\alpha',n'}(t) | \Phi_{\alpha,n}(t) \rangle = \delta_{\alpha'^\dagger \alpha} \delta_{n'^\dagger n},
\]

(10)

where the double braket notation \( \langle \ldots | \ldots \rangle \) is used to emphasize that this inner product is distinct from the inner product for states in \( \mathcal{R} \).\(^{17,26} \) All non-redundant physical Schrödinger solutions can be obtained from Floquet states corresponding to quasienergies of the same \( n \) and it is these states that form a complete set in \( \mathcal{R} \).\(^{17} \)

Utilizing the Floquet formalism, we calculate the eigenvalues (quasienergies) of \( \mathcal{H}_F \) via basis expansion in the composite Hilbert space \( \mathcal{S} \). Defining the Floquet eigenstate \( \langle t | \Phi_{\alpha} \rangle \equiv |\Phi_{\alpha}(t)\rangle \), we expand it as

\[
|\Phi_{\alpha}\rangle = \sum_{m,n} C^{(\alpha)}_{m,n} |m,n\rangle,
\]

(11)

where \( \langle t | m,n \rangle \equiv e^{im\omega t} |n\rangle \) and \( |n\rangle \in \mathcal{R} \) is some spatial basis vector indexed by a quantum number \( n \). Acting on this expansion with \( \mathcal{H}_F \) and taking the extended inner product of both sides with some arbitrary bra state \( \langle m',n' | \) we get the following eigenvalue problem

\[
\sum_{m,n} \langle m',n' | \mathcal{H}_F | m,n \rangle \rangle C^{(\alpha)}_{m,n} = \varepsilon_\alpha C^{(\alpha)}_{m'^\dagger,n'^\dagger}.
\]

(12)

Evaluation of the matrix elements leads to the following

\[
\langle m',n' | \mathcal{H}_F | m,n \rangle \rangle = \delta_{m'^\dagger m} (H_0)_{n'^\dagger n} + \delta_{m'^\dagger m} \delta_{n'^\dagger n} \omega m
\]

\[
+ i \alpha n ' \frac{q \varepsilon_0}{2} \left[ \delta_{m'^\dagger m+1} - \delta_{m'^\dagger m-1} \right].
\]

(13)

It is clear that the Floquet Hamiltonian possesses a block tridiagonal structure in the composite space-time basis \( |m,n\rangle \)

\[
\mathcal{H}_F = \begin{pmatrix}
\ddots & \ddots & \ddots \\
\ddots & H_0 - \omega - i \frac{q \varepsilon_0}{2} x & H_0 - i \frac{q \varepsilon_0}{2} x \\
\ddots & -i \frac{q \varepsilon_0}{2} x & H_0 + \omega - i \frac{q \varepsilon_0}{2} x \\
\end{pmatrix}.
\]

(14)

As such, we can implement a matrix continued fraction method to efficiently determine the \( \alpha^{\text{th}} \) quasienergy in its principle Brillouin zone\(^{17,27,28} \) (see Appendix A).

### III. DRIVEN TIGHT-BINDING MODEL

We first consider the effect of periodic driving on a finite chain of \( N \) quantum wells within the standard n.n. tight-binding approximation. In this work, we will focus on the case of \( N = 8 \) quantum wells. The time-independent component of the Hamiltonian is

\[
H_0 = U \sum_{j=1}^{N} n_j - t_0 \sum_{j=1}^{N-1} (c_j^\dagger c_{j+1} + \text{h.c.})
\]

(15)

where \( U \) is the on-site interaction energy, \( t_0 \) is the n.n. hopping amplitude, \( c_j^\dagger \) (\( c_j \)) is the creation (annihilation) operator for site \( j \), and \( n_j = c_j^\dagger c_j \) is the standard number operator. As can be inferred from the form of Eq. (15), open boundary condition is enforced at the system edges. For Eq. (15) an analytic solution can be obtained for the energy spectrum\(^{29} \)

\[
E_n^{\text{(anal.)}} = U - 2t_0 \cos(ka),
\]

\[
ka = \frac{\pi n}{N + 1}, \quad n = 1, 2, ..., N
\]

(16)

where \( a \) is the n.n. distance. Thus, for a monochromatically driven finite chain of quantum wells, we can express the Floquet Hamiltonian in a basis of localized states as

\[
\mathcal{H}_F = H_0 - i \partial_t - xq\varepsilon_0 \sin(\omega t),
\]

(17)

Expansion of the Floquet eigenstate in a composite space-time basis allows us to carry out a matrix-continued-fraction method to diagonalize \( \mathcal{H}_F \) and acquire its eigenvalues (quasienergies).

In Fig. 1 we plot the quasienergies as a function of the dimensionless driving amplitude, \( \varepsilon_0 \equiv q\varepsilon_0 a/t_0 \), for \( \omega/t_0 = 50 \). Since our choice of driving frequency clearly places our results in the high-frequency regime \( \omega > t_0 \), we expect the quasienergies to approximately obey

\[
\varepsilon_n^{\text{(anal.)}} \approx U - 2J_0(q\varepsilon_0 a/\omega)t_0 \cos(ka),
\]

\[
ka = \frac{\pi n}{N + 1}, \quad n = 1, 2, ..., N
\]

(18)

to first order in inverse frequency.\(^{18} \) Such an approximation correctly predicts a Bessel function envelope but does not capture the fine set of crossings and anti-crossing or the finite width of the band pseudo-collapse.
Observing Fig. 1 a), we see that quasienergies vary with \( \tilde{E}_0 \) as expected with a clearly depicted Bessel function envelope as predicted by Eq. (18). In Fig. 1 b) however, we see that near collapse points, the quasienergy band pinches into a set of fine crossing and anti-crossings. This is not predicted within a first order correction; higher order analysis is necessary.18

Fig. 1 serves as the reference point for the results discussed in this work. In particular, we will show how these same results can be obtained from a continuous finite tight-binding potential.

IV. CONTINUOUS FINITE LATTICE

In this section, we consider the effect of periodic driving on a continuous finite lattice system and compare results to our corresponding discrete tight-binding results. We begin by briefly studying the system without periodic driving to determine the potential parameters necessary to reproduce tight-binding-like behaviour.

A. Time-Independent System

For a continuous finite lattice, the time-independent Hamiltonian of interest is given by

\[
H_0 = \frac{p^2}{2m} + V(x).
\]

(19)

For our finite lattice, we choose a sequence of \( N \) potential barriers of identical height \( V_0 \), with a distance \( a \) between n.n. cells. As such, the total system size is exactly \( Na \). At the edges of our lattice, at \( x = 0 \) and at \( x = Na \), we place infinitely high potential walls. These infinitely high walls serve as a crude model of a work function for finite sized systems. Naturally, this implies that we enforce “open” boundary condition at the edges for our wave function, i.e. the wave function must go to zero at the boundaries. A potential \( V(x) = V_p(x) \) that describes such a finite lattice is given by the analytical expression

\[
V_p(x) = \begin{cases} 
V_L(x) + V_{\text{Bulk}}(x) + V_R(x), & x \in [0, Na + 2\delta b], \\
\infty, & \text{otherwise}
\end{cases}
\]

(20)

where the set of bulk barrier potentials are described by (\( \theta[x] \) is the Heaviside step function)

\[
V_{\text{Bulk}}(x) = V_0 \sum_{j=1}^{N-1} \theta [x - (\delta b + ja - b/2)] \theta [(\delta b + ja + b/2 - x)]
\]

(21)

and the left “plateau” (given with \( \delta b = 0 \) in Fig. 2) is described by

\[
V_L(x) = V_0 \theta [x - (\delta b + b/2 - x)]
\]

(22)

and the right “plateau” (again given with \( \delta b = 0 \) in Fig. 2) is described by

\[
V_R(x) = V_0 \theta [x - (Na + \delta b - b/2)] \theta [Na + 2\delta b - x].
\]

(23)

The parameters \( b, a = w + b, \) and \( w = a - b \) are the barrier width, the unit cell length, and the well width,
This finite lattice has $N$ potential minima and is illustrated in Fig. 2 a) with $\delta b = 0$; extensions with $\delta b \neq 0$ will be discussed below. The dynamics of a particle in such a potential was studied by Holthaus;\textsuperscript{22} this model resulted in edge bands when a driving perturbation is introduced.

Using a basis expansion method, we calculate the eigenenergies for the unperturbed lattice. A convenient basis set that satisfies the boundary conditions of this potential (with $\delta b = 0$) is given by

$$\langle x|n \rangle = \sqrt{\frac{2}{Na}} \sin \left( \frac{n\pi x}{Na} \right) \quad (\delta b = 0). \quad (24)$$

Such a calculation method has been used before to calculate the eigenenergies of a finite lattice.\textsuperscript{30} Before turning on a driving perturbation, we must establish that this potential demonstrates tight-binding behaviour. To do this, we set our lattice parameters such that the resulting energy spectra properly mimic the tight-binding energy band.\textsuperscript{31} Numerical results for eigenenergies are shown in Fig. 2 b). We use dimensionless units of energy by adopting the unit of energy as $E_0 = \pi^2/(2ma^2)$. Naturally, this leads to length units of the n.n. distance $a$. Hereafter, a quantity $Q$ will have its dimensionless analogue denoted by $\tilde{Q}$.

In Fig. 2 b), we see that our lowest band of eigenenergies approximately obey

$$E_n = U - 2\tilde{\alpha}_0 \cos(ka),$$

$$ka = \frac{n\pi}{N}, \quad n = 0, 1, \ldots, N - 1. \quad (25)$$

While the behaviour is cosine-like, there is a discrepancy between the effective wave vectors of the analytical tight-binding result $ka = \pi n/(N + 1)$ and our numerical results $ka = \pi n/N$. This discrepancy in wave vector suggests that the boundary conditions adopted for the square well system do not quite match those implied in tight-binding.

As drawn, and typically used, the boundary conditions represented by Fig. 2 and given by Eqs. (20 - 23) with $\delta b = 0$ imply a certain amount of quantum pressure arising from the effective work function. For this reason we generalized our lattice potential to allow an arbitrary distance between the potential well nearest the surface and the surface itself, represented by a non-zero value for $\delta b$. For example, increasing this distance reduces the quantum pressure due to the boundaries, which minimizes the impact of the effective work function. Our modified finite lattice potential is shown in Fig. 3 a) and is achieved by taking $\delta b$ to be positive (in Fig. 3 a), $\delta b = 5a$).

In fact the parameter $\delta b$ can range from $-b/2$ to any positive value. Thus, the domain size is also adjusted: $Na \to Na + 2\delta b$, and so, for purposes of calculation, our spatial basis function $|n\rangle$ defined in Eq. (24) for $\delta b = 0$ is extended accordingly:

$$\langle x|n \rangle = \sqrt{\frac{2}{Na + 2\delta b}} \sin \left( \frac{n\pi x}{Na + 2\delta b} \right). \quad (26)$$

With this adjustment to our continuous potential ($\delta b = 5a$ instead of zero), the results for the lowest band are shown in Fig. 3 for the particular value of $\delta b = 5a$.

**FIG. 2.** a) Schematic of finite lattice potential normalized to barrier height $V_0$ for $N = 8$ quantum wells, with unit cell length $a$. The total system size is $Na$. We can tune the width of each quantum well by adjusting the parameter $w$. Note that at the edges, there are potential plateaus with width $b/2 = (a - w)/2$ to ensure that the potential contains exactly $N$ cells. Open boundary conditions are implemented at the edges of the system, i.e. the wave function must go to zero at $x = 0$ and at $x = Na$.

b) The lowest 8 (dimensionless) numerically exact eigenenergies (shown with blue circles) plotted vs. eigenvalue number $n$. The system parameters are $V_0 = 15$, $\tilde{w} = 0.2$, $N = 8$. Also shown is a pink curve fitted to a n.n. tight-binding cosine function. We fit the 3-parameter tight-binding band $U - 2\tilde{\alpha}_0 \cos(ka/n)$ to ensure that our results are within the tight-binding regime.
As opposed to what we have seen in Fig. 2, the fit wave vector parameter \( k_0 \) is now in agreement with the analytic tight-binding solution given by Eq. (16). Clearly, this indicates that the standard finite chain tight-binding approximation models an “isolated” set of quantum wells in free space rather than a “confined” set of quantum wells. While this change does lead to slightly differing results in the energy spectrum, this difference is quite subtle. As seen in Figs. 2 and 3, the only fitting parameter that differs significantly in these two figures is the (dimensionless) wave vector \( k_0 \). But even this difference is relatively small, and would be even smaller in the limit of large \( N \), where \( k_0 \) would be practically identical in both potentials. Though this difference is slight in the time-independent case, we will see in the next section that this slight difference in eigenvalue behaviour caused by tuning the degree of quantum pressure at the boundaries is amplified by periodic driving. This leads to radically different quasienergy spectra in the presence of a driving field.

### B. Periodically Driven System

We now turn on a periodic driving perturbation and calculate the quasienergy spectra of the finite lattice with \( N \) wells. The Floquet Hamiltonian of interest is given by

\[
\mathcal{H}_F = \mathcal{H}_0 - i\partial_t - (x - x_0)q\tilde{E}_0 \sin(\omega t),
\]  

(27)

where \( \mathcal{H}_0 \equiv p^2/(2m) + V_P(x) \) and \( x_0 \equiv (Na + 2\delta b)/2 \) is the centre of the system. It is clear that in the case \( \delta b = 0 \), Eq. (27) represents a periodically driven lattice described by the “natural” choice of boundary conditions with plateaus at either end of width \( b/2 \), so that the total sample length is precisely \( Na \). Expanding the Floquet eigenstate of Eq. (27) in a composite space-time basis with spatial basis states given by Eq. (26), we use a matrix-continued-fraction method to calculate the lowest eight quasienergies for varying \( \tilde{E}_0 = qE_0/a/E_0 \) in an \( N = 8 \) quantum well system. This is done for both \( \delta b = 0 \) (Fig. 2 a)) and \( \delta b = 5a \) (Fig. 3 a)). We choose our driving frequency to be much greater than the width of the lowest unperturbed energy band. Given the numerical results in Figs. 2 b) and 3 b), a dimensionless driving frequency \( \tilde{\omega} = 5 \) is clearly sufficient. Numerical results for quasienergies vs. dimensionless driving strength \( \tilde{E}_0 \) for both \( \delta b = 0 \) and \( \delta b = 5a \) are shown in Fig. 4.
We see in Fig. 4 a.1) that only the lowest 6 quasienergies participate in pseudo-collapses for \( \delta b = 0 \). The highest two quasienergies are gapped for low driving strength, and in addition become nearly-degenerate for \( \tilde{E}_0 > 2 \). The emergence of this pair of edge bands persists for systems with \( N \geq 4 \) quantum wells. This quasi-degeneracy is reminiscent of the tunnel splitting seen in the two lowest energies of a double well potential. The actual difference between the edge bands, though small, varies greatly with driving strength. Near collapse points, this difference can decrease abruptly for specific values of \( \tilde{E}_0 \), changing values from \( \sim 10^{-7} \) to \( \sim 10^{-9} \). These abrupt decreases in difference may be indicative of exact crossings occurring between the edge bands.

In Fig. 4 a.2), we see that the band collapse is not exact. Instead, the quasienergies of differing states form distinct crossings and anti-crossings near \( \tilde{E}_0/\tilde{\omega} = \beta_{0,1} \). While this is expected for finite-sized systems, the locations of the crossings do not obey any symmetries with respect to the center of the quasienergy spectrum (horizontal mirror symmetry), in contrast to the system studied by Villa-Bôas. If \( \delta b = 5a \), we see that the behaviour of the quasienergy band resembles the behaviour seen in the tight-binding regime much more than Fig. 4 a.1). The emergence of nearly-degenerate edge bands no longer occurs. Instead, all eight quasienergy bands now participate in a pseudo-collapse at collapse points, in accordance with the tight-binding result Fig. 1 a). It should be noted that the driving frequency used for Fig. 1
a) is $\omega/t_0 = 50$. For our continuous lattice, we found that $t_0 \approx 0.003$, where $t_0 \equiv t_0/(\pi^2/(2m^2))$. Thus, our continuous lattice has an equivalent driving frequency of $\omega/t_0 = 5/0.003 \approx 1667$, much higher than the one we used. In fact this higher frequency yields almost identical results, i.e. $\omega/t_0 = 50$ is already in the high frequency regime, and we already establish qualitative agreement between Fig. 4 b.1) and Fig. 1 a), so our specific choice of frequency does not appear to matter.

In Fig. 4 b.2), the pattern of crossings and anti-crossings are clearly more orderly than the equivalent plot in Fig. 4 a.2), displaying a beautiful symmetry about the collapse point. That said, the actual patterns of crossings and anti-crossings are quite different from what is seen in Fig. 1 b). Since these patterns emerge over such a tiny resolution, minute differences in system configuration affects their behaviour greatly. Clearly, the quasienergies are incredibly sensitive quantities. The finite width and depth of the quantum wells in $V_P(x)$ clearly lead to differences compared to the results of the tight-binding approximation at this resolution. Regardless, qualitative agreement between Fig. 1 a) and Fig. 4 b.2) clearly establishes that our extended finite lattice potential $V_P(x)$ with $\delta b = 5a$ (or higher) leads to results much closer in agreement with the results of the tight-binding model used in Eq. (17).

C. Perfect Edge Localization

While our original finite lattice system may not reproduce the standard tight-binding behaviour, it is still representative of an (idealized) physical system. As mentioned before, the potential described by Eq. (20) with $\delta b = 0$ models a chain of $N$ atoms in the presence of an effective work function at the edges. Thus, our unusual tight-binding fit in Fig. 2 b) is not an artifact of our theoretical setup. Rather, it is an accurate description for a finite chain of atoms that faithfully considers edge effects. Though this difference is quite subtle in the time-independent system, the failure of the standard finite chain tight-binding approximation to address edge effects becomes truly apparent when we look at the periodically driven system. Periodic driving amplifies edge effects, leading to the emergence of nearly-degenerate edge bands in Fig. 2 a.1).

The Floquet edge bands deviate greatly from the behaviour of the bulk bands with increasing $E_0$. It is thus of interest to examine how the edge band Floquet probability densities behave in comparison to probability densities of the bulk band. In Fig. 5, we plot the lowest 8 time-averaged Floquet state probability densities $\frac{1}{T} \int_T |\Phi_\alpha(x,t)|^2 dt$ of this system for $E_0 = 12$ (near the first collapse point). Since we are working in a high-frequency regime, the inherent oscillation amplitude of a Floquet state $\Phi_\alpha(x,t)$ will be much less than the quantum well width $\bar{w}$. As such, we are not losing essential information about the Floquet probability density after performing a time-average. We also plot the non-driven probability density $|\Psi_\alpha(x)|^2 (E_0 = 0)$ to provide a comparison with the corresponding driven Floquet state. In contrast to the lower quasienergy Floquet states, the Floquet probabilities of the edge bands appear to be completely localized at the quantum wells of the edges. This is unseen in the corresponding non-driven probability densities. Moreover, the edge band Floquet probability densities ($\alpha = 7, 8$) are essentially identical to one another. This is again reminiscent of the split ground state doublet seen in the time-independent solution for a double well potential. It appears that the AC field creates a double well-like potential with the quantum wells nearest to the system boundaries when the driving strength is near collapse points, causing complete edge localization for the highest doublet of Floquet states.
FIG. 5. Lowest eight time-averaged Floquet probability densities $\frac{1}{T} \int_{T} |\Phi_{\alpha}(x,t)|^2 dt$ (pink curve with circular points) vs lowest eight non-driven probability densities $|\Psi_{\alpha}(x,t)|^2$ (blue curves with diamond points) for driving strength near a collapse point $\tilde{E}_0 = 12$ ($\tilde{\omega} = 5$ here). Complete edge localization is observed for Floquet states $\alpha = 7, 8$, which correspond to quasienergies of the edge band. Also plotted is the finite lattice potential $V_P(x)$, with $\delta b = 0$, normalized to barrier height $V_0$. All other system parameters are identical to those used in Fig. 2. For reference, the same plots are given in Appendix B for $\delta b = 5a$.

We can further quantify the degree to which edge localization occurs by performing a spatial integration of the time-averaged Floquet states over the unit cells of the edges. Utilizing the spatial symmetry of our system about $x = Na/2$ (recall $\delta b = 0$), we thus define the quantity

$$\rho_{\alpha}^{\text{edge}} = 2 \int_{0}^{a} \int_{0}^{T} |\Phi_{\alpha}(x,t)|^2 dt dx$$

as a measure of edge population. In Fig. 6, we plot Eq. (28) for the lowest eight Floquet states vs. dimensionless driving amplitude $\tilde{E}_0$.

Consistent with the result of Fig. 5, we observe that the highest Floquet doublet (states $\alpha = 7, 8$) completely populate the quantum wells of the edges precisely at the collapse points. In contrast, the lower states show zero edge population at the collapse points. It is at these collapse points at which the gap between the edge bands and the bulk bands reaches a maximum. Consequently, the collapse points form a set of “resonant driving amplitudes” at which perfect edge localization can occur. This behaviour is unseen in the non-driven system ($\tilde{E}_0 = 0$) and so can be switched on and off through the action of non-local periodic driving. It it
possible that this phenomenon may be utilized to realize robust, chiral edge states in semi-finite 2D lattices.

FIG. 6. Edge population $\rho^{\text{edge}}_\alpha \sim 0$ vs $\tilde{E}_0$ for the lowest eight Floquet states of our system. Dashed vertical lines mark values of $\tilde{E}_0$ at which collapse points occur in the Floquet band spectra.

One should note that perfect edge localization is sensitive to the $\delta b$ parameter that extends the length of the edge barriers. For $\delta b \leq w$, where $w$ is the width of a quantum well, we have observed that perfect edge localization can be maintained. Beyond this regime however, the standard behaviour of effective tight-binding models is recovered.

As shown throughout this section, the quantum pressure of the boundaries dramatically affects the Floquet bands for high driving amplitude. An effective double well potential is created between the quantum wells near the boundaries, leading to a pair of split Schrödinger cat-like edge bands that deviate from the standard collapse behaviour seen by the lower bands. When driving parameters are set to induce band collapse, the edge bands become maximally gapped from the lower bands that participate in the pseudo-collapse, resulting in perfect edge localization. We have also shown that the standard tight-binding approximation cannot reproduce these results. So the question remains: can we modify the tight-binding approximation such that we may observe the emergence of gapped edge bands in the quasienergy spectrum? This question is addressed in the forthcoming section.

V. MODIFIED FINITE CHAIN TIGHT-BINDING MODEL

We have now established what sort of “ab-initio” potential a standard driven tight-binding model represents in the previous section. However, there is no reason why our original finite lattice potential, Eq. (20) with $\delta b = 0$, cannot be described by a modified effective tight-binding model. As such, we modify the standard finite tight-binding model (Eq. (15) with $U = 0$) by adding a perturbative term $U_0$ to the on-site energy of the edge sites

$$H_{\text{mod}}(U_0) = U_0 [n_1 + n_N] - t_0 \sum_{j=1}^{N-1} [c^\dagger_{j+1} c_j + \text{h.c.}] .$$

(29)

It is clear that this Hamiltonian reduces to Eq. (15) for $U_0 = 0$. Our hope is that the addition of $U_0$ will lead to results that mimic the behaviour seen from calculations with our original finite lattice in Fig. 2. The idea is that the presence of a (positive) $U_0$ will model the additional quantum pressure that the nearby walls exert on a particle to vacate the boundary well sites. To investigate what value of $U_0$ will achieve this, we calculate the eigenenergy spectrum ($\tilde{E}_0 = 0$) for various values of $U_0$ in units of the hopping amplitude $t_0$. We also plot Eq. (16) and Eq. (25) for reference. Numerical results are shown in Fig. 7.

FIG. 7. Eigenenergies of $H_{\text{mod}}(U_0)$ (Eq. 29) for varying $U_0 \in [0, t_0]$ in a $N = 8$ site system. The analytic finite chain tight-binding result Eq. (16) (blue, lower curve) and the numerical fit Eq. (25) found for the eigenenergies of our original finite lattice potential $V_P(x; \delta b = 0)$ (pink, upper curve) are plotted as references. The on-site energy $U$ is set to zero here for both equations.

This figure shows that by setting $U_0 = t_0$, the eigenenergies of $H_{\text{mod}}$ and the cosine behaviour seen in Fig. 2 are in clear agreement. In fact this result is exact, as first shown by Goodwin in 1939. Goodwin had investigated the tight-binding approximation for finite atomic chains but avoided the assumption that the on-site energy at the edge sites and the bulk sites were identical. He went on to analytically determine a set of equations that give the exact eigenenergies of the system for general $U_0$, but only two values of $U_0$ lead to wave vectors that are exact ratio multiples of $\pi$. For $U_0 = 0$, one obtains the wave vector $ka = \pi n/(N + 1)$ and Eq. (16) is obtained. On the other hand, if the edge site energy is greater than the bulk sites by precisely a n.n. hopping amplitude.
$U_0 = t_0$, the wave vector is given by $k a = \pi n / N$, and thus Eq. (25) is obtained. But this is precisely the behaviour followed by the eigenenergies in Fig. 2 b)! Thus, we proceed with $U_0 = t_0$ to address the edge effects of our original lattice potential $V_P(x; \delta b = 0)$.

The pertinent Floquet Hamiltonian is given by

$$H_F = H_{\text{mod}}(U_0 = t_0) - i \partial_t - q \xi_0 a \sin(\omega t) \sum_{j=1}^{N} n_j.$$  \hspace{1cm} (30)

We numerically obtain the quasienergies for this system via construction and diagonalization of the propagator over one period $\mathcal{U}(0, T)$. Results are shown in Fig. 8, where the quasienergy spectra now resemble the spectra seen in Fig. 2.

We see the emergence of edge bands that branch from the highest pair of unperturbed eigenenergies, while the lower six participate in a pseudo-collapse at collapse points predicted by Eq. (1). Fig. 8 b) reveals the crossing pattern at the first collapse point, which is distinct from the crossing patterns seen in earlier quasienergy spectra figures. While the lowest four quasienergies converge further at the collapse point, the next highest two deviate from the lower levels, instead becoming a nearly-degenerate pair. Of these four lowest quasienergies that appear to converge, we see in Fig. 8 c) that they actually split into a lower pair and higher pair of bands. Each pair exhibit an exact crossing at the collapse point, but display an anti-crossing relative to each other.

Since we are able to observe the emergence of edge bands in our modified effective model, we expect that perfect edge localization should occur at the collapse points. To measure the degree of edge localization in our discrete tight-binding potential, we redefine $\rho_{\alpha}^{\text{edge}}$ as follows

$$\rho_{\alpha}^{\text{edge}} = |\tilde{C}_1|^2 + |\tilde{C}_N|^2,$$  \hspace{1cm} (31)

where

$$|\tilde{C}_n|^2 = \frac{1}{T} \int_0^T |\langle n | \Phi_\alpha(t) \rangle|^2 dt,$$  \hspace{1cm} (32)

and $|n\rangle$ is a localized state and $|\Phi_\alpha(t)\rangle$ is the $\alpha^{\text{th}}$ Floquet state. We plot $\rho_{\alpha}^{\text{edge}}$ against varying driving amplitude in Fig. 9.

FIG. 8. a) Quasienergies obtained from Eq. (30), a modified tight-binding model, vs. dimensionless driving amplitude $\xi_0$ for $\omega/t_0 = 50$. Vertical dashed lines mark values of $\xi_0$ at which collapse points occur.

b) Expanded view of a) at the first collapse point, as indicated by the arrow.

c) Expanded view of the lower four quasienergy bands seen in b), as indicated by the arrow.

FIG. 9. Edge population for all eight states vs. driving amplitude $\xi_0$ for the system described by Eq. (30). Vertical dashed lines mark collapse points. The edge population measure used here is defined by Eq. (31). We have used $\omega/t_0 = 50$. 

FIG. 9.
Just as we saw in Fig. 6 (the standard continuum model), one observes edge localization occurring at the collapse points for edge band states $\alpha = 7, 8$ in Fig. 9 as well. Qualitatively, the behaviour of $\rho_{\alpha}^{edge}$ with varying $\xi_0$ resembles its continuous analogue in Fig. 6. While edge localization appears to be nearly perfect here ($\rho_{\alpha}^{edge}$ peaks at $\sim 0.996$ at collapse points), this can be affected by the driving frequency. In Appendix C, we reproduce Figs. 1, 8, and 9 for $\omega/t_0 = 5$. It turns out that raising $\omega$ decreases the width of a pseudo-collapse point without actually changing the fine pattern of crossings, thereby decreasing the gap between the edge states and the sixth quasienergy at a collapse point. This decrease in gap size causes greater deviation in $\rho_{\alpha}^{edge}$ from unity at a collapse point.

For example, we see in Appendix C (Fig. 13) that $\rho_{\alpha}^{edge}$ peaks at $\sim 0.97$ at a collapse point. “High” driving frequency means essentially that the driving frequency exceeds the unperturbed energy bandwidth. In this case the latter is $4t_0$, so $\omega = 5t_0$ is near the lower limit. The results in Appendix D along with the insensitivity of our results at even higher frequency than $\omega = 50t_0$ both illustrate that the magnitude of frequency is immaterial, provided it is in the high frequency regime.

VI. CONCLUSION

In summary, we have studied the impact of time-periodic fields on finite lattices, both in the tight-binding framework, and with Kronig-Penney-like arrays of wells, described by a continuum model. The implicit assumption of “open” boundary conditions for the tight-binding models is that there is no hopping from the edge sites into the vacuum. On the other hand, continuum models generally consist of an assembly of $N$ unit cells consisting of wells separated by barriers. For a system length of $Na$, where $a$ is the unit cell length, this naturally leads to edges with a barrier of width equal to half the regular barrier width followed by the infinite barrier to the vacuum (see Fig. 2 a)). These two configurations lead to slightly different electronic properties, barely noticeable in the time-independent problem. In particular, the continuum model singles out the edge wells as “different” than the bulk wells, since the nearby wall (half a barrier width away) exerts a “quantum pressure” on a particle residing in that well (and slightly in the neighbouring well also), while no such “quantum pressure” is included in the standard tight-binding description.

The difference, between these two configurations, however, is amplified when one increases the amplitude of the time-periodic applied field. At certain special field amplitudes the quasienergy bands all collapse, almost to a point, with the exception, in the continuum model, of two nearly-degenerate edge bands that remain gapped from the lower bands. In contrast, in the tight-binding model there are no edge bands, and all the bands collapse at these special field amplitudes. We have shown how an alteration of the boundaries, represented by an infinite potential at either edge, brings the continuum model results into agreement with those from tight-binding. In particular, as we move the boundaries further away from the last well, the two results come into qualitative agreement with one another, and the edge quasienergy bands, previously seen as distinct in the continuum model results, behave in a manner like the rest of the bands when this boundary alteration is applied.

Conversely, the tight-binding results can be made to mimic those of the continuum model by increasing the base level of the two end sites by an amount precisely equivalent to the n.n. hopping amplitude. Our interpretation is that this increased base level at these two sites represent the increased quantum pressure in the continuum model exerted by the nearby boundaries. Instead, implementation of the increased base level at the boundary sites means it simply becomes less favourable to occupy these two sites. In the presence of the time-periodic field, however, states develop that have exclusive occupation in these two sites (see Fig. 5), and these form Schrödinger cat-like edge states across the entire array of sites. We also defined and studied a quantity $\rho_{\alpha}^{edge}$ which illustrates the localization of these edge states as the field amplitude is varied. We anticipate that these edge states can be exploited for applications using time-periodic driving fields. In particular, we expect that these gapped, edge localized states will lead to robust, chiral edge currents in an analogously driven 2D semi-finite lattice system that can be ‘switched’ on by initializing the non-local drive.
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Appendix A: Matrix-Continued-Fraction Method

In this Appendix we describe in some detail the continued fraction method used to solve Eq. (12). This follows the description given in Refs. [17 and 27].

We begin by substituting Eq. (13) into Eq. (12). Defining $i \frac{d^2}{dx^2} x_n = D_{n,n}$, it follows

$$
\sum_n \left[ H_{n,n} C_{m,n}^{(\alpha)} + D_{n,n} C_{m-1,n}^{(\alpha)} + D_{n+1,n} C_{m+1,n}^{(\alpha)} \right] = (\varepsilon - \hbar \omega m') C_{m,n}^{(\alpha)} \tag{A1}
$$

Following this last expression, we will drop the 'prime' in front of the dummy index $m$ for simplicity. It is now useful to switch to the matrix representation in the spatial basis $|m\rangle$, thus, $H_{n,n} \rightarrow \hat{H}$, $D_{n,n} \rightarrow \hat{D}$, and $C_{m,n}^{(\alpha)} \rightarrow \hat{C}_{m,n}^{(\alpha)}$. Defining $\hat{G}_m(\varepsilon) \equiv \hat{H} - (\varepsilon - \hbar \omega m) \hat{1}$, we obtain the following tri-diagonal recursive relation

$$
\hat{G}_m(\varepsilon) \hat{C}_m^{(\alpha)} + \hat{D} \hat{C}_{m-1}^{(\alpha)} + \hat{D}^\dagger \hat{C}_{m+1}^{(\alpha)} = 0. \tag{A2}
$$

Such an equation allows us to make use of the matrix-continued-fraction method to efficiently solve for the quasienergy eigenvalues $\varepsilon_\alpha$ [27]. To begin, we assume that there exists invertible raising and lower operators $\hat{S}_m$, $\hat{T}_m$ such that

$$
\hat{S}_m \hat{C}_m = \hat{C}_{m+1} \tag{A3}
$$

$$
\hat{T}_m \hat{C}_m = \hat{C}_{m-1}. \tag{A4}
$$

The Floquet state quantum number $\alpha$ has been dropped for simplicity. We can express both these operators as continued fractions if we adopt the fraction notation $\hat{Q}^{-1} = \frac{1}{\hat{Q}}$ for inversion. For $m = 0$, one finds that the raising and lowering operators have the following form

$$
\hat{S}_0 = \frac{-1}{\hat{G}_1(\varepsilon) + \hat{D}^\dagger \hat{S}_1} \hat{D}, \tag{A5}
$$

$$
\hat{T}_0 = \frac{-1}{\hat{G}_{-1}(\varepsilon) + \hat{D} \hat{T}_{-1}} \hat{D}^\dagger. \tag{A6}
$$

In practice, we must truncate these continued fractions at some finite $m = M$, such that $\hat{S}_M = \hat{T}_{-M} = 0$. Substituting the above two operators into Eq. (A2) for $m = 0$, and reminding ourselves that $\hat{G}_m(\varepsilon) \equiv \hat{H} - (\varepsilon - m \hbar \omega) \hat{1}$, we acquire the following matrix equation

$$
\left[ \hat{H} - \varepsilon \hat{1} + \hat{D} \hat{T}_0 + \hat{D}^\dagger \hat{S}_0 \right] \hat{C}_0 = 0. \tag{A7}
$$

The raising and lower operators dependence on $\varepsilon$ is implicit through its dependence on the operator $\hat{G}_m(\varepsilon)$. We make this dependence explicit by defining the operator $\hat{Q}_0(\varepsilon) \equiv \hat{D} \hat{T}_0 + \hat{D}^\dagger \hat{S}_0$. This leads to

$$
\left[ \hat{H} - \varepsilon \hat{1} + \hat{Q}_0(\varepsilon) \right] \hat{C}_0 = 0. \tag{A8}
$$

With the above, we see that the numerical determination of the quasienergies is reduced to calculating the roots of the matrix determinant

$$
\det \left[ \hat{H} - \varepsilon \hat{1} + \hat{Q}_0(\varepsilon) \right] = 0. \tag{A9}
$$
Appendix B: Floquet States vs Non-Driven States of Extended Continuous Lattice

We show here the figure corresponding to Fig. 5, but with $\delta b = 5a$. Note that no edge states arise in this case.

FIG. 10. Lowest eight time-averaged Floquet probability densities $\frac{1}{T} \int_{T} |\Phi_{\alpha}(x,t)|^2 dt$ (pink curves with circles) vs lowest eight non-driven probability densities $|\Psi_{\alpha}(x,t)|^2$ (blue curves with diamonds) for driving strength near a collapse point $\tilde{E}_0 = 12$ ($\tilde{\omega} = 5$ here). Also plotted is our extended lattice potential $V_P(x)$ for $\delta b/a = 5$, normalized to barrier height $V_0$. All other system parameters are identical to those used in Fig. 2.
Appendix C: Driven Tight-Binding Results: $\omega/t_0 = 5$

In this Appendix we provide results for the “high” frequency $\omega/t_0 = 5$, which is essentially at the lower limit for what is deemed high. Results in the text for $\omega = 50t_0$ are representative of results for $\omega \gtrsim 10t_0$ and for much higher frequency.

Note that the widths of the pseudo-collapse points in Fig. 11 b) and Fig. 12 b), c) are much greater than what is seen in the analogous figures in the text, where $\omega/t_0 = 50$ is used (Fig. 1 b) and Fig. 8 b), c)).

**FIG. 11.** a) Quasienergies of Eq. (17), describing a tight-binding model, vs. dimensionless driving strength $\tilde{E}_0$ for an $N = 8$ site system with open boundary conditions. Vertical dashed lines mark collapse points as predicted by Eq. (1). We have set the interaction energy $U = 0$ for convenience. b) Expanded view of a) at the first collapse point. The quasienergy band forms a specific pattern of crossings and anti-crossings near the first collapse point as dictated by their symmetry classes. These results were obtained in the high frequency regime with $\omega/t_0 = 5$.

**FIG. 12.** a) Quasienergies obtained from Eq. (30), a modified tight-binding model, vs. dimensionless driving amplitude $\tilde{E}_0$ for $\omega/t_0 = 5$. Vertical dashed lines mark values of $\tilde{E}_0$ at which collapse points occur. b) Expanded view of a) at the first collapse point, as indicated by the arrow. c) Expanded view of the lower four quasienergy bands seen in b), as indicated by the arrow.
FIG. 13. Edge population for all eight states vs. driving amplitude \( \tilde{E}_0 \) for the system described by Eq. (30). Vertical dashed lines mark collapse points. The edge population measure used here is defined by Eq. (31). We have used \( \omega/t_0 = 5 \). Note that this localization measure peaks at \( \sim 0.97 \) at the resonance points.
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