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We comprehensively study admissible transformations between normal linear systems of second-order ordinary differential equations with an arbitrary number of dependent variables under several appropriate gauges of the arbitrary elements parameterizing these systems. For each class from the constructed chain of nested gauged classes of such systems, we single out its singular subclass, which appears to consist of systems being similar to the elementary (free particle) system whereas the regular subclass is the complement of the singular one. This allows us to exhaustively describe the equivalence groupoids of the above classes as well as of their singular and regular subclasses. Applying various algebraic techniques, we establish principal properties of Lie symmetries of the systems under consideration and outline ways for completely classifying these symmetries. In particular, we compute the sharp lower and upper bounds for the dimensions of the maximal Lie invariance algebras possessed by systems from each of the above classes and subclasses. We also show how equivalence transformations and Lie symmetries can be used for reduction of order of such systems and their integration. As an illustrative example of using the theory developed, we solve the complete group classification problems for all these classes in the case of two dependent variables.
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1 Introduction

Transformational properties and Lie symmetries of ordinary differential equations are classical objects of study \cite{6,9,30,31,42,43,53,55,61,62} but this is not the case for normal systems of ordinary differential equations, not to mention general systems of such equations. The most studied are the systems of ordinary differential equations of the same order \(r\). First reasonable upper bounds of the dimensions of maximal Lie invariance algebras of these systems were derived in \cite{26,27}. The least upper bounds were initially found exclusively for the particular cases \(r = 2\) (see \cite{45}, pp. 68–69, Theorem 44) for the preliminary consideration as well as \cite{26, Sections 4 and 5} and \cite{21,22} for further enhancements) and \(r = 3\) \cite{21}. These bounds are equal to \(n^2 + 4n + 3\) and \(n^2 + 3n + 3\), and, up to the general point equivalence, they are attained only on the elementary systems \(\frac{d^2x}{dt^2} = 0\) and \(\frac{d^3x}{dt^3} = 0\), respectively \cite{21}. Here and in what follows \(n\) is the number of equations in systems, \(n \geq 2\), and \(x(t) = (x^1(t), \ldots, x^n(t))^T\) is the unknown vector-valued function of the independent variable \(t\). See also \cite{28} for the linear systems with \(r = 2\), \cite{1,2,49} for the general systems with \(r = 2\) and \cite{46} for \(r = 3\). So-called fundamental invariants for systems with \(r = 2\) were first computed in \cite{21,22}. Essentially later, such invariants for \(r = 3\) and \(r \geq 4\) were obtained in \cite{46} and \cite{19}, respectively. Results of the latter paper imply that the least upper bound of the dimensions of maximal Lie invariance algebras of systems with fixed \(r \geq 4\) is equal to \(n^2 + rn + 3\), and, up to the general point equivalence, it is attained.
only on the elementary system $d^r \mathbf{x}/dt^r = 0$. For single ordinary differential equations, where $n = 1$, the analogous least upper bounds were computed by Sophus Lie himself for arbitrary $r$ [42, S. 294–301] although this Lie’s result was not well known and was repeatedly re-obtained; see the discussion in the introduction of [12].

As a summary of the above results, the following theorem holds true.

**Theorem 1.** For an arbitrary $n \in \mathbb{N}$, the least upper bound of the dimensions of maximal Lie invariance algebras of normal systems of $n$ ordinary differential equations of the same order $r$ is equal to $n^2 + 4n + 3$ if $r = 2$ and $n^2 + rn + 3$ if $r \geq 3$. This bound is attained only by systems that are similar with respect to point transformations to the elementary system $d^r \mathbf{x}/dt^r = 0$.

See Section 10 for a further discussion of the case $r \geq 3$.

Normal systems of $n$ ordinary differential equations of the same order $r = 2$ over the complex or real field $\mathbb{F}$,

$$
\mathbf{x}_{tt} = \mathbf{F}(t, \mathbf{x}, \mathbf{x}_t),
$$

are the most studied in other aspects as well; here $\mathbf{x}_t = d\mathbf{x}/dt$, $\mathbf{x}_{tt} = d^2\mathbf{x}/dt^2$, and $\mathbf{F}$ is an arbitrary (sufficiently smooth) vector-valued function of $(t, \mathbf{x}, \mathbf{x}_t)$. They are the systems of ordinary differential equations that naturally arise in a number of contexts in various fields of mathematics and its applications, which includes equations for geodesics on manifolds in differential geometry, the calculus of variations, Newtonian equations of motion in classical mechanics, e.g., in the classical $n$-body problem, to mention a few. Some Lie-symmetry and transformational properties of systems of the form (1) were described due to the relation of such systems to certain (Riemannian, parabolic, Cartan, etc.) geometries when studying these geometries, see e.g. [18, 37] and references therein. Thus, these results imply the following theorem via applying the method of filtered deformation [35].

**Theorem 2.** The submaximum dimension of the maximal Lie invariance algebras of systems of the form (1) with $n \geq 2$ is equal to $n^2 + 5$, and it is attained only by systems of the form (1) that are similar with respect to point transformations in the space $\mathbb{F}_t \times \mathbb{F}_x^n$ to the (nonlinearizable) system

$$
\begin{align*}
x^1_{tt} &= (x_1^2)^3, & x^2_{tt} &= 0, & \ldots, & x^n_{tt} &= 0. 
\end{align*}
$$

The system (2) was presented in [18, Example 1] for $n = 2$ and in [37, Proposition 5.3.2] for general $n \geq 2$, see also [36, Section 5.2]. A basis of the maximal Lie invariance algebra of the system (2) consists of the vector fields

$$
\begin{align*}
&\partial_{x^a}, \quad t\partial_{x^a} + \frac{3}{2}\delta_{a2}(x^2)^2\partial_{x^1}, \quad x^b\partial_{x^c}, \quad b \neq 1, c \neq 2, \quad 3x^1\partial_{x^1} + x^2\partial_{x^2}, \\
&\partial_t, \quad t\partial_t - x^1\partial_{x^1}, \quad t^2\partial_t + tx^d\partial_{x^d} + \frac{1}{2}(x^2)^3\partial_{x^1},
\end{align*}
$$

where $a, b, c, d = 1, \ldots, n$, the summation convention is used for repeated indices, and $\delta_{a2}$ denotes the Kronecker delta. Although the system (2) is not linearizable, integrating it trivially reduces to integrating (elementary) linear systems.

Moreover, a similar theorem holds for the next possible less dimension $n^2 + 4$ [35].

**Theorem 3.** Up to the point equivalence, there exists a unique system of the form (1) with $n \geq 2$, whose maximal Lie invariance algebra is $(n^2 + 4)$-dimensional. This is, e.g., the linear system

$$
\begin{align*}
x^1_{tt} &= x^2, & x^2_{tt} &= 0, & \ldots, & x^n_{tt} &= 0. 
\end{align*}
$$

The maximal Lie invariance algebra of the system (3) is spanned by the vector fields

$$
\begin{align*}
&\partial_t, \quad t\partial_t + 2x^1\partial_{x^1}, \quad x^b\partial_{x^c}, \quad b \neq 1, c \neq 2, \quad x^1\partial_{x^1} + x^2\partial_{x^2}, \quad \partial_{x^a} + \frac{1}{2}\delta_{a2}t^2\partial_{x^1}, \\
&t\partial_{x^a} + \frac{1}{6}\delta_{a2}t^3\partial_{x^1},
\end{align*}
$$
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where the above notation is used. The system (3) also realizes the submaximum dimension of the maximal Lie invariance algebras of linear systems of the form (1), see Theorem 29. In view of Theorem 3, it is not surprising that Egorov’s system $x_{tt} = 2x^1 x^1_{tt} + x^2 x^1_{tt}$ [37, Eq. (5.11)] whose maximal Lie invariance algebra is $(n^2 + 4)$-dimensional as well [37, Eq. (5.12)] is linearized to the system (3) by the point transformation $\tilde{t} = x^1$, $\tilde{x}^1 = t + \frac{1}{2} (x^1)^2 x^2$, $\tilde{x}^a = x^a$, $a = 2, \ldots, n$.

Unfortunately, there are no general results on admissible transformations between systems of the form (1) and on their Lie symmetries for an arbitrary $n \geq 2$, beyond the ones discussed above. Moreover, most of the particular results known for such systems are still related to their linearization. Thus, the necessary and sufficient conditions for a system of the form (1) with $n = 2$ to be linearizable by a point transformation were found in [3]. Classes of solvable and/or integrable and/or linearizable systems of the form (1), which can be treated as dynamical systems for classical many-body problems in dimensions one, two and three, were constructed in a series of monographs and papers by Calogero, see [13, 14] and references therein. This is why even linear systems from the class (1) are attractive and still nontrivial objects to be considered from the point of view of their Lie symmetries and related transformational properties. Group classification of such systems leads to examples of Lie algebras of vector fields that are admitted by systems of the form (1) as their maximal Lie invariance algebras and which dimensions of these algebras are possible beyond the known maximal and submaximum dimension values. It is also important for solving the problem on linearization and integration of systems from the class (1).

In present paper, we thoroughly study, within the framework of group analysis of differential equations, the class of linear systems of the form (1), i.e., the class $\mathcal{L}$ of normal linear systems of $n$ second-order ordinary differential equations,

\[ x_{tt} = A(t)x_t + B(t)x + f(t), \tag{4} \]

with the $n$ unknown functions $x^1, \ldots, x^n$, $x(t) = (x^1(t), \ldots, x^n(t))^T$, where $n \geq 2$. The basic field $\mathbb{F}$ is complex or real, $\mathbb{F} = \mathbb{C}$ or $\mathbb{F} = \mathbb{R}$. The tuple $\theta = (A, B, f)$ of arbitrary elements of the class $\mathcal{L}$ consists of arbitrary (sufficiently smooth) $n \times n$ matrix-valued functions $A$ and $B$ of $t$ and an arbitrary (sufficiently smooth) vector-valued function $f$ of $t$. We consider various objects related to the class $\mathcal{L}$ and describe their properties. This includes convenient gauges of the arbitrary-element tuple $\theta$, a hierarchy of subclasses of $\mathcal{L}$, equivalence groupoids, equivalence groups and equivalence algebras of these subclasses and their normalization properties, maximal and essential Lie invariance algebras of systems from these subclasses, the structure of such algebras and estimates of their dimensions as well as the application of equivalence transformations and Lie symmetries to reducing the order of systems of the form (4) and to their integration.

Systems from the class $\mathcal{L}$ with an arbitrary value $n \geq 2$ have also not been well studied in the literature, except certain very particular cases. Lie symmetries of systems from the class $\mathcal{L}$ with $A = 0$ and constant $B$ were considered in the series of papers [15, 16, 29, 47, 68] for lower values of $n$ (at most six). The group classification problem for such systems in the case of arbitrary $n \geq 2$ was comprehensively studied in [11], and the systems from the class $\mathcal{L}$ with constant commuting matrices $A$ and $B$ are reduced to such systems. The consideration of the entire class $\mathcal{L}$ for the particular value $n = 2$ within the framework of Lie symmetries was initiated in [67] and later continued in [48, 51, 52]; see Section 9 for the exhaustive solution of the group classification problem for this class. The case $n = 3$ was in part considered in [65].

The structure of the paper is as follows. Section 2 is devoted to the construction of the equivalence groups and the equivalence groupoids of the class $\mathcal{L}$ and its nested subclasses obtained by gauging of the arbitrary-element tuple $\theta = (A, B, f)$ by equivalence transformations. We successively impose the gauges $f = 0$, $A = 0$ and $\text{tr} B = 0$ and reparameterize the singled out subclasses after each of the first two gauges, excluding $f$ and then $A$ from the tuple of arbitrary elements for the corresponding classes. This leads to the class chain $\mathcal{L} \rightarrow \mathcal{L} \rightarrow \mathcal{L}' \supset \mathcal{L}''$. In particular, the class $\mathcal{L}$ is the “homogeneous” counterpart of $\mathcal{L}$, i.e., is constituted by the homogeneous systems of the form (4), where $f = 0$. We prove that the above classes are semi-normalized.
in the usual sense, the orbit of the elementary system \( x_{tt} = 0 \) in each of them under action of the corresponding equivalence group is the singular part of this class, and the complement to the orbit, which is assumed as the regular class part, has better normalization properties than this entire class. The equivalence algebras of all the classes and their singular and regular parts are computed in Section 3 as the infinitesimal counterparts of the respective equivalence groups. In Section 4, we show that the group classifications of the class \( \mathcal{L} \) and the gauged subclasses split into the group classifications of their singular and regular parts. The group classification problems for the singular parts are trivial since their solutions are given by the elementary system \( x_{tt} = 0 \) and its maximal Lie invariance algebra. We derive the systems of determining equations for Lie symmetries of the systems from the regular class parts and show that the group classification problems for these parts reduce to the classifications of essential Lie-symmetry extensions within them. We also compute the kernel point-symmetry groups for all the classes arising in this consideration. Properties of possible essential Lie-symmetry extensions within the regular class parts are studied in Section 5. Using the obtained properties, we suggest two ways for classifying such extensions within the framework of the algebraic approach depending on their structure. When studying Lie-symmetry extensions with nonzero projections on the \( t \)-line, we need to recognize similar systems among those possessing Lie-symmetry vector fields with constant \( t \)-components. Necessary and sufficient conditions for such similarity are presented in Section 6. The acquired knowledge on properties of essential Lie-symmetry extensions within the regular class parts allows us to find the maximum dimension of the maximal Lie invariance algebras of systems from these parts, which is submaximum within the entire class \( \mathcal{L} \) and its gauged subclasses. This is done in Section 7. Therein, we more thoroughly describe the structure of the essential Lie invariance algebras of systems from the regular class parts and characterize the maximal Lie invariance algebras of systems from the singular class parts. In Section 8, we prove several assertions on order reduction for normal linear systems of second-order ordinary differential equations and their integration using their known Lie symmetries or equivalence transformations between them. The techniques developed in Section 5 are applied in Section 9 to exhaustively solving the problem of group classification of normal linear systems of second-order ordinary differential equations for the lowest particular value \( n = 2 \). Possible generalizations of papers’s results to normal linear systems of ordinary differential equations of greater order \( r \geq 3 \) are discussed in Section 10. In Section 11, we briefly sum up the main results of the present paper and discuss open problems and possible directions for future research. Specific properties of equivalence transformations in a general class of differential equations whose auxiliary system for the arbitrary class elements contains algebraic equations are studied in the final Section A.

Notation and convention. Throughout the paper, by default the indices \( a, b, c \) and \( d \) run from 1 to \( n \), i.e., \( a, b, c, d = 1, \ldots, n \), and we use the summation convention for repeated indices. Functions with subscripts denote derivatives with respect to the corresponding variables. Whenever it is essential to indicate the (open) domain of \( F \) that run by \( t \) in a particular situation, we denote this domain be \( I \). We treat the differential equations and point transformations between them within the local approach. As is customary in group analysis of differential equations, parameter or arbitrary functions are assumed to be either analytical or, if \( F = \mathbb{R} \), smooth. Nevertheless, at many points of the consideration, the required degree of smoothness can be lowered to finite continuous differentiability.

\( E \) is the \( n \times n \) identity matrix. For a square matrix \( M \), the matrices \( M_s \) and \( M_n \) denote the semisimple and nilpotent parts of \( M \) in its Jordan–Chevalley decomposition, \( M = M_s + M_n \). Fixing a basis in \( \mathbb{F}^n \), we identify linear operators on \( \mathbb{F}^n \) with their matrices in this basis. By \([M_1, M_2]\) we denote the commutator of square matrices \( M_1 \) and \( M_2 \) of the same size, \([M_1, M_2] := M_1 M_2 - M_2 M_1\). In the context of equations with matrix-valued functions, it is convenient to interpret (constant) matrices as constant matrix-valued functions. For example, the equations like \([M, V] = 0 \) and \( V = M \) for a matrix-valued function \( V \) of \( t \) and a constant matrix \( M \) means that \([M, V(t)] = 0 \) and \( V(t) = M \) for any \( t \in I \), respectively.
Given a class $\mathcal{K}$ of systems of differential equations with the arbitrary-element tuple $\theta$, we use the same notation $\theta$ for an arbitrary fixed value of this arbitrary-element tuple as well. By $\mathcal{G}_K^1$, $\mathcal{G}_K^0$, $\mathcal{G}_K^\sim$, $\mathcal{G}_K^\sim^*$ and $\mathcal{G}^G_K$ we denote the equivalence (pseudo)groupoid, the usual equivalence (pseudo)group, the usual equivalence (pseudo)algebra, the significant usual equivalence (pseudo)group and the significant usual equivalence (pseudo)algebra of this class and the action groupoid of $G_K^\sim$, respectively. We omit the prefix “pseudo” for the above objects. Since we consider only usual equivalence groups and usual equivalence algebras, we omit the attribute “usual” for these objects as well. For a fixed value of $\theta$, by $K_\theta$, $G_\theta$, $g_\theta$ and $\mathcal{G}_\theta$ we denote the system in $\mathcal{K}$ associated with this value of $\theta$, the complete point-symmetry group of this system, its maximal Lie invariance algebra and the corresponding vertex group in $\mathcal{G}_K^\sim$, respectively. We use the general notation introduced in Section 1 for terminology and more details. We use the term “algebraic equation” in the sense opposite to “being truly differential”.

Irrespective of the class under consideration, by $\pi$ we denote the projection from the space run by the joint tuple of the independent and dependent variables and the arbitrary-element classes onto the space run by the tuple of the independent and dependent variables. Analogously, by $\pi$ we denote the projection from the space with the coordinates $(t, x)$ onto the space with the single coordinate $t$. We use the subscript (resp. the superscript) “$\pi$” for denoting the pushforward (resp. the pullback) by a transformation.

Given a Lie algebra $\mathfrak{g}$ and its subset $S$, $C_\mathfrak{g}(S)$ and $N_\mathfrak{g}(S)$ denote the centralizer and the normalizer of $S$ in $\mathfrak{g}$, $C_\mathfrak{g}(S) := \{u \in \mathfrak{g} \mid [u, v] = 0 \forall v \in S\}$ and $N_\mathfrak{g}(S) := \{u \in \mathfrak{g} \mid [u, v] \in S \forall v \in S\}$.

## 2 Equivalence groupoids and equivalence groups

It is obvious that the equivalence group $G_K^\sim$ of the class $\tilde{L}$ contains the subgroup constituted by the transformations

\[
\tilde{t} = t, \quad \tilde{x} = H(t)x + h(t), \quad \tilde{A} = (HA + 2Ht)H^{-1}, \quad \tilde{B} = (HB - \tilde{A}H_t + H_{tt})H^{-1}, \quad \tilde{f} = Hf + h_{tt} - \tilde{A}h_t - \tilde{B}h, \quad (5a) \quad (5b)
\]

where $H$ is an arbitrary invertible $n \times n$ matrix-valued function of $t$ and $h$ is an arbitrary vector-valued function of $t$. Each fixed system $\tilde{L}_\theta$ from the class $\tilde{L}$ is mapped by a transformation of the form (5), where $H$ satisfies the matrix equation $HT + \frac{1}{2}HA = 0$ and $h$ is a particular solution of $\tilde{L}_\theta$, to the system $\tilde{L}_\theta$ from the same class, where $\tilde{A} = 0$, $\tilde{B} = H(B - \frac{1}{2}A_t + \frac{1}{4}A^2)H^{-1}$ and $\tilde{f} = 0$. Thus, the study of the class $\tilde{L}$ reduces to the study of its subclass $\tilde{L}'$ singled out by the constraints $A = 0$ and $f = 0$. We trivially reparameterize the class $\tilde{L}'$, excluding $A$ and $f$ from the tuple of arbitrary elements for this class and re-denoting $B$ by $V$, i.e., systems from $\tilde{L}'$ take the form

\[
x_{tt} = V(t)x, \quad (6)
\]

where $V$ is an arbitrary $n \times n$ matrix-valued function of $t$, $V = V(t) = (V^{ab}(t))$. Note that according to the general notation introduced in Section 1, $L_{\mathfrak{V}}$ denotes the system from the class $\tilde{L}'$ corresponding to a fixed value of the matrix-valued parameter function $V$. The family of
the equivalence transformations of the form (5), where the matrix- and vector-valued parameter functions \( H \) and \( h \) are the solutions of the matrix equation \( H_t + \frac{1}{2} H A = 0 \) and the system \( L_0 \) with the initial conditions \( H(t_0) = E \) and \( h(t_0) = h_t(t_0) = 0 \) for a fixed point \( t_0 \) from the domain \( \mathcal{I} \) run by \( t \), respectively, induces a mapping of the class \( \mathcal{L} \) onto its subclass \( \mathcal{L}' \).

Consider the subclass \( \mathcal{L}'_0 \) of \( \mathcal{L}' \) consisting of the systems \( L'_1 \) in \( \mathcal{L}' \) with \( V(t) = v(t)E \) for any \( t \in \mathcal{I} \), where \( v \) runs through the set of functions of \( t \), \( \{ V(t) \mid t \in \mathcal{I} \} \subseteq \langle E \rangle \). For such \( V \), we will say that \( V \) is proportional to \( E \) with time-dependent proportionality factor. In other words, the subclass \( \mathcal{L}'_0 \) is singled out from the class \( \mathcal{L}' \) by the algebraic equations

\[
V^{ab} = 0, \quad a \neq b, \quad V^{11} = \cdots = V^{nn}.
\]

We can reparameterize it, assuming the common value \( v \) of the diagonal entries of \( V \) as the only arbitrary element of this subclass. Let \( \mathcal{L}'_1 := \mathcal{L}' \setminus \mathcal{L}'_0 \), and thus \( \mathcal{L}' = \mathcal{L}'_0 \sqcup \mathcal{L}'_1 \).

The structure of the groupoid \( \mathcal{G}_C \) is described by the following theorem.

**Theorem 4.** (i) The equivalence group \( \mathcal{G}_C \) of the class \( \mathcal{L}' \) consists of the transformations of the form\(^1\)

\[
\begin{align*}
\hat{t} &= T(t), \quad \hat{x} = T_{1/2} C x, \\
\hat{V} &= \frac{1}{T_t} \text{CVC}^{-1} + \frac{2T_t T_{tt} - 3T_t^2}{4T_t^4} E,
\end{align*}
\]

where \( T = T(t) \) is an arbitrary function of \( t \) with \( T_t \neq 0 \) and \( C \) is an arbitrary constant invertible \( n \times n \) matrix. The equivalence group of the subclass \( \mathcal{L}'_1 \) and the canonical significant equivalence group of the subclass \( \mathcal{L}'_0 \) coincide with the group \( \mathcal{G}_C \).

(ii) The partition of the class \( \mathcal{L}' \) into its subclasses \( \mathcal{L}'_0 \) and \( \mathcal{L}'_1 \) induces the partition of the groupoid \( \mathcal{G}_C \) into its subgroupoids \( \mathcal{G}_{C_0} \) and \( \mathcal{G}_{C_1} \), \( \mathcal{G}_{C_0} = \mathcal{G}_{C_0} \sqcup \mathcal{G}_{C_1} \).

(iii) The subclass \( \mathcal{L}'_1 \) is uniformly semi-normalized with respect to linear superposition of solutions.

(iv) The subclass \( \mathcal{L}'_0 \) is the \( \mathcal{G}_C \)-orbit of the elementary system \( \mathcal{L}'_0 \), and this subclass and the entire class \( \mathcal{L}' \) are semi-normalized in the usual sense.

**Proof.** We first compute the equivalence group \( \mathcal{G}_C \) of the class \( \mathcal{L}' \) using the direct method. This class is formally defined as the set of systems of differential equations with the single independent variable \( t \) and the \( n \) dependent variables \( x^a \) that are of general form (6). The arbitrary-element matrix \( V \) runs through the solution set of the auxiliary system of the matrix equations

\[
V_{x^a} = V_{x^a t} = V_{x^a t t} = 0.
\]

The auxiliary system is equivalent to the condition that the entries of \( V \) depend at most on \( t \). In view of this fact, the space with coordinates \((t, x, V)\) can be taken as the underlying space for the group \( \mathcal{G}_C \), cf. [39, footnote 1] and [56, footnote 1]. In other words, we can assume that the group \( \mathcal{G}_C \) consists of the point transformations in the space with coordinates \((t, x, V)\) that are projectable to the space with coordinates \((t, x)\) and whose proper prolongations preserve the joint system (6) and (9). The general form of such transformations is

\[
\mathcal{T}: \quad \hat{t} = T(t, x), \quad \hat{x} = X(t, x), \quad \hat{V} = V(t, x, V),
\]

where \( X = (X^1, \ldots, X^n)^T \) and \( V = (V^{ab}) \). For each transformation \( \mathcal{T} \), its components \( T \) and \( X^a \) are functions on a domain \( \Omega \subseteq \mathbb{R} \times \mathbb{R} \), with \( J := \left| \partial(T, X) / \partial(t, x) \right| \neq 0 \) in each point of \( \Omega \), its components \( V^{ab} \) are functions on a domain \( \Omega \times \Theta \), where \( \Theta \) is an open subset of \( \mathbb{R}^2 \), and the

---

\(^1\)For the square root of \( T_t \) in the expression for \( \hat{x} \), the absolute value of \( T_t \) should be substituted instead of \( T_t \) in the real case or a branch of square root should be fixed in the complex case.
Jacobian of the entries of $\mathcal{V}$ with respect to the entries of $\mathcal{V}$ is nonzero in each point of $\Omega \times \Theta$. Via the pullback with respect to the projection $\varpi$ from $\mathbb{F}_t \times \mathbb{F}^n_a \times \mathbb{F}^{n^2}_{\mathcal{V}}$ onto $\mathbb{F}_t \times \mathbb{F}^n_a$, we can assume that the components $T$ and $X^a$ are defined on $\Omega \times \Theta$ as well. The prolongation $\mathcal{J}_{(2,x)}$ of $\mathcal{J}$ to $\mathbf{x}_t$ and $\mathbf{x}_{tt}$ is computed in view of the chain rule,

$$\mathbf{x}_i = X^i := \frac{D_t X}{D_t T}, \quad \mathbf{x}_{tt} = X^{tt} := \frac{1}{D_t T} \frac{D_t X}{D_t T},$$

where $D_t = \partial_t + x^a_t \partial_{x^a_t} + x^a_{tt} \partial_{x^a_{tt}} + \cdots$ is the operator of total derivative with respect to $t$ that is associated with the jet space $J^{\infty}(\mathbb{F}_t, \mathbb{F}^n_a)$. Thus, the transformation $\mathcal{J}_{(2,x)}$ acts on the space $J^2(\mathbb{F}_t, \mathbb{F}^n_a) \times \mathbb{F}^{n^2}_{\mathcal{V}}$, where the second-order jet space $J^2(\mathbb{F}_t, \mathbb{F}^n_a)$ can be identified with $\mathbb{F}_t \times \mathbb{F}^n_a \times \mathbb{F}^n_{\mathcal{V} x_t}$. The further prolongation $(\mathcal{J}_{(2,x)})^{(1,v)}$ of $\mathcal{J}_{(2,x)}$ to the first derivatives of $\mathcal{V}$ with respect to $(t, x_t, x_{tt})$ is defined by the matrix equations

\begin{align}
T_i \bar{V}_t + X^a_t V^{a \bar{V}_t} + X^a_{t,t} \bar{V}_t x^a_t + X^a_{tt, \bar{V}_t} x^a_{tt} = V_t + V_{ab} V_{t a b}, \tag{11a}
T_a \bar{V}_t + X^a_t V^{a \bar{V}_t} + X^a_{t,t} \bar{V}_t x^a_t + X^a_{tt, \bar{V}_t} x^a_{tt} = V_{x a} + V_{a b} V_{x a b}, \tag{11b}
T_t \bar{V}_t + X^a_t V^{a \bar{V}_t} + X^a_{t,t} \bar{V}_t x^a_t + X^a_{tt, \bar{V}_t} x^a_{tt} = V_{x_t} + V_{t a b} V_{x_t a b}, \tag{11c}
T_{tt} \bar{V}_t + X^a_t V^{a \bar{V}_t} + X^a_{t,t} \bar{V}_t x^a_t + X^a_{tt, \bar{V}_t} x^a_{tt} = V_{x_{tt}} + V_{t a b} V_{x_{tt} a b}. \tag{11d}
\end{align}

In view of preserving the joint system (6) and (9) by $\mathcal{J}$, we can simultaneously set $V_{x_t} = V_{x_{tt}} = 0$ and $\bar{V}_t = \bar{V}_{x_t} = \bar{V}_{x_{tt}} = 0$ in the system (11). Then the equations (11c) and (11d) are satisfied identically since the components of $\mathcal{J}$ do not depend on $\mathbf{x}_t$ and $\mathbf{x}_{tt}$. The equations (11b) reduce to the equations $T_a \bar{V}_t = V_{x a}$, which can subsequently be split with respect to the unconstrained derivatives $V_{a b}$ to $T_a = 0$ and $V_{x a} = 0$ since there are not the arbitrary-elementary matrix $V$ and its derivatives in these equations. Therefore, $T = T(t)$ with $T_t \neq 0$ in view of $J \neq 0$.

To complete the system of determining equations for the components of $\mathcal{J}$, we successively substitute the expressions $X^{tt}, T, X$ and $V$ for $\mathbf{x}_{tt}, t, \mathbf{x}$ and $\mathbf{x}_{tt}$, respectively, into the system $\bar{V}_t = \mathcal{V}(t) \dot{\mathbf{x}}$ and take into account that $T = T(t)$. This leads to the system

$$T_t (X^a_{tt} + 2 X^a_{tt,t} x^a_t + X^a_{tt,tt} x^a_{tt} + X^a_{t,t} V^{abc} x^b_t) - T_{tt} (X^a_{tt} + X^a_{tt,t} x^a_t) - T_t^3 \bar{V}_{a b} X^b = 0,$$ \tag{12}

where $X^a_{tt} := \partial X^a / \partial x^b$, etc. Since the first derivative $\mathbf{x}_t$ is not constrained, we can split the system (12) with respect to its components. Collecting the coefficients of the terms that are quadratic in these components leads to the equations $X^a_{tt} T_t = 0$, i.e., $X^a_{tt} = 0$. This means that $X = H(t) x + h(t)$ for an invertible $n \times n$ matrix-valued function $H = (H^{ab})$ of $t$ and a vector-valued function $h = (h^1, \ldots, h^n)^\top$ of $t$. For each $b$, we also collect coefficients of $x^a_t$ in (12) under the obtained constraints and derive the system $2 X^a_{tt} T_t - X^a_{tt} H_{tt} = 0$ or, equivalently, $(H^{ab} T_t^{-1/2})_t = 0$, which integrates to $H = T_t^{1/2} C$, where $C$ is a constant invertible $n \times n$ matrix; see also footnote 1 for the proper interpretation of $T_t^{1/2}$. The substitution of the obtained expressions for $T$ and $X$ into the rest of (12) consisting of the terms without the first derivative of $\mathbf{x}$ leads to the equation

$$T_t (H_{tt} x + h_{tt} + H V x) - T_{tt} (H_t x + h) - T_t^3 \bar{V} (H x + h) = 0.$$ 

The subsequent splitting with respect to $\mathbf{x}$ gives the $V$-component of equivalence transformations,

$$\bar{V} = \frac{1}{T_t^2} \left( H_{tt} + H V - \frac{T_{tt}}{T_t} H_t \right) H^{-1} = \frac{1}{T_t^2} C V C^{-1} + \frac{2 T_t T_{tt} - 3 T_t^2}{4 T_t^4} E,$$ \tag{13}

and the system

$$T_t h_{tt} - T_t h - T_t^3 \bar{V} h = 0.$$ \tag{14}
Splitting the system (14) with respect to the transformed arbitrary elements $\tilde{v}^{ab}$, we obtain $h = 0$. Therefore, any element of the group $G_{\tilde{L}}^*$ is of the form (8), and any transformation of this form belongs to $G_{\tilde{L}}^*$.

It is obvious that the action of $G_{\tilde{L}}^*$ on the class $\mathcal{L}'$ preserves its subclasses $\mathcal{L}'_0$ and $\mathcal{L}'_1$. Moreover, in course of computing the equivalence group of the subclass $\mathcal{L}'_1$, the system (12) is split in the same way as in the course of computing $G_{\tilde{L}}^*$, and we obtain the same form (8) for elements of this group as for those of $G_{\tilde{L}}^*$. Hence the equivalence group of the subclass $\mathcal{L}'_1$ coincides with $G_{\tilde{L}}^*$.

For the subclass $\mathcal{L}'_0$, the auxiliary system (9) is extended by the algebraic equations (7). We can repeat the above procedure for this subclass, splitting with respect to $\tilde{v}_i$ and $\tilde{v}$ instead of $\tilde{v}^{ab}_i$ and $\tilde{v}^{ab}$, where $\tilde{v}$ denotes the common value of $\tilde{V}^{11}$, ..., $\tilde{V}^{nn}$. The only difference in results is that now the matrix relation (13) holds for $V$ satisfying (7). The condition of preserving the additional auxiliary system (7) by $T$ is independent on that for the joint system (6) and (9). It implies that $V^{ab} = 0$, $a \neq b$, $V^{11} = \cdots = V^{nn}$ whenever $V^{ab} = 0$, $a \neq b$, $V^{11} = \cdots = V^{nn}$. The last condition is consistent with (13). The above consideration means that the canonical significant equivalence group of the subclass $\mathcal{L}'_0$ coincides with the group $G_{\tilde{L}}^*$ as well, which completes proving item (i) of the theorem.

To compute the equivalence groupoids of the class $\mathcal{L}'$, we apply the direct method as well. Suppose that the triple $(V, \Phi, \tilde{V})$ is an admissible transformation of the class $\mathcal{L}'$. Here $\Phi$ is a point transformation in the space with coordinates $(t, x)$,

$$\Phi: \tilde{t} = T(t, x), \quad \tilde{x} = X(t, x), \quad \text{where} \quad X = (X^1, \ldots, X^n)^T, \quad J := \left| \frac{\partial(T, X)}{\partial(t, x)} \right| \neq 0$$

on the domain $\Omega \subseteq \mathbb{F}^{n+1}$ of $\Phi$, that maps the system $L_V'$ to the system $L_{\tilde{V}}'$. The second prolongation of $\Phi$ is computed according to (10). To derive the system of determining equations for the components of $\Phi$ and the expression of $\tilde{V}$ in terms of $V$, $T$ and $X$, we substitute the above expression for $\tilde{x}_l$ and then $T$, $X$ and $V x$ for $\tilde{t}$, $\tilde{x}$ and $x_{lt}$, respectively, into the system $L_{\tilde{V}}'$. This leads to the system

$$(X^a_l + 2X^a_{lb}x^b + X^a_{bc}x^b x^c + X^a_l V^{bc} x^c)(T_l + T_d x^d_l) - (X^a_l + 2X^a_{lb}x^b + X^a_{bc}x^b x^c + X^a_l V^{bc} x^c) - \tilde{V}^{ab} X^b(T_l + T_c x^c_l)^3 = 0,$$

where $T_a := \partial T/\partial x^a$, etc., which is the counterpart of the system (12). It is convenient to handle the system (15) in a different way. For each value of $a$, the left-hand side of (15) and all of its parts are polynomials in the components of $x_l$ with coefficients depending on $(t, x)$. The polynomial $P_l := T_l + T_d x^d_l$ divides the first and the third summands in (15). Hence it divides the second summand as well. If the degree of the polynomial $P_l$ (with respect to the components of $x_l$) equals one, then it divides a factor in the second summand, and this should be the first factor since otherwise $J = 0$. The divisibility of the first factor by $P_l$ is trivial if $P_l$ does not depend on $x_l$. As a result, there exist functions $\Lambda^0$ and $\Lambda^a$ of $(t, x)$ such that

$$T_l + 2T_{lb}x^b + T_{bc}x^b x^c + T_{lb} V^{bc} x^c = (\Lambda^0 + \Lambda^c x^c_l)(T_l + T_d x^d_l),$$

$$X^0_l + 2X^0_{lb}x^b + X^0_{bc}x^b x^c + X^0_l V^{bc} x^c = (\Lambda^0 + \Lambda^c x^c_l)(X^a_l + X^a_{dh} x^d_l) + \tilde{V}^{ab} X^b(T_l + T_c x^c_l)^2.$$

Introducing the notation $x^0 := t$, $X^0 := T$ and $\tilde{V}^{0b} := 0$, we represent the equations (16a) and (16b) in a unified form,

$$X^0_{\kappa\mu} x^\kappa_l x^\mu_l + X^0_l V^{bc} x^c(x^0_l)^2 = \Lambda^\mu x^\mu_l X^\nu_l x^\nu_l + \tilde{V}^{0b} X^b(X^0_{\kappa\mu} x^\mu_l)^2.$$

Here and up to the end of the proof, the indices $\kappa$, $\lambda$, $\mu$ and $\nu$ run from 0 to $n$. The splitting of the system (16) with respect to $(x^0_l)_b = 1, \ldots, n$ is equivalent to the splitting of the system (17)
with respect to \((x_\lambda^a)_{\lambda=0,\ldots,n}\), which leads to the complete system of determining equations for admissible transformations in the class \(\mathcal{L}'\),

\[
X_{\lambda\mu} = \frac{1}{2}(\Lambda^\mu X_{\lambda}^\mu + \Lambda^\lambda X_{\mu}^\mu) + \tilde{V}^{\mu\nu} X_\lambda^\nu X_\mu^\nu - X_\lambda^b V^{bc} x^c_{\delta\delta_0 \delta_0 \mu},
\]

where \(\delta_{\lambda\mu}\) is the Kronecker delta.

In view of the trivial identity \(\partial_\nu X_{\lambda\mu} = \partial_\mu X_{\lambda\nu}\), for each fixed value of \((\kappa, \lambda, \mu)\), we differentiate the corresponding equation in (18) with respect to \(x^\nu\) with \(\nu \neq \mu\) and subtract the obtained differential consequence of (18) from the similar consequence with permuted \(\mu\) and \(\nu\). This gives the equations

\[
\frac{1}{2} X_{\lambda\kappa} K^{\mu\nu} + \frac{1}{2} X_{\mu\kappa} M^{\lambda\nu} - \frac{1}{2} X_{\mu\kappa} M^{\lambda\mu} + \tilde{V}^{\nu\kappa} (X_\lambda^\nu X_\mu^\mu - X_\mu^\nu X_\lambda^\mu) = 0,
\]

where \(K^{\mu\nu} := \Lambda^{\mu\nu} - \Lambda^\mu \Lambda^\nu\) (hence \(K^{\mu\nu} = -K^{\nu\mu}\)) and \(M^{\lambda\nu} := \Lambda^\lambda \Lambda^\nu - \frac{1}{2} \Lambda^{\nu\mu} \Lambda^\lambda + \Lambda^b V^{bc} x^c_{\delta\delta_0 \delta_0 \lambda}\). We take each pair of equations of the form (19) with the same values of \(\kappa, \mu\) and \(\nu\), different values of \(\lambda\) and \(\lambda'\), multiply these equations by \(2X_\lambda^0\) and \(2X_{\lambda'}^0\), respectively, and thus its independent equations are exhausted, e.g., by those with \(\nu < \mu\) and \(\lambda < \lambda'\). The function tuples \(X_{\mu} = 0\), \(\ldots, n\), are linearly independent at each point \((x, T)\) since \(J = \det(X_{\mu}^\mu) \neq 0\) on \(\Omega\). This means that we can split the system (20), collecting the coefficients of \(X_{\lambda}\) for each fixed \(\lambda\) and equating them to zero.

Suppose that there exists \(b\) with \(X_b^0 \neq 0\).

If \(n \geq 3\), then for each value of the tuple of \((\lambda, \lambda', \mu, \nu)\) with \(0 = \lambda \neq \lambda' < \mu < \nu\) or with \(\lambda \neq \lambda'\), \(\lambda' = 0\), \(\mu < \nu\) and \(\nu \neq \lambda\), after collecting the coefficients of \(X_{\lambda}\), we obtain \(K^{\mu\nu} X_{\lambda'}^0 = 0\). In the last system, the subscript \(\lambda'\) runs from 1 to \(n\), and thus \(K^{\mu\nu} = 0\) for any \(\mu, \nu = 0, \ldots, n\).

In the case \(n = 2\), we collect the coefficients of \(X_0\) in the equations from the system (20) with \((\lambda, \lambda', \mu, \nu) = (0, a, 1, 2), a \in \{1, 2\}\), and derive the equations \(K^{12} X_0^0 = 0\), which jointly imply \(K^{12} = 0\). Then collecting the coefficients of \(X_1\) and \(X_2\) in the same equations from the system (20) leads to the equations \(M^{0a} X_0^0 - M^{a0} X_0^0 = 0\). Considering the coefficients of \(X_b\) and \(X_0\) in the equations (20) with \((\lambda, \lambda', \mu, \nu) = (1, 2, 0, 1)\) and \((\lambda, \lambda', \mu, \nu) = (0, 2, 0, 1)\), respectively, we obtain \(K^{01} X_0^1 = 0\) and \(K^{01} X_0^2 + M^{01} X_0^2 - M^{21} X_0^0 = 0\). Hence \(K^{01} X_0^2 = 0\) as well, and together with \(K^{01} X_0^1 = 0\) this gives \(K^{01} = 0\). In a similar way, we derive \(K^{02} = 0\).

As a result, in total we again have that \(K^{\mu\nu} = 0\) for any \(\mu, \nu = 0, \ldots, n\).

Then, taking into account the last condition, we consider an equation from the system (20) with \(\nu = \lambda' = 0\) and, therefore, \(\mu \lambda = 0\). Collecting the coefficients of \(X_b\) with \(b \neq \mu\) and \(X_{\mu}\), we respectively obtain the equations \(V^{\mu a} X_{0b}^0 = 0\) with \(b \neq \mu\) and \(M^{\lambda a} X_{0b}^0 - M^{a0} X_{0b}^0 - 2 V^{\mu\nu} X_{0b}^0 = 0\). Subtracting the last equation from the similar equation, where \(\mu\) is replaced by \(\mu' \notin \{0, \mu\}\), gives \((V^{\mu\nu} - V^{\nu\mu'}) X_{0b}^0 = 0\). Since here the subscript \(\lambda\) runs from 1 to \(n\), the derived equations imply \(V^{ab} = 0\) and \(V^{aa} = V^{bb}\) for \(a \neq b\). (Above there is no summation with respect to the repeated indices \(\mu, \mu', a, b\).)

Summing up, we prove that the matrix-valued function \(V\) is proportional to the identity matrix \(E\) with time-dependent proportionality factor if \(X_b^0 \neq 0\) for some \(b\).

Therefore, for the other values of the matrix-valued parameter function \(V\), we have \(X_b^0 = 0\) for any \(b\), i.e., the \(t\)-component \(T\) of \(\Phi\) depends only on \(t\), \(T = T(t)\), and \(T_t \neq 0\) since \(J \neq 0\).
Then the equations (16a) imply $A^c = 0$, and thus collecting coefficients of quadratic in $x_t$ terms in the equations (16b) gives $X^a_{bc} = 0$ for any $a$, $b$ and $c$. The further computation can be based on the system (15). It is analogous to the above computation of the group $G^\sim_{\mathcal{L}_1}$ and results in the relation (13) between the source and target arbitrary-element tuples $V$ and $\bar{V}$ as well as in the system (14) meaning that the composition $h \circ T$ of $h$ with the inverse $T$ of $T$ is a solution of the system $L^\prime$. Hence the matrix-valued functions $V$ and $\bar{V}$ are simultaneously not proportional to the identity matrix $E$ with time-dependent proportionality factors. In other words, the action of the groupoid $G^\sim_{\mathcal{L}_1}$ preserves the subclass $L^\prime$ and hence the subclass $L^\prime_0$ as well since it is the complement of $L^\prime_0$ in $L^\prime$, which proves item (ii). Moreover, any admissible transformation in $L^\prime_1$ is the composition of two admissible transformations, one generated by an equivalence transformation from $L^\prime_0$ to $L^\prime_0$, and one related to the linear superposition of solutions of $L^\prime_0$, and thus item (iii) holds true. The fact that the subclass $L^\prime_0$ is the $G^\sim_{\mathcal{L}_1}$-orbit of $L^\prime_0$ is obvious since any system from $L^\prime_0$ is $G^\sim_{\mathcal{L}_1}$-equivalent to the elementary (free particle) system $L^\prime_0$. Consequently, the subclasses $L^\prime_0$ and $L^\prime_1$ are semi-normalized in the usual sense and admit the same equivalence group, which implies the semi-normalization of the entire class $L^\prime$ and completes the proof of item (iv).

**Remark 5.** The equivalence group of the reparameterized subclass $L^\prime_0$, where $v = v(t)$ with $V = vE$, is assumed as the single arbitrary element instead of the arbitrary-element matrix $V$, consists of the point transformations in the space with the coordinates $(t, x, v)$, whose $(t, x)$- and $v$-components are respectively given by (8a) and

$$\bar{v} = \frac{1}{T_{11}}v + \frac{2TT_{1u} - 3T_{1t}^2}{4T_{11}^2}.$$

**Remark 6.** Denote by $G^{\sim_{\mathcal{L}_1}|_{L^\prime_0}}$, $G^{\sim_{\mathcal{L}_1}|_{L^\prime_1}}$, $G^\text{lin}_{\mathcal{L}_1}$ and $G_0$ the restriction of the action groupoid $G^{\sim_{\mathcal{L}_1}}$ of the equivalence group $G^{\sim_{\mathcal{L}_1}}$ to the subclasses $L^\prime_0$ and $L^\prime_1$, the groupoid related to the linear superposition of solutions within the subclass $L^\prime_0$ and the vertex group of the system $L^\prime_0$, respectively,

$$G^{\sim_{\mathcal{L}_1}|_{L^\prime_0}} = G^{\sim_{\mathcal{L}_1}} \cap G_{\mathcal{L}_1}, \quad G^{\sim_{\mathcal{L}_1}|_{L^\prime_1}} = G^{\sim_{\mathcal{L}_1}} \cap G_{\mathcal{L}_1}, \quad G^\text{lin}_{\mathcal{L}_1} \subset G_{\mathcal{L}_1},$$

where $G^{\sim_{\mathcal{L}_1}}_{\mathcal{L}_1}$ is the fundamental groupoid of $L^\prime_1$. Item (iv) of Theorem 4 is reformulated in terms of admissible transformations in the following way: for any $T \in G^{\sim_{\mathcal{L}_1}}_{L^\prime_0}$ there exist $T_1, T_3 \in G^{\sim_{\mathcal{L}_1}|_{L^\prime_0}}$ and $T_2 \in G_0$ such that $T = T_1 \circ T_2 \circ T_3$. Here ‘∗’ denotes the operation of composing of admissible transformations [66]. Since $G^\text{lin}_{\mathcal{L}_1}$ is a normal subgroupoid of $G^{\sim_{\mathcal{L}_1}}_{L^\prime_1}$, item (iii) of Theorem 4 means that $G^{\sim_{\mathcal{L}_1}}_{L^\prime_1}$ is a semidirect product of $G^{\sim_{\mathcal{L}_1}|_{L^\prime_1}}$ and $G^\text{lin}_{\mathcal{L}_1}$.

From Theorem 4, we can derive the descriptions of the equivalence groupoids of the subclasses $\mathcal{L}$ and $\mathcal{L}$. The auxiliary system for the arbitrary elements of the class $\mathcal{L}$ is

$$A_{x_t} = A_{x_t} = A_{x_{tt}} = 0, \quad B_{x_v} = B_{x_v} = B_{x_{tt}} = 0, \quad f_{x_v} = f_{x_v} = f_{x_{tt}} = 0,$$

and its counterpart for the class $\mathcal{L}$ is its subsystem consisting of the equations to $A$ and $B$ but not to $f$. Denote by $\mathcal{L}_0$ and $\mathcal{L}_0$ the $G^{\sim_{\mathcal{L}_1}}_{\mathcal{L}}$- and $G^{\sim_{\mathcal{L}_1}}_{\mathcal{L}}$-orbits of the elementary system $x_u = 0$, respectively, and let $\mathcal{L}_1 := \mathcal{L} \setminus \mathcal{L}_0$ and $\mathcal{L}_1 := \mathcal{L} \setminus \mathcal{L}_0$. The consideration in the beginning of this section implies that the subclasses $\mathcal{L}_0$ and $\mathcal{L}_0$ are respectively singled out from their superclasses $\mathcal{L}$ and $\mathcal{L}$ by the constraint that the matrix-valued function $B - \frac{1}{2}A_t + \frac{1}{4}A^2$ is proportional to the identity matrix $E$ with time-dependent proportionality factor. In other words, the extension of the auxiliary systems for $\mathcal{L}_0$ and $\mathcal{L}_0$ is given by the equations $(B - \frac{1}{2}A_t + \frac{1}{4}A^2)_{mn} = 0, a \neq b, (B - \frac{1}{2}A_t + \frac{1}{4}A^2)^{11} = \cdots = (B - \frac{1}{2}A_t + \frac{1}{4}A^2)^{22}$. 
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Theorem 7. (i) The equivalence group $G^*_L$ of the class $L$ consists of the transformations of the form

$$i = T(t), \quad \vec{x} = H(t)x + h(t),$$

$$\vec{A} = T^{-2}(T_t HA + 2T_t H t - T_t H H^{-1}),$$

$$\vec{B} = T^{-3}(T_t HB - T_t^2 \vec{A} H t + T_t H H H^{-1}),$$

$$\vec{f} = T^{-3}(T_t H \vec{f} + T_t h H t - T_t^2 \vec{A} h t - T_t^3 B h),$$

where $T = T(t)$ is an arbitrary function of $t$ with $T_t \neq 0$, $H$ is an arbitrary invertible $n \times n$ matrix-valued function of $t$ and $h$ is an arbitrary vector-valued function of $t$. The equivalence groups of the subclasses $L_1$ and $L_0$ coincide with $G^*_L$.

(ii) The partition of the class $L$ into its subclasses $L_0$ and $L_1$ induces the partition of the groupoid $G^*_L$ into its subgroupoids $G^*_L \setminus L_0$ and $G^*_L \setminus L_1$. $G^*_L = G^*_L \setminus L_0 \cup G^*_L \setminus L_1$.

(iii) The subclass $L_1$ is normalized in the usual sense.

(iv) The subclass $L_0$ and the entire class $L$ are semi-normalized in the usual sense.

Proof. It is easy to check by direct computation that any transformation of the form (21) is an equivalence transformation of the class $L$ and its subclasses $L_0$ and $L_1$. Let us prove simultaneously with the other claims of the theorem that this class has no other equivalence transformations.

Consider any two similar systems $L_\theta$ and $L_{\bar{\theta}}$ from the class $L$, and let the systems $L'_V$ and $L'_{\bar{\theta}}$ from the class $L'$ be respectively the images of $L_\theta$ and $L_{\bar{\theta}}$ under the mapping of $L$ to $L'$ that is introduced in the first paragraph of this section. If $L_\theta \in L_0$, then $L'_V \in L'_0$, $L'_{\bar{\theta}} \in L'_0$, and thus $L_{\bar{\theta}} \in L_0$. Therefore, the subclass $L_0$ is preserved by the action of $G^*_L$ on $L$. Then the subclass $L_1$ is also preserved as the complement of $L_0$ in $L$, which gives item (ii).

Let $\Phi$ and $\hat{\Phi}$ be the point transformations of the form (5a) that are associated with these systems under the above mapping, $\Phi_\theta L_\theta = L'_V$ and $\hat{\Phi}_{\bar{\theta}} L_{\bar{\theta}} = L'_{\bar{\theta}}$, and let $\Psi$ be a point transformation mapping $L_\theta$ to $L_{\bar{\theta}}$. Then the transformation $\hat{\Psi} := \hat{\Phi} \circ \Psi \circ \Phi^{-1}$ maps $L'_V$ to $L'_{\bar{\theta}}$.

Consider separately the cases $L_\theta \in L_1$ and $L_\theta \in L_0$.

For $L_\theta \in L_1$, we have that $L'_V \in L'_1$. In view of item (iii) of Theorem 4, the transformation $\hat{\Psi}$ is the composition of a point transformation of the form (8a) and a point-symmetry transformation of linear superposition of solutions for the system $L'_V$, whereas the relation between $V$ and $\hat{V}$ is given by (8b). Hence the transformation $\Psi = \Phi^{-1} \circ \hat{\Psi} \circ \Phi$ is of the form (21a), and the arbitrary-element tuples $\theta$ and $\bar{\theta}$ are related according to (21b) and (21c). In other words, any admissible transformation in the subclass $L_1$ is induced an equivalence transformation of the form (21). Therefore, the subclass $L_1$ is normalized in the usual sense. Since there is no non-identity insignificant or gauge equivalence transformations in this subclass, its equivalence group is exhausted by the transformations in the space with coordinates $(t, x, A, B, f)$ whose components are defined by (21).

For $L_\theta \in L_0$, we have that $L'_V \in L'_0$, and thus item (iv) of Theorem 4 is relevant here. The transformation $\hat{\Psi}$ is the composition of a transformation of the form (8a) and a point-symmetry transformation of the system $L'_V$, whereas the relation between $V$ and $\hat{V}$ is still given by (8b). This implies that the arbitrary-element tuples $\theta$ and $\bar{\theta}$ are again related according to (21b) and (21c), and the transformation $\Psi = \Phi^{-1} \circ \hat{\Psi} \circ \Phi$ is the composition of a transformation of the form (21a) and a point-symmetry transformation of the system $L_{\bar{\theta}}$. Therefore, any admissible transformation in the subclass $L_0$ is the composition of an admissible transformation induced an equivalence transformation of the form (21) and an element of the vertex group for the corresponding target arbitrary element. The only insignificant or gauge equivalence transformation in the subclass $L_0$ is the identity transformation. This means that the subclass $L_0$ is semi-normalized in the usual sense, and its equivalence group is exhausted by the same transformations as that of the subclass $L_1$. 
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Since the equivalence groups of the subclasses \( \bar{L}_0 \) and \( \bar{L}_1 \) coincide, and these subclasses are preserved under the action of \( G_{\bar{L}_0} \) on \( \bar{L} \), the equivalence group of the entire class \( \bar{L} \) is the same and, moreover, this class is semi-normalized in the usual sense. \( \square \)

**Corollary 8.** (i) The equivalence group \( G_{\bar{L}_0} \) of the class \( L \) is the projection, on the space with coordinates \((t, x, A, B)\), of the subgroup of \( G_{\bar{L}_0} \) singled out by the constraint \( h = 0 \). The equivalence groups of the subclasses \( L_1 \) and \( L_0 \) coincide with \( G_{\bar{L}_0} \).

(ii) The partition of the class \( L \) into its subclasses \( L_0 \) and \( L_1 \) induces the partition of the groupoid \( G_{\bar{L}} \) into its subgroups \( G_{\bar{L}_0} \) and \( G_{\bar{L}_1} \); \( G_{\bar{L}} = G_{\bar{L}_0} \cup G_{\bar{L}_1} \).

(iii) The subclass \( L_1 \) is uniformly semi-normalized with respect to linear superposition of solutions.

(iv) The subclass \( L_0 \) and the entire class \( L \) are semi-normalized in the usual sense.

**Proof.** The optimal way for proving this corollary is to modify the proof of Theorem 7, replacing the classes \( \bar{L}, \bar{L}_0 \) and \( \bar{L}_1 \) by their “homogeneous” counterparts \( L, L_0 \) and \( L_1 \), respectively. We can also assume that \( \Phi \) and \( \tilde{\Phi} \) are the point transformations of the form (5a) with \( h = 0 \).

We have \( f = 0 \) and \( \tilde{f} = 0 \) for any admissible transformation between homogeneous systems in the class \( L \), and thus the composition \( h \circ T \) of the corresponding value of the parameter function \( h \) with the inverse \( \tilde{T} \) of \( T \) is a solution of the target system. The only common solution of the systems in the class \( L \) (resp. in the subclass \( L_0 \) or \( L_1 \)) is the zero solution. Hence \( h = 0 \) for elements of the equivalence groups \( G_{\bar{L}_0}, G_{\bar{L}_0} \) and \( G_{\bar{L}_1} \). Moreover, the normalization of \( \bar{L}_1 \) in the usual sense is converted into the uniform semi-normalization of \( L_1 \) with respect to linear superposition of solutions. \( \square \)

Due to appearing the parameter function \( T \) of \( t \) among the parameters of the equivalence group \( G_{\bar{L}_0} \), we can further gauge the arbitrary elements of the class \( L' \). For any source value of the arbitrary-element matrix \( V \), an element of \( G_{\bar{L}_0} \) of the form (8) with \( C = E \) and \( T \) satisfying the equation

\[
\frac{2TTT - 3T^2}{4T^2} + \text{tr} \ V = 0, \quad \text{or} \quad \{T, t\} = -\frac{2}{n} \text{tr} \ V,
\]

maps the system \( L'_V \) to a system \( L'_\tilde{V} \) with \( \text{tr} \tilde{V} = 0 \). (Here \( \{T, t\} := T_{III}/T_t - \frac{3}{2}T^2_{tt}/T_t^2 \) is the Schwarzian derivative of \( T \) with respect to \( t \).) In other words, the class \( L' \) is mapped by a family of equivalence transformations parameterized by \( \text{tr} V \) to its subclass \( L'' \) constituted by the systems of the form (6) with traceless values of the arbitrary-element matrix \( V \). Note that the subclass \( L''_0 = L'' \cap L'_0 \) consists of the single elementary system \( L'_0 \): \( x_{tt} = 0 \), and thus \( L''_1 = L'' \cap L'_1 = L' \setminus \{L'_0\} \). We do not reparameterize the class \( L'' \) in order to avoid loosing the symmetry between entries of the arbitrary-element matrix \( V \), and since the constraint \( \text{tr} V = 0 \) singling out the subclass \( L'' \) from the class \( L' \) is algebraic, this leads to the appearance insignificant equivalence transformations within the class \( L'' \), see Section A for definitions and explanations. This is why we present the canonical significant equivalence group of the class \( L'' \) instead of the entire equivalence group.

**Corollary 9.** (i) The canonical significant equivalence group \( G_{\bar{L}''} \) of the class \( L'' \) consists of the transformations

\[
\begin{align*}
\hat{t} &= \frac{\alpha t + \beta}{\gamma t + \delta}, \quad \hat{x} = \frac{1}{\gamma t + \delta} Cx, \\
\hat{V} &= (\gamma t + \delta)^4 CVC^{-1},
\end{align*}
\]

(22a)

where \( \alpha, \beta, \gamma \) and \( \delta \) are arbitrary constants with \( \alpha \delta - \beta \gamma = 1 \) over \( \mathbb{C} \) and \( \alpha \delta - \beta \gamma = \pm 1 \) over \( \mathbb{R} \), and \( C \) is an arbitrary constant invertible \( n \times n \) matrix.\(^2\) The canonical significant equivalence

\( \text{The parameter tuple \((\alpha, \beta, \gamma, \delta, C)\) is defined up to simultaneously alternating the signs of its components, \((\alpha, \beta, \gamma, \delta, C) \mapsto (-\alpha, -\beta, -\gamma, -\delta, -C).\)\)}}
group of the subclass $\mathcal{L}_0''$ coincides with $G'_0$, whereas a significant equivalence group of the subclass $\mathcal{L}_0''$ is the trivial (identity) prolongation of the point-symmetry group of the elementary system $L_0'$ to the arbitrary-element matrix $V$.

(ii) The partition of the class $\mathcal{L}''$ into its subclasses $\mathcal{L}_0''$ and $\mathcal{L}_1''$ induces the partition of the groupoid $G'_0$ into its subgroupoids $G'^{\sim}_{0_1}$ and $G'^{\sim}_{0_2}$, $G'^{\sim}_{0} = G'^{\sim}_{0_1} \sqcup G'^{\sim}_{0_2}$.

(iii) The subclass $\mathcal{L}_1''$ is uniformly semi-normalized with respect to linear superposition of solutions.

(iv) The subclass $\mathcal{L}_0''$ is trivially normalized in the usual sense since $G'^{\sim}_{0_0} = G_0$, and thus the entire class $\mathcal{L}''$ is semi-normalized in the usual sense as well.

Proof. In fact, this corollary is a consequence of the proof of Theorem 4 rather than of its statement. In particular, the analysis of this proof shows that imposing the constraint $\text{tr } V = 0$ has no influence on splitting the systems (11), (12) and (15) with respect to the first derivatives $x_t$ and the transformed arbitrary elements $V^{a b}$. Therefore, up to insignificant summands, which depend on $(t, x, V)$ and vanish whenever $\text{tr } V = 0$, each equivalence transformation in the class $\mathcal{L}''$ is of the form (8). Taking into account the constraints $\text{tr } V = 0$ and $\text{tr } \tilde{V} = 0$, we derive from (8b) that the Schwarzian derivative of the function $T$ vanishes, i.e., the function $T$ is fractional linear in $t$.

It natural to call $\mathcal{L}_0$ and $\mathcal{L}_1$ the singular and the regular subclasses of $\mathcal{L}$. Analogously, we define the singular and the regular subclasses for the classes $\mathcal{L}$, $\mathcal{L}'$, and $\mathcal{L}''$.

\section{Equivalence algebras}

The equivalence algebra $\mathfrak{g}_\mathcal{L}$ of a class $\mathcal{K}$ of systems of differential equations consists of the vector fields (on the associated space with the independent and dependent variables and the arbitrary elements) that are infinitesimal generators of one-parameter subgroups of the corresponding equivalence group $G'_0$. This is why it is needless to use the infinitesimal Lie method for computing $\mathfrak{g}_\mathcal{L}$ if the group $G'_0$ has been found, which is the case for the classes $\mathcal{L}$, $\mathcal{L}'$, $\mathcal{L}''$ and their singular and regular subclasses.

Corollary 10. The equivalence algebra $\mathfrak{g}_\mathcal{L}$ of the class $\mathcal{L}$ is spanned by the vector fields

\[
\tau \partial_t - \tau_t A^{ab} \partial_{A^{ab}} - \tau_u \partial_{A^{ua}} - 2 \tau_t B^{ab} \partial_{B^{ab}} - 2 \tau_t f^a \partial_{f^a},
\]

\[
\eta^{ab} x^b \partial_{x^a} + (\eta^{ac} A^{cb} - A^{ac} \eta^{cb} + 2 \eta^{cb}) \partial_{A^{ab}} + (\eta^{ac} B^{cb} - B^{ac} \eta^{cb} - A^{ac} \eta^{cb} + \eta^{cb}) \partial_{B^{ab}} + \eta^{ab} f^b \partial_{f^a},
\]

\[
\chi^a \partial_{x^a} + (\chi^a_l - A^{ab} \chi^b_l - B^{ab} \chi^b) \partial_{f^a},
\]

where $\tau$, $\eta^{ab}$ and $\chi^a$ are arbitrary functions of $t$.

Proof. To construct families of vector fields jointly constituting a spanning set for $\mathfrak{g}_\mathcal{L}$, we compute the infinitesimal generators for a special set of one-parameter subgroups of $G'_0$. More specifically, we successively take one of the (scalar-, matrix- and vector-valued) parameter functions $T$, $H$ and $h$ to depend on a continuous subgroup parameter $\varepsilon$, set the other parameter functions to their values associated with the identity transformation, which are $t$, $E$ and 0 for $T$, $H$ and $h$, respectively, differentiate the transformation components with respect to $\varepsilon$ and evaluate the result at $\varepsilon = 0$. This gives the corresponding components of the required infinitesimal generators. After denoting

\[
\tau := \frac{dT}{d\varepsilon} \bigg|_{\varepsilon=0}, \quad \eta^{ab} := \frac{dH^{ab}}{d\varepsilon} \bigg|_{\varepsilon=0}, \quad \chi^a := \frac{dh^a}{d\varepsilon} \bigg|_{\varepsilon=0},
\]

we obtain the vector fields presented in the statement.
Corollary 11. The equivalence algebra \( \mathfrak{g}_{L} \) of the class \( \mathcal{L} \) is spanned by the vector fields
\[
\tau \partial_t - \tau A^b \partial_{A^b} - \tau \xi \partial_{\xi} - 2\tau B^{ab} \partial_{B^{ab}},
\]
\[
\eta^{ab} x^b \partial_{x^a} + (\eta^{ac} A^b - A^{ac} \eta^{cb} + 2\eta^{ab}) \partial_{A^c} + (\eta^{ac} B^{b} - B^{ac} \eta^{cb} - A^{ac} \eta^{cb} + \eta^{ab}) \partial_{B^{ab}},
\]
where \( \tau \) and \( \eta^{ab} \) are arbitrary functions of \( t \).

**Proof.** To construct the algebra \( \mathfrak{g}_{L} \), it suffices to set the parameter functions \( \chi^a \) to zero and project the obtained vector fields to the space with coordinates \((t, x, A, B)\).

Corollary 12. The equivalence algebra \( \mathfrak{g}_{L'} \) of the class \( \mathcal{L}' \) is spanned by the vector fields
\[
\hat{D}(\tau) = \tau \partial_t + \frac{1}{2} \tau t x^a \partial_{x^a} - 2\tau V^{ab} \partial_{V^{ab}},
\]
\[
\hat{I}^{ab} = x^b \partial_{x^a} + V^{bc} \partial_{V^{ac}} - V^{ca} \partial_{V^{cb}},
\]
where \( \tau \) is an arbitrary function of \( t \).

**Proof.** In contrast to the proof of Corollary 10, here we find all the infinitesimal generators \( Q \) of the equivalence group \( \tilde{G}_{L'} \). We take an arbitrary one-parameter subgroup of this group, assuming that in (8), the function \( T \) and the matrix \( C \) additionally depend on a parameter \( \varepsilon \), i.e., \( T = T(t, \varepsilon) \) and \( C = C(\varepsilon) \), and \( T(t, 0) = t \) and \( C(0) = E \). Denote \( \tau(t) := T_\varepsilon(t, 0) \) and \( \Gamma := C_\varepsilon(0) \). Differentiating the general element of the subgroup with respect to \( \varepsilon \) at \( \varepsilon = 0 \), we derive the general form of infinitesimal generators for \( \tilde{G}_{L'} \),
\[
Q = \tau \partial_t + \left( \frac{1}{2} \tau t x^a + \Gamma^{ab} x^b \right) \partial_{x^a} + \left( \frac{1}{2} \tau \xi \partial_{\xi} - 2\tau V^{ab} + [\Gamma, V]^{ab} \right) \partial_{V^{ab}},
\]
where \( \tau = \tau(t) \) is an arbitrary function of \( t \), \( \Gamma = (\Gamma^{ab}) \) is an arbitrary constant \( n \times n \) matrix, and \( \delta_{ab} \) is the Kronecker delta.

Corollary 13. A basis of the significant equivalence algebra \( \mathfrak{g}^{\sim}_{L''} \) of the class \( \mathcal{L}'' \) consists of the vector fields
\[
\hat{D}(1) = \partial_t, \quad \hat{D}(t) = t \partial_t + \frac{1}{2} t x^a \partial_{x^a} - 2 V^{ab} \partial_{V^{ab}}, \quad \hat{D}(t^2) = t^2 \partial_t + t x^a \partial_{x^a} - 4 t V^{ab} \partial_{V^{ab}},
\]
\[
\hat{I}^{ab} = x^b \partial_{x^a} + V^{bc} \partial_{V^{ac}} - V^{ca} \partial_{V^{cb}}.
\]

**Proof.** Since the significant equivalence group \( \tilde{G}^{\sim}_{L''} \) of the class \( \mathcal{L}'' \) is a subgroup of \( \tilde{G}_{L'} \), that is singled out by the condition that the parameter function \( T \) is fractional linear in \( t \), the algebra \( \mathfrak{g}^{\sim}_{L''} \) is the subalgebra of \( \mathfrak{g}_{L'} \) with \( \tau \) running \( 1, t, t^2 \).

It obviously follows from assertions of Section 2 and of this section that \( \mathfrak{g}^{\sim}_{L_0} = \mathfrak{g}^{\sim}_{L_1} = \mathfrak{g}^{\sim}_{L}, \mathfrak{g}^{\sim}_{L_0} = \mathfrak{g}^{\sim}_{L_1} = \mathfrak{g}^{\sim}_{L'}, \mathfrak{g}^{\sim}_{L_0} = \mathfrak{g}^{\sim}_{L_1} = \mathfrak{g}^{\sim}_{L''}. \)

4 Preliminary analysis of Lie symmetries

For each pair \((\mathcal{K}, \tilde{\mathcal{K}})\) of classes in each of the chains
\[
\tilde{\mathcal{L}} \leftarrow \mathcal{L} \leftarrow \mathcal{L}' \supset \mathcal{L}'' \leftarrow \tilde{\mathcal{L}}_0 \leftarrow \mathcal{L}_0 \supset \mathcal{L}'_0 \supset \mathcal{L}''_0, \quad \tilde{\mathcal{L}}_1 \leftarrow \mathcal{L}_1 \leftarrow \mathcal{L}'_1 \supset \mathcal{L}''_1,
\]
where \( \tilde{\mathcal{K}} \) is a subsequent class for \( \mathcal{K} \), any system from the class \( \mathcal{K} \) is mapped by an element of the equivalence group \( \tilde{G}^{\sim}_{\mathcal{K}} \) to a system from the class \( \tilde{\mathcal{K}} \). In other words, the class \( \mathcal{K} \) is mapped to its subclass \( \tilde{\mathcal{K}} \) by a family of equivalence transformations parameterized by arbitrary elements of \( \mathcal{K} \). Moreover, the \( \tilde{G}^{\sim}_{\mathcal{K}} \) and \( \tilde{G}^{\sim}_{\tilde{\mathcal{K}}} \)-equivalences within the classes \( \mathcal{K} \) and \( \tilde{\mathcal{K}} \), respectively, are consistent in the sense that systems from the class \( \mathcal{K} \) are \( \tilde{G}^{\sim}_{\mathcal{K}} \)-equivalent if and only if their counterparts in the class \( \tilde{\mathcal{K}} \) are \( \tilde{G}^{\sim}_{\tilde{\mathcal{K}}} \)-equivalent. This follows from the fact that any class \( \mathcal{K} \) among the above
ones is semi-normalized in the usual sense, and thus the $G^\sim_\mathcal{K}$-equivalence coincides with the $G^\sim_\mathcal{C}_1$-equivalence. As a result, the solution of the group classification problem for the class $\mathcal{K}$ reduces to that for its subclass $\mathcal{C}_1$, and it is not essential which kind of equivalences ($G^\sim$-equivalence or $G^\sim_\mathcal{C}_1$-equivalence) is used. Since the chain members on the same position, except the singleton $\mathcal{C}_0''$, have the same equivalence groups (up to neglecting insignificant equivalence transformations within singular subclasses), the group classification of a class in the first chain splits into the group classification of the respective classes in the second and third chains.

The group classification of each class from the second chain is trivial, and the optimal classification list consists of the single elementary system $\mathbf{x}_{1b} = 0$ with its well-known maximal Lie invariance algebra $\mathfrak{g}_0$ isomorphic to $\mathfrak{sl}(n + 2, \mathbb{R})$,

\[
\mathfrak{g}_0 = \langle \partial_t, \partial_{x^a}, t \partial_t, x^a \partial_t, t x^a \partial_t, t x^a x^b \partial_t, t^2 \partial_t + t x^a \partial_{x^a} \rangle;
\]

the corresponding complete point-symmetry group $G_0$ is the general projective group of $\mathbb{R}^{n+1}$ consisting of the transformations with components [41, S. 554]

\[
\tilde{\mathbf{x}}^\tau = \begin{pmatrix} \alpha_0 x^0 + \cdots + \alpha_n x^n + 1 \\ \alpha_{n+1,0} x^0 + \cdots + \alpha_{n+1,n} x^n + 1 \end{pmatrix}, \quad \tau = 0, \ldots, n, \]

where $\alpha_0, \alpha_1, \ldots, \alpha_{n+1,n+1}$ are homogeneous group parameters, and $x^0 = t$. See [63] for computing $G_0$ by the direct method.

At the same time, we will show that for the third (and hence the first) chain, it is the most convenient to use the class $\mathcal{L}_1'$ (resp. the class $\mathcal{L}'$) as basic in the course of group classification, switching to the class $\mathcal{L}_1''$ for classifying some particular cases and to the class $\mathcal{L}_1$ for interpreting certain results, see Section 5 and, especially, Remark 23 below. Any system $L_\vartheta$ from the class $\mathcal{L}_1'$ is mapped to its homogeneous counterpart by the simple subtraction of a particular solution of $L_\vartheta$ from $\mathbf{x}$, and it natural to choose homogeneous systems as canonical representatives of $G_{\mathcal{L}_1'}$-cosets in $\mathcal{L}_1$. This is why we start the consideration of Lie symmetries with the systems from the class $\mathcal{L}_1$ and then we carry out a preliminary analysis of Lie symmetries for systems from the classes $\mathcal{L}_1'$ and $\mathcal{L}_1''$ as well. Denote by $\vartheta$ the arbitrary-element tuple $(A, B)$ of the class $\mathcal{L}_1$, $\vartheta = (A, B)$.

Instead of applying the standard technique based on the infinitesimal Lie-invariance criterion, it is easier to derived determining equations for Lie symmetries of systems from the class $\mathcal{L}_1$ (resp. from its subclasses $\mathcal{L}_1'$ and $\mathcal{L}_1''$) using results of Section 2.

**Lemma 14.** The maximal Lie invariance algebra $\mathfrak{g}_\vartheta$ of a system $L_\vartheta$ from the class $\mathcal{L}_1$ consists of the vector fields of the form

\[
Q = \tau \partial_t + (\eta^{ab} x^b + \chi^a) \partial_{x^a},
\]

where the vector-valued function $\chi = (\chi^1, \ldots, \chi^n)^T$ of $t$ is an arbitrary solution of the system $L_\vartheta$, whereas $\tau$ is an arbitrary function of $t$ and $\eta = (\eta^{ab})$ is an arbitrary $n \times n$ matrix-valued function of $t$ that satisfy the classifying condition

\[
\begin{align*}
\tau A_t &= [\eta, A] - \tau_t A + 2\eta_t - \tau_t E, \\
\tau B_t &= [\eta, B] - 2\tau_t B - A\eta_t + \eta_t. 
\end{align*}
\]

**Proof.** Since the subclass $\mathcal{L}_1$ is uniformly semi-normalized with respect to linear superposition of solutions in view of item (iii) of Corollary 8, any element of the vertex group $G_\vartheta \subset G_{\mathcal{L}_1}$ is the composition of an element of the action groupoid $G_{\mathcal{L}_1'}$ of the equivalence group $G_{\mathcal{L}_1}$ and of an element of the groupoid $G_{\mathcal{L}_1}^\text{lin}$ related to the linear superposition of solutions within the class $\mathcal{L}_1$. Therefore, the point-symmetry group $G_\vartheta$ of the system $L_\vartheta \in \mathcal{L}_1$ consists of the transformations
of the form (21a), where $h$ is a particular solution of $L_{\theta}$, and the parameter function $T$ and the matrix-valued parameter function $H$ satisfy the equations

$$A \circ T = \frac{1}{T_t^2} (T_t H A + 2 T_t H_t - T_{tt} H) H^{-1},$$

$$B \circ T = \frac{1}{T_t^3} (T_t H B - T_{3t} (A \circ T) H_t + T_t H_{tt} - T_{tt} H_t) H^{-1}. \tag{27a}$$

These conditions for $T$, $H$ and $h$ follow from (21b)–(21d) under the substitution $\tilde{A} = A \circ T$, $\tilde{B} = B \circ T$, $f = 0$ and $\tilde{f} = 0$. Here $A \circ T$ and $B \circ T$ denote the matrix-valued functions $A$ and $B$ composed with the scalar function $T$, respectively.

Analogously to the proof of Corollary 12, we compute all the infinitesimal generators $Q$ of the group $G_{\theta}$. We take an arbitrary one-parameter subgroup of this group, assuming that in (21a), the function $T$, the matrix-valued function $H$ and the vector-valued function $h$ additionally depend on a parameter $\varepsilon$, i.e., $T = T(t, \varepsilon)$, $H = H(t, \varepsilon)$ and $h = h(t, \varepsilon)$, and $T(t, 0) = t$, $H(t, 0) = E$ and $h(t, 0) = 0$. Denote $\tau(t) := T_\varepsilon(t, 0)$, $\eta(t) := H_\varepsilon(t, 0)$ and $\chi(t) := h_\varepsilon(t, 0)$. Differentiating the general element of the subgroup with respect to $\varepsilon$ at $\varepsilon = 0$, we obtain the general form (25) of infinitesimal generators $Q$ of the group $G_{\theta}$. The classifying condition (26) is the infinitesimal counterpart of (27).

**Corollary 15.** The maximal Lie invariance algebra $g_\theta$ of a system $L_\theta$ from the class $\mathcal{L}_1$ is constituted by the vector fields of the form

$$Q = \tau \partial_t + (\eta^{ab} x^b + \tau h^a_b - \eta^{ab} h^b + \chi^a) \partial_x^a,$$

where the vector-valued function $h = (h^1, \ldots, h^n)^T$ of $t$ is a fixed particular solution of the system $L_\theta$, the vector-valued function $\chi = (\chi^1, \ldots, \chi^n)^T$ of $t$ is an arbitrary solution of the corresponding homogenous system, whereas $\tau$ is an arbitrary function of $t$ and $\eta = (\eta^{ab})$ is an arbitrary $n \times n$ matrix-valued function of $t$ that satisfy the classifying condition (26).

In a similar way, we can derive the more specified assertions on Lie symmetries of systems from the classes $\mathcal{L}'_1$ and $\mathcal{L}''_1$ from Theorem 4 and Corollary 9, respectively. However, it is easier to successively obtain these assertions as direct consequences of Lemma 14 under additional constraints for the arbitrary elements $A$ and $B$.

**Corollary 16.** The maximal Lie invariance algebra $g_V$ of a system $L'_V$ from the class $\mathcal{L}'_1$ consists of the vector fields of the form

$$Q = \tau \partial_t + \left( \frac{1}{2} \tau \partial_t x^a + \Gamma^{ab} x^b + \chi^a \right) \partial_x^a,$$

where the vector-valued function $\chi = (\chi^1, \ldots, \chi^n)^T$ of $t$ is an arbitrary solution of the system $L'_V$, whereas $\tau$ is an arbitrary function of $t$ and $\Gamma = (\Gamma^{ab})$ is an arbitrary constant $n \times n$ matrix that satisfy the classifying condition

$$\tau V_t = [\Gamma, V] - 2 \tau V + \frac{1}{2} \tau_{tt} E. \tag{28}$$

**Proof.** Setting $A = 0$ in the equation (26a), we get $\eta_t = \frac{1}{2} \tau_{tt} E$, i.e., $\eta = \frac{1}{2} \tau_{tt} E + \Gamma$, where $\Gamma$ is the matrix of integration constants. Then, after re-denoting $B = V$, the equation (26a) implies the classifying condition (28). 

**Corollary 17.** If a system $L'_V$ belongs to the narrower class $\mathcal{L}''_1$, then its maximal Lie invariance algebra $g_V$ satisfies Corollary 16, where additionally $\tau_{tt} = 0$.

**Proof.** Under the constraint $\text{tr} V = 0$ singling out the subclass $\mathcal{L}''_1$ from the class $\mathcal{L}'_1$, computing the trace of the matrix condition (28) implies $\tau_{tt} = 0$. 
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Lemma 18. The kernel point-symmetry groups of systems from each of the classes under consideration are the following:

\[ G_{L_0}^\\, G_{L_0}' = G_{L_1}^\\, G_{L_1}' = G_{L_1} = G_{L_1}^\\ = G_{L_0}^\\ = G_{L_0}' = \{\Phi: \tilde{t} = t, \tilde{x} = \gamma x \mid \gamma \in \mathbb{F} \setminus \{0\}\}, \]
\[ G_{L_0}^\\ = G_{0}, \quad G_{L_0}' = \{\Phi: \tilde{t} = t, \tilde{x} = Cx \mid C \in \text{GL}(n,\mathbb{F})\}, \]
\[ G_{L_1}^\\ = G_{L_1}' = \{\text{id}: \tilde{t} = t, \tilde{x} = x\}. \]

Proof. We only present some hints on computing these groups. Since the class \( L_0'' \) consists of the single system \( L_0' \), the computation of its equivalence group \( G_{L_0}^\\ \) is trivial.

For the classes \( L_0' \) and \( L_1'' \), we consider the determining equations (15) with \( \tilde{V}^{ab} = \hat{V}^{ab} \circ T \) and additionally replace \( V^{ab} \) by \( \lambda V^{ab} \), where \( \lambda \) is an arbitrary constant. We can repeat the splitting procedure presented after (15) in the modified determining equations and derive the expressions (8a) for the components of transformations from the groups \( G_{L_0}^\\ \) and \( G_{L_1}^\\ \). The splitting of the modified condition (8b) with respect to the parameter \( \lambda \) leads to the constraint \( CV = T_{tt}^2(V \circ T)C \), which implies \( T_{tt} = \pm 1 \) via taking the determinants of the left- and right-hand sides for constant invertible values of \( V \). Moreover, for \( L_1'' \) after varying constant values of \( V \), we get \( C = \gamma E \) for some nonzero constant \( \gamma \). Taking special values of \( V \), e.g., \( V = tK \) with an arbitrary constant nonzero traceless matrix \( K \), we also derive that \( T = t \).

Due to the subclass embeddings (23), we have that

\[ G_{L_0}^\\ \supseteq G_{L_1}^\\ \supseteq G_{L_0} \supseteq G_{L_1}', \quad G_{L_1}^\\ \supseteq G_{L_0}^\\ \supseteq G_{L_1}' \]
\[ G_{L_0}' = G_{L_0}^\\ \cap G_{L_1}', \quad G_{L_1}' = G_{L_0} \cap G_{L_1}, \quad G_{L_1} = G_{L_0} \cap G_{L_1}'. \]

The direct computation shows that in fact the equalities \( G_{L_0}^\\ = G_{L_1}^\\ = G_{L_0}^\\ \) hold true. In view of the inclusion \( G_{L_1}' \supseteq G_{L_0}^\\ \), the further constraints for elements of \( G_{L_0}^\\ \) are obtained by splitting (21b) with \( T = t, H = C \) and \( \bar{A} = A \) with respect to \( A \). This gives \( C = \gamma E \) for an arbitrary nonzero constant \( \gamma \), i.e., \( G_{L_0}^\\ = G_{L_1}^\\ \). It follows from \( G_{L_1} \supseteq G_{L_1}' \) and \( G_{L_0} \supseteq G_{L_0}^\\ \) that for the common point symmetries of systems from the class \( L_1 \) (resp. \( L_0 \)), the equation (21d) degenerates to the equation \((1 - \gamma)f = 0\), i.e., \( \gamma = 1 \).

Corollary 19. The kernel Lie invariance algebras of systems from each of the classes under consideration are the following:

\[ g_{L_0}^\\ = g_{L_0}^\\ = g_{L_1}^\\ = g_{L_1}' = g_{L_1} = g_{L_1}^\\ = g_{L_0} = \langle x^n \partial_{x^n} \rangle, \quad g_{L_0}' = g_{L_0} = \langle x^b \partial_{x^b} \rangle, \]
\[ g_{L_1} = g_{L_1} = g_{L_1} = \{0\}. \]

Proof. These algebras can be obtained as the set of infinitesimal generators of one-parameter subgroups of the corresponding kernel point-symmetry groups. The algebras \( g_{L_0}^\\ \), \( g_{L_1}' \), and \( g_{L_1}^\\ \) can also be computed using Lemma 14 and Corollaries 16 and 17 via respectively splitting the classifying conditions (26), (28) and (28) with \( \tau_{tt} = 0 \) with respect to the corresponding arbitrary elements.

Remark 20. Although systems from the class \( L \) are linear and homogeneous, an operator technique [24, 50] allows to find all Lie symmetries (up to the trivial ones associated with linear superposition of solutions) only for the systems from the regular subclass \( L_1 \).

Lemma 14 implies that for any system \( L_\theta \) from the class \( L_1 \), its maximal Lie invariance algebra \( g_\theta \) can be represented as the semidirect sum \( g_\theta = g_\theta^{\text{lin}} \oplus g_\theta^{\text{cos}} \). Here

\[ g_\theta^{\text{lin}} := \{x^n(t)\partial_{x^n} \mid x = (x^1, \ldots, x^n)^T \text{ is a solution of } L_\theta\} \]
is the $2n$-dimensional abelian ideal associated with the linear superposition of solutions of the system $L_\vartheta$, and the complementary subalgebra

$$\mathfrak{g}_\vartheta^{\text{ess}} := \{ \tau(t) \partial_t + \eta^{ab}(t)x^b \partial_{x^a} \mid (\tau, \eta) \text{ is a solution of (26)} \}$$

is called the essential Lie invariance algebra of the system $L_\vartheta$, cf. [38, 60]. It is obvious that for any system $L_\vartheta$ from the class $\mathcal{L}$, we have the representation $\mathfrak{g}_\vartheta^{\text{ess}} = \mathfrak{g}_\vartheta \cap \varpi_\vartheta \mathfrak{g}_\vartheta$, where $\varpi$ denotes the projection from $F_t \times F_{x^a} \times F_{x^b}$ onto $F_t \times F_{x^a}$. Moreover, the algebra $\mathfrak{g}_\vartheta^{\text{ess}}$ necessarily contains the vector field $I := x^a \partial_{x^a}$, and thus $\mathfrak{g}_\vartheta \supseteq \langle I \rangle \mathfrak{g}_\vartheta^{\text{lin}}$. The classifying condition (26) also implies that $\mathfrak{g}_\vartheta^{\text{ess}} = \langle I \rangle$ and $\mathfrak{g}_\vartheta = \langle I \rangle \mathfrak{g}_\vartheta^{\text{lin}}$ for general systems in the class $\mathcal{L}_1$. Therefore, the minimum dimension of the maximal Lie invariance algebras of systems from the class $\mathcal{L}_1$ and, hereupon, from the class $\mathcal{L}$ equals $2n + 1$.

In view of the above properties, which are rather common for classes of homogeneous linear systems of differential equations, it is more natural to classify the essential Lie invariance algebras for systems from the class $\mathcal{L}_1$ instead of their maximal Lie invariance algebras.

**Remark 21.** The definition of the essential Lie invariance algebra $\mathfrak{g}_V^{\text{ess}}$ of the system $L'_V$ from the class $\mathcal{L}'_1$ is analogous the definition of $\mathfrak{g}_\vartheta^{\text{ess}}$,

$$\mathfrak{g}_V^{\text{ess}} := \{ \tau(t) \partial_t + (\frac{1}{2} \tau x^a + \Gamma^{ab} x^b) \partial_{x^a} \mid \tau \text{ and } \Gamma \text{ satisfy (28)} \}. $$

We also have the representations $\mathfrak{g}_V = \mathfrak{g}_V^{\text{ess}} \oplus \mathfrak{g}_V^{\text{lin}}$ and $\mathfrak{g}_V^{\text{ess}} = \mathfrak{g}_V \cap \varpi_{\vartheta_1} \mathfrak{g}^{\sim}_{\vartheta_1}$, where now $\varpi$ denotes the projection from $F_t \times F_{x^a} \times F_{x^b}$ onto $F_t \times F_{x^a}$. On the other hand, for any inhomogeneous system $L_\vartheta$ from the class $\mathcal{L}_1$, its essential Lie invariance algebra cannot be canonically defined and, therefore, is not unique. More specifically, the ideal $\mathfrak{g}_\vartheta^{\text{lin}}$ of the maximal Lie invariance algebra $\mathfrak{g}_\vartheta$ of $L_\vartheta$ is associated with the possibility of adding solutions of the homogenous counterpart $\tilde{L}_{\theta_0} \simeq L_\vartheta$ of $\tilde{L}_\vartheta$ to solutions of $L_\vartheta$,

$$\mathfrak{g}_\vartheta^{\text{lin}} := \{ \chi^a(t) \partial_{x^a} \mid \chi = (\chi^1, \ldots, \chi^n)^T \text{ is a solution of } L_\vartheta \}.$$ 

Here we mean $\theta_0 := (A, B, 0)$ and $\vartheta := (A, B)$ for $\theta = (A, B, f)$. The system $\tilde{L}_\vartheta$ is reduced to the system $\tilde{L}_{\theta_0}$ by the point transformation $\Phi_\chi$: $\tilde{t} = t$, $\tilde{x} = x - \chi(t)$, where $\chi$ is an arbitrary particular solution of $L_\vartheta$. For any particular solution $\chi$ of $\tilde{L}_\vartheta$, the pullback $(\Phi_\chi)^* \mathfrak{g}_\vartheta^{\text{ess}}$ of $\mathfrak{g}_\theta^{\text{ess}} := \mathfrak{g}_\vartheta^{\text{ess}}$ by $\Phi_\chi$ is a complementary subalgebra to $\mathfrak{g}_\vartheta^{\text{lin}}$ in $\mathfrak{g}_\vartheta$. Moreover, every complementary subalgebra $\mathfrak{g}_\vartheta^{\text{ess}}$ to $\mathfrak{g}_\vartheta^{\text{lin}}$ in $\mathfrak{g}_\vartheta$ is the pullback of $\mathfrak{g}_\theta^{\text{ess}}$ by $\Phi_\chi$ for some particular solution $\chi$ of $\tilde{L}_\vartheta$. This implies both the existence and the non-uniqueness of such subalgebras. Therefore, the algebra $\mathfrak{g}_\vartheta$ admits the representation $\mathfrak{g}_\vartheta = \mathfrak{g}_\vartheta^{\text{ess}} \oplus \mathfrak{g}_\vartheta^{\text{lin}}$. Although the subalgebra $\mathfrak{g}_\vartheta^{\text{ess}}$ of $\mathfrak{g}_\vartheta$ is not defined in a unique way, it can be still called an essential Lie invariance algebra of the system $L_\vartheta$.

Since the class $\mathcal{L}_1$ is normalized, and $\mathcal{L}'_1 \simeq \mathcal{L}'_\vartheta$, the inclusion $\mathfrak{g}_\theta \subset \varpi_{\vartheta} \mathfrak{g}_\vartheta^{\sim}$ holds for any $\theta \in \mathcal{L}_1$, and thus $\mathfrak{g}_\vartheta \cap \varpi_{\vartheta} \mathfrak{g}_\vartheta^{\sim} = \mathfrak{g}_\theta \neq \mathfrak{g}_\vartheta^{\text{ess}}$.

Analogously to the notions of regular and singular Lie-symmetry extensions presented in [66, Definition 4], we introduce the notions of regular and singular Lie-symmetry extensions for classes of linear systems of differential equations.

**Definition 22.** Given a class $\mathcal{K}$ of linear systems of differential equations parameterized by an arbitrary-element tuple $\theta$ and given a system $K_\theta$ from this class whose essential Lie invariance algebra $\mathfrak{g}_\theta^{\text{ess}}$ is well defined, we call the algebra $\mathfrak{g}_\theta^{\text{ess}}$ regular in $\mathcal{K}$ if $\mathfrak{g}_\theta^{\text{ess}} \subseteq \varpi_{\vartheta} \mathfrak{g}_\vartheta^{\sim}$, and singular in $\mathcal{K}$ otherwise.

As discussed above, for any system from one of the classes $\mathcal{L}_1$, $\mathcal{L}_1$, $\mathcal{L}_1'$ and $\mathcal{L}_1''$, its essential Lie invariance algebra is well defined. Moreover, since the class $\mathcal{L}_1$ is normalized in the usual sense, and the classes $\mathcal{L}_1$, $\mathcal{L}_1'$ and $\mathcal{L}_1''$ are uniformly semi-normalized with respect to linear superposition of solutions, all essential Lie-symmetry extension in these classes are regular.
5 Description of essential Lie-symmetry extensions

The claims presented in the end of the previous Section 4 definitely hold for systems from the class \( L'_1 \) and its subclass \( L''_1 \) if we replace \( \vartheta \) by \( V \). In particular, the classifying condition (28) implies that the essential Lie invariance algebra \( g^\text{ess}_V \) of a system \( L'_V \in L'_1 \) necessarily contains the vector field \( I = x^a \partial_{x^a} \), which corresponds to the parameter values \( \tau = 0, \Gamma = E \) and \( \chi = 0, \) and \( g^\text{ess}_V = (I) \) for general values of \( V \). In the present section, we study Lie-symmetry extensions within the class \( L'_1 \).

Consider a system \( L'_V \) from this class. Denote by \( \pi \) the projection from \( \mathbb{F}_t \times \mathbb{F}_x \) onto \( \mathbb{F}_t \), and let

\[
k = k_V := \dim \pi_* g^\text{ess}_V = \dim \pi_* g_V.
\]

The actions of the group \( G^\sim_{L'_V} \) on the spaces \( \mathbb{F}_t \times \mathbb{F}_x \) and \( \mathbb{F}_t \) are well defined via \( \varpi_* G^\sim_{L'_V} \) and \( \pi_* (\varpi_* G^\sim_{L'_V}) \). According to Theorem 4 and Corollary 16, the map \( \pi \) is equivariant under the action of \( G^\sim_{L'_V} \), and the pushforward \( \pi_* \) by \( \pi \) is well defined for all vector fields from \( g^\text{ess}_V \) and from \( g_V \) for any \( V \). Hence the value \( k \) is \( G^\sim_{L'_V} \)-invariant. Corollary 17 implies that \( k \leq 3 \) for any system from the subclass \( L''_1 \) and thus for any system from the entire class \( L'_1 \). We separately study each of the values of \( k \), which are 0, 1, 2 and 3. Lie’s theorem on realization of finite-dimensional Lie algebras by vector fields on the real or complex line [40, Satz 6, p. 455] (see also [55, Theorem 2.70]), Corollary 16 and item (i) of Theorem 4 jointly imply that modulo the \( G^\sim_{L'_V} \)-equivalence, we have \( \pi_* g^\text{ess}_V = \{0\}, \pi_* g^\text{ess}_V = (\partial_t), \pi_* g^\text{ess}_V = (\partial_t, t\partial_t) \) and \( \pi_* g^\text{ess}_V = (\partial_t, t\partial_t, \tau^2 \partial_t) \) in the cases \( k = 0, k = 1, k = 2 \) and \( k = 3 \), respectively. Note that the comprehensive group classification of the class \( L'_1 \) for a fixed value of \( n \) needs the classification of subalgebras of \( \mathfrak{sl}(n, \mathbb{F}) \) up to the \( \text{SL}(n, \mathbb{F}) \)-equivalence. A complete list of \( \text{SL}(n, \mathbb{F}) \)-invariant subalgebras of \( \mathfrak{sl}(n, \mathbb{F}) \) is well known for \( n = 2 \), see e.g. [57, 58], and for \( n = 3 \) it was elegantly constructed by Winternitz [71]. At the same time, as far as we know, there is not a list of lists for greater \( n \) in the literature.

Therefore, the algebra \( g^\text{ess}_V \) is spanned by

- the basis vector field \( I = x^a \partial_{x^a} \) of the kernel Lie invariance algebra \( g^\text{ess}_{L'_V} \),
- \( p \) vector fields \( Q_s = \Gamma^a_s x^b \partial_{x^a}, s = 1, \ldots, p \), where the matrices \( \Gamma_s = (\Gamma^a_s) \) constitute a basis of a subalgebra \( \mathfrak{s} = \mathfrak{s}_V \) of \( \mathfrak{sl}(n, \mathbb{F}) \), \( 0 \leq p := \dim \mathfrak{s} \leq \dim \mathfrak{sl}(n, \mathbb{F}) = n^2 - 1 \), and
- \( k \) vector fields \( Q_{p+t} = \tau^t \partial_t + \left( \frac{1}{2} t \tau^t \partial_t + \Gamma^a_{p+t} x^b \partial_{x^a} \right) \partial_{x^a} \) with linearly independent \( t \)-components \( \tau^t, t = 1, \ldots, k \), where \( k \in \{0, 1, 2, 3\} \).

In other words, the algebra \( g^\text{ess}_V \) can be represented as \( g^\text{ess}_V = \mathfrak{i} \oplus (\mathfrak{t} \mathfrak{s}^\mathfrak{vf}) \), where \( \mathfrak{i} := (I) \) is an ideal of \( g^\text{ess}_V \), which is common for all \( L'_V \in L'_1 \), \( \mathfrak{s}^\mathfrak{vf} = \mathfrak{s}^\mathfrak{vf}_V := \langle Q_s, s = 1, \ldots, p \rangle = \{\Gamma^a_s x^b \partial_{x^a} | \Gamma \in \mathfrak{s}\} \) is an ideal of \( g^\text{ess}_V \), and \( \mathfrak{t} = \mathfrak{t}_V := \langle Q_{p+t}, t = 1, \ldots, k \rangle \) is a subspace of \( g^\text{ess}_V \). A more precise description of the structure of \( g^\text{ess}_V \) is given in Theorem 30. In particular, we can always choose \( \mathfrak{t} \) to be a subalgebra of \( g^\text{ess}_V \). Moreover, in fact \( k = \dim \mathfrak{t} \in \{0, 1, 2\} \) and \( p = \dim \mathfrak{s}^\mathfrak{vf} \leq n^2 - 2n + 1 \).

\( k = 0 \). It is convenient (and possible due to the \( G^\sim_{L'_1} \)-equivalence) to assume from the very beginning that \( \text{tr} V = 0 \), i.e., \( L'_V \in L''_1 \). The corresponding extension of \( g^\text{ess}_V \) is generated by the vector fields \( Q_s := \Gamma^a_s x^b \partial_{x^a}, s = 1, \ldots, p \). It suffices to consider only \( \text{SL}(n, \mathbb{F}) \)-invariant subalgebras of \( \mathfrak{sl}(n, \mathbb{F}) \) as candidates for using in the course of constructing Lie-symmetry extensions with \( k = 0 \) up to the \( G^\sim_{L'_V} \)-equivalence. It follows from the classifying condition (28) that \( Q_s \in g^\text{ess}_V \) if and only if \( \Gamma_s, V \equiv 0, s = 1, \ldots, p \), i.e., the matrix-valued function \( V \) is a linear combination of matrices from the centralizer \( C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s}) \) of the subalgebra \( \mathfrak{s} \) in \( \mathfrak{sl}(n, \mathbb{F}) \) with coefficients depending on \( t \). Therefore, \( \mathfrak{s} \) is a proper subalgebra of \( \mathfrak{sl}(n, \mathbb{F}) \) since the subalgebra \( \{0\} \) corresponds to the case with no Lie-symmetry extension, and \( \{V(t) | t \in I\} \subseteq (I) \) if \( \mathfrak{s} = \mathfrak{sl}(n, \mathbb{F}) \).

In the further consideration, we use the following properties of centralizers of subalgebras of Lie algebras.
1. Given a Lie algebra $\mathfrak{g}$, for any subset $\mathcal{S}$ of $\mathfrak{g}$ we have $\mathcal{S} \subseteq C_\mathfrak{g}(C_\mathfrak{g}(\mathcal{S}))$ in view of the definition of centralizer. If $\mathcal{S}_1 \subseteq \mathcal{S}_2 \subseteq \mathfrak{g}$, then $C_\mathfrak{g}(\mathcal{S}_1) \supseteq C_\mathfrak{g}(\mathcal{S}_2)$. This is why a subalgebra $\mathfrak{s}$ of $\mathfrak{g}$ coincides with $C_\mathfrak{g}(\mathcal{S})$ for some subset $\mathcal{S}$ of $\mathfrak{g}$ if and only if $\mathfrak{s} = C_\mathfrak{g}(C_\mathfrak{g}(\mathcal{S}))$. Indeed, the sufficiency in this claim directly follows from taking $\mathcal{S} = C_\mathfrak{g}(\mathfrak{s})$. If $\mathfrak{s} = C_\mathfrak{g}(\mathfrak{S})$, then the inclusions $\mathfrak{s} \subseteq C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{s}))$, $\mathfrak{s} \subseteq C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{S})) = C_\mathfrak{g}(\mathfrak{s})$ and, therefore, $\mathfrak{s} = C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{s}))$ imply $\mathfrak{s} = C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{s}))$, which leads to the necessity part of the above claim.

2. For any subalgebra $\mathfrak{c}$ of $\mathfrak{g}$ that is a centralizer of a subset of $\mathfrak{g}$, the set $\Sigma$ of all subsets of $\mathfrak{g}$ with the centralizer $\mathfrak{c}$ has the maximal element $\mathfrak{s}$ with respect to inclusion, which coincides with $C_\mathfrak{g}(\mathfrak{c})$. Indeed, if $\mathfrak{s} = C_\mathfrak{g}(\mathfrak{c})$, then $C_\mathfrak{g}(\mathfrak{s}) = \mathfrak{c}$, i.e., $\mathfrak{s} \in \Sigma$. Moreover, for any $\mathcal{S} \subseteq \mathfrak{g}$ with $C_\mathfrak{g}(\mathfrak{S}) = \mathfrak{c}$, we have $\mathcal{S} \subseteq C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{S})) = C_\mathfrak{g}(\mathfrak{c}) = \mathfrak{s}$, i.e., the subalgebra $\mathfrak{s}$ contains any subset from $\Sigma$. In other words, an element $\mathfrak{s}$ from $\Sigma$ is maximal if and only if $\mathfrak{s} = C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{s}))$.

3. Given a Lie group $G$ with Lie algebra $\mathfrak{g}$, if subalgebras $\mathfrak{s}_1$ and $\mathfrak{s}_2$ of $\mathfrak{g}$ are $G$-equivalent, then their centralizers $C_\mathfrak{g}(\mathfrak{s}_1)$ and $C_\mathfrak{g}(\mathfrak{s}_2)$ are $G$-equivalent to each other as well. Moreover, for any subalgebra $\mathfrak{s}$ of $\mathfrak{g}$, the stabilizer subgroup $St_G(\mathfrak{s})$ of $G$ with respect to $\mathfrak{s}$ is contained in the stabilizer subgroup $St_G(C_\mathfrak{g}(\mathfrak{s}))$ of $G$ with respect to $C_\mathfrak{g}(\mathfrak{s})$. It is obvious that $St_G(\mathfrak{s}) = St_G(C_\mathfrak{g}(\mathfrak{s}))$ if $\mathfrak{s} = C_\mathfrak{g}(C_\mathfrak{g}(\mathfrak{s}))$.

**Classification procedure.** Therefore, we can suggest the following algorithm for classifying Lie-symmetry extensions with $k = 0$, at least for low values of $n$.

- For each subalgebra from a complete list of $\text{SL}(n, \mathbb{F})$-inequivalent subalgebras of $\mathfrak{sl}(n, \mathbb{F})$, compute the centralizer of its centralizer.
- Select all the proper subalgebras $\mathfrak{s}$ from the list for which $\mathfrak{s} = C_{\mathfrak{sl}(n, \mathbb{F})}(C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s}))$.
- A complete list of inequivalent essential Lie-symmetry extensions with $k = 0$ in the class $\mathcal{L}_1^\prime$ is constituted by the algebras $\mathfrak{g}_V^{ss} = (I) \oplus \mathfrak{s}^{vf}$ for all the obtained subalgebras $\mathfrak{s} \subseteq \mathfrak{sl}(n, \mathbb{F})$, where the arbitrary-element matrix $V$ takes general values of the form $V = v^t(t) K_1$ for a basis $(K_1, t = 1, \ldots, m)$ of $C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$.

A necessary condition for a particular value of $V$ in the above form to be general is that after rewriting it as $V = \tilde{v}^t(t) \tilde{K}_1$ with linearly independent functions $\tilde{v}^t$ and linearly independent matrices $\tilde{K}_1$, $t = 1, \ldots, m' \leq m$, we have

$$C_{\mathfrak{sl}(n, \mathbb{F})}(\{V(t) \mid t \in \mathcal{T}\}) = C_{\mathfrak{sl}(n, \mathbb{F})}(\{\tilde{K}_1, \ldots, \tilde{K}_{m'}\}) = \mathfrak{s}.$$  

This definitely includes the values of $V$ with linearly independent $v^1, \ldots, v^m$. Sufficient conditions for general values of $V$ in these classification cases additionally contain more delicate constraints, which are related to the imposed condition $k = 0$, cf. the cases with greater values of $k$ below. It is obvious that in the representation $V = \tilde{v}^t(t) \tilde{K}_1$, the coefficients $\tilde{v}^1, \ldots, \tilde{v}^{m'}$ and the matrices $\tilde{K}_1, \ldots, \tilde{K}_{m'}$ are defined up to the transformations of the form $\tilde{v}^t \rightarrow \tilde{v}^t \alpha^{t^{m'}}$, $\tilde{K}_1 \rightarrow \alpha^{t^{m'}} \tilde{K}_1$ with invertible $m' \times m'$ matrix $(\alpha^{t^{m'}})$ and $(\alpha^{t^{m'}})^{-1} = (\alpha^{t^{m'}})^{-1}$. The systems $L'_V, L'_{\tilde{V}} \in \mathcal{L}_1^\prime$ with the same essential Lie invariance algebra $(I) \oplus \mathfrak{s}^{vf}$ are $G_{\mathcal{L}_1^\prime}$-equivalent if and only if there exists a transformation from the (significant) equivalence group $G_{\mathcal{L}_1^\prime}$ of the class $\mathcal{L}_1^\prime$, with the matrix $C$ from the stabilizer subgroup $St_{\text{SL}(n, \mathbb{F})}(\mathfrak{s})$ of $\text{SL}(n, \mathbb{F})$ with respect to $\mathfrak{s}$ that maps $V$ to $\tilde{V}$, cf. Corollary 9.

In the above algorithm, we can permute the roles of subalgebras spanned by the matrices $\Gamma$, and of subalgebras spanned by the matrices $K_1$, selecting those among subalgebras of $\mathfrak{sl}(n, \mathbb{F})$ associated with the representations for $V$ that coincide with the centralizers of their centralizers. Then elements $\Gamma$ of their centralizers correspond to vector fields giving Lie-symmetry extensions.

$k = 1$. Up to the $G_{\mathcal{L}_1^\prime}$-equivalence, the algebra $\mathfrak{g}_V^{ss}$ contains a vector field $P := \partial_t + \mathcal{T}^{ab} x^b \partial_x^a$ with some (constant) matrix $\mathcal{T} \in \mathfrak{sl}(n, \mathbb{F})$. The classifying condition (28) with substituted components of this vector field implies that $V(t) = e^{\mathcal{T} t} V(0) e^{-\mathcal{T} t}$. Hence the system $L'_V$ is reduced by the
point transformation $\tilde{t} = t$, $\tilde{x} = e^{-tV}x$ to the system $\tilde{x}_{\tilde{t}} = -2\tilde{\Upsilon}\tilde{x}_t + (V(0) - \tilde{\Upsilon}^2)\tilde{x}$ whose matrix-valued coefficients are constant. Hence the system $L'_V$ is easily integrable.

We can represent the matrix $V(0)$ in the form $V(0) = W + \varepsilon E$, where $W$ is a nonzero (constant) traceless matrix, $\varepsilon = n^{-1}\text{tr}V(0)$, and set $\varepsilon \in \mathcal{E}$ up to equivalence transformations that scale $t$, where $\mathcal{E} := \{-1, 0, 1\}$ if $\mathbb{F} = \mathbb{R}$ and $\mathcal{E} := \{0, 1\}$ if $\mathbb{F} = \mathbb{C}$, i.e., according to the Baker–Hausdorff formula,

$$V(t) = \varepsilon E + e^{t\Upsilon}We^{-t\Upsilon} = \varepsilon E + \sum_{l=0}^{\infty} \frac{t^l}{l!}K_l, \quad K_0 := W, \quad K_l := [\Upsilon, K_{l-1}], \ l = 1, 2, \ldots. \quad (29)$$

Note that $W \neq 0$ since $L'_V \notin L'_0$. It follows from the classifying condition $(28)$ that a vector field $Q_\Gamma = \Gamma^{ab}(x)\partial_{x^b}$ with $\Gamma \in \mathfrak{sl}(n, \mathbb{F})$ belongs to $\mathfrak{g}_V^{\mathfrak{sv}}$ if and only if $[V(t), \Gamma] = 0$ for any $t$ from the domain of $V$, which is equivalent to the condition

$$[K_l, \Gamma] = 0, \quad l \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}. \quad (30)$$

The set $\mathfrak{s}$ of all such matrices $\Gamma$ is the centralizer of $\{K_i, \ l \in \mathbb{N}_0\}$, $\mathfrak{s} = C_{\mathfrak{sl}(n, \mathbb{F})}(\{K_i, \ l \in \mathbb{N}_0\})$, and thus it is a subalgebra of $\mathfrak{sl}(n, \mathbb{F})$. In fact, $\mathfrak{s} = C_{\mathfrak{sl}(n, \mathbb{F})}(\{K_0, \ldots, K_m\})$, where $m$ the maximum value of $l$ such that $K_0, \ldots, K_l$ are linearly independent. (Since $K_{m+1} \in \{K_0, \ldots, K_m\}$, we can show by induction that $K_l \in \{K_0, \ldots, K_m\}$ for any $l > n$.) Therefore, the subalgebra $\mathfrak{s}$ can be found constructively if the matrices $\Upsilon$ and $W$ are given, and $\mathfrak{s} \neq \mathfrak{sl}(n, \mathbb{F})$. In view of the Jacobi identity, the condition $(30)$ holds true if and only if $[\Upsilon, \Gamma] \in \mathfrak{s}$, $[W, \Gamma] = 0$,

$$[\Upsilon, \Gamma] \in \mathfrak{s}, \quad [W, \Gamma] = 0,$$

i.e., $\Upsilon \in N_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$ and $W \in C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$. The condition $[\Upsilon, \Gamma] \in \mathfrak{s}$ is natural since for $\Gamma \in \mathfrak{s}$ we have $Q_\Gamma := \Gamma^{ab}_{\partial_{x^b}} \in \mathfrak{g}_V^{\mathfrak{sv}}$ and thus $[P, Q_\Gamma] = [\Upsilon, \Gamma]_{\partial_{x^b}} \in \mathfrak{g}_V^{\mathfrak{sv}}$, which means that $[\Upsilon, \Gamma] \in \mathfrak{s}$. As in the case $k = 0$, denote $\mathfrak{s}^{\mathfrak{sv}} := \{Q_\Gamma \mid \Gamma \in \mathfrak{s}\}$. Note that varying the parameter $\varepsilon$ has no influence on the algebra $\mathfrak{s}^{\mathfrak{sv}}$ and the vector field $P$, and thus on the entire algebra $\mathfrak{g}_V^{\mathfrak{sv}}$ as well.

Since $\varepsilon = n^{-1}\text{tr}V(0)$ and $W = V(0) - \varepsilon E$, both $\varepsilon$ and $W$ are defined by $V$ in a unique way, but this is not the case for $\Upsilon$. More specifically, the tuples $(\varepsilon, W, \Upsilon)$ and $(\tilde{\varepsilon}, W, \tilde{\Upsilon})$ are associated with the same values $V = \tilde{V}$ if and only if $\varepsilon = \tilde{\varepsilon}$, $W = \tilde{W}$ and $\Upsilon = \tilde{\Upsilon} \in \mathfrak{s}$. This claim follows from the second representation for $V$ in (29). Indeed, the sufficiency is obvious since then $K_0 = 0$ and by induction $K_l = [\Upsilon, K_{l-1}] = [\Upsilon, \Gamma_{l-1}] = K_l$, $l \in \mathbb{N}$, which implies $V = \tilde{V}$ in view of (29). Conversely, if $V = \tilde{V}$, then $\varepsilon = \tilde{\varepsilon}$, $W = \tilde{W}$, $K_l - K_{l-1} = [\Upsilon - \tilde{\Upsilon}, K_{l-1}] = 0$, $l \in \mathbb{N}$, and hence $\Upsilon = \tilde{\Upsilon} \in \mathfrak{s}$. The proved claim is natural within the Lie-symmetry interpretation of the matrix $\Upsilon$ and matrices from $\mathfrak{s}$ since, parameterizing the Lie-symmetry vector field $P$ of the system $L'_V$, the matrix $\Upsilon$ is defined up to adding an arbitrary matrix from $\mathfrak{s}$ due to the possibility of linearly combining $P$ with elements of $\mathfrak{s}^{\mathfrak{sv}}$.

**Classification procedure.** Analogously to the case $k = 0$ and again at least for low values of $n$, there are two ways for classifying Lie-symmetry extensions with $k = 1$ but, in contrast to the former case, these ways are not conjugate to each other.

The way that starts with the classification of possible Lie-symmetry algebras is quite similar to its counterpart in the case $k = 0$ and is also based on properties of centralizers. We suppose that the first two steps of the algorithm for $k = 0$ have been realized, i.e., a complete list of $\mathfrak{sl}(n, \mathbb{F})$-inequivalent subalgebras $\mathfrak{s}$ of $\mathfrak{sl}(n, \mathbb{F})$ satisfying the condition $\mathfrak{s} = C_{\mathfrak{sl}(n, \mathbb{F})}(C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})) \neq \mathfrak{sl}(n, \mathbb{F})$ has been constructed. In contrast to the case $k = 0$, the subalgebra $\mathfrak{s} = \{0\}$ may be appropriate here. Then a complete list of inequivalent essential Lie-symmetry extensions with $k = 1$ in the class $L'_1$ consists of the algebras $\mathfrak{g}_V^{\mathfrak{sv}} = \langle I \rangle \oplus \langle P \rangle \mathfrak{s}^{\mathfrak{sv}}$ for all the obtained subalgebras $\mathfrak{s} \subset \mathfrak{sl}(n, \mathbb{F})$, where the arbitrary-element matrix $V$ takes the general values of the form $(29)$ with $\varepsilon \in \mathcal{E}$, nonzero $W \in \mathfrak{c} := C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$ and $\Upsilon$ from a (fixed) complementary subspace to $\mathfrak{s}$ in $N_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$. For arbitrary matrices $W \in \mathfrak{c}$ and $\Upsilon \in \mathfrak{s}$, we have $K_l \in \mathfrak{c}$ for all the matrices $K_l$. 21
defined in (29) or, equivalently, $s \subseteq C_{sl(n,F)}(\{K_i, l \in \mathbb{N}_0\})$. The essential Lie-symmetry extension case associated with a subalgebra $s$ is genuine if and only if there exist such matrices $W \in \mathfrak{c}$ and $\Upsilon \in s$ that $s = C_{sl(n,F)}(\{K_i, l \in \mathbb{N}_0\})$ and $\dim \pi_{\gamma_{V}^{\text{ess}}} < 2$. Similarly to the case $k = 0$, we call such values of the parameter-matrix pair $(T, W)$ general. In other words, the algebra $(I) \oplus (\langle P \rangle \cdot s'^1)$ indeed coincides with the entire algebra $\gamma_{V}^{\text{ess}}$ for $V = \varepsilon E + e^\tau W e^{-\tau T}$ if and only if the pair $(T, W)$ takes a general value in $s \times \mathfrak{c}$. In addition to $s$, the adjoint actions of matrices from the stabilizer subgroup $\text{St}_{\text{SL}(n,F)}(s)$ of $\text{SL}(n,F)$ with respect to $s$ preserve $\mathfrak{c}$ and $N_{sl(n,F)}(s)$. This is why they induce well-defined actions on the quotient space $N_{sl(n,F)}(s)/s$ and, therefore, on $s$ as a set of representatives for cosets from this quotient space. Systems $L'_{\mathfrak{c}}$ and $L'_{\varepsilon}$ with $\varepsilon, \tilde{\varepsilon} \in \mathcal{E}$ and general values $(\Upsilon, W), (\tilde{T}, \tilde{W}) \in s \times \mathfrak{c}$ are $G_{\varepsilon}^{\text{ess}}$-equivalent if and only if $\varepsilon = \tilde{\varepsilon}$ and there exists a matrix from $\text{St}_{\text{SL}(n,F)}(s)$ whose adjoint action maps $(\Upsilon, W)$ to $(\tilde{T}, \tilde{W})$ if $\varepsilon \neq 0$ or to $(\alpha \tilde{\Upsilon}, \alpha^2 \tilde{W})$ with $\alpha \in F \setminus \{0\}$ otherwise.

The initial point of the second way is the form of the matrix-valued parameter function $V$, which is defined for $k = 1$ by (29) and values of $\varepsilon \in \mathcal{E}$ and of the constant traceless parameter matrices $W$ and $\Upsilon$. We take a complete list of $\text{SL}(n,F)$-inequivalent matrix pairs $(\Upsilon, W)$. Such lists were (and can be) constructed only for low values of $n$, see, e.g., [64] for $n = 4$. For a general value of $n$, the problem of classifying pairs of $n \times n$ matrices up to matrix similarity is wild, see [4, 5, 23] and references therein for discussions and results on this problem. Then we compute the maximum number of linearly independent matrices $K_0, \ldots, K_m$ and $s$ according to (29) and $s := C_{sl(n,F)}(\{K_0, \ldots, K_m\})$. Pairs $(\Upsilon, W)$ and $(\tilde{T}, \tilde{W})$ with $\tilde{W} = e^{\tau_0 T} W e^{-\tau_0 \Upsilon}$ for some $\tau_0 \in F$ and $\Upsilon - T \in s$ define the same value of $V$ up to the shifts of $t$, which gives an additional equivalence relation on matrix pairs. We reduce the chosen complete list of $\text{SL}(n,F)$-inequivalent matrix pairs using this equivalence relation. If $\gamma_{V}^{\text{ess}} = \langle I \rangle \oplus (\langle P \rangle \cdot s'^1)$, then the pair $(\Upsilon, W)$ gives a proper case of Lie-symmetry extension with $k = 1$.

Remark 23. In contrast to the case $k = 0$, the class $L'_1$ is a better choice for group classification in the case $k = 1$ than its subclass $L''_1$. This is justified by the fact that the single canonical (up to the $G_{\varepsilon}^{\text{ess}}$-equivalence) value $\tau = 1$ for Lie-symmetry vector fields with nonzero $t$-components $\tau$ within the class $L'_1$ corresponds to two or three different $G_{\varepsilon}^{\text{ess}}$-inequivalent values, $\tau \in \{1, t, t^2 + 1\}$ or $\tau \in \{1, t\}$ if $F = \mathbb{R}$ or $F = \mathbb{C}$, respectively, when the class $L''_1$ is considered. See Corollaries 9 and 17 and the well-known classifications of subalgebras of $\text{sl}(2,F)$ for $F = \mathbb{R}$ [57] and $F = \mathbb{C}$. Another explanation is that the parameter $\varepsilon$ does not have influence on solving the group classification problem for the class $L'_1$ but making the matrix-valued function $V$ traceless when $\varepsilon \neq 0$, we (after rescaling $\varepsilon$ to $1/4$ or, only if $\varepsilon < 0$ in the real case, to $-1/2$ for convenience) perform the point transformation $\tilde{t} = T(t), \tilde{x} = x$, where $T(t) = e^t$ if $\varepsilon = 1/4$ and $T(t) = \tan t$ if $\varepsilon = -1/2$. As a result, instead of the single pair

$$
(e^{t_T} V(0)e^{-t_T}, \partial_t + \Upsilon^{ab} x^b \partial_{x^a})
$$

of expressions for $(V, P)$ up to the $G_{\varepsilon}^{\text{ess}}$-equivalence in the class $L'_1$, we obtain two or one more, more complicated, pairs over $\mathbb{R}$ or $\mathbb{C}$,

$$
(e^{\ln|t|} \Upsilon V(1)e^{-\ln|t|}\Upsilon, t\partial_t + \Upsilon^{ab} x^b \partial_{x^a}),
$$

$$
(e^{\arctan(t)} \Upsilon V(0)e^{-\arctan(t)}\Upsilon, (t^2 + 1)\partial_t + \Upsilon^{ab} x^b \partial_{x^a})
$$

or the first of these pairs with $\ln|t|$ replaced by $\text{Log} t$, respectively, up to the $G_{\varepsilon}^{\text{ess}}$-equivalence in the class $L''_1$. Here $\text{Log}$ denotes the principal value of logarithm. The form of systems admitting Lie-symmetry vector fields with nonzero $t$-components has a proper and clear interpretation only after specifically mapping these systems to the superclass $L_1$. At the same time, this class is not too convenient for directly carrying out group classification since the parameter functions $\eta^{ab}$ in Lie-symmetry vector fields of systems from $L_1$ can take nonconstant values, see Lemma 14, which needs additional efforts in the course of classifying such systems.
\( k = 2 \). The algebra \( g^\text{ess}_V \) contains two vector fields with linearly independent \( t \)-components, which can be assumed to take, modulo their linear recombination and the \( G^\text{ess}_V \)-equivalence, in the form \( P := \partial_t + \Upsilon^{ab} x^b \partial_a \) and \( D := t \partial_t + \Lambda^{ab} x^b \partial_a \) with some (constant) matrices \( \Upsilon, \Lambda \in \mathfrak{sl}(n, \mathbb{F}) \). Analogously to the case \( k = 1 \), the classifying condition \( (28) \) with substituted components of \( P \) implies the general form of \( V \), \( V(t) = e^{t\Upsilon} W e^{-t\Upsilon} \), where we denote \( W := V(0) \). The condition \( L_V \notin \mathcal{L}_0 \) is equivalent to \( W \notin \langle E \rangle \). Now we look for restrictions on \( V \) that arise due to the invariance of \( L_V \) with respect to \( D \). The substitution of the components of this vector field into the classifying condition \( (28) \) gives the matrix equation \( t V_l + 2V = [\Lambda, V] \). We differentiate the last equation \( l \in \mathbb{N}_0 \) times with respect to \( t \), deriving \( t \partial_t^{l+1} V_l + (l + 2) \partial_t^l V = [\Lambda, \partial_t^l V] \), and then estimate the result at \( t = 0 \). This gives the series of matrix equations

\[
[\Lambda, K_l] = (l + 2) K_l, \quad l \in \mathbb{N}_0,
\]

with the matrices \( K_l \) defined as in \( (29) \) since \( \partial_t^l V(0) = (\text{ad}_\Gamma)^l W = K_l \). Here and in what follows we consider \( \text{ad}_M := [M, \cdot] \) for a matrix \( M \) as a linear operator on \( \mathfrak{sl}(n, \mathbb{F}) \). In view of \( (31) \), Lemma 4 of [32, p. 44] implies that for each \( l \in \mathbb{N}_0 \) the matrix \( K_l \) is nilpotent. Moreover, if this matrix is nonzero, then it is an eigenvector of \( \text{ad}_\Lambda \) with eigenvalue \( l + 2 \). Since a linear operator on a finite-dimensional linear space has a finite number of eigenvalues, and eigenvectors associated with different eigenvalues are linearly independent, there are only a finite number of nonzero \( K_l \). Recall that at least \( K_0 := W \) is nonzero, and thus \( \Lambda \neq 0 \). Let \( m \) be the minimum value of \( l \) such that \( K_{l+1} = 0 \). Then \( K_l = 0 \) for all \( l > m \). In other words, the matrix-valued function \( V \) is a polynomial in \( t \) with nonzero nilpotent matrix coefficients,

\[
V = e^{t\Upsilon} W e^{-t\Upsilon} = \sum_{l=0}^m \frac{t^l}{l!} K_l, \quad K_0 := W \neq 0, \quad K_l := [\Upsilon, K_{l-1}] \neq 0, \quad l = 1, 2, \ldots, m.
\]

The commutation relations \( (31) \) imply that \([\Lambda, K_l K_{l'}] = (l + l' + 4) K_l K_{l'} \), \( l, l' \in \mathbb{N}_0 \), and thus

\[
[\Lambda, [K_l, K_{l'}]] = (l + l' + 4)[K_l, K_{l'}], \quad l, l' \in \mathbb{N}_0.
\]

By induction, we can prove analogous relations for the commutators of \( \Lambda \) with the multifold products and commutators of the matrices \( K_l \). Hence the associative algebra \( \mathfrak{r} \) and the Lie algebra \( \mathfrak{t} \) that are generated by \( \{K_0, \ldots, K_m\} \) are graded nilpotent algebras constituted by nilpotent matrices, \( \mathfrak{r} = \bigoplus_{l \geq 2} \mathfrak{r}_l \) with \( \mathfrak{r}_l \mathfrak{r}_m \subseteq \mathfrak{r}_{l+m} \), \( \mathfrak{t} = \bigoplus_{l \geq 2} \mathfrak{t}_l \) with \( \mathfrak{t}_l \mathfrak{t}_{l'} \subseteq \mathfrak{t}_{l+l'} \) and \([\Lambda, M] = lM\) for any \( M \in \mathfrak{r}_l \) as well as for any \( M \in \mathfrak{t}_l \). Since the Lie algebra \( \mathfrak{t} \) consists of nilpotent matrices, by Engel’s theorem these matrices can all be simultaneously brought to the strictly upper triangular form up to matrix similarity. In other words, modulo the \( \text{SL}(n, \mathbb{F}) \)-equivalence, the matrix-valued function \( V \) is a polynomial in \( t \) with strictly upper triangular matrix coefficients, cf. the sentence with the representation (32).

Denoting \( s := C_{\mathfrak{sl}(n, \mathbb{F})}(\{K_0, \ldots, K_m\}) \) and \( s^{\text{eff}} := \{Q_{\Gamma} := \Gamma^{ab} x^b \partial_a \mid \Gamma \in s\} \) as in the previous cases for values of \( k \), we have \( g^\text{ess}_V = \langle I \rangle \oplus (\langle P, D \rangle \notin s^{\text{eff}}) \), and \( s \notin \mathfrak{sl}(n, \mathbb{F}) \). In particular, there are matrix commutation relations

\[
[\Lambda, \Upsilon] - \Upsilon \in s, \quad [\Upsilon, \Gamma], [\Lambda, \Gamma] \in s \quad \text{for any } \Gamma \in s,
\]

and the matrices \( \Upsilon \) and \( \Lambda \) are defined up independently adding any matrices from \( s \). The indefiniteness of \( \Upsilon \) also follows from the representation (32). Since the Lie algebra \( \mathfrak{t} \) is nilpotent, its center \( Z(\mathfrak{t}) := C_1(\mathfrak{t}) \) is nonzero. Therefore, \( s = C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{t}) \supseteq Z(\mathfrak{t}) \neq \{0\} \), i.e., \( \dim s^{\text{eff}} \geq 1 \).

Now we will first consider the case \( \mathbb{F} = \mathbb{C} \) and will then show that the real case can easily be reduced to the complex case.

Let \( \sigma(\Lambda) = \{\mu_1, \ldots, \mu_r\} \) be the spectrum of the matrix \( \Lambda \), i.e., the set of its distinct eigenvalues, and thus \( r \in \{1, \ldots, n\} \). In what follows the indices \( i \) and \( j \) run from 1 to \( r \). Denote by \( \mathcal{U}_i \) the generalized eigenspace for the eigenvalue \( \mu_i \). Thus, \( \mathbb{F}^n = \bigoplus_i \mathcal{U}_i, n_i := \dim \mathcal{U}_i \) is the
algebraic multiplicity of the eigenvalue \( \mu_i \), and hence \( n_1 + \cdots + n_r = n \). We choose a canonical basis in each \( U_i \) for the restriction \( \Lambda|_{U_i} \) of \( \Lambda \) on \( U_i \), which is composed entirely of Jordan chains for \( \Lambda|_{U_i} \), and sequentially concatenate the chosen bases into a basis of \( \mathbb{F}^n \). We partition each matrix \( M \) into blocks according to the decomposition \( \mathbb{F}^n = \bigoplus_i U_i \), \( M = (M_{ij}) \), where \( M_{ij} \) is the \( n_i \times n_j \) submatrix of \( M \) obtained by deleting of the rows and columns, except those associated with the basis elements of \( U_i \) and \( U_j \), respectively. In particular, \( \Lambda = \bigoplus_i \Lambda_i \).

For any \( \mu \in \mathbb{F} \), the commutation relations (31) imply \( (\Lambda - (\mu + l + 2)E)K_i = K_i(\Lambda - \mu E) \), and thus

\[
(\Lambda - (\mu + l + 2)E)'K_i = K_i(\Lambda - \mu E)', \quad l, l' \in \mathbb{N}_0.
\]

In particular, this means that \( K_i U_j \subseteq U_i \) for \((i,j)\) with \( \mu_i = \mu_j + l + 2 \), or, equivalently, \( K_{i,j} = 0 \) if \( \mu_i \neq \mu_j + l + 2 \). Consider the Jordan–Chevalley decomposition of \( \Lambda \), \( \Lambda = \Lambda_s + \Lambda_n \). Thus, \( \Lambda_{s,ii} = \Lambda_{ii,s} = \mu_i E_{ii} \), \( \Lambda_{n,ii} = \Lambda_{ii,n} \), and \( \Lambda_{n,ij} = 0 \) if \( i \neq j \). We split the matrix commutation relations (31) into blocks,

\[
[\Lambda, K_i]_{ij} = \Lambda_{ii} K_{i,i,j} - K_{i,i,j} \Lambda_{jj} = (l + 2)K_{l,i,j}.
\]

The last condition is a trivial equality of zero matrices for \((i,j)\) with \( \mu_i \neq \mu_j + l + 2 \). Otherwise, we can expand it into

\[
((\mu_j + l + 2)E_{ii} + \Lambda_{ii,n})K_{i,i,j} - K_{i,i,j}(\mu_j E_{jj} + \Lambda_{jj,n}) = (l + 2)K_{l,i,j}.
\]

Hence \( [\Lambda_n, K_i]_{ij} = \Lambda_{ii,n} K_{i,i,j} - K_{i,i,j} \Lambda_{jj,n} = 0 \). We obviously have the same equality for \((i,j)\) with \( \mu_i \neq \mu_j + l + 2 \). Therefore, \( [\Lambda_n, K_i] = 0 \), \( l \in \mathbb{N}_0 \), i.e., \( \Lambda_n \in \mathfrak{s} \). Due to the indefiniteness of \( \Lambda \), we can set \( \Lambda_n = 0 \) by subtracting \( \Lambda_n \) from \( \Lambda \), i.e., without loss of generality we can always replace \( \Lambda \) by \( \Lambda_n \), which is necessarily nonzero, and assume that the matrix \( \Lambda \) is semisimple (or, equivalently, diagonalizable since \( \mathbb{F} = \mathbb{C} \) here).

We decompose the matrix \( \Upsilon \) as \( \Upsilon = \hat{\Upsilon} + \tilde{\Upsilon} \), where \( \hat{\Upsilon}_{ij} := \Upsilon_{ij} \) if \( \mu_i = \mu_j + 1 \), \( \hat{\Upsilon}_{ij} := 0 \) otherwise, and \( \tilde{\Upsilon} := \Upsilon - \hat{\Upsilon} \). Hence \( \tilde{\Upsilon}_{ij} := 0 \) if \( \mu_i = \mu_j + 1 \) and \( \tilde{\Upsilon}_{ij} := \Upsilon_{ij} \) otherwise. The notation in (32) then expands to the equality \([\Upsilon, K_i] = [\hat{\Upsilon}, K_i] + [\tilde{\Upsilon}, K_i] = K_{i+1} \). We split this equality into blocks, \([\hat{\Upsilon}, K_i]_{ij} + [\tilde{\Upsilon}, K_i]_{ij} = K_{i+1,j} \).

Recall that \( K_{l,i,j} = 0 \) if \( \mu_i \neq \mu_j + l + 2 \). This is why \([\tilde{\Upsilon}, K_i]_{ij} = \tilde{\Upsilon}_{ij} K_{i,j+1} - K_{l,i,j} \tilde{\Upsilon}_{i+1,j} = 0 \) if \( \mu_i = \mu_j + l + 3 \). Indeed, \( K_{l,j+1} = 0 \) only if \( \mu_j = \mu_j + l + 2 \) and hence \( \mu_i = \mu_j + 1 \), which implies \( \tilde{\Upsilon}_{ij} = 0 \). Analogously, \( K_{i+1,j} = 0 \) only if \( \mu_i = \mu_i + l + 2 \), giving \( \mu_i = \mu_i + 1 \) and \( \tilde{\Upsilon}_{ij} = 0 \).

We also have that \([\hat{\Upsilon}, K_i]_{ij} = \hat{\Upsilon}_{ij} K_{l,j+1} - K_{l,i,j} \hat{\Upsilon}_{i+1,j} = 0 \) if \( \mu_i \neq \mu_j + l + 3 \). Indeed, the first (resp. second) matrix product may be nonzero only if both its factors are nonzero, which needs \( \mu_i = \mu_j + 1 \) and \( \mu_j = \mu_j + l + 2 \) (resp. \( \mu_i = \mu_i + l + 2 \) and \( \mu_j = \mu_i + 1 \)), i.e., \( \mu_i = \mu_j + l + 3 \). Since \( K_{l+1,i,j} = 0 \) if \( \mu_i \neq \mu_j + l + 3 \), we obtain that \([\hat{\Upsilon}, K_i]_{ij} = K_{i+1,j} - [\tilde{\Upsilon}, K_i]_{ij} = 0 \) if \( \mu_i \neq \mu_j + l + 3 \). As a result, \([\hat{\Upsilon}, K_i] = 0 \), \( l \in \mathbb{N}_0 \), i.e., \( \hat{\Upsilon} \in \mathfrak{s} \). Due to the indefiniteness of \( \Upsilon \), we can set \( \Upsilon = 0 \) by subtracting \( \hat{\Upsilon} \) from \( \Upsilon \), i.e., without loss of generality we can always replace the matrix \( \Upsilon \) by its hat-part \( \hat{\Upsilon} \) with respect to \( \Lambda \). Then \([\Lambda, \Upsilon]_{ij} = \mu_i E_{ii} \Upsilon_{ij} - \Upsilon_{ij} \mu_j E_{jj} = (\mu_i - \mu_j) \Upsilon_{ij} \). Hence \([\Lambda, \Upsilon]_{ij} = \Upsilon_{ij} \) if \( \mu_i = \mu_j + 1 \), and \([\Lambda, \Upsilon]_{ij} = 0 \) otherwise, i.e. \([\Lambda, \Upsilon] = \Upsilon \). In other words, replacing the matrix \( \Upsilon \) by its hat-part, we obtain, instead of \([\Lambda, \Upsilon] - \Upsilon \in \mathfrak{s} \), the more restrictive commutation relation

\[
[\Lambda, \Upsilon] = \Upsilon.
\]

We reorder and partition the tuple \((\mu_1, \ldots, \mu_r)\) into such maximal subtuples and accordingly modify the chosen basis of \( \mathbb{F}^n \) that within each of these subtuples, we have the descending order of the real parts of its elements, and \( \mu_i - \mu_{i+1} \in \{1, 2\} \) for each pair of its successive elements. We call these subtuples the \emph{chains of eigenvalues} of \( \Lambda \). Then the matrices \( \Upsilon, W = K_0 \) and all other \( K_i \) become strictly upper triangular, i.e., we have proved in one more way that up
to the $G^C_{\ell_1}$-equivalence, the matrix-valued function $V$ is a polynomial in $t$ with strictly upper triangular matrix coefficients. The degree $m$ of this polynomial is less than the maximum among the lengths of the eigenvalue chains of $\Lambda$ reduced by two. Moreover, $\Upsilon_{ij} = K_{l,ij} = 0$, $l \in \mathbb{N}_0$, if $\mu_i$ and $\mu_j$ belong to different chains.

The above constraints that the matrix $\Lambda$ is semisimple and the matrix $\Upsilon$ coincides with its hat-part with respect to $\Lambda$ do still not define these matrices uniquely. Thus, the matrix $\Lambda$ is defined up to adding an arbitrary matrix of the form $\bigoplus_i v_i E_{ij}$ in the chosen basis, where $v_i = v_j$ if $\mu_i$ and $\mu_j$ belong to the same chain. In other words, within each of the chains of eigenvalues of $\Lambda$, only their differences, which are integer by construction, are significant. The structure of such a chain is completely defined by the tuple of differences (equal to 1 or 2) of successive eigenvalues from this chain.

In the case $\mathbb{F} = \mathbb{R}$, we make the complexification of $\mathbb{R}^n$ to $\mathbb{C}^n$. In view of the above consideration, we can assume that the complexification $\Lambda^C$ of the matrix $\Lambda$ is diagonalizable. If the matrix $\Lambda^C$ has a chain of nonreal eigenvalues, then it has the chain of the complex conjugates of these eigenvalues as well. It is obvious that the structures of the original chain and of its conjugate coincide, i.e., differences of successive eigenvalues are equal to each other for the respective pairs of such eigenvalues from these two chains. We can choose a canonical basis for $\Lambda^C$ in such a way that respective generalized eigenvectors from this basis that are associated with these chains are the complex conjugates of each other. Due to the residual indefiniteness of $\Lambda^C$, we can replace the eigenvalues in both the chains by their real parts. The real and imaginary parts of the above generalized eigenvectors are generalized eigenvectors of the matrix obtained by this replacement. Then we additionally replace each pair of conjugate original generalized eigenvectors in the chosen canonical basis by the pair consisting of the real and imaginary parts of the first eigenvector in this pair. To avoid merging new chains with each other or with preserved old chains, we shift the eigenvalues from to the same chains by the same real number, which needs to be selected, but the shifts are independent for different chains. The constructed matrix $\Lambda_{\text{new}}^C$ has only real eigenvalues and possesses a canonical basis constituted by generalized eigenvectors with real components. The total chain structure of $\Lambda_{\text{new}}^C$ coincides with that of $\Lambda^C$, and $\Lambda^C - \Lambda_{\text{new}}^C \in \mathfrak{s}^C$. Consider the counterpart $\Lambda_{\text{new}}$ of $\Lambda_{\text{new}}^C$ on $\mathbb{R}^n$. It is diagonalizable over $\mathbb{R}$, and $\Lambda - \Lambda_{\text{new}} \in \mathfrak{s}$.

As a result, in both the cases $\mathbb{F} = \mathbb{C}$ and $\mathbb{F} = \mathbb{R}$, we can assume, without loss of generality, that the matrix $\Lambda$ is diagonalizable.

Classification procedure. Counterparts of two ways for classifying Lie-symmetry extensions with $k = 0$ or $k = 1$ can also be suggested for the case $k = 2$.

Within the first way, we again start with a complete list of $\text{SL}(n, \mathbb{F})$-inequivalent subalgebras $\mathfrak{s}$ of $\mathfrak{sl}(n, \mathbb{F})$ and select those satisfying the condition $\mathfrak{s} = C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{c}_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})) \notin \{\mathfrak{s}(n, \mathbb{F}), \{0\}\}$. Recall that in contrast to the case $k = 1$, the subalgebra $\mathfrak{s} = \{0\}$ is not appropriate here. A complete list of inequivalent essential Lie-symmetry extensions with $k = 2$ in the class $\mathcal{L}_1^k$ consists of the algebras $\mathfrak{g}_{V^{\text{ess}}} = (I) \oplus ((P, D) \notin \mathfrak{s}^{\mathbb{M}})$ for all the obtained subalgebras $\mathfrak{s}$, where $P := \partial_t + \Upsilon_{ab} x^b \partial_{x^a}$ and $D := t \partial_t + \Lambda_{ab} x^b \partial_{x^a}$, and the arbitrary-element matrix $V$ takes the general values of the form (32). The problem is to classify, up to the $G^C_{\ell_1}$-equivalence, all possible general values of the matrix triple $(\Lambda, \Upsilon, W)$ defined up to adding arbitrary elements of $\mathfrak{s}$ to $\Lambda$ and $\Upsilon$. Following the case $k = 1$, we fix a complementary subspace $\mathfrak{t}$ to $\mathfrak{s}$ in $N_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$ and denote $\mathfrak{c} := C_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$. At the same time, we modify the selection of matrices. We first choose a non-nilpotent matrix $Z \in \mathfrak{s}$, compute its semisimple part $Z_0$ and set $\Lambda := Z_0$. We reorder and split the spectrum $\sigma(\Lambda) = \{\mu_1, \ldots, \mu_r\}$ of $\Lambda$ into (maximal) chains, where $\mu_i - \mu_{i+1} \in \{1, 2\}$ for the eigenvalues within each of the chains. If $\mathbb{F} = \mathbb{R}$ and $\sigma(\Lambda) \subset \mathbb{R}$, we modify $\Lambda$ by adding such a matrix from $\mathfrak{s}$ that for the new $\Lambda$ we have $\sigma(\Lambda) \subset \mathbb{R}$. Then we choose a matrix $Y \in \mathfrak{s}$ and take its hat-part $\hat{Y}$ with respect to $\Lambda$ as $\Upsilon$, i.e., we set $\Upsilon_{ij} := Y_{ij}$ if $\mu_i = \mu_j + 1$ and $\hat{Y}_{ij} := 0$ otherwise in the block form according to the decomposition $\mathbb{F}^n$ into the eigenspaces of $\Lambda$. Since $Z, Y \in N_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$ and $Z - \Lambda, Y - \Upsilon \in \mathfrak{s}$, the matrices $\Lambda$ and $\Upsilon$ also belong to $N_{\mathfrak{sl}(n, \mathbb{F})}(\mathfrak{s})$. Finally,
we choose a nonzero matrix $W \in \mathfrak{c}$ for which $W_{ij} = 0$ if $\mu_i \neq \mu_j + 2$. By the construction, we necessarily have $[\Lambda, \Upsilon] = \Upsilon$, $[\Lambda, K_l] = (l + 2)K_l$, $K_l \in \mathfrak{c}$ for all the matrices $K_l$ defined in (32), and $\mathfrak{s} \subseteq \mathfrak{sl}(n, \mathbb{F}) (\{K_0, \ldots, K_m\})$, where $m$ is the maximum value of $l$ with $K_l \neq 0$. The essential Lie-symmetry extension case associated with the subalgebra $\mathfrak{s}$ indeed exists and is genuine if and only if there exist matrices $Z$, $Y$ and $W$ satisfying the above conditions and, moreover, $\mathfrak{s} = \mathfrak{sl}(n, \mathbb{F}) (\{K_0, \ldots, K_m\})$. This is a value of the parameter-matrix triple $(Z, Y, W)$ that we call general among appropriate ones. In other words, the algebra $\mathfrak{g}_V^{\text{es}} = \langle I \rangle \oplus \langle (P, D) \neq \mathfrak{s}^{\text{ef}} \rangle$ indeed coincides with the entire algebra $\mathfrak{g}_V^{\text{es}}$ for $V = e^{t\Upsilon}W e^{-t\Upsilon} = e^{t\Upsilon}W e^{-t\Upsilon}$ if and only if the triple $(Z, Y, W)$ takes a general value among appropriate values in $\mathfrak{s} \times \mathfrak{s} \times \mathfrak{c}$. We use the well-defined action of the stabilizer subgroup $\text{St}_{\mathfrak{sl}(n, \mathbb{F})} (\mathfrak{s})$ on $\mathfrak{s} \times \mathfrak{s} \times \mathfrak{c}$ for the further selection of the triple $(Z, Y, W)$ up to the $G_{\Upsilon}$-equivalence. The systems $L'_t$ and $L''_t$ associated with $(Z, Y, W), (\bar{Z}, \bar{Y}, \bar{W}) \in \mathfrak{s} \times \mathfrak{s} \times \mathfrak{c}$ are $G_{\Upsilon}$-equivalent if and only if there exists a matrix in the group $\text{St}_{\mathfrak{sl}(n, \mathbb{F})} (\mathfrak{s})$ whose adjoint action maps the triple $(\Lambda, \Upsilon, W)$ to the triple $(\bar{\Lambda}, \alpha \bar{\Upsilon}, \alpha^2 \bar{W})$ or, equivalently, $(Z, Y, W)$ to $(\bar{Z}, \alpha \bar{Y}, \alpha^2 \bar{W})$ for some $\alpha \in \mathbb{F} \setminus \{0\}$, see Lemma 27 below. \footnote{In view of the commutation relations $[\Lambda, \Upsilon] = \Upsilon$ and $[\Lambda, W] = 2W$ implying a specific structure of $\Upsilon$ and $W$, the matrix transformation $\bar{\Upsilon} = \alpha \Upsilon$, $\bar{W} = \alpha^2 W$ with $\alpha \in \mathbb{F} \setminus \{0\}$, which is induced by the scaling $\bar{t} = t/\alpha$ of $t$, coincides with the adjoint action of a matrix $M \in \text{St}_{\mathfrak{sl}(n, \mathbb{F})} (\mathfrak{s})$. If $\alpha \in \mathbb{R}_{> 0}$, then an appropriate matrix $M$ is e.g., $M = e^{-\ln(\alpha) \Lambda}$. For the general $\alpha \in \mathbb{F} \setminus \{0\}$, we can take $M = \bigoplus_{\alpha = 1}^n \alpha \alpha^\iota \alpha^{-\mu} E_{n_{\alpha \mu}}$, where $\mu_\alpha$ is the first element in the chain containing $\mu_\alpha$, and $E_{n_{\alpha \mu}}$ is the $n_{\alpha} \times n_{\mu}$ identity matrix. This is why in the course of checking the equivalence of matrix triples, we can assume $\alpha = 1$.}

The second way is based on the classification of the parameter-matrix triples $(\Lambda, \Upsilon, W)$ that satisfy the above conditions, which have been derived up to the $\mathfrak{sl}(n, \mathbb{F})$-equivalence and up to adding elements of $\mathfrak{s}$ to $\Lambda$ and to $\Upsilon$. Here $\mathfrak{s}$ is defined as the maximal subalgebra of $\mathfrak{sl}(n, \mathbb{F})$ such that $[\Upsilon, \mathfrak{s}] \subseteq \mathfrak{s}$ and $[W, \mathfrak{s}] = \{0\}$, see Lemma 27 below. The different obtained tuples $(K_0, \ldots, K_m)$ with the same value of $m$ should additionally be checked for simultaneous similarity of their respective components with respect to the same matrix from $\mathfrak{sl}(n, \mathbb{F})$. For each chain structure from the above set, we take arbitrary matrices $\Upsilon$ and $W$ in the block form according to the decomposition $\mathbb{F}^n$ into the generalized eigenspaces $\mathfrak{u}_i$ of $\Lambda$ such that $\Upsilon_{ij} = 0$ if $\mu_i \neq \mu_j + 1$ and $W_{ij} = 0$ if $\mu_i \neq \mu_j + 2$. In addition, it suffices to consider only the regular values of $(\Upsilon, W)$ for fixed $\Lambda$, i.e., such values that for each of them the chain structure of $\Lambda$ is the finest among possible ones. By the construction, we necessarily have $[\Lambda, \Upsilon] = \Upsilon$, $[\Lambda, W] = 2W$, and hence $[\Lambda, K_l] = (l + 2)K_l$, $l \in \mathbb{N}_0$. We compute $m := \max\{l \in \mathbb{N}_0 \mid K_l \neq 0\}$ and $\mathfrak{s} := \mathfrak{sl}(n, \mathbb{F}) (\{K_0, \ldots, K_m\})$. We classify such matrices $\Upsilon$ and $W$ up to the equivalence generated by the transformations

$$\bar{\Upsilon} = M (\Upsilon + \Gamma) M^{-1}, \quad \bar{W} = MW M^{-1},$$

where $M$ and $\Gamma$ are arbitrary matrices from $\mathfrak{sl}(n, \mathbb{F})$ and $\mathfrak{s}$, respectively, such that $M_{ij} = 0$ if $i \neq j$ and $\Gamma_{ij} = 0$ if $\mu_i \neq \mu_j + 1$, see footnote 3. The different obtained tuples $(K_0, \ldots, K_m)$ with the same value of $m$ should additionally be checked for simultaneous similarity of their respective components with respect to the same matrix from $\mathfrak{sl}(n, \mathbb{F})$.

**Remark 24.** Considering the group classification for the class $\mathcal{L}_1$, we can require that all $G_{\Upsilon}$-inequivalent cases of Lie-symmetry extensions with $k \geq 1$ are represented by systems with constant matrix coefficients. More specifically, any system $L'_t$ with $V(t) = e^{t\Upsilon}V(0)e^{-t\Upsilon}$ is mapped by the point transformation $\Phi$: $\bar{t} = t$, $\bar{x} = e^{-t\Upsilon} x$ to the system $L_\theta$: $\bar{x}_{\bar{\mu}} = \bar{\Lambda} \bar{x}_{\mu} + B \bar{x}$ whose matrix-valued coefficients $A = -2\Upsilon$ and $B = V(0) - \Upsilon^2$ are constant. The Lie-symmetry vector fields $P = (\partial_t + \Upsilon^a \bar{x}^b \partial_{\bar{x}^a})$ and $Q_f = (\Gamma^k \bar{x}^l \partial_{\bar{x}^k}) \circ L'_t$, where $\Gamma^k \bar{x}^l \partial_{\bar{x}^k}$ are pushed forward by $\Phi$ to the Lie-symmetry vector fields $\bar{P} := \partial_{\bar{t}}$ and $\bar{Q}_f := (e^{-t\Upsilon} \Gamma e^{t\Upsilon})^a \bar{x}^b \partial_{\bar{x}^a}$ of $L_\theta$. In the case $k = 2$, we can choose the matrices $\bar{\Upsilon}$ and $\bar{\Lambda}$ in such a way that $[\bar{\Lambda}, \bar{\Upsilon}] = \bar{\Upsilon}$, and then the vector field $D = t \partial_t + \Lambda^{ab} \bar{x}^b \partial_{\bar{x}^a}$ from $\mathfrak{g}_V^{\text{es}}$ is pushed forward by $\Phi$ to $\bar{D} := i \partial_{\bar{t}} + \bar{\Lambda}^{ab} \bar{x}^b \partial_{\bar{x}^a}$.
from $g^\text{ess}_h$. Therefore, reducing $t$-shift-invariant systems from the class $L'_1$ to their constant-coefficient counterparts from the class $L_1$, we obtain more complicated counterparts for $Q_\Gamma$, whose components may depend on $t$, in contrast to those of $Q_\Gamma$.

**Remark 25.** The simplest particular subcase for both cases $k = 1$ and $k = 2$ is $m = 0$, i.e., that the matrices $\Upsilon$ and $W$ commute [11]. Then the corresponding value of $V$ is a constant matrix, $V = W$, $s = C_{s(n,F)}(\{W\})$, and we can set $\Upsilon = 0$ up to adding elements of $s$, which is obvious since $\partial_t \in g^\text{ess}_h$ for such $V$. The classification of systems from the class $L'_1$ with constant values of the matrix-valued parameter function $V$ reduces to considering all possible Jordan normal forms of such $V$. Finding $s$ for a constant matrix $V$ is the standard Frobenius problem in matrix theory, whose solution is well known, see e.g. [25, Chapter VIII].

$k = 3$. This means that there are three vector fields with linearly independent $t$-components from the complementary subalgebra to $\langle I \rangle$ in the algebra $g^\text{ess}_V$. Up to the $G_{L'}^\sim$-equivalence, they take the form $P := \partial_t + \Upsilon^{ab} x^b \partial_{x^a}$, $D := t \partial_t + \Lambda^{ab} x^b \partial_{x^a}$ and $S := t^2 \partial_t + \Theta^{ab} x^b \partial_{x^a}$ with some (constant) matrices $\Upsilon, \Lambda, \Theta \in \mathfrak{sl}(n,F)$. According to the consideration in the case $k = 2$, the invariance of the system $L'_V$ with respect to the vector fields $P$ and $D$ implies that the matrix-valued function $V$ admits more than two Lie-symmetry vector fields with linearly independent $t$-components. Thus, the $G_{L'}^\sim$-orbit of any system from the class $\bar{L}_1$ contains systems from the subclass $L'_1$ and, in view of Theorem 7, the $t$-component of any element of $G_{L'}^\sim$ depends only on $t$, we in fact prove the following theorem.

**Theorem 26.** dim $\pi_s g^\theta \leq 2$ for any $L_\theta \in \bar{L}_1$.

Recall that $\pi$ denotes the projection from $F_1 \times F^\theta_2$ onto $F_1$.

Theorems 7 and 26 imply that a normal linear system of second-order ordinary differential equations admits more than two Lie-symmetry vector fields with linearly independent $t$-components if and only if it is $G_{L'}^\sim$-equivalent to the elementary system $x_{tt} = 0$, i.e., it belongs to the class $L_0$. A similar claim for single second-order linear ordinary differential equations is trivial.

## 6 Criteria of similarity

Using the notation and results of Section 5, we present explicit criteria of similarity of systems from the classes $L'_1$ and $L_1$ that possess, as their Lie symmetries, shifts with respect to $t$, which can be composed with transformations of $x$ in the case of the class $L'_1$. These criteria are useful in the course of the complete group classification of the classes $L'_1$ and $L_1$ for particular values of $n$.

We call a system $L'_V$ from the class $L'_1$ (resp. a system $L_\theta$ from the class $L_1$) with constant matrix coefficients $\vartheta = (A, B)$ properly $t$-shift-invariant if $\pi_s g^\text{ess}_V$ (resp. $\pi_s g^\text{ess}_\theta$) belongs to $\{(\partial_t), (\partial_t, t \partial_t)\}$. Thus, the improper $t$-shift invariance of such a system means that $\pi_s g^\text{ess}_V$ (resp. $\pi_s g^\text{ess}_\theta$) coincides with $\langle \partial_t, e^{\gamma \partial_t} \rangle$ for some $\gamma \in F \setminus \{0\}$.

**Lemma 27.** Properly $t$-shift-invariant systems $L'_V$ and $L'_V^\sim$ from the class $L'_1$ with

$$V(t) = e^{\Gamma t} V(0) e^{-\Gamma t}, \quad \tilde{V}(t) = e^{\tilde{\Gamma} t} \tilde{V}(0) e^{-\tilde{\Gamma} t}$$

are similar with respect to a point transformation if and only if there exist a nonzero $\alpha \in F$, an invertible matrix $M$ and a matrix $\Gamma \in \mathfrak{g} := C_{s(n,F)}(\{K_l, l \in \mathbb{N}_0\})$, where $K_0 := V(0)$, $K_{l+1} := [\Upsilon, K_l], l \in \mathbb{N}_0$, such that

$$\tilde{\Upsilon} = \alpha M (\Upsilon + \Gamma) M^{-1}, \quad \tilde{V}(0) = \alpha^2 M V(0) M^{-1}.$$
Proof. The “if” part can be checked by direct computation. A point transformation establishing the similarity of \( L'_V \) and \( L''_V \) is, e.g., \( t = t/\alpha, \tilde{x} = Mx \).

Let us prove the “only if” part. Suppose that the systems \( L'_V \) and \( L''_V \) from the lemma’s statement are similar with respect to a point transformation. This means in view of Theorem 4 that these systems are \( G'_\mathcal{L}' \)-equivalent, and let an equivalence transformation \( T \in G'_\mathcal{L}' \), which is of the form (8), establish their equivalence, \( T_L'V = L''_V \). The matrix \( \mathcal{Y} \) is defined up to adding a matrix \( S \) from \( C_{sl(n,F)} \{ (K_l, l \in \mathbb{N}_0) \} \). The systems \( L'_V \) and \( L''_V \) respectively possess the Lie-symmetry vector fields \( P := \partial_t + \Gamma_{ab}x^b \partial_{x^a} \) and \( \tilde{P} := \partial_t + \tilde{\Gamma}_{ab}x^b \partial_{x^a} \). Due to the similarity, we have that \( k_{V'} := \dim \pi_* \mathfrak{g}'_{\mathcal{L}'} = k_{V} := \dim \pi_* \mathfrak{g}'_{\mathcal{L}''} \in \{1,2\} \).

The condition \( k_{V'} = k_{V} = 1 \) implies that \( (\pi_*\mathcal{J}^{-1})_*\tilde{P} = \alpha P + Q_T \) for some nonzero \( \alpha \in F \) and \( \Gamma \in \mathfrak{s} \), where \( Q_T := \Gamma_{ab}x^b \partial_{x^a} \in \mathfrak{g}'_{\mathcal{L}''} \). Recall that for the class \( \mathcal{L}' \), by \( \mathfrak{s} \) we denote the projection from \( F_t \times F^n \times F^n \) onto \( F_t \times F^n \).

If \( k_{V'} = k_{V} = 2 \), then it follows from the study of the corresponding case in Section 5 that we can choose the vector fields \( P \) and \( \tilde{P} \) belonging to the derived algebras \( (\mathfrak{g}^{\mathcal{L}''})' \) and \( (\mathfrak{g}^{\mathcal{L}'})(' \) of the algebras \( \mathfrak{g}^{\mathcal{L}''} \) and \( \mathfrak{g}^{\mathcal{L}'} \), respectively. \( P \in (\mathfrak{g}^{\mathcal{L}''})' \subseteq (P) \approx e^{\mathbb{V}t} \) and \( \tilde{P} \in (\mathfrak{g}^{\mathcal{L}'})' \). Since the pushforward of vector fields by \( \pi_*\mathcal{J}^{-1} \) induces an isomorphism from \( \mathfrak{g}^{\mathcal{L}''} \) onto \( \mathfrak{g}^{\mathcal{L}'} \) and any such isomorphism maps \( (\mathfrak{g}^{\mathcal{L}''})' \) onto \( (\mathfrak{g}^{\mathcal{L}'})' \), we have \( (\pi_*\mathcal{J}^{-1})_*\tilde{P} = \alpha P + Q_T \) for some nonzero \( \alpha \in F \) and \( \Gamma \in \mathfrak{s} \) holds true here as well.

Therefore, in both the cases \( T_t = 1/\alpha \), i.e., \( T = (t + \beta)/\alpha \) for some \( \beta \in F \). Denoting \( M := |\alpha|^{-1/2}Ce^{\mathbb{V}t} \) completes the proof. \( \square \)

Corollary 28. Properly t-shift-invariant systems \( L_\vartheta \) and \( L_\tilde{\vartheta} \) from the class \( \mathcal{L}_1 \) with constant matrix coefficients \( \vartheta = (A,B) \) and \( \tilde{\vartheta} = (\tilde{A},\tilde{B}) \) are similar with respect to a point transformation if and only if there exist a nonzero \( \alpha \in F \), an invertible matrix \( M \) and a matrix \( \tilde{\Gamma} \in \mathfrak{s} := C_{sl(n,F)} \{ (K_l, l \in \mathbb{N}_0) \} \), where \( K_0 := B, K_{l+1} := [A,K_l] \), \( l \in \mathbb{N}_0 \), such that

\[
\tilde{A} = \alpha M (A + \tilde{\Gamma}) M^{-1}, \quad \tilde{B} = \alpha^2 M (B - \frac{1}{\alpha}(A \tilde{\Gamma} + A \tilde{\Gamma} + \tilde{\Gamma}^2)) M^{-1}.
\]

Proof. The systems \( L_\vartheta \) and \( L_\tilde{\vartheta} \) are mapped to the systems \( L'_V \) and \( L''_V \) with \( V \) and \( \tilde{V} \) of the form (33) in the variables \((\tilde{t}, \tilde{x})\) by the transformations \( \tilde{t} = t, \tilde{x} = e^{-\mathbb{V}t}x \) and \( \bar{t} = t, \bar{x} = e^{-\bar{\mathbb{V}}t}x \), respectively, where \( \mathbb{V} = -\frac{1}{2}A, V(0) = B + \mathbb{V}^2, \tilde{\mathbb{V}} = -\frac{1}{2}\tilde{A}, \tilde{V}(0) = \tilde{B} + \tilde{\mathbb{V}}^2 \). The systems \( L_\vartheta \) and \( L_\tilde{\vartheta} \) are similar with respect to a point transformation if and only if the systems \( L'_V \) and \( L''_V \) are similar with respect to a point transformation. The relation between \( \vartheta \) and \( \tilde{\vartheta} \) follows from that between \((\mathbb{V}, V(0))\) and \((\tilde{\mathbb{V}}, \tilde{V}(0))\) in Lemma 27, where \( \tilde{\mathbb{V}} = -\frac{1}{2}\tilde{\Gamma} \). \( \square \)

7 Properties of Lie invariance algebras

Using results of Section 5, we can more precisely characterize Lie invariance algebras of systems not only from the regular subclasses \( \mathcal{L}_1 \), \( \mathcal{L}_1' \) and \( \mathcal{L}_1'' \) but also from their singular counterparts.

Theorem 29. For any system from the class \( \mathcal{L}_1 \) (resp. \( \mathcal{L}_1' \) or \( \mathcal{L}_1'' \)), the dimension of its maximal Lie invariance algebra is greater than or equal to \( 2n + 1 \) and less than or equal to \( n^2 + 4 \). The lower bound is greatest and is attained for a general system of the class. The upper bound is least, and it is attained only for the systems from the orbit of the system (3) with respect to the corresponding equivalence group.

Proof. The claim on the lower bound is trivial, see the end of Section 4.

For each of the classes \( \mathcal{L}_1, \mathcal{L}_1', \mathcal{L}_1' \) and \( \mathcal{L}_1'' \), the system (3) admits the formal interpretation as an element of this class. The difference of these interpretations is just originated from the different class parameterizations. Thus, the corresponding values of the arbitrary elements are \( A = 0, B = J \) and \( f = 0 \) for the class \( \mathcal{L}_1 \), the same \( A \) and \( B \) for the class \( \mathcal{L}_1' \), and \( V = J \) for the classes \( \mathcal{L}_1'' \) and \( \mathcal{L}_1'' \). Here and in what follows \( J = J^2_0 \oplus (\bigoplus_{i=1}^{n-2} J^i_0) \), and \( J^m_0 \) denotes the
Jordan block of dimension \( m \) with eigenvalue \( \mu \). In addition, an equality like \( V = M \) for the arbitrary-element matrix \( V \) and a constant matrix \( M \) means that \( V(t) = M \) for any \( t \in \mathcal{I} \), and then we can use the notation \( L'_M \) and \( g_M \) instead of \( L'_V \) and \( g_V \) for this particular value of the arbitrary-element matrix \( V \).

The class \( \mathcal{L}_1 \) (resp. \( \mathcal{L}_2 \)) can be mapped by a family of its equivalence transformations to its subclass that is the embedded counterpart of the class \( \mathcal{L}_1' \). The class \( \mathcal{L}_2' \) is a subclass of \( \mathcal{L}_1' \). The equivalence transformations within each of the above classes preserve the required properties of Lie invariance algebras. This is why it suffices to prove the theorem only for the class \( \mathcal{L}_1' \).

For any system \( L'_V \) from the class \( \mathcal{L}_1' \), we have \( g_V = g^{\text{ess}}_{\nu} \oplus g^{\text{lin}}_{\nu} \), and \( \dim g^{\text{lin}}_{\nu} = 2n \). Hence the proof reduces to estimating the dimensions of the essential Lie invariance algebras of systems from this class.

Given a system \( L'_V \), where the independent variable \( t \) runs a domain \( \mathcal{I} \), for any fixed \( t_0 \in \mathcal{I} \), we consider the system \( L'_{V_0} \) from \( \mathcal{L}_1' \), where \( V_0(t) := V(t_0) \) for any \( t \in \mathcal{I} \). We necessarily have \( \dim g^{\text{ess}}_{\nu} \leq \dim g^{\text{ess}}_{V_0} \). Indeed, \( \dim g^{\text{ess}}_{V_0} = \dim(I) + \dim s_V + k_V \) and \( \dim g^{\text{ess}}_{\nu} = \dim(I) + \dim s_{V_0} + k_{V_0} \), where \( I := x^i \partial_x^i \), \( k_V := \dim \pi \cdot g^{\text{ess}}_{\nu} \), \( k_{V_0} := \dim \pi \cdot g^{\text{ess}}_{V_0} \), and

\[
\mathcal{S}_V := C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ V(t) \mid t \in \mathcal{I} \} \} \subseteq C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ V(t_0) \mid t \in \mathcal{I} \} \} =: \mathcal{S}_{V_0}; \quad (34)
\]

see the notation and results in Section 5, especially those related to the case \( k = 2 \). The last inclusion means that \( \dim \mathcal{S}_V \leq \dim \mathcal{S}_{V_0} \). Since \( V_0 \) is a constant (matrix-valued) function, it is obvious that the system \( L'_{V_0} \) possesses the vector field \( \partial_t \) as its Lie symmetry, i.e., \( k_{V_0} \geq 1 \). If \( k_V = 2 \), then \( V(t) \) is a nilpotent matrix for any \( t \in \mathcal{I} \), including \( t_0 \), and thus \( k_{V_0} = 2 \) as well. This is why in any case \( k_V \leq k_{V_0} \), which finally proves the required claim.

Therefore, the maximum dimension of the essential Lie invariance algebras of systems from the class \( \mathcal{L}_1' \) is attained by a system with a constant value of the arbitrary-element matrix \( V, \ V = K_0 \) for some \( K_0 \in \mathfrak{g}(n, \mathbb{F}) \setminus \{ E \} \). For this system, we have \( \mathcal{S}_V = C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ K_0 \} \} \). As a result, the Frobenius problem comes into play: find all the matrices \( \Gamma \) commuting with the fixed matrix \( K_0 \), which is a standard matrix problem [25, Chapter VIII]. By \( N(K_0) \) we denote the number of linearly independent matrices that commute with \( K_0 \), i.e., \( \dim \mathcal{S}_V = N(K_0) - 1 \). Since the matrix \( K_0 \) is not proportional to the identity matrix, the value \( N(K_0) \) can be at most \( n^2 - 2n + 2 \), which is reached only for the matrices that are similar to either \( M_{1n} := J_0^2 \oplus ( \bigoplus_{i=1}^{n-2} J_i^1 ) \) or \( M_{2n_1n_2} := ( \bigoplus_{i=1}^{n-1} J_i^1 ) \oplus J_{2n_1} \), \( \nu_1 \neq \nu_2 \), see the derivation of Corollaries 2 and 3 in [11]. The first matrix with \( \nu = 0 \) coincides with \( J \) and is nilpotent. Setting \( K_0 = J \), we have \( k_j = 2 \), and then \( \dim g^{\text{ess}}_{\nu} = N(J) + k_J = n^2 - 2n + 4 \), which is maximum in the class \( \mathcal{L}_1' \) by the construction.

Now we show that any system \( L'_V \) from the class \( \mathcal{L}_1' \) with \( \dim g^{\text{ess}}_{\nu} = n^2 - 2n + 4 \) belongs to the \( G_{\nu}^\mathcal{I} \)-orbit of the system \( L'_V \). The value of \( \dim g^{\text{ess}}_{\nu} \) is maximum if and only if both the values \( \dim \mathcal{S}_V \) and \( k_V \) are maximum as well, \( \dim \mathcal{S}_V = n^2 - 2n + 2 \) and \( k_V = 2 \). In view of (34), the former equality implies that for any fixed \( t \in \mathcal{I} \), where the matrix \( V(t) \) is nonzero, it is similar to either \( M_{1n} \) for some \( \nu \in \mathbb{F} \) or \( M_{2n_1n_2} \) for some \( \nu_1, \nu_2 \in \mathbb{F} \) with \( \nu_1 \neq \nu_2 \). The latter equality means that the algebra \( \mathfrak{g}^{\nu} \) contains two vector fields with linearly independent \( t \)-components \( \tau^1 \) and \( \tau^2 \). Modulo the \( G_{\nu}^\mathcal{I} \)-equivalence, we can assume that \( \tau^1 = 1 \) and \( \tau^2 = t \), i.e., \( \mathfrak{g}^{\nu} \ni P, D \), where \( P := \partial_t + T^{ab}x^b \partial_{x^a} \) and \( D := \partial_t + A^{ab}x^b \partial_{x^a} \) with some (constant) matrices \( T, A \in \mathfrak{sl}(n, \mathbb{F}) \).

Then, it follows from the consideration of the case \( k = 2 \) in Section 5 that for any \( t \in \mathcal{I} \), the matrix \( V(t) \) is nilpotent, and thus it is necessarily similar to \( M_{10} = J \) if it is nonzero. We fix a point \( t_0 \in \mathcal{I} \) with \( V(t_0) \neq 0 \). Up to the \( G_{\nu}^\mathcal{I} \)-equivalence, we can assume that \( V(t_0) = J \). (For this, we should use the equivalence transformation (8) with \( T = t \) and a matrix \( C \) establishing the similarity of \( J \) to \( V(t_0) \), \( V(t_0) = C^{-1}JC \).

According to (34),

\[
\mathcal{S}_V := \bigcap_{t \in \mathcal{I}} C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ V(t) \} \} \subseteq C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ V(t_0) \} \} = C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ J \} \} = \mathcal{S}_J.
\]

On the other hand, \( \dim \mathcal{S}_V = n^2 - 2n + 2 = \dim \mathcal{S}_J \), and hence \( \mathcal{S}_V = \mathcal{S}_J \). This means that for any \( t \in \mathcal{I} \) with \( V(t) \neq 0 \), the equality \( C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ V(t) \} \} = C_{\mathfrak{s}(n, \mathbb{F})} \{ \{ J \} \} \) holds true, i.e.,
\[ V(t) \in C_{\mathfrak{sl}(n,F)}(C_{\mathfrak{sl}(n,F)}(\{J\})) = \langle J \rangle. \] (The last equality can be checked by the direct two-step computation of the corresponding centralizers.) For points \( t \) with \( V(t) = 0 \), we also have \( V(t) \in \langle J \rangle \). In other words, the matrix-valued function \( V \) is defined by \( V(t) = v(t)J \) for any \( t \in I \), where \( v \) is a nonzero function of \( t \). Successively substituting the vector fields \( P \) and \( D \) into the classifying condition (28) with this \( V \) leads to the equations \( v_tJ = v[\Lambda, J] \) and \( (tv_t + 2v)v_tJ = v[\tilde{Y}, J] \). Therefore, \([\Lambda, J] = \lambda_1J \) and \([\tilde{Y}, J] = \lambda_2J \) for some constants \( \lambda_1 \) and \( \lambda_2 \), and thus \( v_t = \lambda_1v \) and \((tv_t + 2v) = \lambda_2v \). The last system of two ordinary differential equations with respect to \( v \) is consistent if and only if \((\lambda_1, \lambda_2) = (0, 2)\), i.e., \( v \) is a nonzero constant function, which is equal to one up to the \( G_{\mathcal{L}'} \)-equivalence. This means that the initial system \( L_V \) is \( G_{\mathcal{L}'} \)-equivalent to the system \( L_J \), which completes the proof. \( \square \)

**Theorem 30.** For any system \( L_V \) from the class \( \mathcal{L}' \), its essential Lie invariance algebra \( \mathfrak{g}^{\mathcal{L}'}_V \) can be represented as \( \mathfrak{g}^{\mathcal{L}'}_V = \iota \oplus (\mathfrak{v} \oplus \mathfrak{s}^V) \), where

- \( \iota := \langle x^a \partial_x^a \rangle \) is an ideal of \( \mathfrak{g}^{\mathcal{L}'}_V \), which is common for all systems from the class \( \mathcal{L}' \),
- \( \mathfrak{s}^V := \{ x^a \partial_x^a \} \) is an ideal of \( \mathfrak{g}^{\mathcal{L}'}_V \) with \( \dim \mathfrak{s}^V \leq n^2 - 2n + 1 \), and
- \( \mathfrak{v} := \langle \tau \partial_t + (\tau^t x^a + \lambda^a b x^b) \partial_x^a \rangle \) is a subalgebra of \( \mathfrak{g}^{\mathcal{L}'}_V \) with \( \dim \mathfrak{v} = k \) such that \( k \in \{0, 1, 2\} \), the components \( \tau^t = \tau^t(t) \) are linearly independent, and each of \( \tau^t \) satisfies (28) with \( \Lambda_t \in \mathfrak{sl}(n,F) \).

**Proof.** In view of Corollary 16, each vector field from the algebra \( \mathfrak{g}^{\mathcal{L}'}_V \) takes the form

\[ Q = \tau \partial_t + (\tau^t x^a + \lambda^a b x^b) \partial_x^a, \] (35)

where the \( t \)-component \( \tau \) depends only on \( t \) and satisfies, jointly with the (constant) matrix \( \Gamma = (\Gamma^a) \), the classifying condition (28). An obvious solution of (28) for any \( V \) is given by \( \tau = 0 \) and \( \Gamma = E \). The corresponding vector field \( I := x^a \partial_x^a \) commutes with any vector field of the form (35). Hence \( i \) is an ideal of \( \mathfrak{g}^{\mathcal{L}'}_V \) irrespective of \( V \). The set \( \mathfrak{s}^V \) consists of the elements \( Q \) of \( \mathfrak{g}^{\mathcal{L}'}_V \) with \( \pi_4 Q = 0 \) and is clearly an ideal of \( \mathfrak{g}^{\mathcal{L}'}_V \). The estimate \( \dim \mathfrak{s}^V \leq n^2 - 2n + 1 \) follows from the proof of Theorem 29.

It has been proved in Section 5 that \( k_V := \dim \pi_4 \mathfrak{g}^{\mathcal{L}'}_V \in \{0, 1, 2\} \). Note that \( \dim \mathfrak{v} = k \). Now we show that one can always select a complementary subspace \( \mathfrak{v} \) to \( i \oplus \mathfrak{s}^V \) in \( \mathfrak{g}^{\mathcal{L}'}_V \) in such a way that it is a subalgebra of \( \mathfrak{g}^{\mathcal{L}'}_V \). The cases \( k = 0 \) and \( k = 1 \) are trivial. Indeed, \( \mathfrak{v} = \{0\} \) if \( k = 0 \), and this set is an improper subalgebra of \( \mathfrak{g}^{\mathcal{L}'}_V \). If \( k = 1 \), then the span \( \mathfrak{v} \) is one-dimensional, and thus it is again a subalgebra of \( \mathfrak{g}^{\mathcal{L}'}_V \). Let us prove the above claim for the case \( k = 2 \), which is not so evident as the previous cases.

It follows from the consideration of the case \( k = 2 \) in Section 5 that two vector fields with linearly independent \( t \)-components from the algebra \( \mathfrak{g}^{\mathcal{L}'}_V \) take, up to their linear recombination and the \( G_{\mathcal{L}'} \)-equivalence, the form \( P := \partial_t + \tau^a b b x^b \partial_x^a \) and \( D := \partial_t + \lambda^a b b x^b \partial_x^a \) with some (constant) matrices \( \tau, \lambda \in \mathfrak{sl}(n,F) \). Let \( \Lambda \) be the semisimple and nilpotent parts in the Jordan–Chevalley decomposition of the matrix \( \lambda = (\lambda^a) \), \( \Lambda = \Lambda_n + \Lambda_s \). The vector field \( \lambda^a b b x^b \partial_x^a \) belongs to \( \mathfrak{s}^V \subseteq \mathfrak{g}^{\mathcal{L}'}_V \). Hence the vector field \( D = \lambda^a b b x^b \partial_x^a = \partial_t + \lambda^a b b x^b \partial_x^a \) is an element of \( \mathfrak{g}^{\mathcal{L}'}_V \) as well, i.e., we can assume from the very beginning that the matrix \( \Lambda \) is semisimple. Then \( \tilde{Y} = \tilde{Y} + \overline{\tilde{Y}} \), where \( \overline{\tilde{Y}} \) and \( \overline{\tilde{Y}} \) are the hat- and check-parts of \( \tilde{Y} \) with respect to the (semisimple) matrix \( \Lambda \), which are defined in Section 5. It has been shown therein that the vector field \( \tilde{Y}^a x^b \partial_x^a \partial_x^b \) also belongs to \( \mathfrak{s}^V \subseteq \mathfrak{g}^{\mathcal{L}'}_V \). This means that we can replace the vector field \( P \) by \( P = \tilde{Y}^a x^b \partial_x^a \), thus replacing \( \tilde{Y} \) by \( \overline{\tilde{Y}} \). Then \( [\Lambda, \tilde{Y}] = \overline{\lambda} \), which leads to the commutation relation \([P, D] = P\). In other words, the span \( \mathfrak{v} := \langle P, D \rangle \) is a subalgebra of \( \mathfrak{g}^{\mathcal{L}'}_V \). To complete the proof of the claim, we note that elements of \( G_{\mathcal{L}'} \) induce isomorphisms between the essential Lie invariance algebras of equivalent systems from the class \( \mathcal{L}' \).

It obvious that \( i \cap \mathfrak{s}^V = i \cap \mathfrak{v} = \mathfrak{s}^V \cap \mathfrak{v} = \{0\} \), \([i, \mathfrak{s}^V] = [i, \mathfrak{v}] = \{0\} \), and \([\mathfrak{s}^V, \mathfrak{v}] \subseteq \mathfrak{s}^V \). \( \square \)
Corollary 31. For any system $L_\theta$ from the class $\mathcal{L}_1$, its essential Lie invariance algebra $\mathfrak{g}_\theta^{\text{ess}}$ can be represented as $\mathfrak{g}_\theta^{\text{ess}} = i \oplus (t_0 \in \mathfrak{s}_\theta^A)$, where $i := \{l\}$ is an ideal of $\mathfrak{g}_\theta^{\text{ess}}$, which is common for all the systems from the class $\mathcal{L}_1$, $\mathfrak{s}_\theta^A$ is an ideal of $\mathfrak{g}_\theta^{\text{ess}}$ with $\pi_* \mathfrak{s}_\theta^A = \{0\}$ and $\dim \mathfrak{s}_\theta^A \leq n^2 - 2n + 1$, and $t_0$ is a subalgebra of $\mathfrak{g}_\theta^{\text{ess}}$ with $\dim t_0 = \dim \pi_* t_0 \in \{0, 1, 2\}$.

Proof. To derive this corollary from Theorem 30, we use the same arguments as in the third paragraph of the proof of Theorem 29. More specifically, the class $\mathcal{L}_1$ is mapped by a family of its equivalence transformations to the embedded counterpart of the class $\mathcal{L}'_1$, see the discussion related to (23). The equivalence transformations within the class $\mathcal{L}_1$ preserve the structure of the essential Lie invariance algebras of systems from this class. 

An assertion similar to Corollary 31 also holds for all systems from the regular subclass $\bar{\mathcal{L}}_1$ of the class $\bar{\mathcal{L}}$ with modifications allowing for specific features of the notion of essential Lie invariance algebras in a class of inhomogeneous linear systems of differential equations, see Remark 21.

The following proposition collects various properties of Lie symmetries of systems from the singular subclass $\mathcal{L}_0$ of the class $\bar{\mathcal{L}}$. A part of this proposition over the complex field was proved in [28, Theorem 1]. We combine Theorem 7, the description of the subclass $\mathcal{L}_0$ before this theorem, the well-known facts presented in the paragraph with the equation (24) and Theorem 29.

Proposition 32. The following are equivalent for a system $L_\theta$ of the form (4):

(i) The maximal Lie invariance algebra $\mathfrak{g}_\theta$ of $L_\theta$ is isomorphic to $\mathfrak{s}(n+2, \mathbb{F})$.

(ii) $\dim \mathfrak{g}_\theta = (n + 2)^2 - 1$.

(iii) $\dim \mathfrak{g}_\theta > n^2 + 4$.

(iv) The system $L_\theta$ is invariant with respect to a Lie algebra of vector fields with zero $t$-components that is isomorphic to $\mathfrak{s}(n, \mathbb{F})$.

(v) The system $L_\theta$ is reduced by a point transformation in $\mathbb{F}_t \times \mathbb{F}_{x^1}$ to the system $x_{tt} = 0$.

(vi) The matrix $B = -\frac{1}{2}A_t - \frac{1}{4}A^2$ is proportional to the identity matrix with time-dependent proportionality factor.

8 Reduction of order and integration using Lie symmetries and equivalence transformations

Lie symmetries of normal linear systems of $n$ second-order ordinary differential equations and equivalence point transformations between such systems can be efficiently used for reducing their total order and their integration.

We begin with the singular subclass $\bar{\mathcal{L}}_0$ of $\bar{\mathcal{L}}$. Recall that belonging systems to this subclass is easily checked by verifying the condition that the matrix-valued function $B = -\frac{1}{2}A_t + \frac{1}{4}A^2$ is proportional to the identity matrix $E$ with time-dependent proportionality factor.

Proposition 33. The integration of any system $L_\theta$ from the class $\bar{\mathcal{L}}_0$ is reduced to at most $2n$ quadratures via finding a fundamental matrix of the system of $n$ first-order ordinary differential equations $y_1 + \frac{1}{2}A^T y = 0$ with respect to the vector-valued function $y$ of $t$ and a fundamental set of solutions of the second-order ordinary differential equation $n\varphi_{tt} = \text{tr} (B - \frac{1}{2}A_t + \frac{1}{4}A^2) \varphi$ with respect to the function $\varphi$ of $t$.

Proof. Fix a value of the arbitrary-element tuple $\theta = (A, B, f)$. Let a matrix-valued function $M$ of $t$ be a fundamental matrix of the system $y_1 + \frac{1}{2}A^T y = 0$ and let functions $\varphi^1$ and $\varphi^2$ form a fundamental set of solutions of the equation $\varphi_{tt} = U \varphi$ with $U := n^{-1} \text{tr} (B - \frac{1}{2}A_t + \frac{1}{4}A^2)$, where $\varphi^2(t) \neq 0$ for $t$ from the interval under consideration. Then the ratio $\varphi^1 / \varphi^2 =: T$ satisfies the ordinary differential equation $\{T, t\} = -2U$ with the Schwarzian derivative $\{T, t\}$ of $T$ with
respect to \( t \). Hence the equivalence transformation \( \mathcal{T} \) of the form (21) with this \( T, H := M^T \) and \( h = 0 \) reduces the system \( L_θ \) to the system \( \tilde{x}_{\tilde{u}} = f(\tilde{i}) \), where \( f \circ T = T^{-2}_t H f \), which is obviously integrated by at most \( 2n \) quadratures.

In other words, for the systems from the class \( \mathcal{L}_0 \), the total order of systems to be integrated can be efficiently lowered by \( n - 2 \). It is obvious that we need no further quadratures after the equivalence transformation \( \mathcal{T} \) at all if the system \( L_θ \) is homogeneous, i.e., it belongs, modulo neglecting the arbitrary elements \( f \), to the class \( \mathcal{L}_0 \).

Solving systems from the class \( \mathcal{L}_1 \) requires more delicate approaches involving specific Lie symmetries of these systems. At first consider an approach based on knowing single specific symmetries of systems from the class \( \mathcal{L}_1 \).

**Proposition 34.** If a system \( L_θ \) from the class \( \mathcal{L}_1 \) admits a known Lie-symmetry vector field with nonzero \( t \)-component, then its integration is reduced by one quadrature and algebraic operations to constructing a fundamental matrix of a linear system of \( n \) first-order ordinary differential equations, i.e., the total order of system to be integrated can be efficiently lowered by \( n \).

**Proof.** According to the assumption, the system \( L_θ \) is invariant with respect to a vector field \( Q \) of the form (25) with known functions \( \tau \), \( \eta^{ab} \) and \( \chi^a \) of \( t \), and \( \tau \neq 0 \). Then this system is also invariant with respect to the vector field \( \tilde{Q} \) with the same values of \( \tau \) and \( \eta^{ab} \), whereas \( \chi^a = 0 \). We can straighten the vector field \( \tilde{Q} \) to \( \partial_\tilde{i} \) by a point transformation \( \Phi: \tilde{i} = T(t), \tilde{x} = H(t)x \), where \( \tau T_t = 1 \) and \( \tau H_t + H\eta = 0 \). In the variables \( (\tilde{i}, \tilde{x}) \), the system \( L_θ \) takes the form \( \tilde{x}_{\tilde{u}} = \tilde{A}\tilde{x}_{\tilde{i}} + \tilde{B}\tilde{x} \), where \( \tilde{A} \) and \( \tilde{B} \) are constant matrices in view of the invariance of the system with respect to the vector field \( \partial_\tilde{i} \). Since the last form of the system \( L_θ \) is solved using only algebraic operations, the solution of this system reduces to finding \( T \) from the equation \( T_t = 1/\tau \) by quadrature and constructing \( H \) as the transpose of a fundamental matrix of the system of \( n \) first-order ordinary differential equations \( \tau y_i + \eta y = 0 \).

Based on the proof of Proposition 34, we formulate the following step-by-step procedure for the integration of a system \( L_θ \) from the class \( \mathcal{L}_1 \) with involving its known Lie-symmetry vector field \( Q = \tau \partial_\tilde{i} + (\eta^{ab}\tilde{x}^b + \chi^a)\partial_{x^a} \) with the nonzero \( t \)-component \( \tau \):

1. Replace \( Q \) by its counterpart \( Q' = \tau \partial_\tilde{i} + \eta^{ab}\tilde{x}^b\partial_{x^a} \) with the zero values of \( \chi^a \).
2. Find \( H \) as the transpose of a fundamental matrix of solutions of the system of \( n \) first-order ordinary differential equations \( \tau y_i + \eta y = 0 \).
3. According to (21b)–(21c), compute the matrices \( \tilde{A} \) and \( \tilde{B} \), which are necessarily constant.
4. Solve the system \( L_\tilde{θ} \) with constant matrix coefficients \( \tilde{\vartheta} = (\tilde{A}, \tilde{B}) \).
5. Find \( T \) by integrating the equation \( T_t = 1/\tau \).
6. Push forward the found general solution of the system \( L_\tilde{θ} \) to the general solution of the system \( L_θ \) by the transformation \( \Phi^{-1}, x(t) = H^{-1}(t)\tilde{x}(T(t)) \).

**Corollary 35.** If a system \( \tilde{L}_θ \) from the class \( \mathcal{L}_1 \) admits a known Lie-symmetry vector field with nonzero \( t \)-component, then its integration is reduced to finding a fundamental matrix of a linear system of \( n \) first-order ordinary differential equations, \( n + 1 \) quadratures and algebraic operations, i.e., the total order of system to be integrated can be efficiently lowered by \( n \).

**Proof.** The only difference from the proof of Proposition 34 is that we straighten the vector field \( Q \) instead of \( \tilde{Q} \) to \( \partial_\tilde{i} \) using a point transformation \( \Phi: \tilde{i} = T(t), \tilde{x} = H(t)x + h(t) \), where \( \tau T_t = 1, \tau H_t + H\eta = 0 \) and \( \tau h_t + H\chi = 0 \). Thus, we in addition need \( n \) quadratures to find \( h \) from the system \( h_t = -H\chi/\tau \). 


For the above integration procedure to be applicable to systems from the class $\mathcal{L}_1$, it suffices to only change the last two steps of this procedure via additionally constructing $h$ as a solution of the system $h_t = -H \chi / \tau$ in step 5 and modifying the transformation in step 6 to $x(t) = H^{-1}(t) \hat{x}(T(t)) - H^{-1}(t) h(t)$.

Given a system $L_\vartheta$ from the class $\mathcal{L}_1$ that is Lie-invariant with respect to two vector fields with linearly independent $t$-components, the simultaneous use of these two symmetries for integrating $L_\vartheta$ is more sophisticated than the above procedure.

**Theorem 36.** Suppose that a system $L_\vartheta$ from the class $\mathcal{L}_1$ admits a Lie invariance algebra that is spanned by two known Lie-symmetry vector fields with linearly independent $t$-components. Then the integration of this system is reduced by algebraic operations to constructing a fundamental matrix of a linear system of $n$ first-order ordinary differential equations that splits into subsystems not coupled to each other, and each of these subsystems itself is partially coupled (see the end of the proof for a more specific description of the block structure of the system).

**Proof.** The beginning of the proof is similar to that of Proposition 34. Under the theorem’s assumption, Lemma 14 implies that the system $L_\vartheta$ is invariant with respect to two vector fields of the form (25), $Q_i = \tau^a \partial_{\tau^a} + (\eta^{ab} x^b + \chi^a) \partial_{x^a}$, $i = 1, 2$, with known coefficients $\tau^a, \eta^{ab}$ and $\chi^a$ depending at most on $t$, and the $t$-components $\tau^1$ and $\tau^2$ are linearly independent. Then this system is also invariant with respect to the vector fields $Q'_i$ with the same values of $\tau^i$ and $\eta^{ab}$, whereas $\chi^a = 0$. In other words, $Q'_i \in \mathfrak{g}^{\text{ess}}$. Consider an open domain $\mathcal{I}$ in $\mathbb{F}$ such that $\tau^1(t) \neq 0$ for any $t \in \mathcal{I}$. The algebra $(Q'_1, Q'_2)$ is not commutative since otherwise $\tau^1 \tau^2 - \tau^2 \tau^1 = 0$, i.e., the $t$-components $\tau^1$ and $\tau^2$ are linearly dependent on $\mathcal{I}$. We linearly recombine $Q'_1$ and $Q'_2$ to have the commutation relation $[Q'_1, Q'_2] = Q'_1$, and hence $\tau^1 \tau^2 - \tau^2 \tau^1 = \tau^1$, i.e., $(\tau^2 / \tau^1)_t = 1 / \tau^1$ on $\mathcal{I}$.

On the domain $\mathcal{I} \times \mathbb{R}^n$, we make a point transformation $\Phi$: $\tilde{t} = \tau^2(t) / \tau^1(t), \tilde{x} = H(t) x$, where $H$ is an invertible matrix-valued function on $\mathcal{I}$ satisfying the matrix differential equation $\tau^1 H'_t + H \eta^1 = 0$. The transformation $\Phi$ straightens the vector field $Q'_1$ to $\tilde{Q}_1 := \partial_{\tilde{t}}$, and thus it maps the system $L_\vartheta$ to a system with constant matrix coefficients, which is easily integrated using algebraic operations.

At this stage, we have reduced the integration of the system $L_\vartheta$ to finding a particular invertible solution $H$ of the matrix differential equation $\tau^1 H'_t + H \eta^1 = 0$ and algebraic operations.

The vector field $Q'_2$ is pushed forward by $\Phi$ to the vector field $\tilde{Q}_2 := \partial_{\tilde{t}} + \Lambda^{ab} x^b \partial_{x^a}$, where the matrix $\Lambda = (\Lambda^{ab}) := (\tau^2 H'_t + H \eta^2) H^{-1}$ is constant in view of the commutation relation $[Q'_1, Q'_2] = Q'_1$ pushed forward by $\Phi$ to $[\tilde{Q}_1, \tilde{Q}_2] = \tilde{Q}_1$. Combining the matrix equations $\tau^1 H'_t + H \eta^1 = 0$ and $\tau^2 H'_t + H \eta^2 = \Lambda H$, we derive the equality

$$H \zeta H^{-1} = \Lambda \quad \text{with} \quad \zeta := \eta^2 - \frac{\tau^2}{\tau^1} \eta^1.$$  

In other words, the matrix $\zeta$ depending on $t$ is similar to the constant matrix $\Lambda$ with respect to the matrix $H^{-1}$ also depending on $t$. Without loss of generality, we can assume that the matrix $\Lambda$ has been put in Jordan normal form, and then $H^{-1}$ is a generalized modal matrix for $\zeta$. (If this is not the case, we reduce the matrix $\Lambda$ to its Jordan normal form by a linear transformation of $\hat{x}$ with a constant invertible matrix $C$ and merge this matrix with $H$, $CH \sim H$. ) Since the matrix $\zeta$ is known, we can find, using only algebraic tools, its Jordan normal form $\Lambda$ and an invertible matrix $H$ whose inverse establishes the similarity of $\zeta$ to $\Lambda$, $H \zeta H^{-1} = \Lambda$.

If $\mathbb{F} = \mathbb{R}$ and the matrix $\Lambda$ has nonreal eigenvalues, we can modify it and, consequently, the matrices $H^{-1}$, $\zeta$ and $\eta^2$ in such a way that the system $L_\vartheta$ is invariant with respect to the new $Q'_2$, all the eigenvalues of the new matrix-valued function $\eta^2$ are constant and real, and the equality $H \zeta H^{-1} = \Lambda$ still holds; cf. the discussion for $\mathbb{F} = \mathbb{R}$ in the end of the consideration of the case $k = 2$ in Section 5.
Denote $\hat{H} := HH^{-1}$. Then $H = \hat{H}H$ and $H\Lambda\hat{H}^{-1} = \Lambda$, i.e., $[\Lambda, \hat{H}] = 0$. Therefore, $\hat{H}$ is a solution of the Frobenius problem [25, Chapter VIII] with the matrix $\Lambda$. In particular, each generalized eigenspace of $\Lambda$ or, moreover, the subspace $\ker(\Lambda - \lambda E)^l$ for arbitrary $\lambda \in \mathbb{F}$ and $l \in \mathbb{N}$ is invariant with respect to $\hat{H}$. Since $L_0 \subseteq L_1$, the matrix $\Lambda$ necessarily has distinct eigenvalues; see again the consideration of the case $k = 2$ in Section 5. This implies that the matrix $\hat{H}$ has a block-diagonal form corresponding to the partition $\mathbb{F}^n = \bigoplus_{i=1}^k \mathcal{U}_i$ of $\mathbb{F}^n$ into the generalized eigenspaces $\mathcal{U}_i$ of $\Lambda$, and each of the diagonal block of $H$ is of block-triangular form associated with the flag

$$\ker(\Lambda - \mu_i E) \subset \ker(\Lambda - \mu_i E)^2 \subset \cdots \subset \ker(\Lambda - \mu_i E)^{m_i},$$

where $\mu_i$ is the eigenvalue of $\Lambda$ corresponding to this block, and $m_i$ is the index of the eigenvalue $\mu_i$, i.e., the maximum rank of generalized eigenvectors of $\Lambda$ for this eigenvalue.

We represent the transformation $\Phi$ as the composition $\Phi = \hat{\Phi} \circ \hat{\Phi}$ of the transformations $\hat{\Phi}$: $\hat{t} = t$, $\hat{x} = \hat{H}(t)x$ and $\hat{\Phi}$: $\hat{t} = \tau^2(\hat{t})/\tau^1(\hat{t})$, $\hat{x} = \hat{H}(\hat{t})\hat{x}$. The transformation $\hat{\Phi}$ pushes forward the vector fields $Q'_i$ to the vector fields $\hat{Q}_i = \tau^i(\hat{t})\partial_t + \hat{\eta}^{ijab}(\hat{t})\hat{x}^b\partial_{x^a}$, $i = 1, 2$, respectively, where $\hat{\eta}^j = (\tau^1 \hat{H}_t + \hat{H}\eta^j)\hat{H}^{-1}$. From these expressions for $\hat{\eta}^j$, we derive that

$$\hat{\zeta} := \hat{\eta}^2 - \tau^2 \hat{\eta}^1 = \hat{H}\zeta\hat{H}^{-1} = \Lambda.$$

The commutation relation $[\hat{Q}_2, \hat{Q}_1] = \hat{Q}_1$ obtained via pushing forward the commutation relation $[Q'_1, Q'_2] = Q'_1$ by $\hat{\Phi}$ implies that $[\Lambda, \hat{\eta}^j] = 0$, i.e., any subspace $\ker(\Lambda - \lambda E)^l$ with $\lambda \in \mathbb{F}$ and $l \in \mathbb{N}$ is invariant with respect to $\hat{\eta}^j$. Therefore, the matrix $\hat{\eta}^j$ is of the same block structure as that described above for the matrix $\hat{H}$. The matrix equation $\tau^1 \hat{H}_t + \hat{H}\eta^j = 0$ in $H$ reduces to the matrix equation

$$\tau^1 \hat{H}_t + \hat{H}\eta^j = 0$$

in $\hat{H}$, which is natural since it is equivalent to the fact that the transformation $\hat{\Phi}$ straightens the vector field $\hat{Q}_1$ to $\hat{Q}_1 := \partial_t$. The equation (37) considered as a system for the entries of $\hat{H}$ splits into the subsystems associated with the diagonal blocks $\hat{H}_{ii}$ of $\hat{H}$, $\tau^1 \hat{H}_{ii,t} + \hat{H}_{ii}\hat{\eta}^j_{ii} = 0$, where the matrix coefficients $\hat{\eta}^j_{ii}$ are the respective diagonal blocks of $\hat{\eta}^j$. Each of these subsystems is of partially coupled structure that is consistent with the flag (36) for the associated eigenvalue of $\Lambda$. Therefore, we can find $\hat{H}$ as the transpose of a fundamental matrix of the system of $n$ first-order ordinary differential equations $\tau^1 y_t + \hat{\eta}^1 y = 0$.

Let us more thoroughly describe the structure of the diagonal blocks $\hat{\eta}^j_{ii}$, $i = 1, \ldots, r$, of the matrix $\hat{\eta}^j$, which is required for understanding how to integrate this system. Recall that $\sigma(\Lambda) = \{\mu_1, \ldots, \mu_r\}$ is the spectrum of the matrix $\Lambda$. For each $i \in \{1, \ldots, r\}$, by $p_i$ and $n_{i1}, \ldots, n_{is_i}$ we denote the number of elementary divisors of $\Lambda$ associated with the eigenvalue $\mu_i$ and their degrees, respectively. Hence $n_{i1} + \cdots + n_{is_i} = n_i, i = 1, \ldots, r$, and $n_1 + \cdots + n_r = n$. We take a canonical basis for $\Lambda$ such that the sequence of the lengths of the basis Jordan chains corresponding to $\mu_i$ or, equivalently, the sequence of the degrees of related elementary divisors does not ascend. In other words, there exist $s_i \in \{1, \ldots, p_i\}$ and $q_{i1}, \ldots, q_{is_i-1} \in \mathbb{N}_0$ with $0 =: q_{i0} < q_{i1} < \cdots < q_{is_i} := p_i$ such that

$$n_{i,q_{i,j-1}+1} = \cdots = n_{i,q_{i,j}}, n_{i,q_{i,j}+1}, \quad j = 1, \ldots, s_i, \quad \text{where} \quad n_{i,p_i+1} := 0.$$

Then we reorder the basis elements within the generalized eigenspace $\mathcal{U}_i$ in the following way. Adhering the fixed order of chains, we successively choose the first vectors in the chains, the second vectors in the chains of length greater than one, the third vectors in the chains of length greater than two, etc. In the modified basis, the submatrix $\hat{\eta}^j_{ii}$ is block-triangular. The diagonal blocks of $\hat{\eta}^j_{ii}$ in the first portion of these blocks are of sizes $q_{ij} := q_{ij} - q_{ij-1}, j = 1, \ldots, s_i$. Thus,
$q'_{ij}$ is the number of basis Jordan chains of the same length $n_{q'_{ij}}$. For the $j$th portion of the diagonal blocks of $\hat{\eta}^1_{ii}$, $j = 2, \ldots, s_i$, we repeat the same blocks, just excluding the blocks that correspond to the chains of lengths less than $n_{q'_{ij}}$.

Due to the block structure of the matrix $\hat{\eta}^1$, the system $\tau^1 y_t + \hat{\eta}^1 y = 0$ splits into $r$ subsystems that are not coupled to each other and corresponds to the diagonal blocks $\hat{\eta}^1_{ii}$, $i = 1, \ldots, r$. Moreover, each of these subsystems is partially coupled. To integrate the $i$th subsystem, one should solve $s_i$ homogeneous linear systems of $q'_{ij}$, first-order ordinary differential equations, respectively, and then compute $n_i - q'_{ij}$ quadratures for finding particular solutions of involved inhomogeneous systems, which have the same matrices as the above homogeneous systems.

Finding $\hat{H}$ completes the construction of the transformation $\Phi$. \hfill $\Box$

Rearranging the proof of Theorem 36, we can formulate the following step-by-step procedure for integrating a system $L_\vartheta$ from the class $\mathcal{L}_1$ simultaneously using a special pair of its known Lie-symmetry vector fields, $Q_i = \tau^i \partial_t + (\eta^{ab} x^b + \chi^{\alpha}) \partial x^\alpha$, $i = 1, 2$, where the $t$-components $\tau^1$ and $\tau^2$ are linearly independent:

1. Replace $Q_i$ by their counterparts $Q'_i = \tau^i \partial_t + \eta^{ab} x^b \partial x^\alpha$ with the zero values of $\chi^{\alpha}$.
2. Linearly recombine $Q'_1$ and $Q'_2$ to get the commutation relation $[Q'_1, Q'_2] = Q'_1$.
3. Set $T := \tau^2/\tau^1$ and $\zeta := \eta^2 - T \eta^1$.
4. Construct the Jordan normal form $\Lambda$ of the matrix $\zeta$ and a generalized modal matrix $M$ for $\zeta$ that is associated with $\Lambda$. Take $\hat{H} := M^{-1}$. Thus, $\hat{H} \zeta \hat{H}^{-1} = \Lambda$.
5. Compute the matrix $\hat{\eta}^1 := (\tau^1 \hat{H} + H \eta^1) \hat{H}^{-1}$, which is block-diagonal.
6. Find $\hat{H}$ as the transpose of a (block-diagonal) fundamental matrix of solutions of the split system of $n$ first-order ordinary differential equations $\tau^1 y_t + \hat{\eta}^1 y = 0$.
7. Set $H = \hat{H} \hat{H}$ and, according to $(21b)$-$(21c)$, compute the matrices $\hat{A}$ and $\hat{B}$, which are necessarily constant.
8. Solve the system $L_{\vartheta}$ with constant matrix coefficients $\hat{\vartheta} = (\hat{A}, \hat{B})$.
9. Push forward the found general solution of the system $L_{\vartheta}$ to the general solution of the system $L_\vartheta$ by the transformation $\Phi^{-1}$, $x(t) = H^{-1}(t) \tilde{x}(T(t))$.

Step 6 is the only step, where one needs to integrate linear systems of ordinary differential equations. In step 9, it is convenient to compute the inverse $H^{-1}$ of the matrix $H$ as $H^{-1} = M \hat{H}^{-1}$.

If the elementary divisors of the matrix $\Lambda$ differ to each other, the structure of the matrix $\hat{\eta}^1$ is especially simple, and Theorem 36 implies the following assertion.

**Corollary 37.** Let a system $L_\vartheta$ from the class $\mathcal{L}_1$ admit a Lie invariance algebra that is spanned by two known Lie-symmetry vector fields $Q_i = \tau^i \partial_t + \eta^{ab} x^b \partial x^\alpha$, $i = 1, 2$, with linearly independent $\tau^1$ and $\tau^2$, where $[Q_1, Q_2] = Q_1$, and let the matrix $\zeta := \eta^2 - (\tau^2/\tau^1) \eta^1$ has no coinciding elementary divisors. Then this system can be completely integrated by algebraic operations and at most $n + p - r$ quadratures, where $p$ is the number of elementary divisors of $\zeta$ and $r$ is the number of distinct eigenvalues of $\zeta$.

**Proof.** The matrix $\hat{\eta}^1$ is necessarily block-diagonal with $r$ main-diagonal blocks, where the $i$th block $\hat{\eta}^1_{ii}$ corresponds to the $i$th eigenvalue $\mu_i$ of $\Lambda$ (or, equivalently, of $\zeta$), $i = 1, \ldots, r$. Since the elementary divisors of $\Lambda$ for the eigenvalue $\mu_i$ are different, we can reorder the canonical basis for $\Lambda$ in such a way that the submatrix $\hat{\eta}^1_{ii}$ is triangular and the sequence of its diagonal elements splits into the subsequences being in one-to-one correspondence with the elementary divisors of $\Lambda$ for $\mu_i$. Each of these subsequences is constituted by identical entries and its length coincides with the degree of the associated elementary divisor. For the system $\tau^1 y_t + \hat{\eta}^1 y = 0$,
this means that it necessarily splits into \( r \) subsystems that are not coupled to each other and the \( i \)-th subsystem is integrated at most \( n_i + p_i - 1 \) quadratures, where \( n_i \) is the algebraic multiplicity of the eigenvalue \( \mu_i \) of \( \Lambda \), and \( p_i \) is the number of the elementary divisors of \( \Lambda \) for \( \mu_i \).

**Remark 38.** Under certain additional restrictions, the integration of auxiliary linear systems of first-order differential equations that arise in the assertions of this section or in the course of mapping systems from the class \( \mathcal{L}_1 \) to ones from the class \( \mathcal{L}_1' \) also become algorithmic, e.g., within the framework of the Wei–Norman approach [69, 70]. More specifically, let a matrix-valued function \( F \) of \( t \) be represented in the form \( F(t) = \sum_{i=1}^{m} \varphi_i(t)K_i \), where \( \varphi_1, \ldots, \varphi_m \) are scalar functions of \( t \), and \( K_1, \ldots, K_m \) are linearly independent constant matrices spanning a Lie algebra \( \mathfrak{f} \). Then the solution of the matrix Cauchy problem \( H_t = F(t)H, \, H(0) = E \) admits the representation \( H(t) = \prod_{l=1}^{m} \exp\left(\psi^{(l)}(t)K_l\right) \). The tuple \( (\psi^1, \ldots, \psi^m) \) is the solution of the Cauchy problem \( \psi_t^l = \sum_{i=1}^{m} g^{ij}_{l}(\psi^1, \ldots, \psi^m)\psi_t^{(j)}, \ \psi^{(l)}(0) = 0, \ l = 1, \ldots, m \). Here the coefficients \( g^{ij}_{l} \) are analytic functions of \( (\psi^1, \ldots, \psi^m) \) that are defined only by the coefficients \( \varphi^1, \ldots, \varphi^m \) and the structure constants of \( \mathfrak{f} \) in the basis \( (K_1, \ldots, K_m) \). Thus, the system of ordinary differential equations for \( (\psi^1, \ldots, \psi^m) \) is nonlinear in general. At the same time, if \( \mathbb{F} = \mathbb{C} \) and the algebra \( \mathfrak{f} \) is solvable, then the basis \( (K_1, \ldots, K_m) \) can be chosen in such a way that \( g^{ij}_{l} = 0, \ l' > l, \) and \( g^{ij}_{l} \) depends only on \( \psi^{(l)} \) with \( l'' < l \). This means that the system for \( \psi^1, \ldots, \psi^m \) can be integrated by quadratures for such \( \mathfrak{f} \). As a result, the solution of the matrix equation \( H_t = F(t)H \) associated with the solvable Lie algebra \( \mathfrak{f} \) reduces to computing exponents of constant matrices. The case of abelian \( \mathfrak{f} \) is particularly easy; then \( \psi^{(l)}(t) = \int_{0}^{t} \varphi^{(l)}(t') dt', \ l = 1, \ldots, m. \)

9 \ The case of two dependent variables

As an illustrative example of application of the theory developed, we carry out the complete group classification of normal linear systems of two second-order ordinary differential equations, i.e., \( n = 2 \). For this value of \( n \), systems \( \mathcal{L}'_V \) from the class \( \mathcal{L}'_1 \) have the form

\[
\mathbf{x}_{tt} = V(t)\mathbf{x}, \quad V(t) = \begin{pmatrix} V^{11}(t) & V^{12}(t) \\ V^{21}(t) & V^{22}(t) \end{pmatrix},
\]

where \( \mathbf{x} = (x^1, x^2) \), and the arbitrary-element tuple \( V \) runs through the set of \( 2 \times 2 \) matrix-valued functions of \( t \) that are not proportional to the \( 2 \times 2 \) identity matrix \( E \) with time-dependent proportionality factors.

Recall that for any system \( \mathcal{L}'_V \) from the class \( \mathcal{L}'_1 \), its maximal Lie invariance algebra \( \mathfrak{g}_V \) is the semidirect sum \( \mathfrak{g}_V = \mathfrak{g}_V^{\text{lin}} \rtimes \mathfrak{g}_V^{\text{ess}} \), where

\[
\mathfrak{g}_V^{\text{lin}} := \{ \chi^\alpha(t)\partial_{x^\alpha} \mid \chi = (x^1, x^2)^T \text{ is a solution of } \mathcal{L}'_V \},
\]

\[
\mathfrak{g}_V^{\text{ess}} := \{ \tau(t)\partial_t + \eta^{ab}(t)x^b\partial_{x^a} \mid (\tau, \eta) \text{ is a solution of (28)} \}
\]

are respectively the four-dimensional abelian ideal, which is associated with the linear superposition of solutions, and its complementary subalgebra called the essential Lie invariance algebra of system \( \mathcal{L}'_V \), cf. the end of Section 4 and the beginning of Section 5. (In the above formulas and in what follows the indices \( a \) and \( b \) run from 1 to 2.) This leads to the conclusion that it is more natural to classify the essential Lie invariance algebras of the systems from the class \( \mathcal{L}'_1 \) than the maximal Lie invariance algebras of these systems.

The essential Lie invariance algebra \( \mathfrak{g}_V^{\text{ess}} \) of any system \( \mathcal{L}'_V \) from the class \( \mathcal{L}'_1 \) contains the subalgebra \( \mathfrak{s}^{\text{diff}} := \{ Q_{\Gamma} \mid \Gamma \in \mathfrak{g} \} \), where \( Q_{\Gamma} := \Gamma^{ab}x^b\partial_{x^a} \), and \( \mathfrak{s} \) is a subalgebra of \( \mathfrak{sl}(2, \mathbb{F}) \) whose double centralizer coincides with it. \( \mathfrak{C}_{\mathfrak{sl}(2, \mathbb{F})}(\mathfrak{C}_{\mathfrak{sl}(2, \mathbb{F})}(\mathfrak{s})) = \mathfrak{s} \). We choose the basis in \( \mathfrak{sl}(2, \mathbb{F}) \) that consists of the matrices

\[
S_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad S_3 = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}.
\]
Thus, $[S_1, S_2] = -2S_1$, $[S_2, S_3] = -2S_3$, $[S_1, S_3] = -S_2$. In the case $\mathbb{F} = \mathbb{C}$, a complete list of \(SL(2, \mathbb{F})\)-inequivalent subalgebras \(s\) of \(sl(2, \mathbb{F})\) is exhausted by the subalgebras \(\{0\}, \langle S_1 \rangle, \langle S_2 \rangle, \langle S_1, S_2 \rangle\) and \(sl(2, \mathbb{F})\) itself, whereas for \(\mathbb{F} = \mathbb{R}\), the list should be extended by the one more subalgebra \(\langle S_1 + S_3 \rangle\). The double centralizers \(C_{sl(2, \mathbb{F})}(C_{sl(2, \mathbb{F})}(s))\) of these subalgebras are respectively \(\{0\}, \langle S_1 \rangle, \langle S_2 \rangle, \langle S_1, S_2 \rangle, sl(2, \mathbb{F})\) and \(\langle S_1 + S_3 \rangle\). Since \(C_{sl(2, \mathbb{F})}(C_{sl(2, \mathbb{F})}(s)) \neq s\) if and only if \(s = \langle S_1, S_2 \rangle\), this is the only proper subalgebra of \(sl(2, \mathbb{F})\) that is not appropriate for using in the course of group classification of the class \(L'_0\) with \(n = 2\). The subalgebra \(s = sl(2, \mathbb{F})\) is also not relevant for this classification in view of the fact that any system possessing the corresponding algebra \(s^{vf}\) belongs to the class \(L''_0\).

**Theorem 39.** For \(\mathbb{F} = \mathbb{C}\), a complete list of \(G''_{\mathbb{C}}\)-inequivalent essential Lie-symmetry extensions in the class \(L'_1\) with \(n = 2\) is exhausted by the following cases:

1. General case \(V(t)\): \(g^{vss}_V = (I)\);
2. \(V = v(t)S_2\): \(g^{vss}_V = (I, x^2\partial_{x_2});\)
3. \(V = \varepsilon E + \langle (1 - 3\beta)S_1 + \beta S_2, \beta \rangle = 0, 0, 0\): \(g^{vss}_V = (I, \partial_t + x^2\partial_{x_2});\)
4. \(V = \varepsilon E + \langle (1 - 3\beta)S_1 + \beta S_2, \beta \rangle = 0, 0, 0\): \(g^{vss}_V = (I, \partial_t + x^2\partial_{x_2});\)
5. \(V = \varepsilon E + \langle (1 - 3\beta)S_1 + \beta S_2, \beta \rangle = 0, 0, 0\): \(g^{vss}_V = (I, \partial_t + x^2\partial_{x_2});\)
6. \(V = \varepsilon E + S_1\): \(g^{vss}_V = (I, x^2\partial_{x_2});\)

If \(\mathbb{F} = \mathbb{R}\), then this list is supplemented with three more cases,

1. \(V = v(t)(S_1 + S_3)\): \(g^{vss}_V = (I, x^2\partial_{x_2}, x^2\partial_{x_2});\)

3. \(V = \varepsilon E + \mu(S_1 + S_3) + v \sin(2t)(S_1 - S_3) + v \sin(2t)S_2\): \(v \neq 0\): \(g^{vss}_V = (I, \partial_t + x^2\partial_{x_2}, -x^2\partial_{x_2});\)

4. \(V = \varepsilon E + S_1 + S_3\): \(g^{vss}_V = (I, x^2\partial_{x_2}, x^2\partial_{x_2}, \partial_t);\)

Here \(\varepsilon, \gamma, \mu, \nu, \beta_1, \beta_2, \beta_3 \in \mathbb{F}\), \(I := x^2\partial_{x_2} + x^2\partial_{x_2}\), and \(v\) runs through the set of functions of \(t\) with \(\tau v \neq (\kappa - 2\tau) v\) for any constant \(\kappa \in \mathbb{F}\) and any function \(\tau\) of \(t\) with \(\tau_{tt} = 0\). Modulo the \(G''_{\mathbb{C}}\)-equivalence, \(V\) is a nonzero traceless matrix-valued function of \(t\) in Case 0, \(\beta_2 = 0\) if \(\beta_3 \neq 0\) or \(\beta_1 = 0\) if \(\beta_3 = 0\) and \(\beta_2 \neq 0\) in Case 3, one of the nonzero \(\beta_1\) or \(\beta_3\) is equal to 1 in Case 4, \(\gamma \in \{0, 1\}\) in Case 5, and \(\nu > 0\) in Case 4\(\mathbb{R}\).

**Proof.** As discussed in the beginning of Section 5, the classifying condition (28) implies that \(I \in g^{vss}_V\) for any system \(L'_V\) from the class \(L'_1\), and \(g^{vss}_V = (I)\) for general systems in this class, which leads to Case 0 of the theorem.

Following the consideration of Section 5, looking for essential Lie-symmetry extensions within the class \(L'_1\), we separately study the cases \(k = 0\), \(k = 1\) and \(k = 2\).

- **Case \(k = 0\).** Up to the \(G''_{\mathbb{C}}\)-equivalence, it is convenient to assume from the very beginning that 
  \(\text{tr}\, V = 0\), i.e., \(L'_V \in L''_1\). Here the subalgebra \(s = \{0\}\) of \(sl(2, \mathbb{F})\) is not appropriate since it corresponds to the general case with no Lie-symmetry extension. The subalgebras \(\langle S_1 \rangle, \langle S_2 \rangle\) and, if \(\mathbb{F} = \mathbb{R}\), \(\langle S_1 + S_3 \rangle\) lead to Cases 1, 2 and 1\(\mathbb{R}\) of the theorem, respectively, where \(V = v(t)\Gamma\) and \(g^{vss}_V = (I, Q_V)\) with matrix \(\Gamma\) being the basis element of the corresponding subalgebra \(s\). In view of Corollary 17, we have further Lie-symmetry extensions if and only if \(\tau v = (\kappa - 2\tau) v\) for some constant \(\kappa\) and some function \(\tau\) of \(t\) with \(\tau_{tt} = 0\).

- **Case \(k = 1\).** Then \(g^{vss}_V = (I) \oplus (P) \in s^{vf}\), where \(P := \partial_t + \Theta^{ab} x^b \partial_{x_a}\). The matrix-valued parameter function \(V\) is of the form (29) with \(W \neq 0\). We separately consider each of the appropriate
elements of the complete list of \( \text{SL}(2, \mathbb{F}) \)-inequivalent subalgebras of \( \mathfrak{sl}(2, \mathbb{F}) \), \{0\}, \{\langle S_1 \rangle \}, \{\langle S_2 \rangle \} \) and, for \( \mathbb{F} = \mathbb{R}, \{S_1 + S_2\} \), as a candidate for \( \mathfrak{s} \).

Setting \( \mathfrak{s} = \{0\} \) leads to no strict preliminary restrictions for \( \Upsilon \) and \( W \). The only obvious restriction that the matrix \( \Upsilon \) is also nonzero since otherwise \( C_{\text{sl}(2, \mathbb{F})}(\{K_1, l \in \mathbb{N}_0\}) = \langle W \rangle \neq \{0\} = \mathfrak{s} \). Therefore, the consideration of this case reduces to the classification of pairs of nonzero \( 2 \times 2 \) matrices up to matrix similarity. We fix each of possible \( 2 \times 2 \) Jordan normal forms as a value for the parameter matrix \( \Upsilon, \Upsilon = S_1, \Upsilon = \gamma S_2 \) and, over \( \mathbb{R} , \Upsilon = \gamma (S_1 + S_3) \), where \( \gamma \neq 0 \) and thus \( \gamma = 1 \) modulo scalings of \( t \). For each of these \( \Upsilon \), we have \( C_{\text{sl}(2, \mathbb{F})}(\{\Upsilon\}) = \langle \Upsilon \rangle \), and hence any of the invertible matrices \( M \) that commute with the fixed form of \( \Upsilon \) is proportional to \( e^{\theta \Upsilon} \) for some \( \beta \in \mathbb{F} \). According to Lemma 27, we can transform the matrix \( W \) as \( W = e^{\theta \Upsilon} W e^{-\theta \Upsilon} \), still preserving the matrix \( \Upsilon \). Taking the general form for \( W \), \( W =: K_0 = \beta_1 S_1 + \beta_2 S_2 + \beta_3 S_3 \) with \( (\beta_1, \beta_2, \beta_3) \neq (0, 0, 0) \), we consider possible reductions for the matrix \( W \) by the above transformations.

If \( \Upsilon = S_1 \), then \( K_1 = -2 \beta_2 S_1 - \beta_3 S_2, K_2 = 2 \beta_3 S_1, K_1 = 0, l \geq 3, \) and the centralizer \( C_{\text{sl}(2, \mathbb{F})}(\{K_0, K_1, K_2\}) \) has the required value \( \{0\} \) if and only if \( (\beta_2, \beta_3) \neq (0, 0) \). Up to the \( G_{\gamma}-\text{equivalence} \), we can set \( \beta_2 = 0 \) if \( \beta_3 \neq 0 \) or \( \beta_1 = 0 \) if \( \beta_3 = 0 \) and \( \beta_2 \neq 0 \). This results in Case 3.

If \( \Upsilon = S_2 \), then \( K_1 = [\Upsilon, K_{l-1}] = 2t_1 S_1 + (t_1 - 3) t_2 S_3, l \in \mathbb{N}, \) and hence the centralizer \( C_{\text{sl}(2, \mathbb{F})}(\{K_1, l \in \mathbb{N}_0\}) \) coincides with \( \mathfrak{s} = \{0\} \) if and only if at least two of \( \beta_1, \beta_2 \) and \( \beta_3 \) are nonzero. We can set one of the nonzero \( \beta_1 \) or \( \beta_3 \) to be equal to 1 up to the shifts of \( t \), thus obtaining Case 4.

In the case \( \mathbb{F} = \mathbb{R} \) and \( \Upsilon = S_1 + S_3 \), we can set \( \beta_2 = 0 \), i.e., \( W =: K_0 = \beta_1 S_1 + \beta_3 S_3, K_{2l+1} = (\beta_1 - \beta_3)(4)^l S_1, K_{2l+2} = 2(\beta_1 - \beta_3)(4)^l (S_3 - S_1), l \in \mathbb{N}_0, \) and thus \( C_{\text{sl}(2, \mathbb{F})}(\{K_1, l \in \mathbb{N}_0\}) = \{0\} = \mathfrak{s} \) if and only if \( \beta_1 - \beta_3 \neq 0 \). Up to the shifts of \( t \) proportional to \( \pi/2 \), we can assume \( \beta_1 - \beta_3 > 0 \). Denoting \( \mu := (\beta_1 + \beta_3)/2 \) and \( \nu := (\beta_1 - \beta_3)/2 \) leads to Case 4R.

For the subalgebra \( \mathfrak{s} = \langle S_1 \rangle \), we choose \( \langle S_2 \rangle \) as its complementary subspace \( \mathfrak{s} \) in \( N_{\text{sl}(2, \mathbb{F})}(\mathfrak{s}) = \langle S_1, S_2 \rangle \) and \( \Upsilon \in \langle S_2 \rangle \), i.e., \( \Upsilon = \gamma S_2 \) with \( \gamma \in \mathbb{F} \). Moreover, \( W \in C_{\text{sl}(2, \mathbb{F})}(\mathfrak{s}) = \langle S_1 \rangle \) and \( W \neq 0, \) i.e., \( W = \beta S_1 \) with \( \beta \neq 0 \), and thus \( K_1 = \beta (2 \gamma)^t S_1, l \in \mathbb{N} \). As result, we have Case 5, where \( 4 \epsilon \neq \gamma^2 \) as well (otherwise \( k = 2 \); see the consideration below). We can set \( \gamma \in \{0, 1\} \) and \( \beta = 1 \) due to the scalings and shifts of \( t \), respectively.

If \( \mathfrak{s} = \langle S_2 \rangle \), then \( N_{\text{sl}(2, \mathbb{F})}(\mathfrak{s}) = \mathfrak{s} \), \( \mathfrak{s} = \{0\} \), and the only appropriate choice for the matrix \( \Upsilon \) is \( \Upsilon = 0 \). Further, \( K_0 := W = \beta S_2 \) with \( \beta \neq 0 \) since \( W \in C_{\text{sl}(2, \mathbb{F})}(\mathfrak{s}) = \langle S_2 \rangle \) and \( W \neq 0, K_1 = 0 \) for \( l \geq 1, \) and \( C_{\text{sl}(2, \mathbb{F})}(\{K_0\}) = \mathfrak{s} \). We can set \( \beta = 1 \) due to scalings of \( t \) and the permutation of \( x_1 \) and \( x_2 \), which gives Case 6.

For \( \mathbb{F} = \mathbb{R} \) and the subalgebra \( \mathfrak{s} = \langle S_1 + S_3 \rangle \), the normalizer \( N_{\text{sl}(2, \mathbb{F})}(\mathfrak{s}) \) again coincides with \( \mathfrak{s} \). Therefore, \( \mathfrak{s} = \{0\}, \Upsilon = 0, W =: K_0 = \beta (S_1 + S_3) \) with \( \beta \neq 0 \), and \( K_1 = 0, l \geq 1 \). After setting again \( \beta = 1 \) due to scalings of \( t \) and the permutation of \( x_1 \) and \( x_2 \), we have Case 6R.

\( k = 2 \). Since \( W \neq 0 \), the matrix \( \Lambda \) can have only one chain of two eigenvalues whose difference is equal to two. Moreover, only the difference of eigenvalues is essential, and the matrix \( \Lambda \) can be assumed to be diagonalizable, see the respective case in Section 5. Therefore, from the very beginning, we can take the matrix \( \Lambda \) in the form \( \Lambda = \text{diag}(2, 0) \). Then \( \Upsilon = 0, W =: K_0 = S_1 \) modulo the \( \text{SL}(2, \mathbb{F}) \)-equivalence, \( K_1 = 0, l \in \mathbb{N} \), and \( C_{\text{sl}(2, \mathbb{F})}(\{K_0\}) = \langle S_1 \rangle = \mathfrak{s} \), which gives Case 7. The improper \( t \)-shift-invariant version of this case is \( V = \frac{1}{t} E + e^{t S_1} \) with \( g_{\text{ess}} = (1, x^2 \partial_{x_1}, e^{-t} \partial_t, \partial_t + 2x^1 \partial_{x_1}) \).

**Corollary 40.** Let \( n = 2 \).

(i) \( \dim g_V \in \{5, 6, 7, 8\} \) for any system \( L'_V \) from the class \( L'_1 \).

(ii) \( \dim g_\theta \in \{5, 6, 7, 8\} \) for any system \( L_0 \) from the class \( L_1 \).

(iii) \( \dim g_\theta \in \{5, 6, 7, 8, 15\} \) for any system \( L_\theta \) from the class \( L_\theta \).

(iv) Any system \( L_\theta \in L \) with \( \dim g_\theta > 8 \) is \( G_{\text{ess}} \)-equivalent to the elementary system \( x_{tt} = 0 \).
(v) Any system $\mathcal{L}_0 \in \mathcal{L}$ with $\dim g_0 \geq 7$ is $G^*_\mathcal{L}$-equivalent to a homogeneous system with constant matrix coefficients.

Theorem 39 enhances all the results on Lie symmetries of normal linear systems of two second-order ordinary differential equations that have been presented in the literature; cf. [29, 51, 52, 67]. We carry out the classifications of such symmetries for both the basic fields $\mathbb{C}$ and $\mathbb{R}$, accurately distinguishing them. Cases $1^\mathbb{R}$, $4^\mathbb{R}$ and $6^\mathbb{R}$ of Theorem 39, which are specific for $\mathbb{F} = \mathbb{R}$, are equivalent to Cases 1, 4 and 6 over the complex field, respectively. Moreover, considering the class $\mathcal{L}'_1$ instead of its subclass $\mathcal{L}''_1$ or, equivalently, allowing the arbitrary-element matrix $V$ not to be traceless significantly simplifies both the classification procedure and the constructed classification list via reducing both the number of classification cases and their complexity. See Remark 23 for a more detailed discussion of this optimization in the case of general $n$.

Following this remark, we can convert the classification list from Theorem 39 to one for the class $\mathcal{L}'_1$ with $n = 2$ by routine computations, reducing cases with non-traceless $V$ to their counterparts with traceless $V$. It is necessary just to transform all the values of $V$ in Cases 3–6, $4^\mathbb{R}$ and $6^\mathbb{R}$ with $\varepsilon \neq 0$ to traceless matrices by elements of $G^*_\mathcal{L}$.

In view of the discussion in the beginning of Section 4, it is obvious that the list from Theorem 39 can also be interpreted as a solution of the group classification problems for the wider classes $\mathcal{L}_1$ and $\mathcal{L}_1$. At the same time, we can modify this classification list within $\mathcal{L}_1$ and $\mathcal{L}_1$ in the way discussed in Remark 24, which leads to the following assertion.

**Corollary 41.** For $\mathbb{F} = \mathbb{C}$, a complete list of $G^*_\mathcal{L}$-inequivalent essential Lie-symmetry extensions in the class $\mathcal{L}_1$ with $n = 2$ is exhausted by the following cases:

0. General case, $A = 0$, $B = V(t)$: $g_0^{\text{ess}} = \langle I \rangle$;
1. $A = 0$, $B = v(t)S_1$: $g_0^{\text{ess}} = \langle I, x^2\partial_{x^1} \rangle$;
2. $A = 0$, $B = v(t)S_2$: $g_0^{\text{ess}} = \langle I, x^1\partial_{x^2} - x^2\partial_{x^2} \rangle$;
3. $A = -2S_1$, $B = \varepsilon E + \beta_1S_1 + \beta_2S_2 + \beta_3S_3$, $(\beta_2, \beta_3) \neq (0, 0)$: $g_0^{\text{ess}} = \langle I, \partial_t \rangle$;
4. $A = -2S_2$, $B = \varepsilon E + \beta_1S_1 + \beta_2S_2 + \beta_3S_3$, $(\beta_1\beta_2, \beta_2\beta_3, \beta_3\beta_1) \neq (0, 0, 0)$: $g_0^{\text{ess}} = \langle I, \partial_t \rangle$;
5. $A = -2\gamma S_2$, $B = (\varepsilon - \gamma^2)E + S_1$, $4\varepsilon \neq \gamma^2$: $g_0^{\text{ess}} = \langle I, e^{-2\gamma t}x^1\partial_{x^1} + \partial_t \rangle$;
6. $A = 0$, $B = \varepsilon E + S_2$: $g_0^{\text{ess}} = \langle I, x^1\partial_{x^2} - x^2\partial_{x^2} + \partial_t \rangle$;
7. $A = 0$, $B = S_1$: $g_0^{\text{ess}} = \langle I, x^2\partial_{x^1}, \partial_t + 2x^1\partial_{x^1} \rangle$.

If $\mathbb{F} = \mathbb{R}$, then this list is supplemented with three more cases,

1$^\mathbb{R}$. $A = 0$, $B = v(t)(S_1 + S_3)$: $g_0^{\text{ess}} = \langle I, x^1\partial_{x^2} - x^2\partial_{x^1} \rangle$;
4$^\mathbb{R}$. $A = -2(S_1 + S_3)$, $B = \varepsilon E + \beta_1S_1 + \beta_3S_3$, $\beta_1 \neq \beta_3$: $g_0^{\text{ess}} = \langle I, \partial_t \rangle$;
6$^\mathbb{R}$. $A = 0$, $B = \varepsilon E + S_1 + S_3$: $g_0^{\text{ess}} = \langle I, x^1\partial_{x^2} - x^2\partial_{x^1} + \partial_t \rangle$.

Here $\varepsilon, \gamma, \beta_1, \beta_2, \beta_3 \in \mathbb{F}$, $I := x^1\partial_{x^2} + x^2\partial_{x^2}$, and $v$ runs through the set of functions of $t$ with $\tau v \neq 0$, $\tau u \neq 0$, and $\tau$ runs through the set of functions of $t$ with $\tau v \neq (\kappa - 2\tau_1)v$ for any constant $\kappa \in \mathbb{F}$ and $\tau$ any function $\tau$ of $t$ with $\tau_{tt} = 0$. Modulo the $G^*_\mathcal{L}$-equivalence, $V$ is a nonzero traceless matrix-valued function of $t$ in Case 0, $\beta_2 = 0$ if $\beta_3 \neq 0$ or $\beta_1 = 0$ if $\beta_3 = 0$ and $\beta_2 \neq 0$ in Case 3, one of the nonzero $\beta_1$ or $\beta_3$ is equal to 1 in Case 4, $\gamma \in \{0, 1\}$ in Case 5, and $\beta_1 > \beta_3$ in Case 4$^\mathbb{R}$.

Consider the classes $\mathcal{L}$, $\mathcal{L}'$, $\mathcal{L}''$ and $\mathcal{L}'''$ with $n = 2$. Theorem 39 presents a complete list of inequivalent regular essential Lie-symmetry extensions within the first three of these classes; see Definition 22. The modification of this list via converting all the presented values of $V$ to the equivalent traceless values according to Remark 23 gives a complete list of such extensions.
within the class $\mathcal{L}''$ with $n = 2$. For the classes $\mathcal{L}$ and $\mathcal{L}$ with $n = 2$, the list from Corollary 41 does the same. To obtain the solutions of the complete group classification problems for the above classes, it suffices to supplement a relevant complete list of inequivalent regular essential Lie-symmetry extensions with the single singular classification case canonically given by the elementary system $x_{tt} = 0$. The maximal Lie invariance algebra $\mathfrak{g}_0$ of this system is well known and is isomorphic to $\mathfrak{sl}(4, \mathbb{F})$, see (24). (The notion of essential Lie invariance algebra is not relevant for this system at all.)

10 On generalization to arbitrary equation order

For a fixed value of $(r, n)$ with $r \in \{2, 3, \ldots\}$ and $n \in \mathbb{N}$, we denote by $\mathcal{L}_{r,n}$ the class of normal linear systems of $n$ ordinary differential equations of the same order $r$,

$$\frac{d^r x}{dt^r} = A_{r-1}(t) \frac{d^{r-1} x}{dt^{r-1}} + \cdots + A_1(t) \frac{dx}{dt} + A_0(t)x + f(t), \quad (38)$$

where the tuple $\theta = (A_0, \ldots, A_{r-1}, f)$ of arbitrary elements consists of arbitrary (sufficiently smooth) $n \times n$ matrix-valued functions $A_0, \ldots, A_{r-1}$ of $t$ and an arbitrary (sufficiently smooth) vector-valued function $f$ of $t$. The value $r = 2$ is singular for the family of the classes $\mathcal{L}_{r,n}$, which is related to the singularity of the elementary system $d^2 x / dt^2 = 0$ with $r = 2$ for an arbitrary $n \in \mathbb{N}$. The solution of group classification problems for the classes $\mathcal{L}_{2,1}$ is well known [34, 44]. The extended group analysis of these classes, including the construction of the associated equivalence groupoids and equivalence groups and the complete group classification using the algebraic method, was carried out in [12]. In the present paper, we have realized a similar study for the classes $\mathcal{L}_{2,n}$ with $n \geq 2$. The analysis of the above results shows that they can be extended to an arbitrary value of $(r, n)$. In this context, let us list problems to be considered and expected results.

The class $\mathcal{L}_{r,n}$ with fixed $r \geq 3$ and $n \geq 2$ is normalized. Its equivalence group consists of the point transformations in the space $\mathbb{F}_t \times \mathbb{F}_x^n \times \mathbb{F}_\theta^{r+2+n}$ whose $(t, x)$-components are of the form (21a) and uniquely define the corresponding $\theta$-components. Families of equivalence transformations can be used for successively imposing the gauges $f = 0$, $A^{-1} = 0$ and $\text{tr} A^{-2} = 0$. After each of the first two gauges, it is convenient to reparametrize the singled out subclasses via excluding $f$ and then $A^{-1}$ from the tuple of arbitrary elements for the corresponding classes. This results in the chain of classes $\mathcal{L}_{r,n} \leftarrow \mathcal{L}_{r,n} \leftarrow \mathcal{L}_{r,n}' \supset \mathcal{L}_{r,n}''$. The classes $\mathcal{L}_{r,n}$, $\mathcal{L}_{r,n}'$, and $\mathcal{L}_{r,n}''$ are uniformly semi-normalized with respect to the linear superposition of solutions whereas the “inhomogeneous” counterparts $\mathcal{L}_{r,n}''$ and $\mathcal{L}_{r,n}''$ of $\mathcal{L}_{r,n}'$ and $\mathcal{L}_{r,n}''$ are still normalized. The $(t, x)$-components of equivalence transformations within the classes $\mathcal{L}_{r,n}$, $\mathcal{L}_{r,n}'$, and $\mathcal{L}_{r,n}''$ are of the form (21a) with $h = 0$, (8a) and (22a), respectively, and the components for the corresponding arbitrary elements can be easily computed whereas the $(t, x)$-components are known.

For any system of the form (38), its essential Lie invariance algebra is well defined as a complement subalgebra, in its maximal Lie invariance algebra, of the $rn$-dimensional abelian ideal associated with the linear superposition of solutions. The group classifications of all the above classes with fixed $(r, n)$ are equivalent to each other, and it suffices to classify only the essential Lie invariance algebras of systems from these classes. Although the significant equivalence group or, equivalently, the significant equivalence algebra of the class $\mathcal{L}_{r,n}''$ is finite-dimensional, in fact the class $\mathcal{L}_{r,n}'$ is the most convenient for carrying out the group classification and presenting the classification results. The tuple of arbitrary elements the class $\mathcal{L}_{r,n}'$ is $\theta' = (A_0, \ldots, A_{r-2})$. Denote by $\mathfrak{g}_{\theta'}$, $\mathfrak{g}_{\theta'}^{\text{ess}}$ and $\mathfrak{g}_{\theta'}^{\text{Lie}}$ the maximal Lie invariance algebra of a system $L_{\theta'} \in \mathcal{L}_{r,n}'$, its essential Lie invariance algebra and the abelian ideal of $\mathfrak{g}_{\theta'}$, associated with the linear superposition of solutions, respectively. The algebra $\mathfrak{g}_{\theta'}$ consists of the vector fields of the form

$$Q = \tau \partial_t + \left( \frac{1}{2}(r-1)\tau x^a + \Gamma^a_{\lambda\beta} x^\lambda + \chi^a \right) \partial_{x^a},$$
where the vector-valued function \( \mathbf{\chi} = (\chi^1, \ldots, \chi^n)^T \) of \( t \) is an arbitrary solution of the system \( L'_p \), whereas \( \tau \) is an arbitrary function of \( t \) and \( \Gamma = (\Gamma^{ab}) \) is an arbitrary constant \( n \times n \) matrix that satisfy the classifying condition

\[
\tau \frac{dA_s}{dt} = [\Gamma, A_s] - (r - s)\tau_t A_s - \sum_{p=0}^{r} \left( \frac{r - 1}{2} - \frac{s}{p - s + 1} \right) \left( \frac{p}{s} \right) \tau_{(p-s+1)} A_p,
\]

\( s = 0, \ldots, r - 2 \), \( A^{r-1} := 0 \), \( A^r := -E \).

We have \( g_{\vec{r}} = g_{\vec{r}}^{\text{ess}} \in \mathfrak{sl}_n \cap \mathfrak{v}_s \mathfrak{g}_{\vec{r},n} \), \( k = k_{\vec{r}} := \dim \pi_s g_{\vec{r}} = \dim \pi_s g_{\vec{r}}^{\text{ess}} \leq 3 \), and, moreover, modulo the \( G_{\vec{r},n} \)-equivalence

\[
\pi_s g_{\vec{r}} = \pi_s g_{\vec{r}}^{\text{ess}} \in \{ \{ 0 \}, \{ \partial_t \}, \{ \partial_t, t\partial_t \}, \{ \partial_t, t\partial_t, t^2\partial_t \} \}.
\]

Here \( \varpi \) is the projection from \( \mathbb{F}_t \times \mathbb{F}_x \times \mathbb{F}_{\vec{v}_s}^{(r-1)n^2} \) onto \( \mathbb{F}_t \times \mathbb{F}_x \), and \( \pi \) is the projection from \( \mathbb{F}_t \times \mathbb{F}_x \) onto \( \mathbb{F}_t \).

In the course of describing Lie symmetries of systems from the class \( \mathcal{L}_{\vec{r},n} \), each of the potential values of \( k \in \{ 0, 1, 2, 3 \} \) should be considered separately, cf. Section 5. Similarly to the other systems of the form (38) with \( r \geq 3 \), the point-symmetry transformations of the elementary system \( d^r \mathbf{x}/dt^r = 0 \) with \( r \geq 3 \) are fiber-preserving and affine with respect to \( \mathbf{x} \). This is why the orbits of the elementary system \( d^r \mathbf{x}/dt^r = 0 \) with respect to the corresponding equivalence groups are not so singular in the classes \( \mathcal{L}_{\vec{r},n} \), \( \mathcal{L}_{\vec{r},n} \), \( \mathcal{L}_{\vec{r},n} \), \( \mathcal{L}_{\vec{r},n} \) and \( \mathcal{L}_{\vec{r},n} \) for \( r \geq 3 \) as for \( r = 2 \). Hence the systems from the orbit of the elementary system in the class \( \mathcal{L}_{\vec{r},n} \) can be considered within the above framework as those with \( k = 3 \), i.e., the value \( k \) is possible if \( r \geq 3 \). Moreover, we conjecture that a system \( \mathcal{L}_{\vec{r}} \in \mathcal{L}_{\vec{r},n} \) with \( r \geq 3 \) is similar to the elementary system \( d^r \mathbf{x}/dt^r = 0 \) if and only if \( k_{\vec{r}} = 3 \). For any system \( \mathcal{L}_{\vec{r}} \) from the class \( \mathcal{L}_{\vec{r},n} \), its essential Lie invariance algebra \( g_{\vec{r}}^{\text{ess}} \) can be represented as \( g_{\vec{r}}^{\text{ess}} = i \oplus (t_{\vec{r}} \notin g_{\vec{r}}^{\text{ess}}) \), where

- \( i := \{ \partial_t \} \) is an ideal of \( g_{\vec{r}}^{\text{ess}} \), which is common for all systems from the class \( \mathcal{L}_{\vec{r},n} \),
- \( t_{\vec{r}} := \{ (\tau^i \partial_t + (\frac{1}{2} (r - 1) \tau^i t x^a + \Lambda^{ab}_t x^b) \partial_x^a, \| \tau \| = 1, \ldots, k_{\vec{r}} \} \) is a subalgebra of \( g_{\vec{r}}^{\text{ess}} \) with \( \dim t_{\vec{r}} = k_{\vec{r}} \in \{ 0, 1, 2, 3 \} \), the components \( \tau^i \) are linearly independent, and each of \( \tau^i \) satisfies (39) with \( \Gamma = \Lambda_t \in \mathfrak{s}(n, \mathbb{F}) \).

The complete group classification of the class \( \mathcal{L}_{\vec{r},n} \) for arbitrary values of \( (r, n) \) is a wild problem since its solution in particular includes the classification, up to the \( \text{SL}(n, \mathbb{F}) \)-equivalence, of the subalgebras \( \mathfrak{g} \) of \( \mathfrak{s}(n, \mathbb{F}) \) with \( \mathfrak{g} = C_{\mathfrak{s}(n, \mathbb{F})}(C_{\mathfrak{s}(n, \mathbb{F})}(\mathfrak{s})) \). Nevertheless, this group classification is possible for low values of \( r \) and \( n \).

For any system from the class \( \mathcal{L}_{\vec{r},n} \) (resp. \( \mathcal{L}_{\vec{r},n} \), \( \mathcal{L}_{\vec{r},n} \) or \( \mathcal{L}_{\vec{r},n} \)), the dimension of its maximal Lie invariance algebra is greater that or equal to \( r^2 + 1 \) and less than or equal to \( n^2 + r^2 + 3 \). The lower bound is greatest and is attained for a general system of the class. The upper bound is least, and it is attained only for the systems from the orbit of the elementary system \( d^r \mathbf{x}/dt^r = 0 \) with respect to the corresponding equivalence group. The last claim is a direct consequence of Theorem 1. A basis of the maximal Lie invariance algebra of the elementary system consists of the vector fields

\[
t^{s-1} \partial_x^a, s = 1, \ldots, r, \quad x^b \partial_x^a, \quad \partial_t, \quad t \partial_t + \frac{1}{2} (r - 1) x_c \partial_x^c, \quad t^2 \partial_t + (r - 1) x_t \partial_x^c.
\]

(The second summand in the penultimate vector fields is inessential since it can be canceled via linearly combining with the element \( x_c \partial_x^c \) of this algebra; we preserve it for the last three vector fields to span a Lie algebra, which is isomorphic to \( \mathfrak{s}(2, \mathbb{F}) \).) The submaximum dimension for \( \{ \mathfrak{g}_\theta \mid \mathcal{L}_\theta \in \mathcal{L}_{\vec{r},n} \} \) is equal to \( n^2 + r^2 + 1 \) [33] and it is attained, e.g., by the maximal Lie invariance algebra

\[
\langle \varphi^s(t) \partial_x^a, s = 1, \ldots, r, x^b \partial_x^a, \partial_t \rangle
\]
of any uncoupled system $d^r x/dt^r = c_{r-3}d^{r-3}x/dt^{r-3} + \cdots + c_1 dx/dt + c_0 x$ of $n$ copies of the same constant-coefficient linear ordinary differential equation with nonzero coefficient tuple $(c_0, \ldots, c_{r-3})$. Here and in what follows $\{\varphi^n, s=1,\ldots,n\}$ is a fundamental set of solutions of the equation under consideration. The next ("subsubmaximum") dimension in the decreasing order is equal to $n^2 + rn$, and it realizes, e.g., for the maximal Lie invariance algebra $\langle \varphi^n(t) \partial^{s}x, s=1,\ldots,n, x^b \partial_x^a, \partial_t, t \partial_x + rx^1 \partial_x^1 \rangle$ of any general uncoupled system of $n$ copies of the same variable-coefficient linear ordinary differential equation. For $n \geq 3$, the next less dimension may be the dimension the maximal Lie invariance algebra

$$\langle t^s \partial_x^s + \delta a_2(s+1)^{-1} \cdots (s+r)^{-1}x^{s+r} \partial_x^1, s=0,\ldots,n-1, x^b \partial_x^a, b \neq 1, e \neq 2, x^d \partial_x^e, a, \partial_t, t \partial_t + rx^1 \partial_x^1 \rangle$$

of the system $d^r x^1/dt^r = x^2$, $d^r x^2/dt^r = 0, \ldots, d^r x^n/dt^r = 0$, which is equal to $n^2 + (r-2)n + 4$ and coincides with $n^2 + rn$ for $n = 2$.

An interesting question is how these submaximum dimensions are related to the analogous values for the entire class $\mathcal{E}_{r,n}$ of normal systems of $n$ ordinary differential equations of the same order $r$. The related discussion in [54] and [55, pp. 202–206] on the class $\mathcal{E}_{r,1}$ of single ordinary differential equations of order $r \geq 3$ that are solvable with respect to the $r$th order derivative shows that the answer on the above question is not simple even for $n = 1$. It is well known that the maximum dimension of the maximal Lie invariance algebras of equations from $\mathcal{E}_{r,1}$ (resp. $\mathcal{L}_{r,1}$) with $r \geq 3$ is equal to $r + 4$ and attained only for the equations that are similar to the elementary equation $d^r x/dt^r = 0$ with respect to point transformations of $(t, x)$. Denote by $\text{smd}(\mathcal{E}_{r,n})$ (resp. $\text{smd}(\mathcal{L}_{r,n})$) the submaximum dimension of the maximal Lie invariance algebras of equations from the class $\mathcal{E}_{r,n}$ (resp. $\mathcal{L}_{r,n}$). In this notation,

$$\text{smd}(\mathcal{E}_{3,1}) = 6 > \text{smd}(\mathcal{L}_{3,1}) = 5, \quad \text{smd}(\mathcal{E}_{5,1}) = 8 > \text{smd}(\mathcal{L}_{5,1}) = 7,$$

whereas $\text{smd}(\mathcal{E}_{r,1}) = \text{smd}(\mathcal{L}_{r,1}) = r + 2$ for all the other values of $r$, i.e., for $r = 4$ or $r \geq 6$. Nevertheless, there are nonlinearizable equations from $\mathcal{E}_{r,1}$ whose maximal Lie invariance algebras are of dimension $r + 2$. The equality $\text{smd}(\mathcal{E}_{2,n}) = \text{smd}(\mathcal{L}_{2,n}) + 1$ follows from Theorems 2 and 42. At the same time, Theorem 1.1 and Table 8 from [33] imply that $\text{smd}(\mathcal{E}_{r,n}) = \text{smd}(\mathcal{L}_{r,n})$ for $r \geq 3$. The maximum known dimension for the maximal Lie invariance algebras of nonlinearizable normal systems of ordinary differential equations of the same order $r \geq 3$ is $n^2 + (r-1)n + 3$ if $r = 3$ and $n^2 + (r-1)n + 2$ if $r \geq 4$ [33, Table 10], which is attained for the system

$$d^r x = \frac{r}{r-1} \frac{d^{r-1}x^1}{dt^{r-1}} \left( \frac{d^{r-2}x^1}{dt^{r-2}} \right)^{-1} \frac{d^{-1}x}{dt^{-1}}.$$

The system $d^r x^a/dt^r = \delta a_1(d^{-1}x^2/dt^{-1})^2$, which is also related to a parabolic geometry [17, Example 4.6], realizes the next known dimension of such kind, $n^2 + (r-2)n + 5$ if $r = 3$ and $n^2 + (r-2)n + 4$ if $r \geq 4$ [33, Table 10].

11 Conclusion

Although normal linear systems of second-order ordinary differential equations seemed easy to be studied within the framework of group analysis of differential equations, for describing their Lie symmetries, we needed to apply various advanced methods and modern techniques. The algebraic method of group classification, which is basic for the present paper, was supplemented with gauging the arbitrary class elements by families of equivalence transformations, splitting the class under consideration into subclasses with better transformations properties, finding integer values that characterize cases of Lie-symmetry extensions and are invariant under the action of the corresponding equivalence group, etc.
In the context of the above characterization, an important tool was also Lie’s theorem on realizations of finite-dimensional Lie algebras on the line. Previously, this theorem had successfully been applied for solving group classification problems for a number of classes of differential equations, including multidimensional nonlinear Schrödinger equations with modular nonlinearity in [59, Section 7] and [39, Lemma 42], linear ordinary differential equations of arbitrary order $r \geq 3$ [12, Section 3], (1+1)-dimensional linear evolution equations of arbitrary order $r \geq 3$ [8, Lemma 14], general Burgers–Korteweg–de Vries equations [56, Lemma 18] and (1+1)-dimensional linear Schrödinger equations [38, Lemma 2]. The usage of Lie’s theorem is particularly efficient when classifying Lie symmetries of (1+1)-dimensional generalized Klein–Gordon equations in the light-cone (characteristic) coordinates since then Lie’s theorem is relevant for both the $t$- and $x$-directions; see Corollary 12 and Section 4 in [10].

Within the classical Lie approach, the first step in solving the group classification problem for a class $\mathcal{K}$ of (systems of) differential equations is to construct the equivalence group of this class. Moreover, usually one merely finds the infinitesimal counterpart of the equivalence group, which is the equivalence algebra of the class $\mathcal{K}$, instead of the entire equivalence group, thus neglecting discrete equivalence transformations. At the same time, the description of the equivalence groupoid of the class $\mathcal{K}$ gives much more information about transformational properties of $\mathcal{K}$ than that of the equivalence group and allows one to properly select the optimal way for classifying Lie symmetries of systems from the class $\mathcal{K}$.

In contrast to the classical Lie approach, the initial step of our consideration is to gauge the arbitrary elements of the class $\mathcal{E}$ by equivalence transformations before exhaustively describing the equivalence group of this class. We use the obvious fact that any transformation of the form (21) is an equivalence transformation of the class $\mathcal{E}$. This fact can be directly checked and allows us to stepwise impose the gauges $f = 0$, $A = 0$ and $\text{tr} B = 0$. After each of the first two gauges, we exclude $f$ and then $A$ from the tuple of arbitrary elements of the singled out subclasses, thus reparameterizing them to classes that are more convenient for studying. As a result of gauging and reparameterizing, we construct the class chain $\mathcal{E} \leftarrow \mathcal{L} \leftarrow \mathcal{L}' \supset \mathcal{L}''$.

It has turned out that the most suitable for computing admissible transformations is the class $\mathcal{L}'$, whose arbitrary-element tuple is the single matrix-valued function $V$. We have singled out the subclass $\mathcal{L}'_0$ of $\mathcal{L}'$ by the constraint that the arbitrary-element matrix $V$ is proportional to the identity matrix $E$ with time-dependent proportionality factor. This constraint can be written down as a system of algebraic equations with respect to the entries of $V$. Non-differential nature of the constraint leads to certain complications when computing and presenting equivalence transformations within the subclass $\mathcal{L}'_0$, see Section A. Later, we have shown that the subclass $\mathcal{L}'_0$ coincides with the $G_{\mathcal{L}'}$-orbit of the elementary system $x_{tt} = 0$, and thus it is the singular part of the class $\mathcal{L}'$ whereas its complement $\mathcal{L}'_1$ is the regular one. We have constructed the equivalence groupoids and the equivalence groups of the class $\mathcal{L}'$ and its subclasses $\mathcal{L}'_0$ and $\mathcal{L}'_1$. The equivalence group of the subclass $\mathcal{L}'_1$ and the canonical significant equivalence group of the subclass $\mathcal{L}'_0$ coincide with the equivalence group $G_{\mathcal{L}'}$ of the entire class $\mathcal{L}'$. The partition $\mathcal{L}' = \mathcal{L}'_0 \cup \mathcal{L}'_1$ of the class $\mathcal{L}'$ induces the partition

$$G_{\mathcal{L}'} = G_{\mathcal{L}'_0} \cup G_{\mathcal{L}'_1}$$

of its equivalence groupoid $G_{\mathcal{L}'}$. As the regular subclass of $\mathcal{L}'$, the subclass $\mathcal{L}'_1$ is uniformly semi-normalized with respect to linear superposition of solutions. The equivalence groupoid $G_{\mathcal{L}'_0}$ of $\mathcal{L}'_0$ is the Frobenius product of the vertex group $G_0$ of the elementary system $L'_0$ and the restriction of the action groupoid of $G_{\mathcal{L}'}$ on $L'_0$, which is a particular case of semi-normalization in the usual sense. The results obtained for the class $\mathcal{L}'$ have been extended to the classes $\mathcal{E}$ and $\mathcal{L}$ via pulling back by the mappings of these classes on $\mathcal{L}'$ that are generated by the above gaugings and reparameterizations. Analogous results for the class $\mathcal{L}''$ have been obtained by modifying the corresponding proofs for $\mathcal{L}'$ via taking into account the constraint $\text{tr} V = 0$, which singles out $\mathcal{L}''$ as a subclass of $\mathcal{L}'$. Since the constraints on $V$ that are associated with $\mathcal{L}''$,
The equivalence algebras of appropriate kinds for all the above classes are easily computed as the sets of vector fields (on the associated space with the independent and dependent variables and the arbitrary elements) that are infinitesimal generators of one-parameter subgroups of the corresponding equivalence groups.

In view of the partitions of the corresponding equivalence groupoids, the solution of the group classification problem for each class from the chain \( \mathcal{L} \leftarrow \mathcal{L} \leftarrow \mathcal{L}' \leftarrow \mathcal{L}'' \) splits into two independent parts for its singular and regular subclasses. The group classification problem for the singular subclass is trivial, and its solution is given by the elementary system with the maximal Lie invariance algebra \( \mathfrak{g}_0 \) presented in (24). For systems from the regular subclass, the notion of essential Lie invariance algebra is well defined, and it suffices to classify such algebras instead of the corresponding maximal Lie invariance algebras. The class \( \mathcal{L}_1' \) is optimal for both carrying out the classification and presenting the final classification results. Due to uniform semi-normalization of all the regular subclasses and the consistency of their equivalence groups, the classification results for \( \mathcal{L}_1' \) can easily be converted into those for the classes \( \mathcal{L}_1, \mathcal{L}_1' \), and \( \mathcal{L}_1'' \), and the essential Lie invariance algebras of systems from each of the above classes are regular.

Using the equivariance of the projection \( \pi \) from \( \mathbb{F}_t \times \mathbb{F}_n^\star \) onto \( \mathbb{F}_t \) under the action of \( G_{\mathcal{L}''} \), we have introduced the \( G_{\mathcal{L}''} \)-invariant nonnegative integer characteristic \( k_V \) for the maximal and the essential Lie invariance algebras \( \mathfrak{g}_V \) and \( \mathfrak{g}_V^{\text{ess}} \) of systems \( L' \) from the class \( \mathcal{L}_1' \), \( k = k_V := \dim \pi_* \mathfrak{g}_V = \dim \pi_* \mathfrak{g}_V^{\text{ess}} \). The upper bound three for \( k \) can be easily found via mapping \( \mathcal{L}_1' \) onto \( \mathcal{L}_1'' \) by a family of equivalence transformations, see Corollary 17. Since for any system \( L' \), \( \pi_* \mathfrak{g}_V^{\text{ess}} \) is a finite-dimensional Lie algebra of vector fields on the t-line, Lie’s theorem on such algebras has efficiently been applied here for listing the possible \( t \)-projections of the essential Lie invariance algebras of systems from the class \( \mathcal{L}_1' \) up to the \( G_{\mathcal{L}''} \)-equivalence. We have separately studied each of the cases \( k = 0, k = 1 \) and \( k = 2 \), describing the structure of the corresponding essential Lie invariance algebras and developing techniques for their classification. Based on the results obtained, we have proved that \( k \) cannot be equal to three. The complete group classification for a fixed \( n \) requires classifying subalgebras of the algebra \( \mathfrak{sl}(n, \mathbb{F}) \). Complete lists of \( \text{SL}(n, \mathbb{F}) \)-inequivalent subalgebras of \( \mathfrak{sl}(n, \mathbb{F}) \) were constructed only for \( n \in \{ 2, 3 \} \). Using the well-known list for \( n = 2 \), we have carried out the complete group classification of normal linear systems of second-order ordinary differential equations with two dependent variables. Even this specific problem was not properly and exhaustively studied in the literature, in spite of a number of papers devoted to its solution. Winternitz’s list [71] of subalgebras of \( \mathfrak{sl}(3, \mathbb{F}) \) forms a basis for the analogous classification in the case of three dependent variables. Nevertheless, this classification is still nontrivial and cumbersome. It requires a separate consideration and will be a subject of our future studies. The classification of subalgebras of \( \mathfrak{sl}(n, \mathbb{F}) \) for a general value of \( n \) is a wild problem, and thus it is hopeless to completely classify Lie symmetries of normal linear systems of second-order ordinary differential equations with an arbitrary number of dependent variables.

For each class in the chain \( \mathcal{L} \leftarrow \mathcal{L} \leftarrow \mathcal{L}' \leftarrow \mathcal{L}'' \), the estimates for the dimensions of the maximal Lie invariance algebras of systems from its regular subclass in Theorem 29 can be combined with the description of its singular subclass in Section 2 and with the discussion related to the equation (24) into an assertion on the dimensions of the maximal Lie invariance algebras of systems from the entire class.

**Theorem 42.** For any system from the class \( \mathcal{L} \) (resp. \( \mathcal{L}, \mathcal{L}' \) or \( \mathcal{L}'' \)), the dimension of its maximal Lie invariance algebra is greater than or equal to \( 2n + 1 \) and less than or equal to \( (n + 2)^2 - 1 \). The lower bound is greatest and is attained for a general system of the class. The upper bound is least, and it is attained only for the systems from the orbit of the elementary system \( x_{tt} = 0 \) with respect to the corresponding equivalence group. The submaximum dimension \( n^2 + 4 \), which is maximum for the systems from the complement to the above orbit, is attained only for the systems that are equivalent to the system (3) with respect to the corresponding equivalence group.
We have developed symmetry-based approaches for order reduction and integration of normal linear systems of \( n \) second-order ordinary differential equations. These approaches essentially involve the explicit description of the equivalence transformations between such systems. The second required ingredient for integrating the systems from the \( G^\omega_x \)-orbit of the elementary system \( \mathbf{x}_{tt} = \mathbf{0} \), which is the constraint for \( \theta \) singling out \( \mathcal{L}_0 \) as a subclass of \( \mathcal{L} \), is well known. The necessary prerequisite for applying symmetry-based approaches to order reduction and integration of a system \( \mathcal{L}_\theta \) from the complement subclass \( \mathcal{L}_1 \) to \( \mathcal{L}_0 \) in \( \mathcal{L} \) is that the system \( \mathcal{L}_\theta \) admits Lie-symmetry vector fields with nonzero \( t \)-components and, moreover, these vector fields are known. Under additional conditions for such vector fields, the corresponding systems can be completely integrated merely using algebraic operations and quadratures.

Although the class \( \mathcal{L} =: \mathcal{L}_{2,n} \) is singular among the classes \( \mathcal{L}_{r,n} \) of normal systems of \( n \) ordinary differential equations of the same order \( r \in \{2, 3, \ldots\} \) due to the singularity of the elementary system \( d^r \mathbf{x}/dt^r = \mathbf{0} \) with \( r = 2 \), the results of the present paper can be extended to an arbitrary value of \( r \). It is also insisted to carry out the group classification of the class \( \mathcal{L}_{r,n} \) at least for \( (r, n) = (3, 2) \) in the same manner as it has been done for \( (r, n) = (2, 2) \) in the present paper. However, classifying Lie symmetries of systems of ordinary differential equations of mixed order is quite a different matter, cf. \([20]\).

A Algebraic auxiliary equations and class reparameterization

If the definition of a class of differential equations \( \mathcal{K} \) includes algebraic auxiliary equations with respect to the class arbitrary elements, where “algebraic” means opposite to “being truly differential”, then both the usual and generalized equivalence groups of \( \mathcal{K} \) have certain specific features. Here we consider these features only for the usual equivalence group \( G^\omega_{(r)} \) of \( \mathcal{K} \) using a notation different from the notation in other sections of the paper. Note that classes of the above kind are often arise as subclasses of a superclass in course of considering hierarchies of subclasses with normalization properties and/or gauging the arbitrary elements of the superclass with families of its equivalence transformations. For required notions and results on equivalence groups of classes of differential equations, see \([7, 56, 59, 66]\).

Consider a parametric form \( \mathcal{K}_\theta \): \( K(x, u_{(r)}, \theta(q))(x, u_{(r)}) = 0 \) of systems of differential equations with \( n \) independent variables \( x = (x_1, \ldots, x_n) \) and \( m \) dependent variables \( u = (u^1, \ldots, u^m) \). The notation \( u_{(r)} \) is used for the tuple of derivatives of \( u \) with respect to \( x \) up to order \( r \), by convention including the \( u \) as the derivatives of order zero as well. Thus, \( K \) is a tuple of differential functions in \( u \) and in the tuple of parametric functions \( \theta = (\theta^1(x, u_{(r)}), \ldots, \theta^k(x, u_{(r)})) \), which themselves are differential functions in \( u \) and are called the arbitrary elements. Thus, the notation \( \theta(q) \) naturally encompasses the partial derivatives of \( \theta \) up to order \( q \) with respect to the arguments \( x \) and \( u_{(r)} \) of \( \theta \). By \( S_1, S_2 \) and \( S_3 \) we respectively denote the solution sets of auxiliary systems \( S_1, S_2 \) and \( S_3 \)

- of differential equations \( S_1^{(1)}(x, u_{(r)}, \theta(q)) = 0 \),
- of algebraic equations \( S_2^{(2)}(x, u_{(r)}, \theta) = 0 \), and
- of differential and algebraic inequalities \( S_3^{(3)}(x, u_{(r)}, \theta(q)) \neq 0 \ (> 0, < 0, \ldots) \)

in \( \theta \). Here, both \( x \) and \( u_{(r)} \) play the role of the independent variables, the index \( i_j \) runs through a finite index set \( I_j, j = 1, 2, 3, |I_2| \leq \#\theta = k \), and the function tuple \( S_2 := (S_2^{(2)}, i_2 \in I_2) \) is of maximal rank with respect to \( \theta \). The class \( \mathcal{K} := \{ \mathcal{K}_\theta \} = (\theta \in S_1 \cap S_2 \cap S_3) \) is a subclass of the class \( \tilde{\mathcal{K}} := \{ \mathcal{K}_\theta \} = (\theta \in S_1 \cap S_2 \cap S_3) \), which is singled out from \( \tilde{\mathcal{K}} \) by the system of algebraic constraints \( S_2^{(2)} = 0, i_2 \in I_2 \).

Taking into account the condition of maximal rank for \( S_2 \), we split the arbitrary-element tuple \( \theta \) into “parametric” and “leading” parts, \( \theta' \) and \( \theta'' \) with \( \#\theta'' = |I_2| \) and \( |\partial S_2/\partial \theta''| \neq 0 \), and (locally) solve the system \( S_2 = 0 \) with respect to \( \theta'', \theta'' = \Psi(x, u_{(r)}, \theta') \). This means that
without loss of generality we can assume \( S_2 = \theta'' - \Psi(x, u(r), \theta') \). Denote by \( \Psi \) the substitution for \( \theta'' \) in view of the system \( S_2 \). \( \Psi : \theta'' = \Psi(x, u(r), \theta') \).

Another possibility for simplifying the system \( S_2 \) is to “straighten” via reparameterization of the classes \( \bar{K} \) and \( K \). The new arbitrary-element tuple \( \tilde{\theta} \) is defined by \( \tilde{\theta}' = \theta' \), \( \tilde{\theta}'' = S_2(x, u(r), \theta) \). The reparameterized classes \( K^s \) and \( \bar{K}^s \) are respectively similar to the classes \( \bar{K} \) and \( K \) with respect to the point transformation \( \tilde{x} = x, \tilde{u}(r) = u(r), \tilde{\theta}' = \theta' \), \( \tilde{\theta}'' = S_2(x, u(r), \theta) \) in the space with coordinates \( (x, u(r), \theta) \). The system \( S_2 \) singling out \( K^s \) from \( \bar{K}^s \) as a subclass is \( \tilde{\theta}'' = 0 \). Similar classes have similar transformational properties. In particular, their equivalence groups (resp. their equivalence groupoids) are similar. Therefore, up to the class similarity, we can take \( \theta'' = 0 \) as the system \( S_2 \).

It is obvious that any point transformation of the form

\[
\tilde{x} = x, \quad \tilde{u}(r) = u(r), \quad \tilde{\theta} = \theta + F(x, u(r), \theta),
\]

(40)

where the components of the function \( k \)-tuple \( F \) are arbitrary differential functions of \( \theta \) vanishing on the set \( S_2 \) of solutions of the auxiliary system \( S_2 \), \( F|_{S_2} = 0 \), and \( \partial (\theta + F)/\partial \theta \neq 0 \), is formally a (usual) equivalence transformation of the class \( K \). At the same time, the action of any transformation of the form (40) on the systems from the class \( K \) coincides with that of the identity transformation \( (\tilde{x}, \tilde{u}(r), \tilde{\theta}) = (x, u(r), \theta) \). This is why we call the transformations of the form (40) the insignificant equivalence transformations of the class \( K \), and the group constituted by these transformations the insignificant equivalence group of the class \( K \), which is denoted by \( G^\sim_K \). It is easy to show that the group \( G^\sim_K \) is a normal subgroup of the gauge equivalence group \( G^\sim^v_K \) of \( K \) and, moreover, of the entire equivalence group \( G^\sim^s_K \) of \( K, G^\sim^v_K \triangleleft G^\sim^s_K \triangleleft G^\sim^v_K \).

There necessarily exists a subgroup of \( G^\sim_K \) formed via a one-to-one selection of representatives from the cosets of \( G^\sim^v_K \). We call such a subgroup a significant equivalence group of the class \( K \) and denote it by \( G^s_K \). In other words, we have the following assertion.

**Theorem 43.** The group \( G^\sim_K \) splits over \( G^v_K \), i.e., it is the semidirect product of a subgroup \( G^\sim^v_K \) acting on \( G^v_K \), \( G^\sim_K = G^v_K \rtimes G^\sim^v_K \).

**Proof.** Up to the class similarity, we assume the system \( S_2 \) to be \( \theta'' = 0 \). An arbitrary transformation \( \mathcal{T} \in G^\sim_K \),

\[
\mathcal{T} : \quad \tilde{x} = X(x, u), \quad \tilde{u}(r) = U^r(x, u(r)), \quad \tilde{\theta}' = \Theta'(x, u(r), \theta), \quad \tilde{\theta}'' = \Theta''(x, u(r), \theta),
\]

preserves the system \( S_2 \). This implies that \( \Theta''|_{\theta''=0} = 0 \) identically with respect to \( \theta' \), and thus \( (\partial \Theta''/\partial \theta')|_{\theta''=0} = \partial (\Theta''/\theta''=0)/\partial \theta' = 0 \). Hence \( |(\partial \Theta'/\partial \theta')|_{\theta''=0} = 0 \) since \( |\partial (\Theta', \Theta'')/\partial \theta'\theta''| \neq 0 \). This means that \( \Psi_* \mathcal{T} : \quad \tilde{x} = X(x, u), \quad \tilde{u}(r) = U^r(x, u(r)), \quad \tilde{\theta}' = \Theta'(x, u(r), \theta)|_{\theta''=0}, \quad \tilde{\theta}'' = \theta'' \)

is a well-defined point transformation in the space with coordinates \( (x, u(r), \theta) \). One can show that \( \Psi_* (\mathcal{T}_1 \circ \mathcal{T}_2) = (\Psi_* \mathcal{T}_1) \circ (\Psi_* \mathcal{T}_2) \) for any \( \mathcal{T}_1, \mathcal{T}_2 \in G^\sim_K \). In addition, for any \( \mathcal{T} \in G^\sim_K \) one have \((\Theta')^{-1} \circ (\Theta'|_{\theta''=0}) = \theta' \) on \( S_2 \), where \((\Theta')^{-1} \) is the inverse of \( \Theta' \) with respect to \( \theta' \), i.e., \( \mathcal{T}^{-1} \circ \Psi_* \mathcal{T} \in G^\sim^s_K \). Therefore, \( \Psi_* \mathcal{T} \) belongs to the coset \( \mathcal{T} \circ G^\sim^v_K \) of \( G^\sim^v_K \) in \( G^\sim^v_K \). Varying \( \mathcal{T} \) within \( G^\sim_K \), we obtain the map \( \Psi_* : G^\sim_K \to G^\sim^v_K \) with \( \mathcal{T} \mapsto \Psi_* \mathcal{T} \), which is a group homomorphism. The transformation \( \Psi_* \mathcal{T} \) is the identity transformation, \( \text{id} \), in the space with coordinates \( (x, u(r), \theta) \) if and only if \( \mathcal{T} \in G^\sim^v_K \), i.e., \( \text{ker} \Psi_* = G^\sim^v_K \). The image \( \Psi_* G^\sim^v_K \) of \( G^\sim^v_K \) under the homomorphism \( \Psi_* \) is a subgroup of \( G^\sim_K \) and trivially intersects \( G^\sim^v_K \), \( \Psi_* G^\sim^v_K \cap G^\sim^v_K = \{\text{id}\} \). Hence \( G^\sim_K = (\Psi_* G^\sim^v_K) \rtimes G^\sim^s_K \), i.e., \( G^\sim_K := \Psi_* G^\sim_K \) is a significant equivalence group of the class \( K \).
Remark 44. If the system $S_2$ is of the more general form $\theta'' = \Psi(x, u, \theta')$, then the map $\Psi_*: G_{\sim}K \to G_{\sim}K$ is defined by $G_{\sim}K \ni \mathcal{T} \mapsto \Psi_*\mathcal{T}$, where the components of the transformation $\Psi_*\mathcal{T}$ are
\[
\begin{align*}
\tilde{x} &= X(x, u), \quad \tilde{u}_{(r)} = U^{(r)}(x, u_{(r)}), \quad \tilde{\theta}' = \hat{\Theta}'(x, u_{(r)}, \theta'), \\
\tilde{\theta}'' &= \theta'' - \Psi(x, u, \theta') + \Psi(X(x, u), U^{(r)}(x, u_{(r)}), \hat{\Theta}'(x, u_{(r)}, \theta')), 
\end{align*}
\]
(41a)
(41b)
where $\hat{\Theta}'(x, u_{(r)}, \theta') := \Theta'(x, u_{(r)}, \theta)|_{\theta''=\Psi(x, u, \theta')}$. It is clear that the significant equivalence group of the class $K$ obtained in the proof of Theorem 43 is in general not unique since the construction of the homomorphism $\Psi_*$ depends on splitting the arbitrary-element tuple $\theta$ into “parametric” and “leading” parts. If the intersection $G_{\sim}K \cap G_{\sim}K$ is a significant equivalence group of the class $K$, then it is called the canonical significant equivalence group of the class $K$.

To factor out the insignificant equivalence group $G_{\sim}K$ from the entire equivalence group $G_{\sim}K$ of $K$, we reparameterize the class $K$ via making the substitution $\Psi: \theta'' = \Psi(x, u, \theta')$ for $\theta''$ into $K_\theta$, $S_1$ and $S_3$. Thus, the required reparameterization $K_\Psi$ of the class $K$ consists of the systems $K_\theta|\Psi$, where the tuple $\theta'$ is assumed as the arbitrary-element tuple and runs through the joint solution set of the auxiliary system of differential equations $S_1|\Psi$ and the auxiliary system of differential and algebraic inequalities $S_3|\Psi$. It is not correct to say that the class $K_\Psi$ is a subclass of the class $K$. Instead of this, we write $K_\Psi \hookrightarrow K$, denoting that the class $K_\Psi$ is associated, via the reparameterization in the above way, with the subclass $K$ of the class $K$.

One can prove that $G_{\sim}K_\Psi = \Pi_* G_{\sim}K_\Psi$, where $\Pi$ is the projection from the space with coordinates $(x, u_{(r)}, \theta)$ onto the space with coordinates $(x, u_{(r)}, \theta')$. Moreover, the projection $\Pi$ establishes an isomorphism between the groups $G_{\sim}K_\Psi$ and $\Psi_* G_{\sim}K$; the inverse $\Pi^{-1}_*$ of $\Pi_*$ on $G_{\sim}K_\Psi$ is defined in the following way. For an arbitrary transformation $\mathcal{T}' \in G_{\sim}K_\Psi$, whose components are of the form (41a), the image $\Pi^{-1}_* \mathcal{T}'$ is the transformation whose components are of the form (41) with the same functions $X$, $U^{(r)}$ and $\hat{\Theta}'$, which definitely belongs to $\Psi_* G_{\sim}K$. In this context, the equation (41b) can be interpreted as the prolongation of the transformation $\mathcal{T}'$ on $\theta''$.
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