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Figure 1: Examples of images generated with VQGAN+CLIP [9].

ABSTRACT
Text-based generative art has seen an explosion of interest in 2021. Online communities around text-based generative art as a novel digital medium have quickly emerged. This short paper identifies five types of prompt modifiers used by practitioners in the community of text-based generative art based on a 3-month ethnographic study on Twitter. The novel taxonomy of prompt modifiers provides researchers a conceptual starting point for investigating the practices of text-based generative art, but also may help practitioners of text-based generative art improve their images. The paper concludes with a discussion of research opportunities in the space of text-based generative art and the broader implications of prompt engineering from the perspective of human-AI interaction in future applications beyond the use case of text-based generative art.

CCS CONCEPTS
• Human-centered computing → Natural language interfaces; Human computer interaction (HCI); • Applied computing → Arts and humanities.
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1 INTRODUCTION
Text-based generative art refers to the use of generative adversarial networks (GANs) to generate digital images from textual inputs. This textual interaction with the GAN-based system is similar to the interaction with autoregressive language models, such as OpenAI’s GPT-3 [3]. In the case of text-based generative art, users describe a desired output (e.g., “an oil painting of a beautiful landscape at dawn”) and the GAN-based system generates one (or several) images that match this input prompt via an adversarial learning approach. Examples of three images created from textual prompts are depicted in Figure 1.

To be effective, the textual input prompts need to be given in a certain format1. Prompt engineering [19, 30] is an emerging practice and research area on how to formulate effective input prompts for deep learning models. However, there is little formal guidance available on how to effectively formulate input prompts for text-based generative systems and artists often do not share their complete input prompts for their AI-generated artworks. Therefore, the learning curve can be steep and prompt engineering is a skill that is learned from other people’s prompts and with experimentation.

With a specific focus on digital art generated with text-based generative systems, this paper contributes a taxonomy of input prompts used by practitioners in the text-based generative art community, based on a three-month ethnographic study of the community’s prompt engineering practices on Twitter.

This short paper is structured as follows. We first provide a brief introduction into text-based generative art and prompt engineering in Section 2. After describing the methodological approach in Section 3, we present a taxonomy of five different types of prompt modifiers used by practitioners in the text-based generative art community (Section 5). The paper concludes with a discussion of opportunities for future research on text-based generative art and the broader implications beyond AI-generated art (Section 6).

2 BACKGROUND

2.1 Text-based Generative Art

AI art [22, 26] and generative art [1, 15] are broad concepts. Digital art and generative art are also often used synonymously [15]. In this paper, we follow Galanter’s definition of generative art [15]:

1For instance, see https://beta.openai.com/examples/
Generative art refers to any art practice in which the artist cedes control to a system with functional autonomy that contributes to, or results in, a completed work of art. Systems may include natural language instructions, biological or chemical processes, computer programs, machines, self-organizing materials, mathematical operations, and other procedural inventions.

From the lens of Human-Computer Interaction, this paper focuses on the text-based practice of generative art. Text-based generative art has experienced a strong technological push in early 2021 with the release of OpenAI’s CLIP [28]. CLIP was conceived as an image classifier trained on a large amount of images and text from the World Wide Web. Due to the size and nature of the training set (connecting images and text), the CLIP neural network has learned to recognize concepts in images. and discriminative models has proven to be effective in generating digital images and artworks with high perceptual quality from textual input prompts. Because of this ability to recognize concepts in images, CLIP proved to be an effective discriminative component in GAN-based systems. One such system that has become enormously popular in 2021 is Katherine Crowson’s VQGAN+CLIP [9]. In a VQGAN+CLIP system, VQGAN [14] generates images while CLIP acts as discriminator that judges how well the GAN-generated images match the given textual input prompt. Therefore, CLIP iteratively guides the GAN in activating latents in the neural network that produce the best-matching results for the given textual input prompt. This interaction between the two models in the text-to-image synthesis system is iterated until the discriminator can no longer tell the GAN-generated images apart from real images in the training set.

Figure 2: Artwork generated with VQGAN+CLIP [9] with the prompt “pensive young woman at sunset in the style of Pierre Auguste Renoir, painting by Greg Rutkowski, trending on artstation.”

2.2 Input Prompts for Generative Art

Inputs for text-to-image synthesis systems, such as VQGAN+CLIP [9], CLIP guided diffusion [7], PixelDraw [34], and ruDALL-E [31], are provided as textual input prompts. Prompt programming [19] or prompt engineering [19] refers to the emerging practice of writing input prompts in natural language to steer models into a desired direction. Figure 2 provides an example of a typical textual input prompt and the resulting AI-generated image.

Because the GAN operates iteratively on prior images, text-based generative systems also may accept initial images that seed the initial state of the GAN model. This can, for instance, be used to transfer a certain style to an image or direct the scene composition in the image. Further, target images can be given to the model besides the textual inputs to indicate a desired style to the model. For the sake of reducing complexity and avoiding confusion, this paper focuses only on textual prompts and leaves image-based prompts to future work.

3 METHOD

The research followed a two-fold approach. We combined auto-ethnographic experimentation (Section 3.1) and ethnographic research (Section 3.2), as described in this section.

3.1 Auto-ethnographic Research on Prompt Engineering for Text-based Generative Art

The first author conducted auto-ethnographic study [10–12] between October 2021 and December 2021. This personal ethnography [6] allowed the first author to get a “practitioner’s perspective” [11] on text-based generative art by “learning from self-use” [21]. In the case of text-based generative art, auto-ethnography is an appropriate method because prompt engineering is an acquired skill that is associated with a learning curve. Prompt engineering is learned through iterative experimentation (akin to “brute-force trial and error” [19]) and by learning from other practitioners’ input prompts (e.g., by applying input prompts found on social media).

The first author experimented with text-to-image synthesis and created digital images with a text-based generative system hosted on Google’s Colababry (Colab). The first author started on average at least one Colab session every work day between October 4 and December 31, 2021. The free tier of Google Colab was used in all sessions. This limited the overall working time to between 2 and 3 hours per day, depending on the computational power of the assigned resources and whether penalties were incurred the previous day. On average, the time and computational resources were sufficient to generate between 12 and 24 images per day.

The auto-ethnographic research was informed by learning from the community on social media. To this end, we complemented the auto-ethnographic research with an online ethnographic research of the text-based generative art community on Twitter.

3.1.1 Self-Disclosure. While the first author has experimented with text-based generative systems and produced digital artworks with these systems, the first author is not an artist. The researcher’s background is in Computer Science with focus on Human-Computer Interaction (HCI) and Social Computing. The research was conducted from a human-centered lens [18]. Our specific interest is
3.2 Ethnographic Study of the Text-based Generative Art Community on Twitter

The auto-ethnographic research of prompt engineering was complemented with ethnographic research on the emerging text-based generative art community on Twitter. The aim of this social media ethnography [25, 27] was to learn more about the textual prompts used in the text-based generative art community. Insights derived from this community were used in the auto-ethnographic experimentation with a text-based generative system.

The ethnographic research was complemented with a review of the literature on the emerging practice of text-based generative art. While text-to-image synthesis is not a new area of research, text-based generative art is a very recent phenomenon. The online community around text-based generative only emerged in early 2021. With the exception of Liu and Chilton’s design guidelines for prompt engineering [19], there is not much scholarly literature on the practice of text-based generative art as of yet. Therefore, our literature review focused on sources in the grey literature, such as posts on weblogs and other articles on the Web.

3.3 Research Material

3.3.1 Text-based Generative System. VQGAN+CLIP was selected for experimenting with text-based generative art. VQGAN+CLIP was created shortly after the release of CLIP in early 2021 and has since become very popular in the text-based generative art community. VQGAN+CLIP can be considered instrumental to the growth of the text-based generative art community. The system is available on Google’s Colaboratory (Colab) where it can be executed free of charge. The notebook on Colab is very accessible and easy to use. VQGAN+CLIP also requires less memory than later systems, and it is therefore less likely that image generation will fail on Colab due to insufficient memory.

Many variations of the VQGAN+CLIP have been created. The research in this paper was conducted with a notebook titled “VQGAN+CLIP (z + quantize method with augmentations)” [8]. This particular notebook was originally created by Katherine Crowson, with “modifications by Eleiber # 8347” and a “friendly interface” by “Abulafia # 3734” and further modifications by Justin John.

3.3.2 Twitter Community. During the 3-month period of research, the first author followed postings on Twitter to learn about different prompts used in the text-based generative art community. To this end, the first author followed trending hashtags, such as #vqganclip, #vqgan, #cliguideddiffusion, #digitalart, #AIArt, #generativeart, and #GANArt.

Not every practitioner of text-based shares their prompts, as mentioned in the Introduction. Especially if commercial interests are involved (e.g., selling the text-based art as non-fungible token (NFTs)), some practitioners keep their prompts a secret. Others are more liberal in sharing their prompts. It is the posts from this group of Twitter users that informed this research (e.g., the posts by Katherine Crowson (@RiversHaveWings), Hannah Johnston (@hannahjdotca), @nshepperd1, and John David Pressman (@jd_pressman), to name but a few).

Due to the relative scarcity of this material, the data was analysed as follows. A list of potential candidates for prompt modifiers was iteratively and inductively compiled and thematically grouped. Whenever a candidate for a novel type of prompt modifier was encountered in a post on Twitter, the first author revisited the list of potential candidates. Therefore, the list of prompt modifiers was iteratively and inductively expanded when new types of prompt modifiers were encountered. After some weeks of collecting data this way, the list of prompt modifiers did no longer grow, even if outstanding instances of outstanding prompts were encountered.

The author further engaged with the text-based generative art community, participated in discussions, and posted digital images created with a text-based generative system on Twitter. The AI-generated images (including intermediate steps) were collected together with their respective configuration settings (e.g., textual input prompts, GAN model, seed, etc.) used in each run of the VQGAN+CLIP system.

3.4 Documentation

The findings were documented in a PowerPoint presentation [24] with text and images to produce an evocative and aesthetic description of the ethnographic research. The documentation was iteratively extended and corrected, if needed. The first author’s creation of and engagement with the presentation slides acted as a daily conversation with the research material. This allowed the first author to concurrently and iteratively develop and articulate an understanding of the subject matters both visually and textually. At the end of the research period, the first author engaged in a summative analysis of the field notes [11].

4 TAXONOMY OF PROMPT MODIFIERS

The text-based generative art community quickly found that the aesthetic qualities and subjective attractiveness of images can be improved by adding modifiers to the textual input prompts. These prompt modifiers aim to direct the GAN-based system in certain directions.

Our research points towards there being at least five different types of prompt modifiers (subject terms, style modifiers, quality boosters, repetitions, and magic terms) used by practitioners in the text-based generative art community.

Subject terms indicate the desired subject to the model (e.g., “an old car in a meadow” or “a landscape at dawn”). While it is possible to generate images without subject terms, the subject is essential for controlling the image generation process. On the other hand, since CLIP was trained on images in context of their respective descriptive text, subject terms can, in some cases, have less control over the outcome. One such case is the artist Zdzisław Beksiński who developed a unique and recognizable style but never provided titles for his works. For this reason, specific subjects can be less reliably reproduced in images that are styled to resemble Beksiński’s artworks.

Style modifiers can be added to a prompt to produce images in a certain style. This type of modifier will consistently reproduce a characteristic style. For instance, the modifier “by Francisco Goya” will generate digital images in the recognizable style of Francisco Goya.
Images generated with VQGAN+CLIP [9], 175 iterations, CLIP model ViT-B/32, VQGAN model wikiart_16384, seed 608730447281500163, text prompts:

a) “ufo landing”
b) “ufo landing, daguerreotype”
c) “ufo landing, daguerreotype, trending on /r/art”
d) “ufo landing, daguerreotype, by greg rutkowski, trending on /r/art”

Figure 3: Example of iterative prompt engineering for generating an image.

the late Spanish painter. Examples of this type of modifier include, for instance, “surrealistic painting”, “oil painting on canvas”, “#pixelart”, “hyperrealistic”, “ultra photorealistic”, “ultra photorealistic”, “in the style of a cartoon”, “matte painting”, “by Claude Lorrain”, or “in the style of Hudson River School”. Especially the two modifiers “by Greg Rutkowski” and “by James Gurney” have become very popular in the community of text-based generative art as a means to incentivize the generative system to produce images in a certain style and quality.

Quality boosters can be added to a prompt to increase aesthetic qualities and the level of detail. Examples of this type of modifier are the terms “trending on artstation” and “rendered in UnrealEngine”, but also “AWESOME”, “#wow”, “wondrous”, “eclectic, detailed, fantastic”, “beautiful”, “rendering”, “rendered in Unreal Engine”, or “trending on artstation”.

This type of modifier can come in the form of “extra fluff” and verbosity in the prompt which may boost the amount of details and overall quality of the generated image. For instance, the prompt “painting of an exploding heart” could potentially be improved by adding the modifiers “eclectic, detailed, fiery, vfx, rendered in octane, postprocessing, 8k.”

Repetition can potentially strengthen the associations formed by the generative system. For instance, the prompt “space whale. a whale in space” by @nshepperd1 will likely produce subjectively better results than either of the two subject terms alone.

Magic terms introduce randomness to the image that can lead to surprising results. For instance, Twitter user @jd_pressman added the magic term “control the soul” to the prompt “orchestra conductor leading a chorus of sound wave audio waveforms swirling around him on the orchestral stage, control the soul, trending on artstation”. The term was added to – in his words – produce “more magic, more wizard-ish imagery”.

As seen in the examples provided in this section, prompt modifiers can take a variety of forms. They can, for instance, be added as hash tags (e.g., #wow), simple attribution phrases (e.g., by [artist]), and more complex composite statements (e.g., in the style of [artist]). Further, not every part of a prompt has the same importance and there are specific affordances of the generative systems that are being used in prompt engineering in practice, as described in the following section.

5 THE PRACTICE OF PROMPT ENGINEERING

Prompt engineering is the iterative practice of applying prompt modifiers to input prompts. Prompt engineering resembles a conversation with the text-based generative system. Prompt modifiers are applied iteratively or based on best practices learned with experience (see Figure 3). Knowing what prompt modifiers work best for a given subject term is often the result of iterative experimentation, research in online communities, and the use of online tools and resources created for supporting the practice of prompt engineering.

This section provides an overview of how the different types of prompt modifiers are applied in practice with specific focus on the generation of static images with VQGAN+CLIP. We acknowledge that alternative means of text-to-image synthesis exist, for instance, diffusion-based systems and systems for creating keyframed animations (such as zooming). We leave these alternatives to future work. We further focus only on text-based generation of images, and leave any kind of post-processing steps (e.g., editing with graphics editors or more complex work flows consisting, for instance, of several chained GAN-based models) to future work.

While images can be generated from random text or even single characters and emojis, the subject term is elemental to the controlled generation of digital images. Consequently, a prompt...
Table 1: The iterative practice of prompt engineering.

| Step | Purpose | Prompt modifier | Importance |
|------|---------|-----------------|------------|
| 1    | Subject | subject term    | required   |
| 2    | Modifier | style modifier, quality booster | optional   |
| 3    | Solidifier | repetition     | optional   |
| 4    | Variation | magic terms     | optional   |
| 5    | Weights | exclusion and mixing | optional   |

- **Modifiers** are typically added with the intention to either boost the quality or modify the style of the generated image (as described in Section 4). Style modifiers and quality boosters do not form a disparate set. Rather, the two types of modifiers can have overlapping effects and the difference between the two types of prompt modifiers is sometimes not fully apparent. The modifier “Greg Rutkowski” for instance, exhibits this property. Greg Rutkowski is a contemporary illustrator and concept artist who has been embraced by the text-based generative art community in their practice of prompt engineering. Images generated with the modifiers “by greg rutkowski” or “in the style of greg rutkowski” are of high quality, texture-rich and contain a high amount of details. As such, this style modifier is often used as a quality booster in the community.

- Once a style modifier has been added, the style can be reinforced and “solidified” without losing expressivity. **Solidifiers**, such as repetitive terms, can be applied to any of the other types of modifiers (subjects, style modifiers, and quality boosters), although they are most commonly applied to subject terms.

- Last, **magic terms** may be optionally added to increase the chance of surprising results. The use of magic terms will result in more variation in the output, while maintaining the overall style. An example of this type of modifier can be found in the prompt by Twitter user @DMTFL_AI:

  “a retrofuturistic world next to a bleak dystopian world, divided down the middle in the vivid vapourwave style of gustave dore”

  In the words of @DMTFL_AI, “when given this many words, the consistency holds strong yet the input image variety gets extra interpretive”.

  Each of the five types of prompt modifiers can be assigned **weights**. Weighted terms can be negative to exclude subjects and styles from being generated. For instance, VQGAN+CLIP tends to generate heart-shaped objects with red colour when the prompt contains the word “love.” By adding a negative weight to the prompt (e.g., “heart:-1”), the system can be instructed to not activate the corresponding latents in its neural network. The resulting images are thus free from heart-shaped objects.

  Weighted terms can also be used to seamlessly mix styles. For instance, Twitter user @c0y0te6 mixed the styles of two artists in the prompt “a painting of a high priestess [sic] summoning a demon by Ralph McQuarrie:75 | by Zdzislaw Beksinski:25”.

  The style of Ralph McQuarrie was, in this case, given precedence over the style of Zdzislaw Beksinski (with a ratio of 3:1).

  Table 1 summarizes the iterative nature of prompt engineering (c.f. Figure 3). Subject terms are most important for the controlled generation of images and usually written as first step. Modifiers and solidifiers are then added to the prompt, either iteratively (image after image) or from learned experience. Last, weights can be applied to exclude or mix subjects and styles.

6 DISCUSSION

Text-based generative art has made strong progress in the year 2021. The availability and accessibility of text-based generative systems as a new computational medium, paired with a specific bundle of technologies that support the ecosystem of this “emerging art scene” [33], have resulted in an explosion of AI-generated artworks being shared online by hobbyists and artists. Dedicated online communities have rapidly formed around generating and sharing text-based generative art.

Using only natural language, it is now possible for anyone to generate images that resemble the artworks of past and contemporary artists without technical expertise and skills. The application of style modifiers is key to this emerging creative practice.

Prompt engineering is an emerging field. With the exception of the design guidelines by Liu and Chilton [19], there is little scholarly literature on prompt engineering for text-based generative art.

This paper provides an investigation of prompt engineering practices and contributes a taxonomy of five different types of prompt modifiers. The taxonomy of prompt modifiers acts as a conceptual starting point for future structured investigations into prompt engineering for text-based generative art. And indeed, the emerging community around text-based generative art as well as the practice of prompt engineering present numerous opportunities for future research, as outlined in the following section.

6.1 Opportunities for Future Research

The art community around text-based generative art makes an attractive study subject. Future research questions could, for instance, include:

- **The text-based generative art community and its prompt engineering practices:**
  - What are the values of the emerging AI-based art community, especially in regard to timely topics such as attribution of agency to the AI, copyright, and ethical behavior?
  - What are the prompt engineering work flows and strategies adopted by practitioners in the text-based generative art community?
  - What are the factors that make an input prompt successful in generating a ‘beautiful’ AI-generated artwork?
  - Do ‘creative’ prompts produce images and artworks that are more creative?

- **Broader ethical, ontological, and epistemological questions:**
Is AI-generated art creative? Given that anybody can generate art from textual prompts, what is the nature of human creativity involved in text-based generative art?

Does the AI have agency in the process of creating art? How do the practitioners in the community see the AI in the process of creating text-based generative art?

Future work could further explore the text-based generative art community and its prompt engineering practices in more detail, using the taxonomy presented in this paper as a conceptual starting point or framework. For instance, practitioners may develop complex practices and work flows for creating their artworks (e.g., generating initial images with ruDall-E and finalizing them with CLIP-guided diffusion). Some GAN-based systems also allow image inpainting [36] which offers a level of interactivity beyond mere textual input prompts. Further, practitioners may make certain idiosyncratic choices when they create text-based generative art (e.g., selecting certain values as seed for the model or adapting the canvas size to certain subject terms). Some of these choices may fall into the realm of folk theories [13, 17] – that is, causal attributions that may or may not be true –, while other choices may be based on the practitioner’s experimentation and experience with prompt engineering.

The emerging community around text-based generative art also offers an opportunity for HCI researchers to make technical contributions [35] in the form of creativity support tools, user interfaces, and interactive experiences to support the creation of text-based generative art, to teach novices the practice of prompt engineering, and to advance the emerging AI-generated art ecosystem. Research in this space could make a timely contribution to a novel computational medium and an emerging digital art form.

There are also broader interdisciplinary implications of ethical and societal relevance that go beyond prompt engineering and interaction with AI via textual prompts, as outlined in the following section.

6.2 Broader Implications for Human-AI Interaction

Research on prompt engineering has broader implications and is not only relevant to the field of AI-generated art, but also to the interaction of humans with deep learning models and artificial intelligence in general.

6.2.1 AI and the future of creative work. In the future, we may see neural networks with generative capabilities that transcend what we can imagine today. Such powerful AI-based systems will have implications for how we interact with computers, and therefore the future of creative work. Machine learning will not only transform the way we perform work online, but also the content of our work and the human agency in the work.

A recent example of an application that has such transformative potential is OpenAI’s Codex [4, 23]. Codex is a large language model that interprets commands in natural language and generates programming code. In the future, instead of typing code, we will be able to describe a software and its expected outputs in natural language. Deep learning models, such as OpenAI’s Codex, or even larger foundation models [2], will then generate executable software code based on the human’s spoken or written input prompts. This change in the agency of humans and computers could be transformative to creative work, such as software development. Similar technology has already found application in GitHub’s CoPilot⁶, an “AI pair programmer” that assists its users in auto-completing programming code.

There is much potential in deep learning to disrupt and transform entire sectors of the creative economy. For instance, generative systems could create entire interactive story-driven worlds and games from short text prompts. Low-code and no-code tools for creating online products and experiences will become increasingly common in the future, and declarative machine learning systems may – as a next wave of machine learning – bring machine learning to non-coders [20]. Gartner estimated that by 2024, 80% of technology products and services will be built by people who are not technology professionals [16]. Interaction with opaque machine learning models will become increasingly more common in future use cases and applications of artificial intelligence. Engineering effective prompts will, therefore, play an increasingly important role in the future.

6.2.2 Other use cases. The use case of text-based generative art is but one of many use cases, with implications for the future of creative work and human-AI interaction in general. The latter can be viewed from many different perspectives, such as human-centered AI [32], human-AI partnerships [29], and human-AI cooperation [5]. Irrespective of the term used to describe our relationship with AI, we will increasingly interact with opaque models through natural language in the future.

Research on how input prompts can be effectively formulated is therefore timely and important. Research in this space will advance our understanding of how people can effectively interact with machine learning models. The research will inform the design of future applications and systems powered by Artificial Intelligence (AI) and advance the understanding on the needs of different stakeholders using these AI-driven systems. A better understanding of users could not only advance research into interpretability and explainability of AI-driven systems, but also provide valuable insights into how web-based systems can be designed for fairness, accountability, and transparency. These three constituents could be a step stone to support the formation of trusting social relationships with artificial intelligence.

7 CONCLUSION

This paper presented a taxonomy of input prompt modifiers used in the community of text-based generative art on Twitter. We discussed how these modifiers are being applied in practice. The paper discussed several opportunities for future research on the fast-moving text-based generative art community and touched on the broader implications for creative work and interaction of humans with computers beyond the use case of text-based generative art.
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