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Abstract

In this paper, a rigorous method to compute Floquet normal forms of fundamental matrix solutions of non-autonomous linear differential equations with periodic coefficients is introduced. The Floquet normal form of a fundamental matrix solution \( \Phi(t) \) is a canonical decomposition of the form \( \Phi(t) = Q(t)e^{Rt} \), where \( Q(t) \) is a real periodic matrix and \( R \) is a constant matrix. To compute rigorously the Floquet normal form, the idea is to use the regularity of \( Q(t) \) and to solve simultaneously for \( R \) and \( Q(t) \) with the contraction mapping theorem in a Banach space of rapidly decaying coefficients. The explicit knowledge of \( R \) and \( Q(t) \) can then be used to construct, in a rigorous computer-assisted way, stable and unstable bundles of periodic orbits of vector fields. The new proposed method does not require rigorous numerical integration of the ODE.
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1 Introduction

In his seminal work [1883], Gaston Floquet studied linear non-autonomous differential equations of the form

\[
\dot{y} = A(t)y,
\]

where \( A(t) \) is a \( \tau \)-periodic continuous matrix function of \( t \). More precisely, Floquet introduces a canonical decomposition of the fundamental matrix solutions of (1).

**Theorem 1.1. [Floquet Theorem]** Let \( A(t) \) be a \( \tau \)-periodic continuous matrix function and denote by \( \Phi(t) \) a fundamental matrix solution of (1). Then \( \Phi(t+\tau) = \Phi(t)\Phi^{-1}(0)\Phi(\tau) \), and there exist a real constant matrix \( R \) and a real nonsingular, continuously differentiable, \( 2\tau \)-periodic matrix function \( Q(t) \) such that

\[
\Phi(t) = Q(t)e^{Rt}.
\]
The proof can be found for instance in [?]. The decomposition (??) is called a Floquet normal form for the fundamental matrix solution \( \Phi(t) \). The real time-dependent change of coordinates \( z = Q^{-1}(t)y \) transforms system (??) into a linear constant coefficients system of the form \( \dot{z} = Rz \). A stability theorem demonstrates that the linear stability of the zero solution of (??) can be determined by the eigenvalues of the so-called monodromy matrix \( \Phi(\tau) \). While there has been several methods to compute (even rigorously) fundamental matrix solutions of (??), we are not aware of any rigorous method to compute Floquet normal forms as introduced in Theorem ???. This is one of the goal of the present work.

The motivation for developing such computational method comes from the study of dynamical systems, where (??) arises naturally when studying linear stability of periodic solutions of vector fields \( \dot{y} = g(y) \), where \( g : \mathbb{R}^n \to \mathbb{R}^n \) is a smooth map. Assume that \( \Gamma \) is a \( \tau \)-periodic orbit of \( \dot{y} = g(y) \) parameterized by \( \gamma(t) \in \mathbb{R}^n \ (t \in [0, \tau]) \), and define the \( \tau \)-periodic matrix function \( A(t) = \nabla g(\gamma(t)) \), where \( \nabla g \) is the Jacobian matrix. Consider \( \Phi(t) \) the principal fundamental matrix solution of \( \dot{y} = A(t)y = \nabla g(\gamma(t))y \), that is the unique fundamental matrix solution so that \( \Phi(0) = I_n \), and assume that a Floquet normal form \( \Phi(t) = Q(t)e^{Rt} \) is known. The information from the Floquet normal form can be used to compute important dynamical properties of \( \Gamma \): the linear stability of the periodic orbit \( \Gamma \) can be determined by the eigenvalues of \( R \) while the stable and unstable tangent bundles of \( \Gamma \) can be retrieved from the action of \( Q(t) \) (with \( t \in [0, \tau] \)) on the eigenvectors of \( R \) (e.g. see Theorem ??). Also, using the parameterization method introduced in [?], the higher order terms of a parameterization of an orientable invariant manifold of a periodic orbit can be computed efficiently from the action of \( Q(t) \) on some given constant vectors. Therefore one motivation for developing computer-assisted proofs for Floquet normal forms is to compute rigorously high order parameterizations of invariant manifolds of periodic orbits.

Before proceeding further, let us mention that rigorous methods like the \( C^1 \)-Lohner algorithm [?] can be used to study the linear stability of periodic orbits. For instance, a method combining multiple shooting, the interval Krawczyk method and the use of the \( C^1 \)-Lohner algorithm to integrate the flow was introduced in [?] to obtain rigorous estimates for the monodromy matrix. An important difference is that our method does not rely on a rigorous time integration of the flow. Another important motivation for developing such method is that the computation of invariant bundles of periodic orbits is one of the key ingredient and one of the main difficulty in applying the parameterization method to compute invariant manifold of periodic orbits of a concrete equation (e.g. see [?, ?, ?]). In fact, once the invariant bundles are explicitly known, the computation of higher order terms is rather straightforward. Hence, we believe that developing a general method to compute Floquet normal form is important.

Let us now introduce the ideas behind the rigorous method. The first step is to substitute the Floquet normal form \( \Phi(t) = Q(t)e^{Rt} \) in the differential equation (??). From this, it follows that \( (R, Q(t)) \) is a solution of the differential equation with periodic coefficients \( \dot{Q} = A(t)Q - QR \). On the converse, if a real constant matrix \( R \) and a \( 2\tau \)-periodic matrix function \( Q(t) \) solve

\[
\begin{aligned}
\dot{Q} &= A(t)Q - QR \\
Q(0) &= I_n,
\end{aligned}
\]

(3)
then the matrix function \( \Phi(t) := Q(t)e^{Rt} \) is the principal fundamental solution of (??). Therefore, the problem of computing fundamental matrix solutions in the form \( \Phi(t) = Q(t)e^{Rt} \) reduces to find \( (R, Q(t)) \) satisfying (??). The next step is to introduce a nonlinear operator \( f \) (see Section ?? for details) whose zeros are in one-to-one correspondence with the solutions of (??). Letting \( x = (R, Q_0, Q_1, Q_2, \ldots) \), where the \( Q_k \)'s are the Fourier coefficients of \( Q(t) \), the problem of computing Floquet normal forms \( \Phi(t) = Q(t)e^{Rt} \) is then
equivalent to find \( x \) such that \( f(x) = 0 \). By the a priori knowledge of the smoothness of \( Q(t) \), the Fourier coefficients \( Q_k \)'s decay fast, meaning that the solutions of \( f(x) = 0 \) live in a suitable Banach space \( \Omega^* \) of rapidly decaying coefficients. To prove existence, in a constructive way, of solutions of the infinite dimensional nonlinear operator equation \( f(x) = 0 \) in \( \Omega^* \), we use the so-called notion of rigorous numerics. To be more precise, rigorous numerics aims at constructing algorithms that provide an approximate solution to a problem together with precise bounds within which the exact solution is guaranteed to exist in the mathematically rigorous sense. It is worth mentioning that by now, the use of rigorous numerical methods is a standard approach to study differential equations and dynamical systems (e.g. see \([?, ?, ?, ?]\)) and that there is a vast literature on rigorous methods to compute solutions of operators defined on Banach spaces (e.g. see \([?, ?, ?, ?]\) and the references therein).

Based on the previous discussion, the idea consists of computing a numerical approximation \( \bar{x} \) of \( f(x) = 0 \) and to demonstrate that close to \( \bar{x} \), there exists a genuine solution \( x^* \) of \( f(x) = 0 \), corresponding to the Floquet normal form of the principal fundamental matrix solution \( \Phi(t) \) of \( (??) \). However, since the operator \( f \) is infinite dimensional, a finite dimensional approximation of \( f \) must be introduced in order to compute an approximate solution \( \bar{x} \). This is done in Section \( ?? \). Once \( \bar{x} \) is computed, a Newton-like operator \( T : \Omega^* \to \Omega^* \) defined by \( T(x) = x - Jf(x) \) is introduced, where \( J \) is an injective linear operator which acts as an approximation for \( Df(\bar{x})^{-1} \). Since \( J \) is injective, the fixed points of \( T \) and the zeros of \( f \) are in one-to-one correspondence. Denoting by \( B(r, s) \) the closed ball of radius \( r \) in \( \Omega^* \), the idea is to consider the ball \( B_{\bar{x}}(r, s) = \bar{x} + B(r, s) \) of a priori unknown radius \( r \) and to solve for \( r \) for which \( T : B_{\bar{x}}(r, s) \to B_{\bar{x}}(r, s) \) is a contraction (see Section \( ?? \)). This is done by deriving a set of sufficient computable conditions in the form of polynomial inequalities, the so-called radii polynomials \( \{ p_k(r) \}_{k \geq 0} \) (first introduced in \([?]\)), whose successful verification leads to an application of the Contraction Mapping Theorem (CMT) on \( T \). More precisely, the radii polynomials \( \{ p_k(r) \}_{k \geq 0} \) are upper bounds satisfying

\[
|T(\bar{x} - \bar{x})_k|_{\infty} + \sup_{b_1, b_2 \in B(r, s)} |DT(\bar{x} + b_1)b_2|_k_{\infty} - \frac{r}{\omega_k} \leq p_k(r), \text{ for all } k \geq 0,
\]

where \( \frac{r}{\omega_k} \) represents the radius of the \( k \)th component of the ball \( B(r, s) \subset \Omega^* \), and where \( p_k(r) \) encloses a defect bound measuring how good the numerical approximation is and a uniform bound on the norm of \( DT \) over the entire ball. The construction of the polynomials \( \{ p_k(r) \}_{k \geq 0} \) is a combination of analytic estimates and interval arithmetic computations. As shown in Theorem \( ?? \), if one can find \( r > 0 \) such that each radii polynomial is negative, then by the CMT, there exists a unique fixed point of \( T \) within \( B_{\bar{x}}(r, s) \). It is important to note that only the coefficients of the \( p_k \)'s are computed, and that the value of the radius \( r \) is chosen \textit{a posteriori} and optimally at the end of the process. This approach is somehow different from the more standard one of fixing \textit{a priori} the radius \( r \) of the ball, of computing the necessary bounds and finally to verify the hypotheses of the CMT by verifying a set of inequalities. The advantage of the radii polynomial approach is twofold. First, most of the estimates are done analytically and generally, hence providing explicit formulas that can give insights into the problems under study. Second, costly computations involving interval arithmetic can be postponed to the very end of the proofs, hence reducing significantly the computational cost (e.g. see \([?, ?]\)). The radii polynomials are introduced in Section \( ?? \), and we present the explicit bounds in Section \( ?? \) that lead directly to their construction.

The numerical results reported in this paper are only for the case when the state space is three-dimensional and the nonlinearities of the vector fields are quadratic. These restrictions
allows on the one hand more complete visualization and on the other hand allows presenting applications in a simple fashion. Increasing the dimension of the systems is straightforward and increasing the degree of the polynomial nonlinearities should also be straightforward, at least theoretically, by applying the analytic estimates of [?]. Let us finally mention that our method should in principle be applicable to any analytic vector fields even though as of now, only polynomial vector fields have been considered.

The paper is organized as follows. In Section ??, we introduce the rigorous computational method to compute Floquet normal forms of fundamental matrix solutions. In Section ??, we demonstrate how to use the information from Floquet normal forms to compute stable and unstable bundles of periodic orbits of vector field and how to determine the linear stability properties of periodic orbits using that information. In Section ??, we combine the ideas of Section ?? and Section ?? to construct rigorously stable and unstable bundles of some periodic orbits of the Lorenz equations (Section ??) and of the $\zeta^3$-model (Section ??). Finally, in Section ??, we discuss how to recover a posteriori the Floquet multipliers associated to the periodic orbit $\gamma(t)$, that is the eigenvalues of the monodromy matrix.

2 Rigorous computation of Floquet normal forms

In this section, we introduce the rigorous numerical method to compute Floquet normal forms $\Phi(t) = Q(t)e^{Rt}$ of fundamental matrix solutions of systems of the form (??). Before doing that, let us fix some notation that is adopted throughout the paper.

Notation

- $Mat(n, \mathbb{R})$ denotes the space of $n \times n$ matrices with real entries.
- $I_n$ is the $n \times n$ identity matrix, $1_n$ is the $n \times n$ matrix whose entries are all 1.

Let $A, B$ be matrices with entries $A = \{a_{i,j}\}$, $B = \{b_{i,j}\}$ and let $\alpha = (A_1, \ldots, A_n)$, $\beta = (B_1, \ldots, B_n)$ be vectors of matrices.

- $\|A\|_\infty$ is the standard infinity matrix norm: $\|A\|_\infty = \max_{|i,j|} \sum_{j} |a_{i,j}|$;
- $|A| = \{|a_{i,j}|\}$ is the matrix of absolute values, where $|\cdot|$ denotes both the real and complex absolute value depending on whether $a_{i,j}$ is real or complex, and $|A|_\infty = \max_{|i,j|} \{|a_{i,j}|\}$. For vectors $|A| = (|A_1|, \ldots, |A_n|)$ and $|A|_\infty = \max\{|A_1|_\infty, \ldots, |A_n|_\infty\}$
- $\leq_{cw}$ is the component-wise inequality: $A \leq_{cw} B$ means $a_{i,j} \leq b_{i,j}$ for any $i, j$. In case $b$ is a scalar, $A \leq_{cw} b$ means $a_{i,j} \leq b$. In case of vectors $\alpha \leq_{cw} \beta$ and $\alpha \leq_{cw} b$ extends as $A_k \leq_{cw} B_k$ and $A_k \leq_{cw} b$, for any $k = 1 \ldots n$. The same for $\geq_{cw}, >_{cw}, <_{cw}$.

2.1 Set-up of the operator equation $f(x) = 0$

As already mentioned in Section ??, the first step is to introduce the nonlinear operator $f$ whose zeros are in one-to-one correspondence with the solutions of (??).

The computation of the Floquet normal form of the principal fundamental matrix solution is done by solving system (??) where the unknowns are the $2\tau$-periodic matrix-valued function $Q(t)$ and the constant matrix $R$, while the $\tau$-periodic matrix-valued function $A(t)$ is known. Let us consider the expansion of $Q(t)$ in Fourier series

$$Q(t) = Q_0 + \sum_{k \in \mathbb{Z}\setminus\{0\}} (Q_{k,1} + iQ_{k,2}) e^{ik2\pi t/\tau},$$ \hspace{1cm} (4)
where the Fourier coefficients $Q_0, Q_k \in Mat(n, \mathbb{R})$ satisfy $Q_{-k,1} = Q_{k,1}$ and $Q_{-k,2} = -Q_{k,2}$ for any $k \geq 1$. Being $\tau$-periodic, the matrix function $A(t)$ is also $2\tau$-periodic and therefore can be expanded as

$$A(t) = A_0 + \sum_{k \in \mathbb{Z} \setminus \{0\}} (A_{k,1} + iA_{k,2}) e^{ik\frac{2\pi}{\tau}t},$$

(5)

where $A_0, A_{k,i} \in Mat(n, \mathbb{R})$ and $A_{-k,1} = A_{k,1}$ and $A_{-k,2} = -A_{k,2}$. In addition, since $A(t)$ is $\tau$-periodic, $A_{k,1} = A_{k,2} = 0$ for $k$ odd and $A_{2l,i} = A_{l,i}$ where $A_{l,i}$ is the $l$-th Fourier coefficient of $A(t)$ in the basis $\{e^{ik\frac{2\pi}{\tau}t}\}$.

From now on, we use the notation

$$A_k = A_{k,1} + iA_{k,2}$$

to denote the $k^{th}$ complex Fourier coefficient of $A(t)$, unless it is necessary to separate the real and imaginary part of the Fourier coefficients of $A(t)$.

Substituting the expansions (5) and (6) in (7) results in an equation of the form $F(t) = 0$, where $F(t)$ is a $2\tau$-periodic matrix function. Expanding $F(t)$ in the Fourier basis $\{e^{ik\frac{2\pi}{\tau}t}\}$, it follows that solving (5) is equivalent to solve for the unknowns $R, Q_0 \in Mat(n, \mathbb{R})$ and $Q_k := (Q_{k,1}, Q_{k,2}) \in Mat(n, \mathbb{R})^2$

the infinite dimensional algebraic system

$$f(R, Q_0, \ldots, Q_k, \ldots) = 0$$

(6)

$$f = (f_*, f_0, f_1, \ldots, f_k, \ldots)$$

defined by

$$f_* := Q_0 + 2 \sum_{k \geq 1} Q_{k,1} - I_n$$

$$f_0 := Q_0 R - (A \ast Q)_0$$

(7)

$$f_k := \begin{bmatrix} f_{k,1} \\ f_{k,2} \end{bmatrix} = \begin{bmatrix} -k\frac{2\pi}{\tau} Q_{k,2} + Q_{k,1} R - (A \ast Q)_{k,1} \\ k\frac{2\pi}{\tau} Q_{k,1} + Q_{k,2} R - (A \ast Q)_{k,2} \end{bmatrix}, \quad k \geq 1,$$

where $(A \ast Q)_{k,1}, (A \ast Q)_{k,2}$ denote respectively the real and imaginary part of the convolution

$$(A \ast Q)_k := \sum_{k_1 + k_2 = k} (A_{k_1,1} + iA_{k_1,2})(Q_{k_2,1} + iQ_{k_2,2}).$$

Since $f_*, f_0 \in Mat(n, \mathbb{R})$ and $f_k \in Mat(n, \mathbb{R})^2$ for every $k \geq 1$, (7) consists of a system of $n^2$ real scalar equations for $f_* = 0$, $n^2$ real scalar equations for $f_0 = 0$ and $2n^2$ real scalar equations for each $f_k = 0$ ($k \geq 1$). More precisely, $f_*$ represents the initial condition $Q(0) - I_n = 0$ given by the second component of (7), while $f_0$ and $f_k$ correspond to the inner product in $L^2([0, \frac{2\pi}{\tau}])$ of $F(t)$ with each element of the Fourier basis $\{e^{ik\frac{2\pi}{\tau}t}\}$.

Consider the space of unknowns by

$$X = \left\{ x = (x_0, x_1, \ldots, x_k, \ldots) : \begin{array}{l} x_0 = (R, Q_0) \in Mat(n, \mathbb{R})^2 \\ x_k = Q_k = (Q_{k,1}, Q_{k,2}) \in Mat(n, \mathbb{R})^2, k \geq 1 \end{array} \right\}. $$

5
Note that \( f : X \to X \). As mentioned already in Section ??, solving \( f(x) = 0 \) is transformed into a fixed point problem equation \( T(x) = x \) which is solved using the contraction mapping theorem (CMT). That requires choosing a suitable Banach subspace of \( X \) where the investigation of existence of fixed points of \( T \) is done. Hence, consider the weights

\[
w_k = \begin{cases} |k| & k \neq 0 \\ 1 & k = 0, \end{cases}
\]

and for any \( x = (R, Q_0, Q_{1,1}, Q_{1,2}, \ldots, Q_{k,1}, Q_{k,2}, \ldots) \in X \) define the s-norm of \( x \) by

\[
\|x\|_s := \sup_{k \geq 0} \{|x_k| \|w_k^s\|} = \sup \left\{ \|R\|_\infty, |Q_0|_\infty, \sup_{k \geq 1} \{|Q_{k,1}| \|w_k^s\|, |Q_{k,2}| \|w_k^s\|} \right\}.
\]

Define \( \Omega^s \) the space of sequences in \( X \) with algebraically decaying tails

\[
\Omega^s = \{ x \in X : \|x\|_s < \infty \}.
\]

For any \( s > 0 \) the space \( \Omega^s \) endowed with the s-norm is a Banach space and the inclusion \( \Omega^s \subseteq \Omega^{s+1} \) holds. The main motivation of working in \( \Omega^s \) is that smoothness of an integrable function is equivalent to fast decay of its Fourier coefficients. Indeed a periodic function, whose series of Fourier coefficients belong to \( \Omega^s \), is of least of class \( C^{s-1} \). If \( A(t) \) is analytic, it follows that the solution \( Q(t) \) of system (??) is analytic thus the Fourier coefficients of \( Q(t) \) decay faster than any power rate and therefore they belong to \( \Omega^s \) for any \( s \). On the other hand, even a weaker assumption on the function \( A(t) \), for instance that the Fourier coefficients \( A_k \) decay algebraically with power rate \( s \), is sufficient to conclude that the solution \( x \in \Omega^s \). For all applications presented in this paper, the function \( A(t) \) comes from an independent rigorous computation and its regularity is provided via an explicit knowledge of the algebraic decay rate of its Fourier coefficients \( A_k \).

Denoting by \( A = \{ A_k \}_{k \geq 0} \) the sequence of complex Fourier coefficients appearing in (??), the s-norm of \( A \) is given by

\[
\|A\|_s = \sup_{k \geq 0} \{|A_k| \|w_k^s\|}.
\]

**Lemma 2.1.** Assume \( \|A\|_s < \infty \) for \( s^* \geq 2 \). Then \( f \) maps \( \Omega^s \) in \( \Omega^{s-1} \), for any \( 2 \leq s \leq s^* \).

**Proof.** Let \( 2 \leq s \leq s^* \) and suppose \( x \in \Omega^s \). Then \( |A_k|_\infty < C_1 w_k^{-s} \) and, from Lemma 2.1 in ??, \( |A \ast Q_k|_\infty \leq C_2^{-|k|} w_k^{-s} \). Thus \( |f_k(x)|_\infty \leq C_3 |k| Q_k|_\infty + C_4 |Q_k|_\infty + C_2 w_k^{-s} < C w_k^{-s+1} \), for suitable constants \( C, C_i \). This shows that \( f(x) \in \Omega^{s-1} \).

Thus we look for solutions \( x = (R, Q_0, Q_{1,1}, Q_{1,2}, \ldots, Q_{k,1}, Q_{k,2}, \ldots) \) of (??) within \( \Omega^s \) for some \( s \geq 2 \). Instead of working directly with \( f(x) = 0 \), we introduce a suitable operator \( T : \Omega^s \to \Omega^s \) whose fixed points are in one-to-one correspondence with the zeros of \( f \), and we aim at proving the existence and local uniqueness of its fixed points by verifying the hypothesis of the CMT. More explicitly, in Section ??, we first consider a finite dimensional projection of (??) in a finite dimensional subspace of \( \Omega^s \) and we compute a numerical solution \( \bar{x} \). Afterwards, in Section ??, the operator \( T : \Omega^s \to \Omega^s \) is introduced as a modified Newton operator around \( \bar{x} \) in a way that a fixed point \( x \) of \( T \) corresponds to a genuine solution of \( f(x) = 0 \). The hope is that if \( \bar{x} \) is a good enough approximation, then \( T \) contracts a small ball \( B_{\bar{x}}(r, s) \) of radius \( r \) (a priori unknown) around \( \bar{x} \), proving the existence of a unique fixed point within \( B_{\bar{x}}(r, s) \). Thus the method aims at detecting a value \( r \) and proving that the operator \( T \) satisfies the hypotheses of the CMT on \( B_{\bar{x}}(r, s) \subset \Omega^s \). Since the proof is a
combination of analysis and computations, the hypotheses of the CMT needs to be verifiable
on a computer. That can be done by means of the so-called radii polynomials introduced
in Section ???. The radii polynomial consist of a finite number of polynomial inequalities
whose verification is sufficient to conclude that the operator \( T \) is a contraction on \( B_{2}(r, s) \).
Their construction is performed in Section ?? where we show all the analytical estimates
necessary to end up with a finite number of computable conditions.

2.2 Finite dimensional projection

As mentioned earlier, the first step involved in the computational method is to consider a
finite dimensional projection and to compute an approximate numerical solution of (??).

For \( m > 1 \), consider the finite dimensional space \( X^{m} = \prod_{k=1}^{m} \text{Mat}(n, \mathbb{R})^{2} \) and define the projections
\[
\Pi^{m} : X \to X^{m}
\]
\[
x \mapsto \Pi^{m}(x) = x^{m} = (R, Q_{0}, \ldots, Q_{m-1})
\]
(10)
\[
\Pi^{\infty}_{m} : x \mapsto (Q_{m}, Q_{m+1}, \ldots)
\]
so that \( x = (x^{m}, \Pi^{\infty}_{m}(x)) \). Denote with \( 0_{m}^{\infty} := \Pi^{\infty}_{m}(0) \). Moreover let us define the restriction
of \( f(x) \) on \( X^{m} \) as the map
\[
f^{(m)} : X^{m} \to X^{m}
\]
\[
x^{m} \mapsto \Pi^{m}f(x^{m}, 0_{m}^{\infty}).
\]
(11)
For any \( x \in X \), the sequence \( (x^{m}, 0_{m}^{\infty}) \in X \) and the finite dimensional projection \( \Pi^{m} \) applied
to \( f(x) \) reads as \( \Pi^{m}f(x) = (f_{0}, f_{0}, \ldots, f_{m-1})(x) \). Since \( X^{m} \) is isomorphic to \( \mathbb{R}^{m2n^{2}} \), one
has that \( f^{(m)} : \mathbb{R}^{m2n^{2}} \to \mathbb{R}^{m2n^{2}} \). Suppose that using a Newton-like iterative algorithm, one
computed
\[
\bar{x} = (R, \bar{Q}_{0}, \ldots, \bar{Q}_{m-1})
\]
(12)
an approximate zero of \( f^{(m)} \), that is \( f^{(m)}(\bar{x}) \approx 0 \). For sake of simplicity of the presentation,
the same notation \( \bar{x} \) is used to identify the vector \( \bar{x} \in X^{m} \) defined in (??) and the sequence
\( (\bar{x}, 0_{m}^{\infty}) \in X \). As already mentioned at the end of Section ??, the idea is to consider a
ball \( B_{2}(r, s) \in \Omega^{s} \) centered at the approximate solution \( \bar{x} \) and to show the existence of
a contraction mapping \( T \) acting on \( B_{2}(r, s) \). Hence, let us now introduce the fixed point
operator \( T \).

2.3 The fixed point operator \( T \) and the radii polynomials

In this section, we reformulate the problem of studying the zeros of \( f(x) \) by establishing
an equivalent fixed point problem \( T(x) = x \in \Omega^{s} \), and we introduce the notion of the
so-called radii polynomials, which provide an efficient means of finding a set on which \( T \)
is a contraction. More precisely, the operator \( T \) is defined as \( T(x) = x - Jf(x) \), that is as a
Newton-like operator which depends on an approximation \( J \) of \( Df(\bar{x})^{-1} \). The advantage
of considering such approach is that if \( J \) is a good enough approximation of the inverse of
\( Df(\bar{x}) \), then \( T \) has good chances of being a contraction on a small ball centered at \( \bar{x} \). Hence,
the first goal of this section is to define \( J \). In order to do so, we begin by introducing \( J^{†} \)
(see (??)) an approximation for \( Df(\bar{x}) \) that we then use to construct, with the help of the
computer, the operator \( J \) introduced in (??).

In order to write explicitly the action of \( J \) on \( \Omega^{s} \), it is convenient to represent matrices
in \( \text{Mat}(n, \mathbb{R}) \) as vectors in \( \mathbb{R}^{n^{2}} \), and to extend this representation to get an isomorphism
between the space of vectors of $N$ matrices $Mat(n, \mathbb{R})$ to the space $\mathbb{R}^{n^2}$. With this construction, note that $X^m$ is isomorphic to $\mathbb{R}^{2mn^2}$.

According to the chosen representation, given a vector $V = [v_1, \ldots, v_{N^2}] \in \mathbb{R}^{2n^2N}$ we denote by $V_k \in \mathbb{R}^{2n^2}$ the vector with $2n^2$ components $V_k = [v_{k2n^2+1}, v_{k2n^2+2}, \ldots, v_{2n^2(k+1)}]$. This choice of notation is motivated as follows. Suppose that $V$ is the vector representation of the sequence $x = (R, Q_0, Q_1, \ldots, Q_{N-1}) \in X^N$, then $V_k$ collects the entries of $(R, Q_0)$ for $k = 0$ and $Q_k = (Q_{k,1}, Q_{k,2})$ for $k \geq 1$.

Denote by $Df^{(m)}$ the Jacobian of $f^{(m)}$ with respect to $x^m$ evaluated at $\bar{x}$, that is

$$Df^{(m)} := Df^{(m)}(\bar{x}) = \frac{\partial (f_*, f_0, f_1, \ldots, f_{m-1})}{\partial (R, Q_0, \ldots, Q_{m-1})}(\bar{x}) \in Mat(2n^2m, \mathbb{R}).$$

More explicitly,

$$Df^{(m)} = \begin{bmatrix}
\frac{\partial f_1}{\partial (R, Q_0)} & \frac{\partial f_2}{\partial (Q_1)} & \frac{\partial f_3}{\partial (Q_2)} & \cdots & \frac{\partial f_{2n}}{\partial (Q_{2n}\ldots Q_{2n})}
\frac{\partial f_1}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_3}{\partial (Q_2)} & \frac{\partial f_4}{\partial (Q_3)} & \cdots & \frac{\partial f_{2n+2}}{\partial (Q_{2n+2}\ldots Q_{2n+2})}
\vdots & \vdots & \vdots & \ddots & \vdots
\frac{\partial f_{2n+1}}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_{2n+2}}{\partial (Q_{2n+2}\ldots Q_{2n+2})}
\end{bmatrix}(\bar{x}) \quad (13)$$

where for $k, j = 1, \ldots, m - 1$,

$$\frac{\partial f_k}{\partial (R)} = \begin{bmatrix}
\frac{\partial f_{k,1}}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_{k,2}}{\partial (Q_{2n}\ldots Q_{2n})}
\frac{\partial f_{k,3}}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_{k,4}}{\partial (Q_{2n}\ldots Q_{2n})}
\vdots & \vdots
\frac{\partial f_{k,2n+1}}{\partial (Q_{2n}\ldots Q_{2n})}
\end{bmatrix}, \quad \frac{\partial f_k}{\partial Q_j} = \begin{bmatrix}
\frac{\partial f_{k,1}}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_{k,2}}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_{k,3}}{\partial (Q_{2n}\ldots Q_{2n})} & \frac{\partial f_{k,4}}{\partial (Q_{2n}\ldots Q_{2n})}
\end{bmatrix},$$

and each $\frac{\partial f_k}{\partial Q_{k,j}} \in Mat(n^2, \mathbb{R})$ denotes the Jacobian matrix of the components of $f_{k,j}$ with respect to the components of $Q_{j,1}$. Moreover, for $k \geq m$, define

$$\Lambda_k := \frac{\partial f_k}{\partial Q_k}(\bar{x}) \in Mat(2n^2, \mathbb{R}). \quad (14)$$

**Lemma 2.2.** Recall (??) and (??), and assume that $\|A\|_s < \infty$ for some $s \geq 2$. Then there exists $K \in \mathbb{N}$ such that for any $k \geq K$ the linear operator $\Lambda_k$ is invertible. Moreover, for any $M \geq K$ there exists a constant $C_{\Lambda} = C_{\Lambda}(M)$ such that

$$\|\Lambda_k^{-1}\|_{s} \leq \frac{C_{\Lambda}}{k}, \text{ for } k \geq M. \quad (15)$$

**Proof.** Given an index $k$, the real and imaginary parts of $(A * Q)_k$ can be written as

$$(A * Q)_{k,1} = (A_0 + A_{2k,1})Q_{k,1} + A_{2k,2}Q_{k,2} + W_1,$$

$$(A * Q)_{k,2} = A_{2k,2}Q_{k,1} + (A_0 - A_{2k,1})Q_{k,2} + W_2,$$

where $W_1$ and $W_2$ do not depend on $Q_{k,1}$ and $Q_{k,2}$. Thus, looking at the definition of $f_k$ in (??), it follows that $\Lambda_k$ is of the form

$$\Lambda_k = \begin{bmatrix}
\lambda_{1,1} & -k\frac{2\pi}{s}I_{n^2} + \lambda_{1,2}
\frac{k\frac{2\pi}{s}}{I_{n^2}} + \lambda_{2,1} & \lambda_{2,2}
\end{bmatrix}, \quad (16)$$
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where the entries of $\lambda_{1,1}$ and $\lambda_{2,2}$ satisfy $|\lambda_{1,1}|_\infty, |\lambda_{2,2}|_\infty < |\vec R|_\infty + |A_0|_\infty + |A_{2k}|_\infty$ and $\lambda_{2,1} = \lambda_{1,2}$ satisfy $|\lambda_{2,1}|_\infty = |\lambda_{1,2}|_\infty < |A_{2k}|_\infty$. By a row permutation, the invertibility of $\Lambda_k$ is equivalent to the invertibility of

$$
\hat \Lambda_k := \begin{bmatrix} k \frac{2\pi}{T} I_n + \lambda_{2,1} & \lambda_{2,2} \\ -k \frac{2\pi}{T} I_n^2 + \lambda_{1,2} \end{bmatrix}.
$$

(17)

Since $|\lambda_{1,1}|_\infty, |\lambda_{2,2}|_\infty < |\vec R|_\infty + |A_0|_\infty + |A_{2k}|_\infty$ and $|\lambda_{1,2}|_\infty < |A_{2k}|_\infty$, the hypothesis $\|A\|_s < \infty$ implies that the $|\lambda_{i,j}|_\infty$ are uniformly bounded in $k$ and $|\lambda_{1,2}|_\infty$ is decreasing as $k$ increases. Thus there exists $K$ such that for any $k \geq K$ the matrix $\hat \Lambda_k$ is diagonally dominant, i.e. $|\hat \Lambda_k(i,j)| > \sum_{j \neq i} |\hat \Lambda_k(i,j)|$ for any $i = 1, \ldots, 2n^2$. This is enough to conclude that $\hat \Lambda_k$ is invertible for any $k \geq K$. Moreover, it follows (e.g. see from [?]) that

$$
\|\hat \Lambda_k^{-1}\|_\infty \leq \max_i \frac{1}{|\hat \Lambda_k(i,i)| - \sum_{j \neq i} |\hat \Lambda_k(i,j)|}.
$$

(18)

Therefore, for any $M \geq K$, there exists a constant $C_\Lambda = C_\Lambda(M)$ such that

$$
\|\Lambda_k^{-1}\|_\infty = \|\hat \Lambda_k^{-1}\|_\infty \leq \frac{C_\Lambda}{k}, \quad \forall k \geq M.
$$

A general construction of the constant $C_\Lambda$ is done in the Appendix in Section ?? and its formula is given by (??). Remark that this construction depends on the uniform bound of the matrices $A_{2k}$ for $k \geq M$. For sake of generality, we considered the weakest hypothesis $\|A\|_s < \infty$, yielding the formula (??). However, more information about the behavior of $A_{2k}$ allows constructing a sharper bound $C_\Lambda$. An example of this is given in Section ?? in the context of the Lorenz equations, where a sharper bound for $C_\Lambda$ is provided.

Recalling (??) and (??), one has that if the finite dimensional projection $m$ is taken large enough, then the action of $Df(\bar x)$ should in principle be governed by $Df(m)$ and $\{\Lambda_k\}_{k \geq m}$. Indeed, the off diagonal terms of the derivative $Df(\bar x)$ are given by $\frac{\partial f_i}{\sigma_{j-1}}$ and they depend on $A_{j-1}$, which decreases to zero as $|j-i|$ increases. However, since the phase condition $f_\star(x)$ given by the first component of (??) acts linearly on $x$, a better finite dimensional approximation of $Df(\bar x)$ is given by $L_M : X^M \to X^M$ defined by

$$
L_M = \begin{bmatrix}
Df(m) & \frac{\partial f_1}{\sigma_{1M}}(\bar x) & \ldots & \frac{\partial f_{M-1}}{\sigma_{(M-1)M}}(\bar x) \\
0 & \ldots & 0 \\
0 & \ldots & 0 \\
\Lambda_m & \ddots & \\
& \Lambda_{M-1}
\end{bmatrix},
$$

for a given $M > m$. Consider a linear operator $J^\dagger : X \to X$ acting as an approximation for $Df(\bar x)$ defined, given $x \in X$, by

$$
(J^\dagger x)_k := \begin{cases}
(L_M \cdot x^M)_k & k = 0, \ldots, M - 1 \\
\Lambda_k x_k, & k \geq M.
\end{cases}
$$

(19)

As mentioned above, the operator $J^\dagger$ is now used to construct the operator $J$. First we numerically compute an invertible matrix $J_m \in Mat(2n^2 m, \mathbb{R})$ such that $J_m \cdot Df(m) \approx I_m$.
and we introduce an invertible linear operator \( J_M : X^M \to X^M \)

\[
J_M := \begin{bmatrix} J_m & \mathcal{L} \\ (\Lambda_m)^{-1} & \cdot \cdot \cdot \\ & (\Lambda_{M-1})^{-1} \end{bmatrix}, \quad \text{such that } J_M \cdot L_M \approx I_M.
\]

By straightforward calculations, the matrix \( \mathcal{L} \) can be easily constructed combining the matrix \( J_m \) with the matrices \( \{(\Lambda_k)^{-1}, \frac{\partial f}{\partial \bar{x}^k} \}_{k=m}^{M-1} \). More explicitly, writing

\[
\mathcal{L} = \begin{bmatrix} \mathcal{L}_m & \mathcal{L}_{m+1} & \cdots & \mathcal{L}_{M-1} \end{bmatrix}, \quad \mathcal{L}_k \in \mathbb{R}^{(2n^2m) \times (2n^2)}
\]

we can compute \( \mathcal{L}_k = -2(J_m)^{[1 \ldots n^2], (\Lambda_m^{-1})[1 \ldots n^2]} \), where the notation \( A^{[1 \ldots k]} \) (respectively \( A_{[1 \ldots k]} \)) denotes the submatrix of \( A \) given by the first \( k \) columns (respectively rows) of \( A \). The constant \(-2\) in \( \mathcal{L}_k \) comes from the fact that \( \frac{\partial f}{\partial \bar{x}^k} = 2I_n \).

We are now ready to introduce the operator \( J \) which defines the fixed point operator \( T \). Consider \( K \) the constant introduced in Lemma ??, the finite dimensional projection \( m > K \) and the computational parameter \( M > m \). We define \( J : X \to X \) as the formal diagonal concatenation of \( J_M \) and the sequence \( \Lambda_k^{-1} \), that is, given \( x \in X \),

\[
(Jx)_k := \begin{cases} (J_Mx)_k^M & k = 0, \ldots, M - 1 \\ \Lambda_k^{-1}x_k & k \geq M. \end{cases}
\]

We can finally use the definition of \( J \) in (??) to define the operator \( T : X \to X \) by

\[
T(x) := x - Jf(x)
\]

Now that an approximation \( J \) for the inverse of \( Df(\bar{x}) \) has been chosen and that the fixed point operator \( T \) has been defined, let us demonstrate some properties about \( T \).

**Lemma 2.3.** Recall (??) and (??), and assume that \( \|A\|_s, s < \infty \) for \( s^* \geq 2 \). Then for any \( 2 \leq s \leq s^* \), \( T : \Omega^s \to \Omega^s \) and solutions of \( T(x) = x \) correspond to solutions of \( f(x) = 0 \).

**Proof.** Recalling (??), the linear operator \( J \) defined in (??) maps \( \Omega^{s-1} \) to \( \Omega^s \). Indeed, considering \( k \geq M \) and using the fact that \( M > m > K \), Lemma ?? can be used to conclude that \( \Lambda_k \) given by (??) is invertible and that \( |(Jx)_k|_\infty = |\Lambda_k^{-1}x_k|_\infty \leq \|\Lambda_k^{-1}\|_\infty |x_k|_\infty \leq \frac{C}{w_{s^*}^{-1}} < \frac{C}{w_k}, \) for a positive constants \( C \). Since \( f : \Omega^s \to \Omega^{s-1} \) by Lemma ??, we conclude that \( T : \Omega^s \to \Omega^s \). Since \( J_M \) is invertible by assumption and \( \Lambda_k \) is invertible for all \( k \geq m > K \), it follows that the linear operator \( J \) is invertible and therefore that the fixed points of \( T \) are in one-to-one correspondence with the zeros of \( f \). \( \blacksquare \)

Now that \( \bar{x} \) and \( T \) are fixed once and for all, the only remaining variable to be found is the radius \( r \) of the ball \( B_{\bar{x}}(r, s) \). In order to find a successful \( r \), we construct a finite number of polynomial inequalities, the so-called *radii polynomials* \( \{p_k(r)\}_{k \geq 0} \), which provide sufficient and efficient computable conditions to have that \( T : B_{\bar{x}}(r, s) \to B_{\bar{x}}(r, s) \) is a contraction. As mentioned earlier, the radii polynomials are *a priori* conditions that are derived using
analytic estimates and interval arithmetic, and once their construction is done theoretically, they are used to solve for the optimal radius of the ball $B_{\bar{x}}(r,s)$.

Before proceeding further, let us compare briefly the radii polynomials approach with some more standard rigorous computational a posteriori methods. First, note that our approach is similar to the Krawczyk operator approach [?,?] and to the method developed by Yamamoto in [?]. However, these methods consist of applying directly the operator to interval vectors (also in the form of small sets centered at a numerical approximation) and then attempt to verify a posteriori the hypotheses of a contraction mapping argument. Second, let us emphasize the differences between our approach and the a posteriori approaches based on verifying the hypotheses of the following standard CMT (e.g. see [?]).

**Theorem 2.4 (Standard CMT).** If there exist two positive numbers $\rho < 1$ and $\varepsilon < (1-\rho)r$ such that $\|T(\bar{x}) - \bar{x}\|_s \leq \varepsilon$ and $\sup_{x \in B_{\bar{x}}(r,s)} \|DT(x)\|_s \leq \rho$, then there is a unique fixed point $x^*$ of $T$ in $B_{\bar{x}}(r,s)$ and $\|x^* - \bar{x}\|_s < \varepsilon/(1 - \rho)$.

A common way to verify the hypotheses of Theorem 2.4 is to fix the radius $r$ of the ball $B_{\bar{x}}(r,s)$, to compute the bounds $\rho$ and $\varepsilon$, and to verify a posteriori that $\rho < 1$ and $\varepsilon < (1-\rho)r$. If $\rho$ and $\varepsilon$ do not satisfy these bounds, one can either increase or decrease the radius $r$, and to start over the computations. Our approach is different in the sense that first, we compute an upper bound for $\|T(\bar{x}) - \bar{x}\|_s$ by computing an upper bound $Y_k$ for each component of $\|T(\bar{x}) - \bar{x}\|_k$; and second, we compute an upper bound for $\sup_{x \in B_{\bar{x}}(r,s)} \|DT(x)\|_s$ by expanding each component $\sup_{x \in B_{\bar{x}}(r,s)} \|DT(x)\|_s$ as a polynomial $Z_k(r)$ in the a priori unknown radius $r$. The component-wise resulting bounds are finally used to construct each radii polynomials $p_k(r) = Y_k + Z_k(r) - \frac{\varepsilon}{\|z\|}$. Afterward, we solve for $r > 0$ such that $p_k(r) < 0$. Recalling the norm in $\Omega^s$ given by $(??)$, the corresponding $\varepsilon$ and $\rho$ from Theorem 2.4 are given by $\varepsilon = \|Y\|_s$ and $\rho = \frac{\|Z\|}{r}$. See the similarities with Theorem 2.4.

Let us now be more explicit about the bounds $Y$ and $Z$. Suppose there exist two matrices sequences

$$Y = (Y_0, Y_1, \ldots, Y_k, \ldots), \quad Z(r) = (Z_0(r), Z_1(r), \ldots, Z_k(r), \ldots), \quad Y, Z(r) \in X$$

such that

$$\|(T(\bar{x}) - \bar{x})_k\| \leq_{cw} Y_k, \quad \sup_{b_1, b_2 \in B_{\bar{x}}(r,s)} \left| \|DT(\bar{x} + b_1)b_2\|_k \right| \leq_{cw} Z_k(r), \quad \forall k \geq 0. \quad (22)$$

**Theorem 2.5.** Fix $s \geq 2$ and let $Y$ and $Z$ be defined as in (22). If there exists $r > 0$ such that $\|Y + Z\|_s < r$, then the operator $T$ maps $B_{\bar{x}}(r,s)$ into itself and $T : B_{\bar{x}}(r,s) \to B_{\bar{x}}(r,s)$ is a contraction. Thus, by the contraction mapping theorem, there exists an unique $x^* \in B_{\bar{x}}(r,s)$ solution of $T(x^*) = x^*$ and therefore solution of $f(x^*) = 0$.

**Proof.** Two statements need to be proved:

i) $T(B_{\bar{x}}(r,s)) \subset B_{\bar{x}}(r,s)$, that is $\|T(x) - \bar{x}\|_s < r$ for all $x \in B_{\bar{x}}(r,s)$,

ii) $T$ is a contraction, that is

$$\exists \kappa \in (0, 1) \text{ such that } \forall x, y \in B_{\bar{x}}(r,s), \quad \|T(x) - T(y)\|_s \leq \kappa \|x - y\|_s.$$

For a given $k \geq 0$ and any $x, y \in B_{\bar{x}}(r,s)$, the Mean Value Theorem implies that

$$T_k(x) - T_k(y) = DT_k(z)(x - y)$$
Thus, the triangular inequality applied component-wise gives the inequalities in (??),

\[ |T_k(x) - T_k(y)| = \left| DT_k(z) \frac{x - y}{\|x - y\|_s} \right| \frac{1}{r} \|x - y\|_s \leq_{cw} \frac{Z_k(r)}{r} \|x - y\|_s. \]  

(23)

The triangular inequality applied component-wise gives

\[ |T_k(x) - \bar{x}_k| \leq_{cw} |T_k(x) - T_k(\bar{x})| + |T_k(\bar{x}) - \bar{x}_k| \leq_{cw} Y_k + Z_k(r) \]

and hence

\[ |T_k(x) - \bar{x}_k| \leq |Y_k + Z_k(r)|. \]

Therefore for any \( x \in B_{\bar{z}}(r, s) \)

\[ \|T(x) - \bar{x}\|_s = \sup_{k \geq 0} \|T_k(x) - \bar{x}_k\|_s w_k^s \leq \sup_{k \geq 0} (Y_k + Z_k(r)) w_k^s = \|Y + Z(r)\|_s < r. \]

This proves i). By (??), for any \( x, y \in B_{\bar{z}}(r, s) \), \( |T_k(x) - T_k(y)| \leq \frac{|Z_k(r)|_s}{r} \|x - y\|_s \).

Thus,

\[ \|T(x) - T(y)\|_s \leq \frac{\|Z(r)\|_s}{r} \|x - y\|_s. \]

Since all the entries of \( Y_k \) and \( Z_k(r) \) are non negative, \( |Z_k(r)|_s \leq |Y_k + Z_k(r)|_s \) and \( \|Z(r)\|_s \leq \|Y + Z(r)\|_s < r. \)

Defining

\[ \kappa := \frac{\|Z(r)\|_s}{r} \in (0, 1), \]

we conclude that ii) holds. An application of the contraction mapping theorem on the Banach space \( B_{\bar{z}}(r, s) \) gives the existence and unicity of a solution \( x^* \) of the equation \( T(x) = x \) in \( B_{\bar{z}}(r, s) \) and, from Lemma ??, of a solution of \( f(x) = 0. \)

One gets from Theorem ?? that a sufficient condition for the existence of a solution of our problem is that the bounds \( Y, Z(r) \) satisfying (??) also satisfy \( \|Y + Z(r)\|_s < r \) for some \( r \). We treat the last condition as an inequality to be solved in \( r \) and we introduce the radii polynomials as a set of \( r \)-dependent polynomials \( p_k(r) \) with the property that a common solution \( r^* \) of \( p_k(r^*) < 0 \) implies that \( \|Y + Z(r^*)\|_s < r^* \). Each component of the full norm inequality \( \|Y + Z(r)\|_s < r \) can be written as

\[ |Y_k + Z_k(r)|_s - \frac{r}{w_k^s} < 0, \quad \forall k \geq 0, \]

(24)

which is a system of infinitely many inequalities. In order to reduce (??) to a finite number of inequalities, suppose that, for a given \( M \), there exist \( Y_M \) and \( Z_M(r) \) such that

\[ |(T(\bar{x}) - \bar{x})_k| \leq \frac{M_s}{k^s} Y_M, \quad \sup_{b_1, b_2 \in B(r, s)} \left| DT(\bar{x} + b_1)b_2 \right|_k \leq \frac{M^s}{k^s} Z_M(r), \quad \forall k \geq M. \]  

(25)

We can finally define the set of \( M + 1 \) radii polynomials as follows.

**Definition 1.** The radii polynomials are defined as

\[ p_k(r) := Y_k + Z_k(r) - \frac{r}{w_k^s} (1_n, 1_n), \quad k = 0, \ldots, M - 1 \]

\[ p_M := Y_M + Z_M(r) - \frac{r}{w_M^s}. \]  

(26)
Theorem 2.6. Let $M > m > K > 0$ and suppose $Y = \{Y_k\}_{k \geq 0}, Z(r) = \{Z_k(r)\}_{k \geq 0}$ are sequences of matrices such that $Y_k, Z_k(r)$ satisfy (??) for $k = 0, \ldots, M - 1$ and

$$Y_k := \frac{M^s}{k^s} Y_M(1_n, 1_n), \quad Z_k(r) := \frac{M^s}{k^s} Z_M(r)(1_n, 1_n), \quad \forall k \geq M$$

where $Y_M, Z_M(r)$ satisfy (??). If there exists $r > 0$ such that $p_k(r) < cw 0$ for all $k = 0, \ldots, M$, then there exists a unique $x^* \in B_2(r, s)$ such that $T(x^*) = x^*$ and $f(x^*) = 0$.

Proof. Condition (??) implies that $Y_k, Z_k(r)$ satisfy (??) for all $k \geq M$. By definition of $Y_k \geq cw 0, Z_k(r) \geq cw 0$, the relation $p_k(r) < cw 0$ implies that $|Y_k + Z_k(r)|_\infty < \frac{r}{w_k^*}$ for $k = 0, \ldots, M - 1$. Moreover, from the hypothesis $p_M(r) < 0$,

$$|Y_k + Z_k(r)|_\infty = \frac{M^s}{k^s} (Y_M + Z_M) < \frac{M^s}{k^s} \frac{r}{M^s} = \frac{r}{w_k^*}, \quad \forall k \geq M.$$

Hence

$$\|Y + Z\|_s = \sup_{k \geq 0} \{|Y_k + Z_k|w_k^*\} < r,$$

and the result follows from Theorem ??.

The strategy to compute rigorously Floquet normal forms of fundamental matrix solutions is then to construct the radii polynomials of Definition ?? and then to attempt to verify the hypotheses of Theorem ??, In order to construct the radii polynomials, we need to compute the bounds $Y$ and $Z(r)$ satisfying (??) and (??).

2.4 Construction of the bounds $Y, Z(r)$

This section is devoted to the construction of the matrices $Y_k, Z_k(r)$ for $k = 0, \ldots, M - 1$ satisfying (??), and of the asymptotic bounds $Y_M, Z_M(r)$ satisfying (??). This construction provides the complete description of the radii polynomials introduced in Definition ??, With the aim of remaining as general as possible, the only constraint we assume on the $\tau$-periodic function $A(t)$ is that the vector of Fourier coefficients $A$ given in (??) satisfies $\|A\|_s < \infty$ for $s^* \geq 2$. Nevertheless, further information on the coefficients $A_k$ may be useful to get sharper analytic estimates, as one shall see in the applications of Section ??.

In what follows, the growth rate parameter $s$ has been fixed so that $2 \leq s \leq s^*$, the finite dimensional parameter $m$ has been chosen so that $m > K$, where $K$ is a lower bound given in Lemma ?? and the computational parameter $M$ has been chosen so that $M > m$. Moreover, assume that a numerical solution $\tilde{x}$ of the form (??) of the finite dimensional problem $f^{(m)}(x) = 0$ has been computed and that $A_k^{-1}$, the inverse of the matrices defined in (??), for $k = m, \ldots, M - 1$ is known. The last computation can be done analytically or, if not possible, using rigorous numerics.

2.4.1 The bound $Y$

Recalling the definition of the Newton-like operator $T$ in (??), one has that $T(\bar{x}) - \bar{x} = -J f(\bar{x})$, and recalling the definition of $J$ in (??), we can define $Y_k$ as

$$Y_k = \left| \left( J_M f^{(M)}(\bar{x}) \right)_k \right|, \quad k = 0, \ldots, M - 1. \quad (27)$$
Recalling (??), the tail bound $Y_M$ has to be chosen so that $Y_M \frac{M}{k^2} > |\Lambda_k^{-1} f_k(\bar{x})|_\infty$, for any $k \geq M$. To define such bound, we use the fact that $|\Lambda_k^{-1} f_k(\bar{x})|_\infty \leq \|\Lambda_k^{-1}\|_\infty |f_k(\bar{x})|_\infty$. Since $\hat{Q}_{k,1} = \hat{Q}_{k,2} = 0$ for any $k \geq m$, it follows that

$$f_k(\bar{x}) = \left[ (\mathcal{A} \mathcal{Q})_{k,1} - (\mathcal{A} \mathcal{Q})_{k,2} \right] = \sum_{k_1 + k_2 = k \atop |k_2| < m} \left[ -\text{Re} \left( \mathcal{A}_{k_1} (\hat{Q}_{k_2,1} + i \hat{Q}_{k_2,2}) \right) \right], \quad \forall k \geq M. \quad (28)$$

Now, using the fact that $|\mathcal{A}_k|_\infty \leq \|\mathcal{A}\|_s w_k^{-s}$, both $|f_{k,1}(\bar{x})|$ and $|f_{k,2}(\bar{x})|$ are component-wise bounded by

$$\left| \sum_{k_1 + k_2 = k \atop |k_2| < m} \mathcal{A}_{k_1} (\hat{Q}_{k_2,1} + i \hat{Q}_{k_2,2}) \right| \leq \text{cw} \sum_{k_1 + k_2 = k \atop |k_2| < m} |\mathcal{A}_{k_1}||\hat{Q}_{k_2,1} + i \hat{Q}_{k_2,2}|$$

$$\leq \text{cw} \|\mathcal{A}\|_s |\hat{Q}_0| + \sum_{l=1}^{m-1} (|\mathcal{A}_{k-l}| + |\mathcal{A}_{k+l}|) |\hat{Q}_{l,1} + i \hat{Q}_{l,2}|$$

$$\leq \text{cw} \frac{|\mathcal{A}|_s}{w_k^s} \left[ w_k^s |\hat{Q}_0| + \sum_{l=1}^{m-1} w_k^s \left( \frac{1}{w_{k+l}^s} + \frac{1}{w_{k-l}^s} \right) |\hat{Q}_{l,1} + i \hat{Q}_{l,2}| \right].$$

Since $\frac{w_k^s}{w_h^s} \leq 1$ and $w_k^s \left( \frac{1}{w_{k+l}^s} + \frac{1}{w_{k-l}^s} \right) \leq 1 + (1 - \frac{l}{M})^{-s}$ for any $k \geq M$, it follows that

$$|f_{k,i}(\bar{x})|_\infty \leq k^{-s} \|\mathcal{A}\|_s |W|_\infty, \quad \text{ for } k \geq M,$$

where

$$W = |\hat{Q}_0| + \sum_{l=1}^{m-1} \left( 1 + \left( 1 - \frac{l}{M} \right)^{-s} \right) |\hat{Q}_{l,1} + i \hat{Q}_{l,2}|.$$

From Lemma ??, there exists $C_\Lambda$ such that $\|\Lambda_k^{-1}\|_\infty \leq \frac{C_\Lambda}{M}$ for $k \geq M$. Finally, we let

$$Y_M := \frac{1}{M^{s+1}} \|\mathcal{A}\|_s C_\Lambda |W|_\infty. \quad (29)$$

2.4.2 The bound $Z$

This section is devoted to the construction of the bounds $\{Z_k(r)\}_{k=0,\ldots,M-1}$ satisfying

$$\sup_{b_1,b_2 \in B(r,s)} \left| DT(\bar{x} + b_1 b_2) \right| \leq \text{cw} Z_k(r), \quad k = 0, \ldots, M-1,$$

and of the tail bound $Z_M$ satisfying (??). To achieve this goal, it is convenient to factor the points $b_1, b_2 \in B(r,s)$ as $b_1 = ru$, $b_2 = rv$ with $u, v \in B(1,s)$, to expand the derivative as a polynomial in $r$ and finally to compute a uniform bound for all $u, v \in B(1,s)$. Denote $u = \{u_0, u_1, \ldots, u_k, \ldots\}$, where each $u_k = (u_{k,1}, u_{k,2}) \in \text{Mat}(n, \mathbb{R})^2$. For sake of simplicity of the presentation, both matrices $u_{k,1}, u_{k,2}$ are denoted as $u_k$. This abuse of notation can be used because what really matters in the estimates is the bound $|u_{k,1}|, |u_{k,2}| \leq \text{cw} w_k^{-s}$ which is used to obtain the uniform estimates. We use a similar notation for $v_k$. 
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Since $DT(\bar{x} + ru) = I - JDf(\bar{x} + ru)$, recalling the operator $J^1$ defined in (??), we can consider the splitting

$$DT(\bar{x} + ru) = \left[I - JDf(\bar{x} + ru)\right] rv = \left[I - JJ^1\right] rv - J \left[DF(\bar{x} + ru) - J^1\right] rv,$$

so that

$$\left|DT(\bar{x} + ru)rv\right|_k \leq cu \left|\left(I - JJ^1\right) rv\right|_k + \left|J \left(DF(\bar{x} + ru) - J^1\right) rv\right|_k.$$  

(30)

The construction of the bounds $\{Z_k(r)\}_{k=0,\ldots,M-1}$ follows as a combination of different intermediate vector bounds $Z^0, Z^1, Z^2$ satisfying

$$\left|\left[I - JJ^1\right] rv\right| \leq cu Z^0 r, \quad \forall v \in B(1,s),$$

$$\left|DF(\bar{x} + ru) - J^1\right| rv \leq cu Z^1 r + Z^2 r^2, \quad \forall u, v \in B(1,s),$$

(32)

so that

$$Z_k(r) = Z^0_k \left[\left|J_M\right|\left(Z^1 r + Z^2 r^2\right)^M\right]_k, \quad k = 0, \ldots, M - 1.$$

The uniform bound of the tail elements of $Z^1$ and $Z^2$ leads to the definition of $Z_M$. Let us now be more explicit about the bounds $Z^0_0, Z^1_1$ and $Z^2_2$.

The bound $Z^0$

By definition of $J$ and $J^1$, the multiplication $[JJ^1 x]_k = x_k$ for $k \geq M$. Thus the difference $I - JJ^1$ acts non trivially only on the finite dimensional projection $Π^M v$. Hence, considering the uniform bounds $|v_k| \leq cu w_k^{-s}$, we can define $Z^0$ as

$$(Z^0)_k = \left\{ \begin{array}{ll} \left[I_{2n^2M} - J_M L_M \{w_j^{-s} I_n\}_j^{M-1}\right]_k, & k = 0, \ldots, M - 1 \\ 0, & k \geq M \end{array} \right.$$  

(33)

so that

$$\left|\left[I - JJ^1\right] rv\right| \leq cu Z^0 r.$$  

In the above formula $\{w_j^{-s} I_n\}_j^{M-1}$ stands for the vector in $\mathbb{R}^{2n^2M}$ that represents the vector of matrices $(I_n, I_n, w_1^{-s} I_n, w_2^{-s} I_n, \ldots, w_{M-1}^{-s} I_n, w_M^{-s} I_n)$ according with the representation introduced in Section ??.

Note that $J^1$ is an almost inverse of $J$, indeed by definition $J_M L_M \approx I$. Therefore $|Z^0|$ is small and depends on the accuracy of the numerical method used to compute $J_m$.

The bounds $Z^1, Z^2$

Since the function $f(x)$ is quadratic in $x$, the derivative $DF(\bar{x} + ru)$ depends linearly on $r$, thus the idea is to express $(DF(\bar{x} + ru) - J^1) rv$ as a quadratic polynomial in $r$. More precisely we aim at finding coefficients $c_{k,i}$ so that

$$\left[(DF(\bar{x} + ru) - J^1) rv\right]_k = \sum_{i=1,2} c_{k,i} r^i.$$  

(34)

Then the construction of the components $Z^i_k$ can be derived as uniform bounds for $c_{k,i}$, $i = 1, 2$. To better understand the coefficients $c_{k,i}$, it is convenient to picture the operator $(DF(\bar{x} + ru) - J^1) rv$ as an infinite dimensional matrix acting on the infinite dimensional vector $rv$. This is represented in Figure ???. On the top left corner, up to $k = m - 1$, the matrix $J^1$ is given by $DF^{(m)}(\bar{x})$ which implies that the only terms that survive the difference $DF^{(m)}(\bar{x} + ru) - DF^{(m)}(\bar{x})$ are the derivatives of the quadratic terms of $f_j$. For instance,
The operator $(Df(\bar{x} + ru) - J^*) rv$ pictured as an infinite dimensional matrix acting on the infinite dimensional vector $rv$.

\[
\frac{\partial Rf_0(\bar{x} + ru) - \partial Rf_0(\bar{x})}{\partial_k} = Q_0 + ru_0 - \bar{Q}_0 = ru_0.
\]

In the matrix of Figure 1, the shadowed parts underline the positions corresponding to nonlinear terms of $f(x)$, namely $\partial f_j, \partial Q_j, f_j$, and $\partial Q_{j,2} f_j$ for any $j \geq 0$. For $m \leq k < M$ the matrix $J^*$ compensates the derivative of the phase condition and the derivative of the linear terms on the diagonal. However outside the diagonal, we have the terms $\partial_{x_k} f_j$ that are the derivatives of the convolution terms. Since the convolutions are linear in $Q_k$, the derivatives depend only on the terms $A_k, i$ and not on $(\bar{x} + ru)$. Finally, for $k \geq M$, we have the same situation as before with the adding of the derivatives of the phase condition, i.e., $\partial Q_{k,1} f_1 = 2I_{\eta^2}$.

Rewriting the convolution terms as

\[
(A * Q)_{k,1} = \sum_{k_1 + k_2 = k} \left( A_{k,1} Q_{k,1} - A_{k,2} Q_{k,2} \right),
\]

\[
(A * Q)_{k,2} = \sum_{k_1 + k_2 = k} \left( A_{k,2} Q_{k,1} + A_{k,1} Q_{k,2} \right),
\]

recalling that $Q_{k,2} = -Q_{-k,2}$ and denoting by $sg(l)$ the sign of $l \in \mathbb{Z}$, one gets that

\[
c_{0,1} = \begin{bmatrix} 2 \sum_{k \geq M} v_k \end{bmatrix}, \quad c_{0,2} = \begin{bmatrix} 0 \\ u_0 v_0 + v_0 u_0 \end{bmatrix},
\]

\[
c_{k,1} = -\sum_{k_1 + k_2 = k \atop |k_2| \geq m} \begin{bmatrix} (A_{k,1} - sg(k_2) A_{k,2}) v_{|k_2|} \\ (A_{k,2} + sg(k_2) A_{k,1}) v_{|k_2|} \end{bmatrix}, \quad c_{k,2} = \begin{bmatrix} u_k v_0 + v_k u_0 \\ u_k v_0 + v_k u_0 \end{bmatrix},
\]

for $k = 1, \ldots, m - 1$, and finally for $k \geq m$, one has that

\[
c_{k,1} = -\sum_{k_1 + k_2 = k \atop |k_2| \neq k} \begin{bmatrix} (A_{k,1} - sg(k_2) A_{k,2}) v_{|k_2|} \\ (A_{k,2} + sg(k_2) A_{k,1}) v_{|k_2|} \end{bmatrix}, \quad c_{k,2} = \begin{bmatrix} u_k v_0 + v_k u_0 \\ u_k v_0 + v_k u_0 \end{bmatrix},
\]
As mentioned above, the bounds $Z^1$, $Z^2$ need to be defined so that $Z_k^1 \geq_c w |c_k,1|$ and $Z_k^2 \geq_c w |c_k,2|$, for any $0 \leq k \leq M - 1$. To achieve this, it is enough to substitute in the above expression the bounds $|u_k|, |v_k| \leq_c w_k s 1_n$ and $|\pm A_{j,1} \pm A_{j,2}| \leq_c |A_{j,1}| + |A_{j,2}|$. Since $1_n 1_n = n 1_n$, one gets that

$$|c_{0,2}| \leq_c 2n \begin{bmatrix} 0 & 1_n \\ 1_n & 1_n \end{bmatrix} =: Z_0^2,$$

$$|c_{k,2}| \leq_c 2n w_k^{-s} \begin{bmatrix} 1_n & 1_n \\ 1_n & 1_n \end{bmatrix} =: Z_k^2, \quad k \geq 1.$$ (38)

Consider now the coefficients $c_{k,1}$. Due to the presence of series, the computation of the uniform bounds is a little more involved. The idea is to split the series into a finite part and an infinite tail part. The former is rigorously computed while the latter is estimated analytically. The sharpness of the bounds depends on the length of the finite part and on the decay rate of the coefficients $A_{k,1}$. Splitting the series at $|k_2| = M$, we can write

$$|c_{0,1}| \leq_c \begin{cases} \sum_{k_1+k_2=0} \left( |A_{k_1,1}| + |A_{k_1,2}| \right) w_{k_2}^{-s} 1_n & H_0 =: Z_0^1, \\
\sum_{k_1+k_2=k} \left( |A_{k_1,1}| + |A_{k_1,2}| \right) w_{k_2}^{-s} 1_n & + H_k =: Z_k^1, \quad k = 1, \ldots, m - 1 \\
\sum_{k_1+k_2=k} \left( |A_{k_1,1}| + |A_{k_1,2}| \right) w_{k_2}^{-s} 1_n & + H_k =: Z_k^1, \quad k = m, \ldots, M - 1, \end{cases}$$ (39)

where the matrices $H_k$ are the infinite tail part of the series and are defined as follows. For any $q > 0$, $p > 1$, define

$$\zeta(q, p) := \frac{1}{(q)^p} + \frac{1}{(q+1)^p} + \frac{1}{p-1 \cdot (q+1)^p - 1},$$

and

$$H_0 := \frac{2 \zeta(M, s) 1_n}{h_0 1_n}, \quad H_k := h_k \begin{bmatrix} 1_n & 1_n \end{bmatrix},$$ (40)

where for $k \geq 0$

$$h_k = \frac{2n \|A\|_{s^*}}{(M-k)^{s^*-s}} \left( \sum_{k_2=M-k}^{M-1} w_{k_2+k} w_{k_2}^{-s} + 2\zeta(M, 2s) \right).$$ (41)

Hence, one has the following result.

**Lemma 2.7.** Formula (??) holds for $H_0, H_k$ defined in (??).

**Proof.** First note that for any $M \geq 1$ and $s \geq 2$

$$\sum_{k=M}^{\infty} \frac{1}{k^s} < \zeta(M, s).$$ (42)
That can be seen from the fact that \( \sum_{k=M}^{\infty} \frac{1}{k^s} = \frac{1}{(M+1)^s} + \sum_{k=M+2}^{\infty} \frac{1}{k^s} + \int_{M+1}^{\infty} x^{-s} \, dx \). Hence, one has that

\[
\left| 2 \sum_{k=M}^{\infty} w_k^{-s} \mathbb{I}_n \right| \leq_{cw} 2 \zeta(M, s) \mathbb{I}_n.
\]

That proves the result for the upper half of \( H_0 \). For the remaining terms, note that \( (|A_{k_1,1}| + |A_{k_1,2}|) \leq_{cw} \sqrt{2}|A_{k_1}| \leq_{cw} \sqrt{2} \|A\|_{s^*} \mathbb{I}_n \). Hence, for any \( k \geq 0 \), the tail part satisfies

\[
\left| \sum_{k_1+k_2=k \atop |k_2| \geq M} (|A_{k_1,1}| + |A_{k_1,2}|) w_{k_2}^{-s} \mathbb{I}_n \right| \leq_{cw} \sqrt{2} \|A\|_{s^*} \sum_{k_2=M}^{\infty} \left( \frac{1}{w_{k_2-k}} + \frac{1}{w_{k_2+k}} \right) w_{k_2}^{-s} \mathbb{I}_n,
\]

where we used the fact that \( s^* \geq s \) and the relation \( \mathbb{I}_n \mathbb{I}_n = n \mathbb{I}_n \). The result follows by applying (??) once the last series has be rewritten as

\[
\sum_{k_2=M}^{\infty} \left( \frac{1}{w_{k_2-k}} + \frac{1}{w_{k_2+k}} \right) w_{k_2}^{-s} = \sum_{k_2=M}^{\infty} \left( \frac{1}{w_{k_2-k}} \right) w_{k_2}^{-s} + \sum_{k_2=M-k}^{\infty} \left( \frac{1}{w_{k_2+k}} \right) w_{k_2}^{-s} \leq \sum_{k_2=M-k}^{\infty} w_{k_2-k}^{-s} w_{k_2}^{-s} + 2 \sum_{k_2=M}^{\infty} w_{k_2}^{-2s}.
\]

The bound \( Z_M \)

Recalling (??), \( Z_M \) needs to satisfy

\[
\sup_{b_1, b_2 \in B(r, s)} \left| \left[ DT(\bar{x} + b_1) b_2 \right]_k \right| \leq Z_M \text{ for any } k \geq M.
\]

Since for \( k \geq M \), the first term on the right hand side of (??) is zero, and we have that

\[
\left| \left[ DT(\bar{x} + ru) r v \right]_k \right| \leq \left| \left[ J (DF(\bar{x} + ru) - J^1) r v \right]_k \right| \leq \|A_k\|_{s^*} (|c_{k,1}| \infty + |c_{k,2}| \infty r^2).
\]

Thus it remains to find uniform bounds for \( k \geq M \) of the coefficients \( |c_{k,1}| \infty, |c_{k,2}| \infty \) given in given in (??). To do this, we proceed as in the proof of Lemma ??, that is we bound each coefficient \( A_{k,i} \) in terms of the norm \( \|A\|_{s^*} \) and we estimate the remaining series using the following formula proved in [3]. For \( k \geq M \), one has that

\[
\sum_{k_1+k_2=k \atop |k_1| \neq k} \frac{1}{w_{k_1}^s w_{k_2}^k} \leq \frac{1}{w_k^k} \left[ 1 + 2 \sum_{l=1}^{M} 1 \left[ \frac{M}{M+1} + \frac{2}{M^{s-1}(s-1)} + \eta_M - \frac{1}{w_{2k}^k} \right] \right],
\]

where

\[
\eta_M = 2 \left[ \frac{M}{M-1} \right]^s + \left[ \frac{4 \log (M-2)}{M} + \frac{\pi^2 - 6}{3} \right] \left[ \frac{2}{M} + \frac{1}{2} \right]^{s-2}.
\]
Hence, letting \( \delta := 1 + 2 \sum_{l=1}^{M} \frac{1}{p^{l} - \frac{2}{M^{p-1}(s-1)}} + \eta_{M} \), we get the bounds

\[
|c_{k,1}|_{\infty} \leq \sqrt{2}n\|A\|_{s} \sum_{k_{1} + k_{2} = k, |k_{2}| \neq k} \frac{1}{w_{k_{1}}^{2} w_{k_{2}}^{2}} \leq \sqrt{2}n\|A\|_{s} \sum_{k_{1} + k_{2} = k, |k_{2}| \neq k} \frac{1}{w_{k_{1}}^{2} w_{k_{2}}^{2}} \leq \sqrt{2}n\|A\|_{s} \delta, \\
|c_{k,2}|_{\infty} \leq \frac{2n}{w_{k}^{2}}.
\]

Finally, combining (44) with \( k \geq M \), it follows that \( \|A_{k}^{-1}\|_{\infty} \leq \frac{C_{A}}{M} \), and then we let

\[
Z_{M} := \frac{C_{A}}{M^{s+1}} (\sqrt{2}\|A\|_{s}, \delta r + 2n^{2}).
\]

**Remark 2.8.** The quantities \( Y_{M}, h_{k} \) and \( Z_{M} \) defined respectively in (43), (44) and (45) depend on \( \|A\|_{s} < \infty \). However it is easy to see that formulas (44) and (45) can be rewritten respectively with the quantities \( \sup_{j \geq M - m}\{|A_{j}|\infty w_{j}^{s}\} \) and \( \sup_{j \geq M - k}\{|A_{j}|\infty w_{j}^{s}\} \) instead of \( \|A\|_{s} \). Therefore, a more detailed knowledge of the behavior of the coefficients \( A_{k} \) should help choosing the computational parameter \( M \) in order to improve the estimates. For instance, if there exists \( \varepsilon \) such that \( |A_{k}|\infty w_{k}^{s} < \varepsilon \) for any \( |k| > m_{A} \), then setting \( M > m + m_{A} \), the estimate (45) holds with \( \varepsilon \) in place of \( \|A\|_{s} \).

### 3 Computing stable and unstable bundles of periodic orbits via Floquet normal forms

Consider an autonomous differential equation

\[
\dot{y} = g(y), \quad g \in C^{1}(\mathbb{R}^{n})
\]

and suppose that \( \gamma(t) \) is a \( \tau \)-periodic solution with \( \gamma(0) = \gamma_{0} \). Denote by \( \Gamma = \{ \gamma(t), t \in [0, \tau] \} \) the support of \( \gamma \) and for any \( \theta \in [0, \tau] \), define \( \gamma_{\theta}(t) = \gamma(t + \theta) \) the phase-shift re-parametrization of \( \Gamma \). Being autonomous, system (46) has the property that any of the curves \( \gamma_{\theta}(t) \) is a \( \tau \)-periodic solution satisfying \( \gamma_{\theta}(0) = \gamma(\theta) \). We refer to \( \Gamma \) as the periodic orbit and \( \gamma_{\theta} \) as the periodic solutions.

**Definition 2** (Monodromy matrix). Let \( \gamma : \mathbb{R} \to \mathbb{R}^{n} \) be a \( \tau \)-periodic solution (46) and let \( \Phi_{\theta}(t) \) be the unique solution of the non-autonomous linear problem

\[
\begin{cases}
\dot{\Phi}_{\theta} = \nabla g(\gamma_{\theta}(t))\Phi_{\theta} \\
\Phi_{\theta}(0) = I_{n}.
\end{cases}
\]

The matrix \( \Phi_{\theta}(\tau) \) is called the *monodromy matrix* of \( \gamma_{\theta}(t) \).

Having chosen \( \gamma(t) = \gamma_{0}(t) \), in the following we identify \( \Phi(\tau) = \Phi_{0}(\tau) \). The next two results are classical results and they are direct consequences of \( \Phi_{\theta}(t) \) being a fundamental matrix solution. For sake of completeness, we present their proofs.

**Lemma 3.1.** For any \( \theta \in [0, \tau] \), the solution \( \Phi_{\theta}(t) \) of (47) satisfies

\[
\Phi_{\theta}(n\tau + t) = \Phi_{\theta}(t)\Phi_{\theta}(\tau)^{n}, \quad \forall t \in \mathbb{R}, \ \forall n \in \mathbb{N}.
\]
Proof. Without loss of generality, let us consider $\theta = 0$. We proceed by induction on $n \geq 0$. For $n = 0$ the result is obvious. Suppose the result holds for $n - 1$. Then

$$\Phi(n\tau) = \Phi((n - 1)\tau + \tau) = \Phi(\tau)\Phi(\tau)^{n-1} = \Phi(\tau)^n.$$ 

Define

$$\Psi(t) = \Phi(t + n\tau)\Phi(n\tau)^{-1}.$$ 

It follows that $\Psi(0) = I_n$ and that

$$\dot{\Psi}(t) = \dot{\Phi}(t + n\tau)\Phi(n\tau)^{-1} = A(n\tau + t)\Phi(n\tau + t)\Phi(n\tau)^{-1} = A(t)\Psi(t).$$ 

From unicity of solutions of the initial value problem, one has that $\Psi(t) = \Phi(t)$. Hence,

$$\Phi(t + n\tau) = \Phi(t)\Phi(n\tau) = \Phi(t)\Phi(\tau)^n, \forall t \in \mathbb{R}.$$ 

$$\blacksquare$$

**Lemma 3.2.** The matrices $\Phi_\theta(\tau)$ are equivalent under conjugation. In particular

$$\Phi_\theta(\tau) = \Phi(\theta)\Phi(\tau)\Phi(\theta)^{-1}. \quad (48)$$ 

**Proof.** The matrix $\tilde{\Phi}(t) := \Phi(t + \theta)$ is a solution of the equation $\dot{y} = \nabla g(\gamma(t + \theta))y = \nabla g(\gamma_\theta(t))$, with $\tilde{\Phi}(0) = \Phi(\theta)$. Since $\Phi_\theta(t)$ is the principal fundamental solution,

$$\tilde{\Phi}(t) = \Phi_\theta(t)\Phi(\theta).$$ 

It follows

$$\Phi_\theta(t) = \tilde{\Phi}(t)\Phi(\theta)^{-1} = \Phi(t + \theta)\Phi(\theta)^{-1}, \forall t. \quad (49)$$ 

Using Lemma 3.1, one can then conclude that

$$\Phi_\theta(\tau) = \Phi(\tau + \theta)\Phi(\theta)^{-1} = \Phi(\theta)\Phi(\tau)\Phi(\theta)^{-1}. \quad (50)$$ 

$$\blacksquare$$

The previous result implies that all monodromy matrices $\Phi_\theta(\tau)$ have the same eigenvalues. That motivates the following definition.

**Definition 3.** The eigenvalues $\sigma_j$ of the monodromy matrix $\Phi(\tau)$ are called the *Floquet multipliers* of the periodic orbit $\Gamma$.

As already mentioned in Section 2.4, in the theory of dynamical systems the monodromy matrix $\Phi(\tau)$ associated to a periodic solution $\gamma(t)$ plays a fundamental role since it contains information about the linear stability of $\gamma$. Indeed, as shown in Proposition 2.122 in [?], the Floquet multipliers of $\gamma(t)$ are in fact the eigenvalues of $D\mathbf{P}(\gamma(0))$, where $\mathbf{P}(x)$ denotes the Poincaré map of $\gamma(t)$ on a $(n - 1)$-dimensional hypersurface transversal to $\gamma$ at $\gamma(0)$. Moreover, at least one of the Floquet multipliers $\sigma_j$ of $\Phi(\tau)$ equals one, corresponding to the eigenvector $\dot{\gamma}(0)$. Hence, we denote by $\sigma_n = 1$ the Floquet multiplier corresponding to $\dot{\gamma}(0)$ and by $\{\sigma_j\}_{j=1,\ldots,n-1}$ the set of nontrivial Floquet multipliers. We refer to Section 2.4 in [?] for a more extensive analysis of the links between Poincaré sections and Floquet theory. Based on the above discussion, let us introduce the notion of stability of a periodic orbit.

**Definition 4.** Let $\Gamma = \{\gamma(t), t \in [0, \tau]\}$ be a $\tau$-periodic orbit of the system (??) and let $\{\sigma_j\}_{j=1,\ldots,n-1}$ be the corresponding set of nontrivial Floquet multipliers. We say that...
• \( \Gamma \) is stable if \( \forall j \in \{1, \ldots, n-1\}, |\sigma_j| < 1; \)

• \( \Gamma \) is unstable if \( \exists j \in \{1, \ldots, n-1\} \) such that \( |\sigma_j| > 1. \)

Moreover, if \( p < n - 1 \) Floquet multipliers have modulus less than one, and \( q < n - p \) Floquet multipliers have modulus greater than one, \( \Gamma \) is said to have \( p \) stable directions and \( q \) unstable directions.

Let us mention that there is a variant to the Floquet normal form introduced in Theorem ??, namely there exist a constant (possibly complex) matrix \( B \) and a nonsingular (possibly complex) continuously differentiable, \( \tau \)-periodic matrix function \( P(t) \) such that \( \Phi(t) = P(t)e^{Bt} \). We refer to Theorem 2.83 in [?] for more details and for the proof. Therefore, there exists a (possibly complex) matrix \( B \) such that \( \Phi(\tau) = e^{B\tau} \). Denoting by \( \lambda_j \) the eigenvalues of \( B \), it follows that \( \sigma_j = e^{\tau \lambda_j} \) is a Floquet multiplier. Note that for a given \( \sigma_j \), the solution \( \lambda_j \) of \( \sigma_j = e^{\tau \lambda_j} \) is not uniquely defined. Indeed for any \( k \in \mathbb{Z} \), \( e^{(\lambda_j + \frac{2k\pi}{\tau})} = \sigma_j \).

This reflects the fact that in the complex Floquet normal form \( \Phi(t) = P(t)e^{Bt} \), the matrix \( B \) is also not uniquely defined. In the literature it is common to call a Floquet exponent associated to \( \sigma_j \) any complex number \( \lambda_j \) so that \( \sigma_j = e^{\tau \lambda_j} \). On the converse, for any \( \sigma_j \), there is a unique real number \( l_j \) so that \( |\sigma_j| = e^{l_j \tau} \). That motivates the following definition.

**Definition 5.** A Lyapunov exponent associated to a Floquet multiplier \( \sigma_j \) is the unique real number \( l_j \) so that \( |\sigma_j| = e^{l_j \tau} \).

Note that using the notion Lyapunov exponents, a definition of stability of a periodic orbit similar to the one of Definition ?? can be introduced. Indeed, given a \( \tau \)-periodic orbit \( \Gamma = \{ \gamma(t), t \in [0, \tau] \} \) of (??) and considering \( \{l_j\}_{j=1,\ldots,n-1} \) to be the corresponding set of non-trivial Lyapunov exponents, we say that \( \Gamma \) is stable if \( l_j < 0, \forall j = 1, \ldots, n-1 \) and that \( \Gamma \) is unstable if there exists \( j \in \{1, \ldots, n-1\} \) such that \( l_j > 0 \).

Given a real \( n \times n \) diagonalizable matrix \( A \), let us introduce the notation \( \Sigma(A) = \{ \alpha_k, v_k \}_{k=1,\ldots,n} \) to denote the eigendecomposition of the square matrix \( A \), i.e. \( Av_k = \alpha_k v_k \), for all \( k = 1, \ldots, n \).

The following result shows how the information from the couple \((R,Q(t))\) coming from the Floquet normal form \( \Phi(t) = Q(t)e^{Rt} \) can directly be used to study the dynamical properties of the periodic orbit \( \Gamma \). More explicitly, it demonstrates that the stability of \( \Gamma \) can be determined by the eigenvalues of \( R \) while the stable and unstable tangent bundles of \( \Gamma \) can be retrieved from the action of \( Q(t) \) (with \( t \in [0, \tau] \)) on the eigenvectors of \( R \).

**Theorem 3.3.** Assume that \( \Gamma = \{ \gamma(t), t \in [0, \tau] \} \) is a \( \tau \)-periodic orbit of (??) and consider \( \Phi(t) \) the fundamental matrix solution of the non-autonomous linear equation \( \dot{y} = \nabla g(\gamma(t))y \) such that \( \Phi(0) = I \). Suppose that a Floquet normal form decomposition of Theorem ?? \( \Phi(t) = Q(t)e^{Rt} \) is known. Assume that the real \( n \times n \) matrix \( R \) is diagonalizable and let \( \Sigma(R) = \{ \mu_j, v_j \}_{j=1,\ldots,n} \) the eigendecomposition of \( R \). Then the Lyapunov exponents \( l_j \) of \( \Gamma \) are given by

\[
l_j = \text{Re}(\mu_j). \tag{50}
\]

Furthermore, for any \( \theta \in [0, \tau] \), if one defines

\[
w_j^\theta := Q(\theta)v_j, \tag{51}
\]

then \( w_j^\theta \) is an eigenvector of \( \Phi_\theta(\tau) \) associated to the Lyapunov exponent \( l_j \). Note that \( w_j^\theta \) is a smooth \( 2\tau \)-periodic function of \( \theta \).
Proof. Consider the eigendecomposition $\Sigma (R) = \{ \mu_j, v_j \}_{j=1,\ldots,n}$ of the diagonalizable matrix $R$, meaning that the set $\{ v_1, \ldots, v_n \}$ consists of $n$ linearly independent eigenvectors of $R$. By Lemma 2.6, one has that $\Phi(\tau^2) = \Phi(2\tau)$. Since $Q(t)$ is $2\tau$-periodic and $Q(0) = I$, it follows that $\Phi(2\tau) = e^{R2\tau}$. Since $R$ is diagonalizable, $\Phi(2\tau) = e^{R2\tau}$ is also diagonalizable. Since $\Phi(2\tau) = \Phi(\tau)^2$ and since the matrix $\Phi(\tau)$ is invertible and defined over the field of complex number (which has zero characteristic), then it can then be showed that $\Phi(\tau)$ is also diagonalizable. Now, since $\Phi(2\tau) = \Phi(\tau)^2$ one has that if $(\sigma, w) \in \Sigma (\Phi(\tau))$, then $(\sigma^2, w) \in \Sigma (\Phi(2\tau))$. Combining this last point with $\Phi(\tau)$, $\Phi(2\tau)$ being diagonalizable implies that the eigenspaces of $\Phi(\tau)$ and $\Phi(2\tau)$ are in one-to-one correspondence. That implies the existence of a set $\{ \sigma_j \}_{j=1,\ldots,n}$ such that $\Sigma (\Phi(\tau)) = \{ \sigma_j, v_j \}_{j=1,\ldots,n}$. From the property of the exponential matrix operator, $\Sigma (\Phi(2\tau)) = \{ e^{\mu_j 2\tau}, v_j \}_{j=1,\ldots,n} = \Sigma (\Phi(\tau)^2) = \{ \sigma_j^2, v_j \}_{j=1,\ldots,n}$. This implies that $\sigma_j^2 = e^{\mu_j 2\tau}$ for any $j = 1, \ldots, n$. Note that $l_j = Re(\mu_j)$ is the unique real number so that $|\sigma_j| = e^{l_j \tau}$. Hence, $l_j$ is a Lyapunov exponent associated to the Floquet multipliers $\sigma_j$.

Now, from (??), one has that

$$\Phi_\theta (2\tau) = \Phi (2\tau + \theta) \Phi (\theta)^{-1} = Q(\theta)e^{(2\tau + \theta) R}e^{-R\theta}Q(\theta)^{-1}, \quad \forall \theta \in [0, \tau]$$

thus

$$\Phi_\theta (2\tau)Q(\theta)v_j = Q(\theta)e^{2\tau R}v_j = e^{2\tau \mu_j} Q(\theta)v_j$$

showing that $\Sigma (\Phi_\theta (2\tau)) = \{ e^{2\tau \mu_j}, Q(\theta)v_j \}$. Applying the same argument than above, one can conclude that $\Sigma (\Phi_\theta (\tau)) = \{ \sigma_j, Q(\theta)v_j \}_{j=1,\ldots,n}$ forms an eigendecomposition of the matrix $\Phi_\theta (\tau)$. Hence, $w_j^\theta = Q(\theta)v_j$ is an eigenvector of $\Phi_\theta (\tau)$. By the smoothness and the $2\tau$-periodicity of the matrix function $Q(\theta)$, one can conclude that $w_j^\theta = Q(\theta)v_j$ is also a smooth $2\tau$-periodic function of $\theta$.

Recall (??) and consider $w_j^\theta = a_j^\theta + ib_j^\theta$. We define the stable and unstable subspaces $E_s^\theta, E_u^\theta \subset T_{\gamma(\theta)}\mathbb{R}^n$ of the periodic orbit $\Gamma$ at the point $\gamma(\theta)$ as

$$E_s^\theta = \text{Span} \{ a_j^\theta, b_j^\theta : |\sigma_j| < 1 \}$$

$$E_u^\theta = \text{Span} \{ a_j^\theta, b_j^\theta : |\sigma_j| > 1 \}.$$ 

That allows us to define the following.

Definition 6. We define the stable and unstable tangent bundles of $\Gamma$ respectively by

$$E_s, E_u \subset T\Gamma \mathbb{R}^n$$

$$E_s = \bigcup_{\theta \in [0, \tau]} \{ \gamma(\theta) \} \times E_s^\theta, \quad E_u = \bigcup_{\theta \in [0, \tau]} \{ \gamma(\theta) \} \times E_u^\theta.$$ 

It is important to remark that from the conclusion of Theorem 2.6, the complete structure of the stable and unstable bundles can be recovered by the action of the matrix function $Q(t)$ on the eigenvectors of $R$, which themselves correspond to the stable and unstable directions at the point $\gamma(0)$ on $\Gamma$. Also, the proof of Theorem 2.6 is constructive in the sense that combined with the rigorous computational method of Section 2.5, it provides a computationally efficient direct way to obtain the eigenvectors $w_j^\theta$ of $\Phi_\theta (\tau)$, which are the ingredients defining the bundles of Definition 2.5. Note that one could be tempted to use the fact that $\Phi(\tau) = Q(\tau)e^{R\tau}$ and then attempt to compute the eigendecomposition of $\Phi(\tau)$ directly. However, that would imply having to compute the exponential of an interval
valued matrix, which turns out to be a difficult task (e.g. see [?], [?]). This being said, the rigorous computation of the eigendecomposition of the interval matrix \( R \) is not completely straightforward. We addressed this problem by adapting the computational method based on the radii polynomials in order to enclose all the solution \( \{ \mu_k, v_k \} \) of the nonlinear problem \((R - \mu I)v = 0\) with some scaling constrain to isolate the solution. Further details on the enclosure of the eigendecomposition of interval matrices is presented in [?].

4 Applications

In this section, we present some applications, where we construct rigorously tangent stable and unstable bundles of some periodic orbits of the Lorenz equations in Section ?? and of the \( \zeta^3 \)-model in Section ???. Finally, in Section ??, we discuss how to recover a posteriori the Floquet multipliers associated to the periodic orbit \( \gamma(t) \), that is the eigenvalues of the matrices \( \Phi_{\theta}(r) \). Note that all rigorous computations were performed in Matlab with the interval arithmetic package Intlab [?], while the codes necessary to compute the Floquet normal forms in the context of the Lorenz equations can be found in [?].

4.1 Bundles of periodic orbits in the Lorenz equations

Consider the following three dimensional system of ODEs, known as the Lorenz equations

\[
\begin{aligned}
\dot{u}_1 &= \sigma(u_2 - u_1) \\
\dot{u}_2 &= \rho u_1 - u_2 - u_1 u_3 \\
\dot{u}_3 &= u_1 u_2 - \beta u_3
\end{aligned}
\]  

(52)

with the classical choice of parameters \( \beta = 8/3, \sigma = 10 \) and \( \rho \) left as a bifurcation parameter.

First we rigorously compute a family of periodic solutions \( \gamma(t) = [\gamma_1, \gamma_2, \gamma_3](t) \) of (??) in the form

\[
\gamma_j(t) = \sum_{k \in \mathbb{Z}} \xi_k e^{ik \frac{2\pi}{\tau} t}, \quad j = 1, 2, 3
\]

(53)

one of each in a ball of radius \( r_{\gamma} \), with respect to the \( \Omega^* \) norm, around a numerical solution \([\bar{\tau}_\gamma, \bar{\xi}_k]\), \( \bar{\xi}_k = 0 \) for \(|k| > m_{\gamma} \). More explicitly, for a choice of the parameter \( \rho \) and a decay rate \( s^* \geq 2 \), we prove the existence of a \( \tau_{\gamma} \)-periodic solution \( \gamma(t) \) so that

\[
|\tau_{\gamma} - \bar{\tau}_\gamma| \leq r_{\gamma},
\]

\[
|\text{Re}(\xi_k) - \text{Re}(\bar{\xi}_k)|_{\infty} \leq r_{\gamma} w_k^{-s^*}, \quad |\text{Im}(\xi_k) - \text{Im}(\bar{\xi}_k)|_{\infty} \leq r_{\gamma} w_k^{-s^*}.
\]

(54)

Note that \( \xi_k \in \mathbb{C}^3 \) and \( \xi_{-k} = \overline{C(\xi_k)} \), where \( C(z) \) is the complex conjugate of \( z \). The existence of such solutions has been achieved by applying a modified version of the method discussed in the previous section. Even with some technical differences, the philosophy is the same. Rewrite the system of ODEs as an infinite dimensional algebraic system where \( \tau_{\gamma} \) and the Fourier coefficients \( \xi_k \) are the unknowns, then consider a finite dimensional projection and compute a numerical approximate solution \( \bar{\tau}_{\gamma}, (\bar{\xi}_k)_k \). Then, using the radii polynomials, prove the existence, in a suitable Banach space, of a genuine solution \( \tau_{\gamma}, (\xi_k)_k \) of the infinite dimensional problem in a small ball containing the approximate solution. In the next subsection some of the results are presented.

Then, combining the method discussed in Section ?? and Theorem ??, we rigorously enclose the stable and unstable tangent bundles of some of the rigorously computed periodic
orbits $\gamma(t)$. This first requires the computation of the Floquet normal form of the principal fundamental matrix solution $\Phi(t)$ of the linearized system along $\gamma(t)$. More explicitly $\Phi(t)$ is the solution for $t \in [0, \tau]$ of the non-autonomous system

$$\begin{cases}
\dot{\Phi} = \nabla g(\gamma(t))\Phi \\
\Phi(0) = I_n
\end{cases}
$$

(55)

where $g$ is the right hand side of (44). $\nabla g$ denotes the Jacobian of the right hand side of system (44) and $I$ is the $3 \times 3$ identity matrix. The former system is nothing more than a particular case of (44), where $A(t) = \nabla g(\gamma(t))$ and $n = 3$. We now apply the computational method presented in Section 2.2 to compute the Floquet normal form of $\Phi(t)$, which is the solution of (44). In particular a constant matrix $R$ and the Fourier coefficients $Q_k$ of a $2\tau_\gamma$-periodic function $Q(t)$ is computed, so that $\Phi(t) = Q(t)e^{lt}$ solves (44). Once the computation of $R$ and the $Q_k$ is done, following the conclusion of Theorem 2.2, we compute $\Sigma(R) = \{\mu_j, v_j \mid j = 1, \ldots, n\}$, we derive from the Lyapunov exponents $l_j := \text{Re}(\mu_j)$ the linear stability of the periodic orbit $\Gamma$ and using the eigenvectors $\{v_1, \ldots, v_n\}$ of $R$ we construct the tangent bundles as defined in Definition 2.2 and given by the formula (44).

**Computation of $R$ and $Q_k$**

To begin with, let us explicitly write the Jacobian of (44)

$$\nabla g(u) = \begin{bmatrix}
-\sigma & \sigma & 0 \\
\rho - u_3 & -1 & -u_1 \\
u_2 & u_1 & -\beta
\end{bmatrix}
$$

and, recalling (44), the Fourier coefficients $A_k$ of $A(t) = \nabla g(\gamma(t))$

$$A_0 = \begin{bmatrix}
-\sigma & \sigma & 0 \\
\rho - \xi_0^3 & -1 & -\xi_0^1 \\
\xi_0^2 & \xi_0^1 & -\beta
\end{bmatrix}, \quad A_k = \begin{bmatrix}
0 & 0 & 0 \\
-\xi_k^3 & 0 & -\xi_k^1 \\
\xi_k^2 & \xi_k^1 & 0
\end{bmatrix}, \quad k \geq 1.
$$

Note that the hypothesis (44) for $\xi_k$ to lie in a ball centered at $\xi_k$ implies that $\|A\|_{\ast, \ast} < \infty$. The computation of the approximate solution $R$, $Q_{k,1}$, $Q_{k,2}$ has been done as follow: consider the approximation $\tilde{\gamma}(t) = \sum_{|k| \leq m} \xi_k e^{i2\pi k t/\tau_\gamma}$ of the periodic orbit $\gamma(t)$ and numerically solve system (44) up to time $2\tau_\gamma$. Denote by $\tilde{y}(2\tau_\gamma)$ the obtained result and numerically compute

$$R = \log(\tilde{y}(2\tau_\gamma)).$$

Neglect the imaginary part of $R$ and consider only its real part. Then numerically integrate the system (44) up to time $2\tau_\gamma$ with $R$ in place of $R$ yielding the solution $\mathcal{Q}(t)$. Fix the finite dimensional parameter $m$ and compute from $\mathcal{Q}(t)$ the matrices $\mathcal{Q}_{k,1}$, $\mathcal{Q}_{k,2}$, respectively the real and imaginary part of the Fourier coefficients with $|k| < m$. Finally the vector $(\mathcal{R}, (\mathcal{Q}_{k,1}, \mathcal{Q}_{k,2})_k)$ is considered as starting point for a Newton iteration scheme applied on the finite dimensional projection defined by (44). Denote the output of the iterative process by $\bar{x} = (\bar{R}, (\bar{Q}_{k,1}, \bar{Q}_{k,2})_k)$, that is an approximated solution $f^{(m)}(\bar{x}) \approx 0$ up to a desired accuracy, with $f^{(m)}$ defined in (44).

Consider $A_k$ given by (44). Note that in the case of the three-dimensional vector field (44), $A_k$ is a $18 \times 18$ matrix and one could compute its inverse analytically using the mathematical software Maple. After having computed $A_k^{-1}$ one needs to check that the chosen $m$ satisfies $m > K$ where $K$ is the same as in Lemma 2.2, otherwise increase $m$.

Then the computational parameter $M > m$ has to be fixed: in the following, as well as in all the presented computations, we assume

$$M > m + m_\gamma.$$
Given $M$, we compute the constant $C_A(M)$ introduced in Lemma 25. As already mentioned in Section 25, the knowledge of the behaviour of the matrices $A_{2k}$ for $k \geq M$ allows computing a sharper bound $C_A$ than the one given in Section 25 in the general setting. Indeed, since for any $k > m$, we have $|\text{Re}(\xi_k)|_\infty \leq r_n w_k^*$ and $|\text{Im}(\xi_k)|_\infty \leq r_n w_k^*$, it follows that $|A_{2k,1}|, |A_{2k,2}| \leq \bar{A}_M$, for all $k \geq M$, where

$$\bar{A}_M := \frac{r_n}{2M} \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}.$$ 

Thus we can replace the matrix $\bar{\Lambda}$ given in (25) by

$$\bar{\Lambda}_M := \begin{bmatrix} |A_M|_n & |R^* - [A_0]_n| + |[A_M]_n| \\ \|R^* - [A_0]_n| + |[A_M]_n| & [A_M]_n \end{bmatrix}.$$ 

Moreover, note that $\bar{A}_M$ has null diagonal, therefore we define $C_A$ as

$$C_A := \frac{1}{\min_i \left\{ \frac{2\pi}{M} - \frac{1}{M} \sum_{j \neq i} \bar{A}_M(i,j) \right\}}.$$ 

Notice the difference with the general formula of $C_A$ given in (25). Now that the parameters $m, M$ are chosen and $C_A$ is computed, one can compute, for a given choice of decay rate $s \in [2, s^*]$, the coefficients $Y_k, Z_k, k = 0, \ldots, M$ as shown in Section 25.

As already mentioned in Remark 25, the bound $\|A\|_* < \infty$ is sufficient to proceed with the computational method, we want to deepen what was highlighted in : it is easy to see that

$$|A_k|_\infty \leq \sqrt{2r_n} \frac{1}{w_k^*}, \quad \forall k > m, \gamma$$

thus the above choice of $M$ implies that the tail elements $H_0, H_k$ in (25) only contain the terms $A_j$'s satisfying $|A_j|_\infty \leq \sqrt{2r_n} w_j^{-s}$. Therefore the subsequent estimate for $h_k$ can be improved by replacing $\|A\|_\ast$ with $\sqrt{2r_n}$, giving

$$h_k = \frac{2nr_n}{(M - k)^{s - \gamma}} \left( \sum_{k_2 = M - k}^{M - 1} w_{k_2 + k}^{-s} w_{k_2}^{-s} + 2\xi(M, 2s) \right), \quad \text{for } k = 1, \ldots, m - 1.$$ 

On the other hand, for $k = m, \ldots, M - 1$ the above estimate does not holds, since $M$ could be less then $k + m$. Therefore, for those $k$ such that $M > k + m$, we continue using the previous formula for $h_k$ while for those $k$ such that $M \leq k + m$, we proceed as follow. Rewrite explicitly (part of) the vector $H_k$

$$H_k = \sum_{k_1 + k_2 = k} \left( |A_{k_1,1}| + |A_{k_1,2}| \right) w_{k_2}^{-s} \mathbb{1}_{n} + 2r_n \sum_{k_1 + k_2 = k} w_{k_1}^{-s} w_{k_2}^{-s} \mathbb{1}_{n}$$

$$= \sum_{k_1 + k_2 = k} \left( |A_{k_1,1}| + |A_{k_1,2}| \right) w_{k_2}^{-s} \mathbb{1}_{n} + 2nr_n \sum_{k_1 + k_2 = k} w_{k_1}^{-s} w_{k_2}^{-s} \mathbb{1}_{n}. \quad (57)$$

The first is a finite sum and it is rigorously computed while, following (25), the second
contribution can be estimated using
\[
\sum_{k_1+ k_2 = k \atop |k_2|>k+m_{\gamma}} w_{k_1}^{-s} w_{k_2}^{-s} = \sum_{k_2=k+m_{\gamma}+1}^{\infty} \left[ \frac{1}{w_{k_2-k}^s} + \frac{1}{w_{k_2+k}^s} \right] \frac{1}{k_2^2}
\]

\[
\leq \frac{1}{(m_{\gamma}+1)^{s-s}} \sum_{k_2>k+m_{\gamma}} \left[ \frac{1}{w_{k_2-k}^s} + \frac{1}{w_{k_2+k}^s} \right] \frac{1}{k_2^2}
\]

\[
\leq \frac{1}{(m_{\gamma}+1)^{s-s}} \left[ \sum_{k_2=m_{\gamma}+1}^{k+m_{\gamma}} \frac{1}{(k_2+k)^s} \frac{1}{k_2^2} + 2\zeta(k+m_{\gamma}+1,2s) \right].
\]

(58)

Summarizing, for those \( k \geq m, k < M \) such that \( k+m_{\gamma} > M \), we define
\[
H_k = \sum_{k_1+ k_2 = k \atop M \leq |k_2| \leq k+m_{\gamma}} \left( |\mathbb{A}_{k_1,1}| + |\mathbb{A}_{k_1,2}| \right) w_{k_2}^{-s} \mathbb{1}_n + \frac{2nr_{\gamma}}{(m_{\gamma}+1)^{s-s}} \left[ \sum_{k_2=m_{\gamma}+1}^{k+m_{\gamma}} \frac{1}{(k_2+k)^s} \frac{1}{k_2^2} \right] \mathbb{1}_n
\]

\[
+ 2\zeta(k+m_{\gamma}+1,2s) \mathbb{1}_n
\]

(59)

where, clearly, the dimension of the dynamical system is \( n = 3 \). Again, the knowledge of the particular behavior of the coefficients \( \mathbb{A}_k \) allows to provide a better estimate for \( Z_M \).

Indeed note that \( |\mathbb{A}_{k,1}| \leq cw |\mathbb{A}_{k,1}| + w_k^{-s} \mathbb{1}_n \), where \( \mathbb{A}_k \) denotes the matrix \( \mathbb{A}_k \) with the entries \( \bar{\mathbb{A}} \) in place of \( \mathcal{A} \) and the same holds for \( |\mathbb{A}_{k,2}| \). It follows that \( |\mathbb{A}_{k,1}| \leq |\mathbb{A}_{k,2}| \) for \( 1 \leq |k| \leq m_{\gamma} \) and (??) for \( |k| > m_{\gamma} \).

Therefore, the computation of the bound for \( c_{k,1} \) when \( k \geq M \), necessary for the definition of \( Z_M \), has been slightly modified as follows.

\[
|c_{k,1}| = \left| \sum_{k_1+ k_2 = k \atop |k_2| \neq k} \left( |\mathbb{A}_{k_1,1}| + |\mathbb{A}_{k_1,2}| \right) w_{k_2}^{-s} \mathbb{1}_n \right| \leq cw \sum_{k_1+ k_2 = k \atop k_1 \neq 0, k_2 = k} \left( |\mathbb{A}_{k_1,1}| + |\mathbb{A}_{k_1,2}| \right) w_{k_2}^{-s} \mathbb{1}_n
\]

\[
\leq \sum_{k_1+ k_2 = k \atop |k_2| \leq m_{\gamma}} \left( |\bar{\mathbb{A}}_{k_1,1}| + |\bar{\mathbb{A}}_{k_1,2}| \right) w_{k_2}^{-s} \mathbb{1}_n + 2r_{\gamma} \sum_{k_1+ k_2 = k \atop |k_2| \neq k} w_{k_2}^{-s} \mathbb{1}_n \mathbb{1}_n.
\]

(60)

Then, using the fact that \( s^* \geq s \), for any \( k \geq m \)
\[
|c_{k,1}| \leq cw n \sqrt{2m_{\gamma}} \sum_{j=1}^{m_{\gamma}} \bar{\mathcal{E}}_j \left( w_{k-j}^{-s} + w_{k+j}^{-s} \right) + 2nr_{\gamma} \sum_{l+j=k \atop |l| \neq k} w_{l}^{-s} w_{j}^{-s}
\]

\[
\leq cw \frac{n}{\kappa^n} \left[ \sqrt{2m_{\gamma}} \sum_{j=1}^{m_{\gamma}} \bar{\mathcal{E}}_j \left( w_{k-j}^{-s} + w_{k+j}^{-s} \right) + 2r_{\gamma} \left[ 1 + \frac{1}{2} + \frac{2}{M^{s-1}(s-1) + \eta M} \right] \right]
\]

\[
\leq cw \frac{n}{\kappa^n} \left[ \sqrt{2m_{\gamma}} \sum_{j=1}^{m_{\gamma}} \bar{\mathcal{E}}_j \left( \frac{1}{(1 - \frac{1}{M})^s} + 1 \right) + 2r_{\gamma} \left[ 1 + \frac{1}{2} + \frac{2}{M^{s-1}(s-1) + \eta M} \right] \right].
\]

(61)
4.1.1 Computational results

For the choice $\sigma = 10, \beta = 8/3$ it is known that there exists a branch of periodic solutions parametrized by $\rho$ joining a Hopf bifurcation at $\rho = \frac{470}{19} \approx 24.736$ and a homoclinic point at $\rho \approx 13.9265$, see Figure 2(a). In what follows, we restrict our attention to the periodic solutions lying on this branch. Table 2 presents data about the computer-assisted proofs of existence of several periodic orbits in the form (??) with bounds of the form (??). As mentioned previously, the existence of such solutions are done via the radii polynomials. For each rigorous computation, we fixed $s^* = 2$. Each line of Table 2 corresponds to a different solution and reports the value of $\rho$, the period $\bar{\gamma}$ of the numerical solution, the dimension $m_\gamma$ of the finite dimensional projection and the radius $r_\gamma$ of the ball $B_{\bar{\gamma}}(r_\gamma) = \bar{\gamma} + \prod_{k \geq 0} [-\frac{r_\gamma}{w_k}, \frac{r_\gamma}{w_k}]^6$ around the numerical solution $\bar{\gamma}$ where the exact solution has been proved to exist. Some of the periodic orbits are depicted in Figure 2(b). Note that with the radii polynomials, it is possible to rigorously enclose the periodic solutions for values of $\rho$ close to the Hopf bifurcation and to the homoclinic point. As $\rho$ approaches the homoclinic point, the periodic solutions are flatter (e.g. see Figure 2), which means that a larger number of Fourier coefficients contributes to their Fourier expansions. Therefore, it is necessary to choose a larger finite dimensional projection $m_\gamma$ as $\rho$ decreases in order to obtain rigorous computations of existence of periodic orbits using the radii polynomials.

The rigorous computation of the enclosure of the invariant bundles was done for a set of periodic orbits lying on the same bifurcation branch (see Figure 2), and the corresponding values of $\rho$ are

$$
\rho_1 = 14.85, \quad \rho_2 = 17.32, \quad \rho_3 = 19.79, \quad \rho_4 = 22.26, \quad \rho_5 = 24.73.
$$

Figure 2 contains the plot of five periodic orbits $\bar{\gamma}_i$ ($i = 1, \ldots, 5$) at $\rho = \rho_i$ ($i = 1, \ldots, 5$),
Figure 3: Periodic orbit at $\rho = 13.927$. On the left, the orbit is drawn in the state space, while on right the $x$ (blue), $y$ (red), $z$ (black) coordinates are plotted separately as function of time. A genuine solution has been proved to exist with Fourier coefficients in a ball of radius $r = 1.893591107536733 \cdot 10^{-08}$ around the numerical solution.

| $\rho$   | $\bar{r}_\gamma$ | $m_\gamma$ | $r_\gamma$ |
|----------|-------------------|-------------|-------------|
| 24.736   | 0.652859396941149 | 30          | 9.469873202388920 $\cdot 10^{-11}$ |
| 24.436   | 0.663384674511011 | 30          | 5.478345151088000 $\cdot 10^{-12}$ |
| 23.200   | 0.710825719902523 | 40          | 3.071478394415574 $\cdot 10^{-12}$ |
| 20.800   | 0.827536078261055 | 40          | 1.85712716671614 $\cdot 10^{-12}$ |
| 16.000   | 1.302497474229172 | 40          | 2.574513942375312 $\cdot 10^{-12}$ |
| 15.400   | 1.435095007378964 | 40          | 1.17859327141313 $\cdot 10^{-11}$ |
| 14.900   | 1.594009133698383 | 48          | 4.951779335080991 $\cdot 10^{-12}$ |
| 14.300   | 1.955959084775736 | 48          | 5.924372707046972 $\cdot 10^{-10}$ |
| 14.100   | 2.243447758187898 | 56          | 3.426711644299483 $\cdot 10^{-10}$ |
| 14.000   | 2.56521292027481  | 56          | 2.018825516161773 $\cdot 10^{-08}$ |
| 13.980   | 2.684270226581966 | 60          | 1.099013664984519 $\cdot 10^{-08}$ |
| 13.960   | 2.859882454655782 | 60          | 6.320026130098352 $\cdot 10^{-08}$ |
| 13.940   | 3.20144656839638  | 60          | 1.000927398529485 $\cdot 10^{-06}$ |
| 13.932   | 3.540414720761810 | 60          | 8.496363668377804 $\cdot 10^{-06}$ |
| 13.928   | 4.038292895738813 | 80          | 3.658487332536346 $\cdot 10^{-07}$ |
| 13.927   | 4.481359736174591 | 100         | 1.893591107536733 $\cdot 10^{-08}$ |
Figure 4: Plot of the radii polynomials \( p_k(r) \) constructed for the rigorous computation of the Floquet normal form of the fundamental matrix solution associated to the periodic solution \#4 given by \( \gamma_4 \). On the right: a magnification of the radii polynomials close to \( r = 0 \). The red line denotes the interval \( INT \) given in (62), where all the \( p_k(r) \) are negative.

and the Appendix contains the first 15 Fourier coefficients of \( \bar{\gamma}_1 \) and \( \bar{\gamma}_4 \). Table ?? contains the data of the rigorous computation of the Floquet normal forms of the fundamental matrix solutions associated to \( \bar{\gamma}_1 \) and \( \bar{\gamma}_4 \). More precisely, it contains the dimension \( m \) of the finite dimensional projection, the computational parameter \( M \) and the enclosing radius \( r \).

| # sol | \( \rho \) | \( m \) | \( M \)          | \( r \)                           |
|-------|----|----|----------------|----------------------------------|
| 1     | 14.85 | 180 | 900 | 1.734418508431413 \( \cdot 10^{-10} \) |
| 2     | 17.32 | 90  | 180 | 3.914300837825743 \( \cdot 10^{-09} \) |
| 3     | 19.79 | 70  | 120 | 3.157918269225057 \( \cdot 10^{-10} \) |
| 4     | 22.26 | 60  | 100 | 1.664781163947245 \( \cdot 10^{-10} \) |
| 5     | 24.73 | 40  | 80  | 1.404020127017372 \( \cdot 10^{-09} \) |

Table 2: Data associated to the rigorous computation of the Floquet normal form of the fundamental matrix solution for each of the periodic orbit \( \gamma_i \) (\( i = 1, \ldots, 5 \)). \( m \) is the dimension of the finite dimensional projection, \( M \) is the computational parameter and \( r \) is the radius of the ball centered at the approximate solution in \( \Omega^* \) within which a genuine solution of (??) exists.

Some of the radii polynomials \( p_k(r) \) built during the rigorous computation of the Floquet normal form of the fundamental matrix solution associated to the periodic orbit \( \bar{\gamma}_4 \) are plotted in Figure ???. The bold line on the \( r \)-axis corresponds to the interval

\[
INT = [1.794002077820062 \cdot 10^{-10}, 0.005654240115476]
\]

where all the radii polynomials are negative.

From the rigorous computations of the Floquet normal form, we noticed that the odd Fourier coefficients of \( Q(t) \) are almost vanishing, suggesting that \( Q(t) \) is a \( \tau_\gamma \)-periodic function, rather than \( 2\tau_\gamma \)-periodic. This is not in contradiction with Floquet Theorem. In the Appendix, we present the numerical approximation \( \bar{R} \) and the first even Fourier coefficients \( \bar{Q}_k \) for the solutions \#1 and \#4. Since the Fourier coefficients \( \bar{Q}_k \) corresponding to a pe-
 periodic orbit close to the homoclinic orbit decrease slower, larger values of $m$ and $M$ were necessary to obtain successful computations.

We now have all the ingredients necessary to construct the tangent bundles: first we compute the intervals containing the spectrum and the eigenvectors the interval value matrix $R$, then, in light of Theorem ??, the multiplication of the stable and unstable directions (given by the eigenvectors of $R$) with the function $Q(\theta)$ yields rigorously the tube enclosing the complete stable and unstable bundles. As already mentioned above, the codes necessary to compute the Floquet normal forms for the Lorenz equations can be found in [?].

| Sol # | Center       | Radius                      |
|-------|--------------|-----------------------------|
| 1     | -15.109380514113965 | 6.535796640191043 \cdot 10^{-6} |
|       | 1.442713847447833   | 2.445722953735543 \cdot 10^{-4} |
| 2     | -14.418434214853773 | 1.581998979110051 \cdot 10^{-8} |
|       | 0.751767548187609   | 2.29298875871850 \cdot 10^{-7} |
| 3     | -14.075379469563303 | 1.120430189449109 \cdot 10^{-9} |
|       | 0.408712802896790   | 1.443149018164319 \cdot 10^{-8} |
| 4     | -13.840311255652775 | 4.525292794068323 \cdot 10^{-10} |
|       | 0.173644588896231   | 6.273796862526099 \cdot 10^{-9} |
| 5     | -13.667080400789002 | 4.104230777149636 \cdot 10^{-9} |
|       | 0.000413734122254   | 9.998501090433916 \cdot 10^{-6} |

Table 3: Lyapunov exponents for each of the periodic orbit $\gamma_i$ ($i = 1, \ldots, 5$). For each solution, we report the center and the radius of the interval vectors enclosing the exponents. Note that we could prove the existence of the eigenvectors $v_j$ associated to $\mu_j$ within accuracy given by $r$.

Table ?? lists the Lyapunov exponents of the periodic orbits, as defined in Definition ??, and it also contains the radii of the intervals enclosing the stable and unstable eigen-couple of $R$ while in Figure ?? the tangent bundles are depicted. In Appendix the complete list of the eigen-decomposition of the interval matrices $R$ is also provided.

Before closing this section, let us make few remarks. The radii $r$ of the ball $B_2(r,s)$ showed in Table ?? come as result of different ingredients which are in some sense in competition. First of all the accuracy of the enclosure of the Floquet normal form is limited by the enclosure of the periodic orbit $\gamma(t)$: if $s = s^*$ one can not expect the radius $r$ to be smaller then the radius $r_\gamma$. Moreover the radius $r$ of the ball $B_2(r,s)$ in $\Omega^s$, where the existence of the genuine solution is proved to exist, depends on how close the numerical approximation is to the real solution. As already said, the definition of the numerical solution $(\bar{R}, \bar{Q}_k)$ comes from the combination of two numerical integrations, from where we extract $\mathcal{R}$ and $\mathcal{Q}_k$, and the implementation of a Newton scheme to find the zeros of the finite dimensional problem $f^{(m)} = 0$. For the first we adopted a variable time step Runge Kutta method of fourth order, as implemented in the built in Matlab function ode45, while the Newton scheme is run until $\|f^{(m)}\|_\infty < 2 \cdot 10^{-14}$. Finally, the performance of $r$ is given by the choice of the finite dimensional parameter $m$ and the computational parameter $M$. While the first addresses a theoretical issue and fixes the dimension of the Garlerkin projection, the second serves to better estimate the various bounds necessary in the proof. If on one side a choice of large values for $m$ and $M$ decreases the analytical tail errors, on the other side it increases the number of computations and therefore the error propagation and the computational time. Thus the best result is often given as a tradeoff between this two competitors.
Figure 5: Plot of the tangent stable (turquoise) and unstable (red) bundles of each of the periodic orbits $\gamma_i$. Figures (a)-(b)-(c)-(d)-(e) concern respectively $\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5$. 
4.2 The $\zeta^3$-model: non orientable tangent bundles

It is known that if a Floquet multiplier of a periodic orbit is negative, then the corresponding tangent bundle is not orientable. Moreover, in the case of a saddle periodic orbit of a three-dimensional system, the two non-trivial Floquet multipliers are real and their product is positive. Therefore both the tangent bundles are either orientable or not orientable and, in the latter case, they are topologically equivalent to a Möbius strip, see [?].

An example of a dynamical system with periodic orbits that exhibit this behavior is the so called $\zeta^3$-model considered in [?]

$$
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= z, \\
\dot{z} &= \alpha x - x^2 - \beta y - z.
\end{align*}
$$

For $\beta = 2$, as $\alpha$ varies, the periodic orbits of system (??) produce an interesting bifurcation diagram. We refer to [?] and [?] for a detailed analysis of the bifurcation diagram and on the genesis of periodic orbits, called twisted periodic orbits, with non orientable invariant manifolds. We focus on a particular twisted periodic orbit corresponding to $\alpha = 3.372$ lying on the branch emanating from a period-doubling bifurcation that occurs at $\alpha = 3.125$.

Following the same procedure as before, we rigorously compute the enclosure of the periodic orbit $\gamma(t)$ and subsequently the enclosure of the matrix $R$ and of the matrix function $Q(t)$, hence producing an explicit Floquet normal form as in (??). Then, we extract the necessary stability parameters and we recover the stable and unstable tangent bundles using (??). Figure ?? shows the resulting bundles.

For the rigorous computation of the periodic orbit we chose $m_{\gamma} = 30$ proving the genuine periodic orbit to live in a ball of radius $r_{\gamma} = 1.567473362439634 \cdot 10^{-12}$ around the numerical approximation, ($s^* = 2$), while for the enclosure of the Floquet normal form of the principal fundamental matrix solution of the linearized problem we set $m = 50$, $M = 100$ yielding the enclosure radius $r = 8.327055238174269 \cdot 10^{-10}$. Having computed the intervals enclosing the period $\tau$ of the orbit and the eigenvalues of $R$, we realize that the absolute values of the two nontrivial Floquet multipliers satisfy

$$\begin{align*}
|\sigma_1| \in [0.007038336031738, 0.007038336266547], \\
|\sigma_2| \in [1.52736291655825, 1.52736323279426].
\end{align*}$$

To conclude we emphasize the role played by the continuous function $Q(\theta)$ in the construction of the tangent bundles. As proved in Theorem ??, as $\theta$ changes, the eigenvector $w^\theta_j$ of $\Phi_\theta(\tau)$ associated to the Floquet multiplier $\sigma_j$ is given by $w^\theta_j = Q(\theta)v_j$, where $v_j$ is the eigenvector of $R$ relative to the eigenvalue $\mu_j$. The function $Q(\theta)$ is continuous and $2\tau$-periodic, but the tangent bundles are smooth manifolds, therefore the eigenspaces $E^\theta_s$ and $E^\theta_u$, as function of $\theta \in [0, 2\tau]$, must be a double covering. That implies that $w^\tau_j = Q(\tau)v_j$ has to be an eigenvector of $\Phi(\tau)$ associated to the Floquet multiplier $\sigma_j$, i.e. $\text{span}\{v_j\} = \text{span}\{w^\tau_j\}$. In the case of the Lorenz equations (??), $Q(\tau)$ turns to be the identity matrix, therefore the last relation is simply verified. But in case of the $\zeta^3$-model and in general when the bundle is not orientable, $Q(\tau)$ need not be the identity matrix. Indeed, in the considered example, $Q(\tau)$ results to stay in a small interval around

$$
\tilde{Q} = \begin{bmatrix}
-1.675372218349393 & -1.030485782114017 \\
1.323704549546922 & 1.019713990251906 \\
0.970176001842336 & 1.480298639600749
\end{bmatrix}
$$

and the relation $\text{span}\{v_j\} = \text{span}\{w^\tau_j\}$ still holds.
Figure 6: Rigorously computed stable (turquoise) and unstable (red) tangent bundles of a periodic orbit of the $\zeta^3$ model with negative Floquet multipliers
4.3 Recovering of the Floquet multipliers

In this final section, we discuss how to recover a posteriori the Floquet multipliers associated to the periodic orbit \( \gamma(t) \), that is the eigenvalues of the monodromy matrix \( \Phi(\tau) \). First recall from Lemma 1 that the Floquet multipliers, denoted by \( \sigma_j \), are independent of \( \theta \) and from Theorem 2 that they solve the equation

\[
\Phi(\tau)w^\theta_j = \sigma_j w^\theta_j
\]

for any \( \theta \). In the proof of Theorem 2 we realized that \( \sigma_j^2 = e^{\mu_j \tau} \) where \( \mu_j \) are the eigenvalues of the matrix \( R \). Thus the Floquet multipliers are known up to a sign, i.e. \( \sigma_j = \pm e^{\mu_j \tau} \). Therefore, by choosing \( \theta = 0 \) in (\( \theta \)), it is enough to check whether \( \Phi(\tau)w_j^0 \) is equal to \( +e^{\mu_j \tau}w_j^0 \) or to \( -e^{\mu_j \tau}w_j^0 \). Recall that the Floquet normal form \( \Phi(t) = Q(t)e^{Rt} \) satisfies \( Q(0) = I_n \) and recall from (\( \theta \)) that \( w_j^0 := Q(\theta)v_j \). Hence, since \((\mu_j, v_j) \in \Sigma(R)\), one has that \( \Phi(\tau)v_j^0 = Q(\tau)e^{R\tau}v_j = Q(\tau)e^{\mu_j \tau}v_j \). Thus it reduces to compute the vectors \( Q(\tau)e^{\mu_j \tau}v_j \) and \( e^{\mu_j \tau}v_j \) and to compare them.

Having computed the enclosure of \( Q(t) \) in terms of the Fourier coefficients and the bounds for \( \mu_j \) and \( v_j \), denote by \( I_{\sigma_j} \) the interval enclosing \( Q(\tau)e^{\mu_j \tau}v_j \) and by \( I^+_1, I^-_1 \) the intervals enclosing \( e^{\mu_j \tau}v_j \) and \( -e^{\mu_j \tau}v_j \), respectively. The sign of the Floquet multiplier \( \sigma_j \) is determined if \( I_{\sigma_j} \) intersects only one of the intervals \( I^+_1 \) and \( I^-_1 \), while no conclusion can be achieved if \( I_{\sigma_j} \) is so large to intersect both of them. Note that \( I_{\sigma_j} \) has to intersect at least one \( I^\pm_1 \). The choice \( \theta = 0 \) in (\( \theta \)) increases the chances of successfully recovering the Floquet multipliers since in this case, the computation of the matrix exponentiation \( e^{R\tau} \), a computation that can dramatically increase the error propagation, can be avoided.

Finally, Table 2 and Table 3 contain the intervals \( I_{\sigma_j} \) and \( I^+_1 \), \( j = 1, 2 \) associated to the solution \#3 of the Lorenz equations and of the solution of the \( \zeta^3 \)-model. That shows that the Floquet multipliers \( \sigma_1, \sigma_2 \) are both positive for the periodic solution of the Lorenz equations and are both negative for the periodic solution the \( \zeta^3 \)-model.

Solution Lorenz \#3

\[
|\sigma_2| \in [0.3599654189593178, 0.359965419663942] \cdot 10^{-5}
\]

\[
|\sigma_1| \in [1.439037708132836, 1.439037745123575] \cdot 10^{-5}
\]

\[
\begin{array}{c|c}
I_{\sigma_1} & I^+_1 \\
\hline
10^{-5}, & 10^{-5} \\
0.27564326865818 & 0.275643271985182 \\
0.06507691941043 & 0.065076922168721 \\
0.222173095329639 & 0.222173098339382 \\
\end{array}
\]

\[
\begin{array}{c|c}
I_{\sigma_2} & I^+_2 \\
\hline
-0.263299353291831 & -0.263299298199846 \\
-1.23725267848705 & -1.237252598357060 \\
-0.686082354892901 & -0.686082288933197 \\
\end{array}
\]

Table 4: Interval vectors \( I_{\sigma_j} \) and \( I^+_j \), \( j = 1, 2 \) associated to sol\#3 for the Lorenz equations (\( \theta \)). It holds \( I^+_j \subset I_{\sigma_j} \), \( j = 1, 2 \) proving that the Floquet multipliers are positive.
Solution \( \zeta^3 \)-model

\[
|\sigma_1| \in [0.007038336301738, 0.007038336266547]
\]

\[
|\sigma_2| \in [1.527362891655825, 1.527363232279426]
\]

\[
\begin{array}{ccc}
I_{\sigma_1}^{+} & I_{\sigma_1}^{-} \\
\begin{bmatrix}
0.00150502554611 & 0.001505026041576 \\
0.001935764317690 & 0.001935764886660 \\
-0.006597415507817 & -0.006597415070914
\end{bmatrix} & \begin{bmatrix}
-0.001505025849095 & -0.001505025747708 \\
-0.001935764660362 & -0.001935764543986 \\
0.006597415153419 & 0.006597415425314
\end{bmatrix}
\end{array}
\]

\[
\begin{array}{ccc}
I_{\sigma_2}^{+} & I_{\sigma_2}^{-} \\
\begin{bmatrix}
0.995820356220745 & 0.995821132336306 \\
-0.143670022815996 & -0.143669207167412 \\
-1.149146933067294 & -1.149146355489062
\end{bmatrix} & \begin{bmatrix}
-0.995820892892411 & -0.995820595664657 \\
0.143669561398723 & 0.143669668584703 \\
1.149146478567386 & 1.149146809988988
\end{bmatrix}
\end{array}
\]

Table 5: Interval vectors \( I_{\sigma_j}^{+} \) and \( I_{\sigma_j}^{-} \), \( j = 1, 2 \) associated to solution of the \( \zeta^3 \)-model. It holds \( -I_j^+ = I_j^- \subset I_{\sigma_j} \), \( j = 1, 2 \) proving that the Floquet multipliers are negative.
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6 Appendix

6.1 Computation of the constant \( C_\Lambda \) of Lemma ??

The construction of \( C_\Lambda \) is done by bounding uniformly the right hand side of (??) for \( k \geq M \) up to a factor \( 1/k \). For this it is convenient to write explicitly the entries of the matrix \( \hat{\Lambda} \) appearing in (??)

\[
\hat{\Lambda}_k := \begin{bmatrix}
\frac{2\pi}{\tau} I_n \lambda_2,1 & \lambda_2,2 \\
\lambda_1,1 & -\frac{2\pi}{\tau} I_n \lambda_1,2
\end{bmatrix}.
\]

A straightforward calculation implies that

\[
\lambda_{1,1} = R^* - [\mathcal{A}_0]_n - [\mathcal{A}_{2k,1}]_n, \quad \lambda_{2,2} = R^* - [\mathcal{A}_0]_n + [\mathcal{A}_{2k,1}]_n, \quad \lambda_{1,2} = \lambda_{2,1} = -[\mathcal{A}_{2k,2}]_n,
\]

where

\[
R^* := \begin{bmatrix}
\bar{R}(1,1)I_n & \cdots & \bar{R}(n,1)I_n \\
\vdots & \ddots & \vdots \\
\bar{R}(1,n)I_n & \cdots & \bar{R}(n,n)I_n
\end{bmatrix} \in \text{Mat}(n^2, \mathbb{R})
\]

and the notation \( [\mathcal{B}]_n \) stands for the diagonal concatenation of \( n \) copies of \( \mathcal{B} \in \text{Mat}(n, \mathbb{R}) \), i.e.

\[
[\mathcal{B}]_n := \begin{bmatrix}
\mathcal{B} & \cdots & \mathcal{B}
\end{bmatrix} \in \text{Mat}(n^2, \mathbb{R}).
\]
We note that, with the exception of the factors $\frac{k^2\pi^2}{2\pi}$ on the diagonal, the matrix $\hat{A}_k$ depends on $k$ only through the entries of the matrices $A_{2k,1}$ and $A_{2k,2}$. The hypothesis $\|A\|_{ss} < \infty$ implies that

$$|A_{2k,1}|_{ss} |A_{2k,2}|_{ss} \leq |A_{2k}|_{ss}^2 \leq \frac{\|A\|_{ss}^2}{(2k)^{ss}};$$

so we have the component-wise estimates

$$|A_{2k,1}|_c \leq \frac{\|A\|_{ss}}{(2k)^{ss}} \mathbf{1}_n, \quad |A_{2k,2}| \leq \frac{\|A\|_{ss}}{(2k)^{ss}} \mathbf{1}_n. \quad (65)$$

Therefore the diagonal elements of $\hat{A}_k$ satisfy $|\hat{A}_k(i, i)| \geq k^2 \frac{2\pi}{2\pi} - \frac{\|A\|_{ss}}{(2k)^{ss}}$, while the off diagonal terms satisfy $|\hat{A}_k(i, j)| \leq \hat{\Lambda}_M(i, j)$ for every $k \geq M$, where

$$\hat{\Lambda}_M := \left[ \begin{array}{c|c} \left| \frac{\|A\|_{ss}}{(2k)^{ss}} \mathbf{1}_n \right| & |R^* - [A_0]| + \left| \frac{\|A\|_{ss}}{(2k)^{ss}} \mathbf{1}_n \right| \end{array} \right]. \quad (66)$$

Inserting the previous bounds in formula (??), we obtain

$$\|\hat{A}_k^{-1}\| \leq \min_i \left\{ \frac{1}{k \frac{2\pi}{2\pi} - \frac{\|A\|_{ss}}{(2k)^{ss}} - \sum_j \hat{\Lambda}_M(i, j) \} \right\} \leq k \frac{1}{\min_i \left\{ \frac{2\pi}{2\pi} - \frac{\|A\|_{ss}}{(2k)^{ss}} \right\} \frac{1}{k} - \frac{1}{k} \sum_j \hat{\Lambda}_M(i, j) \}$$

and, finally, $\|\hat{A}_k^{-1}\| \leq \frac{C_A}{k}$, for every $k \geq M$, where

$$C_A := \min_i \left\{ \frac{2\pi}{2\pi} - \frac{\|A\|_{ss}}{(2k)^{ss}} \right\} \frac{1}{\frac{1}{M} - \sum_j \hat{\Lambda}_M(i, j) \} \right\}. \quad (67)$$

Remark that the computation of $C_A$ depends on the uniform bound of the matrices $A_{2k}$ for $k$ larger than $M$. For sake of generality, we considered the weakest hypothesis $\|A\|_{ss} < \infty$, yielding the estimates (??). However, a more precise information about the behavior of $A_{2k}$ allows constructing a sharper $C_A$. For instance, in Section ??, a bound slightly sharper than the one given by (??) is obtained in the context of the Lorenz equations.

### 6.2 Data

The period and the Fourier coefficients of $\gamma_1$ and $\gamma_4$:

| Solution # 1 | $\tau_\gamma = 1.614909349255369$ | $\xi_0 = \begin{bmatrix} -2.7800592605234714 \xi_0 \end{bmatrix}$ |
|-------------|-----------------|-----------------|
| $\xi_1$     | $\xi_2$         | $\xi_3$         |
| $-1.03424930433936 - 0.563375873719758$ | $-1.184189350567488 - 0.463407707627962$ | $-0.569417197021830 - 0.250836711164224$ |
| $-1.884119489414622 - 1.382176556506859$ | $-0.787337205523755 - 1.357264730825950$ | $-0.275743323732826 - 0.892065705348836$ |
| $3.508140419093651 - 2.773729489911771$ | $-1.744808526143896 - 0.931203853246065$ | $0.934628045171667 - 0.3030972638556$ |
| $-0.245178932283429 - 0.120107696132124$ | $-0.10538849999997 - 0.656272958254763$ | $-0.044902808302660 - 0.266045656272727$ |
| $-0.058771534568073 - 0.502820944580624$ | $0.094169081512515 - 0.261295426787920$ | $0.1764936035482 - 0.1292284117672$ |
| $0.498026421960372 - 0.69036122030910$ | $0.255075188837470 + 0.049609121239866$ | $0.121813334306363 + 0.019021063972014$ |
| $-0.08181551227797 - 0.012410554216141$ | $0.007554653895060 - 0.0058176103838$ | $0.0296331171988 - 0.0027057513557$ |
| $0.0157105480080 - 0.016726242208291$ | $0.107254267233777 - 0.028751865908767$ | $0.006552743308285 - 0.01309855079841$ |
| $0.060611973464173 + 0.1667579006190$ | $0.212233417513133 - 0.0111122313656$ | $0.122902608849663 + 0.006732467383552$ |
| $\xi_4$     | $\xi_5$         | $\xi_6$         |
| $-0.001179210881516 - 0.001215347172401$ | $-0.000463309508358 - 0.0005571387743$ | $-0.00019726858763 - 0.000206503126797$ |
| $0.0039010559990 - 0.008441755391291$ | $0.0019079058308 - 0.002535697317157$ | $0.001010663427908 - 0.00109773261054$ |
| $0.005764648693599 + 0.003374872262279$ | $0.00252460765479 + 0.002623014911411$ | $0.001083961978267 + 0.001048931905054$ |
| $\xi_7$     | $\xi_8$         | $\xi_9$         |
| $-0.000608057068587 - 0.000117294486383$ | $-0.0002210012126 - 0.00052457038185$ | $-0.0000903246260 - 0.0002292488074$ |
| $0.000525790122907 - 0.000641670725454$ | $0.000260664976808 - 0.000189846319616$ | $0.000120984127676 + 0.0007053522664$ |
| $0.000458546545909 + 0.00053056624386$ | $0.00018700486143 + 0.000262329097861$ | $0.000074796463834 + 0.00012757841379$ |
Solution # 4
\[ \eta = 0.752056588663314, \quad \xi = \begin{bmatrix} -6.701979775925399 \\ -6.701979775925399 \\ 19.896645316303468 \end{bmatrix} \]
\[ \Omega_1 = \begin{bmatrix} -0.857722701575598 & -0.358814827594599 & 0.0162123466323396 \\ -0.358814827594599 & 0.0162123466323396 & -0.358814827594599 \\ 0.0162123466323396 & -0.358814827594599 & 0.0162123466323396 \end{bmatrix} \]
\[ \Omega_2 = \begin{bmatrix} 1.14657557724204 & -0.055918601357451 & 1.14657557724204 \\ -0.055918601357451 & 1.14657557724204 & -0.055918601357451 \\ 1.14657557724204 & -0.055918601357451 & 1.14657557724204 \end{bmatrix} \]

Numerical approximation \( \tilde{R} \) and even Fourier coefficients \( \tilde{Q}_k \).

Solution # 1
\[ \tilde{R} = \begin{bmatrix} 1.146980177280166 & -0.866294000842876 & -0.866294000842876 \\ -0.866294000842876 & 1.146980177280166 & -0.866294000842876 \\ -0.866294000842876 & -0.866294000842876 & 1.146980177280166 \end{bmatrix} \]
\[ \tilde{Q}_0 = \begin{bmatrix} 1.146980177280166 \\ -0.866294000842876 \\ -0.866294000842876 \end{bmatrix} \]
\[ \tilde{Q}_1 = \begin{bmatrix} 0.009213500244971 \\ 0.009213500244971 \\ 0.009213500244971 \end{bmatrix} \]
\[ \tilde{Q}_2 = \begin{bmatrix} 2.72254735409097 \\ 2.72254735409097 \\ 2.72254735409097 \end{bmatrix} \]
\[ \tilde{Q}_3 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_4 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_5 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_6 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_7 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_8 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_9 = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_{10} = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_{11} = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_{12} = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_{13} = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]
\[ \tilde{Q}_{14} = \begin{bmatrix} 0.000203604967427 \\ 0.000203604967427 \\ 0.000203604967427 \end{bmatrix} \]

Solution # 2
\[ \tilde{R} = \begin{bmatrix} -10.355025789684301 & 0.089960595615499 & -7.22249791552032 \\ -1.230876578695987 & -0.055918601357451 & 0.089960595615499 \\ 0.089960595615499 & -7.22249791552032 & -1.230876578695987 \end{bmatrix} \]
\[ \tilde{Q}_0 = \begin{bmatrix} -0.055918601357451 \\ 0.089960595615499 \\ 0.089960595615499 \end{bmatrix} \]
\[ \tilde{Q}_1 = \begin{bmatrix} 0.000265571057046 \\ -0.03788623255730 \\ 0.03946806908735 \end{bmatrix} \]
\[ \tilde{Q}_2 = \begin{bmatrix} 0.000265571057046 \\ -0.03788623255730 \\ 0.03946806908735 \end{bmatrix} \]
Enclosure of the spectrum and eigenvectors of $R$:

Solution # 1

| Stable | Unstable |
|--------|----------|
| $E_{\text{eigenvalues}}$ | $E_{\text{eigenvalues}}$ |
| $-15.109390514119396$ | $-1.97715764765 \times 10^{-12}$ |
| $-0.575757491690149$ | $0.368062603099539$ |
| $-0.055035907018088$ | $0.43318944173372$ |
| Rad | Rad |
| $6.535796401 \times 10^{-7}$ | $2.492063094 \times 10^{-7}$ |

Solution # 2

| Stable | Unstable |
|--------|----------|
| $E_{\text{eigenvalues}}$ | $E_{\text{eigenvalues}}$ |
| $-14.418434214853773$ | $-6.3095425963 \times 10^{-13}$ |
| $-0.749706208068678$ | $0.20663463675313$ |
| $-0.55653907018088$ | $0.43318944173372$ |
| Rad | Rad |
| $1.58199897911 \times 10^{-8}$ | $2.542484848 \times 10^{-7}$ |

Solution # 3

| Stable | Unstable |
|--------|----------|
| $E_{\text{eigenvalues}}$ | $E_{\text{eigenvalues}}$ |
| $-14.075739495653303$ | $-1.960823148 \times 10^{-13}$ |
| $0.765740307086543$ | $0.150573731977708$ |
| $0.617206794991979$ | $0.526189290262075$ |
| Rad | Rad |
| $1.1204301894 \times 10^{-10}$ | $1.4128237162 \times 10^{-12}$ |

Solution # 4

| Stable | Unstable |
|--------|----------|
| $E_{\text{eigenvalues}}$ | $E_{\text{eigenvalues}}$ |
| $-13.840311255652773$ | $-1.433029932 \times 10^{-13}$ |
| $0.7795019353212$ | $0.078973804231439$ |
| $0.000382268478423$ | $0.755634154647173$ |
| Rad | Rad |
| $4.5252927940 - 10^{-10}$ | $6.1203920279 - 10^{-9}$ |

Solution # 5

| Stable | Unstable |
|--------|----------|
| $E_{\text{eigenvalues}}$ | $E_{\text{eigenvalues}}$ |
| $-13.667080400798002$ | $9.011809244 \times 10^{-14}$ |
| $-0.83865764412089$ | $0.2216520984306$ |
| $-0.404240204338901$ | $0.5232483231249$ |
| Rad | Rad |
| $4.1042307771 - 10^{-9}$ | $1.0966119731 - 10^{-11}$ |
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