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ABSTRACT

Although it is 45 years since legislation made gender discrimination on university campuses illegal, salary inequities continue to exist today. The seminal work in studying the existence of salary inequities is that of the American Association of University Professors (AAUP), by Scott (1977) and Gray (1980). Subsequently, innumerable analyses based on versions of their multiple regression model have been published. Salary is the dependent variable and is modeled to depend on various independent predictor variables such as years employed. Often, indicator terms, for gender and/or discipline are included in the model as independent predictor variables. Unfortunately, many of these studies are not well grounded in basic statistical science. The most glaring omission is the failure to include indicator by predictor interaction terms in the model when required. The present work draws attention to the broader implications of using these models incorrectly, and the difficulties that ensue when they are not built on an appropriate sound statistical framework. Another issue surrounds the inclusion of “tainted” predictor variables that are themselves gender-biased, the most contentious being the (intuitive) choice of rank. Therefore, a brief look at this issue is included; unfortunately, it is shown that rank still today seems to persist as a tainted variable.

1. Introduction

In 1972, Title IX, part of the Amendments to the Higher Education Act of 1965, required that educational institutions prohibit discrimination by gender. One outcome of this Amendment concerned resolving salary inequities between male and female faculty. This spawned innumerable studies within individual campuses and across the nation as faculty sought to address, and redress, identified salary inequities.

Most studies used a form of multiple regression model, starting with the definitive studies by the American Association of University Professors (AAUP), by Scott (1977) and Gray (1980). Unfortunately, not all these subsequent studies were well grounded in basic statistical science. Our primary goal in the present work is to draw attention to the broader implications of using these models correctly/incorrectly, and the difficulties that ensue when these models are not built on an appropriate sound statistical framework.

In this article, a “unit” could be a department, or discipline, or college division, or a group of units, or the like. Salary studies involve establishing regression models for a particular unit, but can involve several units/groups simultaneously, as described in Section 7.

A multiple regression equation takes the form

\[ Y = \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p + \epsilon, \]

where \( Y \) is the dependent response variable, \( \beta_0 \) is the intercept (on the \( y \)-axis), \( \beta_j \) is the regression parameter associated with the independent predictor variable \( X_j, j = 1, \ldots, p \), respectively, and \( \epsilon \) is the residual or error term. These predictor variables can be linear in and of themselves, for example, \( X = Years \), or quadratic such as \( X = X^2 = Years^2 \); or they can be interaction terms, for example, \( X = X_1 \times X_2, j \neq j' \), and so on. In the context of salary studies, the dependent variable, \( Y \), is salary (or a transformed function of salary such as log(salary)); in this work, we assume \( Y \) is salary. A plethora of books exist covering the basics of elementary applied regression analysis, for example, Kleinbaum, Kupper, and Muller (1988), Neter, Wasserman, and Kutner (1992).

One of the predictor variables could be an indicator variable, such as gender = 0/1 (or, equally, discipline). When undertaking studies that include indicator variables, it is important to remember that the interaction of any indicator variable with each of the other predictor variables must be included in the model. When these interaction terms are omitted, parallel regression lines result when perforce the actual lines are usually not parallel. One consequence of this is that any gender (or, discipline) differentials that might exist are made to seem smaller than they actually are especially for higher values of the predictor variables, thereby making it harder to identify real inequities. Unfortunately, there are endless studies in the literature that mistakenly omit these interaction terms, thus unknowingly producing incorrect analyses on which their conclusions are based. This principle is illustrated in Section 2 for gender. The analysis includes, in Section 2.2, a brief inspection of the respective regression residuals whereby we see that the best fits are not in fact attained by those models that ignore the
interaction terms; we also compare the resulting equations with appropriate equivalence tests. Section 4 shows the use of indicator variables for different disciplines, while Section 7 considers the situation when indicator variables are used for both gender and discipline. Throughout, we illustrate the principles involved through analyses of actual datasets (deliberately unidentified so as to protect privacy rights).

When salary inequities are identified by any analyses, the next, difficult, question is how to proceed to remove them. Gray and Scott (1980) argued for across-the-board remedies. An across-the-board approach which is simple to implement is presented in Section 3. One aspect of this approach is that it is more just and fairer to both males and females.

Other aspects of salary studies are also touched upon. When the number of faculty in a given unit is too small, it is necessary to group one or more units. This requires care, as it is important that newly formed groups themselves satisfy the usual statistical requirements underlying regression models for valid analyses. Hence, a short discussion on the grouping of units is presented in Section 5. Another issue concerns outlier salaries, usually relating to exceptionally high performers. Therefore, in Section 6, we consider briefly the impact of outlier salaries.

While our primary focus herein is on the scientific integrity of the use of the statistical methodology, given the vast literature on the subject, we also, in Section 8, consider some of the choices and rationales of what predictor variables should be used in those analyses. The most contentious of these issues revolves around whether or not to include rank (or, equally tenure) as predictor variables.

2. Gender Comparisons

2.1. Fitting the Regression Models

Let the relationship of Equation (1) be based on $p$ predictor variables as well as an indicator variable for gender. Then, we have

$$Y = \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p + \beta_{p+1} \text{gender} + \beta_{p+2} X_1 \times \text{gender} + \cdots + \beta_{2p+1} X_p \times \text{gender} + \epsilon.$$  

(2)

Thus, in addition to the indicator variable (gender), the predictor variables relate to entities that are thought to influence the salary $Y$; for example, years since highest relevant degree, years employed (however these years may be defined), number of publications, etc.

To illustrate the use of this model, take the following example. Suppose the data consist of those values for $Y = \text{Salary (in $'s)}$ plotted in Figure 1(a) against the predictor variable $X = \text{Years since degree, or simply “years.”}$ It is desired to fit a separate regression equation through each of the male and female data points. Thus, Equation (2) can be written as

$$Y = \beta_0 + \beta_1 \text{years} + \beta_2 \text{gender} + \beta_3 \text{gender} \times \text{years} + \epsilon.$$  

(3)

For these data, the regression equation becomes

$$\hat{Y} = 48134.0 + 917.2 \text{ years} + 1189.4 \text{ gender} + 271.3 \text{ gender} \times \text{years},$$  

(4)

where $\hat{Y}$ is the predicted value of the response $Y$ for given values of the regression variables. Substituting gender = 1 for males, into Equation (4), we obtain the male regression equation

$$\hat{Y} = 49323.4 + 1188.5 \text{ years};$$  

(5)

and substituting gender = 0 for females, into Equation (4), we obtain the female regression equation

$$\hat{Y} = 48134.0 + 917.2 \text{ years}.$$  

(6)

Note that these fits of Equations (5) and (6) were obtained by fitting Equation (3) to all the observations (i.e., to the dataset containing both the male and female values). The intercept term ($\beta_0 + \beta_2$, for males and $\beta_0$ for females) represents a base, or starting salary; and the slope ($\beta_1 + \beta_3$ for males and $\beta_1$ for females) represents the yearly increase in $\$$. If no gender inequity existed, then the estimates for the $\beta_2$ and $\beta_3$ parameters would be close to zero, producing male and female regressions that were not statistically significantly different from each other. In this case, however, Equations (5) and (6) are clearly different from each other, as are the divergent regression lines in Figure 1(b). A natural consequence of this widening gap is that with the inherent cumulative effect that results, females are increasingly disadvantaged over time.

Had we separately fitted the model

$$Y = \beta_0 + \beta_1 \text{years} + \beta_2 \text{ gender} + \epsilon.$$  

(7)

to the dataset consisting of males only and the dataset consisting of females only, then the resulting equations are exactly the same as in Equations (5) and (6), for males and females, respectively, as they should be. The upper blue regression line of Figure 1(b) shows the fit of Equation (5) for males and the lower red regression line shows the fit of Equation (6) for females.

While there is a wealth of literature concerned with the study of salary inequities by gender, it is unfortunately the case that often times these studies fail to include the indicator interaction terms. Instead of the model of Equation (3), these incorrectly use the model

$$Y = \beta_0 + \beta_1 \text{years} + \beta_2 \text{ gender} + \epsilon.$$  

(8)

For the data of Figure 1(a), the resulting regression equation from Equation (8) becomes

$$\hat{Y} = 46176.8 + 1064.7 \text{ years} + 2205.9 \text{ gender}.$$  

(9)

Substituting gender = 1 for males, into Equation (9), gives a male equation as

$$\hat{Y} = 48382.7 + 1064.7 \text{ years};$$  

(10)

and substituting gender = 0 for females, into Equation (9), gives a female equation as

$$\hat{Y} = 46176.8 + 1064.7 \text{ years}.$$  

(11)

Notice these two equations are parallel, as demonstrated by the green dashed lines in Figure 1(b).

These parallel equations could pertain when both males and females receive the same yearly raise in $\$$. That is, Equations (10) and (11), with their equal slopes, imply that the yearly salary increase in $\$ is the same for males as for females, and so
are unable to capture annual disparities in merit/productivity raises should they exist. Indeed, in this case, the raise amount (here, $1064.7) is a larger percentage of the female base (here, 2.306% = (1064.7/46176.8) × 100%) than it is for the male base (2.201% = (1064.7/48382.7) × 100%) which implies the females received a higher percentage annual raise on average than did the males.

If salary raises are based on productivity measures that are themselves biased against females (see Section 8), then with each passing year and average lower raises for females, the gender salary gap widens with the cumulative effect of these lower raises prevailing. Hence, the relevant regression equations need to reflect this phenomenon. In this case, it is the diverging regressions (of Equations (4)–(6)) that pertain, rather than the parallel lines (of Equations (8)–(11)).

To illustrate briefly the use of two predictor variables, consider the predictor variables $X_1 =$ years since degree (or, “degree”) and $X_2 =$ years employed at current institution (or, “employ”). Then, Equation (1) becomes

$$Y = \beta_0 + \beta_1 \text{degree} + \beta_3 \text{gender} + \beta_4 \text{gender} \times \text{degree} + \beta_5 \text{gender} \times \text{employ} + e.$$  \hspace{1cm} (12)

For these data, the regression equation becomes

$$\hat{Y} = 46773.0 + 581.3 \text{degree} + 755.4 \text{employ} - 3085.0 \text{gender} + 2197.8 \text{gender} \times \text{degree} - 2583.4 \text{gender} \times \text{employ}. $$  \hspace{1cm} (13)

When the indicator by predictor interaction terms are omitted, we have

$$\hat{Y} = 44963.9 + 1507.2 \text{degree} - 569.9 \text{employ} + 6098.7 \text{gender}. $$  \hspace{1cm} (14)

Substituting gender = 1 for males and gender = 0 for females, we obtain the respective equations for males and females. Now, the regressions are planes in three-dimensional space. For the correct model of Equation (13), these will be diverging planes, as shown in Figure 2(a), whereas for the incorrect model Equation (14), these will be parallel planes as seen in Figure 2(b).

Thus, if there are no gender inequities in yearly raises (in $s$), then the parallel equations evolving from Equation (9) or Equation (14) could be valid. However, if the analysis is designed to identify inequities, then clearly this would not be an appropriate formulation as it presupposes no inequities. Existing inequities can only be identified by the model generated by Equation (3) or Equation (12), which produces the widening disparities that occur over time when inequities do in fact occur.

### 2.2. Looking at the Fits

The theory behind the calculation of the regression lines is that the estimates of the model parameters (the $\beta_j$, $j = 0, 1, \ldots, p$, of Equation (1)) are those values which minimize the sum of squares of the residuals, that is, for observations $(Y_i, X_{i1}, \ldots, X_{ip})$, $i = 1, \ldots, n$, we minimize

$$\sum_{i=1}^{n} \text{residual}_i^2 \equiv \sum_{i=1}^{n} e_i^2 = \sum_{i=1}^{n} (Y_i - \beta_0 - \beta_1 X_{i1} - \cdots - \beta_p X_{ip})^2.$$  \hspace{1cm} (15)

where $e_i$ is the residual for the $i$th observation, $i = 1, \ldots, n$. This minimization gives the “best” fitted regression equation through the observations.

For the data used in the one-predictor variable gender comparisons of Section 2.1 (Equations (3)–(11)), fitting the regression line Equation (6) through the female observations gives $\sum \text{residual}_i^2 = 2871.2 \times 10^5 \equiv R^{2}_{(6)}$, say. The corresponding value when fitting Equation (11) through the female observations gives $\sum \text{residual}_i^2 = 2925.7 \times 10^5 \equiv R^{2}_{(11)}$, say. For the regression equations fitted through the male observations, we have $R^{2}_{(5)} = 2802.7 \times 10^5$ and $R^{2}_{(10)} = 2810.2 \times 10^5$ when fitting Equations (5) and (10), respectively. Clearly, for each of the male and female regressions, the sum of squared residuals for the incorrect regression equations is larger than that for the correct model. In other words, while intuitively, we can see from the parallel lines of Figure 1(b) that the model Equation (8) cannot be correct, these residual comparisons show numerically that using the model without the appropriate interaction terms is misleading.

It is clear from the two sets of fits in Figure 1(b) that omitting the interaction term in the model (the green dashed parallel lines) has the effect of drawing the male and female regression lines closer than they really should be, as years increase, with the
result that it appears any inequity is smaller than it really is. The impact on female salaries is therefore particularly egregious for those who have been faculty for some time.

Another aspect of these fits involves so-called tests of coincidences where we want to see if the two regression equations, for males and females, respectively, are statistically significantly different from each other. This is not the same as (the t-test) testing whether any one model parameter is statistically different from zero. Rather this is (an F-test) testing whether all parameters collectively (or, a collective subset of parameters) are different for different values of the indicator model. To achieve this, it is necessary to use the dataset with both male and female observations and to use the indicator equations as in Equation (2). To illustrate, consider the two-predictor variable example of Equation (13). When we test for the effect of the interaction variables, the resultant p-value is \( p = 0.0002 \). That is, there is a significant difference between the “full” model containing all five variables in Equation (13) and the “reduced” model which omits the interaction variables. It is instructive perhaps to notice that when the focus is on the gender variable alone, we obtain \( p = 0.6423 \) which suggests gender per se is not significant. However, as we saw, it is the interaction of gender with the predictor variables which produces significant differences in the models. Had we used the model of Equation (14), we obtain \( p = 0.0995 \) for the gender variable, and so we would have erroneously concluded there was no significant difference between the parallel male and female regression equations. Looking at the effect of including all the gender variables in Equation (13) gives \( p = 0.0001 \). That is, all the gender variables, including their interaction terms, are collectively significant and should be included in the full model.

3. Adjustments

The next question is how to make adjustments to the female salaries so as to remove inequities identified by the two differing regression fits. What is clear from Figure 1(b) is that the male salaries are scattered around the male regression equation, as are the female salaries scattered around the female regression equation. The equations themselves represent the respective average male and female salaries for given years. It is recognized that below and above average salaries occur for all sorts of reasons (such as greater/smaller productivity levels, compression and inversion questions, different merit scores, etc.) for both males and females. Our issue here is not to resolve those reasons but to focus on departures due to apparent gender inequitable salaries only. As an aside, if the male regression equation is below that for females, then the male salaries should be adjusted; likewise, for other minority groups. For the purposes herein, we assume it is the female salaries that need adjustment.

Gray and Scott (1980) first established the importance of adopting across-the-board adjustments both legally and statistically. Later, the dangers of using a case-by-case approach were echoed by Ferree and McQuillan (1998). That is, it is important not to take a case-by-case approach as would apply, for example, if the female identified as observation #4 in Figure 3 were singled out for consideration. It could well be that the person #1 has been treated more inequitably when all factors are taken into account. Indeed, a detailed examination of a female’s record might well be construed as “discriminatory” if such an analysis were not conducted for all females and all men. It would also likely be somewhat difficult and time consuming to achieve an adequate summary of anyone’s work, particularly as this would require assembling relevant information (such as quantity and quality of publications, conference invitations, grants, student supervisions, etc.) for all predictor variables for all males and females in the unit under study. One such exercise is reported in Barsanti, Billard, and Anderson (1993), in an across-the-board detailed analysis of one college. However, the literature essentially concurs this would be a difficult exercise; see, for example, Haignere (2002). Therefore, as emphasised by Gray and Scott (1980), it is important that all females receive some across-the-board adjustment as a unit if gender inequities have been identified in their salaries.

---

1 This is easily tested in many regression packages, for example, in SAS, add the instruction “test < list of predictor variables >”, when using the “proc reg” regression procedure.

2 Use “test gender × degree, gender × employ.”

---

“Compression” and “inversion” occur when starting salaries are increasing faster than are merit raise increases; for “compression,” the lower ranked faculty person still has a salary lower than the longer serving faculty but the gap is shrinking, while “inversion” occurs when the starting salary has surpassed the salary of longer serving current faculty.
The AAUP recommendation, see Scott (1977), is to shift the female salaries that fall below the male regression equation up to the predicted value for a male with the same predictor variable characteristics. This is in effect the Peters (1941) and Belson (1956) approach. This is also sometimes referred to as the Blinder (1973) and Oaxaca (1973) method; see, for example, Bura, Gastwirth, and Hikawa (2012), Jann (2008), and Graubard, Sowmya Rao, and Gastwirth (2005). In addition, Gastwirth (1989) considered this issue in a court setting concerned with minorities. A nice summary can be found in Sinclair and Pan (2009), who conclude with a recommendation that further scenarios be explored. One such approach is offered herein.

Figure 3 shows the regression fits for the data of Figure 1 and identifies four particular females for illustrative purposes. The implementation of the AAUP adjustment increases the salary of the two individuals, #3 and #4, to match the male salary, but it leaves the salaries of the individuals #1 and #2 unchanged; see Figure 3(a). When this is implemented for all females, we are left with a situation where no females have a salary below the male equation, but there still remain males with salaries below that line. This set-up, it seems, is unfair to those males with below average salaries, and it is also unfair to those females with above average salaries whose salaries are unchanged by this method.

Instead, based on Billard, Cooper, and Kaluba (1991, 1994), it is proposed here that adjustments be made as follows. The female regression line should be rotated so as to coincide with the male regression line, with the female salaries moved upward correspondingly. This is equivalent to adjusting the female salary by the amount equal to the difference between the predicted male salary and the predicted female salary, obtained from the respective regression equations, for the same predictor variables of each female. Formally, for the one-predictor variable case of Equation (3) (multiple predictor variables are handled similarly), we can write the predicted salary based on the male and female regressions, respectively, from Equation (3), as

\[ \hat{Y}_m = (\hat{\beta}_0 + \hat{\beta}_2) + (\hat{\beta}_1 + \hat{\beta}_3) \times \text{years}, \]

\[ \hat{Y}_f = \hat{\beta}_0 + \hat{\beta}_1 \times \text{years}, \]

where \( \hat{\beta}_i, i = 0, \ldots, 3, \) are the regression parameters estimated from the data. Thus, for the data of Section 2.1, the adjustment for a female with a given value for years, \( \hat{Y}_m - \hat{Y}_f, \) becomes

\[ \text{Adjustment} = \hat{Y}_m - \hat{Y}_f = \hat{\beta}_2 + \hat{\beta}_3 \times \text{years} = 1189.4 + 271.3 \times \text{years}. \]  

Thus, for our four illustrative females in Figure 3, the adjusted salaries would be as shown in Figure 3(b). Such an adjustment procedure is fairer to all faculty in that unit including those males with below average salaries and to those females with above average salaries, in the following sense.

Salary increases through annual raises are typically made by an academic unit based on assessments of faculty productivity for a given period of time. This assessment can be made by a head/chair or a group/committee of senior faculty or the like, and productivity can be measured by a variety of activities such as publications, conference invitations, grants, and so on; and for the present purposes it is assumed the assessment time-frame is one year (though certainly such assessments could be for a rolling window of say two or more years). All else being equal, males with salaries above the male predicted regression equation (the blue line in Figure 3) have over the years received above average raises due to above average productivity levels compared to their male colleagues in the same unit; likewise, those whose salaries are below the regression equation have been relatively less productive. Similarly, females with salaries above (respectively, below) the female predicted regression equation (the red line in Figure 3) have been assessed as being more (respectively, less) productive than the other females in the unit.

By invoking the AAUP/Peters–Blinder approach (see Figure 3(a)), females with salaries below the male averages are increased to those male averages but males with salaries below the male average are left unchanged. This essentially takes no account of these females as having lower levels of productivity, while the males with lower average salaries retain salaries reflecting their lower levels of productivity. This then is not equitable for those males. By the same token in contrast, (the usually few in number) females with salaries above the male regression equation receive no adjustment by the AAUP method (again see observations #1, 2 in Figure 3(a)). Yet, these females have to have been exceptionally more productive not just compared to their female cohorts but even compared to the males in their unit to have such a relatively higher salary. To leave their salaries unadjusted would be quite unfair to
such female faculty, especially if their higher productivity is not rewarded commensurately with their male highly productive counterparts who have been well rewarded with relatively higher salaries. The recommended adjusted method, by rotating the female (red line) regression to coincide with the male (blue line) regression, keeps the relative disparities of the salaries reflecting the cumulative productivity levels the same for both genders as they were before adjustment; that is, a female whose salary is $5 (say) more, or less, than the average predicted for her predictor values (here, years) still has the same $5 salary differential after adjustment. Clearly, the males also retain their respective relative salary differentials.

Since the female regression equation is typically below that for males, one consequence of this recommended adjustment procedure is that the average female adjustment tends to be lower than it might be when the AAUP adjustment method is implemented. For the data of Figure 1, the overall AAUP adjustment average is $6375 compared with our recommended adjustment average of $4789. An administrator might like this, but a female faculty might not. However, since justice and fairness for all faculty, male and female, should be the desired goal, we prefer this recommended adjustment.

A related issue deals with an administration’s response as to how to go forward from this point. Clearly, they are to be applauded for recognizing the legal and practical implications by making adjustments when salary inequities are identified. However, as, for example, Dempsey, Gillies, and Rietveld (2004) have reported, it is usually the case that, even after prior adjustments, gender inequities reemerge in salary levels. The reasons involve the broader issue of discrimination in general, and how women’s productivity measures and contributions are perceived compared to those of men. Gray and Scott (1980) delved into these murky waters. Unfortunately, the problems are still with us; Sandler (2000) explained that institutions still have a long way to go to achieve parity.

4. Comparisons by Disciplines

Including several disciplines into the one analysis can be conducted in the same manner as was done by including both genders. As in Section 2, both indicator variables for discipline and their interaction with predictor variables must be included in the model of Equation (3), which now becomes, for $p$ predictor variables,

$$ Y = \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p + \beta_{p+1} \text{group}_1 + \beta_{p+2} \text{group}_2 \times X_1 + \cdots + \beta_{2p+1} \text{group}_1 \times X_p + e, $$

where a particular discipline here is identified by “group.”

This is illustrated for the data shown in Figure 4 where regression fits are made for two groups Group 1 and Group 2 and one predictor variable $X_1 = X = \text{years}$. In this case, Equation (19) becomes, for one predictor variable years since degree,

$$ \hat{Y} = 40496.8 + 1741.2 \text{years} + 3063.2 \text{group}_1 + 1267.9 \text{group}_2 \times \text{years}. $$

(20)

When group $= 1$ is substituted, Equation (20) becomes

$$ \hat{Y} = 43560.0 + 3009.1 \text{years}. $$

(21)

for Group 1; and when group $= 0$ is substituted, Equation (20) becomes, for Group 2,

$$ \hat{Y} = 40496.8 + 1741.2 \text{years}. $$

(22)

Were the regression model of Equation (7) fitted to the Group 1 data alone, then the resulting equation is exactly as in Equation (21); likewise, Equation (22) is the fitted equation when using the Group 2 data alone.

The intercept term ($\beta_0$) in each model essentially reflects different base or starting salaries for each discipline, with the regression slope parameter reflecting the average $\$ \text{raise per year}$. Fits of these equations to these two groups are displayed in Figure 4, the upper blue line corresponding to Group 1 and the lower red line to Group 2.

When the indicator by predictor interaction terms are omitted from the model, Equation (19) becomes

$$ Y = \beta_0 + \beta_1 X_1 + \cdots + \beta_p X_p + \beta_{p+1} \text{group}_1 + e. $$

(23)

For the data of Group 1 and Group 2, the resulting equation is

$$ \hat{Y} = 35226.6 + 2158.6 \text{years} + 27742.0 \text{group}_1. $$

(24)

Substituting group $= 1$ gives, for Group 1,

$$ \hat{Y} = 62968.6 + 2158.6 \text{years}; $$

(25)

and substituting group $= 0$ gives, for Group 2,

$$ \hat{Y} = 35226.6 + 2158.6 \text{years}. $$

(26)

These two equations are parallel (see the green dashed lines of Figure 4). Notice in particular this implies each group has the same average increase in salary in $\$ \text{here, 2158.6} \text{each year}. For those institutions which provide the same (or, approximately the same) average percentage yearly increases to groups (for allocation to individuals within a group), any regression model which determines equal $\$ \text{average raises for all groups, as in Equations (24)–(26)}, cannot represent the fact that years in service might be compensated differently (in $\$\text{s}) in the two groups. An equation such as Equation (24) can only be correct if both groups had the same average annual increments in $\$\text{s}$. This is usually not the case in an academic setting. For example, law
salaries differ substantially from those for history. A comparison of the relative salary levels across disciplines from 1980 to 2010 can be found in, for example, Academe (2011, Tables G and H) which demonstrates these salary differences by discipline.

When there are more than two groups, Equation (19) becomes the model

\[
Y = \beta_0 + \beta_1 X + \beta_2 \text{group}_1 + \cdots + \beta_g \text{group}_{g-1} + \beta_{g+1} \text{group}_1 \times X + \cdots + \beta_{2g-1} \text{group}_{g-1} \times X + e, \tag{27}
\]

where we have assumed, for illustrative purposes, that there is only one predictor variable \(X\) (such as years). Note there is one less group indicator variable than there are groups; this accommodates the last group Group \(g\) as having all zero values for the actual group indicator variables used.

We illustrate this with the raw data shown in Figure 5(a) for three groups. Here, a third Group 3 is added to the two groups Group 1 and Group 2 above. The resulting regression model is

\[
\hat{Y} = 43131.6 + 10187.7 \times 7 \text{years} + 428.4 \text{group}_1 - 2634.8 \text{group}_2 + 1990.4 \text{group}_1 \times \text{years} + 722.5 \text{group}_2 \times \text{years}. \tag{28}
\]

Thus, when the indicators \(\text{group}_1 = 1\) and \(\text{group}_2 = 0\), Equation (28) becomes, for Group 1,

\[
\hat{Y} = 43560.0 + 3009.1 \text{years}; \tag{29}
\]

when the indicators \(\text{group}_1 = 0\) and \(\text{group}_2 = 1\), Equation (28) becomes, for Group 2,

\[
\hat{Y} = 40469.8 + 1741.2 \text{years}; \tag{30}
\]

and when the indicators \(\text{group}_1 = 0\) and \(\text{group}_2 = 0\), Equation (28) becomes, for Group 3,

\[
\hat{Y} = 43131.6 + 10187.7 \text{years}. \tag{31}
\]

Notice that Equations (29) and (30) for Group 1 and Group 2 are the same as those calculated in Equations (21) and (22) for these same two groups, respectively. The regression plots for these three groups are displayed in Figure 5(b).

Again, omission of the different group \(\times X\) interaction terms produces three parallel lines which are clearly incorrect regression equations, unless all groups have the same salary structure which is unlikely, for example, salaries for law, history and biology are quite different from each other.

5. Grouping Disciplines

When sample sizes for gender or disciplinary groups are small (evidenced by large standard deviations for the regression parameters), it might be beneficial to merge units to reach suitable sample sizes for the analyses to be valid.\(^4\) If the number of observations is too small, then conclusions drawn by the \(t\)-tests or \(F\)-tests in fitting the regression models have insufficient power. Care is needed when merging units however, as any resulting group should be formed from units that have a similar salary structure.

It is reasonably easy to test for normality of the underlying dataset (e.g., in SAS, invoke “proc univariate data= normal; var salary; run;”). Four tests for normality are the default (viz., Shapiro–Wilks, Kolmogorov–Smirnov, Cramér–von Mises, and Anderson–Darling tests; the specific details are not important to the present discussion).

For example, consider two units Group 1 and Group 2, say. Separately each group has a salary structure that is normally distributed. However, when merged into one group, we find that the male salaries of this merged group are normally distributed; but the salaries of the females are not at all normally distributed. In fact, the female salary structure is quite bi-modal, as demonstrated in Figure 6; here, the histogram of the salaries of the Group 1 females is to the left centered around 51,000 whereas the histogram for salaries of Group 2 females lies to the right centered around 115,000. Since the number of females in each of these groups is small, a more suitable grouping has to be found to study gender salary differentials for these individuals.\(^5\)

In this particular case, merging Group 1 with a different group, Group 3, is more suitable. The combined histogram plots for this grouping for female and male salaries are shown in Figures 7 and 8, respectively. The normality test results are confirmed.

\(^4\)The often-used “rule of thumb” is to have about five times as many observations as there are predictor variables in the model; some authors, for example, Neter, Wasserman, and Kutner (1992) suggested 6 to 10.

\(^5\)As an aside, we caution that it could be that the two “groups” in Figure 6 may refer to some individuals who have fewer years and another group who have served many years so that these apparent differences merely reflect differences in longevity. The regression diagnostics should inform as to whether these differences are because of a non normality merging or simply because of longevity differences.
6. Outliers

Another issue relates to outlier observations. Consider again the combined Group 1 and Group 3 male salaries, in particular the histogram of male salaries shown in Figure 8. There appear to be outlier salaries above 125,000. On even further inspection, one of these observations relates to a salary for a male with a very high value for the predictor variable, years. On further investigation, his salary is well within two standard deviations of the predicted salary for someone with his years. Therefore, this observation should be retained in any analysis. On the other hand, the other observations for which the salary >125,000 are outside the two standard deviation range for their respective years, and so are real outliers. A detailed investigation of the influence of outliers has been made by Cook and his colleagues, see, for example, Thomas and Cook (1989, 1990); we omit that discussion here. It is also important that any process to exclude...
outliers be such that it does not provide an opportunity for bias to intrude.

The effect of including these outliers in the analysis is shown by the upper dotted regression line in Figure 9. The male regression line obtained by ignoring the outliers is the heavy blue line in Figure 9, and the female regression fit is the heavy red line of Figure 9. Clearly, in this case, by ignoring outliers, it would seem that there is no gender salary inequity between the males and females of this grouping (Group 1 and Group 3 combined).

The difference between the two fitted regression lines for male salaries raises another issue that frequently prevails. When outliers do occur, it behooves the institution to take a careful look at them and the conditions which produced them, even if only to assure themselves that they are not unwittingly perpetuating discrimination. Occasionally, there are easily identified outlier salaries that evolved from a faculty member having received a truly outstanding recognition such as a Nobel Prize. This is not something to which any given faculty member generally might aspire. More frequently, an institution will reward high-flying faculty with large substantial salary adjustments in response to their being awarded some prestigious recognition or election to a prestigious professional society presidency and the like. It is not unexpected that such faculty have exceptionally high salaries. However, if male high-flyers are rewarded and female high-flyers are not so rewarded, then there is an inherent inequity to the salaries of those females. Often however, there might be relatively high male salaries (even ones identified as outliers) because of current or prior appointments to administrative positions such as department heads/chairs or directors of centers. When more males than females serve in these positions, there results a built-in bias against female faculty with a commensurate relative negative effect on salary. There is also again, perhaps inadvertently, inequity if the salaries of women who are appointed to such positions are not upgraded to the same extent as for males when they are appointed. Outliers, or “lower-level” outliers such as these, can exist for all sorts of reasons, and should be handled carefully and in a way that is not itself discriminatory.

If there is true gender equity, then there should also be some female high salaries. Therefore, if outliers exist for male salaries but not for female salaries, to help redress those difficulties, it can be argued that it is the equation obtained by the full set of male salaries (the dotted line of Figure 9) that should be used when making adjustments to the female salaries (see Section 3). Indeed, Gastwirth (1988) discussed a court case that argued that these outliers should be included even though the higher male salaries related to prior administrative duties.
Figure 10. Groups 4 and Group 5: regression fits by gender and group left (a) correct regressions; right (b) incorrect regressions—yellow and green lines (for Group 4) and blue and red lines (for Group 5) represent the male and female regressions, respectively.

7. Gender and Discipline Indicators

As intimated in Section 4, it is well known that different disciplines experience different average salary structures. An omnibus model can involve both discipline and gender differences. In the same way that indicator variables are used for gender (see Section 2) and for discipline or groups (see Section 4), indicator variables for both gender and groups can be inserted into the same regression analyses. Again, care must be taken to include the indicator by predictor interaction terms. These interaction terms must also include indicator interaction terms. These principles are illustrated in the following example.

The dataset consists of the salaries and the predictor variable years, for males and females in two disciplines Group 4 and Group 5 and are displayed in Figure 10. The regression model of Equation (1) becomes, by combining the principles of Equations (2) and (19), for one predictor variable years,

\[ Y = \beta_0 + \beta_1 \text{years} + \beta_2 \text{gender} + \beta_3 \text{gender} \times \text{years} + \beta_4 \text{group} + \beta_5 \text{group} \times \text{years} + \beta_6 \text{gender} \times \text{group} + \beta_7 \text{gender} \times \text{group} \times \text{years} + \epsilon. \]  

(32)

For the data of Figure 10, the fitted model is

\[ \hat{Y} = 48134.0 + 917.2 \text{years} \]  

(33)

Substituting group = 1 for Group 4, and gender = 1, 0 for males and females, respectively, into Equation (33), we obtain

\[ \hat{Y} = 43326.2 + 1664.2 \text{years} \]  

(34)

and

\[ \hat{Y} = 45583.3 + 1158.2 \text{years} \]  

(35)

as the male and female regression equations, respectively. As an aside, this Group 5 happens to be the same academic grouping used in the gender discussion in Section 2; therefore, the regressions here of Equations (36) and (37) are identical to those calculated in Equations (5) and (6). These regression lines are shown in Figure 10(a). As is customary in academia, the group regressions widen as years increase, reflecting different salary scales by different disciplines. When male and female salaries within a given discipline (group) diverge, there is evidence of salary inequities by gender.

If the indicator interaction terms are omitted from the model, these data produce the equation

\[ \hat{Y} = 43451.2 + 1222.6 \text{years} + 5515.1 \text{gender} + 1428.6 \text{group}. \]  

(38)

Setting group = 1 for Group 4, and gender = 1, 0 for males and females, into Equation (38), produces

\[ \hat{Y} = 50524.9 + 1222.6 \text{years}, \quad \text{and} \quad Y = 45009.8 + 1222.6 \text{years} \]  

(39)

as the male and female respective fits; and likewise, with group = 0 for Group 5, we obtain, from Equation (38),

\[ \hat{Y} = 49096.2 + 1222.6 \text{years}, \quad \text{and} \quad Y = 43581.2 + 1222.6 \text{years} \]  

(40)

as the male and female respective fits. These fits are shown in Figure 10(b). As was evident in the discussions in Sections 2 and 4, these are parallel lines, representing equal $ salary increases each year. This phenomenon is clearly inaccurate for different disciplines and different genders unless both disciplines and/or both genders have the same starting salaries and receive the same average increases in $/s per year, which factor hardly prevails in academic environments (see, e.g., Academe 2011).
8. Predictor Variables

The literature is replete with studies on salary inequity issues. Most of these are either reviews of other studies and/or reporting on the results at some specific institution. Almost all use the multiple regression model of Equation (1) in some form or another. All deal with their choices of predictor variables to use in their study.

A common thread is the standard choice of years since the doctoral degree (corresponding to the \( X = X_1 \) variable used earlier in Sections 2, 4, and 7). Rather than doctorate degree, the degree may be an appropriate “highest” degree credential, such as a Masters of Fine Arts, or a Doctor of Veterinary Medicine.

A predictor variable variously described as “experience” representing years employed is often included. This frequently appears as years employed at current institution as information on years employed at previous institutions may be difficult to ascertain. Occasionally, this is estimated by versions of current year minus degree year; however, this could be comparable to the years since degree variable and so would be redundant. Also, how to account for years not served in faculty ranks may be difficult to assess. Such questions clearly need further study. However, it may be defined, studies usually use this experience variable as a linear predictor though some also add a squared experience term to their model on the grounds that compression and declining productivity with age are factors affecting faculty salaries (e.g., Moore, Newman, and Turnbull 1998; Bratsberg, Ragan, and Warren 2003).

8.1. Rank

Use of rank as a predictor variable is contentious and controversial at best; Haignere (2002) referred to this as the “most hotly debated” issue. Where used, it tends to be used as a proxy for unavailable productivity variables. The AAUP, Scott (1977), is clear when it says “rank (and tenure) should not be employed as predictor variables of salary” especially since their use will underestimate any inequity that might exist. Scott (1977) elucidated how these entities are so closely related, especially when, as is usually the case, it is the same unit, same faculty, making both promotion and salary decisions.

While not the purview of the present article to make a definitive study, it is well documented that it is harder for women to publish than it is for men (though this can be mitigated if double-blind reviewing predominates); see, for example, Eagly and Carli (2003) and the Goldberg (1968) paradigm, Sandler (1986), and Jagsi et al. (2006). Often forgotten in this debate is the pervasive effect on teaching evaluations where female faculty are judged by higher standards in the classroom than are male instructors (see, e.g., the discussion in Laube et al. 2007). Gray (1993) has an extensive detailed review of what types of difficulties are encountered when trying to assign measures to productivity entities. That is, the underlying difficulty here is that rank and productivity measures are themselves gender-biased, or “tainted” variables. There is a universal acceptance that tainted or biased variables should not be used in salary regression analyses, as they underestimate the level of inequity; see, for example, Luna (2006), Johnson, Riggs, and Downey (1987), Barbezat (1991, 2002). Indeed, Finkelstein (1980), who coined the term, in his review of the judicial responses to these models is adamant that “If there has been discrimination in promotions, salary is likely to be a tainted variable, the effect of its inclusion being to conceal discrimination with respect to awards of salary.” As earlier suggested by Scott (1977), Finkelstein (1980) concurred that “including rank as an explanatory variable could incorrectly explain away discrimination in salary even if the differences between men and women with respect to awards of rank were not statistically significant.”

Nevertheless, the intuitive appeal to use rank and time in rank in lieu of productivity is strong. Several studies, by using a variety of datasets, consider models which do, and do not, include a rank variable; see, for example, Hoffman (1976), Barbezat (1991), Toutkoushian and Conley (2005), and Boudreau et al. (1997). In all cases, when rank was included, apparent salary inequities were reduced, thus corroborating the warning of the earlier AAUP conclusions in Scott (1977) and Finkelstein (1980) against the use of rank.

The AAUP study reported by Haigere (2002) sums up these sentiments best by asserting that those who control rank also control salaries, so if bias exists in one it exists in the other. Haignere (2002) said that if rank is to be used as a predictor variable, then performance measures should also be used to assess its appropriateness, further adding that it is unwieldy if not impossible to collect such data, and so elected not to collect performance data in their studies. This circles us back to the original AAUP study of Scott (1977) which demonstrated that within a given institution and discipline, since productivity measures are relatively homogeneously defined, adding productivity measures even if easily attainable adds little to the predictor equations.

Actual studies on ascertaining whether or not rank is itself gender biased are hard to achieve, primarily because of the difficulties in assessing productivity measures to compare performances. One study by Smart (1991) showed that rank was gender related. The Johnson, Riggs, and Downey (1987) study observed that predicted levels of tenure and rank for women were higher than those actually achieved. They suggested that these predicted values should be used as the predictor variables if the analyst wants to use rank in the regression model; the reader is cautioned however of the need to account for the variability of the predicted rank and that often the same variables are used as in the salary regression model with the effect that adding the predicted ranks may not add any additional information. Toutkoushian (1999) documented how this rank bias still persists. Euben (2001) reported on a case which showed a considerable gap (7.38 years longer in lower ranks) in promotion for females. An editorial on the slowness of promotions for women is in Shaw (2007).

Perceptions are that such disparities no longer exist. Unfortunately, as seen from Figure 11 (an updated version of Figure 4 in Billard and Kafadar 2015), the percentage differential between men and women who have been awarded tenure is unchanged since 1972, the year that Title IX became law. This disparity with tenure relates at least to some extent with promotion out of the Assistant Professor rank. Figure 12 shows the percentage of males and of females at each of the Full Professor, Associate Professor and Assistant Professor ranks. From the (a) plots (full blue lines) in Figure 12, we observe that, as for tenure, there is
Figure 11. Percent tenure rates by gender.

Figure 12. Percentage male and female by rank.

an approximately constant percentage differential between men and women, with an average of 46% of men and 21% for females at the Full Professor level over the years 1994–2015. Further, in contrast, from the corresponding (c) plots (dashed red lines) for the Assistant Professors, the percentage of females in the Assistant Professor rank is higher than that for males (averages of 31% and 20%, respectively); and while the percentage gap (dot-dash-dot green (b) lines) at the Associate Professor level is narrower (28% and 26% for females and males, respectively), it is clear from the (b) and (c) plots in Figure 12 that these gaps have persisted for the last twenty years. These observations are for Category I doctoral institutions as published annually in *Academe*.

Whatever caveats may be imposed upon these data, there is no avoiding the conclusion that females are still not moving up the ranks as fast as males are. Earlier arguments that females have not been in the pipelines long enough to achieve the fruits of promotion are no longer germane. Indeed, West and Curtis (2006) concurred that this “ceiling remains most rigid” and that “inequities persist in the career progression of faculty women.” That is, rank continues to be a gender-biased tainted variable.

As a separate issue, since, as these data suggest, females are staying in the lower ranks longer than males are, it is important for institutions to undertake critically directed studies seeking ways to ask why the females at their particular institution are not being equitably promoted. Pragmatic approaches are needed. Gray and Scott (1980) discussed at length ways to address this issue. They also explain why it is so difficult to conduct gender-free biases when studying productivity entities, which entrenched difficulties no doubt help explain why these inequities in rank and salary persist still today. Unfortunately, these biases have a propensity to creep in no matter how hard institutions try to avoid them. Indeed, as Handelsman et al. (2005) summarized, removal of these invisible biases will take a concerted effect by an entire administration.

8.2. Beware of Collinearity

Collinearity can occur when two or more predictor variables indirectly contribute the same information to the prediction of the response dependent variable ($Y$). Little attention seems to have been given to the question of collinearity among the choices of predictor variables, despite the fact that several of the variables used would intuitively seem to be highly correlated. Luna (2006) suggested collinearity problems were insufficient to undermine a legal case being reviewed. Earlier, Billard, Cooper, and Kaluba (1994) showed that for a particular dataset, the use of one or both of the predictor variables, $X_1 = \text{years since degree}$ and $X_2 = \text{years employed at the current institution}$, produced very similar predictions. Obtaining total years in the employment sector can be problematical. One solution has been the use of surrogate years employed such as years elapsed since the doctoral degree; however this measure is clearly correlated to the years since degree variable and so it is advisable to avoid this usage. Moore (1993) opined the effect of collinearity is minimal.

9. Conclusion

This study is an expansion of an earlier report by Billard, Cooper, and Kaluba (1994). It would have been hoped that by now analytical issues would no longer be an issue. As Sandler (2000) said at the conclusion of her history of the enactment of Title IX, “the struggle for educational equity is by no means over.” One aspect of this problem is the failure to use statistically adequate regression models when attempting to study salary levels. Unfortunately, too often, incorrect models are still used in too many analyses, even though they may be accepted by the courts, albeit erroneously. The most glaring error is the omission of the indicator interaction terms, whether these be indicators for gender and/or for discipline, or even rank. As has been illustrated in Sections 2, 4, and 7, failure to use a statistically correct formulation for the model results in parallel regression lines, which lines make any inequities between genders (and/or disciplines) seem smaller than they really are. These are scientific errors. Other regression models may be more applicable for some data, such as logistic regression models (e.g., Fairlie 2005; Hikawa, Bura, and Gastwirth 2010), nonlinear regression models (e.g., Sinning, Hahn, and Bauer 2008), survival analysis ideas
(Pan and Gastwirth 2005), or spline models (in which the overall regression consists of fits by components across subsets of the predictor variables; see, e.g., Wahba 1990). The principles described in the present article still pertain. In particular, it is important to include the indicator interaction terms; and adjustments to salary as suggested in Equation (18), Adjustment = \hat{Y}_m - \hat{Y}_f, still apply but where now the predicted male \( \hat{Y}_m \) salary and female salary \( \hat{Y}_f \) are calculated from the obtained fitted model/s.

Other components of the regression models may be more along philosophical lines, such as debates over which particular predictor variables should, or should not, be included in the model.

Comment: The datasets used in these analyses are based on actual datasets, from years past. However, the salary values per se have been transformed so that no one individual or unit can be identified. Some observations, such as outliers, have also been omitted. However, for the Group 1/3 analysis (see Figure 9), some outliers were included so as to illustrate their influence in an analysis. Finally, these analyses were done using the SAS and R packages.
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