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SUMMARY With the popularization of Internet of things (IoT), the interaction between human and IoT has become a daily life. In this interaction, the objects of IoT usually require access to personal data, which are often sensitive. We propose a lightweight privacy-preserving model based on the trust evaluation that it can effectively protect privacy based on simple threshold detection. The key issue we address in this work is how to construct trust model so that non trusted objects were prevented from accessing private data. This work can be considered as a lightweight approach to access control for privacy-preservation. The main algorithm in the proposed model is a kind of dynamic self-adjusting trust evaluation mechanism that uses a combination of interaction information occurs between the human and the Internet of things, between the human and the human. According to the given threshold, the trust model can determine the data level of object access in the IoT. We have implemented a prototype of the proposed scheme, thereby demonstrating the feasibility of the proposed scheme on resource-constrained devices.
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1. Introduction

The development of the Internet of things (IoT) has greatly influenced the production and daily lives of human. In recent years, the research and application of the IoT have gained wide attention. The field and scope of interaction between human and IoT has become increasingly widespread. The nodes of IoT are everywhere, and that is to say the human’s privacy data is extremely easy to get. So the challenge which must be overcome before widespread deployment of IoT that relies on objects of IoT is trusted [1], [2].

The motivation in this work is based on the interaction that the trust value of object can be provisioned based on the process of interaction. For example, consider the case of an unknown object that it wants get private data from a person if the trust value of object has crossed specific thresholds. In fact, any form of application scenarios that involve anomaly access can be supported by such a framework.

Privacy-Preserving model consists of three components: trust evaluation module, privacy classification mod-

2. Privacy-Preserving Model

2.1 Design of Trust Evaluation Module

Trust evaluation module is composed of three parts, which are direct interactive trust, friend recommendation trust and historical trust.

Trust evaluation is the basis of privacy-preserving. When the object of IoT has a certain trust value, it is able to determine which data content can be accessed. The process of trust evaluation is shown in Fig. 1.

(1) Direct interactive trust

In this, we assume that human can judge the validity of the data. We only consider three kinds of interaction behavior, namely the abnormal data, the unauthorized access and the
abnormal response.

Direct interactive trust is calculated at the end of the interaction, so when the interaction begins to determine the access, the value of direct interactive trust is equal to the value of historical trust.

The total number of communication between the i-th object and human is denoted as \( m \). The invalid data's number of the i-th object is denoted as \( m_d \). The number of unauthorized access is denoted as \( m_u \). The number of non-real-time response is denoted as \( m_{nr} \). The direct interactive trust of the i-th object is recorded as \( T_{dit}^i \). Then the calculation method is shown in the formula 1.

\[
T_{dit}^i = \left\lceil \max \times \frac{3 - (m_d + m_u + m_{nr})}{m} \right\rceil
\]  

(1)

Where MAX is a maximum value and it is pre-defined.

(2) Friend recommendation trust

Each human will save a friends list. So each human can get a trust value of the i-th object from his friends. We assume that this person has \( n \) friends, of which \( k \) friends have a trust evaluation of the i-th object. The comprehensive trust of the i-th object provided by the j-th friend is recorded as \( T_{j}^i \). The friend recommendation trust of the i-th object is recorded as \( T_{frt}^i \). Then the calculation method is shown in the formula 2.

\[
T_{frt}^i = \begin{cases} 
\sum_{j=1}^{k} \left( \frac{T_{j}^i}{k} \right), & 0 < k \leq n \\
\max, & k = 0 
\end{cases}
\]  

(2)

(3) Historical trust

We introduce three thresholds, namely the public threshold (recorded as \( T_{th_{pub}} \)), the protected threshold (recorded as \( T_{th_{pro}} \)) and the private threshold (recorded as \( T_{th_{pri}} \)) satisfying \( 0 < T_{th_{pub}} < T_{th_{pro}} < T_{th_{pri}} < \max \). The initial value of historical trust is set \( H (H \in [T_{th_{pub}}, T_{th_{pro}}]) \) and updated according to data trust. The comprehensive trust of the i-th object is recorded as \( T_i \). The calculation method is shown in the formula 3.

\[
T_i^h = \begin{cases} 
H, & \text{initial} \\
T_i, & \text{other} 
\end{cases}
\]  

(3)

(4) Comprehensive trust

The value of comprehensive trust is obtained by the weighted average, using direct interactive trust, friend recommendation trust and historical trust. The calculation method is shown in the formula 4.

\[
T_i = [\alpha \times T_{dit}^i + \beta \times T_{frt}^i + \gamma \times T_i^h]
\]  

(4)

Where \( \alpha, \beta, \gamma \) are weighting coefficients, and \( 0 \leq \alpha, \beta, \gamma \leq 1 \), \( \alpha + \beta + \gamma = 1 \). The user, the experts and the experience can set its value.

The trust value of the first interactive object is set by the human. The general value is greater than the public threshold and less than the protection threshold.

2.2 Privacy Classification Module

The information of human can be classified in three levels, namely, public, protected and private. The criteria and rules of classification are determined by each human. The public information generally does not involve personal privacy and can be accessed by any normal object. The protected information and private information contains the contents of personal privacy and can only be accessed by a particular normal object.

2.3 Access Control Module

The level of the data that an object can access is determined by the trust value and the thresholds of object. The process of access control is shown in Fig. 2.

This indicates the higher the trust value, the more privacy data can be accessed. It also conforms to the social rules of human society.
2.4 Performance Analysis

The cost of trust model was mainly derived from the calculation of $T_{fr t}^i$, its value was $O(k)$. The size of public, protected and private data was recorded as $s_1$, $s_2$, $s_3$ respectively. The communication overhead of objects in IoT was $O(s_1 + s_2 + s_3)$. Due to the limitation of the trust threshold, the actual data in the communication process is much smaller than the total amount of data.

3. Simulation Results and Analysis

In order to analyze the validity of the privacy-preserving model, the model will be carried on verification through a simulation experiment environment.

3.1 Simulation Environment and Parameter Setting

The experiment is carried out to evaluate the performance of algorithm on OMNeT++ platform. We construct a runtime environment that contains 20 objects. Of these objects, 5 of which are human objects. The other 15 are non-human objects of IoT. The position of the human object is moving. And 5 human objects are friends. The exchange of trust between humans is integrated by two mechanisms, the regular exchange and the trigger exchange. In this way, we can ensure the timely detection of abnormal objects. The parameters of the simulation environment are set as shown in Table 1. The parameters of the trust model are shown in Table 2.

3.2 Simulation and Analysis

(1) Object distribution and topology

In the experiment, the number of objects was 20. Human objects were set to 5. Each interaction has 10 communications. The objects are randomly distributed in a square area. When an interaction is complete, the human object is moved to a new location at random. The value of parameter is shown in Table 1. Figure 3 is a graph of objects distribution and topological graph with 20 objects. Among them, the index 0, 5, 10, 15, 19 is defined as a human object.

(2) The change trend of trust value

In this, taking objects (with index 8) as an example, we analyze the change trend of the object’s trust value. The change trend of the object’s trust value was shown in Fig. 4.

As can be seen from Fig. 4, direct interaction trust has a relatively large fluctuation because of the impact of interactive behavior. Friends recommend trust, historical trust and comprehensive trust change trends are basically the same. Because of the exchange of trust between the friend and the trigger mechanism, the calculation of the trust value of the object is based on different human objects, but the change trend is basically stable. When there is a exception of direct interaction trust, the trigger mechanism can be timely notification to other friends. The abnormal state of this object can be known by all friends. From the change of the value of trust, the trigger mechanism has reached its effect.

(3) Comparison of energy consumption

Privacy-Preserving model can reduce the content of data access, which can reduce the amount of data in the com-

---

**Table 1** Parameter values of simulation environment.

| Parameter       | Value  | Parameter       | Value  |
|-----------------|--------|-----------------|--------|
| Number of Nodes | 20     | Initial energy  | 0.2J   |
|                 |        | of Node         |        |
| Nodes’ Distribution | 200m×200m | Sim-Time-Limit | 200s   |

**Table 2** Parameter values of trust model.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| MAX       | 100   | $n$       | 5     |
| $\left(Th_{pub}, Th_{priv}, Th_{pri}\right)$ | $\left(50, 70, 90\right)$ | $m$ | 10 |
| $\left(\alpha, \beta, \gamma\right)$ | $\left(0.3, 0.3, 0.4\right)$ | -    | -    |

---

**Fig. 3** Objects distribution and topological graph.

**Fig. 4** The change trend of the object’s trust value.
munication process, and reduce the energy consumption of objects of IoT. The comparison of energy consumption is shown in Fig. 5.

(4) Comparison of privacy loss
Privacy loss is the loss (such as property, etc.) caused by unauthorized access to private information. It is a dummy value in this paper. The basic unit of the privacy loss is $w$. Assuming that the public data access loss is 0, the loss of access to the protected data is 5, and the loss of access to private data is 10. The comparison of privacy loss is shown in Fig. 6.

Figure 6 shows that after the privacy-preserving model is introduced, the loss caused by unauthorized access is greatly reduced.

4. Conclusion

A Privacy-Preserving model of human Interaction with IOT based trust evaluation is proposed. In this model, we use the behavior and data of interaction process and social nature of human to construct the trust evaluation mechanism. The trust mechanism can meet the needs of privacy protection and has good characteristics. For example, trust can be dynamically updated, abnormal can be found in a timely manner, privacy can be effectively protected. The trust value of each interactive object is obtained through the trust mechanism. Given a threshold, the privacy protection problem is transformed into a simple judgment problem. If the trust value satisfies a certain threshold condition, the object can access the privacy data. In order to protect the data more effectively, we divide the data into three levels, which can satisfy the interaction requirements of different trust relationships. In addition, due to the interaction process using trust control, so that the communication reduces data volume, thus saving the energy of object.
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