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Abstract
Coronavirus has been identified as one of the deadliest diseases and the WHO has declared it a pandemic and a global health crisis. It has become a massive challenge for humanity. India is also facing its fierceness as it is highly infectious and mutating at a rapid rate. To control its spread, many interventions have been applied in India since the first reported case on January 30, 2020. Several studies have been conducted to assess the impact of climatic and weather conditions on its spread in the last one and half years span. As it is a well-established fact that temperature and humidity could trigger the onset of diseases such as influenza and respiratory disorders, the relationship of meteorological variables with the number of COVID-19 confirmed cases has been anticipated. The association of several meteorological variables has therefore been studied in the past with the number of COVID-19 confirmed cases. The conclusions in those studies are based on the data obtained at an early stage, and the inferences drawn based on those short time series studies may not be valid over a longer period. This study attempted to assess the influence of temperature, humidity, wind speed, dew point, previous day’s number of deaths, and government interventions on the number of COVID-19 confirmed cases in 18 districts of India. It is also attempted to identify the important predictors of the number of confirmed COVID-19 cases in those districts. The random forest model and the hybrid model obtained by modelling the random forest model’s residuals are used to predict the response variable. It is observed that meteorological variables are useful only to some extent when used with the data on the number of the previous day’s deaths and lockdown information in predicting the number of COVID-19 cases. Partial lockdown is more important than complete or no lockdown in predicting the number of confirmed COVID-19 cases. Since the time span of the data in the study is reasonably large, the information is useful to policymakers in balancing the restriction activities and economic losses to individuals and the government.
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1 Introduction
For the past year and a half, novel Coronavirus (COVID-19) has spread throughout almost every country (Ambade et al. 2021; Chelani and Gautam 2021; Gautam et al. 2022). The nations are facing the wrath of the disease with outbreaks along with seasonal variations. In India, over 32,474,773 cases and 435,050 deaths have been reported (Worldometer 2021). The temporal variations in the number of COVID-19 cases observed during January 2020 till date across the regions indicate the presence of seasonality (Gautam et al. 2020a, b; Gautam 20204&b; Chelani and Gautam 2021). It is a well-established fact that temperature and humidity could trigger the onset of diseases such as influenza and respiratory disorders (Shaman and Kohn 2009; Golakota et al. 2021; Gautam and Trivedi 2020; Humbal et al. 2019, 2018). Due to the low temperature in winter, a high number of flu or influenza cases are usually witnessed, whereas in summer, fewer cases are generally
observed (Damette et al. 2021; Chen et al. 2021). The association of several meteorological variables with the number of confirmed COVID-19 cases has therefore been analyzed in various studies (Cole et al. 2020; Conticini et al. 2020; Gautam et al. 2020, a; b; Zhu et al. 2020; Yao et al. 2020; Ambade et al. 2021; Gautam et al. 2021a, b, c). It has been observed that cities with an average temperature of \(< 10 \, ^\circ\text{C}\) and lower humidity have more chances of spreading the virus than cities with higher temperatures (Sajadi et al. 2020; Araujo and Naimi 2020). In China, a temperature increase of \(1 \, ^\circ\text{C}\) in temperature is associated with a 4.861% increase in the daily confirmed COVID-19 cases (Xie and Zhu 2020). Few studies, however, have established the insignificant or negative effect of meteorological factors on COVID-19 confirmed cases (Yao et al. 2020; Liu et al. 2020; Shi et al. 2020; Méndez-Arriaga 2020; Wu et al. 2020; Yuan et al. 2021; Bisht et al. 2022). Studies on the association between the meteorological parameters and COVID-19 have provided mixed results and do not provide empirical evidence or confirm the statistical significance of the association (Kerr et al. 2021). In India, the warmer temperatures are usually observed in most of the regions for many days, which was the reason for the anticipation that the disease would not spread to the tune of other areas having cooler climates (Chen et al. 2021; Gautam et al. 2021b, c). However, the havoc created by the virus in India is not unknown (BBC 2021). Even in the warmer period, a large number of cases have been reported (https://www.hopkinsmedicine.org/health/conditions-and-diseases/coronavirus/first-and-second-waves-of-coronavirus).

In the above studies, although the spatial horizon was quite large, the temporal horizon was quite limited due to the non-availability of the data on the number of COVID-19 confirmed cases. The outcome based on the small datasets available over a limited time period may lead to erroneous conclusions (Kerr et al. 2021). A period of almost one and a half years has passed since the onset of the pandemic, so a time series of the number of COVID-19 cases with reasonable data size can be obtained over an area. With the availability of data over a reasonably long time period, a rigorous study can be conducted on the relationship between meteorological factors and the number of COVID-19 confirmed cases to assess the role of the former in governing the disease spread. In addition, the effect of policy interventions such as complete or partial lockdowns implemented to prevent the spread of the virus can also be assessed. In India, the complete lockdown was initiated for March 24, 2020, which was later relaxed on April 14, 2020 in phase-wise manner. During the complete lockdown, all the activities except the essential services were completely halted. Partial lockdowns were imposed after April 14, 2020 with relaxation in phases (URL1 2020; URL2 2020; URL3 2020; URL4 2020; URL5 2020; URL6 2020; URL7 2020; URL8 2020). It is interesting to know the influence of complete and partial lockdowns in the cities on the containment of the spread of the disease. As people gather for condolence meetings, although fewer in numbers due to government restrictions, the number of deaths that occurred due to COVID-19 on the previous day may influence the spread of the virus. With the data on meteorological factors such as daily mean temperature, wind speed, relative humidity, dew point temperature, number of previous day’s deaths and interventions, i.e., lockdown variables in 18 districts across India, a random forest model is applied with the number of confirmed COVID-19 cases as a response variable and others as predictors from March 24, 2020 to June 15, 2021. Breiman (2001) defines random forest (RF) as a supervised learning model based on the concept of decision trees. The model is shown to outperform many machine-learning based models such as Naïve Bayes, Logistic Regression, Single Decision Tree, and Artificial Neural Network (Yu et al. 2016). In Kontschieder et al. (2011), they showed the applicability of the model in the presence of noise in the data. The number of confirmed COVID-19 cases may be dependent on the previous day’s number of cases. It is desirable to include the time series of the previous day’s cases in the RF model. As one of the objectives of the study is to identify the variables or predictors that have more importance on the response variable, it is probable that the inclusion of the previous day’s cases may supersede the other predictors, and the importance of these predictors will not be clearly visible. To avoid this, the residuals of the RF model are modelled as an autoregressive process of order 1 (AR1). The results of both the models are then combined to obtain the hybrid model. This way, the variable importance using the RF model can be distinctly achieved. A hybrid model will provide more reliable predictions as these are shown to outperform single models in various studies (Díaz-Robles et al. 2008; Chelani and Devotta 2006). The study will be useful in decision making and estimating the number of COVID-19 cases.

2 Method

2.1 Data collection and model use

Figure 1 shows the districts that are included in the study. The monthly mean of the total number of cases reported for each district divided by the corresponding population since the onset of the disease till June 15, 2020 is plotted in Fig. 2. The COVID-19 data are obtained from COVID-19-India (2021). Although the lockdown has been imposed since March 2020, the number of confirmed cases across
India is not available. Based on the availability of the data, the number of confirmed cases from 18 districts in different states of India from April 26, 2020 to June 15, 2021 are considered.

The time series of the number of confirmed cases for each district is normalized by dividing it by the population of the corresponding district. The newly formed time series is considered the response variable, which is modelled as a function of meteorological variables such as temperature, wind speed, relative humidity, and dew point, lockdown variable, which is a categorical dummy variable, and the number of deaths reported on the previous day. The meteorological data are obtained from Weather Underground (2021). The policy interventions such as complete
Fig. 2 Monthly variations in total number of confirmed COVID-19 cases (divided by population of the district) since April 26, 2020 to June 15, 2021 in various districts of India.
and partial lockdown are incorporated into the model as dummy variables with the following descriptors as:

- Complete lockdown—The complete lockdown was initiated in India starting with the ‘Janta Curfew’ on March 22, 2020. The complete lockdown was announced on March 24, 2020 until May 31, 2020. During this phase, all non-essential services and factories were suspended, except for essential services such as grocery stores and vegetable sellers, which were
allowed to remain open for a particular duration of time. Traffic movement was restricted due to strict compliance by the police and local governments.

- Partial lockdown—Essential and non-essential activities were permitted for a few hours until 2PM or 4PM or 8PM.
- Unlock—On June 1, 2020, the central government announced unlock 1.0 with fewer restrictions, which was followed by a series of unlock phases such as unlock 2.0, unlock 3.0, unlock 4.0 and unlock 5.0, all of which were extended until November 30, 2020. All the phases of unlock are incorporated into the model as one dummy variable.
- Complete upliftment of the lockdown or no lock-down—From December 1, 2020, the restrictions were uplifted till the beginning of the second wave of COVID-19, which was initiated on April 5, 2021.

From April 5, 2021 to April 30, 2021, a partial lockdown was imposed, which became stricter from May 1, 2021 to May 31, 2021. The lockdown phases were followed in this study as imposed by the central government only. The model incorporates the lockdown variables as a categorical dummy variable, with complete lockdown as \( Lk1 \), unlock as \( Lk2 \), partial lockdown as \( Lk3 \) and no lockdown as \( Lk4 \). The four dummy variables are therefore introduced in the model code with binary values as described above. The other variables such as mean daily temperature (°C), humidity (%), wind speed (m s\(^{-1}\)), dew point temperature (°C) for the respective district are used in the model as \( Temp, RH, WS, \) and \( Dew \). The number of deaths in the previous few days may have had an influence on the spread of the virus. The number of deaths that occurred on the previous day is included in the model as it is assumed that the effect of the previous day’s deaths is inclusive in the current day’s deaths due to autocorrelation. It is denoted as \( Death_1 \) in the model.

The reported cases may be dependent on the previous number of cases due to temporal correlations. The lagged variables of confirmed cases are, however, not included in the \( RF \) model to avoid the tautological effect on the model. The inclusion of the previous day’s confirmed cases may overpower the model and therefore have more importance than other features. Therefore, the model is developed only with meteorological variables, number of previous day’s deaths and intervention exogenous variables. The meteorological variables may also be auto-correlated. The lags of meteorological variables are not included in the model as it is assumed that the values observed on a particular day are inclusive of the effect of the previous day’s values, so any effect on the response variable of those previous day’s values shall be taken care of by the present day’s observations.

### 2.2 Random forest model

Random forest (\( RF \)) is an ensemble method that involves the random forest of decision trees (Breiman 2001). It is a supervised learning algorithm that constructs decision trees based on the training data set. The combination of decision trees minimizes the out of bag error based on the training data sets. Studies have shown its applicability even in the presence of noise in the data (Kontschieder et al. 2011). Many nonlinear and high-dimensional complex classification and regression problems have been solved by applying \( RF \) (Yu et al. 2016). In the case of a regression problem, the predictions are obtained by the random selection of a number of predictor variables in the decision tree. The best solution is determined based on the number of nodes and the variables in the nodes of the fully grown tree. Every training set is fed to each decision tree (Breiman 2001, 2002; Kane et al. 2014; Moore et al. 2019; Izquierdo-Verdiguier and Zurita-Milla 2020). The number of variables or features to construct the model is selected with a specified value. For many regression problems, only 1/3rd of the total number of variables is often used (Liaw and Wiener 2002). The usual practise for selecting the number of trees is to randomly select an initial value from 10 to 1000 or higher and then choose the one based on model performance criteria. A higher number of trees, however, slows the learning process. A discussion of other selection criteria based on cross-validation and tuning is given in Stone (1974). The decision tree is constructed for the training cases with the specified nodes of the tree. The training set is selected and trained, whereas the remaining cases are used to estimate the error. So, for each case, out of bag error estimates are provided. The random forest model has an advantage over other supervised learning models for classification and regression problems as it avoids over-fitting samples and provides the solution based on averaging. Each variable has its importance in the overall model performance, which can be shown based on the Gene index for classification and mean square error (MSE) for regression problems. In this study, the \( RF \) model is applied using the library ‘randomForest’ in \( R \) Development Core Team 2010). The data was divided into training and testing sets with a ratio of 85:15 for each district. The number of trees and the random selection of the number of variables were adjusted according to the mean square error as a cost function. The bootstrapping with a sample size of 500 was done to arrive at an optimum model. The ‘\( \text{\texttt{Caret}} \)’ library in \( R \) was used to carry out bootstrapping of the training samples. The optimum number of trees and the number of variables with a minimum mean square error (MSE) are observed to be 80 and 7. The \( RF \) model helps in ranking the relative importance of the
predictors in modelling the response variable. For variable importance, \%IncMSE is computed in the R package, which is the increase in MSE of predictions of out of bag samples as a result of permutations of the variables. \%IncMSE is used to rank the important features of the response variable. The model is run each time a split on one predictor is conducted. An important predictor usually causes a large change in the MSE.

2.3 AR1 model

The RF model in this study uses the meteorological and dummy lockdown variables as predictors to predict the COVID-19 confirmed cases as a response variable. The intent of the study is to predict the response variable as well as identify the important predictor. If one includes the historical confirmed cases in the predictor set, it will overshadow the effect of other variables. To avoid this, the effective way is to model the residuals of a RF model, which can capture the temporal relationships and provide more reliable model performance than relying on a single model fitted to the datasets (Díaz-Robles et al. 2008; Chelani and Devotta 2006). The autoregressive model of order 1 (AR1) model is therefore fitted to the residuals of the RF model. The details of the model are given below.

Let \( r_t \) represents the residuals obtained by fitting the RF model to the number of confirmed cases for the training set.

\[
r_t = y_t - \hat{RF}_t
\]

where \( \hat{RF}_t \) is the forecast value of the RF model for time \( t \). AR1 model can be fitted as in Eq. (2):

\[
r_t = \varphi_0 + \varphi_1 r_{t-1} + \epsilon_t
\]

Like RF model, the coefficients are estimated for residuals of the training set and the predictions are obtained for residuals of the testing set.

2.4 Hybrid model

The predictions obtained by the RF and AR1 models are combined to enhance the model performance. The hybrid methodology is based on the combination of the linear autocorrelation model and the random forest model (Díaz-Robles et al. 2008; Chelani and Devotta 2006), which can be given as:

\[
\hat{y}_t = \hat{r}_t + RF_t
\]

where \( \hat{r}_t \) denotes the AR1 model fitted to residuals of the RF model as given in Eq. (2), and \( RF_t \) denotes the RF model of the confirmed cases. First the RF model is fitted to the data and the residuals are obtained, which are then modelled as the AR1 process. Let the forecast from the AR1 model be denoted as \( \hat{r}_t \). The new forecasts can therefore be obtained as

\[
\hat{y}_t = \hat{RF}_t + \hat{r}_t
\]

To evaluate the performance of the models, the error statistics such as correlation between observed and predicted cases, root mean square error (RMSE), and normalized root mean square error (NRMSE) are utilized. These test statistics can be obtained as,

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

\[
NRMSE = \frac{RMSE}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} y_i^2}}
\]

where \( y_i \) is the observed and \( \hat{y}_i \) is the predicted data and \( n \) is the total number of data points.

3 Results and discussion

The descriptive statistics of the number of confirmed cases and meteorological variables is given in Table 1. The mean daily temperature, wind speed, relative humidity, and dew point temperature range from 23.3 ± 6.7 °C to 35.8 ± 12.5 °C, 0.4 ± 0.2 m s\(^{-1}\) to 3.1 ± 1 m s\(^{-1}\), 44.7 ± 24.3% to 72.9 ± 13.5%, and 7.08 ± 3.82 °C to 21.69 ± 5.02 °C, respectively. The number of confirmed cases ranged between 0 and 2036 per million, whereas the number of deaths ranged between 0 and 184 per million in all the districts during the study period.

The monthly variations in confirmed cases divided by the corresponding population of the district are given in Fig. 2, which shows that April and May have witnessed outbreaks due to the second wave of COVID-19 in all the districts. In Nagpur, Patiala, Thane, Mumbai, Ludhiana, and Pune, a high number of confirmed cases have also been observed in March. A few spikes are also observed in other months. Further, the correlation analysis of meteorological variables, the number of deaths and the number of confirmed cases is given in Table 2. The correlation between the number of deaths and confirmed cases is statistically significant in all the districts except in Mumbai and Patna. The correlation of the number of confirmed cases with temperature is significant in all the districts except in Chandrapur, Thane, and Ujjain. The correlation between relative humidity and the number of confirmed cases is mostly negative and significant except in Kolkata and Nagpur. In Mumbai and Thane, the correlation with relative humidity is positive. The correlation of the number of confirmed cases with wind speed is mostly negative and insignificant. Wind speed has been characterized as one of

Table 1 Descriptive statistics of number of confirmed cases and meteorological variables

| S no. | District   | Temp  | RH   | WS   | Dew  | Death_1 | Cases* |
|-------|------------|-------|------|------|------|---------|--------|
|       |            | Mean  | ± SD | Mean | ± SD | Mean    | ± SD   | Mean | ± SD | Mean | ± SD | Mean | ± SD | Mean | ± SD | Mean | ± SD | Mean | ± SD |
| 1     | Chandrapur | 28.4  | ± 2.2 | 49.1 | ± 12.4 | 0.4 | ± 0.2 | 18.24 | ± 3.56 | 1.7 | ± 4.5 | 95.8 | ± 172.2 |
| 2     | Chennai    | 32.0  | ± 3.5 | 72.8 | ± 8.3 | 2.1 | ± 1.4 | 26.0 | ± 3.31 | 2.7 | ± 4.3 | 178.5 | ± 211.7 |
| 3     | Delhi      | 26.0  | ± 5.9 | 56.4 | ± 14.5 | 0.8 | ± 0.3 | 17.3 | ± 5.67 | 3.2 | ± 4.7 | 181.5 | ± 284.8 |
| 4     | Dewas      | 29.3  | ± 1.3 | 51.0 | ± 23.1 | 3.1 | ± 1.0 | 19.45 | ± 4.9 | 0.1 | ± 0.3 | 11.9 | ± 19.2 |
| 5     | Faridabad  | 26.6  | ± 5.8 | 53.0 | ± 18.7 | 0.7 | ± 0.3 | 17.16 | ± 5.95 | 0.9 | ± 1.3 | 132.6 | ± 202.4 |
| 6     | Jodhpur    | 31.6  | ± 5.3 | 44.7 | ± 24.3 | 0.8 | ± 0.4 | 20.57 | ± 8.02 | 0.7 | ± 1.5 | 73.2 | ± 122.1 |
| 7     | Kanpur     | 35.7  | ± 2.5 | 60.4 | ± 14.7 | 1.7 | ± 0.8 | 27.8 | ± 3.34 | 1.0 | ± 1.5 | 43.5 | ± 84.6 |
| 8     | Kolkata    | 26.9  | ± 4.4 | 71.1 | ± 14.7 | 0.8 | ± 0.7 | 21.14 | ± 5.79 | 0.8 | ± 0.7 | 49.3 | ± 65.3 |
| 9     | Ludhiana   | 24.6  | ± 7.5 | 65.6 | ± 20.5 | 0.5 | ± 0.2 | 17.74 | ± 6.43 | 1.4 | ± 1.7 | 59.4 | ± 88.6 |
| 10    | Mumbai     | 25.9  | ± 2.0 | 72.9 | ± 13.5 | 0.5 | ± 0.1 | 20.49 | ± 3.47 | 3.0 | ± 4.1 | 138.6 | ± 161.7 |
| 11    | Nagpur     | 24.2  | ± 6.4 | 49.1 | ± 11.9 | 0.5 | ± 0.1 | 14.14 | ± 7.11 | 4.1 | ± 7.0 | 255.1 | ± 388.6 |
| 12    | Patiala    | 23.3  | ± 6.7 | 69.7 | ± 21.4 | 0.5 | ± 0.2 | 17.29 | ± 6.34 | 1.7 | ± 2.3 | 60.9 | ± 77.8 |
| 13    | Patna      | 25.6  | ± 5.8 | 70.7 | ± 16.7 | 0.5 | ± 0.2 | 19.7 | ± 5.74 | 1.0 | ± 9.0 | 60.1 | ± 103.7 |
| 14    | Pune       | 35.8  | ± 12.5 | 48.6 | ± 14.8 | 0.5 | ± 0.2 | 21.52 | ± 8.46 | 4.0 | ± 6.3 | 264.9 | ± 313.0 |
| 15    | Rohtak     | 25.5  | ± 7.9 | 51.7 | ± 9.9 | 1.1 | ± 0.6 | 16.37 | ± 7.68 | 1.1 | ± 2.9 | 58.5 | ± 86.1 |
| 16    | Thane      | 26.8  | ± 4.2 | 71.8 | ± 12.5 | 0.5 | ± 0.7 | 7.08 | ± 3.82 | 2.2 | ± 3.9 | 123.8 | ± 131.3 |
| 17    | Ujjain     | 31.4  | ± 1.4 | 51.6 | ± 21.1 | 2.8 | ± 1.3 | 21.69 | ± 5.02 | 0.2 | ± 0.6 | 22.8 | ± 40.1 |
| 18    | Varanasi   | 25.3  | ± 6.7 | 57.1 | ± 23.5 | 1.1 | ± 0.9 | 18.16 | ± 6.18 | 0.6 | ± 0.9 | 55.7 | ± 118.7 |

Cases* refers the number of confirmed cases per million

Death_1: number of deaths due to COVID-19 on previous day, WS wind speed, Temp temperature, RH relative humidity, Dew dew point temperature

Table 2 Correlation between meteorological variables and number of confirmed cases

| S no. | District   | Death_1 | Temp  | RH   | WS   | Dew  |
|-------|------------|---------|-------|------|------|------|
| 1     | Chandrapur | 0.44*   | −0.01 | −0.18* | −0.03 | −0.13* |
| 2     | Chennai    | 0.55*   | 0.13* | −0.22* | 0.05 | 0.11* |
| 3     | Delhi      | 0.80*   | 0.12* | −0.34* | −0.03 | −0.05 |
| 4     | Dewas      | 0.17*   | 0.23* | −0.3* | −0.02 | −0.22* |
| 5     | Faridabad  | 0.72*   | 0.14* | −0.29* | 0 | −0.04 |
| 6     | Jodhpur    | 0.88*   | 0.21* | −0.23* | −0.04 | 0 |
| 7     | Kanpur     | 0.60*   | 0.11* | −0.47* | 0.15* | −0.34* |
| 8     | Kolkata    | 0.69*   | 0.27* | −0.06 | −0.03 | 0.17* |
| 9     | Ludhiana   | 0.77*   | 0.25* | −0.4* | 0.02 | 0.04 |
| 10    | Mumbai     | 0.08    | 0.42* | 0.23* | 0.23* | 0.42* |
| 11    | Nagpur     | 0.31*   | 0.24* | 0.05 | 0.02 | 0.22* |
| 12    | Patiala    | 0.79*   | 0.26* | −0.41* | 0.06 | 0 |
| 13    | Patna      | 0.06    | 0.29* | −0.48* | 0.21* | 0.01 |
| 14    | Pune       | 0.16*   | 0.15* | −0.43* | 0.09 | 0.13* |
| 15    | Rohtak     | 0.71*   | 0.12* | −0.24* | 0.13* | 0.03 |
| 16    | Thane      | 0.11*   | 0.10 | 0.13* | −0.13* | 0.05 |
| 17    | Ujjain     | 0.29*   | −0.06 | −0.44* | 0.00 | −0.39* |
| 18    | Varanasi   | 0.67*   | 0.40* | −0.17 | 0.16* | 0.26* |

Death_1: number of deaths due to COVID-19 on previous day, WS wind speed, Temp temperature, RH relative humidity, Dew dew point temperature, *: significant at $p = 0.05$
the factors in defining the ventilation coefficient of an area (Goyal and ChalapatiRao 2007). It has been observed in the past that high wind speeds and good ventilation are associated with a lower number of COVID-19 cases. The relationship in this study is, however, negative and not significant. The relationship between dew point and confirmed cases is sporadic with a negative correlation in Chandrapur, Dewas, Kanpur, and Ujjain and a positive correlation in Chennai, Kolkata, Mumbai, Nagpur, Pune, and Varanasi. When one looks at the scatter plot of confirmed cases and meteorological parameters, it can be seen that there is an inverse parabolic relation between confirmed cases and temperature, relative humidity, and dew point. The number of cases increases with these factors, and beyond a certain point, the number of confirmed cases starts decreasing. The number of confirmed cases start decreasing with the temperature at 31 ± 0.5 °C, relative humidity at 51.7 ± 0.6% and dew point at 21 ± 0.4 °C, respectively. The relationship between the number of confirmed cases and wind speed was exponentially decreasing with an initial increase.

Using the RF model, the percentage increase in MSE was calculated to assess the importance of the variables. The variable importance ranking shown in Table 3 suggests that the major governing factor of the number of confirmed COVID-19 cases is the number of deaths that occurred on the previous day. Plausibly, this is expected as the correlation of confirmed cases with the number of previous day’s deaths is observed to be significant and highest as compared to the correlation with other variables (See Table 2). Temperature is the second most important factor influencing the confirmed cases, closely followed by wind speed. On the other hand, the dew point and relative humidity have relatively less influence on confirmed case predictability. In a review on the effect of meteorology on COVID-19 transmission, Kerr et al. (2021) pointed out that temperature and humidity have an established role in virus transmission. Further, no study has been conducted so far that has used a complete annual cycle of data (Kerr et al. 2021). Instead, space has been substituted for time variations. As mentioned earlier, low temperatures are anticipated to cause higher transmissibility of the virus. A negative correlation, however, is not observed to be significant at any of the study locations. Relative humidity, however, shows a significant negative correlation with the number of COVID-19 cases at 18 locations.

The influence of lockdown variables is quite low as compared to meteorological variables and the number of previous day’s deaths. Partial lockdown, effective only for a few hours, is seen to be highly effective in confining cases as compared to a complete lockdown and no lockdown. The unlock period is also shown to be the second influencing factor among the lockdown measures governing the number of confirmed cases. This finding is very useful to policymakers and the economic growth point of view. Policymakers can opt for partial lockdowns instead of complete or no lockdown at all to sustain economic activity, viz. a viz. confine the spread of the virus. Moreover, it can be seen from the importance matrix that meteorological variables alone cannot be used as predictors to predict or estimate the number of confirmed cases for any district. Instead, the number of the previous day’s deaths and lockdown details are also required. One of the major limitations of the RF model is that it does not provide the direction of the relationship like regression models. The negative or positive impact of the input variables on the response variable cannot be ascertained. The correlation of the response variable with the predictors can be used to ascertain the direction of the relationship.

The results of RF models are then further improved by fitting an AR1 model on the residuals of the model. The AR1 model is observed to have a coefficient \( \phi_0 = -0.000127 \) \((p > 0.05)\) and \( \phi_1 = 0.46 \) \((0.44,0.48)\) with \( p < 0.05 \). The estimations obtained by the AR1 model i.e., \( \hat{F}_i \) are added to the estimations of the RF model \( (\hat{RF}_i) \) as in Eq. (4). The performance of the final results of the hybrid model is given in Table 4. The prediction results for the training and testing sets in terms of box plot are shown in Fig. 3a and b, respectively. \( R^2 \) for the training set for both the models is the same but for the testing set, it is slightly

| Table 3 Variable importance matrix | Variable | Description | %IncMSE |
|------------------------------------|----------|-------------|---------|
| Death_1                            | Number of deaths due to COVID-19 on previous day | 39.6    |
| Temp                               | Temperature | 22.7    |
| WS                                 | Wind speed | 20.3    |
| Dew                                | Dew point temperature | 16.8    |
| RH                                 | Relative humidity | 14.8    |
| Lk3                                | Partial lockdown | 11.3    |
| Lk2                                | Unlock | 9.3    |
| Lk1                                | No lock down | 6.9    |
| Lk4                                | Complete lockdown | 0      |
better for the hybrid model. \textit{NRMSE} has also moderately improved for the hybrid model for both training and testing sets. The predictions provided by the \textit{RF} model are nevertheless undermined as the hybrid model is based on its output. In addition, the predictions of the \textit{RF} model are based on the exogenous predictors and not on the historical lag time series of confirmed cases. The model can reasonably provide a good prediction of the number of confirmed COVID-19 cases based on the exogenous meteorological variables for a particular day along with the previous day’s deaths. The \textit{RF} model’s performance is quite acceptable, though the hybrid model moderately outperforms the \textit{RF} model.

### Table 4 Model evaluation for training and testing set

| Statistics         | RF model | Hybrid model |
|--------------------|----------|--------------|
|                    | Training | Testing      | Training | Testing      |
| $R^2$              | 0.96     | 0.76         | 0.96     | 0.79         |
| RMSE               | 0.000037 | 0.000286     | 0.000033 | 0.000205     |
| NRMSE              | 0.36     | 0.55         | 0.29     | 0.38         |

4 Conclusion

Considering the fierceness of COVID-19, many interventions have been applied in India to contain its spread. In the last one and a half years span, several studies have been conducted to assess the impact of climatic and weather conditions on its spread. The earlier studies on the linkage between meteorological variables and the number of COVID-19 confirmed cases are based on the data obtained at an early stage. Drawing any inferences based on the short-time data may lead to erroneous policy interventions to contain the disease. This study attempts to study the influence of temperature, humidity, wind speed, dew point, previous day’s number of deaths due to COVID-19 and the government’s interventions on the number of COVID-19 confirmed cases in 18 districts of India with the data observed from April 26, 2020 to June 15, 2021. It is also attempted to identify the important predictors of the number of cases in those districts using the random forest model and the hybrid model, which is obtained by modelling the residuals of the random forest model. When comparing the degrees of restrictions in terms of complete, partial, unlock phase, and no lockdown, partial lockdown is observed to be more important than complete lockdown and no lockdown in predicting the number of confirmed COVID-19 cases. Since the time span of the data in the study is reasonable large, the information is useful to policy makers. To some extent, the meteorological variables are observed to be useful in predicting the number of COVID-19 cases. The data on the number of previous day’s deaths is more important in governing the number of COVID-19 cases. Instead of restricting everything completely to contain the spread of the virus or allowing all the activities, the government can opt for partial lockdowns to minimize the economic losses to individuals and the government.
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