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Abstract

We consider the problem of evaluating the cumulative distribution function (CDF) of the sum of order statistics, which serves to compute outage probability (OP) values at the output of generalized selection combining receivers. Generally, closed-form expressions of the CDF of the sum of order statistics are unavailable for many practical distributions. Moreover, the naive Monte Carlo (MC) method requires a substantial computational effort when the probability of interest is sufficiently small. In the region of small OP values, we propose instead two effective variance reduction techniques that yield a reliable estimate of the CDF with small computing cost. The first estimator, which can be viewed as an importance sampling estimator, has bounded relative error under a certain assumption that is shown to hold for most of the challenging distributions. An improvement of this estimator is then proposed for the Pareto and the Weibull cases. The second is a conditional MC estimator that achieves the bounded relative error property for the Generalized Gamma case and the logarithmic efficiency in the Log-normal case. Finally, the efficiency of these estimators is compared via various numerical experiments.
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I. INTRODUCTION

Order statistics play an important role in the performance analysis of wireless communication systems over fading channels [1]. For instance, in the generalized selection combining (GSC) model combined with maximum ratio combining (MRC) diversity technique, the output signal-to-noise-ratio (SNR) is expressed as the partial sum of ordered channel gains, i.e. squares of the amplitudes of the fading channels. More specifically, this scheme selects and combines the $L$ largest SNRs among a total of $N$ diversity branches [2]. The GSC diversity scheme combined with MRC is then a generalization of MRC and selection combining (SC) diversity techniques. The partial sum of order statistics is also encountered when GSC is combined with equal gain combining (EGC) diversity technique. In fact, the outage probability (OP) under this model turns out to be equivalent to evaluating the cumulative distribution function (CDF) of the sum of ordered channel amplitudes variates [3]. Therefore, from these two examples, it is of major practical interest to evaluate the CDF of the sum of ordered random variables (RVs) as it can serve to compute OP values at the output of GSC diversity receivers combined with either MRC or EGC.

Closed-form expressions of the CDF of the partial sum of order RVs exist only for particular distributions. In [4], a unified moment generating function approach has been derived to determine the joint statistics of partial sums of ordered RVs and in particular closed-form expressions have been presented for the exponential RV. A further work on the joint statistics of partial sums of ordered exponential RVs, useful for instance for the analysis of OP of GSC receivers subject to self-interference, has been developed in [5]. Based on an equivalent methodology to [4], closed-form results on partial sums of ordered Gamma variates have been developed in [6] which in particular applies to OP computation at the output of GSC combined with MRC receivers over the Nakagami fading channel. Further order statistics results in the Nakagami fading model are in [2], [7].

In the particular scheme where all ordered RVs are combined, i.e. this corresponds to the case $L = N$, the CDF of the sum of either channel gains (MRC) or channel amplitudes (EGC) has been extensively studied in the literature. Closed-form expressions of OP at the output of MRC diversity receivers exist for particular fading models such as independent Nakagami-$m$ [8] and independent and identically distributed (i.i.d) $\kappa - \mu$ and $\eta - \mu$ [9]. Moreover, closed-form approximations have been proposed for sum of Log-normal [10], [11], Weibull [12], and Rayleigh
3 distributions. On the other hand, efficient simulation methods have been also developed for the estimation of the CDF of the sum of RVs such as the Log-normal [3], [14]–[17] and the Generalied Gamma [3].

In the general case where $L < N$ and apart from the exponential and Gamma RVs, closed-form expressions of the CDF of partial sums of ordered RVs are out of reach for many challenging distributions and are still open problems. This is for instance the case of the Log-normal RV which models shadowing [18] and weak-to-moderate turbulence channels in free space optical communication systems [19]. The Weibull variate, which has also received an increasing interest and has been shown to fit realistic propagation channels [20], is another example where the CDF of sums of order statistics is not known to possess a closed-form expression. Thus, it is important to propose alternative approaches to compute the CDF of sums of ordered RVs with arbitrary distributions.

The use of naive Monte Carlo (MC) method can constitute a good alternative to estimate the CDF of partial sums of ordered RVs. However, since for typical wireless communication systems, more attention is accorded to small OP values, i.e. left-tail of the CDF of the sum of ordered RVs, naive MC method is known to be computationally expensive, requiring a substantial amount of samples to yield an accurate estimate of the left-tail of the CDF. This motivates our work in which we aim to propose efficient variance reduction MC techniques that yield very precise estimate of the CDF of the sum of ordered RVs with small computing cost [21]. The main contributions of our paper are summarized as follows:

- We provide a universal importance sampling (IS) estimator [21] and show that it has bounded relative error, a relevant property in the context of rare event simulation, under a mild assumption that is shown to hold for many challenging distributions. A non-exhaustive list includes for instance the Generalized Gamma (and in particular the Gamma and the Weibull distributions), and the $\kappa - \mu$ distributions (which includes the Rice distribution as a particular case). An improvement on the universal IS estimator is proposed for two particular scenarios: the Pareto and the Weibull (with shape parameters between zero and one).
- We propose a second estimator based on the use of conditional MC approach and show that it achieves the bounded relative error property for the Generalized Gamma case and the logarithmic efficiency, a weaker property than the bounded relative error, for the Log-normal case.
• We identify the regions in which the IS estimators outperform, in term of computational effort measured by the variance of each estimators, the conditional MC estimator and vice versa. Moreover, the smoothness of the conditional MC estimator enables us the further improve its convergence rate via the use of the Quasi MC method.

The rest of the paper is organized as follows. In Section II, we describe the problem setting and define the main concepts. The universal IS estimator is presented in Section III. In the same section, we present an improved variant of this estimator for the Pareto and the Weibull scenarios. In Section IV, an alternative estimator based on the use of conditional MC is described. Finally, some selected numerical results are shown in Section V to compare the performances of the proposed estimators.

II. PROBLEM SETTING

We consider a sequence of i.i.d RVs $X_1, X_2, \ldots, X_N$ with common probability density function (PDF) $f(\cdot)$. Our objective is to propose efficient MC methods to evaluate the following quantity

$$\ell = P\left( \sum_{k=1}^{L} X^{(k)} \leq \gamma_{th} \right),$$

(1)

where $\gamma_{th}$ is the threshold value, $X^{(k)}$ represents the $k^{th}$ order statistic such that $X^{(1)} \geq X^{(2)} \geq \cdots \geq X^{(N)}$, and $L$ is an integer satisfying $1 \leq L \leq N$. The above expression of $\ell$ is a useful metric in the performance analysis of wireless communication systems, operating over fading channels. An example of application is that of transmissions between a single-antenna transmitter and an $N$-antennas receiver. Then, the quantity $\sum_{k=1}^{L} X^{(k)}$ corresponds to the total SNR when the receiver selects the $L$ best individual SNR reaching each of the diversity branches. In this case, the quantity $\ell$ corresponds to the OP at the output of GSC combined with MRC receivers. In particular, when $L = 1$, the expression in (1) corresponds to the OP at the output of SC receivers and to the OP at the output of MRC diversity receivers when $L = N$.

Unfortunately, a closed-form expression of $\ell$ is generally out of reach for many challenging distributions including, for instance, the Log-normal and the Generalized Gamma. An alternative approach to approximate $\ell$ is then through the use of naive MC simulations. However, it is well-known that for small values of $\ell$, which is the case in typical wireless communication systems, the naive MC method is not practical, since it requires a substantial number of simulations to ensure a precise estimate of $\ell$. Variance reduction techniques can deliver a reliable estimate of $\ell$. 

with fewer number of runs compared to naive MC simulations. Before delving into the core of our paper, it is important to define some performance metrics that serve to measure the efficiency of an unbiased estimator [21], [22]. Let \( \hat{\ell} \) be an estimator of \( \ell \) with \( \mathbb{E}[\hat{\ell}] = \ell \), we say that \( \hat{\ell} \) is logarithmic efficient when

\[
\lim_{\gamma_{th}\to 0} \frac{\log \left( \mathbb{E} \left[ \hat{\ell}^2 \right] \right)}{\log (\ell)} = 2,
\]

or equivalently for all \( \epsilon > 0 \)

\[
\lim_{\gamma_{th}\to 0} \frac{\text{var} \left[ \hat{\ell} \right]}{\ell^{2-\epsilon}} = 0.
\]

Note that the limit in (2) cannot be made larger since \( \frac{\log \left( \mathbb{E} \left[ \hat{\ell}^2 \right] \right)}{\log (\ell)} \) is always less than 2 from Jensen’s inequality. A stronger criterion than the logarithmic efficiency is the bounded relative error which holds when

\[
\lim \sup_{\gamma_{th}\to 0} \frac{\text{var} \left[ \hat{\ell} \right]}{\ell^2} < \infty.
\]

Such a property implies that the number of samples needed to achieve a given accuracy remains bounded regardless of how small \( \ell \) is. Finally, a further stronger criterion is the asymptotically vanishing relative error property:

\[
\lim \sup_{\gamma_{th}\to 0} \frac{\text{var} \left[ \hat{\ell} \right]}{\ell^2} = 0.
\]

When this criterion holds, the number of simulation runs to meet an accuracy requirement gets smaller as \( \ell \) decreases.

III. Importance Sampling Estimator

In this section we present our first estimator of \( \ell \). Let \( X = (X_1, \ldots, X_N)' \) and \( S = \{ x = (x_1, \ldots, x_N)' : \sum_{k=1}^{L} x^{(k)} \leq \gamma_{th} \} \) and consider another set \( S_1 \) that includes \( S \) with the assumption that \( P (X \in S_1) \) is known in closed form. Then, the probability \( \ell \) is re-written as

\[
\ell = P (X \in S) = P (X \in S_1) P (X \in S | X \in S_1).
\]

Hence, an estimator of \( \ell \) is given by the use of naive MC simulation to estimate \( P (X \in S | X \in S_1) \).

More specifically, from the above expression, we may write \( \ell \) as

\[
\ell = \mathbb{E}_g \left[ \ell_1 1_{(X \in S)} \right] = \mathbb{E}_g \left[ \hat{\ell}_{IS} \right],
\]
where \( g(\cdot) \) is the PDF under which \( X \) is distributed according to its original PDF truncated over \( S_1 \), \( \ell_1 \) is equal to \( P(X \in S_1) \), and \( 1(\cdot) \) is the indicator function. It is worth mentioning that \( \hat{\ell}_{IS} \) may be viewed as an IS estimator with biasing PDF \( g(\cdot) \).

Now, we discuss how to select \( S_1 \) in order to achieve a substantial amount of variance reduction. Intuitively, the set \( S_1 \) has to be selected such that \( \ell_1 \) is close to \( \ell \) since the variance of \( \hat{\ell}_{IS} \) is given by

\[
\text{var}_g \left[ \hat{\ell}_{IS} \right] = \ell_1 \ell - \ell^2. \tag{8}
\]

Thus, we clearly point out that the closer \( \ell_1 \) to \( \ell \), the smaller the variance of \( \hat{\ell}_{IS} \) is, and hence the more efficient is the estimator \( \hat{\ell}_{IS} \). In particular, the estimator \( \hat{\ell}_{IS} \) has bounded relative error when \( \ell_1/\ell \) is asymptotically bounded as \( \gamma_{th} \) goes to 0, and has asymptotically vanishing relative error in the case where \( \ell_1/\ell \) approaches 1 as \( \gamma_{th} \) goes to 0.

In the next subsection, we propose the simplest choice of \( S_1 \) that has the feature of being applicable to any distribution and prove that the bounded relative error holds under a mild assumption that is valid for most of the challenging distributions.

A. Universal IS Estimator

The simplest choice of the set \( S_1 \) is as follows

\[
S_1 = \{ \mathbf{x} = (x_1, \ldots, x_N)' : x^{(1)} \leq \gamma_{th} \}. \tag{9}
\]

The probability \( \ell_1 \) is therefore given by

\[
\ell_1 = (P(X_1 \leq \gamma_{th}))^N. \tag{10}
\]

The efficiency of this IS estimator is given in the following proposition

**Proposition 1.** For distributions satisfying \( P(X_1 < \gamma_{th})/P(X_1 \leq \gamma_{th}/L) = O(1) \) as \( \gamma_{th} \to 0 \), we have

\[
\limsup_{\gamma_{th} \to 0} \frac{\ell_1}{\ell} < \infty \tag{11}
\]

Hence, the bounded relative error property holds.

**Proof.** Let us first lower bound the probability of interest \( \ell \) as follows

\[
\ell \geq P(X_1 \leq \gamma_{th}/L, \ldots, X_N \leq \gamma_{th}/L) \tag{12}
\]
Hence, we get
\[ \frac{\ell_1}{\ell} \leq \frac{(P(X_1 \leq \gamma_{th}))^N}{P(X_1 \leq \gamma_{th}/L, \cdots, X_N \leq \gamma_{th}/L)} \tag{13} \]

The assumption \( P(X_1 < \gamma_{th}) / P(X_1 \leq \gamma_{th}/L) = O(1) \) is not restrictive since it is satisfied by many challenging distributions such that the Generalized Gamma (which includes in particular the Gamma and the Weibull distributions), and the \( \kappa - \mu \) distributions, see [23]. Moreover, in the independent and not identically distributed scenario, the bounded relative error property holds when the assumption of Proposition 1 is satisfied for each \( X_i, i = 1, \cdots, N \). In particular when \( L = N \), this IS estimator, with the assumption in Proposition 1, is the first to achieve the bounded relative error property in the independent and not identically distributed case since, to the best of the authors’ knowledge, this property has only been achieved in the i.i.d setting [3].

Despite its general scope of applicability, the efficiency of this universal IS estimator can be improved if we settle for a particular distribution. This is the aim of the two following subsections where we propose other choices of \( S_1 \) in the Pareto and Weibull cases that improve the efficiency of the universal IS estimator.

B. Pareto Case

1) The Approach: The PDF \( f(\cdot) \) of \( X_i, i = 1, \cdots, N \), is given as
\[ f(x) = \alpha (1 + x)^{-(1+\alpha)}, \ x \geq 0, \tag{14} \]
with \( \alpha > 0 \). It is easy to observe that if we define \( Y_i = \alpha \log (1 + X_i), i = 1, \cdots, N \), then \( Y_i \) has an exponential distribution with mean 1. Using this transformation, \( \ell \) is re-written as follows
\[ \ell = P \left( \sum_{k=1}^{L} \exp \left( \frac{Y^{(k)}}{\alpha} \right) \leq \gamma_{th} + L \right). \tag{15} \]
Now, we will take advantage of the convexity of the exponential function to construct the set \( S_1 \). Let \( \lambda_i > 0 \) such that \( \sum_{i=1}^{L} \lambda_i = 1 \), then we get
\[ \sum_{k=1}^{L} \lambda_k \exp \left( \frac{Y^{(k)}}{\alpha} - \log (\lambda_k) \right) \geq \exp \left( \sum_{k=1}^{L} \lambda_k \left( \frac{Y^{(k)}}{\alpha} - \log (\lambda_k) \right) \right). \tag{16} \]
Hence, the set $S_1$ is selected as
\[
S_1 = \left\{ \mathbf{y} = (y_1, \ldots, y_N)' : \sum_{k=1}^{L} \lambda_k y^{(k)} \leq \alpha (\log(\gamma_{th} + L) + \sum_{k=1}^{L} \lambda_k \log(\lambda_k)) \right\}. \tag{17}
\]

The remaining work is to compute $\ell_1$ and to provide a procedure on how to generate samples according to $g(\cdot)$. By denoting $\gamma_1 = \alpha \left( \log(\gamma_{th} + L) + \sum_{k=1}^{L} \lambda_k \log(\lambda_k) \right)$ and exploiting the following representation of the order statistics $Y^{(1)}, \ldots, Y^{(L)}$, see [21]
\[
Y^{(k)} = \sum_{j=1}^{N-k+1} \frac{Z_j}{N-j+1}, \tag{18}
\]
where $Z_1, \ldots, Z_N$ are i.i.d exponential RVs with mean 1, it follows that $\ell_1$ is given by
\[
\ell_1 = P \left( \sum_{i=1}^{N} \beta_i Z_i \leq \gamma_1 \right), \tag{19}
\]
where
\[
\beta_i = \begin{cases} 
\sum_{j=1}^{i-1} \frac{\lambda_j}{N-i+1} & i = 1, \ldots, N-L+1, \\
\sum_{j=i}^{N-L+2} \frac{\lambda_j}{N-i+1} & i = N-L+2, \ldots, N.
\end{cases} \tag{20}
\]

Hence, $\ell_1$ turns out to be the CDF of the sum of independent exponential RVs. A closed-form expression of $\ell_1$ is as follows, see [24],
\[
\ell_1 = 1 - (1, 0, \ldots, 0) \exp (\gamma_1 \mathbf{A}) (1, 1, \ldots, 1)', \tag{21}
\]
with $\exp (\gamma_1 \mathbf{A})$ being the matrix exponential of $\gamma_1 \mathbf{A}$ and
\[
\mathbf{A} = \begin{pmatrix}
-1/\beta_1 & 1/\beta_1 & 0 & \cdots & 0 \\
0 & -1/\beta_2 & 1/\beta_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1/\beta_{N-1} & 1/\beta_{N-1} \\
0 & \cdots & 0 & 0 & -1/\beta_N
\end{pmatrix}. \tag{22}
\]

Now, we answer the question on how we generate samples truncated over the set $S_1$. To this end, we use the representation [18] and sample $Z_1, \ldots, Z_N$, which are exponentially distributed with mean 1, conditional on the event $\left\{ \sum_{i=1}^{N} \beta_i Z_i \leq \gamma_1 \right\}$. This can be efficiently performed
by letting $T_i = \beta_i Z_i / \gamma_1$ and using a uniform distribution over $\{\sum_{i=1}^N T_i \leq 1\}$ as acceptance-rejection proposal. The following algorithm provides all steps to sample $Z_1, \ldots, Z_N$ conditional on the event $\{\sum_{i=1}^N \beta_i Z_i \leq \gamma_1\}$, or equivalently to sample $Y^{(1)}, \ldots, Y^{(L)}$, restricted to $S_1$.

**Algorithm 1** Samples Truncated over $S_1$

1: **Inputs**: $\{\beta_i\}_{i=1}^N, \gamma_1$.
2: **Outputs**: $\{Y^{(i)}\}_{i=1}^L$.
3: **while** $U > \exp\left(-\gamma_1 \sum_{i=1}^N U_i / \beta_i\right)$ **do**
4: Generate $\{U_i\}_{i=1}^N$ from the uniform distribution over the set $\{u_i \geq 0, \sum_{i=1}^N u_i \leq 1\}$, see [21, Algorithm 3.23].
5: Generate $U$ a sample from the uniform distribution over $[0, 1]$.
6: **end while**
7: $T \leftarrow U$
8: Set $Z_i \leftarrow (\gamma_1 / \beta_i) T_i$.
9: Compute $\{Y^{(k)}\}_{k=1}^L$ from (18).

2) Efficiency: We investigate in this part the efficiency of the proposed IS scheme. The main result is in the following proposition.

**Proposition 2.** Let $\lambda_k = 1/L$ for all $k \in \{1, \ldots, L\}$. Then, we have

$$\limsup_{\gamma_{th} \to 0} \frac{\ell_1}{\ell} < \infty.$$  \hfill (23)

Thus, the bounded relative error property holds.

**Proof.** Let us upper bound $\ell_1$ as follows

$$\ell_1 = P \left( \sum_{k=1}^L Y^{(k)} \leq \alpha L \left[ \log \left(1 + \gamma_{th}/L\right)\right] \right)$$

$$\leq P \left( Y^{(1)} \leq \alpha L \left[ \log \left(1 + \gamma_{th}/L\right)\right] \right)$$

$$= (1 - \exp \left(-\alpha L \log \left(1 + \gamma_{th}/L\right)\right))^N.$$  \hfill (24)
Now, the probability $\ell$ is lower bounded as follows

$$\ell = P \left( \sum_{k=1}^{L} X^{(k)} \leq \gamma_{th} \right)$$

$$\geq P \left( X^{(1)} \leq \gamma_{th}/L, \ldots, X^{(L)} \leq \gamma_{th}/L \right)$$

$$= P (X_1 \leq \gamma_{th}/L, \ldots, X_N \leq \gamma_{th}/L)$$

$$= (1 - \exp (-\alpha \log (1 + \gamma_{th}/L)))^N.$$  \hspace{1cm} (25)

Therefore, we deduce that

$$\limsup_{\gamma_{th} \to 0} \frac{\ell}{\ell} \leq L^N,$$ \hspace{1cm} (26)

and hence the proof is concluded. \hfill \Box

C. Weibull Case

1) The Approach: we consider the case where $X_1, \ldots, X_N$ are i.i.d Weibull variates with PDF

$$f(x) = \frac{\alpha}{\eta} \left( \frac{x}{\eta} \right)^{\alpha - 1} \exp \left( - \left( \frac{x}{\eta} \right)^\alpha \right), \ x > 0,$$ \hspace{1cm} (27)

where $\eta$ is the scale parameter, $\alpha$ is the shape parameter which is assumed, in this part, to satisfy $0 < \alpha < 1$. Consider now the RVs $Y_i = (X_i/\eta)^\alpha$, $i = 1, \ldots, N$. Then, it easy to show that $Y_i$, $i = 1, \ldots, N$ are i.i.d exponential RVs with mean 1. Hence, $\ell$ is re-expressed as

$$\ell = P \left( \sum_{k=1}^{L} (Y^{(k)})^{1/\alpha} \leq \gamma_{th}/\eta \right).$$ \hspace{1cm} (28)

Let $\lambda_i > 0$, $i = 1, \ldots, L$, such that $\sum_{i=1}^{L} \lambda_i = 1$. Then, using the convexity of $y \to y^{1/\alpha}$ on the positive axis for $0 < \alpha < 1$, we get

$$\left\{ \sum_{k=1}^{L} \lambda_k (Y^{(k)}/\lambda_k)^{1/\alpha} \leq \gamma_{th}/\eta \right\}$$

$$\subseteq \left\{ \left( \sum_{k=1}^{L} \lambda_k^{1-\alpha} Y^{(k)} \right)^{1/\alpha} \leq \gamma_{th}/\eta \right\}.$$ \hspace{1cm} (29)

Therefore, $S_1$ is selected as

$$S_1 = \left\{ y = (y_1, \ldots, y_N)' : \sum_{k=1}^{L} \lambda_k^{1-\alpha} Y^{(k)} \leq (\gamma_{th}/\eta)^\alpha \right\}.$$ \hspace{1cm} (30)
Using the same idea as in the Pareto case, the value of $\ell_1$ is written as

$$\ell_1 = P \left( \sum_{i=1}^{N} \nu_i Z_i \leq (\gamma_{th}/\eta)^\alpha \right), \quad (31)$$

with

$$\nu_i = \begin{cases} 
\sum_{j=1}^{L} \lambda_j^{1-\alpha}/(N-i+1) & i = 1, \ldots, N-L+1, \\
\sum_{j=1}^{N+1-i} \lambda_j^{1-\alpha}/(N-i+1) & i = N-L+2, \ldots, N. 
\end{cases} \quad (32)$$

Thus, a closed-form formula for $\ell_1$ is given as

$$\ell_1 = 1 - (1, 0, \ldots, 0)^t \exp (\gamma_2 A) (1, 1, \ldots, 1)^t, \quad (33)$$

with $\gamma_2 = (\gamma_{th}/\eta)^\alpha$. Finally, to sample $Y^{(1)}, \ldots, Y^{(L)}$ from the truncated PDF over $S_1$, acceptance-rejection is again used and yields an algorithm similar to Algorithm 1.

2) Efficiency: The main result is provided as follows:

**Proposition 3.** For $0 < \alpha < 1$ and arbitrary values of $\lambda_k, k = 1, \ldots, L$, we have

$$\limsup_{\gamma_{th} \to 0} \frac{\ell_1}{\ell} < \infty. \quad (34)$$

Hence, the bounded relative error property holds.

**Proof.** We use the same steps as in the proof of bounded relative error for Pareto case. In fact, the value of $\ell_1$ satisfies

$$\ell_1 \leq P \left( Y^{(1)} \leq (\gamma_{th}/\eta)^\alpha / \lambda_1^{1-\alpha} \right) = (1 - \exp \left( - (\gamma_{th}/\eta)^\alpha / \lambda_1^{1-\alpha} \right))^N. \quad (35)$$

On the other hand, we have

$$\ell \geq P \left( X^{(1)} \leq \gamma_{th}/L, \ldots, X^{(L)} \leq \gamma_{th}/L \right) = P \left( X_1 \leq \gamma_{th}/L, \ldots, X_N \leq \gamma_{th}/L \right) = (1 - \exp \left( - (\gamma_{th}/(L\eta))^{\alpha} \right))^N.$$

Thus, we get

$$\limsup_{\gamma_{th} \to 0} \frac{\ell_1}{\ell} \leq \frac{L^{\alpha N}}{\lambda_1^{N(1-\alpha)}}, \quad (36)$$
Note that, in contrast to the Pareto case where the bounded relative error property holds only for equal values of $\lambda_k$, $k = 1, \cdots, L$, the bounded relative error holds in the Weibull case for arbitrarily values of $\lambda_k$ satisfying $\lambda_k > 0$ and $\sum_{k=1}^{L} \lambda_k = 1$. Thus, the values of $\lambda_k$ can be optimized in order to achieve the largest amount of variance reduction. In other words, we may select the values of $\lambda_k$ that minimize the value $\ell_1$ and hence minimize the variance of the estimator $\hat{\ell}_{IS}$.

IV. CONDITIONAL MC ESTIMATOR

The Log-normal distribution is an example for which the assumption in Proposition 1, required to ensure the bounded relative error, is not satisfied. However, we may easily prove in this case that the logarithmic efficiency is achieved by the universal IS estimator. Therefore, it would be important to construct a competitor estimator for the Log-normal case and investigate its efficiency with respect to the universal IS estimator. This is the objective of this section where we propose an alternative estimator of $\ell$ based on the use of conditional MC. In addition to the Log-normal distribution, this conditional MC estimator applies to the Generalized Gamma distribution. For each case, we present the conditional MC estimator along with its corresponding efficiency results.

A. Generalized Gamma Case

1) The Approach: We start by considering the particular Weibull case. This will facilitate the understanding of the approach in the Generalized Gamma case. From the expression of $\ell$ in (28), the idea of the conditional MC estimator is to use the fact that exponential RV $Y_i$ is equal in distribution to $G \times S_i$ where $G$ is a Gamma distribution with shape $N$ and scale 1 and $S = (S_1, \cdots, S_N)$ are uniformly distributed over the simplex $\{s_i > 0, \sum_{i=1}^{N} s_i = 1\}$ and independent of $G$, see [21]. Then, using this representation, the probability $\ell$ can be expressed as

$$
\ell = P \left( G^{1/\alpha} \left[ \sum_{k=1}^{L} \left( S^{(k)} \right)^{1/\alpha} \right] \leq \gamma_{th}/\eta \right). \tag{37}
$$

Let $F_G(\cdot)$ be the CDF of the Gamma RV $G$. By conditioning on $S_1, S_2, \cdots, S_N$, we get

$$
\ell = \mathbb{E} \left[ F_G \left( \frac{\left( \frac{\gamma_{th}/\eta}{\alpha} \right)^{\alpha}}{\sum_{k=1}^{L} \left( S^{(k)} \right)^{1/\alpha}} \right) \right]. \tag{38}
$$
Therefore the conditional MC estimator is given by

\[
\hat{\ell}_{CMC} = F_{G}\left( \frac{(\gamma_{th}/\eta)^\alpha}{\left[ \sum_{k=1}^{L} (S^{(k)})^{1/\alpha} \right]^\alpha} \right).
\] (39)

The case of the Generalized Gamma distribution is essentially based on the same methodology as above. In fact, let \(X_1, X_2, \cdots, X_N\) be a sequence of i.i.d generalized Gamma RVs whose common PDF is given by

\[
f(x) = \frac{p/a^d x^{d-1} \exp\left(-\frac{x}{a^p}\right)}{\Gamma(d/p)}, \quad x > 0.
\] (40)

It can be easily shown that \(Y^{1/p}\), where \(Y\) is a Gamma distribution with scale parameter \(a^p\) and shape parameter \(d/p\), has the same Generalized Gamma distribution. Therefore, the probability \(\ell\) is given by

\[
\ell = P\left( \sum_{k=1}^{L} \left(\frac{Y^{(k)}}{p}\right)^{1/p} \leq \gamma_{th} \right).
\] (41)

Similarly to the Weibull case, we exploit the following representation of the Gamma RVs \(Y_1, Y_2, \cdots, Y_N\), see \[21\]

\[
Y_i = S_i V, \quad i = 1, \cdots, N,
\] (42)

where \(S = (S_1, \cdots, S_N)\) follows a Dirichlet distribution with parameters \((d/p, \cdots, d/p)\) and \(V\) follows a gamma distribution with scale parameter \(a^p\) and shape parameter \(N d/p\). Note that \(S\) and \(V\) are independent. Hence, following this representation, the probability of interest can be expressed as

\[
\ell = P\left( V^{1/p} \sum_{k=1}^{L} \left(\frac{S^{(k)}}{p}\right)^{1/p} \leq \gamma_{th} \right).
\] (43)

Therefore, by conditioning on \(S\), it follows that

\[
\ell = E\left[ F_{V}\left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^{L} (S^{(k)})^{1/p} \right)^p} \right) \right],
\] (44)

where \(F_{V}(\cdot)\) is the CDF of the Gamma RV \(V\) which is given by

\[
F_{V}(x) = \frac{\gamma(Nd/p, x/a^p)}{\Gamma(Nd/p)},
\] (45)

where \(\Gamma(\cdot)\) and \(\gamma(\cdot, \cdot)\) are respectively the Gamma and the lower incomplete Gamma functions \[25\]. Thus, the conditional MC estimator is

\[
\hat{\ell}_{CMC} = F_{V}\left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^{L} (S^{(k)})^{1/p} \right)^p} \right).
\] (46)
2) **Efficiency:** The efficiency of the conditional MC estimator is given in the following proposition.

**Proposition 4.** The conditional MC estimator has bounded relative error for all $1 < L \leq N$

\[
\limsup_{\gamma_{th} \to 0} \frac{E \left[ F^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^{L} (S(k))^{1/p} \right)^p} \right) \right]}{\ell^2} < \infty. \tag{47}
\]

**Proof.** In a first stage, we start by proving the result for $N = L$. Then, the extension to the general case will be straightforward. Let us first consider the case where $p \geq 1$, the second moment of the conditional MC estimator is bounded by

\[
E \left[ F^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^{N} (S_k)^{1/p} \right)^p} \right) \right] \leq F^2_{V}(\gamma_{th}^p) = \gamma^2(Nd/p, \gamma_{th}^p/a^p)/\Gamma^2(Nd/p), \tag{48}
\]

where we have used the fact that $\sum_{k=1}^{N} S_k = 1$. Via the use of the asymptotic behavior of the incomplete Gamma function, $\gamma(c, t) \sim c_1 t^c$ as $t \to 0$ \cite{25}, we have, for a sufficiently small $\gamma_{th}$,

\[
E \left[ F^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^{N} (S_k)^{1/p} \right)^p} \right) \right] \leq C_1 \gamma_{th}^{2Nd}, \tag{49}
\]

where $C_1$ is a constant independent of $\gamma_{th}$. On the other hand, the probability $\ell$ is lower bounded as follows

\[
\ell \geq P \left( X_1 \leq \gamma_{th}/N, \ldots, X_N \leq \gamma_{th}/N \right) = (\gamma(d/p, (\gamma_{th}/N)^p)/\Gamma(d/p))^N. \tag{50}
\]

Again, using the asymptotic behavior of the incomplete gamma function, we get for a sufficiently small values of $\gamma_{th}$

\[
\ell \geq C_2 \gamma_{th}^{Nd}, \tag{51}
\]

where $C_2$ is a constant independent of $\gamma_{th}$. Hence, the bounded relative error property holds for $p \geq 1$. In the case where $p < 1$, we use the convexity of the function $x \mapsto x^{1/p}$ to get

\[
E \left[ F^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^{N} (S_k)^{1/p} \right)^p} \right) \right] \leq F^2_V \left( \gamma_{th}^{p/(p-1)} \right). \tag{52}
\]
Then, we use the same steps as in the case where $p \geq 1$ to conclude the proof. The proof of the bounded relative error for the case $1 < L < N$ is straightforward from the above proof. Let us start with the case where $p \geq 1$. The second moment is bounded by

$$
\mathbb{E} \left[ F_V^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^L (S^{(k)})^{1/p} \right)^p} \right) \right] 
\leq \mathbb{E} \left[ F_V^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^L S^{(k)} \right)^p} \right) \right].
$$

(53)

Then, using the fact that $\frac{N}{L} \sum_{k=1}^L S^{(k)} \geq \sum_{k=1}^N S_k$. It follows that

$$
\mathbb{E} \left[ F_V^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^L (S^{(k)})^{1/p} \right)^p} \right) \right] 
\leq \mathbb{E} \left[ F_V^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^L (S^{(k)})^{1/p} \right)^p} \right) \right] \leq F_V^2 \left( \frac{N \gamma_{th}^p}{L^p} \right).
$$

(54)

The lower bound on $\ell$ in (51) remains valid when $L < N$. Therefore the bounded relative error holds. In the case where $p < 1$, we have, using again $\frac{N}{L} \sum_{k=1}^L S^{(k)} \geq \sum_{k=1}^N S_k$ and the convexity of the function $x \mapsto x^{1/p}$,

$$
\mathbb{E} \left[ F_V^2 \left( \frac{\gamma_{th}^p}{\left( \sum_{k=1}^L (S^{(k)})^{1/p} \right)^p} \right) \right] 
\leq F_V^2 \left( \frac{N \gamma_{th}^p}{L^p} \right),
$$

(55)

and therefore the bounded relative error property holds again.

\begin{remark}
In the particular Weibull setting where $p = d = \alpha$, the conditional MC estimator does not impose a restriction on the value of $\alpha$ which can take any strictly positive value. This is in contrast with the IS estimator described in the previous section which assumes $\alpha$ to be between 0 and 1.

It is also important to note that the conditional MC estimator has bounded relative error for $1 < L \leq N$ when $p_i = p$, $a_i = a$, whereas $d_i$ is allowed to take arbitrary values.
\end{remark}

B. Log-normal Case

1) The Approach: We consider a sequence $X_1, \ldots, X_N$ of i.i.d standard Log-normal RVs whose PDF is

$$
f(x) = \frac{1}{\sqrt{2\pi x}} \exp \left( - (\log(x))^2 / 2 \right), \quad x > 0.
$$

(56)
Let \( Y_1, \ldots, Y_N \) be the associated normal RVs with zero mean and unit variance. Then, the probability \( \ell \) is expressed as
\[
\ell = P\left( \sum_{k=1}^{L} \exp \left( Y^{(k)} \right) \leq \gamma_{th} \right).
\] (57)
The random vector \( Y = (Y_1, \ldots, Y_N)' \) can be decomposed as, see [26],
\[
Y = R \Theta,
\] (58)
where \( R \) is the Euclidean distance of \( Y \) from the origin and \( \Theta \) is uniformly distributed over the surface of the \( N \)-dimensional Ball. Note that \( R \) and \( \Theta \) are independent. Following this representation, the probability of interest is expressed as
\[
\ell = P\left( \sum_{k=1}^{L} \exp \left( R \Theta^{(k)} \right) \leq \gamma_{th} \right).
\] (59)
We assume now that \( \gamma_{th} \leq 1 \). Note that as long as \( \ell \) is not sufficiently small, when \( \gamma_{th} > 1 \), the previous assumption is not restrictive since it can be efficiently handled using naive MC simulations. Under this assumption, we clearly observe that for a given realization in which one of the \( \Theta_i \) is greater than 0 then this realization will certainly not be in the set of interest \( \{ \sum_{k=1}^{L} \exp \left( R \Theta^{(k)} \right) \leq \gamma_{th} \} \). Hence, it more convenient to condition on the event \( \{ \max_i \Theta_i < 0 \} \).

More clearly, the probability \( \ell \) is written as
\[
\ell = P\left( \sum_{k=1}^{L} \exp \left( R \Theta^{(k)} \right) \leq \gamma_{th}, \max_i \Theta_i < 0 \right)
\]
\[
+ P\left( \sum_{k=1}^{L} \exp \left( R \Theta^{(k)} \right) \leq \gamma_{th}, \max_i \Theta_i \geq 0 \right) = 0.
\] (60)

Given that \( P(\max_i \Theta_i < 0) = 1/2^N \) and by conditioning over \( \Theta | \max_i (\Theta_i) < 0 \), we get
\[
\ell = \frac{1}{2^N} \mathbb{E}_{\Theta} \left[ P\left( \sum_{k=1}^{L} \exp \left( R \Theta^{(k)} \right) \leq \gamma_{th} \right) \right] = \frac{1}{2^N} \mathbb{E}_{\Theta} \left. \mathbb{E}_{\max_i (\Theta_i) < 0} \left[ P\left( \sum_{k=1}^{L} \exp \left( R \Theta^{(k)} \right) \leq \gamma_{th} \right) \right] \right| \Theta).
\] (61)
Given \( \Theta \), the function \( r \mapsto \sum_{k=1}^{L} \exp \left( r \Theta^{(k)} \right) \) is decreasing and thus \( \{ r, \sum_{k=1}^{L} \exp \left( r \Theta^{(k)} \right) \leq \gamma_{th} \} = \{ r, r > r(\Theta) \} \) where \( r(\Theta) \) solves the non-linear equation \( \sum_{k=1}^{L} \exp \left( r(\Theta) \Theta^{(k)} \right) = \gamma_{th} \).

Hence, we get, using the independence of \( R \) and \( \Theta \),
\[
\ell = \frac{1}{2^N} \mathbb{E}_{\Theta} \left. \mathbb{E}_{\max_i (\Theta_i) < 0} \left[ 1 - F_R \left( r(\Theta) \right) \right] \right| \Theta).
\] (62)
where $F_R(\cdot)$ is the CDF of $R$ which is given by
\[
F_R(r) = \frac{\gamma(N/2, r^2/2)}{\Gamma(N/2)}.
\] (63)
Thus, the conditional MC estimator is given as
\[
\hat{\ell}_{CMC} = \frac{1}{2N} [1 - F_R(r(\Theta))],
\] (64)
where $\Theta$ is uniformly distributed on the surface of the N-dimensional unit ball truncated over \{max_i $\Theta_i < 0\}$.

The implementation of the conditional MC estimator requires then sampling of $\Theta$ truncated over \{max_i $\Theta_i < 0\}$. This can be easily performed using the following procedure. First we sample $Y_1, \cdots, Y_N$ independently from the standard Normal distribution, then we set $\Theta_i = -|Y_i|/||Y||_2$. It can be easily proven that the output of this procedure provides samples of $\Theta$ with the desired distribution.

Regarding the quantity $r(\Theta)$ which is the solution of the non-linear equation $\sum_{k=1}^L \exp \left( r(\Theta) \Theta^{(k)} \right) = \gamma_{th}$, we approximate it via the use of the bisection method. To do that, we need to construct lower and upper bounds of $r(\Theta)$. Through a simple computation, we have the following inequality
\[
\log \left( \frac{\gamma_{th}}{L} \right) / \bar{\Theta}(L) \leq r(\Theta) \leq \log \left( \frac{\gamma_{th}}{L} \right) / \hat{\Theta}(1).
\] (65)

2) Efficiency: The following proposition provides an efficiency result of the condition MC estimator.

**Proposition 5.** The conditional MC estimator is logarithmic efficient for $1 < L \leq N$. That is, for all $\epsilon > 0$
\[
\lim_{\gamma_{th} \to 0} \frac{\text{var} \left[ \hat{\ell}_{CMC} \right]}{\ell^{2-\epsilon}} = 0.
\] (66)

**Proof.** To facilitate the understanding of the proof, we start with the case where $L = N$. Let us first construct a lower bound of $r(\Theta)$. To do that, we use the convexity of the exponential function as follows
\[
\sum_{k=1}^N \exp \left( r\Theta_k \right) \geq \exp \left( \sum_{k=1}^N \frac{1}{N} (r\Theta_k + \log(N)) \right).
\] (67)
Equating the right hand side to $\gamma_{th}$ yields the following lower bound of $r(\Theta)$
\[
r(\Theta) \geq r_{\text{lower}}(\Theta) = \frac{N \log(\gamma_{th}/N)}{\sum_{k=1}^N \Theta_k}.
\] (68)
Hence, the second moment of the conditional MC estimator is upper bounded as follows

\[ \mathbb{E}_{\Theta} \left[ \max_{i: \Theta_i < 0} \left( \ell^2 \right) \right] \leq \frac{1}{2^{2N}} \mathbb{E}_{\Theta} \left[ \max_{i: \Theta_i < 0} \left( \left( 1 - \frac{\gamma(N/2, N^2(\log(\gamma_{th}/N))/2)}{\Gamma(N/2)} \right)^2 \right) \right]. \]  

(69)

Now using the fact that \((\sum_{k=1}^{N} \Theta_k)^2 \leq N \sum_{k=1}^{N} \Theta_k^2 = N\), we get that

\[ \mathbb{E}_{\Theta} \left[ \max_{i: \Theta_i < 0} \left( \ell^2 \right) \right] \leq \frac{1}{2^{2N}} \left( 1 - \frac{\gamma(N/2, N(\log(\gamma_{th}/N))/2)}{\Gamma(N/2)} \right)^2. \]  

(70)

Through the use of the following asymptotic behavior, see [27],

\[ \Gamma(s) - \gamma(s, t) \sim t^{s-1} \exp(-t), \text{ as } t \to +\infty, \]  

(71)

we get for a sufficiently small \(\gamma_{th}\) the following upper bound

\[ \mathbb{E}_{\Theta} \left[ \max_{i: \Theta_i < 0} \left( \ell^2 \right) \right] \leq C_3 \left( \frac{N(\log(\gamma_{th}/N))^2}{2} \right)^{N-2} \exp \left( -N(\log(\gamma_{th}/N))^2 / 2 \right), \]  

(72)

where \(C_3\) is a constant independent of \(\gamma_{th}\). On the other hand, the probability \(\ell\) has the following asymptotic behaviour [15]:

\[ \ell \sim C_4 \left( \log(1/\gamma_{th}) \right)^{-\frac{1+N}{2}} \gamma_{th}^{N \log N} \exp \left( -N (\log(\gamma_{th}))^2 / 2 \right). \]  

(73)

Therefore, we have for small enough \(\gamma_{th}\)

\[ \frac{\mathbb{E}_{\Theta} \left[ \max_{i: \Theta_i < 0} \left( \ell^2 \right) \right]}{\ell^2} \leq C_5 (\log(1/\gamma_{th}))^{3(N-1)}. \]  

(74)

This in particular shows that the conditional MC estimator is logarithmic efficient.

Let us extend the proof to the case where \(L < N\). Using the inequality \(\frac{N}{L} \sum_{k=1}^{L} \exp \left( r \Theta^{(k)} \right) \geq \sum_{k=1}^{N} \exp \left( r \Theta_k \right)\), we construct a lower bound of \(r(\Theta)\) given by equating the right hand side of the previous inequality to \(\frac{N}{L} \gamma_{th}\). Then, using the same idea as in (67), we get

\[ r(\Theta) \geq \frac{N \log(\gamma_{th}/L)}{\sum_{k=1}^{N} \Theta_k}. \]  

(75)

Moreover, the probability \(\ell\) is lower bounded by

\[ \ell \geq (P(X_1 \leq \gamma_{th}/L))^N. \]  

(76)
Using the asymptotic behavior of the right hand side term given in [28]

\[
P(X_1 \leq \gamma_{th}/L) \sim \frac{1}{\sqrt{2\pi \log(L/\gamma_{th})}} \exp \left(-\frac{\left(\log(\gamma_{th}/L)\right)^2}{2}\right)
\]  
(77)

and following the same steps as for the case \(L = N\), we get

\[
\mathbb{E}_{\Theta} \max_{\Theta_1<0} \left[\ell^2\right] \leq C \left(\log(1/\gamma_{th})\right)^{4(N-1)}.
\]  
(78)

Thus, the logarithmic efficiency holds for \(L < N\) as well.

**Remark 2.** The logarithmic efficiency holds when \(X_1, \cdots, X_N\) are i.i.d with parameters \(\mu\) and \(\sigma\). The proof is a simple modification of the above procedure.

### V. Numerical Results

We provide in this section some selected simulations in order to validate the theoretical results and compare the efficiency of the proposed estimators. We define the relative error, i.e. the coefficient of variation using \(M\) replicants, of an estimator \(\hat{\ell}\) as

\[
RE(\hat{\ell}) = \frac{\sqrt{\text{var}[\hat{\ell}]} \ell}{\sqrt{M}}.
\]  
(79)

The simulations are performed for three cases: the Pareto, the Weibull, and the Log-normal distributions. Note that the universal IS estimator described in section III-A is denoted by \(\hat{\ell}_{IS,u}\) whereas the IS estimators presented in section III-B and section III-C are denoted by \(\hat{\ell}_{IS}\).

#### A. Pareto Case

The system parameters in the Pareto case are as follows. The sequence \(X_1, \cdots, X_N\) are i.i.d Pareto RVs with parameter \(\alpha = 1\). We aim to estimate the CDF of the sum of \(L = 4\) first order statistics with \(N = 8\) using the estimators \(\hat{\ell}_{IS}\) and \(\hat{\ell}_{IS,u}\). Note that the variance of \(\hat{\ell}_{IS}\) and \(\hat{\ell}_{IS,u}\) can be computed using sample variance or directly through the expression \(\ell_1\ell - \ell^2\) given in [8]. The corresponding results are given in Table II.
TABLE I
CDF of the sum of order statistics for Pareto Case with $N = 8$, $L = 4$, $\alpha = 1$ and $M = 5 \times 10^5$.

| $\gamma_{th}$ | $\hat{\ell}_{IS}$ | $RE(\hat{\ell}_{IS})\%$ | $\hat{\ell}_{IS,u}$ | $RE(\hat{\ell}_{IS,u})\%$ |
|--------------|-----------------|-------------------|-----------------|-------------------|
| 1.5          | $2.21 \times 10^{-4}$ | $6.06 \times 10^{-2}$ | $2.19 \times 10^{-4}$ | 1.23               |
| 1            | $2.06 \times 10^{-5}$ | $5.18 \times 10^{-2}$ | $2.11 \times 10^{-5}$ | 1.92               |
| 0.5          | $2.13 \times 10^{-7}$ | $3.85 \times 10^{-2}$ | $2.09 \times 10^{-7}$ | 3.82               |
| 0.1          | $1.29 \times 10^{-12}$ | $1.79 \times 10^{-2}$ | $1.29 \times 10^{-12}$ | 8.51               |

Numerical results show that the quantity $RE(\hat{\ell}_{IS})$ is decreasing as we decrease the threshold value $\gamma_{th}$. Hence, $\hat{\ell}_{IS}$ achieves numerically the asymptotically vanishing relative error property which is stronger than the theoretical result of bounded relative error proven in Proposition 2. Moreover, $\hat{\ell}_{IS}$ is much more efficient than $\hat{\ell}_{IS,u}$, which only achieves the bounded relative error as proved in Proposition 1, and the gain in performance is improving as we decrease the threshold values. Thus, while $\hat{\ell}_{IS,u}$ has the feature of being applicable to a wide range of distributions, its efficiency can be significantly improved for a particular choice of distribution.

B. Weibull Case

We consider the case where the sequence $X_1, \cdots, X_N$ are i.i.d Weibull RVs with parameter $\eta$ and $\alpha$ and we compare the performance of both IS estimators with the conditional MC one. In order to be able to use the IS estimator $\hat{\ell}_{IS}$ described in section III-C, we restrict our analysis to the case where $0 < \alpha < 1$. Note that we set $\lambda_k = 1/L$, $k = 1, \cdots, L$. The system parameters are $L = 4$, $N = 8$, $\alpha = 0.5$, and $\eta = 1$. The corresponding results are given in Table II.

TABLE II
CDF of the sum of order statistics for Weibull Case with $N = 8$, $L = 4$, $\alpha = 0.5$, $\eta = 1$ and $M = 5 \times 10^5$.

| $\gamma_{th}$ | $\hat{\ell}_{IS}$ | $RE(\hat{\ell}_{IS})\%$ | $\hat{\ell}_{IS,u}$ | $RE(\hat{\ell}_{IS,u})\%$ | $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
|--------------|-----------------|-------------------|-----------------|-------------------|-----------------|-------------------|
| 1            | 0.0029          | $9.96 \times 10^{-2}$ | 0.0029          | 0.4               | 0.0029          | 0.12               |
| 0.5          | $3.37 \times 10^{-4}$ | 0.1              | $3.37 \times 10^{-4}$ | 0.49              | $3.37 \times 10^{-4}$ | 0.13               |
| 0.1          | $1.27 \times 10^{-6}$ | 0.11             | $1.27 \times 10^{-6}$ | 0.66              | $1.27 \times 10^{-6}$ | 0.15               |
| 0.05         | $9.79 \times 10^{-8}$ | 0.11             | $9.85 \times 10^{-8}$ | 0.71              | $9.79 \times 10^{-8}$ | 0.16               |
| 0.01         | $2.06 \times 10^{-10}$ | 0.11            | $2.06 \times 10^{-10}$ | 0.8               | $2.07 \times 10^{-10}$ | 0.17               |
| 0.005        | $1.38 \times 10^{-11}$ | 0.11            | $1.39 \times 10^{-11}$ | 0.81              | $1.38 \times 10^{-11}$ | 0.17               |
From the values of the relative error, we deduce that the three estimators yield very accurate estimates of the unknown probability $\ell$. Moreover, we validate that they have bounded relative error which is in accordance with the theoretical results. Furthermore, the above results show that $\hat{\ell}_{IS}$ outperforms $\hat{\ell}_{IS,u}$ and $\hat{\ell}_{CMC}$.

Let us now analyze the impact of $\alpha$ on the performance of these three estimators. To this end, we set $\alpha = 0.8$ and we repeat the simulation using the same system parameters as above. The results are given in Table III. We observe from these results that increasing $\alpha$ improves the efficiency of $\hat{\ell}_{IS}$ and $\hat{\ell}_{CMC}$ but has a negative effect on the estimator $\hat{\ell}_{IS,u}$. Moreover, we point out that increasing $\alpha$ results in increasing the efficiency of the $\hat{\ell}_{IS}$ compared to $\hat{\ell}_{CMC}$. This is consistent with the fact that for $\alpha = 1$, $\hat{\ell}_{IS}$ has zero variance.

| $\gamma_{th}$ | $\hat{\ell}_{IS}$ | $RE(\hat{\ell}_{IS})\%$ | $\hat{\ell}_{IS,u}$ | $RE(\hat{\ell}_{IS,u})\%$ | $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
|--------------|------------------|------------------|------------------|------------------|------------------|------------------|
| 1.03         | $3.38 \times 10^{-4}$ | $5.42 \times 10^{-2}$ | $3.41 \times 10^{-4}$ | 1.28             | $3.37 \times 10^{-4}$ | 0.1              |
| 0.38         | $1.32 \times 10^{-6}$ | $5.45 \times 10^{-2}$ | $1.29 \times 10^{-6}$ | 2.31             | $1.31 \times 10^{-6}$ | 0.12             |
| 0.09         | $2.10 \times 10^{-10}$ | $5.56 \times 10^{-2}$ | $2.22 \times 10^{-10}$ | 3.20             | $2.10 \times 10^{-10}$ | 0.13             |
| 0.058        | $1.35 \times 10^{-11}$ | $5.59 \times 10^{-2}$ | $1.33 \times 10^{-11}$ | 3.49             | $1.35 \times 10^{-11}$ | 0.13             |

Finally, we investigate the impact of varying $L$. To this end, we provide in Table IV and Table V the results when $L = 2$ and $L = 6$ while maintaining $N$ fixed. These tables show that the efficiency of the conditional MC estimator is improved as $L$ increases. However, increasing $L$ affects negatively the performance of $\hat{\ell}_{IS}$ and $\hat{\ell}_{IS,u}$. This in particular suggests to opt for $\hat{\ell}_{CMC}$ when $L$ is close to $N$ and for $\hat{\ell}_{IS}$ when $L$ is close to $1$.

| $\gamma_{th}$ | $\hat{\ell}_{IS}$ | $RE(\hat{\ell}_{IS})\%$ | $\hat{\ell}_{IS,u}$ | $RE(\hat{\ell}_{IS,u})\%$ | $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
|--------------|------------------|------------------|------------------|------------------|------------------|------------------|
| 0.355        | $3.38 \times 10^{-4}$ | $4.37 \times 10^{-2}$ | $3.37 \times 10^{-4}$ | 0.28             | $3.39 \times 10^{-4}$ | 0.2              |
| 0.07         | $1.28 \times 10^{-6}$ | $4.41 \times 10^{-2}$ | $1.28 \times 10^{-6}$ | 0.34             | $1.28 \times 10^{-6}$ | 0.25             |
| 0.0069       | $2.03 \times 10^{-10}$ | $4.42 \times 10^{-2}$ | $2.04 \times 10^{-10}$ | 0.37             | $2.03 \times 10^{-10}$ | 0.28             |
| 0.0035       | $1.44 \times 10^{-11}$ | $4.42 \times 10^{-2}$ | $1.45 \times 10^{-11}$ | 0.38             | $1.44 \times 10^{-11}$ | 0.28             |
TABLE V
CDF of the sum of order statistics for Weibull case with $N = 8$, $L = 6$, $\alpha = 0.5$, $\eta = 1$ and $M = 5 \times 10^5$.

| $\gamma_{th}$ | $\hat{\ell}_{IS}$ | $RE(\hat{\ell}_{IS})\%$ | $\hat{\ell}_{IS,u}$ | $RE(\hat{\ell}_{IS,u})\%$ | $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
|---------------|-------------------|----------------------|------------------|----------------------|------------------|----------------------|
| 0.55          | $3.38 \times 10^{-4}$ | 0.17                 | $3.39 \times 10^{-4}$ | 0.56                 | $3.39 \times 10^{-4}$ | 9.88 $\times 10^{-2}$ |
| 0.11          | $1.26 \times 10^{-6}$ | 0.18                 | $1.27 \times 10^{-6}$ | 0.79                 | $1.26 \times 10^{-6}$ | 0.11                 |
| 0.011         | $2.02 \times 10^{-10}$ | 0.19                 | $2.01 \times 10^{-10}$ | 0.97                 | $2.02 \times 10^{-10}$ | 0.12                 |
| 0.0055        | $1.35 \times 10^{-11}$ | 0.19                 | $1.36 \times 10^{-11}$ | 1                    | $1.34 \times 10^{-11}$ | 0.12                 |

C. Log-normal Case

We consider the case where the sequence $X_1, \cdots, X_N$ are i.i.d Log-normal RVs with parameter $\mu$ and $\sigma$ and we aim to detect the region for which the conditional MC estimator $\hat{\ell}_{CMC}$ outperforms the universal IS estimator $\hat{\ell}_{IS,u}$ and vice versa. The simulation parameters are $L = 4$, $N = 8$, $\mu = 0$ and $\sigma = 2$. The corresponding results are in Table VI.

TABLE VI
CDF of the sum of order statistics for Log-normal case with $N = 8$, $L = 4$, $\mu = 0$, $\sigma = 2$ and $M = 10^6$.

| $\gamma_{th}$ | $\hat{\ell}_{IS,u}$ | $RE(\hat{\ell}_{IS,u})\%$ | $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
|---------------|-------------------|----------------------|------------------|----------------------|
| 1             | $8.31 \times 10^{-5}$ | 0.68                 | $8.31 \times 10^{-5}$ | 0.34                 |
| 0.5           | $1.91 \times 10^{-6}$ | 1.27                 | $1.90 \times 10^{-6}$ | 0.99                 |
| 0.3           | $7.07 \times 10^{-8}$ | 2.11                 | $7.00 \times 10^{-8}$ | 2.10                 |
| 0.15          | $3.90 \times 10^{-10}$ | 4.37                 | $3.92 \times 10^{-10}$ | 5.41                 |

This table reveals that both estimators yield accurate estimates in the considered range of probability values. More precisely, the values of the relative error in Table VI indicate that $10^6$ samples are sufficient to ensure a precise estimate of $\ell$ in the region between $10^{-10}$ and $10^{-5}$. Note also that for values of $\ell$ that are larger than approximately $7 \times 10^{-6}$, the conditional MC estimator has less variance than the universal IS one. However, as we decrease the threshold, the universal IS estimator becomes more efficient than the conditional MC estimator.

In Table VII and Table VIII, we vary $L$ in order to study its impact. The same conclusion as in the Weibull case are deduced. In fact, for fixed $N$, the closer is $L$ to $N$, the better (respectively the worse) is the performance of the conditional MC estimator (respectively the universal IS
estimator). This observation suggests to work with the conditional MC estimator when $L$ is close to $N$ and with the universal IS estimator when $L$ is close to 1.

**TABLE VII**

CDF OF THE SUM OF ORDER STATISTICS FOR LOG-NORMAL CASE WITH $N = 8$, $L = 2$, $\mu = 0$, $\sigma = 2$ AND $M = 10^6$.

| $\gamma_h$ | Universal IS estimator | Conditional MC estimator |
|-------------|------------------------|--------------------------|
|             | $\hat{\ell}_{IS,u}$    | $RE(\hat{\ell}_{IS,u})\%$| $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
| 0.65        | $8.26 \times 10^{-5}$  | 0.31                     | $8.30 \times 10^{-5}$ | 0.4                      |
| 0.315       | $1.85 \times 10^{-6}$  | 0.45                     | $1.87 \times 10^{-6}$ | 1.28                     |
| 0.185       | $6.72 \times 10^{-8}$  | 0.6                      | $7.02 \times 10^{-8}$ | 2.97                     |
| 0.0908      | $3.78 \times 10^{-10}$ | 0.9                      | $3.77 \times 10^{10}$ | 7.43                     |

**TABLE VIII**

CDF OF THE SUM OF ORDER STATISTICS FOR LOG-NORMAL CASE WITH $N = 8$, $L = 8$, $\mu = 0$, $\sigma = 2$ AND $M = 10^6$.

| $\gamma_h$ | Universal IS estimator | Conditional MC estimator |
|-------------|------------------------|--------------------------|
|             | $\hat{\ell}_{IS,u}$    | $RE(\hat{\ell}_{IS,u})\%$| $\hat{\ell}_{CMC}$ | $RE(\hat{\ell}_{CMC})\%$ |
| 0.635       | $1.91 \times 10^{-6}$  | 2.05                     | $1.94 \times 10^{-6}$ | 0.69                     |
| 0.386       | $6.85 \times 10^{-8}$  | 3.86                     | $6.98 \times 10^{-8}$ | 1.29                     |
| 0.195       | $3.39 \times 10^{-10}$ | 9.95                     | $3.57 \times 10^{-10}$ | 2.89                     |

**D. Improvement of the Conditional MC Estimator**

From the smoothness of the conditional MC estimator, it may be interesting to employ the Quasi MC method and investigate whether it leads to further improvement. We consider, as an example, the case of the Weibull distribution whose corresponding conditional MC estimator is given in (39) and can be written as $\hat{\ell}_{CMC} = h_1(S)$. We use [21, Algorithm 3.19 and 3.22] in order to map a uniform RV $U$ over the N-dimensional cube into the random vector $S$ by $S = h_2(U)$. With this transformation, the quantity $\ell$ can be expressed as

$$\ell = \mathbb{E}[h(U)] \tag{80}$$

with $h = h_1 \circ h_2$. The idea of quasi MC is to consider deterministic quasirandom points and estimate $\ell$ using the sample mean. The objective is to improve the convergence rate to $O\left(M^{-1/2-\delta}\right)$ instead of $O\left(M^{-1/2}\right)$ when using i.i.d uniform random points over the N-dimensional cube. However, in order to be able to estimate the error, we consider instead the randomized quasi
MC method in which the quasi random points $U_i$, $i = 1, \cdots, M$ are now random points, see [21 Algorithm 2.3] and [29]. Therefore, $\ell$ is estimated by

$$\ell_{RQMC} = \frac{1}{M} \sum_{i=1}^{M} h(U_i)$$

(81)

Since $U_i$ are dependent, we cannot estimate the variance of $\ell_{RQMC}$ by sample variance. To overcome such a problem, we produce $m$ independent copies $\ell_{RQMC,k}, k = 1, \cdots, m$, of $\ell_{RQMC}$ and estimate $\ell$ by the sample mean of these copies. An estimate of the variance of $\ell_{RQMC}$ is then given by the sample variance of these $m$ copies.

In Fig. 1 we plot the square root of the variance of $\ell_{RQMC}$ as a function of $M$ as well as the MC error rate which is $O(M^{-1/2})$. This figure shows that the randomized quasi MC estimator has a better rate of convergence than the MC method. In fact, through data fitting, the square root of the variance of $\ell_{RQMC}$ decreases with a rate equal approximately to $-1$. Thus, this result ensures a further improvement of the conditional MC estimator in terms of computational effort.

![Convergence Rate of randomized Quasi MC estimator as a function of $M$.](image)

**VI. CONCLUSION**

We developed in this paper two efficient variance reduction techniques in order to estimate the cumulative distribution function of the sum of order statistics. This applies to outage probability computation at the output of receivers with generalized selection combining scheme combined with either maximum ratio combining or equal gain combining diversity techniques. We first
provided a universal importance sampling estimator and showed that it achieves the bounded relative error property for most of the well-practical distributions. Moreover, we showed how this approach can be improved if we settle for particular distributions. We also provided a conditional Monte Carlo estimator that has the bounded relative error in the Generalized Gamma case and the logarithmic efficiency in the Log-normal case. Moreover, we studied numerically the efficiency of these estimators and identified the regions in which each estimator performs better than the others. Finally, we showed numerically that the conditional Monte Carlo estimator can be further improved using the randomized quasi Monte Carlo method.
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