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Abstract

A deep reinforcement learning (DRL) agent observes its states through observations, which may contain natural measurement errors or adversarial noises. Since the observations deviate from the true states, they can mislead the agent into making suboptimal actions. Several works have shown this vulnerability via adversarial attacks, but existing approaches on improving the robustness of DRL under this setting have limited success and lack for theoretical principles. We show that naively applying existing techniques on improving robustness for classification tasks, like adversarial training, is ineffective for many RL tasks. We propose the state-adversarial Markov decision process (SA-MDP) to study the fundamental properties of this problem, and develop a theoretically principled policy regularization which can be applied to a large family of DRL algorithms, including proximal policy optimization (PPO), deep deterministic policy gradient (DDPG) and deep Q networks (DQN), for both discrete and continuous action control problems. We significantly improve the robustness of PPO, DDPG and DQN agents under a suite of strong white box adversarial attacks, including new attacks of our own. Additionally, we find that a robust policy noticeably improves DRL performance even without an adversary in a number of environments. Our code is available at https://github.com/chenhongge/StateAdvDRL.

1 Introduction

With deep neural networks (DNNs) as powerful function approximators, deep reinforcement learning (DRL) has achieved great success on many complex tasks [46,35,33,65,20] and even on some safety-critical applications (e.g., autonomous driving [75,57,49]). Despite achieving super-human level performance on many tasks, the existence of adversarial examples [70] in DNNs and many successful attacks to DRL [27,4,36,50,82] motivate us to study robust DRL algorithms.

When an RL agent obtains its current state via observations, the observations may contain uncertainty that naturally originates from unavoidable sensor errors or equipment inaccuracy. A policy not robust to such uncertainty can lead to catastrophic failures (e.g., the navigation setting in Figure 1). To ensure safety under the worst case uncertainty, we consider the adversarial setting where the state observation is adversarially perturbed from \( s \) to \( \nu(s) \), yet the underlying true environment state \( s \) is unchanged. This setting is aligned with many adversarial attacks on state observations (e.g., [27,36]) and cannot be characterized by existing tools such as partially observable Markov decision process (POMDP), because the conditional observation probabilities in POMDP cannot capture the adversarial (worst case) scenario. Studying the fundamental principles in this setting is crucial.

Before basic principles were developed, several early approaches [5,40,50] extended existing adversarial defenses for supervised learning, e.g., adversarial training [32,39,88] to improve robustness...
under this setting. Specifically, we can attack the agent and generate trajectories adversarially during training time, and apply any existing DRL algorithm to hope-fully obtain a robust policy. Unfortunately, we show that for most environments, naive adversarial training (e.g., putting adversarial states into the replay buffer) leads to unstable training and deteriorates agent performance [5][15], or does not significantly improve robustness under strong attacks. Since RL and supervised learning are quite different problems, naively applying techniques from supervised learning to RL without a proper theoretical justification can be unsuccessful. To summarize, we study the theory and practice of robust RL against perturbations on state observations:

- We formulate the perturbation on state observations as a modified Markov decision process (MDP), which we call state-adversarial MDP (SA-MDP), and study its fundamental properties. We show that under an optimal adversary, a stationary and Markovian optimal policy may not exist for SA-MDP.
- Based on our theory of SA-MDP, we propose a theoretically principled robust policy regularizer which is related to the total variation distance or KL-divergence on perturbed policies. It can be practically and efficiently applied to a wide range of RL algorithms, including PPO, DDPG and DQN.
- We conduct experiments on 10 environments ranging from Atari games with discrete actions to complex control tasks in continuous action space. Our proposed method significantly improves robustness under strong white-box attacks on state observations, including two strong attacks we design, the robust Sarsa attack (RS attack) and maximal action difference attack (MAD attack).

2 Related Work

Robust Reinforcement Learning Since each element of RL (observations, actions, transition dynamics and rewards) can contain uncertainty, robust RL has been studied from different perspectives. Robust Markov decision process (RMDP) [29][47] considers the worst case perturbation from transition probabilities, and has been extended to distributional settings [83] and partially observed MDPs [48]. The agent observes the original true state from the environment and acts accordingly, but the environment can choose from a set of transition probabilities that minimizes rewards. Compared to our SA-MDP where the adversary changes only observations, in RMDP the ground-truth states are changed so RMDP is more suitable for modeling environment parameter changes (e.g., changes in physical parameters like mass and length, etc.). RMDP theory has inspired robust deep Q-learning [63] and policy gradient algorithms [44][12][42] that are robust against small environmental changes.

Another line of works [51][34] consider the adversarial setting of multi-agent reinforcement learning [71][9]. In the simplest two-player setting (referred to as minimax games [37]), each agent chooses an action at each step, and the environment transits based on both actions. The regular Q function \( Q(s, a) \) can be extended to \( Q(S, a, o) \) where \( o \) is the opponent’s action and Q-learning is still convergent. This setting can be extended to deep Q learning and policy gradient algorithms [34][51]. Pinto et al. [51] show that learning an opponent simultaneously can improve the agent’s performance as well as its robustness against environment turbulence and test conditions (e.g., change in mass or friction). Gu et al. [21] carried out real-world experiments on the two-player adversarial learning game. Tessler et al. [72] considered adversarial perturbations on the action space. Fu et al. [16] investigated how to learn a robust reward. All these settings are different from ours: we manipulate only the state observations but do not change the underlying environment (the true states) directly.

Adversarial Attacks on State Observations in DRL Huang et al. [27] evaluated the robustness of deep reinforcement learning policies through an FGSM based attack on Atari games with discrete actions. Kos & Song [31] proposed to use the value function to guide adversarial perturbation search. Lin et al. [39] considered a more complicated case where the adversary is allowed to attack only a subset of time steps, and used a generative model to generate attack plans luring the agent to a designated target state. Behzadan & Munir [4] studied black-box attacks on DQNs with discrete actions via transferability of adversarial examples. Pattanaik et al. [50] further enhanced adversarial attacks to DRL with multi-step gradient descent and better engineered loss functions. They require a critic or \( Q \) function to perform attacks. Typically, the critic learned during agent training is used.
We find that using this critic can be sub-optimal or impractical in many cases, and propose our two critic-independent and strong attacks (RS and MAD attacks) in Section 3.5. We refer the reader to recent surveys [82][28] for a taxonomy and a comprehensive list of adversarial attacks in DRL setting.

**Improving Robustness for State Observations in DRL** For discrete action RL tasks, Kos & Song [31] first presented preliminary results of adversarial training on Pong (one of the simplest Atari environments) using weak FGSM attacks on pixel space. Behzadan & Munir [5] applied adversarial training to several Atari games with DQN, and found it challenging for the agent to adapt to the attacks during training time. These early approaches achieved much worse results than ours: for Pong, Behzadan & Munir [5] can improve reward under attack from $-21$ (lowest) to $-5$, yet is still far away from the optimal reward ($+21$). Recently, Mirman et al. [43], Fischer et al. [15] treat the discrete action outputs of DQN as labels, and apply existing certified defense for classification [44] to robustly predict actions using imitation learning. This approach outperforms [5], but it is unclear how to apply it to environments with continuous action spaces. Compared to their approach, our SA-DQN does not use imitation learning and achieves better performance on most environments.

For continuous action RL tasks (e.g., MuJoCo environments in OpenAI Gym), Mandlekar et al. [40] used a weak FGSM based attack with policy gradient to adversarially train a few simple RL tasks. Pattanaik et al. [50] used stronger multi-step gradient based attacks; however, their evaluation focused on robustness against environmental changes rather than state perturbations. Unlike our work which first develops principles and then applies to different DRL algorithms, these works directly extend adversarial training in supervised learning to the DRL setting and do not reliably improve test time performance under strong attacks in Section 4. A few concurrent works [56][44] consider a smoothness regularizer similar to ours: [56] studied an attack setting to MDP similar to ours and proposed Lipschitz regularization, but it was applied to DQN with discrete actions only. [44] adopted virtual adversarial training also for the continuous-action settings but focused on improving generalization instead of robustness. In our paper, we provide theoretical justifications for our robustness regularizer from the perspective of constrained policy optimization [11], systematically apply our approach to multiple RL algorithms (PPO, DDPG and DQN), propose more effective adversarial attacks and conduct comprehensive empirical evaluations under a suit of strong adversaries.

Other related works include [24], which proposed a meta online learning procedure with a master agent detecting the presence of the adversary and switching between a few sub-policies, but did not discuss how to train a single agent robustly. [11] applied adversarial training specifically for RL-based path-finding algorithms. [38] considered the worst-case scenario during rollouts for existing DQN agents to ensure safety, but it relies on an existing policy and does not include a training procedure.

### 3 Methodology

#### 3.1 State-Adversarial Markov Decision Process (SA-MDP)

**Notations** A Markov decision process (MDP) is defined as $(\mathcal{S}, \mathcal{A}, R, p, \gamma)$, where $\mathcal{S}$ is the state space, $\mathcal{A}$ is the action space, $R : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow \mathbb{R}$ is the reward function, and $p : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{P}(\mathcal{S})$ is the transition probability of environment, where $\mathcal{P}(\mathcal{S})$ defines the set of all possible probability measures on $\mathcal{S}$. The transition probability $p(s'|s, a) = \Pr(s_{t+1} = s'|s_t = s, a_t = a)$, where $t$ is the time step. We denote a stationary policy as $\pi : \mathcal{S} \rightarrow \mathcal{P}(\mathcal{A})$, the set of all stochastic and Markovian policies as $\Pi_{\text{MR}}$, the set of all deterministic and Markovian policies as $\Pi_{\text{MD}}$. Discount factor $0 < \gamma < 1$.

In state-adversarial MDP (SA-MDP), we introduce an adversary $\nu(s) : \mathcal{S} \rightarrow \mathcal{S}$. The adversary perturbs only the state observations of the agent, such that the action is taken as $\pi(a|\nu(s))$; the environment still transits from the true state $s$ rather than $\nu(s)$ to the next state. Since $\nu(s)$ can be different from $s$, the agent’s action from $\pi(a|\nu(s))$ may be sub-optimal, and thus the adversary is able to reduce the reward. In real world RL problems, the adversary can be reflected as the worst case noise in measurement or state estimation uncertainty. Note that this scenario is different from the two-player Markov game [37] where both players see unperturbed true environment states and interact with the environment directly; the opponent’s action can change the true state of the game.

---

1Our analysis also holds for a stochastic adversary. The optimal adversary is deterministic (see Lemma 1).
To allow a formal analysis, we first make the assumption for the adversary $\nu$:

**Assumption 1** (Stationary, Deterministic and Markovian Adversary). $\nu(s)$ is a deterministic function $\nu : S \rightarrow S$ which only depends on the current state $s$, and $\nu$ does not change over time.

This assumption holds for many adversarial attacks [27, 46, 31, 50]. These attacks only depend on the current state and the policy or Q network so they are Markovian; the network parameters are frozen at test time, so given the same $s$ the adversary will generate the same (stationary) perturbation. We leave the formal analysis of non-Markovian, non-stationary adversaries as future work.

If the adversary can perturb a state $s$ arbitrarily without bounds, the problem can become trivial. To fit our analysis to the most realistic settings, we need to restrict the power of an adversary. We define perturbation set $B(s)$, to restrict the adversary to perturb a state $s$ only to a predefined set of states:

**Definition 1** (Adversary Perturbation Set). We define a set $B(s)$ which contains all allowed perturbations of the adversary. Formally, $\nu(s) \in B(s)$ where $B(s)$ is a set of states and $s \in S$.

$B(s)$ is usually a set of task-specific “neighboring” states of $s$ (e.g., bounded sensor measurement errors), which makes the observation still meaningful (yet not accurate) even with perturbations. After defining $B$, an SA-MDP can be represented as a 6-tuple $(S, A, B, R, p, \gamma)$.

**Analysis of SA-MDP** We first derive Bellman Equations and a basic policy evaluation procedure, then we discuss the possibility of obtaining an optimal policy for SA-MDP. The adversarial value and action-value functions under $\nu$ in an SA-MDP are similar to those of a regular MDP:

$$
\bar{V}_{\pi \nu}(s) = \mathbb{E}_{\pi \nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s \right], \\
\bar{Q}_{\pi \nu}(s, a) = \mathbb{E}_{\pi \nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s, a_t = a \right],
$$

where the reward at step-$t$ is defined as $r_t$ and $\pi \nu$ denotes the policy under observation perturbations: $\pi(a|\nu(s))$. Based on these two definitions, we first consider the simplest case with fixed $\pi$ and $\nu$:

**Theorem 1** (Bellman equations for fixed $\pi$ and $\nu$). Given $\pi : S \rightarrow \mathcal{P}(A)$ and $\nu : S \rightarrow S$, we have

$$
\bar{V}_{\pi \nu}(s) = \sum_{a \in A} \pi(a|\nu(s)) \sum_{s' \in S} p(s'|s, a) \left[ R(s, a, s') + \gamma \bar{V}_{\pi \nu}(s') \right], \\
\bar{Q}_{\pi \nu}(s, a) = \sum_{s' \in S} p(s'|s, a) \left[ R(s, a, s') + \gamma \sum_{a' \in A} \pi(a'|\nu(s')) \bar{Q}_{\pi \nu}(s', a') \right].
$$

The proof of Theorem 1 is simple, as when $\pi, \nu$ are fixed, they can be “merged” as a single policy, and existing results from MDP can be directly applied. Now we consider a more complicated case, where we want to find the value functions under optimal adversary $\nu^*(\pi)$, minimizing the total expected reward for a fixed $\pi$. The optimal adversarial value and action-value functions are defined as:

$$
\bar{V}_{\pi}(s) = \min_{\nu} \bar{V}_{\pi \nu}(s), \\
\bar{Q}_{\pi \nu^*}(s, a) = \min_{\nu} \bar{Q}_{\pi \nu}(s, a).
$$

**Theorem 2** (Bellman contraction for optimal adversary). Define Bellman operator $\mathcal{L} : \mathbb{R}^{|S|} \rightarrow \mathbb{R}^{|S|}$,

$$
(\mathcal{L}\bar{V})(s) = \min_{s' \in B(s)} \sum_{a \in A} \pi(a|s, s') \sum_{s'' \in S} p(s''|s, a) \left[ R(s, a, s'') + \gamma \bar{V}(s') \right].
$$

The Bellman equation for optimal adversary $\nu^*$ can then be written as: $\bar{V}_{\pi \nu^*} = \mathcal{L}\bar{V}_{\pi \nu^*}$. Additionally, $\mathcal{L}$ is a contraction that converges to $\bar{V}_{\pi \nu^*}$.

**Theorem 3** says that given a fixed policy $\pi$, we can evaluate its performance (value functions) under the optimal (strongest) adversary, through a Bellman contraction. It is functionally similar to the “policy evaluation” procedure in regular MDP. The proof of Theorem 2 is in the same spirit as the proof of Bellman optimality equations for solving the optimal policy for an MDP; the important difference here is that we solve the optimal adversary, for a fixed policy $\pi$.

Given $\pi$, value functions for MDP and SA-MDP can be vastly different. Here we show a 3-state toy environment in Figure 3; an optimal MDP policy is to take action 2 in $S_1$, action 1 in $S_2$ and $S_3$. Under the presence of an adversary $\nu(S_1) = S_2, \nu(S_2) = S_1, \nu(S_3) = S_1$, this policy receives zero total reward as the adversary can make the action $\pi(a|\nu(s))$ totally wrong regardless of the states. On the other hand, a

![Figure 3: A toy environment.](image-url)
We start with the most general case where the policy \( \pi^* \) under the strongest adversary \( \nu^*(\pi) \) in the SA-MDP setting (we use the notation \( \nu^*(\pi) \) to explicitly indicate that \( \nu^* \) is the optimal adversary for a given \( \pi \)). An optimal policy should be the best among all policies on every state:

\[
V_{\pi^*}(s) \geq \bar{V}_{\pi^*}(s) \quad \text{for } \forall s \in S \text{ and } \forall \pi,
\]

where both \( \pi \) and \( \nu \) are not fixed. The first question is, what policy classes do we need to consider for \( \pi^* \)? In MDPs, deterministic policies are sufficient. We show that this does not hold anymore in SA-MDP:

**Theorem 3.** There exists an SA-MDP and some stochastic policy \( \pi \in \Pi_{MR} \) such that we cannot find a better deterministic policy \( \pi' \in \Pi_{MD} \) satisfying

\[
V_{\pi^*}(s) \geq \bar{V}_{\pi^*}(s) \quad \text{for all } s \in S.
\]

The proof is done by constructing a counterexample where some stochastic policies are better than any other deterministic policies in SA-MDP (see Appendix A). Contrarily, in MDP, for any stochastic policy we can find a deterministic policy that is at least as good as the stochastic one. Unfortunately, even looking for both deterministic and stochastic policies still cannot always find an optimal one:

**Theorem 4.** Under the optimal \( \nu^* \), an optimal policy \( \pi^* \in \Pi_{MR} \) does not always exist for SA-MDP.

The proof follows the same counterexample as in Theorem 3. The optimal policy \( \pi^* \) requires to have

\[
V_{\pi^*}(s) \geq \bar{V}_{\pi^*}(s) \quad \text{for all } s \text{ and any } \pi.
\]

In an SA-MDP, sometimes we have to make a trade-off between the value of states and no policy can maximize the values of all states.

Despite the difficulty of finding an optimal policy under the optimal adversary, we show that under certain assumptions, the loss in performance due to an optimal adversary can be bounded:

**Theorem 5.** Given a policy \( \pi \) for a non-adversarial MDP and its value function is \( V_\pi(s) \). Under the optimal adversary \( \nu \) in SA-MDP, for all \( s \in S \) we have

\[
\max_{s \in S} \left\{ V_\pi(s) - \bar{V}_{\pi^*}(s) \right\} \leq \alpha \max_{s \in S} \max_{s' \in B(s)} D_{TV}(\pi(\cdot|s), \pi(\cdot|s'))
\]

where \( D_{TV}(\pi(\cdot|s), \pi(\cdot|s')) \) is the total variation distance between \( \pi(\cdot|s) \) and \( \pi(\cdot|s') \), and \( \alpha := 2[1 + \frac{1}{(1-\gamma)^2}] \max_{(s,a,s')} \in S \times A \times S |R(s,a,s')| \) is a constant that does not depend on \( \pi \).

Theorem 5 says that as long as differences between the action distributions under state perturbations (the term \( D_{TV}(\pi(\cdot|s), \pi(\cdot|s')) \)) are not too large, the performance gap between \( V_{\pi^*} \) (state value of SA-MDP) and \( V_\pi(s) \) (state value of regular MDP) can be bounded. An important consequence is the motivation of regularizing \( D_{TV}(\pi(\cdot|s), \pi(\cdot|s')) \) during training to obtain a policy robust to strong adversaries. The proof is based on tools developed in constrained policy optimization \( \Pi \), which gives an upper bound on value functions given two policies with bounded divergence. In our case, we desire that a bounded state perturbation \( s' \) produces bounded divergence between \( \pi(\cdot|s) \) and \( \pi(\cdot|s') \).

We now study a few practical DRL algorithms, including both deep Q-learning (DQN) for discrete actions and actor-critic based policy gradient methods (DDPG and PPO) for continuous actions.

### 3.2 State-Adversarial DRL for Stochastic Policies: A Case Study on PPO

We start with the most general case where the policy \( \pi(a|s) \) is stochastic (e.g., in PPO \( 60 \)). The total variation distance is not easy to compute for most distributions, so we upper bound it again by KL divergence: \( D_{TV}(\pi(a|s), \pi(a|s')) \leq \sqrt{\frac{1}{2} D_{KL}(\pi(a|s)\|\pi(a|s'))} \). When Gaussian policies are used, we denote \( \pi(a|s) \sim \mathcal{N}(\mu_s, \Sigma_s) \) and \( \pi(a|s') \sim \mathcal{N}(\mu_{s'}, \Sigma_{s'}) \). The KL-divergence can be given as:

\[
D_{KL}(\pi(a|s)\|\pi(a|s')) = \frac{1}{2} \left[ \log |\Sigma_{s'}\Sigma_s^{-1}| + \text{tr}(\Sigma_{s'}^{-1}\Sigma_s) + (\mu_{s'} - \mu_s)^T \Sigma_{s'}^{-1}(\mu_{s'} - \mu_s) - |A| \right].
\]

Regularizing KL distance \( 4 \) for all \( s \in B(s) \) will lead to a smaller upper bound in \( 21 \), which is directly related to agent performance under optimal adversary. In PPO, the mean terms \( \mu_s, \mu_{s'} \) are produced by neural networks: \( \mu_{s'}(s) \) and \( \mu_{s'}(\hat{s}) \), and we assume \( \Sigma \) is a diagonal matrix independent of state \( s, \Sigma_{s'} = \Sigma = \Sigma_s \). Regularizing the above KL-divergence over all \( s \) from sampled trajectories and all \( s \in B(s) \) leads to the following state-adversarial regularizer for PPO, ignoring constant terms:

\[
\mathcal{R}_{\text{PPO}}(\theta) = \frac{1}{2} \sum_s \max_{s' \in B(s)} \left( \mu_{s'}(\hat{s}) - \mu_{s'}(s) \right)^T \Sigma^{-1} (\mu_{s'}(\hat{s}) - \mu_{s'}(s)) := \frac{1}{2} \sum_{s \in B(s)} \max_{s' \in B(s)} \mathcal{R}_s(\hat{s}, \theta).
\]
We replace $\max_{s \in S}$ term in Theorem 5 with a more practical and optimizer-friendly summation over all states in sampled trajectory. A similar treatment was used in TRPO [33] which was also derived as a KL-based regularizer, albeit on $\theta_\mu$ space rather than on state space. However, minimizing (5) is challenging as it is a minimax objective, and we also have $\nabla_{\hat{s}} R(s, \theta_\mu)|_{s=s} = 0$ so using gradient descent directly cannot solve the inner maximization problem to a local maximum. Instead of using the more expensive second order methods, we propose two first order approaches to solve (5): convex relaxations of neural networks, and Stochastic Gradient Langevin Dynamics (SGLD). Here we focus on discussing convex relaxation based method, and we defer SGLD based solver to Section C.2.

Convex relaxation of non-linear units in neural networks enables an efficient analysis of the outer bounds for a neural network [80, 87, 67, 13, 19, 77, 58, 68]. Several works have used it for certified adversarial defenses [81, 43, 76, 19, 89], but here we leverage it as a generic optimization tool for solving minimax functions involving neural networks. Using this technique, we can obtain an upper bound for $R_s(s, \theta_\mu)$: $R_s(s, \theta_\mu) \geq R_s(\hat{s}, \theta_\mu)$ for all $s \in B(s)$. $R_s(\theta_\mu)$ is also a function of $\theta_\mu$ and can be seen as a transformed neural network (e.g., the dual network in Wong & Kolter [80]), and computing $R_s(\theta_\mu)$ is only a constant factor slower than computing $R_s(s, \theta_\mu)$ (for a fixed $s$) when an efficient relaxation [44, 19, 89] is used. We can then solve the following minimization problem:

$$\min_{\theta_\mu} \frac{1}{2} \sum_s R_s(\theta_\mu) \geq \min_{\theta_\mu} \frac{1}{2} \sum_s \max_{\hat{s} \in B(s)} R_s(\hat{s}, \theta_\mu) = \min_{\theta_\mu} R_{\text{PPO}}(\theta_\mu).$$

Since we minimize an upper bound of the inner max, the original objective (5) is guaranteed to be minimized. Using convex relaxations can also provide certain robustness certificates for DRL as a bonus (e.g., we can guarantee an action has bounded changes under bounded perturbations), discussed in Appendix E. We use Auto_LiRPA, a recently developed tool [84], to give $R_s(\theta_\mu)$ efficiently and automatically. Once the inner maximization problem is solved, we can add $R_{\text{PPO}}$ as part of the policy optimization objective, and solve PPO using stochastic gradient descent (SGD) as usual. Although Eq (5) looks similar to smoothness based regularizers in (semi-)supervised learning settings, we show that this method is much more efficient and provide certain robustness certificates for DRL.

### 3.3 State-Adversarial DRL for Deterministic Policies: A Case Study on DDPG

DDPG learns a deterministic policy $\pi(s) : S \rightarrow A$, and in this situation, the total variation distance $D_{TV}(\pi(\cdot|s), \bar{\pi}(\cdot|\hat{s}))$ is malformed, as the densities at different states $s$ and $\hat{s}$ are very likely to be completely non-overlapping. To address this issue, we define a smoothed version of policy, $\bar{\pi}(a|s)$ in DDPG, where we add independent Gaussian noise with variance $\sigma^2$ to each action: $\bar{\pi}(a|s) \sim \mathcal{N}(\pi(s), \sigma^2 I_{|A|})$. Then we can compute $D_{TV}(\bar{\pi}(\cdot|s), \bar{\pi}(\cdot|\hat{s}))$ using the following theorem:

**Theorem 6.** $D_{TV}(\bar{\pi}(\cdot|s), \bar{\pi}(\cdot|\hat{s})) = \sqrt{2/\pi \sigma^2} + O(d^2)$, where $d = \|\pi(s) - \pi(\hat{s})\|_2$.

Thus, as long as we can penalize $\sqrt{2/\pi \sigma^2}$, the total variation distance between the two smoothed distributions can be bounded. In DDPG, we parameterize the policy as a policy network $\pi_{\theta_\pi}$. Based on Theorem 5 the robust policy regularizer for DDPG is:

$$R_{\text{DDPG}}(\theta_\pi) = \sqrt{2/\pi (1/\sigma)} \sum_s \max_{\hat{s} \in B(s)} \|\pi_{\theta_\pi}(s) - \pi_{\theta_\pi}(\hat{s})\|_2$$

(6)

for each state $s$ in a sampled batch of states, we need to solve a maximization problem, which can be done using SGLD or convex relaxations similarly as we have shown in Section 3.2. Note that the smoothing procedure can be done completely at test time, and during training time our goal is to keep $\max_{\hat{s} \in B(s)} \|\pi_{\theta_\pi}(s) - \pi_{\theta_\pi}(\hat{s})\|_2$ small. We show the full SA-DDPG algorithm in Appendix G.

### 3.4 State-Adversarial DRL for Q Learning: A Case Study on DQN

The action space for DQN is finite, and the deterministic action is determined by the max $Q$ value: $\pi(a|s) = 1$ when $a = \arg \max_{a'} Q(s, a')$ and 0 otherwise. The total variation distance in this case is

$$D_{TV}(\pi(\cdot|s), \pi(\cdot|\hat{s})) = \begin{cases} 0 & \text{arg } \max_a \pi(a|s) = \text{arg } \max_a \pi(a|\hat{s}) \\ 1 & \text{otherwise.} \end{cases}$$
Thus, we want to make the top-1 action stay unchanged after perturbation, and we can use a hinge-like robust policy regularizer, where \( a^*(s) = \arg\max_a Q_\theta(s, a) \) and \( c \) is a small positive constant:

\[
\mathcal{R}_{\text{DQN}}(\theta) := \sum_s \max\{ \max_{\hat{s} \in B(s)} Q_\theta(\hat{s}, a) - Q_\theta(s, a^*(s)), -c \}.
\] (7)

The sum is over all \( s \) in a sampled batch. Other loss functions (e.g., cross-entropy) are also possible as long as the aim is to keep the top-1 action to stay unchanged after perturbation. This setting is similar to the robustness of classification tasks, if we treat \( a^*(s) \) as the “correct” label, thus many robust classification techniques can be applied as in [14][15]. The maximization can be solved using projected gradient descent (PGD) or convex relaxation of neural networks. Due to its similarity to classification, we defer the details on solving \( \mathcal{R}_{\text{DQN}}(\theta) \) and full SA-DQN algorithm to Appendix D.

### 3.5 Robust Sarsa (RS) and Maximal Action Difference (MAD) Attacks

In this section we propose two strong adversarial attacks under Assumption I for continuous action tasks trained using PPO or DDPG. For this setting, Pattanaik et al. [50] and many follow-on works use the gradient of \( Q(s, a) \) to provide the direction to update states adversarially in \( K \) steps:

\[
s^{k+1} = s^k - \eta \cdot \text{proj} [\nabla_{s^k} Q(s^k, \pi(s^k))], \quad k = 0, \ldots, K - 1, \text{ and define } \hat{s} := s^K.
\] (8)

Here \( \text{proj}[] \) is a projection to \( B(s) \), \( \eta \) is the learning rate, and \( s^0 \) is the state under attack. It attempts to find a state \( \hat{s} \) triggering an action \( \pi(\hat{s}) \) minimizing the action-value at state \( s^0 \). The formulation in [50] has a glitch that the gradient is evaluated as \( \nabla_{s^0} Q(s^k, \pi(s^k)) \) rather than \( \nabla_{s^0} Q(s^0, \pi(s^0)) \). We found that the corrected form [5] is more successful. If \( Q \) is a perfect action-value function, \( \hat{s} \) leads to the worst action that minimizes the value at \( s^0 \). However, this attack has a few drawbacks:

- Attack strength strongly depends on critic quality; if \( Q \) is poorly learned, is not robust against small perturbations or has obfuscated gradients, the attack fails as no correct update direction is given.
- It relies on the \( Q \) function which is specific to the training process, but not used during roll-out.
- Not applicable to many actor-critic methods (e.g., TRPO and PPO) using a learned value function \( V(s) \) instead of \( Q(s, a) \). Finding \( \hat{s} \in B(s) \) minimizing \( V(s) \) does not correctly reflect the setting of perturbing observations, as \( V(\hat{s}) \) represents the value of \( \hat{s} \) rather than the value of taking \( \pi(\hat{s}) \) at \( s^0 \).

When we evaluate the robustness of a policy, we desire it to be independent of a specific critic network to avoid these problems. We thus propose two novel critic independent attacks for DDPG and PPO.

#### Robust Sarsa (RS) attack

Since \( \pi \) is fixed during evaluation, we can learn its corresponding \( Q^\pi(s, a) \) using on-policy temporal-difference (TD) algorithms similar to Sarsa [55] without knowing the critic network used during training. Additionally, we find that the robustness of \( Q^\pi(s, a) \) is very important; if \( Q^\pi(s, a) \) is not robust against small perturbations (e.g., given a state \( s_0 \), a small change in \( a \) will significantly reduce \( Q^\pi(s_0, a) \) which does not reflect the true action-value), it cannot provide a good direction for attacks. Based on these, we learn \( Q^\pi(s, a) \) (parameterized as an NN with parameters \( \theta \)) with a TD loss as in Sarsa and an additional robustness objective to minimize:

\[
L_{\text{RS}}(\theta) = \sum_{i \in [N]} \left[ r_i + \gamma Q^\pi_{\text{RS}}(s_i', a_i') - Q_{\text{RS}}^\pi(s_i, a_i) \right]^2 + \lambda_{\text{RS}} \sum_{i \in [N]} \max_{\hat{a} \in B(a_i)} \left( Q^\pi_{\text{RS}}(s_i, \hat{a}) - Q^\pi_{\text{RS}}(s_i, a_i) \right)^2
\]

\( N \) is the batch size and each batch contains \( N \) tuples of transitions \((s, a, r, s', a')\) sampled from agent rollouts. The first summation is the TD-loss and the second summation is the robustness penalty with regularization \( \lambda_{\text{RS}} \). \( B(a_i) \) is a small set near action \( a_i \) (e.g., a \( \ell_\infty \) ball of norm 0.05 when action is normalized between 0 to 1). The inner maximization can be solved using convex relaxation of neural networks as we have done in Section 3.2. Then, we use \( Q^\pi_{\text{RS}} \) to perform critic-based attacks as in [6]. This attack sometimes significantly outperforms the attack using the critic trained along with the policy network, as its attack strength does not depend on the quality of an existing critic. We give the detailed procedure for RS attack and show the importance of the robust objective in appendix D.

#### Maximal Action Difference (MAD) attack

We propose another simple yet very effective attack which does not depend on a critic. Following our Theorem 3 and 6, we can find an adversarial state \( \hat{s} \) by maximizing \( D_{\text{KL}}(\pi(-|s)||\pi(-|\hat{s})) \). For actions parameterized by Gaussian mean \( \pi_{\theta_a}(s) \) and covariance matrix \( \Sigma \) (independent of \( s \)), we minimize \( L_{\text{MAD}}(\hat{s}) := -D_{\text{KL}}(\pi(-|s)||\pi(-|\hat{s})) \) to find \( \hat{s} \):

\[
\arg\min_{\hat{s} \in B(s)} L_{\text{MAD}}(\hat{s}) = \arg\max_{\hat{s} \in B(s)} \left( \pi_{\theta_a}(s) - \pi_{\theta_a}(\hat{s}) \right)^\top \Sigma^{-1} \left( \pi_{\theta_a}(s) - \pi_{\theta_a}(\hat{s}) \right).
\] (9)

For DDPG we can simply set \( \Sigma = I \). The objective can be optimized using SGLD to find a good \( \hat{s} \).
Table 1: Average episode rewards ± standard deviation over 50 episodes on 3 baselines and SA-PPO. We report natural episode rewards (no attacks) and rewards under five adversarial attacks. In each row we bold the best (lowest) attack reward over all five attacks. The gray rows are the most robust agents.

| Env. | Method       | Natural Reward | Attack Reward | RS | RS+MAD | Best Attack |
|------|--------------|----------------|---------------|----|--------|-------------|
| Hopper | PPO (vanilla) | 174 ± 146      | 4.2 ± 7.6     | 42 ± 8.6       | 41 ± 8.6 |
|       | PPO (adv. 50%) | 45.7 ± 36.2    | 344 ± 13.2    | 53 ± 23.2      | 52 ± 23.2 |
|       | PPO (adv. 100%) | 141 ± 126      | 413 ± 13.1    | 98 ± 10.5      | 97 ± 10.5 |
| Walker2d | PPO (vanilla) | 45.7 ± 36.2    | 344 ± 13.2    | 53 ± 23.2      | 52 ± 23.2 |
|       | PPO (adv. 50%) | 141 ± 126      | 413 ± 13.1    | 98 ± 10.5      | 97 ± 10.5 |
|       | PPO (adv. 100%) | 141 ± 126      | 413 ± 13.1    | 98 ± 10.5      | 97 ± 10.5 |
| Humanoid | PPO (vanilla) | 540 ± 1094.1   | 4547 ± 12.2   | 454 ± 12.2     | 454 ± 12.2 |
|       | PPO (adv. 50%) | 145 ± 18.6     | 124 ± 18.6    | 118 ± 13.1     | 117 ± 13.1 |
|       | PPO (adv. 100%) | 145 ± 18.6     | 124 ± 18.6    | 118 ± 13.1     | 117 ± 13.1 |

In our experiment, the set of adversarial states $B(s)$ is defined as an $\ell_\infty$ norm ball around $s$ with a radius $\epsilon$: $B(s) := \{\hat{s} : \|s - \hat{s}\|_\infty \leq \epsilon\}$. Here $\epsilon$ is also referred to as the perturbation budget. In MuJoCo environments, the $\ell_\infty$ norm is applied on normalized state representations.

### Evaluation of SA-PPO

We use the PPO implementation from [14], which conducted hyperparameter search and published the optimal hyperparameters for PPO on three Mujoco environments in OpenAI Gym [17]. We use their optimal hyperparameters for PPO, and the same set of hyperparameters for SA-PPO without further tuning. We run Walker2d and Hopper $2 \times 10^6$ steps and Humanoid $1 \times 10^7$ steps to ensure convergence. Our vanilla PPO agents achieve similar or better performance than those reported in the literature [14, 25, 22]. Detailed hyperparameters are in Appendix D. SA-PPO has one additional regularization parameter, $\nu_{PPO}$, for the regularizer $R_{PPO}$, which is chosen in $\{0.003, 0.01, 0.03, 0.1, 0.3, 1.0\}$. We solve the SA-PPO objective using both SGLD and convex relaxation methods. We include three baselines: vanilla PPO, and adversarially trained PPO [45, 50] with 50% and 100% training steps under critic attack [50]. The attack is conducted by finding $\hat{s} \in B(s)$ minimizing $V(s)$ instead of $Q(s, \pi(s))$, as PPO does not learn a $Q$ function during learning. We evaluate agents using 5 attacks, including our strong RS and MAD attacks, detailed in Appendix D.

In Table 1, naive adversarial training deteriorates performance and does not reliably improve robustness in all three environments. Our RS attack and MAD attacks are very effective in all environments and achieve significantly lower rewards than critic and random attacks; this shows the importance of evaluation using strong attacks. SA-PPO, solved either by SGLD or the convex relaxation objective, significantly improves robustness against strong attacks. Additionally, SA-PPO achieves natural performance (without attacks) similar to that of vanilla PPO in Walker2d and Hopper, and significantly improves the reward in Humanoid environment. Humanoid has a high state-space dimension (376) and is usually hard to train [22], and our results suggest that a robust objective can be helpful even in a non-adversarial setting. Because PPO training can have large performance variance across multiple runs, to show that our SA-PPO can consistently obtain a robust agent, we repeatedly train each environment using SA-PPO and vanilla PPO at least 15 times and attack all agents obtained. In Figures 4a and 4b, we show the box plot of the natural and best attack reward for these PPO and SA-PPO agents. We can see that the best attack rewards of most SA-PPO agents are consistently better than PPO agents (in terms of median, 25% and 75% percentile rewards over multiple repetitions).

### Evaluation of SA-DDPG

We use a high quality DDPG implementation [2] as our baseline, achieving similar or better performance on five Mujoco environments as in the literature [15, 17]. For SA-DDPG, we use the same set of hyperparameters as in DDPG [2] (detailed in Appendix C), except for the additional regularization term $\nu_{DDPG}$ for $R_{DDPG}$ which is searched in $\{0.1, 0.3, 1.0, 3.0\}$ for InvertedPendulum and Reacher due to their low dimensionality and $\{30, 100, 300, 1000\}$ for other environments. We include vanilla DDPG, adversarially trained DDPG [50] (attacking 50% or 100% steps) as baselines. We use the same set of 5 attacks as in Table 1. In Table 2, we observe that naive adversarial training is not very effective in many environments. SA-DDPG (solved by SGLD or convex relaxations) significantly improves robustness under strong attacks in all 5 environments.

---

1Code and pretrained agents available at [https://github.com/chenhongge/StateAdvDRL](https://github.com/chenhongge/StateAdvDRL)
Figure 4: Box plots of natural and attack rewards for PPO and SA-PPO. Each box is obtained from at least 15 agents trained with the same hyperparameters as in agents reported in Table 1. The red lines inside the boxes are median rewards, and the upper and lower sides of the boxes show 25% and 75% percentile rewards of 30 agents. The line segments outside of the boxes show min or max rewards.

Table 2: Average episode rewards ± standard deviation over 50 episodes on DDPG, adversarial training [50] (50% and 100% steps) and SA-DDPG. Each number represents an agent with median reward under the best attack over 11 training runs with identical hyperparameters. Due to large variance in RL, it important to report median metrics. Bold numbers indicate the most robust agents. Full results of all five attacks are in Table 6 and statistics over multiple training runs are in Figure 12.

| Environment   | Action Cert. Rate | Natural Reward | Attack Reward (best) | Attack Reward (50% frames) | Attack Reward (4 steps) | Attack Reward (10 steps) | Attack Reward (25 steps) |
|---------------|-------------------|----------------|----------------------|-----------------------------|-------------------------|-------------------------|--------------------------|
| DQN (vanilla) |                   | 1487 ± 850     | 3302 ± 762           | 1000 ± 0                     | -24.7 ± 3.9             | -22.87 ± 4.9            | -25.81 ± 5.3             |
| DQN-Adv.      |                   | 1487 ± 850     | 3302 ± 762           | 1000 ± 0                     | -24.7 ± 3.9             | -22.87 ± 4.9            | -25.81 ± 5.3             |
| Belzadcan & Munir [5] |                   | 1487 ± 850     | 3302 ± 762           | 1000 ± 0                     | -24.7 ± 3.9             | -22.87 ± 4.9            | -25.81 ± 5.3             |
| SA-DQN (PGD)  |                   | 2182 ± 409     | 412 ± 45             | 1000 ± 0                     | -24.7 ± 3.9             | -22.87 ± 4.9            | -25.81 ± 5.3             |
| SA-DQN (convex) |                  | 2182 ± 409     | 412 ± 45             | 1000 ± 0                     | -24.7 ± 3.9             | -22.87 ± 4.9            | -25.81 ± 5.3             |

Similar to the observations on SA-PPO, SA-DDPG can improve natural performance in environments (Ant and Walker2d) with relatively high dimensional state space (111 and 17).

**Evaluation of SA-DQN** We implement Double DQN [73] and Prioritized Experience Replay [59] on four Atari games. We train Atari agents for 6 million frames for both vanilla DQN and SA-DQN. Detailed parameters and training procedures are in Appendix H. We normalize the pixel values to [0, 1] and we add $\ell_\infty$ adversarial noise with norm $\epsilon = 1/255$. We include vanilla DQNs and adversarially trained DQNs with 50% of frames under attack [5] during training time as baselines, and we report results of robust imitation learning [15]. We evaluate all environments under 10-step targeted PGD attacks, except that results from [15] were evaluated using a weaker 4-step PGD attack. For the most robust Atari agents (SA-DQN convex), we additionally attack them using 50-step PGD attacks, and find that the rewards do not further reduce. In Table 3, we see that our SA-DQN achieves much higher rewards under attacks in most environments, and naive adversarial training is mostly ineffective under strong attacks. We obtain better rewards than [15] in most environments, as we learn the agents directly rather than using two-step imitation learning.

Table 3: Average episode rewards ± std and action certification rates over 50 episodes on three baselines and SA-DQN. We report natural rewards (no attacks) and PGD attack rewards (under 10-step or 50-step PGD). Action certification rate is the proportion of the actions during rollout that are guaranteed unchanged by any attacks within the given $\epsilon$. Training time is reported in Section H.

| Environment   | Action Cert. Rate | Pong     | Freeway  | BankHeist | RoadRunner |
|---------------|-------------------|----------|----------|-----------|------------|
| DQN (vanilla) |                   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| PGD Attack Reward (10 steps) |   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| Action Cert. Rate |       | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 |
| DQN-Adv.      |                   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| PGD Attack Reward (10 steps) |   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| Action Cert. Rate |       | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 |
| Belzadcan & Munir [5] |                  | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| PGD Attack Reward (4 steps) |   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| Action Cert. Rate |       | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 |
| SA-DQN (PGD)  |                   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| PGD Attack Reward (10 steps) |   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| Action Cert. Rate |       | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 |
| SA-DQN (convex) |                  | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| PGD Attack Reward (10 steps) |   | 21.0 ± 0.0 | 34.0 ± 2.0 | 130.8 ± 24.1 | 45.35 ± 0.0 |
| Action Cert. Rate |       | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 | 0.0 ± 0.0 |
**Robustness certificates.** When our robust policy regularizer is trained using convex relaxations, we can obtain certain robustness certificates under observation perturbations. For a simple environment like Pong, we can guarantee actions do not change for all frames during rollouts, thus guarantee the cumulative rewards under perturbation. For SA-DDPG, the upper bounds on the maximal $\ell_2$ difference in action changes is a few times smaller than baselines on all 5 environments (see Appendix I). Unfortunately, for most RL tasks, due to the complexity of environment dynamics and reward process, it is impossible to obtain a “certified reward” as the certified test error in supervised learning settings [80, 89]. We leave further discussions on these challenges in Appendix E.

**Broader Impact**

Reinforcement learning is a central part of modern artificial intelligence and is still under heavy development in recent years. Unlike supervised learning which has been widely deployed in many commercial and industrial applications, reinforcement learning has not been widely accepted and deployed in real-world settings. Thus, the study of reinforcement learning robustness under the adversarial attacks settings receives less attentions than the supervised learning counterparts.

However, with the recent success of reinforcement learning on many complex games such as Go [66], StarCraft [74] and Dota 2 [6], we will not be surprised if we will see reinforcement learning (especially, deep reinforcement learning) being used in everyday decision making tasks in near future. The potential social impacts of applying reinforcement learning agents thus must be investigated before its wide deployment. One important aspect is the trustworthiness of an agent, where robustness plays a crucial rule. The robustness considered in our paper is important for many realistic settings such as sensor noise, measurement errors, and man-in-the-middle (MITM) attacks for a DRL system. If the robustness of reinforcement learning can be established, it has the great potential to be applied into many mission-critical tasks such as autonomous driving [61, 57, 86] to achieve superhuman performance.

On the other hand, one obstacle for applying reinforcement learning to real situations (beyond games like Go and StarCraft) is the “reality gap”: a well trained reinforcement learning agent in a simulation environment can easily fail in real-world experiments. One reason for this failure is the potential sensing errors in real-world settings; this was discussed as early as in Brooks [8] in 1992 and still remains an open challenge now. Although our experiments were done in simulated environments, we believe that a smoothness regularizer like the one proposed in our paper can also benefit agents tested in real-world settings, such as robot hand manipulation [2].
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Appendix

• Readers who are interested in SA-MDP can find an example of SA-MDP in Section A and complete proofs in Section B.

• Readers who are interested in adversarial attacks can find more details about our new attacks and existing attacks in Section D. Especially, we discussed how a robust critic can help in attacking RL, and show experiments on the improvements gained by the robustness objective during attack.

• Readers who want to know more details of optimization techniques to solve our state-adversarial robust regularizers can refer to Section C, including more background on convex relaxations of neural networks in Section C.1.

• We provide detailed algorithm and hyperparameters for SA-PPO in Section F. We provide details for SA-DDPG in Section G. We provide details for SA-DQN in Section H.

• We provide more empirical results in Section I. To demonstrate the convergence of our algorithm, we repeat each experiment at least 15 times and plot the convergence of rewards during multiple runs. We found that for some environments (like Humanoid) we can consistently improve baseline performance. We also evaluate some settings under multiple perturbation strength $\epsilon$.

A An example of SA-MDP

We first show a simple environment and solve it under different settings of MDP and SA-MDP. The environment has three states $S = \{S_1, S_2, S_3\}$ and 2 actions $A = \{A_1, A_2\}$. The transition probabilities and rewards are defined as below (unmentioned probabilities and rewards are 0):

$\Pr(s' = S_1 | s = S_1, a = A_1) = 1.0$
$\Pr(s' = S_2 | s = S_1, a = A_2) = 1.0$
$\Pr(s' = S_2 | s = S_2, a = A_2) = 1.0$
$\Pr(s' = S_3 | s = S_2, a = A_1) = 1.0$
$\Pr(s' = S_1 | s = S_3, a = A_2) = 1.0$
$\Pr(s' = S_2 | s = S_3, a = A_1) = 1.0$

$R(s = S_1, a = A_2, s' = S_2) = 1.0$
$R(s = S_2, a = A_1, s' = S_2) = 1.0$
$R(s = S_3, a = A_1, s' = S_3) = 1.0$

The environment is illustrated in Figure 5. For the power of adversary, we allow $\nu$ to perturb one state to any other two neighbouring states:

$B_\nu(S_1) = B_\nu(S_2) = B_\nu(S_3) = \{S_1, S_2, S_3\}$
Now we evaluate various policies for MDP and SA-MDP for this environment. We use $\gamma = 0.99$ as the discount factor. A stationary and Markovian policy in this environment can be described by 3 parameters $p_{11}, p_{21}, p_{31}$ where $p_{ij} \in [0, 1]$ denotes the probability $\Pr(a = A_j | s = S_i)$. We denote the value function as $V$ for MDP and $\tilde{V}$ for SA-MDP.

- **Optimal Policy for MDP.** For a regular MDP, the optimal solution is $p_{11} = 0, p_{21} = 1, p_{31} = 1$. We take $A_2$ to receive reward and leave $S_1$, and then keep doing $A_1$ in $S_2$ and $S_3$. The values for each state are $V(S_1) = V(S_2) = V(S_3) = \frac{1}{1-\gamma} = 100$, which is optimal. However, this policy obtains $\tilde{V}(S_1) = \tilde{V}(S_2) = \tilde{V}(S_3) = 0$ for SA-MDP, because we can set $\nu(S_1) = S_2, \nu(S_2) = S_1, \nu(S_3) = S_1$ and consequentially we always take the wrong action receiving 0 reward.

- **A Stochastic Policy for MDP and SA-MDP.** We consider a stochastic policy where $p_{11} = p_{21} = p_{31} = 0.5$. Under this policy, we randomly stay or move in each state, and has a 50% probability of receiving a reward. The adversary $\nu$ has no power because $\pi$ is the same for all states. In this situation, $V(S_1) = V(S_2) = V(S_3) = 0$ for both MDP and SA-MDP. This can also be seen as an extreme case of Theorem 5 where the policy does not change under adversary in all states, so there is no performance loss in SA-MDP.

- **Deterministic Policies for SA-MDP.** Now we consider all $2^3 = 8$ possible deterministic policies for SA-MDP. Note that if for any state $S_i$ we have $p_{11} = 0$ and another state $S_j$ we have $p_{j1} = 1$, we always have $\tilde{V}(S_1) = \tilde{V}(S_2) = \tilde{V}(S_3) = 0$. This is because we can set $\nu(S_1) = S_j, \nu(S_2) = S_1$ and always receive a 0 reward. Thus the only two possible other policies are $p_{11} = p_{21} = p_{31} = 0$ and $p_{11} = p_{21} = p_{31} = 1$, respectively. For $p_{11} = p_{21} = p_{31} = 1$ we have $\tilde{V}(S_1) = 0, \tilde{V}(S_2) = \tilde{V}(S_3) = 100$ as we always take $A_1$ and never transit to other states; for $p_{11} = p_{21} = p_{31} = 0$, we circulate through all three states and only receive a reward when we leave $A_1$. We have $\tilde{V}(S_1) = \frac{1}{1-\gamma} \approx 33.67, \tilde{V}(S_2) = \frac{\gamma^2}{1-\gamma^2} \approx 33.00$ and $\tilde{V}(S_3) = \frac{\gamma}{1-\gamma} \approx 33.33$.

Figure 6, 7, 8 give the graphs of $\tilde{V}(S_1), \tilde{V}(S_2)$ and $\tilde{V}(S_3)$ under three different settings of $p_{11}$. The figures are generated using Algorithm 1.

![Figure 6](image1.png)

**Figure 6:** Value functions for SA-MDP when $p_{11} = 0$, with $p_{21} \in [0, 1], p_{31} \in [0, 1]$

![Figure 7](image2.png)

**Figure 7:** Value functions for SA-MDP when $p_{11} = 0.5$, with $p_{21} \in [0, 1], p_{31} \in [0, 1]$
Figure 8: Value functions for SA-MDP when $p_{11} = 1.0$, with $p_{21} \in [0, 1]$, $p_{31} \in [0, 1]$

### B Proofs for State-Adversarial Markov Decision Process

**Theorem 1** (Bellman equations for fixed $\pi$ and $\nu$). Given $\pi : S \rightarrow \mathcal{P}(A)$ and $\nu : S \rightarrow S$, we have

$$
\hat{V}_{\pi \nu}(s) = \sum_{a \in A} \pi(a | \nu(s)) \sum_{s' \in S} p(s' | s, a) \left[ R(s, a, s') + \gamma \hat{V}_{\pi \nu}(s') \right]
$$

$$
\hat{Q}_{\pi \nu}(s, a) = \sum_{s' \in S} p(s' | s, a) \left[ R(s, a, s') + \gamma \sum_{a' \in A} \pi(a' | \nu(s')) \hat{Q}_{\pi \nu}(s', a') \right].
$$

**Proof.** Based on the definition of $\hat{V}_{\pi \nu}(s)$:

$$
\hat{V}_{\pi \nu}(s) = \mathbb{E}_{\pi \nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s \right]
$$

$$
= \mathbb{E}_{\pi \nu} \left[ r_{t+1} + \gamma \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_{t} = s \right]
$$

$$
= \sum_{a \in A} \pi(a | \nu(s)) \sum_{s' \in S} p(s' | s, a) \left[ r_{t+1} + \gamma \mathbb{E}_{\pi \nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_{t+1} = s' \right] \right]
$$

$$
= \sum_{a \in A} \pi(a | \nu(s)) \sum_{s' \in S} p(s' | s, a) \left[ R(s, a, s') + \gamma \hat{V}_{\pi \nu}(s') \right]
$$

The recursion for $\hat{Q}_{\pi \nu}(s, a)$ can be derived similarly. Additionally, we note the following useful relationship between $\hat{V}_{\pi \nu}(s)$ and $\hat{Q}_{\pi \nu}(s, a)$:

$$
\hat{V}_{\pi \nu}(s) = \sum_{a \in A} \pi(a | \nu(s)) \hat{Q}_{\pi \nu}(s, a)
$$

Before starting to prove Theorem 2, we first show that finding the optimal adversary $\nu^*$ given a fixed $\pi$ for a SA-MDP can be cast into the problem of finding an optimal policy in a regular MDP.

**Lemma 1** (Equivalence of finding optimal adversary in SA-MDP and finding optimal policy in MDP). Given an SA-MDP $M = (S, A, B, R, p, \gamma)$ and a fixed policy $\pi$, there exists an MDP $\hat{M} = (\hat{S}, \hat{A}, \hat{R}, \hat{p}, \gamma)$ such that the optimal policy of $\hat{M}$ is the optimal adversary $\nu$ for SA-MDP given the fixed $\pi$.

**Proof.** For an SA-MDP $M = (S, A, B, R, p, \gamma)$ and a fixed policy $\pi$, we define a regular MDP $\hat{M} = (\hat{S}, \hat{A}, \hat{R}, \hat{p}, \gamma)$ such that $\hat{A} = S$, and $\nu$ is the policy for $\hat{M}$. To prove this lemma, we use a slight extension of a stochastic adversary, where $\nu : S \rightarrow \mathcal{P}(A)$. At each state $s$, our policy $\nu$ gives a probability distribution $\nu(\cdot | s)$ indicating that we perturb a state $s$ to $\hat{s}$ with probability $\nu(\hat{s} | s)$ in the SA-MDP $M$.

For $\hat{M}$, the reward function is defined as:

$$
\hat{R}(s, \hat{a}, s') = \begin{cases} 
- \frac{\sum_{a \in A} \pi(\hat{a} | \nu(s)) p(s' | s, \hat{a}) R(s, a, s')} {C} & \text{for } s, s' \in S \text{ and } \hat{a} \in B(s) \subset \hat{A} = S, \\
C & \text{for } s, s' \in S \text{ and } \hat{a} \notin B(s).
\end{cases}
$$
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The transition probability \( \hat{p} \) is defined as

\[
\hat{p}(s'|s, \hat{a}) = \sum_{a \in \mathcal{A}} \pi(a|\hat{a}) p(s'|s, a) \quad \text{for } s, s' \in \mathcal{S} \text{ and } \hat{a} \in \hat{\mathcal{A}} = \mathcal{S}.
\]

For the case of \( \hat{a} \in B(s) \), the above reward function definition is based on the intuition that when the agent receives a reward \( r \) at a time step given \( s, a, s' \), the adversary’s reward is \( \hat{r} = -r \). Note that we consider \( r \) as a random variable given \( s, a, s' \). To give the distribution of rewards for adversary \( p(\hat{r}|s, \hat{a}, s') \), we follow the conditional probability which marginalizes \( \pi \):

\[
p(\hat{r}|s, \hat{a}, s') = \frac{p(\hat{r}, s'|s, \hat{a})}{p(s'|s, \hat{a})} = \frac{\sum_a p(\hat{r}, s'|a, s, \hat{a}) \pi(a|s, \hat{a})}{\sum_a p(s'|a, s, \hat{a})} = \frac{\sum_a p(\hat{r}, s'|a, s) \pi(a|\hat{a})}{\sum_a p(s'|a, s) \pi(a|\hat{a})} = \frac{\sum_a p(\hat{r}|s', a, s) p(s'|a, s) \pi(a|\hat{a})}{\sum_a p(s'|a, s) \pi(a|\hat{a})} \tag{13}
\]

Considering that \( R(s, a, s') := \mathbb{E}[r|s', a, s] = -\mathbb{E}[\hat{r}|s', a, s] \), and taking an expectation in Eq. (13) over \( \hat{r} \) yield the first case in (12):

\[
\hat{R}(s, \hat{a}, s') := \mathbb{E}[\hat{r}|s, \hat{a}, s']
\]

\[
= \sum_{\hat{r}} \hat{r} \frac{\sum_a p(\hat{r}|s', a, s) p(s'|a, s) \pi(a|\hat{a})}{\sum_a p(s'|a, s) \pi(a|\hat{a})}
= \sum_a \frac{\sum_{\hat{r}} \hat{r} p(\hat{r}|s', a, s) p(s'|a, s) \pi(a|\hat{a})}{\sum_a p(s'|a, s) \pi(a|\hat{a})}
= \sum_a \frac{\mathbb{E}[\hat{r}|s', a, s] p(s'|a, s) \pi(a|\hat{a})}{\sum_a p(s'|a, s) \pi(a|\hat{a})}
= \sum_a R(s, a, s') p(s'|a, s) \pi(a|\hat{a}) \sum_a p(s'|a, s) \pi(a|\hat{a}) \tag{14}
\]

The reward for adversary’s actions outside \( B(s) \) is a constant \( C \) such that

\[
C < \min \left\{ -\overline{M}, \frac{\gamma}{(1-\gamma)} \underline{M} - \frac{1}{(1-\gamma)} \overline{M} \right\},
\]

where \( \underline{M} := \min_{s,a,s'} R(s, a, s') \) and \( \overline{M} := \max_{s,a,s'} R(s, a, s') \). We have for \( \forall(s, \hat{a}, s') \),

\[
C < \hat{R}(s, \hat{a}, s') \leq -\overline{M},
\]

and for \( \forall \hat{a} \in B(s) \), according to Eq. (14),

\[
-\overline{M} \leq \hat{R}(s, \hat{a}, s') \leq -\overline{M}.
\]

According basic properties of MDP, we know that the \( \overline{M} \) has an optimal policy \( \nu^* \), which satisfies \( V_{\pi_{\nu^*}}(s) \geq V_{\pi_{\nu}}(s) \) for \( \forall s, \forall \nu \). We also know that this \( \nu^* \) is deterministic and assigns a unit mass probability for the optimal action of each \( s \).
We define $\mathcal{N} := \{ \nu : \forall s, \exists \hat{a} \in B(s), \nu(\hat{a}|s) = 1 \}$ which restricts the adversary from taking an action not in $B(s)$, and claim that $\nu^* \in \mathcal{N}$. If this is not true for a state $s^0$, we have

$$
\hat{V}_{\nu^{*}\nu^*}(s^0) = E_{\hat{p},\nu^*} \left[ \sum_{k=0}^{\infty} \gamma^k \hat{r}_{t+k+1}|s_t = s^0 \right] = C + E_{\hat{p},\nu^*} \left[ \sum_{k=1}^{\infty} \gamma^k \hat{r}_{t+k+1}|s_t = s^0 \right] \leq C - \frac{\gamma}{1 - \gamma} \frac{M}{\pi}\nu\nu^* \leq E_{\hat{p},\nu^*} \left[ \sum_{k=0}^{\infty} \gamma^k \hat{r}_{t+k+1}|s_t = s^0 \right] = \hat{V}_{\nu^{*}\nu^*}(s^0),
$$

where the second equality holds because $\nu^*$ is deterministic, and the last inequality holds for any $\nu^* \in \mathcal{N}$. This contradicts the assumption that $\nu^*$ is optimal. So from now on in this proof we only study policies in $\mathcal{N}$.

For any policy $\nu \in \mathcal{N}$ :

$$
\hat{V}_{\nu\nu}(s) = E_{\hat{p},\nu} \left[ \sum_{k=0}^{\infty} \gamma^k \hat{r}_{t+k+1}|s_t = s \right] = E_{\hat{p},\nu} \left[ \hat{r}_{t+1} + \gamma \sum_{k=0}^{\infty} \gamma^k \hat{r}_{t+k+2}|s_t = s \right] = \sum_{\hat{a} \in S} \nu(\hat{a}|s) \sum_{s' \in S} \hat{p}(s'|s, \hat{a}) \left[ \hat{R}(s, \hat{a}, s') + \gamma E_{\hat{p},\nu} \left[ \sum_{k=0}^{\infty} \gamma^k \hat{r}_{t+k+1}|s_{t+1} = s' \right] \right] = \sum_{\hat{a} \in S} \nu(\hat{a}|s) \sum_{s' \in S} \hat{p}(s'|s, \hat{a}) \left[ \hat{R}(s, \hat{a}, s') + \gamma \hat{V}_{\nu\nu}(s') \right]
$$

(15)

Note that all policies in $\mathcal{N}$ are deterministic and this class of policies consists $\nu^*$. Also, $\mathcal{N}$ is consistent with the class of policies studied in Theorem [1].

We denote the deterministic action $\hat{a}$ chosen by a $\nu \in \mathcal{N}$ at $s$ as $\nu(s)$. Then for $\forall \nu \in \mathcal{N}$, we have

$$
\hat{V}_{\nu\nu}(s) = \sum_{s' \in S} \hat{p}(s'|s, \nu(s)) \left[ \hat{R}(s, \hat{a}, s') + \gamma \hat{V}_{\nu\nu}(s') \right] = \sum_{s' \in S} \sum_{a \in A} \pi(a|s') p(s'|s, a) \left[ - \frac{\sum_{a' \in A} \pi(a'|s') p(s'|s, a') R(s, a', s')}{\sum_{a' \in A} \pi(a'|s') p(s'|s, a')} + \gamma \hat{V}_{\nu\nu}(s') \right] = \sum_{a \in A} \pi(a|\nu(s)) \sum_{s' \in S} p(s'|s, a) \left[ -R(s, a, s') + \gamma \hat{V}_{\nu\nu}(s') \right],
$$

(16)

or

$$
-\hat{V}_{\nu\nu}(s) = \sum_{a \in A} \pi(a|\nu(s)) \sum_{s' \in S} p(s'|s, a) \left[ R(s, a, s') + \gamma (-\hat{V}_{\nu\nu}(s')) \right].
$$

(17)

Comparing (17) and (10), we know that $-\hat{V}_{\nu\nu} = \hat{V}_{\nu^{*}\nu^*}$ for any $\nu \in \mathcal{N}$. The optimal value function $\hat{V}_{\nu^{*}\nu^*}$ satisfies:

$$
\hat{V}_{\nu^{*}\nu^*}(s) = \max_{a \in B(s)} \sum_{s' \in S} \hat{p}(s'|s, \hat{a}) \left[ \hat{R}(s, \hat{a}, s') + \gamma \hat{V}_{\nu^{*}\nu^*}(s') \right] = \max_{s \in B(s)} \sum_{a \in A} \pi(a|s_u) \sum_{s' \in S} p(s'|s, a) \left[ -R(s, a, s') + \gamma \hat{V}_{\nu^{*}\nu^*}(s') \right],
$$

(18)
where we denote the action $\hat{a}$ taken at $s$ as $s_\nu$. So for $\nu^*$, since $-\hat{V}_{\pi_\nu^*} = \tilde{V}_{\pi_\nu^*}$, we have

$$\hat{V}_{\pi_\nu^*}(s) = \min_{\hat{a} \in B(s)} \sum_{a \in A} \pi(a|\hat{a}) \sum_{s' \in S} p(s'|s,a) \left[ R(s,a,s') + \gamma \tilde{V}_{\pi_\nu^*}(s') \right],$$

(19)

and $\hat{V}_{\pi_\nu^*}(s) \leq \tilde{V}_{\pi_\nu^*}(s)$ for $\forall s, \forall \nu \in \Omega$. Hence $\nu^*$ is also the optimal $\nu$ for $\hat{V}_{\pi_\nu^*}$.

Lemma 1 gives many good properties for the optimal adversary. First, an optimal adversary always exists under the regularity conditions where an optimal policy exists for a MDP. Second, we do not need to consider stochastic adversaries as there always exists an optimal deterministic adversary. Additionally, showing Bellman contraction for finding the optimal adversary can be done similarly as in obtaining the optimal policy in a regular MDP, as shown in the proof of Theorem 2.

**Theorem 2** (Bellman contraction for optimal adversary). Define Bellman operator $\mathcal{L} : \mathbb{R}^{|S|} \rightarrow \mathbb{R}^{|S|}$,

$$\mathcal{L}\tilde{V}(s) = \min_{s_\nu \in B(s)} \sum_{a \in A} \pi(a|s_\nu) \sum_{s' \in S} p(s'|s,a) \left[ R(s,a,s') + \gamma \tilde{V}(s') \right].$$

(20)

The Bellman equation for optimal adversary $\nu^*$ can then be written as: $\hat{V}_{\pi_\nu^*} = \mathcal{L}\hat{V}_{\pi_\nu^*}$. Additionally, $\mathcal{L}$ is a contraction that converges to $\hat{V}_{\pi_\nu^*}$.

**Proof.** Based on Lemma 1, this proof is technically similar to the proof of “optimal Bellman equation” in regular MDNs, where $\max$ over $\pi$ is replaced by $\min$ over $\nu$. By the definition of $\hat{V}_{\pi_\nu^*}(s)$,

$$\hat{V}_{\pi_\nu^*}(s) = \min_{\nu} \hat{V}_{\pi_\nu}(s)$$

$$= \min_{\nu} \mathbb{E}_{\pi_\nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s \right]$$

$$= \min_{\nu} \mathbb{E}_{\pi_\nu} \left[ r_{t+1} + \gamma \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_t = s \right]$$

$$= \min_{\nu} \sum_{a \in A} \pi(a|\nu(s)) \sum_{s' \in S} p(s'|s,a) \left[ r_{t+1} + \gamma \mathbb{E}_{\pi_\nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_{t+1} = s' \right] \right]$$

$$= \min_{s_\nu \in B(s)} \sum_{a \in A} \pi(a|s_\nu) \sum_{s' \in S} p(s'|s,a) \left[ r_{t+1} + \gamma \min_{\nu} \mathbb{E}_{\pi_\nu} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_{t+1} = s' \right] \right]$$

This is the Bellman equation for the optimal adversary $\nu^*$; $\nu^*$ is a fixed point of the Bellman operator $\mathcal{L}$. Now we show the Bellman operator is a contraction. We have, if $\mathcal{L}\hat{V}_{\pi_{\nu_1}}(s) \geq \mathcal{L}\hat{V}_{\pi_{\nu_2}}(s)$,

$$\mathcal{L}\hat{V}_{\pi_{\nu_1}}(s) - \mathcal{L}\hat{V}_{\pi_{\nu_2}}(s)$$

$$\leq \max_{s_\nu \in B(s)} \left\{ \sum_{a \in A} \pi(a|s_\nu) \sum_{s' \in S} p(s'|s,a) \left[ R(s,a,s') + \gamma \hat{V}_{\pi_{\nu_1}}(s') \right] \right\}$$

$$- \left\{ \sum_{a \in A} \pi(a|s_\nu) \sum_{s' \in S} p(s'|s,a) \left[ R(s,a,s') + \gamma \hat{V}_{\pi_{\nu_2}}(s') \right] \right\}$$

$$= \gamma \max_{s_\nu \in B(s)} \left\{ \sum_{a \in A} \pi(a|s_\nu) \sum_{s' \in S} p(s'|s,a)(\hat{V}_{\pi_{\nu_1}}(s') - \hat{V}_{\pi_{\nu_2}}(s')) \right\}$$

$$\leq \gamma \max_{s_\nu \in B(s)} \left\{ \sum_{a \in A} \pi(a|s_\nu) \sum_{s' \in S} p(s'|s,a) \| \hat{V}_{\pi_{\nu_1}} - \hat{V}_{\pi_{\nu_2}} \|_\infty \right\}$$

$$= \gamma \| \hat{V}_{\pi_{\nu_1}} - \hat{V}_{\pi_{\nu_2}} \|_\infty$$

The first inequality comes from the fact that

$$\min_{x_1} f(x_1) - \min_{x_2} g(x_2) \leq f(x_2) - g(x_2) \leq \max_{x} (f(x) - g(x)),$$
where \( x^* = \arg\min_{x_2} g(x_2) \). Similarly, we can prove \( V_{\pi_{O^v}}(s) - V_{\pi_{O^v}}(s) \leq \|V_{\pi_{O^v}} - V_{\pi_{O^v}}\|_\infty \) if \( V_{\pi_{O^v}}(s) > V_{\pi_{O^v}}(s) \). Hence

\[
\|V_{\pi_{O^v}}(s) - V_{\pi_{O^v}}(s)\|_\infty = \max_s |V_{\pi_{O^v}}(s) - V_{\pi_{O^v}}(s)| \leq \gamma \|V_{\pi_{O^v}} - V_{\pi_{O^v}}\|_\infty.
\]

Then according to the Banach fixed-point theorem, since \( 0 < \gamma < 1 \), \( V_{\pi_{O^v}} \) converges to a unique fixed point, and this fixed point is \( V_{\pi_{O^v}} \).

\[ \square \]

**Algorithm 1** Policy Evaluation for an SA-MDP \((S, A, B, R, p, \gamma)\)

**Input:** Policy \( \pi \), convergence threshold \( \varepsilon \)

**Output:** Values for policy \( \pi \), denoted as \( V_{\pi_{O^v}}(s) \)

Initialize array \( V(s) \leftarrow 0 \) for all \( s \in S \)

repeat

\[ \Delta \leftarrow 0 \]

for all \( s \in S \) do

\[ v \leftarrow \infty, v_0 \leftarrow V(s) \]

for all \( s' \in B(s) \) do

\[ v' \leftarrow \sum_{a \in A} \pi(a | s'_v) \sum_{s'' \in S} p(s'|s, a) \cdot [R(s, a, s') + \gamma V(s')] \]

\[ v \leftarrow \min(v, v') \]

end for

\[ V(s) \leftarrow v \]

\[ \Delta \leftarrow \max(\Delta, |v_0 - V(s)|) \]

end for

until \( \Delta < \varepsilon \)

\[ V_{\pi_{O^v}}(s) \leftarrow V(s) \]

A direct consequence of Theorem 2 is the policy evaluation algorithm (Algorithm 1) for SA-MDP, which obtains the values for each state under optimal adversary for a fixed policy \( \pi \). For both Lemma 1 and Theorem 2, we only consider a fixed policy \( \pi \), and in this setting finding an optimal adversary is not difficult. However, finding an optimal \( \pi \) under the optimal adversary is more challenging, as we can see in Section A given the white-box attack setting where the adversary knows \( \pi \) and can choose optimal perturbations accordingly, an optimal policy for MDP can only receive zero rewards under optimal adversary. We now show two intriguing properties for optimal policies in SA-MDP:

**Theorem 3.** There exists an SA-MDP and some stochastic policy \( \pi \in \Pi_{MR} \) such that we cannot find a better deterministic policy \( \pi' \in \Pi_{MD} \) satisfying \( V_{\pi'_{O^v}(\pi')}(s) \geq V_{\pi_{O^v}(\pi)}(s) \) for all \( s \in S \).

**Proof.** Proof by giving a counter example that no deterministic policy can be better than a random policy. The SA-MDP example in section A provided such a counter example: all 8 possible deterministic policies are no better than the stochastic policy \( p_{11} = p_{21} = p_3 = 0.5 \).

**Theorem 4.** Under the optimal \( \nu^* \), an optimal policy \( \pi^* \in \Pi_{MR} \) does not always exist for SA-MDP.

**Proof.** We will show that the SA-MDP example in section A does not have an optimal policy. First, for \( \pi_1 \) where \( p_{11} = p_{21} = p_3 = 1 \) we have \( V_{\pi_{O^v}(\pi_1)}(S_1) = 0, V_{\pi_{O^v}(\pi_1)}(S_2) = V_{\pi_{O^v}(\pi_1)}(S_3) = 100 \). This policy is not an optimal policy since we have \( \pi_2 \) where \( p_{11} = p_{21} = p_3 = 0.5 \) that can achieve \( V_{\pi_{O^v}(\pi_2)}(S_1) = V_{\pi_{O^v}(\pi_2)}(S_2) = V_{\pi_{O^v}(\pi_2)}(S_3) = 50 \) and \( V_{\pi_{O^v}(\pi_2)}(S_1) > V_{\pi_{O^v}(\pi_1)}(S_1) \).

An optimal policy \( \pi \), if exists, must be better than \( \pi_1 \) and have \( V_{\pi_{O^v}(\pi)}(S_1) > 0, V_{\pi_{O^v}(\pi)}(S_2) = V_{\pi_{O^v}(\pi)}(S_3) = 100 \). In order to achieve \( V_{\pi_{O^v}(\pi)}(S_1) = V_{\pi_{O^v}(\pi)}(S_3) = 100 \), we must set \( p_{21} = p_3 = 1 \) since it is the only possible way to start from \( S_2 \) and \( S_3 \) and receive +1 reward for every step. We can still change \( p_1 \) to probabilities other than 1, however if \( p_{11} < 1 \) the adversary can set \( \nu(S_2) = \nu(S_3) = 1 \) and reduce \( V_{\pi_{O^v}(\pi)}(S_2) \) and \( V_{\pi_{O^v}(\pi)}(S_3) \). Thus, no policy better than \( \pi_1 \) exists, and since \( \pi_1 \) is not an optimal policy, no optimal policy exists.

\[ \square \]
Theorem 3 and Theorem 4 show that the classic definition of optimality is probably not suitable for SA-MDP. Further works can study how to obtain optimal policies for SA-MDP under some alternative definition of optimality, or using a more complex policy class (e.g., history dependent policies).

**Theorem 5.** Given a policy \( \pi \) for a non-adversarial MDP and its value function is \( V_\pi(s) \). Under the optimal adversary \( \nu \) in SA-MDP, for all \( s \in \mathcal{S} \) we have

\[
\max_{s \in \mathcal{S}} \{ V_\pi(s) - V_{\pi \circ \nu^*(\pi)}(s) \} \leq \alpha \max_{s \in \mathcal{S}} \max_{\hat{s} \in \mathcal{B}(s)} D_{TV}(\pi(\cdot|s), \pi(\cdot|\hat{s}))
\]

(21)

where \( D_{TV}(\pi(\cdot|s), \pi(\cdot|\hat{s})) \) is the total variation distance between \( \pi(\cdot|s) \) and \( \pi(\cdot|\hat{s}) \), and \( \alpha := 2\Gamma(1 - \gamma) \max_{s,a,s'} \in \mathcal{S} \times \mathcal{A} \times \mathcal{S} | R(s, a, s') | \) is a constant that does not depend on \( \pi \).

**Proof.** Our proof is based on Theorem 1 in Achiam et al. \([1]\). In fact, many works in the literature have proved similar results under different scenarios \([30, 52]\). For an arbitrary starting state \( s_0 \) and two arbitrary policies \( \pi \) and \( \pi' \), Theorem 1 in Achiam et al. \([1]\) gives an upper bound of \( V_\pi(s_0) - V_{\pi'}(s_0) \). The bound is given by

\[
V_\pi(s_0) - V_{\pi'}(s_0) \leq -\mathbb{E}_{s \sim d^\pi_{s_0}} \left( \frac{\pi'(a|s)}{\pi(a|s)} - 1 \right) R(s, a, s') + \frac{2\gamma}{(1 - \gamma)^2} \max_{s} \left\{ \mathbb{E}_{s \sim \nu'(\pi(\cdot|s))} \left[ R(s, a, s') \right] \right\} \mathbb{E}_{s \sim d^\pi_{s_0}} \left[ D_{TV}(\pi(\cdot|s), \pi'(\cdot|s)) \right]
\]

(22)

where \( d^\pi_{s_0} \) is the discounted future state distribution from \( s_0 \), defined as

\[
d^\pi_{s_0}(s) := (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \Pr(s_t = s|\pi, s_0).
\]

(23)

Note that in Theorem 1 of Achiam et al. \([1]\), the author proved a general form with an arbitrary function \( f \) and we assume \( f \equiv 0 \) in our proof. We also assume the starting state is deterministic, so \( J^\pi \) in Achiam et al. \([1]\) is replaced by \( V_\pi(s_0) \). Then we simply need to bound both terms on the right hand side of (22).

For the first term we know that

\[
-\mathbb{E}_{s \sim d^\pi_{s_0}} \left( \frac{\pi'(a|s)}{\pi(a|s)} - 1 \right) R(s, a, s') = \sum_{s} d^\pi_{s_0}(s) \sum_{a} \pi(a|s) \sum_{s'} p(s'|s, a) R(s, a, s') \left( \pi'(a|s) - \pi'(a|s) \right) \sum_{s'} p(s'|s, a) R(s, a, s') \\
\leq \sum_{s} d^\pi_{s_0}(s) \sum_{a} \pi(a|s) \sum_{s'} p(s'|s, a) R(s, a, s') \left( \pi'(a|s) - \pi'(a|s) \right) \sum_{s'} p(s'|s, a) R(s, a, s') \\
\leq \max_{s,a,s'} R(s, a, s') \sum_{s} \pi(a|s) \sum_{s'} p(s'|s, a) R(s, a, s') \\
= 2 \max_{s,a,s'} R(s, a, s') \max_{\pi} D_{TV}(\pi(\cdot|s), \pi'(\cdot|s))
\]

(24)

The second term is bounded by

\[
\frac{2\gamma}{(1 - \gamma)^2} \max_{s} \left\{ \mathbb{E}_{s \sim \nu'(\pi(\cdot|s))} \left[ R(s, a, s') \right] \right\} \mathbb{E}_{s \sim d^\pi_{s_0}} \left[ D_{TV}(\pi(\cdot|s), \pi'(\cdot|s)) \right] \\
\leq \frac{2\gamma}{(1 - \gamma)^2} \max_{s,a,s'} R(s, a, s') \max_{\pi} D_{TV}(\pi(\cdot|s), \pi'(\cdot|s))
\]

(25)

Therefore, the RHS of (22) is bounded by \( \alpha \max_{s,a,s'} D_{TV}(\pi(\cdot|s), \pi'(\cdot|s)) \), where

\[
\alpha = 2\Gamma(1 - \gamma) \max_{s,a,s'} R(s, a, s')
\]

(26)

Finally, we simply let \( \pi'(\cdot|s) := \pi'(\cdot|\nu^*(s)) \) and the proof is complete.
Before proving Theorem 6, we first give a technical lemma about the total variation distance between two multi-variate Gaussian distributions with the same variance.

**Lemma 2.** Given two multi-variate Gaussian distributions \( X_1 \sim \mathcal{N}(\mu_1, \sigma^2 I_n) \) and \( X_2 \sim \mathcal{N}(\mu_2, \sigma^2 I_n) \), \( \mu_1, \mu_2 \in \mathbb{R}^n \), define \( d = \|\mu_2 - \mu_1\|_2 \). We have \( D_{TV}(X_1, X_2) = \sqrt{2 \frac{d}{\pi \sigma}} + O(d^3) \).

**Proof.** Denote probability density of \( X_1 \) and \( X_2 \) as \( f_1 \) and \( f_2 \), and denote \( a = \frac{\mu_2 - \mu_1}{\sigma} \) as the normal vector of the perpendicular bisector line between \( \mu_1 \) and \( \mu_2 \). Due to the symmetry of Gaussian distribution, \( f_1(x) - f_2(x) \) is positive for all \( x \) where \( a^\top x - a^\top \mu_1 - \frac{d}{2} > 0 \) and negative for all \( x \) on the other symmetric side. When \( a^\top x - a^\top \mu_1 - \frac{d}{2} > 0 \), \( \int_{x \in \mathbb{R}^n} |f_1(x) - f_2(x)| dx = \Phi(\frac{d}{2\sigma}) - (1 - \Phi(\frac{d}{2\sigma})) = 2\Phi(\frac{d}{2\sigma}) - 1 \). Thus,

\[
D_{TV}(X_1, X_2) = \int_{x \in \mathbb{R}^n} |f_1(x) - f_2(x)| dx \\
= 2 \int_{a^\top x - a^\top \mu_1 - \frac{d}{2} > 0} (f_1(x) - f_2(x)) dx \\
= 2\Phi(\frac{d}{2\sigma}) - (1 - \Phi(\frac{d}{2\sigma})) \\
= 2(2\Phi(\frac{d}{2\sigma}) - 1)
\]

Then we use the Taylor series for \( \Phi(x) \) at \( x = 0 \):

\[
\Phi(x) = \frac{1}{2} + \frac{1}{\sqrt{2\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{2^n n! (2n+1)}
\]

Since we consider the case where \( d \) is small, we only keep the first order term and obtain:

\[
D_{TV}(X_1, X_2) = \sqrt{\frac{2}{\pi \sigma} d} + O(d^3)
\]

**Theorem 6.** \( D_{TV}(\bar{\pi}(\cdot | s), \bar{\pi}(\cdot | \hat{s})) = \sqrt{2/\pi} \frac{d}{\sigma} + O(d^3) \), where \( d = \|\pi(s) - \pi(\hat{s})\|_2 \).

**Proof.** This theorem is a special case of Lemma 2 where \( X_1 = \bar{\pi}(\cdot | s) \), \( X_2 = \bar{\pi}(\cdot | s') \) and \( X_1 \sim \mathcal{N}(\pi(s), \sigma^2 I) \), \( X_2 \sim \mathcal{N}(\pi(s'), \sigma^2 I) \).

## C Optimization Techniques

### C.1 More Backgrounds for Convex Relaxation of Neural Networks

In our work, we frequently need to solve a minimax problem:

\[
\min_{\theta} \max_{\phi \in S} g(\theta, \phi)
\]  \hspace{1cm} (27)

One approach we will discuss is to first solve the inner maximization problem (approximately) using an optimizer like SGLD. However, due to the non-convexity of \( \pi_\theta \), we cannot solve the inner maximization to global maxima, and the gap between local maxima and global maxima can be large. Using convex relaxations of neural networks, we can instead find an upper bound of \( \max_{\phi \in S} g(\theta, \phi) \):

\[
\mathcal{G}(\theta) \geq \max_{\phi \in S} g(\theta, \phi)
\]

Thus we can minimize an upper bound instead, which can guarantee the original objective (27) is minimized.
As an illustration on how to find $J(\theta)$ using convex relaxations, following Salman et al. [58] we consider a simple $L$-layer MLP network $f(\theta, x)$ with parameters $\theta = \{W(i), b(i), i \in \{1, \ldots, L\}$ and activation function $\sigma$. We denote $x^{(0)} = x$ as the input, $x^{(i)}$ as the post-activation value for layer $i$, $z^{(i)}$ as the pre-activation value for layer $i$, $i \in \{1, \ldots, L\}$. The output of the network $f(\theta, x)$ is $z^{(L)}$. Then, we consider the following optimization problem:

$$\max_{x \in S} f(\theta, x), \quad \text{where } S \text{ is the set of perturbations}$$

which is equivalent to the following optimization problem:

$$\max z^{(L)}$$

subject to:

$$z^{(i)} = W^{(i)}x^{(i-1)} + b^{(i)}, i \in [L],$$

$$x^{(i)} = \sigma(z^{(i)}), i \in [L-1],$$

$$x^{(0)} \in S$$

(28)

In this constrained optimization problem (28), assuming $S$ is a convex set, the constraint on $z^{(i)}$ is convex (linear) and the only non-convex constraints are those for $x^{(i)}, i = \{1, \cdots, L-1\}$, where a non-linear activation function is involved. Note that activation function $\sigma(z)$ itself can be a convex function, but when used as an equality constraint, the feasible solution is constrained to the graph of $\sigma(z)$, which is non-convex.

Previous works [80, 87, 58] propose to use convex relaxations of non-linear units to relax the non-convex constraint $x^{(i)} = \sigma(z^{(i)})$ with a convex one, $x^{(i)} = \text{conv}(\sigma(z^{(i)}))$, such that (28) can be solved efficiently. We can then obtain an upper bound of $f(\theta, x)$ since the constraints are relaxed.

Zhang et al. [87] gave several concrete examples (e.g., ReLU, tanh, sigmoid) on how these relaxations are formed. In the special case where linear relaxations are used, (28) can be solved efficiently and automatically (without manual derivation and implementation) for general computational graphs [84]. Generally, using the framework from Xu et al. [84] we can access an oracle function ConvexRelaxUB automatically (without manual derivation and implementation) for general computational graphs [84].

**Definition 2.** Given a neural network function $f(X)$ where $X$ is any input for this function, and $X \in S$ where $S$ is the set of perturbations, the oracle function ConvexRelaxUB provided by an automatic neural network convex relaxation tool returns an upper bound $\overline{J}$, which satisfies:

$$\overline{J} \geq \max_{X \in S} f(X)$$

Note that in the above definition, $X$ can by any input for this computation (e.g., $X$ can be $s, a$, or $\theta$ for a $Q(\theta, s, a)$ function). In the special case of our paper, for simplicity we define the notation ConvexRelaxUB($f, \theta, s \in B(s)$) which returns an upper bound function $\overline{J}(\theta)$ for $\max_{s \in B(s)} f(\theta, s)$.

**Computational cost** Many kinds of convex relaxation based methods exist [58], where the expensive ones (which give a tighter upper bound) can be a few magnitudes slower than forward propagation. The cheapest method is interval bound propagation (IBP), which only incurs twice more costs as forward propagation; however, IBP base training has been reported unstable and hard to reproduce as its bounds are very loose [89, 3]. To avoid potential issues with IBP, in all our environments, we use the IBP+Backward relaxation scheme following [89, 84], which produces considerably tighter bounds, while being only a few times slower than forward propagation (e.g., 3 times slower than forward propagation when loss fusion [84] is implemented). In fact, Xu et al. [84] used the same relaxation for training downscaled ImageNet dataset on very large vision models. For DRL the policy neural networks are typically small and can be handled quite efficiently. In our paper, we use convex relaxation as a blackbox tool (provided by the auto_LiRPA library [84]), and any new development for improving its efficiency can benefit us.

**C.2 Solving the Robust Policy Regularizer using SGLD**

Stochastic gradient Langevin dynamics (SGLD) [13] can escape saddle points and shallow local optima in non-convex optimization problems [54, 90, 10, 85], and can be used to solve the inner
We present the full algorithm of MAD attack in Algorithm 3. It is a relatively simple attack by directly maximizing with zero gradient at \( \hat{s} = s \). SGLD uses the following update rule to find \( \hat{s}^k \) to maximize \( R_s(\hat{s}, \theta_\mu) \):

\[
\hat{s}^{k+1} \leftarrow \text{proj} \left( \hat{s}^k - \eta_k \nabla_{\hat{s}^k} R_s(\hat{s}^k, \theta_\mu) + \sqrt{2\eta_k / \beta_k} \xi \right), \quad \hat{s}^0 = s, \quad k = 0, \ldots, K - 1
\]

where \( \eta_k \) is step size, \( \xi \) is an i.i.d. standard Gaussian random variable in \( \mathbb{R}^{\lvert S \rvert} \), \( \beta_k \) is an inverse temperature hyperparameter, and \( \text{proj}(\cdot) \) projects the update back into \( B(s) \). We find that SGLD is sufficient to escape the stationary point at \( \hat{s} = s \). However, due to the non-convexity of \( \mu_{\theta_\mu}(\hat{s}, \theta_\mu) \), this approach only provides a lower bound \( R_s(\hat{s}^K, \theta_\mu) \) of \( \max_{\hat{s} \in B(s)} R_s(\hat{s}, \theta_\mu) \). Unlike the convex relaxation based approach, minimizing this lower bound does not guarantee to minimize \( \hat{s} \), as the gap between \( \max_{\hat{s} \in B(s)} R_s(\hat{s}, \theta_\mu) \) and \( R_s(\hat{s}^K, \theta_\mu) \) can be large.

**Computational Cost** In SGLD, we first need to solve the inner maximization problem (such as Eq. (5)). The additional time cost depends on the number of SGLD steps. In our experiments for PPO and DDPG, we find that using 10 steps are sufficient. However, the total training cost does not grow by 10 times, as in many environments the majority of time was spent on environment simulation steps, rather than optimizing a small policy network.

### D Additional details for adversarial attacks on state observations

#### D.1 More details on the Critic based attack

In Section 3.5 we discuss the critic based attack \([50]\) as a baseline. This attack requires a \( Q(s, a) \) function to find the best perturbed state. In Algorithm 2 we present our “corrected” critic based attack based on \([50]\).

**Algorithm 2** Critic based attack \([50]\)

**Input:** A policy function \( \pi \) under attack, a corresponding \( Q(s, a) \) network, and an initial state \( s^0 \), \( K \) is the number of attack steps, \( \eta \) is the step size, \( \hat{s} \) and \( \hat{s}^\prime \) are valid lower and upper range of \( s \) (assuming a \( \ell_\infty \) norm-like threat model).

**for** \( k = 1 \) to \( K \) \n
\[
\begin{align*}
g^k & = \nabla_{s^{k-1}} Q(s^0, \pi(s^{k-1})) = \frac{\partial Q}{\partial s} \frac{\partial \pi}{\partial s} \\
g^k & \leftarrow \text{proj}(\hat{s}^k) \triangleright \text{project } g^k \text{ according to norm constraint of } s; \text{ for } \ell_\infty \text{ norm simply take the sign of } g^k \\
\hat{s}^k & \leftarrow \hat{s}^{k-1} - \eta g^k \\
\hat{s}^k & \leftarrow \min(\max(\hat{s}^k, \underline{s}), \overline{s}) \quad \triangleright \text{only needed for } \ell_\infty \text{ norm threat model}
\end{align*}
\]

**end for**

**Output:** An adversarial state \( \hat{s} := s^K \)

Note that in Algorithm 4 of \([50]\), given a state \( s^0 \) under attack, they use the gradient \( \nabla_s Q(s, \pi(s)) = \frac{\partial Q}{\partial s} + \frac{\partial Q}{\partial \pi} \frac{\partial \pi}{\partial s} \) which essentially attempts to minimize \( Q(\hat{s}, \pi(\hat{s})) \), but they then sample randomly along this gradient direction to find the best \( \hat{s} \) that minimizes \( Q(s^0, \pi(\hat{s})) \). Our corrected formulation directly minimizes \( Q(s^0, \pi(\hat{s})) \) using this gradient instead \( \nabla_s Q(s^0, \pi(s)) = \frac{\partial Q}{\partial s} \frac{\partial \pi}{\partial s} \).

For PPO, since there is no \( Q(s, a) \) available during training, we extend \([50]\) to perform attack relying on \( V(\hat{s}) \): we find a state \( \hat{s} \) that minimizes \( V(\hat{s}) \). Unfortunately, it does not match our setting of perturbing state observations; it looks for a state \( \hat{s} \) that has the worst value (i.e., taking action \( \pi(\hat{s}) \) in state \( \hat{s} \) is bad), but taking the action \( \pi(\hat{s}) \) at state \( s^0 \) does not necessarily trigger a low reward action, because \( V(\hat{s}) = \max_a Q(\hat{s}, a) \neq \max_a Q(s^0, a) \). Thus, in Table 1 we can observe that critic based attack typically does not work very well for PPO agents.

#### D.2 More details on the Maximal Action Difference (MAD) attack

We present the full algorithm of MAD attack in Algorithm 3. It is a relatively simple attack by directly maximizing a KL-divergence using SGLD, yet it usually outperforms random attack and critic attack on many environments (e.g., see Figure 10).
We provide some empirical justifications for the necessity of using a robust objective. For both we learned, black-box attacks can be performed on action space by solving \( \min L(s) \) when perturbing the actions rather than state observations, as

\[
\theta^* = \arg \min_{\theta} \mathbb{E}_{s,a \sim D} [L_{\text{robust}}(\theta; s, a)]
\]

Although it is beyond the scope of this paper, RS attack can also be used as a black-box attack when perturbing the actions rather than state observations, as \( L_{\text{robust}}(\theta; s, a) \) can be learned by observing the environment and the agent without any internal information of the agent. Then, using the robust critic we learned, black-box attacks can be performed on action space by solving \( \min Q_{\hat{\pi}_{\text{robust}}}(s, a) \) with a norm constrained \( a \).

For a practical implementation, to improve convergence and reduce instability, two \( Q_{\hat{\pi}_{\text{robust}}}(s, a) \) functions can be also used similarly as in double Q learning [23]. In our case, since the policy is not being updated and stable, we find that using a single Q function is also sufficient for most settings and usually converges faster.

We provide some empirical justifications for the necessity of using a robust objective. For both PPO and DDPG, we conduct attacks using a Sarsa network trained with and without the robustness objective, in Table 4 and Table 5 respectively. We observe that the robust objective can decrease reward further more in most settings.

---

**Algorithm 3** Maximal Action Difference (MAD) Attack (a critic-independent attack)

**Input:** A policy function \( \pi \) under attack, and a initial state \( s_0 \), \( T \) is the number of attack steps, \( \eta \) is the step size, \( \beta \) is the (inverse) temperature parameter for SGLD, \( \underline{\beta} \) and \( \overline{\beta} \) are valid lower and upper range of \( s \).

**Define loss function** \( L_{\text{MAD}}(s) = -D_{KL}(\pi(s)\|\pi(s)) \)

**for** \( t = 1 \) to \( T \)

Sample \( \xi \sim \mathcal{N}(0, 1) \)

\[
g_t = \nabla L_{\text{MAD}}(s_{t-1}) + \frac{2}{\beta_t} \xi
\]

\[
g_t \leftarrow \text{proj}(g_t) \quad \text{project } g_t \text{ according to norm constraint of } s; \text{ for } \ell_\infty \text{ norm simply take the sign}
\]

\[
s_t \leftarrow s_{t-1} - \eta g_t
\]

**end for**

**Output:** An adversarial state \( s_T \).
Table 4: Comparison between Non-robust Sarsa attack (without the robustness objective \(L_{\text{robust}}(\theta)\)) and robust Sarsa attack on PPO and SA-PPO agents in Table 1. The Robust Sarsa Attack Reward column is the same result presented in RS column of Table 1. We report mean reward ± standard deviation over 50 attack episodes.

| Env. | \(\ell_\infty\) norm perturbation budget \(\epsilon\) | Method | Non-robust Sarsa Attack Reward | Robust Sarsa Attack Reward |
|------|-------------|--------|-------------------------------|---------------------------|
| Hopper | 0.05 | PPO (vanilla) | 2757.0±604.2 | 779.4±332.2 |
|       |       | PPO (adv. 50%) | 276 ± 140 | 49 ± 50 |
|       |       | PPO (adv. 100%) | 14.4±4.20 | 3.8±0.9 |
|       |       | SA-PPO (SGLD) | 3642.9±4.0 | 1403.3±55.0 |
|       |       | SA-PPO (Convex) | 3014.9±656.1 | 1235±50.2 |
| Walker2d | 0.05 | PPO (vanilla) | 2224.7±1438.7 | 913.7±54.3 |
|       |       | PPO (adv. 50%) | -10.79±0.93 | -11.55±0.79 |
|       |       | PPO (adv. 100%) | -111.9±4.5 | -114.4±4.0 |
|       |       | SA-PPO (SGLD) | 4777.1±305.5 | 2605.6±1257.7 |
|       |       | SA-PPO (Convex) | 3701.1±1013.3 | 2168.2±665.4 |
| Humanoid | 0.075 | PPO (vanilla) | 7166.4±166.1 | 10360.9±420.2 |
|       |       | PPO (adv. 50%) | 166±78 | 98±69 |
|       |       | PPO (adv. 100%) | 122.6±15.9 | 113.2±18.5 |
|       |       | SA-PPO (SGLD) | 6115.4±783.2 | 6200±818.1 |
|       |       | SA-PPO (Convex) | 6241.2±540.8 | 4707.2±1359.1 |

Table 5: Comparison between Non-robust Sarsa attack (without the robustness objective) and robust Sarsa attack on DDPG and SA-DDPG agents in Table 2. The Robust Sarsa Attack Reward column presents the same results as presented in the RS attack rows of Table 6. We report mean reward ± standard deviation over 50 attack episodes.

| Env. | \(\ell_\infty\) norm perturbation budget \(\epsilon\) | Method | Non-robust Sarsa Attack Reward | Robust Sarsa Attack Reward |
|------|-------------|--------|-------------------------------|---------------------------|
| Ant | 0.2 | DDPG (vanilla) | 1003 ± 305 | 1335 ± 283 |
|      |       | SA-DDPG (Convex) | 2380 ± 142 | 1820 ± 635 |
| Hopper | 0.075 | DDPG (vanilla) | 1362 ± 1468 | 606 ± 124 |
|      |       | SA-DDPG (Convex) | 1321 ± 491 | 1258 ± 561 |
| InvertedPendulum | 0.3 | DDPG (vanilla) | 1000 ± 0 | 92 ± 1 |
|      |       | SA-DDPG (Convex) | 1000 ± 0 | 1000 ± 0 |
| Reacher | 1.5 | DDPG (vanilla) | -24.11 ± 7.19 | -21.74 ± 5.14 |
|      |       | SA-DDPG (Convex) | -11.67 ± 3.57 | -11.40 ± 3.56 |
| Walker2d | 0.05 | DDPG (vanilla) | 993 ± 1146 | 939 ± 1081 |
|      |       | SA-DDPG (Convex) | 3200 ± 1300 | 1980 ± 1993 |

D.4 Hybrid RS+MAD attack

We find that RS and MAD attack can achieve the best results (lowest attack reward) in many cases. We also consider combining them to form a hybrid attack, which minimizes the robust critic predicted value and in the meanwhile maximizes action differences. It can be conducted by minimizing this combined loss function to find an adversarial state \(\hat{s} \in B(s)\):

\[
L_{\text{hybrid}}(\hat{s}) = \alpha_{\text{RS-MAD}} Q_{\theta_{a}}(s, \pi_{\hat{\mu}}(\hat{s})) + (1 - \alpha_{\text{RS-MAD}}) L_{\text{MAD}}(\hat{s})
\]

For a practical implementation, it is important to choose \(\alpha_{\text{RS-MAD}}\) so that the two parts of the loss are roughly balanced. The value of \(Q_{\theta_{a}}\) depends on environment reward (if reward is not normalized), and might be much larger in magnitudes than RS-MAD, so typically \(\alpha_{\text{RS-MAD}}\) is close to 1.

We try different values of \(\alpha_{\text{RS-MAD}}\) and report the lowest reward as the final reward under this attack.

D.5 Projected Gradient Decent (PGD) Attack for DQN

For DQN, we use the regular untargeted Projected Gradient Decent (PGD) attack in the literature [36, 50, 82]. The untargeted PGD attack with \(K\) iterations updates the state \(K\) times as follows:

\[
\begin{align*}
  s^{k+1} &= s^k + \eta \text{proj} [\nabla s_k H(Q_{\theta}(s^k, \cdot), a^*)), \\
  s^0 &= s, \quad k = 0, \ldots, K - 1
\end{align*}
\]

where \(H(Q_{\theta}(s^k, \cdot), a^*))\) is the cross-entropy loss between the output logits of \(Q_{\theta}(s^k, \cdot)\) and the onehot-encoded distribution of \(a^* := \arg \max_a Q_{\theta}(s, a)\). \text{proj}[\cdot] is a projection operator depending on the norm constraint of \(B(s)\) and \(\eta\) is the learning rate. A successful untargeted PGD attack will then perturb the state to lead the Q network to output an action other than the optimal action \(a^*\) chosen at the original state \(s\). To guarantee that the final state obtained by the attack is within an \(\ell_\infty\) ball around \(s\): \(B_\epsilon(s) = \{ \hat{s} : s - \epsilon \leq \hat{s} \leq s + \epsilon \}\), the projection \text{proj}[\cdot] is a sign operator and \(\eta\) is typically set to \(\eta = \frac{1}{K}\).
E Robustness Certificates for Deep Reinforcement Learning

If we use the convex relaxation in Section 4.1 to train our networks, it can produce robustness certificates [80][44][89] for our task. However in some RL tasks the certificates have interpretations different from classification tasks, as discussed in detail below.

Robustness Certificates for DQN. In DQN, the action space is finite, so we have a robustness certificate on the actions taken at each state. More specifically, at each state $s$, policy $\pi$’s action is certified if its corresponding Q function satisfies

$$\arg \max_a Q_\theta(s, a) = \arg \max_a Q_\theta(\hat{s}, a) = a^\ast,$$  \hspace{1cm} (30)

Given a states $s$, we can use neural network convex relaxations to compute an upper bound $u_{Q_\theta, a^\ast}(s)$ such that

$$Q_\theta(s, a) - Q_\theta(\hat{s}, a^\ast) \leq u_{Q_\theta, a^\ast}(s)$$

holds for all $\hat{s} \in B(s)$. So if $u_{Q_\theta, a^\ast}(s) \leq 0$ for all $a \in A$, we have

$$Q_\theta(s, a) - Q_\theta(\hat{s}, a^\ast) \leq 0$$  \hspace{1cm} (31)

is guaranteed for all $\hat{s} \in B(s)$, which means that the agent’s action will not change when the state observation is in $B(s)$. When the agent’s action is not changed under an adversarial perturbation, its reward and transition at current step will not change in the DQN setting, either.

In some settings, we find that 100% of the actions are guaranteed to be unchanged (e.g., the Pong environment in Table 3). In that case, we can in fact also certify that the accumulated reward is not changed given the specific initial conditions for testing. Otherwise, if some steps during the roll-out do not have this certificate, or have a weaker certificate that more than one actions are possible given $s \in B(s)$, all the possible actions have to be explored as the next action input to the environment. When there are $n$ states which are not certified to have unchanged actions, each with $m$ possible actions, we need to run $nm$ trajectories to find the worst case cumulative reward. This is impractical for typical settings.

However, even in the 100% certificate rate setting like Pong, it can still be challenging to certify that the agent is robust under any starting condition. Since the agent is started with a random initialization, it is impractical to enumerate all possible initializations and guarantee all generated trajectories are certified. Similarly, in the classification setting, many existing certified defenses [81][44][19][89] can only practically guarantee robustness on a specific test set (by computing a “verified test error”), rather than on any input image.

Robustness Certificates for PPO and DDPG. In DDPG and PPO, the action space is continuous, hence it is not possible to certify that actions do not change under adversary. We instead seek for a different type of guarantee, where we can upper bound the change in action given a norm bounded input perturbation:

$$U_s \geq \max_{\hat{s} \in B(s)} \|\pi_{\theta_s}(\hat{s}) - \pi_{\theta_s}(s)\|$$  \hspace{1cm} (32)

Given a state $s$, we can use convex relaxations to compute an upper bound $U_s$. Generally speaking, if $B(s)$ is small, a robust policy desires to have a small $U_s$, otherwise it can be possible to find an adversarial state perturbation that greatly changes $\pi_{\theta_s}(\hat{s})$ and causes the agent to misbehave. However, giving certificates on cumulative rewards is still challenging, as it requires to bound reward $r(s, a)$ given a fixed state $s$, and a perturbed and bounded action $a$ (bounded via (32)). Since the environment dynamics can be quite complex in practice (except for the simplest environment like InvertedPendulum), it is hard to bound reward changes given a bounded action. We leave this part as a future direction for exploration and we believe the robustness certificates in (32) can be useful for future works.

F Additional details for SA-PPO

Algorithm We present the full SA-PPO algorithm in Algorithm 5. Compared to vanilla PPO, we add a robust state-adversarial regularizer which constrains the KL divergence on state perturbations. We highlighted these changes in Algorithm 5. The regularizer $R_{\text{ppo}}(\theta_\pi)$ can be solved using SGLD or convex relaxations of neural networks. We define the perturbation set $B(s)$ to be an $\ell_p$ norm ball around state $s$ with radius $\epsilon$: $B_\epsilon(s, \epsilon) := \{s’ | \|s’ - s\|_p \leq \epsilon\}$. We use a $\epsilon$-schedule during training, where the perturbation budget is slowly increasing during each epoch $t$ as $\epsilon_t$ until reaching $\epsilon$. 

29
We run 2048 simulation steps per iteration, and run policy optimization of 10 epochs with a minibatch size of 64, using Adam optimizer with learning rate $3 \times 10^{-4}$, $4 \times 10^{-4}$ and $5 \times 10^{-5}$ for Walker, Hopper and Humanoid, respectively. The value network is also trained in 10 epochs per iteration with a minibatch size of 64, using Adam optimizer with learning rate 0.00025, $3 \times 10^{-4}$, and $1 \times 10^{-5}$ for Walker, Hopper and Humanoid environments, respectively (the same as in [14] without further tuning, except for Humanoid as discussed above). Both networks are 3-layer MLPs with 64, 64 hidden neurons. The clipping value $\epsilon$ for PPO is 0.2. We clip rewards to $[-10, 10]$ and states to $[-10, 10]$. The discount factor $\gamma$ for reward is 0.99 and the discount factor used in generalized advantage estimation (GAE) is 0.95. We found that in [14] the agent rewards are still improving when training finishes, thus in our experiments we run the agents longer for better convergence: we run

---

Algorithm 5 State-Adversarial Proximal Policy Optimization (SA-PPO). We highlight its differences compared to vanilla PPO in brown.

**Input:** Number of iterations $T$, a $\epsilon$ schedule $\epsilon_t$

1. Initialize actor network $\pi(\alpha | s)$ and critic network $V(s)$ with parameter $\theta_\pi$ and $\theta_V$.
2. for $t = 1$ to $T$ do
3. Run $\pi_{\theta_\pi}$ to collect a set of trajectories $D = \{\tau_k\}$ containing $|D|$ episodes, each $\tau_k$ is a trajectory contain $|\tau_k|$ samples, $\tau_k := \{(s_{k,i}, a_{k,i}, r_{k,i}, s_{k,i+1})\}, i \in [||\tau_k||]$.
4. Compute cumulative reward $\hat{R}_{k,i}$ for each step $i$ in every episode $k$ using the trajectories and discount factor $\gamma$.
5. Update value function by minimizing the mean-square error:
   $$\theta_V \leftarrow \arg\min_{\theta_V} \frac{1}{\sum_k |\tau_k|} \sum_{\tau_k \in D} \sum_{i=0}^{|\tau_k|} (V(s_{k,i}) - \hat{R}_{k,i})^2$$
6. Estimate advantage $\hat{A}_{k,i}$ for each step $i$ in every episode $k$ using generalized advantage estimation (GAE) and value function $V_{\theta_V}(s)$.
7. Define the state-adversarial policy regularizer:
   $$\mathcal{R}_{\text{PPO}}(\theta_\pi) := \sum_{\tau_k \in D} \sum_{i=0}^{|\tau_k|} \max_{\tilde{s}_{k,i} \in B_p(s_{k,i}, \epsilon_t)} \text{D}_{\text{KL}}(\pi(a|s_{k,i})||\pi(a|\tilde{s}_{k,i}))$$
8. Option 1: Solve $\mathcal{R}_{\text{PPO}}(\theta_\pi)$ using SGLD:
9. find $\tilde{s}_{k,i} = \arg\max_{\tilde{s}_{k,i} \in B_p(s_{k,i}, \epsilon_t)} \text{D}_{\text{KL}}(\pi(a|s_{k,i})||\pi(a|\tilde{s}_{k,i}))$ using SGLD optimization for all $k, i$ (the objective can be solved in a batch).
10. set $\overline{\mathcal{R}}_{\text{PPO}}(\theta_\pi) := \sum_{\tau_k \in D} \sum_{i=0}^{|\tau_k|} \text{D}_{\text{KL}}(\pi(a|s_{k,i})||\pi(a|\tilde{s}_{k,i}))$
11. Option 2: Solve $\mathcal{R}_{\text{PPO}}(\theta_\pi)$ using convex relaxations:
12. $\overline{\mathcal{R}}_{\text{PPO}}(\theta_\pi) := \text{ConvexRelaxUB}(\mathcal{R}_{\text{PPO}}, \theta_\pi, \tilde{s}_{k,i} \in B_p(s_{k,i}, \epsilon_t))$.
13. Update the policy by minimizing the SA-PPO objective (the minimization is solved using ADAM):
   $$\theta_\pi \leftarrow \arg\min_{\theta_\pi} \frac{1}{\sum_k |\tau_k|} \left[ \sum_{\tau_k \in D} \sum_{i=0}^{|\tau_k|} \min \left( r_{\theta_\pi}(a_{k,i}|s_{k,i}) \hat{A}_{k,i}, g(r_{\theta_\pi}(a_{k,i}|s_{k,i})) \hat{A}_{k,i} \right) + \kappa_{\text{PPO}} \overline{\mathcal{R}}_{\text{PPO}}(\theta_\pi) \right]$$
   where $r_{\theta_\pi}(a_{k,i}|s_{k,i}) := \pi_{\theta_\pi}(a_{k,i}|s_{k,i}) / \pi_{\theta_\pi}(a_{k,i}|s_{k,i})$, $g(r) := \text{clip}(r_{\theta_\pi}(a_{k,i}|s_{k,i}), 1 - \epsilon_{\text{clip}}, 1 + \epsilon_{\text{clip}})$.
14. end for

**Hyperparameters for Regular PPO Training**

We use the optimal hyperparameters in [14] which were found using a grid search for vanilla PPO. However, we found that their parameters are not optimal for Humanoid and achieves a cumulative reward of only about 2000 after $1 \times 10^7$ steps. Thus we redo hyperparameter search on Humanoid and change learning rate for actor to $5 \times 10^{-5}$ and critic to $1 \times 10^{-5}$. This new set of hyperparameters allows us to obtain Humanoid reward about 5000 for vanilla PPO. Note that even under the original, non-optimal set of hyperparameters by [14], our SA-PPO variants still achieve high rewards similarly to those reported in our paper. Our hyperparameter change only significantly improves the performance of vanilla PPO baseline.
Walker2d and Hopper 2 × 10^6 steps (976 iterations) and Humanoid 1 × 10^7 steps (4882 iterations) to ensure convergence.

**Hyperparameter for SA-PPO Training** For SA-PPO, we use the same set of hyperparameters as in PPO. Note that the hyperparameters are tuned for PPO but not specifically for SA-PPO. The additional regularization parameter κ_{PPO} for the regularizer R_{PPO} is chosen in {0.003, 0.01, 0.03, 0.1, 0.3, 1.0}. We linearly increase ε_t, the norm of ℓ_∞ perturbation on normalized states, from 0 to the target value (ε for evaluation, reported in Table[1]) during the first 3/4 iterations, and keep ε_t = ε for the reset iterations. The same ε schedule is used for both SGLD and convex relaxation training. For SGLD, we run 10 iterations with step size $\gamma$ and set the temperature parameter $\beta = 1 \times 10^{-5}$. For convex relaxations, we use the efficient IBP-Backward scheme [84], and we use a training schedule similar to [89] by mixing the IBP bounds and backward mode perturbation analysis bounds.

**G Additional Details for SA-DDPG**

**Algorithm** We present the SA-DDPG training algorithm in Algorithm[6]. The main difference between DDPG and SA-DDPG is the additional loss term $\mathcal{R}_{DDPG}(\theta_\pi)$, which provides an upper bound on $\max_{s \in B(s_t)} \|\pi(s) - \pi(s_t)\|^2_2$. We highlighted these changes in Algorithm[6]. We define the perturbation set $B(s)$ to be a ℓ_p norm ball around s with radius ε: $B_\beta(s, \epsilon) := \{s' : \|s' - s\|_p \leq \epsilon\}$. We use a $\epsilon$-schedule during training, where the perturbation budget is slowly increasing during training as $\epsilon_t$ until reaching ε.

| Algorithm 6 State-Adversarial Deep Deterministic Policy Gradient (SA-DDPG). We highlight its differences compared to vanilla DDPG in brown. |
|---|
| Initialize actor network $\pi(s)$ and critic network $Q(s, a)$ with parameter $\theta_\pi$ and $\theta_Q$ |
| Initialize target network $\pi'(s)$ and critic network $Q'(s, a)$ with weights $\theta_\pi' \leftarrow \theta_\pi$ and $\theta_Q' \leftarrow \theta_Q$ |
| Initialize replay buffer $B$ |
| for $t$ = 1 to $T$ do |
|   Initial a random process $\mathcal{N}$ for action exploration |
|   Choose action $a_t \sim \pi(s_t) + \epsilon$, $\epsilon \sim \mathcal{N}$ |
|   Observe reward $r_t$, next state $s_{t+1}$ from environment |
|   Store transition $\{s_t, a_t, r_t, s_{t+1}\}$ into $B$ |
|   Sample a mini-batch of $N$ samples $\{s_i, a_i, r_i, s'_i\}$ from $B$ |
|   $y_i \leftarrow r_i + \gamma Q'(s'_i, \pi'(s'_i))$ for all $i \in [N]$ |
|   Update $\theta_Q$ by minimizing loss $L(\theta_Q) = \frac{1}{N} \sum_i (y_i - Q(s_i, a_i))^2$ |
|   $\mathcal{R}_{DDPG}(\theta_\pi, s_i) := \sum_i \max_{\epsilon \in B_p(s_i, \epsilon_t)} \|\pi_{\theta_\pi}(s_i) - \pi_{\theta_\pi}(s_i)\|_2$ |
|   Option 1: Solve $\mathcal{R}_{DDPG}(\theta_\pi)$ using SGLD: |
|     find $\hat{s}_i = \arg \max_{s \in B_p(s_i, \epsilon_t)} \|\pi_{\theta_\pi}(s) - \pi_{\theta_\pi}(s_i)\|_2$ for all $i$ (solved in a batch using SGLD) |
|     set $\mathcal{R}_{DDPG}(\theta_\pi) := \sum_i \|\pi_{\theta_\pi}(s_i) - \pi_{\theta_\pi}(s_i)\|_2$ |
|   Option 2: Solve $\mathcal{R}_{DDPG}(\theta_\pi)$ using convex relaxations: |
|     $\mathcal{R}_{DDPG}(\theta_\pi) := \text{ConvexRelaxUB}(\mathcal{R}_{DDPG}, \theta_\pi, \hat{s}_i \in B_p(s_i, \epsilon_t))$ |
|   Update $\theta_\pi$ using deterministic policy gradient and gradient of $\mathcal{R}_{DDPG}$: |
|   $\nabla_{\theta_\pi} J(\theta_\pi) = \frac{1}{N} \sum_i \nabla_a Q(s, a)|_{s=s_i, a=\pi(s_i)} \nabla_{\theta_\pi} \pi(s)|_{s=s_i} + &_{DDPG} \nabla_{\theta_\pi} \mathcal{R}_{DDPG}$ |
|   Update Target Network: |
|   $\theta_Q' \leftarrow \tau\theta_Q + (1 - \tau)\theta_Q'$ |
|   $\theta_\pi' \leftarrow \tau\theta_\pi + (1 - \tau)\theta_\pi'$ |
| end for |

**Hyperparameters for Regular DDPG Training.** Our hyperparameters are from [62]. Both actor and critic networks are 3-layer MLPs with [400, 300] hidden neurons. We run each environment for $2 \times 10^6$ steps. Actor network learning rate is $1 \times 10^{-4}$ and critic network learning rate is $1 \times 10^{-3}$ (except that for Hopper-v2 and Ant-v2 the critic learning rate is reduced to $1 \times 10^{-4}$ due to the larger values of rewards); both networks are optimized using Adam optimizer. No reward scaling is used, and discount factor is set to 0.99. We use a replay buffer with a capacity of $1 \times 10^6$ items and we do
not use prioritized replay buffer sampling. For the random process $\mathcal{N}$ used for exploration, we use a Ornstein-Uhlenbeck process with $\theta = 0.15$ and $\sigma = 0.2$. The mixing parameter of current and target actor and critic networks is set to $\tau = 0.001$.

**Hyperparameters for SA-DDPG Training.** SA-DDPG uses the same hyperparameters as in DDPG training. For the additional regularization parameter $\kappa$ for $\pi(s)$, we choose in \{0.1, 0.3, 1.0, 3.0\} for InvertedPendulum and Reacher due to their low dimensionality and \{30, 100, 300, 1000\} for other environments. We train the actor network without state-adversarial regularization for the first $1 \times 10^6$ steps, then increase $\epsilon_t$ from 0 to the target value in $5 \times 10^5$ steps, and then keep training at the target $\epsilon$ for $5 \times 10^5$ steps. The same $\epsilon$ schedule is used for both SGLD and convex relaxation. For SGLD, we run 5 iterations with step size $\frac{\epsilon}{5}$ and set the temperature parameter $\beta = 1 \times 10^{-5}$ For convex relaxations, we use the efficient IBP+Backward scheme [54], and a training schedule similar to [89] by mixing the IBP bounds and backward mode perturbation analysis bounds. The total number of training steps is thus $2 \times 10^6$, which is the same as the regular DDPG training. The target $\epsilon$ values for each task is the same as $\epsilon$ listed in Table[2] for evaluation. Note that we apply perturbation on normalized environment states. The normalization factors are the standard deviations calculated using data collected on the baseline policy (vanilla DDPG) without adversaries.

### Additional Details for SA-DQN

**Algorithm** We present the SA-DQN training algorithm in Algorithm[7]. The main difference between SA-DQN and DQN is the additional state-adversarial regularizer $\mathcal{R}_{\text{DQN}}(\theta)$, which encourages the network not to change its output under perturbations on the state observation. We highlighted these changes in Algorithm[7]. Note that the use of hinge loss is not required; other loss functions (e.g., cross-entropy loss) may also be used.

```algorithms
Algorithm 7 State-Adversarial Deep Q-Learning (SA-DQN). We highlight its differences compared to vanilla DQN in brown.

1: Initialize current Q network $Q(s, a)$ with parameters $\theta$.
2: Initialize target Q network $Q'(s, a)$ with parameters $\theta' \leftarrow \theta$.
3: Initialize replay buffer $B$.
4: for $t = 1$ to $T$ do
5: With probability $\epsilon_t$ select a random action at $a_t$, otherwise select $a_t = \arg \max_a Q_\theta(s_t, a; \theta)$
6: Execute action $a_t$ in environment and observe reward $r_t$ and state $s_{t+1}$
7: Store transition $\{s_t, a_t, r_t, s_{t+1}\}$ in $B$.
8: Randomly sample a minibatch of $N$ samples $\{s_i, a_i, r_i, s'_i\}$ from $B$.
9: For all $s_i$, compute $a^*_i = \arg \max_a Q_\theta(s_i, a; \theta)$.
10: Set $y_i = r_i + \gamma \max_{a'} Q_\theta(s'_i, a'; \theta)$ for non-terminal $s_i$, and $y_i = r_i$ for terminal $s_i$.
11: Compute TD-loss for each transition: $\text{TD-L}(s_i, a_i, s'_i; \theta) = \text{Huber}(y_i - Q_\theta(s_i, a_i; \theta))$
12: Define $\mathcal{R}_{\text{DQN}}(\theta) := \sum_i \max \{\max_{a \neq a^*_i} Q_\theta(s_i, a; \theta) - Q_\theta(s_i, a^*_i; \theta), -c\}$.
13: Option 1: Use projected gradient descent (PGD) to solve $\mathcal{R}_{\text{DQN}}(\theta)$.
14: Run PGD to solve: $\hat{s}_i = \arg \max_{s \in B(s_i)} \max_{a \neq a^*_i} Q_\theta(\hat{s}_i, a; \theta) - Q_\theta(\hat{s}_i, a^*_i; \theta)$
15: Compute the sum of hinge loss of each $s_i$:
16: $\overline{\mathcal{R}}_{\text{DQN}}(\theta) = \sum_i \max \{\max_{a \neq a^*_i} Q_\theta(s_i, a; \theta) - Q_\theta(s_i, a^*_i; \theta), -c\}$.
17: Option 2: Use convex relaxations of neural networks to solve a surrogate loss of $\mathcal{R}_{\text{DQN}}(\theta)$.
18: For all $s_i$ and all $a \neq a^*_i$, obtain upper bounds on $Q_\theta(s, a; \theta) - Q_\theta(s, a^*_i; \theta)$:
19: $u^*_{\theta, a}(s_i) = \text{ConvexRelaxUB}(Q_\theta(s, a; \theta) - Q_\theta(s, a^*_i; \theta), s \in B(s_i))$
20: Compute a surrogate loss for the hinge loss:
21: $\mathcal{R}_{\text{DQN}}(\theta) = \sum_i \max \{\max_{a \neq a^*_i} \{u^*_{\theta, a}(s_i)\}, -c\}$
22: Perform a gradient descent step to minimize $\frac{1}{T} \sum_t \text{TD-L}(s_t, a_t, s'_t; \theta) + \kappa \mathcal{R}_{\text{DQN}}(\theta)$.
23: Update Target Network every $M$ steps: $\theta' \leftarrow \theta$.
24: end for
```

**Hyperparameters for Vanilla DQN training.** For Atari games, the deep Q networks have 3 CNN layers followed by 2 fully connected layers (following [78]). The first CNN layer has 32 channels,
a kernel size of 8, and stride 4. The second CNN layer has 64 channels, a kernel size of 4, and stride 2. The third CNN layer has 64 channels, a kernel size of 3, and stride 1. The fully connected layers have 512 hidden neurons for both value and advantage heads. We run each environment for $6 \times 10^6$ steps without framestack. We set learning rate as $6.25 \times 10^{-5}$ (following [26]) for Pong, Freeway and RoadRunner; for BankHeist our implementation cannot reliably converge within 6 million steps, so we reduce learning rate to $1 \times 10^{-5}$. For all Atari environments, we clip reward to $-1, +1$ (following [46]) and use a replay buffer with a capacity of $2 \times 10^5$.

We set discount factor set to 0.99. Prioritized replay buffer sampling is used with $\alpha = 0.5$ and $\beta$ increased from 0.4 to 1 linearly through the end of training. A batch size of 32 is used in training. Same as in [46], we choose Huber loss as the TD-loss. We update the target network every 2k steps for all environments.

**Hyperparameters for SA-DQN training.** SA-DQN uses the same network structure and hyperparameters as in DQN training. The total number of SA-DQN training steps in all environments are the same as those in DQN (6 million). We update the target network every 2k steps for all environments except that the target network is updated every 32k steps for RoadRunner’s SA-DQN, which improves convergence for our short training schedule of 6 million frames. For the additional state-adversarial regularization parameter $\kappa$ for robustness, we choose $\kappa \in \{0.005, 0.01, 0.02\}$. For all 4 Atari environments, we train the Q network without regularization for the first $1.5 \times 10^6$ steps, then increase $\epsilon$ from 0 to the target value in $4 \times 10^6$ steps, and then keep training at the target $\epsilon$ for the rest $5 \times 10^5$ steps.

**Training Time** As Atari training is expensive, we train DQN and SA-DQN only 6 million frames; the rewards reported in most DQN paper (e.g., [46, 78, 26]) are obtained by training 20 million frames. Thus, the rewards (without attacks) reported maybe lower than some baselines. The training time for vanilla DQN, SA-DQN (SGLD) and SA-DQN (convex) are roughly 15 hours, 40 hours and 50 hours on a single 1080 Ti GPU, respectively. The training time of each environment varies but is very close.

Note that the training time for convex relaxation based method can be further reduced when using an more efficient relaxation. The fastest relaxation is interval bound propagation (IBP), however it is too inaccurate and can make training unstable and hard to tune [89]. We use the tighter IBP+Backward relaxation, and its complexity can be further improved to the same level as IBP with the recently developed loss fusion technique [84], while providing a much better relaxation than IBP. Our work simply uses convex relaxations as a blackbox tool and we leave further improvements on convex relaxation based methods as a future work.

I **Additional Experimental Results**

I.1 More results on SA-PPO

**Box plots of rewards for SA-PPO agents** In Table 1 we report the mean and standard deviation of rewards for agents under attack. However, since the distribution of cumulative rewards can be non-Gaussian, in this section we include box plots of rewards for each task in Figure 9. We can observe that the rewards (median, 25% and 75% percentiles) under the strongest attacks (Figure 9b) significantly improve.

**Evaluation using multiple $\epsilon$** In Figure 10 we show the attack rewards of PPO and SA-PPO agents with different perturbation budget $\epsilon$. We can see that the lowest attack rewards of SA-PPO agents are higher than those of PPO under all $\epsilon$ values. Additionally, Robust Sarsa (RS) attacks and RS+MAD attacks are typically stronger than other attacks. On vanilla PPO agents, the MAD attack is also competitive.

**Convergence of PPO and SA-PPO agents** We want to confirm that our better performing Humanoid agents under state-adversarial regularization are not just by chance. We train each environment using SA-PPO and PPO at least 15 times, and collect rewards during training. We plot the median, 25% and 75% percentile of rewards during the training process for all these runs in Figure 11.
We consider the following certificates on state perturbations. The results are shown in Table 8. Note that, by increasing the regularization parameter \( \kappa \), it is possible to obtain an even tighter certificate at the cost of model performance.

Figure 9: Box plots of natural rewards and rewards under the strongest (best) attacks for PPO, adversarially trained PPO and SA-PPO agents corresponding to the results presented in Table 1 (Table 1 only reports mean and standard deviation). Each box shows the distribution of cumulated rewards collected from 50 episodes of a single agent. The red lines inside the boxes are median rewards, and the upper and lower sides of the boxes show 25% and 75% percentile rewards of 50 episodes. The line segments outside of the boxes show min or max rewards.

We can see that our SA-PPO agents consistently outperform vanilla PPO agents in Humanoid. Since we also present the 25% and 75% percentile of the rewards among 15 agents, we believe this improvement is not because of cherry-picking. For Hopper and Walker environments, SA-PPO has almost no performance drop compared to vanilla PPO.

I.2 More results on SA-DDPG

Reproducibility over multiple training runs. To show that our SA-DDPG can consistently obtain a robust agent and we do not cherry-pick good results, we repeatedly train all 5 environments using SA-DDPG and DDPG 11 times each and attack all agents. We report the median, minimum, 25% and 75% rewards of 11 agents in box plots. The results are shown in Figure 12. We can observe that SA-DDPG is able to consistently improve the robustness: the median, 25% and 75% percentile rewards under attacks are significantly and consistently better than vanilla DDPG over all 5 environments.

Full attack results In Table 6 we present attack rewards on all of our DDPG agents. In the main text, we only report the strongest (lowest) attack rewards since the lowest reward determines the true agent robustness.

I.3 Robustness Certificates

We report robustness certificates for SA-DQN in Table 3. As discussed in section E, for DQN we can guarantee that an action does not change under bounded adversarial noise. In Table 3, the “Action Cert. Rate” is the ratio of actions that does not change under any \( \ell_\infty \) norm bounded noise. In some settings, we find that 100% of the actions are guaranteed to be unchanged (e.g., the Pong environment in Table 3). In that case, we can in fact also certify that the cumulative reward is not changed given the specific initial conditions for testing.

In SA-DDPG, we can obtain robustness certificates that give bounds on actions in the presence of bounded perturbation on state inputs. Given an input state \( s \), we use convex relaxations of neural networks to obtain the upper and lower bounds for each action: \( l_i(s) \leq \pi_i(\hat{s}) \leq u_i(s), \forall \hat{s} \in B(s) \).

We consider the following certificates on \( \pi(s) \): the average output range \( \frac{\|u(s) - l(s)\|_1}{|\mathcal{A}|} \) which reflect the tightness of bounds, and the \( \ell_2 \) distance. Note that bounds on other \( \ell_p \) norms can also be computed given \( l_i(s) \) and \( u_i(s) \). Since the action space is normalized within \([-1, 1]\), the worst case output range is 2. We report both certificates for all five environments in Table 7. DDPG without our robust regularizer usually cannot obtain non-vacuous certificates (range is close to 2). SA-DDPG can provide robustness certificates (bounded inputs guarantee bounded outputs). We include some discussions on these certificates in Section E.

For SA-PPO, since the action follows a Gaussian policy, we can upper bound its KL-divergence under state perturbations. The results are shown in Table 8. Note that, by increasing the regularization parameter \( \kappa \), it is possible to obtain an even tighter certificate at the cost of model performance.
Figure 10: Attacking PPO agents under different $\epsilon$ values using 5 attacks. Each data point reported in this figure is an average of 50 episodes.
Figure 11: The median, 25% and 75% percentile episode reward of at least 15 PPO and 15 SA-PPO agents during training. The region of the shaded colors (light blue: SA-PPO solved with SGLD; light green: SA-PPO solved with convex relaxations; light red: vanilla PPO) represent the interval between 25% and 75% percentile rewards over these 15 different training runs, and the solid line is the median rewards over these runs.
Figure 12: Box plots of natural and attack rewards for DDPG and SA-DDPG. Each box is obtained from 11 agents trained with the same hyperparameters as the agents reported in Table 2 and tested for 50 episodes (each sample of the box is an average reward over 50 episodes). The red lines inside the boxes are median rewards, and the upper and lower sides of the boxes show 25% and 75% percentile rewards. The line segments outside of the boxes show min or max rewards.

The robustness certificates for SA-DDPG and SA-PPO are computed using interval bound propagation (IBP). For vanilla DDPG and PPO, we use CROWN [87], a much tighter convex relaxation to obtain the certificates, but they are often still vacuous.
Table 6: Average episode rewards on 5 MuJoCo environments using policies trained by DDPG and SA-DDPG. Natural reward is the reward in clean environment without adversarial attacks. The “Best Attack” rows report the lowest reward over all five attacks (representing the strongest attack), and this lowest reward is used for robustness evaluation.

| Environment       | Ant       | Hopper     | Reacher    | Walker2d   |
|-------------------|-----------|------------|------------|------------|
| Natural Reward    | 1487 ± 800| 3392 ± 762| 1000 ± 0   | 1870 ± 1418|
| Critic Attack     | 187 ± 157 | 2504 ± 1207| 1000 ± 0   | 2435 ± 5.10 |
| Random Attack     | 1473 ± 795| 3086 ± 1066| 1000 ± 0   | 8.71 ± 2.42 |
| MAD Attack        | 180 ± 200 | 2745 ± 1073| 1000 ± 0   | -27.67 ± 5.32|
| RS Attack         | 336 ± 283 | 606 ± 124 | 92 ± 1     | -21.74 ± 5.14|
| RS+MAD            | 142 ± 180 | 2056 ± 1225| 1000 ± 0   | -27.87 ± 4.38|
| Best Attack       | 142       | 606        | 92         | -27.87      |

Table 7: Robustness certificates on bounded action changes under bounded state perturbations for DDPG agents. Results are averaged over 50 episodes. A smaller number is better. A vanilla DDPG agent typically cannot provide non-vacuous robustness guarantees.

| Settings          | Ant       | Hopper     | Reacher    | Walker2d   |
|-------------------|-----------|------------|------------|------------|
| Certificates ($l_2$ upper bound) | SA-DDPG (Convex) | 0.181 | 0.050 | 0.787 | 0.202 | 0.169 |
|                   | DDPG (vanilla) | 3.972 | 2.612 | 0.992 | 1.491 | 2.484 |
| Certificates ($l_1$ upper bound) | SA-DDPG (Convex) | 0.454 | 0.074 | 0.787 | 0.283 | 0.301 |
|                   | DDPG (vanilla) | 11.087 | 4.345 | 0.992 | 2.107 | 4.923 |
| Certificates ($l_\infty$ upper bound) | SA-DDPG (Convex) | 0.104 | 0.041 | 0.787 | 0.157 | 0.131 |
|                   | DDPG (vanilla) | 1.734 | 1.794 | 0.992 | 1.073 | 1.570 |
| Certificates (Range) | SA-DDPG (Convex) | 0.057 | 0.025 | 0.787 | 0.142 | 0.050 |
|                   | DDPG (vanilla) | 1.386 | 1.448 | 0.992 | 1.054 | 0.821 |

Table 8: Upper bound on KL-divergence $D_{KL}(\pi(a|s)\|\pi(a|\hat{s}))$ for three PPO environments. A smaller number is better. SA-PPO can reduce this upper bound significantly especially for high dimensional environments like Humanoid.

| Settings          | Hopper     | Walker2d   | Humanoid   |
|-------------------|------------|------------|------------|
| Certificates (KL upper bound) | SA-PPO (Convex) | 0.1232 | 0.09831 | 3.529 |
|                   | DDPG (vanilla) | 32.16 | 31.56 | 925140 |