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Abstract—RGB-Thermal (RGB-T) object tracking receives more and more attention due to the strongly complementary benefits of thermal information to visible data. However, RGB-T research is limited by lacking a comprehensive evaluation platform. In this paper, we propose a large-scale video benchmark dataset for RGB-T tracking. It has three major advantages over existing ones: 1) Its size is sufficiently large for large-scale performance evaluation (total frame number: 234K, maximum frame per sequence: 8K). 2) The alignment between RGB-T sequence pairs is highly accurate, which does not need pre- or post-processing. 3) The occlusion levels are annotated for occlusion-sensitive performance analysis of different tracking algorithms. Moreover, we propose a novel graph-based approach to learn a robust object representation for RGB-T tracking. In particular, the tracked object is represented with a graph with image patches as nodes. This graph including graph structure, node weights and edge weights is dynamically learned in a unified ADMM (alternating direction method of multipliers)-based optimization framework, in which the modality weights are also incorporated for adaptive fusion of multiple source data. Extensive experiments on the large-scale dataset are executed to demonstrate the effectiveness of the proposed tracker against other state-of-the-art tracking methods. We also provide new insights and potential research directions to the field of RGB-T object tracking.
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I. INTRODUCTION

VISUAL tracking is to estimate states of the target object in subsequent frames, given the initial ground-truth bounding box. It is an active and challenging computer vision task, and has drawn a lot of attentions due to its wide applications, such as video surveillance, self-driving cars, and robotics. Despite of many recent breakthroughs in visual tracking, it still faces many challenging problems especially tracking target objects in various environmental conditions (e.g., low illumination, rain, haze and smog, etc.), which significantly affect the imaging quality of visible spectrum.

Integrating visible and thermal (called RGB-T in this paper) spectrum data has been proven to be effective in boosting tracking performance, and also allows tracking target objects in day and night [1]. Visible and thermal information complement each other and contribute to visual tracking in different aspects. On one hand, thermal infrared camera can capture infrared radiation (0.75-13 \textmu m) emitted by subjects with a temperature above absolute zero. Thus they are insensitive to lighting conditions and have a strong ability to penetrate haze and smog. These kind of sensors, therefore, are more effective in capturing objects than visible spectrum cameras under poor lighting conditions and bad weathers. On the other hand, visible spectrum cameras are more effective in separating two moving subjects, which are crossing or moving side (called thermal crossover [2, 3]). Figure 1 shows some typical scenarios.

There are several video benchmark datasets designed for RGB-T tracking purpose such as OSU-CT [4], LITIV [5] and GTOT [6]. A major issue of these datasets is their limited size (see Table I for details). To facilitate this research direction, we contribute a more comprehensive video dataset, called RGBT234 in this paper. RGBT234 includes 234 RGB-T videos, each containing a RGB video and a thermal video. Its total frames reach about 234K and the frame of the biggest video pair reaches 8K. Moreover, we annotate each frame with a minimum bounding box covering the target for both modalities, and also take into full consideration of various environmental challenges, such as raining, night, cold and hot days. To analyze the attribute-based performance of different tracking algorithms, we annotate 12 attributes and implement a dozen of baseline trackers, including deep and non-deep ones (e.g., structured SVM, sparse representation and correlation filter based trackers). In addition, we adopt 5 metrics to evaluate RGB-T trackers.

Compared with other existing ones, RGBT234 has the following major advantages. 1) It includes a large amount of video frames, which enables users to perform large-scale performance evaluations. 2) Its alignment across modalities is highly accurate, and does not require any pre- or post-processing (e.g., stereo matching [6, 7] and color correction [8]) with the advanced imaging mechanisms. 3) Its occlusion levels, including no, partial and heavy occlusions, are annotated for occlusion-sensitive evaluation of different algorithms. 4) Its videos can be captured by both static and moving cameras while keeping the alignment accurate due to the flexibility of our imaging platform. 5) More recent trackers, more attribute annotations and more evaluation metrics are considered.

With this new benchmark dataset, we investigate how to perform robust object tracking under challenging scenarios by adaptively incorporating the information from RGB-T videos, and propose a novel graph-based algorithm to learn RGB-T object features for online tracking.

Specifically, we partition each target bounding box into a set of non-overlapping patches, which are described with RGB and thermal features. However, background information is inevitably included in the bounding box and likely results in model drifting. Thus, the bounding box cannot represent the target object well. We associate a weight to each patch, which reflects its importance to describe the object. We concatenate all patch features within the target bounding box with their...
corresponding weights to convey structural information of the object while suppressing the pollution of background. The structured SVM algorithm \cite{9} is then adopted to perform object tracking.

In general, the patch weights are computed via a semi-supervised learning algorithm, \textit{e.g.}, manifold ranking \cite{10} and random walk \cite{11}. How to learn an optimal affinity matrix is essential. Most of methods construct a fixed-structure graph (\textit{e.g.}, a 8-neighbor graph where each node is only connected with its 8 neighbor nodes), and thus neglect global intrinsic relationship of patches. Li \textit{et al.} \cite{12} propose to learn a dynamic graph with the low-rank and sparse representations as the graph affinity to capture the global subspace structure of patches. Although this kind of affinity is somehow valid, the meaning of which is already not the same as the original definition \cite{13}.

Motivated by above observations, we propose a novel graph model to adaptively employ RGB and thermal data to weight learning. We take patches as graph nodes, and pursue a joint sparse representation \cite{2, 14} with patch feature matrix as input. Note that other constraints on the representation matrix, such as low rank \cite{15}, can also be incorporated in our model. We only employ sparse constraints in this paper for an emphasis on efficient performance. To deal with occasional perturbation or malfunction of individual sources, we assign a weight to each modality to represent the reliability, which allows our method to integrate different spectrum data adaptively. Instead of directly using sparse representations, we learn a more meaningful graph affinity with the assumption that patches are more likely located in the same class (the target object or the background) if their sparse representations have a small distance \cite{13}. Based on the graph affinity, the patch weights are computed when giving some initial weights to patches \cite{11}.

It is worth noting that we jointly solve modality weights, sparse representations, and the graph (including graph structure, edge weights and node weights) in a single optimization framework by designing an efficient ADMM (Alternation Direction Method of Multipliers) algorithm \cite{16}.

This paper makes the following contributions to RGB-T tracking and related applications.

- It contributes a comprehensive RGB-T dataset with 234 fully annotated video sequences for large-scale performance evaluation of different tracking algorithms. A dozen of baseline trackers and 5 evaluation metrics are also included in this benchmark. This benchmark will be open to public \footnote{RGB-T tracking dataset webpage: \url{https://sites.google.com/view/ahutracking001/}.}.

- It proposes a novel graph-based optimization algorithm to learn RGB-T object feature representations for robust object tracking. In particular, the graph, including graph structure, edge weights and node weights, and the modality weights are dynamically learned in a unified ADMM-based optimization framework.

- It carries out extensive experiments on the large-scale benchmark dataset. The evaluation results demonstrate the effectiveness of the proposed approach, and we also provide new insights and potential future research directions for RGB-T object tracking.

II. RELATED WORK

According to the relevance to our work, we review related works following three research lines, \textit{i.e.}, RGB-T tracking datasets, RGB-T Object Tracking and RGB Object Tracking.
### A. RGB-T Tracking Datasets

There are several popular RGB-T video datasets. OSU-CT dataset [4] contains 6 RGB-T video sequence pairs recorded from two different locations with only people moving, which is obviously not sufficient to evaluate tracking algorithms. Other two RGB-T datasets are collected by [5, 29]. Most of them suffer from limited size, low diversity, and high bias. Li et al. [28] construct a large size RGB-T dataset called RGBT210 with 210 RGB-T pairs. They record videos under a moving platform which enriches much diversity of the dataset, and annotate the challenging attributes for comprehensive evaluation. This dataset, however, has two issues: 1) It lacks the videos captured in hot days, and is thus highly biased to environmental temperature since thermal sensors are sensitive to temperature. 2) Videos of two modalities share same bounding box annotations, which sometimes are unreasonable due to existence of alignment errors.

Recently, more and more large datasets for RGB tracking have been proposed [17, 18, 20–23]. These datasets bring great benefits to visual tracking. Motivated by the observation, we contribute a larger RGB-T tracking dataset with 234 video pairs in total in this paper. This new dataset includes more challenging RGB-T videos, baseline algorithms, attributes and evaluation metrics. Table I shows the detailed comparison of these datasets.

### B. RGB-T Object Tracking

RGB-T object tracking receives more and more attentions in computer vision community with the popularity of thermal infrared sensors [2, 6, 30–32].

Cvejic et al. [30] investigate the impact of pixel-level fusion of videos from grayscale-thermal surveillance cameras. Recently, sparse representation has been successfully applied to RGB-T tracking. Wu et al. [31] concatenate the image patches from RGB and thermal sources, and then sparsely represent each sample in the target template space. Liu et al. [2] fuse the tracking results using min operation on the sparse representation coefficients calculated on both RGB and thermal modalities. These methods may limit the tracking performance in dealing with occasional perturbation or malfunction of individual sources as available spectrums contribute equally. Li et al. [6, 32] introduce a modality weight for each source to represent the imaging quality, and combine the sparse representation in Bayesian filtering framework to perform object tracking.

### C. RGB Object Tracking

The methods for RGB object tracking are vast, and a comprehensive review can be found in [18, 23]. Here, according to the relevance to our work, we only briefly review the RGB trackers from the following three categories.

1) **Structured SVM based Trackers:** Hare et al. first apply the structured output prediction algorithm [33] to visual tracking to avoid the need for an intermediate classification step [34]. They further integrate several practical considerations to improve tracking accuracy and efficiency [35]. Recently, associating each patch with a weight in the structured SVM framework has been proven to be an effective way for suppressing the background effects in visual tracking [11, 12, 36]. In [11], a random walk restart algorithm is utilized on the fixed-structure graph with patches as nodes to compute patch weights within target object bounding box. The above fixed-structure graph is constructed via only local cues, neglecting global cues that are important for exploring the intrinsic relationship among patches. In [12], the low-rank and sparse representation is used to learn a dynamic graph with global considerations. Li et al. [36] take both advantages of [11] and [12] to integrate local and global information in

### Table I

Comparison of RGBT234 against other tracking datasets.

| Type   | Properties                                                                 |
|--------|-----------------------------------------------------------------------------|
|        | sequence numbers | total frames | max frames per sequence | occlusion annotation | attribute annotation | moving camera | publish year |
| RGB    | OTB50[17]        | 50           | 29.4K                   | ✓                     | ✓                     | ✓            | 2013         |
|        | OTB100[18]       | 100          | 59K                     | ✓                     | ✓                     | ✓            | 2015         |
|        | VOT2014[19]      | 25           | 10.3K                   | ✓                     | ✓                     | ✓            | 2014         |
|        | VOT2015[20]      | 60           | 21.8K                   | ✓                     | ✓                     | ✓            | 2015         |
|        | Temple-Color[21] | 128          | 55.3K                   | ✓                     | ✓                     | ✓            | 2015         |
|        | ALOV++[22]       | 315          | 15.1K                   | ✓                     | ✓                     | ✓            | 2013         |
|        | NUS-PRO[23]      | 365          | 135.8K                  | ✓                     | ✓                     | ✓            | 2016         |
| Thermal| OSU-T[24]        | 10           | 0.2K                    | ✓                     | ✓                     | ✓            | 2005         |
|        | ASL-TID[25]      | 9            | 4.3k                    | ✓                     | ✓                     | ✓            | 2014         |
|        | TIV[26]          | 16           | 63K                     | ✓                     | ✓                     | ✓            | 2014         |
|        | LTIR[27]         | 20           | 11.2K                   | ✓                     | ✓                     | ✓            | 2015         |
| RGB-T  | OSU-CT[4]        | 6            | 17K                     | ✓                     | ✓                     | ✓            | 2007         |
|        | LTTIV[28]        | 9            | 6.3K                    | 2K                    | ✓                     | ✓            | 2012         |
|        | GTOT[6]          | 50           | 15.8K                   | 0.7K                  | ✓                     | ✓            | 2016         |
|        | RGBT210[28]      | 210          | 210K                    | 8k                    | ✓                     | ✓            | 2017         |
|        | RGBT234          | 234          | 233.8K                  | 8K                    | ✓                     | ✓            | -            |
graph learning. Following this research line, we propose a novel graph learning algorithm for RGB-T object tracking.

2) **End-to-End Deep Learning based Trackers:** Benefiting from deep learning techniques, many end-to-end deep trackers have been proposed and achieve excellent performance [37–41]. Hyeonseob et al. [37] introduce the idea of multi-domain and train a domain-specific layers online for each video to adapt the target representations. It achieves outstanding performance on several benchmark datasets but has a long latency due to online training strategy. Bertinnetto et al. regard object tracking as similarity learning problem, and apply the Siamese network, named SiameFC, to visual tracking [38]. However, SiameFC lacks important online update strategy and cannot capture the change of appearance of objects. To handle this problem, Guo et al. [40] propose a dynamic Siamese network with a fast general transformation learning model. He et al. [41] design a twofold Siamese network that consists of a semantic branch and an appearance branch to improve the discrimination power of SiameFC in tracking. Besides, the correlation filter is also embedded into deep neural network [39], named CFNet, to achieve end-to-end tracking.

3) **Correlation Filter based Trackers:** Correlation filters have obtained great achievement in visual tracking due to its accuracy and computational efficiency. The seminal work, MOSSE, is proposed by Bolme et al. [42], which achieves hundreds of frames per second and high tracking accuracy. Recently, many advanced methods based on correlation filters are proposed in different aspects. For example, the CSK tracker [43] uses the kernel trick to improve performance. More and more discriminative features are utilized in tracking for robust representation of the objects, such as HOG [44], color names [45] and deep features [46, 47]. In addition, several trackers [48, 49] propose a continuous operation to integrate multiple features in a unified correlation filter framework. To adapt the size change, several adaptive scale processing trackers [50, 51] are investigated. To address the boundary effect, SRDCF [52] is proposed by introducing spatial regularization into the learning of correlation filters to penalize the filter coefficients near the boundary. In CSRDCF [53] tracker, spatial reliability map is constructed to adaptively select the object suitable for tracking.

III. RGBT234 Tracking Benchmark

This section will introduce the details of the newly created benchmark dataset, called RGBT234 in this paper, including imaging hardware setup, dataset annotation and statistics, baseline RGB and RGB-T trackers, and evaluation metrics.

A. Dataset

For large-scale performance evaluation of different RGB-T tracking algorithms, we collect 234 RGB-T videos, each containing a RGB video and a thermal video. In this subsection, we introduce the details of our imaging setup, dataset statistics and annotations.
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Fig. 2. The mechanism of our imaging system for capturing RGB-T video sequences. (a) Illumination of the imaging hardware. (b) The optic axes of two cameras are aligned using the collimator. (c) Sample frame pairs captured our system. The annotated bounding boxes indicate the common horizon, in which the colors denote the correspondences to the cameras. (d) Cropped image regions that are highly aligned.

1) **Imaging Setup:** Our imaging hardware consists of a turntable platform, a thermal infrared image (DLS-H37DM-A) and a CCD camera (SONY EXView HAD CC), as shown in Fig. 2 (a). In particular, these two cameras have same imaging parameters, and their optical axes are aligned as parallel by the collimator, as shown in Fig. 2 (b). The above setup makes the common horizon of these two cameras aligned in pixel level. Fig. 2 (c) and (d) show the details.

2) **Two-stage Annotation:** Different from our earlier work [28], we re-annotate our dataset more accurately in a two-stage fashion. In the first stage, we annotate each frame with a minimum bounding box covering the targets using more reliable source data. Second, we use the annotations in the first stage to adjust position of a minimum bounding box in less reliable source data. All annotations of two steps are done by a full-time annotator to guarantee consistency, respectively.

In addition, we also annotate the attributes for each video sequence for the attribute-sensitive performance analysis, as shown in Table II. We present the attribute distribution over the entire dataset in Table III, and some sample pairs with ground truths and attribute annotations in the project page: https://sites.google.com/view/ahutracking001/. Note that each target object is annotated in every frame even when it is fully occluded.

3) **Advantages over existing Datasets:** Table I provides summary of existing tracking datasets, including RGB, Thermal, and RGB-T ones. RGB datasets [17–23] only provide RGB image sequences, which are sensitive to lighting conditions and could be easily affected by bad weathers, such as rain, smog and fog. These datasets are limited to “good” lighting and environmental conditions. Thermal datasets [24–27] only include thermal videos, and their weakness are revealed when thermal crossover occurs. RGB-T datasets [4–6] can well address above issues, and the fusion of these two data enables long-term object tracking in day and night.

Our dataset is classified as a RGB-T dataset as it provides aligned RGB and thermal videos. Compared with other existing ones, our dataset has the following advantages: 1) it
includes a large amount of annotated highly-accurate frames (total frames: about 234K, maximum frames per sequence: 8K), which allows trackers to perform large-scale performance evaluation. 2) Due to the superior imaging mechanism, its alignment across modalities is more accurate, and does not require any pre- and post-processing (e.g., stereo matching [6, 7] and color correction [8]). 3) Its occlusion levels, including no, partial and heavy occlusions, are annotated for occlusion-sensitive evaluation of different algorithms. 4) Since the imaging parameters of RGB and thermal cameras in our platform are the same and their optical axis are parallel, its videos can be captured by both static and moving cameras while keeping the alignment accurate.

B. Baseline Approaches

To identify the importance of thermal data, we select several advanced RGB trackers for evaluations, including ECO [49], C-COT [48], CFnet [39], DSST [50], SOWP [11], CSR-DCF [53], SRDCF [52] and SAMF [51]. The details of these trackers are presented in Table IV.

There are several RGB-T trackers, including L1-PF [31], JSR [2] and CSR [6]. We implement L1-PF and JSR according to their papers for comparison as these trackers do not release their code. In addition, we implement several new RGB-T baselines based on some RGB trackers for comprehensive evaluation, including SOWP [11]+RGBT (SVM-based tracker), MEEM [54]+RGBT (SVM-based tracker), KCF [44]+RGBT (correlation filter based tracker), CSR-DCF [53]+RGBT (correlation filter based tracker), CFnet [39]+RGBT (deep learning-based tracker). In particular, KCF+RGBT, SOWP+RGBT, MEEM+RGBT first concatenate RGB and thermal features into a single vector, and then employ the corresponding RGB trackers to perform object tracking. CSR-DCF+RGBT and CFnet+RGBT are implemented as follows: we first utilize the two-stream corresponding algorithms to track in different modalities data. Then the final tracking results are obtained by averaging tracking results in different modalities. We present the details of these RGB-T trackers in Table IV.

C. Evaluation Metrics

There are 5 widely used metrics for tracking performance evaluation [18, 20], i.e., precision rate (PR), success rate (SR), Accuracy, Robustness, and expected average overlap (EAO). Similarly, we employ the following metrics for comprehensive evaluations:

- **Maximum Precision Rate** (MPR). PR is the percentage of frames whose output location is within the given threshold distance of ground truth. That is to say, it computes the average Euclidean distance between the center locations of the tracked target and the manually labeled ground-truth positions of all the frames. Although our alignment between two modalities is highly accurate, there still exist small alignment errors. Therefore, we use maximum precision rate (MPR) instead of PR in this paper. Specifically, for each frame, we compute the above Euclidean distance on both RGB and thermal modalities, and adopt the smaller distance to compute the precision. According to [17, 18], we set the threshold to be 20 pixels to obtain the representative MPR.

- **Maximum Success Rate** (MSR). SR is the ratio of the number of successful frames whose overlap is larger than a threshold. Given a tracked bounding box \( r_t \) and the ground-truth bounding box \( r_0 \) of a target object, the overlap score is defined as \( s = \frac{|r_t \cap r_0|}{|r_t \cup r_0|} \), where \( \cap \) and \( \cup \) represent the intersection and union operators, respectively, and \( |\cdot| \) denotes the number of pixels in a region. Similar to MPR, we also define maximum success rate (MSR) to measure the tracker results. By varying the threshold, the MSR plot can be obtained, and we employ the area under curve of MSR plot to define the representative MSR.

- **Accuracy**. Accuracy measures how well the predicted bounding box overlaps with the ground truth bounding box. It calculates the average overlap between the predicted and ground truth bounding boxes during successful tracking periods.

- **Robustness**. Robustness measures how many times the tracker loses the target (fails) during tracking. A failure is indicated when the overlap measurement becomes zero. The per-frame accuracy is obtained as an average over these runs. Averaging per-frame accuracies gives per-sequence accuracy, while per-sequence robustness is computed by averaging failure rates over different runs.

- **Expected Average Overlap** (EAO). Expected average overlap combines the raw values of per-frame accuracies and failures in a principled manner and has a clear practical interpretation [55]. It averages the no-reset overlap of a tracker on several short-term sequences. In other words, it estimates how accurate the estimated bounding box is after a certain number of frames are processed since initialization [55].
TABLE III
DISTRIBUTION OF VISUAL ATTRIBUTES WITHIN RGBT234 DATASET, SHOWING THE NUMBER OF COINCIDENT ATTRIBUTES ACROSS ALL VIDEOS.

| Attribute | NO | PO | HO | LI | LR | TC | DEF | FM | SV | MB | CM | BC |
|-----------|----|----|----|----|----|----|-----|----|----|----|----|----|
| NO        | 41 | 0  | 0  | 8  | 10 | 10 | 12  | 7  | 26 | 9  | 16 | 9  |
| PO        | 0  | 96 | 0  | 35 | 22 | 9  | 37  | 9  | 27 | 18 | 25 | 18 |
| HO        | 0  | 0  | 96 | 19 | 16 | 10 | 10  | 15 | 41 | 23 | 39 | 24 |
| LI        | 8  | 35 | 19 | 63 | 16 | 7  | 14  | 6  | 26 | 7  | 14 | 16 |
| LR        | 10 | 22 | 16 | 16 | 50 | 10 | 10  | 9  | 15 | 10 | 12 | 10 |
| TC        | 10 | 9  | 10 | 7  | 10 | 28 | 9   | 7  | 10 | 7  | 10 | 7  |
| DEF       | 12 | 27 | 36 | 14 | 10 | 9  | 9   | 7  | 14 | 16 | 12 | 15 |
| FM        | 7  | 9  | 15 | 6  | 8  | 7  | 9   | 7  | 14 | 10 | 10 | 10 |
| SV        | 26 | 50 | 41 | 26 | 16 | 11 | 36  | 16 | 15 | 20 | 40 | 40 |
| MB        | 9  | 21 | 23 | 12 | 15 | 10 | 12  | 8  | 20 | 55 | 42 | 42 |
| CM        | 16 | 33 | 39 | 25 | 18 | 10 | 33  | 14 | 44 | 14 | 44 | 19 |
| BC        | 9  | 21 | 24 | 18 | 20 | 7  | 20  | 10 | 14 | 9  | 19 | 54 |

TABLE IV
EVALUATED TRACKING ALGORITHMS.

| Representation | Code | Gray | HOG | Color Names | Deep Feature | Color Histogram | CIE Lab | Canny edge detector | publish year | RGB-T trackers |
|----------------|------|------|-----|-------------|--------------|-----------------|--------|---------------------|---------------|----------------|
| Representation | Code | Gray | HOG | Color Names | Deep Feature | Color Histogram | CIE Lab | Canny edge detector | publish year | RGB-T trackers |
| L1-PF[31]     | ✓    |      |     |             |              |                 |        |                     |               |                |
| JSR[2]        | ✓    |      |     |             |              |                 |        |                     |               |                |
| MEEM[54]+RGBT | ✓    |      |     |             |              |                 |        |                     |               |                |
| DSST[50]      | ✓    |      |     |             |              |                 |        |                     |               |                |
| SAMF[51]      | ✓    |      |     |             |              |                 |        |                     |               |                |
| KCF[44]+RGBT  | ✓    |      |     |             |              |                 |        |                     |               |                |
| SRDCF[52]     | ✓    |      |     |             |              |                 |        |                     |               |                |
| SOWP[11]      | ✓    |      |     |             |              |                 |        |                     |               |                |
| SOWP[11]+RGBT | ✓    |      |     |             |              |                 |        |                     |               |                |
| CSR[6]        | ✓    |      |     |             |              |                 |        |                     |               |                |
| C-COT[48]     | ✓    |      |     |             |              |                 |        |                     |               |                |
| CSR-DCF[53]   | ✓    |      |     |             |              |                 |        |                     |               |                |
| CSR-DCF[53]+RGBT | ✓  |      |     |             |              |                 |        |                     |               |                |
| C-Finet[39]   | ✓    |      |     |             |              |                 |        |                     |               |                |
| C-Finet[39]+RGBT | ✓  |      |     |             |              |                 |        |                     |               |                |
| ECO[49]       | ✓    |      |     |             |              |                 |        |                     |               |                |
| SGT           | ✓    |      |     |             |              |                 |        |                     |               |                |

IV. PROPOSED APPROACH

Given the tracked bounding box, we partition it into non-overlapping patches, each of which is assigned with a weight to specify its importance to describe the target object. Moreover, we also associate the modality weights to different modalities to reflect their reliabilities. In particular, we propose a graph-based learning algorithm to compute the patch and modality weights together with graph structure optimization. Then, the patch and modality weights and patch features are combined into a single feature descriptor to represent the bounding box. The object tracking is finally performed via Structured SVM algorithm [34]. It should be noted that other tracking-by-detection algorithms can also be used. Fig. 3 shows the overflow of our tracking approach.

A. Patch-based Representation Regularized Graph Learning

In this subsection, we introduce the proposed graph-based learning algorithm that infers the patch weights and the modality weights.

1) Formulation: Each bounding box of the target object is partitioned into \( n \) non-overlapping patches, and a set of low-level appearance features are extracted and further combined into a \( d \)-dimensional feature vector \( x^m_i \) for characterizing the \( i \)-th patch in the \( m \)-th modality. All the feature descriptors of \( n \) patches in one bounding box form a data matrix \( X^m = \{ x^m_1, x^m_2, \ldots, x^m_n \} \in \mathbb{R}^{d \times n} \), where \( m \) indicates the index of the modality with the range between 1 and \( M \). Herein, we discuss the general case for the scalability, and RGB-T data used in this paper is the special case with \( M = 2 \).

We take all the above patches as graph nodes and dynamically learn a graph according to the intrinsic relationship of patches instead of using fixed-structure graph in conventional methods [10, 11]. Motivated by the sparse clustering algorithms [56, 57], we assume the foreground or background patches are in the same sparse subspace [56], and thus each patch descriptor can be sparsely self-represented by a linear combination of remaining patches:

\[
X^m = X^m Z^m,
\]

where \( Z^m \in \mathbb{R}^{n \times n} \) is a sparse representation coefficient matrix. Sparse constraints can automatically select most informative neighbors for each patch (higher-order relationship), making the graph more powerful and discriminative [57]. Considering the patches are often disturbed by noises and/or corruptions, we introduce a noise matrix to improve the robustness. The joint sparse representation with the convex relaxation [57] for
all modalities can be formulated as:

$$\min_{Z, \beta} \sum_{m=1}^{M} \frac{(r_m)^2}{2} \|X^m - X^m Z^m - E^m\|_F^2 + \lambda \|E^m\|_{2,1} + \gamma \|Z\|_{2,1},$$

(1)

where $\| \cdot \|_F$ and $\| \cdot \|_{2,1}$ denote the Frobenius norm and the $l_{2,1}$ norm of a matrix, respectively. $\lambda$ and $\gamma$ are the balanced parameters. $Z = [Z^1; \ldots; Z^M] \in \mathbb{R}^{M \times n}$ is the joint sparse representation coefficients matrix, and $\|Z\|_{2,1}$ encourages each patch shares the same pattern across different modalities. $E^m \in \mathbb{R}^{1 \times n}$ denotes the noise matrix, and $\|E^m\|_{2,1}$ makes it as the sparse sample-specific corruptions, i.e., some patches are corrupted and others are clean. It is worth noting that other constraints on the representation matrix, such as low rank [15], can also be incorporated in (1), and we only employ the sparse constraints in this paper with an emphasis on efficient performance.

In (1), different modalities contribute equally, but usually have different imaging qualities in real-life scenarios. Therefore, we assign a weight to each modality to represent the reliability to deal with occasional perturbation or malfunction of individual source, which allows our method to integrate different spectrum data adaptively [6]. We integrate these modality weights in (1), and have

$$\min_{Z, \beta} \sum_{m=1}^{M} \left( \frac{(r_m)^2}{2} \|X^m - X^m Z^m - E^m\|_F^2 + \lambda \|E^m\|_{2,1} \right) + \gamma \|Z\|_{2,1} + \|\beta - r\|_F^2,$$

(2)

where $r = [r^1, ..., r^M]^T$ is the modality weighting vector. $r^m$ is the modality weight in the $m$-th modality. Therefore, the quality of different modalities can be reflected by their respective reconstruction errors. From the first term in (2), we can see that our method places larger weights on those modalities which have smaller reconstruction errors, resulting in a quality-aware weight optimization. The last term of (2) is the regularization of $r^m$, which avoids a degenerate solution of $r^m$ while allowing them to be specified independently. $\Gamma$ is an adaptive parameter, which is determined after the first iteration [28].

Most of methods utilize the representation coefficient matrix to define the graph affinity by $\frac{|Z_i^T Z_j|^2}{2}$. Although this kind of affinity is somehow valid, its meaning is already different from the original definition [13]. Recall that we assume the patch descriptor should have a larger probability to be in the same cluster if their representations have a smaller distance. Therefore, instead of directly using sparse representations, we learn a more meaningful graph affinity $A$ by the following constraints:

$$\min_{A} \delta \sum_{i,j=1}^{n} \|Z_i - Z_j\|_F^2 A_{ij} + \frac{\omega}{2} \|A\|_F^2,$$

(3)

$$s.t. A^T 1 = 1, A \geq 0,$$

where $\delta$, $\omega$ are the balanced parameters, and $1$ denotes a unit vector. $A \in \mathbb{R}^{n \times n}$ is the desired affinity matrix. $A_{ij}$ reflects the probability of the patch $i$ and $j$ from the same class based on the distance between their joint sparse representations $Z_i$ and $Z_j$ across all modalities. The constraints $A^T 1 = 1$ and $A \geq 0$ are to guarantee the probability property of $A$. The last term is to avoid overfitting of $A$.

Given the graph affinity $A$, we can compute the patch node weights in a semi-supervised way. Let $q = \{q_1, q_2, ..., q_n\}$ be an initial weight vector, in which $q_i = 1$ if $q_i$ is a foreground patch, and $q_i = 0$ is a background patch. $q$ is computed by the initial ground-truth (for first frame) or tracking results (for subsequent frames) as follows: for the $i$-th patch, $q_i = 1$ if it belongs to the shrunk region of bounding box and the remaining patches are 0. Fig. 4 shows the details. Similar to the PageRank and spectral clustering algorithm [58], the patch weights $s$ can be calculated as follows:

$$\min_{s} \sum_{i,j=1}^{n} (s_i - s_j)^2 A_{ij} + \beta \|s - q\|_F^2,$$

(4)
where α and β are the balanced parameters. The first term is the smoothness constraint and the second term is the fitting constraint.

In this paper, we aim to jointly optimize the modality weights, the sparse representations, and the graph (including the structure, the edge weights and the node weights) for boosting their respective performance. Therefore, the final formulation of the proposed model can be written by combining (2), (3) and (4):

$$\begin{aligned}
\min_{Z, E, r, s, A} & \sum_{m=1}^{M} \left( \frac{r_m^2}{2} \|X^m - X^mZ^m - E^m\|_F^2 + \lambda \|E^m\|_{2,1} \right) \\
+ & \gamma \|Z\|_{2,1} + \delta \sum_{i,j=1}^{n} \|Z_i - Z_j\|_F^2 A_{ij} + \alpha \sum_{i,j=1}^{n} (s_i - s_j)^2 A_{ij} \\
+ & \beta \|s - q\|_F^2 + \Gamma \|1 - r\|_F^2 + \frac{\omega}{2} \|A\|_F^2,
\end{aligned}$$

s.t. $A^T 1 = 1, A \geq 0,$  

(5)

2) Optimization: We design an efficient ADMM (alternating direction method of multipliers) algorithm [16] to optimize (5), and the efficiency is demonstrated in Fig. 5. Although our model is non-convex, the subproblem of each variable with fixing others is convex and has a closed form solution. Since each subproblem is convex, we can guarantee that the limit point by our algorithm satisfies the Nash equilibrium conditions [59]. The detailed optimization procedure can be referred to our previous work [28].

Although (5) seems complex, its parameters are easy to adjust, and the tracking performance is insensitive to parameter variations [28]. The final weight of the $i$-th patch is computed by $\hat{s}_i = 1/(1 + \exp(-\sigma s_i))$, where the parameter $\sigma$ is fixed to be 37 in this work.

B. Tracking via Structured SVM

1) Feature Representation: In RGB-T tracking, it is important to construct a robust descriptor $\Psi(\hat{x}_t, y_t)$ of the bounding box $y$. Therefore, we assign a weight $\hat{s}_i$ to each patch to suppress the background effects, and also assign a weight $r^m$ for each modality to integrate different source data adaptively. Combining these weights with the corresponding patch feature descriptor $x^m_t$ forms the final feature representation of the bounding box:

$$\begin{aligned}
\Psi(\hat{x}_t, y_t) = [r^m_1 \hat{s}_t-1, 1 x^m_1, \ldots, r^m_1 \hat{s}_t-1, n x^m_n, \\
\ldots, r^m_M \hat{s}_t-1, 1 x^m_1, \ldots, r^m_M \hat{s}_t-1, n x^m_n]^T.
\end{aligned}$$

From (6), we can see that $\hat{s}_i$ and $r^m$ play a critical role in the target feature representation.

2) Tracking: We adopt the structured SVM (S-SVM) [34] to perform object tracking in this paper. Note that scale variations emerge frequently during tracking, and thus translation estimation only cannot provide accurate results. In other words, the search space excludes the true state of a target regarding scale. The problem can be alleviated by considering candidates of various sizes. However, this approach may generate too many candidates, increase false positives, and reduce the tracking reliability. Therefore, we decompose the problem of target state estimation into two subproblems: translation estimation and scale estimation [60, 61] as follows.

3) Translation estimation: In this work, we combine object representations of multiple modalities with S-SVM to achieve robust RGB-T tracking. Given the bounding box of the target object in previous frame $t - 1$, we first set a searching window in current frame $t$, and sample a set of candidates within the searching window. S-SVM selects the optimal target bounding box $y^*_t$ in the t-th frame by maximizing a classifier score:

$$\begin{aligned}
y^*_t = \arg \max_{y_t} (\nu h_{t-1}^T \Psi(y_t) + (1 - \nu) h_0^T \Psi(\hat{x}_t, y_t)),
\end{aligned}$$

where $\pi$ is a balancing parameter, and $h_{t-1}$ is the normal vector of a decision plane of $(t-1)$-th frame. Let $\Psi(y_t)$ denote the object descriptor representing a bounding box $y_t$ at the $t$-th frame, and $h_0$ is learned in the initial frame, which can prevent it from learning drastic appearance changes [62]. Instead of using binary-labeled samples, S-SVM employs structured sample that consists of a target bounding box and nearby boxes in the same frame to prevent the labelling ambiguity in training the classifier. Specifically, it constraints that the confidence score of a target bounding box $y_t$ is larger than that of nearby box $y$ by a margin determined by the intersection over union overlap ratio (denoted as $IoU(y, y)$) between two boxes:

$$\begin{aligned}
\mathbf{H}^* = \arg \min_{\mathbf{h}} & \|\mathbf{h}\|^2 \\
+ & \sum_y \max\{0, \triangle(y, y) - \mathbf{h}^T \epsilon(y, y)\},
\end{aligned}$$

where $\triangle(y, y) = 1 - IoU(y, y)$, $\epsilon(y, y) = \Psi(x_t, y_t) - \Psi(x, y)$, and $\xi = 0.0001$ is a regularization parameter. By this way, S-SVM can reduce adverse effects of false labelling. To prevent the effects of unreliable tracking results, we update the classifier only when the confidence score of tracking result is larger than a threshold $\theta$. The confidence score of tracking result in $t$-th frame is defined as the average similarity between the weighted descriptor of the tracked bounding box and the positive support vectors: $\frac{1}{|S_t|} \sum_{s \in S_t} s^T \Psi(y_t^*)$, where $S_t$ is the set of the positive support vectors at time $t$.

4) Scale estimation: During RGB-T tracking, we construct a target pyramid around the estimated translation location for scale estimation [61]. Let $W \times H$ be the target size in a test frame and N indicates the number of scales: $\mathbb{B} = \{a^n|n = [-\frac{N-1}{2}], [-\frac{N-3}{2}], \ldots, [-\frac{N-1}{2}]\}$. For each $b \in B$,
we extract an image region of size $bW \times bH$ centered around the estimated location and obtain its classification score $y_{t,b}^*$. Then, we uniformly resize all image regions with the size $W \times H$, and the optimal scale $b$ of target can be estimated by maximizing the classification scores of all resized image regions:

$$b_t^* = \arg \max_{b_t \in \mathbb{R}} (\pi h_t^{T-1} \Psi(y_{t,b}) + (1 - \pi) h_t^{T} \Psi(\hat{x}_{t,b}, y_{t,b})).$$  \hspace{1cm} (9)

### V. PERFORMANCE EVALUATION

In this section, we first present the evaluation details, and then show experimental results of 14 tracking algorithms on the RGBT234 dataset with detailed analysis of each challenging factor. At last, the limitations of the proposed approach are analyzed in detail. The source code, the new dataset, the baseline trackers and the evaluation results will be available online for free academic usage and accessible reproducible research.

#### A. Parameter Settings

For fair comparison, we fix all parameters and other settings of the proposed approach in all experiments. We partition the bounding box into 64 non-overlapping patches to balance accuracy and efficiency, and extract color (gray for thermal source) and gradient histograms for each patch. The dimension of gradient and each color channel is set to be 8. To improve efficiency, each frame is scaled so that the minimum side length of bounding box is 32 pixels, and the side length of a searching window is fixed to be $2\sqrt{WH}$, where $W$ and $H$ are the width and height of the scaled bounding box, respectively.

Although (5) seems very complex, its parameters are easy to tune. On one hand, similar to [63], we simplify the setting as $\lambda = \gamma$. Following [63], we set $\{\lambda, \gamma, \delta, \omega\} = \{0.1, 0.1, 11, 1\}$. On the other hand, $\alpha$ and $\beta$ control the balance of smoothness and fitness of $s$. According to the setting of similar models [64, 65], we set $\{\alpha, \beta\} = \{10, 0.15\}$. In the structured SVM, we empirically set $\{\nu, \zeta\} = \{0.67, 0.35\}$ [11]. All parameters are optimized by varying them within a certain scope.

#### B. Overall Performance

The overall performance of all the trackers is summarized by the maximum success and precision plots as shown in Fig. 6. Table V presents the evaluation results using other tracking algorithms on the RGBT234 dataset with detailed analysis of each challenging factor. At last, the limitations of the proposed approach are analyzed in detail. The source code, the new dataset, the baseline trackers and the evaluation results will be available online for free academic usage and accessible reproducible research.

#### 1) Tracking Methods Without Deep Features: The proposed approach (i.e., SGT) performs best over others in MPR and EAO (combination of Accuracy and Robustness), but slightly worse than CSR-DCF [53]+RGBT in MSR (by 1.8%). The lower performance in MSR and Accuracy against others suggests that SGT cannot handle scale variations well, and we will study robust scale handling algorithms in the future. Overall, the results demonstrate the effectiveness of SGT in learning RGB-T object features for visual tracking. Also, we have the following major observations and conclusions.

For RGB-T methods, SGT, SOWP [11]+RGBT and CSR-DCF+RGBT rank top 3 and significantly outperform others. Note that SGT and SOWP+RGBT are able to learn weighted patch representations and CSR-DCF+RGBT is to integrate segmentation into correlation filter learning, which show the effectiveness of background suppression in RGB-T tracking. Similar observations can also be discovered in the performance comparison of RGB trackers. SGT outperforms SOWP+RGBT suggesting the effectiveness of adaptive fusion of RGB and thermal data. By observing the comparison results between RGB and RGB-T methods, the great performance shows the importance of thermal information in visual tracking.

#### 2) Tracking Methods Based on Deep Features: For comprehensive evaluation, we also select several state-of-the-art RGB trackers using deep features in our platform, including ECO [49], C-COT [48], CFnet [39] and CFnet+RGBT. Benefit from thermal data, SGT outperforms them in MPR and EAO (by 1.8%/0.0039, 0.6%/0.0057, 20.0%/0.0801 and 16.9%/0.0856 in MPR/EAO for ECO, C-COT, CFnet and CFnet+RGBT, respectively). Due to weak scale handling scheme, SGT achieves lower performance than ECO and C-COT in MSR and Accuracy, and achieves lower performance than C-COT in Robustness. Note that SGT has the following advantages over the deep learning based methods. 1) It does not rely on large-scale annotated training samples. We train our model using the ground truth in the first frame, and update it in subsequent frames. 2) It is easy to implement as each subproblem of the proposed model has a closed-form solution.

#### C. Attribute-based Performance

To quantify the advantages of different tracking algorithms on RGB234, we present the attribute-based MSR and MPR scores in Table VI, and analyze the details in the following paragraphs.

**1) Occlusion:** For partial occlusion (PO), SGT and SOWP+RGBT perform best in MSR and comparable against ECO and C-COT, which suggest that PO introduces some...
Fig. 6. MPR and MSR plots of different tracking algorithms on RGBT234 dataset.

### TABLE VI

| DATASET | TTRIBUTE | success Rate | SUCCESS PLOT | Maximum Success Rate | OVERLAP THRESHOLD | Maximum Precision Rate | L1-PF | DSST | SAMF | CFnet+RGBT | CFnet | KCF+RGBT | L1-PF | DSST | SAMF | CFnet+RGBT | CFnet | KCF+RGBT | L1-PF | DSST | SAMF | CFnet+RGBT | CFnet | KCF+RGBT | L1-PF | DSST | SAMF | CFnet+RGBT | CFnet | KCF+RGBT |
|---------|-----------|-------------|---------------|---------------------|-------------------|---------------------|-------|-------|-------|-------------|-------|---------|-------|-------|-------|-------------|-------|---------|-------|-------|-------|-------------|-------|---------|-------|-------|-------|-------------|-------|---------|-------|-------|-------|-------------|-------|---------|
| D       | 0.191     | 0.425       | 0.414         | 0.387               | 0.369             | 0.356               | 0.348 | 0.336 | 0.324 | 0.312       | 0.305 | 0.297   | 0.290 | 0.283 | 0.276 | 0.273       | 0.266 | 0.262   | 0.258 | 0.254 | 0.250 | 0.246       | 0.242 | 0.238   | 0.234 | 0.230 | 0.226 | 0.222       |

#### 2) Low Illumination:

Low illumination (LI) indicates that the imaging quality of visible spectrum is bad, and the thermal information is thus critical for robust tracking. From Table VI, we can see that SGT, SOWP+RGBT and CSR-DCF+RGBT significantly outperform ECO, C-COT, SOWP, CSR-DCF and others. It demonstrates the importance of thermal data in visual tracking.

#### 3) Low Resolution:

Although deep learning is a powerful tool in feature representation, it usually performs not well for objects with very low resolution (LR). As shown in Table VI, SGT achieves superior performance over C-COT and ECO in MPR. Therefore, learning non-deep features like in SGT might be a better direction for low-resolution objects tracking.

#### 4) Thermal Crossover:

C-COT, ECO and SGT are ranked the top 3 on thermal crossover (TC) and significantly excel the remaining methods. It suggests these trackers could learn a good feature representation to discriminate objects from background in the TC challenge. It is worth noting that SOWP achieves better results than SOWP+RGBT on TC. It suggests that directly fusing RGB and thermal information sometimes is ineffective as some individual source might be noisy data.

#### 5) Deformation:

The targets with deformation (DEF) usually have irregular shapes and their shapes also vary over time. In such circumstance, the bounding box cannot represent the target well and background suppression is essential for avoiding trackers or detectors corrupted. It is verified by the big superior performance of SGT over other methods and the comparable results of SOWP, SOWP+RGBT and CSR-DCF+RGBT against ECO and C-COT.

#### 6) Fast Motion:

The performance on the fast motion (FM) subset depends on the search strategies of trackers. For example, correlation filter-based methods pad original target bounding box with a factor, which is usually small to balance accuracy-efficiency trade-off, while structured SVM-based trackers often set a searching window in a more flexible way. The results verify it, such as the significant performance gain of SOWP+RGBT over CSR-DCF+RGBT and the superior performance of SGT over ECO and C-COT. In addition, the comparable performance of CSR-DCF and CSR-DCF+RGBT, CFnet and CFnet+RGBT also supports the conclusion in TC that the direct fusion strategy sometimes is not a good way for RGB-T tracking.

#### 7) Scale Variation:

From the results, we can see that correlation filter- and deep learning-based methods can handle scale variations well due to the discriminative ability of them in slightly different appearances, such as ECO, C-COT, CSR-DCF+RGBT and SRDCF. The performance of CFnet and CFnet+RGBT, SOWP and SOWP+RGBT are comparable, which is similar to TC and FM.

#### 8) Motion Blur:

In general, motion blur (MB) results in appearance degradation. And how to learn a good feature is critical to address the MB challenge. Deep learning-based trackers and weighted patch representation-based trackers (like
ECO, C-COT, SGT and SOWP-RGBT) excel others in MPR and MSR. Some tracking methods, which regard thermal as an extra channel, may not perform effective integration of different data (for example, CFnet+RGBT is much worse than CFnet).

9) Camera Moving: Camera moving (CM) is also a challenging factor for visual tracking, which usually introduces motion variation and motion blur. From the results, we find SGT can adapt to CM well, followed by C-COT, ECO and SOWP-RGBT. On CM, CFnet+RGBT does not bring much performance gain over CFnet.

10) Background Clutter: For background clutter (BC), SGT and SOWP+RGBT outperform other trackers with a clear margin. It suggests the weighted patch representations and thermal information are beneficial to mitigating background effects in the bounding box descriptions.

In summary, the following major conclusions can be made by the RGBT234 evaluation. 1) Thermal data plays a critical role in visual tracking. 2) SGT could learn a good feature representation via the graph learning algorithm for RGB-T tracking. 3) The weighted patch feature representations and deep learning features are two potential ways for RGB-T tracking performance boosting. 4) Utilizing non-deep features like in SGT might be a better direction for low-resolution objects tracking. 4) Direct integration of RGB and thermal information sometimes is ineffective in RGB-T tracking.

VI. CONCLUDING REMARK

In this paper, we carry out large scale experiments to evaluate the performance of recent online tracking algorithms, including RGB-, RGB-T- and deep learning-based ones. The results demonstrate that by incorporating depth data, trackers can achieve better performance and handle a variety of challenges much more reliable. We hope that our unified benchmark provides new insights to the field, by making experimental evaluation more standardized and easily accessible.

From the evaluation results, trackers that utilize thermal have advantages especially when the target is small, deformable or under partial occlusion, low illumination, camera moving and background clutter. Target appearance might be disturbed significantly under deformation, occlusion, low illumination and camera moving. And low resolution and background clutter make detection difficult, which are the main causes of model drifting for traditional RGB trackers. However, thermal data can provide complementary information to RGB ones to improve appearance features under deformation, occlusion, camera moving and low resolution, and is also insensitive to lighting conditions and thus performs well in low illumination and background clutter. On the contrary, visible spectrum information can discriminate targets from background when thermal data are unreliable, e.g., thermal crossover occurs.

In addition, based on our evaluation results and observations, we highlight some tracking components which are essential for RGB-T tracking performance improvement. First, adaptive fusion is effective for RGB-T tracking. Modality weights that identify modality qualities can be incorporated into tracking models or approaches to achieve this goal (e.g., SGT). Second, background suppression is critical for effective RGB-T tracking. It can be achieved by weighting local features (e.g., SGT, SOWP+RGBT) and integrating segmentation mask in model learning (e.g., CSR-DCF+RGBT). Third, powerful feature representations are essential for high-performance RGB-T tracking. It can be achieved by incorporating deep learning features (e.g., ECO and C-COT) or weighted features (SGT and SOWP+RGBT) into tracking framework. Finally, components used in conventional RGB trackers are also important for RGB-T tracking, such as motion model especially when the motion of target is large or abrupt. And local models are particularly useful when the appearance of target is partially changed, such as partial occlusion or deformation. Improving above mentioned components will further advance the state-of-the-art of RGB-T object tracking.
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