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Abstract

We introduce the notion of directed hereditary species and show that they have associated monoidal decomposition spaces, comodule bialgebras, and operadic categories. The notion subsumes Schmitt’s hereditary species, Gálvez–Kock–Tonks directed restrictions species, and a directed version of Carlier’s construction of monoidal decomposition spaces and comodule bialgebras. In addition to all the examples of Schmitt, Gálvez–Kock–Tonks and Carlier, the new construction covers also the Fauvet–Foissy–Manchon comodule bialgebra of finite topological spaces, the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees, and the Faà di Bruno comodule bialgebra of linear trees.
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Introduction

Gálvez, Kock, and Tonks [35, 36, 37] introduced decomposition spaces as a far-reaching generalization of posets for the purpose of defining incidence algebras and Möbius inversion, covering the classical theory for posets by Rota [48], for monoids (Cartier–Foata [13]), Möbius categories (Leroux [44], [18]), as well as various constructions with operads ([52], [53], [15], [51]). Decomposition spaces are certain simplicial ∞-groupoids, and the theory becomes homotopical in nature. Independently Dyckerhoff and Kapranov [21] had arrived at the equivalent notion of 2-Segal space (see Feller et al. [26] for the last piece in the equivalence),
from the viewpoint of representation theory, homological algebra, and K-theory, where Hall algebras and Waldhausen’s $S$-construction are the main motivating examples.

It was suggested by Gálvez, Kock, and Tonks [33] that virtually all combinatorial co-bi- and Hopf algebra should be incidence algebras of decomposition spaces, whereas many are not directly incidence algebras of posets. This idea is difficult to state as a precise theorem, but several recent papers have contributed with classes of examples vindicating the principle.

A series of combinatorial co-bi- and Hopf algebra which are not directly incidence algebras of posets were given in the seminal paper of Schmitt [49], where he identified large significant families of combinatorial coalgebras coming from extra structures on combinatorial species in the sense of Joyal [39] (see Aguiar–Mahajan [2] for further treatment). The two main such structures are restriction species, as exemplified by the chromatic Hopf algebra of graphs [50] (see also [28]) and hereditary species, as for example the Faà di Bruno Hopf algebra (see also [41]). Restriction species are presheaves on the category of finite sets and injections. Hereditary species are presheaves on the category of finite sets and partial surjections.

The constructions of these two families of examples have been assimilated into decomposition-space theory: Gálvez, Kock, and Tonks [34] showed how Schmitt’s coalgebra of a restriction species is a special case of the general incidence-coalgebra construction of decomposition spaces, and generalised to directed restriction species (presheaves on the category of finite posets and convex inclusions); this generalization includes for example the Butcher–Connes–Kreimer Hopf algebra from numerical analysis [9] and renormalisation theory [42], [17]. Shortly after, Carlier [11] showed that also Schmitt’s construction of bialgebras from hereditary species is a special case of the incidence bialgebra of monoidal decomposition spaces. He went on to establish that these are comodule bialgebras, an intricate interaction between two bialgebra structures which is of importance in certain areas of analysis (see Manchon [46], and also [29] and [40]). Carlier also discovered that hereditary species provide a new class of examples of the operadic categories of Batanin and Markl [5, 6, 7]: while there is a clear operadic flavour in Schmitt’s hereditary species, they are not always operads. They turn out to be operadic categories.

In the quest to develop a directed version of the theory of Carlier [11] that covers new examples, we found two different routes called: connected directed hereditary species and non-connected directed hereditary species. We focus our attention in develop the connected case and show that it induces monoidal decomposition spaces, comodule bialgebras, and operadic categories.

Although the non-connected variant is also an example of monoidal decomposition spaces, comodule bialgebras, and operadic categories, it is only designed to generalise all of the Carlier results on Schmitt hereditary species, but we do not have any interesting example other than the discrete. The connected variant is more interesting, as it covers two important examples, that hitherto were isolated constructions of (comodule) bialgebras, and which are now subsumed as examples of the general theory of connected directed hereditary species. These two examples are the Fauvet–Foissy–Manchon (comodule) bialgebra of finite topologies [25] and the Calaque–Ebrahimi-Fard–Manchon (comodule) bialgebra of trees [10].

The bialgebra of finite topologies is essentially the base case in our setting, namely corresponding to the connected directed hereditary species of posets. Modulo the difference between posets and preorders, this turns out to be the same construction, in view of an equivalence we establish between admissible maps into a poset $T$ (in the sense of [25]) and contractions out of $T'$ (5).

The construction in Fauvet–Foissy–Manchon [25] was inspired by Écalle’s mould calculus
in dynamical systems (see [19], [23]), and more precisely by the more elaborate notion of ormould [24]. The construction is subtle, and they write in fact that it would have been difficult to guess the comultiplication formula without the inspiration from Écalle’s work. From the present viewpoint of connected directed hereditary species, it comes out very naturally from general principles. (The slight difference between preorders and posets might in fact be in the latter’s favour: it seems that posets are closer to the ormoulds of Écalle [24]. Fauvet–Foissy–Manchon [25] had to introduce the notion of quasi-ormould.)

The Fauvet–Foissy–Manchon bialgebra constitutes a comodule bialgebra in conjunction with the bialgebra of finite topologies of Foissy–Malvenuto–Patras [30]. Again, the subtle algebraic conditions to be verified are now a direct consequence of the general theory.

The other important example, the Calaque–Ebrahimi-Fard-Manchon comodule bialgebra [10], is the connected directed hereditary species of trees (2.11). It originates in numerical analysis: its ‘restriction part’ is the Butcher–Connes–Kreimer Hopf algebra corresponding to composition of B-series [9]. The ‘hereditary part’ corresponds to the substitution, a second operation on B-series discovered by Chartier–Hairer–Vilmart [16]. Again, the comodule-bialgebra condition is now a formal consequence of the theory. Previously, Kock [40] had given a decomposition-space interpretation (in fact in terms of operads) of the Calaque–Ebrahimi-Fard-Manchon comodule bialgebra fitting it into the general framework of the Baez–Dolan construction [3], but his construction gives an operad version with operadic trees rather than the combinatorial trees relevant in numerical analysis. An ad hoc quotient construction was required to recover those. The machinery of connected directed hereditary species delivers the Calaque–Ebrahimi-Fard-Manchon comodule bialgebra directly.

Finally, in the context of the theory of operadic categories, our proof that connected directed hereditary species induce operadic categories is very different from Carlier’s proof in the discrete case. Where he simply verified the 9 axioms for operadic categories one by one by hand, in the present work we exploit a recent conceptual simplicial approach to operadic categories by Batanin, Kock, and Weber [4]. They reinterpret the operadic-category axioms in simplicial terms in such a way that all 9 axioms end up as simplicial identities. In the end the category of operadic categories can be described as a strict pullback, involving small categories with chosen local terminal objects (in the style of [32]) and certain simplicial groupoids. With this formalism in hand, we can establish the functor from connected directed hereditary species to operadic categories by exploiting the universal property of the pullback, without having to check any axioms by hand.

Organisation of the paper

After a brief review in Section 1 of needed notions and some basic results on homotopy pullbacks of groupoids, decomposition spaces (1.5), culf maps (1.10) and the decalage construction (1.14); we introduce in Section 2 the notion of contraction (2.3), and the connected directed hereditary species as a Grpd-valued presheaf on the category of finite connected posets and partially defined contractions (2.9). Examples of this notion are the Fauvet–Foissy–Manchon Hopf algebra of finite topologies, the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees (2.11) and the Faà di Bruno comodule bialgebra of linear trees (2.19). It should be noted that the old theory of hereditary species does not cover these examples.

In Section 3, we define the monoidal decomposition space of contractions $K$. In addition, we show that $K$ is complete (3.9), locally finite, locally discrete, and of locally finite length (3.10), and monoidal (3.11).
In Section 4, we define the monoidal decomposition space of admissible maps of preorders $A$. In 4.6, we show that the incidence bialgebra of $A$ corresponds to the Fauvet–Foissy–Manchon bialgebra of finite topologies. In Section 5, we relate the notions of admissible maps of preorders (due to [25]) and of contractions of posets through a cull map (5.8). This map explains the connection between admissible maps of preorders and contractions of posets. In 5.10, we define the double category $\text{AdCon}$ of finite preorders, admissible maps as horizontal morphisms and contractions as vertical morphisms and show that the Waldhausen $S^*$-construction in the sense of Bergner et al. [8] of $\text{AdCon}$ is equivalent to the decomposition space of admissible maps $A$.

In Section 6, we show that every connected directed hereditary species has an associated a monoidal decomposition space (6.2) which is locally finite, locally discrete, and of locally finite length (6.3).

Every hereditary species has an underlying monoidal restriction species; therefore, we have two bialgebra structures associated with a hereditary species. Carlier [11] showed that these bialgebras are compatible in the sense that the incidence bialgebra associated with the restriction species is a left comodule bialgebra over the incidence bialgebra of the hereditary species. In Section 7, we apply Carlier’s ideas to the connected directed case. In 7.10, we show that the comodule bialgebra of the connected directed hereditary species of rooted trees is the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees [10], and the comodule bialgebra of the connected directed hereditary species of linear trees is the Faà di Bruno comodule bialgebra of linear trees [40].

In Section 8, we describe a different construction on connected directed hereditary species, showing that we have a functor from the category of connected directed hereditary species to the category of operadic categories in the sense Batanin and Markl [6], using a new approach by Batanin, Kock, and Weber [4]. This result is interesting because it brings new examples to the theory of operadic categories.

On the other hand, Schmitt’s hereditary species are not connected directed hereditary species, as the fibres along a surjection between discrete posets are not necessarily connected. To cover these examples, in Section 9, we introduce the notion of collapse map of posets (9.2) and define the decomposition space of collapse maps $D$ (9.7). Similarly to the connected case, we prove that directed hereditary species induce monoidal decomposition spaces (9.17), comodule bialgebras (9.20), and operadic categories (9.22).
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1 Preliminaries

This section establishes a few background facts and notation for the reader. These results are not new.
Lemma 1.1. [12] A square of groupoids

\[
\begin{array}{ccc}
P & \xrightarrow{u} & Y \\
\downarrow & & \downarrow \\
X & \xrightarrow{f} & S
\end{array}
\]

is a homotopy pullback diagram if and only if for each \( x \in X \) the induced comparison map \( u_x : P_x \to Y_{fx} \) is an equivalence.

In case \( f \) is an isofibration in Lemma 1.1, the strict pullback of the square (1) is homotopy equivalent to the homotopy pullback [38, Theorem 1]. We usually omit the term homotopy and say ‘pullback’.

1.2. Fat nerve

The fat nerve of a category \( X \) is the simplicial groupoid

\[
\mathbf{N} X : \Delta^{\text{op}} \to \text{Grpd}
\]

where \( \text{map}([n], X) \) is the mapping space, defined as the maximal subgroupoid of the functor category \( \text{Fun}([n], X) \).

1.3. Symmetric monoidal category functor

Let \( \text{FinSet}^{\text{bij}} \) denote the groupoid of all finite sets and bijections. The symmetric monoidal category functor \( S : \text{Grpd} \to \text{Grpd} \) [41] is defined for each groupoid \( X \) as the comma category \( \text{FinSet}^{\text{bij}} / X \). To simplify notation, when we refer to an object \( SX \) we will write \( \{ P_i \}_{i \in I} \) where \( I \) is a finite set except in Section 8, where we will use finite ordinals in order to have precise constructions in the context of operadic categories.

The algebras over \( S \) are symmetric monoidal categories. The unit sends an element \( x \) to the list with one element \( (x) \), and the multiplication takes disjoint union of index sets. Furthermore, \( S \) preserves homotopy pullbacks and fibrations [55].

Remark 1.4. Let \( \mathbb{B} \) denotes the skeletal category of finite ordinals and all bijections. The groupoid \( SX \) is normally defined as the comma category (weak slice) \( \mathbb{B} / X \). We prefer to work with arbitrary finite sets to simplify many proofs.

1.5. Decomposition spaces

The simplex category \( \Delta \) is the category whose objects are the nonempty finite ordinals and whose morphisms are the monotone maps. These are generated by coface maps \( d^{i} : [n - 1] \to [n] \), which are the monotone injective functions for which \( i \in [n] \) is not in the image, and codegeneracy maps \( s^{i} : [n + 1] \to [n] \), which are monotone surjective functions for which \( i \in [n] \) has a double preimage. We write \( d^{\perp} := d^0 \) and \( d^{\top} := d^n \) for the outer coface maps.

An arrow of \( \Delta \) is termed active, and written \( g : [m] \to [n] \), if it preserves end-points. An arrow is termed inert, and written \( f : [m] \to [n] \), if it is distance preserving.

Definition 1.6. [35, Definition 3.1] A decomposition space is a simplicial groupoid \( X : \Delta^{\text{op}} \to \text{Grpd} \) such that the image of any active-inert pushout in \( \Delta \) is a pullback of groupoids. This is equivalent [35, Proposition 3.5] to requiring that for each \( n \geq 2 \) the following diagrams are pullbacks for \( 0 < i < n \):
The notion of decomposition space is a far-reaching generalization of posets (Rota [48]) and Möbius categories (Leroux [44]) for the purpose of defining incidence algebras and Möbius inversion. The comultiplication is given by (for \( f \in X_1 \))

\[
\Delta_X(f) = \sum_{(\sigma \in X_2 \mid d_1(\sigma) = f)} d_2(\sigma) \otimes d_0(\sigma)
\]

which means that we ‘sum over all 2-simplices with long edge \( f \) and return the two short edges’.

**Definition 1.7.** [35, §2.9] A simplicial space \( X: \Delta^{op} \to \text{Grpd} \) is called a Segal space if for each \( n > 0 \) the following diagram is a pullback

\[
\begin{array}{ccc}
X_{n+1} & \xrightarrow{d_{n+1}} & X_n \\
\downarrow d_1 & & \downarrow d_1 \\
X_n & \xrightarrow{d_1} & X_{n-1}
\end{array}
\]

**Example 1.8.** The fat nerve of a category is a Segal space [35, §2.14].

**Proposition 1.9.** [35, Proposition 3.7] Any Segal space is a decomposition space.

**1.10. Culf maps**

A simplicial map \( F: X \to Y \) is culf if \( F \) is cartesian on each active map.

**Lemma 1.11.** [35, Lemma 4.3] A simplicial map between decomposition spaces is culf if and only if it is cartesian on \( d^1: [1] \to [2] \).

We will need the following lemmas in 9.17.

**Lemma 1.12.** [35, Lemma 4.6] If \( X \) is a decomposition space and \( f: Y \to X \) is a culf map, then also \( Y \) is a decomposition space.

In order to be able to take homotopy cardinality to get a coalgebra in vector spaces, \( X \) must be *locally finite*. This means that \( X_1 \) is a locally finite groupoid and that the maps \( s_0: X_0 \to X_1 \) and \( d_1: X_1 \to X_0 \) have finite fibres. We will also use the notion of *locally discrete* decomposition space, which means that \( s_0: X_0 \to X_1 \) and \( d_1: X_1 \to X_0 \) have discrete fibres. Moreover, to have a Möbius inversion formula, yet another condition is needed. A decomposition space is of *locally finite length* if for each \( a \in X_1 \) there is an upper bound on the \( n \) for which the map \( X_n \to X_1 \) has non-degenerate elements in the fibre. Since the culfness condition refers to active maps, just as the finiteness conditions stated above, we have the following result.

**Lemma 1.13.** [34, Lemma 1.12] If \( X \) is a locally discrete (resp. locally finite length) decomposition space and \( f: Y \to X \) is a culf map, also \( Y \) is locally discrete (resp. locally finite length) decomposition space. This also the case for locally finite, but we must to check that \( Y_1 \) is locally finite.
1.14. Decalage

Given a simplicial space $X$, the lower dec $\text{Dec}_\perp X$ is a new simplicial space obtained by deleting $X_0$ and shifting everything one position down, also deleting all $d_0$ face maps and all $s_0$ degeneracy maps. It comes equipped with a simplicial map, called the lower dec map, $d_\perp : \text{Dec}_\perp X \to X$ given by the original $d_0$. Similarly, the upper dec $\text{Dec}_\top X$ is obtained by instead deleting, in each degree, the top face map $d_\top$ and the top degeneracy map $s_\top$. The deleted top face maps become the upper dec map $d_\top : \text{Dec}_\top X \to X$. The decomposition property can be characterized in terms of decalage.

Theorem 1.15. [21, 26, 35] A simplicial space $X: \Delta^{\text{op}} \to \text{Grpd}$ is a decomposition space if and only if both $\text{Dec}_\perp X$ and $\text{Dec}_\top X$ are Segal spaces.

1.16. Monoidal decomposition spaces

There is a natural notion of monoidal decomposition space [35, §9]; which leads to bialgebras. It is a decomposition space $X$ with two functors $\eta : 1 \to X$ and $\otimes : X \times X \to X$ required to be a monoidal structure and $\text{culf}$. In examples coming from combinatorics, the monoidal structure will typically be given by categorical sum.

2 Connected directed hereditary species

In this section, we will introduce the concept of connected directed hereditary species, but first, we will provide a series of tools necessary to define this notion.

2.1. Contractions

A map of posets $f : P \to Q$ is convex if for all $x, y \in P$ and $f(x) \leq w \leq f(y)$ in $Q$ there is a unique $p \in P$ with $x \leq p \leq y$ and $f(p) = w$.

Lemma 2.2. In the category of posets, convex maps are stable under pullback.

In a poset $P$, we say that $p'$ covers $p$, written $p \lessdot p'$, if $p < p'$ and there is no element $x$ such that $p < x < p'$.

Definition 2.3. A map of posets $f : P \to Q$ is a contraction if:

1. $f$ is a monotone surjection;
2. for each $q \in Q$, the fibre $P_q$ is a connected convex subposet of $P$;
3. for any cover $q \lessdot q'$ in $Q$, there exists a cover $p \lessdot p'$ in $P$ such that $f(p) = q$ and $f(p') = q'$.

Remark 2.4. The following picture gives an illustration of a contraction

Note the importance of demand only to lift covers $\lessdot$; if we had demanded to be able to lift $<$, then the above map would not be an example of contraction.
Remark 2.5. The following picture gives an illustration of a monotone surjection that satisfies condition (2) in Definition 2.3 but does not lift covers.

If we allow this map to be a contraction, Lemma 3.6 would be false. This lemma is a key ingredient for developing the connection between directed hereditary species and decomposition spaces, so cover lifting is necessary.

Lemma 2.6. In the category of posets, contractions are stable under pullback along convex maps.

Proof. Let $P, Q$ and $V$ be posets. Let $f: P \rightarrow V$ be a contraction. Let $g: Q \rightarrow V$ be a convex map, and let

$$
\begin{array}{ccc}
P \times_V Q & \xrightarrow{\pi_Q} & Q \\
\pi_P \downarrow & (1) & \downarrow \quad \quad \downarrow g \\
P & \to & V
\end{array}
$$

be a pullback diagram. Since monotone surjections are stable under pullback, we have that $\pi_Q$ is a monotone surjection. Let us see that for each $q \in Q$, the fibre $(P \times_V Q)_q$ is a connected convex subposet. Since the diagram (1) is a pullback and $g$ is a convex, for each $q \in Q$, the map $\pi_P : (P \times_V Q)_q \rightarrow P_{g(q)}$ is a convex map. Furthermore, $P_{g(q)}$ is a connected convex subposet of $P$ since $f$ is a contraction. Combining this with the convex property of $\pi_P$, it follows that $(P \times_V Q)_q$ is a connected convex subposet of $P \times_V Q$. It only remains to prove that for any cover $q \preceq q'$ in $Q$, there exists a cover $(p, q) \preceq (p', q')$ in $P \times_V Q$. Let $q \preceq q'$ be a cover in $Q$. Since $g$ is convex, we have that $g(q) \preceq g(q')$. Since $f$ is a contraction, there exists $p$ and $p'$ in $P$ such that $p \preceq p'$, and $f(p) = g(q)$ and $f(p') = g(q')$. This means that $(p, q) \preceq (p', q')$. \qed

Definition 2.7. A partially defined contraction $P \rightarrow Q$ consists of a convex map $\iota: P' \rightarrow P$ and a contraction $f: P' \rightarrow Q$ represented as the span: $P \xleftarrow{\iota} P' \xrightarrow{f} Q$.

Let $K_p$ denote the category of finite connected non-empty posets, and whose morphisms are partially defined contractions. Partially defined contractions are composed by pullback composition of spans in the category of posets by the stability property of convex maps (2.2) and contractions under pullbacks (2.6).

2.8. Species

The theory of species was introduced by Joyal [39] as a combinatorial theory of formal power series. A species is a functor from the category of finite sets and bijections to the category of sets. Usual types of species include graphs, trees, endomorphisms, permutations, etc. Schmitt [49] extended the notion of species in such a way that the combinatorial structures are classified according to their functorial properties. Let $S_p$ be the category of finite sets and partial surjections: a hereditary species [49] is a functor $H: S_p \rightarrow \textbf{Set}$. If partial surjections are portrayed as spans $P \xleftarrow{\iota} P' \xrightarrow{f} Q$, we can say that $H$ is contravariant in injections and covariant in surjections.
We introduce the new notion of connected directed hereditary species to cover examples related to the Fauvet–Foissy–Manchon comodule bialgebra of finite topologies and admissible maps; and the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees. But it does not cover Schmitt hereditary species. For such species, we need the non-connected case, which will be defined in Section 9.

**Definition 2.9.** A connected directed hereditary species is a functor $H : \mathbb{K}_p \to \text{Grpd}$. Note that $H$ is covariant in contractions and contravariant in convex maps. An element of $H[P]$ is called a $H$-structure on the finite poset $P$.

### 2.10. Coalgebras from directed connected hereditary species

As in the case of Schmitt hereditary species, connected directed hereditary species give rise to coalgebras. Let $P$ be a poset and $X$ an $H$-structure on $P$. The comultiplication of $X$ is given by

$$\Delta(X) = \sum_{f : P \to Q} \{X|_{P_q}\}_{q \in Q} \otimes X_q,$$

where the sum ranges over isomorphism classes of contractions $P \to Q$. Here $X|_{P_q}$ is the restriction of $X$ to the fibre $P_q$ for every $q \in Q$, and $X_q$ is the $H$-structure $H(f)(X)$ in $H(Q)$.

### 2.11. Running example, part I: Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees

We will see that the coalgebra of rooted trees studied by Calaque, Ebrahimi-Fard, and Manchon comes from a connected directed hereditary species. For this, we need some preliminaries.

Let $P$ be a poset. For $p, p' \in P$, an interval $[p, p']$ is linear if for each $z, w \in [p, p']$, we have that $z \leq w$ or $w \leq z$.

**Definition 2.12.** A tree $T$ is a poset with a terminal object where every interval is linear. A forest is a disjoint union of trees. We need the following results to obtain a connected directed hereditary species with connected posets and contractions. Let $P$ be a poset. For each $x \in P$, we define $P/x := \{p \in P| p \leq x\}$.

**Lemma 2.13.** Let $P$ be a tree. For each $x \in P$, the poset $P/x$ is a tree with root $x$.

**Lemma 2.14.** Let $P$ be a tree. Let $S$ be a convex subposet of $P$, put $P/S = \sum_{x \in S} P/x$. Then $P/S$ is a forest.

**Proof.** Since every interval in $P$ is linear, it is straightforward to see that $P/S$ is a disjoint union of posets. Moreover, for each $x \in S$, the poset $P/x$ is a tree by Lemma 2.13. Hence, $P/S$ is a forest.

**Lemma 2.15.** Let $T$ be a forest. Let $S$ be a convex subposet of $T$. Then $S$ is a forest.

**Lemma 2.16.** Let $f : P \to Q$ be a contraction between posets. If $P$ is a tree, then $Q$ is a tree.
Proof. Let \( \top_P \) denote the terminal object of \( P \). The object \( f(\top_P) \) is terminal in \( Q \). Indeed, let \( q \) be an object in \( Q \). Since \( f \) is a surjection, there exists \( p \in P \) such that \( f(p) = q \). Furthermore, \( p < \top_P \) since \( \top_P \) is terminal, and therefore \( f(p) < f(\top_P) \) by the monotonicity condition of \( f \). Now we will prove that every interval in \( Q \) is linear. Let \([q_1, q_2]\) be an interval in \( Q \), and let \( \iota: [q_1, q_2] \to Q \) denote the canonical convex map. Consider the pullback diagram

\[
\begin{array}{ccc}
\emptyset & \longrightarrow & P \\
\downarrow \quad & \quad & \downarrow f \\
[q_1, q_2] & \longrightarrow & Q \\
\end{array}
\]

Here \( f' \) is a contraction since contractions are stable under pullback along convex maps \((2.6)\). Since \( f \) is a contraction and \( \iota \) is a convex map, we have that \( f^{-1}([q_1, q_2]) \) is a connected convex subposet of \( P \). For each \( z \) and \( w \) in \([q_1, q_2]\), there exists \( a \) and \( b \) in \( f^{-1}([q_1, q_2]) \) such that \( f'(a) = z \) and \( f'(b) = w \) since \( f' \) is surjective. By the connectivity property of \( f^{-1}([q_1, q_2]) \), we have that \( a \) and \( b \) are connected by a ziz-zag. The contraction property of \( f' \) forces that the ziz-zag is of the form: \( a < \cdots < b \) or \( b < \cdots < a \). By the monotonicity property of \( f' \) follows that \( z < w \) or \( w < z \). Hence, \([q_1, q_2]\) is linear.

\[\square\]

Lemma 2.17. Let \( f: P \to Q \) be a contraction between posets. Suppose, moreover, that \( P \) is a forest, then \( Q \) is a forest.

The functor \( H_{CEM}: \mathbb{K}_p \to \text{Grpd} \) is defined as follows: if \( P \) is a tree \( H_{CEM}(P) \) has one object, which is \( P \) itself, and if \( P \) is not a tree \( H_{CEM}(P) \) is empty. By Lemma 2.15, we have that \( H_{CEM} \) is contravariant in convex maps. By Lemma 2.17, the functor \( H_{CEM} \) is covariant in contractions. Therefore, \( H_{CEM} \) is a connected directed hereditary species.

Remark 2.18. The comultiplication \( \Delta_{H_{CEM}} \) of the incidence coalgebra of \( H_{CEM} \) is given by:

\[
\Delta_{H_{CEM}}(T) = \sum_{f:T \to Q} \{T_q\}_{q \in Q} \otimes Q.
\]

This coalgebra is the Calaque–Ebrahimi-Fard–Manchon coalgebra of rooted trees \([10]\).

Example 2.19 (Faà di Bruno comodule bialgebra of linear trees, part I). A linear tree is one in which every node has precisely one input edge. The functor \( H_{FB}: \mathbb{K}_p \to \text{Grpd} \) is defined as follows: if \( P \) is a linear tree \( H_{FB}(P) \) has one object, which is \( P \) itself, and if \( P \) is not a linear tree \( H_{FB}(P) \) is empty. By Lemmas 2.15 and 2.17, we have that \( H_{FB} \) is contravariant in convex maps and covariant in contractions. Therefore, \( H_{FB} \) is a connected directed hereditary species. The bialgebra associated to \( H_{CEM} \) is the Faà di Bruno bialgebra of linear trees since there is a one-to-one correspondence between comultiplying contractions of linear trees and comultiplying monotone surjections \([n] \to 1\). The way it appears here is like in algebraic topology where it is the (dual) Landweber–Novikov bialgebra (see \([47, \S3]\)), whereas the usual presentation of the Faà di Bruno bialgebra is with (non monotone) surjections (see for example \([41]\) and \([14]\)) or with partitions, as in \([27]\). Over the rational numbers the two are isomorphic (see for example \([22]\)).

3 The decomposition space of contractions

In this section we will introduce the decomposition space of contractions \( K \), but first we need some preliminaries.
Let $\text{Cat}_{lt}$ denote the category of categories with chosen local terminals, or equivalently upper-dec coalgebras [32]. Let $\mathbb{K}$ denote the category of finite connected non-empty posets and contractions.

**Example 3.1.** In the category $\mathbb{K}$ of connected finite non-empty posets and contractions a chosen terminal object is a poset with one element.

The $t$-simplex category $\Delta^t$ is the category whose objects are the nonempty finite ordinals and whose morphisms are the monotone maps that preserve the top element.

**Definition 3.2.** For $C$ a category with chosen local terminals, its fat $lt$-nerve $N_{lt}(C)$ is the $\text{Grpd}$-valued $\Delta^t$-presheaf describe as follows: for $n \geq 1$, the groupoid $N_{lt}(C)_n$ is the same as the groupoid $N(C)_n$. The groupoid $N_{lt}(C)_0$ is the groupoid of chosen local terminal objects in $C$. The face and degeneracy maps act as the usual fat nerve const ruction except in $d_\top: N_{lt}(C)_1 \to N_{lt}(C)_0$ that sends each object in $C$ to its corresponding chosen local terminal object. The degeneracy map $s_0: N_{lt}(C)_0 \to N_{lt}(C)_1$ is the inclusion.

To simplify the notation, we put $K := N_{lt}(\mathbb{K})$. Thus, $K_2$ is the groupoid of contractions, and $K_0$ is the groupoid of finite connected non-empty posets and monotone bijections. $K_0$ is the terminal groupoid. To obtain the top face maps, it is necessary to introduce families through the symmetric monoidal category functor $S$ applied to $K$. All the face maps (except the missing top ones) and degeneracy maps are $S$ applied to the face and degeneracy maps of $N_{lt}(\mathbb{K})$. The top face map is given by:

- For $n \geq 2$, the top face map $d_\top: K_n \to K_{n-1}$ is defined as follows: given a $(n-1)$-chain of contractions

$$
P_0 \overset{f_0}{\longrightarrow} P_1 \overset{f_1}{\longrightarrow} P_2 \longrightarrow \cdots \longrightarrow P_{n-2} \overset{f_{n-2}}{\longrightarrow} Q,
$$

for each element $q \in Q$, we can form the fibres over $q$. We end up with a family

$$
\{(P_0)_q \overset{(f_0)_q}{\longrightarrow} (P_1)_q \overset{(f_1)_q}{\longrightarrow} (P_2)_q \longrightarrow \cdots \longrightarrow (P_{n-3})_q \overset{(f_{n-2})_q}{\longrightarrow} (P_{n-2})_q\}_q \in Q.
$$

For each $0 \leq i \leq n-2$, the map $(f_i)_q$ is a contraction by Lemma 2.6.

- $d_\top: K_1 \to K_0$ sends a family of finite posets $\{Q_i\}_{i \in I}$ to the family whose components are the terminal poset 1 indexed by the disjoint union $\sum_{i \in I} Q_i$.

Note that the fibres are convex non-empty subposets since we only consider contractions, not arbitrary maps. The simplicial identities will be verified in 3.5. To simplify the proof that $K$ is a decomposition space, we need some preliminaries.

**Proposition 3.3.** We have an equality $\text{Dec}_{\top} K = S N \mathbb{K}$.

**Proof.** The proof follows from combining that $K := S N_{lt}(\mathbb{K})$, the definition of the fat $lt$-nerve, and that taking upper decalage is deleting, in each degree, the top face map and the top degeneracy map. \qed
**Remark 3.4.** Since $\mathbb{K}$ is a category, its fat nerve $N \mathbb{K}$ is a Segal space 1.8, and therefore $SN \mathbb{K}$ is a Segal space, as $S$ preserves pullbacks and hence Segal objects. By Proposition 3.3, we have that $Dec_{\top} K = SN \mathbb{K}$. Combining everything, we have that $Dec_{\top} K$ is a Segal space and therefore for each $n \geq 2$ the following diagram is a pullback for $0 < i < n$:

\[
\begin{array}{c}
K_{n+1} \xrightarrow{d_{i+1}} K_n \\
\downarrow d_{\perp} \quad \quad \downarrow d_{\perp} \\
K_n \xrightarrow{d_i} K_{n-1}.
\end{array}
\]

**Proposition 3.5.** The groupoids $K_n$ and the degeneracy and face maps given above form a pseudosimplicial groupoid $K$.

**Proof.** The only pseudosimplicial identity is $d_{\top}d_{\top} \simeq d_{\top}d_{\top} - 1$. The other simplicial identities are strict and follows from equality $Dec_{\top} K = SN \mathbb{K}$ of Proposition 3.3. Let us prove $d_{\top}d_{\top}(K_n) \simeq d_{\top}d_{\top} - 1(K_n)$ for $n = 2$. For greater $n$ the proof is completely analogous. Given an object $P \xrightarrow{f} Q \xrightarrow{g} V$ in $K_3$, we consider the following commutative diagram for each $v \in V$:

\[
\begin{array}{ccc}
(P_v)_q \xrightarrow{q} P_v & \longrightarrow & P \\
\downarrow & & \downarrow f \\
1 & \xrightarrow{r_q} Q_v & \longrightarrow & Q \\
\downarrow & & \downarrow g \\
1 & \xrightarrow{r_v} V.
\end{array}
\]

It is easy to see that $d_{\top}d_{\top}(K_3) = \{(P_v)_q\}_{q \in Q}$. Furthermore, note that the top horizontal rectangle is isomorphic to $P_q$ for each $q \in Q$. This implies that $d_{\top}d_{\top}(K_3) \simeq d_{\top}d_{\top} - 1(K_3)$ since $d_{\top}d_{\top} - 1(K_3) = \{P_q\}_{q \in Q}$. □

**Lemma 3.6.** Suppose we have a contraction $f: P \rightarrow Q$ between connected posets, and a family of contractions $\{h_q: P_q \rightarrow W_q\}_{q \in Q}$ where each $P_q$ and $W_q$ are connected posets. Then there exists a unique connected poset $W$ and contractions $h$ and $g$ such that the diagram

\[
\begin{array}{ccc}
P & \xrightarrow{f} & Q \\
\downarrow & & \downarrow \\
P_q & \xrightarrow{h_q} & W_q
\end{array}
\]

commutes. Here the vertical arrows are convex inclusions.

**Proof.** We will do the proof in three steps: in the first place, we will construct the underlying set of the poset $W$ and the functions $h: P \rightarrow W$ and $g: W \rightarrow V$. After that, we will construct a partial order $<_W$ on $W$ forced by the requirement that $h$ and $g$ are monotone maps. To conclude, we will prove that $f$ and $g$ are contractions.

1. Put $W := \sum_{q \in Q} W_q$ and $h := \sum_{q \in Q} h_q$. The map $g: W \rightarrow Q$ is defined as $g(w) = q$
for \( w \in W_q \). Furthermore, the diagram

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

commutes at the level of sets by the way \( h \) and \( g \) were defined.

2. The partial order \( <_W \) on \( W \) is defined by taking transitive closure in the following relation: for \( w, w' \in W \), we declare that \( w <_W w' \) if one of the following conditions is satisfied:

(a) In case \( w, w' \in W_q \) and \( w <_W q \) \( w' \);

(b) There exist \( p <_P p' \) in \( P \) such that \( h(p) = w \) and \( h(p') = w' \).

The condition (b) is necessary for \( h \) and \( g \) to be monotone maps.

3. We will prove that \( h \) is a contraction. Let \( w \in W \), by the way \( W \) was defined, we have that \( w \in W_q \) for some \( q \in Q \). Recall that contractions and convex maps are stable under pullback by Lemmas 2.2 and 2.6. These imply that for each \( w \in W \) in the commutative diagram

\[
P_w \xrightarrow{\sigma} P_q \xrightarrow{\tau} P
\]

\[
\downarrow \phi \uparrow h_q \quad \downarrow \phi \uparrow h
\]

\[
1 \xrightarrow{r_w} W_q \xrightarrow{r} W,
\]

the poset \( P_w \) is connected and convex since \( h_q \) is a contraction. Hence, \( h \) is a contraction. By analogous arguments, we have that \( g \) is a contraction.

The poset \( W \) is connected since \( g \) is a contraction and \( Q \) is connected.

\begin{lemma}
For each \( 0 < i < n \), the map \( d_i : K_n \to K_{n-1} \) is a fibration.
\end{lemma}

\begin{proof}
Since \( S \) preserves fibrations and \( d_i : K_n \to K_{n-1} \) is equal to \( S(d_i) : S(K_n^o) \to S(K_{n-1}^o) \), it is enough to prove that \( d_i : K_n^o \to K_{n-1}^o \) is a fibration. We will only check that \( d_1 : K_2^o \to K_1^o \) is a fibration, the other cases use similar arguments. Let \( f : P \to Q \) be an object in \( K_2^o \). Let \( u : P' \to P \) be a morphism in \( K_2^o \). It is straightforward to check that the morphism \( \sigma : f \circ u \to f \), pictured in the diagram

\[
P' \xrightarrow{u} P
\]

\[
\downarrow f \uparrow \sigma \quad \downarrow f
\]

\[
Q \xrightarrow{id_Q} Q,
\]

is a lift of the morphism \( u \) in \( K_2^o \) such that \( d_1(\sigma) = u \).
\end{proof}

\begin{proposition}
The pseudosimplicial groupoid \( K \) is a decomposition space.
\end{proposition}

\begin{proof}
We will prove that the following diagrams are pullbacks for \( 0 < i < n \):

\[
P_w \xrightarrow{\sigma} P_q \xrightarrow{\tau} P
\]

\[
\downarrow \phi \uparrow h_q \quad \downarrow \phi \uparrow h
\]

\[
1 \xrightarrow{r_w} W_q \xrightarrow{r} W,
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{\sigma} P_q \xrightarrow{\tau} P
\]

\[
\downarrow \phi \uparrow h_q \quad \downarrow \phi \uparrow h
\]

\[
1 \xrightarrow{r_w} W_q \xrightarrow{r} W,
\]

\[
P' \xrightarrow{u} P
\]

\[
\downarrow f \uparrow \sigma \quad \downarrow f
\]

\[
Q \xrightarrow{id_Q} Q,
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]

\[
P \xrightarrow{f} W \xrightarrow{g} Q
\]

\[
\downarrow h \uparrow g \quad \downarrow r \uparrow q
\]

\[
P_q \xrightarrow{h_q} W_q \xrightarrow{r} 1
\]
Let us prove it for \( n = 2 \). For greater \( n \) the proof is completely analogous. The square (1) is a pullback by Remark (3.4). To prove that the square (2) is a pullback we will use Lemma 1.1. This means that (2) is a pullback if and only if for each object \( f : P \to Q \) in \( K_2 \), the map \( d_\top : \text{Fib}_f d_1 \to \text{Fib}_{d_\top f} d_1 \) is an equivalence of groupoids. For an object \( \{ h_q : P_q \to W_q \}_{q \in Q} \) in \( \text{Fib}_{d_\top f} d_1 \), Lemma 3.6 gives contractions \( h \) and \( g \) such that the diagram commutes

\[
\begin{array}{ccc}
P & \xrightarrow{f} & W \xrightarrow{g} Q \\
\uparrow & & \uparrow \\
P_q & \xrightarrow{h_q} & W_q.
\end{array}
\]

The commutativity of the diagram implies that \( P \xrightarrow{f} W \xrightarrow{g} Q \) is an object in \( \text{Fib}_f d_1 \). Therefore, \( d_\top \) is surjective in objects. The map \( d_\top \) is full. Indeed, for any morphism \( u_qr_q : f_q \to f'_q \) in \( \text{Fib}_{d_\top f} d_1 \), put \( u = \sum_{q \in Q} u_q \) and \( r = \sum_{q \in Q} r_q \). The map \( ur\text{id}_Q \) satisfies that \( d_\top(ur\text{id}_Q) = u_qr_q \). Furthermore, the diagram

\[
\begin{array}{ccc}
P & \xrightarrow{h'} & W' \\
\downarrow & & \downarrow \\
\{P_q\} & \xrightarrow{r_q} & \{W_q\} \xleftarrow{g'} Q \\
\uparrow & & \uparrow \\
\{P_q\} & \xrightarrow{h_q} & \{W_q\}
\end{array}
\]

commutes by Lemma 3.6 and the definitions of \( u \) and \( r \). This implies that \( ur\text{id}_Q \) is a morphism in \( \text{Fib}_f d_1 \) and hence \( d_\top \) is full. To prove that \( d_\top \) is faithful, let \( u_q\text{id}_Q \) and \( u'_q\text{id}_Q \) be morphisms in \( \text{Fib}_f d_1 \) such that \( d_\top u_q\text{id}_Q = d_\top u'_q\text{id}_Q \) in \( \text{Fib}_{d_\top f} d_1 \). This means that for each \( q \in Q \), we have \( u_q = u'_q \) and \( r_q = r'_q \), but \( ur \) and \( u'r' \) are determined by \( u_qr_q \) and \( u'_qr'_q \), hence \( u = u' \) and \( r = r' \).

A decomposition space \( X \) is complete when \( s_0 : X_0 \to X_1 \) is a monomorphism (i.e. is \((-1\text{-})\text{-truncated})\). It follows from the decomposition space axiom that, in this case, all degeneracy maps are monomorphisms [36, Lemma 2.5].

**Proposition 3.9.** The decomposition space \( K \) is complete.

**Proof.** Note that \( s_0 : K_0 \to K_1 \) is actually \( S \) of the map \( s_0 : K_0^0 \to K_1^0 \), and \( S \) preserves pullbacks and hence monomorphism. This means that \( s_0 : K_0 \to K_1 \) is a monomorphism if \( s_0 : K_0^0 \to K_1^0 \) is a monomorphism, but this is clear since \( K_0^0 \) is the terminal groupoid consisting of only the poset with one element and \( s_0 \) sends the terminal groupoid to the poset with one element.
Proposition 3.10. The decomposition space $K$ is locally finite, locally discrete and of locally finite length.

Proof. Since $S$ respects finite maps and $K = SK^o$, we will prove that $K^o$ is locally finite, locally discrete and of locally finite length:

- Note that a connected finite non-empty poset has only a finite number of automorphisms. This means that each object in $K^o_1$ has a finite number of automorphisms, and therefore, $K^o_1$ is locally finite.

- In the proof of Proposition 3.9, we see that $s_0: K^o_0 \to K^o_1$ is finite and discrete. Since $K^o_1$ is locally finite and $s_0$ is finite, to prove that $K^o_0$ is locally discrete and locally finite, we have to check that $d_1: K^o_2 \to K^o_1$ is discrete and finite. In the proof of Lemma 3.7, we showed that $d_1$ is a fibration so we will use strict fibres. In the strict pullback diagram

$$
\begin{array}{ccc}
\text{Fib}_{d_1}(P) & \longrightarrow & 1 \\
\downarrow & & \downarrow \rho_\text{P}^{-1} \\
K^o_2 & \longrightarrow & K^o_1,
\end{array}
$$

let $f: P \to Q$ and $f': P \to Q'$ be objects in $\text{Fib}_{d_1}(P)$. A morphism $u: f \to f'$ in $\text{Fib}_{d_1}(P)$, it is in fact a monotone bijection $u: Q \to Q'$ such that $u \circ f = f'$. This equality with the monotone surjection condition of $f$ and $f'$ force that $u$ is unique. Therefore, $\text{Fib}_{d_1}(P)$ is discrete and $K^o$ is locally discrete. Furthermore, the discrete groupoid $\text{Fib}_{d_1}(P)$ is finite since we have a finite number of contractions whose source is $P$ by the finite condition of $P$. Therefore, $K^o$ is locally finite.

- $K^o$ is of locally finite length. Indeed, the fibre of $P$ along $K^o_n \to K^o_1$ has no degenerate simplices for $n$ greater than the cardinality of $P$.

\[\square\]

The decomposition space $K$ has a monoidal structure given by disjoint union. Recall $K_n$ is the groupoid of families of $(n-1)$-chains of contractions. The disjoint union of two such families is just the family whose components are the objects of the families index by the disjoint union of the two index sets. This clearly defines a simplicial map $+_K: K \times K \to K$. So $K$ is a monoidal decomposition space if the map $+_K$ is culf [35, §9].

Proposition 3.11. The map $+_K: K \times K \to K$ is culf.

Proof. By Lemma 1.11, the map $+_K$ is culf, if the diagram

$$
\begin{array}{ccc}
K_2 \times K_2 & \longrightarrow & K_1 \times K_1 \\
\downarrow _+K & & \downarrow _+K \\
K_2 & \longrightarrow & K_1
\end{array}
$$

is a pullback since $K$ is a decomposition space. But this is clear: a pair of families of contractions (an object in $K_2 \times K_2$) can be uniquely reconstructed if we know what the two source families of posets are (an object in $K_1 \times K_1$) and we know how the disjoint union is contract (an object in $K_2$). This is subject to identifying the disjoint union of those two source families of posets with the source of the disjoint union of the two families of contractions (which is to say that the data agree down in $K_1$).

\[\square\]
Since $K$ is a monoidal decomposition space, it follows that the resulting incidence coalgebra is also a bialgebra [35, §9].

4 The decomposition space of admissible maps

In this section we will introduce the decomposition space of admissible maps $A$.

**Definition 4.1.** [25, §2.2] Let $T' \to T$ be an identity-on-objects monotone map between two preorders. We define $T/T'$ to be the preorder with the same objects as $T$ and $T'$, and the preorder is defined by closing the relation $R$ by transitivity:

$$x \mathrel{R} y \iff (x \leq_T y \text{ or } y \leq_{T'} x).$$

In other words, we obtain $T/T'$ by inverting those arrows of $T$ that also belong to $T'$, and then closing by transitivity. Later in this section, we will use the following more categorical characterization of quotients.

The underlying set of a preorder $T$ will be denoted as $\mathcal{T}$, and $\mathcal{T}$ denotes the discrete preorder of connected components of $T$. We have a natural map $\text{comp} : T \to \mathcal{T}$ that sends each object to its corresponding connected component.

**Lemma 4.2.** Let $T' \to T$ be an identity-on-objects monotone map between two preorders. Then $T/T'$ is the pushout in category of preorders

$$
\begin{array}{ccc}
T' & \longrightarrow & T \\
\downarrow & & \downarrow \\
T'/T' & \longrightarrow & T/T'.
\end{array}
$$

**Proof.** Since the maps are identity-on-objects then $T/T' = \mathcal{T}$. This means that at the level of sets the square is a pushout. Consider the preorder given by closing the relation $R$ by transitivity:

$$x \mathrel{R} y \iff (x \leq_T y \text{ or } y \leq_{T'} x).$$

It is straightforward to see that the diagram commutes at the level of preorders. In case that we have another preorder $<'$ in $T/T'$ that made the square commutes, the monotonicity of the maps force that $<'$ is equal to the transitive closure of $R$.

**Definition 4.3.** [25, Definition 2.2.] A map of preorders $T' \to T$ is admissible if it satisfies the following:

1. it is the identity-on-objects,
2. for every connected sub-preorder $Y$ in $T'$, we have that $T|_Y = Y$,
3. $x \sim_{T/T'} y$ if and only if $x \sim_{T'/T'} y$.

The following picture gives an illustration of an admissible map of preorders:
Lemma 4.4. In the category of preorders, admissible maps are stable under pullback along identity-on-objects monotone maps.

Proof. Let $\beta : V' \to V$ be an admissible map and let $f : T \to V$ be an identity-on-objects monotone map. Consider the pullback diagram

\[
\begin{array}{ccc}
V' \times_V T & \to & T \\
\downarrow & & \downarrow f \\
V' & \xrightarrow{\beta} & V.
\end{array}
\]

It is easy to see that $\pi_T$ is an identity-on-objects monotone map. For a connected sub-preorder $Y$ of $V' \times_V T$, we have that $\pi_{V'}(Y)$ is a connected sub-preorder of $V'$ since $\pi_{V'}$ is a projection map. By the admissible condition of $\beta$, it follows that $\beta(\pi_{V'})$ is a connected sub-preorder of $V$ and $V|_Y = Y$. Combining this with the commutative of the square and the identity-on-objects monotone condition of the arrows it follows that $\pi_T(Y)$ is a connected sub-preorder of $T$ and $T|_Y = Y$. To prove that $\pi_T$ is admissible, all that remains is to check $x \sim_{T/(V' \times_V T)} y$ if and only if $x \sim_{(V' \times V T)/(V' \times_V T)} y$, but the commutative condition of the square implies that $x \sim_{T/(V' \times_V T)} y$ if $x \sim_{V'/V'} y$ and $x \sim_{(V' \times V T)/(V' \times_V T)} y$ if $x \sim_{V'/V'} y$. In other words $x \sim_{V'/V'} y$ if and only if $x \sim_{V'/V'} y$ but this is true as consequence of the admissible condition of $\beta$. Hence $\pi_T$ is admissible. \qed

The posetification of a preorder $T$ will be denoted as $\widehat{T}$. Let $\overline{P}$ denote the discrete poset of connected components of a poset $P$, which is the same as $\overline{P/P}$.

Lemma 4.5. An identity-on-objects monotone map of preorders $T' \to T$ is admissible if and only if the pushout square

\[
\begin{array}{ccc}
T' & \to & T \\
\downarrow & & \downarrow f \\
\overline{V'} & \to & V.
\end{array}
\]

satisfies the following properties:

1. $V = \overline{V'}$

2. it is also a pullback square.

Proof. First, note that condition 1 is equivalent to condition 3 of Definition 4.3. Indeed, if $x \sim_{T/T'} y \Leftrightarrow x \sim_{T'/T'} y$ then necessarily $V = \overline{T'/T'}$ and $\overline{V'} = \overline{T'/T'}$ have the same objects, and vice-versa, because the objects of $V$ are given by the equivalence classes of objects of $T/T'$, and the objects of $\overline{V'}$ are given by the equivalence classes of objects of $T'/T'$. On the other hand, assuming these two conditions hold, condition 2 is equivalent to condition 2 of Definition 4.3. Indeed, the connected components of $T'$ are the preimages of $V$, and the fact that the square is a pullback is equivalent to the fact that the map $T' \to T$ is full on each connected component of $T'$, which is precisely condition 2 of Definition 4.3. \qed

4.6. Fauvet–Foissy–Manchon Hopf algebra of finite topologies and admissible maps
Fauvet, Foissy, and Manchon ([25], §3.1) introduced the notion of quotient of a topology \( T \) on a finite set \( X \) by another topology \( T' \) finer than \( T \). The quotient topology \( T/T' \) thus obtained lives on the same set. Furthermore, they introduced the relation \( \otimes \) on the topologies on \( X \) defined by \( T' \otimes T \) if and only if \( T' \) is finer than \( T \) and fulfills the technical condition of \( T \)-admissibility. This enabled them to give the internal coproduct

\[
\Delta(T) = \sum_{T' \otimes T} T' \otimes T/T'.
\]

Since there is a natural bijection between topologies and quasi-orders on a finite set \( X \), Fauvet, Foissy, and Manchon also expressed the \( T \)-admissibility in the context of preorders. This corresponds to the one we use in this section (4.1). The above coproduct is just rewritten in the context of preorders as:

\[
\Delta(T) = \sum_{T'} T' \otimes T/T'.
\]

We shall see in 4.14 that this coproduct corresponds to the coproduct \( \Delta_A \) of the incidence coalgebra of the decomposition space of admissible maps \( A \).

### 4.7. The decomposition space \( A \)

A groupoid preorder is a preorder where all its morphisms are invertible. Given a finite preorder \( T \), we denote by \( T^{\text{inv}} \) the groupoid preorder that contains the same objects that \( T \) but only the invertible morphisms of \( T \).

We describe a pseudo simplicial groupoid (4.10) of admissible maps which we call \( A \). Let \( A_n \) denote the groupoid of \((n-1)\)-chains of admissible maps between non-empty finite preorders. Thus, \( A_2 \) is the groupoid of admissible maps and \( A_1 \) is the groupoid of finite preorders whose underlying sets are ordinals and monotone bijections. \( A_0 \) is the groupoid whose objects are the groupoid preorders. Face maps are given by:

- For \( n \geq 2 \), the bottom face map \( d_\bot : A_n \to A_{n-1} \) is defined as follows: given \((n-1)\)-chain of admissible maps \( T_0 \xrightarrow{} T_1 \xrightarrow{} T_2 \xrightarrow{} \cdots \xrightarrow{} T_{n-2} \xrightarrow{} T_{n-1} \), for each poset in the chain, we can form the quotient \( T_i/T_0 \) by Lemma 4.2. We end up with a \((n-2)\)-chain of admissible maps \( T_1/T_0 \xrightarrow{} T_2/T_0 \xrightarrow{} T_3/T_0 \xrightarrow{} \cdots \xrightarrow{} T_{n-2}/T_0 \xrightarrow{} T_{n-1}/T_0 \);

- \( d_\bot : A_1 \to A_0 \) sends a preorder \( T \) to \( T^{\text{inv}} \).
- \( d_1 \) forgets the first preorder in the chain;
- \( d_i : A_n \to A_{n-1} \) composes the \( i \)th and \((i+1)\)th admissible map, for \( 1 < i < n-1 \);
- \( d_\top \) forgets the last preorder in the chain.

Degeneracy maps are given by:
• $s_\perp: \mathbf{A}_n \to \mathbf{A}_{n+1}$ is given by appending with the map whose source is the underlying groupoid preorder of the first preorder of the chain.

• $s_i: \mathbf{A}_n \to \mathbf{A}_{n+1}$ inserts an identity arrow at object number $i$, for $0 < i \leq n$.

The simplicial identities will be verified in 4.10. Let $\mathbf{A}$ denote the category of finite preorders and admissible maps.

**Proposition 4.8.** We have an equality $\text{Dec}_\perp \mathbf{A} = \mathbf{N} \mathbf{A}$.

Proposition 4.8 implies the compatibility of the face and degeneracy maps in $\mathbf{A}$ except the face maps $d_\perp$. We need the following result to verify the simplicial identities for $d_\perp$.

**Lemma 4.9.** Let $T_0 \twoheadrightarrow T_1$ and $T_1 \twoheadrightarrow T_2$ be admissible maps. The following diagram

$$
\begin{array}{ccc}
T_0 \rightarrow & T_1 \rightarrow & T_2 \\
\downarrow & \downarrow & \downarrow \\
T_0/T_0 \rightarrow & T_1/T_0 \rightarrow & T_2/T_0 \\
\downarrow & \downarrow & \downarrow \\
T_1/T_1 \rightarrow & T_2/T_1 \\
\end{array}
$$

commutes and the squares are pushouts.

**Proof.** By the prism Lemma, the outer diagram

$$
\begin{array}{ccc}
T_1 \rightarrow & T_2 \\
\downarrow & \downarrow \\
T_1/T_0 \rightarrow & T_2/T_0 \\
\downarrow & \downarrow \\
(\frac{T_1/T_0}{T_1/T_0}) \rightarrow & (\frac{T_2/T_0}{T_1/T_0}) \\
\end{array}
$$

is a pushout. This combining with the fact that $\frac{T_1/T_0}{T_1/T_0} = T_1/T_1$ implies that $\frac{T_2/T_0}{T_1/T_0}$ is the pushout of $T_1 \twoheadrightarrow T_2$ along $T_1 \rightarrow T_1/T_1$ but $T_2/T_1$ is also a pushout over the same diagram. Therefore, $\frac{T_2/T_0}{T_1/T_0} \cong T_2/T_1$. \hfill \Box

**Proposition 4.10.** The groupoids $\mathbf{A}_n$ and the degeneracy and face maps given above form a pseudosimplicial groupoid $\mathbf{A}$.

**Proof.** We only need to verify the simplicial identities that involve $d_\perp$. The others follow from the fact that $\text{Dec}_\perp \mathbf{A} = \mathbf{N} \mathbf{A}$ (4.8). Let us prove that the following diagram

$$
\begin{array}{ccc}
\mathbf{A}_3 & \xrightarrow{d_\perp} & \mathbf{A}_2 \\
\downarrow & & \downarrow \\
\mathbf{A}_2 & \xrightarrow{d_\perp} & \mathbf{A}_1 \\
\end{array}
$$

commutes, for the other cases the proof follows the same arguments but the notation becomes much heavier. Let $T_0 \twoheadrightarrow T_1 \twoheadrightarrow T_2$ be an object in $\mathbf{A}_3$. It easy to check that $d_\perp d_\perp(T_0 \twoheadrightarrow T_1 \twoheadrightarrow T_2) = \frac{T_2/T_0}{T_1/T_0}$ and $d_\perp d_1(T_0 \twoheadrightarrow T_1 \twoheadrightarrow T_2) = T_2/T_1$. So the square commutes when $\frac{T_2/T_0}{T_1/T_0} \cong T_2/T_1$, but in the proof of Lemma 4.9 we have this isomorphism. \hfill \Box
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Lemma 4.11. Suppose we have admissible maps \( T' \to T \) and \( Q \to T/T' \), there exists a unique preorder \( P \) and admissible maps \( T' \to P \) and \( P \to T \) such that the diagram

\[
\begin{array}{c}
\text{T'} \longrightarrow \text{P} \longrightarrow \text{T} \\
\downarrow \quad \quad \quad \downarrow \\
\text{Q} \longrightarrow \text{T/T'}
\end{array}
\]

commutes.

Proof. Put \( P = Q \times_{T/T'} T \). Since admissible maps are stable under pullbacks, the map \( P \to T \) is admissible. Furthermore, we have a natural map from \( T'/T' \to Q \) which is admissible since \( T'/T' \to T/T' \) and \( Q \to T/T' \) are admissible. Therefore, the outer diagram

\[
\begin{array}{c}
\text{T'} \longrightarrow \text{P} \longrightarrow \text{T} \\
\downarrow \quad \quad \quad \downarrow \\
\text{T'/T'} \longrightarrow \text{Q} \longrightarrow \text{T/T'}
\end{array}
\]

commutes. The dotted arrow then exists by the pullback property of \( P \). By the prism Lemma, the left square is a pullback since the outer diagram is a pullback by Lemma 4.5. The map \( T' \to P \) is admissible since admissible maps are stable under pullbacks and \( T'/T' \to Q \) is admissible.

Proposition 4.12. The pseudosimplicial groupoid \( A \) is a decomposition space.

Proof. We will prove that the following diagrams are pullbacks for \( 0 < i < n \):

\[
\begin{array}{c}
\text{A}_{n+1} \xrightarrow{d_{i+1}} \text{A}_n \\
\downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
\text{A}_n \xrightarrow{d_i} \text{A}_{n-1}
\end{array}
\]

Let us prove it for \( n = 2 \). For greater \( n \) the proof is completely analogous. The square (2) is a pullback as a consequence of Lemma 4.8. To prove that the square (1) is a pullback we will use Lemma 1.1. This means that (1) is a pullback if and only if for each object \( \alpha: T' \to T \) in \( A_2 \), the map \( d_\perp: \text{Fib}_{d_2} \to \text{Fib}_{d_\perp} \) is an equivalence of groupoids. For an object \( V \to T/T' \) in \( \text{Fib}_{d_\perp} \), Lemma 4.11 gives the following commutative diagram

\[
\begin{array}{c}
\text{T'} \xrightarrow{\alpha} \text{V} \xrightarrow{\epsilon} \text{T} \\
\downarrow \quad \quad \quad \downarrow \\
\text{T'/T'} \xrightarrow{\epsilon'} \text{V'} \xrightarrow{\epsilon'} \text{T/T'}
\end{array}
\]

where the horizontal arrows are admissible maps. The commutativity of the diagram implies that \( T' \to V \to T \) is an object in \( \text{Fib}_{d_2} \) and hence \( d_\perp \) is surjective on objects. For the full
condition of \( d_\perp \), let \( p': \, V' \rightarrow R' \) be admissible map such that the lower square

\[
\begin{array}{c}
\begin{array}{ccc}
T & \xrightarrow{\alpha} & V \\
\downarrow{\text{id}} & & \downarrow{\text{id}} \\
T & \xrightarrow{p_\perp} & R \\
\downarrow{p'} & & \downarrow{\text{id}} \\
V' & \xrightarrow{\text{id}} & T/T' \\
\end{array}
\end{array}
\]

commutes. This means that \( \{ p', \text{id}_{T/T'} \} \) is a morphism in \( \text{Fib}_{d_\perp \alpha} d_1 \). Lemma 4.11 applied to \( V' \) and \( R' \) gives the top admissible maps. The pullback property of \( R \) gives the dotted arrow \( p: \, V \rightarrow R \). The commutativity of the diagram follows from the pullback condition of \( V \) and \( R \), and therefore \( \{ \text{id}_T, p, \text{id}_{T'} \} \) is a morphism in \( \text{Fib}_\alpha d_2 \). This implies that \( d_\perp \) is full. The faithful condition of \( d_\perp \) is straightforward to check using Lemma 4.11. Indeed, let \( \{ \text{id}_T, p, \text{id}_{T'} \} \) and \( \{ \text{id}_T, q, \text{id}_{T'} \} \) be morphisms in \( \text{Fib}_\alpha d_2 \) such that \( d_\perp \{ \text{id}_T, p, \text{id}_{T'} \} = d_\perp \{ \text{id}_T, q, \text{id}_{T'} \} \). This means that the following diagram commutes

\[
\begin{array}{c}
\begin{array}{ccc}
T & \xrightarrow{\alpha} & V \\
\downarrow{\text{id}} & & \downarrow{\text{id}} \\
T & \xrightarrow{p} & R \\
\downarrow{p'} & & \downarrow{\text{id}} \\
V' & \xrightarrow{\text{id}} & T/T' \\
\end{array}
\end{array}
\]

By the pullback property of \( R \), it follows that \( p = q \).

**Proposition 4.13.** The decomposition space \( A \) is complete.

**Proof.** Let \( T \) be an object in \( A_1 \). Consider the pullback diagram

\[
\begin{array}{ccc}
\text{Fib}_{s_0} T & \rightarrow & 1 \\
\downarrow{\text{id}} & & \downarrow{T'} \\
A_0 & \xrightarrow{s_0} & A_1.
\end{array}
\]

We have that \( \text{Fib}_{s_0} T \) is empty if \( T \) is not a groupoid preorder. In case \( T \) is a groupoid preorder, we have that \( \text{Fib}_{s_0} T \simeq T^{\text{inv}} \). Therefore, \( s_0: \, A_0 \rightarrow A_1 \) is a monomorphism.

Recall that the comultiplication of the incidence coalgebra of \( A \) is given by the formula:

\[
\Delta_A(\alpha) = \sum_{\alpha \in A_2} d_2(\alpha) \otimes d_0(\alpha)
\]

which means that we sum over all admissible maps \( \alpha: \, T' \rightarrow T \) that have target \( T \) and return \( T' \) and \( T/T' \). But this is precisely the comultiplication of the Fauvet–Foissy–Manchon coalgebra of finite topological spaces after using the bijection between finite topological spaces and finite preorders (see §4.6). Hence, we have the following result.
Lemma 4.14. The incidence coalgebra $\Delta_A$ is the Fauvet–Foissy–Manchon coalgebra of finite topological spaces.

Remark 4.15. There is a natural bijection between finite $T_0$-topological spaces and finite posets. It would be interesting to explore the constructions given above from a topological point of view. The starting point would be to translate the notion of contraction between posets into a contraction between finite $T_0$-spaces. We will decide to leave this point of view for future work.

5 Admissible maps and contractions

In this section, we will relate the notions of admissible maps of preorders (due to [25]) and of contractions for posets through a culf map (see 5.8). This provides a deeper explanation of both classes of maps and simultaneously allows us to relate the Fauvet–Foissy–Manchon bialgebra of finite topological spaces with the Calaque–Ebrahimi–Fard–Manchon bialgebra of rooted trees (see §4.6). To relate admissible maps between preorders and contractions of posets, it is necessary to introduce some results.

Definition 5.1. A monotone map of preorders $f: T \to V$ is a contraction if:

1. its identity in objects;
2. for each $x \in V$, the fibre $f^{-1}(x) = \equiv$ is a connected sub-preorder of $T$, where $x = \equiv$ denotes the subpreorder of objects equivalent to $x$ in $V$;
3. for any cover $a \prec a'$ in $V$, there exists a cover $t \prec t'$ in $T$ such that $f(t) = a$ and $f(t') = a'$.

Given a preorder $T$ there is a canonical contraction $T \to T/T$. We will show that for any admissible map $T' \to T$, we can construct a contraction $T \to T/T'$. An illustration of the canonical contraction from an admissible map is given by the following pushout diagram

\[
\begin{array}{ccc}
T' & \to & T \\
\downarrow & & \downarrow \\
T'/T' & \to & T/T'
\end{array}
\]

Recall that $\tilde{T}$ is the posetification of a preorder $T$ and let $\text{postf}: T \to \tilde{T}$ denote the posetification monotone map.

Lemma 5.2. Let $T$ be a preorder. There is a bijection between the set of admissible maps onto $T$ and the set of admissible maps onto $T$. 
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Proof. The conditions of Definition 4.3 imply that if \( x \sim_T y \) then \( x \sim_{T'} y \), so that contract \( T \to \tilde{T} \) does not have any effect in the set of admissible maps.

Lemma 5.3. Let \( f: T \to V \) be a contraction between preorders. Then \( \tilde{f}: \tilde{T} \to \tilde{V} \) is a contraction of posets.

Proof. The map \( \tilde{f}: \tilde{T} \to \tilde{V} \) is monotone since for each \([t] \in \tilde{T}\), we have that \( \tilde{f}(\{t\}) = \{f(t)\}\). Furthermore, the diagram

\[
\begin{array}{ccc}
T & \xrightarrow{\text{postf}_T} & \tilde{T} \\
\downarrow f & & \downarrow \tilde{f} \\
V & \xrightarrow{\text{postf}_V} & \tilde{V}
\end{array}
\]

commutes. The commutativity of the square together with the monotone surjection condition of \( f \) and \( \text{postf}_T \) and \( \text{postf}_V \) implies that \( \tilde{f} \) is a monotone surjection. Let’s prove that for each \([v] \in \tilde{V}\), the fibre \( \tilde{f}[v] \) is a connected convex subposet of \( \tilde{T} \). Let \([a] \) and \([b] \) be objects in \( \tilde{f}[v] \). This implies that

\[
f(a) \sim_V v \sim_V f(b),
\]

and therefore \( a \) and \( b \) are objects in \( f^{-1}(v) \). Furthermore, \( a \) and \( b \) are connected since \( f^{-1}(v) \) is a connected preorder in \( T \) by the contraction condition of \( f \). Therefore, \([a] \) and \([b] \) are connected. Let’s prove that \( \tilde{f} \) lifts covers: let \([v] \prec [v'] \) be a cover in \( \tilde{V} \). Since the posetification map respects covers, we have that \( v \prec v' \) in \( V \). Recall that \( f \) lifts covers since it is a contraction. This means that there exists a cover \( t \prec t' \) in \( T \) such that \( f(t) = v \) and \( f(t') = v \). Applying the posetification map to \( t \prec t' \), we have that \([t] \prec [t'] \) in \( \tilde{T} \), and by the commutative of the square (1), we get that \( \tilde{f}([t]) = [v] \) and \( \tilde{f}([t']) = [v] \).

Lemma 5.4. For an admissible map of preorders \( \alpha: T' \to T \), the map \( T \to T/T' \) is a contraction.

Proof. The map \( f: T \to T/T' \) is given by the pushout in the category of preorders

\[
\begin{array}{ccc}
T' & \xrightarrow{\alpha} & T \\
\downarrow & & \downarrow f \\
T'/T' & \xrightarrow{\sim} & T/T'.
\end{array}
\]

The map \( f \) is clearly identity-on-objects. For each \( x \in T/T' \), we have that \( f^{-1}(x) \) is connected. Indeed, for each \( y \simeq x \) in \( T/T' \), we have three possibilities: \( y \simeq_T x \) in \( T \), or \( x <_{T'} y \) or \( y <_{T'} x \). By the admissible property of \( \alpha \), we have that \( x <_T y \) or \( y <_T x \) if \( x < y \) or \( y < x \) in \( T' \) since \( \alpha \) respects the connected subpreorders from \( T' \) to \( T \). Furthermore, \( f \) lifts covers. Indeed, if \( x \prec x' \) in \( T/T' \) then \( x \prec x' \) in \( T \) since \( f \) only inverts the relations that are in \( T' \) and preserves all other relations in \( T \). Hence, \( f \) is a contraction of preorders.

Lemma 5.5. Let \( T \) be a finite preorder. There is a bijection between the set of admissible maps with target \( T \) and the set of contractions with source \( T \).

Proof. Given an admissible map \( T' \to T \), the map \( T \to T/T' \) is a contraction by Lemma 5.4. For a contraction \( T \to V \), consider the pullback diagram:

\[
\begin{array}{ccc}
T \times_V V^{\text{inv}} & \xrightarrow{\sim} & T \\
\downarrow & & \downarrow \\
V^{\text{inv}} & \xrightarrow{\sim} & V.
\end{array}
\]
The map $V^{\text{inv}} \to V$ is an identity-on-objects monotone map. Furthermore, this map is canonical admissible since $V^{\text{inv}}$ only contains the invertible morphisms in $V$, which is equivalent to condition (3) of the requirement to be admissible (4.3). The condition (2) to be admissible is automatic since we only consider invertible morphism in $V^{\text{inv}}$. Therefore, $V^{\text{inv}} \to V$ is admissible. Since admissible maps are stable under pullback along identity-on-objects monotone maps (4.4), the map $T \times V^{\text{inv}} \to V$ is admissible.

**Construction 5.6.** We will construct a simplicial map $r$ from the decomposition space of admissible maps $A$ to the decomposition space of contractions $K$. The functor $r_1: A_1 \to K_1$ sends a preorder $T$ to the family of the connected components $\{\tilde{T}_i\}_{i \in \tilde{T} / T}$ of the posetification of $T$. For $n \geq 2$, let

$$T_0 \hookrightarrow T_1 \hookrightarrow T_2 \hookrightarrow \cdots \hookrightarrow T_{n-2} \hookrightarrow T_{n-1}$$

be an object in $A_n$. Consider the following diagram consisting of pushout squares

$$
\begin{array}{cccccc}
T_0 & \rightarrow & T_1 & \rightarrow & T_2 & \rightarrow & \cdots & \rightarrow & T_{n-2} & \rightarrow & T_{n-1} \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
T_0/T_0 & \rightarrow & T_1/T_0 & \rightarrow & T_2/T_0 & \rightarrow & \cdots & \rightarrow & T_{n-2}/T_0 & \rightarrow & T_{n-1}/T_0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
T_1/T_1 & \rightarrow & \cdots & \rightarrow & \vdash & \rightarrow & \vdash & \rightarrow & \vdash & \rightarrow & \vdash \\
\downarrow & & \downarrow & & \downarrow \end{array}
$$

(1)

Since the top horizontal arrows are admissible maps and the canonical map $T_0 \rightarrow T_0/T_0$ is a contraction, we have that the horizontal maps are admissible and the verticals are contractions by the stability property of admissible maps and contractions under pushout (4.4 and 5.4). Taking the posetification of the last column of the diagram (1), we obtain the chain

$$\tilde{T}_{n-1} \rightarrow \tilde{T}_{n-1}/T_0 \rightarrow \tilde{T}_{n-1}/T_1 \rightarrow \cdots \rightarrow \tilde{T}_{n-1}/T_{n-2} \rightarrow \tilde{T}_{n-1}/T_{n-1}$$

(2)

of contractions between posets. Since the posets in the chain are not necessarily connected, for each $i \in T_{n-1}/T_{n-1}$, we take the pullback of (2) along $\gamma_i: 1 \rightarrow T_{n-1}/T_{n-1}$ to obtain the diagram

$$
\begin{array}{cccc}
\tilde{T}_{n-1} & \twoheadrightarrow & T_{n-1}/T_0 & \twoheadrightarrow & \cdots & \twoheadrightarrow & T_{n-1}/T_{n-2} & \twoheadrightarrow & T_{n-1}/T_{n-1} \\
\uparrow & & \uparrow & & \uparrow & & \uparrow & & \uparrow \\
(T_{n-1})_i & \twoheadrightarrow & (T_{n-1}/T_0)_i & \twoheadrightarrow & \cdots & \twoheadrightarrow & (T_{n-1}/T_{n-2})_i & \twoheadrightarrow & 1 \\
\end{array}
$$

(3)

where the lower part is a chain of contractions between connected posets since the top part of the diagram is given by a chain of contractions.

For $n \geq 2$, the functor $r_n: A_n \to K_n$ sends an $(n-1)$-chain of admissible maps to the family of $(n-1)$-chains of contractions

$$\{(T_{n-1})_i \rightarrow (T_{n-1}/T_0)_i \rightarrow (T_{n-1}/T_1)_i \rightarrow \cdots \rightarrow (T_{n-1}/T_{n-2})_i\}_{i \in \tilde{T}_{n-1}/T_{n-1}}$$

(4)
To prove that \( r \) is a simplicial map, we need the following result:

**Lemma 5.7.** For each admissible map \( T' \twoheadrightarrow T \), we have that
\[
\{ \tilde{T}_i \}_{i \in \tilde{T}/T'} = \{ \tilde{T}'_i \}_{i \in \tilde{T}/T'}.
\]

**Proof.** Since \( T' \twoheadrightarrow T \) is admissible, we have that \( T'/T' = T/T' \) and the right square

\[
\begin{array}{ccc}
\tilde{T}_i & \xrightarrow{j} & \tilde{T}'_i \\
\downarrow & & \downarrow \\
1 & \xrightarrow{r'} & \tilde{T}'/T' \\
\end{array}
\]

is a pullback as a consequence of Lemma 4.5. By the prism Lemma the outer rectangle is a pullback since the left square is a pullback by definition. So by the pullback property of \( \tilde{T}'_i \), the dotted arrow exists and is an equality since the outer diagram is a pullback. \( \square \)

To see that \( r \) is a simplicial map, we have to verify that for \( 0 \leq i < n \), the diagram

\[
\begin{array}{ccc}
A_n & \xrightarrow{d_i} & A_{n-1} \\
\tau_n & \searrow & \tau_{n-1} \\
K_n & \xrightarrow{d_i} & K_{n-1}
\end{array}
\]

commutes, but this follows from Construction 5.6. For the case that \( i = n \), we have to use Lemma 5.7. Let us prove it for \( n = 2 \). For greater \( n \) the proof is completely analogous, but the notation becomes much heavier. To prove that the diagram

\[
\begin{array}{ccc}
A_2 & \xrightarrow{d_\tau} & A_1 \\
\tau_2 & \searrow & \tau_1 \\
K_2 & \xrightarrow{d_\tau} & K_{n-1}
\end{array}
\]

commutes. It is enough to verify that for each admissible map \( T' \twoheadrightarrow T \), we have that
\[
\{ \tilde{T}_i \}_{i \in \tilde{T}/T'} = \{ \tilde{T}'_i \}_{i \in \tilde{T}/T'}
\]
since \( d_\tau(T' \twoheadrightarrow T) = T' \) and \( d_\tau(\tilde{T} \twoheadrightarrow \tilde{T}/T') = \{ \tilde{T}_i \}_{i \in \tilde{T}/T'} \). But this follows from Lemma 5.7.

**Proposition 5.8.** The map \( r \colon A \to K \) is culf.

**Proof.** Since \( A \) and \( K \) are decomposition spaces, to prove that \( r \) is culf, it is enough to check that the diagram

\[
\begin{array}{ccc}
A_2 & \xrightarrow{d_1} & A_1 \\
\tau_2 & \searrow & \tau_1 \\
K_2 & \xrightarrow{d_1} & K_1
\end{array}
\]

commutes.
is a pullback by Lemma 1.11. To prove that the square is a pullback, we will use Lemma 1.1. This means that for each object $T \in A_1$, we have to show that the map $r_2: \text{Fib}_T(d_1) \to \text{Fib}_{\nu_1 T}(d_1)$ is an equivalence. We will divide the proof into three steps: first we will prove that $\text{Fib}_T(d_1) \to \text{Fib}_{\nu_1 T}(d_1)$ is essentially surjective on objects. After we will show that $r_2$ is full and finally that it is faithful.

- Let $f: \tilde{T} \to P$ be an object in $\text{Fib}_{\nu_1 T}(d_1)$. Consider the following pullback diagram:

\[
\begin{array}{ccc}
P \times_P T & \xrightarrow{\alpha} & T \\
\downarrow & & \downarrow \text{postf} \\
\tilde{P} \times \tilde{T} & \xrightarrow{} & \tilde{T} \\
\downarrow & & f \\
\tilde{P} & \xleftarrow{} & P.
\end{array}
\]

Since $P \to P$ is admissible, the map $\alpha$ is admissible by the stability property of admissible maps under pullback (Lemma 4.4). It is easy to check that $\alpha$ is an object in $\text{Fib}_T(d_1)$. To verify that $r_2(\alpha) \simeq f$, consider the commutative diagram:

\[
\begin{array}{ccc}
P \times_P T & \xrightarrow{\alpha} & T \\
\downarrow & & \downarrow \text{postf} \\
(P \times_P T)/P \times_P T & \xrightarrow{\rho} & T/(P \times_P T) \\
\downarrow & & \downarrow f \\
P & \xrightarrow{u} & P.
\end{array}
\]

The square (1) is a pushout by definition of $T/(P \times_P T)$. Since the outer diagram commutes, the pushout property of $T/(P \times_P T)$ gives the dotted arrow $u$. Applying the posetification functor to the square (2), we obtain the commutative diagram:

\[
\begin{array}{ccc}
\tilde{T} & \xrightarrow{\text{id}} & \tilde{T} \\
\downarrow r_2(\alpha) & & \downarrow f \\
T/(P \times_P T) & \xrightarrow{u} & P.
\end{array}
\]

Furthermore, $u'$ is a bijection. Indeed, $u'$ is a monotone surjection since $\text{id}$ and $r_2(\alpha)$ and $f$ are monotone surjections, and the diagram (3) commutes. The injectivity condition of $u'$ follows from the fact that the diagrams (1) and (2) commute and $u'$ is obtained from the posetification of $u$. This implies that $r_2(\alpha) \simeq f$, and therefore $r_2$ is essentially surjective on objects.

- Let’s prove that $r_2$ is full. Let $u$ be a morphism in $\text{Fib}_{\nu_1 T}(d_1)$. The morphism $u$ can be illustrated by the following diagram

\[
\begin{array}{ccc}
\tilde{T} & & \tilde{T}' \\
\downarrow f & & \downarrow f' \\
P & \xrightarrow{u} & P'.
\end{array}
\]
Since \( r_2 \) is essentially surjective on objects, for \( f \) and \( f' \) in \( \text{Fib}_{r_1}(d_1) \), we have objects \( \alpha \) and \( \alpha' \) in \( \text{Fib}_T(d_1) \) such that \( r_2(\alpha) = f \), and \( r_2(\alpha') = f' \), and the following diagram commutes

\[
\begin{array}{cccccc}
W & \xrightarrow{\alpha} & T & \xrightarrow{\text{id}} & T \\
\downarrow & & \downarrow & & \\
\tilde{W} & \xrightarrow{\pi \alpha} & \tilde{T} & \xrightarrow{\text{id}} & \tilde{T} \\
\downarrow & & \downarrow & & \\
\tilde{W}' & \xrightarrow{\alpha'} & \tilde{T} & \xrightarrow{f} & \tilde{T} \\
\downarrow & & \downarrow & & & \downarrow \\
P & \xrightarrow{u} & P & \xrightarrow{u} & \tilde{P}' \\
\end{array}
\]

The pullback property of \( W' \) gives the dotted arrow \( \pi \), and the top square commutes. This implies that \( \pi: \alpha \rightarrow \alpha' \) is a morphism in \( \text{Fib}_T(d_1) \) and \( r_2(\pi) = u \).

- It only remains to prove that \( r_2 \) is faithful. Let \( v \) and \( v' \) be morphisms in \( \text{Fib}_T(d_1) \) such that \( r_2(v) = r_2(v') \). The objects \( v \) and \( v' \) can be illustrated by the following diagram

\[
\begin{array}{cccc}
W & \xrightarrow{v'} & W' & \\
\downarrow & & \downarrow \\
\tilde{W} & \xrightarrow{\alpha} & \tilde{T} & \xrightarrow{\alpha'} \\
\end{array}
\]

(3)

Applying \( r_2 \) to (3), we have the following commutative diagram

\[
\begin{array}{cccccc}
W & \xrightarrow{\alpha} & T & \xrightarrow{\text{id}} & T \\
\downarrow & & \downarrow & & \\
\tilde{W} & \xrightarrow{v} & \tilde{T} & \xrightarrow{\alpha'} & \tilde{T} \\
\downarrow & & \downarrow & & \\
\tilde{W}' & \xrightarrow{\alpha'} & \tilde{T} & \xrightarrow{f} & \tilde{T} \\
\downarrow & & \downarrow & & & \downarrow \\
P & \xrightarrow{r_2(v)} & P & \xrightarrow{r_2(v)} & \tilde{P}' \\
\end{array}
\]

By the pullback property of \( W' \), there exists a unique map from \( W \) to \( W' \) such that the above diagram commutes. This forces \( v = v' \). Hence, \( r_2 \) is faithful.

\[ \square \]

**Remark 5.9.** The culf map \( \tau: \mathbf{A} \rightarrow \mathbf{K} \) induces a homomorphism from the Fauvet–Foissy–Manchon bialgebra of admissible maps \( \Delta_\mathbf{A} \) to the incidence bialgebra of contractions \( \Delta_\mathbf{K} \).

**5.10. Admissible maps and the Waldhausen construction**
Bergner, Osorno, Ozornova, Rovelli, and Scheimbauer [8] showed an equivalence between
decomposition objects and augmented stable double Segal objects, which is given by an $S\bullet$
construction. In this section, we will construct a stable augmented double category using
admissible maps and contractions between preorders.

A **double category** is a category internal to categories. More informally, it consists of the
following data, subject to some axioms: a set of objects; two different classes of morphisms
(horizontal and vertical); and squares, which are connected by various source, target, identity,
and composition maps.

**Example 5.11.** Let $\text{AdCon}$ denote the double category of finite preorders, admissible maps
as horizontal morphisms, and contractions as vertical morphisms. The squares are pushout
diagrams of admissible maps along contractions of preorders.

An **augmentation** of a double category $\mathcal{C}$ consists of a set of objects $\underline{C}$ satisfying the
condition that for every object $d$ of $\underline{C}$, there are a unique horizontal morphism $c \mapsto d$ and
a unique vertical morphism $d \mapsto c'$ such that $c$ and $c'$ are in $\underline{C}$ [8]. We need some results to
show an augmentation in $\text{AdCon}$.

**Lemma 5.12.** The category of finite preorders and admissible maps has chosen initial objects
given by the groupoid finite preorders.

*Proof.* Given a finite preorder $T$, we have a canonical groupoid finite preorder $T^{\text{inv}}$ and a
canonical admissible map $T^{\text{inv}} \to T$. □

**Lemma 5.13.** The category of finite preorders and contractions of preorders has chosen
terminal objects given by the groupoid finite preorders.

*Proof.* Given a finite preorder $T$, we have a groupoid finite preorder $T/T$ and a canonical
identity-on-objects monotone map $T \to T/T$, which is a contraction since we invert all the
morphism in $T$. Indeed, the lift of covers is automatic. The connection of the fibres is given
by the fact that $T/T$ is the preorder of connected components of $T$. □

**Proposition 5.14.** The double category $\text{AdCon}$ has an augmentation given by the set of
groupoid finite preorders

*Proof.* For each preorder $T$, we have a canonical admissible map $T^{\text{inv}} \Rightarrow T$ (5.12) and a
canonical contraction $T \to T/T$ (5.13). It is easy to see that $T^{\text{inv}}$ and $T/T$ are groupoid
preorders, and hence the set of groupoid finite preorders is an augmentation of $\text{AdCon}$, □

A double category is **stable** if every square is uniquely determined by its span of source
morphisms and, independently, by its cospan of target morphisms [8].

**Proposition 5.15.** The double category $\text{AdCon}$ is stable.

*Proof.* By definition of $\text{AdCon}$ the squares are pushout diagrams as follows:

$$
\begin{array}{c}
\begin{array}{c}
\circlearrowright \\
\downarrow \quad \quad \quad \quad \downarrow \\
\circlearrowright 
\end{array} \\
\begin{array}{c}
\circlearrowright \\
\downarrow \\
\circlearrowright 
\end{array}
\end{array}
$$

where the horizontal morphisms are admissible maps and the vertical are contractions of
preorders. Since the top horizontal arrow is admissible, the square is also a pullback as a
consequence of Lemma 4.5. This means that all the squares in $\text{AdCon}$ are bipullbacks, and
therefore $\text{AdCon}$ is stable.
In an augmented stable double category, there is a bijection between the set of horizontal morphisms and the set of vertical arrows \( \phi \). This implies that in \( \text{AdCon} \), we have a bijection between admissible maps and contractions of preorders. This bijection was also proved in Lemma 5.5.

Bergner, Osorno, Ozornova, Rovelli, and Scheimbauer [8] expressed the Waldhausen \( S_\bullet \)-construction in terms of a functor \( S_\bullet \) from the category of augmented double categories to the category of simplicial groupoids. If we only consider stable augmented double categories, they showed that the functor \( S_\bullet \) sends stable augmented double categories to decomposition spaces.

**Theorem 5.16.** [8, Theorem 4.8] The Waldhausen \( S_\bullet \)-construction restricts to the functor \( S_\bullet : \text{DCat}_{\text{aug}}^{\text{st}} \to \text{Dcmp} \), where \( \text{DCat}_{\text{aug}}^{\text{st}} \) denotes the category of augmented stable double categories.

The construction of \( S_\bullet \) and the proof of Theorem 5.16 require some preliminaries that are beyond the scope of this paper but which can be found in detail in [8]. So we will choose to give a detailed description of the example we are interested in, the decomposition space \( S_\bullet (\text{AdCon}) \). The objects of the groupoid \( (S_\bullet \text{AdCon})_0 \) are finite preorders and the morphisms monotone bijections. The objects of the groupoid \( (S_\bullet \text{AdCon})_n \) are diagrams of the form:

\[
V_{00} \to T_{01} \to T_{02} \to \cdots \to T_{0(n-1)} \to T_{0n} \\
V_{11} \to T_{12} \to \cdots \to T_{1(n-1)} \to T_{1n} \\
\vdots \\
V_{(n-1)(n-1)} \to T_{(n-1)n} \\
V_{nn}
\]

where each \( V_{ii} \) is a groupoid finite preorder and the squares are bipullbacks. The morphisms in \( (S_\bullet \text{AdCon})_n \) are families of monotone bijections between the finite preorders of the diagrams. The face maps \( d_i : (S_\bullet \text{AdCon})_n \to (S_\bullet \text{AdCon})_{n-1} \) acts by ‘erasing’ all the finite preorders that containing an index \( i \). The degeneracy maps \( s_i : (S_\bullet \text{AdCon})_n \to (S_\bullet \text{AdCon})_{n+1} \) ‘repeat’ the \( i \)th row and the \( i \)th column.

We have a canonical map from \( \pi_{\text{first row}} : S_\bullet (\text{AdCon}) \to A \), that forgets the extra information and only conserves the first row of the diagram (1) deleting the groupoid finite preorder \( V_{00} \) in the chain. In other words, its sends the diagram (1) to the chain

\[
T_{01} \to T_{02} \to \cdots \to T_{0(n-1)} \to T_{0n}.
\]

**Proposition 5.17.** The map \( \pi_{\text{first row}} : S_\bullet (\text{AdCon}) \to A \) is an equivalence of simplicial spaces.
Proof. The map $\pi_{\text{firstrow}}$ is essentially surjective on objects. Let us prove it for an 3-simplex, for a $n$-simplex the proof is completely analogous. For a 3-simplex

$$T_0 \hookrightarrow T_1 \hookrightarrow T_2$$

in $A$, we construct the following diagram

$$
\begin{array}{c}
\begin{array}{c}
T_0 \hookrightarrow T_1 \hookrightarrow T_2 \\
\downarrow \quad \downarrow \quad \downarrow \\
T_0/T_0 \hookrightarrow T_1/T_0 \hookrightarrow T_2/T_0 \\
\downarrow \quad \downarrow \\
T_1/T_1 \hookrightarrow T_2/T_1
\end{array}
\end{array}
$$

where each square is a pushout, and since the top arrows are admissible it follows that the squares are bipullbacks by Lemma 4.5. Furthermore, adding to the top row the canonical admissible map $T_0^\text{inv} \twoheadrightarrow T_0$ and the end of the last column the contraction $T_2/T_1 \twoheadrightarrow (T_2/T_1)/(T_2/T_1)$, we obtain a 3-simplex in $S_\bullet(\text{AdCon})$. The map $\pi_{\text{firstrow}}$ is full and faithful since any morphism between $n$-simplexes in $S_\bullet(\text{AdCon})$ is unique determined by families of monotone bijections between the preorders of the top row of the $n$-simplexes in $S_\bullet(\text{AdCon})$.

Since $\pi_{\text{firstrow}}$ is full and faithful, and essentially surjective on objects, then it is an equivalence of decomposition spaces. \qed

Note that $S_\bullet(\text{AdCon})$ is a strict simplicial space while $A$ is a pseudo simplicial space. So the equivalence $\pi_{\text{firstrow}}: S_\bullet(\text{AdCon}) \rightarrow A$ allows us to see $S_\bullet(\text{AdCon})$ as the strictification of $A$ in the sense of Gambino [31, §6.4].

6 Connected directed hereditary species as decomposition spaces

In this section, we will show how to obtain a decomposition space from a connected directed hereditary species.

Let $H: \mathbb{K}_p \rightarrow \text{Grpd}$ be a directed hereditary species. The left fibration $\int H \rightarrow \mathbb{K}_p$ denotes the Grothendieck construction of $H$. The objects of $\int H$ are pairs $(P, x)$ where $P$ is a finite poset and $x \in H[P]$. The morphisms are pairs $(p, \alpha): (P, x) \rightarrow (Q, y)$ where $p: P \rightarrow Q$ is a partially defined contraction and $\alpha: H(p)(x) \rightarrow y$ is a morphism in $H[Q]$.

We are interested in the category, with chosen local terminal objects, of connected finite non-empty posets and contractions $\mathbb{K}$, not all partially defined contractions. For that, we consider $H$ as the pullback

$$
\begin{array}{c}
\begin{array}{c}
\mathbb{H} \\
\downarrow \\
\mathbb{K}
\end{array}
\end{array} \quad \int H \\
\downarrow \\
\mathbb{K}_p.
$$

Furthermore, we define $H := S^H \mathbb{H}$. Thus, an object in $H_n$ is a family of $(n - 1)$-chains of contractions

$$P_0 \xrightarrow{f_0} P_1 \longrightarrow \cdots \longrightarrow P_{n-2} \xrightarrow{f_{n-2}} P_{n-1}$$
with a $H$-structure on $P_0$ and $H_0$ is the groupoid of families of $H$-structure over the poset with one element. We define the bottom face map as follows: we remove the first element of the chain, $P_0$, and take the $H$-structure $H(f_0)$ on $P_1$. To define the top face map, we use (contravariant) functoriality on convex map: for each element $a \in P_{n-1}$, we can form the fibres over $a$. We end up with a family
\[
\{(P_0)_a \rightarrow (P_1)_a \rightarrow (P_2)_a \rightarrow \cdots \rightarrow (P_{n-3})_a \rightarrow (P_{n-2})_a\}_{a \in P_{n-1}},
\]
and we restrict the $H$-structure on $P_0$ to the corresponding $H$-structure on the fibre $(P_0)_a$, in the same way as for $K$.

**Proposition 6.1.** The groupoids $H_n$ form a simplicial groupoid $H$.

**Proof.** It is straightforward to see that all the simplicial identities involving inner face maps and degeneracy maps are satisfied since $H = S N^H \mathbb{H}$. Let us see the identity $d_+ d_+ \simeq d_+ d_+$: consider an element
\[
P_0 \xrightarrow{f_0} P_1 \xrightarrow{\cdots} P_{n-2} \xrightarrow{f_{n-2}} P_{n-1}
\]
of $H_n$. Clearly the identity is satisfied at the level of posets, since it is satisfied in $K$. Hence we only need to see that the final $H$-structures coincide, but this is just a consequence of the functoriality of $H$ applied to the square
\[
P_0 \xrightarrow{(P_0)_p} (P_0)_p
\]
for every $p \in P_{n-1}$. Similarly, the identities $d_- d_- \simeq d_- d_-$ and $d_1 d_1 \simeq d_1 d_{1+1}$ come from functoriality of $H$ in composition of convex maps and composition of contractions, respectively.

Since the map $\mathbb{H} \to \mathbb{K}$ is a left fibration and $S$ preserves pullbacks, we have a canonical cullf map $H \to K$.

**Proposition 6.2.** The simplicial groupoid $H$ is a monoidal decomposition space.

**Proof.** Since there is a cullf map $H \to K$ and $K$ is a decomposition space, so is $H$ by Lemma 1.12. The monoidal structure is again given by the disjoint union.

**Proposition 6.3.** The decomposition space $H$ is complete, locally finite, locally discrete and of locally finite length.

**Proof.** Note that $H_1$ is the groupoid of finite families of non-empty $H$-structures. The automorphisms of an object in $H_1$ are given by permutations of the family and by the automorphisms of the underlying finite posets. Therefore each object can only have finitely many automorphisms. The rest follows from Propositions 1.13, 3.9, and 3.10.

Since $H$ is locally finite by Lemma 6.3, the homotopy sum resulting from $H$ is just an ordinary sum, as in 2.10. Therefore, we have the following result:
Proposition 6.4. The homotopy cardinality of the incidence bialgebra of $H$ is isomorphic to the incidence bialgebra of $H$.

6.5. Running example, part II: Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees

In 2.11, we constructed the connected directed hereditary species $H_{CEM}$ of trees and contractions. Let $H_{CEM}$ denote the decomposition space associated with $H_{CEM}$. Thus, $(H_{CEM})_n$ is the groupoid whose objects are families of $(n-1)$-chains of contractions between trees and whose morphisms are monotone bijections. The face and degeneracy maps of $H_{CEM}$ are defined as in $K$. The incidence coalgebra of $H_{CEM}$ is described in Remark 2.18.

Example 6.6 (Faa di Bruno comodule bialgebra of linear trees, part II). Let $H_{FB}$ denote the decomposition space induced by the directed hereditary species of linear trees $H_{FB}$ (2.19). The description of $H_{FB}$ is similar to the description of $H_{CEM}$ but we consider linear trees instead of arbitrary trees.

6.7. Comodule structure

The theory of comodules in the context of decomposition spaces (2-Segal spaces) has been developed by Walde [54], and independently by Young [56], both in the context of Hall algebras. Carlier [11] gave a conceptual way to reformulate their definitions using linear functors. Given a map between two simplicial groupoids $F: C \to X$, the span

$$C_0 \xleftarrow{d_\tau} C_1 \xrightarrow{(F_1,d_\lambda)} X_1 \times C_0$$

defines a linear functor

$$\gamma: \text{Grpd}_{/C_0} \to \text{Grpd}_{/X_1} \otimes \text{Grpd}_{/C_0}.$$

Proposition 6.8. [11, Proposition 2.1.1] Let $F: C \to X$ be a map between simplicial groupoids. Suppose moreover that $C$ is Segal, $X$ is a decomposition space, and the map $F: C \to X$ is culf, then the span

$$C_0 \xleftarrow{d_\tau} C_1 \xrightarrow{(F_1,d_\lambda)} X_1 \times C_0$$

induces on the slice category $\text{Grpd}_{/C_0}$ the structure of a left $\text{Grpd}_{/X_1}$-comodule.

Given a connected directed hereditary species $H$, the upper decalage of $H$ induces a left comodule over $\text{Grpd}_{/H_1}$.

Lemma 6.9. The slice category $\text{Grpd}_{/H_1}$ is a left comodule over $\text{Grpd}_{/H_1}$.

Proof. Note that $\text{Dec}_\tau H$ is a Segal space since $H$ is a decomposition space. Furthermore, the decalage map $d_\tau: \text{Dec}_\tau H \to H$ is culf. Since $\text{Dec}_\tau H$ is Segal and $d_\tau$ is culf, it follows that

$$H_1 \xleftarrow{d_1} H_2 \xrightarrow{(d_\tau,d_0)} H_1 \times H_1$$

induces a left comodule structure of $\text{Grpd}_{/H_1}$ over $\text{Grpd}_{/H_1}$ by Lemma 6.8.

\[\square\]
7 The incidence comodule bialgebra of a connected directed hereditary species

Let $\mathbb{I}$ be the category of finite sets and injections. A restriction species $[49]$ is a functor $R: \mathbb{I}^{op} \to \text{Set}$. Every hereditary species is, in particular, a restriction species by precomposition with the inclusion $\mathbb{I}^{op} \to S_p$. Therefore we have two bialgebra structures associated to a hereditary species $H$: the incidence bialgebra $B$ of $H$ and the incidence bialgebra $A$ of the restriction species $R$ associated to $H$. Carlier $[11]$ showed that $A$ is a left comodule bialgebra over $B$. The main result of this section is to apply the Carlier ideas to the directed case.

7.1. Directed restrictions species

Let $\mathbb{C}$ denote the category of connected finite posets and convex maps. A directed restriction species in the sense of Gálvez–Kock–Tonks $[34]$ is a functor $R: \mathbb{C}^{op} \to \text{Grpd}$. As usual, the idea is that the value of a poset $S$ is the groupoid of all possible $R$-structures that have $S$ as the underlying poset.

The notion of directed restriction species needs to be modified to fit our theory of directed hereditary species since we only work with finite connected posets. Let $\mathbb{C}^\circ$ denote the category of connected finite posets and convex maps and $\mathbb{C}' := S\mathbb{C}^\circ$. A directed restriction species is a functor $R: (\mathbb{C}')^{op} \to \text{Grpd}$.

Every hereditary species $H$ is, in particular, a directed restriction species. Indeed, let $R^\circ$ denote the precomposition of $H$ with the inclusion $(\mathbb{C}')^{op} \to Kp$ which is identity on objects and sends a convex map $i: P' \to P$ to the span $P \xleftarrow{i_0} P' \xrightarrow{i_1} P'$. The directed restriction species $R$ is the monoidal extension of $R^\circ$. In other words, $R$ is the unique functor that makes the following diagram commute:

$$
\begin{array}{ccc}
(\mathbb{C}')^{op} & \xrightarrow{R^\circ} & Kp \\
\downarrow & & \downarrow R \\
(\mathbb{C}')^{op}. & & \\
\end{array}
$$

Every directed restriction species $R$ induces a decomposition space $R$ where an $n$-simplex is a family of $n$-layered posets with an $R$-structure on the underlying posets. In other words, the objects of $R_2$ are families of maps of posets $P \to 2$ with a $R$-structure on $P$, and $R_n$ is the groupoid of families of $R$-structures $P \to n$. The construction of $R$ follows from the theory developed by Gálvez, Kock, and Tonks in $[34, \S 7]$ considering only finite connected posets.

The comultiplication $\Delta_R : \text{Grpd}_{/R_1} \to \text{Grpd}_{/R_1} \otimes \text{Grpd}_{/R_1}$ is given by the span

$$
R_1 \xleftarrow{d_1} R_2 \xrightarrow{(d_2,d_0)} R_1 \times R_1
$$

where $d_1$ joins the two layers of the 2-simplex and $d_\top$ and $d_\bot$ return the first and second layers respectively.

Example 7.2. The Butcher–Connes–Kreimer Hopf algebra $[17, 20]$ comes from the directed restriction species of trees $R_{BCK}$: a forest has an underlying poset, whose convex subposets
inherit a tree structure (see Lemma 2.15). The comultiplication $\Delta_{R_{BC}}$ is defined by summing over certain admissible cuts $c$:

$$\Delta_{R_{BC}}(T) = \sum_{c \in \text{admi.cuts}(T)} P_c \otimes R_c.$$ 

Note that $R_{BC}$ is the ordinary directed restriction species associated with the connected directed hereditary species $H_{CEM}$.

**Remark 7.3.** Recall that for a connected directed hereditary species $H$, we have that $R_1 = H_1$, so that by Lemma 6.9, the slice category $\text{Grpd}_{/R_1}$ is a left $\text{Grpd}_{/H_1}$-comodule. The left $\text{Grpd}_{/H_1}$-coaction is the linear functor $\gamma_{R_1} : \text{Grpd}_{/R_1} \to \text{Grpd}_{/H_1} \otimes \text{Grpd}_{/R_1}$ given by the span

$$R_1 \leftarrow d_1 \begin{array}{c} \text{H}_2 \end{array} \to \begin{array}{c} d_1 \end{array} \begin{array}{c} \text{H}_1 \times R_1. \end{array}$$

The decomposition space $R$ has a monoidal structure given by disjoint union. Recall $R_n$ is the groupoid of families of finite connected posets with $n - 1$ compatible cuts. The disjoint union of two such structures is given by taking the disjoint union of the underlying posets, with the cuts concatenated. This defines a simplicial map $+_R : R \times R \to R$. So $R$ is a monoidal decomposition space if the map $+_R$ is cuf [35, §9].

**Proposition 7.4.** The map $+_R : R \times R \to R$ is cuf.

**Proof.** The proof is analogous to that Proposition 3.11, but using cuts instead of contractions.$\square$

Since $R$ is a monoidal decomposition space, it follows that the resulting incidence coalgebra is also a bialgebra [35, §9].

### 7.5. Comodule bialgebra

For a background on comodule bialgebras, see for example [1, §3.2], [11, §5], and [46]. We follow the terminology of Carlier [11, §5]. Let $B$ be a bialgebra. We can associate $B$ with a canonical braided monoidal category of left $B$-comodules. The categorical structure comes from the coalgebra structure of $B$, and the (braided) monoidal structure arises from the algebra structure of $B$. A comodule bialgebra over $B$ is a bialgebra object in the (braided) monoidal category of left $B$-comodules, where a bialgebra object in the braided monoidal category of left $B$-comodules is a $B$-comodule $M$ together with structure maps

$$\Delta_M : M \to M \otimes M \quad \epsilon_M : M \to \mathbb{Q}$$

$$\mu_M : M \otimes M \to M \quad \eta_M : \mathbb{Q} \to M$$

which are all required to be $B$-comodules maps and to satisfy the bialgebra axioms. We will deal, in particular, with the requirement that $\Delta_M$ and $\epsilon_M$ are compatible with the coaction $\gamma : M \to B \otimes M$. In Proposition 7.8, the two other axioms will be automatically satisfied, because as comodule, $M$ coincides with $B$ itself and the algebra structure of $M$ coincides with that of $B$.

Recall that every connected directed hereditary species is also a directed restriction species. Let $H$ be a connected directed hereditary species. We denote by $R$ the induced directed restriction species and, as usual, $H$ and $R$ correspond to decomposition spaces. Also, the incidence coalgebra of $R$ is denoted $A$, and the incidence bialgebra of $H$ is denoted $B$. 
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Lemma 7.6. The comultiplication structure of $A$ is a $B$-comodule map.

Proof. We need to show that the following diagram commutes, and the squares (1) and (2) are pullbacks:

Here the map $\omega$ is given by first swapping the two middle tensor factors and then using the multiplication of $R$. The objects of the groupoid $Z$ are families of pairs of 2-chains of maps $P \rightarrow Q \rightarrow 2$, such that the first one is a contraction and the other is a cut, and with a $H$-structure on $P$. The map $\overline{d}_0$ forgets the contraction, the map $\overline{d}_1$ composes the contraction and the cut, the map $\overline{d}_2$ forgets the cut, the map $\overline{d}_3$ gives the pair of contractions $(P_1 \rightarrow Q_1, P_2 \rightarrow Q_2)$, and the map $g$ sends the 2-chain to the family $\{P_q\}_{q \in Q}$ of the fibres of the contraction $P \rightarrow Q$.

By Lemma 1.1, the square (1) is a pullback if for any pair of contractions $(f_1: P_1 \rightarrow Q_1, f_2: P_2 \rightarrow Q_2) \in H_2 \times H_2$ and cut $P \rightarrow 2 \in R_2$ such that

there exists a finite connected poset $Q$, a contraction $f: P \rightarrow Q$, and a cut $Q \rightarrow 2$ such that the diagram

commutes for $i = 1, 2$. But this is easy to show if we put $Q := \sum_{i \in 2} Q_i$, and $f := \sum_{i \in 2} f_i$, and consider the partial order $<_Q$ on $Q$ given by taking transitive closure in the following relation: for $q, q' \in Q$, we declare that $q <_Q q'$ if $q, q' \in Q_i$ and $q <_Q q'$ or there exists $p <_P p'$ in $P$ such that $f(p) = q$ and $f(p') = q'$.

We will prove that (2) is a pullback. By the prism Lemma, (2) is a pullback if the outer diagram

and the square (3) are pullbacks. The square (3) is obtained after projecting away $H_1$ so it is straightforward to see that it is a pullback. By Lemma 1.1, the outer diagram is a pullback.
Lemma 7.7. The counit structure of $A$ is a $B$-comodule map.

Proof. We must show that the following diagram commutes and the squares (4) and (5) are pullbacks:

$$
\begin{array}{cccc}
\text{R}_1 & \text{R}_0 & 1 \\
\downarrow d_1 & \uparrow & \uparrow \\
\text{H}_2 & \text{R}_0 & 1 \\
\downarrow (d_\tau, d_0) & \downarrow & \downarrow \\
\text{H}_1 \times \text{R}_1 & \text{H}_1 \times \text{R}_0 & \text{H}_1.
\end{array}
$$

The pullback of $\text{id} \otimes s_0$ along $(d_\tau, d_0)$ is the groupoid of families of contractions $P \to Q$ with a $H$-structure on $P$, such that the induced $H$-structure on $Q$ is an empty $H$-structure. This forces that both $P$ and $Q$ are empty, and therefore it is any $H$-structure on the empty poset, which is $\text{R}_0$. This means that (5) is a pullback.

Proposition 7.8. $A$ is naturally a left $B$-comodule bialgebra.

Proof. Combining Lemmas 7.6 and 7.7, it follows that $A$ is naturally a left $B$-comodule coalgebra. The bialgebraic part follows from the monoidal property of $H$ and $R$, and that the multiplication of both is the same for how $R$ was constructed.

Remark 7.9. The arguments used in the proof that $A$ is naturally a left $B$-comodule coalgebra in Proposition 7.8 are similar to those given in the proof of Proposition 5.3 in [11] considering contractions instead of monotone surjections and families of finite connected posets instead of sets. We prefer to add the proof to make the paper as self-contained as possible, but in any case, the ideas come from Carlier [11].

7.10. Running example, part III: Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees

The connected directed hereditary species $H_{\text{CEM}}$ of trees, described in §2.11, induces a comodule bialgebra. The comultiplication $\Delta_{H_{\text{CEM}}}$ is explained in Remark 2.18. The second comultiplication is given by the directed restriction species of trees $R_{\text{BCK}}$ (§7.1). By Proposition 7.8, this is a comodule bialgebra usually known as the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees [10].

On the other hand, Kock [40, §5.4] showed another presentation of the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees related to the reduced Baez–Dolan construction of the terminal operad. In the operadic setting, operadic trees have an input edge (the leaf edge) and an output edge (the root edge), and there is a tree without nodes (where leaf=root). To relate operadic trees and combinatorial trees, we have to forget all decorations and shave off leaf edges and root edge. This construction is known as the core of an operadic tree.

Since the trees involved in the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra are combinatorial trees, it is not possible to realise this bialgebra as the incidence bialgebra of an operad, but this can be solved using the core construction. Kock [40, Proposition
5.4.7] proved that taking core of the incidence comodule bialgebra of the reduced Baez–Dolan construction of the terminal operad, we obtain the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees. Note that our approach to this comodule bialgebra is more straightforward since it follows from the connected directed hereditary species $H_{CEM}$ of trees.

Example 7.11 (Faà di Bruno comodule bialgebra of linear trees, part III). The connected directed hereditary species $H_{FB}$ of linear trees, described in Example 2.19, induces a comodule bialgebra: the comultiplication $\Delta_{H_{FB}}$ is explained in Example 2.19. The second comultiplication is given by the directed restriction species of linear trees $R_{FB}$, which is similar to $R_{BCK}$ but we consider linear trees instead of arbitrary trees. By Proposition 7.8, this is a comodule bialgebra.

In fact, it is the Faà di Bruno comodule bialgebra of linear trees. The form in which it arises here is very similar to that shown in [40, Section 5.2] from the reduced Baez–Dolan construction on the identity monad. The difference between these two presentations of the Faà di Bruno comodule bialgebra is analogous to the difference between the Calaque–Ebrahimi-Fard–Manchon bialgebra via the reduced Baez–Dolan construction [40] and the construction from the directed hereditary species $H_{CEM}$.

8 Connected directed hereditary species and operadic categories

The goal of this section is to construct a functor from the category of connected directed hereditary species to the category of operadic categories.

Operadic categories were introduced by Batanin and Markl [6] and used to prove the duoidal Deligne conjecture. An operadic category is a kind of combinatorial structure whose ‘algebras’ are operads of various kinds depending on the operadic category. For example, $\Delta$ is an operadic category and its operads are nonsymmetric operads.

An operadic category $C$ has chosen local terminal objects (that is, in each connected component there is a chosen terminal object), a cardinality functor $|−| : C \to \text{FinSet}$ to the standard skeleton of the category of finite sets, and a notion of fibre: this is an assignment that for each morphism $F : Y \to X$ in the operadic category, and each $i \in |X|$ gives a new object denoted $f^{-1}(i)$, but this is abstract and does not have to be a fibre in the usual sense of the word. For example, it is not necessarily a subobject of $Y$. These data are subject to many axioms, which can be formulated in various ways [6], [43], [32]. The Carlier proof [11] that hereditary species induce operadic categories consisted in checking the whole list of axioms.

Garner, Kock, and Weber [32] observed that the chosen-local-terminals structure amounts precisely to be a coalgebra for the upper decalage comonad, and went on to give a characterisation of operadic categories in terms of a certain modified decalage comonad.

Recently Batanin, Kock, and Weber [4] have found a more conceptual characterisation, where all the axioms end up formulated as simplicial identities. Their discovery is that just as the chosen-local-terminals structure amounts to an extra top degeneracy map, the fibre structures amount to an extra top face map, except that this extra top face map lives in the Kleisli category for the free-symmetric-monoidal-category monad. To understand this point of view, we will introduce a few concepts.

8.1. The $lt$-nerve
Recall that $\textbf{Cat}_{lt}$ is the category of categories with chosen local terminals. Given a opfibration $p: \mathcal{E} \to \mathcal{B}$ and an object $x \in \mathcal{E}$, we will denote by $f_t(x)$ the opcartesian lift for a map $f: p(x) \to y$ in $\mathcal{B}$.

**Lemma 8.2.** Let $\mathcal{B}$ be a category with chosen local terminal objects and let $p: \mathcal{E} \to \mathcal{B}$ be a discrete opfibration. Consider the pullback diagram

\[
\begin{array}{ccc}
\text{Fib}_{\mathcal{B}_{lt}}(p) & \longrightarrow & \mathcal{E} \\
\downarrow & & \downarrow p \\
\mathcal{B}_{lt} & \longrightarrow & \mathcal{B}.
\end{array}
\]

The objects in Fib$_{\mathcal{B}_{lt}}(p)$ equip $\mathcal{E}$ with chosen local terminal objects.

**Proof.** Let $x$ be an object in $\mathcal{E}$. Since $\mathcal{B}$ has chosen local terminal objects, we have a unique map $t_{p(x)}: p(x) \to c_{p(x)}$ in $\mathcal{E}$, where $c_{p(x)}$ is a chosen local terminal object. Furthermore, we have a unique lift $(t_{p(x)})!:(x) : x \to c_x$ for the map $t_{p(x)}$ in $\mathcal{E}$ since $p$ is a discrete opfibration. Note that $c_x \in \text{Fib}_{\mathcal{B}_{lt}}(p)$. To prove that $c_x$ is a chosen local terminal object in $\mathcal{E}$ it is enough to prove that any map $f: x \to y$ in $\mathcal{E}$ forces that $c_x = c_y$. Indeed, the objects $c_{p(x)}$ and $c_{p(y)}$ are connected by the zig-zag illustrated in the following diagram

\[
\begin{array}{ccc}
p(x) & \stackrel{p(f)}{\longrightarrow} & p(y) \\
\downarrow t_{p(x)} & & \downarrow t_{p(y)} \\
c_{p(x)} & \longrightarrow & c_{p(y)}.
\end{array}
\]

Since $c_{p(x)}$ and $c_{p(y)}$ are in the same connected component in $\mathcal{B}$, the chosen local terminal object property forces that $c_{p(x)} = c_{p(y)}$. This implies that the maps $(t_{p(y)})!(y) \circ f : x \to c_y$ and $(t_{p(x)})!(x): x \to c_x$ are two lifts for the map $t_{p(x)}$. But the discrete opfibration property of $p$ forces that $(t_{p(y)})!(y) \circ f = (t_{p(x)})!(x)$, and hence $c_x = c_y$. \qed

We now work with posets whose underlying sets are ordinals and strict pullbacks. These assumptions are necessary to follow the work of Batanin and Markl [6, §1] on operadic categories.

Moreover, we work only with $\textbf{Set}$-valued species, as in the Schmitt theory of hereditary species. This is necessary to ensure that given a connected directed hereditary species $H: \mathbb{K}_p \to \textbf{Set}$, its Grothendieck construction $\int H \to \mathbb{K}_p$ is a discrete opfibration.

For a connected directed hereditary species, the category $\mathbb{H}$ is the pullback of the Grothendieck construction $\int H \to \mathbb{K}_p$ along the inclusion $\mathbb{K} \to \mathbb{K}_p$.

**Lemma 8.3.** Let $H: \mathbb{K}_p \to \textbf{Set}$ be a connected directed hereditary species. Then $\mathbb{H}$ is a category with chosen local terminal objects.

**Proof.** Since $H$ is a presheaf with values in $\textbf{Set}$, we have that $\int H \to \mathbb{K}_p$ is a discrete opfibration. This implies by the construction of $\mathbb{H}$ and the stability of discrete opfibrations under pullback that $\mathbb{H} \to \mathbb{K}$ is a discrete opfibration. Combining this with the fact that $\mathbb{K}$ has a terminal object (the poset with one element), it follows that the set $H[1]$ of $H$-structures of the poset with one element is a set of chosen local terminal objects in $\mathbb{H}$ as a consequence of Lemma 8.2. \qed

Let $\textbf{tsGrpd}$ denote the category of $\textbf{Grpd}$-valued $\Delta^1$-presheaves.
**Definition 8.4.** For \(\mathcal{C}\) a category with chosen local terminals, its lt-nerve \(N^l(\mathcal{C})\) is the \(\Delta^t\)-presheaf

\[
N^l(\mathcal{C}) : (\Delta^t)^{op} \to \text{Cat}_{\text{lt}}^{\text{op}} \to \text{Set}
\]

Let us describe the lt-nerve \(N^l(\mathcal{C})\): for \(n \geq 0\), the set \(N^l(\mathcal{C})_n\) is the same as the set \(N(\mathcal{C})_n\). The set \(N^l(\mathcal{C})_{-1}\) is the set of chosen local terminal objects in \(\mathcal{C}\). The face and degeneracy maps act as the usual nerve construction except in \(d_{-1} : N^l(\mathcal{C})_0 \to N^l(\mathcal{C})_{-1}\) that sends each object in \(\mathcal{C}\) to its corresponding chosen local terminal object. The degeneracy map \(s_0 : N^l(\mathcal{C})_{-1} \to N^l(\mathcal{C})_0\) is the inclusion.

**Example 8.5.** Given \(H : \mathbb{K}_p \to \text{Set}\) a connected directed hereditary species, we have that \(H\) is a category with chosen local terminal objects by Lemma 8.3. The lt-nerve of \(H\) is described as follows: \((N^l H)_{-1}\) is the set \(H[1]\) of \(H\)-structures over the poset with one element. \((N^l H)_0\) is the set of finite posets with a \(H\)-structure. \((N^l H)_1\) is the set of contractions with a \(H\)-structure on the first poset. For \(n \geq 2\), the elements of the set \((N^l H)_n\) are \((n-1)\)-chains of contractions with a \(H\)-structure on the first poset in the chain.

### 8.6. Half decalage

Let \(\text{sGrpd}^{\text{tps}}\) denote the subcategory of pseudosimplicial groupoids that the unique pseudo-simplicial identities involve the top face maps. Given a pseudo simplicial space \(X\) in \(\text{sGrpd}^{\text{tps}}\), the half upper dec \(\text{HDec}^\top X\) is a \(\Delta^t\)-presheaf obtained by deleting the top face maps and shifting everything one position down (for \(n \geq -1\), we have that \((\text{HDec}^\top X)_n = X_{n+1}\)). Note that \(\text{HDec}^\top\) throws away the top face maps but keeps the top degeneracy maps to get a \(\Delta^t\)-presheaf (with values in groupoids). This gives a functor \(\text{HDec}^\top : \text{sGrpd}^{\text{tps}} \to \text{tsGrpd}\).

A \(\Delta^t\)-presheaf \(A\) is a \(\Delta^t\)-Segal space if the simplicial groupoid obtained after eliminating \(A_{[-1]}\) is Segal. Since we are working in this section with \(\text{Set}\)-valued species, we have to modify the definition of \(H\) to \(H = SN^l H\).

**Lemma 8.7.** Let \(H : \mathbb{K}_p \to \text{Set}\) be a connected directed hereditary species. Then \(\text{HDec}^\top H\) is a \(\Delta^t\)-Segal space.

**Proof.** Since \(H\) is a category, its nerve \(N H\) is a Segal space 1.8, and therefore \(SN H\) is a Segal space, as \(S\) preserves pullbacks and hence Segal objects. This means that \(SN^l H\) is a \(\Delta^t\)-Segal space. \(\square\)

### 8.8. The category of connected directed hereditary species and OpCat

For Batanin, Kock, and Weber [4] an operadic category is a pseudosimplicial groupoid \(X\) whose half upper dec \(\text{HDec}^\top X\) is equal to the symmetrical monoidal functor of the lt-nerve of some category with chosen local terminal objects. In short: it is a pair \((\mathcal{C}, X)\) such that \(SN^l \mathcal{C} = \text{HDec}^\top X\), where \(X \in \text{sGrpd}^{\text{tps}}\) and \(\mathcal{C} \in \text{Cat}_{\text{lt}}\). To be more precise, they prove that the diagram

\[
\begin{array}{ccc}
\text{OpCat} & \longrightarrow & \text{sGrpd}^{\text{tps}} \\
\downarrow & & \downarrow \text{HDec}^\top \\
\text{Cat}_{\text{lt}} & \xrightarrow{J} & \text{tsGrpd} \\
\end{array}
\]

is a strict pullback of categories.
Let $\text{ConDirHerSp}$ denote the category of connected directed hereditary species. For each connected directed hereditary species $H$, we have a pseudosimplicial groupoid $\mathcal{H}$. For a map $f : H' \to H$ between connected directed hereditary species, the Grothendieck construction of $f$ gives a map $\int f : \mathcal{H}' \to \mathcal{H}$. This map induces a map from $\mathcal{H}'$ to $\mathcal{H}$ that we denote as $\int^K f : \mathcal{H}' \to \mathcal{H}$. Since $f$ is simplicial map for each $P \in \mathbb{K}$, we have a functor from $f_P : H'[P] \to H[P]$. So the map $\int^K f$ sends an $n$-simplex in $\mathcal{H}'$ which is a $n$-chain of contractions

$$P_0 \longrightarrow P_1 \longrightarrow \ldots \longrightarrow P_{n-2} \longrightarrow P_{n-1}$$

with an $H'$-structure $X$ in $P_0$ to the same $n$-chain but with the $H$-structure $f_{P_0}(X)$ in $P_0$ which is a $n$-simplex in $\mathcal{H}$.

We define the functor $\int^K : \text{ConDirHerSp} \to \text{sGrpd}^{\text{tps}}$ as follows: $\int^K(H) = \mathcal{H}$, for each object $H \in \text{ConDirHerSp}$ and for a morphism $f : H' \to H$, the functor sends it to $\int^K f$. Furthermore, $\text{HDec}_{\tau} \circ \int^K(H)$ is a $\Delta^1$-Segal space by Lemma 8.7.

On the other hand, Lemma 8.3 established that $\mathbb{H}$ is a category with chosen local terminal objects given by the set $H[1]$ of $H$-structures of the poset with one element. This gives a functor $\int^* : \text{ConDirHerSp} \to \text{Cat}_{\text{lt}}$ that sends $H$ to the category $\mathbb{H}$.

**Lemma 8.9.** The diagram

$$\begin{array}{ccc}
\text{ConDirHerSp} & \xrightarrow{\int^K} & \text{sGrpd}^{\text{tps}} \\
\downarrow f^* & & \downarrow \text{HDec}_{\tau} \\
\text{Cat}_{\text{lt}} & \xrightarrow{\text{S}N^{\text{lt}}} & \text{tsGrpd}
\end{array}$$

strictly commutes.

**Proof.** Let $H$ be an object in $\text{ConDirHerSp}$. The commutativity of the diagram follows from the fact that $\int^*(H) = \mathbb{H}$ and $\int^K(H) = \mathcal{H} = \text{S}N^{\text{lt}}(\mathbb{H})$. \hfill $\square$

**Proposition 8.10.** There exists a canonical functor from the category of connected directed hereditary species $\text{ConDirHerSp}$ to the category of operadic categories $\text{OpCat}$.

**Proof.** Consider the diagram

$$\begin{array}{ccc}
\text{ConDirHerSp} & \xrightarrow{\int^K} & \text{OpCat} \\
\downarrow f^* & & \downarrow \text{HDec}_{\tau} \\
\text{Cat}_{\text{lt}} & \xrightarrow{\text{S}N^{\text{lt}}} & \text{tsGrpd}
\end{array}$$

Batanin, Kock, and Weber [4] proved that the square is a pullback. The outer diagram commutes by Lemma 8.9. The dotted arrow then exists by the pullback property of $\text{OpCat}$. The functor $\text{ConDirHerSp} \to \text{OpCat}$ sends a connected directed hereditary species $H$ to the pair $(\mathbb{H}, H)$. \hfill $\square$

Connected directed hereditary species constitute a new family of examples of operadic categories. In fact, the connected directed hereditary species associated to the Fauvet–Foissy–Manchon comodule bialgebra of finite topologies and admissible maps; and the connected directed hereditary species $H_{\text{CEM}}$ associated to the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees are now covered by the theory of operadic categories.
Directed hereditary species as monoidal decomposition spaces, comodule bialgebras and operadic categories

Schmitt hereditary species are not connected directed hereditary species, as the fibres along a surjection between discrete posets are not necessarily connected. To cover these examples, in this section, we introduce the notion of collapse, which allows for non-connected fibres. This leads to the notion of (not-necessarily-connected) directed hereditary species. Furthermore, each directed hereditary species induces a decomposition space (9.17), a comodule bialgebra (9.20), and a operadic category (9.22).

9.1. Partially reflecting maps

Definition 9.2. A map of posets \( f : P \rightarrow Q \) is partially reflecting if \( f(x) < f(y) \) in \( Q \) implies that \( x < y \) in \( P \). Partially reflecting monotone surjections are called collapse maps.

Lemma 9.3. In the category of posets, collapse maps are stable under pullback.

Proof. Let \( P, Q \) and \( V \) be posets. Let \( f : P \rightarrow V \) be a collapse. Let \( g : Q \rightarrow V \) be a monotone map and let

\[
\begin{array}{ccc}
P \times_V Q & \xrightarrow{\pi_Q} & Q \\
\pi_P & \downarrow & \downarrow g \\
P & \xrightarrow{f} & V
\end{array}
\]

be a pullback diagram. Since monotone surjections are stable under pullback, we have that \( \pi_Q \) is a monotone surjection. It remains to prove that \( \pi_Q \) is a partially reflecting map. Let \( (p, q) \) and \( (p', q') \) be objects in \( P \times_V Q \). This means

\[
f(p) = g(q) \quad \text{and} \quad f(p') = g(q').
\]

(1)

Assuming that \( \pi_Q(p, q) <_{Q} \pi_Q(p', q') \), we get that

\[
q <_{Q} q'.
\]

(2)

Since \( g \) is a monotone map, \( g(q) <_{V} g(q') \). This together with Eq. (1) implies that \( f(p) <_{V} f(p') \). So \( p <_{P} p' \) by the partially reflecting property of \( f \). This combining with (2) implies \( (p, q) < (p', q') \). Hence, \( \pi_Q \) is partially reflecting.

9.4. Directed Hereditary Species

We can also define the notion of directed hereditary species for the non-connected case by substituting the category \( \mathbb{K}_p \) of partially defined contractions by the category \( \mathbb{D}_p \) of partially defined collapse maps in Definition 2.9.

A partially defined collapse map \( P \rightarrow Q \) consists of a span \( P \xleftarrow{i} P' \xrightarrow{f} Q \) where \( i \) is a convex map and \( f \) is a collapse. Partially defined collapse maps are composed by pullback composition of spans in the category \( \mathbb{D} \).

Definition 9.5. A directed hereditary species is a functor \( H : \mathbb{D}_p \rightarrow \text{Grpd} \).
Example 9.6. Any Schmitt hereditary species is a directed hereditary species since any set can be regarded as a discrete poset, and any partial surjection of sets is then a partially defined collapse map of discrete posets.

9.7. Pseudosimplicial groupoid of collapse maps

In this subsection, the monoidal decomposition space $D$ of finite non-empty posets and collapse maps is defined in analogy with $K$. Let $D$ denote the category of finite posets and collapse maps. We define $D := SN^h(D)$ to be the symmetric monoidal category functor $S$ applied to the fat $h$-nerve of $D$. All the face maps (except the missing top ones) and degeneracy maps are $S$ applied to the face and degeneracy maps of $N^h(D)$. The top face map of a collapse map is the family of posets, obtained as the fibre over each element in the target poset.

**Proposition 9.8.** The groupoids $D_n$ and the degeneracy and face maps given above form a pseudosimplicial groupoid $D$.

*Proof.* The proof is analogous to that of Proposition 3.5. \qed

**Proposition 9.9.** We have an equality $\text{Dec}_\top D = SN D$.

*Proof.* The proof is analogous to that of Proposition 3.3 but using collapse maps instead of contractions. \qed

**Remark 9.10.** Since $S$ preserves pullbacks and $N D$ is a Segal space, Proposition 9.9 implies that $\text{Dec}_\top D$ is a Segal space. This is equivalent to saying that for each $n \geq 2$ the following diagram is a pullback for $0 < i < n$:

$$
\begin{array}{ccc}
D_{n+1} & \xrightarrow{d_{i+1}} & D_n \\
\downarrow{d_{i}} & & \downarrow{d_{i}} \\
D_n & \xrightarrow{d_{i}} & D_{n-1}.
\end{array}
$$

**Lemma 9.11.** Suppose we have a collapse $f: P \twoheadrightarrow Q$ and a family of collapse maps $\{h_q: P_q \twoheadrightarrow W_q\}_{q \in Q}$. Then there exists a unique poset $W$ and collapse maps $h$ and $g$ such that the diagram

$$
\begin{array}{ccc}
P & \xrightarrow{h} & W & \xrightarrow{g} & Q \\
\uparrow{h_q} & & \uparrow{g_q} & & \uparrow{f_q} \\
P_q & \xrightarrow{h_q} & W_q
\end{array}
$$

commutes. Here the vertical arrows are convex inclusions.

*Proof.* We will do the proof in two steps: in the first place, we will construct the underlying set of the poset $W$ and the functions $h: P \twoheadrightarrow W$ and $g: W \twoheadrightarrow Q$. After that, we will construct a partial order $<_W$ on $W$ forced by the requirement that $h$ and $g$ are collapse maps.
• Put $W := \sum_{q \in Q} W_q$ and $h := \sum_{q \in Q} h_q$. The map $g: W \to Q$ is defined as $g(w) = q$ for $w \in W_q$. Furthermore, the diagram

\[
\begin{array}{ccc}
P & \xrightarrow{f} & W & \xrightarrow{g} & Q \\
\uparrow & & \downarrow & & \downarrow \\
\uparrow & & \downarrow & & \downarrow \\
P_q & \xrightarrow{h_q} & W_q & \xrightarrow{g} & 1
\end{array}
\]

commutes at the level of sets by the way $h$ and $g$ were defined.

• The partial order $<_W$ on $W$ is defined as follows: for $w, w' \in W$, we declare that $w <_W w'$ if one of the following conditions is satisfied:

1. In case $w, w' \in W_q$ and $w <_W w'$;
2. In case $g(w) \neq g(w')$ and $g(w) <_Q g(w')$.

The condition (b) is required to make $g: W \to Q$ to be a collapse. Let $p$ and $p'$ be objects in $P_i$ such that $h(p) <_W h(p')$. Applying $g$, we have that $g(h(p)) <_Q g(h(p'))$. Since $f = g \circ h$, it follows that $f(p) <_Q f(p')$. By hypothesis, $f$ is partially reflecting. This implies that $p <_P p'$. Therefore, $h$ is a partially reflecting map. Furthermore, $h$ is a monotone surjection. Indeed, let $p$ and $p'$ be objects in $P$ such that $p <_P p'$. Applying $g \circ h$, we have that $g(h(p)) <_Q g(h(p'))$. Since $g$ is partially reflecting, it follows that $h(p) <_W h(p')$.

\[\square\]

**Remark 9.12.** Lemma 9.11 would not hold for general monotone surjections instead of collapse maps. Suppose we have monotone surjections illustrated in the following picture:

![Diagram](attachment://diagram.png)

If the inclusion map from $\{a, b\}$ to $\{a \to b\}$ plays the role of $f$ in Lemma 9.11, the collapse maps illustrated above are two solutions to the problem described in Lemma 9.11 and therefore the lemma would be false.

**Lemma 9.13.** For each $0 < i < n$, the map $d_i: D_n \to D_{n-1}$ is a fibration.

**Proof.** The proof is analogous to that of Proposition 3.7, but using the category $\mathbb{D}$ instead of $\mathbb{K}$.

\[\square\]

**Proposition 9.14.** The pseudosimplicial groupoid $D$ is a decomposition space.
Proof. The proof is analogous to that of Proposition 3.8, but applying Remark 9.9 instead of Remark 3.4 and Lemma 9.11 instead of Lemma 3.6.

Proposition 9.15. The decomposition space $D$ is complete.

Proof. The proof is analogous to that of Proposition 3.9, but using $D$ instead of $K$.

Proposition 9.16. The decomposition space $D$ is locally finite, locally discrete, and of locally finite length.

Proof. The proof is analogous to that of Proposition 3.10.

Since the simplicial groupoid $D$ is equal to $SN^hD$, the decomposition space $D$ is a monoidal decomposition space. The monoidal structure is obtained by categorical sum as in $K$.

9.17. Directed hereditary species as decomposition spaces

We can also construct a decomposition space $H$ from a directed hereditary species $H: D_p \to Grpd$ similarly to the connected case. We define $H_1$ as the groupoid of families of non-empty $H$-structures. An object of $H_n$ is a family of chains of collapses

$$P_0 \xrightarrow{f_0} P_1 \to \cdots \to P_{n-2} \xrightarrow{f_{n-2}} P_{n-1}$$

with an $H$-structure on each $P_0$. The inner face maps and degeneracy maps are induced by the maps in $D$. For the bottom face map we use functoriality of $H$ along collapse maps. Similarly, we use (contravariant) functoriality in convex map to define the top face map. The groupoid $H_0$ is defined as the groupoid of families of $H$-structures over the poset with one element.

Proposition 9.18. The groupoids $H_n$ form a monoidal decomposition space $H$.

Proof. The proof is analogous to that of Proposition 6.2.

Proposition 9.19. The decomposition space $H$ is complete, locally finite, locally discrete, and of locally finite length.

Proof. The proof is analogous to that of Proposition 6.3.

9.20. The incidence comodule bialgebra of non-connected directed hereditary species

Recall that every directed hereditary species is also a directed restriction species, in the sense of Gálvez–Kock–Tonks [34], through precomposition with the inclusion $C^{op} \to D_p$. Let $H$ be a directed hereditary species. We denote by $R$ the induced directed restriction species and, as usual, $H$ and $R$ the corresponding to decomposition spaces. Also, the incidence coalgebra of $R$ is denoted $A$, and the incidence bialgebra of $H$ is denoted $B$. The following result is a consequence of the theory developed in Section 7 but using collapse maps instead of contractions.

Proposition 9.21. $A$ is a left comodule bialgebra over $B$.

9.22. Directed hereditary species as operadic categories
We now work with \( \text{Set} \)-valued species as in the classical theory and posets whose underlying sets are ordinals. These are necessary to ensure that given a directed hereditary species \( H : \mathbb{D}_p \to \text{Set} \), its Grothendieck construction \( \int H \to \mathbb{D}_p \) is a discrete opfibration and have precise constructions in the context of operadic categories. For a directed hereditary species \( H \), the category \( \mathbb{H} \) is the pullback of the Grothendieck construction \( \int H \to \mathbb{D}_p \) along the inclusion \( \mathbb{D} \to \mathbb{D}_p \).

**Lemma 9.23.** Let \( H : \mathbb{D}_p \to \text{Set} \) be a directed hereditary species. Then \( \mathbb{H} \) is a category with local terminal objects.

**Proof.** Since \( H \) is a presheaf with values in \( \text{Set} \), we have that \( \int H \to \mathbb{D}_p \) is a discrete opfibration. This implies by the construction of \( \mathbb{H} \) and the stability of discrete opfibration under pullback that \( \mathbb{H} \to \mathbb{D} \) is a discrete opfibration. Combining this with the fact that \( \mathbb{D} \) has a terminal object (the poset with one element), it follows that the set \( H[1] \) of \( H \)-structures of the poset with one element is the set of local terminal objects in \( \mathbb{H} \) by Lemma 8.2.

**Example 9.24.** Given \( H : \mathbb{D}_p \to \text{Set} \) a directed hereditary species, we have that \( \mathbb{H} \) is a category with local terminal objects by Lemma 9.23. The lt-nerve of \( \mathbb{H} \) is described similarly to the connected case (Example 8.5).

**Lemma 9.25.** Let \( H : \mathbb{D}_p \to \text{Set} \) be a directed hereditary species. Then \( H\text{Dec} \circ \int \mathbb{D} \) is a \( \Delta^1 \)-Segal space.

**Proof.** The proof is the same as Lemma 8.7.

Let \( \text{DirHerSp} \) denote the category of directed hereditary species. For each directed hereditary species \( H \), we have a pseudosimplicial groupoid \( \mathbb{H} = S^N \mathbb{H} \). This construction gives a functor \( \int^D : \text{DirHerSp} \to \text{sGrpd}^{\text{tps}} \) defined by \( \int^D(H) = \mathbb{H} \). Furthermore, \( \text{HDec} \circ \int^D(H) \) is a \( \Delta^1 \)-Segal space by Lemma 9.25.

On the other hand, Lemma 9.23 established that \( \mathbb{H} \) is a category with local terminal objects given by the set of \( H \)-structures of the poset with one element \( H[1] \). This gives a functor \( \int^* : \text{DirHerSp} \to \text{Cat}_{lt} \) that sends \( H \) to the category \( \mathbb{H} \).

**Lemma 9.26.** The diagram

\[
\begin{array}{ccc}
\text{DirHerSp} & \xrightarrow{\int^D} & \text{sGrpd}^{\text{tps}} \\
\downarrow f^* & & \downarrow \text{HDec}_\tau \\
\text{Cat}_{lt} & \xrightarrow{S^N} & \text{tsGrpd}
\end{array}
\]

strictly commutes.

**Proof.** The proof is analogous to that Proposition 8.9.

**Proposition 9.27.** There exists a canonical functor from the category of directed hereditary species \( \text{DirHerSp} \) to the category of operadic categories \( \text{OpCat} \).

**Proof.** The proof is analogous to that Proposition 8.10.
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