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Abstract
Let $G$ be a connected and simply connected complex semisimple Lie group. For a collection of homogeneous $G$-spaces $G/Q$, we construct a finite atlas $A_{BS}(G/Q)$ on $G/Q$, called the Bott–Samelson atlas, and we prove that all of its coordinate functions are positive with respect to the Lusztig positive structure on $G/Q$. We also show that the standard Poisson structure $\pi_{G/Q}$ on $G/Q$ is presented, in each of the coordinate charts of $A_{BS}(G/Q)$, as a symmetric Poisson CGL extension (or a certain localization thereof) in the sense of Goodearl–Yakimov, making $(G/Q, \pi_{G/Q}, A_{BS}(G/Q))$ into a Poisson–Ore variety. In addition, all coordinate functions in the Bott–Samelson atlas are shown to have complete Hamiltonian flows with respect to the Poisson structure $\pi_{G/Q}$. Examples of $G/Q$ include $G$ itself, $G/T$, $G/B$, and $G/N$, where $T \subset G$ is a maximal torus, $B \subset G$ a Borel subgroup, and $N$ the uniradical of $B$.
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1 Introduction and the main results

1.1 Introduction

Let $G$ be a connected and simply connected complex semi-simple Lie group with Lie algebra $\mathfrak{g}$. Certain geometric aspects of $G$ were revealed after the discovery of quantum groups, among them the notion of total positivity on $G$ and the standard multiplicative Poisson structure $\pi_{st}$ on $G$. Indeed, Lusztig introduced [43–45] the totally positive part $G_{>0}$ of $G$ via his work on representations of the quantized universal enveloping algebra $U_q(\mathfrak{g})$, while Drinfeld introduced [12,13] the standard multiplicative Poisson structure $\pi_{st}$ on $G$ as the semi-classical limit of the (standard) quantum coordinate ring $\mathbb{C}[G]$ of $G$. The pair $(G, \pi_{st})$ is the prototypical example of a complex Poisson Lie group (see, for example, [12,16] and Sect. 4.4).

Both the totally positive part $G_{>0}$ of $G$ defined by Lusztig and the standard Poisson structure on $G$ can be extended to certain homogeneous spaces of $G$. In this paper, for a special collection of homogeneous spaces $G/Q$, we construct a finite atlas on $G/Q$, called the Bott–Samelson atlas, and we prove some remarkable properties of both the Lusztig total positivity and the standard Poisson structure on $G/Q$, expressed through the Bott–Samelson atlas. The homogeneous spaces considered in this paper are precisely all the diagonal $G$-orbits in the double flag variety $(G/B) \times (G/B)$ and in $(G/B) \times (G/N)$, where $B$ is a Borel subgroup of $G$ and $N$ the unipotent radical of $B$. Particular examples include $G$ itself, $G/T$, $G/B$ and $G/N$, where $T \subset B$ is a maximal torus of $G$. See (1.3) for the precise descriptions of all the subgroups $Q$.

To give the precise statements of the main results of the paper, we first briefly review some background on total positivity and Poisson structures.

---

1 The word “standard” here refers to the fact that the Poisson structure $\pi_{st}$ is defined using the standard classical $r$-matrix on the Lie algebra of $G$, as opposed to the more general Belavin–Drinfeld ones [4].
The geometric structures underlying total positivity are the so-called positive structures on varieties, as defined in [7,17]. Here we briefly recall (see Sect. 3.1 for details) that a positive structure on an irreducible rational complex variety \(X\) is a positive equivalence class \(\mathcal{P}^X\) of toric charts on \(X\) (see Definition 3.2). A positive structure \(\mathcal{P}^X\) on \(X\) gives rise to a well-defined totally positive part \(X_{>0}\) of \(X\), and thus the notion of total positivity, by setting all the coordinates in one (equivalently, any) toric chart in \(\mathcal{P}^X\) to be positive. A positive structure \(\mathcal{P}^X\) also gives rise to the semi-field \(\text{Pos}(X, \mathcal{P}^X)\) of positive functions, which, by definition, are non-zero rational functions on \(X\) that have subtraction-free expressions in the coordinates of one (equivalently, any) toric chart in \(\mathcal{P}^X\).

For a connected and simply connected complex semi-simple Lie group \(G\), positively equivalent toric charts on \(G\) giving rise to the totally positive part \(G_{>0}\) of Lusztig were described in [43] (although the term “positive structure” was not used). By [21, Theorem 3.1] (see also [19, Theorems 1.11 and 1.12]), all generalized minors on \(G\) are positive functions, and that an element \(g \in G\) lies in \(G_{>0}\) if and only if \(\Delta(g) > 0\) for every generalized minor \(\Delta\). Positive structures on double Bruhat cells and Schubert varieties induced by the Lusztig positive structure on \(G\) have been considered in [1,2,5,18–20]. See also [17] for related positive structures in higher Teichmüller theory.

Extending the case for \(G\) (and some other cases already in the literature), we define in Sect. 3.2 the Lusztig positive structure \(\mathcal{P}_{\text{Lusztig}}^{G/Q}\) on \(G/Q\) for each \(Q\) in (1.3).

Turning to Poisson structures, it is easy to prove (see Sect. 5.1) that for each of the homogeneous spaces \(G/Q\) from the list in (1.3), the standard Poisson structure \(\pi_{\text{std}}\) on \(G\) projects to a well-defined Poisson structure on \(G/Q\), which we will denote by \(\pi_{G/Q}\) and refer to as the standard Poisson structure on \(G/Q\). The pair \((G/Q, \pi_{G/Q})\) is then a prototypical example of a Poisson homogeneous space [14] of the Poisson Lie group \((G, \pi_{\text{std}})\).

It has been noticed, see, for example [25,27], that the quantum coordinate rings of many spaces related to the complex semi-simple Lie group \(G\) can be presented as iterated Ore extensions, a notion from the theory of non-commutative rings [23]. Correspondingly, their semi-classical limits, which are now the (classical) coordinate rings with Poisson brackets, are iterated Poisson–Ore extensions. Here recall [46] that for a Poisson algebra \((A, \{,\})\) over \(\mathbb{C}\), an Ore extension of \((A, \{,\})\) is the \(\mathbb{C}\)-algebra \(A[z]\) with a Poisson bracket \(\{,\}\) which extends the Poisson bracket on \(A\) and satisfies \(\{z, A\} \subset zA + A\). A polynomial Poisson algebra \(A = (\mathbb{C}[z_1, \ldots, z_n], \{,\})\) is called an iterated Poisson–Ore extension if

\[
\{\mathbb{C}[z_1, \ldots, z_{i-1}], z_i\} \subset z_i\mathbb{C}[z_1, \ldots, z_{i-1}] + \mathbb{C}[z_1, \ldots, z_{i-1}], \quad 2 \leq i \leq n. \tag{1.1}
\]

Such an iterated Poisson–Ore extension is said to be symmetric if it also satisfies

\[
\{z_i, \mathbb{C}[z_{i+1}, \ldots, z_n]\} \subset z_i\mathbb{C}[z_{i+1}, \ldots, z_n] + \mathbb{C}[z_{i+1}, \ldots, z_n], \quad 1 \leq i \leq n-1. \tag{1.2}
\]

Iterated Poisson–Ore extensions are Poisson analogs of iterated Ore extensions.

With additional assumptions on the existence of compatible rational actions by algebraic \(\mathbb{C}\)-tori, Goodearl and Yakimov introduced in [25,28] a special class of sym-
metric iterated Poisson–Ore extensions, called symmetric Poisson CGL extensions (named after G. Cauchon, K. Goodearl, and E. Letzter) and developed an extensive theory on such extensions in connection with cluster algebras. In particular, one of the main results of [25,28] says that a presentation of a Poisson algebra \((A, \{, \})\) as a symmetric Poisson CGL extension naturally gives rise to a cluster algebra structure on \(A\) compatible with the Poisson bracket \(\{, \}\) in the sense of [22], i.e., all the extended cluster variables from the same cluster have log-canonical Poisson brackets. See [25–27,29] for applications of the Goodearl–Yakimov theory to classical and quantum cluster structures on the coordinate rings of double Bruhat cells and Schubert cells for symmetrizable Kac–Moody groups.

In this paper, for an irreducible rational \(T\)-Poisson variety \((X, \pi_X)\), where \(T\) is an algebraic \(C\)-torus, we define a \(T\)-Poisson–Ore atlas \(A_X\) for \((X, \pi_X)\) to be an atlas \(A_X\) on \(X\) consisting of \(T\)-invariant coordinate charts, in each one of which \(\pi_X\) is presented as a symmetric Poisson CGL extension or a localization thereof by homogeneous Poisson prime elements (Definition 4.1). By a \(T\)-Poisson–Ore variety, we mean a triple \((X, \pi_X, A_X)\), where \((X, \pi_X)\) is an irreducible rational \(T\)-Poisson variety, and \(A_X\) is a \(T\)-Poisson–Ore atlas for \((X, \pi_X)\). A \(T\)-Poisson–Ore variety is also simply called a Poisson–Ore variety. See Sect. 4.1 for detail.

By [9], an \(n\)-dimensional irreducible rational complex variety \(X\) is said to be uniformly rational if it admits a cover by Zariski open subsets of \(C^n\). A Poisson–Ore variety is thus uniformly rational. Given that the requirements on a Poisson algebra to be an iterated Poisson–Ore extension are very restrictive, and that the changes of coordinates between different coordinate charts are in general highly non-trivial birational transformations, it is a remarkable feature of any Poisson variety if it admits a Poisson–Ore atlas. We prove that this is the case for all the homogeneous spaces \((G/Q, \pi_{G/Q})\) considered in this paper.

What serves as a Poisson–Ore atlas on each \((G/Q, \pi_{G/Q})\) is a finite atlas \(A_{BS}(G/Q)\) on \(G/Q\) constructed in this paper, which we call the Bott–Samelson atlas on \(G/Q\). The Bott–Samelson atlas is canonical in the sense that its construction depends only on the choice of a pinning \(\{T \subset B, \{e_\alpha\}_{\alpha \in \Gamma}\}\) for \(G\) (see [43] and Notation 1.1). In this paper we set up the Bott–Samelson atlas as a bridge connecting the Lusztig positive structure on \(G/Q\) and the standard Poisson structure \(\pi_{G/Q}\).

In a subsequent paper [37], it will be shown, again for \(v \in W\) and \(Q = B(v)\) or \(N(v)\), that the Bott–Samelson atlas on \(G/Q\) gives rise to a cluster open cover of \(G/Q\) compatible with the Lusztig positive structure, i.e., the cluster structures on all the shifted big cells arising from the symmetric Poisson CGL presentations of the Poisson structure \(\pi_{G/Q}\) via the Goodearl–Yakimov theory [25,28], while not in general mutation equivalent, are all compatible with the Lusztig positive structure in the sense that every one of their clusters defines a toric chart in \(\mathcal{P}_{Lusztig}^G\).

While the present paper and the subsequent [37] explore connections between Poisson structures, total positivity, and cluster algebras via the notion of Poisson–Ore varieties, we believe that the latter will also find applications to other areas such as integrable systems (see Theorem C in Sect. 1.2) and tropicalization of positive varieties [1,2,7]. Such topics will be investigated elsewhere.
1.2 Statements of main results and organization of the paper

Notation 1.1 Throughout the paper, we fix a connected and simply-connected complex semisimple Lie group $G$. For any closed subgroup $P$ of $G$, denote the image of $g \in G$ in $G/P$ by $g_P$. The identity element of a group will always be denoted as $e$.

We fix a pinning [43] of $G$, i.e., a collection $\{T \subset B, \{e_\alpha\}_{\alpha \in \Gamma}\}$, where $T$ is a maximal torus of $G$, $B$ is a Borel subgroup of $G$ containing $T$, $\Gamma$ is the set of simple roots corresponding to the pair $(T, B)$, and $e_\alpha$ is a root vector for $\alpha \in \Gamma$. Let $W = N_G(T)$ be the Weyl group, where $N_G(T)$ is the normalizer subgroup of $T$ in $G$. Let $l : W \to \mathbb{N}$ be the length function on $W$. Let $w_0 \in W$ be the longest element, and let $l_0 = l(w_0)$.

Let $N$ be the unipotent radical of $B$. For $v \in W$, let

$$B(v) \overset{\text{def}}{=} B \cap \dot{v}B\dot{v}^{-1} \text{ and } N(v) \overset{\text{def}}{=} N \cap \dot{v}N\dot{v}^{-1} \subset B(v),$$

where for $v \in W$, $\dot{v}$ is any representative of $v$ in $N_G(T)$. \hfill \Box

In this paper, we consider the homogeneous spaces $G/Q$ of $G$, where

$$Q = B(v) \text{ or } N(v), \quad v \in W. \quad (1.3)$$

Consider the diagonal $G$-action on $(G/B) \times (G/B)$ and on $(G/B) \times (G/N)$. It is well-known that the sets of $G$-orbits in both $(G/B) \times (G/B)$ and $(G/B) \times (G/N)$ are indexed by $W$ via $v \mapsto G(e_B, \dot{v}B)$ and $v \mapsto G(e_B, \dot{v}N)$ for $v \in W$. As the stabilizer subgroup of $G$ at $(e_B, \dot{v}B)$ and at $(e_B, \dot{v}N)$ are respectively $B(v)$ and $N(v)$, we can identify the collections $\{G/B(v) : v \in W\}$ and $\{G/N(v) : v \in W\}$ with that of the diagonal $G$-orbits in $(G/B) \times (G/B)$ and in $(G/B) \times (G/N)$ respectively. In particular, since

$$B(w_0) = T, \quad N(w_0) = \{e\}, \quad B(e) = B, \quad N(e) = N,$$

one sees that $G/T$ and $G/B$ are isomorphic to the respective open and closed $G$-orbits in $(G/B) \times (G/B)$, and $G$ and $G/N$ are isomorphic to the respective open and closed $G$-orbits in $(G/B) \times (G/N)$.

The paper consists of three parts.

In the first part of this paper, for each $Q$ in (1.3), we construct the Bott–Samelson atlas $\mathcal{A}_{BS}(G/Q)$ on $G/Q$. More precisely, for each $Q$ in (1.3), we consider the open cover of $G/Q$ by shifted big cells, i.e.,

$$G/Q = \bigcup_{w \in W} wB^-B/Q, \quad (1.4)$$

where $B^-$ is the Borel subgroup of $G$ such that $B^- \cap B = T$. For $u \in W$, let $\mathcal{R}(u)$ be the set of all reduced words of $u$. For $v \in W$, let

$$\mathcal{R}_v = \bigcup_{w \in W} \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v).$$
Using the fixed pinning for $G$, we construct, for each $r \in \mathcal{R}(w_0 w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$, the Bott–Samelson parametrizations

$$\sigma^r_{B(v)} : \mathbb{C}^l \xrightarrow{\sim} wBvB/v \quad \text{and} \quad \sigma^r_{N(v)} : \mathbb{C}^l \times (\mathbb{C}^\times)^d \xrightarrow{\sim} wBvB/N(v),$$

where $l = l(w_0) + l(v) = \dim G/B(v)$, and $d = \dim T$ [see (2.29) and (2.32)]. The Bott–Samelson atlas $\mathcal{A}_{BS}(G/Q)$, for $Q = B(v)$ or $N(v)$, is then defined to be

$$\mathcal{A}_{BS}(G/Q) = \{\sigma^r : r \in \mathcal{R}_v\}.$$  

We refer to any coordinate chart in $\mathcal{A}_{BS}(G/Q)$ as a Bott–Samelson coordinate chart on $G/Q$, and the resulting coordinates (on a shifted big cell) Bott–Samelson coordinates. A Bott–Samelson coordinate, being a regular function on some shifted big cell in $G/Q$, can thus also be regarded as a rational function on $G/Q$.

An outline of the construction of the Bott–Samelson atlas is given in Sect. 1.3 and details, including explicit formulas for all the Bott–Samelson coordinates, are given in Sect. 2.

In the second part of the paper, extending the Lusztig positive structure on $G$, we first define in Sect. 3.2 the Lusztig positive structure $\mathcal{P}^{G/Q}_{\text{Lusztig}}$ on each $G/Q$, and we prove the following Theorem A, presented in more detail as Theorem 3.17 in Sect. 3.4.

**Theorem A** For any $v \in W$ and $Q = B(v)$ or $N(v)$, all the Bott–Samelson coordinates on $G/Q$, when regarded as rational functions on $G/Q$, are positive with respect to $\mathcal{P}^{G/Q}_{\text{Lusztig}}$.

As a consequence of Theorem A, all Bott–Samelson coordinates on $G/Q$ take positive values at every point in the totally positive part of $G/Q$, as defined by $\mathcal{P}^{G/Q}_{\text{Lusztig}}$.

We remark that the Bott–Samelson coordinate charts are not to be confused with toric charts in $\mathcal{P}^{G/Q}_{\text{Lusztig}}$. In particular, given any toric chart in $\mathcal{P}^{G/Q}_{\text{Lusztig}}$ with coordinates $(c_1, \ldots, c_{d(Q)})$ and any Bott–Samelson chart with coordinates $(z_1, \ldots, z_{d(Q)})$, where $d(Q) = \dim(G/Q)$, while Theorem A implies that each $z_j$ has a subtraction-free expression in $(c_1, \ldots, c_{d(Q)})$, the $c_j$’s, in general, do not have subtraction-free expressions in $(z_1, \ldots, z_{d(Q)})$. This already happens for $G/Q = SL(2, \mathbb{C})$ (see Remark 3.18). Furthermore, the changes of coordinates between two Bott–Samelson coordinate charts are in general not positive. See Example 2.13 for the case of $G/Q = G = SL(3, \mathbb{C})$, where two out of the 16 Bott–Samelson coordinate charts on $G$, as well as the coordinate transformations between them, are given.

The third part of the paper concerns the standard Poisson structure $\pi_{G/Q}$ on $G/Q$. The following Theorem B summarizes Theorem 5.6 (for $Q = B(v)$) and Theorem 5.9 (for $Q = N(v)$). See Example 5.10 for an illustration of Theorem B for $SL(4, \mathbb{C})/B$.

**Theorem B** For any $v \in W$ and $Q = B(v)$ or $N(v)$, the Bott–Samelson atlas $\mathcal{A}_{BS}(G/Q)$ is a $T$-Poisson–Ore atlas for the Poisson structure $\pi_{G/Q}$, making $(G/Q, \pi_{G/Q}, \mathcal{A}_{BS}(G/Q))$ into a $T$-Poisson–Ore variety.

For another property of the Bott–Samelson coordinates with respect to the Poisson structure $\pi_{G/Q}$, recall that for a smooth affine complex Poisson variety $(X, \pi_X)$, each...
1.3 Outlines of the construction of the Bott–Samelson atlas and proofs of main

The key ingredients in our construction of the Bott–Samelson atlas

A

Schubert cells in the literature) and denote as

O

It easy to see that dim \( O = l(u) := l(u_1) + \cdots + l(u_r) \). Using the fixed pinning for

G, we will see in Sect. 2.2 that any choice of \( \tilde{u} \in R(u_1) \times \cdots \times R(u_r) \) naturally gives rise to a Bott–Samelson parametrization \( \beta^{\tilde{u}} : C^{l(u)} \to O^u \), and we call the resulting coordinates on \( O^u \) the Bott–Samelson coordinates on \( O^u \) defined by \( \tilde{u} \).
The core of our construction of the Bott–Samelson atlases on \( G/B(v) \) and \( G/N(v) \), where \( v \in W \), consists of two explicit isomorphisms

\[
J^w_{R(v)} : \ wB^- B/B(v) \longrightarrow \mathcal{O}^{w_0 w^{-1}} \times \mathcal{O}^{(w,v)},
\]

\[
J^w_{N(v)} : \ wB^- B/N(v) \longrightarrow \mathcal{O}^{w_0 w^{-1}} \times \mathcal{O}^{(w,v)} \times T,
\]

given in (2.23)–(2.26), where \( w \in W \) is arbitrary. Given any \( r = (w^0, w, v) \in \mathcal{R}(w_0 w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v) \), by composing \( J^w_{R(v)} \) and \( J^w_{N(v)} \) with the Bott–Samelson parametrizations of \( \mathcal{O}^{w_0 w^{-1}} \) and \( \mathcal{O}^{(w,v)} \), respectively, we obtain the desired Bott–Samelson parametrizations (see (2.29) and (2.32))

\[
\sigma^r_{R(v)} : \mathbb{C}^l \longrightarrow wB^- B/B(v) \quad \text{and} \quad \sigma^r_{N(v)} : \mathbb{C}^l \times (\mathbb{C}^\times)^d \longrightarrow wB^- B/N(v),
\]

where again \( l = l(w_0) + l(v) = \dim G/B(v) \) and \( d = \dim T \). Note that each shifted big cell \( wB^- B/B(v) \) or \( wB^- B/N(v) \) may have more than one Bott–Samelson parametrization, the precise number being \( |\mathcal{R}(w_0 w^{-1})| + |\mathcal{R}(w)| + |\mathcal{R}(v)| \).

Remark 1.2 When \( Q = B \) (and thus \( v = e \)) and \( w \in W \), the isomorphism

\[
J^w_B : \ wB^- B/B \overset{\sim}{\longrightarrow} \mathcal{O}^{w_0 w^{-1}} \times \mathcal{O}^w
\]

was stated in [35, Lemma A.4], and the explicit formula was given in [34]. Kazhdan and Lusztig used the isomorphism \( J^w_B \) in the proof of [35, Theorem A2], which expresses singularities of Schubert varieties (the closures of Bruhat cells) in terms of Kazhdan–Lusztig polynomials, while A. Knutson, A. Woo, and A. Yong [34] used \( J^w_B \) to show that singularities (and some other invariants) of Richardson varieties in \( G/B \) are determined by that of Schubert varieties. Here recall that a Richardson variety in \( G/B \) is the intersection of a Schubert variety with an opposite Schubert variety (the closure of a \( B^- \)-orbit). The covering of \( G/B \) by the collection \( \{ \mathcal{O}^{w_0 w^{-1}} \times \mathcal{O}^w : w \in W \} \) via the isomorphisms \( J^w_B \) is called a Bruhat atlas on \( G/B \) in [31].

To prove Theorem A, we use the explicit formulas for the Bott–Samelson coordinates given in Propositions 2.10 and 2.11, but in a crucial way we also use [19, Theorem 2.12], which describes certain collections of generalized minors as positive transcendental bases for the fields of rational functions on double Bruhat cells. See Sect. 3.4.

To prove Theorem B, we first give a Poisson geometrical interpretation of the isomorphisms \( J^w_{R(v)} \) and \( J^w_{N(v)} \) and then apply symmetric Poisson CGL extensions associated to generalized Bruhat cells established in [15].

More specifically, it is shown in [40] that for every \( u \in W' \), the generalized Bruhat cell \( \mathcal{O}^u \) carries a so-called standard Poisson structures \( \pi_r \), also defined using the
Poisson structure $\pi_{st}$ on $G$, and it is proved in [15] that the Poisson algebra $(\mathbb{C}[O^u], \pi_r)$ is a symmetric Poisson CGL extension in any of the Bott–Samelson parametrizations of $O^u$ (see Sect. 4.4). For any $v, w \in W$, let $\pi_{1, 2}$ be the unique Poisson structure on $O^{u_0w^{-1}} \times O^{(w, v)}$ and $\pi_{1, 2, 0}$ the unique Poisson structure on $O^{u_0w^{-1}} \times O^{(w, v)} \times T$ such that

$$J^w_{B(v)} : (wB^-B/B(v), \pi_{G/B(v)}) \rightarrow \left(O^{u_0w^{-1}} \times O^{(w, v)}, \pi_{1, 2}\right) \quad \text{and}$$

$$J^w_{N(v)} : (wB^-B/N(v), \pi_{G/N(v)}) \rightarrow \left(O^{u_0w^{-1}} \times O^{(w, v)} \times T, \pi_{1, 2, 0}\right)$$

are Poisson isomorphisms. Our Theorem 5.3, proved in Appendix A, says that $\pi_{1, 2}$ is a mixed product of $\pi_1$ and $\pi_2$, i.e.,

$$\pi_{1, 2} = (\pi_1, 0) + (0, \pi_2) + \mu,$$

where $\mu$ is a certain mixed term expressed using the $T$-actions on $O^{u_0w^{-1}} \times O^{(w, v)}$. A similar statement holds for $\pi_{1, 2, 0}$. Applying a general construction (see Lemma 4.7) on mixed products of symmetric Poisson CGL extensions, we immediately prove that the Poisson structure $\pi_{G/Q}$ is presented as a symmetric Poisson CGL extension in every Bott–Samelson parametrization of $wB^-B/Q$. Details of the presentations are given in Theorem 5.6 for $Q = B(v)$ and in Theorem 5.9 for $Q = N(v)$.

Theorem C is a direct consequence of Theorem B and a general fact on Poisson–Ore varieties. More precisely, in Sect. 4.3, we prove a general fact (see Proposition 4.11) on the completeness of the Hamiltonian flows of all the CGL generators for any symmetric Poisson CGL extension. Consequently (see Theorem 4.12), for any Poisson–Ore variety $(X, \pi_X, A_X)$, all the coordinate functions in any coordinate chart in $A_X$ have complete Hamiltonian flows in that coordinate chart. Theorem C then follows as a special case.

We finish this section by setting up more notation for the rest of the paper.

**Notation 1.3** Continuing with Notation 1.1, let $g$ and $\mathfrak{h}$ be the respective Lie algebras of $G$ and $T$. Recall that $\Gamma \subset \mathfrak{h}^*$ is the set of all simple roots, and for each $\alpha \in \Gamma$, we have fixed a root vector $e_\alpha$ of $\alpha$ as part of the pinning. For $\alpha \in \Gamma$, let $e_{-\alpha}$ be the unique root vector for $-\alpha$ such that $h_\alpha := [e_\alpha, e_{-\alpha}] \subset \mathfrak{h}$ satisfies $\alpha(h_\alpha) = 2$, and let $x_\alpha : \mathbb{C} \to G$ and $x_{-\alpha} : \mathbb{C} \to G$ be the one-parameter subgroups given by

$$x_\alpha(c) = \exp(c e_\alpha), \quad x_{-\alpha}(c) = \exp(c e_{-\alpha}), \quad c \in \mathbb{C}.$$ 

Correspondingly, one also has the co-character $\alpha^\vee : \mathbb{C}^\times \rightarrow T$ such that $\frac{d}{dc}|_{c=1} \alpha^\vee(c) = h_\alpha$.

For $\alpha \in \Gamma$, let $s_\alpha \in W$ be the corresponding simple reflection, and choose the representative $\overline{s_\alpha}$ of $s_\alpha \in W$ in $N_{\alpha}(T)$ by [19, (1.8)]

$$\overline{s_\alpha} = x_\alpha(-1) x_{-\alpha}(1) x_\alpha(-1).$$
Recall that $l : W \to \mathbb{N}$ is the length function on $W$, and that for $w \in W$,
\[ \mathcal{R}(w) = \{ w = (s_{\alpha_1}, s_{\alpha_2}, \ldots, s_{\alpha_l}) : \ \alpha_j \in \Gamma \text{ and } s_{\alpha_1}s_{\alpha_2}\cdots s_{\alpha_l} = w \text{ is reduced} \} \]

Denote $\mathcal{R}(e) = \emptyset$. By [19, Sect. 1.4], for any $w = (s_{\alpha_1}, s_{\alpha_2}, \ldots, s_{\alpha_l}) \in \mathcal{R}(w)$,
\[ w \overset{\text{def}}{=} s_{\alpha_1}^{-1}s_{\alpha_2}^{-1}\cdots s_{\alpha_l}^{-1} \]

is a representative of $w$ in $N_G(T)$ independent of the choice of $w \in \mathcal{R}(w)$. Moreover, recall the weak order on $W$ defined as $w_1 \preceq w_2$ if $w = w_1w_2$ and $l(w) = l(w_1)+l(w_2)$, and in such a case $\overline{w} = \overline{w_1}\overline{w_2}$. Denote the (right) action of $W$ on $T$ by
\[ t^w = \overline{w}^{-1}t\overline{w}, \quad t \in T, \ w \in W. \]

For a character $\lambda$ on $T$, the evaluation of $\lambda$ at $t \in T$ is denoted as $t^\lambda \in \mathbb{C}^\times$.

Let $N^-$ be the unipotent radical of $B^-$. For $g \in B^-B = N^-TN$, let $[g]_- \in N^-$, $[g]_0 \in T$, and $[g]_+ \in N$ be the unique elements such that $g = [g]_-[g]_0[g]_+$. For $\alpha \in \Gamma$, let $\omega_{\alpha}$ be the corresponding fundamental weight and let $\Delta^{\omega_{\alpha}}$ be the principal minor on $G$, so that the restriction of $\Delta^{\omega_{\alpha}}$ to $B^-B$ is given by
\[ \Delta^{\omega_{\alpha}}(g) = [g]_0^{\omega_{\alpha}}, \quad g \in B^-B. \]

For $u, v \in W$ and $\alpha \in \Gamma$, let $\Delta_{u\omega_{\alpha},v\omega_{\alpha}}$ be the regular function on $G$ defined by
\[ \Delta_{u\omega_{\alpha},v\omega_{\alpha}}(g) = \Delta^{\omega_{\alpha}}(\overline{u}^{-1}g\overline{v}), \quad g \in G. \]

The functions $\Delta_{u\omega_{\alpha},v\omega_{\alpha}}$ are called generalized minors on $G$ (see [19]). We will need the following property of generalized minors (see the proof of [19, Proposition 2.7]):
\[ \Delta^{\omega_{\alpha}}(w_0^{-1}g^{-1}w_0) = \Delta^{\omega_{\alpha}}(w_0g^{-1}w_0^{-1}) = \Delta^{\omega_{\alpha}^*}(g), \quad g \in G, \quad (1.7) \]

where for $\alpha \in \Gamma$, $\alpha^* = -w_0(\alpha)$. Note that as $s_{\alpha^*}w_0 = w_0s_{\alpha}$, one has
\[ \overline{w_0} = \overline{s_{\alpha^*}}s_{\alpha^*}\overline{w_0} = \overline{s_{\alpha^*}}s_{\alpha^*}\overline{w_0} = \overline{s_{\alpha^*}}w_0s_{\alpha} = \overline{s_{\alpha^*}}w_0s_{\alpha}, \quad (1.8) \]

and thus $\overline{s_{\alpha^*}} = \overline{w_0s_{\alpha}}\overline{w_0^{-1}} = \overline{w_0^{-1}s_{\alpha}}\overline{w_0}$. We also recall from [19, Sect. 2.1] the involutive anti-automorphisms $\tau$ (denoted as $T$ in [19, Sect. 2.1]) and $\iota$ of $G$ given by
\[ t^\tau = t, \quad x_{\alpha}(c)^\tau = x_{-\alpha}(c), \quad t^\iota = t^{-1}, \quad x_{\alpha}(c)^\iota = x_{\alpha}(c), \quad x_{-\alpha}(c)^\iota = x_{-\alpha}(c), \quad (1.8) \]

where $t \in T, \ \alpha \in \Gamma$, and $c \in \mathbb{C}$. By [19, (2.15)], one has
\[ \Delta^{\omega_{\alpha}}((g^{-1})^\iota) = \Delta^{\omega_{\alpha}}(g^\tau) = \Delta^{\omega_{\alpha}}(g), \quad \alpha \in \Gamma, \ g \in G. \quad (1.9) \]
The following facts are from [19, Proposition 2.1]: for any $w \in W$,

$$\overline{w}^r = \overline{w}^{-1} \quad \text{and} \quad \overline{w}^l = \overline{w}^{-1} \quad \text{(1.10)}$$

For an integer $n \geq 1$, let $[1, n] = \{1, 2, \ldots, n\}$. All varieties in this paper are assumed to be smooth. If an algebraic $\mathbb{C}$-torus $\mathbb{T}$ acts an affine variety $X$, define the induced $\mathbb{T}$-action on $\mathbb{C}[X]$ by

$$(t \cdot f)(x) = f(t \cdot x), \quad t \in \mathbb{T}, \ f \in \mathbb{C}[X], \ x \in X.$$  

2 Construction of the Bott–Samelson atlas

2.1 Bott–Samelson coordinates on Bruhat cells

We continue the set-up in Notations 1.1 and 1.3. Recall that for $u \in W$, the $B$-orbit $O^u = BuB/B$ and $B^-$-orbit $B^-uB/B$ in $G/B$ are respectively called the Bruhat (or Schubert) cell and opposite Bruhat (or Schubert) cell corresponding to $u$. Set

$$N_u = N \cap \overline{u}N^\perp \overline{u}^{-1} \quad \text{and} \quad N_u^- = N^- \cap \overline{u}N^\perp \overline{u}^{-1}. \quad \text{(2.1)}$$

It follows from the unique decompositions $BuB = Nu\overline{u}B$ and $B^-uB/B$ that

$$N_u \longrightarrow BuB/B, \ n \mapsto n\overline{u}.B, \quad n \in N_u, \quad \text{(2.2)}$$

$$N_u^- \longrightarrow B^-uB/B, \ m \mapsto m\overline{u}.B, \quad m \in N_u^-, \quad \text{(2.3)}$$

are isomorphisms. Note that if $u = u_1u_2$ and $l(u) = l(u_1) + l(u_2)$, then

$$N_u\overline{u} = (N_{u_1}\overline{u_1})(N_{u_2}\overline{u_2}) \quad \text{(2.4)}$$

is direct product decomposition, from which it follows that

$$N_{u_1} \subset N_u, \quad \overline{u_1}N_{u_2}\overline{u_1}^{-1} \subset N_u, \quad \text{and} \quad \overline{u_1}^{-1}N^-_{u_2} \overline{u_1} \subset N^- \quad \text{(2.5)}$$

Let $u \in W$ and $u = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \in \mathcal{R}(u)$. Recall that for each $\alpha \in \Gamma$ we have the one-parameter subgroup $x_\alpha : \mathbb{C} \rightarrow N$ and $\overline{s_\alpha} \in N_{G}(T)$. For $z = (z_1, \ldots, z_k) \in \mathbb{C}^k$, set

$$g_u(z) := x_{\alpha_1}(z_1)\overline{s_{\alpha_1}} \cdots x_{\alpha_k}(z_k)\overline{s_{\alpha_k}}. \quad \text{(2.6)}$$

By (2.4), $g_u(z) \in N_u\overline{u}$ for every $z \in \mathbb{C}^k$ and that

$$\mathbb{C}^k \ni z = (z_1, \ldots, z_k) \longmapsto g_u(z) \in N_u\overline{u} = N\overline{u} \cap \overline{u}N^- \quad \text{(2.7)}$$
is an isomorphism from $\mathbb{C}^k$ to $N_u\bar{u}$. One thus has the Bott–Samelson parametrization

$$\mathbb{C}^k \ni z = (z_1, \ldots, z_k) \mapsto g_u(z), B \in \mathcal{O}^u. \quad (2.8)$$

The coordinates $(z_1, \ldots, z_k)$ on $\mathcal{O}^u$ via (2.8) are called Bott–Samelson coordinates on $\mathcal{O}^u$ defined by the reduced word $u = (s_{\alpha_1}, \ldots, s_{\alpha_k})$ of $u$.

**Lemma 2.1** Let $u \in W$, $u = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \in \mathcal{R}(u)$, and set $n_u(z) = g_u(z)\bar{u}^{-1} \in N_u$ for $z = (z_1, \ldots, z_k) \in \mathbb{C}^k$. Then

$$z_j = \Delta_{s_{\alpha_1}\cdots s_{\alpha_{j-1}}s_{\alpha_j}, s_{\alpha_1}\cdots s_{\alpha_{j-1}}s_{\alpha_j}}(n_u(z)), \quad j \in [1, k].$$

**Proof** For $i \in [1, k]$, let $g_{\alpha_i}(z_i) = x_{\alpha_i}(z_i)\bar{\alpha_i}$. Let $j \in [1, k]$. By (2.7),

$$s_{\alpha_1} \cdots s_{\alpha_{j-1}}^{-1}g_{\alpha_1}(z_1) \cdots g_{\alpha_{j-1}}(z_{j-1}) \in N^-,$$

$$g_{\alpha_{j+1}}(z_{j+1}) \cdots g_{\alpha_k}(z_k)s_{\alpha_{j+1}}^{-1} \cdots s_{\alpha_k}^{-1} \in N.$$

It follows that

$$\Delta_{s_{\alpha_1} \cdots s_{\alpha_{j-1}}s_{\alpha_j}, s_{\alpha_1} \cdots s_{\alpha_{j-1}}s_{\alpha_j}}(n_u(z)) = \Delta_{s_{\alpha_1} \cdots s_{\alpha_{j-1}}^{-1}g_u(z)s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1}}(g_{\alpha_j}(z_j)) = z_j.$$

$\square$

### 2.2 Bott–Samelson coordinates on generalized Bruhat cells

For an integer $r \geq 1$, recall from (1.5) the quotient variety $F_r$ of $G'$ by $B'$, and recall that associated to each $u = (u_1, \ldots, u_r) \in W^r$ one has the generalized Bruhat cell $\mathcal{O}^u \subset F_r$ given in (1.6). For $(g_1, g_2, \ldots, g_r) \in G'$, write $[g_1, g_2, \ldots, g_r]_{F_r} = \omega_r(g_1, \ldots, g_r) \in F_r$, where $\omega_r : G' \to F_r$ is again the projection. One then has the disjoint union

$$F_r = \bigsqcup_{u \in W^r} \mathcal{O}^u, \quad (2.9)$$

generalizing the decomposition $G/B = \bigsqcup_{u \in W} \mathcal{O}^u$. Equip $F_r$ with the $T$-action by

$$t \cdot [g_1, g_2, \ldots, g_r]_{F_r} = [tg_1, g_2, \ldots, g_r]_{F_r}, \quad t \in T, g_1, g_2, \ldots, g_r \in G. \quad (2.10)$$

It is clear that each generalized Bruhat cell $\mathcal{O}^u \subset F_r$ is $T$-invariant.

**Fix** $u = (u_1, \ldots, u_r) \in W^r$. By (2.2), one has the isomorphism

$$N_{u_1} \times N_{u_2} \times \cdots \times N_{u_r} \longrightarrow \mathcal{O}^u,$$

$$(n_1, n_2, \ldots, n_r) \mapsto [n_1\bar{u}_1, n_2\bar{u}_2, \ldots, n_r\bar{u}_r]_{F_r}, \quad (2.11)$$
where \( n_i \in N_{u_i} \) for \( i \in [1, r] \). In particular, \( \dim O^u = l(u_1) + \cdots + l(u_r) \). Let

\[
\tilde{u} = (u_1, u_2, \ldots, u_r) \in \mathcal{R}(u_1) \times \cdots \times \mathcal{R}(u_r).
\]

Let \( l_i = l(u_1) + \cdots + l(u_i) \) for \( i \in [1, r] \), and let \( l = l_r = \dim O^u \). Also write

\[
\tilde{u} = (u_1, u_2, \ldots, u_r) = (s_{\alpha_1}, s_{\alpha_2}, \ldots, s_{\alpha_r}) \in W^l,
\]

By (2.7), one then has the Bott–Samelson parametrization \( \beta^\tilde{u} : \mathbb{C}^l \to O^u \) given by

\[
\beta^\tilde{u}(z_1, \ldots, z_l) = [g_{u_1}(z_1, \ldots, z_l_1), g_{u_2}(z_{l_1+1}, \ldots, z_l_2), \ldots, g_{u_r}(z_{l_r-1+1}, \ldots, z_l)]_{F_r}.
\]

**Definition 2.2** [15] The coordinates \((z_1, \ldots, z_l)\) via the Bott–Samelson parametrization \( \beta^\tilde{u} : \mathbb{C}^l \to O^u \) are called the Bott–Samelson coordinates on \( O^u \) defined by \( \tilde{u} \).

The following lemma follows immediately from Lemma 2.1.

**Lemma 2.3** For \( u = (u_1, \ldots, u_r) \in W^r \) and \( \tilde{u} = (s_{\alpha_1}, \ldots, s_{\alpha_r}) \in \mathcal{R}(u_1) \times \cdots \times \mathcal{R}(u_r) \) as in (2.12), the Bott–Samelson coordinates \((z_1, \ldots, z_l)\) on \( O^u \) defined by \( \tilde{u} \) are given as follows: for \( i \in [1, r], j \in [l_i-1 + 1, l_i] \) and \( n_i \in N_{u_i} \),

\[
z_j([n_1 u_1, n_2 u_2, \ldots, n_r u_r]_{F_r}) = \Delta_{s_{\alpha_{l_i-1+1}} \cdots s_{\alpha_j-1} \alpha_j}(\omega_{\alpha_j}(n_i)),
\]

where \( s_p = s_{\alpha_p} \) for \( p \in [1, l] \). Furthermore, with respect to the \( T \)-action on \( \mathbb{C}[O^u] \) induced by the \( T \)-action on \( O^u \) in (2.10) (see end of Notation 1.3), one has

\[
t \cdot z_j = t^{s_{\alpha_1} s_{\alpha_2} \cdots s_{\alpha_j-1}(\alpha_j)} z_j, \quad t \in T, \quad j \in [1, l].
\]

**2.3 Construction of the Bott–Samelson atlas**

Throughout Sect. 2.3, we fix \( v, w \in W \) and let \( Q = B(v) \) or \( N(v) \). We will first construct a decomposition of the shifted big cell \( wB^{-} B/Q \subset G/Q \) using generalized Bruhat cells. We will then introduce Bott–Samelson coordinates on \( wB^{-} B/Q \) using those on generalized Bruhat cells.

Using first the decomposition

\[
wB^{-} B = (\bar{w}N^\bar{w}^{-1}) \bar{w}B,
\]

we write every element in \( wB^{-} B \) uniquely as \( a\bar{w}b \), where \( a \in \bar{w}N^\bar{w}^{-1} \) and \( b \in B \). Using the direct product decompositions

\[
\bar{w}N^\bar{w}^{-1} = N_w^\bar{w} N_w = N_w N_w^\bar{w},
\]

\( \bar{w}N^\bar{w}^{-1} \) is a product of two conjugate Bruhat cells.
where recall that \( N_w = N \cap wN^{-w} \) and \( N^{-w} = N^{-} \cap wN^{-w} \), we further decompose every \( a \in \overline{wN^{-w}} \) uniquely as

\[
a = a_+ a_- = a'_- a'_+ \quad \text{with} \quad a_+, a'_- \in N_w, \quad a_-, a'_+ \in N^{-w}. \tag{2.16}
\]

Since \( a'_- a'^{-1}_+ = (a'_-)^{-1} a_+ \), one has (see Notation 1.3)

\[
a = [a'_- a'^{-1}_+] a_- = [a'_+ a'^{-1}_-] a'_+ . \tag{2.17}
\]

It follows that the map

\[
\overline{wN^{-w}} \longrightarrow N^{-w} \times N_w, \quad a \longmapsto (a_-, a'_+), \tag{2.18}
\]

is an isomorphism, where again \( a \in \overline{wN^{-w}} \) is decomposed as in (2.16). Consequently, for any closed subgroup \( Q \) of \( B \), one has the isomorphism

\[
I^w_Q : \quad wB^{-w} B / Q \longrightarrow (B^{-w}B/B) \times (BwB/Q),
\]

\[
a \bar{w} b. Q \longmapsto (a_- wB, \quad a'_+ \bar{w} b. Q), \tag{2.19}
\]

where again \( a \in \overline{wN^{-w}} \), decomposed as in (2.16), and \( b \in B \).

For \( Q = B(v) \) or \( N(v) \), using the unique decomposition

\[
B = N_v N(v) T,
\]

we can write elements in \( BwB/B(v) \) and in \( BwB/N(v) \) uniquely as

\[
n_1 \bar{w} n_2 B(v) \in BwB/B(v), \quad n_1 \bar{w} n_2 t. N(v) \in BwB/N(v),
\]

where \( n_1 \in N_w, \quad n_2 \in N_v \) and \( t \in T \). It follows that one has the isomorphisms

\[
\xi^{(w,v)}_{B(v)} : \quad BwB/B(v) \longrightarrow O^{(w,v)}, \quad n_1 \bar{w} n_2 B(v) \longmapsto [n_1 \bar{w}, n_2 \bar{v}]_{F_2}, \tag{2.20}
\]

\[
\xi^{(w,v)}_{N(v)} : \quad BwB/N(v) \longrightarrow O^{(w,v)} \times T, \quad n_1 \bar{w} n_2 t. N(v) \longmapsto ([n_1 \bar{w}, n_2 \bar{v}]_{F_2}, \quad t), \tag{2.21}
\]

where again \( n_1 \in N_w, \quad n_2 \in N_v \), and \( t \in T \). On the other hand, the identity

\[
\overline{w_0 w^{-1}} N_w = N_{w_0 w^{-1}} \overline{w_0 w^{-1}},
\]

gives rise to the isomorphism

\[
\xi^w : \quad B^{-w} B / B \longrightarrow O^{w_0 w^{-1}}, \quad m \bar{w}. B \longmapsto \overline{w_0 w^{-1} m^{-1}}. B, \quad m \in N_w. \tag{2.22}
\]
Combining the isomorphism $J^w_\mathcal{O}$ in (2.19) with the isomorphisms in (2.20), (2.21), and (2.22), we get our desired decompositions

$$J^w_{B(v)} : wB^-B/B(v) \xrightarrow{\sim} \mathcal{O}^{u_0w^{-1}} \times \mathcal{O}^{(w,v)}, \quad \text{(2.23)}$$

$$J^w_{N(v)} : wB^-B/N(v) \xrightarrow{\sim} \mathcal{O}^{u_0w^{-1}} \times \mathcal{O}^{(w,v)} \times T, \quad \text{(2.24)}$$

explicitly given as

$$J^w_{B(v)}(a\overline{w}n.B(v)) = \left(\overline{u} a_{-1}^{-1}.B, [a_+^{'} \overline{w}, n\overline{v}]_{F_2}\right), \quad \text{(2.25)}$$

$$J^w_{N(v)}(a\overline{w}nt.N(v)) = \left(\overline{u} a_{-1}^{-1}.B, [a_+^{'} \overline{w}, n\overline{v}]_{F_2}, t\right), \quad \text{(2.26)}$$

where $a \in \overline{w}N\overline{w}^{-1}$, decomposed as in (2.16), $n \in N_v, t \in T$, and $u = u_0w^{-1}$. It is straightforward to prove the following $T$-equivariance of $J^w_{B(v)}$ and $J^w_{N(v)}$.

**Lemma 2.4** The isomorphisms $J^w_{B(v)}$ and $J^w_{N(v)}$ are $T$-equivariant, where $t_1 \in T$ acts on $wB^-B/B(v)$ and $wB^-B/N(v)$ by left translation by $t_1$ and on $\mathcal{O}^{u_0w^{-1}} \times \mathcal{O}^{(w,v)}$ and $\mathcal{O}^{u_0w^{-1}} \times \mathcal{O}^{(w,v)} \times T$ respectively by

$$t_1 \cdot (n_1\overline{u}.B, [n_2\overline{w}, n_3\overline{v}]_{F_2}) = \left(t_1^{u_0^{-1}}n_1\overline{u}.B, [t_1n_2\overline{w}, n_3\overline{v}]_{F_2}\right),$$

$$t_1 \cdot (n_1\overline{u}.B, [n_2\overline{w}, n_3\overline{v}]_{F_2}, t) = \left(t_1^{u_0^{-1}}n_1\overline{u}.B, [t_1n_2\overline{w}, n_3\overline{v}]_{F_2}, t_1^{w}.t\right),$$

where $u = u_0w^{-1} \in W, n_1 \in N_u, n_2 \in N_w, n_3 \in N_v$ and $t \in T$.

It is also straightforward to prove the following for the inverses of $J^w_{B(v)}$ and $J^w_{N(v)}$.

**Lemma 2.5** With $u = u_0w^{-1}$, the inverses of $J^w_{B(v)}$ and $J^w_{N(v)}$ are respectively given by

$$\left(J^w_{B(v)}\right)^{-1}(n_1\overline{u}.B, [n_2\overline{w}, n_3\overline{v}]_{F_2}) = [n_2(\overline{u}^{-1}n_1\overline{u})]^{-1}n_2\overline{w}n_3.B(v) = [n_2(\overline{u}^{-1}n_1\overline{u})]_{+}(\overline{u}^{-1}n_1\overline{u})\overline{w}n_3.B(v),$$

$$\left(J^w_{N(v)}\right)^{-1}(n_1\overline{u}.B, [n_2\overline{w}, n_3\overline{v}]_{F_2}, t) = [n_2(\overline{u}^{-1}n_1\overline{u})]^{-1}n_2\overline{w}n_3t.N(v) = [n_2(\overline{u}^{-1}n_1\overline{u})]_{+}(\overline{u}^{-1}n_1\overline{u})\overline{w}n_3t.N(v),$$

where $n_1 \in N_u, n_2 \in N_w, n_3 \in N_v$, and $t \in T$. 
We can now use the isomorphisms $J^u$ in (2.23) and (2.24) to introduce Bott–Samelson coordinates on $wB^-B/Q$. Let first $Q = B(v)$.

**Notation 2.6** Let again $l_0 = l(w_0)$. For $v, w \in W$, let $k = l(w_0 w^{-1}) = l_0 - l(w)$ and $l = l_0 + l(v)$. Write an element $r \in R(w_0 w^{-1}) \times R(w) \times R(v)$ as $r = (w^0, w, v)$ with

$$w^0 = (s_{\alpha_1}, \ldots, s_{\alpha_k}), \quad w = (s_{\alpha_{k+1}}, \ldots, s_{\alpha_0}), \quad v = (s_{\alpha_{0+1}}, \ldots, s_{\alpha_l}), \quad (2.27)$$

where $\alpha_j \in \Gamma$ for each $j \in [1, l]$.

Recall from (2.13) that associated to $w^0 \in R(w_0 w^{-1})$ and $(w, v) \in R(w) \times R(v)$ we have the parametrizations $\beta^{w^0} : C^k \rightarrow O_{w_0 w^{-1}}$ and $\beta^{(w, v)} : C^{l-k} \rightarrow O_{w, v}$ given by

$$\begin{align*}
\beta^{w^0}(z_1, \ldots, z_k) &= g_{w^0}(z_1, \ldots, z_k)B, \\
\beta^{(w, v)}(z_{k+1}, \ldots, z_l) &= (\{g_{w}(z_{k+1}, \ldots, z_0), \ g_{v}(z_0+1, \ldots, z_l)\}r_2). 
\end{align*}$$

Consequently, one has the parametrization

$$\sigma^r = \beta^{w^0} \times \beta^{(w, v)} : C^l \rightarrow O_{w_0 w^{-1}} \times O_{w, v},$$

$$\sigma^r(z) = (g_{w^0}(z_1, \ldots, z_k)B, \ [g_{w}(z_{k+1}, \ldots, z_0), \ g_{v}(z_0+1, \ldots, z_l)]r_2). \quad (2.28)$$

Combining with $(J^w)_{B(v)}^{-1} : O_{w_0 w^{-1}} \times O_{w, v} \rightarrow wB^-B/B(v)$, we have the isomorphism

$$\sigma^r_{B(v)} \overset{\text{def}}{=} (J^w)_{B(v)}^{-1} \circ \sigma^r : C^l \rightarrow wB^-B/B(v). \quad (2.29)$$

**Definition 2.7** For $w \in W$ and $r = (w^0, w, v) \in R(w_0 w^{-1}) \times R(w) \times R(v)$, the map $\sigma^r_{B(v)} : C^l \rightarrow wB^-B/B(v)$ in (2.29) is called the Bott–Samelson parametrization of $wB^-B/B(v)$ defined by $r$, and the induced coordinates $(z_1, z_2, \ldots, z_l)$ are called the Bott–Samelson coordinates on $wB^-B/B(v)$ defined by $r$. The collection

$$\mathcal{A}_{BS}(G/B(v)) = \{\sigma^r_{B(v)} : w \in W, \ r \in R(w_0 w^{-1}) \times R(w) \times R(v)\}$$

is called the Bott–Samelson atlas on $G/B(v)$, and each $\sigma^r_{B(v)}$ in $\mathcal{A}_{BS}(G/B(v))$ is called a Bott–Samelson coordinate chart on $G/B(v)$. \hfill \Box

Turning to $Q = N(v)$, fix any listing $\omega_1, \ldots, \omega_d$ of all the fundamental weights, and let

$$\sigma : (C^x)^d \rightarrow T, \quad (2.30)$$
be the inverse of the isomorphism $T \to (\mathbb{C}^\times)^d, t \mapsto (t^{\alpha_1}, \ldots, t^{\alpha_d})$. One then has the parametrization
\[
\sigma^r \times \sigma : \mathbb{C}^d \times (\mathbb{C}^\times)^d \to \mathcal{O}^{\mathfrak{w}_0 \mathfrak{w}^{-1}} \times \mathcal{O}^{(w, v)} \times T.
\] (2.31)
Combining with $(J^w_{N(v)})^{-1} : \mathcal{O}^{\mathfrak{w}_0 \mathfrak{w}^{-1}} \times \mathcal{O}^{(w, v)} \times T \to wB^{-}B/N(v)$, one has the isomorphism
\[
\sigma^r_{N(v)} = (J^w_{N(v)})^{-1} \circ (\sigma^r \times \sigma) : \mathbb{C}^d \times (\mathbb{C}^\times)^d \to wB^{-}B/N(v).
\] (2.32)

**Definition 2.8** For $w \in W$ and $r = (w^0, w, v) \in \mathcal{R}(\mathfrak{w}_0 \mathfrak{w}^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$, the map $\sigma^r_{N(v)} : \mathbb{C}^d \times (\mathbb{C}^\times)^d \to wB^{-}B/N(v)$ in (2.32) is called the Bott–Samelson parametrization of $wB^{-}B/N(v)$ defined by $r$, and the induced coordinates $(z_1, z_2, \ldots, z_{l+d})$ are called the Bott–Samelson coordinates on $wB^{-}B/N(v)$ defined by $r$. The collection
\[
\mathcal{A}_{BS}(G/N(v)) = \{\sigma^r_{N(v)} : w \in W, r \in \mathcal{R}(\mathfrak{w}_0 \mathfrak{w}^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)\}
\]
is called the Bott–Samelson atlas on $G/N(v)$, and each $\sigma^r_{N(v)}$ in $\mathcal{A}_{BS}(G/N(v))$ is called a Bott–Samelson coordinate chart on $G/N(v)$.

**Example 2.9** Let $v = w_0$ so $G/N(v) = G$. For $w = e$, the Bott–Samelson parametrization $\sigma^r_G : \mathbb{C}^{2l_0} \times (\mathbb{C}^\times)^d \sim B^{-}B$ for $r = (w^0, \emptyset, w_0) \in \mathcal{R}(w_0) \times \mathcal{R}(e) \times \mathcal{R}(w_0)$ is given by
\[
\sigma^r_G(z) = \left(\frac{1}{w_0}g_{w_0}(z_1, \ldots, z_{l_0})^{-1}g_{w_0}(z_{l_0+1}, \ldots, z_{l_0+d})\right) \sigma(z_{l_0+1}, \ldots, z_{l_0+d})
\] for $z = (z_1, \ldots, z_{l_0+d}) \in \mathbb{C}^{2l_0} \times (\mathbb{C}^\times)^d$. Similarly, for $w = w_0$ and for each $r = (\emptyset, w_0, w_0^0) \in \mathcal{R}(e) \times \mathcal{R}(w_0) \times \mathcal{R}(w_0)$, we have the Bott–Samelson parametrization $\sigma^r_G : \mathbb{C}^{2l_0} \times (\mathbb{C}^\times)^d \sim Bw_0B$ given by
\[
\sigma^r_G(z_1, \ldots, z_{l_0+d}) = g_{w_0}(z_1, \ldots, z_{l_0})g_{w_0^0}(z_{l_0+1}, \ldots, z_{l_0+d})\frac{1}{w_0}^{-1} \sigma(z_{l_0+1}, \ldots, z_{l_0+d}).
\]

In the remainder of Sect. 2.3, we express the Bott–Samelson coordinates on $G/B(v)$ and $G/N(v)$ using generalized minors on $G$.

Consider again the case of $Q = B(v)$ first. Fix $w \in W$ and let again $u = w_0 w^{-1}$. Let $r = (w^0, w, v) \in \mathcal{R}(w_0 w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$ as in (2.27), i.e.,
\[
w^0 = (s_{\alpha_1}, \ldots, s_{\alpha_k}), \quad w = (s_{\alpha_{k+1}}, \ldots, s_{\alpha_0}), \quad v = (s_{\alpha_{l_0+1}}, \ldots, s_{\alpha_l}).
\]
Note then that $(s_{\alpha_1}, s_{\alpha_{k+1}}, \ldots, s_{\alpha_0}) \in \mathcal{R}(w_0)$ and that
\[
l(s_{\alpha_1} \cdots s_{\alpha_k} w) = l(s_{\alpha_i} \cdots s_{\alpha_k}) + l(w), \quad i \in [1, k].
\] (2.33)
Recall from Notation 1.3 that for $\alpha \in \Gamma$ we have $\alpha^* = -w_0(\alpha)$ and that $\bar{s}_\alpha^* = \bar{w}_0^{-1} \bar{s}_\alpha \bar{w}_0$.

**Proposition 2.10** For $w \in W$, write an element in $wB^-B/B(v)$ as $\bar{w}mn.B(v)$ for unique $m \in N^-$ and $n \in N_v$. Then for $r \in \mathcal{R}(w_0 w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$ as in (2.27), the Bott–Samelson coordinates $(z_1, \ldots, z_j)$ on $wB^-B/B(v)$ defined by $r$ are given by

$$z_j(\bar{w}mn.B(v)) = \begin{cases} 
\Delta_{\bar{s}_{\alpha_j} \cdots \bar{s}_{\alpha_{j-1}} \bar{w} \bar{m}^{-1}} (m), & j \in [1, k], \\
\Delta_{\bar{s}_{\alpha_{j-1}} \cdots \bar{s}_{\alpha_{j-2}} \bar{s}_{\alpha_{j-1}} \alpha^j (\bar{m} \bar{m}^{-1}), & j \in [k + 1, l_0], (2.34) \\
\Delta_{\bar{s}_{\alpha_{l_0+1}} \cdots \bar{s}_{\alpha_{l_1}} \cdots \bar{s}_{\alpha_{l_1-1}} \alpha^j (n), & j \in [l_0 + 1, l]. 
\end{cases}$$

Furthermore, with respect to the $T$-action on $\mathbb{C}[wB^-B/B(v)]$ induced from the $T$-action on $wB^-B/B(v)$ by left translation, each $z_j$ is a $T$-weight vector, with

$$t \cdot z_j = \begin{cases} 
t_{\bar{s}_{\alpha_j} \cdots \bar{s}_{\alpha_{j-1}} \bar{w} \bar{m}^{-1}} (z_j), & j \in [1, k], \\
t_{\bar{s}_{\alpha_{j-1}} \cdots \bar{s}_{\alpha_{j-2}} \bar{s}_{\alpha_{j-1}} \alpha^j (\bar{m} \bar{m}^{-1}), & j \in [k + 1, l]. 
\end{cases} \quad t \in T.$$

**Proof** Fix $m \in N^-$ and $n \in N_v$ and let $a = \bar{w}m^{-1} \in \bar{w}N^-w^{-1}$. Decompose $a$ again as in (2.16), i.e., $a = a_+ a_- = a'_+ a'_-$, where $a_+, a'_+ \in N_w$ and $a_-, a'_- \in N_w$. Let $n_1 = \bar{a}_-^{-1} \bar{u}^{-1} \in N_u$ and $n_2 = a'_+ \in N_w$. By the definition of $J^w_{B(v)}$,

$$J^w_{B(v)}(\bar{w}mn.B(v)) = J^w_{B(v)}(a \bar{w}n.B(v)) = (n_1 \bar{u} B, [n_2 \bar{w}, n \bar{v}]_{F_2}).$$

Write $z_j = z_j(\bar{w}mn.B(v))$ for $j \in [1, l]$. Let first $j \in [1, k]$. By Lemma 2.1,

$$z_j = \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_{j-1}}^{-1} n_1 s_{\alpha_1} \cdots s_{\alpha_j}) = \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_{j-1}}^{-1} (\bar{a}^{-1} \bar{u}^{-1}) s_{\alpha_1} \cdots s_{\alpha_j})$$

$$= \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_k} a_+^{-1} s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1}).$$

By (2.33) and (2.5), $s_{\alpha_{j+1}} \cdots s_{\alpha_k} a_+ s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1} \in N$. Thus

$$z_j = \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_k} a_+ s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1}) = \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_k} a_+ s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1})$$

$$= \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_k} a_+^{-1} s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1}) = \Delta^{\omega_{\alpha_j}} (s_{\alpha_1} \cdots s_{\alpha_k} a_+ s_{\alpha_{j+1}} \cdots s_{\alpha_k}^{-1}).$$

where in the last step we used again (2.33) for $i = j$ and $j + 1$. By (1.7), one has

$$z_j = \Delta^{\omega_{\alpha_j}^*} (\bar{w}_0^{-1} s_{\alpha_{j+1}} \cdots s_{\alpha_k} \bar{w} m \bar{s}_{\alpha_j} \cdots s_{\alpha_k} \bar{w}^{-1} \bar{w}_0).$$

Note that for $i = j$ or $j + 1$, one has $\bar{s}_{\alpha_i} \cdots s_{\alpha_k} \bar{w} = \bar{s}_{\alpha_i} \cdots s_{\alpha_{i-1}}^{-1} \bar{w}_0$. It follows that

$$z_j = \Delta^{\omega_{\alpha_j}^*} (\bar{w}_0^{-1} s_{\alpha_1} \cdots s_{\alpha_j}^{-1} \bar{w}_0 m \bar{w}_0^{-1} s_{\alpha_1} \cdots s_{\alpha_{j-1}} \bar{w}_0).$$
Proposition 2.11 \[ \text{Assume now that } j \in [k + 1, l_0]. \text{ By Lemma 2.1,} \]
\[
z_j = \Delta^{a_{k+1}} (s_{k+1} \cdots s_{j-1} a_{k+1} \cdots a_j n_2 s_{k+1} \cdots s_{j-1}) = \Delta^{a_{k+1}} (s_{k+1} \cdots s_{j-1} a_{k+1} \cdots a_j).
\]
By (2.5), \( s_{k+1} \cdots s_{j-1} a_{k+1} \cdots a_j \) is an element in \( \mathbb{Z}^+ \). It follows that
\[
z_j = \Delta^{a_{k+1}} (s_{k+1} \cdots s_{j-1} a_{k+1} \cdots a_j) = \Delta^{a_{k+1}} \cdots s_{j-1} a_{k+1} \cdots s_{j-1} a_{k+1} \cdots a_j (w m w^{-1}).
\]
Finally, assume that \( j \in [l_0 + 1, l] \). By Lemma 2.1,
\[
z_j = \Delta^{a_{l_0+1}} (s_{l_0+1} \cdots s_{j-1} a_{l_0+1} \cdots a_j n_2 s_{l_0+1} \cdots s_{j-1}) = \Delta^{a_{l_0+1}} \cdots s_{j-1} a_{l_0+1} \cdots s_{j-1} a_{l_0+1} a_{l_0+1} \cdots a_j (n).
\]
The statement on the \( T \)-weight for each \( z_j \) follows either from a direct calculation using (2.34) or from the \( T \)-equivariance of the isomorphism \( J^w_B(v) \) and Lemma 2.3. □

Turning to \( Q = N(v) \), recall that we have fixed a listing \( \omega_1, \ldots, \omega_d \) of all the fundamental weights to define the isomorphism \( \sigma : (\mathbb{C}^d) \rightarrow T \) in (2.30), which is in turn used in defining the Bott–Samelson coordinate charts on \( G/N(v) \). The following proposition follows directly from Proposition 2.10.

Proposition 2.11 For \( w \in W \), write an element in \( wB^-B/N(v) \) as \( \bar{w}mnt.N(v) \) for unique \( m \in \mathbb{N}^+ \), \( n \in N \), and \( t \in T \). Then for \( r \in R(w_0 w^{-1}) \times R(w) \times R(w) \) as in (2.27), the Bott–Samelson coordinates \((z_1, \ldots, z_{l+d})\) on \( wB^-B/N(v) \) defined by \( r \) are given by
\[
z_{j}(\bar{w}mnt.N(v)) = \begin{cases}
\Delta^{s_{a_j} \cdots s_{a_j} \cdots s_{a_j} \cdots s_{a_j} \cdots s_{a_j}} (m), & j \in [1, k], \\
\Delta^{s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k}} (\bar{w} m \bar{w}^{-1}), & j \in [k + 1, l], \\
\Delta^{s_{a_{l_0+1}} \cdots s_{a_{l_0+1}} \cdots s_{a_{l_0+1}} \cdots s_{a_{l_0+1}}} (n), & j \in [l + 1, l + d].
\end{cases}
\]
Furthermore, with respect to the \( T \)-action on \( \mathbb{C}[wB^-B/N(v)] \) induced by the \( T \)-action on \( wB^-B/N(v) \) by left translation, each \( z_j \) is a \( T \)-weight vector, with
\[
t \cdot z_j = \begin{cases}
t^{s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k}} (a_j) z_j, & j \in [1, k], \\
t^{s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k}} (a_j) z_j, & j \in [k + 1, l], \\
t^{s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k} \cdots s_{a_k}} (a_j) z_j, & j \in [l + 1, l + d],
\end{cases} t \in T.
\]
**Example 2.12** Consider the case of $Q = B$ so that $v = e$. For any $w \in W$ and $r = (w^0, w, \emptyset) \in \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(e)$ with
\[
 w^0 = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \quad \text{and} \quad w = (s_{\alpha_{k+1}}, \ldots, s_{\alpha_l}),
\]
the Bott–Samelson coordinates on $wB^{-}B/B$ defined by $r$ are given by
\[
 z_j(\overline{w}m.B) = \begin{cases} 
 \Delta_{s_{\alpha_1} \cdots s_{\alpha_j} \cdots s_{\alpha_{k-1}}} \omega_{\alpha_j} (m), & j \in [1, k], \\
 \Delta_{s_{\alpha_{k+1}} \cdots s_{\alpha_{k-1}}} \omega_{\alpha_j} (\overline{w}m\overline{w}^{-1}), & j \in [k+1, l_0].
\end{cases}
\]
(2.35)

**Example 2.13** Consider $G = SL(3, \mathbb{C})$ and $Q = \{e\}$ (so $v = w_0$), with $B$ and $B^-$ consisting, respectively, all the upper-triangular and lower triangular elements in $G$, and denote $s_1 = s_{\alpha_1}$ and $s_2 = s_{\alpha_2}$ for the standard choices of $\alpha_1$ and $\alpha_2$. There are a total of 16 Bott–Samelson coordinate charts on $G$, corresponding to the 16 elements in the set $\bigcup_{w \in W} \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(w_0)$. Write $g \in G$ as $g = \left(\begin{array}{ccc} a_{11} & a_{12} & a_{13} \\
 a_{21} & a_{22} & a_{23} \\
 a_{31} & a_{32} & a_{33} \end{array} \right)$ and let $\Delta_{i,j,k,l} = \det \left(\begin{array}{cc} a_{ik} & a_{il} \\
 a_{jk} & a_{jl} \end{array} \right)$ for $i < j$ and $k < l$. As the first example, let $w = e$ and choose $r_1 = ((s_1, s_2, s_1), \emptyset, (s_1, s_2, s_1))$. Then the Bott–Samelson parametrization $\sigma^{r_1} = \sigma^{r_1}_G$ of $B^{-}B$ by $\mathbb{C}^6 \times (\mathbb{C}^\times)^2$ maps $\xi = (\xi_1, \ldots, \xi_8) \in \mathbb{C}^6 \times (\mathbb{C}^\times)^2$ to
\[
 \sigma^{r_1}(\xi) = \begin{pmatrix} 
 1 & 0 & 0 \\
 \xi_3 & 1 & 0 \\
 \xi_2 & \xi_1 & 1 \\
 \xi_7 & \xi_4\xi_6 - \xi_5 & \xi_6 \\
 0 & 1 & \xi_6 \\
 0 & 0 & 1 \\
 \xi_3\xi_7 & (\xi_3\xi_4 - \xi_5)/\xi_8 & (\xi_3\xi_4\xi_6 - \xi_3\xi_5 + \xi_6)/\xi_8 \\
 \xi_2\xi_7 & (\xi_2\xi_4 + \xi_1)\xi_8/\xi_7 & (\xi_2\xi_4\xi_6 - \xi_2\xi_5 + \xi_1\xi_6 + 1)/\xi_8 
\end{pmatrix},
\]
and the corresponding Bott–Samelson coordinates $(\xi_1, \ldots, \xi_8)$ on $B^{-}B$ are
\[
\begin{align*}
 \xi_1 &= \frac{\Delta_{13,12}}{\Delta_{12,12}}, \quad \xi_2 = \frac{a_{31}}{a_{11}}, \quad \xi_3 = \frac{a_{21}}{a_{11}}, \quad \xi_4 = \frac{a_{11}a_{12}}{\Delta_{12,12}}, \quad \xi_5 = a_{11}\Delta_{12,23}, \\
 \xi_6 &= \frac{\Delta_{12,12}\Delta_{12,13}}{a_{11}}, \quad \xi_7 = a_{11}, \quad \xi_8 &= \Delta_{12,12}.
\end{align*}
\]
As the second example, let $w = w_0 = s_1s_2s_1$ and $r_2 = (\emptyset, (s_2, s_1, s_2), (s_1, s_2, s_1))$. The Bott–Samelson parametrization $\sigma^{r_2} = \sigma^{r_2}_G$ of $w_0B^{-}B = Bw_0B$ by $\mathbb{C}^6 \times (\mathbb{C}^\times)^2$ maps $z = (z_1, \ldots, z_8) \in \mathbb{C}^6 \times (\mathbb{C}^\times)^2$ to
\[
 \sigma^{r_2}(z) = \overline{w}_0 \begin{pmatrix} 
 1 & 0 & 0 \\
 -z_1 & 1 & 0 \\
 z_2 & -z_3 & 1 \\
 z_4 & z_4z_6 - z_5 & 0 \\
 0 & 1 & z_6 \\
 0 & 0 & 1 \\
 0 & z_8/z_7 & 0 \\
 0 & 0 & 1/z_8 
\end{pmatrix}.
\]
1. For an integer $m \geq 1$, let $\text{Poly}^>^0$ be the set of all non-zero polynomials in $m$ variables with non-negative integer coefficients. Elements in $\text{Poly}^>^0$ will also be called positive integral polynomials in $m$ variables.

3.1 Positive varieties

We first recall the notion of positive varieties.

Notation 3.1 1. For an integer $m \geq 1$, let $\text{Poly}^>^0_m$ be the set of all non-zero polynomials in $m$ variables with non-negative integer coefficients. Elements in $\text{Poly}^>^0_m$ will also be called positive integral polynomials in $m$ variables.

2. For an irreducible rational complex variety $X$ with the field $\mathbb{C}(X)$ of rational functions, and for a subset $\Phi = \{\phi_1, \ldots, \phi_m\}$ of algebraically independent ele-

and the Bott–Samelson coordinates $(\xi_1, \ldots, \xi_8)$ on $w_0B^-B$ are

$$
\begin{align*}
\xi_1 &= z_3/(z_1z_3 - z_2), \quad \xi_2 = 1/z_2, \quad \xi_3 = z_1/z_2, \\
\xi_4 &= \frac{z_2(z_2z_4 - z_3)}{z_1z_3 - z_2}, \quad \xi_5 = z_2(1 - z_1z_4 + (z_1z_3 - z_2)z_5), \\
\xi_6 &= \frac{1}{z_2}(z_1z_3 - z_2)(z_1z_3z_6 - z_2z_6 - z_1), \quad \xi_7 = z_2z_7, \quad \xi_8 = z_8(z_1z_3 - z_2), \\
\xi_9 &= \frac{\xi_2(\xi_2\xi_4 + \xi_1)}{\xi_1\xi_3 - \xi_2}, \quad \xi_5 = \xi_2(\xi_1\xi_3\xi_5 - \xi_2\xi_5 + \xi_3\xi_4 + 1), \\
\xi_6 &= \frac{1}{\xi_2}(\xi_1\xi_3 - \xi_2)(\xi_1\xi_3\xi_6 - \xi_2\xi_6 + \xi_3), \quad \xi_7 = \xi_2\xi_7, \quad \xi_8 = \xi_8(\xi_1\xi_3 - \xi_2).
\end{align*}
$$

3 Positivity of the Bott–Samelson coordinates

In Sect. 3.1 we recall from [1,7,17] the notion of positive structures on complex varieties. In Sect. 3.2 we first recall the Lusztig positive structure on $G$ and then extend it to $G/Q$ for $Q = B(v)$ or $N(v)$ for all $v \in W$. Some results from [8,19] on generalized minors and double Bruhat cells are reviewed in Sect. 3.3, which are then used in Sect. 3.4 to prove positivity of all Bott–Samelson coordinates on $G/Q$ with respect to the Lusztig positive structure.
ments in $\mathbb{C}(X)$, denote by Pos($\phi$) the set of elements $f \in \mathbb{C}(X)$ such that $f = p(\phi_1, \ldots, \phi_m)/q(\phi_1, \ldots, \phi_m)$ for some $p, q \in \text{Poly}_m^{>0}$. Elements in Pos($\phi$) are also said to have subtraction-free expressions in $\phi$.

3. A rational map $F$ from $(\mathbb{C}^\times)^k$ to $(\mathbb{C}^\times)^l$ is said to be positive if the components of $F$ are in $\text{Pos}(c_1, \ldots, c_k)$, where $(c_1, \ldots, c_k)$ are the coordinates on $(\mathbb{C}^\times)^k$.

**Definition 3.2** [7,17] Let $X$ be an $n$-dimensional irreducible rational complex variety.

1. A *toric chart* on $X$ is an open embedding $\rho : (\mathbb{C}^\times)^n \rightarrow X$. Two toric charts

$$\rho_1 : (\mathbb{C}^\times)^n \rightarrow X \text{ and } \rho_2 : (\mathbb{C}^\times)^n \rightarrow X$$

are said to be *positively equivalent* if both $\rho_2^{-1} \circ \rho_1$ and $\rho_1^{-1} \circ \rho_2$ are positive rational maps from $(\mathbb{C}^\times)^n$ to $(\mathbb{C}^\times)^n$. The collection of all toric charts positively equivalent to a given toric chart $\rho$ is called the *positive equivalence class* of $\rho$ and is denoted as $[\rho]$.

2. A *positive structure* on $X$ is a positive equivalence class $\mathcal{P}^X$ of toric charts on $X$.

**Definition 3.3** [7,17]

1. A *positive variety* is a pair $(X, \mathcal{P}^X)$, where $X$ is an irreducible rational complex variety and $\mathcal{P}^X$ a positive structure on $X$. A toric chart $\rho$ on $X$ such that $[\rho] = \mathcal{P}^X$ is also called a *toric chart in* $\mathcal{P}^X$.

2. Given a positive variety $(X, \mathcal{P}^X)$ and a toric chart $\rho : (\mathbb{C}^\times)^n \rightarrow X$ in $\mathcal{P}^X$, the subset

$$(X, \mathcal{P}^X)_{>0} \overset{\text{def}}{=} \rho((\mathbb{R}_{>0})^n)$$

of $X$, which is independent of the choice of $\rho$ in $\mathcal{P}^X$, is called the *totally positive part* of $(X, \mathcal{P}^X)$. Here $\mathbb{R}_{>0}$ is the set of all positive real numbers. When the positive structure $\mathcal{P}^X$ is clearly indicated, we denote $(X, \mathcal{P}^X)_{>0}$ simply by $X_{>0}$ and call it the totally positive part of $X$.

3. Given a positive variety $(X, \mathcal{P}^X)$, a rational function $f \in \mathbb{C}(X)$ is said to be *positive with respect to* $\mathcal{P}^X$ if there exists a toric chart $\rho : (\mathbb{C}^\times)^n \rightarrow X$ in $\mathcal{P}^X$ such that $f \in \text{Pos}(c_1, \ldots, c_n)$, where $(c_1, \ldots, c_n)$ are the local coordinates on $X$ defined by the toric chart $\rho$. Note that the definition of $f$ being positive is independent on the choice of the toric chart $\rho$ in $\mathcal{P}^X$. Denote by Pos($X, \mathcal{P}^X$), or simply by Pos($X$) when $\mathcal{P}^X$ is clearly understood, the set of all rational functions on $X$ that are positive with respect to $\mathcal{P}^X$.

\[\square\]

**Remark 3.4** It is clear that for any integer $m \geq 1$, the set of Poly$^{>0}_m$ of positive integral polynomials in $m$ variables is closed under addition and multiplication. Consequently, for any positive variety $(X, \mathcal{P}^X)$, Pos($X, \mathcal{P}^X$) is a semi-field in the sense that it is closed under addition, multiplication, and division but with no zero element. In particular, for any finite subset $\{f_1, \ldots, f_m\}$ of Pos($X, \mathcal{P}^X$), not necessarily algebraically independent, one has $p(f_1, \ldots, f_m) \in \text{Pos}(X, \mathcal{P}^X)$ for any $p \in \text{Poly}^{>0}_m$. \[\square\]
3.2 The Lusztig positive structure on $G/Q$

Returning to the connected and simply connected complex semisimple Lie group $G$, we first recall the Lusztig positive structure on $G$ and then extend it to $G/B(v)$ and $G/N(v)$ for all $v \in W$.

For $w \in W$, $w = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \in \mathcal{R}(w)$, and $c = (c_1, \ldots, c_k) \in \mathbb{C}^k$, define

$$x_w^-(c) = x_{-\alpha_1}(c_1)x_{-\alpha_2}(c_2) \cdots x_{-\alpha_k}(c_k), \quad x_w^+(c) = x_{\alpha_1}(c_1)x_{\alpha_2}(c_2) \cdots x_{\alpha_k}(c_k). \quad (3.1)$$

As $w$ is a reduced word for $w$, one has (see, for example, [43, (d) of Proposition 2.7])

$$x_w^-((\mathbb{C}^\times)^k) \subset N^- \cap BwB \quad \text{and} \quad x_w^+((\mathbb{C}^\times)^k) \subset N \cap B^-wB^-. \quad (3.2)$$

The following facts are proved in [43, Proposition 2.7] and [5, Theorem 3.1]).

**Lemma 3.5** For any $w \in W$ and $w = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \in \mathcal{R}(w)$,

$$x_w^- : (\mathbb{C}^\times)^k \rightarrow N^- \cap BwB, \quad (c_1, \ldots, c_k) \mapsto x_w^-(c_1, \ldots, c_k), \quad (3.3)$$

$$x_w^+ : (\mathbb{C}^\times)^k \rightarrow N \cap B^-wB^-, \quad (c_1, \ldots, c_k) \mapsto x_w^+(c_1, \ldots, c_k), \quad (3.4)$$

are toric charts, respectively on $N^- \cap BwB$ and $N \cap B^-wB^-$, and their positive equivalence classes are independent of the choice of $w \in \mathcal{R}(w)$.

Let again $\sigma : (\mathbb{C}^\times)^d \rightarrow T$ be the isomorphism in (2.30). For $w_0, w'_0 \in \mathcal{R}(w_0)$, define $\rho_{(w_0, w'_0)} : (\mathbb{C}^\times)^{2l_0+d} \rightarrow G$ by

$$\rho_{(w_0, w'_0)}(c_1, \ldots, c_{2l_0+d}) = x_{w_0}^-(c_1, \ldots, c_{l_0})x_{w'_0}^+(c_{l_0+1}, \ldots, c_{2l_0})\sigma(c_{2l_0+1}, \ldots, c_{2l_0+d}). \quad (3.5)$$

By the unique decomposition $B^-B = N^-NT$ and by Lemma 3.5, $\rho_{(w_0, w'_0)}$ is a toric chart on $G$, and the positive equivalence class $[\rho_{(w_0, w'_0)}]$ of toric charts in $G$ is independent of the choices of $(w_0, w'_0) \in \mathcal{R}(w_0) \times \mathcal{R}(w_0)$ and of $\sigma$.

**Definition 3.6** We will set

$$\mathcal{P}_{Lusztig}^G = [\rho_{(w_0, w'_0)}]$$

for any $(w_0, w'_0) \in \mathcal{R}(w_0) \times \mathcal{R}(w_0)$ and call it the Lusztig positive structure on $G$. □

Denote by $G_{>0}$ the totally positive part of $G$ defined by $\mathcal{P}_{Lusztig}^G$. Then, using any reduced words $w_0, w'_0 \in \mathcal{R}(w_0)$, one has

$$G_{>0} = \{x_{w_0}^-(c_1, \ldots, c_{l_0})x_{w'_0}^+(c_{l_0+1}, \ldots, c_{2l_0})r : c_1, \ldots, c_{2l_0} \in \mathbb{R}_{>0}, r^{\alpha} > 0, \forall \alpha \in \Gamma\},$$
which coincides with the totally positive part of $G$ defined by Lusztig [43].

To define the Lusztig positive structures on $G/B(v)$ and $G/N(v)$ for $v \in W$, we first prove the following lemma.

**Lemma 3.7** For any $v \in W$, the following maps are all open embeddings:

$$
\delta_v : B^-v^{-1}B^- \longrightarrow G/N(v), \quad g \longmapsto g.N(v), \\
\epsilon_v : (N^- \cap Bw_0B) \times (N \cap B^{-v^{-1}}B^-) \times T \longrightarrow G/N(v), \quad (m, n, t) \longmapsto mnt.N(v), \\
\epsilon'_v : (N^- \cap Bw_0B) \times (N \cap B^{-v^{-1}}B^-) \longrightarrow G/B(v), \quad (m, n) \longmapsto mn.B(v).
$$

**Proof** Consider the Zariski open subset $B^-B\overline{v}^{-1}$ of $G$ and its unique decomposition

$$
B^-B\overline{v}^{-1} = B^-\overline{v}^{-1}(N^- \cap \overline{v}N\overline{v}^{-1}).
$$

In view of the unique decompositions

$$
\overline{v}N\overline{v}^{-1} = (N^- \cap \overline{v}N\overline{v}^{-1})N(v) \quad \text{and} \quad B^-v^{-1}B^- = B^-\overline{v}^{-1}(N^- \cap \overline{v}N\overline{v}^{-1}),
$$

one has the unique decomposition $B^-B\overline{v}^{-1} = (B^-v^{-1}B^-)N(v)$, so

$$
B^-v^{-1}B^- \times N(v) \longrightarrow B^-B\overline{v}^{-1}, \quad (g, n) \longmapsto gn, \quad g \in B^-v^{-1}B^-, \quad n \in N(v), \quad (3.6)
$$

is an isomorphism. It follows that $\delta_v$ is an open embedding.

As both $(N^- \cap Bw_0B) \times (N \cap B^{-v^{-1}}B^-) \times T$ and $G/N(v)$ are smooth, irreducible, and of the same dimension, by the Grothendieck–Zariski factorization theorem [30, Theorem 8.12.6], to show that $\epsilon_v$ is an open embedding, it is enough to show that it is injective (see also proof of [19, Theorem 1.2]).

Suppose that $m, m' \in N^- \cap Bw_0B$, $n, n' \in N \cap B^{-v^{-1}}B^-$, and $t, t' \in T$ are such that $mnt.N(v) = m'n't'.N(v)$. Since $mnt, m'n't' \in B^-v^{-1}B^-$, the injectivity of $\delta_v$ implies that $mnt = m'n't'$, and thus $m = m'$, $n = n'$ and $t = t'$. This shows that $\epsilon_v$ is injective and thus an embedding.

Similarly one shows that $\epsilon'_v$ is an open embedding. \qed

Let $v \in W$ and $l = l_0 + l(v) = \dim G/B(v)$, where $l_0 = l(w_0)$. For

$$(w_0, v) = (s_{\alpha_1}, \ldots, s_{\alpha_{l_0}+1}, s_{\alpha_{l_0}+1}, \ldots, s_{\alpha_l}) \in \mathcal{R}(w_0) \times \mathcal{R}(v),$$

and for $c = (c_1, \ldots, c_{l+d}) \in (\mathbb{C}^\times)^{l+d}$, write

$$c(1) = (c_1, \ldots, c_{l_0}) \in (\mathbb{C}^\times)^{l_0}, \quad c(2) = (c_{l_0+1}, \ldots, c_l) \in (\mathbb{C}^\times)^{l(v)},$$

and $c(3) = (c_{l+1}, \ldots, c_{l+d}) \in (\mathbb{C}^\times)^d$, and recall that

$$x_{w_0}^{-}(c(1)) = x_{-\alpha_1}(c_1)x_{-\alpha_2}(c_2) \cdots x_{-\alpha_{l_0}}(c_{l_0}) \in N^- \cap Bw_0B, \quad (3.7)$$
\[ x_{v^{-1}}^+(c(2)) = x_{a_1}(c_1)x_{a_{l_1}^{-1}}(c_{l_1}) \cdots x_{a_{l_0}^{-1}}(c_{l_0}^{-1}) \in N \cap B^{-v^{-1}}B^{-}, \]  
(3.8)

and \( \sigma(c(3)) \in T \), where \( v^{-1} = (s_{a_1}, \ldots, s_{a_{l_0}}) \in \mathcal{R}(v^{-1}) \). Introduce

\[
\rho_{(w_0,v)}^{G/B(v)} : (\mathbb{C}^\times)^l \longrightarrow G/B(v), \ c \longmapsto x_{w_0}^{-}(c(1))x_{v^{-1}}^+(c(2)).B(v), \tag{3.9}
\]

\[
\rho_{(w_0,v)}^{G/N(v)} : (\mathbb{C}^\times)^{l+d} \longrightarrow G/N(v), \ c \longmapsto x_{w_0}^{-}(c(1))x_{v^{-1}}^+(c(2))\sigma(c(3)).N(v). \tag{3.10}
\]

**Lemma 3.8** For \( Q = B(v) \) or \( N(v) \), and for any \((w_0, v) \in \mathcal{R}(w_0) \times \mathcal{R}(v)\), \( \rho_{(w_0,v)}^{G/Q} \) is a toric chart on \( G/Q \), and the positive structure it defines on \( G/Q \) is independent of the choice of \((w_0, v)\) (and of \( \sigma \) when \( Q = N(v) \)).

**Proof** By Lemmas 3.5 and 3.7, \( \rho_{(w_0,v)}^{G/Q} \) is an open embedding and thus a toric chart on \( G/Q \).

For any other choice \((w_0', v') \in \mathcal{R}(w_0) \times \mathcal{R}(v)\), it follows from Lemma 3.7 that

\[
\rho_{(w_0,v)}^{G/B(v)}(c(1), c(2)) = \rho_{(w_0,v')}^{G/B(v)}(c'(1), c'(2))
\]

implies that \( x_{w_0}^{-}(c(1)) = x_{w_0}^{-}(c'(1)) \) and \( x_{v^{-1}}^+(c(2)) = x_{v^{-1}}^+(c'(2)) \). By Lemma 3.5 again, \( Pos(c(1)) = Pos(c'(1)) \) and \( Pos(c(2)) = Pos(c'(2)) \). Thus the two toric charts \( \rho_{(w_0,v)}^{G/B(v)} \) and \( \rho_{(w_0',v')}^{G/B(v)} \) on \( G/B(v) \) are positively equivalent. The case for \( Q = N(v) \) is proved similarly. \( \square \)

**Definition 3.9** For \( v \in W \) and \( Q = B(v) \) or \( N(v) \), define

\[
\mathcal{P}_{Lusztig}^{G/Q} = \left[ \rho_{(w_0,v)}^{G/Q} \right]
\]

for any \((w_0, v) \in \mathcal{R}(w_0) \times \mathcal{R}(v)\) and call it the *Lusztig positive structure* on \( G/Q \). Denote by \( Pos(G/Q) \) the set of all rational functions on \( G/Q \) that are positive with respect to \( \mathcal{P}_{Lusztig}^{G/Q} \). Denote by \((G/Q)_{>0}\) the totally positive part of \( G/Q \) defined by \( \mathcal{P}_{Lusztig}^{G/Q} \). \( \square \)

**Example 3.10** For \( G/B \) so \( v = e \), it follows from the definition of \( \mathcal{P}_{Lusztig}^{G/B} \) that for any \( w_0 \in \mathcal{R}(w_0) \), one has

\[
(G/B)_{>0} = \{ x_{w_0}^{-}(c_1, \ldots, c_{l_0}).B : c_1, \ldots, c_{l_0} \in \mathbb{R}_{>0} \},
\]

which coincides with the totally positive part of \( G/B \) defined by Lusztig in [43, Sect. 8]. \( \square \)

**Remark 3.11** Let \( v \in W \) and recall that double Bruhat cell \( G_{w_0,v^{-1}} \) is defined as

\[
G_{w_0,v^{-1}} = Bw_0B \cap B^{-v^{-1}}B^{-} \subset G.
\]
Consider the map \( \rho_{(w_0,v)} : (\mathbb{C}^\times)^{l+d} \to G^{w_0,v^{-1}} \) given by
\[
\rho_{(w_0,v)}(c_1, \ldots, c_{l+d}) = x_{w_0}^{-}(c_1, \ldots, c_{l_0})x_{v^{-1}}^{+}(c_{l_0+1}, \ldots, c_{l})\sigma(c_{l+1}, \ldots, c_{l+d}).
\]

By [19, Theorem 1.2 and (2.5)], \( \rho_{(w_0,v)} \) is a toric chart on \( G^{w_0,v^{-1}} \). We will refer to the positive equivalence class \( [\rho_{(w_0,v)}] \) as the Lusztig positive structure on \( G^{w_0,v^{-1}} \).

On the other hand, as \( G^{w_0,v^{-1}} \) is a Zariski open subset of \( B^{-v^{-1}}B^- \), the open embedding \( \delta_v : B^{-v^{-1}}B^- \to G/N(v) \) restricts to an open embedding,
\[
\delta_{w_0,v} : G^{w_0,v^{-1}} \to G/N(v), \quad g \mapsto g.N(v).
\]

By construction, \( \delta_{w_0,v} : G^{w_0,v^{-1}} \to G/N(v) \) is a positive open embedding in the sense that for any toric chart \( \rho \) on \( G^{w_0,v^{-1}} \), \( \rho \) is in the Lusztig positive structure on \( G^{w_0,v^{-1}} \) if and only if \( \delta_{w_0,v} \circ \rho \) is a toric chart in Lusztig positive structure on \( G/N(v) \).

3.3 Some auxiliary facts on generalized minors

In this section, we first recall some facts from [19] on flag minors. We then give examples of regular functions on \( G/N(v) \) that are in \( \text{Pos}(G/N(v)) \) for all \( v \in W \).

**Definition 3.12** A generalized minor of the form \( \Delta_{w_0\alpha,\omega_\alpha} \) or \( \Delta_{\alpha_\omega, w_0\alpha} \), where \( w \in W \) and \( \alpha \in \Gamma \), is called a flag minor. For \( w \in W \) and \( w = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \in \mathcal{R}(w) \), set
\[
\Delta_{w,j} = \Delta_{s_{\alpha_1} \cdots s_{\alpha_j} \omega_{\alpha_j} \omega_{\alpha_j}}, \quad \text{and} \quad \Delta_{j,w} = \Delta_{\alpha_{\omega_j} s_{\alpha_1} \cdots s_{\alpha_j} \omega_{\alpha_j}}, \quad j \in [1, k].
\]

A flag minor of the form \( \Delta_{w_0\alpha_\omega, \omega_\omega} \) is invariant under the right translation by elements in \( N \). Similarly, a flag minor of the form \( \Delta_{\alpha_{\omega_\omega}, w_0\alpha_\omega} \) is invariant under the left translation by elements in \( N^{-} \). Flag minors of \( g \in SL(n, \mathbb{C}) \) of size \( i \in [1, n] \) are the determinants of the submatrices of \( g \) formed by the first \( i \) columns and any \( i \) rows, or the first \( i \) rows and any columns (see (6, p. 76)).

Recall from Notation 1.3 the weak order \( \leq \) on \( W \): \( w_1 \leq w \) if \( l(w) = l(w_1) + l(w_1^{-1}w) \). For \( w \in W \), let \( N_w^w = N^- \cap \overline{w}N\overline{w}^- \), and recall that \( N_w = N \cap \overline{w}N\overline{w}^- \). Let
\[
F(w) = \{ \Delta_{w_1\alpha_\omega, w_2\omega_\alpha} | N_w^w : \alpha \in \Gamma, w_2 \leq w_1 \leq w \} \subset \mathbb{C}[N_w^w],
\]
\[
F'(w) = \{ \Delta_{w_1\alpha_\omega, w_2\omega_\alpha} | N_w^w : \alpha \in \Gamma, w_1 \leq w_2 \leq w \} \subset \mathbb{C}[N_w],
\]
and for \( w = (s_{\alpha_1}, \ldots, s_{\alpha_k}) \in \mathcal{R}(w) \), let
\[
F_i(w) = \{ \Delta_{w,j} | N_w^w : j \in [1, k] \} \subset F(w),
\]
\[
F'_i(w) = \{ \Delta_{j,w} | N_w^w : j \in [1, k] \} \subset F'(w).
\]
Lemma 3.13 [19, Theorem 2.22] For any \( w \in W \) and \( w \in R(w) \),

1. \( F_1(w) \) is a transcendental basis of \( \mathbb{C}(N^w) \), and \( F(w) \subset \text{Pos}(F_1(w)) \subset \mathbb{C}(N^w) \);
2. \( F'_1(w) \) is a transcendental basis of \( \mathbb{C}(N_w) \), and \( F'(w) \subset \text{Pos}(F'_1(w)) \subset \mathbb{C}(N_w) \).

Proof (1) is part of [19, Theorem 2.22]. (2) follows from (1), the fact that \( (N_w)^\tau = N_w^- \), and the following identity from [19, Proposition 2.7]:

\[
\Delta_{\alpha_0, \alpha_0}(g) = \Delta_{\alpha_0, \alpha_0}(g^\tau), \quad g \in G, \tag{3.13}
\]

where \( \tau \) is the involutive anti-automorphism of \( G \) given in (1.8). \( \Box \)

Lemma 3.13 can be extended as follows.

Lemma 3.14 For any \( w \in W \) and \( w = (s_{i_1}, \ldots, s_{i_k}) \in R(w) \), \( \{ \Delta_{w, j} \}_{j \in [1, k]} \) is a set of algebraically independent regular functions on \( N^- \), and

\[
\{ \Delta_{w_1, \alpha}, w_2 \alpha \}_{\alpha \in \Gamma} \subset \text{Pos}(\Delta_{w, 1} \alpha, \ldots, \Delta_{w, k} \alpha) \subset \mathbb{C}[N].
\]

Proof Let \( m \in N^- \) and write \( m \) uniquely as \( m = m_1 m_2 \), where \( m_1 \in N^- \setminus \overline{w} N^- \overline{w}^{-1} \) and \( m_2 \in N^- \cap \overline{w} N \overline{w}^{-1} \). Then, for any \( w_2 \leq w_1 \leq w \) and \( \alpha \in \Gamma \), since \( \overline{w}_1^{-1} m_1 \overline{w}_1 \in N^- \) by (2.5), one has

\[
\Delta_{w_1, \alpha}, w_2 \alpha (m) = \Delta_{\alpha, \alpha} (\overline{w}_1^{-1} m_1 \overline{w}_1 \overline{w}_2^{-1} m_2 \overline{w}_2) = \Delta_{w_1, \alpha}, w_2 \alpha (m_2). \tag{3.14}
\]

The statement on \( \{ \Delta_{w, j} \}_{j \in [1, k]} \) now follows from (3.14) and 1) of Lemma 3.13. The statement on \( \{ \Delta_{w, \alpha} \}_{\alpha \in \Gamma} \) is similarly proved using (3.13). \( \Box \)

We now turn to examples of regular functions on \( G/N(v) \), for \( v \in W \), that are positive with respect to \( \rho_{\text{Lusztig}}^{G/N(v)} \). We identify \( \mathbb{C}[G/N(v)] \) with \( \mathbb{C}[G]^{N(v)} \subset \mathbb{C}[G] \), the algebra of right \( N(v) \)-invariant regular functions on \( G \).

Proposition 3.15 For any \( w, v_1 \in W \) such that \( v_1 \leq v \) and for all \( \alpha \in \Gamma \), \( \Delta_{w_0, \alpha}, v_1 \alpha \in \mathbb{C}[G]^{N(v)} \cong \mathbb{C}[G/N(v)] \) and lies in \( \text{Pos}(G/N(v)) \).

Proof By (2.5), \( \overline{w}_1^{-1} N(v) \overline{w}_1 \subset N \). It follows that \( \Delta_{w_0, \alpha}, v_1 \alpha \in \mathbb{C}[G]^{N(v)} \) for any \( w \in W \) and \( \alpha \in \Gamma \).

Choose any \( w_0 = (s_{i_1}, \ldots, s_{i_{l_0}}) \in R(w_0) \) and \( v = (s_{i_{l_0+1}}, \ldots, s_{i_l}) \in R(v) \). For a rational function \( f \) on \( G/N(v) \), define \( \tilde{f} \in \mathbb{C}(c_1, \ldots, c_{l+d}) \) by

\[
\tilde{f} := f \circ \rho_{(w_0, v)}^{G/N(v)} = f \left( x_{w_0}^-(c_1, \ldots, c_{l_0}) x_1^+(c_{l_0+1}, \ldots, c_l) \sigma(c_{l+1}, \ldots, c_{l+d}) \right).
\]
Note that as $\rho_{G/N(v)}^{G/N(v)}$ is an open embedding, $\tilde{f} \neq 0$ if $f \neq 0$. By the definition of $P^{G/N(v)}_{\text{Lusztig}}$, $f \in \text{Pos}(G/N(v))$ if and only if $\tilde{f} \in \text{Pos}(c_1, \ldots, c_{l+d})$. Write $t = \tilde{\sigma}(c_{l+1}, \ldots, c_{l+d})$, and note that for any $\alpha \in \Gamma$, $t^{\omega_{\alpha}}$ is one of the coordinates in $(c_{l+1}, \ldots, c_{l+d})$.

**Special case 1.** Assume first that $v_1 = e$. Then for any $w \in W$ and $\alpha \in \Gamma$, one has

$$\tilde{\Delta}_{w^{\omega_{\alpha}}, \omega_{\alpha}} = t^{\omega_{\alpha}} \Delta_{w^{\omega_{\alpha}}, \omega_{\alpha}}(x_{w_0}^- (c_1, \ldots, c_l)).$$

By [8, Theorem 5.8], $\Delta_{w^{\omega_{\alpha}}, \omega_{\alpha}}(x_{w_0}^- (c_1, \ldots, c_l))$ is a non-zero polynomial in $(c_1, \ldots, c_l)$ with non-negative integer coefficients. Thus $\tilde{\Delta}_{w^{\omega_{\alpha}}, \omega_{\alpha}} \in \text{Pos}(c_1, \ldots, c_{l+d})$.

**Special case 2.** Suppose now that $w = e$. Then for any $v_1 \leq v$ and $\alpha \in \Gamma$, one has

$$\tilde{\Delta}_{\omega_{\alpha}, v_1^{\omega_{\alpha}}} = t^{v_1^{\omega_{\alpha}}} \Delta^{\omega_{\alpha}, v_1^{\omega_{\alpha}}}(x_{v_1^{-1}}^+ (c_{l_0+1}+1, \ldots, c_l)),$$

which, by [8, Theorem 5.8] again, is a non-zero polynomial in $(c_{l_0+1}, \ldots, c_l)$ with non-negative integer coefficients. Thus $\tilde{\Delta}_{\omega_{\alpha}, v_1^{\omega_{\alpha}}} \in \text{Pos}(c_1, \ldots, c_{l+d})$.

Turning to the general case of arbitrary $w$ and $v_1 \leq v$, consider

$$i^* = (w_0, v) = (s_{\alpha_1}, \ldots, s_{\alpha_{l_0}}, s_{\alpha_{l_0+1}}, \ldots, s_{\alpha_l})$$

and let $i$ be the sequence formed by reading $i^*$ backwards. In the notation of [19], $i$ is double reduced word of $(w_0, v^{-1})$, and it gives rise, via [19, (1.22)], to the collection $F(i) = \{ \Delta_{k,i^*} : k \in [1, l + d] \}$ of generalized minors on $G$, where

$$\Delta_{k,i^*} = \begin{cases} 
\Delta_{s_{\alpha_1} \cdots s_{\alpha_{l_0}}^{\omega_{\alpha_k}}, \omega_{\alpha_k}} & k \in [1, l_0], \\
\Delta_{\omega_{\alpha_k}, s_{\alpha_{l_0+1}} \cdots s_{\alpha_{l-1}}^{\omega_{\alpha_k}}} & k \in [l_0 + 1, l], \\
\Delta_{\omega_{\alpha_{l-1}}, v_0^{\omega_{\alpha_{l-1}}}} & k \in [l + 1, l + d].
\end{cases}$$

Note that each $\Delta_{k,i^*}$ in $F(i)$ is a minor of the two special cases discussed above, so $\Delta_{k,i^*} \in \text{Pos}(c_1, \ldots, c_{l+d})$. By [19, Theorem 1.12], every element in

$$F(w_0, v^{-1})|_{G^{w_0,v^{-1}}} := \{ \Delta_{w^{\omega_{\alpha}}, v_1^{\omega_{\alpha}}} |_{G^{w_0,v^{-1}}} : \alpha \in \Gamma, w \in W, v_1 \leq v \}$$

has a subtraction-free expression in the elements in $F(i)|_{G^{w_0,v^{-1}}}$. Thus, $\tilde{\Delta}_{w^{\omega_{\alpha}}, v_1^{\omega_{\alpha}}} \in \text{Pos}(c_1, \ldots, c_{l+d})$ for all $w, v_1 \in W$ with $v_1 \leq v$ and $\alpha \in \Gamma$. □

**Remark 3.16** We remark that for any $v \in W$ and $Q = B(v)$ or $N(v)$, one has

$$(G/Q)_{>0} \subset \bigcap_{w \in W} wB^{-}B/Q.$$
Indeed, for any \( w \in W \) and \( g \in G, g.Q \in wB^−B/Q \) if and only if \( \Delta_{w/\omega_\alpha, \omega_\alpha}(g) \neq 0 \) for all \( \alpha \in \Gamma \). Take any \( (w_0, v) \in \mathcal{R}(w_0) \times \mathcal{R}(v), w \in W, \alpha \in \Gamma, \) and \( c_j \in \mathbb{R}_{>0} \) for \( j \in [1, l + d] \). Then by [8, Theorem 5.8],

\[
\Delta_{w/\omega_\alpha, \omega_\alpha} \left( \rho_{(w_0, v)}(c_1, \ldots, c_l) \right) = \Delta_{w/\omega_\alpha, \omega_\alpha}(x_{w_0}^{-}(c_1, \ldots, c_l)) > 0,
\]

\[
\Delta_{w/\omega_\alpha, \omega_\alpha} \left( \rho_{(w_0, v)}(c_1, \ldots, c_{l+d}) \right) = \sigma(c_{l+1}, \ldots, c_{l+d}) \Delta_{w/\omega_\alpha, \omega_\alpha}(x_{w_0}^{-}(c_1, \ldots, c_l)) > 0.
\]

Thus \((G/Q)_{>0} \subset wB^−B/Q\) for both \( Q = B(v) \) and \( Q = N(v) \).

\[\square\]

### 3.4 Positivity of the Bott–Samelson coordinates on \( G/Q \)

Let again \( v \in W \) and \( Q = B(v) \) or \( N(v) \). We now prove Theorem A stated in the Introduction, namely that all the Bott–Samelson coordinates on \( G/Q \) are positive (rational) functions with respect to the Lusztig positive structure. We prove the following more detailed restatement of Theorem A. For \( v \in W \) and \( Q = B(v) \) or \( N(v) \), let

\[
d(Q) = \dim(G/Q) = \begin{cases} l = l_0 + l(v), & Q = B(v), \\ l + d, & Q = N(v). \end{cases}
\]

**Theorem 3.17** Let \( v \in W \) and \( Q = B(v) \) or \( N(v) \). For any \( w \in W \) and any \( r \in \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v) \), all the Bott–Samelson coordinates \((z_1, \ldots, z_{d(Q)})\) on \( wB^−B/Q \) defined by \( r \), when regarded as rational functions on \( G/Q \), are in \( \text{Pos}(G/Q) \).

**Proof** Fix \( w \in W \) and \( r = (w^0, w, v) \in \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v) \), where

\[
w^0 = (s_{\alpha_1}, \ldots, s_{\alpha_k}), \quad w = (s_{\alpha_{k+1}}, \ldots, s_{\alpha_0}), \quad \text{and} \quad v = (s_{\alpha_{l_0+1}}, \ldots, s_{\alpha_l}).
\]

We first consider the case of \( Q = N(v) \).

Write an element in \( wB^−B/N(v) \) uniquely as \( g.N(v) \), where \( g = \overline{w}mnt \) for unique \( m \in N^- \), \( n \in N_v \), and \( t \in T \). The values of the Bott–Samelson coordinates \( z_1, \ldots, z_{l+d} \) at \( g.N(v) \in wB^−B/N(v) \) are given in Proposition 2.11.

Assume first that \( j \in [1, k] \). By Proposition 2.11,

\[
z_j(g.N(v)) = \Delta_{s_{\alpha_1}^{-} \cdots s_{\alpha_j}^{-} \omega_{\alpha_j} \cdots s_{\alpha_l}^{-} \omega_{\alpha_l}}(m).
\]

Let \( u^* = (s_{\alpha_1}^*, \ldots, s_{\alpha_k}^*) \in \mathcal{R}(w^{-1}w_0) \) and \( w_0' = (s_{\alpha_{k+1}}, \ldots, s_{\alpha_0}, s_{\alpha_1}^*, \ldots, s_{\alpha_k}^*) \in \mathcal{R}(w_0) \). By Lemma 3.14, there exist \( p, q \in \mathbb{Z}_{>0}^* \) (see Notation 3.1) such that

\[
q(\Delta_{u^*, 1}, \ldots, \Delta_{u^*, j})(m) = z_j(g.N(v)) p(\Delta_{u^*, 1}, \ldots, \Delta_{u^*, j})(m).
\]

(3.15)

On the other hand, for each \( i \in [1, j] \),

\[
\Delta_{u^*, i}(m) = \Delta_{u^*, i}(w_0^{-1}gt^{-1}n^{-1}) = t^{-\omega_{\alpha_i}^*} \Delta_{w_{s_{\alpha_i}^{-} \cdots s_{\alpha_j}^{-} \omega_{\alpha_j} \cdots s_{\alpha_l}^{-} \omega_{\alpha_l}}}(g)
\]
For \( i \in \{1, j\} \), set \( f_i \in \mathbb{C}[wB^{-}B/N(v)] \) by

\[
f_i(g.N(v)) = \frac{\Delta_{w_0, l(w)+i}(g)}{\Delta_{w_0a_{i'}^*, w_0a_j^*}(g)}, \quad g \in \overline{w}N^{-}N_0T.
\]

By (3.15) and (3.16), \( q(f_1, \ldots, f_j) = z_j p(f_1, \ldots, f_j) \in \mathbb{C}[wB^{-}B/N(v)] \). By Proposition 3.15, \( f_i \in \text{Pos}(G/N(v)) \) for each \( i \in \{1, j\} \). Thus \( z_j \in \text{Pos}(G/N(v)) \) by Remark 3.4.

Suppose now that \( j \in [k + 1, l_0] \). By Proposition 2.11 and using the involutive automorphism \( \iota \) of \( G \) given in (1.8) and the identities in (1.9) and (1.10), one has

\[
z_j(g.N(v)) = \Delta_{w^{-1}, 1, \ldots, \Delta_{w^{-1}, l_0-j+1}}(m^{-1})^i
\]

\[
= z_j(g.N(v)) p'(\Delta_{w^{-1}, 1, \ldots, \Delta_{w^{-1}, l_0-j+1}}(m^{-1})^i).
\]

On the other hand, for \( i \in \{1, l_0 - j + 1\} \) and \( i' := l_0 - i + 1 \in \{j, l_0\} \),

\[
\Delta_{w^{-1}, i}(m^{-1})^i = \Delta_{w_0a_{i'}, w_0a_{i'}}(m^{-1})^i = \Delta_{w_0a_{i'}, w_0a_{i'}}(m^{-1})^i.
\]

\[
= \frac{\Delta_{s_{a_{i'+1}} \ldots s_{a_j}, \omega_{a_j}, \ldots, \omega_{a_{i'}}}(g)}{\Delta_{w_0a_{i'}, \omega_{a_j}}(g)}, \quad g \in \overline{w}N^{-}N_0T.
\]

For \( i \in \{1, l_0 - j + 1\} \), set \( f_i' \in \mathbb{C}[wB^{-}B/N(v)] \) by

\[
f_i'(g.N(v)) = \Delta_{s_{a_{i'+1}} \ldots s_{a_j}, \omega_{a_j}, \ldots, \omega_{a_{i'}}}(g)/\Delta_{w_0a_{i'}, \omega_{a_j}}(g), \quad g \in \overline{w}N^{-}N_0T.
\]

One then has \( q'(f_1', \ldots, f_{l_0-j+1}') = z_j p'(f_1', \ldots, f_{l_0-j+1}') \in \mathbb{C}[wB^{-}B/N(v)] \), which, by Proposition 3.15 and Remark 3.4, implies that \( z_j \in \text{Pos}(G/N(v)) \).

Assume now that \( j \in [l_0 + 1, l] \). By Proposition 2.11,

\[
z_j(g.N(v)) = \Delta_{s_{a_{l_0+1}} \ldots s_{a_j}, s_{a_{l_0+1}} \ldots s_{a_j}}(n).
\]
By Lemma 3.14, there exist non-zero \( p'' \), \( q'' \) \in \text{Poly}_{j-l_0}^0 \) such that

\[
q''(\Delta_{1,v}, \ldots, \Delta_{j-l_0,v})(n) = z_j(g.N(v))p''(\Delta_{1,v}, \ldots, \Delta_{j-l_0,v})(n).
\]

On the other hand, for \( i \in [1, j-l_0] \),

\[
\Delta_{i,v}(n) = \Delta^{a_{l_0+i}}(n) s_{a_{l_0+1}} \cdots s_{a_{l_0+i}} = \Delta^{a_{l_0+i}}(m^{-1} n^{-1} s_{a_{l_0+1}} \cdots s_{a_{l_0+i}}) =
\]

\[
t^{-s_{a_{l_0+1}} \cdots s_{a_{l_0+i}} a_{l_0+i}} \Delta w a_{l_0+i} s_{a_{l_0+1}} \cdots s_{a_{l_0+i}} a_{l_0+i}(g).
\]

Writing \( s_{a_{l_0+1}} \cdots s_{a_{l_0+i}} a_{l_0+i} = \sum_{a \in \Gamma} k_a a_a \), one has

\[
t^{s_{a_{l_0+1}} \cdots s_{a_{l_0+i}} a_{l_0+i}} = \prod_{a \in \Gamma} (\Delta w a_{l_0+i})(g)^{k_a}.
\]

For \( i \in [1, j-l_0] \), set \( f_i'' = \mathbb{C}[wB^-B/N(v)] \) by

\[
f_i''(g.N(v)) = \frac{\Delta w a_{l_0+i}, s_{a_{l_0+1}} \cdots s_{a_{l_0+i}} a_{l_0+i}(g)}{\prod_{a \in \Gamma} (\Delta w a_{l_0+i})(g)^{k_a}}, \quad g \in \mathbb{W} N^-N T.
\]

One then has \( q''(f_1'', \ldots, f_{j-l_0}'') = z_j p''(f_1'', \ldots, f_{j-l_0}'') \in \mathbb{C}[wB^-B/N(v)] \), which, again by Proposition 3.15 and Remark 3.4, implies that \( z_j \in \text{Pos}(G/N(v)) \).

For \( j \in [l+1, l+d] \), since \( z_j(g.N(v)) = \Delta w a_{j-l} \omega a_{j-l}(g) \), again \( z_j \in \text{Pos}(G/N(v)) \).

Let now \( Q = B(v) \). Let \( \sigma : G/N(v) \rightarrow G/B(v) \) be the natural projection. Then \( (\sigma^*(z_1), \ldots, \sigma^*(z_l)) \) coincides with the first \( l \) Bott–Samelson coordinates on \( wB^-B/N(v) \) defined by the same \( r \). On the other hand, for any toric chart \( \rho_{(w_0,v)}^{G/B(v)} : (\mathbb{C}^\times)^l \rightarrow G/B(v) \) in (3.9), and for any \( j \in [1, l] \), one has

\[
z_j(\rho_{(w_0,v)}^{G/B(v)}(c_1, \ldots, c_l)) = \sigma^*(z_j)(\rho_{(w_0,v)}^{G/N(v)}(c_1, \ldots, c_l, 1, \ldots, 1)) \in \text{Pos}(c_1, \ldots, c_l).
\]

Thus \( z_j \in \text{Pos}(G/B(v)) \) for each \( j \in [1, l] \).

\( \square \)

**Remark 3.18** As we remarked in the paragraph after the statement of Theorem A in Sect. 1.2, Bott–Samelson charts on \( G/Q \) are not to be confused with toric charts in \( \mathcal{P}_{\text{Lusztig}}^{G/Q} \). Consider the case of \( G/Q = G = SL(2, \mathbb{C}) \): there are two Bott–Samelson charts on \( G \), corresponding to \( w = e \) and \( w = s_1 = s \), respectively given by

\[
\sigma^{(s, \emptyset, s)} : \mathbb{C}^2 \times \mathbb{C}^\times \rightarrow B^-B, \quad (\xi_1, \xi_2, \xi_3) \mapsto \begin{pmatrix} 1 & 0 & 1 \\ \xi_1 & 1 & 0 \\ 0 & \xi_3 & \xi_3^{-1} \end{pmatrix}
\]

\[
= \begin{pmatrix} \xi_3 & \xi_2 \xi_3^{-1} \\ \xi_1 & \xi_3 \\ (\xi_1 \xi_2 + 1) \xi_3^{-1} \end{pmatrix},
\]

\[
\sigma^{(\emptyset, s, s)} : \mathbb{C}^2 \times \mathbb{C}^\times \rightarrow sB^-B, \quad (z_1, z_2, z_3) \mapsto \begin{pmatrix} z_1 & -1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & z_3 \end{pmatrix}
\]

\[
= \begin{pmatrix} z_3 & 0 & 0 \\ 0 & z_2 & 0 \\ 1 & 0 & 0 \end{pmatrix}.
\]
\[
\begin{pmatrix}
    z_1 z_3 & (z_1 z_2 - 1) z_3^{-1} \\
    z_3 & z_2 z_3^{-1}
\end{pmatrix}.
\]

The two sets of coordinates are related by
\[
\begin{align*}
    \xi_1 &= z_1^{-1}, & \xi_2 &= z_1 (z_1 z_2 - 1), & \xi_3 &= z_1 z_3, \\
    z_1 &= \xi_1^{-1}, & z_2 &= \xi_1 (\xi_1 \xi_2 + 1), & z_3 &= \xi_1 \xi_3.
\end{align*}
\]

It is a coincidence that in this case the toric chart \( \rho_{(s,s)}^G : (\mathbb{C}^\times)^3 \to SL(2, \mathbb{C}) \) in the Lusztig positive structure is equal to \( \sigma_{(s,s)}^{(s)} |_{(\mathbb{C}^\times)^3} \). Note that while each \( z_j \) has a subtraction-free expression in \( (\xi_1, \xi_2, \xi_3) \), \( \xi_2 \) does not have a subtraction-free expression in \( (z_1, z_2, z_3) \); indeed, otherwise the elements \( g \in sB^{-}B \) with \( (z_1, z_2, z_3) \)-coordinates satisfying \( z_1 = z_2 = 1 \) and \( z_3 > 0 \) would lie in \( G_{>0} \) which is not the case.

**Example 3.19** In this example we take \( G/Q = G = \text{Sp}(2, \mathbb{C}) = \{g \in \text{GL}(4, \mathbb{C}) : g^t J_2 g = J_2 \} \) where \( J_2 = \begin{pmatrix} 0 & I_2 \\ -I_2 & 0 \end{pmatrix} \) and \( I_2 \) is the identity matrix of size 2. Choose the Cartan subalgebra \( \mathfrak{h} \) of the Lie algebra \( \mathfrak{sp}(2, \mathbb{C}) \) to be the set of all diagonal elements in \( \mathfrak{sp}(2, \mathbb{C}) \) and write elements in \( \mathfrak{h} \) as \( x = \text{diag}(x_1, x_2, -x_1, -x_2) \). Choose the simple roots as \( \alpha_1 = x_1 - x_2 \) and \( \alpha_2 = 2x_2 \), let \( s_1 = s_{\alpha_1} \) and \( s_2 = s_{\alpha_2} \), and choose root vectors
\[
e_{\alpha_1} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \quad e_{\alpha_2} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

Then the fundamental weights are \( \omega_{\alpha_1} = x_1 \) and \( \omega_{\alpha_2} = x_1 + x_2 \). Write \( g \in \text{Sp}(2, \mathbb{C}) \) as \( g = (a_{ij})_{i,j=1,...,4} \), and set \( \Delta_{ij,kj} = \det \begin{pmatrix} a_{ik} & a_{jl} \\ a_{jk} & a_{il} \end{pmatrix} \) for \( i < j \) and \( k < l \). Let
\[
\begin{align*}
    \Delta^{(1)} &= \begin{pmatrix}
    \Delta_{\omega\alpha_1,\alpha_1} & \Delta_{\omega\alpha_1,\alpha_2} & \Delta_{\omega\alpha_1,\alpha_3} & \Delta_{\omega\alpha_1,\alpha_4} \\
    \Delta_{\omega\alpha_1,\alpha_2} & \Delta_{\omega\alpha_1,\alpha_2} & \Delta_{\omega\alpha_1,\alpha_3} & \Delta_{\omega\alpha_1,\alpha_4} \\
    \Delta_{\omega\alpha_1,\alpha_3} & \Delta_{\omega\alpha_1,\alpha_3} & \Delta_{\omega\alpha_1,\alpha_3} & \Delta_{\omega\alpha_1,\alpha_4} \\
    \Delta_{\omega\alpha_1,\alpha_4} & \Delta_{\omega\alpha_1,\alpha_4} & \Delta_{\omega\alpha_1,\alpha_4} & \Delta_{\omega\alpha_1,\alpha_4}
\end{pmatrix}, \\
    \Delta^{(2)} &= \begin{pmatrix}
    \Delta_{\omega\alpha_2,\alpha_1} & \Delta_{\omega\alpha_2,\alpha_2} & \Delta_{\omega\alpha_2,\alpha_3} & \Delta_{\omega\alpha_2,\alpha_4} \\
    \Delta_{\omega\alpha_2,\alpha_2} & \Delta_{\omega\alpha_2,\alpha_2} & \Delta_{\omega\alpha_2,\alpha_3} & \Delta_{\omega\alpha_2,\alpha_4} \\
    \Delta_{\omega\alpha_2,\alpha_3} & \Delta_{\omega\alpha_2,\alpha_3} & \Delta_{\omega\alpha_2,\alpha_3} & \Delta_{\omega\alpha_2,\alpha_4} \\
    \Delta_{\omega\alpha_2,\alpha_4} & \Delta_{\omega\alpha_2,\alpha_4} & \Delta_{\omega\alpha_2,\alpha_4} & \Delta_{\omega\alpha_2,\alpha_4}
\end{pmatrix}.
\end{align*}
\]

Then it is straightforward to check that
\[
\Delta^{(1)} = \begin{pmatrix}
    a_{11} & a_{12} & -a_{13} & a_{14} \\
    a_{21} & a_{22} & -a_{23} & a_{24} \\
    -a_{31} & -a_{32} & a_{33} & -a_{34} \\
    a_{41} & a_{42} & -a_{43} & a_{44}
\end{pmatrix},
\]
We review from \([25,28]\) the definitions on symmetric Poisson CGL extensions over \(\mathbb{C}\). Consider now the Bott–Samelson chart on \(G/Q = \text{SP}(2, \mathbb{C})\) for \(w = e\) and \(r = ((s_1, s_2, s_1, s_2), \emptyset, (s_2, s_1, s_2, s_1) ) \in R(w_0) \times R(e) \times R(w_0)\).

A direct calculation gives the Bott–Samelson coordinates \((z_1, \ldots, z_{10})\) on \(B^{-}B\) to be

\[
\begin{align*}
z_1 &= \frac{a_{21}}{a_{11}}, \quad z_2 = \frac{-\Delta_{23,12}}{\Delta_{12,12}} \quad z_3 = \frac{-\Delta_{13,12}}{\Delta_{12,12}} = \frac{(-\Delta_{23,12})a_{11} + (-a_{31})\Delta_{12,12}}{a_{21}\Delta_{12,12}}, \\
z_4 &= \frac{\Delta_{14,12}}{\Delta_{12,12}}, \quad z_5 = \frac{\Delta_{12,12}\Delta_{12,14}}{a_{11}^2}, \quad z_6 = \frac{a_{14}\Delta_{12,12}}{a_{11}}, \\
z_7 &= a_{11}a_{13} + a_{12}a_{14} = \frac{a_{11}^2\Delta_{12,14} + a_{14}^2\Delta_{12,12}}{\Delta_{12,14}}, \\
z_8 &= \frac{a_{11}a_{12}}{\Delta_{12,12}}, \quad z_9 = a_{11}, \quad z_{10} = \Delta_{12,12}.
\end{align*}
\]

Note that the above formulas express the Bott–Samelson coordinates \((z_1, \ldots, z_{10})\) both as regular functions on \(B^{-}B\), given by \(a_{11}\Delta_{12,12} \neq 0\), and as rational functions in the generalized minors of \(\text{SP}(2, \mathbb{C})\) in a subtraction-free manner. In the case of \(z_3\), note that \(-\Delta_{13,12}\) is not a generalized minor for \(\text{SP}(2, \mathbb{C})\), while in the case of \(z_7\), \(a_{13} = -\Delta_{a_1, s_1s_2s_1a_1}\). The second identity for \(z_3\) comes from the Plücker relation for \(\text{GL}(4, \mathbb{C})\):

\[a_{21}\Delta_{13,12} = a_{11}\Delta_{23,12} + a_{31}\Delta_{12,12},\]

and the second identity for \(z_7\) is the result of the following Plücker relation for \(\text{SP}(2, \mathbb{C})\) (the second identity of \([19, (2)\text{ of Theorem }1.16]\) applied to \(u = v = e, i = 1\) and \(j = 2\)):

\[a_{12}a_{14}\Delta_{12,14} = a_{14}^2\Delta_{12,12} + a_{11}(a_{11}\Delta_{12,34} + (-a_{13})\Delta_{12,14}).\]

\(\square\)

### 4 Symmetric Poisson CGL extensions and Poisson–Ore varieties

#### 4.1 Definitions

We review from \([25,28]\) the definitions on symmetric Poisson CGL extensions over \(\mathbb{C}\), although the general theory of \([25,28]\) works for any field of characteristic 0.
In what follows, let $\mathbb{T}$ be an algebraic $\mathbb{C}$-torus. The (additive) group of algebraic characters of $\mathbb{T}$ is denoted by $X(\mathbb{T})$, and we also regard an element in $X(\mathbb{T})$ as in $t^*$ through its differential at the identity element of $\mathbb{T}$, where $t$ is the Lie algebra of $\mathbb{T}$.

Recall that a $\mathbb{T}$-Poisson algebra is a Poisson algebra $R$ over $\mathbb{C}$ with a rational $\mathbb{T}$-action by Poisson isomorphisms. For a $\mathbb{T}$-Poisson algebra $R$, denote the induced action of $h \in t$ on $R$ by $h(r)$ for $r \in R$. More specifically, if $r \in R$ is a $\mathbb{T}$-weight vector with $t \cdot r = t^x r$ for all $t \in \mathbb{T}$, then $h(r) = \chi(h)r$ for all $h \in t$. For a $\mathbb{T}$-Poisson $\mathbb{C}$-algebra $(R, \{,\})$ that is also an integral domain, define a $\mathbb{T}$-homogeneous Poisson prime element to be a prime element $r \in R$ that is a $\mathbb{T}$-weight vector and is such that $\{a, R\} \subseteq aR$.

The following definition of symmetric Poisson CGL extensions is a paraphrase of [25,28].

**Definition 4.1** [25,28]

1. A symmetric $\mathbb{T}$-Poisson CGL extension of length $n$ is a pair $\mathcal{E} = (R, \mathcal{D})$, where $R = (\mathbb{C}[z_1, \ldots, z_n], \{,\})$ is a polynomial Poisson algebra and

$$\mathcal{D} = (\chi_1, \ldots, \chi_n, h_1, \ldots, h_n, h'_1, \ldots, h'_n),$$

(4.1)

with $\chi_j \in X(\mathbb{T})$ and $h_j, h'_j \in t$ for $j \in [1, n]$, satisfying

$$\chi_j(h_j) \neq 0 \quad \text{and} \quad \chi_j(h'_j) \neq 0, \quad \forall \ j \in [1, n],$$

(4.2)

and such that the Poisson bracket $\{,\}$ for $\mathbb{C}[z_1, \ldots, z_n]$ takes the special form

$$\{z_i, z_j\} = \chi_i(h_j)z_i z_j - fi, j = \chi_j(h'_i)z_i z_j - fi, j \quad \text{for some} \quad f_{i,j} \in \mathbb{C}[z_{i+1}, \ldots, z_{j-1}]$$

(4.3)

for all $1 \leq i < j \leq n$, and that the $\mathbb{T}$-action on $\mathbb{C}[z_1, \ldots, z_n]$ by associative algebra isomorphisms via $t \cdot z_j = t^x_jz_j$, where $t \in T$ and $j \in [1, n]$, preserves the Poisson bracket $\{,\}$. For $1 \leq i < j \leq n$,

$$\{z_i, z_j\}_{\log-can} := -\chi_i(h_j)z_i z_j$$

(4.4)

is called the log-canonical term of $\{z_i, z_j\}$. We will also refer to the collection $\mathcal{D}$ in (4.1) as the $\mathbb{T}$-action data on $R$, and to the $z_j$’s as the CGL generators of $\mathcal{E} = (R, \mathcal{D})$.

2. A localized symmetric $\mathbb{T}$-Poisson CGL extension is a pair $\mathcal{E} = (R, \mathcal{D})$, where

$$R = (\mathbb{C}[z_1, \ldots, z_n][y_1^{-1}, \ldots, y_k^{-1}], \{,\}),$$

$$((\mathbb{C}[z_1, \ldots, z_n], \{,\}), \mathcal{D})$$

is a symmetric $\mathbb{T}$-Poisson CGL extension, and $y_1, \ldots, y_k$ are $\mathbb{T}$-homogeneous Poisson prime elements in $\mathbb{C}[z_1, \ldots, z_n].$
Remark 4.2 Given a symmetric $\mathbb{T}$-Poisson CGL extension $\mathcal{E} = (R, D)$ as in Definition 4.1, for any $1 \leq i < j \leq n$, the pair $\mathcal{E}_{[i,j]} = (R_{[i,j]}, D_{[i,j]})$ is also a symmetric $\mathbb{T}$-Poisson CGL extension, where $R_{[i,j]} = \mathbb{C}[x_i, x_{i+1}, \ldots, x_j]$ is a Poisson subalgebra of $R$, and

$$D_{[i,j]} = (\chi_i, \ldots, \chi_j, h_i, \ldots, h_j, h'_i, \ldots, h'_j).$$

In particular, the Poisson algebra $R$ is a symmetric iterated Poisson–Ore extension in the sense explained in Sect. 1.1.

Definition 4.3 Given a $\mathbb{T}$-Poisson algebra $P$ and an algebraic $\mathbb{C}$-torus $\mathbb{T}'$, by a presentation of $P$ as a localized symmetric $\mathbb{T}'$-Poisson CGL extension we mean a triple

$$\mathcal{P} = (\mathcal{E}, E, I),$$

where $\mathcal{E} = (R, D)$ is a localized symmetric $\mathbb{T}'$-Poisson CGL extension, $E : \mathbb{T} \to \mathbb{T}'$ is an embedding of algebraic $\mathbb{C}$-tori, and $I : P \to R$ is an isomorphism of $\mathbb{T}$-Poisson algebras, where $\mathbb{T}$ acts on $R$ through the embedding $E$ and the $\mathbb{T}'$-action on $R$. We drop the adjective “localized” when $(R, D)$ is a symmetric $\mathbb{T}'$-Poisson CGL extension, and we often suppress the mention of $\mathbb{T}$ and $\mathbb{T}'$ and speak of symmetric Poisson CGL extensions and presentations.

We remark that (see, for example, Remark 4.16) that a given $\mathbb{T}$-Poisson algebra may have many different presentations as Poisson CGL extensions.

Example 4.4 Consider the $\mathbb{T}$-Poisson algebra $(\mathbb{C}[\mathbb{T}], 0)$, where 0 stands for the zero Poisson bracket and $\mathbb{T}$ acts on $\mathbb{C}[\mathbb{T}]$ by translation. Let $(\omega_1, \ldots, \omega_d)$ be any basis of the character group $X(\mathbb{T})$, and let $(\omega^*_1, \ldots, \omega^*_d)$ be the basis of $\mathfrak{t}$ dual to $(\omega_1, \ldots, \omega_d)$. Then $((\mathbb{C}[\omega_1, \ldots, \omega_d], 0), D)$ is a symmetric $\mathbb{T}$-Poisson CGL extension, where

$$D = (\omega_1, \ldots, \omega_d, \omega^*_1, \ldots, \omega^*_d, -\omega^*_1, \ldots, -\omega^*_d),$$

and $(\mathcal{E}, \text{Id}_\mathbb{T}, I)$ is a presentation of $(\mathbb{C}[\mathbb{T}], 0)$ as a localized symmetric $\mathbb{T}$-Poisson CGL extension, where $\mathcal{E} = ((\mathbb{C}[\omega_1^\pm, \ldots, \omega_d^\pm], 0), D)$ and $I : \mathbb{C}[\mathbb{T}] \cong \mathbb{C}[\omega_1^\pm, \ldots, \omega_d^\pm]$.

Recall that an affine $\mathbb{T}$-Poisson variety is a Poisson variety $(X, \pi_X)$ together with an algebraic action by $\mathbb{T}$ preserving $\pi_X$. In such a case, $(\mathbb{C}[X], \pi_X)$ becomes a $\mathbb{T}$-Poisson algebra with the induced $\mathbb{T}$-action defined at the end of Notation 1.3.

Definition 4.5 Let $(X, \pi_X)$ be an $n$-dimensional irreducible $\mathbb{T}$-Poisson variety.

1. If $X' \subset X$ is a $\mathbb{T}$-invariant Zariski open subset and $\rho : Z \to X'$ is a parametrization of $X'$ by a Zariski open subset $Z$ of $\mathbb{C}^n$, we say that $\pi_X$ is presented as a localized symmetrical $\mathbb{T}'$-Poisson CGL extension in the coordinate chart $\rho$ (or via the parametrization $\rho : Z \to X'$) if there exists an algebraic $\mathbb{C}$-torus $\mathbb{T}'$, an embedding $E : \mathbb{T} \to \mathbb{T}'$, and $\mathbb{T}'$-action data $D$, such that $((\mathbb{C}[Z], D), E, (\rho^* : \mathbb{C}[X'] \to \mathbb{C}[Z]))$ is a presentation of the $\mathbb{T}$-Poisson algebra $(\mathbb{C}[X'], \pi_X)$ as a localized symmetric $\mathbb{T}'$-Poisson CGL extension.
2. By a $\mathbb{T}$-Poisson–Ore atlas for $(X, \pi_X)$ we mean an atlas $\mathcal{A}_X$ on $X$, consisting of $\mathbb{T}$-invariant coordinate charts parametrized by Zariski open subsets of $\mathbb{C}^n$, such that $\pi_X$ is presented as a localized symmetric Poisson CGL extension in each of the coordinate charts of $\mathcal{A}_X$.

**Definition 4.6** By a $\mathbb{T}$-Poisson–Ore variety, we mean a triple $(X, \pi_X, \mathcal{A}_X)$, where $(X, \pi_X)$ is an irreducible rational $\mathbb{T}$-Poisson variety, and $\mathcal{A}_X$ is a $\mathbb{T}$-Poisson–Ore atlas for $(X, \pi_X)$. A $\mathbb{T}$-Poisson–Ore variety for some algebraic $\mathbb{C}$-torus $\mathbb{T}$ is also simply referred to as a Poisson–Ore variety. \hfill $\square$

### 4.2 Mixed products of symmetric Poisson CGL extensions

Given $\mathbb{T}_i$-Poisson algebras $(R_i, \{,\}_i)$ for $i = 1, 2$, and given any

$$v = \sum_q a_q \otimes b_q \in t_1 \otimes t_2,$$

where $t_1$ and $t_2$ are the respective Lie algebras of $\mathbb{T}_1$ and $\mathbb{T}_2$, define the Poisson bracket $\{,\}_v$ on the tensor product algebra $R_1 \otimes_{\mathbb{C}} R_2$ via

$$\{r_1, r'_1\}_v = \{r_1, r'_1\}_1, \quad \{r_2, r'_2\}_v = \{r_2, r'_2\}_2, \quad r_1, r'_1 \in R_1, \quad r_2, r'_2 \in R_2,$$

$$\{r_1, r_2\}_v = -\sum_q a_q(r_1)b_q(r_2), \quad r_1 \in R_1, \quad r_2 \in R_2. \quad (4.5)$$

Then $(R_1 \otimes_{\mathbb{C}} R_2, \{,\}_v)$ is a $(\mathbb{T}_1 \times \mathbb{T}_2)$-Poisson algebra with the product $(\mathbb{T}_1 \times \mathbb{T}_2)$-action. Suppose now that

$$\mathcal{E}_1 = ((\mathbb{C}[z_1, \ldots, z_n], \{,\}_1), \mathcal{D}_1) \quad \text{and} \quad \mathcal{E}_2 = ((\mathbb{C}[z_{n+1}, \ldots, z_{n+m}], \{,\}_2), \mathcal{D}_2)$$

are symmetric $\mathbb{T}_1$- and $\mathbb{T}_2$-Poisson CGL extensions with respective action data

$$\mathcal{D}_1 = (\chi_1, \ldots, \chi_n, \ h_1, \ldots, h_n, \ h'_1, \ldots, h'_n),$$
$$\mathcal{D}_2 = (\chi_{n+1}, \ldots, \chi_{n+m}, h_{n+1}, \ldots, h_{n+m}, \ h'_{n+1}, \ldots, h'_{n+m}).$$

Identify $\mathbb{C}[z_1, \ldots, z_n] \otimes_{\mathbb{C}} \mathbb{C}[z_{n+1}, \ldots, z_{n+m}] \cong \mathbb{C}[z_1, \ldots, z_{n+m}]$, and for $j \in [1, n + m]$, define $\hat{\chi}_j \in X(\mathbb{T}_1 \times \mathbb{T}_2)$ and $\hat{h}_j, \hat{h}'_j \in t_1 \oplus t_2$ by

$$\hat{\chi}_j = (\chi_j, \ 0) \quad \text{for} \quad j \in [1, n] \quad \text{and} \quad \hat{\chi}_j = (0, \ \chi_j) \quad \text{for} \quad j \in [n + 1, n + m],$$
$$\hat{h}_j = (h_j, \ v^#(\chi_j)), \quad \hat{h}'_j = (h'_j, \ -v^#(\chi_j)), \quad j \in [1, n],$$
$$\hat{h}_j = ((v^{21})^#(\chi_j), \ h_j), \quad \hat{h}'_j = -(v^{21})^#(\chi_j), \ h'_j), \quad j \in [n + 1, n + m],$$

where $v^# : t^*_1 \rightarrow t_2$ and $(v^{21})^# : t^*_2 \rightarrow t_1$ are respectively defined by

$$v^#(\xi_1) = \sum_q a_q \otimes b_q, \quad (v^{21})^#(\xi_2) = \sum_q a_q \otimes b_q, \quad \xi_1 \in t^*_1, \ \xi_2 \in t^*_2.$$
The proof of the following proposition is straightforward and is omitted.

**Lemma 4.7** The pair \( \mathcal{E}_1 \otimes_v \mathcal{E}_2 := (\mathbb{C}[z_1, \ldots, z_{n+m}], \{, \}_v, \mathcal{D}) \), where

\[
\mathcal{D} = (\hat{x}_1, \ldots, \hat{x}_{n+m}, \hat{h}_1, \ldots, \hat{h}_{n+m}, \hat{h}'_1, \ldots, \hat{h}'_{n+m})
\]

is a symmetric \((\mathbb{T}_1 \times \mathbb{T}_2)\)-Poisson CGL extension. We call \( \mathcal{E}_1 \otimes_v \mathcal{E}_2 \) the mixed product of \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) defined by \( v \).

Rephrasing in geometrical terms, if for \( i = 1, 2 \), \((X_i, \pi_i)\) is a \( \mathbb{T}_i \)-Poisson variety, then each \( v = \sum q a_q \otimes b_q \in t_1 \otimes t_2 \) gives rise to the Poisson bi-vector field

\[
\pi_v = (\pi_1, 0) + (0, \pi_2) - \sum q (\rho_1(a_q), 0) \wedge (0, \rho_2(b_q))
\]

on \( X_1 \times X_2 \), where for \( a \in t_i \), \( \rho_i(a) \) is the vector field on \( X \) given by \( \rho_i(a)(x) = \frac{d}{d\lambda}|_{\lambda=0} \exp(\lambda a)x \) for \( x \in X \).

**Definition 4.8** The Poisson structure \( \pi_v \) on \( X_1 \times X_2 \) will be called the **mixed product** of the Poisson structures \( \pi_1 \) and \( \pi_2 \) defined by \( v \).

See [39] for a more general definition and construction of mixed product Poisson structures associated to Poisson Lie groups.

### 4.3 Completeness of Hamiltonian flows of symmetric CGL generators

We start by recalling a definition from [38]. Let \( \mathcal{Q} \) be the algebra of all quasi-polynomials in one complex variable [3, Sect. 26], i.e., all holomorphic functions on \( \mathbb{C} \) of the form

\[
\gamma(c) = \sum_{k=1}^{N} q_k(c)e^{a_k c}, \quad c \in \mathbb{C},
\]

where each \( q_k(c) \in \mathbb{C}[c] \) and the \( a_k \)'s are pairwise distinct complex numbers. A holomorphic map \( \gamma : \mathbb{C} \to \mathbb{C}^n \) is said to have **Property Q** if each of its components is in \( \mathcal{Q} \).

For a smooth affine complex variety \( X \) and a holomorphic curve \( \gamma : \mathbb{C} \to X \) in \( X \), we say that \( \gamma \) has **Property Q** if there exists an embedding \( I : X \hookrightarrow \mathbb{C}^n \) of \( X \) as an affine subvariety of \( \mathbb{C}^n \) such that \( I \circ \gamma : \mathbb{C} \to \mathbb{C}^n \) has Property Q. It is proved in [38, Lemma 1.5] that if a holomorphic curve \( \gamma \) in \( X \) has Property Q, then \( I' \circ \gamma : \mathbb{C} \to \mathbb{C}^{n'} \) has Property Q for all affine embeddings \( I' : X \hookrightarrow \mathbb{C}^{n'} \).

**Definition 4.9** [38] For a smooth affine complex Poisson variety \( (X, \pi_X) \) and \( f \in \mathbb{C}[X] \), we say that \( f \) has **complete Hamiltonian flow with Property Q** if all the integral curves of the Hamiltonian vector field of \( f \) are defined over \( \mathbb{C} \) and have Property Q.
Using the elementary fact that all solution curves of the ODE \( \frac{dx}{dt} = a_0x + b(t) \), where \( a_0 \in \mathbb{C} \) and \( b(t) \in \mathcal{Q} \), are in \( \mathcal{Q} \), the following facts are proved in [38].

Lemma 4.10 [38, Lemmas 1.2 and 1.4] Let \( \pi \) be an algebraic Poisson structure on \( \mathbb{C}^n \) with standard coordinate functions \( x_1, \ldots, x_n \), and let \( f \in \mathbb{C}[\mathbb{C}^n] \). If for each \( j \in [1, n] \) there are \( a_j \in \mathbb{C} \) and \( b_j \in \mathbb{C}[x_1, \ldots, x_{j-1}] \) such that

\[
\{ f, x_j \} = a_jx_jf + b_j,
\]

then \( f \) has complete Hamiltonian flows in \( \mathbb{C}^n \) with Property \( Q \). Furthermore, if a non-zero \( g \in \mathbb{C}[\mathbb{C}^n] \) is such that \( \{ f, g \} = afg \) for some \( a \in \mathbb{C} \), then \( f \) has complete Hamiltonian flows in \( X_g := \{ x \in \mathbb{C}^n : g(x) \neq 0 \} \).

Proposition 4.11 Let \( \mathcal{E} = (R, \mathcal{D}) \) be a localized symmetric Poisson CGL extension as in Definition 4.1, where \( R = (\mathbb{C}[z_1, \ldots, z_n][y_1^{-1}, \ldots, y_k^{-1}], \{ \} \) \). Let \( X \subset \mathbb{C}^n \) be defined by \( y_1y_2 \cdots y_k \neq 0 \). Then for each \( j \in [1, n] \), \( z_j \) has complete Hamiltonian flow with Property \( Q \) in \( X \).

Proof Fix \( j \in [1, n] \). With \( f = z_j \) and \( (x_1, \ldots, x_n) = (z_{j-1}, \ldots, z_1, z_{j+1}, z_{j+2}, \ldots, z_n, z_j) \) as the new set of coordinates for \( \mathbb{C}^n \), it follows from (4.3) that the assumptions in Lemma 4.10 on \( f \) and on \( (x_1, \ldots, x_n) \) are satisfied. Moreover, by [28, Corollary 5.10], for each \( i \in [1, k] \) one has \( \{ z_j, y_i \} = a_{ij}z_jy_i \) for some \( a_{ij} \in \mathbb{C} \). Let \( g = y_1y_2 \cdots y_k \). Then \( \{ z_j, g \} = az_jg \) for some \( a \in \mathbb{C} \). By Lemma 4.10, \( z_j \) has complete Hamiltonian flow with Property \( Q \) in \( X \).

The following theorem is now an immediate consequence of Proposition 4.11 and the definition of Poisson–Ore varieties.

Theorem 4.12 For any Poisson–Ore variety \((X, \pi_X, \mathcal{A}_X)\), all the coordinate functions in any coordinate chart \( \rho : Z \to X \) in \( \mathcal{A}_X \) have complete Hamiltonian flows with Property \( Q \) in \( \rho(Z) \).

4.4 Symmetric Poisson CGL extensions from generalized Bruhat cells

In this section, we review the standard multiplicative Poisson structure \( \pi_{st} \) on \( G \), the standard Poisson structures on generalized Bruhat cells, and the associated symmetric Poisson CGL extensions.

Notation 4.13 Recall that \( g \) and \( \mathfrak{h} \) are the respective Lie algebras of \( G \) and \( T \). We fix a symmetric and non-degenerate invariant bilinear form \( \langle \cdot, \cdot \rangle_g \) on \( g \), and denote by \( \langle \cdot, \cdot \rangle \) both the restriction of \( \langle \cdot, \cdot \rangle_g \) to \( \mathfrak{h} \) and the induced bilinear form on \( \mathfrak{h}^* \). Let again \( d = \dim \mathfrak{h} \), and let \( \{ H_q \}_{q=1}^d \) be any basis of \( \mathfrak{h} \) that is orthonormal with respect to \( \langle \cdot, \cdot \rangle \). Let \( \Delta^+ \subset \mathfrak{h}^* \) be the set of all positive roots.

Recall from Notation 1.3 that for each simple root \( \alpha \), we have fixed root vectors \( e_\alpha \) for \( \alpha \) and \( e_{-\alpha} \) for \( -\alpha \) such that \( \alpha([e_\alpha, e_{-\alpha}]) = 2 \). Choose also such root vectors \( e_\alpha \) and \( e_{-\alpha} \) for every positive root \( \alpha \) that is not simple. It is then easy to see that...
\[ \langle e_\alpha, e_{-\alpha} \rangle \| = \frac{2}{\langle \alpha, \alpha \rangle} \text{ for } \alpha \in \Delta^+. \] The standard quasi-triangular r-matrix on \( g \) is given by [13]

\[ r_{st} = \sum_{q=1}^{d} H_q \otimes H_q + \sum_{\alpha \in \Delta^+} \langle \alpha, \alpha \rangle (e_{-\alpha} \otimes e_{\alpha}) \in g \otimes g, \tag{4.8} \]

which depends only on the choice of the triple \((B, T, \langle , \rangle_g)\) and not on that of the root vectors. Let

\[ \Lambda_{st} = \sum_{\alpha \in \Delta^+} \frac{\langle \alpha, \alpha \rangle}{2} (e_{-\alpha} \otimes e_{\alpha} - e_{\alpha} \otimes e_{-\alpha}) \in \wedge^2 g \]

be the skew-symmetric part of \( r_{st} \). Then the standard multiplicative Poisson structure \( \pi_{st} \) on \( G \) is defined to be the Poisson bi-vector field on \( G \) given by

\[ \pi_{st} = \Lambda_{st}^L - \Lambda_{st}^R, \tag{4.9} \]

where \( \Lambda_{st}^L \) and \( \Lambda_{st}^R \) respectively denote the left and right invariant bi-vector fields on \( G \) with value \( \Lambda_{st} \) at the identity element of \( G \). The Poisson Lie group \((G, \pi_{st})\) is the semi-classical limit of the quantum group \( \mathbb{C}q[G] \) (see [11,16]).

It follows from the definition that \( \pi_{st} \) is invariant under both left and right translations by elements in \( T \), and it is well-known (see, for example, [32,33,36]) that the \( T \)-orbits of symplectic leaves of \( \pi_{st} \) are precisely the double Bruhat cells

\[ G^u,v = BuB \cap B^{-}vB^{-}, \quad u, v \in W. \]

It follows that every \( BwB \), where \( w \in W \), is a Poisson submanifold of \((G, \pi_{st})\).

For any integer \( r \geq 1 \), recall now from (1.5) the quotient variety \( F_r \) of \( G^r \) by \( B^r \). Let again \( \varpi_r : G^r \to F_r \) be the projection. It is shown in [40, Sect. 1.3] and [39, Sect. 7.1] that

\[ \pi_r \triangleq \varpi_r(\pi_{st}^r) \tag{4.10} \]

is a well-defined Poisson structure on \( F_r \), and that for any \( u = (u_1, \ldots, u_r) \in W^r \), the generalized Bruhat cell \( O^u \subset F_r \) is a Poisson submanifold with respect to the Poisson structure \( \pi_r \). The restriction of \( \pi_r \) to \( O^u \) will still be denoted as \( \pi_r \) and is called [15] the standard Poisson structure on \( O^u \). It is also clear that the \( T \)-action on \( F_r \) defined in (2.10) preserves the Poisson structure \( \pi_r \).

Let \( u = (u_1, \ldots, u_r) \in W^r \), and let \( l = l(u_1) + \cdots + l(u_r) \). Recall that associated to \( \tilde{u} = (u_1, \ldots, u_r) \in R(u_1) \times \cdots \times R(u_r) \) one has the Bott–Samelson parametrization \( \beta_{\tilde{u}} : \mathbb{C}^l \to O^u \) in (2.13). Let \( \{ , \}_{\tilde{u}} \) be the Poisson bracket on \( \mathbb{C}[z_1, \ldots, z_l] \) such that

\[ (\beta_{\tilde{u}})^* : (\mathbb{C}[O^u], \pi_r) \to (\mathbb{C}[z_1, \ldots, z_l], \{ , \}_{\tilde{u}}) \tag{4.11} \]
is an isomorphism of Poisson algebras. Regard \( (\mathbb{C}[O^{u}], \pi_r) \) as a \( T \)-Poisson algebra, where \( T \) acts on \( \mathbb{C}[O^{u}] \) through the \( T \)-action on \( O^{u} \) in (2.10), i.e.

\[
 t \cdot z_j = t^{s_{a_1} s_{a_2} \cdots s_{a_{j-1}}(\alpha_j)} z_j, \quad t \in T, \; j \in [1, l],
\]
as in (2.14). For any \( \chi \in \mathfrak{h}^{*} \), let \( \chi^\# \) be the unique element in \( \mathfrak{h} \) satisfying

\[
\chi' (\chi^\#) = \langle \chi, \chi' \rangle, \quad \chi' \in \mathfrak{h}^{*}.
\]

Set \( D_\mathfrak{u} = (\chi_1, \ldots, \chi_l, h_1, \ldots, h_l, h_1', \ldots, h_l') \), where for \( j \in [1, l] \),

\[
\chi_j = s_{a_1} s_{a_2} \cdots s_{a_{j-1}}(\alpha_j) \in \mathfrak{h}^{*}, \quad \text{and} \quad h_j = -h_j' = s_{a_1} s_{a_2} \cdots s_{a_{j-1}}(\alpha_j^\#) \in \mathfrak{h}.
\]

**Theorem 4.14** [15] For any \( u = (u_1, \ldots, u_r) \in W^r \) and \( \mathfrak{u} \in \mathcal{R}(u_1) \times \cdots \times \mathcal{R}(u_r) \),

\[
E_\mathfrak{u} := \left( (\mathbb{C}[z_1, \ldots, z_l], \{ , \}^\#_\mathfrak{u}), D_\mathfrak{u} \right)
\]

is a symmetric \( T \)-Poisson CGL extension. In particular, for \( 1 \leq i < j \leq l \), the log-canonical term \( \{ z_i, z_j \}^\#_\mathfrak{u}, \text{log–can} \) of \( \{ z_i, z_j \}^\#_\mathfrak{u} \) is given by (see (4.4))

\[
\{ z_i, z_j \}^\#_\mathfrak{u}, \text{log–can} = -\chi_i (h_j) z_i z_j = -(s_{a_1} \cdots s_{a_{i-1}}(\alpha_i), s_{a_1} \cdots s_{a_{j-1}}(\alpha_j)) z_i z_j.
\]

**Definition 4.15** For \( u = (u_1, \ldots, u_r) \in W^r \) and \( \mathfrak{u} \in \mathcal{R}(u_1) \times \cdots \times \mathcal{R}(u_r) \), set

\[
\mathcal{P}_\mathfrak{u} = (E_\mathfrak{u}, \text{Id}_r, (\beta^\mathfrak{u}^*)^*).
\]

We call \( \mathcal{P}_\mathfrak{u} \) the symmetric \( T \)-Poisson CGL presentation of \( (\mathbb{C}[O^{u}], \pi_r) \) (in the Bott–Samelson coordinates or via the Bott–Samelson parametrization) defined by \( \mathfrak{u} \).

**Remark 4.16** As an element in \( W \) may have more than one reduced expression, the \( T \)-Poisson algebra \( (\mathbb{C}[O^{u}], \pi_r) \) for \( u \in W^r \) in general has more than one presentation as a symmetric Poisson CGL extension.

**Remark 4.17** By Theorem 4.14, the Poisson bracket \( \{ , \}^\#_\mathfrak{u} \) has the form

\[
\{ z_i, z_j \}^\#_\mathfrak{u} = -\chi_i (h_j) z_i z_j - f_{i,j}, \quad 1 \leq i < j \leq l,
\]

where \( f_{i,j} \in \mathbb{C}[z_{i+1}, \ldots, z_{j-1}] \) for all \( 1 \leq i < j \leq l \). Explicit formulas for the polynomials \( f_{i,j} \) are given in [15] in terms of root strings and the structure constants of the Lie algebra \( \mathfrak{g} \) in any Chevalley basis. We refer to [15] for detail. When \( r = 1 \), Theorem 4.14 is the Poisson analog of the Levendorskii–Soibelman straightening law for the quantum Schubert cell corresponding to \( u_1 \in W \) (see [27, Sect. 9.2] and [10, I.6.10]).
5 The Bott–Samelson atlas is a Poisson–Ore atlas

Continuing with the setting from Sect. 4.4, we first review in Sect. 5.1 the definition of the Poisson structure $\pi_{G/Q}$ for $Q = B(v)$ or $N(v)$ with $v \in W$. We then prove in Sect. 5.2 that for each $w \in W$, the decomposition $J^w_Q$ of $wB^−B/Q$, given in (2.23) and (2.24), identifies the restriction of $\pi_{G/Q}$ to $wB^−B/Q$ with a mixed product of $\pi_1$ on $O^{w_0w_1}$ and $\pi_2$ on $O^{(w,v)}$ (and the zero Poisson structure on $T$ when $Q = N(v)$). Using the presentations of $\pi_1$ and $\pi_2$ as symmetric Poisson CGL extensions via Bott–Samelson parametrizations and the mixed product construction in Lemma 4.7, we obtain presentations of $\pi_{G/Q}$ as symmetric (or localized symmetric) Poisson CGL extensions in every Bott–Samelson coordinate chart on $G/Q$, thereby proving the Theorem B stated in Sect. 1.1. Details on the (localized) symmetric Poisson CGL presentations of $\pi_{G/Q}$ in the Bott–Samelson coordinate charts are given in Theorem 5.6 for $Q = B(v)$ and in Theorem 5.9 for $Q = N(v)$.

5.1 The Poisson structure $\pi_{G/Q}$

Given a Poisson Lie group $(L, \pi)$, recall that a Lie subgroup $M$ of $L$ is called a coisotropic subgroup of $(L, \pi)$ if $M$ is also a coisotropic submanifold of $L$ with respect to $\pi$, i.e., if $\pi(x) \in T_xL \otimes T_xM + T_xM \otimes T_xL$ for all $x \in M$. It is easy to see from the definition that when $M$ is a closed coisotropic subgroup of a Poisson Lie group $(L, \pi)$, the Poisson structure $\pi$ on $L$ projects to a well-defined Poisson structure on $L/M$, called the quotient Poisson structure of $\pi$.

Returning to the Poisson Lie group $(G, \pi_{st})$ with $\pi_{st}$ defined in (4.9), an argument similar to that used in the proof of [41, Lemma 10] shows that for any $v \in W$, $N(v)$ is a coisotropic subgroup of $(G, \pi_{st})$. Since the Poisson structure $\pi_{st}$ is invariant under translation by elements in $T$, $B(v)$ is also a coisotropic subgroup of $(G, \pi_{st})$.

Notation 5.1 For $v \in W$ and $Q = B(v)$ or $N(v)$, denote by $\pi_{G/Q}$ the Poisson structure on $G/Q$ which is the projection to $G/Q$ of the Poisson structure $\pi_{st}$ on $G$. The restriction of $\pi_{G/Q}$ to each shifted big cell $wB^−B/Q$ is also denoted by $\pi_{G/Q}$. Note that $\pi_{G/B} = \pi_1$ in the notation of (4.10).

5.2 The decompositions $J^w_Q$ as Poisson maps

For $v, w \in W$, recall from Sect. 2.3 the isomorphisms

$$J^w_B(v) : wB^−B/B(v) \xrightarrow{\sim} O^{w_0w_1} \times O^{(w,v)},$$

$$J^w_N(v) : wB^−B/N(v) \xrightarrow{\sim} O^{w_0w_1} \times O^{(w,v)} \times T.$$ 

We now identify the respective Poisson structures $J^w_B(v)(\pi_{G/B}(v))$ and $J^w_N(v)(\pi_{G/N(v)})$ on $O^{w_0w_1} \times O^{(w,v)}$ and on $O^{w_0w_1} \times O^{(w,v)} \times T$ as mixed products of the standard Poisson structures $\pi_1$ on $O^{w_0w_1}$ and $\pi_2$ on $O^{(w,v)}$ (and the zero Poisson structure on $T$ when $Q = N(v)$). To this end, for $x \in \mathfrak{h}$, denote by $\rho_r(x)$ the vector field on $F_r$.
generated by the $T$-action on $F_r$ in (2.10) in the direction of $x$, i.e.,

$$\rho_r(x)(p) = \frac{d}{d\lambda}|_{\lambda=0} \exp(\lambda x) \cdot p, \quad p \in F_r. \quad (5.1)$$

The restriction of $\rho_r(x)$ to $O^u$, for $x \in \mathfrak{h}$, will also be denoted by $\rho_r(x)$. For $x \in \mathfrak{h}$, let $x^R$ be the right-invariant (also left-invariant) vector field on $T$ defined by $x$.

**Notation 5.2** Let again $d = \dim_\mathbb{C} T$ and recall that $\{H_q : q \in [1, d]\}$ is a basis of $\mathfrak{h}$ orthonormal with respect to the bilinear form $\langle \cdot, \cdot \rangle$. Define the bi-vector fields

$$\pi_{1,2} = (\pi_1, 0) + (0, \pi_2) + \mu \quad \text{on} \quad O^{w_0w^{-1}} \times O^{(w,v)}, \quad \text{and} \quad (5.2)$$

$$\pi_{1,2,0} = (\pi_1, 0, 0) + (0, \pi_2, 0) + \mu_{12} + \mu_{13} + \mu_{23} \quad \text{on} \quad O^{w_0w^{-1}} \times O^{(w,v)} \times T, \quad (5.3)$$

where the *mixed terms* $\mu$ and $\mu_{12}, \mu_{13}, \mu_{23}$ are respectively given by

$$\mu = \sum_{q=1}^{d} (\rho_1(w_0w^{-1}(H_q)), 0) \wedge (0, \rho_2(H_q)), \quad (5.4)$$

$$\mu_{12} = \sum_{q=1}^{d} (\rho_1(w_0w^{-1}(H_q)), 0, 0) \wedge (0, \rho_2(H_q), 0), \quad (5.5)$$

$$\mu_{13} = \sum_{q=1}^{d} (\rho_1(w_0H_q)), 0, 0) \wedge (0, 0, H_q^R), \quad (5.6)$$

$$\mu_{23} = -\sum_{q=1}^{d} (0, \rho_2(w(H_q)), 0) \wedge (0, 0, H_q^R). \quad (5.7)$$

**Theorem 5.3** For any $w, v \in W$, the maps

$$J^w_{B(v)} : (wB^{-1}B, \pi_{G/B(v)}) \longrightarrow \left( O^{w_0w^{-1}} \times O^{(w,v)}, \pi_{1,2} \right),$$

$$J^w_{N(v)} : (wB^{-1}B/N, \pi_{G/N(v)}) \longrightarrow \left( O^{w_0w^{-1}} \times O^{(w,v)} \times T, \pi_{1,2,0} \right),$$

are Poisson isomorphisms.

Since the proof of Theorem 5.3 is self-contained and can be read independently of the rest of the paper, we present the proof in the Appendix in order not to disrupt the flow of the paper.

**Remark 5.4** Regard $(O^{w_0w^{-1}}, \pi_1)$ and $(O^{(w,v)}, \pi_2)$ as $T$-Poisson varieties, where again $T$ acts on $O^{w_0w^{-1}} \subset F_1$ and on $O^{(w,v)} \subset F_2$ via (2.10). Theorem 5.3 then
says that $\pi_{1,2}$ is the mixed product (in the sense of Definition 4.8) of $\pi_1$ and $\pi_2$ defined by

$$\nu = -\sum_{q=1}^{d} w_0^{-1}(H_q) \otimes H_q \in \mathfrak{h} \otimes \mathfrak{h}.$$ 

Similarly, regard $(\mathcal{O}^{w_0^{-1}} \times \mathcal{O}^{(w, v)}, \pi_{1,2})$ as a $(T \times T)$-Poisson variety with the product $(T \times T)$-action, and regard $(T, 0)$ as a $T$-variety with the left $T$-action by translation. Then $\pi_{1,2,0}$ is the mixed product of $\pi_{1,2}$ and the zero Poisson structure on $T$ defined by

$$\nu' = -\sum_{q=1}^{d} (w_0(H_q), -w(H_q)) \otimes H_q \in (\mathfrak{h} \oplus \mathfrak{h}) \otimes \mathfrak{h}.$$ 

\[\Box\]

### 5.3 Symmetric Poisson CGL presentations of $\pi_{G/Q}$ in Bott–Samelson coordinate charts

Let $v \in W$ and $Q = B(v)$ or $N(v)$. For each $w \in W$, we regard $(\mathbb{C}[wB^{-1}B/Q], \pi_{G/Q})$ as a $T$-Poisson algebra with the $T$-action given by

$$(t \cdot \phi)(g.Q) = \phi(tg.Q), \quad t \in T, \quad \phi \in \mathbb{C}[wB^{-1}B/Q], \quad g \in wB^{-1}B. \quad (5.8)$$

Using Theorems 4.14, 5.3, and the construction of product symmetric Poisson CGL extensions in Lemma 4.7, we obtain symmetric Poisson CGL presentations of $(\mathbb{C}[wB^{-1}B/Q], \pi_{G/Q})$ in the Bott–Samelson coordinates on $wB^{-1}B/Q$. In this section, we give the details of these presentations, which contain, in particular, the action data by the relevant tori on the symmetric Poisson CGL extensions.

For the convenience of the reader, we recall part of Notation 2.6.

**Notation 5.5** Let $l_0 = l(w_0)$, and for $v, w \in W$, let $k = l_0 - l(w)$ and $l = l_0 + l(v)$. Write an element $r \in R(w_0) \times R(w) \times R(v)$ as $r = (w^0, w, v)$ with

$$w^0 = (s_{\alpha_1}, \ldots, s_{\alpha_k}), \quad w = (s_{\alpha_{k+1}}, \ldots, s_{\alpha_{l_0}}), \quad v = (s_{\alpha_{l_0+1}}, \ldots, s_{\alpha_l}).$$

For each $j \in [1, l]$, set

$$\chi_j = s_{\alpha_1} \cdots s_{\alpha_{j-1}}(\alpha_j), \quad h_j = -h'_j = s_{\alpha_1} \cdots s_{\alpha_{j-1}}(\alpha_j^\#), \quad \text{if} \quad j \in [1, k], \quad (5.9)$$

$$\chi_j = s_{\alpha_{k+1}} \cdots s_{\alpha_{j-1}}(\alpha_j), \quad h_j = -h'_j = s_{\alpha_{k+1}} \cdots s_{\alpha_{j-1}}(\alpha_j^\#), \quad \text{if} \quad j \in [k+1, l], \quad (5.10)$$

where for $\chi \in \mathfrak{h}^*$, $\chi^\# \in \mathfrak{h}$ is defined in (4.12). \[\Box\]
The case of $B(v)$. Let $w, v \in W$ and let $r = (w^0, w, v) \in \mathcal{R}(w_0 w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$ be as in Notation 5.5. Recall from (2.28) and (2.29) the parametrizations

$$
\sigma^r : \mathbb{C}^l \longrightarrow \mathcal{O}^{w_0 w^{-1}} \times \mathcal{O}(w, v),
$$

$$
\sigma^r_{B(v)} = (J^w_{B(v)})^{-1} \circ \sigma^r : \mathbb{C}^l \longrightarrow w B^{-1} B / B(v).
$$

Let $\{,\}_{(w^0,w,v)}$ be the Poisson bracket on $\mathbb{C}[z_1, \ldots, z_l]$ such that

$$(\sigma^r)^* : \left( \mathbb{C}[\mathcal{O}^{w_0 w^{-1}} \times \mathcal{O}(w, v)], \mathcal{O}_{1,2} \right) \longrightarrow \left( \mathbb{C}[z_1, \ldots, z_l], \{,\}_{(w^0,w,v)} \right)$$

is a Poisson isomorphism. By Theorem 5.3, we have the Poisson isomorphism

$$(\sigma^r_{B(v)})^* : \left( \mathbb{C}[w B^{-1} B / B(v)], \pi_{G/B(v)} \right) \longrightarrow \left( \mathbb{C}[z_1, \ldots, z_l], \{,\}_{(w^0,w,v)} \right).$$

Set $\mathcal{D}_{(w^0,w,v)} = (\hat{x}_1, \ldots, \hat{x}_l, \hat{h}_1, \ldots, \hat{h}_l, \hat{h}_1', \ldots, \hat{h}_l')$, where

$$
\hat{x}_j = \begin{cases} (\chi_j, 0), & j \in [1, k], \\
(0, \chi_j), & j \in [k + 1, l], \end{cases}
$$

$$
\hat{h}_j = -\hat{h}'_j = \begin{cases} (h_j, -w_0 w_0(h_j)), & j \in [1, k], \\
(-w_0 w^{-1}(h_j), h_j), & j \in [k + 1, l], \end{cases}
$$

and $\chi_j \in \mathfrak{h}^*$ and $h_j \in \mathfrak{h}$ for $j \in [1, l]$ are given in (5.9) and (5.10), and let

$$
\mathcal{E}_{(w^0,w,v)} := \left( \left( \mathbb{C}[z_1, \ldots, z_l], \{,\}_{(w^0,w,v)} \right), \mathcal{D}_{(w^0,w,v)} \right).
$$

Recall from Theorem 4.14 that one has the symmetric $T$-Poisson CGL extensions

$$
\mathcal{E}_{w^0} = \left( \left( \mathbb{C}[z_1, \ldots, z_k], \{,\}_{w^0} \right), \mathcal{D}_{w^0} \right) \quad \text{and} \quad \mathcal{E}_{(w,v)} = \left( \left( \mathbb{C}[z_{k+1}, \ldots, z_l], \{,\}_{(w,v)} \right), \mathcal{D}_{(w,v)} \right).
$$

One checks directly that $\mathcal{E}_{(w^0,w,v)}$ is the mixed product (see Lemma 4.7) of the symmetric $T$-Poisson CGL extensions $\mathcal{E}_{w^0}$ and $\mathcal{E}_{(w,v)}$ defined by

$$
\nu = -\sum_{q=1}^{d} w_0 w^{-1}(H_q) \otimes H_q \in \mathfrak{h} \otimes \mathfrak{h}.
$$

**Theorem 5.6** For any $w, v \in W$ and $r = (w^0, w, v) \in \mathcal{R}(w_0 w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$ as in Notation 5.5, the triple

$$
\mathcal{D}^r_{B(v)} := \left( \mathcal{E}_{(w^0,w,v)}, \mathcal{D}_{E_{w^0}}, (\sigma^r_{B(v)})^* \right)
$$

is a presentation of the $T$-Poisson algebra $\left( \mathbb{C}[w B^{-1} B / B(v)], \pi_{G/B(v)} \right)$ as a symmetric $(T \times T)$-Poisson CGL extension, where $E_{w^0} : T \to T \times T, t \to (w_0 w_0^*, t)$ for $t \in T$. 

**Proof** Equip $\mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)}$ with the product $(T \times T)$-action, where $T$ acts on $\mathcal{O}^{w_0w^{-1}} \subset F_1$ and on $\mathcal{O}^{(w,v)} \subset F_2$ via (2.10), and equip $\mathbb{C}[\mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)}]$ with the induced $(T \times T)$-action (see end of Notation 1.3). Let $T \times T$ act on $\mathbb{C}[z_1, \ldots, z_l]$ such that for $j \in [1, l]$, $z_j$ has $(T \times T)$-weight $\hat{\chi}_j$ as given in (5.13), and let $T$ act on $\mathbb{C}[z_1, \ldots, z_l]$ through the embedding $E_w : T \to T \times T$. By (2.14), $(\sigma^r)^*$ in (5.11) is an isomorphism of $(T \times T)$-Poisson algebras. By Lemma 2.4, $(\sigma^r_{B(v)})^*$ in (5.12) is an isomorphism of $T$-Poisson algebras. As

$$(\sigma^r_{B(v)})^* = (\sigma^r)^* \circ \left((J^w_{B(v)})^{-1}\right)^*,$$

the assertion on $\mathcal{P}^r_{B(v)}$ now follows Theorem 5.3. □

**Remark 5.7** For each $r = (w^0, w, v) \in \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$, recall from (4.11) the Poisson bracket $\{,\}_{(w^0, w, v)}$ on $\mathbb{C}[z_1, \ldots, z_l] \cong \mathbb{C}[\mathcal{O}^{w_0w^{-1}, w, v}]$. Using the definition of the Poisson structure $\pi_{1,2}$ and Theorem 4.14, it is easy to see that

$$\{z_i, z_j\}_{(w^0, w, v)} = \{z_i, z_j\}_{(w^0, w, v)} \quad \text{if} \quad i, j \in [1, k] \quad \text{or} \quad i, j \in [k+1, l],$$

but for $i \in [1, k]$ and $j \in [k+1, l]$, $\{z_i, z_j\}_{(w^0, w, v)}$ is the negative of the log-canonical term of $\{z_i, z_j\}_{(w^0, w, v)}$. For this reason, we may call $\{,\}_{(w^0, w, v)}$ the log-canonical cut of $\{,\}_{(w^0, w, v)}$ at $k$’s place with coefficient $-1$.

**The case of $N(v)$**. We now turn to the $T$-Poisson algebra $\left(\mathbb{C}[wB^{-}B/N(v)], \pi_{G/N(v)}\right)$. Recall again that $\omega_1, \ldots, \omega_d$ is a listing of the set of all fundamental weights and that $z_j = \omega_{j-l} \in \mathbb{C}[T]$ for $j \in [l+1, l+d]$.

Let $\{,\}_{\{w^0, w, v\}}$ be the Poisson bracket on $\mathbb{C}[z_1, \ldots, z_l, z_{l+1}^{\pm 1}, \ldots, z_{l+d}^{\pm 1}]$ such that

$$(\sigma^r \times \sigma)^* : \left(\mathbb{C}[\mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)} \times T], \pi_{1,2,0}\right) \to \left(\mathbb{C}[z_1, \ldots, z_l, z_{l+1}^{\pm 1}, \ldots, z_{l+d}^{\pm 1}], \{,\}_{\{w^0, w, v\}}\right)$$

is a Poisson algebra isomorphism. We first express $\{,\}_{\{w^0, w, v\}}$ in terms of $\{,\}_{\{w^0, w, v\}}$.

**Lemma 5.8** One has $\{z_i, z_j\}_{\{w^0, w, v\}} = \{z_i, z_j\}_{\{w^0, w, v\}}$ for all $i, j \in [1, l]$, and

$$\{z_i, z_j\}_{\{w^0, w, v\}} = \begin{cases} (w_0\omega_{j-l})(hi)z_i z_j, & i \in [1, k], j \in [l+1, l+d], \\ -(w_0\omega_{j-l})(hi)z_i z_j, & i \in [k+1, l], j \in [l+1, l+d], \\ 0, & i, j \in [l+1, l+d]. \end{cases}$$

**Proof** The statements follow directly from the definition of $\pi_{1,2,0}$ given in Theorem 5.3. □
In particular, $\{.,.\}^{\alpha\beta}_{(w^0|w,v)}$ restricts to a Poisson bracket on $\mathbb{C}[z_1, \ldots, z_l, z_{l+1}, \ldots, z_{l+d}]$. By Theorem 5.3, one has an isomorphism of Poisson algebras

$$(\sigma^r_{N(v)})^* : (\mathbb{C}[wB^{-}\mathcal{B}/N(v)], \pi_{G/N(v)}) \rightarrow (\mathbb{C}[z_1, \ldots, z_l, z_{l+1}, \ldots, z_{l+d}], \{.,.\}^{\alpha\beta}_{(w^0|w,v)}).$$

Let $\{\omega_1^+, \ldots, \omega_d^+\}$ be the basis of $\mathfrak{h}$ dual to $\{\omega_1, \ldots, \omega_d\}$. With $\chi_j \in \mathfrak{h}^*$ and $h_j \in \mathfrak{h}$ for $j \in [1, l]$ given in (5.9) and (5.10), let

$$\tilde{\chi}_j = \begin{cases} (\chi_j, 0, 0), & j \in [1, k], \\ (0, \chi_j, 0), & j \in [k+1, l], \\ (0, 0, \omega_{j-l}), & j \in [l+1, l+d], \end{cases}$$

(5.14)

$$\tilde{h}_j = -\tilde{h}_j' = \begin{cases} (h_j, -ww_0(h_j), -w_0(h_j)), & j \in [1, k], \\ (-w_0w^{-1}(h_j), h_j, w(h_j)), & j \in [k+1, l], \\ (-w_0(\omega_j^+), w(\omega_j^+), \omega_j^+), & j \in [l+1, l+d], \end{cases}$$

(5.15)

and let $\mathcal{D}((w^0|w,v), \mathcal{T}) = (\tilde{\chi}_1, \ldots, \tilde{\chi}_{l+d}, \tilde{h}_1, \ldots, \tilde{h}_{l+d}, \tilde{h}_1', \ldots, \tilde{h}_{l+d}')$.

**Theorem 5.9** For any $w, v \in W$ and $r = (w^0, w, v) \in \mathcal{R}(w_0w^{-1}) \times \mathcal{R}(w) \times \mathcal{R}(v)$,

$$\mathcal{E}((w^0|w,v), \mathcal{T}) := \left(\left(\mathbb{C}[z_1, \ldots, z_l, z_{l+1}, \ldots, z_{l+d}], \{.,.\}^{\alpha\beta}_{(w^0|w,v)}\right), \mathcal{D}((w^0|w,v), \mathcal{T})\right)$$

is a symmetric $(T \times T \times T)$-Poisson CGL extension, and

$$\mathcal{P}^r_{N(v)} := \left(\mathcal{E}((w^0|w,v), \mathcal{T}), E'_w, (\sigma^r_{N(v)})^*\right)$$

is a presentation of the $T$-Poisson algebra $(\mathbb{C}[wB^{-}\mathcal{B}/N(v)], \pi_{G/N(v)})$ as a localized symmetric $(T \times T \times T)$-Poisson CGL extension, where

$$\mathcal{E}'((w^0|w,v), \mathcal{T}) := \left(\left(\mathbb{C}[z_1, \ldots, z_l, z_{l+1}, \ldots, z_{l+d}], \{.,.\}^{\alpha\beta}_{(w^0|w,v)}\right), \mathcal{D}((w^0|w,v), \mathcal{T})\right)$$

and $E'_w$ is the embedding $T \rightarrow T \times T \times T$ given by $t \rightarrow (t^w, t, t^w)$ for $t \in T$.

**Proof** Let $T \times T \times T$ act on $\mathbb{C}[z_1, \ldots, z_l, z_{l+1}, \ldots, z_{l+d}]$ such that $z_j$ has $(T \times T \times T)$-weight $\tilde{\chi}_j$ given in (5.14). By the $T$-equivariance of the isomorphism $J^w_{N(v)}$ given in Lemma 2.4 and by (2.14), the isomorphism $(\sigma^r_{N(v)})^*$ is $T$-equivariant, where $t \in T$ acts on $\mathbb{C}[z_1, \ldots, z_l, z_{l+1}, \ldots, z_{l+d}]$ via the embedding $E'_w : T \rightarrow T \times T \times T$. One checks directly that $\mathcal{E}'((w^0|w,v), \mathcal{T})$ is the mixed product (see Definition 4.8) defined by

$$v' = -\sum_{q=1}^d (w_0(H_q), -w(H_q)) \otimes H_q \in (\mathfrak{h} \oplus \mathfrak{h}) \otimes \mathfrak{h}$$
of the symmetric \((T \times T)\)-Poisson CGL extension \(E_{(w_0,w,w)}\) and the symmetric \(T\)-Poisson CGL extension \(((C[z_{l+1}, \ldots, z_{l+d}], 0), D)\) in Example 4.4. The assertion on \(\mathcal{P}_N^{r,v}\) now follows from Theorem 5.3.

\[\Box\]

**Example 5.10** Let \(G = SL(4, \mathbb{C})\) and choose again the Borel subgroups \(B^-\) and \(B\) to consist of lower triangular and upper triangular matrices respectively. Let \(\alpha_1, \alpha_2, \alpha_3\), be the standard listing of the simple roots and set \(s_j = s_{\alpha_i}, i = 1, 2, 3\). We consider two Bott–Samelson coordinate charts on \(G/B\). The Poisson brackets in the coordinates are computed using the computer program in GAP language written by Balazs Elek.

Let first \(w = e\) and \(r_1 = ((s_3, s_2, s_1, s_2, s_3, 0, 0, 0), 0)\). The Bott–Samelson parametrization \(\sigma^{r_1} = \sigma^{r_1}_{G/B} : \mathbb{C}^6 \rightarrow B^-B/B\) is given by

\[
\sigma^{r_1}(\xi_1, \ldots, \xi_6) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-\xi_1 & 1 & 0 & 0 \\
\xi_1 \xi_2 - \xi_2 & \xi_2 & 1 & 0 \\
\Delta_1 & \xi_4 \xi_5 - \xi_5 & \xi_5 & 1
\end{pmatrix} \cdot B \in B^-B/B,
\]

where \(\Delta_1 = \xi_1 \xi_4 \xi_6 - \xi_1 \xi_5 - \xi_2 \xi_6 + \xi_3\). In the \((\xi_1, \ldots, \xi_6)\) coordinates, the Poisson structure \(\pi_{G/B}\) is given by

\[
\begin{align*}
\{\xi_1, \xi_2\} &= -\xi_1 \xi_2, & \{\xi_1, \xi_3\} &= -\xi_1 \xi_3, & \{\xi_1, \xi_4\} &= \xi_1 \xi_4 - 2 \xi_2, \\
\{\xi_1, \xi_5\} &= \xi_1 \xi_5 - 2 \xi_3, & \{\xi_1, \xi_6\} &= 0, & \{\xi_2, \xi_3\} &= -\xi_2 \xi_3, \\
\{\xi_2, \xi_4\} &= -\xi_2 \xi_4, & \{\xi_2, \xi_5\} &= 2 \xi_2 \xi_4, & \{\xi_2, \xi_6\} &= \xi_2 \xi_6 - 2 \xi_3, \\
\{\xi_3, \xi_4\} &= 0, & \{\xi_3, \xi_5\} &= -\xi_3 \xi_5, & \{\xi_3, \xi_6\} &= -\xi_3 \xi_6, \\
\{\xi_4, \xi_5\} &= -\xi_4 \xi_5, & \{\xi_4, \xi_6\} &= \xi_4 \xi_5 - 2 \xi_5, & \{\xi_5, \xi_6\} &= -2 \xi_5 \xi_6. \\
\end{align*}
\]

For another example, take \(w = w_0 = s_1 s_2 s_3 s_1 s_2 s_1\) and \(r_2 = (0, (s_1, s_3, s_2, s_3, s_1, s_2), 0)\). The Bott–Samelson parametrization \(\sigma^{r_2} = \sigma^{r_2}_{G/B} : \mathbb{C}^6 \rightarrow w_0 B^-B/B = B w_0 B/B\) is given by

\[
\sigma^{r_2}(z_1, \ldots, z_6) = \begin{pmatrix}
z_1 z_5 - z_3 & z_4 - z_1 z_6 & z_1 & -1 \\
z_5 & -z_6 & 1 & 0 \\
z_2 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix} \cdot B \in w_0 B^-B/B.
\]

In the \((z_1, \ldots, z_6)\) coordinates, the Poisson structure \(\pi_{G/B}\) is given by

\[
\begin{align*}
\{z_1, z_2\} &= 0, & \{z_1, z_3\} &= -z_1 z_3, & \{z_1, z_4\} &= -z_1 z_4, \\
\{z_1, z_5\} &= z_1 z_5 - 2 z_3, & \{z_1, z_6\} &= z_1 z_6 - 2 z_4, & \{z_2, z_3\} &= -z_2 z_3, \\
\{z_2, z_4\} &= z_2 z_4 - 2 z_3, & \{z_2, z_5\} &= -z_2 z_5, & \{z_2, z_6\} &= z_2 z_6 - 2 z_5, \\
\{z_3, z_4\} &= -z_3 z_4, & \{z_3, z_5\} &= -z_3 z_5, & \{z_3, z_6\} &= -z_3 z_5, \\
\{z_4, z_5\} &= 0, & \{z_4, z_6\} &= -z_4 z_6, & \{z_5, z_6\} &= -z_5 z_6.
\end{align*}
\]
Theorem B stated in Sect. 1.1 is the combination of Theorems 5.6 and 5.9.

In this appendix, we first prove Theorem 5.3 which says that for any $w$, $v \in W$,

$$J^w_{B(v)} : (wB^-B/B(v), \pi_{G/B(v)}) \longrightarrow \left( \mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)}, \pi_{1,2} \right), \quad (A.1)$$

$$J^w_{N(v)} : (wB^-B/N(v), \pi_{G/N(v)}) \longrightarrow \left( \mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)} \times T, \pi_{1,2,0} \right) \quad (A.2)$$

are Poisson isomorphisms, where $J^w_{B(v)}$ and $J^w_{N(v)}$ are given in (2.25) and (2.26), and the Poisson structures $\pi_{1,2}$ and $\pi_{1,2,0}$ are given in (5.2) and (5.3). Here recall that for $Q = B(v)$ or $N(v)$, $\pi_{G/Q}$ is the projection to $G/Q$ of the standard Poisson structure $\pi_{st}$ on $G$. In Sect. A.1, we review some facts on the Poisson Lie group $(G, \pi_{st})$. In Sect. A.2, we prove certain maps involved in the definitions of $J^w_{B(v)}$ and $J^w_{N(v)}$ are Poisson, and we use these facts to prove Theorem 5.3 in Sect. A.3. In Sect. A.4, we determine the $T$-leaves of $(G/Q, \pi_{G/Q})$. 

It is remarkable that such non-trivial changes of coordinates transform one symmetric Poisson CGL extension to another. 

5.4 Proofs of Theorems B and C

Theorem B stated in Sect. 1.1 is the combination of Theorems 5.6 and 5.9.

Acknowledgements The earliest motivation for the work in this paper came from discussion with Xuhua He and Allen Knutson on trying to understand the Poisson geometry behind the notion of Bruhat atlas proposed in [31]. We thank the referee for helpful comments. We also thank Yiping Mi and Yanpeng Li for helpful discussions. The research in this paper was partially supported by the Research Grants Council of the Hong Kong SAR, China (GRF 17304415 and GRF 17307718). A version of Theorem B is contained in the University of Hong Kong Ph.D. Thesis [47] of the second author.

Appendix A. Proof of Theorem 5.3 and $T$-leaves of $(G/Q, \pi_{G/Q})$

In this appendix, we first prove Theorem 5.3 which says that for any $v, w \in W$, 

$$J^w_{B(v)} : (wB^-B/B(v), \pi_{G/B(v)}) \longrightarrow \left( \mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)}, \pi_{1,2} \right), \quad (A.1)$$

$$J^w_{N(v)} : (wB^-B/N(v), \pi_{G/N(v)}) \longrightarrow \left( \mathcal{O}^{w_0w^{-1}} \times \mathcal{O}^{(w,v)} \times T, \pi_{1,2,0} \right) \quad (A.2)$$

are Poisson isomorphisms, where $J^w_{B(v)}$ and $J^w_{N(v)}$ are given in (2.25) and (2.26), and the Poisson structures $\pi_{1,2}$ and $\pi_{1,2,0}$ are given in (5.2) and (5.3). Here recall that for $Q = B(v)$ or $N(v)$, $\pi_{G/Q}$ is the projection to $G/Q$ of the standard Poisson structure $\pi_{st}$ on $G$. In Sect. A.1, we review some facts on the Poisson Lie group $(G, \pi_{st})$. In Sect. A.2, we prove certain maps involved in the definitions of $J^w_{B(v)}$ and $J^w_{N(v)}$ are Poisson, and we use these facts to prove Theorem 5.3 in Sect. A.3. In Sect. A.4, we determine the $T$-leaves of $(G/Q, \pi_{G/Q})$. 

5.4 Proofs of Theorems B and C

Theorem B stated in Sect. 1.1 is the combination of Theorems 5.6 and 5.9.

Theorem C stated in Sect. 1.1 follows immediately from Theorems B and 4.12.
A.1 Some facts on the Poisson Lie group \((G, \pi_{\text{st}})\)

We first recall (see, for example, [16, 39]) that given a Poisson Lie group \((L, \pi)\) and a Poisson manifold \((X, \pi_X)\), a left action of \(L\) on \(X\) is said to be Poisson if the action map \((L, \pi) \times (X, \pi_X) \rightarrow (X, \pi_X)\) is Poisson. A Poisson manifold \((X, \pi_X)\) is called a Poisson homogeneous space [14] of a Poisson Lie group \((L, \pi)\) if \((X, \pi_X)\) has a Poisson action by \((L, \pi)\) which is also transitive.

**Example A.1** If \(M\) is a closed coisotropic subgroup (see Sect. 5.1) of a Poisson Lie group \((L, \pi)\), the action of \(L\) on \(L/M\) by left translation makes \(L/M, \pi_{L/M}\) a Poisson homogeneous space of \((L, \pi)\), where \(\pi_{L/M}\) is the projection to \(L/M\) of the Poisson structure \(\pi\) on \(L\). Note that as \(\pi(e) = 0\), \(\pi_{L/M}\) vanishes at \(e.M \in L/M\). In general, it is easy to see from the definitions that if \((X, \pi_X)\) is a Poisson homogeneous space of \((L, \pi)\) and if \(x \in X\) is such that \(\pi_X(x) = 0\), then the stabilizer subgroup \(L_x\) of \(L\) at \(x\) is a coisotropic subgroup of \((L, \pi)\), and the map

\[
(L/L_x, \pi_{L/L_x}) \longrightarrow (X, \pi_X) \quad l \longmapsto lx, \quad l \in L,
\]

is a Poisson isomorphism. \(\square\)

Returning to the Poisson Lie group \((G, \pi_{\text{st}})\), where \(\pi_{\text{st}}\) is given in (4.9), for any \(v \in W\) and \(Q = B(v)\) or \(N(v)\), the Poisson manifold \((G/Q, \pi_G/Q)\) is then a Poisson homogeneous space of \((G, \pi_{\text{st}})\).

We now recall a Drinfeld double of the Poisson Lie group \((G, \pi_{\text{st}})\): associated to the standard quasi-triangular \(r\)-matrix \(r_{\text{st}} \in g \otimes g\) in (4.8), one has the quasi-triangular \(r\)-matrix \(r_{\text{st}}^{(2)} \in (g \oplus g)^{\otimes 2}\) for the direct product Lie algebra \(g \oplus g\), given [39, Sect. 6.1] as (see Notation 4.13)

\[
r_{\text{st}}^{(2)} = (r_{\text{st}}, 0) - (0, r_{\text{st}}^{21}) - \sum_{q=1}^{d} (H_q, 0) \wedge (0, H_q) - \sum_{\alpha \in \Delta^+} (\alpha, \alpha)(e_\alpha, 0) \wedge (0, e_{-\alpha}), \quad (A.3)
\]

where \(r_{\text{st}}^{21} = \tau(r_{\text{st}})\) with \(\tau(x \otimes y) = y \otimes x\) for \(x, y \in g\), and for any vector space \(V\) and \(u, v \in V\), we use the convention that

\[
u \wedge v = u \otimes v - v \otimes u \in V \otimes V.
\]

Let \(\Lambda_{\text{st}}^{(2)} \in \wedge^2(g \oplus g)\) be the skew-symmetric part of \(r_{\text{st}}^{(2)}\), and let \(\Pi_{\text{st}}\) be the multiplicative Poisson structure on the product group \(G \times G\) given by

\[
\Pi_{\text{st}} = \left( r_{\text{st}}^{(2)} \right)^L \left( r_{\text{st}}^{(2)} \right)^R = \left( \Lambda_{\text{st}}^{(2)} \right)^L - \left( \Lambda_{\text{st}}^{(2)} \right)^R. \quad (A.4)
\]

Here, for \(A \in g^{\otimes k}\), \(A^L\) and \(A^R\) respectively denote the left and right invariant tensor fields on \(G\) with value \(A\) at the identity of \(G\). It follows from the definitions that

\[
\Pi_{\text{st}} = (\pi_{\text{st}}, 0) + (0, \pi_{\text{st}}) + \mu_1 + \mu_2, \quad (A.5)
\]
where

\[
\mu_1 = \sum_{q=1}^{d} (H^R_q, 0) \wedge (0, H^R_q) + \sum_{\alpha \in \Delta^+} \langle \alpha, \alpha \rangle (e^R_{\alpha}, 0) \wedge (0, e^R_{-\alpha}). \tag{A.6}
\]

\[
\mu_2 = - \sum_{q=1}^{d} (H^L_q, 0) \wedge (0, H^L_q) - \sum_{\alpha \in \Delta^+} \langle \alpha, \alpha \rangle (e^L_{\alpha}, 0) \wedge (0, e^L_{-\alpha}). \tag{A.7}
\]

The Poisson Lie group \((G \times G, \Pi_{st})\) is a Drinfeld double of the Poisson Lie group \((G, \pi_{st})\) (see, for example, [39, paragraph after Example 6.11]). In particular, the embedding

\[(G, \pi_{st}) \hookrightarrow (G \times G, \Pi_{st}), \quad g \mapsto (g, g), \quad g \in G,
\]

is Poisson, and the projections \((G \times G, \Pi_{st}) \rightarrow (G, \pi_{st})\) to both factors are Poisson.

It follows from (A.5), (A.6) and (A.7) that \(B \times B\) is a coisotropic subgroup of the Poisson Lie group \((G \times G, \Pi_{st})\). Let \(\varpi\) be the projection

\[
\varpi : G \times G \longrightarrow (G \times G)/(B \times B) \cong G/B \times G/B,
\]

and let \(\Pi = \varpi(\Pi_{st})\). It follows from (A.4) and (A.5) that

\[
\Pi = - \varpi \left( \left( \Lambda_{st}^{(2)} \right)^R \right) = (\pi_{G/B}, 0) + (0, \pi_{G/B}) + \varpi(\mu_1).
\]

Let \(G_{\text{diag}} = \{(g, g) : g \in G\} \subset G \times G\) and consider the \(G_{\text{diag}}\)-orbits in \(G/B \times G/B\), which are precisely of the form

\[
G_{\text{diag}}(v) \overset{\text{def}}{=} G_{\text{diag}}(e, B, \overline{v}, B) \subset G/B \times G/B, \quad v \in W.
\]

Note that for \(v \in W\), the stabilizer subgroup of \(G \cong G_{\text{diag}}\) at \((e, B, \overline{v}, B) \in G/B \times G/B\) is precisely \(B(v) = B \cap \overline{v}B\overline{v}^{-1}\).

**Lemma A.2** For each \(v \in W\), \(G_{\text{diag}}(v)\) is a Poisson submanifold of \(G/B \times G/B\) with respect to \(\Pi\), and the \(G\)-equivariant map

\[
(G/B(v), \pi_{G/B(v)}) \longrightarrow (G_{\text{diag}}(v), \Pi), \quad g.B(v) \mapsto (g.B, g\overline{v}.B), \quad g \in G. \tag{A.8}
\]

is a Poisson isomorphism.

**Proof** Let \(v \in W\). By [42, Theorem 2.3], \(G_{\text{diag}}(v)\) is a Poisson submanifold of \(G/B \times G/B\) with respect to \(\Pi\), and, as a \(G \cong G_{\text{diag}}\)-orbit, \((G_{\text{diag}}(v), \Pi)\) is a Poisson homogeneous space of \((G, \pi_{st})\). It is also easy to see that \(\pi_{G/B}(\overline{v}.B) = 0\) and \(\varpi(\mu_1)(e, B, \overline{v}, B) = 0\). It follows that \(\Pi(e, B, \overline{v}, B) = 0\). By Example A.1, the map in (A.8) is an isomorphism of Poisson homogeneous spaces of \((G, \pi_{st})\). \(\square\)
Recall the Poisson manifold \((F_2, \pi_2)\) from Sect. 4.4. By [39, Theorem 7.8] (see also [40, Proposition 5.6]), the map

\[
J_2 : (F_2, \pi_2) \longrightarrow (G/B \times G/B, \, \Pi), \; [g_1, g_2]_{F_2} \longmapsto (g_1B, g_1g_2B),
\]

(A.9)

is a Poisson isomorphism, with

\[
J_2^{-1} : (G/B \times G/B, \, \Pi) \longrightarrow (F_2, \pi_2), \; (h_1B, h_2B) \longmapsto [h_1, h_1^{-1}h_2]_{F_2}.
\]

(A.10)

Note that \(J_2\) is \(G\)-equivariant if \(F_2\) is given the \(G\)-action by

\[
g \cdot [g_1, g_2]_{F_2} = [gg_1, g_2]_{F_2}, \quad g, g_1, g_2 \in G.
\]

(A.11)

By Lemma A.2, we have the following interpretation of the Poisson homogeneous space \((G/B(v), \pi_{G/B(v)})\) as a Poisson submanifold in \((F_2, \pi_2)\).

**Lemma A.3** For any \(v \in W\), the map

\[
E_v : (G/B(v), \, \pi_{G/B(v)}) \longrightarrow (F_2, \pi_2), \; gB(v) \longmapsto [g, \, \overline{v}]_{F_2}, \quad g \in G,
\]

is a Poisson embedding.

### A.2 Some auxiliary Poisson morphisms

Recall that for any \(w \in W\), \(B^{-w}B/B\) is a Poisson submanifold of \((G/B, \pi_{G/B})\) (see [24, Theorem 1.5]), and recall that \(BwB\) is a Poisson submanifold of \((G, \pi_{st})\). Recall also from Sect. 2.3 that using the product decomposition \(\overline{w}N^\perp \overline{w}^{-1} = N_wN_w^{-} = N_w^N\overline{w}\), where again

\[
N_w = N \cap (\overline{w}N^\perp \overline{w}^{-1}) \quad \text{and} \quad N_w^\perp = N^- \cap (\overline{w}N^\perp \overline{w}^{-1}),
\]

every \(a \in \overline{w}N^\perp \overline{w}^{-1}\) can be uniquely written as

\[
a = a_+a_- = a'_+a'_- \quad \text{with} \quad a_+, a'_+ \in N_w, \quad a_-, a'_- \in N_w^-.
\]

(A.12)

**Lemma A.4** For any \(w \in W\), both maps

\[
p_w^1 : (wB^{-w}B, \, \pi_{st}) \longrightarrow (B^{-w}B/B, \, \pi_{G/B}), \; a\overline{wb} \longmapsto a_-\overline{w}B, \quad a \in \overline{w}N^\perp \overline{w}^{-1}, \; b \in B,
\]

\[
p_w^2 : (wB^{-w}B, \, \pi_{st}) \longrightarrow (BwB, \, \pi_{st}), \; a\overline{wb} \longmapsto a'_+\overline{w}b, \quad a \in \overline{w}N^\perp \overline{w}^{-1}, \; b \in B,
\]

are both Poisson, where \(a \in \overline{w}N^\perp \overline{w}^{-1}\) is decomposed as in (A.12). Furthermore, equip \(T\) with the zero Poisson structure. Then the map

\[
j_w \quad (wB^{-w}B, \, \pi_{st}) \longrightarrow (T, 0), \; a\overline{nt} \longmapsto t, \quad a \in \overline{w}N^\perp \overline{w}^{-1}, \; n \in N, \; t \in N,
\]
is also Poisson.

**Proof** Since the projection \((G, \pi_{st})\) to \((G/B, \pi_{G/B})\) is Poisson, to prove \(p_1^w\) is Poisson, it suffices to show that

\[
\tilde{p}_1^w : (wB^-B/B, \pi_{G/B}) \longrightarrow (B^-wB/B, \pi_{G/B}), \quad a\bar{w}.B \mapsto a_-.\bar{w}.B,
\]
is Poisson, where again \(a \in \overline{w}N^-\overline{w}^{-1}\) is decomposed as in (A.12). For \(g, h \in G\), let

\[
\sigma_g : G/B \longrightarrow G/B, \quad g'B \mapsto gg'B, \quad g' \in G,
\]

\[
\sigma_{h,B} : G \longrightarrow G/B, \quad h' \mapsto h'h.B, \quad h' \in G.
\]

Since the left action of \((G, \pi_{st})\) on \((G/B, \pi_{G/B})\) is Poisson, one has

\[
\tilde{p}_1^w(a\bar{w}.B) = \tilde{p}_1^w(a+a_-\bar{w}.B) = (\tilde{p}_1^w \circ \sigma_{a_+})(\pi_{G/B}(a_-\bar{w}.B)) + (\tilde{p}_1^w \circ \sigma_{a_-\bar{w}.B})(\pi_{st}(a_+)).
\]

Since \(B^-wB/B\) is a Poisson submanifold of \((G/B, \pi_{G/B})\), one has

\[
(\tilde{p}_1^w \circ \sigma_{a_+})(\pi_{G/B}(a_-\bar{w}.B)) = \pi_{G/B}(a_-\bar{w}.B).
\]

Since \(N_w\) is a coisotropic subgroup of \((G, \pi_{st})\), \((\tilde{p}_1^w \circ \sigma_{a_-\bar{w}.B})(\pi_{st}(a_+)) = 0\). Thus

\[
\tilde{p}_1^w(a\bar{w}.B) = \pi_{G/B}(a_-\bar{w}.B).
\]

This shows that \(\tilde{p}_1^w\) is Poisson. Similarly, using the multiplicativity of \(\pi_{st}\) and the fact that \(N_w^-\) is a coisotropic subgroup of \((G, \pi_{st})\) (which can be proved using a similar argument as that in the proof of [41, Lemma 10]), one shows that \(p_2^w\) is Poisson.

To show that \(j_w\) is Poisson, since that \(p_2^w\) is Poisson, it suffices to show that \(j_w' : (BwB, \pi_{st}) \longrightarrow (T, 0)\), \(j_w'(g't) = t\), \(g' \in N_w\bar{w}N, t \in T\), is Poisson. By [41, Lemma 10], both \(N_w\bar{w}\) and \(N\) are coisotropic submanifolds of \((G, \pi_{st})\). By the multiplicativity of \(\pi_{st}\), \(N_w\bar{w}N\) is also coisotropic with respect to \(\pi_{st}\). Writing \(g \in BwB\) uniquely as \(g = g't\), where \(g' \in N_w\bar{w}N\) and \(t \in T\), one has \(\pi_{st}(g) = r_t\pi_{st}(g')\). Hence \(j_w'((\pi_{st}(g))) = 0\). \(\square\)

For \(w \in W\) and \(Q = B(v)\) or \(N(v)\), recall from (2.19) the isomorphism

\[
I_Q^w : wB^-B/Q \longrightarrow (B^-wB/B) \times (BwB/Q) \subset (G/B) \times (G/Q), \quad a\bar{w}b.Q \mapsto (a_-\bar{w}.B, a_+\bar{w}b.Q), \quad a \in \overline{w}N^-\overline{w}^{-1}, b \in B,
\]

where, again, \(a \in \overline{w}N^-\overline{w}^{-1}\) is decomposed as in (A.12). Note that \(I_Q^w\) is \(T\)-equivariant, where \(T\) acts on both \(G/B\) and \(G/Q\) by left translation and on \(G/B \times G/Q\) diagonally. For \(\xi \in \mathfrak{h} = \text{Lie}(T)\), let \(\rho_{G/Q}(\xi)\) be the vector field on \(G/Q\) given by

\[
\rho_{G/Q}(\xi)(g.Q) = \frac{d}{dt}|_{t=0} \exp(t\xi)g.Q, \quad g \in G.
\]

(A.13)
Let again \( \{ H_q \}_{q=1}^d \) be a basis of \( \mathfrak{h} \) that is orthonormal with respect to \( \langle \cdot, \cdot \rangle \). Introduce the mixed product Poisson structure \( \pi_{G/B} \triangleright \mu_0 \pi_{G/Q} \) (see Sect. 4.2) on \( (G/B) \times (G/Q) \) by

\[
\pi_{G/B} \triangleright \mu_0 \pi_{G/Q} = (\pi_{G/B}, 0) + (0, \pi_{G/Q}) + \mu_0, \quad \text{where}
\]

\[
\mu_0 = \sum_{q=1}^d (\rho_{G/B}(H_q), 0) \wedge (0, \rho_{G/Q}(H_q)).
\]

It follows from the definition of \( \pi_{G/B} \triangleright \mu_0 \pi_{G/Q} \) that \( (B^{-w}B/B) \times (BwB/Q) \) is a Poisson submanifold of \( ((G/B) \times (G/Q), \pi_{G/B} \triangleright \mu_0 \pi_{G/Q}) \).

**Lemma A.5** For every \( w \in W \), the map

\[
I^w_Q : (wB^{-B}/Q, \pi_{G/Q}) \longrightarrow ((B^{-w}B/B) \times (BwB/Q), \pi_{G/B} \triangleright \mu_0 \pi_{G/Q}) \quad (A.14)
\]

is a Poisson isomorphism.

**Proof** Since \( \pi_{G/Q} \) is a quotient Poisson structure, \( I^w_Q \) is Poisson as long as \( I^w_{[e]} \) is Poisson. Assume thus \( Q = [e] \) and note that in this case \( G/Q = G \) so \( \pi_{G/Q} = \pi_{\text{st}} \). Consider the open submanifold \( (wB^{-B}) \times (wB^{-B}) \) of \( G \times G \) and the map

\[
D_w : (wB^{-B}) \times (wB^{-B}) \longrightarrow (B^{-w}B/B) \times (BwB),
\]

\[
(a\overline{w}b_1, c\overline{w}b_2) \longmapsto (a_{-}\overline{w}B, c'_{+}\overline{w}b_2),
\]

where \( a, c \in \overline{w}N^{-1}, b_1, b_2 \in B \), and \( a = a_+a_- \) and \( c = c'_-c'_+ \) with \( a_+, c'_+ \in N_w \) and \( a_-, c'_- \in N_{\overline{w}} \). We first prove that

\[
D_w : \left( (wB^{-B}) \times (wB^{-B}), \pi_{\text{st}} \right) \longrightarrow \left( (B^{-w}B/B) \times (BwB), \pi_{G/B} \triangleright \mu_0 \pi_{\text{st}} \right) \quad (A.15)
\]

is Poisson. Indeed, recall that \( \pi_{\text{st}} = (\pi_{\text{st}}, 0) + (0, \pi_{\text{st}}) + \mu_1 + \mu_2 \), where \( \mu_1 \) and \( \mu_2 \) are respectively given in (A.6) and (A.7). By Lemma A.4, one has

\[
D_w((\pi_{\text{st}}, 0) + (0, \pi_{\text{st}})) = (\pi_{G/B}, 0) + (0, \pi_{\text{st}}).
\]

By the definition of \( D_w \), \( D_w(x^L, 0) = 0 \) for all \( x \in \mathfrak{b} = \text{Lie}(B) \). Thus \( D_w(\mu_2) = 0 \). It also follows from the definition of \( D_w \) that for \( \alpha \in \Delta^+ \), if \( w^{-1}(\alpha) \in -\Delta^+ \), then \( D_w((e^R_{\alpha}, 0)) = 0 \), and if \( w^{-1}(\alpha) \in \Delta^+ \), then \( D_w((0, e^R_{-\alpha})) = 0 \). Consequently,

\[
D_w(\mu_1) = D_w \left( \sum_{q=1}^d (H^R_q, 0) \wedge (0, H^R_q) \right) = \mu_0.
\]

This shows that \( D_w \) in (A.15) is Poisson. As the diagonal embedding \( (wB^{-B}, \pi_{\text{st}}) \to (B^{-w}B/B) \times (BwB), \pi_{\text{st}} \) is Poisson, we see that \( I^w_{[e]} \) is Poisson. \( \square \)
We now turn to the isomorphism $\zeta^w : B^{-w}B/B \to O^{w_0w^{-1}}$, for $w \in W$, given in (2.22). Recall also that $t^u = \overline{u}^{-1}\overline{t}\overline{u} \in T$ for $t \in T$ and $u \in W$.

**Lemma A.6** For any $w \in W$, the map

$$\zeta^w : (B^{-w}B/B, \pi_{G/B}) \to (O^{w_0w^{-1}}, \pi_{G/B}), \quad m\overline{w}.B \mapsto (\overline{w_0w^{-1}}m^{-1}).B, \quad m \in N_w^-,$$

is a $T$-equivariant Poisson isomorphism, where $t \in T$ acts on $B^{-w}B/B$ by left translation by $t$ and on $O^{w_0w^{-1}}$ by left translation by $t^{uw_0}$.

**Proof** Let $u = w_0w^{-1}$ so that $\overline{u} = \overline{w_0}\overline{w}^{-1}$. It follows from $N_u = \overline{u}N_w^-\overline{u}^{-1}$ that $\zeta^w$ is a well-defined $T$-equivariant isomorphism with the $T$-actions on both sides as described. To show that $\zeta^w$ is a Poisson isomorphism, consider the two Poisson isomorphisms

$$\begin{align*}
\zeta_1 & : (G/B, \pi_{G/B}) \to (G/B^-, \pi_{G/B^-}), \quad \zeta_1(g.B) = g(\overline{w_0})^{-1}.B^-, \quad g \in G, \\
\zeta_2 & : (G/B^-, \pi_{G/B^-}) \to (B^-\backslash G, -\pi_{B^\cdot \backslash G}), \quad \zeta_2(g.B^-) = B^-g^{-1}, \quad g \in G,
\end{align*}$$

where $\pi_{G/B^-}$ and $\pi_{B^\cdot \backslash G}$ respectively denote the Poisson structures on $G/B^-$ and $B^\cdot \backslash G$ that are projections of $\pi_{st}$ on $G$. The restriction of the composition $\zeta_2 \circ \zeta_1$ to $(B^{-w}B/B, \pi_{G/B}) \subset (G/B, \pi_{G/B})$ gives the Poisson isomorphism

$$\zeta_3 : (B^{-w}B/B, \pi_{G/B}) \to (B^-\backslash B^-uB^-, -\pi_{B^\cdot \backslash G}), \quad \zeta_3(m\overline{w}.B) = B^-\overline{w_0}(m\overline{w})^{-1} = B^-\overline{w}m^{-1}, \quad m \in N_w^-.$$

Note that $\overline{u}N_w^- = N\overline{u} \cap \overline{u}N_w^-$. By [41, Lemma 14], the map

$$\zeta_\overline{w} : (B^-\backslash B^-uB^-, -\pi_{B^\cdot \backslash G}) \to (BuB/B, \pi_{G/B}), \quad \zeta_\overline{w}(B^-x) = x.B, \quad x \in N\overline{u} \cap \overline{u}N_w^-,$$

is a Poisson isomorphism. As $\zeta^w = \zeta_\overline{w} \circ \zeta_3$, we see that $\zeta^w$ is a Poisson isomorphism. □

For $u, w \in W$, we now relate $(BwB/N(v), \pi_{G/N(v)})$ and $(BwB/B(v), \pi_{G/B(v)})$. Let

$$K^u_v : BwB/N(v) \to (BwB/B(v)) \times T, \quad n_1\overline{w}n_2t.N(v) \mapsto (n_1\overline{w}n_2.B(v), t), \quad (A.16)$$

where $n_1 \in N_w, n_2 \in N_v$, and $t \in T$. It is clear that $K^u_v$ is a $T$-equivariant isomorphism, where $t_1 \in T$ acts on $BwB/N(v)$ by left translation by $t_1$ and on $(BwB/B(v)) \times T$ by

$$t_1 \cdot (g.B(v), t) = (t_1g.B(v), t_1^w), \quad t_1, t \in T, \quad g \in G.$$
Define the bi-vector field $\pi_{G/B(v)} \triangleright \mu'$ 0 on $(BwB/B(v)) \times T$ by

$$\pi_{G/B(v)} \triangleright \mu' 0 = (\pi_{G/B(v)}, 0) + \mu', \quad \text{where}$$

$$\mu' = -\sum_{q=1}^{d} (\rho_{G/B(v)}(w(H_q)), 0) \wedge (0, H_q^R).$$  \hspace{1cm} (A.17)

**Lemma A.7** For any $w, v \in W$,

$$K^w_v : (BwB/N(v), \pi_{G/N(v)}) \longrightarrow ((BwB/B(v)) \times T, \pi_{G/B(v)} \triangleright \mu' 0)$$

is a Poisson isomorphism.

**Proof** Since the projections

$$\begin{align*}
(BwB, \pi_{st}) &\longrightarrow (BwB/N(v), \pi_{G/N(v)}), \\
(BwB/T, \pi_{G/T}) &\longrightarrow (BwB/B(v), \pi_{G/B(v)})
\end{align*}$$

are $T$-equivariant and Poisson, it is enough to prove Lemma A.7 for $v = w_0$, i.e., to prove that

$$K := K^w_{w_0} : (BwB, \pi_{st}) \longrightarrow ((BwB/T) \times T, \pi_{G/T} \triangleright \mu' 0)$$

is Poisson. Consider again $G \times G$ with the multiplicative Poisson structure $\Pi_{st}$ from (A.4). By (A.5), $(BwB) \times G$ is a Poisson submanifold of $(G \times G, \Pi_{st})$. Define

$$K' : BwB \times G \longrightarrow (G/T) \times T, \quad (g't, g) \longmapsto (gT, t),$$

$$g' \in N\overline{w}N, \quad g \in G, \quad t \in T.$$  

Since $K$ is the composition of $K'$ with the diagonal Poisson embedding $(BwB, \pi_{st}) \hookrightarrow (BwB \times G, \Pi_{st})$, $K$ is Poisson once we prove that

$$K' : (BwB \times G, \Pi_{st}) \longrightarrow ((G/T) \times T, (\pi_{G/T}, 0) + \mu')$$

is Poisson. Recall again that $\Pi_{st} = (\pi_{st}, 0) + (0, \pi_{st}) + \mu_1 + \mu_2$, with $\mu_1$ and $\mu_2$ respectively given in (A.6) and (A.7). By Lemma A.4, $K'(\pi_{st}, 0) = 0$. By the definition of $\pi_{G/T}$, $K'(0, \pi_{st}) = (\pi_{G/T}, 0)$. Thus

$$K'(\pi_{st}, 0) + (0, \pi_{st}) = (\pi_{G/T}, 0).$$

It follows from the definitions that $K'(e^L_0, 0) = K'(e^R_0, 0) = 0$ for all $\alpha \in \Delta^+$ and that $K'(0, x^L_0) = 0$ for $x \in \mathfrak{h}$. Furthermore, it follows from the definition of $K'$ that

$$K'(x^R, 0) = (0, (w^{-1}(x))^R) \quad \text{and} \quad K'(0, x^R) = (\rho_{G/T}(x), 0), \quad x \in \mathfrak{h}.$$
The fact that $K'$ is Poisson now follows from

\[
K'(\mu_1 + \mu_2) = K' \left( \sum_{q=1}^{d} (H_q^R, 0) \right) = \sum_{q=1}^{d} (0, (w^{-1}(H_q))^R) \wedge (\rho_{G/T}(H_q), 0) = \mu'.
\]

For $v, w \in W$, recall from (2.20) and (2.21) the isomorphisms

\[
\zeta^{(w,v)}_{B(v)} : BwB/B(v) \longrightarrow \mathcal{O}^{(w,v)}, \quad n_1 \overline{w}n_2.B(v) \longmapsto [n_1 \overline{w}, n_2 \overline{v}]_{F_2},
\]

\[
\zeta^{(w,v)}_{N(v)} : BwB/N(v) \longrightarrow \mathcal{O}^{(w,v)} \times T, \quad n_1 \overline{w}n_2.T(N(v)) \longmapsto ([n_1 \overline{w}, n_2 \overline{v}]_{F_2}, t),
\]

where $n_1 \in N_w, n_2 \in N_v$ and $t \in T$. Note that $\zeta^{(w,v)}_{B(v)}$ and $\zeta^{(w,v)}_{N(v)}$ are $T$-equivariant, where $t \in T$ acts on $BwB/B(v)$ and $BwB/N(v)$ by left translation by $t_1$ and on $\mathcal{O}^{(w,v)} \subset F_2$ and on $\mathcal{O}^{(w,v)} \times T$ respectively by (see (2.10))

\[
t_1 \cdot [n_1 \overline{w}, n_2 \overline{v}]_{F_2} = [t_1 n_1 \overline{w}, n_2 \overline{v}]_{F_2},
\]

\[
t_1 \cdot ([n_1 \overline{w}, n_2 \overline{v}]_{F_2}, t) = ([t_1 n_1 \overline{w}, n_2 \overline{v}]_{F_2}, t^w_1 t), \quad n_1 \in N_w, n_2 \in N_v, t \in T.
\]

Equip $\mathcal{O}^{(w,v)}$ with the standard Poisson structure $\pi_2$ given in (4.10), and let $\mu''$ be the bi-vector field on $\mathcal{O}^{(w,v)} \times T$ by

\[
\mu'' = - \sum_{q=1}^{d} (\rho_2(w(H_q)), 0) \wedge (0, H_q^R), \tag{A.18}
\]

where $\rho_2$ is defined in (5.1).

**Lemma A.8** The maps

\[
\zeta^{(w,v)}_{B(v)} : (BwB/B(v), \pi_{G/B(v)}) \longrightarrow (\mathcal{O}^{(w,v)}, \pi_2),
\]

\[
\zeta^{(w,v)}_{N(v)} : (BwB/N(v), \pi_{G/N(v)}) \longrightarrow (\mathcal{O}^{(w,v)} \times T, (\pi_2, 0) + \mu'')
\]

are Poisson isomorphisms.

**Proof** As $BwB/B(v)$ is a Poisson submanifold of $(G/B(v), \pi_{G/B(v)})$, by Lemma A.3, one has the $T$-equivariant Poisson embedding

\[
(BwB/B(v), \pi_{G/B(v)}) \longrightarrow (F_2, \pi_2), \quad n \overline{w}b.B(v) \longmapsto [n \overline{w}, \overline{v}]_{F_2} = [n \overline{w}, b \overline{v}]_{F_2},
\]

where $n \in N_w$ and $b \in B$. Since the image of the above embedding is precisely $\mathcal{O}^{(w,v)}$, we see that the $\zeta^{(w,v)}_{B(v)}$ is a Poisson isomorphism. The fact that $\zeta^{(w,v)}_{N(v)} = (\zeta^{(w,v)}_{B(v)} \times \text{Id}) \circ K^{(w)}_v$ is a Poisson isomorphism follows directly from Lemma A.7. \qed
A.3 Proof of Theorem 5.3

Let again $w, v \in W$, and let the notation be as in the statement of Theorem 5.3. First let $Q = B(v)$. By Lemmas A.5, A.6, and A.8, one has the Poisson isomorphisms

$$
(wB^−B/B(v), \pi_{G/B(v)}) \xrightarrow{\xi_w^B(B(v))} ((B^−wB/B) \times (BwB/B(v)), \pi_{G/B} \Join \mu_0 \pi_{G/B(v)})
$$

and

$$
\xi_w^B(B(v)) \quad \xrightarrow{\circ \mu_0 \pi_{G/B(v)}} \quad (\mathcal{O}w_0w^{-1} \times \mathcal{O}^{(w,v)}, \pi_{1,2}).
$$

(A.19)

Since $J^w_B(v) = (\xi^w \times \xi^{(w,v)}_{B(v)}) \circ I^w_B(v)$, one sees that

$$
J^w_{N(v)} : (wB^−B/B(v), \pi_{G/B(v)}) \longrightarrow (\mathcal{O}w_0w^{-1} \times \mathcal{O}^{(w,v)}, \pi_{1,2})
$$

is Poisson. To see that $J^w_{N(v)}$ is Poisson, note that

$$
J^w_{N(v)} = (\Id \times \xi^{(w,v)}_{N(v)}) \circ (\xi^w \times \Id) \circ I^w_{N(v)}.
$$

By Lemmas A.5 and A.6,

$$
((\xi^w \times \Id) \circ I^w_{N(v)}) (\pi_{G/N(v)}) = (\pi_1, 0) + (0, \pi_{G/N(v)}) + \mu'_0,
$$

where $\mu'_0 = \sum_{q=1}^d (\rho_1(w_0w^{-1}(H_q)), 0) \wedge (0, \rho_{G/N(v)}(H_q))$. By Lemma A.8 and the $T$-equivariance of $\xi^{(w,v)}_{N(v)}$, one has

$$
(\Id \times \xi^{(w,v)}_{N(v)})(\pi_1, 0) + (0, \pi_{G/N(v)}) + \mu'_0 = (\pi_1, 0, 0) + (0, \pi_2, 0) + (0, \mu'')
$$

$$
+ \sum_{q=1}^d ((\rho_1(w_0w^{-1}(H_q)), 0, 0) \wedge ((0, \rho_2(H_q), 0) + (0, 0, (w^{-1}(H_q))^R)))
$$

$$
= (\pi_1, 0, 0) + (0, \pi_2, 0) + \mu_{23} + \mu_{12} + \mu_{13} = \pi_{1,2,0}.
$$

It follows that $J^w_{N(v)} : (wB^−B/N(v), \pi_{G/N(v)}) \rightarrow (\mathcal{O}w_0w^{-1} \times \mathcal{O}^{(w,v)} \times T, \pi_{1,2,0})$ is Poisson. This finishes the proof of Theorem 5.3.

A.4 T-leaves of $(G/Q, \pi_{G/Q})$

For any Poisson variety $(X, \pi_X)$ with an action by an algebraic $\mathbb{C}$-torus $\mathbb{T}$ via Poisson isomorphisms, define (see [40]) the $\mathbb{T}$-leaf of $\pi_X$ through $x \in X$ to be $\mathbb{T}\Sigma_x = \bigcup_{t \in \mathbb{T}} t\Sigma_x$, where $\Sigma_x$ is the symplectic leaf of $\pi_X$ through $x$. For the $T$-Poisson variety $(G/Q, \pi_{G/Q})$, where $Q = B(v)$ or $N(v)$ for $v \in W$ and $T$ acts on $G/Q$ by left translation, we now determine the $T$-leaves of $(G/Q, \pi_{G/Q})$. 
Let \( \sigma_{G/Q} : G \to G/Q \) be the projection. Recall the monoidal product \( * \) on \( W \) determined by \( w*s_\alpha = w_\alpha \) if \( l(w_\alpha) = l(w)+1 \) and \( w*s_\alpha = w \) if \( l(w_\alpha) = l(w)-1 \).

**Theorem A.9** For \( v \in W \) and \( Q = B(v) \) or \( N(v) \), the \( T \)-leaves of \((G/Q, \pi_{G/Q})\) are precisely the subvarieties

\[
L_{w,y}^{G/Q} \overset{\text{def}}{=} \sigma_{G/Q} \left( (BwB) \cap B^{-1}yB^{-1} \right) \subset G/Q,
\]

where \( y, w \in W \) and \( y \leq w * v \).

**Proof** Consider first the case of \( Q = B(v) \) and recall from Lemma A.3 the \( T \)-equivariant Poisson embedding

\[
E_v : (G/B(v), \pi_{G/B(v)}) \longrightarrow (F_2, \pi_2), \quad gB(v) \longmapsto [g, \nu]_{F_2}, \quad g \in G,
\]

where \( T \) acts on \( F_2 \) by (2.10). It follows from the Bruhat decomposition \( G = \bigsqcup_{w \in W} BwB \) that the image of \( E_v \) is given by

\[
E_v(G/B(v)) = \bigsqcup_{w \in W} O^{(w,v)} \subset F_2.
\]

The \( T \)-leaves of \((F_r, \pi_r)\), for any \( r \geq 1 \), are determined in [40, Theorem 1.1]. For the case of \( r = 2 \) at hand, let

\[
\mu_{F_2} : F_2 \longrightarrow G/B, \quad [g_1, g_2]_{F_2} \longrightarrow g_{1}g_{2}B.
\]

By [40, Theorem 1.1], the \( T \)-leaves of \((F_2, \pi_2)\) are precisely the intersections

\[
R_{y}^{(w,x)} \overset{\text{def}}{=} O^{(w,x)} \cap \mu_{F_2}^{-1}(B^{-1}yB/B),
\]

where \( w, x, y \in W \) and \( y \leq w * x \). Thus, for each \( w \in W \), \( O^{(w,v)} \subset F_2 \) is a union of all the \( T \)-leaves \( R_{y}^{(w,x)} \) with \( y \leq w * v \). It is easy to see that \( L_{w,y}^{G/B(v)} = E_v^{-1}(R_{y}^{(w,v)}) \) for all \( w, y \in W \) with \( y \leq w * v \) Thus the \( L_{w,y}^{G/B(v)} \)'s are precisely all the \( T \)-leaves of \((G/B(v), \pi_{G/B(v)})\).

Consider now \( Q = N(v) \) and the decomposition \( G/N(v) = \bigsqcup_{w \in W} BwB/N(v) \), where each \( BwB/N(v) \) is a \( T \)-invariant Poisson submanifold with respect to \( \pi_{G/N(v)} \). Let \( w \in W \) and recall from Lemma A.7 the \( T \)-equivariant Poisson isomorphism

\[
K_{v}^{w} : (BwB/N(v), \pi_{G/N(v)}) \longrightarrow ((BwB/B(v)) \times T, \pi_{G/B(v)} \triangleright \mu', 0),
\]

where \( t_1 \in T \) acts on \((BwB/B(v)) \times T \) by

\[
t_1 \cdot (gB(v), t) = (t_1gB(v), t_1^w t), \quad t_1, t \in T, \quad g \in G.
\]
By [38, Lemma 2.23], the \( T \)-leaves of \( ((BwB/B(v)) \times T, \pi_{G/B(v)} \triangleright_{\mu', 0}) \) are precisely of the form \( L \times T \), where \( L \) is a \( T \)-leaf of \( (BwB/B(v), \pi_{G/B(v)}) \). Applying the \( T \)-equivariant Poisson isomorphism \( K^w_v \), one sees that the \( T \)-leaves of \( (BwB/N(v), \pi_{G/N(v)}) \) are precisely \( L_{w,y}^{G/N(v)} \), where \( y \in W \) and \( y \leq w \ast v \). It follows that \( L_{w,y}^{G/N(v)} \), where \( w, y \in W \) and \( y \leq w \ast v \), are all the \( T \)-leaves of \( (G/N(v), \pi_{G/N(v)}) \).

\[ \square \]

**Example A.10** When \( v = w_0 \), so that \( G/N(v) = G \), one has \( w \ast w_0 = w_0 \) for every \( w \in W \), so the condition \( y \leq w \ast w_0 \) is satisfied for every \( y \in W \), and one has \( B^{-y}Bw_0^{-1} = B^{-y}w_0B^{-} \). In this case, Theorem A.9 recovers the well-known result [32,33,36] that the \( T \)-leaves (for the \( T \)-action on \( G \) by left translation) of \( (G, \pi_{st}) \) are precisely all the double Bruhat cells \( G^w_u = BwB \cap B^{-u}B^{-} \), where \( w, u \in W \).

When \( v = e \), so that \( G/B(v) = G/B \), Theorem A.9 recovers the well-known result from [24] that the \( T \)-leaves of \( (G/B, \pi_{G/B}) \) are precisely the open Richardson varieties \( (BwB/B) \cap (B^{-y}B/B) \), where \( w, y \in W \) and \( y \leq w \).

The next examples shows that for any \( w, v \in W \), the double Bruhat cell \( G^{w,v^{-1}} \), as a \( T \)-leaf of \( (G, \pi_{st}) \), can also be embedded into \( G/N(v) \) as a \( T \)-leaf of \( (G/N(v), \pi_{G/N(v)}) \).

**Example A.11** For an arbitrary \( v \in W \), consider the \( T \)-leaf

\[ L_{w,e}^{G/N(v)} = \sigma_{G/N(v)}((BwB) \cap B^{-}Bv^{-1}) \]

of \( (G/N(v), \pi_{G/N(v)}) \). Recall from Lemma 3.7 the embedding

\[ \delta_v : B^{-v^{-1}}B^{-} \longrightarrow G/N(v), \ g \longmapsto gN(v). \]

For \( w \in W \), denote the restriction of \( \delta_v \) to \( G^{w,v^{-1}} = BwB \cap B^{-v^{-1}}B^{-} \) by

\[ \delta_{w,v} = \delta_v|_{G^{w,v^{-1}}} : G^{w,v^{-1}} \longrightarrow G/N(v). \] (A.20)

It then follows that the image of \( \delta_{w,v} \) is precisely the \( T \)-leaf \( L_{w,e}^{G/N(v)} \) of \( (G/N(v), \pi_{G/N(v)}) \). As \( G^{w,v^{-1}} \) is a \( T \)-leaf of \( (G, \pi_{st}) \), we conclude that

\[ \delta_{w,v} : (G^{w,v^{-1}}, \pi_{st}) \sim (L_{w,e}^{G/N(v)}, \pi_{G/N(v)}) \]

is a Poisson isomorphism of \( T \)-leaves.

\[ \square \]
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