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Despite increased interest in thermal Hall measurements for the analysis of insulating quantum materials, there remains large uncertainty in such measurements due to contact misalignment. In this paper, we propose that sample geometry and uncertain boundary conditions may account for uncertainty in the measurement of $D_{xy}$ or $\kappa_{xy}$. By running simple simulations in an open source finite-element solver, we demonstrate that measured $D_{xy}$ in a thermal Hall bar can be changed by a factor of order unity in samples with similar width and length. This geometric corrective factor depends on the distinction between uniform heat flow and constant temperature boundary couplings to a bath. Finally, sample geometry can be accounted for through simulation or by using more rectangular samples to make thermal Hall measurements more reliable and reproducible when the amplitude of $\kappa_{xy}$ is important.

---

**I. INTRODUCTION**

Measurement of the thermal Hall effect has emerged as a unique tool to investigate the nature of elementary excitations in solids, especially in response to the application of a magnetic field. Unlike the electric Hall response, a longitudinal temperature gradient may couple to a host of elementary excitations in both conductors and insulators such as spin or non-quasiparticle response, yielding unique transverse thermal response. Indeed, thermal Hall conductivity ($\kappa_{xy}$) measurements have become important in investigating magnetic insulators such as disordered or frustrated magnets and spin liquid magnons in kagome and pyrochlore lattices,

and it has been demonstrated that phonons also respond to a temperature gradient,

and may yield an unexpectedly large $\kappa_{xy}$.

Despite interest in thermal Hall measurements, there are large uncertainties and discrepancies in transverse thermal transport measurements. For a thermal Hall bar designed as in Fig. 1a, if the contacts used to measure the transverse temperature difference $\Delta T_i$ are misaligned, the longitudinal thermal gradient pollutes measurement of $\Delta T_i$ and the corresponding $\kappa_{xy}$ or $D_{xy}$. This familiar alignment uncertainty can account for an $\sim 20 - 50\%$ error in $\kappa_{xy}$ after antisymmetrization with magnetic field,

and limits measurement of small $\kappa_{xy}$ much as it does for small $\rho_{xy}$.

Beyond this familiar source of uncertainty, the temperature anchoring of thermal Hall bars makes boundary conditions uncertain and introduces a second source of measurement error not seen in voltage Hall bars. The differences in $\kappa_{xy}$ between ostensibly similar samples can be much larger than the statistical spread in data points, despite following similar temperature profiles.

In this paper, we propose through finite element simulation that such discrepancies may be attributed to geometric effects in thermal Hall bar measurements arising from the thermal boundary conditions. Such effects can change the measured $\kappa_{xy}$ by $\sim 50\%$ for square samples. As the geometric corrective factor depends only on one unitless parameter, thermal Hall measurements could be made with increased confidence by accounting for sample geometry either with simulation or experimental design changes.

---

**II. SIMULATION SETUP**

The heat diffusion equation can be written in frequency space for a heat source $g$ modulated at frequency $\omega$ as

$$i\omega T - \nabla \cdot (D \nabla T) = g(r) = \frac{Q}{c}.$$  

(1)

In order to address the effect of finite sample size on measurements of thermal diffusivity $D$, the temperature response of a sample was simulated using the open source finite element solver FEniCS. FEniCS allows for the implementation of linear differential equations in the weak form. Using test functions $v_1$ and $v_2$, separating the real and imaginary parts of $T$ and $g$, and integrating by parts in Eqn. 1 yields

$$\int -\omega T v_1 + \left( D \nabla T \right) \cdot \nabla v_1 + \omega T v_2 + \left( D \nabla T \right) \cdot \nabla v_2 dV = 0$$

(2)

$$= \int g_r v_1 + g_i v_2 dV$$

and boundary terms. Note that for a DC measurement, $\omega = T_i = g_i = 0$, giving

$$\int \left( D \nabla T \right) \cdot \nabla v_1 dV = \int g_r v_1 dV.$$  

(3)

Boundary conditions can be enforced implicitly or hard-coded into FEniCS simulation. Constant temperature boundary conditions are enforced through setting $v_1 = 0$ on the...
III. SAMPLE DIMENSION DEPENDENCE

For DC heat flow in the x-direction\cite{15},

\[
\frac{dT}{dx} = \frac{D_{xy}}{D_{xx}}.
\]  

(5)

Assuming uniform and constant heat flow, for a sample with y-dimensional or transverse width $w$, x-dimensional or longitudinal length $l$, and z-dimensional or magnetic flux-direction height $h$, $dT/dy = \Delta T_y/w$ and $dT/dx = \Delta T_x/l$. The $h$-
independent term is then
\[
\frac{\Delta T_y}{\Delta T_x} = \frac{w}{l} \frac{D_{xy}}{D_{xx}}.
\] (6)

This geometry is shown in Fig. 1.

To assess the effect of boundary uncertainty in the application of Eqn. 6, transverse thermal transport was simulated under the boundary conditions of:

- Uniform heat flow on the top and bottom surfaces. This is the standard assumption in a thermal Hall bar leading to Eqn. 6.
- Constant temperature boundary conditions for the top and bottom surfaces. This may be more accurate physically if a sample is directly attached to a temperature controlled substrate.
- Constant heat flow on the top surface and constant temperature on the bottom surface. This is analogous to a resistive heater on one surface and temperature anchoring to a cold bath on the bottom.

### A. Constant Heat Flow Boundary Conditions

As seen in Fig. 2, the simulated \(D_{xy}\) values match the true value outside of the extreme sample boundaries when the standard boundary conditions of uniform heat flow are enforced. The edge values are strongly asymmetric on the top and bottom surfaces and depend on simulation mesh size. Such dependence on simulation parameters suggests that deviations from the expected behavior arise from simulation error and that agreement with Eqn. 6 would improve with increased computing power.

Note that simulating Eqn. 4 is analogous to simulating transport in an electrical Hall bar in which the electrical analogue of Eqn. 6 is known to produce reliable results. Correspondingly, demonstrating that Eqn. 6 is reproduced in simulation with uniform heat flow is a necessary step in establishing simulation reliability. The observed agreement demonstrates that the FEniCS simulations reproduce the known experimental behavior of \(D_{xy}\) in a Hall bar to within 10% outside of extrema and benchmarks simulation accuracy.

### B. Constant Temperature Boundary Conditions

Experimental thermal Hall bars may not respect the assumed boundary conditions of uniform heat flow used for Eqn. 6. Instead, the top surface is placed in contact with a resistive heater on one surface and temperature anchoring to a cold bath on the bottom. As seen in Fig. 2, the simulated \(D_{xy}\) values match the true value outside of the extreme sample boundaries when the standard boundary conditions of uniform heat flow are enforced. The edge values are strongly asymmetric on the top and bottom surfaces and depend on simulation mesh size. Such dependence on simulation parameters suggests that deviations from the expected behavior arise from simulation error and that agreement with Eqn. 6 would improve with increased computing power.

Note that simulating Eqn. 4 is analogous to simulating transport in an electrical Hall bar in which the electrical analogue of Eqn. 6 is known to produce reliable results. Correspondingly, demonstrating that Eqn. 6 is reproduced in simulation with uniform heat flow is a necessary step in establishing simulation reliability. The observed agreement demonstrates that the FEniCS simulations reproduce the known experimental behavior of \(D_{xy}\) in a Hall bar to within 10% outside of extrema and benchmarks simulation accuracy.
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Highly non-uniform heat flow near the boundary. Such boundary conditions are incompatible with Eqn. 6. Instead, the top surface is placed in contact with a resistive heater on one surface and temperature anchoring to a cold bath on the bottom. As seen in Fig. 2, the simulated \(D_{xy}\) values match the true value outside of the extreme sample boundaries when the standard boundary conditions of uniform heat flow are enforced. The edge values are strongly asymmetric on the top and bottom surfaces and depend on simulation mesh size. Such dependence on simulation parameters suggests that deviations from the expected behavior arise from simulation error and that agreement with Eqn. 6 would improve with increased computing power. Correspondingly, demonstrating that Eqn. 6 is reproduced in simulation with uniform heat flow is a necessary step in establishing simulation reliability. The observed agreement demonstrates that the FEniCS simulations reproduce the known experimental behavior of \(D_{xy}\) in a Hall bar to within 10% outside of extrema and benchmarks simulation accuracy.
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FIG. 3. Profile of the ratio of the observed $D_{xy}$ to the true value $D_{xy,0} = 0.001 \text{ u}^2/\text{s}$ with $T = T_0$ on the bottom surface and $T = T_0 + 1$ on the top surface at $x = 3 \text{ u}$ depending on the position of measurement of $\Delta T_y$, $x$. a) Shown for $w = 0.3 \text{ u}$, note that the observed value has minimal positional dependence and reasonable agreement with the true value if $z > w$ from the top of bottom boundary. b) Shown for a variety of widths ranging from $w = 0.1l$ to $w = l$. The error in $D_{xy}$ measurement is $\sim 50\%$ for square samples even if measured at the optimal point. c) Shown for a variety of $w$ as a function of $x/w$. If $w < l$ and the top and bottom boundary contributions do not interact, the error dependence is largely determined by the unitless parameter $x/w$. Note that $w < 0.5l$ so that the contribution of each boundary can be isolated.

FIG. 4. Profile of the ratio of the observed $D_{xy}$ to the true value $D_{xy,0} = 0.001 \text{ u}^2/\text{s}$ with $T = T_0$ on the bottom surface and $T = T_0 + 1$ on the top surface at $x = 3 \text{ u}$. a) Measured at a variety of sample heights $h$. The $h$ dependence is negligible compared to the $w$ dependence and may be attributed to slightly different simulation mesh densities with different surface area to volume ratios. b) Measured at different longitudinal thermal diffusivities $D$. As expected, there is no evidence of $D$ dependence or a hidden diffusivity-based length scale.
length scales associated with the problem and that geometric corrections are determined by the sample lateral dimensions. The D and h-independence of the contact placement based error simplifies the problem of simulating for a corrective geometric factor and confirms simulation accuracy.

C. Mixed Boundary Conditions

Finally, simulations of a blended boundary condition with constant heat flow on the top surface and set temperature on the bottom surface exhibit the isolated boundary correction from one surface. Such a condition is closest to samples which are connected to a resistive heater on one end and firmly anchored to a constant temperature base on the other. As seen in the bottom surface exhibit the isolated boundary correction to a constant temperature surfaces, the viable measurement region of the top boundary D_{xy} with sample size. In contrast, the length scale of the bottom boundary contribution scales with the sample width. This is observed for a variety of sample widths and two forms of sample heating in Fig. 5a and b.

The viable range of w/l may also be extended even if only one surface can exhibits uniform heat flow. Comparing the D_{xy} response in Fig. 3 and Fig. 5 for samples with two constant temperature surfaces, the viable measurement region must be at \( \alpha > w \) from both surfaces and accurate measurement can only be performed with \( w < 0.3l \). In contrast, with only one constant temperature surface data may be taken with \( w \lesssim 0.5l \) provided observations are made above the sample midpoint.

IV. SUMMARY

The above discussion yields important guidelines for the measurement of thermal Hall coefficient, especially when the magnitude of the effect is important.

- Sample geometry and contact placement can significantly effect the measured \( D_{xy} \) or \( \kappa_{xy} \) in laterally square samples. As such an error is \( D_{xy} \)-independent, it would not be accounted for through antisymmetrization with magnetic field and is difficult to correct for.

- Rectangular samples with \( w < 0.3l \) should produce more consistent measurements of transverse thermal properties regardless of the thermal anchoring method. This condition is commonly met in \( \kappa_{xy} \) measurement where the amplitude of the signal is important and sample dimensions are listed.

- A geometric corrective factor can be simulated easily once per sample and used to increase confidence in the reproducibility of transverse thermal transport properties between samples if boundary conditions are known.

In conclusion, as theories become more detailed with actual material parameters used for comparison to experiments, it is important that experimental data is stated accounting for possible sample geometric error. Unlike electrical Hall bars with patterned contacts and current sources, there are a variety of methods used to control heat flow and temperature in thermal Hall bars. As boundary conditions can create large corrective factors for square samples, the chosen contact method and sample shapes are important elements in thermal Hall measurement.
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