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Abstract

Deep learning (DL) has shown promise for faster, high quality accelerated MRI reconstruction. However, standard supervised DL methods depend on extensive amounts of fully-sampled ground-truth data and are sensitive to out-of-distribution (OOD) shifts, in particular for low signal-to-noise ratio (SNR) acquisitions. To alleviate this challenge, we propose a semi-supervised, consistency-based framework (termed Noise2Recon) for joint MR reconstruction and denoising. Our method enables the usage of a limited number of fully-sampled and a large number of undersampled-only scans. We compare our method to augmentation-based supervised techniques and fine-tuned denoisers. Results demonstrate that even with minimal ground-truth data, Noise2Recon (1) achieves high performance on in-distribution (low-noise) scans and (2) improves generalizability to OOD, noisy scans.

1. Introduction

Magnetic resonance imaging (MRI) is a non-invasive imaging modality with high diagnostic quality owing to its superior soft-tissue contrast. However, MRI suffers from long scan times, requiring accelerated imaging methods to enable clinical applications where rapid imaging is necessary. Parallel imaging is a commonly used method for accelerated imaging where sensitivity maps of receiver coils are utilized to resolve coherent aliasing artifacts from uniformly undersampled data (Pruessmann et al., 1999). Another powerful tool to accelerate MRI acquisition using undersampled k-space data is compressed sensing (CS), which exploits the sparsity of the reconstructed image in a hand-crafted transform domain (Lustig et al., 2008). However, these methods either have limited efficacy at large acceleration factors or have long reconstruction times and require careful fine-tuning of hyperparameters.

Deep-learning (DL) methods have shown potential for enabling higher acceleration factors than PI and CS methods and for improving the quality of the reconstructed images (Hammernik et al., 2018; Sandino et al., 2020). The success of these methods can be attributed to their ability to capture complex image features to effectively regularize the MRI reconstruction problem and provide much faster reconstruction times compared to CS.

Despite the success of DL-based methods in MRI reconstruction, several challenges remain for widespread clinical deployment of these methods. One shortcoming of these methods is their dependence on large amounts of fully-sampled training data, which might be intractable to acquire for many applications such as dynamic-con-struct-enhanced (DCE) imaging or volumetric time-resolved blood-flow imaging (4D-flow). Therefore, it is often difficult to curate large training datasets for supervised learning that solely consist of fully-sampled MR images. In such scenarios where fully-sampled images are scarce, techniques that can leverage information from more ubiquitous undersampled datasets are desirable.

Another critical shortcoming of both DL and CS-based MRI reconstruction is the limited robustness of these methods to perturbations at inference time (Chaudhari et al., 2021). Previous work has shown that small structural perturbations can result in amplified artifacts in the reconstructed images among DL and CS-based methods (Darestani et al., 2021; Lustig et al., 2007). One such perturbation that current reconstruction algorithms are vulnerable to is noise. Given the heterogeneity of MR hardware and sequence configurations, the noise level can vary considerably among different scans. For iterative CS methods, the maximum rate of undersampling for reasonable signal recovery is bounded by measurement noise (Donoho et al., 2011). As a consequence, CS-based MRI reconstructions might fail to converge to a feasible solution in high noise regimes (Virtue & Lustig, 2017). The reconstruction quality of DL-based methods also degrades considerably when a deviation in SNR between training and testing is present (Knoll et al., 2019). There-
Figure 1. The Noise2Recon schematic for semi-supervised joint reconstruction and denoising. Fully-sampled scans follow the supervised training paradigm (blue arrows). Undersampled scans are augmented with zero-mean complex Gaussian noise with standard deviation $\sigma$, which is sampled from a predefined range. The model reconstructs both the non-augmented and augmented scans. The reconstruction of the non-augmented scan is used as a pseudo-label for the reconstruction of the augmented scan, a process which we refer to as consistency. The total loss is a weighted sum of the supervised and consistency losses: $L_{total} = L_{supervised} + \lambda L_{consistency}$.

fore, it is crucial to develop reconstruction networks that are robust to noise in sensitive applications such as accelerated MRI reconstruction.

Motivated by these challenges, we propose Noise2Recon (N2R), a semi-supervised DL framework that performs joint MRI reconstruction and denoising. In Noise2Recon, available fully-sampled reference scans are used to train a model with respect to a supervised MRI reconstruction objective. For each scan without a fully-sampled reference, Noise2Recon generates reconstructions for both the undersampled scan and a noise-augmented rendition of the scan. A consistency loss is used between the clean and noisy reconstructions to enforce the model to be robust to noise that is present in the forward model of the imaging system. A schematic of our method is shown in Figure 1. At its core, Noise2Recon’s consistency-based framework utilizes both fully-sampled and undersampled scans to enable reconstruction in data-limited settings and to increase robustness to noise.

The main contributions of this work can be summarized as follows:

1. We propose a semi-supervised method for joint MRI reconstruction and denoising using consistency-based training via noise augmentations.

2. We demonstrate our method outperforms state-of-the-art CS and DL baselines in data-limited settings.

3. We show our method increases robustness for recovering images in out-of-distribution, noisy acquisitions.

2. Related Work

In this section, we outline existing supervised image reconstruction methods as well as data-limited image reconstruction and image denoising methods that motivated our proposed method.

2.1. Supervised Image Reconstruction

The vast majority of image recovery methods perform learning in a supervised fashion, where a large dataset consisting of fully-sampled references is needed to perform training. One of the common approaches in supervised learning is to directly invert the forward imaging model using a feedforward convolutional neural network (CNN) architecture (Zhang et al., 2017; Jin et al., 2017). An alternative to direct inversion is to unroll an iterative algorithm for a fixed number of iterations and alternate between a data-fidelity term and a regularization term, where the regularization function is learned in a data-driven fashion (Pezzotti et al., 2020; Adler & Öktem, 2018; Meinhardt et al., 2017; Aggarwal,
et al., 2019). However, these methods require large number of fully-sampled scans and are not designed to leverage undersampled scans.

2.2. Data-Limited Image Reconstruction

To tackle this supervised data-dependence problem, data-limited image reconstruction has gained popularity, where methods mainly differ by the imposed imaging prior, the proposed network architecture, or the use of data augmentation. Generative adversarial networks have been proposed for data-limited reconstruction using unpaired datasets (Lei et al., 2021) or only undersampled datasets (Cole et al., 2020). (Liu et al., 2020) extends regularization by denoising (RED) (Romano et al., 2017) to utilize priors from more general artifact removal networks, whereas (Darestani & Heckel, 2021) use untrained networks to incorporate the prior of the architecture of a convolutional neural network (CNN). Other methods involve self-supervised learning (Yaman et al., 2020) and dictionary-based learning (Lahiri et al., 2021) to enable data-limited reconstruction. Recently, image-based augmentations were also verified to help decrease data dependence for fully-supervised networks (Fabian et al., 2021). While these approaches reduce dependence on fully-sampled data, they do not provide a clear framework for leveraging both fully-sampled and undersampled scans for semi-supervised model training. In addition, these methods can be brittle under distribution shift induced by common perturbations (e.g. noise) (Knoll et al., 2019; Darestani et al., 2021).

2.3. Data-Limited Image Denoising

More recently, there have been many approaches proposed for image denoising problems that do not require access to a large dataset with fully-sampled references. Before DL approaches, plug-and-play priors (Venkatakrishnan et al., 2013), as well as the iterative application of image denoisers as imaging priors via RED (Romano et al., 2017) were shown to be very effective in a wide range of inverse problems. Later, (Lehtinen et al., 2018) showed that image recovery with neural networks can be performed without ground-truth images by only using images corrupted by zero-mean noise.

Extensions of this idea have also been proposed where a network is trained via self-supervision using only noisy images to model denoising (Batson & Royer, 2019; Hu & Cheng, 2021) and the imaging inverse problem at hand (Hendriksen et al., 2020). However, these methods operate under the assumption that noise exhibits statistical independence across different dimensions of the measurements. In addition, in the Gaussian noise setting, Stein’s unbiased risk estimator can be used as a surrogate for minimizing mean-squared-error to perform denoising using only noisy images (Soltanayev & Chun, 2021).

Our method is a semi-supervised learning approach where a supervised loss is combined with an unsupervised consistency loss, with the aim of leveraging undersampled datasets. Consistency training acts as a regularizer to improve robustness to noise-augmented input examples, and was shown to be effective for semi-supervised natural image classification when a large unlabeled dataset is available in addition to a small labeled dataset (Sohn et al., 2020; Xie et al., 2020). The advantage of the consistency-training-based formulation is that no assumptions are required on the statistical properties of the input signal to reconstruct in contrast to aforementioned image denoising approaches.

3. Methods

In this section, we first introduce the operating notation for the reconstruction problem. We then formalize the optimization for supervised MR reconstruction training and for self-supervised denoising training. Finally, we introduce our proposed semi-supervised framework for joint MR reconstruction and denoising from limited labeled data.

3.1. Notation

We consider the multi-coil accelerated MR acquisition setup, where the observed k-space samples are acquired across multiple receiver coils. The forward model for this problem can be formulated as follows:

$$y = \Omega F S x^* + \epsilon$$  \hspace{1cm} (1)

where $y$ is the set of observed, complex-valued measurements in k-space for all coils, $x^*$ is the true image we would like to reconstruct, $S$ is the set of sensitivity maps associated with each receiver coil, $F$ is the Fourier transform matrix, and $\Omega$ is the k-space undersampling mask. $\epsilon$ is the masked additive complex Gaussian noise resulting from thermal noise (Macovski, 1996). $\epsilon$ is the same dimension as $y$.

Consider a dataset $\mathcal{D}$ that consists of scans with fully-sampled (supervised) k-space data ($\mathcal{D}^{(s)}$) and scans with only undersampled (unsupervised) k-space data ($\mathcal{D}^{(u)}$). Dataset $\mathcal{D}$ is then the union of the two sets of scans ($\mathcal{D} = \mathcal{D}^{(s)} \cup \mathcal{D}^{(u)}$). Additionally, scans are either fully-sampled or undersampled, but not both. Thus, there is no overlap between fully-sampled scans and undersampled scans (i.e. $\mathcal{D}^{(s)} \cap \mathcal{D}^{(u)} = \emptyset$). $y^{(s)}_i \in \mathcal{D}^{(s)}$ and $y^{(u)}_j \in \mathcal{D}^{(u)}$ are the k-space measurements of the $i^{th}$ example in the supervised dataset and the $j^{th}$ example in the unsupervised dataset, respectively. $x^{(s)}_i$ is the image space counterpart of $y^{(s)}_i$. $f_\theta$ is the model parameterized by $\theta$ trained to reconstruct images from undersampled data. The operator $|\cdot|$ denotes the cardinality. In practice, $|\mathcal{D}^{(s)}| << |\mathcal{D}^{(u)}|$. 
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3.2. Supervised MRI Reconstruction

In supervised MRI reconstruction, training is performed using only data where fully-sampled references exist (i.e. $D^{(s)}$). In these cases, an undersampled input can be simulated by sampling an undersampling mask $\Omega$ from a distribution of undersampling patterns $\Omega$ and applying these masks to the fully-sampled k-space $y_i^{(s)}$. As fully-sampled scans are retroactively undersampled, different masks can be generated for different inputs. End-to-end training of model $f_\theta$ minimizes

$$
\min_{\theta} \frac{1}{|D^{(s)}|} \sum_i L_{sup}(f_\theta(\Omega y_i^{(s)}), x_i^{(s)}) \tag{2}
$$

where $L_{sup}$ is a supervised loss function, and $f_\theta$ includes the mapping that transforms k-space to image-space.

To avoid overfitting in data-scarce settings, supervised reconstruction methods can use data augmentation to simulate larger labeled training datasets (Fabian et al., 2021). For simplicity, we consider a single label-invariant augmentation. Formally, the loss for example $x_i^{(s)}$ is written as

$$
L_{sup}(f_\theta(T_p(\Omega y_i^{(s)})), x_i^{(s)}) \tag{3}
$$

where transform $T$ is applied to the input with probability $p$ and supervised with respect to the original input.

3.3. Unsupervised Image Denoising

Unsupervised denoising techniques can be formulated by selecting an example $x_i$, corrupting the example with a known or expected signal corruption model $\Psi$, and training a model to recover the original signal $x_i$ from the corrupted signal $\Psi(x_i)$. More formally this can be written as

$$
\min_{\theta} \mathbb{E}[\mathcal{L}(f_\theta(\Psi(x_i)), x_i)] \tag{4}
$$

where $\mathcal{L}$ is an arbitrary regression loss function that is often chosen to be the $\ell_1$ loss (Zhao et al., 2016). When calculated over complex images, $l_1$ loss corresponds to the absolute value of the complex loss, defined by its Euclidean norm.

In the denoising problem,

$$
\Psi(x) = x + \epsilon \tag{5}
$$

where $\epsilon$ is the noise drawn from a predefined distribution $\mathcal{N}$. Note that the corruption model does not make the assumption that the input has a reference label. As a result, both data with and without ground-truth references can be used as a target for the model. Additionally, let $\tilde{x}_i$ be the low-quality counterpart of $x_i$, which is high-quality, i.e. $\tilde{x}_i$ is sampled from a corrupted distribution. If the assumption $\mathbb{E}\{\tilde{x}_i|\Psi(x_i)\} = x_i$ holds, Eq. 4 is equivalent to the training problem in (Lehtinen et al., 2018). This assumption is valid in the case of zero-mean noise and is necessary for predicting unbiased estimates of $\Psi(x_i)$.

3.4. Proposed Method: Noise2Recon

Current supervised reconstruction methods achieve state-of-the-art results with large amounts of fully-sampled data, but these methods are prone to overfitting in data-scarce settings. Model regularization techniques, such as $\ell_1/\ell_2$ regularization, can help mitigate overfitting; however, these methods are based predominantly on prior-driven assumptions about model weights (e.g. sparsity). Given that fully-sampled data can often be scarce, reconstruction methods that can leverage a mixture of fully-sampled and prospectively undersampled data and incorporated data-driven regularization would be helpful. Additionally, while both denoising and reconstruction tasks are critical for recovering high quality images, they are formulated as disjoint, sequential operations. The separation of these objectives may be optimal for each task individually, but may lead to poor optimization for both tasks jointly.

In this work, we propose a semi-supervised framework for joint MR reconstruction and denoising that mitigates overfitting in data-scarce settings and increases robustness to noisy OOD acquisitions. Noise2Recon complements the supervised training paradigm described in §3.2 by adding a noise-augmentation consistency training paradigm (Fig.1). Examples without fully-sampled references (unsupervised) are augmented with masked additive noise. The model $f_\theta$ generates reconstructions for both unsupervised images ($f_\theta(y^{(u)})$) and noise-augmented unsupervised images ($f_\theta(y^{(u)} + \Omega y^{(s)} + \epsilon)$), where $\Omega y^{(s)}$ is the undersampling mask that was used to acquire unsupervised example $y^{(s)}$. A consistency loss ($L_{cons}$) is enforced between reconstructions of the unsupervised examples and their noise-augmented counterparts to build noise-invariant reconstruction models. End-to-end training with Noise2Recon seeks to minimize a weighted sum of the supervised loss ($L_{sup}$) and the unsupervised consistency loss ($L_{cons}$). Thus, the objective can be written as

$$
\min_{\theta} \mathbb{E}[L_{sup}(f_\theta(\Omega y^{(s)}), x^{(s)})] + \\
\lambda \mathbb{E}[L_{cons}(f_\theta(y^{(u)} + \epsilon), f_\theta(y^{(u)}))] \tag{6}
$$

where undersampling mask $\Omega$ can be randomly generated for fully-sampled data. $\lambda$ is a weighting constant, and $\epsilon$ is a randomly generated masked noise map.

Simulating noise for consistency augmentations:

Noise in MRI is dominated by thermal fluctuations in the subject and, to some extent, the receiver electronics. This noise source can be modeled as additive
| Acceleration (R) | Method               | SSIM      | nRMSE    | pSNR (dB)   |
|-----------------|----------------------|-----------|----------|-------------|
|                 | Compressed Sensing   | 0.846 (0.012) | 0.175 (0.012) | 37.29 (0.32) |
|                 | Supervised           | 0.827 (0.031) | 0.162 (0.007) | 37.96 (0.24) |
|                 | Supervised (FT)      | 0.810 (0.036) | 0.157 (0.015) | 38.24 (0.64) |
|                 | Supervised + Aug     | 0.816 (0.035) | 0.163 (0.008) | 37.86 (0.28) |
|                 | Supervised + Aug (FT)| 0.810 (0.037) | 0.157 (0.015) | 38.23 (0.69) |
|                 | Noise2Recon (Ours)   | **0.901 (0.018)** | **0.142 (0.013)** | **39.08 (0.63)** |

**Table 1.** Average performance of different reconstruction methods trained with 1 supervised scan ($k = 1$) and 13 unsupervised scans. Fine-tuned networks (FT) were first pretrained with the denoising task on both supervised and unsupervised data and subsequently fine-tuned for reconstruction on 1 supervised scan. Compressed sensing used l1-wavelet regularization ($\lambda = 0.07$ (12x), 0.06 (16x)). Metrics are reported as mean (standard deviation).

Complex-valued Gaussian noise added to each acquired k-space sample (Macovski, 1996). Thus, for unsupervised example $y^{(u)}_i$, we generate masked complex-gaussian noise $\epsilon_i \sim \Omega_{y^{(u)}} \mathcal{N}(0, \sigma_{tr})$, where $\mathcal{N}$ is a zero-mean complex-gaussian distribution with standard deviation $\sigma_{tr}$, which is chosen from a specified range $\mathcal{R}(\sigma_{tr}) = [\sigma_{tr}^L, \sigma_{tr}^U]$. $\sigma_{tr}$ is normalized with respect to the magnitude of the image such that it induces the same relative change in SNR across scans.

**Balanced data sampling:** As the supervised and consistency objectives are computed over a disjoint set of examples, the weighting of each objective is governed, in expectation, by the rate of sampling from $D^{(s)}$ and $D^{(u)}$, respectively. More formally,

$$E\left[\frac{\nabla_\theta \mathcal{L}_{cons}}{\nabla_\theta \mathcal{L}_{sup}}\right] \propto \frac{|D^{(s)}|}{|D^{(u)}|}. \quad (6)$$

In this setting, the optimization is sensitive to the ratio of supervised to unsupervised examples. One solution to this would involve modifying $\lambda$ for different relative dataset sizes. However, this solution would require extensive tuning for $\lambda$ and would still perpetuate uneven optimization at different stages of the training cycle.

We propose a balanced data sampling scheme that samples unsupervised and supervised examples at a rate determined by a fixed ratio $T_S:T_U$. For every $T_S$ supervised examples that are sampled during training, $T_U$ unsupervised examples are sampled. In this formulation, this sampling method implicitly eliminates the influence of the relative sizes of the supervised and unsupervised datasets on the relative weighting between the supervised and consistency objectives.

### 4. Experiments

Our goal is to demonstrate that Noise2Recon can leverage noise augmentations for task-based regularization that can improve performance in both high- and low-SNR settings. We show that Noise2Recon can (1) outperform standard supervised methods in data-scarce scenarios and (2) improve robustness to reconstruction in noisy settings. We conduct extensive ablations to isolate the advantages of the consistency objective and the balanced sampling.

#### 4.1. Dataset

We performed experiments on the publicly available fully-sampled 3D fast-spin echo (FSE) multi-coil knee scans (acquisition matrix $k_x \times k_y \times k_z = 320 \times 320 \times 256$) from mri-data.org (Ong et al., 2018). The dataset of 19 subjects was partitioned into 14 subjects (4480 slices) for training, 2 subjects (640 slices) for validation, and 3 subjects for testing. Sensitivity maps for each volume were estimated using JSENSE (implemented in SigPy (Ong & Lustig, 2019)) with a kernel-width of 8 and a $20 \times 20$ center k-space auto-calibration region (Ying & Sheng, 2007). Fully-sampled data were retrospectively undersampled with a 2D Poisson Disc undersampling pattern with the same auto-calibration region. For testing, a unique, deterministic undersampling trajectory was generated for each testing volume using a fixed random seed for reproducibility.
Figure 2. Reconstruction performance in label scarce settings (k = 1, 2, 3) at accelerations of 12x (top) and 16x (bottom). With only one supervised scan, Noise2Recon outperformed supervised methods and clinical compressed sensing baselines (brown dashed line) and approached performance of the Supervised baseline trained with k=14 scans (gray dashed line).

### 4.2. Implementation Details

3D scans were demodulated and decoded using the 1D orthogonal inverse Fourier transform along the readout direction, resulting in a hybrid k-space of dimensions $x \times k_y \times k_z$. 2D $k_y \times k_z$ slices were reconstructed by using the baseline approaches and our method.

All deep-learning approaches were trained end-to-end using the U-Net architecture implemented in the fastMRI challenge (Muckley et al., 2020; Ronneberger et al., 2015) and the complex-$\ell_1$ objective (see Appendix A.1 for architecture details). Models were trained on zero-filled, SENSE-reconstructed complex images generated using the estimated sensitivity maps described in §4.1. Complex images were represented with two-channels, which corresponded to the real and imaginary components, respectively. Inputs were normalized by the 95th-percentile of the image magnitude. To preserve the magnitude distribution during metric computation at inference, outputs of the model were scaled by the normalizing constant.

We report results on three common image quality metrics computed on magnitude images: peak signal-to-noise ratio (PSNR, dB), normalized root-mean-square error (nRMSE), and structural similarity (SSIM) (Wang et al., 2004).

### 4.3. Simulations

#### Label scarcity:
To evaluate the performance of different methods in label-scarce settings, scans in the training dataset $\mathcal{D}$ were further subsampled. Fully-sampled references were dropped for $|\mathcal{D}| - k$ scans in training dataset, where $k$ is the number of fully-sampled scans to retain. More formally, $\mathcal{D}_k \subset \mathcal{D}$ is the set of $k$ training scans for which fully-sampled references are available. A fixed undersampling mask was generated for each scan not in $\mathcal{D}_k$ (i.e. $x \in \mathcal{D} \setminus \mathcal{D}_k$) to simulate undersampled, reference-less scans. The extent of label scarcity was simulated with different values of $k$ such that larger subsets are supersets of smaller subsets - i.e. $\mathcal{D}_1 \subset \mathcal{D}_2 \cdots \subset \mathcal{D}_N$.

#### Noisy data:
Noisy acquisitions were simulated for testing scans to characterize how different methods generalize to reconstructing noisy OOD scans. For a given noise level $\sigma_{test}$, an uncorrelated multi-channel masked zero-mean complex-Gaussian noise map was generated and added to the undersampled measurements from each coil. The coil measurements were first scaled by the 95th percentile of the magnitude image such that the addition of the noise map would result in an equal reduction of SNR among all scans. Noise level $\sigma_{test}$ was varied from 0, 0.1, ..., 1.0. Sample zero-filled SENSE-reconstructed images at different noise levels are shown in Figure 12 in Appendix C.
Figure 3. Sample images at 12x acceleration from supervised training methods. In data-limited settings, Noise2Recon improves performance over supervised baselines by utilizing information from unsupervised scans through consistency regularization, resulting in high-fidelity image reconstruction. Noise2Recon preserves the shape of anatomies such as the popliteal artery, as shown in the inset image.

4.4. Baseline Methods

**Supervised training:** Supervised models were trained both without and with noise augmentations. Augmentations were designed to be equivalent to those used in comparable Noise2Recon configurations and were applied with a probability of \( p = 0.2 \) (see Appendix B.2 for hyperparameter details). All models were trained with only the available fully-sampled scans in the training dataset.

**Fine-tuning from denoisers:** Given the prior work indicating the generalizability of pretrained denoisers, we evaluated the efficacy of fine-tuning denoisers for the reconstruction task. For comparison, number of training steps was split evenly between denoising pretrained and reconstruction fine-tuning. Training and configuration setups are detailed in Appendix A.2.

**Compressed sensing (CS):** We included compressed sensing with l1-wavelet regularization (Lustig et al., 2007), a clinically used scan-specific, iterative reconstruction method, as an additional baseline. Reconstruction was performed slice-by-slice using SigPy where the proximal gradient method was run for 25 iterations (Ong & Lustig, 2019). Details on selection of the regularization parameter \( \lambda \) is provided in A.3.

5. Results

5.1. Baseline Comparisons

In these experiments, we evaluate how Noise2Recon performed compared to supervised DL and CS baselines in (1) label scarce settings, where only a subset of training scans have ground-truth references, and (2) OOD settings, such as low-SNR acquisitions and unseen accelerations.

**Label scarce settings:** Noise2Recon outperformed both DL and CS baselines in label-scarce settings. Table 1 shows the average performance of different methods trained with 1 supervised scan \((k=1)\). With \textit{14 times fewer} supervised training examples, Noise2Recon performs on par with supervised methods (Fig. 2). In addition, Noise2Recon performance did not drop as the number of supervised scans increased. Qualitatively, reconstructions with Noise2Recon had considerably less blurring and reduced noise around key anatomical structures than DL baselines trained with the same number of supervised scans (Fig. 3).

**Reconstructing low SNR data:** Among data-driven methods, those that used noise-based augmentations (i.e. Noise2Recon, Supervised+Aug, and Supervised+Aug-FT) achieved higher image quality compared to their non-augmented counterparts (Supervised and Supervised-FT), which amplified noise artifacts at higher noise levels (Fig. 4). Unlike the augmentation-based approaches, Supervised and Supervised-FT performance also deteriorated with increase in training data. While the metrics for Supervised+Aug and Supervised+Aug-FT methods were higher than non-augmentation approaches, images reconstructed with these methods were considerably blurrier than the reconstructed images from non-augmentation baselines. In contrast, Noise2Recon sufficiently suppressed noise artifacts without excessively blurring the image (Fig. 5).
Supervised methods were trained with $k=1$ (solid line) or $k=14$ (dashed line) supervised scans. Shaded area (gray) indicates noise level range during training ($\mathcal{R}(\sigma_{tr})$). With only one supervised scan ($k=1$), Noise2Recon matched and exceeded performance of supervised methods trained with abundant supervised examples ($k=14$), regardless of noise augmentations and fine-tuning. Higher SSIM values indicate less blurring in Noise2Recon compared to CS and supervised DL methods. Noise2Recon image quality metrics had low sensitivity to increasing $\sigma_{test}$ and acceleration, which may indicate higher robustness in noisy settings.

Other hand, Supervised resulted in amplified noise artifacts in reconstructed images, which may indicate overfitting of these methods to non-noisy scans.

Additionally, supervised augmentation baselines were sensitive to the extent of training data when generalizing to different noise levels. However, Noise2Recon recovered the performance of these Supervised+Aug and Supervised+Aug-FT models trained on the full training dataset with only one supervised training scan. Additionally, while models fine-tuned from pretrained denoisers showed improved performance in noisy settings, these networks were consistently outperformed by Noise2Recon across all metrics. Noise2Recon also showed increased generalizability to noise levels outside of the range sampled during training ($\sigma_{test} \notin \mathcal{R}(\sigma_{tr})$) (Fig. 4).

**Generalizing to unseen accelerations:** Despite being trained on scans with a fixed acceleration factor ($R_{train}$), Noise2Recon generalized better to OOD accelerations ($R_{test} \neq R_{train}$) (Fig. 6). At accelerations lower than those of training scans ($R_{test} < R_{train}$), Noise2Recon reconstructions had considerably higher pSNR and SSIM than images reconstructed by supervised baselines trained with the same number of supervised scans. As the acceleration factor increased, Noise2Recon maintained higher performance than supervised methods across all metrics. Noise2Recon performance on OOD acceleration factors also surpassed that of in-distribution generalization of supervised methods. For example, at $R_{train} = 12$ and $R_{test} = 16$, Noise2Recon outperformed supervised methods trained on $R_{train} = 16$ accelerated scans. A similar pattern was seen for $R_{train} = 16$ and $R_{test} = 12$.

### 5.2. Ablation Study

In these experiments, we investigate three natural design questions that may be helpful for training Noise2Recon:

1. How should supervised and unsupervised data be sampled during training?
2. How should noise levels ($\sigma_{tr}$) for training augmentations be configured?
3. How should loss weighting be selected?

We show that Noise2Recon is not very sensitive to any of these design decisions (especially 2&3), which may reduce
the burden of hyperparameter search during training. All ablations are performed on \(k=1\) configurations with the same hyperparameters detailed in Appendix B.

**Balanced data sampling:** In this ablation, we evaluated the impact of balanced sampling between supervised (\(S\)) and unsupervised (\(U\)) examples during training. Figure 8 shows the performance of balanced sampling with different \(T_S:T_U\) ratios compared to random sampling. Regardless of the ratio, balanced sampling consistently outperforms random sampling across all metrics. Oversampling supervised scans relative to the unsupervised scans (\(T_S > T_U\)) performed slightly better than oversampling unsupervised scans (\(T_U > T_S\)). The top two overall performance across all metrics were achieved with \(T_S:T_U\) ratios of 2:1 and 1:1, respectively.

**Sensitivity to training noise levels:** Network stability and generalizability can often be impacted by the extent (or difficulty) of the augmentations used during training. In this ablation, we characterized how changing the interval of noise levels sampled for training augmentations (\(\sigma_{tr}\)) impact overall network performance for both fully supervised training methods (Supervised+Aug) and Noise2Recon. We consider two training techniques that may impact the overall difficulty of learning to generalize from augmentations: (1) noise ranges with larger intervals that increase variance of sampled noise augmentations at train time, and (2) noise ranges with larger upper bounds that account for a higher magnitude of noise-corruption.

Compared to Supervised+Aug, Noise2Recon generalized better to both in-distribution scans (\(\sigma_{test} = 0\)) and out-of-distribution, noisier scans (larger noise intervals) regardless of the noise interval prescribed during training (Fig. 7). The performance of Supervised+Aug models also deteriorated more rapidly with increased noise, particularly among metrics emphasizing high-frequency information such as SSIM (Fig. 7E).

All Noise2Recon networks perform similarly in the in-distribution settings regardless of the size or extent of the training noise interval. In OOD noisy settings (\(\sigma_{test} > 0\)), all networks generalized poorly to testing noise levels that were not within the training noise interval (\(\sigma_{test} \notin \sigma_{tr}\)) (Fig. 7A-C). As a result, networks trained with small noise intervals (i.e., \(\mathcal{R}(\sigma_{tr})\) is small) did not generalize at higher noise settings. However, this was mitigated by either increasing the upper bound of the noise range or increasing the extent of the noise range. Both techniques increased generalizability at high noise levels without sacrificing performance at low noise levels. Highest performance across all noise levels was observed with \(\mathcal{R}(\sigma_{tr})=[0.05,1.0)\).

**Sensitivity to loss weighting:** In this ablation, we investigated the impact of the consistency loss weighting parameter \(\lambda\) on overall performance of Noise2Recon models. In the in-distribution evaluation setting, the weighting factor had negligible impact on performance between \(\lambda \in [0.05,0.8)\) (Fig. 9). At very low (\(\lambda \leq 0.01\)) or high (\(\lambda \geq 0.8\)) weighting factors, metrics reduced slightly, but within the error range. Among simulated noisy acquisitions, Noise2Recon reconstruction performance for \(\lambda \in [0.05,0.8)\) was also similar for all testing noise levels (\(\sigma_{test} \in \{0,0.1,\ldots,1\}\)).
Figure 6. Generalizability of methods trained on one acceleration (bolded on x-axis) to unseen accelerations. Methods were trained on scans accelerated at $R_{\text{train}}=12$ (top row) and $R_{\text{train}}=16$ (bottom row). Noise2Recon recovers images better at both lower ($R_{\text{test}} < R_{\text{train}}$) and higher acceleration factors ($R_{\text{test}} > R_{\text{train}}$) compared to supervised methods trained on the same number of supervised scans ($k = 1$).

6. Discussion

In this work, we evaluate the efficacy of a semi-supervised framework for joint MRI reconstruction and denoising. We show that augmentation-based consistency is a viable method for recovering performance in label-scarce and OOD settings compared to both CS and supervised DL methods. In this section, we first explore the relationship between our method and principles in both compressed sensing and multi-task learning. We then discuss the practical utility of our method in data-limited and OOD settings. Finally, we detail characteristics of our method that can improve network optimization and simplify training.

Compressed sensing and denoising: In CS, recovering images from undersampled measurements is made possible by introducing incoherence through random undersampling, where resulting aliasing artifacts resemble additive Gaussian noise (Lustig et al., 2008). As a result, image recovery with CS can be viewed as a denoising problem. Noise2Recon aims to utilize the similarity between the reconstruction and denoising tasks by jointly optimizing a reconstruction and denoising objective. We observe optimizing similar tasks jointly helps, where performance improves both in the reconstruction task (Fig. 6), and in the denoising task (Fig. 4). Our observations comply with multi-task learning theory, where given sufficient data samples and similar tasks, optimizing a multi-task objective leads to positive transfer (Wu et al., 2020). Positive transfer refers to improving performance on a task by training a joint objective of multiple tasks, compared to training a task individually.

Task-based regularization: Our joint reconstruction and denoising paradigm is reminiscent of model regularization techniques. Traditionally, these methods arse designed to reduce the variance of the model by convex constraints such that the model parameters are sparse or low-magnitude (Larsen & Hansen, 1994; Van Laarhoven, 2017). The addition of the denoising objective may not regularize the network at the parameter-level, but rather at the more semantic task-level. With the consistency objective, the regularizer is explicitly data-driven, which may help learn non-convex regularization processes that are optimal for the collected data.
Figure 7. Impact of training noise level $\sigma_{tr}$ among Noise2Recon trained with 1 supervised scan (A-C) and supervised models trained with 14 supervised scans (D-F). Performance is measured at multiple testing noise levels. Asterisk (*) indicates the default training noise level range for experiments. Noise2Recon is less sensitive to changes in $\sigma_{tr}$ compared to supervised methods with noise augmentations. Higher SSIM in Noise2Recon were consistent with considerably less blurring compared to supervised methods.

**Learning in label-scarce settings:** Model performance is primarily dictated by the size and quality of the training data and labels (Hestness et al., 2017; Ratner et al., 2016). As a result, standard supervised methods often fail in data-limited regimes. The semi-supervised setup in Noise2Recon enables joint usage of supervised data and unsupervised data to both complement the image reconstruction task while building robustness to reconstruction of noisy scans. The increased performance of Noise2Recon over supervised baselines among in-distribution scans may indicate that the consistency framework can (1) improve the estimation of the true data distribution with more training examples and (2) generate high quality pseudo-labels that can function as noisy surrogates for the true labels without impairing training from supervised examples.

**Robustness to noise:** Differences in the SNR among MR acquisitions are pervasive given the heterogeneity of MR hardware (e.g. field strength, coil geometry) and sequence parameters (e.g. echo time). Reconstruction methods that can generalize better to such distribution shift may have practical utility for prospective deployment. For reconstructing noisy scans, supervised training methods benefited considerably from augmentations to training data. However, in cases of limited data, supervised methods still had considerably worse performance compared to settings where supervised data is abundant. In comparison, with only 1 supervised training example ($k = 1$), Noise2Recon matched and, among some metrics, exceeded the performance of data-abundant supervised models ($k = 14$) without impairing performance on in-distribution, high SNR ($\sigma_{test} = 0$) examples. Noise2Recon achieved higher SSIM and similar pSNR and nRMSE metrics compared to even data-abundant supervised models across all testing noise levels, which may indicate that Noise2Recon minimizes global error (i.e. mean squared error) and recovers fine anatomical structure. This was also verified with visual inspection, where scans reconstructed using augmentation-based supervised methods have considerable blurring (Fig. 5). Thus, Noise2Recon (1) demonstrates utility for data-efficiency in distribution shift settings and (2) can generalize better to acquisitions at different noise levels, even compared to supervised methods with ample training data, without collapsing towards the trivial denoising solution (i.e. blurring).

**Generalization under unseen distribution shift:** It is intractable to capture the exhaustive set of acquisition settings in which the model should perform well. As such, it is practically useful for a deep-learning technique to be able to generalize to perturbations that were not sim-
1. Insensitivity to hyperparameter selection: Multi-objective training frameworks and augmentation optimization often require careful tuning for hyperparameters due to optimization instabilities introduced with different simulated data distributions or weighted objectives. However, Noise2Recon showed minimal sensitivity to hyperparameter selection, specifically the training noise range \( R(\sigma_{tr}) \) and the consistency loss weighting \( \lambda \). Training noise ranges in Noise2Recon could be increased without degrading performance across any noise levels. This robustness is uncharacteristic of supervised approaches, which are often sensitive to augmentation intensity (Fig. 7D-F). Additionally, Noise2Recon was generally insensitive to a wide range of weighting parameters \( \lambda \), which most multi-objective methods generally have to tune for superior performance. This may suggest that the consistency framework in Noise2Recon can minimize instabilities in network optimization caused by small changes in hyperparameters. This robustness to changes in hyperparameter configuration may be practically useful for simplifying network training.

2. Limitations and Future Work: Noise2Recon is applicable in regimes where a small supervised dataset is available in conjunction with a large unsupervised dataset. However, in clinical applications such as dynamic contrast enhancement (DCE) imaging, or blood flow imaging, access to fully-sampled datasets might be impossible. In such applications where solely an unsupervised dataset is available, a supervised training objective as in Noise2Recon would not be possible, requiring a modification to the Noise2Recon training objective to incorporate an unsupervised reconstruction objective, which can be investigated in future work. We limited the scope of this study to consider noise augmen-

---

**Figure 8.** Balanced sampling of supervised to unsupervised scans compared to random sampling. Asterisk (*) indicates the default sampling configuration for Noise2Recon experiments. Balanced sampling, regardless of the ratio of supervised:unsupervised examples, increases average performance over standard random sampling.

---

Stabilizing multi-objective optimization: As mentioned in §3.4, magnitude of the supervised and consistency objectives are implicitly weighted by the number of supervised and unsupervised examples. Thus, random data sampling can lead to sub-optimal convergence for both objectives. Balanced sampling eliminates this weighting factor by controlling the duty cycle of supervised and unsupervised examples during optimization. We find that this sampling procedure can improve overall performance. This technique is also reminiscent of sub-group sampling in methods in distributionally robust optimization for classification models, where examples of classes are sampled at a rate inversely proportional to the class frequency (Sagawa et al., 2019).
lations. The consistency regularization paradigm used in Noise2Recon might be extended to other artifacts observed in MRI such as motion, phase wrapping, eddy currents along with many others.

7. Conclusion

In this work, we propose Noise2Recon, a semi-supervised consistency-based framework for joint MRI reconstruction and denoising. We observe that Noise2Recon can outperform standard supervised methods in both in-distribution, high-SNR and OOD, low-SNR settings with limited training data. In addition, we show that balanced data sampling approaches can improve network optimization and reduce dependence on hyperparameters for the multi-task supervised and consistency objectives. By reducing dependence on supervised data for model training and increasing generalizability to different noise levels, Noise2Recon shows potential for reducing the burden of model retraining or fine-tuning in both research and clinical settings.
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A. Implementation Details
This section describes method implementations for different configurations of Noise2Recon and baselines.

A.1. Network Architecture
The U-Net architecture used in our experiments had 4 pooling layers, where the first convolution in the model had 32 output channels. Each resolution of the U-Net consisted of a convolutional block with two $3 \times 3$ convolutions followed by instance normalization and a leaky Rectified Linear Unit (ReLU) with slope $\alpha=-0.2$.

A.2. Pretrained Denoisers & Fine-Tuning
Prior work has shown promise for denoisers being used for general families of inverse problems (Romano et al., 2017; Lehtinen et al., 2018). To investigate the efficacy of using denoising networks as a basis for MRI reconstruction, we considered pretraining denoising networks. These networks were subsequently fine-tuned for the MR image reconstruction task.

Denoising networks were trained following a similar protocol to the one proposed in (Batro & Royer, 2019). Because denoising can be formulated as an unsupervised problem, both fully-sampled and undersampled-only scans were used for training. To simulate a larger extent of training examples, fully-sampled scans were undersampled following the same undersampling pattern (Poisson Disc) and acceleration rate that would be used during fine-tuning. All examples were augmented with zero-mean complex-Gaussian masked noise with standard deviation $\sigma_{tr}$ sampled from range $R(\sigma_{tr})$. The range $R(\sigma_{tr})=[0.2, 0.5)$ was chosen to be consistent with the range used for Noise2Recon and Supervised+Aug methods. The model was trained to recover the original, non-augmented image from the noise-augmented input. All denoisers were trained with the complex-$\ell_1$ objective. For fine-tuning, the network was initialized with the weights resulting in the lowest validation loss and trained following the supervised protocol detailed in §4.4.

A.3. Compressed Sensing
In CS, careful tuning of the regularization parameter $\lambda$ is required for each application. As the noise level $\sigma$ and the acceleration factor $R$ are varied, the sparsity level and the blurring of the input zero-filled image changes. Therefore, the regularization parameter $\lambda$ was chosen based on visual tuning for various noise levels and acceleration factors independently. The optimal $\lambda$ found for each setting is provided in Table 2. We observed that a high $\lambda$ is needed at high noise levels $\sigma$ to preserve reconstruction fidelity, whereas a lower $\lambda$ is needed at lower acceleration factors $R$ to prevent blurring. Independent of $\lambda$, CS converged at 25 iterations, where we observed that higher number of iterations did not improve performance. In contrast to CS, Noise2Recon does not require visual tuning of its parameters, and is more robust to different noise levels at inference time.

B. Additional Experimental Results
This section provides details regarding additional experiments.

All models were trained with the following configurations unless otherwise noted. Noise2Recon models were trained with 1 supervised training subject and 13 unsupervised training subjects with 1:1 balanced sampling between supervised and unsupervised scans. Consistency loss weight was $\lambda = 0.1$. During training, the noise level was sampled at random from the specified range $R(\sigma_{tr})$. Supervised+Aug models were trained with 14 supervised training subjects with 20% probability ($p=0.2$) of applying augmentations.

B.1. Scaling with Increasing Unsupervised Data
In practice, the undersampled-only (unlabeled) scans are more prevalent and collected more frequently than fully-sampled (labeled) scans. In this ablation, we explore the impact of increasing the number of undersampled examples during training. Models were trained with 1 fully-sampled scan and 2, 3, 5, or 13 undersampled scans. Noise2Recon performance improved as the number of undersampled scans used for training increased (Fig. 10). The increased performance with larger undersampled datasets may indicate that Noise2Recon is robust to size imbalances in supervised and unsupervised datasets. As the framework relies on pseudo-label generation, this observation may suggest that the quality of pseudo-labels improves with more undersampled scans.

B.2. Supervised Augmentation Probability $p$
In this ablation, we measure the effect of augmentation probability on supervised training with noise augmentations (Supervised+Aug). Supervised baselines were trained with noise augmentations applied with probabilities of $p=0.1$, 0.2, 0.3, and 0.5. Highest performance was observed at configurations $p=0.2$ and $p=0.3$ (Table 3). Augmentation probability $p=0.2$ was selected as the default configuration for training all supervised methods with noise augmentations.

B.3. Sample Reconstructions Under Real Noise
In 3D scans, SNR profile can change based on the spatial encoding of the slice. To assess the performance of Noise2Recon in reconstruction from a low-SNR image, we visualized an edge slice from the test set where the inher-
Table 2. Regularization parameter selection for compressed sensing at various noise levels with 12x and 16x acceleration ($R$).

| Noise Level (σ_{test}) | 0.07 | 0.15 | 0.3 | 0.6 | 0.9 | 1.2 |
|------------------------|------|------|-----|-----|-----|-----|
| 12x                    | 0.06 | 0.12 | 0.25| 0.5 | 0.8 | 1.1 |

Table 3. The effect of augmentation probability $p$ on in-distribution performance ($σ_{test} = 0$) of supervised baselines trained with noise augmentations (Supervised+Aug). Highest performance is achieved at $p=0.2,0.3$. Asterisk indicates the default augmentation probability used for baseline augmentation methods.

| SSIM          | nRMSE       | pSNR (dB)    |
|---------------|-------------|--------------|
| Supervised+Aug ($p=0.1$) | 0.875 (0.012) | 0.139 (0.011) | 39.3 (0.476) |
| Supervised+Aug ($p=0.2$)* | 0.889 (0.010) | 0.137 (0.011) | 39.4 (0.486) |
| Supervised+Aug ($p=0.3$) | 0.894 (0.009) | 0.136 (0.010) | 39.4 (0.440) |
| Supervised+Aug ($p=0.5$) | 0.861 (0.007) | 0.142 (0.009) | 39.1 (0.342) |

Figure 9. Impact of consistency loss weighting $\lambda$ on reconstructing scans at different noise levels. Asterisk (*) indicates the default loss weighting configuration for experiments. Performance of Noise2Recon did not change for large range of $\lambda \in [0.05, 0.8]$.}

ent noise observed during acquisition for the ground-truth was higher compared to middle slices. We observed that Noise2Recon can produce robust reconstructions regardless of spatially-localized SNR differences (Fig. 11).

C. Sample Zero-Filled Reconstructions of Noisy Images

In our experiments, $σ_{test}$ was varied from 0, 0.1, . . . , 1.0. On a representative test knee slice, we demonstrate the impact of noise on zero-filled, SENSE-reconstructed images at acceleration rate $R = 12$ for noise levels $σ_{test} \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5\}$ in Fig. 12.
Figure 10. Noise2Recon performance with increasing number of unsupervised examples. Notation $A:B$ denotes $A$ supervised scans and $B$ unsupervised scans for training. Metrics are computed at multiple simulated noise levels.

Figure 11. Sample reconstruction from an edge slice for different methods. When presented with a noisy, undersampled image at inference time, Noise2Recon jointly performs denoising and reconstruction to recover anatomies that were acquired with a low-SNR during acquisition.

Figure 12. Zero-filled, SENSE-reconstructed images are shown at acceleration rate $R = 12$ under various noise levels $\sigma_{\text{test}} \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5\}$.