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Abstract—Overcoming fiber nonlinearity is one of the core challenges limiting the capacity of optical fiber communication systems. Machine learning based solutions such as learned digital backpropagation (LDBP) and the recently proposed deep convolutional recurrent neural network (DCRNN) have been shown to be effective for fiber nonlinearity compensation (NLC). Incorporating distributed compensation of polarization mode dispersion (PMD) within the learned models can improve their performance even further but at the same time, it also couples the compensation of nonlinearity and PMD. Consequently, it is important to consider the time variation of PMD for such a joint compensation scheme. In this paper, we investigate the impact of PMD drift on the DCRNN model with distributed compensation of PMD. We propose a transfer learning based selective training scheme to adapt the learned neural network model to changes in PMD. We demonstrate that fine-tuning only a small subset of weights as per the proposed method is sufficient for adapting the model to PMD drift. Using decision directed feedback for online learning, we track continuous PMD drift resulting from a time-varying rotation of the state of polarization (SOP). We show that transferring knowledge from a pre-trained base model using the proposed scheme significantly reduces the re-training efforts for different PMD realizations. Applying the hinge model for SOP rotation, our simulation results show that the learned models maintain their performance gains while tracking the PMD.

Index Terms—Deep neural networks, nonlinearity compensation, polarization-mode dispersion, state of polarization, transfer learning, online learning, optical fiber communications.

I. INTRODUCTION

Capacity of optical fiber communication systems is limited by the non-linear Kerr effect [1]. During signal propagation, this nonlinearity interacts with linear effects such as chromatic dispersion (CD) [2] and polarization mode dispersion (PMD) [3]. Each impairment in isolation can be compensated with relatively simple solutions by solving the associated special case of the non-linear Schrödinger equation (NLSE). The optical receiver, typically composed of a cascade of digital signal processing (DSP) blocks, compensates each effect based on such model assumptions [4]. However, it is challenging to develop a method which can effectively capture the interplay of nonlinearity with linear distortions and invert its effect. The split-step Fourier method (SSFM) [5] is a popular numerical method which solves the propagation equations by splitting the link into steps and applying the linear and non-linear distortions independently. The core assumption of SSFM being that the distortions can be decoupled for a small enough step size. Among the conventional nonlinearity compensation (NLC) techniques, digital backpropagation (DBP) [6] leverages the SSFM to solve the inverse propagation equations. However, DBP becomes prohibitively expensive for long-haul fiber due to the large number of steps required to maintain performance.

Recently, machine learning based methods have shown immense potential for NLC by learning the non-linear transfer function directly from data. It has been shown that learned NLC methods can be effective even without any a-priori knowledge of the fiber parameters [7]. Parameterization of existing models is an effective approach for developing learned NLC methods. The learned digital backpropagation (LDBP) method [8] has been developed by parameterizing the SSFM for the standard NLSE. For dual-polarized (DP) transmission, it has been extended to include distributed compensation of PMD [9] by parameterizing the SSFM for the Manakov-PMD equations. The resulting approach is referred to as LDBP-PMD. While LDBP presents a significant improvement over conventional DBP, it still shares limited capability to capture the interplay of dispersion and nonlinearity, given the large step size required to maintain feasibility.

Recently, we proposed the deep convolutional recurrent neural network (DCRNN) model [10] to overcome this limitation by using a bi-directional recurrent neural network to capture the interaction of nonlinearity and dispersion based on past (and future) symbols at each NLC step. Similar to [9], its extension DCRNN-PMD incorporates the distributed compensation of PMD.

However, inclusion of distributed PMD in the learned model results in the coupling of NLC with PMD compensation and thus, requires additional considerations since in practice, PMD may drift over time [11]. Learned NLC schemes in the literature often assume that the model can be trained offline for an arbitrarily long period of time using a sufficiently large training dataset from a stationary channel/distribution [12]. But when we consider time evolution of PMD, the distribution of
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observed data becomes non-stationary, a phenomenon referred to as concept drift in the machine learning literature [13]. For practical application, it is therefore essential that the learned model can adapt in real-time in the presence of concept drift using an online training scheme. Unfortunately, previous studies on adaptation of joint NLC and PMD compensation schemes have only considered instantaneous uncorrelated changes in the state of PMD, wherein re-training the converged model has been found to be equivalent to learning the PMD compensation parameters from scratch or worse [9]. Transfer learning has been shown to be an effective method to reduce the re-training overhead of learned NLC models [14, 15]. Also, unsupervised learning in the form of K-means clustering has been applied to train the model online [16]. However, these studies have not investigated the impact of time-varying channel impairments. On the other hand, previous works on adapting a learned model to continuous changes in PMD have either ignored the presence of nonlinearity or assumed that it has been compensated by other means [17], thereby, limiting the investigation to a purely linear channel. In fact, real-time adaptation of learned NLC methods to time-varying channel impairments has not been investigated so far in the literature.

In this paper, we propose a transfer learning based selective online training scheme to efficiently transfer knowledge from an offline trained base model to the filter in operation. As per the proposed scheme, we only update the learned weights of the PMD compensation layers while leaving the remaining learned model unaffected. This approach builds upon the training method applied in [9], where the learned coefficients from the LDBP model are frozen and serve as the initialization for the LDBP-PMD model. By limiting the trainable weights, the proposed approach greatly reduces the training overhead. We extend the method through incorporation of online learning, based on decision directed feedback, to perform lifelong real-time adaptation to changes in PMD. For concreteness, we apply the hinge model for time-evolution of the state of polarization (SOP) to simulate continuous drift in PMD [18]. While previous attempts to adapt a pre-trained learned NLC model to a different realization of PMD found limited success [9], our results from system simulations demonstrate that knowledge can be effectively transferred and performance can be sustained, thus bridging the gap between extended offline training and real world application of learned NLC methods. In addition to the new adaptive training scheme, combining the principles of transfer learning and online learning for continuous adaptation of the learned NLC model, this paper extends the conference version [10] by providing a detailed construction of the DCRNN-PMD model, discussing various design choices and extending the numerical results to WDM transmission systems.

The remainder of this paper is organized as follows. In Section II, we briefly review the theoretical background, including the hinge model for continuous SOP drift. The DCRNN-PMD model and the transfer learning based online model adaptation scheme for tracking PMD drift are developed in Section III. In Section IV, we discuss the methodology applied to compare the performance-complexity trade-off of learned NLC models. In Section V, we provide details of our transmission system, the hyperparameters of the various compensation schemes and the NN training routine, followed by the performance and complexity results for various NLC techniques for both static and time-varying channels. Section VI provides concluding remarks for the paper.

II. MODELING OF FIBER PROPAGATION CHANNEL

In this section, we provide a brief review of the fiber model, which forms the basis for the design of the DCRNN-PMD model and provides support for the proposed adaptive training scheme. We also describe the hinge model, which is applied to simulate continuous PMD drift.

A. SSFM Based Channel Model

The propagation of a dual-polarized signal through a single-mode optical fiber, including birefringence and rotation of the principle states of polarization (PSP), can be described using the Manakov-PMD equation [19] as

$$\frac{\partial E(z,t)}{\partial z} = -\alpha \frac{1}{2} E(z,t) + \Delta \beta_1 \Sigma(z) \frac{\partial E(z,t)}{\partial t}$$

$$-\frac{\beta_2}{2} \frac{\partial^2 E(z,t)}{\partial t^2} + j \gamma \left| E(z,t) \right|^2 E(z,t),$$

where $E(z,t) = [E_x(z,t), E_y(z,t)]^T$, and $E_x(z,t)$ and $E_y(z,t)$ are the complex baseband signals of the X and Y polarizations, respectively. The signal is a function of propagation time $t$ and distance $0 \leq z \leq L$, where $L$ is the total length of the fiber. The fiber parameters include the attenuation coefficient $\alpha$, the group velocity dispersion coefficient $\beta_2$ responsible for CD, and the nonlinear coefficient $\gamma$. The coefficient $\Delta \beta_1 = (\beta_{1x} - \beta_{1y}) / 2$ represents the differential group delay (DGD) between the two polarizations along the PSP. In relation, the PMD parameter can be described as $2\Delta \beta_1$, where $L_c$ is the correlation length of the two polarizations. The matrix $\Sigma(z)$ represents the PSP rotation at distance $z$, which causes a linear evolution of PMD along the length of the fiber.

We solve the Manakov-PMD equation numerically using the SSFM by splitting the fiber into sections of length $L_c$. At each step, following the SSFM assumption, we apply the linear and non-linear distortions independently [5]. For a step of length $L_c$, the CD effect is applied as

$$\hat{E}_x(z + L_c, f) = \hat{E}_x(z, f) \exp (j2\beta_2 f^2 f^2 L_c),$$

where $\hat{E}_x(z, f)$ is the Fourier transform of $E_x(z, t)$, and $f$ is the baseband frequency. The signal attenuation for each step is applied as

$$E_x(z + L_c, t) = E_x(z, t) \exp (-\alpha L_c / 2).$$

The Kerr nonlinearity is dependent upon the energy of the baseband signal of both polarizations [1]. For dual-polarized transmission, it can be applied in the time domain as

$$E_x(z + L_c, t) =$$

1For brevity, we only show the expressions for the X polarization. The expressions for the Y polarization are analogous.
where

$$L_{\text{eff}} = \int_{0}^{L_c} \exp (-\alpha z) dz = \frac{1 - \exp (-\alpha L_c)}{\alpha}$$

is the effective nonlinear step length accounting for the attenuation of signal along the length of the step. Following the simplified polarization impairment model [20], the PMD combined with the rotation of SOP (RSOP) for the \( k \)th step is applied as the rotation of the PSP followed by the DGD operator as

$$E(z + L_c, f) = E(z, f) R(\alpha(k)) D^{(k)}(f),$$

where

$$D^{(k)}(f) = \begin{bmatrix} \exp (j \pi f \tau^{(k)}) & 0 \\ 0 & \exp (-j \pi f \tau^{(k)}) \end{bmatrix}$$

for DGD \( \tau^{(k)} \) at the \( k \)th step, and \( R(\alpha(k)) \in SU(2) \) is the PSP rotation matrix. The rotation matrix can be formulated as

$$R(\alpha(k)) = \exp (-j \alpha(k) \cdot \vec{\sigma}),$$

where \( \alpha(k) \in \mathbb{R}^3 \) and \( \vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3) \) is a tensor of the three Pauli spin matrices

$$\sigma_1 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \sigma_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_3 = \begin{bmatrix} 0 & -j \\ j & 0 \end{bmatrix}.$$  

Note that there can be other formulations of the PSP rotation matrix which belong to the special unitary group of degree 2. Rotation matrices for each step are generated randomly such that they are uniformly distributed over the surface of the Poincaré sphere. Different PMD realizations can be generated by choosing a different set of randomly generated DGD and PSP rotation matrices [18].

B. Hinge Model for Continuous Polarization Drift

In practical fibers, the PMD may drift over time due to environmental factors such as temperature, pressure, cable orientation, stress, cable bends, vibrations, etc [11]. As opposed to the classical PMD literature which assumes all sections to drift, field measurements from various experiments suggest that temporal changes arise from a relatively small number of “points of stress” in the fiber which may be exposed to the environment [21]. This gives rise to the hinge model, where most of the SOP rotation matrices are considered to be static while only the few polarization scramblers at the “points of stress”, referred to as hinges, drift over time. Each hinge \( J(t) \in SU(2) \) can be formulated as a waveplate and the evolution of \( J(t) \) over time can be modelled as [18]

$$J(t) = J(\alpha(t)) J(t-1),$$

where \( J(\alpha(t)) \) is a randomly generated innovation matrix of the same form as the PSP rotation matrix defined in (8). The parameters of the innovation matrix are independently drawn from the following Gaussian distribution for each time instance [18]:

$$\alpha(t) \sim \mathcal{N}(0, \sigma^2_{\alpha} I_3),$$

where \( \sigma^2_{\alpha} = 2\pi \Delta p T \), \( \Delta p \) is referred to as the polarization linewidth and \( T \) is the time duration between updates. To incorporate continuous PMD drift in the split-step method, we introduce a small number of time-varying hinge matrices at regular intervals across the length of the fiber. In our simulation, we add one hinge at the end of each span considering that the environmental effects would be more prominent near the optical amplifier.

III. MACHINE LEARNING FOR JOINT COMPENSATION OF NONLINEARITY AND PMD

In this section, we derive the DCRNN-PMD model with distributed compensation of PMD and present the proposed selective adaptation scheme to efficiently transfer knowledge from an offline trained model, including the incorporation of online learning to develop a real-time adaptation technique.

A. Deep Convolutional Recurrent Neural Network

For clarity, in the following we use DCRNN and DCRNN-PMD to differentiate the variants of the proposed model with lumped and distributed PMD compensation, respectively. Additionally, we use DCRNN(-PMD) when referring to common attributes of both models. Fig. 1(a) shows the structure of the DCRNN model for compensating the various impairments. In addition, the DCRNN-PMD model also includes the decomposed form of the modified linear filter depicted in Fig. 1(b).

1) Learned Chromatic Dispersion Compensation: In the DCRNN(-PMD) models, we follow the time domain implementation of CD compensation (CDC) using a finite impulse response (FIR) filter, since it is more efficient [8]. We implement the FIR filter using a one-dimensional (1D) complex-valued convolutional layer. Based on our understanding of the CD effect, as discussed in the previous section, we use the same weights within the convolutional layer for both polarizations. Also, to save computational complexity, we make the convolutional filters symmetrical, which is consistent with the physical model. Some previous works have considered initialization of the convolutional layer based on the associated analytical solution for either constant-linear or mod-logarithmic step size [9], [12]. Although such initialization results in faster convergence, we suspect that it may have a tendency of getting trapped at a local optima during the training process. Therefore, we initialize the filter weights randomly by sampling values from a uniform distribution \( \mathcal{U}(-\sqrt{2l+1}, \sqrt{2l+1}) \), where \( (2l + 1) \) is the width of the convolutional kernel. The output of the \( i \)th convolution step can be written as

$$\tilde{z}^x_i(k) = \sum_{n=-l}^{l} a_i(n) x_i(k + n),$$

$$\tilde{z}^y_i(k) = \sum_{n=-l}^{l} a_i(n) y_i(k + n),$$

where \( a_i(n) \) are trainable complex-valued weights at the \( i \)th step and \((x_i(n), y_i(n))\) are the output symbols of X and Y polarizations from the \((i-1)\)th step, respectively, starting with
the received symbols at the first step. In the DCRNN model, the output of the CD compensation layer \( \hat{z}_i^x(k) \) is directly input to the RNN based NLC layer as \( \hat{z}_i^x(k) \) (see Fig. 1(a)). At the end of the DCRNN, a two-dimensional (2D) complex-valued convolutional output layer is added to mimic a \( 2 \times 2 \) multiple-input multiple-output (MIMO)-FIR filter for lumped PMD compensation.

2) Distributed Compensation of PMD: In the DCRNN-PMD model, a second linear compensation is added at each step for distributed PMD compensation. Based on our discussion of the fiber channel model in the previous section, it can be decomposed into two parts, DGD and rotation of PSP. We follow the design of DGD filter proposed in [9], using short real-valued FIR filters, implemented as 1D convolutions. Based on the description of DGD in (7), we use the same weights for both polarizations but in “flipped” order. The application of the DGD filter at the \( i \)th step can be written as

\[
\hat{z}_i^x(k) = \sum_{n=-m}^{m} d_i(n) \hat{z}_i^x(k+n),
\]

\[
\hat{z}_i^y(k) = \sum_{n=-m}^{m} d_i(-n) \hat{z}_i^y(k+n),
\]

(13)

where \((2m+1)\) is the width of the DGD filter and \(d_i(n)\) are trainable real-valued weights. This is followed a \( 2 \times 2 \) complex-valued PSP rotation matrix applied as

\[
\begin{bmatrix}
\hat{z}_i^x(k) \\
\hat{z}_i^y(k)
\end{bmatrix} =
\begin{bmatrix}
\rho_i^{00} & \rho_i^{01} \\
\rho_i^{10} & \rho_i^{11}
\end{bmatrix}
\begin{bmatrix}
\hat{z}_i^x(k) \\
\hat{z}_i^y(k)
\end{bmatrix}.
\]

(14)

Fig. 1(b) shows the decomposition of the \( 2 \times 2 \) MIMO-FIR filter, which compensates for all linear impairments, into the component layers for CD, DGD and PSP rotation as described in (12), (13) and (14) respectively. We find that the best performance is obtained when we use free weights for the PSP matrices. However, initializing each PSP rotation matrix as identity matrix \( I_2 \) has been shown to slightly improve the convergence speed of the model [9]. Other linear impairments such as signal attenuation are assumed to be handled implicitly within the learned CD and PMD compensation layers.

While the use of free weights in the linear compensation layers provides the best performance, it should be highlighted that different random initializations may yield different performance levels from the trained NN model. In this paper, we present and compare the best performance achieved by each model over multiple random initializations.

3) RNN Based Nonlinearity Compensation: As discussed in the previous section, the nonlinear phase depends on the energy of the signal from both polarizations. However, for large step size, it is insufficient to simply consider the energy of samples at the current time-step. Rather, the energy of all samples within the dispersion spread of that step must be considered to account for the interplay of dispersion and nonlinearity [22]. In the DCRNN-PMD models, we introduce a novel bidirectional recurrent neural network (BiRNN) layer which efficiently processes the energy of past (and future) samples as a sequence by preserving the information in its memory. The incorporation of the BiRNN layer presents a generalized parameterization of the low-pass filtered DBP [23]. To save computational complexity, we process the received signal in large blocks and only consider the output of the center RNN cells from each direction. This cost saving strategy is similar to the center-oriented long short term memory (Co-LSTM) model [24] except that we only use ordinary RNN cells to reduce cost further by a factor of 4. The nonlinear phase corrections \( \phi_i^x \) and \( \phi_i^y \), highlighted in Fig. 1(a), are estimated as

\[
\phi_i^x(k) = (f_i^x)^T h_{i,i}(k) + (b_i^x)^T h_{b,i}(k),
\]

\[
\phi_i^y(k) = (f_i^y)^T h_{i,i}(k) + (b_i^y)^T h_{b,i}(k),
\]
\phi_i^x(k) = (f_i^x)^T h_{t,i}(k) + (b_i^x)^T h_{b,i}(k),

(15)

where

\[ h_{t,i}(k) = \tanh(W_{t,i} h_{t,i}(k-1), |z_i^x(k)|^2, |z_i^y(k)|^2)^T, \]
\[ h_{b,i}(k) = \tanh(W_{b,i} h_{b,i}(k+1), |z_i^x(k)|^2, |z_i^y(k)|^2)^T, \]

(16)

and \( W_{t,i}, W_{b,i} \in \mathbb{R}^{n_{h_b} \times (n_{h_b}+2)}, \ell \in \{f, b\}, \) and \( f_i^p, b_i^p \in \mathbb{R}^{n_h}, p \in \{x, y\}, \) are trainable real-valued weights, and \( n_{h_b} \) is the number of hidden units in each RNN. Each step ends with the application of NLC as

\[ x_{i+1}(k) = z_i^x(k)e^{-j\phi_i^x(k)}, \]
\[ y_{i+1}(k) = z_i^y(k)e^{-j\phi_i^y(k)}. \]

(17)

Our results in Section V suggest that ordinary RNN cells are sufficient to capture the interplay of dispersion and nonlinearity for the length of the step.

As indicated in Fig. 1(a), the described compensation steps are repeated \( N \) times, i.e., \( i = 0, 1, \ldots, N-1. \)

B. Transfer Learning Based Continuous Adaptation

To perform joint compensation of nonlinearity and PMD, it is essential that the learned model is able to adapt to changes in PMD. The current state of PMD in a fiber link may be different from that of the training data on which the model is initially trained.

1) Retraining: It is prohibitively expensive to recollect the required training data and rebuild the model. Since there could be infinitely many PMD realizations, even in links drawn from the same spool of fiber [21], it is essential that we minimize the retraining effort for every installation. Therefore, we turn our attention towards transfer learning (TL) [25]. The important question in TL is “what to transfer?” In the DCRNN(-PMD) models introduced above, we can clearly interpret the function of each layer based on the model design. In theory, the parameters of the CD and NLC layers should not require adaptation if only the PMD effect is different. Therefore, we can reuse (transfer) the associated learned coefficients without any adaptation. In [9], the CD parameters from the pre-trained LDBP model are similarly transferred to initialize the LDBP-PMD model. In our proposed selective training scheme, we freeze the CD and NLC layers and only re-train the parameters associated with PMD compensation. Consequently, for lumped PMD compensation, only the output layer of the model needs to be re-trained. For distributed PMD compensation schemes, i.e., DCRNN-PMD, only the DGD filter and the PSP rotation matrices within each step need to be updated. In Section V, we show that this significant reduction in trainable parameters greatly reduces the re-training efforts for knowledge transfer.

2) Tracking: In contrast to [9], we consider continuous evolution in the state of PMD, where each successive state is related to the previous state as described in (10). In order to continuously adapt the model in real-time, we combine the transfer learning solution with online learning in the proposed adaptive scheme. We divide the training process into two parts: acquisition and tracking. For acquisition, we send pilot symbols through the channel to fine-tune the model parameters until the performance of the filter stabilizes. Considering the associated overhead, during normal operation, we can only send a very limited number of pilots in each transmitted block which may be insufficient for sustained model adaptation. Therefore, after acquisition, we move into a decision directed tracking stage where we only send information symbols. The learned filter performs equalization in small blocks. At the tracking stage, the hard decoded output symbols from the previous processed block are used to update the filter in operation. Note that the choice of block size is directly related to the delay in feedback to the model. For continuous adaptation, a small feedback delay (FD) is desired to avoid mismatch between the training and test distributions. Consequently, a trade-off emerges between the feedback delay and the computational complexity of the model for which, as discussed in Section III-A3, a larger block size is desirable. This trade-off has not been studied in the present work and would be a crucial line of inquiry for future investigations. Another key difference in the online training routine is the use of stochastic gradient descent (SGD) optimizer without momentum as opposed to the Adam optimizer employed predominantly in offline training. We find that the use of momentum negatively impacts the online training process. This is because the momentum term tries to push the gradient in the same direction as the previous iterations, which is no longer warranted since the underlying gradient surface is continuously evolving due to PMD drift. In the next section, we discuss the methods used to analyze the performance-complexity profile of the learned NLC schemes.

IV. PERFORMANCE-COMPLEXITY ANALYSIS OF NEURAL NETWORK BASED NLC SCHEMES

In order to compare the computational complexity of learned and deterministic NLC techniques, it is important to acknowledge that various learned models could have different levels of redundancy due to the presence of unimportant parameters within the neural networks. Therefore, for a fair comparison and practical application, it is essential that we reduce the complexity of each model down to its optimal level. For neural networks, model compression can be achieved by weight pruning, which has been shown to be effective for complexity reduction of NN-based NLC [26]. We perform pruning as a semi-structured iterative process. Each iteration comprises of two basic steps: pruning and retraining. In the pruning step, we remove 20% of the smallest weights within each layer of the model independently, since it is non-trivial to compare the weights of different layers. For retraining, we apply learning rate rewinding (LRR) based on the lottery ticket hypothesis (LTH) [27]. In LRR, we reset the learning rate schedule to an earlier iteration in the training process prior to fine-tuning the pruned network. This mimics the effect of rewinding the pruned model to an earlier training iteration which, as per LTH, allows the model to achieve a better optima.

In the literature, the performance complexity trade-off of various learned NLC models is predominantly examined by training...
differently sized variants of the model and measuring their performance [8], [12], [28]. However, in our study, we observed that model performance falls much more sharply if we train a smaller neural network from the beginning. By comparison, it is better to start with an overbuilt neural network and iteratively prune the weights to reduce its complexity. In [29], Chang et al. identify a double descent behavior, where the risk of the pruned model is consistently improved with overparameterization. Therefore, in this study, we examine the performance complexity trade-off of learned NLC models by measuring the performance of the fully parameterized base model at various iterations of the pruning process. The results obtained from this approach are discussed in Section V-C.

In the case of online learning for tracking continuous changes in PMD, it is also important to consider the complexity of the optimization step performed using backpropagation [30]. During online training, each sample is only used in a single update iteration, thus, the computational complexity of the backpropagation remains of the same order as that of the forward propagation. Therefore, reducing the number of parameters through pruning directly improves the associated training overhead. The number of computations required are further reduced since the updated weights for non-PMD related layers need not be calculated. During this study, we have assumed that the computation of updated weights during online training can be performed as a parallel process.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we present simulation results (i) to highlight the benefits of the proposed DCRNN(-PMD) models in terms of performance-complexity trade-off and (ii) to demonstrate the effectiveness of the proposed transfer and online learning for adjusting to PMD changes.

A. Simulation Setup

We test the proposed and benchmark NLC methods on two configurations of a 32 Gbd dual-polarized 64-QAM transmission system over a 12 × 80 km standard single-mode fiber (SSMF), with a single channel and with 5 WDM channels, consistent with previous works on NN based NLC [7], [10] to facilitate comparison. The detailed parameters are provided in Table I. We simulate the forward transmission using the SSMF, as described in Section II-A by dividing the fiber into 500 uniform steps per span (StPS) with an erbium-doped fiber amplifier (EDFA) at the end of each span. As discussed in Section II-A, different choices of DGD and PSP rotation matrices generate different realizations of PMD. We generate data from 8 different PMD realizations to train and test the learned models. At the receiver, the signal is coherently detected and sampled at 2 samples per symbol. A root raised cosine (RRC) matched filter is deployed when performing CDC and its position in the transmission chain is maintained while transitioning to various NLC schemes.

Fig. 2 depicts the processing at the receiver for various learned and deterministic NLC methods considered for comparison. Downsampling to symbol space is performed implicitly within the output layer of the learned NLC solution. For deterministic methods, it is performed by the lumped PMD compensation filter described in the following section. Next, we describe the implementation and (hyper)parameters of the various NLC schemes applied.

B. Setup of NLC Methods

1) Baseline Deterministic Methods: We compare the learned model against conventional DBP [6] with uniform step size at 1, 2 and 3 StPS using 2 samples per symbol. At each step, the CDC is performed using a frequency domain equalizer followed by the NLC step applied as

$$\hat{E}_x(t) = \hat{E}_x(t) \exp\left(-j\xi\Lambda((\hat{E}_x(t))^2 + |E_y(t)|^2)L_{eff}\right),$$

$$\hat{E}_y(t) = \hat{E}_y(t) \exp\left(-j\xi\Lambda((\hat{E}_x(t))^2 + |E_y(t)|^2)L_{eff}\right),$$

(18)

where \((\hat{E}_x(t), \hat{E}_y(t))\) are the output of the CDC step, \(\Lambda\) is the relative power scaling factor to account for signal attenuation.

| TABLE I
| FIBER PARAMETERS |
|------------------|
| Parameter         | Value          |
| No. of channels   | 1, 5           |
| Modulation        | 64 QAM         |
| Transmission length | 12×80 km      |
| Baud Rate         | 32 Gbd         |
| Channel spacing   | 37.5 GHz       |
| \(\alpha\)        | 0.21 dB/km     |
| \(\beta_2\)       | -21.49 ps²/km  |
| \(\gamma\)        | 1.14 W⁻¹/km    |
| Noise figure      | 4.5 dB         |
| PMD               | 0.1 ps/√km     |
| SSMF slices per span | 500         |
(amplification in case of backward propagation) over the step, and \( \xi \) is a scaling coefficient numerically optimized for each launch power. To compensate for PMD, a least mean squares (LMS) based adaptive \( 2 \times 2 \) MIMO-FIR filter is applied after the DBP operation with 19 taps, in accordance with the PMD parameter.

2) Baseline Learned Methods: Among the learned NLC models, we consider LDBP with both lumped and distributed compensation of PMD [8], [9]. In both cases, we consider a model with 1 StPS operating at 2 samples per symbol. All the complex-valued convolutional CD filters have the same length with 29 taps each, chosen based on the dispersion spread of the fiber. For lumped PMD compensation, we add an additional 2D complex-valued convolutional layer at the end, identical to the \( 2 \times 2 \) MIMO-FIR filter used for deterministic methods. The complete model, including the lumped PMD compensation layer is trained together. For distributed PMD compensation, we include DGD filters and rotation matrices at each step, as described in Section III-A2. All real valued DGD filters have the same length with 3 taps each and the same weights are used for both polarizations but in inverted order.

3) Proposed DCRNN Model: For the proposed DCRNN(-PMD) models, we again consider both lumped and distributed PMD compensation to highlight the associated performance gain. For a consistent comparison, we use the same kernel width for the complex valued convolutional CD filter and the real valued DGD filter as that used in the LDBP-PMD model. For the BiRNN based NLC layer, we use just two ordinary RNN units each in both the forward and backward RNN.

4) Training of Learned Models: All learned models are implemented using PyTorch [31] and initially trained offline using the Adam optimizer [32] of stochastic gradient descent with a cosine annealed learning rate schedule [30]. The learning rate for each iteration can be defined as

\[
\eta_n = \eta_{\text{min}} + \frac{1}{2}(\eta_{\text{max}} - \eta_{\text{min}}) \left(1 + \cos \left(\frac{n}{N_{\text{iter}}} \pi\right)\right),
\]

where \( \eta_n \) is the learning rate for the \( n \)th training iteration, \( N_{\text{iter}} \) is the total number of iterations, and \( \eta_{\text{min}} \) and \( \eta_{\text{max}} \) are the minimum and maximum learning rates respectively. We switch to the SGD optimizer without momentum as per the proposed online training scheme discussed in Section III-B with a constant learning rate to adapt the offline trained model under PMD drift. The complete list of training parameters are reported in Table II.

Implementation of the various NN models and training methods discussed in this paper are available online on Github.\(^2\)

C. Numerical Results

We measure the performance of each method based on the Q-factor [33] for the channel of interest (CoI) calculated from the BER as

\[
Q[\text{dB}] = 20 \log_{10} \left(\sqrt{2} \text{erfc}^{-1}(2\text{BER})\right).
\]

The BER is obtained by directly counting the errors. We evaluate the performance gains of each NLC scheme against that of linear compensation only using a lumped frequency domain CD equalizer followed by a lumped LMS based MIMO-FIR PMD filter.

1) Static Channel: We first look at the performance of each method in case of a static channel without considering time evolution of PMD. Figs. 3 and 4 show the Q-factor as a function of launch power for single channel and WDM transmission, respectively. For the single channel case, the proposed DCRNN model with only lumped PMD compensation delivers state of the art performance by outperforming all baseline learned and deterministic NLC schemes. It provides a 2.43 dB gain over linear compensation, 1.42 dB gain over DBP at 1-StPS, and 1.21 dB gain over LDBP at 1-StPS. It even outperforms LDBP-PMD with distributed compensation of PMD by 0.99 dB. The results show a strong impact of the interaction between nonlinearity and dispersion. Remarkably, using just 2 ordinary RNN cells in each BiRNN layer, the DCRNN model is able to capture and compensate for this interaction.\(^3\) Furthermore,

\(^2\)Available: https://github.com/Prasham-J/DCRNN-PMD-JLT23

\(^3\)We note that it may be prudent to re-examine the performance complexity trade-off of using different kinds of RNN cells for the case that the dispersion spread for the step widens due to, e.g., increasing baud rates or simply larger steps.
using distributed PMD compensation, the DCRNN-PMD model provides another 0.44 dB Q-factor gain. The performance of the LDBP model also improves by 0.26 dB after including distributed PMD compensation, depicted as LDBP-PMD. This demonstrates the benefit of joint distributed NLC and PMD compensation. Increasing the number of taps in the DGD filter does not result in any noticeable improvement in performance, which is expected considering the small amount of DGD per step.

The performance gains for all schemes in the WDM case are markedly slimmer than the single channel case due to the presence of cross phase modulation (XPM) [34]. Note that none of the models considered in this study explicitly mitigate the XPM effects. However, we still observe a similar trend in the relative performance of various NLC schemes. For the CoI, the DCRNN-PMD model again outperforms all other learned and deterministic methods achieving 0.71 dB Q-factor gain over linear compensation, 0.55 dB gain over DBP at 1-StPS, and 0.38 dB gain over LDBP at 1-StPS.

2) Impact of Iterative Weight Pruning: In Fig. 5, we show the performance-complexity comparison of NLC schemes. The rightmost point on each curve represents the performance at the hyperparameters provided earlier. Each subsequent point to the left is obtained using the iterative pruning and fine-tuning method discussed in Section IV. For conventional DBP, different points are generated by using different number of steps per span. We use the number of real multiplications per compensated symbol as a measure of computational complexity. Using the iterative weight pruning, the computational complexity of the considered learned NLC methods can be reduced by up to 50% without incurring significant performance loss. At 1-StPS, the proposed DCRNN-PMD model continues to provide 1.3 dB Q-factor gain over DBP even after being pruned to half the computational cost.

3) Instantaneous Changes in PMD: In the next set of results, we take the first step towards adapting to changes in PMD. Until this point, the learned models were trained and tested on data collected from the same realization of PMD, i.e., the channel under test was the same as the channel under training. While we continue to assume the channel to be stationary, we now consider that the current PMD realization of the channel may be different from when the data was collected for initial offline training. For this, we collect data from 8 different PMD realizations and train the model with only the data from the first realization using the offline training routine discussed in the Section V-B. Our goal is to transfer knowledge from this trained base model such that the model can be used for other PMD realizations. As per the proposed transfer learning based adaptive scheme discussed in Section III-B, we now restrict the re-training to only the PMD compensation parameters.

Fig. 6 shows the convergence of mean squared error (MSE) for initial training followed by re-training for the 7 remaining PMD realizations for the DCRNN-PMD model. It can be observed that while initial training is performed for \(10^3\) epochs, the MSE converges to within 1% of the minimum value in only 50 re-training epochs on average, representing a 95% reduction in required training time. More importantly, this result proves our conjecture for the proposed transfer learning solution that the model can be adapted by only re-training the parameters associated with PMD compensation.

4) Continuous Changes in PMD: Finally, we discard the stationary assumption for the channel and introduce continuous drift in PMD based on the hinge model from Section II-B. In our simulation, we add one hinge at the end of each span. We believe that this is a good choice since the environmental effects causing
PMD rotation are likely to be more prominent near the optical amplifier. To set a baseline, we apply linear equalization and DBP with a decision-directed LMS based MIMO-FIR filter. The lumped and distributed PMD compensation methods examined have only 152 and 132 trainable parameters respectively. We apply the proposed online training routine from Section III-B with $FD = 1$. We measure the tracking performance of each method at four different rates of PMD drift by choosing values of the polarization linewidth $\Delta p$ as 0 Hz, 500 Hz, 1000 Hz and 5000 Hz, respectively. The learning rate for adapting each NLC method at each value of $\Delta p$ is optimized empirically. In Fig. 7, we show the peak Q-factor achieved by each method at different values of $\Delta p$. The Q-factor is measured at each point in time, represented by the number of received symbols, is calculated using a sliding window. We use this scenario to highlight the remarkable rate at which the DCRNN-PMD model converges to the peak Q-factor using online learning.

We close our discussion by noting that in scenarios where the error rate (before error correction decoding) is higher, tracking using decision-directed feedback has the potential for error propagation from decision errors. Hence, tracking may experience a performance degradation. This could be mitigated through the use of periodic pilot signals and restricting the decision-directed feedback to only the most reliable decisions. The exact interplay of the use of decision feedback, decision errors, and tracking performance is a subject for future studies.

VI. Conclusion

In this paper, we have discussed the DCRNN-PMD model for NLC with distributed compensation of PMD. We have shown that the DCRNN-PMD model provides notable performance gains over previously proposed learned NLC methods as well as DBP. For example, using iterative pruning, the proposed model delivers 1.3 dB Q-factor gain over conventional DBP at only half the computational cost for the considered dual-polarized 64-QAM transmission at 32 Gbd over a $12 \times 80$ km SSMF. We have extended the DCRNN-PMD model to facilitate adaptation to PMD changes. The proposed transfer learning based selective training scheme successfully adapts the offline trained model to the current state of PMD in only a fraction of the initial training time. The training effort has further been reduced by extending the scheme with principles of online learning. Results for a PMD drift use case highlight that combined transfer and online learning enables near real-time tracking of PMD. We thus have
demonstrated that our proposed method can be used to integrate a learned NLC solution in practical optical fiber communication systems.
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