Exposure theory for learning complex networks with random walks
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Random walks are a common model for exploration and discovery of complex networks. While numerous algorithms have been proposed to map out an unknown network, a complementary question arises: in a known network, which nodes and edges are most likely to be discovered by a random walker in finite time? Here we introduce exposure theory, a statistical mechanics framework that predicts the learning of nodes and edges across several types of networks, including weighted and temporal, and show that edge learning follows a universal trajectory. While the learning of individual nodes and edges is noisy, exposure theory produces a highly accurate prediction of aggregate exploration statistics.

I. INTRODUCTION

Random walks are a common baseline model of dynamical processes on networks, representing phenomena from search to disease spreading to communication [1]. The problem of random walk statistics, such as the number of visited nodes and the return probability, was first formulated and solved on infinite, periodic, low-dimensional lattices [2, 3], but the early numerical studies on finite, complex, irregular networks revealed quite different exploration behaviors [4–6]. Along with node- and edge-level exploration statistics, many formal results have been obtained for aggregate metrics, such as cover and return times [7–10]. Random walk statistics can be used to infer the underlying network structure, from node centrality [11] to community structure [12, 13]. While simple random walks independently revisit known nodes and edges, a variety of modified random walk algorithms have been developed to speed up network exploration or deliberately revisit the known parts [4, 6, 11, 14–16].

Beyond their relevance for dynamical network processes in the environment, random walks are also relevant for cognitive processes taking place in the human mind. Recent experiments show that humans (and machines) can learn network structures from observing random walks taken upon them [17–20]. Unlike machines, humans commit mental errors in learning networks, which serves to foreground large scale network structure over fine grained details [21]. The dual needs to minimize the impact of such errors while maximizing the communication efficiency might serve as selection pressures on communication network architectures [22].

Our goal is to understand how the learning of complex networks by random walks is driven by the interplay of the finite length of random walks and the structure of the learned networks. In order to quantify this interplay, in this paper we propose and validate exposure theory, a framework similar to the conventional Boltzmann statistical mechanics in that it predicts a local probability of visiting an individual edge and provides a rule for combining such probabilities to predict aggregate statistics. We validate both local and aggregate predictions against direct stochastic random walk simulations and find exposure theory to be highly accurate at a fraction of computational cost. Exposure theory systematizes and generalizes a variety of previous results on random walks, and can be further expanded to account for human information processing.

II. MATHEMATICAL FORMALISM

We consider random walks on an undirected, weighted, time-dependent network described by the adjacency matrix $A(t)$. The learning of the network is described by the integer-valued memory matrix $M$: every time the walk traverses (visits) the edge $(i,j)$, we add 1 to the element $M_{ij}$. How are the different elements of $M$ populated over a finite time? On one side, we simulate several random walk realizations and compute the statistics. On the other side, we introduce the exposure ensemble that predicts the memory distribution directly, but approximately.

We first compute the steady-state probability of visiting a particular edge $p_{ij}$. In random walks on a weighted network the conditional probability $P(j|i, t)$ of the step $i \rightarrow j$ is given by the row-normalized adjacency matrix. We combine it with the steady-state probability of ending up on a particular node $\pi_i(t)$ so that the row norm
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FIG. 1. Exposure theory consists of a deterministic accumulation of exposure and a stochastic draw of memory count. (a) As the network grows, at every time point \( t \) we compute the matrix of edge visit probabilities \( p(t) \) and sum them up to obtain the integral exposure matrix \( E \) (b). (c) Each entry of the exposure matrix is the parameter of an independent Poisson distribution from which we draw the integer entries of the memory count matrix \( M \).

cancels out:

\[
P(j|i,t) = \frac{A_{ij}(t)}{\sum_j A_{ij}(t)}; \quad \pi_i(t) = \frac{\sum_j A_{ij}(t)}{\sum_{ij} A_{ij}(t)}; \quad p_{ij}(t) = \pi_i(t) P(j|i,t) = \frac{A_{ij}(t)}{\sum_{ij} A_{ij}(t)},
\]

What is the probability of visiting the edge \((i,j)\) multiple times and thus getting multiple memory counts \( M_{ij} \)? Technically, subsequent visitations of the same edge are not conditionally independent. The conditional dependence is especially strong in lattices \([2]\), in Watts-Strogatz networks derived from 1D lattices \([23]\), and other networks embedded in a low-dimensional space \([10]\) (see Supplementary Materials (SM) for explicit test). However, many other complex networks do not have a low-dimensional latent space and thus have very short mixing or relaxation times \([10]\). For such networks, we can build exposure theory resting on three key assumptions: subsequent edge visitations are conditionally independent, their probability distribution follows the instantaneous steady-state \( p_{ij}(t) \), and \( p_{ij} \ll 1 \). In this case the accumulation of memories of each edge follows an independent, possibly non-stationary Poisson process (see Fig. 1 and SM):

\[
M_{ij}(t) \sim \text{Pois}(E_{ij}(t)); \quad E_{ij}(t) \equiv \sum_{t'}^t p_{ij}(t'),
\]

where we defined the quantity \( E_{ij} \) as the integral exposure of the edge \((i,j)\). The name is inspired by the operation of a camera: the shutter is opened for a specific time \( t \), during which the film or sensor inside integrates the incoming flux of light. The entries \( E_{ij} \) form a matrix that depends on the length of the random walk.

How does the exposure matrix relate to properties of a network, such as its weight distribution and time-dependence? We first consider a time-independent network, in which the visitation probability is also time-independent. In this case, the sum in Eq. (3) consists of \( t \) identical terms and is trivially computed to yield:

\[
E_{ij}(t) = t \cdot \mathcal{E}_{ij}; \quad \mathcal{E}_{ij} \equiv p_{ij} = \frac{A_{ij}}{\sum_{ij} A_{ij}},
\]

where \( \mathcal{E}_{ij} \) is the specific exposure (per random walk step). Thus for time-independent networks the exposure of each edge grows linearly in time in proportion to the relative edge weight. For unweighted networks, the exposure of all edges is the same \( E_{ij} = t/m \), where \( m \) is the number of edges.

In contrast, if the underlying network is time-dependent, then we assume that it evolves under some deterministic protocol \( A_{ij}(\tau) \) at the same time as the random walk unfolds. We synchronize the random walk time \( t \) with the evolution time \( \tau \) by setting their ratio to \( t/\tau \equiv D \), and refer to this quantity as the dilation. A low value of the dilation parameter indicates that network evolution is fast compared to the random walk, whereas a high value indicates that the random walk can explore the network before it changes significantly. In this case the exposure can be computed as follows:

\[
E_{ij}(t) = D \cdot \mathcal{E}_{ij}(t/D); \quad \mathcal{E}_{ij}(\tau) \equiv \int_0^\tau p_{ij}(\tau')d\tau',
\]

where \( \mathcal{E}_{ij}(\tau) \) is the time-dependent version of specific exposure. Varying the value of dilation \( D \) thus rescales the absolute value of integral exposure, but stretches out its evolution.

The specific exposure matrix \( \mathcal{E} \) is another way to represent a network with a matrix, alongside others such as adjacency, Laplacian and modularity matrices \([24]\). While other matrices do not change their meaning significantly when all elements are uniformly rescaled by a scalar, such rescaling is crucial in converting from specific to integral exposure. The integral exposure matrix describes the canonical ensemble of random walk memories over the network since the total number of memory counts fluctuates around the average of \( t \) (see SM). In a conventional Boltzmann canonical ensemble the probability of a state \( p(s) \propto e^{-\beta H(s)} \) is driven by the product of the inverse temperature \( \beta \) and the Hamiltonian \( H(s) \); in the exposure ensemble the memory distribution (Eq. (3)) is driven by the product of the prefactor \( t \) or \( D \) and the edge specific exposure \( \mathcal{E}_{ij} \). While the specific probability formula differs, a range of computational techniques carry over, especially for coarse-graining (see SM).

Similarly to the Boltzmann ensemble, we are interested in the limiting cases of large and small exposure. The large exposure limit is easily reached by making the prefactor \( t \) or \( D \) large. In this case the Poisson distribution is well-approximated by its mean, and thus the number of
counts of each edge is nearly equal to its exposure. The small exposure limit is more subtle. The probability of having more than zero memories of a particular edge is given by the expression:

$$P(M_{ij} > 0) = 1 - e^{-E_{ij}(t)}, \quad (6)$$

which implies that the probability of learning any edge locally follows a universal exponential curve in terms of its exposure.

For small learning times, the learning of individual edges remains highly noisy. However, since the learning of each edge is independent, we expect to get much more accurate results by aggregating across multiple edges. In particular, exposure theory can predict the fraction of edges that have been learned:

$$V(t) = 1 - \frac{1}{m} \sum_{ij \in A_{ij}} e^{-E_{ij}(t)} \leq 1 - e^{-t/m}, \quad (7)$$

where the sum runs over the edges that exist in the adjacency matrix. The bound comes from applying Jensen’s inequality to the sum (see the SM). The right hand side expression corresponds to the fraction of edges learned in an unweighted network of $m$ directed edges. Therefore, Jensen’s inequality imposes a fundamental limit on the speed of learning, regardless of the distribution of network weights and the time-dependent protocol for network change. The predictions of both the detailed shape of $V(t)$ and the Jensen bound can also be tested by direct comparison to stochastic random walk simulations.

III. VALIDATION

Exposure theory has yielded two predictions: a local learning curve (Eq. 6) and an aggregate exploration curve (Eq. 7). While these predictions assume conditional independence of visitations, we validate them with stochastic simulations that faithfully capture the conditional dependence on two static and one dynamic network. The first network (Copperfield) tracks the co-occurrence of nouns and adjectives in the text of David Copperfield, a novel by Charles Dickens, and is unweighted and undirected [25]. The second network (US airports) tracks the passenger flow between the top-500 busiest airports in the United States [26]. The passenger flow varies by a factor of $10^5$ across the edges, but is symmetric within each pair, resulting in a weighted undirected network.

On each static network, we simulate 100 replicas of stochastic random walk realizations that begin at a randomly chosen node. In order to test the local prediction, for each edge we compute the fraction of replicas in which it was visited by time $t$. We convert time $t$ into integral exposure by rescaling it: for the Copperfield network, the rescaling is uniform for each edge $t \to t/m$, whereas for the US airports network the rescaling is edge-specific $t \to t \cdot E_{ij}$. After rescaling, we average the probability across the edges in each network. In both cases (Fig. 2a,b) the prediction of Eq. 6 lines up with the stochastic results extremely well, which points to the universal nature of edge learning and several practical corollaries. First, learning edges in the pair $(i, j) - (j, i)$ is equally likely but independent. Second, in unweighted networks such as Copperfield, learning all edges is equally likely. Third, the characteristic time to learn any edge is $1/E_{ij}$, which varies over many orders of magnitude (Fig. 2c).

After the local predictions, we test the aggregate prediction of the visited edge fraction $V(t)$. The learning of the unweighted Copperfield network exactly saturates the Jensen bound, while the weighted US airports network significantly underperforms (Fig. 2d). In both cases the variance of $V$ is extremely small, which points to the accuracy of exposure theory predictions of aggregate metrics. Similar functional forms of the aggregate learning curve have been previously observed or assumed without a derivation [4, 6, 15].

Having confirmed the universal learning curve on static networks, we extend exposure theory predictions to a temporal network that we adapted from Ref. [27]. The authors represented several popular linear algebra textbooks as temporal networks, where nodes are key con-
FIG. 3. Exposure theory predicts the architecture of learned networks. (a) The Treil network edges vary widely in both edge weight and filtration order, and together form a robust core-periphery structure. (b–c) Cumulative distribution functions (CDFs) for edge weight by the end of the book (A(t = T), b) and filtration order (F, c) for the textbook network (blue), stochastic simulations (red), and exposure prediction (green). (d) Fraction of edges learned in different structural positions: within-core (CC), core-periphery (CP), and within-periphery (PP). (e) The Treil network with edges valued by exposure. (f–h) Scatter plots of all edges in the network, with the color corresponding to the probability of the edge being learned across 10 replicas at D = 1.0. The green horizontal dashed lines show the condition E = DE = 1, which is a good separator of learned and non-learned edges. Panels (f,g) include the Spearman correlation coefficient ρ between specific exposure E and edge weight A(t = T) and filtration F, respectively, log_{10}(ρ) < −12.

Concepts and edges are co-occurrence of concepts in a sentence. The time-dependent adjacency matrix is defined as A_{ij}(τ) = A_{ij} · [F_{ij} < τ], where A_{ij} is the number of co-occurrences of the pair (i, j), F_{ij} is the filtration order (time of first co-occurrence), [·] is an indicator function, and time τ ∈ [0, τ_{max}] is measured in sentences of the book. Out of the 10 textbooks, here we analyze the network of the textbook by Treil (Fig. 3a).

We compare the taught and the learned networks by three architectural metrics: edge weight A, filtration order F, and core-periphery structure. The cumulative distribution functions (CDFs) for the learned edges are biased towards higher A and lower F with respect to the textbook, but the bias decreases with dilation D (Fig. 3b,c, see SM for details). Edges within the core (CC) are most likely to be learned, followed by core-periphery (CP) and within-periphery (PP) edges (Fig. 3d). In all cases exposure theory provides an excellent match to the stochastic CDFs.

Finer architectural details of learned networks are revealed through the lens of edge-level specific exposure (Fig. 3e). The specific exposure of individual edges E_{ij} depends locally on the sum of all edge weights \( \sum_{ij} A_{ij}(t) \) and temporally on the filtration order F_{ij} (Spearman correlation in Fig. 3f-g). While edge weight A_{ij} for the Treil network spans two orders of magnitude, the range of specific exposure stretches out to nearly six orders of magnitude. As dilation D increases, more edges cross the exposure threshold E_{ij} = DE_{ij} ≃ 1 and are learned (Fig. 3f-h). Specific exposure predicts not only the binary learning outcome, but also detailed statistics of the memory count M_{ij} at any dilation (see SM).

IV. DISCUSSION

The proposed exposure theory builds upon several previous results, but simultaneously generalizes them under a single statistical mechanics framework. Exposure theory improves upon previous results in three aspects. First, we center our analysis on the network edges and obtain results for nodes as a simple corollary via a coarse-graining process (see SM). Second, we focus on the probability distributions and time dependence of quantities of interest as opposed to just the means. Third, we consider
not just one but all visitations of an edge or a node and thus do not need to introduce artificial absorbing states [1]. Exposure theory relies on seemingly stringent assumptions of network properties, but these assumptions hold for most real-world complex networks of non-spatial origin, as discussed in Refs. [10, 28] and as shown in the context of exposure predictions in the SM.

The two key predictions of exposure theory, the local visit probability (Eq. 6) and the aggregate visit fraction (Eq. 7), look deceptively similar mathematically but have been analyzed separately before. The time to visit an edge or node is also commonly known as the first passage time, and the visitation probability in Eq. 6 serves as its cumulative distribution function. Usually interest in the mean first passage time stimulates the development of computational methods [29], but Ref. [28] argued that the first passage time distribution has a universal exponential tail with variable decay rate consistent with our Eq. 6. The decay rates of the first passage time distribution can be used to compute the cover time, or average time to learn the whole network [10]. The aggregate visit fraction in Eq. 7 tracks not only the time to visit all edges or nodes, but also the detailed dynamics of approaching that limit, thus providing a theoretical backing to the exploration curves reported in Refs. [4, 6]. In addition to deriving the exploration curve, we provide a fundamental Jensen bound on the speed of exploration possible with random walks.

Random walks are a paradigmatic example of a dynamical process used to map out a priori unknown networks. However, the properties of such a dynamical process can produce a significantly distorted view of network architecture. For example, when the physical topology of the Internet is studied with the common traceroute algorithm, the measured network can have a spurious power-law node degree distribution even if the underlying network has narrowly distributed or even identical node degrees [30, 31]. Acknowledging this distortion led to the development of unbiased sampling techniques [32]. Exposure theory accounts for the distortions produced by the under-sampling bias of finite random walks (Fig. 3). While at the binary level (existence of nodes or edges) the sampling bias decreases and disappears with longer walk time, it remains to be seen if more subtle distortions of edge weight or node strength persist for longer times.

Apart from learning the detailed network topology, finite-time spreading processes such as random walks have been used to infer a variety of other structural metrics. The spreading time can serve as a natural multiscale lens to study network structure from community partitions [33, 34] to node centrality [35]. Finite-time spreading is also key to the quantum-like entanglement of network flows [36, 37]. Random walks inspire centrality measures for multiplex networks [38]. Hyperbolic network models allow tuning the network spectral dimension [39], which in turn drives the behavior of dynamical processes such as synchronization and diffusion [40, 41]. Lastly, random walks are key to the diffusion part of reaction-diffusion systems [26, 42], which in turn are crucial to temporal prediction of epidemic spreading and related processes [43, 44].

V. CONCLUSIONS

In this paper we studied random walk exploration of a broad class of complex networks that span from unweighted, undirected to weighted and temporal. For these networks, our proposed exposure theory produces detailed and accurate predictions from edge-level probability to aggregate learning curves, with no free parameters beyond those required to specify the random walk conditions. Exposure computations are orders of magnitude faster than stochastic simulations (see SM for benchmarks). While the speed of exploration by simple random walks is limited by the Jensen bound, it can be surpassed by biased random walks [45], intelligent exploration algorithms [6], or multiple interacting walkers [15]. Exploration dynamics might also deviate from the universal curve for directed networks that support more complex steady states [4], or temporal networks that connect and disconnect components dynamically [46–48]. Even for simple random walks, the learned networks can be significantly distorted by the faults of human memory [21]; we are looking forward to extensions of exposure theory to explore such distortions in detail.
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Recent work in several fields of science has identified a bias in citation practices such that papers from women and other minority scholars are under-cited relative to the number of such papers in the field [51–60]. Here we sought to proactively consider choosing references that reflect the diversity of the field in thought, form of contribution, gender, race, ethnicity, and other factors. First, we obtained the predicted gender of the first and last author of each reference by using databases that store the probability of a first name being carried by a woman [55, 61]. By this measure (and excluding self-citations to
the first and last authors of our current paper and references in this paragraph), our references contain 6.25% woman(first)/woman(last), 8.33% man/woman, 14.58% woman/man, and 70.83% man/man. This method is limited in that a) names, pronouns, and social media profiles used to construct the databases may not, in every case, be indicative of gender identity and b) it cannot account for intersex, non-binary, or transgender people. Second, we obtained predicted racial/ethnic category of the first and last author of each reference by databases that store the probability of a first and last name being carried by an author of color [62, 63]. By this measure (and excluding self-citations and references in this paragraph), our references contain 10.9% author of color (first)/author of color(last), 20.54% white author/author of color, 16.8% author of color/white author, and 51.76% white author/white author. This method is limited in that a) names and Florida Voter Data to make the predictions may not be indicative of racial/ethnic identity, and b) it cannot account for Indigenous and mixed-race authors, or those who may face differential biases due to the ambiguous racialization or ethnicization of their names. We look forward to future work that could help us to better understand how to support equitable practices in science.
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**S1. DERIVATION OF EXPOSURE THEORY**

Here we provide a first-principles derivation of exposure theory from the three assumptions stated in the main text:

1. Subsequent edge visitations are conditionally independent from each other.
2. Probability distribution of visitation follows the instantaneous steady-state $p_{ij}(t)$.
3. Probability of visiting a particular edge in one step is small $p_{ij}(t) \ll 1$.

These assumptions are quite frequently satisfied for complex networks studied in this paper. Assumptions 1 and 2 rely on fast mixing (short correlation time) of random walks, which we explicitly compute for the studied networks in Section S6. Assumption 1 additionally implies that the network is connected—otherwise the probability of visiting an edge in one connected component via a random walk from another component would be zero.

Assumption 3 holds generally for any large network— for unweighted networks $p_{ij} = 1/m \ll 1$ when there are many edges, while for weighted networks it holds so long as the weight of one or a few edges doesn’t constitute a large fraction of the total weight of all edges.

As accumulation of memories is stochastic, a random walk of length $t$ may result in a distribution of possible memory matrices $P(M,t)$. However, if the assumptions 1 and 2 hold, accumulation of memories of each edge is independent and follows a distribution $P_{ij}(k,t)$, where we used $k \in \{0,1,2,\ldots\}$ as an index of the distribution to simplify notation. Since the only event that can happen to an edge is addition of a count, the evolution of the distribution follows a relatively simple master equation:

$$P_{ij}(k+1,t) - P_{ij}(k,t) = \begin{cases} p_{ij}(t) (P_{ij}(k-1,t) - P_{ij}(k,t)), & k > 0 \\ -p_{ij}(t) P_{ij}(k,t), & k = 0 \end{cases}; \quad (S1)$$

$$P_{ij}(k,0) = \delta_{k,0}, \quad (S2)$$

where the first equation expresses the dynamics of the distribution and the second one expresses the initial condition (the edge starts with no memories).

In general, the expression S1 is an infinite system of coupled equations. However, we can attempt to solve them with the following ansatz:

$$P_{ij}(k,t) = \frac{(E_{ij}(t))^{k} e^{-E_{ij}(t)}}{k!}, \quad (S3)$$

which is the Poisson distribution with a single, yet-to-be-determined time-dependent parameter $E_{ij}(t)$. Substituting $E_{ij} = 0$ recovers the initial condition of Eq. S2. It remains for us to show that the Poisson distribution holds at all times and to find the growth law for $E_{ij}$.

We first simplify the right hand side of Eq. S1 as follows:

$$p_{ij}(t) (P_{ij}(k-1,t) - P_{ij}(k,t)) = p_{ij}(t) P_{ij}(k,t) \left( \frac{k}{E_{ij}(t)} - 1 \right), \quad (S4)$$

where we used the functional form of the Poisson distribution. We now observe that the whole expression is proportional to $p_{ij} \ll 1$ by assumption 3. Thus the probability distribution cannot change too rapidly in a single step. We therefore approximate the finite difference on the left hand side with a derivative:

$$P_{ij}(k,t+1) - P_{ij}(k,t) \approx \Delta E_{ij} \frac{\partial P_{ij}(k,t)}{\partial E_{ij}}$$

$$= \Delta E_{ij} P_{ij}(k,t) \left( \frac{k}{E_{ij}(t)} - 1 \right), \quad (S5)$$

where we recovered an identical $k$- and $t$-dependent expression in the brackets that can be cancelled out.

From the transformed left and right hand sides of the master equation, we can now recover the simple dynamics of the Poisson distribution parameter:

$$\Delta E_{ij} = p_{ij}(t); \quad (S6)$$

$$E_{ij}(t) = \sum_{t'=1}^{t} p_{ij}(t'), \quad (S7)$$

where we can now call the quantity $E_{ij}(t)$ integral exposure of the edge $(i,j)$. We showed that so long as the three assumptions hold, the distribution of memories of the edge follows the Poisson shape (Eq. S3); the process of memory accumulation is a Poisson process. For the non-existent edges of the network $p_{ij}(t) = 0$ for all $t$, and thus they never accumulate any memories.

For a dynamic network, the edge visitation probability is a function of the evolution time $\tau$, which is related to the random walk time via dilation $t = D\tau$. For long
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times and smooth evolution we can approximate the sum Eq. S7 with an integral that makes the change of variables much more straightforward:

\[
E_{ij}(t) = \int_{0}^{t} p_{ij}(\tau')d\tau' = D \int_{0}^{t/D} p_{ij}(\tau')d\tau' = DE_{ij}(t/D),
\]

(S8)

which recovers the formula from the main text. For time-dependent networks, \(p_{ij}(\tau) = 0\) for some edges for some part of the network evolution. Thus new edges cannot be accumulated but exposure does not decrease. Exposure thus accounts for both edge weight and time dependence.

**S2. POISSON PROCESS CALCULUS AND COARSE-GRANING**

The above theory was developed assuming that the elementary events of interest are visitations of edges. However, for other applications we might be interested in the memory of a group of edges \((i,j) \in g\). Since the visitations are independent, we can just compute the distribution of memory counts for the whole group. Poisson processes are additive, regardless of the parameter; that is:

\[
\sum_{ij \in g} \text{Pois}(E_{ij}(t)) = \text{Pois} \left( \sum_{ij \in g} E_{ij}(t) \right),
\]

(S9)

where the equality states that the left and right sides of the equation have identical distributions. Drawing pseudorandom numbers from distributions on a computer is typically a computationally expensive operation (see Section S8 below), while addition is cheap. Drawing a realization from the left hand side of Eq. S9 requires doing the expensive operation once for each edge, while drawing a realization from the right hand side requires the expensive operation only once at all. The existence of the Eq. S9 thus promises a significant quantitative and computational benefit.

The benefits of the coarse-graining Eq. S9 are not only quantitative, but qualitative and conceptual as well. Since the group \(g\) can be defined arbitrarily, we can use the expression to compute the exposure \(E_g\) of different groups and attach group-specific meaning to it. The choice of group is equivalent to the choice of an order parameter in conventional Boltzmann statistical mechanics [1]. We show two particular examples of the group \(g\) below, but emphasize that other options are possible.

One particular choice of the group is all edges \((i,j)\) that connect to a particular node \(j\). Since traversing any of those edges is identical to visiting the node \(j\), we can use the coarse-graining formula S9 to find the distribution of memories of visiting a node, which provides a view of the learned network complementary to the edges. We can thus use the edge exposure \(E_{ij}(t)\) to compute the node exposure:

\[
K_j(t) \equiv \sum_i E_{ij}(t) = \sum_{t'=0}^{t} \pi_j(t');
\]

(S10)

\[
M_j \sim \text{Pois}(K_j(t)),
\]

(S11)

where \(\pi_j\) is the instantaneous steady-state visitation probability of a node.

Because the node exposures are sums of non-negative edge exposures, they are typically larger than edge exposures. From the exposures, we can compute the probability of visiting a node with Eq. S14, which would grow with time much faster than the probability of visiting edges. For a network that is either unweighted or has a narrow edge weight distribution, edge exposures are \(E_{ij} = \mathcal{O}(1/m)\). For a network with a narrow degree distribution, node exposures are \(K_j = \mathcal{O}(1/n)\). A random walk in such networks would visit all the nodes in \(\mathcal{O}(n \ln n)\) time and all the edges in \(\mathcal{O}(m \ln m)\) time, consistent with prior results [2, 3]. For heterogeneously structured networks, which are our focus here, the exploration is non-uniform and full exploration of the entire network can take much longer than it does in homogeneously structured networks.

Another choice of the group is to just include all edges \((i,j)\) and thus find the total exposure and the number of memories of the random walker. By analogy with Boltzmann statistical mechanics we can call such a sum the partition function:

\[
Z(t) = \sum_{ij} E_{ij}(t) = \sum_{t'=0}^{t} \sum_{ij} p_{ij}(t') = t;
\]

(S12)

\[
M \sim \text{Pois}(t).
\]

(S13)

Thus regardless of the dynamics of network evolution the total number of memories fluctuates around the walk length \(t\), as would be expected for a canonical ensemble.

Along with the distributions of memories of a group of edges, we can compute averages or observables over the distribution. A common quantity of interest is a binary variable of edge visitation, i.e. whether there are any memories of that edge. We compute the probability of visitation from the Poisson distribution (Eq. S3):

\[
P(M_{ij} > 0, t) = 1 - P(M_{ij} = 0, t) = 1 - e^{-E_{ij}(t)},
\]

(S14)

which we use to compute the expected visited edge fraction and the cumulative distribution functions in the two following sections, respectively.

**S3. VISITED EDGE FRACTION AND THE JENSEN BOUND PROOF**

Exposure theory predicts the probability of visiting any particular edge in Eq. S14. By averaging this probability over all edges, we compute the expected fraction
of all edges visited by time \( t \):

\[
V(t) = 1 - \frac{1}{m} \sum_{ij \in A_{ij}} e^{-E_{ij}(t)}, \quad (S15)
\]

where the sum runs over the edges of nonzero weight. Here \( \phi(x) = e^{-x} \) is a convex function, and thus we can apply Jensen’s inequality:

\[
1 - \frac{1}{m} \sum_{ij \in A_{ij}} e^{-E_{ij}(t)} \leq 1 - e^{-\frac{1}{m} \sum_{ij \in A_{ij}} E_{ij}(t)}. \quad (S16)
\]

In order to simplify the expression, on the right hand side we exchange the summation order over \( (i,j) \) and \( t \). Since at every time step the network as a whole gets exactly 1 unit of exposure, over \( t \) time steps it gets \( \mathbb{Z}(t) = t \) units of exposure, turning the bound into:

\[
V(t) \leq 1 - e^{-t/m}. \quad (S17)
\]

Recall that for an unweighted network, every edge has the same exposure \( E_{ij} = t/m \). For such a network, a direct computation of the sum Eq. S15 results in the right hand side of Eq. S17. In other words, random walks on unweighted networks exactly and uniquely saturate the Jensen bound of exploration.

**S4. CDF COMPUTATION**

Here we show how to compute the shape of the cumulative distribution functions (CDF) shown in Fig. 3b,c of the main text. Since the computation proceeds identically for both edge weight \( A_{ij} \) and filtration \( F_{ij} \), we just denote the edge variable with \( X_{ij} \). We define the non-decreasing ordering of edges \( (i,j) \rightarrow q \) such that \( X_{q1} \leq X_{q2}, \forall (q_1 < q_2) \). Whenever multiple edges have the same value of \( X \), their relative order is arbitrary. Every edge has a probability \( P_k \) of being visited in a particular process. The CDF can be drawn as a parametric curve in index \( q \in [0, m] \) with the coordinates along the axes equal to:

\[
\left( X_q, \sum_{1}^{q} P_q' / \sum_{1}^{m} P_q' \right). \quad (S18)
\]

In order to draw this curve, we need to find the probability \( P_k \) for each of three cases: the original textbook network, the stochastic simulation, and the exposure theory prediction. They are computed as follows:

\[
P_q = \begin{cases} 
  1, & \text{textbook} \\
  \left[ M_q^r > 0 \right], & \text{stochastic} \\
  (1 - e^{-E_{ij}(t)}), & \text{exposure}
\end{cases} \quad (S19)
\]

where we used the same ordering \( (i,j) \rightarrow q \) determined from the values of \( X_{ij} \). For the original network, every edge is present, so on the vertical axis the points of the curve Eq. S18 are equally spaced. For the stochastic simulation, we use the elements of the memory matrix \( M_q^r \) from the run replica \( r \). For the exposure prediction, the probability of each edge visit is given by Eqn. S14. At very long runtimes, every edge would be visited at least once, so both the stochastic and the exposure expressions would approach 1.

**S5. EXPOSURE PREDICTS MEMORY COUNTS**

Another way to directly test the predictions of exposure theory is to compare the statistics of the accrued memories of each edge. The number of memories \( M_{ij} \) is always a non-negative integer. From stochastic simulations, we compute the mean and standard deviation of memories of every edge \( \langle M_{ij} \rangle, \sigma_{M_{ij}} \). From exposure theory, the number of memories has a Poisson distribution, which has the mean and variance (first and second cumulants) equal to the parameter:

\[
\langle M_{ij} \rangle_c = \langle M_{ij}^2 \rangle_c = \sigma_{M_{ij}}^2 = E_{ij}(t) \quad (S20)
\]

The exposure of edges varies over many orders of magnitude: some edges surely get many memory counts, while others barely get any. The threshold for edge discovery, as discussed in the main text, is \( E_{ij}(t) \approx 1 \). If the “typical” memory counts fit in the range of Poisson mean \pm standard deviation, for \( E_{ij} < 1 \) this range starts including the value of 0: fluctuations in counts become larger than the mean.

We compare the memory count range between the stochastic simulations and exposure theory (Fig. S1). For the unweighted Copperfield network (panel a), all edges have identical exposure and thus we expect all edges to have identical memory counts. We compute the memory counts at times \( t = \{ m, 3m, 5m \} \), corresponding to 1, 3, and 5 visits per edge on average. The resulting memory count distribution across \( R = 100 \) replicas is indeed flat across the edge number, with a wide and uniform standard deviation range.

For the weighted US airports network, the exposure of each edge is proportional to time \( E_{ij} = tE_{ij} \), but also varies over almost 5 orders of magnitude (Fig. S1b). Across the whole range of exposure, the stochastic memory count range follows the shape predicted by the Poisson distribution. The standard deviation range dips down to zero right at the discovery threshold \( E_{\text{disc}} = 1/t \), but for longer times \( t \) this discovery threshold moves to the left, so that edges with lower relative weight are discovered. For the US airport network we also have a second threshold associated with the finite number of \( R = 100 \) stochastic replicas. Edges with exposure of \( E = 1/R = 10^{-2} \) are expected to be seen only once in 100 replica runs; that is, they are rare events. Standard stochastic sampling that we use here has limited capacity to estimate the frequency of such rare events, but the
exposure theory prediction is valid for arbitrary values of $E$. As the simulation runtime changes from $t = 1 \cdot m$ to $t = 5 \cdot m$, the replica threshold $E_{\text{repl}} = 1/Rt$ moves to the left as well.

For the weighted and temporal Treil network, the edge exposure accumulated by the end of the textbook is proportional to the dilation $E_{ij} = D\epsilon_{ij}$ (Fig. S1c). Due to longer runtimes of simulation, we only simulated $R = 10$ replicas here. Similarly to the US airports network, the stochastic memory count range follows the shape predicted by the Poisson distribution, with more noise due to fewer replicas. Since the difference in subsequent dilation $D$ values is a factor of 10, the discovery threshold $E_{\text{disc}} = 1/D$ shifts much more significantly between the panels than it did for the US airport network.

In conclusion, the Poisson process of memory accrual is accurate for describing not only the binary edge visitation probability, but also the distribution of the number of visits. The relative fluctuations in the number of memory counts $M$ fall off as $1/\sqrt{M}$ for high exposure, as expected for the Poisson distribution.

**FIG. S1.** Memories accrued for every edge of the networks at different time $t$ or dilation $D$. Networks include (a) David Copperfield, (b) US airports, and (c) Treil linear algebra textbook. For (a), edges are ordered arbitrarily, whereas for (b-c) edges are ordered by specific exposure $\mathcal{E}$. For (b-c), the black dashed contours indicate the discovery threshold $M = 1$ and the replica threshold $M = 1/R$. The red solid line and shading are stochastic mean ± std, respectively; the thick and thin green dashed lines are the exposure mean and the ± std range, respectively.

**FIG. S2.** Correlation times for the three networks across the normalized random walk time. Networks include David Copperfield (blue), US airports (orange), and Treil linear algebra textbook (green) networks.

**S6. RANDOM WALK CORRELATION TIME**

As a random walker explores the network, its probability of ending up on a particular node $i$ in exactly $t$ steps can be expressed as [4]:

$$p_i(t) = \sum_{k=0}^{n-1} a_k v_i^k \lambda_k^t,$$

(S22)

where $\lambda_k$ are the eigenvalues of the transition matrix $P(j|i)$, $v_i^k$ is the $i$th component of the $k$th left eigenvector, and $a_k$ are coefficients that depend on the initial conditions. For connected graphs, over long times the probability distribution approaches the asymptotic distribution given by the top left eigenvector $v_i^0 = \pi_i$. How long does that decay take?

By the Perron-Frobenius theorem, the transition matrix has a largest eigenvalue of $\lambda_0 = 1$, and all other eigenvalues are smaller or equal by absolute value $|\lambda_k| \leq 1$. The presence of multiple eigenvalues of $\lambda_k = 1$ indicates the existence of multiple network components. All eigenvalues smaller than 1 by absolute value set up the relaxation mode—whether just a few or many. Typically the second largest eigenvalue $\lambda_1$ is taken to compute the mixing, i.e. correlation time. If the correlation time is close to the one step of random walk $t_{\text{corr}} \approx 1$, the subsequent nodes visited
are effectively independently sampled from the instantaneous steady state distribution $\pi_i$, and thus assumptions 2 and 3 of exposure theory hold. However, since the three networks we study have a different nature, we re-examine the correlation time for each of them separately (Fig. S2).

The Copperfield network is connected and unweighted. It has exactly one eigenvalue of 1, with the next eigenvalue by absolute value equal to $\lambda_1 \approx 0.7235$. Note that the eigenvalue is negative, which corresponds to the underlying disassortative (nearly bipartite) structure of the graph. The network originates from the adjacency of nouns and adjectives in the text of an English novel, where each part of speech is more often paired with the opposite part; that is, there are more noun-adjective adjacencies than noun-noun and adjective-adjective adjacencies [5]. The negative eigenvalue implies that correlations decay in an oscillatory manner, but we can compute the mixing time nonetheless to be $t_{\text{corr}} \approx 3.09$. Since the correlation time is close to 1 and much smaller than the typical random walk times we consider $t_{\text{corr}} \ll t \sim m = 850$, the assumptions of exposure theory hold for the Copperfield network.

The US airports network is also connected, but has a wide range of weights. After the first eigenvalue of 1, it has the second eigenvalue of $\lambda_2 \approx 0.9976$, corresponding to $t_{\text{corr}} \approx 419$ steps, a very large number. However, the corresponding second left eigenvector is entirely localized to 5 nodes with the lowest weighted degree (also known as the nodal strength). It takes over 400 steps for the random walk to discover those nodes, but they are not informative of how the rest of the network is explored. In order to estimate the speed of exploration of the rest of the network, we turn to the third eigenvalue of $\lambda_3 \approx 0.8857$, corresponding to the timescale $t_{\text{corr}} \approx 8.24$. The third eigenvector is delocalized across the network, corresponding to broader mixing. This correlation time is larger than for the Copperfield network, but still much smaller than the typical random walk times $t_{\text{corr}} \ll t \sim m = 5960$, so the assumptions of exposure theory also hold for the US airport network.

The Treil network, unlike the previous two, is temporal. As the network evolves, it changes structure and the corresponding correlation times. We thus compute the instantaneous spectrum of the transition matrix generated by normalizing the temporal adjacency matrix $A(\tau)$. We rescale the evolution time to fit within $[0,1]$ to illustrate the dynamics. While the whole Treil network is connected, during the evolution it consists of a large connected component of most nodes and small disconnected components of a few nodes that only exist for several steps. In the transition matrix spectrum, the small components manifest through additional eigenvalues of 1 or $-1$. Such disconnected components are quickly connected back to the main part of the network. Therefore in order to estimate the correlation time we use the instantaneous eigenvalue $\lambda_{\text{max}}$ which is the largest by magnitude but smaller than 1. The resulting curve in Fig. S2 mostly hovers around 3 or 4 steps, with occasional large spikes when weak connections to new nodes are introduced. The lifetime of such spikes is typically shorter than their magnitude: before the random walker finds a new node via a weak connection, the connection becomes stronger. Outside of the short-lived spikes, the correlation time stays much smaller than the typical random walk time $t_{\text{corr}} \ll D\tau_{\text{max}}$, where $\tau_{\text{max}} = 6681$ sentences for the Treil textbook. The assumptions of exposure theory hold for the Treil network as well.

The number of memories of a particular edge can be computed as a sum of increments at each time step:

$$M_{ij}(t) = \sum_{t'=1}^{t} \Delta M_{ij}(t'), \quad (S23)$$

where $\Delta M_{ij}(t')$ is a random number which is equal to 1 with low probability (when the edge $(i,j)$ is visited) and 0 otherwise. The sequence of increments is auto-correlated on the timescale $t_{\text{corr}}$. We found the correlation time on all three networks to be small $t_{\text{corr}} < 10^3$, while the random walk simulations run for $10^3$-$10^4$ steps. The full sum in Eq. S23 thus consists of many uncorrelated blocks. Moreover, in these simulations we mainly focus on the estimator of the mean of accumulated memories, which is unbiased even for auto-correlated increments [6]. In conclusion, correlation time analysis shows that exposure theory assumptions are satisfied for the three studied networks at the studied random walk lengths.

S7. BREAKING EXPOSURE THEORY

In order to clarify the domain of applicability for the exposure theory, we compare its predictions to random walks on networks that explicitly break the exposure theory assumption of small correlation time, similar to Ref. [3]. We test two groups of networks with roughly constant number of nodes. In the first group, we construct a series of five regular cubic lattices with increasing dimension and closed boundary conditions: a $n = 256^1$ node 1D lattice, a $n = 16^2 = 256$ node 2D lattice, a $n = 6^3 = 216$ node 3D lattice, a $n = 4^4 = 256$ node 4D lattice, and a $n = 3^5 = 243$ node 5D lattice. In the second group we construct a series of five Watts-Strogatz small-world networks of $n = 256$ nodes with $k = 4$ nearest neighbor connections and increasing probability of rewiring $p \in \{0.0, 0.1, 0.2, 0.3, 0.4\}$; at each probability we consider one stochastic rewiring realization in which the network remains connected [7]. On each network, we compute 100 replicas of stochastic random walk simulations, always starting from the same node. Across both groups all networks are unweighted and undirected. Thus exposure theory has identical local and aggregate predictions in Eqs. S14, S15. But do simulations follow the prediction?

While according to exposure theory all edges should have an identical learning curve, in stochastic simulations the curves differ significantly. For 1D and 2D lat-
FIG. S3. **Exposure theory is progressively more accurate with increasing spatial dimension.** (a–e) Probability of discovery of each network edge in lattices of increasing dimension. Line color varies from dark for closest edges to light for farthest edges. (f–j) Fraction of visited edges over time for the corresponding networks. Red shaded region corresponds to stochastic mean ± std.

FIG. S4. **Exposure theory is progressively more accurate with increasing network randomness.** (a–e) Probability of discovery of each network edge in five Watts-Strogatz networks with increasing rewiring probability $p$. Line color varies from dark for closest edges to light for farthest edges. (f–j) Fraction of visited edges over time for the corresponding networks. Red shaded region corresponds to stochastic mean ± std.
vertices (Fig. S3a-b), the closest edges have notably higher discovery probability than exposure theory predicts, and the farthest edges have lower probability. For the 1D network, several edges have never been discovered over 100 replicas running for time $t = 5 \cdot m$. In contrast, for 3D, 4D, and 5D lattices, the stochastic curves closely follow the exposure prediction (Fig. S3c-e). We observe a similar pattern for the aggregate metric of visited edge fraction. For the 1D lattice (Fig. S3f) exposure theory drastically overestimates the rate of network exploration. As the lattice dimension gets higher, the standard deviation of the stochastic exploration curve decreases and the mean gets closer to the exposure prediction. As expected, exposure theory fails for low-dimensional lattices but works well for high-dimensional ones.

The pattern of prediction success is similar for the Watts-Strogatz networks. Before any rewiring occurs, local edge visitation curves strongly deviate from the exposure prediction and aggregate exploration is much slower than predicted (Fig. S4a,f). As the network is gradually rewired, the visitation curves get more consistent and the visited edge fraction more closely follows the prediction, with smaller variance (Fig. S4b-e,g-j). As expected, exposure theory fails for un-rewired Watts-Strogatz networks (effectively one-dimensional), but works well once the networks are randomized.

We thus showed a scenario in which exposure theory gives incorrect predictions. This scenario can be broken in two very different ways: either by constructing regular high-dimensional lattices, or by abandoning dimensional structure in favor of irregular rewiring. Both ways lead to reduction of the correlation time $t_{\text{corr}}$ (Figs. S3,S4a-e). The drop in correlation time decreases the conditional dependence of edge visitations on the starting node, thus ensuring that a key assumption of exposure theory holds. Thus exploration of either high-dimensional lattices or random networks is qualitatively and quantitatively similar to exploration of the complex networks shown in the main text.

### S8. Computational Benchmark

In previous sections we established the accuracy of exposure theory predictions. However, how does exposure theory compare to stochastic simulations in terms of computational resources?

All three networks we consider in this paper are sparse; that is, the number of edges is significantly smaller than the number of possible node pairs $m \ll n^2$. Because of this, the adjacency matrix $A$, the filtration matrix $F$, the memory matrix $M$, and the exposure matrix $E$ are all sparse and can be stored in $O(m)$ memory space.

The time complexity of a stochastic random walk simulation is linear in the random walk time $O(t)$. However, as we established above, the relevant timescale for random walks is about the number of edges $m$. Let’s set $t = h \cdot m$, where $h$ is a small number ($1 \leq h \leq 5$). The most computationally complex part of the random walk simulation is generating pseudorandom numbers to decide on the next edge to traverse, one per step. In order to save on this expense, we run the random walk simulation once for every replica and save the whole trajectory (the sequence of visited nodes). We then perform a variety of data analyses on the random walk reconstructed from the saved trajectory. While both the pseudorandom and the reconstructed trajectories give the same deterministic result (the memory matrix $M$), the latter is drastically faster.

The exposure theory requires computing the exposure value for each edge. For static networks, computing the specific exposure $E_{ij}$ requires dividing the weight of each edge by the sum of all weights and thus takes $O(m)$ time. For time-dependent networks, computing the specific exposure $E_{ij}(\tau)$ requires evaluating the integral in Eq. S8. For slowly-varying networks, it can be computed with a simple rectangle rule and thus has time complexity $O(m \cdot n_{\text{st}})$, where $n_{\text{st}}$ is the number of computational steps in time integration which we set to $n_{\text{st}} = 10^3$. Once the specific exposure $E_{ij}$ is known, it can be converted into integral exposure $E_{ij}$ through multiplying it by a scalar random walk time $t$ or dilation $D$. Finding the visitation probability via Eq. S14 or the fraction of node visits via Eq. S15 reduces to standard numerical algebra, which is optimized in modern computing packages.

We have thus established that stochastic simulation, reconstruction, and exposure computation all scale as
\(O(m)\). We then run a benchmark of a Python implementation of the algorithms on a laptop computer (Intel Core i7-1065G7 @ 1.30GHz, 16Gb RAM) to get the absolute values of time, presented in Fig. S5.

Both stochastic simulation and reconstruction scale linearly with either random walk time \(h = t/m\) or dilation \(D\), but reconstruction is faster than stochastic simulation by a factor of \(10^1–10^2\). In contrast, the exposure computation runtime does not scale with either random walk time or dilation and instead takes constant time. For static networks, using exposure theory is faster than computing one replica of stochastic simulation by a factor of \(10^3–10^5\), depending on the desired random walk time and network size. For the dynamic Treil network, using \(n_{st} = 10^3\) integration steps slows down the algorithm by the corresponding factor. However, the specific exposure computation can be performed once and stored in a file for fast lookup.

The specific runtime of exposure theory computations depends on the fine details of implementation, programming language choice, numerical linear algebra, memory calls and data structures, and other low-level optimization. The green curve on Fig. S5 thus represents not the ultimate bound of possible performance, but merely the speed achieved by the authors of the present study. The largest gain in performance comes from not drawing pseudorandom realizations of random walk steps, but treating the probabilities as floating point numbers with fast algebra. Working directly with probability values also obviated the need to collect many stochastic random walk samples. Since getting the statistics to validate exposure predictions in this paper required between \(10^1–10^2\) independent samples, adopting exposure theory can yield a speedup by a factor of a million.

[1] N. Goldenfeld, Lectures on phase transitions and the renormalization group (Addison-Wesley, Reading MA, 1992).
[2] A. Asztalos and Z. Toroczkai, Network discovery by generalized random walks, EPL (Europhysics Letters) 92, 50008 (2010).
[3] B. F. Maier and D. Brockmann, Cover time for random walks on arbitrary complex networks, Physical Review E 96, 042307 (2017).
[4] N. Masuda, M. A. Porter, and R. Lambiotte, Random walks and diffusion on networks, Physics reports 716, 1 (2017).
[5] M. E. Newman, Finding community structure in networks using the eigenvectors of matrices, Physical review E 74, 036104 (2006).
[6] M. Newman and G. Barkema, Monte Carlo Methods in Statistical Physics (Clarendon press, 1999).
[7] D. J. Watts and S. H. Strogatz, Collective dynamics of ‘small-world’networks, nature 393, 440 (1998).