Electron correlations rule phonon-driven instability in single layer TiSe$_2$
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We investigate the controversial case of charge-density-wave (CDW) order in single layer 1T-TiSe$_2$ by employing the density functional perturbation theory with on-site Hubbard interactions. The results emphasize the crucial role of electron correlations via Hubbard corrections in order to capture the accurate electronic structure, low- and high-temperature limits of the CDW phonon mode, and temperature-charge phase diagram. We show, in close agreement with the experiments, that total phase diagram consists of both commensurate and incommensurate CDW regions, where the latter coincide with the superconductive phase and might be instrumental for its formation. In addition to the established roles of quantum lattice fluctuations and excitonic interactions, our analysis emphasizes the overlooked crucial role of the momentum dependent electron-phonon coupling and electron correlations for the CDW phase transition in single layer TiSe$_2$.

Despite almost five decades of extensive research[1, 2], microscopic origins of charge-density-wave (CDW) formation in bulk and two-dimensional (2D) 1T-TiSe$_2$ are still a matter of active debate[3–6], where either electron-phonon[7–13] or electron-electron[14–21] interactions are discussed as a main driving force.

In phonon-driven scenario[22, 23] relevant phonon mode is softened by electron-hole pair transitions between center and edge of the Brillouin zone (BZ)[7], which pushes the system in new ground state with distorted bonds. A key role of electron-phonon coupling (EPC) for CDW in TiSe$_2$ was corroborated by several experimental observations, namely, temperature dependent Kohn anomaly[24, 25], large periodic lattice distortions (PLD)[26], high electrical resistivity[14, 27], and superconductivity at higher pressures and by Cu intercalation[28–31]. Even though density functional theory (DFT) is able to reproduce a correct PLD and phonon frequencies of the low-temperature CDW structure, as well as strong EPC[9, 11, 32], it fails in explaining the correct transition temperature $T_{\text{CDW}}$, the temperature dependence of the CDW mode both for bulk and monolayer (1L) as well as the charge melting of their CDW phases[20, 33–37], and, therefore, does not provide a proper microscopic support for the phonon-induced instability.

In purely electron-driven, or excitonic insulator instability[38, 39] stabilization of the charge order comes from the soft electronic mode, i.e., exciton or plasmon, which was confirmed to exist in TiSe$_2$ by means of the electron loss spectroscopy[19] and later by the DFT calculations[21]. Prerequisites for this spontaneous exciton condensation are believed to be small indirect or negative energy gap and weakly screened electron-hole interaction. Recent angle-resolved photoemission (ARPES) study claimed that purely excitonic mechanism is unlikely in 1L TiSe$_2$[13], while the presence of ungapped Fermi surface for CDW phase in bulk might quench the exciton and downsize its role[40].

There are, in fact, growing evidences, extracted from theoretical models[41–44] and various time-resolved pump-probe experiments[3–5, 10, 45–49], that both subsystems cooperate to induce the CDW in TiSe$_2$. It is, therefore, paramount to construct coherent and quantitative microscopic theory that can single out a dominant driving force.

In order to reach the aforesaid goal, we investigate 1L TiSe$_2$ and provide reliable evidences showing that 2D charge order is governed by the unconventional phonon-driven instability, underlain by the momentum-dependent EPC, as, e.g., it is the case in NbSe$_2$[50–52], as well as significant electron correlations, which are crucial for obtaining the right transition temperatures $T_{\text{CDW}}$ and the temperature-charge phase diagram, consisting of commensurate and incommensurate CDW regions. Accordingly, invoking the presence of purely electronic soft modes in the context of CDW melting or formation is not crucial in single layer TiSe$_2$. The latter is in line with the recent time-resolved ultrafast electron diffraction study of bulk TiSe$_2$ indicating that excitonic correlations are in charge only for the out-of-plane CDW order[5].

To simulate phonon dynamics while properly accounting for electron correlations, we utilize density functional perturbation theory (DFPT)[53, 54] corrected with on-site Coulomb (Hubbard) interaction $U$[55–57] (see Supplemental Material (SM)[58] for more computational details), which was proven to be affordable and accurate tool for quantitative studies of EPC in correlated materials[59].

Figure 1(a) shows the electronic band structure of 1L TiSe$_2$ along high symmetry points obtained by using semi-local exchange-correlation PBE functional corrected with Hubbard on-site interaction (PBE+U), compared with pure PBE result. Here we use Hubbard on-site energy of $U = 2.98$ eV for Ti atom, obtained self-consistently by using a first-principles linear response ap-
by electron-like (hole-like) carriers, which is known from the transport experiments [27, 66]. All these re-confirms the already established role of U corrections for obtaining the right electronic structure of both 1L and bulk TiSe₂ [21, 44, 67, 68].

Fermi surface of the PBE+U band structure [Fig. 1(b)] already indicates that perfect nesting, a precondition for purely electronic, i.e., Peierls instability, is not probable in TiSe₂ [8, 14]. Nevertheless, three nonequivalent interband transitions from the center to the edge of the BZ are possible and instrumental for the appearance of the Kohn anomaly and formation of the PLD.

Phonon band structures of IL TiSe₂ with and without proper description of electron correlations are depicted in Fig. 1(c). Inclusion of Hubbard correction blueshifts most of the phonon spectra, which could be explained as the overall reduced screening, i.e., transition from metal to small-gap semiconductor when the correct U is added. Particularly relevant is the hardening of the $A_{1u}$ acoustic phonon frequency at $q = \overline{M}$, unstable mode which is believed to be instrumental for the CDW formation, accompanied with characteristic PLD and opening of the charge-order gap, in the phonon-induced scenario [2, 11, 13]. Microscopic origins of this electron-correlation-induced phonon renormalization are analyzed below. Consequently, the CDW transition (electron) temperature is reduced from $T_{\text{CDW}} = 1105$ K, as obtained with DFPT calculations and PBE functionals, to $T_{\text{CDW}} = 168$ K [see Fig. 1(d)], greatly improving the agreement with the experiments [61–63, 68–70]. Softening and hardening of the CDW phonon as a function of electron temperature for normal (high-T) and CDW (low-T) phases also reproduces nicely the trends as observed in the inelastic x-ray [24, 25] and Raman [60] studies. Note that the amplitude mode softening for the low-$T$ $2 \times 2$ reaches zero for $T_{\text{CDW}} \approx 220$ K. This comes from additional relaxation of the Se atoms with PBE+U and for each of the temperatures, while the previously mentioned result ($T_{\text{CDW}} = 168$ K) is obtained for fixed Se atoms and relaxed with PBE for $T \leq T_{\text{CDW}}$ (e.g., distances between the Ti and Se planes are 1.545 Å and 1.563 Å for PBE and PBE+U). This emphasizes the sensitivity of the CDW properties with respect to length of the Ti-Se bonds, as previously discussed [34, 71].

According to the previous DFT-based studies [11, 32] both PBE and hybrid functionals significantly overestimate the value of $T_{\text{CDW}}$ in IL and bulk TiSe₂, while the inclusion of the long-range exchange via HSE hybrid functional enhances the EPC of the bulk CDW soft mode. Having in mind our findings, this leads to the following hierarchy of the calculated phonon frequencies $\omega_{\text{PBE+U}} < \omega_{\text{PBE}} < \omega_{\text{HSE}}$ and the corresponding transition temperatures $T_{\text{CDW}}^{\text{PBE+U}} < T_{\text{CDW}}^{\text{PBE}} < T_{\text{CDW}}^{\text{HSE}}$ [11, 32]. If one assumes that nesting is not significantly modified in these three approaches (as it was shown at least to be the case for PBE and HSE [11]), one might draw the

---
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**FIG. 1.** (a) Electronic band structures of the TiSe₂ monolayer along $K - \Gamma - M - K$ symmetry path obtained by DFT calculations with (PBE+U, blue) and without (PBE, orange) Hubbard correction. Hubbard parameter is $U = 2.98$ eV and electronic temperature $T = 350$ K. (b) Fermi surface obtained with PBE+U. Red arrows mark the three nonequivalent electron-hole pair transitions. (c) Phonon band structures along $K - \Gamma - M - K$ path obtained with PBE and PBE+U at $T = 100$ K. Negative frequencies represent imaginary values. (d) Corresponding frequencies of the soft CDW mode at the $\overline{M}$ point as a function of electron temperature. For the low-$T$ $2 \times 2$ phase the results of the two CDW amplitude modes are shown with aqua diamonds. Red and blue circles are obtained with $k = 96 \times 96 \times 1$ momentum grid, while brown stars with $k = 120 \times 120 \times 1$. Experimental results for the high-$T$ and low-$T$ phases are from Refs. [24] and [60], respectively.
We also like to point out that structural stability and lattice dynamics of bulk TiSe$_2$ as obtained with DFT+U was carried out in Refs. [67] and [32], where it was concluded that the CDW instability is suppressed for certain values of U that reproduce the correct electronic structure. However, it was further discussed that these contradictory results might be underconverged and that certain improvements are necessary [67] (see also Sec. S2 in SI). In addition, quantum lattice fluctuations were shown to be important to understand the CDW transitions in various transition metal dichalcogenides [11, 72, 73]. For instance, in the case of TiSe$_2$ monolayer, it reduces the harmonic PBE transition temperature from 1195 K to 440 K [11]. Here we suggest that anharmonic corrections (which are always present in the case of CDW transitions) depend on the chosen functional, and, therefore, have different impact in the case of PBE and PBE+U (see Fig. S4 in SM) [58]. Also, as we show below, the right electronic structure as obtained with PBE+U is essential for reproducing certain CDW features (e.g., melting of the CDW with electron doping and incommensurate CDW) that cannot be explained in terms of phonon entropy.

Three $\mathbf{q} = \hat{\mathbf{M}}$ soft phonon modes with nonidentical (but symmetry related) displacement patterns (induced by previously mentioned three $\Gamma \rightarrow M$ interband transitions) are responsible for the well-established PLD and $2 \times 2$ CDW supercell [14, 37], shown in Fig. S5 of SM [58]. For the low-$T$ structure, the Ti-$d$ bands are folded from the edge to the center of the BZ, where two out of three unoccupied conduction states hybridize with the Se-$p$ states forming a CDW gap, while the lowest one remains unperturbed. Experimentally determined gap between the second conduction Ti-$d$ and occupied Se-$p$ bands at $\Gamma$ in the CDW phase was reported to be in the $0.35 - 0.4$ eV range [74, 75]. Here we obtain the values of $\sim 0.15$ eV with PBE+U and $\sim 0.62$ eV with PBE. Infrared spectroscopy study showed that the low-energy edge of the CDW gap extends towards $0.15$ eV [74], while the smallest gap between occupied and second unoccupied bands slightly away from $\Gamma$ are $\sim 0.1$ eV and $\sim 0.4$ eV for PBE+U and PBE, respectively. This shows how PBE+U provides a good electronic structure even for the low-$T$ $2 \times 2$ distorted structure. Regarding the calculated PLD in the low-$T$ regime, the displacements of the Ti and Se atoms obtained with PBE are in very good agreement with x-ray diffraction experiments [26], while PBE+U provides almost five times smaller values for Ti atoms (see Fig. S6 [58]). Within the present approach, this might indicate that besides the dominant EPC mechanism, there are other interactions supporting the CDW formation, like exciton-phonon coupling that was shown to increase PLD [43].

Note also the following consistent pattern: in comparison with PBE calculations Kohn anomaly obtained with PBE+U is smaller, transition temperature $T_{\text{CDW}}$ is lower, PLD and the concomitant CDW gap are reduced (see also Fig. S3 [58]). The goal of the following analysis is to decipher in more details microscopic origins underlying the Kohn anomaly of the CDW mode and the above-mentioned pattern.

Electron-lattice contribution to the dynamical matrix consists of static phonon self-energy $\pi_\nu(\mathbf{q})$, while the phonon frequency renormalization of mode $\nu$ can be written as $\omega^2_{\nu q} = (\omega^2_{\nu 0})^2 + 2\omega^2_{\nu 0} \pi_\nu(\mathbf{q})$, where $\omega_{\nu q}$ and $\omega_{\nu 0}$ are bare and renormalized phonon frequencies due to EPC [53, 76]. If one assumes a weak coupling theory (i.e., no high-order EPC terms as it is the case in DFPT) [77] and the effective EPC function for which the electronic degrees of freedom are averaged out, i.e.,

![FIG. 2. (a) Charge correlation function $\chi^0(\mathbf{q})$ as obtained with PBE+U along the $\Gamma - \hat{\mathbf{M}}$ path and as a function of temperature. (b) Comparison between $\chi^0(\mathbf{q})$ calculated with PBE and PBE+U and for different carrier dopings. (c) Partially-screened phonon self-energy $\pi^p_\nu(\mathbf{q})$ of the CDW mode ($\nu = A_{1u}$) along $\Gamma - \hat{\mathbf{M}}$ (left y-axis) compared with $\chi^0(\mathbf{q})$ (left y-axis). (d) $\pi^p_\nu(\mathbf{q})$ for $\nu = A_{1u}$ and $\mathbf{q} = \hat{\mathbf{M}}$ as obtained with PBE and PBE+U, as well as with different dopings. (e) Effective deformation potential $|D_{\nu}(\mathbf{q})|^2$ for the CDW mode along $\Gamma - \hat{\mathbf{M}}$ path obtained with PBE and PBE+U, extracted from cDFPT. For comparison we show the PBE results obtained with the standard DFPT methods [53, 54] for extracting the EPC matrix elements (orange squares). (f) Extracted effective $|g_{\nu}(\mathbf{q})|^2$ for $\nu = A_{1u}$ and $\mathbf{q} = \hat{\mathbf{M}}$ as obtained with PBE and PBE+U, as well as with different dopings. Results obtained in panels (b)-(f) are for $T = 100$ K.](image-url)
\[ g^{\nu}_{\nu}(k, q) \approx g_{\nu}(q), \]  
the phonon self-energy can be written as 
\[ \tau_{\nu}(q) \approx |g_{\nu}(q)|^2 \chi^0(q), \]  
where \( \chi^0(q) \) is the bare charge correlation function [11, 52]. In that way we can juxtapose the roles of Fermi surface nesting via \( \chi^0(q) \) and EPC via \( |g_{\nu}(q)|^2 \).

Figure 2(a) shows the calculated \( \chi^0(q) \) for PBE+U along \( \Gamma - M \), where only intraband and interband electronic transitions between two Se-p and one Ti-d states in the original 1×1 cell are considered. Temperature dependence arises only from the Fermi-Dirac factors, i.e., from the electrons. There are two pronounced peaks in \( \chi^0(q) \), i.e., at \( q = \Gamma \) and \( q = M \), that additionally show moderate temperature dependence. \( \chi^0(q) \) at \( T = 100 K \) with and without U are compared in Fig. 2(b). Even though low-energy band structure is considerably modified by the inclusion of U, the structure of the peak at \( q = M \) is almost unchanged. Hence, the electron-correlation-induced hardening of the CDW mode at \( q = M \) [Fig. 1(c)] is probably driven by modifications of EPC, rather than the nesting properties (as in Peierls scenario). In addition, we show how small electron and hole dopings affect \( \chi^0(q) \). That is, populating the Ti-d valley at M with excess charge carriers does not lead to significant modifications of \( \chi^0(q) \), while the depopulation of both electron and hole pockets at \( \Gamma \) and M alters considerably the phase space for electronic transitions (see also Fig. S1 in SM [58]).

Further, we provide a comparison between \( \chi^0(q) \) and the phonon self-energy \( \tau^p_{\nu}(q) \) in order to extract the effective EPC function \( |g_{\nu}(q)|^2 \) and deformation potential \( |D_{\nu}(q)|^2 = 2\omega_{\nu}|g_{\nu}(q)|^2 \) for the \( \nu = A_{1u} \) mode. The partially-screened phonon self-energy \( \tau^p_{\nu}(q) \) accounting only for relevant electron transitions between low-energy Ti and Se bands is obtained by means of constrained DFPT (cDFPT) [78–80] (see also Sec. S1 in SI). The results are reported in Figs. 2(c)-(f). \( \tau^p_{A_{1u}} (q) \) shows considerable momentum dependence along \( \Gamma - M \), as well as sensitivity to inclusion of U and excess charge carriers. More remarkably, we show that the effective EPC function is momentum dependent and, thus is a prime driving force of the \( q = M \) Kohn anomaly and the accompanying lattice instability. Moreover, it is evident from Fig. 2(f) that the inclusion of the proper electron correlations via U reduces the EPC strength and deformation potential (see also Fig. S3 in SM [58]). One can therefore conclude that the momentum-dependent EPC plays a more dominant role than the Fermi surface nesting for the CDW formation in TiSe2, similarly to the case of NbSe2 [50–52]. This is in line with early theoretical considerations [7], however, contrary to more recent models, where \( q \)-independent EPC is considered [65], as well as to what was recently concluded in time-resolved ultrafast electron diffraction study [3]. Note that temperature dependence of the Kohn anomaly is, nevertheless, ruled by the entropy of the electron subsystem entering via \( \chi^0(q) \).

The results also demonstrate that modifications of nesting properties and EPC strength of the CDW mode both collaborate in the carrier-induced melting process of the CDW. Theoretical modeling of the temperature-charge phase diagram in TiSe2 is important for comprehending the following experimental observations: the competition of the superconductive and CDW orders in bulk TiSe2 as a function of doping [28, 29], the corresponding melting of the CDW order in 1L and bulk [13, 70], and generally higher values of \( T_{CDW} \) in supported 1L TiSe2, where unavoidable Se vacancies might be present leading to the intrinsic electron doping [13, 62, 63].

Figure 3(a) depicts the self-consistently obtained U values as a function of hole and electron doping concentrations. In addition, values of U for Ti atoms are provided when 1L TiSe2 is adsorbed on 3L MoS2 and 3L graphite (see Fig. S8 in SM for more details on the structures [58]), as it is often the case in the experiments [13, 62, 70]. From these results it is evident that modifications of charge concentrations and dielectric environment does not provide sufficient alterations of Hubbard parameter U that could in turn explain discrepancies of \( T_{CDW} \) for 1L deposited on graphene/graphite and MoS2 [70, 81]. In fact, as demonstrated in Fig. 3(b), much higher modifications of U are necessary in order to increase \( T_{CDW} \) by about \( \sim 10 K \). Screening of the EPC function \( g_{\nu}(q = M) \) due to the presence of the substrate \( \varepsilon_S \) might also be ruled out, since the corresponding screened Coulomb interaction is 
\[ W_S = |1 + (1 - \varepsilon_S)/(1 + \varepsilon_S)e^{-d/q}|V \]  
(where \( d \) is distance between 1L and substrate, while \( V \) is the bare Coulomb interaction) [84] so that the screening due to substrate is 1, i.e., \( W_S = V \). On the other hand, different concentrations of the Se vacancies might explain the discrepancies between \( T_{CDW} \) reported in various experiments [11], as well as different lengths of the Ti-Se bonds, which provide considerable modifications to the \( T_{CDW} \) (see Fig. 1(d), corresponding discussion, as well as Ref. [34]).

As depicted in Fig. 3(c), the doping considerably affects the CDW amplitude mode (i.e., for \( T < T_{CDW} \)) that softens towards \( x = x_c \approx 0.035 \) e−/uc in the same manner as the temperature-induced softening towards \( T_{CDW} \). Note that our results for the critical doping \( x_c \) agrees very well with the experimental estimation of the quantum critical point [14, 83]. The analysis on momentum-dependent electron-phonon coupling reported above reveals that the doping-dependent softening of the amplitude mode comes from the reduction of the electron-phonon coupling strength [see Fig. 2(f)], as it was speculated in Ref. [85].

Temperature-charge phase diagram as obtained with PBE+U is reported in Fig. 3(d), along with the experimental values for bulk and 1L [28, 61, 70, 81, 82]. Experiments have thus far only provided the values of \( T_{CDW} \) for electron doping [13, 28], while here we calculate the full
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FIG. 3. (a) Self-consistently obtained Hubbard parameter $U$ as a function of electron concentration and when 1L TiSe$_2$ is adsorbed on 3L MoS$_2$ and 3L graphite. (b) Transition temperature $T_{CDW}$ for arbitrarily chosen Hubbard parameters $U$. (c) Softening of the CDW amplitude mode obtained with PBE+$U$ as a function of electron doping $x$ and temperature. The results are fitted to $a \tanh(b/p - 1)$, where $a = 101.2 \text{ cm}^{-1}$, $b = 1.42$, $p = x/x_c$ or $p = T/T_{CDW}$, $x_c = 0.035 \text{ e}^{-/u.c.}$, and $T_{CDW} = 210 \text{ K}$. (d) Temperature-charge phase diagram of 1L TiSe$_2$ as obtained with PBE+$U$ for commensurate and incommensurate CDW phases (blue and orange circles, respectively). Experimental values of $T_{CDW}$ for 1L TiSe$_2$ on graphite/graphene are depicted with pink star [70], purple square [81], and green star [61], while for 1L on MoS$_2$ with grey [70] and blue stars [81]. Experimental phase diagrams for bulk are from Refs. [28] and [82]. Brown cross marks the quantum critical point as estimated in Refs. [14] and [83].

phase diagram, which includes also the CDW melting via hole carriers. Interestingly, maximum value of $T_{CDW}$ is obtained for $x = 0.009 \text{ e}^{-/u.c.}$, which is closer to the experimental values of 1L on graphite [70], indicating that supported 1L samples are doped. In Ref. [63] the estimated doping for TiSe$_2$ on graphene is $x = 0.02 \text{ e}^{-/u.c.}$, for instance. A dome-like structure analogous to the superconductivity phase diagram [28] is obtained for the $q = M$ instability, corresponding to the commensurate 2 × 2 CDW (CCDW) phase (blue circles). Starting at around $x = 0.02 \text{ e}^{-/u.c.}$, we also observe a phonon instabilities away from the $M$ point (see Fig.S9 [58]) with a higher critical temperatures (orange points), which forms the incommensurate CDW (ICDW) phase [82, 83, 86–89]. For these doping concentrations, the occupation of the electron Ti-$d$ pocket at the M point increases, which renders the perfect $q = M$ electron-hole transitions less, while transitions with $q < M$ more probable. Interestingly, for hole dopings we do not obtain the ICDW phase. By combining these results we get a very good agreement with the experiments [28, 82], showing that the total experimental phase diagram consists of the CCDW and ICDW regimes. Further, at the point where the CCDW is completely melted ($x_c \approx 0.03 - 0.04 \text{ e}^{-/u.c.}$; see brown cross for the experimental estimation of the quantum critical point [14, 83]), the superconducting phase emerges [28], coexisting with the ICDW [87]. This theoretically confirms already speculated relationship between the incommensurate ordered phases and superconductivity, as observed in various transition metal dichalcogenides. Note that standard PBE calculations without Hubbard corrections, on the other hand, grossly overestimates the point of the CDW melt and the overall phase diagram [20, 37]. As mentioned, the anharmonic corrections improve the CDW melting picture compared to the harmonic PBE results, however, when it comes to the electron-doping properties described above (T-doping phase diagram, doping-induced softening of the CDW amplitude mode, and the ICDW phase) the electronic degrees of freedom along with the electron-phonon coupling seemed to be more relevant compared to the phonon entropy (e.g., in Ref. [11] no signs of these properties are observed in electron-doped TiSe$_2$ where $x = 0.05 \text{ e}^{-/u.c.}$ was used).

Simple qualitative condition for the stability of the CDW ground state can be written as $4|g(q)|^2/\omega_q - 2U_q + V_q \geq 1/\chi(q)$, where $U_q$ is the Coulomb interaction and $V_q$ is the screened exchange interaction [2, 90]. Here we have demonstrated that considerable momentum-dependent EPC $|g(q)|^2$ and broadened singularity in $\chi^0(q)$ stabilizes the CDW order in TiSe$_2$, in accordance with the above condition. Without proper description of $U_q$ and $V_q$, as it is the case for semi-local exchange-correlation functionals such as PBE, the calculated tran-
sition temperature is an order of magnitude larger than the experimental one, i.e., $T_{\text{PBE}}^{\text{CDW}} \gg T_{\text{exp}}^{\text{CDW}}$. The present study highlights the role of on-site Coulomb (Hubbard) interaction U that makes the CDW “less stable”, hardens the Kohn anomaly, and greatly improves the agreement with experimental observations, e.g., $\gamma_{\text{CDW}}^{\text{PBE+U}} \approx T_{\text{CDW}}^{\text{exp}}$. Importance of the screened exchange interaction $V_q$ was already demonstrated [11, 32], so one can speculate that its inclusion along with U might lift the agreement with the experiments even more (e.g., increase the PLD and the CDW gap). Recent ARPES experiments, in addition, suggest strong-coupling theory of CDW in TiSe$_2$ [13], where larger distortions are expected and therefore nonlinear, high-order electron-phonon terms and anharmonicity might be important [11, 77, 91, 92]. All these renders the CDW phase in TiSe$_2$ a highly unconventional, where all degrees of freedom are actively involved, while phonons have a leading role.
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