Partial Transfer Ensemble Learning Framework: A Method for Intelligent Diagnosis of Rotating Machinery Based on an Incomplete Source Domain
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Abstract: Most cross-domain intelligent diagnosis approaches presume that the health states in training datasets are consistent with those in testing. However, it is usually difficult and expensive to collect samples under all failure states during the training stage in actual engineering; this causes the training dataset to be incomplete. These existing methods may not be favorably implemented with an incomplete training dataset. To address this problem, a novel deep-learning-based model called partial transfer ensemble learning framework (PT-ELF) is proposed in this paper. The major procedures of this study consist of three steps. First, the missing health states in the training dataset are supplemented by another dataset. Second, since the training dataset is drawn from two different distributions, a partial transfer mechanism is explored to train a weak global classifier and two partial domain adaptation classifiers. Third, a particular ensemble strategy combines these classifiers with different classification ranges and capabilities to obtain the final diagnosis result. Two case studies are used to validate our method. Results indicate that our method can provide robust diagnosis results based on an incomplete source domain under variable working conditions.
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1. Introduction

Rotating components play a significant role in system performance and are widely applied in engineering machinery such as aerobat, engine, and gearbox systems [1,2]. The failure of rotating components may cause unexpected downtime and economic losses. Therefore, it is crucial to precisely identify and detect the fault states of rotating machinery [3]. Recently, intelligent fault diagnosis has become a hotspot because it can analyze vast amounts of measured data and provide intuitionistic diagnosis results [4].

Intelligent fault diagnosis has received a lot of attention in recent years from both industrial engineers and academic researchers and has accomplished remarkable achievements [5]. For example, shallow machine learning techniques such as support vector machine (SVM) [6] and random forest (RF) [7] have been studied. Deep learning methods have been researched that can adaptively extract the fault features hidden in a collected signal, such as recurrent neural network (RNN) [8], convolutional neural network (CNN) [9], and stack autoencoder (SAE) [10]. In addition, some variant models are being studied, such as dilated CNN [11], CNN with capsule network [12], and multiscale CNN [13]. However, the existing methods are developed based on statistics, which assume that adequate labeled samples are obtainable to train the models. In addition, these methods require the data distribution of training and testing to be identical [14]. In actual industry settings, obtaining a large amount of labeled data is unrealistic. Even if the labeled data can be acquired, the aforementioned methods may fail to recognize the unlabeled data collected...
from another machine or under different working conditions due to the inconsistent data distribution [15].

The proposal of transfer learning aims to solve this problem by promoting models trained by labeled data from a relevant domain to the target fields [16]. The implementation of transfer learning for machine fault diagnosis mainly includes two scenarios: (1) A few target-domain-labeled data are available but are insufficient to support the model training. Qian et al. [17] implemented bearing fault diagnosis under diverse working conditions by transferring the parameters of SAE. Chen et al. [18] studied the use of transferable CNN to recognize the fault states of rotary machinery by pre-training a 1D-CNN using the source data and fine-tuning it with the limited labeled samples in the target domain. (2) There are no available labeled target data to participate in the model training process. One solution is to add a domain adaptation term to the loss function, such as the Maximum Mean Discrepancy (MMD) [4,19,20], Wasserstein distance [21]. Another solution is to implement the transfer learning by use of an adversarial network, in which case a feature extractor aims to extract domain-insensitive features from the target and source domains by adversarial training [22–24].

The existing cross-domain fault diagnosis methods can obtain superior results in the target domain, but the precondition lies in the assumption that the health states in the target domain are identifiable with the source domain. However, given the variation of operations and unpredictability of the fault states, it is difficult to guarantee that the current or future fault states have all been learned in the training phase. Therefore, the source training dataset is usually incomplete, and there are some additional failure states in the target domain. This causes negative transfer and misclassification in the testing stage. These private failure state data can be collected from another component, but the working conditions, such as speed, load, and frequency, are completely different from the source domain and target test data. Figure 1 shows an example of such a situation. Dataset A is collected from bearing 1 and contains five health states. However, during the test, more fault states appeared due to the change in working conditions, resulting in seven health states. The data for the two missing health states can be supplemented from dataset B. Dataset B is collected from bearing 2 and includes four health states total. So, the data source domain discrepancy between A and B also needs to be taken into consideration; this creates some difficulties for the implementation of transfer learning diagnostic methods.

![Figure 1. Example of the situation of fault diagnosis with new health states.](image-url)
different components or under different working conditions are defined. Note that neither of them contains all the health states present in the target domain data. They are used to form a complete dataset in which all the health states are included. Then, a weak global classifier based on the complete dataset and two partially strong classifiers based on the deep adversarial network are established. Finally, since the classification ability and classification range of classifiers differ, a particular ensemble strategy is designed to combine these two strong partial classifiers and the weak global classifier, resulting in the final diagnostic results. The main contributions of this research are summarized as follows:

1. A partial transfer ensemble learning framework is designed to diagnose the fault with incomplete training datasets under various conditions;
2. To incorporate the classification ability of multiple classifiers into the PT-ELF model, a particular ensemble strategy is designed to combine a weak global classifier and two partial domain adaptation classifiers;
3. Two case studies using rotor bearing test bench data and motor bearing data are performed to validate and demonstrate the superiority of the proposed method.

The rest of this article is arranged as follows: Section 2 presents the basic theories. The details of the proposed PT-ELF are given in Section 3. Section 4 validates the proposed method and analyzes the results. Finally, the conclusion in Section 5 brings the study to a close.

2. Basic Theory

2.1. Convolutional Neural Network

A standard CNN usually includes convolution, pooling, fully connected, and output layers. In addition, batch normalization operation is usually used in CNN [25]. A convolution layer is combined with a pooling layer to form a convolution block, and a deep architecture is built from several such blocks. A Softmax Regression layer usually serves as the last layer and performs regression or classification [26]. In a convolutional layer, the local receptive is adopted, in which only part of the input sample points connect to each node. This operation rapidly decreases the number of parameters and the model complexity. To identify the local features throughout the input sample, weights and biases are shared between the hidden neurons in one convolutional layer [27]. The process in the convolutional layer can be expressed as:

\[ z^l_n = \sum_k x^{l-1}_k \ast w^l_n + b^l_n \]  

(1)

where \( x^{l-1}_k \) is the \( k \)-th node in \( l-1 \) layer. \( \ast \) represents the convolution operation. \( w^l_n \) and \( b^l_n \) represent the weight and the corresponding bias. Additionally, the activation function \( \varphi(\bullet) \) is given to transform the convolution layers nonlinearly, which can be denoted as:

\[ c^l_n = \varphi(z^l_n) \]  

(2)

where \( c^l_n \) represents the \( k \)-th nonlinear feature value in \( l-1 \) layer. Sigmoid and ReLU activation functions are commonly used in CNN. Sigmoid can normalize the input data to between 0 and 1. ReLU can enhance the efficiency of the model training and decrease the risk of gradient disappearance [28].

In a pooling layer, the down-sampling operation can decrease the dimension of the features and enhance their robustness. Mathematically, a maximum pooling operation is defined as:

\[ po_j = \max_{i \in m_j} \{ c^l_j(i) \} \]  

(3)
where $c_j$ represents the $j$-th location, and the $p_{ij}$ is the output of the pooling. For classification tasks, after several convolution blocks and fully connected layers, the Softmax function is usually utilized to predict categories. The loss objective function can be expressed as:

$$H(r, p) = - \sum_i r_i \log(p_i)$$

where $p$ represents the output probability, and $r$ corresponds to the actual labels.

### 2.2. Deep Adversarial Convolutional Neural Network

Generally, a deep adversarial convolutional neural network (DACNN) consists of a feature extractor $G_f$, a domain discriminator $G_d$, and a classifier $G_y$ [29–31]. The feature extractor, namely several convolution blocks, serves as a contestant in the DACNN. It can be expressed as $G_f = G_f(x, \theta_f)$, which indicates that the features are extracted from the input sample $x$ with parameters $\theta_f$. In addition, a discriminator (binary classifier) is treated as the opponent, which is expressed as $G_d = G_d(G_f(x), \theta_d)$. Input the source and target samples into the feature extractor, and the output features are further distinguished by the discriminator $G_d$. The binary cross-entropy loss is taken as an objective function, which is described as:

$$L(G_d(G_f(x_i)), d_i) = d_i \log \frac{1}{G_d(G_f(x_i))} + (1 - d_i) \times \log \frac{1}{1 - G_d(G_f(x_i))}$$

where $d_i$ denotes the binary variable for $x_i$. Through the adversarial training between two parts, the feature extractor $G_f$ tends to extract the common features from the two types of data and makes it hard to differentiate 0 or 1 as the discriminator. Hence, the model can perform well on both the source and target datasets. The loss function is expressed as:

$$E(\theta_f, \theta_d) = - \left( \frac{1}{n} \sum_{i=1}^{n} L_d^i(\theta_f, \theta_d) + \frac{1}{N-n} \sum_{i=n+1}^{N} L_d^i(\theta_f, \theta_d) \right)$$

where $n$ and $N - n$ represent the sample number of the source and target domain.

Additionally, all of the labeled samples should be supervised during training to ensure the accuracy of the diagnosis in the adversarial procedure. Thus, a classifier is established and is expressed as $G_y = G_y(G_f(x), \theta_y) : \mathbb{R}^D \rightarrow \mathbb{R}^L$ with parameters $\theta_y$, in which $L$ is the number of classes. The cross-entropy loss is applied in the Softmax function and is described as:

$$L(G_y(G_f(x_i)), y_i) = \log \frac{1}{G_y(G_f(x_i))_{y_i}}$$

Adding Equation (7) to the objective function (6), the optimization objective can be expressed as:

$$E(\theta_f, \theta_y, \theta_d) = \frac{1}{n} \sum_{i=1}^{n} L_y^i(\theta_f, \theta_y) - \lambda \left( \frac{1}{n} \sum_{i=1}^{n} L_d^i(\theta_f, \theta_d) + \frac{1}{N-n} \sum_{i=n+1}^{N} L_d^i(\theta_f, \theta_d) \right)$$

where $L_y^i(\theta_f, \theta_y) = L(G_y(G_f(x_i)), y_i)$ and $\lambda$ is a non-negative hype-parameter trade-off for the losses of the discriminator. In the whole training procedure of the DACNN, the optimization parameters $\theta_f, \theta_y, \theta_d$ can be obtained by:

$$\left( \hat{\theta}_f, \hat{\theta}_y \right) = \text{argmax}_{\theta_f, \theta_y} E(\theta_f, \theta_y, \theta_d)$$

$$\hat{\theta}_d = \text{argmax}_{\theta_d} E(\hat{\theta}_f, \hat{\theta}_y, \theta_d)$$
The flowchart of the DACNN is displayed in Figure 2. By optimizing Equations (9) and (10), the DACNN tends to train a feature extractor \( G_f \) that can extract suitable representations from input samples that can be classified accurately by the classifier \( G_y \) but weakens the ability of the discriminator \( G_d \) to differentiate which domain this representation is from. In the phases of testing, the domain-insensitive features are extracted by the feature extractor \( G_f \) and fed into the health state classifier \( G_y \) to identify the states immediately.

![Figure 2. The schematic of the DACNN.](image)

3. The Proposed Method

This section describes the proposed method in detail. It mainly includes problem formulation, the training of the three classifiers, and the classifiers’ ensemble.

3.1. Problem Formulation

Before implementing the proposed method, two incomplete source domain datasets \( A \) and \( B \) are defined as shown in Figure 3. The source dataset \( A = \{(x^A_i, y^A_i)\}_{i=1}^{n_A} \) of \( n_A \) labels instances associated with \( |D_A| \) classes and is drawn from distribution \( P_{SA} \). The source dataset \( B = \{(x^B_i, y^B_i)\}_{i=1}^{n_B} \) of \( n_B \) labels instances associated with \( |D_B| \) classes collected from another same-type component and is drawn from distribution \( P_{SB} \). The class label spaces of \( A \) and \( B \) are denoted as \( D_A \) and \( D_B \), respectively. The collection of different components results in variations in the operating conditions (such as load, speed, etc.) in a real industrial environment; this means that \( P_{SA} \neq P_{SB} \). In addition, there must be some shared health states contained in both source dataset \( A \) and source dataset \( B \), which are denoted as \( D = D_A \cap D_B \) and shown in Figure 3. \( \hat{D}_A = D_A \setminus D_B \) denotes the private label space of the \( A \) and \( \hat{D}_B = D_B \setminus D_A \) denotes the private label sets of \( B \).

![Figure 3. Two different source domain datasets.](image)

However, in the testing stage of the actual machine fault diagnosis scenario, all possible health states may appear. Therefore, the target domain dataset includes all health states; it can be expressed as \( T = \{(x^T_i)\}_{i=1}^{n_T} \) of \( n_T \) unlabeled instances associated with \( |D_T| \) classes drawn from distribution \( P_T \). The \( D_T \) represents the label sets of the target domain and \( D_T = D_A \cup D_B \). In addition, the target domain distribution \( P_T \) is different in source domain distributions \( P_{SA} \) and \( P_{SB} \).

This paper aims to establish a fault diagnosis model to realize fault diagnosis based on incomplete source training data under different operating conditions.
3.2. Classifier Training

This section describes the training procedure for the three classifiers (weak classifier \( C_W \), classifier \( C_A \), and classifier \( C_B \)) concretely.

First, a complete dataset \( C \) that contains all of the classes can be formed based on the incomplete source datasets \( A \) and \( B \), as shown in Figure 4. In the complete dataset \( C \), the sample in label space \( D_A \) is from source dataset \( A \), and the sample in label space \( D_B \) is from source dataset \( B \). For the samples in shared label space \( D \), a portion of them come from \( A \), and the rest come from \( B \). Thus, the label space of dataset \( C \) is the same as \( T \), and it includes \( |D_T| \) health states. Second, a standard CNN classifier \( C_W \) is trained using the complete dataset \( C \). However, since the source domain datasets \( A \) and \( B \) are collected under various work conditions, the samples in the dataset \( C \) are drawn from two types of distributions. In addition, the data distribution in the testing set \( P_T \) is different in \( P_{SA} \) and in \( P_{SB} \). Therefore, the classifier \( C_W \) has poor classification ability for the target domain data. However, the classifier \( C_W \) has the ability to classify all health states.

\[
\star \text{ Category 1} \quad \diamond \text{ Category 2} \quad \bigtriangleup \text{ Category 3} \quad \square \text{ Category 4} \\
\Diamond \text{ Category 5} \quad \bigcirc \text{ Category 6} \quad \Delta \text{ Category 7} \quad \cdots
\]
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Figure 4. The process of forming a complete dataset \( C \).

After the weak classifier \( C_W \) is obtained, the test samples from the target domain \( T = \{(x_i^T)_{i=1}^{n_T}\} \) of \( n_T \) unlabeled instances associated with \( |D_T| \) classes are classified, and the result is served as a pseudo-label to participate in the subsequent training. Target domain samples whose pseudo-label is in \( D_A \) are obtained to construct the target domain training set \( A_T \). The samples whose pseudo-label is in \( D_B \) are obtained to construct the target domain training set \( B_T \). Thus, the datasets \( A \) and \( A_T \) have the same health states but draw from different distributions. So, a DACNN model can be trained using the datasets \( A \) and \( A_T \). A feature extractor and a classifier in this DACNN are combined to form a block, which is taken as classifier \( C_A \). The classifier \( C_A \) is constructed by a DACNN using domain adaptation techniques, so that it has a strong classification ability for the unlabeled target domain dataset. However, the classification range of strong classifier \( C_A \) is limited to \( |D_A| \) classes. After the training of classifier \( C_A \) is completed, classifier \( C_B \) is trained in the same way. Similarly, the classification range of \( C_B \) is limited to \( |D_B| \) classes.
In the implementation process of the DACNN, the SELU activation function is used in convolutional layers; its mathematical expression is expressed as Equation (11):

\[
\text{SELU}(x) = \lambda \begin{cases} 
ae^x - \alpha & (x \leq 0) \\
\frac{x}{\alpha} & (x > 0)
\end{cases}
\]  

where the value of \( \alpha \) is 1.6732, and the value of \( \lambda \) is 1.0507. The SELU activation function can automatically normalize the sample distribution to 0 mean value and unit variance to avoid the gradient exploding or disappearing. The activation function used in the fully connected layer in the state classifier and domain discriminator is ReLU, and it is expressed as Equation (12):

\[
\text{ReLU}(x) = \begin{cases} 
0 & (x \leq 0) \\
x & (x > 0)
\end{cases}
\]  

In this way, three well-trained classifiers are achieved, including one weak global classifier \( C_W \), one strong partial classifier \( C_A \), and one strong partial classifier \( C_B \). The details of the three classifiers are listed in Table 1.

| Classifiers | Range of Classification | Ability of Classification |
|-------------|-------------------------|--------------------------|
| \( C_A \)   | \( D_A \)               | Strong                   |
| \( C_B \)   | \( D_B \)               | Strong                   |
| \( C_W \)   | \( D_A \cup D_B \)      | Weak                     |

3.3. Classifiers’ Ensemble

After the three classifiers are obtained, this section designs a particular ensemble strategy to combine their results. The procedure for the ensemble strategy is presented in Figure 5.

After inputting a testing sample \( x \) into the three classifiers, the classification result \( y_W, y_A, \) and \( y_B \) can be output from the three classifiers, which can be expressed as:

\[
\begin{cases} 
\ y_W = C_W(x) \\
\ y_A = C_A(x) \\
\ y_B = C_B(x)
\end{cases}
\]  

(13)

If \( y_W = y_A \parallel y_W = y_B \parallel y_A = y_B \) is satisfied, the final result \( y \) can be obtained by a majority voting strategy immediately. Otherwise, it means that the results of the three classifiers are different from each other. In such cases, because the classifier \( C_W \) is a global classifier, \( y_W \) is served as the reference standard. If \( y_W \in D_A \) is satisfied, that means that the actual label of \( x \) may be in \( D_A \). In this range, the classifier \( C_A \) has perfect classification ability, and thus \( y_A \) is served as the final result. Similarly, if \( y_W \in D_B \) is satisfied, \( y_B \) is served as the final result. However, if \( y_W \in D \) is satisfied, both the classifiers \( C_A \) and \( C_B \)
have good classification ability in this shared range. In this case, \( y \) is determined according to the output probability \( p \) in the Softmax layer of classifiers, and it can be expressed as:

\[
\begin{align*}
    y &= y_A & \text{if} & \quad p_A = \max(p_A, p_B, p_W) \\
    y &= y_B & \text{if} & \quad p_B = \max(p_A, p_B, p_W) \\
    y &= y_W & \text{if} & \quad p_W = \max(p_A, p_B, p_W)
\end{align*}
\]  

(14)

where the \( p_A, p_B, \) and \( p_W \) represent the Softmax output probability of classifiers \( C_A, C_B, \) and \( C_W; \max(\cdot) \) is the maximum function.

![Diagram](image_url)

**Figure 5.** The flowchart of the classifiers’ ensemble.

### 3.4. Architecture of the Proposed Method

The architecture of our method for fault diagnosis is presented in Figure 6, and the process is summarized below.

1. Collect original vibration signals from different components or under different working conditions, and convert them into frequency domain signals for subsequent model training;
2. Construct a complete dataset by combing these incomplete datasets, and train a weak global classifier CNN;
3. Classify the target domain data using the weak classifier to obtain the two target domain training sets;
4. Train two DACNN models using two source datasets and target domain training sets to construct two strong partial classifiers;
5. Design a particular ensemble strategy to combine the three classifiers and obtain the final classification results.
4. Experimental Verification

To validate the effectiveness of the proposed PT-ELF method, rotor and rolling bearing experiments are designed. Note that the code for the proposed method is written in Pytorch 1.2 and runs with 16G RAM and a Core I5 10400F CPU.

4.1. Case 1
4.1.1. Rotor Experiment

Case 1 adopts the rotor dataset from Northwestern Polytechnical University. As shown in Figure 7a, the experimental system is composed of a three-phase variable frequency motor, single-span rotor shafting, torque speed sensor, rolling bearing seat, shafting load plate, rubbing mounting bracket, platform bottom plate, radial loading device, coupling, system control cabinet, and fault suite. A displacement sensor is mounted on the rotor test bench to collect vertical vibration signals under a health state and six different fault states as shown in Figure 8, and the sample frequency is 10,240 Hz. Figure 7b depicts the sensor and single-span rotor shaft layout. The structural components are listed in Table 2.

Figure 6. The overall procedures of the proposed method.

Figure 7. The rolling bearing experiment system: (a) the experimental test rig; (b) the layout of the test rig.
The rotor vibration data are collected under three working load conditions of 0%, 20%, and 40%. As detailed in Table 3, for each load, data from seven health states (including a health state and six fault states) are used. The data in each state are divided into 300 samples, with 80 randomly selected as tests and the remaining 220 used to train. Each sample, each consisting of 800 data points, is used to verify the method proposed in this paper. Figure 9 shows the waveform of the original displacement signal and the spectral distributions of each health state under 0% load. The left shows the spectral signal, and the right shows the corresponding spectrum. The signals have a large amplitude of around 10–30 Hz, showing relatively similar characteristics, which makes it hard to recognize the health states.

Table 3. Seven health states of the rotor.

| Label | Health States                                | The Number of Training/Testing Samples |
|-------|----------------------------------------------|---------------------------------------|
| 0     | Health                                       | 220/80                                |
| 1     | Full annular rub                             | 220/80                                |
| 2     | Blade crack and bearing fault                | 220/80                                |
| 3     | Blade crack                                  | 220/80                                |
| 4     | Blisk crack                                  | 220/80                                |
| 5     | Shaft coupling fault                         | 220/80                                |
| 6     | Shaft crack                                  | 220/80                                |
Figure 9. Original displacement signals and spectral distributions: (a) health; (b) full annular rub; (c) blade crack and bearing fault; (d) blade crack; (e) blisk crack; (f) shaft coupling fault; (g) shaft crack.

4.1.2. Results and Discussion

In this case study, two incomplete source datasets are constructed, as shown in Table 4. The source dataset A contains five kinds of health states (states 1–5), and the source dataset B contains four kinds of health states (states 4–7).

Table 4. Distribution of health states in two source domains and one target domain.

| States | Source Domain Dataset A Data | Source Domain Dataset A Labels | Source Domain Dataset B Data | Source Domain Dataset B Labels | Target Domain Data Labels |
|--------|------------------------------|-------------------------------|----------------------------|-------------------------------|--------------------------|
| 1      | √                            | √                             |                            |                               |                           |
| 2      | √                            | √                             |                            |                               |                           |
| 3      | √                            | √                             |                            |                               |                           |
| 4      | √                            | √                             | √                          | √                             | √                        |
| 5      | √                            | √                             |                            |                               | √                        |
| 6      |                             |                               |                            |                               | √                        |
| 7      |                             |                               |                            |                               | √                        |

First, the source domain datasets A and B are mixed to form a training set that contains all health states, which is used to train a weak classifier C_W. The classifier C_W has a classification ability for all of the health states (seven kinds of health states). Second, according to the classification results (the pseudo-label) of the weak classifier C_W on the target domain samples, two transfer models based on a DACNN are trained. They are transferred from source domain dataset A and source domain dataset B to the target domain. Thus, two strong classifiers C_A and C_B are trained. Finally, after classifying a test sample by the classifiers C_A, C_B, and C_W, three results are obtained and fused by the proposed ensemble strategy described in Section 3.3.
To demonstrate that our method is applicable to various operating conditions, five test scenarios (test scenarios A1–E1) are designed to test the proposed method. As listed in Table 5, the source domain A, source domain B, and target domain are served by the collected dataset under different loads. In source dataset A, only five kinds of labeled samples in states 1–5 are available. Similar to source domain A, in source dataset B, only four types of labeled samples in states 4–7 are available. The test data in the target domain contain all seven kinds of unlabeled samples in states 1–7.

Table 5. Five different test scenarios.

| Test Scenarios | Source Dataset A | Source Dataset B | Target Data |
|----------------|------------------|------------------|-------------|
| A1             | Load 0% (states 1–5) | Load 20% (states 4–7) | Load 40% (states 1–7) |
| B1             | Load 0% (states 1–5) | Load 40% (states 4–7) | Load 20% (states 1–7) |
| C1             | Load 40% (states 1–5) | Load 20% (states 4–7) | Load 0% (states 1–7) |
| D1             | Load 20% (states 1–5) | Load 0% (states 4–7) | Load 40% (states 1–7) |
| E1             | Load 40% (states 1–5) | Load 0% (states 4–7) | Load 20% (states 1–7) |

The accuracies of the three classifiers (two strong partial classifiers and a weak global classifier) and the proposed PT-ELF method in the five test scenarios are listed in Table 6, and a bar diagram is shown in Figure 10a. Note that the accuracy of C_A is tested by states 1–5, and the accuracy of C_B is tested using states 4–7. The result of the weak classifier C_W and the ensemble result are tested using target domain test data that contain all of the health states (states 1–7).

Table 6. Results of different classifiers.

| Test Scenarios | Strong Classifier C_A | Strong Classifier C_B | Weak Classifier C_W | Proposed Method |
|----------------|-----------------------|----------------------|---------------------|-----------------|
| A1             | 92.14%                | 98.58%               | 85.89%             | 91.08%          |
| B1             | 95.15%                | 98.28%               | 92.14%             | 95.41%          |
| C1             | 81.50%                | 99.68%               | 78.03%             | 83.75%          |
| D1             | 99.50%                | 91.07%               | 89.07%             | 92.89%          |
| E1             | 98.14%                | 96.56%               | 87.50%             | 90.48%          |
| Average        | 93.29%                | 96.83%               | 86.52%             | 90.73%          |

Figure 10. The result diagram for different classifiers.
It can be seen from Table 6 that the two strong classifiers $C_A$ and $C_B$ have high accuracy in the corresponding classification range, with averages of 93.29% and 96.83%. On the one hand, this is because the two strong classifiers are trained by a domain adversarial network DACNN, which can extract domain-insensitive features to classify. On the other hand, they are just tested by partial health states. The result of the weak classifier $C_W$ is relatively poor, with an average accuracy of 86.52%. This is because the data of the target domain and two source domains are not uniformly distributed, leading to the decrease in classification performance.

Out of five test scenarios, the result in scenario B1 is the highest at 95.41%; scenario C1 has the lowest accuracy at 83.75%, and the average is 90.73%. This is significantly higher than the weak classifier $C_W$, and maintains a high classification accuracy. This is because the proposed ensemble strategy can cause the test sample to be classified by the corresponding strong classifier as far as possible. It indicates that our method can still achieve good results even under incomplete training data.

In addition, to prove the superiority of our method, relevant methods for a CNN and a DACNN, trained by source dataset $A$ and source dataset $B$, respectively, are used as comparison methods (Method 1–4). The result is listed in Table 7, and a bar diagram of the various methods is shown in Figure 10b. It can be observed that the average accuracies of the CNN trained by source domains $A$ and $B$ are 58.87% and 55.27%, respectively. The average accuracies of the DACNN trained by source domains $A$ and $B$ are 64.02% and 56.79%, respectively, which are significantly higher than the accuracy of the CNN. This is because the DACNN can extract domain-insensitive features using adversarial training; this restrains the model’s performance decrease caused by a distribution discrepancy and further improves the accuracy of the model in the target domain. However, since the source domain $A$ is incomplete, a model (CNN or DACNN) trained by source dataset $A$ is unable to classify the testing samples whose actual label is in $\hat{D}_B$ (states 6–7). Similarly, a model (CNN or DACNN) trained by source dataset $B$ is unable to classify the testing samples whose actual label is in $\hat{D}_A$ (states 1–3); therefore, the results of methods 1–4 are poor compared to our method. The average accuracy of our method is as high as 90.73%, which indicates that the proposed method has good classification ability for all health states presented in the testing dataset in the target domains.

| Test Scenarios | Method 1 (CNN Trained by Source $A$) | Method 2 (CNN Trained by Source $B$) | Method 3 (DACNN Trained by Source $A$) | Method 4 (DACNN Trained by Source $B$) | The Proposed Method |
|----------------|--------------------------------------|--------------------------------------|----------------------------------------|----------------------------------------|---------------------|
| A1             | 62.86%                               | 55.54%                               | 64.82%                                 | 57.14%                                 | 91.08%              |
| B1             | 61.43%                               | 56.43%                               | 65.71%                                 | 57.28%                                 | 95.41%              |
| C1             | 53.04%                               | 54.89%                               | 55.71%                                 | 56.42%                                 | 83.75%              |
| D1             | 57.86%                               | 53.93%                               | 70.71%                                 | 56.25%                                 | 92.89%              |
| E1             | 59.14%                               | 55.54%                               | 63.14%                                 | 56.96%                                 | 90.48%              |
| Average        | 58.87%                               | 55.27%                               | 64.02%                                 | 56.79%                                 | 90.73%              |

4.2. Case 2
4.2.1. Rolling Bearing Experiment

The rolling bearing vibration data utilized in case 2 are from Case Western Reserve University [32]. As shown in Figure 11, the setup mainly consists of a loading motor, an induction motor, and testing bearings. The vibration signals used in this case are collected by an accelerometer installed near the drive end. As listed in Table 8, the vibration signals were collected under four different loads (Load 1–Load 4). Each fault was artificially implanted into the bearings with different severity levels from 0.007 to 0.028 inches in diameter (1 inch = 25.4 mm). The details of the test bearing are listed in Table 9.
Table 9. Details of the test bearing.

| Parameters               | Values                                                                 |
|--------------------------|------------------------------------------------------------------------|
| Type                     | 6205-2RS JEM SKF                                                       |
| The number of balls      | 9                                                                      |
| Pitch diameter           | 1.537 inches                                                           |
| Ball diameter            | 0.3126 inches                                                          |
| Sampling frequency       | 12 (kHz)                                                              |
| Motor speed              | 1797/1772/1750/1730 rpm                                               |

The vibration data collected under four different loads are used to test the proposed method. Each of them includes 12 health states, which include different failure locations (shown in Figure 12), different failure orientations, and different failure severities. As detailed in Table 10, each health state contains 300 samples, which consist of 400 continuous data points. At random, 200 samples are selected to train, and the remaining 100 are used to test. The raw vibration is under 1797 rpm (0 hp) (in the left column), and the corresponding spectral distributions (in the right column) are shown in Figure 13. In terms of raw vibration signals, the health state vibration amplitude is relatively small (Figure 13a). The fault signals (Figure 13b–i) have an obvious impact. The spectral distribution contains the fault frequency and the bearing natural frequency. In addition to the health signals, the other fault vibration signals have a higher amplitude of around 3–4 kHz. It is still very unrealizable to accurately distinguish the fault location, dimension, and orientation across different working conditions with new fault states.

Figure 12. The faults of bearing in three locations: (a) ball fault; (b) inner fault; (c) outer fault.

Table 8. Four different loads.

| Loads | Values                |
|-------|-----------------------|
| Load 1| 1797 rpm, 0 hp        |
| Load 2| 1772 rpm, 1 hp        |
| Load 3| 1750 rpm, 2 hp        |
| Load 4| 1750 rpm, 3 hp        |

Figure 11. The experiment setup of rolling bearing.
Table 10. The details of the 12 operating states.

| Labels | Failure Location | Failure Orientation | Failure Severities (Inches) | The Number of Testing/Training Samples |
|--------|------------------|---------------------|-----------------------------|---------------------------------------|
| 0      | Health           | -                   | 0                           | 100/200                               |
| 1      | Rolling element  | -                   | 0.007                       | 100/200                               |
| 2      | Rolling element  | -                   | 0.014                       | 100/200                               |
| 3      | Rolling element  | -                   | 0.021                       | 100/200                               |
| 4      | Inner race       | -                   | 0.007                       | 100/200                               |
| 5      | Inner race       | -                   | 0.021                       | 100/200                               |
| 6      | Inner race       | -                   | 0.028                       | 100/200                               |
| 7      | Outer race       | Center              | 0.007                       | 100/200                               |
| 8      | Outer race       | Vertical            | 0.007                       | 100/200                               |
| 9      | Outer race       | Center              | 0.014                       | 100/200                               |
| 10     | Outer race       | Center              | 0.021                       | 100/200                               |
| 11     | Outer race       | Vertical            | 0.021                       | 100/200                               |
| 12     | Outer race       | Vertical            | 0.021                       | 100/200                               |

The proposed method mainly studies the case in which only partial health state labeled data are available in the source domain. To verify our method, we assume that source domain dataset A only contains eight kinds of fault state labeled data, while source domain dataset B contains seven kinds of labeled data. Among them, three categories overlap, as shown in Table 11. In addition, all target domain data are unlabeled; these data contain 12 kinds of health states.

Table 11. Distribution of health states in source and target data.

| States | Source Domain Dataset A Data | Source Domain Dataset B Data | Target Domain Data Labels |
|--------|------------------------------|------------------------------|----------------------------|
| 1      | √                            | √                            | √                          |
| 2      | √                            | √                            | √                          |
| 3      | √                            | √                            | √                          |
| 4      | √                            | √                            | √                          |
| 5      | √                            | √                            | √                          |
| 6      | √                            | √                            | √                          |
| 7      | √                            | √                            | √                          |
| 8      | √                            | √                            | √                          |
| 9      | √                            | √                            | √                          |
| 10     | √                            | √                            | √                          |
| 11     | √                            | √                            | √                          |
| 12     | √                            | √                            | √                          |

4.2.2. Results and Discussion

Similar to Case 1, the source datasets A and B are first mixed to form a training set containing all health states, and it is used to train the weak classifier $C_W$. Thus, $C_W$ has a classification ability for all of the health states, but the classification ability is weak.

In the following step, two DACNN models are trained based on source domain datasets A and B to adapt target domain data. Then, two strong classifiers $C_A$ and $C_B$ can be obtained. In each DACNN, the feature extractor $G_f$ contains two convolution blocks. Meanwhile, the classifier $G_y$ contains a fully connected layer and output by a Softmax function. The $G_y(G_f(x))$ in the DACNN is taken as the classifier. Finally, three well-trained classifiers $C_A$, $C_B$, and $C_W$ with different classification capabilities and classification ranges are integrated using the ensemble strategy introduced in Section 3.3 to obtain the final diagnosis result.
Figure 13. Waveform of raw signals and spectral distributions of the rolling bearing: (a) health; (b) rolling element failure (0.007); (c) rolling element failure (0.014); (d) rolling element failure (0.021); (e) inner race failure (0.007); (f) inner race failure (0.021); (g) inner race failure (0.028); (h) outer race failure (0.007 Center); (i) outer race failure (0.007 Vertical); (j) outer race failure (0.014 Center); (k) outer race failure (0.021 Center); (l) outer race failure (0.021 Vertical).
To demonstrate that our method is applicable to different working conditions, five test scenarios (test scenarios A2–E2) with incomplete data are used to test the proposed method, as shown in Table 12. In source dataset A, eight kinds of labeled samples in states 1–8 are available, and in source dataset B, seven kinds of labeled samples in states 6–12 are available. The target data, which contains 12 kinds of unlabeled samples in states 1–12, is used to test. In the five test scenarios, source domain datasets A and B and the target domain dataset are served by data collected under different loads. To indicate the superiority of our method, two conventional deep learning methods based on CNN (method 1 and method 2) and two transfer learning methods based on DACNN (method 3 and method 4) are used for comparison in five test scenarios; the results are listed in Table 13. Method 1 and method 3 are trained using source dataset A, and method 2 and method 4 are trained using source dataset B. In order to show the comparison results visually, the results bar diagram for different methods is shown in Figure 14.

Table 12. Five different test scenarios.

| Test Scenarios | Source Dataset A | Source Dataset B | Target Data |
|----------------|------------------|------------------|-------------|
| A2             | Load 1 (states 1–8) | Load 2 (states 6–12) | Load 3 (states 1–12) |
| B2             | Load 3 (states 1–8) | Load 4 (states 6–12) | Load 1 (states 1–12) |
| C2             | Load 2 (states 1–8) | Load 3 (states 6–12) | Load 4 (states 1–12) |
| D2             | Load 1 (states 1–8) | Load 2 (states 6–12) | Load 4 (states 1–12) |
| E2             | Load 2 (states 1–8) | Load 3 (states 6–12) | Load 1 (states 1–12) |

Table 13. Results of different methods.

| Test Scenarios | Method 1 (CNN Trained Using Source Dataset A) | Method 2 (CNN Trained Using Source Dataset B) | Method 3 (DACNN Trained Using Source Dataset A) | Method 4 (DACNN Trained Using Source Dataset B) | The Proposed Method |
|----------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|---------------------|
| A2             | 63.17%                                      | 57.13%                                      | 65.75%                                      | 58.33%                                      | 98.08%              |
| B2             | 60.50%                                      | 58.25%                                      | 65.83%                                      | 58.08%                                      | 95.41%              |
| C2             | 66.08%                                      | 58.08%                                      | 66.67%                                      | 58.33%                                      | 99.66%              |
| D2             | 66.08%                                      | 58.14%                                      | 66.58%                                      | 58.33%                                      | 99.25%              |
| E2             | 65.08%                                      | 56.08%                                      | 66.25%                                      | 57.17%                                      | 95.83%              |
| Average        | 64.27%                                      | 57.53%                                      | 66.22%                                      | 58.05%                                      | 97.65%              |

As shown in Table 13 and Figure 14, the average accuracies of methods 1 and 2 are 64.27% and 57.53%, respectively. The average accuracies of method 3 and method 4, based on transfer learning, are 66.22% and 58.05%, respectively. This is because the
DACNN can solve the problem of cross-domain fault diagnosis well and enhances the recognition accuracy in the target domain. However, since the source datasets $A$ and $B$ are incomplete, neither of them contains all the health states presented in the testing data; the fault classification accuracy is still relatively low even if the transfer strategy is used. The accuracy of the method proposed can achieve 98.08%, 95.41%, 99.66%, 99.25%, and 95.83% in five test scenarios, respectively. Accuracy is the lowest in test scenario B2, but it can still remain at 95.41%. In test scenario C2, the classification accuracy is the highest at 99.66%. The comparison results demonstrate that the proposed PT-ELF method exhibits satisfactory cross-domain diagnostic ability with new health states.

5. Conclusions

This paper proposes a rotating machinery fault diagnosis method based on partial transfer learning and ensemble learning. Unlike other existing cross-domain diagnostic methods with the assumption of the same health states in the source and target domains, the proposed method can provide a reliable diagnosis result in the target domain even when the source domain is incomplete and only contains partial health states. As the core of the proposed method, partial transfer learning can avoid the problem induced by incomplete training data and train two classifiers with strong classification capabilities for partial categories. Then, a particular ensemble strategy is designed to combine the output of the three classifiers (a weak global classifier and two strong partial classifiers). The effectiveness of the proposed method is validated on a rotor experiment and a bearing experiment. After comparing with four related methods, results indicate that the proposed method can achieve superior performance and provide a reliable diagnosis result based on incomplete source domain under various working conditions.

In this preliminary study, the proposed method lies in the assumption that the missing health states in the source domain training set can be obtained from another dataset or another component. The unseen health states will be considered in our future research.
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Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| CNN          | convolutional neural network |
| DACNN        | deep adversarial convolutional neural network |
| MMD          | maximum mean discrepancy |
| PT-ELF       | partial transfer ensemble learning framework |
| RF           | random forest |
| RNN          | recurrent neural network |
| SAE          | stack autoencoder |
| SVM          | support vector machine |
References

1. Yongbo, L.; Xiaojiang, D.; Fangyi, W.; Xianzhi, W.; Huangchao, Y. Rotating machinery fault diagnosis based on convolutional neural network and infrared thermal imaging. Chin. J. Aeronaut. 2020, 33, 427–438.

2. Shao, H.; Jiang, H.; Zhang, X.; Niü, M. Rolling bearing fault diagnosis using an optimization deep belief network. Meas. Sci. Technol. 2015, 26, 115002. [CrossRef]

3. Haidong, S.; Hongkai, J.; Xingqiu, L.; Shuaipeng, W. Intelligent fault diagnosis of rotating machinery using deep wavelet auto-encoder with extreme learning machine. Knowl.-Based Syst. 2018, 140, 1–14. [CrossRef]

4. Yang, B.; Lei, Y.; Jia, F.; Xing, S. An intelligent fault diagnosis approach based on transfer learning from laboratory bearings to locomotive bearings. Mech. Syst. Signal Process. 2019, 122, 692–706. [CrossRef]

5. Lei, Y.; Yang, B.; Jiang, X.; Jia, F.; Li, N.; Nandi, A.K. Applications of machine learning to machine fault diagnosis: A review and roadmap. Mech. Syst. Signal Process. 2020, 138, 106587. [CrossRef]

6. Zhang, X.; Chen, W.; Wang, B.; Chen, X.J. Intelligent fault diagnosis of rotating machinery using support vector machine with ant colony algorithm for synchronous feature selection and parameter optimization. Neurocomputing 2015, 167, 260–279. [CrossRef]

7. Ma, K.; Ben-Arie, J. Compound exemplar based object detection by incremental random forest. In Proceedings of the 2014 22nd International Conference on Pattern Recognition, Stockholm, Sweden, 24–28 August 2014; pp. 2407–2412.

8. Liu, H.; Zhou, J.; Zheng, Y.; Jiang, W.; Zhang, Y.J. Fault diagnosis of rolling bearings with recurrent neural network-based autoencoders. ISA Trans. 2018, 77, 167–178. [CrossRef]

9. Zhang, W.; Li, C.; Peng, G.; Chen, Y.; Zhang, Z. A deep convolutional neural network with new training methods for bearing fault diagnosis under noisy environment and different working load. Mech. Syst. Signal Process. 2018, 100, 439–453. [CrossRef]

10. Sun, W.; Shao, S.; Zhao, R.; Yan, R.; Zhang, X.; Chen, X.J. A sparse auto-encoder-based deep neural network approach for induction motor faults classification. Measurement 2016, 89, 171–178. [CrossRef]

11. Khan, M.A.; Kim, Y.-H.; Choo, J. Intelligent fault detection via dilated convolutional neural networks. In Proceedings of the 2018 IEEE International Conference on Big Data and Smart Computing, Shanghai, China, 15–17 January 2018; pp. 729–731.

12. Zhu, Z.; Peng, G.; Chen, Y.; Gao, H. A convolutional neural network based on a capsule network with strong generalization for bearing fault diagnosis. Neurocomputing 2019, 323, 62–75. [CrossRef]

13. Zhu, J.; Chen, N.; Peng, W. Estimation of bearing remaining useful life based on multiscale convolutional neural network. IEEE Trans. Ind. Electron. 2019, 66, 3208–3216. [CrossRef]

14. Guo, L.; Lei, Y.; Xing, S.; Yan, T.; Li, N. Deep Convolutional Transfer Learning Network: A New Method for Intelligent Fault Diagnosis of Machines With Unlabeled Data. IEEE Trans. Ind. Electron. 2019, 66, 7316–7325. [CrossRef]

15. Han, T.; Liu, C.; Yang, W.; Jiang, D. A novel adversarial learning framework in deep convolutional neural network for intelligent diagnosis of mechanical faults. Knowl.-Based Syst. 2019, 165, 474–487. [CrossRef]

16. Zhuang, F.; Qi, Z.; Duan, K.; Xi, D.; Zhu, Y.; Zhu, H.; Xiong, H.; He, Q.J. A Comprehensive Survey on Transfer Learning. Proc. IEEE 2020, 109, 43–76. [CrossRef]

17. Qian, W.; Li, S.; Wang, J.; Xin, Y.; Ma, H. A New Deep Transfer Learning Network for Fault Diagnosis of Rotating Machine Under Variable Working Conditions. In Proceedings of the 2018 Prognostics and System Health Management Conference (PHM-Chongqing), Chongqing, China, 26–28 October 2018; pp. 1010–1016.

18. Chen, Z.; Gryllias, K.; Li, W. Intelligent Fault Diagnosis for Rotary Machinery Using Transferable Convolutional Neural Network. IEEE Trans. Ind. Inform. 2019, 16, 339–349. [CrossRef]

19. Wen, L.; Gao, L.; Li, X. A new deep transfer learning based on sparse auto-encoder for fault diagnosis. IEEE Trans. Syst. Man Cybern.-Syst. 2017, 49, 136–144. [CrossRef]

20. Xu, K.; Li, S.; Wang, J.; An, Z.; Qian, W.; Ma, H.J. A novel convolutional transfer feature discrimination network for imbalanced fault diagnosis under variable rotational Big Data. Meas. Sci. Technol. 2019, 30, 105107. [CrossRef]

21. Zhang, M.; Wang, D.; Lu, W.; Yang, J.; Li, Z.; Liang, B. A Deep Transfer Model With Wasserstein Distance Guided Multi-Adversarial Networks for Bearing Fault Diagnosis Under Different Working Conditions. IEEE Access 2019, 7, 65303–65318. [CrossRef]

22. Zhang, Z.; Li, X.; Wen, L.; Gao, L.; Gao, Y. Fault Diagnosis Using Unsupervised Transfer Learning Based on Adversarial Network. In Proceedings of the 2019 IEEE 15th International Conference on Automation Science and Engineering (CASE), Vancouver, BC, Canada, 22–26 August 2019; pp. 305–310.

23. Zhang, B.; Li, W.; Hao, J.; Li, X.-L.; Zhang, M.J. Adversarial adaptive 1-D convolutional neural networks for bearing fault diagnosis under varying working condition. arXiv 2018, arXiv:1805.00778.

24. Wang, B.; Shen, C.; Yu, C.; Yang, Y. Data Fused Motor Fault Identification Based on Adversarial Auto-Encoder. In Proceedings of the 2019 IEEE 10th International Symposium on Power Electronics for Distributed Generation Systems (PEDG), Xi’an, China, 3–6 June 2019; pp. 299–305.

25. Ioffe, S.; Szegedy, C. Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift. In Proceedings of the International Conference on Machine Learning, Lille, France, 7–9 July 2015.

26. Gu, J.; Wang, Z.; Kuen, J.; Ma, L.; Shahroudy, A.; Shuai, B.; Liu, T.; Wang, X.; Wang, G.; Cai, J.J. Recent advances in convolutional neural networks. Pattern Recognit. 2018, 77, 354–377. [CrossRef]

27. Shao, S.; McAleer, S.; Yan, R.; Baldi, P.J. Highly accurate machine fault diagnosis using deep transfer learning. IEEE Trans. Ind. Inform. 2018, 15, 2446–2455. [CrossRef]
28. Jiao, J.; Zhao, M.; Lin, J.; Zhao, J.J. A multivariate encoder information based convolutional neural network for intelligent fault diagnosis of planetary gearboxes. *Knowl. Based Syst.* **2018**, *160*, 237–250. [CrossRef]

29. Wang, J.; Li, S.; Han, B.; An, Z.; Bao, H.; Ji, S. Generalization of Deep Neural Networks for Imbalanced Fault Classification of Machinery Using Generative Adversarial Networks. *IEEE Access* **2019**, *7*, 111168–111180. [CrossRef]

30. Jia, F.; Lei, Y.; Lu, N.; Xing, S.J. Deep normalized convolutional neural network for imbalanced fault classification of machinery and its understanding via visualization. *Mech. Syst. Signal Process.* **2018**, *110*, 349–367. [CrossRef]

31. Arjovsky, M.; Bottou, L.J. Towards principled methods for training generative adversarial networks. *arXiv* **2017**, arXiv:1701.04862.

32. Available online: [https://csegroups.case.edu/bearingdatacenter/home](https://csegroups.case.edu/bearingdatacenter/home) (accessed on 7 March 2022).