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Abstract

In this work, we propose to catch the complexity of the membrane potential’s dynamic of a motoneuron between its spikes, taking into account the spikes from other neurons around. Our approach relies on two types of data: extracellular recordings of multiple spikes trains and intracellular recordings of the membrane potential of a central neuron. Our main contribution is to provide a unified framework and a complete pipeline to analyze neuronal activity from data extraction to statistical inference. The first step of the procedure is to select a subnetwork of neurons impacting the central neuron: we use a multivariate Hawkes process to model the spike trains of all neurons and compare two sparse inference procedures to identify the connectivity graph. Then we infer a jump-diffusion dynamic in which jumps are driven from a Hawkes process, the occurrences of which correspond to the spike trains of the aforementioned subset of neurons that interact with the central neuron. We validate the Hawkes model with a goodness-of-fit test and we show that taking into account the information from the connectivity graph improves the inference of the jump-diffusion process. The entire code has been developed and is freely available on GitHub.

Keywords Spike trains, Hawkes process, diffusion process, Membrane potential.

AMS Classification 62P10, 60G55

1 Introduction

Motoneurons are the center of the movement commands. In practice, several types of signals can be recovered: in particular, an intracellular signal, obtained by introducing an electrode inside the neuron and which measures its membrane potential and also an extracellular signal, obtained with a multi-electrode, that contains the moments (called spikes) at which information is sent by several neurons simultaneously. This extracellular signal is then processed to determine the correspondence between neurons and spikes: this step is called the spike sorting.

Usually, neuronal studies focus either on the intracellular signal to model the dynamics of the membrane potential of a neuron or on the extracellular signals to recover the graph of connectivity between several neurons. In this paper, we aim at taking advantage of both signals to infer first the interactions between neurons and then the dynamic of the membrane potential of a fixed neuron, accounting for these estimated interactions. The data recorded on turtles have already been used in [4] and [30], and are presented in detail in Section 2. We have access to the spike trains of 249 neurons and the membrane potential of one neuron, which we call the central
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neuron. Each experiment has been conducted 10 times, so we have 10 trials of these signals. In order to increase the understanding of the link between the macro phenomenon and the micro behavior of the neurons, our goal is to answer the two following questions:

- What is the strength of the connections between the neurons?
- How does the network around a neuron of interest impact its membrane potential?

First, the paper aims at providing a graph of connectivity representing the rhythmic scratch-like network activity in the turtle. The second goal is to fit a dynamic model for the membrane potential of a neuron impacted by this interaction network between the spikes.

1.1 Related works

When dealing with neuron data, two standard centers of interest are either the interactions between neurons or the evolution of the dynamic of the membrane potential. Regarding the first aspect, neurons interact mainly through synapses. When the neuron sends a message, it produces a spike, corresponding to a substantial increase of its membrane potential. The times when these spikes happen, called the spike trains, are then recorded by neurophysiologists to be analyzed.

There is extensive literature on the study of multiple spike trains. Some classical approaches are used to study the correlation between pairs of neurons, among them, we can mention, for example, the histogram-based method to recover the cross-correlation function \[27\] or the joint Peri-Stimulus Time Histogram (PSTH) \[17\].

More recently, methods based on point processes have been proposed to study a neuron network with more than two neurons. To cite a few, \[29\] investigates a model based on Poisson processes, \[31\] chooses a doubly stochastic Poisson process to infer functional connectivity. Nevertheless, if inhomogeneous Poisson processes are adapted to model time heterogeneity, they are not well suited to handle dependency between points. Some papers do not impose a time series model but use Generalized Linear Model (GLM), see for example \[34\] or \[20\]. The last reference focuses on reconstructing connectivity circuit from GLM model on classical cross-correlogram (see e.g. \[24\]), for a large-scale network.

Hawkes processes have also been proposed to model jointly the spike trains of several neurons and then infer the interactions between these neurons (see \[33\], \[32\] and \[14\]). Such point processes are commonly used to model a complex phenomenon with strong time connections as earthquakes \[23\], Twitter networks \[23\], order books \[2\] or spatial dependencies, for instance in genomics \[6\]. Hawkes processes are historically characterized by an auto-excitatory behavior although they can model other types of dependencies, in particular inhibitive effects \[5\]. In \[16\], the authors propose a stability framework for the data-driven (univariate) non-linear Hawkes process investigated with GLM. Hawkes processes for spike trains are also used in \[21\], which is based on the estimator presented in \[18\]. It presents a methodology to study spike trains for small networks, modeling the data with a multivariate Hawkes process.

Regarding the membrane potential dynamic, it is commonly modeled through the Hodgking and Huxley model or FitzHugh-Nagumo neuronal model [see e.g. \[22\], using ionic channels data. When only the membrane potential is available over time, some simpler models are investigated, such as a diffusion process with jumps (\[19\]). This model focuses on catching the spiking phenomenon of the neuron itself.

To the best of our knowledge, no paper studies the influence of spike trains from several neurons on the dynamics of the membrane potential of a fixed neuron, which is what we propose in this work.
1.2 Main ideas and results

In this work, we study the spike trains of 250 neurons and the membrane potential of one central neuron. The last spike train of the 250-size network is the one of the central neuron. From this large network of neurons, we want to get the interaction information. Indeed, the first goal of our study is to infer the connectivity graph and then focus on the interaction between the central neuron and the neurons around it. Neurobiologists usually get this information from empirical methods as cross-correlograms or PSTH (see [29]). We choose to investigate the spike trains using a multi-dimensional Hawkes process instead, to analyze the whole network simultaneously. The benefits of this modeling are plural: in particular, the multivariate aspect is central since it allows to correct for potential spurious correlations. Moreover, we perform sparse inference procedures, which allow us to reconstruct a graphical model of neurons that interact together.

Here we investigate two procedures designed for Hawkes processes to get the connectivity graph. The first one is called ADM4 and is implemented in the Python Library tick. The algorithm is developed in [37]. ADM4 is a parametric method based on the exponential assumption for the Hawkes process. It relies on a likelihood with a LASSO penalty criterion and is adapted to high-dimensional networks. The second method is a nonparametric estimator proposed in [21]. This estimator is derived from the optimization of a penalized least-squared criterion and does not make any assumption on the interaction functions. However, this estimator was developed for a small network and to the best of our knowledge its performance has not been demonstrated in a high-dimensional context.

In Section 3, we investigate the whole network with ADM4 and then we extract a sub-network of 17 neurons that are assumed to impact the central neuron (according to the outcome of the estimation of the adjacency matrix). We then re-estimate the parameters of both models from this subnetwork with both methods this time and compare the results.

Furthermore, we apply the test procedure introduced in [32] on the subnetwork in order to validate the choice of the Hawkes process to model the interaction between neurons. This is an asymptotic test based on the Kolmogorov statistics, which is detailed in Section 3.3. A code named UnitEvents implemented for the R software has been developed to detect connectivities between neurons from simultaneously recorded spike trains. The implemented procedure is based on a Gaussian approximation of the counts to determine coincidences between spikes. Some test procedures have also been developed to test whether the spikes of two neurons are independent or not. The present article is in line with these works. We apply the test with the estimator developed in [21] as in the original paper [32], but also with the estimator ADM4. Let us note that this test is an asymptotic test with the number of samples and we only have ten samples at our disposal. However, since we observe many spikes on the study interval, we can assume that we are close to the asymptotic scenario and that the result remains interesting in our framework.

In the last part of the article, we focus on a model for the membrane potential between spikes. We propose a jump-diffusion model with jumps driven by a Hawkes process. This model was studied theoretically in [13], [12] and [1]. The idea behind this model is that the membrane potential of a neuron can be modeled using a diffusion process, and we add the jumps driven by a Hawkes process to take into account the signals received by the central neuron from the neurons around. In this multivariate Hawkes process, we only keep the neurons interacting with the central neuron from the connectivity graph. We assume that these neurons impact the membrane potential of the central neuron. From the previous works [12] and [1] on this model, we know how to estimate all the coefficients non-parametrically. Then, we can generate new trajectories and compare them with the actual signal.

Finally, we use the depth definition of Tukey [36] adapted for curve data in [11] to see the importance of the self-exciting diffusion process to model the trajectories inter-spikes, instead of a simple diffusion process.

The code (in R and Python) for the whole procedure is available on the repository https://github.com/charlottedion/HawkesForNeuro. Some details are given in Sections 4 and 5.
The paper is organized as follows. Section 2 is dedicated to the description of the data. We present both inference procedures for the study of the spike trains in Section 3. The inference results on the data, together with the result of the goodness-of-fit test, are given in Section 4. In Section 5, the jump-diffusion model is presented and implemented on the data. We present the estimation of the coefficients obtained on the data. With a simulation of new trajectories obtained from the inferred process, we obtain a validation of the model through the depth motion of Tukey. Section 6 gathers the discussions on modeling and inference on this data.

2 Data description

The data consist of two kinds of signals from the lumbar spinal of a red-eared turtle: a continuous signal from the central neuron, the membrane potential of which has been recorded, and a discrete signal representing the spike trains of the neurons around. They are presented, for example, in [30]. The two types of data were acquired with different recording systems and were synced using a trigger signal. They are measured simultaneously, and an external stimulus is applied to the turtle after 10s during 10s. The first type of data is called intracellular. It is an intracellular recording of the membrane potential of one neuron in mV during 40s. The sample time step is 0.048ms for the path. An invasive recording method allows getting this type of information that describes the observed neuron’s electric dynamic. The experiment was conducted ten times. The ten paths are shown on Figure 1, upper graph.

The second type of available data is called extracellular. The extracellular recording is also 40 seconds long, and we observe 249 neurons surrounding the central neuron. For each neuron, the recording is composed of the spike train observed on the observation window. These 249 discrete paths correspond to a network of neurons. Indeed, as they are observed in the same neuronal area, it is reasonable to think that they are communicating. This is discussed in detail in the following. Ten trials that we can consider as repetitions of the same signal are available. On Figure 2, we show on the left graph the spike trains for the first trial and on the right graph the distribution of the number of spikes for the first trials for the whole observations.

The first step in our analysis consists of recovering the connectivity graph between the neurons, especially the connectivity between the central neuron and the neurons around. We have to extract the spikes of the central neuron from its membrane potential recordings for that purpose. We consider that the neuron spikes as soon as its signal exceeds −20mV. The results for the 10 trials is presented of Figure 1, lower graph. We now have 250 spike trains and 10 trials. From Figures 1 and 2, we choose to focus on the time interval [11, 24] in the following (see Section 3 for more details about this choice). We remove 2 neurons with no spike in the time interval of interest and the trial number 8 for the same reason for the study presented below. We have in the following $M = 248$ neurons and $n = 9$ trials.

3 Inference of connectivity graph using Hawkes processes

In this section, we use temporal point processes to model the multiple spike trains. They are stochastic processes composed of time series of binary events that occur in continuous times [see 10]. In particular, we consider Hawkes processes. We first present classical methods and explain why the automatic methods we use are more adapted and convenient.

3.1 Preliminaries

Due to the external stimulation, the observed system is not stationary. Nevertheless, after the stimulation, it is possible to see a stability period. The Peristimulus Histogram (PSTH) is an existing tool to help with the decision about this phase.
PSTH for stationarity  We have to find a time interval where we consider that the distribution of the points in a neighborhood of \( t \) does not depend on \( t \). For this purpose, we consider the PSTH of all neurons to see if we can find a period during the stimulation phase where the signal can be assumed to be stationary. Indeed, the PSTH gives some measure of a neuron’s firing rate or firing probability as a function of time, starting with (or around) a reference point (stimulus marker). In our data, the stimulation takes effect after 10s of recording and lasts 10s for each neuron and each trial. We use the R-package STAR. The result is presented in Figure 2. On the left, we have represented the spike trains for the first trial. On the right, the PSTH is presented. We choose to investigate the time interval \([11, 24]\) s for the following inference.

Limits of classical tools  Different methods are based on histograms of pairwise cross-correlation functions of neurons [24]. From these procedures, some imprecise results may result in confounding neurons present in the network and not used in these histograms. The following methods of

---

Figure 1: Top graph: membrane potential of the 10 trials of the fixed neuron. Bottom graph: extracted spike trains of the 10 trials of the fixed neuron

Figure 2: Right: spikes trains for the first trials for all neurons. Left: distribution of the number of spikes for all neurons on the first trial (PSTH)
inference avoid this issue.

3.2 Hawkes model methods

We choose to model jointly the $M$ spike trains using a multivariate linear Hawkes process. This process is characterized by the conditional intensity of each coordinate (neuron) $\lambda_j(t)$:

$$\lambda_j(t) = \mu_j + \sum_{j'=1}^{M} \sum_{k: T_k^{(j')} < t} h_{j,j'}(t - T_k^{(j')})$$  \hspace{1cm} (3.1)

where $\mu_j > 0$ is the baseline intensity (or exogeneous intensity) and $h_{j,j'}$ is the interaction function (sometimes called synaptic weight function) of $j'$ on $j$, finally $(T_k^{(j)})_k$ is the sequence of jumps of neuron number $j'$ observed until time $t$. The parameters to estimate are $\mu_j, h_{j,j'}, j = 1, \ldots, M, j' = 1, \ldots, M$. Let us present the inference method used in the following.

**Parametric algorithm ADM4.** We investigate the classical exponential kernel choice through the algorithm of [37] developed on the Python library tick under HawkesADM4. The kernel functions are assumed to have the exponential decay shape as:

$$h_{j,\ell}(t) = a_{j,\ell} \beta e^{-\beta t}$$

where $0 < a_{j,\ell} < 1$ is the impact from neuron $\ell$ on neuron $j$. The matrix of entries $(a_{j,\ell})$ is assumed to be sparse. The estimation of the parameters is based on a penalized likelihood criterion with a LASSO penalty. The parameter $\beta$ is chosen as the best parameter in a grid in the sense of the least-squares criterion.

This algorithm solves the estimation problem efficiently by combining the alternating direction method of multipliers and minimization. It is a regularized convex optimization approach.

**Nonparametric method with LASSO NPL.** The second method we investigate is proposed in [18] and [21]. It is a nonparametric procedure, the main idea of which being to decompose the kernel functions on a piecewise-constant basis. More precisely, each kernel function $h_{j,\ell}(t)$ will be estimated by

$$g_{j,\ell}(t) = \sum_{k=1}^{K} \alpha_k \delta_{(k-1)\delta,k\delta]}(t),$$

where the unknown parameters $\alpha_k$ are obtained by minimizing a least-squares contrast with LASSO penalty. [21] ensures that as long as the choice of the support $K\delta$ remains reasonable with respect to the excitatory or inhibitory behavior of the neurons, modifying the values of $K$ or $\delta$ does not change the reconstructed connectivity graph for a given value of the LASSO regularization parameter.

Both ADM4 and NPL procedures have convergence results with the length of the time interval or with the number of trials (which have the same role using a concatenation of the trials). The convergence of the penalized least-squares with the same penalty used for ADM4 is investigated in [3]. In both cases, it is natural to think that the convergence can be achieved if the number of events is large enough. Besides, the observation time must be put into perspective according to the observed phenomenon; here, for example, 10s is a large observation window for a neuron.

**Adjacency matrix** The main interest is to reconstruct the following matrix $A$:

$$A = (a_{j,\ell})_{j,\ell \in \{1, \ldots, M\}}, \quad a_{j,\ell} = \int h_{j,\ell}(t) dt$$  \hspace{1cm} (3.2)
Each coefficient $a_{j,\ell}$ represents the average number of additional points created in the $j$th spike train due to one spike on the $\ell$th spike train. It can be called the adjacency matrix for the graph where the $M$ neurons consist of the nodes. In our case, the largest matrix is of size $M \times M$. A non-zero coefficient in the matrix $A$ corresponds to an interaction between two neurons, making the adjacency matrix a convenient tool to visualize the connectivity graph between a group of neurons.

**Comments**  Let us list the main advantages and drawbacks of both approaches. First, ADM4 is easy to use (from library tick in Python) and adapted for large network size. The main drawback is that this algorithm is not developed yet for taking into account possible inhibition, meaning non-positive coefficient $a_{j,\ell}$.

The second procedure NPL has strong theoretical foundations and the nonparametric approach is less restrictive regarding the shape of interaction that can be non-exponential. Moreover, the estimation procedure can provide negative coefficients which would describe inhibitive effects. The main weakness of the method is that it is adapted for small network size, as the authors have specified in [21].

We will study the relevance of using Hawkes processes to model the multiple spike train data. However, one can legitimately wonder the impact of the signals from unrecorded neurons, which is an important issue. One way to see it in the Hawkes model is the baseline parameters $\mu_j$, which are also called exogenous rates and can catch some of this hidden information.

### 3.3 Validation of the Hawkes assumption

Although the validation of the Hawkes assumption is crucial to ensure the relevance of the subnetwork we study, it is a very challenging aspect, particularly in the multivariate context. Indeed, a classical test for point process model is based on the so-called *time-rescaling theorem*, presented for example in [7, 15] and proven in [26], but it raises some issues highlighted in [32]. These issues come from the fact that we use an estimator of the intensity in the test, which has been obtained from the same data used in the test. To overcome these issues, [32] develops a test using sub-sampling together with cumulative use of the trials.

Let us present this test (it corresponds to Test 4 in [32]). For the $M$ neurons, we define by $N_j(i), i = 1, \ldots, n$ and $j = 1, \ldots, N$ the spike trains of neuron $j$ for trial $i$ during the time interval $[0, T_{\text{max}}]$. The $n$ trials are assumed i.i.d.

The first step is to compute an estimator $\hat{\lambda}_j(i), j = 1, \ldots, M$ of the intensity for each sample $i$ (using ADM4 or NPL). Then, for each neuron $j \in \{1, \ldots, M\}$, execute the following steps:

1. Take a sub-sample of trials denoted $S$ (in $\{1, \ldots, n\}$) of size $p_n = [n^{2/3}]$.
2. For each trial $i$ in $S$ change time and compute $\hat{\lambda}_j(i)(T_k) = \int_0^{T_k} \hat{\lambda}_j(i)(s)ds$ for $T_k$ the jumps of the neuron $j$ in the trial $i$.
3. Cumulate the $\hat{\lambda}_j(i)$ processes for $i \in S$, denote $\hat{N}_{c,S}$ the resulting process on $[0, \sum_{i \in S} \hat{\lambda}_j(i)(T_{\text{max}})]$.
4. Fix $\theta > 0$, strictly smaller than $\sum_{i \in S} \hat{\lambda}_j(i)(T_{\text{max}})/p_n$.
5. Compute
   \[
   Z_j = \sqrt{\hat{N}_{c,S}([0, p_n \theta])} \sup_{0 \leq u \leq 1} \left| \frac{1}{\hat{N}_{c,S}([0, p_n \theta])} \sum_{X \in \hat{N}_{c,S}, X \leq p_n \theta} 1_{X/(p_n \theta) \leq u} - u \right|
   \]
6. Reject if $Z_j > q_{1-\alpha}$.

---

1See [32] for the definition of cumulative process. It basically means that the sequences are put together.
Here \( q_{1-\alpha} \) is the asymptotic quantile of the Kolmogorov-Smirnov distribution. In the tables, we get the empirical quantile \( q_{p_n,1-\alpha} \), we deduce the asymptotic quantile by considering \( (\sqrt{p_n} + 0.12 + 0.11/\sqrt{p_n}) \times q_{p_n,1-\alpha} \) as \( p_n = 4 < 45 \) here (see 35 for details). We drive the reader attention on the fact that this is an asymptotic result on \( p_n \to \infty \) when \( n \to \infty \), but in the present context we apply the test with \( p_n = 4 \) and \( n = 9 \). Then we consider the outcome of this test cautiously due to the small sample size.

However, let us precise that since we observe lots of spikes in the considered time interval, we can assume that we are not so far from the asymptotic framework and it seems reasonable to consider this test in our case.

In the next Section, we present the results regarding the Hawkes inference on the neuronal data.

4 Study of the spike trains

This section aims to use the extracellular data to reconstruct a connectivity network containing neurons that interact with the central neuron.

We first estimate the adjacency matrix \( A \) on the whole network of \( M = 248 \) neurons from the \( n = 9 \) trials using ADM4. We extract from this estimation procedure a sub-network of \( M = 17 \) neurons that impacts the central neuron. Then we perform the goodness-of-fit test with the estimated coefficients obtained from the two inference procedures: ADM4 and NPL.

4.1 Estimation of a large adjacency matrix

As explained in Section 2, we work with the spikes of \( M = 248 \) neurons. Due to the large dimension of the matrix \( A \) given in (3.2), we use the ADM4 method to estimate it. The decay parameter \( \beta \) is estimated at 20Hz. Only 46.51% of the coefficients are non-zero.

We then focus on the last line on the estimated matrix \( \hat{a}_{M,\ell}, \ell = 1, \ldots, M \) which represents the impact coefficient of each neuron on the central neuron (number \( M \)). We keep the neurons for which the coefficient is strictly positive (larger than \( 10^{-5} \)) which, according to the model, means that the dynamic of the intensity of the central neuron is increased when one of these neurons spikes. We find 17 neurons given in Table 1. In column "ADM4" we give the corresponding estimated coefficient \( \hat{a}_{M,\ell} \) in the large network.

Comparison with spike-triggered membrane potential method We take advantage of the available intracellular recording to proceed to a backward validation. This empirical method, suggested by 28, allows detecting spike-triggered membrane potential. The idea is to validate the assumption that the neurons from the estimated subnetwork and the central neuron interact. To this purpose, we investigate whether we can observe a change in the membrane potential of the central neuron when the other neurons spike. More precisely, we compute for each neuron \( j \) a coefficient which is the ratio between the number of spikes of the central neuron on each short interval around each spike of the neuron \( j \) (from 2ms before until to 2 ms after). We display in Table 1 column "Empirical" this coefficient averaged on all spikes of each neuron \( j \). We can observe that the largest values of the empirical coefficients correspond to the positive values of the ADM4. In the following, we pursue the study with this selected subset of neurons.

4.2 Inference on the sub-network

On the sub-network of size \( M = 17 \), which extraction procedure has been described before, we can use both estimation procedures described in Section 3.2 ADM4 and NPL. The result for the estimation of \( A \) is given in Figure 3, bottom line for NPL and top line ADM4. The estimation is represented as a function of the time observation interval. There are three graphs for three different periods of observation considered: [11, 15], [11, 19], [11, 24]. In the following study, we
Consider the results obtained on the largest interval since it contains more occurrences. However, the interest of this dynamic representation is to investigate the stability in time of the estimations with both inference procedures. This stability is visually verified in Figure 3 since there are very small variations according to time in the estimated adjacency matrices. In Table 3, we have computed the Frobenius norm and the spectral norm of the difference between the adjacency matrices obtained from ADM4 and NLP. Interestingly, Table 3 shows that the larger the observation interval (that is, the more spikes observed), the more similar the adjacency matrices. We also notice that NPL provides estimated matrices which are sparser than those obtained with ADM4 (see Table 2). Nevertheless, the largest coefficients have similar estimated values with both methods, suggesting that the two inference procedures provide consistent results.

**Goodness of fit test** We apply the procedure described in Section 3.3 to test the assumption that the multivariate process composed of the spike trains of the 17 neurons previously selected is a Hawkes process. The null hypothesis here is that the data comes from a Hawkes model, and we perform the test with a standard risk level $\alpha = 0.05$. Let us mention that the method is described for each neuron, and for one subsample of randomly chosen trials. For the neurons 119, 153, 192 for example, we can notice that the estimations close (see Figure 3) and the obtained

| Neuron | ADM4 | Empirical |
|--------|------|-----------|
| 48     | 0.003| 0.010     |
| 58     | 0.027| 0.056     |
| 72     | 0.085| 0.031     |
| 99     | 0.088| 0.012     |
| 115    | 0.006| 0.006     |
| 116    | 0.039| 0.0     |
| 119    | 0.015| 0.020     |
| 126    | 0.043| 0.034     |
| 140    | 0.028| 0.018     |
| 152    | 0.03 | 0.020     |
| 153    | 0.081| 0.067     |
| 192    | 0.04 | 0.017     |
| 194    | 0.068| 0.0     |
| 210    | 0.079| 0.061     |
| 230    | 0.165| 0.146     |
| 232    | 0.025| 0.029     |
| 240    | 0.059| 0.030     |

Table 1: ADM4 estimation obtained on the large network and empirical coefficient obtained from the 9 trials for the 17 neurons of interest

| Estimator | [11,15] | [11,19] | [11,24] |
|-----------|---------|---------|---------|
| ADM4      | 56.4    | 58.8    | 57.4    |
| NPL       | 2.8     | 4.8     | 6.2     |

Table 2: Percentage of non-zero coefficients in the estimated adjacency matrices

| Norm       | [11,15] | [11,19] | [11,24] |
|------------|---------|---------|---------|
| Frobenius norm | 2.14    | 1.59    | 1.46    |
| Spectral norm | 1.13    | 0.91    | 0.76    |

Table 3: Norms of the difference between adjacency matrices estimated with ADM4 and NPL
Figure 3: Estimated adjacency matrix $A$ on the network of size 17 with NPL (bottom) ADM4 (up) on different time intervals.
rates are also close. Regarding this last point, we propose here to perform the procedure for 100 randomly chosen subsamples to increase its robustness. We compute an empirical acceptance rate for each neuron, which corresponds to the percentage of times the null hypothesis has been accepted over the 100 tests. We provide the outcomes of this goodness-of-fit test in Table 4. Although some acceptance rates are pretty low, most of them are greater than 50% for both \textit{ADM4} and \textit{NPL} procedures. As a comparison, we generated a dataset according to an exponential Hawkes process with an adjacency matrix that corresponds to the one estimated with \textit{ADM4}: the results are denoted as "synthetic data" in Table 4. We observe that, as expected, the acceptance rates are high on average, but even on this synthetic dataset, some acceptance rates are lower than 50%, which comforts us in validating the Hawkes assumption on our neuronal dataset.

| Neuron | ADM4 | NPL | Synthetic data |
|--------|------|-----|----------------|
| 48     | 0.21 | 0.72| 0.13           |
| 58     | 0.46 | 1   | 0.88           |
| 72     | 0.79 | 1   | 0.86           |
| 99     | 0.64 | 1   | 0.55           |
| 115    | 0.65 | 0.32| 0.48           |
| 116    | 0.64 | 1   | 0.89           |
| 119    | 0.38 | 0.44| 0.31           |
| 126    | 0.44 | 0.1 | 0.66           |
| 140    | 0.12 | 0.14| 0.36           |
| 152    | 0.27 | 1   | 0.7            |
| 153    | 0.98 | 1   | 0.86           |
| 192    | 0.78 | 0.81| 0.88           |
| 194    | 0.89 | 0.61| 0.43           |
| 210    | 0.28 | 0.67| 0.5            |
| 230    | 0.43 | 0.44| 0.81           |
| 232    | 0.04 | 0.51| 0.39           |
| 240    | 0.59 | 0.35| 0.37           |

Table 4: Empirical acceptance rate for the goodness-of-fit test under the multivariate Hawkes process assumption for the real data using \textit{ADM4} and \textit{NPL}, and for the "synthetic data" simulated from \textit{ADM4}.

5 Diffusion process to study the membrane potential

In this section, we consider the intracellular signal, which is a membrane potential recording. The aim is to find a model for the dynamic of this path between the spikes, taking into account the extracellular signal coming from the neurons around.

5.1 Self-exciting jump-diffusion model

We rely here on the methodology developed in [12] and [1]. Let us assume that the following equation describes the membrane potential dynamics along time between spikes:

\[
dX_t = b(X_t)dt + \sigma(X_t)dW_t + a(X_t-_-) \sum_{j=1}^{M} dN_j(t), \quad X_0 = x_0.
\] (5.1)

The coefficient \( b \) is the drift function, \( \sigma \) is called the diffusion coefficient, and \( a \) is the jump coefficient function. Note that \( W \) is a standard Brownian motion independent of \( N \), which is a \( M \)-dimensional linear exponential Hawkes process. The intensity \( \lambda \) (given in [3.1] with the exponential kernel) of the Hawkes process do not depend on \( X \).
This process aims at describing how the dynamic of the membrane between spikes is impacted by the activity of the network of neurons surrounding one fixed neuron. Then here, \( M = 17 \) is the number of neurons that were detected impacting the central neuron (the neuron for which the potential is recorded) in Section 4.2 From \( \text{[1]} \), we know how to estimate \( \sigma^2 \) and \( a \) thanks to the wealth of the present dataset. Then, from \( \text{[12]} \), we can deduce an estimator of the drift. For the sake of simplicity, the estimators are not given here. We recall the definitions of the different estimators in the Appendix, Section 7. We refer the reader to the original papers for more details concerning the definition of the estimators and the theoretical results. The code with the implementation of the three estimators \( b, \sigma^2 \) and \( a \) is available on the GitHub page.

From this model, with the estimations of the parameters \( b, \sigma^2 \) and \( a \), we are able to recover the trajectories of the membrane potential of the central neuron between spiking phases. In the following, we describe the procedure more precisely.

### 5.2 Description of the algorithm

The inference is decomposed into several steps. We have \( M = 17 \) neurons that interact with the central neuron. First, the estimations of \( a \) and \( b \) depend on the estimation of the intensity \( \lambda \) of the Hawkes parameters. Thus we estimate \( \lambda \) as described above with \( \text{ADM4} \), and let us denote \( \hat{\lambda} \) the estimator. Then, we estimate \( \sigma^2 \) and \( a \) from the procedures detailed in \( \text{[1]} \). Finally, we recover the drift function \( b \) from the method developed in \( \text{[12]} \). More precisely, let us detail the main steps in the following.

1. Data used for the inference on Model (5.1) (see Figure 4):
   - focus on trial 1 for both the extra and intracellular signals,
   - from the extracellular signal, keep the spike trains \( N_j([T_*, T^*]), j = 1, \ldots, M \) on the interval \( [T_*, T^*] = [11, 16] \) where the process seems stationary,
   - re-scale the spike trains on \( [0, 5] \),
   - from the intracellular signal, we keep the membrane potential from trial 1 in the same time interval.

2. Inference on \( \sigma^2 \) and \( a \) following the procedure given in \( \text{[1]} \): we obtain \( \hat{\sigma}^2, \hat{a} \), then we approximate the obtained estimation by a constant for \( \sigma^2 \) and by a linear function for \( a \).

3. Inference on \( b \) from the method develop in \( \text{[12]} \): depending on the estimations \( \hat{\sigma}^2, \hat{a} \) and also \( \hat{\lambda}_j \), for \( j = 1, \ldots, M \), estimate \( b \) and obtain a realization of \( \hat{b} \), we also apply here a linear approximation.

Then, from these estimators, we are able to simulate new trajectories that we can compare to the real trajectory of the membrane potential of \( X \) on \( [0, 13] \) (we have rescaled the time interval \( [11, 24] \) so that it begins at 0). Let us notice that the time interval is longer than the one used in step 1 to find the connectivity graph. Indeed, here we consider a phase without spikes for the fixed neuron, and this phase is longer than the one used for the stationary of the extracellular signal. Let us detail the procedure:

1. From \( \hat{\lambda}_j, j \in \{1, \ldots, M\} \), simulate new spike trains \( \tilde{N}_1, \ldots, \tilde{N}_M \) on \( [0, T] \) with \( T = 13 \).
2. Define functions \( \hat{\sigma}, \hat{a}, \hat{\lambda} \) (which are linear approximations of the obtained estimators).
3. Simulate trajectories \( (X_{k\Delta})_{k\Delta \in [0,T]} \) from equation
   \[
   dX_t = \hat{b}(X_t)dt + \hat{\sigma}(X_t)dW_t + \hat{a}(X_{t-}) \sum_{j=1}^{M} d\tilde{N}_j(t) \tag{5.2}
   \]
   where the \( \tilde{N}_j \)'s are given by step 1.
5.3 Results

The data used for this part are represented on Figure 4 on the left, the section of the membrane potential that we want to describe, rescaled on [0,5] and on the right, the corresponding spike trains for the $M = 17$ neurons on the same interval. Let us mention that we have only kept one observation over ten for the intracellular signal because the data are too large otherwise.

**Coefficients estimation** On Figure 5, we show in plain red line the estimated coefficients: $\hat{\sigma}^2$, $\hat{a}$ and $\hat{b}$. We add on each graph the linear approximations we made in dotted red. Indeed, on the real data the estimators are really noisy and thus, we make approximations. Thus the coefficient $\sigma$ is assumed constant and $a, b$ linear.

**Inference path** In Figure 6 we compare three trajectories: the true portion of the membrane potential (right), the trajectory of $X$ simulated from model 5.2 (right) and the trajectory of $X$ if we fit a pure diffusion process from the intracellular data without considering the spikes from the other neurons assuming there are no jumps (middle graph).

Precisely, it is possible to use a simple homogeneous process of type $dX_t = b(X_t)dt + \sigma(X_t)dW_t$, to infer the trajectory without taking into account the information of the neurons around. In this case $b, \sigma^2$ are nonparametrically estimated with the procedure described in [9], we denote $\tilde{b}$ and $\tilde{\sigma}$ the estimators. We simulate then a trajectory through the model

$$dX_t = \tilde{b}(X_t)dt + \tilde{\sigma}(X_t)dW_t.$$  \hspace{1cm} (5.3)

The result obtained in Figure 6 seems visually convincing that considering the spike trains of other neurons can improve the prediction of the membrane potential trajectory. Indeed, the middle trajectory simulated from the process with jumps seems closer to the true trajectory than the one simulated without spikes. In the next paragraph, based on depth notion, we propose a quantitative argument to support this observation.

**Depth for curve** In order to assess the interest of accounting for jumps in the diffusion model, we propose to use the notion of depth of Tukey developed for functional data in the R-Package curveDepth of Pavlo Mozharovskyi, based on the results of [11]. The idea is to evaluate the similarity between paths. When the depth coefficient (which belongs to [0,1]) is large, the
Figure 5: Estimators of the parameters of the diffusion model with jumps, left: $\hat{\sigma}^2$, middle: $\hat{a}$, right: $b$; the plain red line represents the estimator and the dotted red line the approximation we made (constant for $\hat{\sigma}^2$, linear for $a$ and $b$).

Figure 6: Trajectories of the membrane potential. Left: the true membrane potential (we have taken one observation over ten to represent the trajectory), middle: from a pure diffusion process without jumps, right: from model (5.3)
trajectories have many similarities. On the contrary, when it is close to zero, the paths are likely not to come from the same model. The function $\text{depthc.Tukey}$ allows us to compute the depths for the two simulated paths (with and without jumps) and compare them with the true ones. Let us detail the procedure:

1. Simulate a sample $D_{N_{\text{rep}}}^H = (\hat{X}_i^t)_{t \in [0,T]}, i = 1, \ldots, N_{\text{rep}}$ from Equation (5.2) with $X_0 \sim U([-55, -35])$. Simulate a sample $D_{N_{\text{rep}}}^{wH} = (\tilde{X}_i^t)_{t \in [0,T]}, i = 1, \ldots, N_{\text{rep}}$ from Equation (5.3), with $X_0 \sim U([-55, -35])$.

2. Compute the depth of each curve of the sample $D_{N_{\text{rep}}}^H$ (respectively $D_{N_{\text{rep}}}^{wH}$) on the sample $D_{N_{\text{rep}}}^H$ (resp $D_{N_{\text{rep}}}^{wH}$).

3. Compute the depth of the real trajectory $(X_t)_{[0,T]}$ on each sample and save the ranking.

We choose $N_{\text{rep}} = 100$ and perform 50 Monte-Carlo repetitions for this procedure. The depth of the real trajectory on the sample simulated from process (5.1) is 0.67 and the ranking is 60 over 100. The high rank of the true observation on the sample $D_{N_{\text{rep}}}^H$ suggests many similarities between the generated and the true trajectories. The depth of the real trajectory on the sample simulated from a simple diffusion process is 0.44 and the ranking is 1 over 100. This study validates using a Hawkes-jump-diffusion process on this data and the closeness of the true data to the path simulated under the model (5.1).

6 Conclusion and discussion

In this paper, we propose a complete study of real neuronal data. We integrate both intracellular and extracellular signals jointly in a unified framework to represent the dynamic of the membrane potential of a neuron considering the spikes from other neurons around. We first extracted a subnetwork of neurons that interact with the neuron of interest. We then studied the relevance of considering a Hawkes process to model the interactions between neurons based on a validation test. Finally, Model (5.1) was introduced to take into account both types of data. Theoretical results to guarantee the performance of the proposed estimators were proposed in [13], [12] and [1]. In this paper, we work with this model on neuronal data to investigate whether it could improve the fit to the real data compared to a standard diffusion process. We compare both models (with and without jumps) using the depth of the curves representing the trajectories and we show that Model (5.1) improves the fit to the real data. In conclusion, our work highlights that even if we can only measure the spike trains of a limited number of neurons around the central neuron, taking this information into account in the model improves the fit of the membrane potential dynamics between spikes.

This work is a first step in the joint study of extra and intracellular signals from neurons. The Hawkes-diffusion can be further improved by considering, for example the jumps of the neuron itself or by taking a different $\alpha$-function for each neuron that interacts with the central neuron. This work is beyond the scope of the paper, but it would be interesting to see if these perspectives would allow us to improve the fit of the trajectories.

Additionally, let us note that the inhibition behavior of the neurons could be taken into account in the Hawkes-diffusion process. Indeed, the theoretical paper [13] shows the results for a non-linear kernel with possible inhibition. This would require an efficient method to estimate the interaction functions of an exponential Hawkes model in a context of potential inhibition. A maximum likelihood estimator has been recently proposed in [5] for a univariate process and the extension to the multivariate case is an ongoing work. Finally, the last issue is to propose an efficient method that can handle the large dimension of the network. For example the recent work [8] investigates large networks adapting the method NPL. This is a serious lead for further works.
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7 Appendix

Details on the nonparametric estimators of $b, \sigma^2, a^2$ are developed in [12] and [1]. We define here the different estimators used in Section 5 in Equation (5.2). We consider the increments of the observed data:

$$Y_k := \frac{1}{\Delta}(X_{(k+1)\Delta} - X_{k\Delta}), \quad Z_k := \frac{1}{\Delta}(X_{(k+1)\Delta} - X_{k\Delta})^2.$$  

The smooth truncation function used in the following is

$$\varphi(x) = \begin{cases} 
1 & |x| < 1 \\
e^{1/3+1/(|x|^2-4)} & |x| \geq 2
\end{cases}.$$  

Let us consider the subspaces $L^2(A)$: $S_m = \text{span}(\varphi_1, \ldots, \varphi_{D_m})$ of dimension $D_m$ where $(\varphi_\ell)_\ell$ is an orthonormal basis of $L^2(A)$. The subset $A$ is the compact interval of observation (minimum and maximum of observed value).

The nonparametric estimator of $\sigma^2$ is:

$$\hat{\sigma}_{\hat{m}}^2 := \arg\min_{m \in M_n} \arg\min_{t \in S_m} \left\{ \frac{1}{n} \sum_{k=0}^{n-1} \left( t(X_k) - Z_k \varphi \left( \frac{X_{(k+1)\Delta} - X_{k\Delta}}{\Delta^\beta} \right) \right)^2 + \text{pen}_\sigma(m) \right\},$$

with $\beta \in (0, \frac{1}{2})$ and $\text{pen}_\sigma(m) := \kappa_\sigma \frac{D_m}{n \Delta}$. Then, we define the function $g$:

$$g(x) := \sigma^2(x) + a^2(x) f(x), \quad f(x) := \sum_{j=1}^{M} \mathbb{E}[\lambda_{k\Delta}(j)|X_{k\Delta} = x].$$

The nonparametric estimator of $g$ is:

$$\hat{g}_{\hat{m}} := \arg\min_{m \in M_n} \arg\min_{t \in S_m} \left\{ \frac{1}{n} \sum_{k=0}^{n-1} \left( Y_k - t(X_k) \right)^2 + \text{pen}_g(m) \right\},$$

with $\text{pen}_g(m) := \kappa_g \frac{D_m}{n \Delta}$. Finally,

$$a^2 := \frac{\hat{g}_{\hat{m}}(x) - \hat{\sigma}_{\hat{m}}^2(x)}{\hat{f}_h(x)}.$$  

Here $\hat{f}_h$ is the Nadaraya-Watson estimator with a well chosen bandwidth $h$. It is obtained using the estimation of $\lambda$ with ADM4.

For the estimation of the drift function, one need the quantity,

$$T_{M,k\Delta} = \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} \sum_{j=1}^{M} a(X_{s-}) dN_s(j),$$

then the nonparametric estimator of $b$ is:

$$\hat{b}_{\hat{m}} := \arg\min_{m \in M_n} \arg\min_{t \in S_m} \left\{ \frac{1}{n} \sum_{k=0}^{n-1} \left( U_k - t(X_k) \right)^2 + \text{pen}_b(m) \right\},$$

with $\text{pen}_b(m) := \kappa_b \frac{D_m}{n \Delta}.$
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