Modern methods of image recognition are sensitive to various types of disturbances, which actualize the development of resilient intelligent algorithms for safety-critical applications. The current article develops a model and method of training a classifier that exhibits characteristics of resilience to adversarial attacks, fault injection, and concept drift. The proposed model has a hierarchical structure of prototypes and hyperspherical boundaries of classes formed in the space of high-level features. Class boundaries are optimized during training and provide perturbation absorption and graceful degradation. The proposed learning method involves the use of a combined loss function, which allows the use of both labeled and unlabeled data, implements the compression of the feature representation to a discrete form and ensures the compactness of the distribution of classes and the maximization of the buffer zone between classes. The main component of the loss function is the value of the normalized modification of Shannon’s information measure, averaged over the alphabet of the classes, expressed as a function of accuracy characteristics. Simultaneously, accuracy characteristics are calculated on the basis of smoothed versions of the distribution of statistical hypothesis testing results. It is experimentally confirmed that the proposed approach provides a certain level of disturbance absorption, graceful degradation and recovery. During testing of the proposed algorithm on the Cifar10 data set, it was established that the integral metric of resilience to tensor damage by inversion of one randomly selected bit is about 0.95 if the share of damaged tensors does not exceed 30%. Also, during testing of the proposed algorithm, it was established that an adversarial attack with a disturbance that does not exceed the L∞-norm threshold equal to 3 provides resilience that exceeds the value of 0.95 according to the integral metric. Additionally, the integral metric of resilience during adaptation to the appearance of two new classes is 0.959. The integral metric of resilience to the real drift of concepts between the two classes is 0.973. The ability to adapt to the appearance of new classes or the concept drift has been confirmed 8 times faster than learning from scratch.
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**Introduction**

Image classification is one of the most common tasks in the field of artificial intelligence. Classification analysis of visual objects is often a component of security-critical applications. Examples of such applications are autopilots of transport and combat drones, medical diagnostics, production processes, monitoring of traffic flows and inspection of infrastructure or production facilities, and the like. Therefore, the urgency of solving the problem of ensuring the resilience of image classification analysis models to the influence of destructive disturbing factors increases.

In works [1, 2], the vulnerability of artificial intelligence algorithms was investigated and the following destructive effects were identified: noise and adversarial attacks, faults and faults injection into the deployment environment of an intelligent algorithm, concept drift and emergence novelties, that is, test samples that are outside the distribution of training data.

The resilience of the data classifier model to destructive influences is primarily ensured by achieving robustness to absorb a certain level of destructive influences and implementing the graceful degradation mechanism to achieve the most effective behaviour in conditions of incomplete certainty [2, 3]. However, in practice, data analysis models must be continuously improved taking into account the non-stationary environment and new problems. That is why an equally important component of resilience is the ability of the model to quickly restore productivity by adapting to the destructive impact and improving the intelligent algorithm to increase the efficiency of subsequent adaptations [4, 5]. Recovery and improvement mechanisms are developed within the frameworks of continuous and meta-learning [6, 7].

There are many methods and approaches to improve robustness against adversarial attacks. Some researchers classify methods for ensuring robustness against adversarial attacks into the following categories [8]: gradient masking methods [9, 10]; robustness optimization methods [11]; methods of detecting adversarial samples [12]. But the work [13] demonstrated the inefficiency of gradient masking methods. Approaches to
optimize robustness include adversarial training and regularization methods that minimize the impact of small disturbances in input data [11]. The last category includes methods of detecting adversarial samples at the input of the model to reject them, however, Carlini and Wagner [12] rigorously proved that detecting the properties of adversarial samples is very difficult and resource-consuming. In works [8, 14], it was proposed to divide the methods of protection against adversarial attacks into two groups that implement two separate principles: increasing intra-class compactness and inter-class separation in the feature space; increasing the robustness of features and eliminating non-robust features of the image. The first group includes the well-known methods of knowledge distillation, as they contribute to the increase of inter-class distances in the space of features [15]. The work [16] develops the principle of the information bottleneck, which proves the high robustness of the discrete characteristic representation and the efficiency of the loss function based on information measures.

Faults are often modeled by generating random or directed inversions (bit flips) in the memory that stores the weights or the output value of the neuron. To ensure robustness to the injection of faults into the computing environment, deployment of neural networks uses three main approaches: introduction of explicit redundancy [17]; modification of the learning algorithm [18]; architecture optimization [18]. The introduction of obvious redundancy is implemented, as a rule, by duplication of critical neurons and synapses, uniform distribution of synaptic weights and removal of unimportant weights and neurons. It is possible to increase the robustness of the neural network before fault injection at the stage of machine learning by adding noise, disturbances or directly faults during training. A regularization component (penalization) is also introduced for the indirect inclusion of faults in the conventional algorithm [19]. Optimization of the architecture to increase robustness consists in minimizing the maximum error at the output of the neural network for a given number of inverted bits in the memory where the weights or results of intermediate calculations are stored. In research [19], this problem was effectively solved on the basis of evolutionary search algorithms. However, architecture optimization is traditionally a rather resource-intensive process.

Domain randomization methods [20] are proposed in these papers, which increase the robustness of the model to limited shifts in the data distribution. Domain randomization consists in generating synthetic data from a large number of variations, so that real-world data can be considered as another variant of the domain [20]. Randomization of viewing angles, textures, shapes, shaders, camera effects, scaling and other effects can be used for this. In other papers [21], the use of self-supervised learning algorithms on data from different domains is proposed to achieve generalization beyond the boundaries of each of the specific domains. The method of Transfer Learning and Multi-Task Learning strengthen the resistance to out-of-distribution disturbing [22]. However, if real concept drift appears in the data stream, then there is a need to implement reactive mechanisms for the purpose of quick adaptation [23]. There is research on adapting to real concept drift, but the task of adapting in the absence of markup for test data or a significant delay in obtaining it is still a challenge.

Adversarial attacks, injection of errors, drift of concepts and samples outside the learning distribution cannot always be absorbed, therefore the development of reactive resilience mechanisms, namely graceful degradation, recovery and improvement [2, 4] is relevant. The implementation of these mechanisms is often associated with the need to detect a disturbing factor. The most successful methods of detecting adversarial samples, samples outside the training distribution (out-of-distribution) or concept drift are based on the analysis of the space of high-level features. At the same time, confidence metrics based on distances and classification algorithms based on prototypes are used [24, 25]. In work [26], the mechanism for detecting faults affecting the prediction result is based on the calculation of the reference value of the contrastive loss function on test diagnostic data samples in the absence of faults. To detect faults, the current value of the contrastive loss function for diagnostic data is compared with the reference value. Algorithms of nested learning and hierarchical classification were proposed in [27], which is useful for implementing the sophisticated degradation mechanism.

Algorithms for adapting models to destructive factors are considered in papers [28], where the principles of active learning or contrastive learning are used to increase the speed of adaptation by reducing the requirements for the volume of labeled data. The works [29] proposed training methods with semi-supervised learning for the simultaneous use of both labeled and unlabeled data to speed up adaptation to the drift of concepts. The papers [7] consider continuous learning methods that allow continuous accumulation of knowledge on various tasks and improvements, as well as various reminder mechanisms to avoid the problem of catastrophic forgetting. Various approaches to the implementation of meta-learning to increase the efficiency of adaptation are investigated in [6].

Thus, there are studies of individual principles of the resilience of data classification analysis models, but there are practically no works that consider their simultaneous combination.
The purpose of the article is to develop the architecture and training method of the image classifier, which contains the main components of mechanisms of resilience to destructive factors. Under the goal, the following research tasks are formulated:

- propose an architecture and training method of an image classifier to ensure resilience to adversarial attacks, faults injection and concept drift;
- to verify that the classifier has the properties of disturbance absorption (robustness), graceful degradation, recovery and improvement;
- evaluate the resilience of the classifier to destructive factors.

**Problem statement**

Exist a set of unlabeled images \( \{x_j^U | j = 1, n, m \} \) and a set of labeled images \( \{x_{m,j}^S | m = 1, M; j = 1, n_m \} \) for training and testing the algorithm of image classification analysis, where \( n \) and \( n_m \) are the size of the set of unlabeled images and the size of the set of labeled images of \( m \)-th class, respectively. Let be given the set of classes \( \{X_m^n | m = 1, M \} \) and the structure of parameters vector \( g \) of data analysis algorithm, that has been given as

\[
g = [\xi_1, \xi_2, \ldots, \xi_{l_1}, f_{1,1}, \ldots, f_{l_2,2}, \ldots, f_{l_k,k}],
\]

where \( \xi_{l_1} \) - \( \xi_{l_1} \)-th parameter of the algorithm affecting the formation of the feature representation of observations, \( \xi_{l_2} = 1, \xi_{l_1} \); 

\[
f_{l_2} = \xi_{l_2} - \text{-th parameter of the algorithm affecting the accuracy characteristics of the classifier}, \quad \xi_{l_2} = 1, \xi_{l_2}.
\]

At the same time, the restrictions imposed on the parameters in the form of formulas are known

\[
R_{\xi_1}(e_1, \ldots, e_{l_1}, \ldots, e_{k_1}) \leq 0, \quad R_{\xi_2}(f_1, \ldots, f_{l_2}, \ldots, f_{k_2}) \leq 0.
\]

It is necessary to find the optimal values of the parameters vector \( g \) (1) which provide a compromise between the maximum value of the information criterion of efficiency averaged over the set of the classes \( \bar{J} \) in normal conditions (that is, before the disturbance or after adaptation) and the maximum value of the integral metric of the resilience \( R \) of the classifier to disturbances during the given control period \([0, T_c]):

\[
\bar{J} = \frac{1}{M} \sum_{m=1}^{M} J(\alpha_m, \beta_m, D_{1,m}, D_{2,m}),
\]

where \( J \) is the function of the information criterion of efficiency for the two-alternative system of decision evaluations;

\[
\alpha_m \text{ is an estimation of the probability of errors of the first kind for the decision rule of the m-th class;}
\]

\[
\beta_m \text{ is an estimation of the probability of errors of the second kind for the decision rule of the m-th class;}
\]

\[
D_{1,m} \text{ is a sensitivity (first reliability) of the decision rule of the m-th class;}
\]

\[
D_{2,m} \text{ is a specificity (second reliability) of the decision rule of the m-th class;}
\]

\[
R = \frac{1}{P} \sum_{i=0}^{T_c} \bar{J}(t)dt - \sum_{i=0}^{T_c} J_0(t)dt,
\]

where \( \bar{J}(t) \) is dependence of the current value of the information criterion of system efficiency on time (number of the test sample or mini-package);

\( T_c \) is control period, the values of which are chosen based on the results of a preliminary assessment of the average duration of the interval between the events of destructive effects or the maximum permissible recovery time [4];

\( P \) is a set of destructive events during the interval of the control period \([0, T_c])

\[
\bar{J}_0(t) \text{ is normal functional state (steady state without disturbances), which is entered into the formula for displaying the values of the integral index of resilience in the interval [0, 1]};
\]

\[
g^* = \arg \max_G \left\{ \eta \bar{J}(g) + (1 - \eta)R(g) \right\},
\]

where \( \eta \) is the coefficient regulating the trade-off between the information criterion of efficiency and the resilience of the algorithm during the control period.

**Architecture of the resilient classifier model**

During the construction of the model, we aim to implement the main characteristics of resilience: robustness, controlled degradation, recovery and improvement. For this, the model will be based on the following principles:

- formation of a prototype and a compact spherical container for each class to detect out-of-distribution samples of training data and concept drift;
- the use of a hierarchical system of sample label-
ing and hierarchical classification to implement the principles of graceful degradation;
– the organization of FIFO memory buffers with a limited size for storing labeled and unlabeled data that was fed to the input of the neural network and has the corresponding values of labels or loss functions, for the implementation of diagnostic and recovery mechanisms.

Fig. 1 shows the architecture of the resilient classifier. It is shown that the classifier model consists of a feature extractor built on the basis of four ResBlocks modules of the well-known ResNet50 architecture, and a classification module based on prototypes [25]. A set of vector-prototypes is built for the classification analysis of the feature presentation. Prototype vectors are not fixed, they are determined in the learning process as well as the weighting coefficients (filters) of the feature extractor. At the same time, to ensure the principle of graceful degradation, prototypes can belong to different levels of hierarchy in accordance with the hierarchy of labeling. In addition to prototypes, the radii of hyperspherical separating surfaces (containers) for each of the classes are optimized during the training process. Container radii are stored in memory to detect a high level of uncertainty in decision making.

To increase the immunity and robustness of the characteristic description, it is suggested to use one of the options for implementing the information bottleneck principle [16]. For this purpose, it is assumed to compress the feature representation by bringing it closer to a discrete form. Therefore, the output of the feature extractor uses a sigmoid layer and the corresponding regularization in the learning algorithm.
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Confidence in the prediction for the i-th sample is estimated by the value of the function of belonging to the k-th recognition class, which has the form

\[
\mu_k(z_i) = 1 - \frac{\text{dist}(z_i; z_k)}{N \cdot \eta_k},
\]

where \(z_i\) is binary feature representation of the i-th sample at the feature extractor output;
\(z_k\) is a prototype for the k-th class in the feature space;
\(N\) is dimension of the feature vector \(z_i\);
\(\eta_k\) is scaling factor for the radius of the hyperspherical separating surface (container) of the k-th class, \(\eta_k \in (0; 1)\);
\(\text{dist}(\cdot)\) – squared Euclidean distance.

If the maximum value of the membership function (1) for the input unlabeled sample \(x_i\) with a feature representation \(z_i\) is less than zero, then such a prediction should not be trusted, and this sample should be added to the buffer of unlabeled data outside the training distribution. If the incoming unlabeled sample falls into one of the containers of recognition classes, then it should be added to the buffer of unlabeled data belonging to the distribution of one of the classes. Buffers of unlabeled samples can be used for semi-supervised learning based on pseudo-labeling, soft-labeling or consistency regularization [29]. In addition, unlabeled samples are candidates for a request for manual labeling (active learning). At the same time, data from the buffer of unlabeled data can be moved to the buffer of labeled data after receiving feedback about their real belonging to recognition classes. The priority of recommending samples for labeling depends on the value of the membership function.

If a labeled sample falls outside the boundaries of its class container, then this may indicate novelty in the data or virtual drift of concepts. Control of falling of labeled samples into a container not of its class can be used to detect the real drift of concepts. To avoid catastrophic forgetting in the conditions of concept drift or the appearance of a new class of recognition, the reminder function is implicitly implemented based on data buffers and reference vectors in the feature space.

After updating the weight of the model, it is necessary to store (or update) the diagnostic sample of data and the corresponding value of the loss function in the memory. After that, together with the test samples in each mini-batch, it is necessary to pass a sample of diagnostic data to compare the past and current value of the loss function to detect faults (injection of faults) in the memory of the network parameters. If the difference in the loss function exceeds a certain threshold \(\alpha\), it is necessary to initiate the network fine-tuning algorithm based on diagnostic data to eliminate this discrepancy, not below the threshold \(\beta\).
Machine learning method

When developing a machine learning method, we aim to ensure the main characteristics of resilience: robustness, graceful degradation, recovery and improvement. For this, the following principles will be the basis of the learning algorithm:

– increasing the compactness of the distribution of classes and the buffer zone between classes to increase robustness to noise, emissions and adversarial attacks by introducing an additional regularization component to the resulting loss function;

– penalization for the discretization error (compression to binary form) of the feature representation as one of the options for implementing the information bottleneck to increase the robustness and informativeness of the characteristic description;

– taking into account the hierarchical nature of the data labeling and the hierarchical nature of class prototypes by calculating the loss function separately for each level of the hierarchy to provide graceful degradation mechanisms in the recognition mode;

– implementation of reactive performance recovery mechanisms under the influence of disturbances based on fine-tuning of weights on diagnostic data to eliminate the impact of detected faults, new initialization of prototypes of drifting classes or new classes, use of new data without labeling in the consistent regularizing component to quickly adapt to adversarial attacks;

– avoiding catastrophic forgetting during adaptation to changes and attacks without completely retraining the model from scratch by implementing reminder mechanisms based on buffer data and prototype vectors.

Classifier training has two main stages:

– the preparatory stage, when training is carried out on the available amount of data;

– adaptation of the classifier to novelty and disturbances during operation.

The main criterion of learning in both cases is the information measure. The loss function based on the use of the information measure has the form:

\[ J = \frac{H_o - H}{H_o} = 1 + \frac{1}{2} \left( \frac{\alpha_k}{\alpha_k + D_{2,k}} \log_2 \frac{\alpha_k}{\alpha_k + D_{2,k}} + \frac{D_{1,k}}{D_{1,k} + \beta_k} \log_2 \frac{D_{1,k}}{D_{1,k} + \beta_k} + \frac{\beta_k}{\alpha_k + D_{2,k}} \log_2 \frac{\beta_k}{\alpha_k + D_{2,k}} \right), \tag{7} \]

where \( H_o \) is a priori entropy for two alternative decision systems;

\( H(\gamma) \) is posterior entropy, which characterizes the residual uncertainty after decisions are made.

Separating hyperspherical surfaces are constructed for each class on the radial basis of the feature space and are the basis for decision rules. The accuracy characteristics for decision rules of the \( k \)-th class are calculated based on statistical hypothesis testing:

\[ D_{1,k} = \frac{TP_k}{TP_k + FN_k + \varepsilon}, \tag{8} \]

\[ D_{2,k} = \frac{TN_k}{TN_k + FP_k + \varepsilon}, \tag{9} \]

\[ \alpha_k = \frac{FN_k}{FN_k + TP_k + \varepsilon}, \tag{10} \]

\[ \beta_k = \frac{FP_k}{FP_k + TN_k + \varepsilon}, \tag{11} \]

where \( TP_k \) is the number of correct positive classifications of samples for decision rules of the \( k \)-th class;

\( TN_k \) is the number of correct-negative classifications of samples for decision rules of the \( k \)-th class;

\( FP_k \) is the number of false-positive classifications of samples for decision rules of the \( k \)-th class;

\( FN_k \) is the number of false-negative classifications of samples for decision rules of the \( k \)-th class;

\( \varepsilon \) is a constant that is added for numerical stability, \( \varepsilon = 10^{-6} \).

Procedures for calculating statistical tests are non-differentiable, so in training mode, you can use their smoothed versions [31]

\[ TP \approx \sum_{i=1}^{n} \hat{y}_i \odot y_i, \tag{12} \]
FP = \sum_{i=1}^{n} \hat{y}_i \odot (1 - y_i), \quad (13)

FN = \sum_{i=1}^{n} (1 - \hat{y}_i) \odot y_i, \quad (14)

TN = \sum_{i=1}^{n} (1 - \hat{y}_i) \odot (1 - y_i), \quad (15)

where \( \odot \) is element-wise multiplication operator (Hadamard product);
\( \hat{y}_i = \{ y_{i,k} | k = 1 \ldots K \} \) is a class label for \( i \)-th sample in one-hot coding format [31];
\( \hat{y}_i = \{ \text{relu}(\mu_{i,k}) | k = 1 \ldots K \} \) is the value of the membership function (5) after the \text{relu}() function for the \( i \)-th sample.

The admissible domain of criterion (7) is limited by inequalities \( D_{1,k} \geq 0.5 \) and \( D_{2,k} \geq 0.5 \), or \( \beta_k < 0.5 \) and \( \alpha_k < 0.5 \), then, for the convenience of optimization by the method of error backpropagation, it is suggested to perform the following operations during the calculation of the loss function [30]:

\[
D_{1,k} = \max(D_{1,k}, 0.5), \quad (16)
\]

\[
D_{2,k} = \max(D_{2,k}, 0.5), \quad (17)
\]

\[
\alpha_k = \min(\alpha_k, 0.5), \quad (18)
\]

\[
\beta_k = \min(\beta_k, 0.5). \quad (19)
\]

To increase the compactness of the distribution of classes and the interclass gap in the feature space, it is suggested to use the contrastive-centre loss function [32]

\[
L_{\text{CCL}} = \frac{\text{dist}(z_i, \bar{z}_y)}{\sum_{k=1, k \neq y}^{K} \text{dist}(z_i, \bar{z}_k) + 1}. \quad (20)
\]

In order to optimize the boundaries of the class distribution, it is additionally proposed to use a regularizing component that connects the average distance between the prototypes of classes and the average radius of the class containers

\[
L_{\text{C}} = \bar{d} / (\bar{d} + 1), \quad (21)
\]

where \( \bar{d} \) is the average value of the normalized distance between class prototypes, calculated by the formula

\[
\bar{d} = \frac{1}{N(K-1)} \sum_{k=1}^{K} \sum_{c=1}^{K} \text{dist}(z_c, \bar{z}_k); \quad (22)
\]

\( \bar{r} \) is the average value of the scaling factor of the class container radius calculated by the formula

\[
\bar{r} = \frac{1}{K} \sum_{k=1}^{K} r_k. \quad (23)
\]

To speed up adaptation to changes, data samples without labeling can be used to form a consistent regularization component in the loss function [29]. At the same time, unlabeled data is divided into two groups: unlabeled data falling into class containers; unlabeled data that does not fall into any of the recognition class containers.

Unlabeled data falling into the containers of existing classes is proposed to be used for consistent regularization by calculating the next component of the loss function

\[
L_{\text{UCE}}^{\text{in}} = \text{CE}\left(q^\mu(z_i'), q^{\mu}(z_i^\hat{y})\right), \quad (24)
\]

where \( z_i' \), \( z_i^\hat{y} \) — indicative representation of augmented versions of the input sample \( x_i \);
\( q(z_i) \) is an estimation of the probability of belonging of the characteristic representation \( z_i \) for the sample \( x_i \) to the recognition classes after calculating the values of the membership functions

\[
q^\mu(z_i) = \frac{\exp(\mu_k(z_i))}{\sum_{c=1}^{K} \exp(\mu_c(z_i))}; \quad (25)
\]

\( \text{CE()} \) is the standard cross-entropy function.

For \( \gamma \) fractions (<10%) of unlabeled samples that fall into class containers and have the largest maximum values of \( q(z_i) \), it is possible to form a pseudo-labeling with the corresponding classes. Such pseudo-labeled data can be mixed into each mini-batch during training.

Unlabeled data falling outside existing class containers can be instances of unknown classes, outliers, or the result of concept drift. For such samples, it is suggested to use soft labeling which is based on distances to prototypes of already known classes and is calculated by the formula
For samples that are outside the containers of known classes, the component of consistent regularization is calculated according to the formula

\[ L^\text{out}_{\text{UCE}} = \text{CE}\left(q^\text{dist}(z_i), q^\text{true}(z_i)\right). \]  

(27)

Consistent regularization can be performed not only at the level of the classification module, but also at the level of features. The corresponding regularization component of the loss function is calculated by the formula

\[ L_{\text{UL2}} = \text{dist}\left(z'_i, z''_i\right). \]  

(28)

To implement the information bottleneck, a regularization component is additionally introduced, which penalizes the discretization error of the feature description [30]

\[ L_D = z_i^T (e - z_i), \]  

(29)

where \( e \) is unit vector.

The initial values of the parameters of the prototypes of the lower-level classes are proposed to be initialized based on the Hadamard matrix [30]. To do this, the dimension of the Hadamard matrix is first determined \( N_{\text{Hadamard}} = 2^{\text{ceil}(\log_2(N))} \), where \( \text{ceil()} \) is a function for rounding a number to a larger integer value. Then all values less than 0 are replaced by 0, i.e. \( Z = \max(0, \text{Hadamard}(N_{\text{Hadamard}})) \). To facilitate the process of adapting the prototype to the features of the data structure, label smoothing is used according to the formula \( Z' = Z \times 0.7 + 0.15 \), as a result of which 1s will turn into 0.85, and 0s into 0.15. From the obtained matrix, the first \( K \) vectors are chosen, the dimension of which is limited to the first \( N \) features, i.e. \( Z = Z'[1:K,1:N] \). At the same time, the initial value of the radius scaling factor \( \eta_k \) for the hyper-spherical container of the \( k \)-th class is initialized by the value of half of the Plotkin bound divided by the dimension of the feature space [30]

\[ \eta_k \leftarrow \frac{1}{2 \cdot \frac{K}{K-1}} \cdot \frac{1}{N} = \frac{K}{4 \cdot (K-1)}. \]  

(30)

In the case of the appearance of a sample with a marking indicating a new \((K + 1)\)-th class of the lower level, it is necessary to form a new prototype of the class \( z_{k+1} \) with the corresponding initial value of the radius scaling factor \( \eta_{k+1} \). To do this, the nearest vector from the remaining unused rows is selected from the modified Adamar matrix \( Z' \) where the closeness is determined based on the square of the Euclidean distance. The initial value of the scaling factor of the container radius for the new class is also determined by the formula (30), but taking into account the new number of classes. In case of recognition of real concept drift, prototypes of drifting classes are filled with random numbers from the range \([0; 1]\).

Each coordinate of the prototype-vector of the upper hierarchical level is initialized by copying the corresponding coordinate of one of the prototypes of the lower level, which is selected randomly. The radius of classes of the upper hierarchical level is determined by the formula (30) taking into account the number of classes at this level.

The resulting loss function is formed by the sum of the above components, averaged over the levels of the class hierarchy with coefficients that regulate the impact and priority of individual components.

When training on labeled training data, the loss function is used

\[ L_s = \lambda_\text{INF} \Gamma_{\text{INF}} + \lambda_\text{CCL} \Gamma_{\text{CCL}} + \lambda_\text{C} \Gamma_{\text{C}} + \lambda_\text{D} \Gamma_{\text{D}}, \]  

(31)

where \( \Gamma_{\text{INF}} \), \( \Gamma_{\text{CCL}} \), \( \Gamma_{\text{C}} \) are values of the loss functions \( L_{\text{INF}} \), \( L_{\text{CCL}} \) and \( L_{\text{C}} \) respectively averaged by H-levels of class-hierarchy;

\( \lambda_\text{INF} \), \( \lambda_\text{CCL} \), \( \lambda_\text{C} \), \( \lambda_\text{D} \) are coefficients that adjust the influence and priority of the components of the resulting loss function.

When new data become available, the labeled samples are combined with unlabeled samples to implement continuous adaptation, and the following loss function is calculated

\[ L_{\text{TOTAL}} = L_s + \lambda_{\text{OUT}} \Gamma_{\text{OUT}} + \lambda_{\text{IN}} \Gamma_{\text{IN}} + \lambda_{\text{UL2}} \Gamma_{\text{UL2}}, \]  

(32)

where \( \Gamma_{\text{OUT}} \), \( \Gamma_{\text{IN}} \), \( \Gamma_{\text{UL2}} \) are values of the loss functions \( L_{\text{OUT}} \), \( L_{\text{IN}} \) and \( L_{\text{UL2}} \) respectively averaged by H-levels of class-hierarchy;

\( \lambda_{\text{OUT}} \), \( \lambda_{\text{IN}} \), \( \lambda_{\text{UL2}} \) are coefficients that adjust the influence and priority of the components \( \Gamma_{\text{OUT}} \), \( \Gamma_{\text{IN}} \) and \( \Gamma_{\text{UL2}} \) respectively.

The following values of coefficients for the components of the loss function are suggested by default: \( \lambda_{\text{INF}} = 1.0 \), \( \lambda_{\text{CCL}} = 1.0 \), \( \lambda_{\text{C}} = 0.001 \),
\[ \lambda_d = 0.001, \lambda_{\text{UCE}}^{\text{out}} = 0.1, \lambda_{\text{UCE}}^{\text{in}} = 0.1, \lambda_{\text{UL2}} = 0.01. \]

**Results of machine learning and discussion**

The Cifar10 dataset was chosen for experimental research because its images have a small dimensionality, which accelerates experimental research. The classes of this dataset can be arranged in a hierarchical structure. For example, the first top-level class may be the animal class, which includes subclasses bird, cat, deer, dog, frog and horse. The second top-level class may be the vehicle class, which includes subclasses airplane, automobile, ship and truck. Therefore, at the output of the classifier, 12 prototype vectors will be used, of which 2 are for top-level prototypes and 10 are for bottom-level prototypes. The CIFAR-10 dataset consists of 50,000 training and 10,000 test color images of 32x32 pixels. Images are evenly distributed among 10 classes. For the convenience of analysis, we will use 70% of the training data to train the base model and form dataset_base, and 30% will be used for additional training dataset_additional.

As a result of perturbations there is a decrease in productivity. To test the ability to recover, we consider recovery to be the state of achieving 95% of the performance that was before the perturbing impact. The control interval is equal to 200 iterations to ensure testing on the full amount of test data.

To test the model for fault resilience and recoverability, it is proposed to use the TensorFI2 library, which is capable of simulating software and hardware faults. In the experiment, it is proposed to consider the impact of the most difficult to absorb type of faults, which is to generate a random inversion of bits (bit-flip injection) in each layer of the model. At the same time, a fixed fraction of tensors (fault rate) is randomly selected and 1 bit is randomly selected in them to be inverted. For diagnostics and recovery, diagnostic data is added to each mini-batch along with test data for model input. Diagnostic data are generated from the dataset_additional and their number is equal to the size of 128 samples.

Fig. 2 shows the dependence of the value of the information criterion averaged over set of classes on the number of testing iterations of the model trained on the dataset_base. In this case, the first 50 iterations are performed without fault injection, and on the 51st iteration 4 versions of the model are generated with different fractions of tensors with an inverted bit in a random position, i.e. \( \text{fault}_\text{rate} \in \{0.1; 0.3; 0.5; 0.6\} \). Therefore, 4 performance recovery curves of the model are shown. Dependence of \( J \) (2) and \( R \) (3) on the fraction of tensors with inverted bit in random position for different dimensionality of feature representation at the output of feature extractor at different hierarchical level of classifier is shown in Table 1 and Table 2.

The analysis of Fig. 2 shows that the classification analysis algorithm is resilient to error injection if fault rate \( \leq 0.5 \). However, the larger the greater the loss of classifier efficiency after recovery. Comparison of Fig. 2, a and Fig. 2, b shows that the top-level classifier exhibits a higher level of robustness and resilience, which allows it to be used in the mechanisms of graceful degradation under the influence of faults.

The choice of model parameters should be carried out taking into account the trade-off between the resilience and performance of the model (4). One of the important hyperparameters of the classifier model is the dimensionality of the feature representation. However, the analysis of Table 1 and Table 2 shows that there is no unambiguous relationship between the dimensionality of the feature description, fault resilience and the information criterion of efficiency after recovery. Perhaps this relationship is clearer in the case of disturbances of another type.
In practice, such metrics as L0-norm, L1-norm, L2-norm and L∞-norm have become widespread. However, only L0-norm and L∞-norm impose restrictions on the spatial distribution of noise, which protects against the formation of distorted samples that are misclassified even by humans. In addition, the choice of perturbation level by the L0-norm or L∞-norm metric does not depend on the image size, which is convenient for comparison. In the experiments, the formation of attacks is proposed to be implemented on the basis of the search algorithm of the covariance matrix adaptation evolution strategy (CMA-ES) using the L∞ metric [33].

Measurements of classifier efficiency are carried out on disturbed test samples, each mini-batch of disturbed test data is formed on the actual data model. At the same time, mini-batches of perturbed data from the dataset_additional set are formed, of which 20% are provided with data labels to emulate active learning. The perturbed data from dataset_additional are not involved in measuring the model performance, but are used to adapt the model to perturbations of this type.

Fig. 3 shows the dependence of value of the information criterion averaged over set of classes on the number of testing iterations of the model trained on the dataset_base. In this case, the first 50 iterations are performed without fault injection, and on the 51st iteration, data sets with 4 different threshold values of the disturbance level are generated, that is threshold ∈ {1; 3; 5; 10}.

Table 1

| Fault rate | R N=64 | R N=128 | J N=64 | J N=128 |
|------------|--------|---------|--------|---------|
| 0.1        | 0.978  | 0.979   | 0.981  | 0.980   |
| 0.3        | 0.945  | 0.951   | 0.970  | 0.975   |
| 0.5        | 0.881  | 0.880   | 0.952  | 0.961   |
| 0.6        | 0.674  | 0.511   | 0.652  | 0.651   |

Table 2

| Fault_rate | R N=64 | R N=128 | J N=64 | J N=128 |
|------------|--------|---------|--------|---------|
| 0.1        | 0.981  | 0.981   | 0.981  | 0.980   |
| 0.3        | 0.952  | 0.955   | 0.981  | 0.978   |
| 0.5        | 0.920  | 0.919   | 0.975  | 0.961   |
| 0.6        | 0.815  | 0.852   | 0.852  | 0.851   |

Therefore, 4 performance recovery curves are displayed. The dependence of \( \bar{J} \) (2) and R (3) on the level of perturbation of samples for different dimensionality of the feature representation at the output of the feature extractor at different hierarchical levels of the classifier is shown in Table 3 and Table 4.

The analysis of Fig. 3 shows that the classification analysis algorithm is resilient to disturbances if threshold \( \leq 5 \). However, the larger threshold is, the greater the loss of classifier efficiency after recovery. In this case, the comparison of Fig. 3, a and Fig. 3, b shows that the top-level classifier exhibits a higher level of robustness and resilience, which allows it to be used in mechanisms of graceful degradation under the influence of adversarial attacks.

The analysis of Tables 3 and 4 shows that the dimension \( N = 128 \), although inferior in terms of the information criterion of efficiency after recovery, provides a better compromise solution according to the form (4) due to a significant improvement in the resilience of the model.
A new learning method is proposed that combines learning from scratch with transfer learning. Then there is a decline in performance when the labeled (and test) samples of new classes appear, to which the algorithm adapts. The second decline in productivity is associated with the real concept drift, due to the arrival of training (and test) samples with changed labels (truck replaced by automobile and vice versa).

In order to test the adaptation to new classes, we first train the model without two lower-level classes, for example, without horse and bird, and then add them as perturbation. To test the adaptation to the concept drift, from a certain point on, samples of the automobile class can be labeled as truck and truck as automobile. Changes in the test dataset occur synchronously with changes in the training dataset. Testing will take place after each training mini-batch on the full amount of test data. To make the analysis easier, each mini-batch will be formed in such a way that it will contain approximately the same number of samples of each of the currently relevant classes. Samples of new and existing classes will be taken from dataset_base, but for existing classes the samples will be selected from the buffer of the last labeled samples (100 samples per class). The mini-batch of labeled data can be extended by 10% with unlabeled samples from dataset_additional. It is assumed that the real concept drift will be detected automatically when the labeled samples from dataset_base with modified labeling are added to the training batches, which will then be added to the buffer of the last labeled data. The threshold for detecting real concept drift is set as 50 samples of one class in a container of another class.

Fig. 4 shows the dependence of the class-wise averaged information efficiency criterion calculated with test dataset on the number of training mini-batches during learning from scratch and during adaptation to new classes or to the real concept drift.

The analysis of Fig. 4 shows that recovery requires 8 times less data than training from scratch. At the same time, the integrated resilience metric during adaptation to the emergence of two new classes is 0.959. The integral metric of resilience to the real concept drift between the two classes is 0.973. At the same time, after the recovery there was almost no loss of efficiency by the information criterion (2).

Thus, the ability of the proposed algorithm to absorb a certain level of destructive disturbance and the ability to adapt in order to recover and improve the performance is experimentally proved. At the same time, the higher efficiency and resilience of the algorithm for classes of higher hierarchical level is confirmed, which allows to implement the mechanisms of graceful degradation.

**Conclusions**

The proposed classifier model implements the mechanisms of perturbation absorption and graceful degradation. A key design aspect of the model is the inclusion of class hierarchical structure and hyperspherical separation surfaces (container) for each class.

A new learning method is proposed that combines maximization of compactness of class distribution and interclass buffer zone, discretization of feature description and regularization of consistency. Regularization of consistency is carried out both at the level of classification output and at the level of features and is used to increase robustness and speed of
adaptation to destructive disturbances due to the effective use of unlabeled data.

When testing the proposed algorithm on the Cifar10 dataset, it was found that if the fraction of tensors damaged by the inversion of one randomly selected bit does not exceed 30%, then the integral metric of resilience to this disturbance is about 0.95. However, at 60% of damaged tensors the proposed algorithm does not provide resilience.

During the testing of the proposed algorithm, it was found that an adversarial attack with a perturbation that does not exceed the $L_\infty$-norm threshold equal to 3 provides a resilience that exceeds the integral value of 0.95. However, when the perturbation exceeds the $L_\infty$-norm threshold equal to 10, at the lower hierarchical level the resilience is not provided, and at the upper level the resilience by the integral metric is on the verge of recovery. It was noticed that the larger dimensionality of the feature space provides significantly better resilience to adversarial attacks at higher and lower hierarchical levels.

Experimentally confirmed on the open Cifar10 dataset the ability to adapt to the emergence of new classes or concept drift 8 times faster than learning from scratch. At the same time, the integrated resilience metric during adaptation to the emergence of two new classes is 0.959. The integral metric of resilience to the real concept drift between the two classes is 0.973.

The practical significance of the work is to form a new methodological basis for improving the resilience of image classification systems and quantifying of resilience to perturbing influences such as adversarial attacks, fault injection and concept drift.

Future research will focus on meta-learning algorithms to optimize the performance of data mining models. Particular attention will be devoted to increasing the resilience of the model by improving the architecture of the classifier model.
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Сучасні методи розпізнавання зображень є чутливим до різного типу збурень, що актуалізує розроблення різних інтелектуальних алгоритмів для критичних до безпеки застосувань. Метою статті є розглядування проблеми захищеності нейронних мереж від атак, які можуть впливати на їхнє використання в критичних до безпеки застосуваннях. Модель навчання, що використовується в цій статті, здатна науковому методу навчання передбачає застосування комбінованої функції втрат, що дозволяє використання як різних, так і нерозміченних даних, реалізує компресію ознакового подання до дискретної форми і забезпечує компактність розподілу класів і максимізацію буферної зони між ними. Основною складовою функції втрат є усереднення над втратою з врахуванням нерозміченних даних.
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чену деградацію та відновлення. Під час тестиування запропонованого алгоритму на наборі даних Cifar10 встановлено, що інтегральний показник резільєнтності до ушкодження тензорів інверсією одного випадково обраного біту становить близько 0,95, якщо частина ушкоджених тензорів не перевищує 30 %. Також, під час тестиування запропонованого алгоритму було встановлено, що протиборча атака зі збуренням, що не перевищує за L∞-нормою поріг рівний 3, забезпечує резільєнтність, яка перевищує 30 %.

Ключові слова: класифікація зображень; робастність; резільєнтність; витончена деградація; протиборчі атаки; інжеція несправностей; дрейф концепцій.
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