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Abstract

The Kuramoto model is an important mathematical model to study the synchronization phenomena in complex networks. The rich theory behind the rigorous treatment of the synchronization phenomenon has been connected to many branches of science. In particular, the study of the energy function associated with the Kuramoto model is relevant in the context of non-convex optimization for machine learning and data science.

In this work, we use tools from random matrix theory, random graphs, and statistics to derive rigorous guarantees for the random geometric graph on the sphere to synchronize with probability of success tending to one as the number of nodes tends to infinity. To the best of our knowledge, this is the first rigorous result for the Kuramoto model on random geometric graphs.

1 Introduction

Spontaneous synchronization is an ubiquitous phenomenon in nature. The experimental investigation of this phenomenon dates back to the work of Huygens in 1665, who observed that two pendulums held by the same wooden beam tend to swing in anti-phase after a certain amount of time, regardless their initial position. Similar phenomena have been observed in many branches of science [26].

In a seminal work [18], Kuramoto introduced the first mathematical tractable model to study synchronization in a system of all-to-all phase oscillators. Natural generalizations for complex networks were considered in the literature, but their analysis remains not fully understood. We point out that different versions of the Kuramoto model have been studied with applications in electric power networks, wireless networks, neuroscience [19][10][24], to name a few.

In this work, we study the following model: Consider a graph $G$ with adjacency matrix $A$ with entries $a_{ij} \in \{0, 1\}$. Each node $i$ is associated with a phase $\theta_i \in (0, 2\pi]$ that varies with the time $t$ and a natural frequency $\omega_i \in \mathbb{R}$. The system of differential equations below represents the Kuramoto model associated
with the graph $G$

$$\forall i \in [n] : \frac{d\theta_i(t)}{dt} = w_i - \frac{K}{n} \sum_{i,j=1}^{n} a_{ij} \sin(\theta_i - \theta_j),$$

where $K$ is the coupling strength.

In order to give a more intuitive description of the model, we describe an alternative viewpoint due to Dörfler, Chertkov, and Bullo [10]. For simplicity, in this manuscript, we only discuss the homogeneous Kuramoto model, where $w_i$ is zero for all $1 \leq i \leq n$. The coupled oscillators system can be interpreted as a system of particles that tends to minimize the following energy function

$$E_o(\theta) := \sum_{i,j} a_{ij} (1 - \cos(\theta_i - \theta_j)),$$

and the standard Cauchy problem associated with this energy function can be written as

$$\forall i \in [n] : \frac{d\theta_i(t)}{dt} = -\frac{\partial E_o(\theta_1, \ldots, \theta_n)}{\partial \theta_i}, \quad \theta_i = \theta_i(0).$$

From the equation above, the intuitive meaning of Kuramoto model is that the evolution moves according to the gradient flow of the energy function, i.e., the direction of maximum decrease of $E_o$. With this gradient flow formulation, we study the relationship between the graph $G$ and the synchronization phenomenon associated to the topology of $G$. Mathematically, this means that we are interested in determining whether the energy function $E_o(\theta)$ admits a local minimum that is not the global minimum, also called a spurious minimum. It is easy to see that the global minimum corresponds to $\theta_1 = \ldots = \theta_n = 0$ (up to a global shift). The challenge here is that the function is not convex so it is necessary to do a deeper analysis of the optimization landscape associated with the energy function. In fact, there is a significant body of work dedicated to the study of the optimization landscape of non-convex functions because such problems often appear in machine learning and data science (e.g. [13, 14]), some works have been directly connected to the study of energy functions such as the one treated in this work [2][20].

1.1 Kuramoto Model on random graphs

A trivial necessary condition for the oscillators to synchronize is that the underlying graph is connected. However, this is far from being sufficient. There are many examples of networks that do not synchronize even if all nodes are connected over half of the other nodes. There are also known sparse networks that synchronize [20][27]. Moreover, it is known that the addition of a single edge can create spurious local minima [20].

The motivation to study the synchronization phenomenon in random graphs is to study the behavior of oscillators on a typical graph. In this spirit, the
standard Erdős-Rényi random graphs, in which an edge is placed between every pair of vertices independently with probability $p$, were considered to quantify the typical behaviour of networks in the homogeneous Kuramoto model, i.e., when all $\omega_i$ are equal to zero [17, 20].

In this work, we also focus on the homogeneous case, and analyse the existence of spurious local minima when the graph $G$ is drawn at random with some geometric structure behind, the so called random geometric graphs on the sphere. These are graphs with $n$ vertices sampled by generating $n$ points in the unit sphere, and placing an edge between every pair of vertices with Euclidean distance smaller than a certain threshold. The random geometric graph on the sphere is an interesting model because it captures the property that two nodes are more likely to connect if both are connected with a third node. Similar models have been studied in the literature [8, 12, 19], but we are not aware of any rigorous mathematical guarantees.

In contrast to the Erdős-Rényi random graph model studied in [17, 20], the adjacency matrix of the random geometric graph does not enjoy independence among entries or columns, which requires different tools in their analysis. Our main contribution is to give a rigorous treatment for the random geometric graphs by exploring its connections with random matrix theory and recent work on hypothesis testing among random graph models [21]. Our main result establishes that a random geometric graph with $n$ nodes drawn uniformly at random from the unit sphere $\mathbb{S}^{d-1}$ synchronizes, with high probability, as long as $d$ is sufficiently large compared to $n$. We state here a simplified statement

**Theorem 1. (Simplified Statement of the Main Result Theorem 4)** Let $G$ be a random geometric graph with $n$ nodes on the unit sphere $\mathbb{S}^{d-1}$ such that each edge is connected with probability $p$. Then if $np = \Omega(\log^2(n))$ and $d = \tilde{\Omega}(n^2p^2)$, the graph $G$ synchronizes with high probability. Here $\tilde{\Omega}(\cdot)$ hides polylogarithmic factors.

A more detailed version and its proof is presented in Section 3. We end up this section with a discussion about our main result. It shows that if $p = \tilde{\Theta}\left(\frac{1}{n}\right)$ and $d = \tilde{\Omega}(n^2p^2) = \tilde{\Omega}(1)$, then the random geometric graph on the sphere $\mathbb{S}^{d-1}$ with connectivity probability $p$ synchronizes with high probability. On the other hand, it is natural to expect that if $p$ grows and the other parameters are fixed, then $G$ also synchronizes with high probability. If we could formally prove that this monotonicity holds, then our result would imply that if we fix any $p = \tilde{\Omega}\left(\frac{1}{n}\right)$ and $d = \tilde{\Omega}(1)$, then the graph synchronizes. This is essentially the best we can hope for (up to logarithmic factors) because below this threshold the graph will not be connected with non-vanishing probability.

The challenge is that the proof technique relies in comparisons between the geometric and Erdős-Rényi random graph models which impose upper bounds on $p$. While one expects that, on average, larger $p$ helps synchronization (even if it might make a geometric graph more easily distinguishable from an Erdős-Rényi one), we were not able to establish such a monotonicity result, and we leave it as an open problem. An important difficulty is that adding edges, in a worst case sense, may destroy the synchronization property.
Notation
The standard unit sphere in $\mathbb{R}^d$ is denoted by $\mathbb{S}^{d-1}$ as usual. The matrix $J_n$ represents the $n \times n$ all ones matrix and $I_n$ denotes the $n \times n$ identity matrix. For vectors $u, v$ of same size, the inner product $\langle u, v \rangle$ corresponds to the standard inner product, $\|v\|_2$ denotes the standard Euclidean norm. For a matrix $A$, $\|A\|$ denotes the standard spectral norm. We consider the standard "Big-O" notation (Landau notation) and we write $\tilde{\Omega}(\cdot)$ to hide log factors.

2 Preliminaries on the Kuramoto Model

We will establish spontaneous synchronization of the graphs drawn from our random graph model by showing that they satisfy, with high probability, explicit properties that imply synchronization. In what follows we describe two such sets of properties. One approach, developed to analyse the landscape of certain optimization problems arising from the Burer-Monteiro relaxation to semidefinite programming (see [5, 6]), yields a weaker estimate than the one on this paper, and is available in an earlier version of our work [15].

A second approach, based on very recent remarkable progress by Kassabov, Strogatz and Townsend [17] on the problem of synchronization of Erdős-Rényi graphs, provides better sharper guarantees. They established a sufficient condition for the graph to synchronize based on the so called complex order parameters $\rho_k := \frac{1}{n} \sum_{j=1}^{n} e^{ik\theta_j}$, for $k \in \mathbb{N}$. These parameters encode information about the landscape of $E(\theta)$, for example, $\rho_1 = 1$ corresponds to the state of pure synchrony. Their main result in this direction is the following theorem

**Theorem 2.** [17, Theorem 6] Let $G$ be a graph with $n$ vertices and fix $p_o$ such that $0 < p_o < 1$. Let $A$ and $L$ be the associated adjacency, Laplacian matrix respectively, and define $\Delta_A = A - p_o J_n$, $\Delta_L = L + p_o J_n - np_o I_n$. If the three conditions below are satisfied

1. $\frac{\|\Delta_A\|}{np_o} < \frac{1}{12}$,
2. $\frac{\|\Delta_L\|}{np_o} < \frac{1}{4}$,
3. $\frac{\pi/4}{\sin^{-1}\left(\frac{\|\Delta_A\|}{np_o}\right)} > \frac{\log(n/6)}{\log^2(\frac{n/6}{np_o})} + 1$,

then the homogeneous Kuramoto model on the graph $G$ globally synchronizes.

In the next section, we prove that these conditions are satisfied for random geometric graphs on the sphere in the regime stated in Theorem 4.

3 The Random Geometric Graph on the Sphere

We start by formally defining the random geometric graph on the sphere. We also include the definition of the Erdős-Rényi random graph for the sake of completeness.
Definition 1 (Erdős-Rényi Random Graph [11]). Let $n \in \mathbb{N}$ and consider $p$ a fixed probability. The random graph $G(n, p)$ is drawn as follows: For each pair $\{i, j\} \in [n] \times [n]$ with $i \neq j$, an edge is placed with probability $p$ independently.

Definition 2 (Random Geometric Graph on the Sphere [22,23]). Let $n \in \mathbb{N}$ and $X_1, \ldots, X_n \in \mathbb{S}^{d-1}$ be points drawn independently and uniformly at random on the unit sphere $\mathbb{S}^{d-1}$. We define the random geometric graph $G(n, p, d)$ as the graph on the vertex set $[n]$ such that for $i \neq j$, the pair $\{i, j\} \in [n] \times [n]$ is an edge of the graph if and only if $\langle X_i, X_j \rangle \geq t_{p,d}$, where $t_{p,d} \in [-1,1]$ is related to $p$ by

$$p = \mathbb{P}(\langle X_i, X_j \rangle \geq t_{p,d}).$$

Equivalently, $\{i, j\}$ is an edge of the graph if and only if the Euclidean distance between $X_i$ and $X_j$ satisfies $\|X_i - X_j\|_2 \leq \sqrt{2 - 2t_{p,d}}$.

A significant body of work in statistics [3,4,7,21] is dedicated to the following question: If we receive one sample from a random graph that is either sampled from $G(n, p, d)$ or $G(n, p)$, is it possible to determine, with high probability, from which graph it was sampled? In other words, can we do hypothesis testing with the probability of error going to zero as $n$ goes to infinity?

Clearly, if we cannot distinguish between the $G(n, p)$ and $G(n, p, d)$, then the random graph $G(n, p, d)$ must synchronize with high probability since we know that the $G(n, p)$ does. Recall that the definition of total variation distance between two random graphs $G$ and $G'$ with set of vertices $V$ is defined by

$$\text{TV}(G, G') = \max \{\mathbb{P}(G \in G') - \mathbb{P}(G' \in G)\},$$

where $G$ is any set of graphs over $V$. In our context, the relevant result is the following

Theorem 3. [21, Theorem 1.2] For any fixed constant $\alpha > 0$, if $\frac{\alpha}{n} < p < \frac{1}{2}$ and $d = \Omega(n^3p^2)$, then

$$\lim_{n \to \infty} \text{TV}(G(n, p), G(n, p, d)) = 0.$$
Lemma 1. Let $A$ be the adjacency matrix of a graph sampled from the $G(n, p)$ with i.i.d Bernoulli $p$ random variables above the diagonal. Suppose that $np > \log(n)$. Then there exist absolute constants $K, c > 0$ such that, with probability at least $1 - e^{-t^2/c}$,

$$\|A - E_A\| \leq K\sqrt{np} + t.$$ 

We provide a short sketch of the proof.

**Proof.** By Theorem 2.1 in [25], we know that $E\|A - E_A\|$ is at most a constant times the expectation of the maximum between the Euclidean norms of the columns. Based on this fact, an easy computation gives that $E\|A - E_A\| \leq C\sqrt{np}$. To get the tail bound, we apply Talagrand convex Lipschitz concentration inequality [28, Theorem 5.2.16].

The second preliminary proposition that we need is the following.

**Proposition 1.** [21, Proposition 1.3] For any constant $\alpha > 0$, there exist constants $C_{\alpha}, C_{\epsilon}, C_d > 0$ such that if $\alpha n \leq p \leq \frac{1}{4}$ and $d \geq C_d(n^2p^2 + \log^4 n)\log^4 n$, then, for any $\epsilon \geq C_{\epsilon}\sqrt{\frac{1}{d}(np + \log n)}\log^4 n$, there exists a probability space such that $G_- \sim G(n, p(1 - \epsilon))$, $G \sim G(n, p, d)$ and $G_+ \sim G(n, p(1 + \epsilon))$ satisfy, with probability at least $1 - n^{-\Omega(\log n)}$, $G_- \subseteq G \subseteq G_+$. For simplicity, we assume that both random graphs have self-loops, i.e, every node may be connected with itself. We remark that this assumption does not change the energy function. We isolate the main technical proof in the following lemma, it verifies the first condition of Theorem 2.

**Lemma 2.** Let $A$ be the adjacency matrix of a graph sampled from $G(n, p, d)$. There exists absolute constants $K, C_{\epsilon}, C_d > 0$ such that if $np > \log(n)^2$ and $d \geq C_d(n^2p^2 + \log^4(n))\log^4(n)$, then, with probability at least $1 - n^{-\Omega(1)}$,

$$\frac{\|\Delta A\|}{np} < \sqrt{\frac{2}{np}} \left( K + \max \left( 4\frac{C_{\epsilon}}{\sqrt{C_d}}, 24 \right) \right).$$

**Proof.** We choose $C_{\epsilon}, C_d > 0$ to be the constants in Proposition 1 and $K > 0$ as in Lemma 1. We fix

$$\epsilon := \max \left( \frac{C_{\epsilon}}{\sqrt{C_d}}, 6 \right) \sqrt{\frac{2}{np}} \geq C_{\epsilon}\sqrt{\frac{1}{d}(np + \log n)}\log^4 n. \quad (1)$$

The inequality above follows easily from the choice of $d$ and $np$. The need for the constant 6 will become clear later. Notice that the hypothesis of Proposition 1 is satisfied, so if $G^- := G(n, p(1 - \epsilon))$ and $G^+ := G(n, p(1 + \epsilon))$ are Erdős-Rényi random graphs, then there exists a probability space such that $G^- \subseteq G \subseteq G^+$ with the required probability. Now we define $L := D - A$, the Laplacian matrix associated to $G$, and $L^- := D^- - A^-$, $L^+ := D^+ - A^+$ the Laplacian matrices of $G^-$ and $G^+$ respectively. Recall that the quadratic form of a Laplacian
matrix can always be written as $\frac{1}{2} \sum_{i,j} \in E(G) (v_i - v_j)^2$. Hence the property $G^- \subseteq G \subseteq G^+$ implies in the following monotone relation: For all vectors $v$,
\[ v^T L^- v \leq v^T L v \leq v^T L^+ v. \] (2)

Therefore, for an arbitrary unit vector $v \in \mathbb{R}^n$, we have
\[
v^T (A - \mathbb{E}A)v = v^T Av - pv^T J_n v = v^T Dv - v^T L v - pv^T J_n v \\
\leq v^T D^+ v - v^T L^- v - pv^T J_n v + v^T \mathbb{E}[A^-] v - v^T \mathbb{E}[A^+] v \\
= v^T (D^+ - D^-) v + v^T (A^- - \mathbb{E}[A^-]) v - pv^T J_n v \\
\leq v^T (D^+ - D^-) v + v^T (A^- - \mathbb{E}[A^-]) v,
\]
we used here the self-loop simplification, $\mathbb{E}A = pJ_n$ and $\mathbb{E}[A^-] = p(1 - \varepsilon)J_n$. In the second line we use property (2) and the fact that $G \subseteq G^+$ implies $D_{ii} \leq D^+_{ii}$ for every $i \in [n]$. The last line then follows because $v^T J_n v \geq 0$ for every $v \in \mathbb{R}^n$.

In an analogous way, we obtain
\[
v^T (A - \mathbb{E}A)v \geq v^T (D^- - D^+) v + v^T (A^+ - \mathbb{E}[A^+]) v.
\]

Putting everything together, we obtain
\[
\|A - \mathbb{E}A\| = \sup_{\|v\|_2 = 1} |v^T (A - \mathbb{E}A)v| \\
\leq \|D^+ - D^-\| + \max \left\{ \|A^- - \mathbb{E}[A^-]\|, \|A^+ - \mathbb{E}[A^+]\| \right\}.
\] (3)

By Lemma 1 we obtain that
\[
\|A^- - \mathbb{E}[A^-]\| \leq K \sqrt{np(1 - \varepsilon)}, \\
\|A^+ - \mathbb{E}[A^+]\| \leq K \sqrt{np(1 + \varepsilon)},
\]
with the desired probability and $K > 0$ is the constant in Lemma 1. For the first term in the right hand side of (3), we claim that $\|D^+ - D^-\| \leq 4\varepsilon n$ with the desired probability. Indeed, each entry in the diagonal matrix $D^+ - D^-$ is the sum of $n$ independent Bernoulli random variables:
\[
(D^+ - D^-)_{ii} = \sum_{j=1}^{n} X_{ij} \quad \text{for} \quad X_{ij} = \begin{cases} 1 & \text{if } A^+_{ij} = 1 \text{ and } A^-_{ij} = 0, \\ 0 & \text{else,} \end{cases}
\]
and
\[
\mathbb{P}(X_{ij} = 1) = 1 - (\mathbb{P}(A^+_{ij} = 0) + \mathbb{P}(A^-_{ij} = 1)) = 1 - (1 - p(1 + \varepsilon) + p(1 - \varepsilon)) = 2\varepsilon.
\]

The expectation of each entry of $D^+ - D^-$ is $\mathbb{E}[(D^+ - D^-)_{ii}] = 2\varepsilon n$. We now apply Chernoff’s deviation inequality [16][28] to get
\[
\mathbb{P}((D^+ - D^-)_{ii} \geq 4\varepsilon n) \leq \exp \left( -\frac{p}{3} \varepsilon n \right).
\]
By union bound, definition of \( \varepsilon \) in (1) and the fact that \( np > \log^2(n) \), we obtain that the claim holds with probability at least

\[
1 - \exp\left(-\frac{p\varepsilon n}{3} + \log n\right) \geq 1 - \exp\left(-2\sqrt{2}\log n + \log n\right),
\]

the probability converges to one even if \( n = 2 \). Now, for the range of \( d \) in the hypothesis of this lemma, the following holds with the desired probability,

\[
\left\| \Delta_A \right\| \leq K \max(\sqrt{1 - \varepsilon}, \sqrt{1 + \varepsilon}) \frac{4p\varepsilon n}{np} \leq K \sqrt{\frac{2}{np}} + 4\varepsilon.
\]

Recall the choice of \( \varepsilon \) in the beginning to conclude the proof.

We now present the proof of the main theorem.

**Proof of Theorem 4.** As explained above, we verify that the three conditions listed in Theorem 2 are satisfied. Thanks to Lemma 2, we know that \( \left\| \Delta_A \right\| \leq \frac{1}{12} \) with the required probability. To verify the second condition, we apply triangular inequality to obtain

\[
\left\| \Delta_L \right\| = \left\| D - A - ED + EA \right\| \leq \left\| D - ED \right\| + \left\| A - EA \right\| < \left\| D - ED \right\| + \frac{1}{12}.
\]

To deal with the first term in the right hand side, observe that the entries of \( D - ED \) are only nonzero on the diagonal and \( (D - ED)_{ii} = \sum_{j=1}^{n} 1_{\{X_i = X_j\}} \geq t_{p,d} - p \). Conditioned on \( X_i \), the distribution of \( (D - ED)_{ii} \) is a centered binomial random variable and we apply Chernoff’s deviation again to obtain, for every \( \delta > 0 \),

\[
P(\left| (D - ED)_{ii} \right| \geq \delta np) \leq 2 \exp\left(-\frac{\delta^2 np}{3}\right).
\]

We choose \( \delta = \frac{\log n}{\sqrt{np}} \) and union bound over all \( i \in [n] \) to obtain that, with the required probability,

\[
\left\| \Delta_L \right\| \leq \frac{\log n}{\sqrt{np}} + \frac{1}{12} \leq \frac{1}{\sqrt{C_p}} + \frac{1}{12} < \frac{1}{8},
\]

for a sufficiently large \( C_p > 0 \). The reason why \( \frac{1}{8} \) instead of \( \frac{1}{4} \) will become clear later. We proceed to verify the last condition. It is easy to see that for a sufficiently large \( C_p > 0 \), we have

\[
\frac{12 \left\| \Delta_A \right\|}{np} \leq \frac{1}{4 \log n}.
\]

Since the function \( \sin^{-1}(x) \) is non-increasing and satisfies \( \sin^{-1}(x) < 2x \) for \( x \geq 0 \), we obtain that

\[
\sin^{-1}\left(\frac{12 \left\| \Delta_A \right\|}{np}\right) \leq \frac{1}{2 \log n}.
\]
On the other hand, we know that \( \frac{np}{2 \| \Delta L \|} > 4 \) and then

\[
\log \left( \frac{np}{2 \| \Delta L \|} - 1 \right) > \log(3).
\]  

(5)

Combining (4) with (5), we get

\[
\frac{\pi/4}{\sin^{-1} \left( \frac{\| \Delta A \|}{np} \right)} \geq \frac{\pi}{2} \log n > \log \left( \frac{n}{6} - 3 \right) + 1 > \frac{\log(n/6)}{\log(\frac{np}{2 \| \Delta L \|} - 1)} + 1.
\]

We conclude the proof by applying Theorem 2.

Acknowledgment

We would like to thank Alex Townsend and Tselil Schramm for insightful discussions. In particular, we are indebted to Tselil Schramm for various insights and clarifications with regards to properties of random geometric graphs.

References

[1] J. A. Acebrón, L. L. Bonilla, C. J. P. Vicente, F. Ritort, and R. Spigler. The kuramoto model: A simple paradigm for synchronization phenomena. Reviews of modern physics, 77(1):137, 2005.

[2] N. Boumal. Nonconvex phase synchronization. SIAM Journal on Optimization, 26(4):2355–2377, 2016.

[3] M. Brennan, G. Bresler, and D. Nagaraj. Phase transitions for detecting latent geometry in random graphs. Probability Theory and Related Fields, 178(3):1215–1289, 2020.

[4] S. Bubeck, J. Ding, R. Eldan, and M. Z. Rácz. Testing for high-dimensional geometry in random graphs. Random Structures & Algorithms, 49(3):503–532, 2016.

[5] S. Burer and R. D. Monteiro. A nonlinear programming algorithm for solving semidefinite programs via low-rank factorization. Mathematical Programming, 95(2):329–357, 2003.

[6] S. Burer and R. D. Monteiro. Local minima and convergence in low-rank semidefinite programming. Mathematical programming, 103(3):427–444, 2005.

[7] L. Devroye, A. György, G. Lugosi, and F. Udina. High-dimensional random geometric graphs and their clique number. Electronic Journal of Probability, 16:2481–2508, 2011.
[8] A. Diaz-Guilera, J. Gómez-Gardenes, Y. Moreno, and M. Nekovee. Synchronization in random geometric graphs. *International Journal of Bifurcation and Chaos*, 19(02):687–693, 2009.

[9] F. Dörfler and F. Bullo. Synchronization in complex networks of phase oscillators: A survey. *Automatica*, 50(6):1539–1564, 2014.

[10] F. Dörfler, M. Chertkov, and F. Bullo. Synchronization in complex oscillator networks and smart grids. *Proceedings of the National Academy of Sciences*, 110(6):2005–2010, 2013.

[11] P. Erdős and A. Rényi. On the evolution of random graphs. *Magyar Tud. Akad. Mat. Kutató Int. Közl.*, 5:17–61, 1960.

[12] E. Estrada and G. Chen. Synchronizability of random rectangular graphs. *Chaos: An Interdisciplinary Journal of Nonlinear Science*, 25(8):083107, 2015.

[13] R. Ge, J. D. Lee, and T. Ma. Matrix completion has no spurious local minimum. *Advances in neural information processing systems*, 29, 2016.

[14] R. Ge and T. Ma. On the optimization landscape of tensor decompositions. *Advances in Neural Information Processing Systems*, 30, 2017.

[15] C. Invernizzi. Synchronization problems on random geometric graphs. Master’s thesis, ETH Zürich (Available at request), 2022.

[16] S. Janson, A. Rucinski, and T. Luczak. *Random graphs*. John Wiley & Sons, 2011.

[17] M. Kassabov, S. H. Strogatz, and A. Townsend. A global synchronization theorem for oscillators on a random graph. *arXiv preprint arXiv:2203.03152*, 2022.

[18] Y. Kuramoto. Self-entrainment of a population of coupled non-linear oscillators. In *International symposium on mathematical problems in theoretical physics*, pages 420–422. Springer, 1975.

[19] I. Leyva, A. Navas, I. Sendiña-Nadal, J. M. Buldu, J. A. Almendral, and S. Boccaletti. Synchronization waves in geometric networks. *Physical Review E*, 84(6):065101, 2011.

[20] S. Ling, R. Xu, and A. S. Bandeira. On the landscape of synchronization networks: A perspective from nonconvex optimization. *SIAM Journal on Optimization*, 29(3):1879–1907, 2019.

[21] S. Liu, S. Mohanty, T. Schramm, and E. Yang. Testing thresholds for high-dimensional sparse random geometric graphs. *arXiv preprint arXiv:2111.11316*, 2021.
[22] G. Lugosi. Lectures on combinatorial statistics. *47th Probability Summer School, Saint-Flour*, pages 1–91, 2017.

[23] M. Penrose. *Random geometric graphs*, volume 5. OUP Oxford, 2003.

[24] F. A. Rodrigues, T. K. D. Peron, P. Ji, and J. Kurths. The kuramoto model in complex networks. *Physics Reports*, 610:1–98, 2016.

[25] Y. Seginer. The expected norm of random matrices. *Combinatorics, Probability and Computing*, 9(2):149–166, 2000.

[26] S. Strogatz. *Sync: The emerging science of spontaneous order*. Penguin UK, 2004.

[27] A. Townsend, M. Stillman, and S. H. Strogatz. Dense networks that do not synchronize and sparse ones that do. *Chaos: An Interdisciplinary Journal of Nonlinear Science*, 30(8):083142, 2020.

[28] R. Vershynin. *High-dimensional probability: An introduction with applications in data science*, volume 47. Cambridge university press, 2018.