Propagation of chaos for the parabolic-parabolic Keller-Segel model with a logarithmic cut-off
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Abstract

In this paper, we study propagation of chaos for the parabolic-parabolic Keller-Segel model with a logarithmic cut-off by establishing a rigorous convergence analysis from a stochastic particle system to the parabolic-parabolic Keller-Segel (KS) equation for any dimension case. Under the assumption that the initial data are independent and identically distributed (i.i.d.) with a common probability density function $\rho_0$, we rigorously prove the propagation of chaos for this interacting system with a cut-off parameter $\varepsilon \sim (\ln N)^{-\frac{d+2}{2}}$: when $N \to \infty$, the joint distribution of the particle system is $f$-chaotic and the measure $f$ possesses a density which is a weak solution to the mean-field parabolic-parabolic KS equation.
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1 Introduction

In this paper, we study a convergence of particle system to the standard parabolic-parabolic KS system for any $d \geq 1$ dimension:

\[ \begin{cases} 
\partial_t \rho - \Delta \rho + \nabla \cdot (\rho \nabla c) = 0, & x \in \mathbb{R}^d, \ t \geq 0, \\
\partial_t c - \Delta c + \lambda c = \rho, & x \in \mathbb{R}^d, \ t \geq 0, \\
\rho(x, 0) = \rho_0(x), & \rho_0(x) \in \mathbb{R}^d, \\
c(x, 0) = c_0(x), & x \in \mathbb{R}^d, 
\end{cases} \quad (1.1) \]
where $\rho(x, t)$ represents the density of bacteria and $c(x, t)$ represents the chemical substance concentration. The constant $\lambda \geq 0$ and the initial data $\rho_0(x)$ is given by a non-negative density. We refer Corrias et al. [7], Perthame [19] and references therein for theoretical results on this system of PDEs and applications to biology. The parabolic-parabolic KS system (1.1) has been obtained as a diffusion limit from a kinetic equation by Erban et al. [9, 18]. Mean-field limit of a particle approximation of the one-dimensional parabolic-parabolic KS model without smoothing has been obtained in [11]. Recently, the parabolic-parabolic KS system (1.1) in two and three space dimensions has also been obtained as a vanishing cross-diffusion limit from a Keller-Segel system with additional cross-diffusion by Jungel et al. [12]. But to our knowledge, no derivation as a mean-field limit of a microscopic cell-system has been performed for $d \geq 2$.

The main purpose of this paper is to derive the parabolic-parabolic KS system (1.1) from a stochastic particle system. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space endowed with $N$ independent $d$-dimensional Brownian motions $\{B_i\}_{i=1}^N$. We will derive the system (1.1) as a mean-field limit of the following stochastic particle system with regularized interaction

$$X_t^{i, \varepsilon} = X_0^i + \frac{1}{N} \sum_{j=1}^N \int_0^t \int_0^{s-\varepsilon} \frac{e^{-\frac{|X_s^{i, \varepsilon}-X_r^{j, \varepsilon}|^2}{4(s-r)} + \lambda(r-s)}}{(4\pi(s-r))^{\frac{d}{2}}} \frac{X_r^{i, \varepsilon} - X_s^{j, \varepsilon}}{2(s-r)} dr ds$$

$$+ \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{e^{-\frac{|X_s^{i, \varepsilon}-y|^2}{4s}}}{(4\pi s)^{\frac{d}{2}}} \nabla c_0(y) dy ds + \sqrt{2} B_i^i, \quad t \geq 0, \ 1 \leq i \leq N, \quad (1.2)$$

where the initial data $\{X_0^i\}_{i=1}^N$ are i.i.d. random variables with the common density $\rho_0$. Here, the second term on the right hand integrates on the interval $(0, t - \varepsilon)$ of the system (1.2) is defined by

$$\int_0^{t-\varepsilon} g(s) ds = \begin{cases} \int_0^{t-\varepsilon} g(s) ds & \varepsilon < t, \\ 0 & 0 \leq t \leq \varepsilon. \end{cases} \quad (1.3)$$

In this paper we assume that the initial data $(\rho_0, c_0)$ satisfy

$$\|\rho_0\|_{L^\infty(\mathbb{R}^d)} < +\infty, \int_{\mathbb{R}^d} |x| \rho_0 dx < +\infty, \|c_0\|_{W^{2,3}(\mathbb{R}^d)} < +\infty, \|c_0\|_{W^{2,\infty}(\mathbb{R}^d)} < +\infty; \quad (1.4)$$

$$\|\nabla \rho_0\|_{L^p(\mathbb{R}^d)} + \|\rho_0\|_{C^{\alpha}(\mathbb{R}^d)} + \|c_0\|_{C^{\alpha}(\mathbb{R}^d)} < +\infty \text{ for some } \alpha > 0, \forall \ p \in [1, d+1); \quad (1.5)$$

$$\begin{cases} M_0 = \|\rho_0(\cdot)\|_{L^1} \leq C, \\
\|\rho_0\|_{L^a(\mathbb{R}^d)} + \|\nabla c_0\|_{L^4(\mathbb{R}^d)} \leq C \text{ for some } \frac{d}{2} < a \leq d, \quad d \geq 3, \quad (1.6)\end{cases}$$

where $C$ are some given constants and $M_0$ is given by one well-known important property.
of the parabolic-parabolic KS system (1.1) that the total mass is conserved
\[ \|\rho(\cdot, t)\|_{L^1} = \|\rho_0(\cdot)\|_{L^1} = M_0. \]

In the present work, we couple the parameters \( N \) and \( \varepsilon \) by taking a sequence \( \varepsilon \to 0 \) as \( N \to \infty \). Our main result is stated by the following theorem.

**Theorem 1.1. (propagation of chaos)** Suppose \( \{X^1_0\}_{i=1}^N \) are i.i.d. random variables with the common density \( \rho_0 \) and \( (\rho_0, c_0) \) satisfy the conditions (1.4), (1.6), (1.5). For any fixed \( T > 0 \), let \( \{X^i(t)\}_{t \leq T} \) be the unique strong solution to (1.2) with the i.i.d. initial data \( \{X^i_0\}_{i=1}^N \) and Brownian motions \( \{B^i_t\}_{i=1}^N \). Denote by \( F_t(x_1, \ldots, x_N) \) the joint marginal distribution of \( (X^1_t, \ldots, X^N_t)_{t \leq T} \), \( f^{(j)}_t = \int_{\mathbb{R}^{(N-j)d}} F_t(\cdot, dx_{j+1}, \ldots, dx_N) \) be the \( j \)-th marginal distribution of \( F_t(x_1, \ldots, x_N) \), and \( f^{(j)}_t \) has a density function \( \rho^{(j)}_t \). Then for any \( j \geq 1 \), \( T > 0 \), for cut-off parameters \( \varepsilon(N) \sim (\ln N)^{-2d+2} \to 0 \) as \( N \to \infty \), it holds that as \( N \to \infty \)
\[
\int_{\mathbb{R}^d} \varphi(x) \rho^{(j)}_t dx \to \int_{\mathbb{R}^d} \varphi(x) \rho^{(j)}_t dx, \quad \forall \varphi(x) \in C_b(\mathbb{R}^d), \ 0 \leq t \leq T,
\]
where \( \rho \) is the unique weak solution to (1.1) with the initial data \( (\rho_0, c_0) \) and \( c = e^{-\lambda t} e^t \Delta c_0 + \int_0^t e^{\lambda(s-t)} e^{(t-s)\Delta} \rho_s(1) ds \).

**Remark 1.1.** The proof of Theorem 1.1 required the existence and uniqueness of the global weak solution to the KS system (1.1). Here the conditions (1.4) and (1.6) are sufficient for the existence of global weak solution to (1.1) while the condition (1.5) is to ensure that the weak solution is a classical solution and unique. Also, the \( \varepsilon \) modification of the drift term in the system (1.2) plays a crucial role in terms of a threshold to get the global existence and uniqueness of strong solution to (1.2), see Theorem 2.1. Also, the logarithmic cut-off on \( N \) of this paper in deriving propagation of chaos theory is technical in our proof. The case without a logarithmic cut-off on \( N \) is very complex, which will be discussed in the future.

The proof of Theorem 1.1 is of length. Let us outline main steps here. To study the convergence of the microscopic model to the macroscopic equation, we will split the proof into 3 steps. First, using the coupling method, as \( N \to \infty \), we show that the \( N \) interacting particles \( \{(X^i_t)_{t \geq 0}\}_{i=1}^N \) respectively can be approximated by the processes \( \{(\bar{X}^i_t)_{t \geq 0}\}_{i=1}^N \).
which are i.i.d processes and satisfy the following regularized self-consistent SDEs:

\[
\bar{X}^{i,\varepsilon}_t = X^i_0 + \int_0^t \int_0^{s-\varepsilon} \int_{\mathbb{R}^d} e^{-\frac{|X^{i,\varepsilon}_s - y|^2}{4(s-r)}} \frac{\lambda(r-s)}{2(s-r)} dy dr ds \frac{d^2}{2} e^{-\frac{|\bar{X}^{i,\varepsilon}_s - y|}{2}} \frac{d}{d^2} c_0(y) dy ds + \frac{\lambda}{4} \int_0^t \int_{\mathbb{R}^d} e^{-\frac{|X^{i,\varepsilon}_s - y|^2}{4(s-r)}} \frac{d}{d^2} e^{-\frac{r}{2}} \frac{d^2}{2} X^i_s dr ds + \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|X^{i,\varepsilon}_0 - y|^2}{4s}} \frac{d}{d^2} c_0(y) dy ds + \sqrt{2} B^i_t, \quad t \geq 0, \ 1 \leq i \leq N, \ (1.8)
\]

where \( f^{t,\varepsilon}_t(x) \) is the time marginals of \((\bar{X}^{i,\varepsilon}_t)_{t \geq 0}\) and the initial data \( \{X^i_0\}_{i=1}^N \) and Brownian motions \( \{(B^i_t)_{t \geq 0}\}_{i=1}^N \) are the same as those of \( (1.2) \). In Proposition 3.3, we derive that

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |X^{i,\varepsilon}_t - \bar{X}^{i,\varepsilon}_t| \right] \leq \frac{C}{\varepsilon^{\frac{d}{2}+1}} \exp \left( \frac{C}{\varepsilon^{\frac{d}{2}+1}} \right), \ (1.9)
\]

Second, we show that \( f^{t,\varepsilon}_t \) has a density function \( \rho^\varepsilon \) and \( \rho^\varepsilon \) solves the following intermediate non-local system:

\[
\begin{cases}
\partial_t \rho^\varepsilon - \nabla \cdot (\nabla \rho^\varepsilon - \rho^\varepsilon \nabla c^\varepsilon) = 0, \\
c^\varepsilon = e^{-\lambda t} e^{t \Delta} c_0 + \int_0^{t-\varepsilon} e^{(s-t) \Delta} \rho^\varepsilon(x,s) ds, \\
\rho^\varepsilon(x,0) = \rho_0(x), \quad c^\varepsilon(x,0) = c_0(x),
\end{cases} \quad (1.10)
\]

where the heat semigroup operator \( e^{t \Delta} \) is defined by

\[
(e^{t \Delta} h)(x,t) := \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{4t}} \frac{d}{d^2} h(y) dy.
\]

This is a parabolic-parabolic system with cross-diffusion, whose wellposedness theory is different from the standard parabolic system. But, here, we can obtain the uniform estimates of \((\rho^\varepsilon, c^\varepsilon)\) uniformly on \( \varepsilon \), see Proposition 4.2. By compactness method, we prove that there exists a subsequence \((\rho^\varepsilon, c^\varepsilon)\) without relabeling goes to \((\rho, c)\) as \( \varepsilon \to 0 \), and \((\rho, c)\) is a weak solution to the diffusion-aggregation equation \((1.1)\), see Theorem 4.1. Also, we show that the weak solution has the following smoothness

\[
\|\rho\|_{C^{2,1}(\bar{\Omega}T)} + \|c\|_{C^{2,1}(\bar{\Omega}T)} \leq C, \quad (1.11)
\]

and, then, based this regularity estimate and by constructing the corresponding SDE \((4.46)\) of \((1.1)\), we prove that, for any \( 1 \leq i \leq N \) and \( T > 0 \),

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |\bar{X}^{i,\varepsilon}_t - X^i_t| \right] \leq C_T e^{C_T \varepsilon}, \quad (1.12)
\]
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where \( \{(X_i^t)_{t \geq 0}\}_{i=1}^N \) is the unique strong solution to (4.46) with the initial data \( \{X_0^i\}_{i=1}^N \) and Brownian motions \( \{(B_i^t)_{t \geq 0}\}_{i=1}^N \) being the same as those of (1.2). See Proposition 4.3.

Third, we combine the first two steps together and couple the parameters \( N \) and \( \varepsilon \) by taking a sequence \( \varepsilon \sim (\ln N)^{-\frac{2}{d+2}} \to 0 \) as \( N \to \infty \). The joint limit shows that the trajectories of particle system (1.2) converge to the trajectories of SDE (4.46), and then the propagation of chaos result (1.7) is a corollary from this.

This paper is organized as follows. In section 2, we use the Picard successive approximation method to prove the well-posedness of the regularized \( N \)-particle system (1.2). In section 3, using the tool of Kantorovich-Rubinstein distance, we prove the well-posedness of the intermediate equation (1.8) and then estimate the trajectories between (1.2) and (1.8). In section 4, we give some uniform estimates for the weak solution to the intermediate equation (1.10) and show that there exists a subsequence goes to a weak solution of (1.1). In section 5, we prove the propagation of chaos results Theorem 1.1. Finally, in the Appendix, we provide a supplementary proof of Lemma 4.3, Proposition 4.1 and Theorem 4.1.

2 Well-posedness for the regularized \( N \)-particle system

This section is devoted to solve the stochastic differential equations (1.2). Since we haven't find a concrete result from SDE theory that can be cited directly, for completeness, we prove it by the standard Picard successive approximation method. For simplicity, we omit the superscript \( \varepsilon \).

**Theorem 2.1.** For any fixed \( \varepsilon > 0 \), \( T > 0 \), assume the initial data \( \nabla c_0 \in W^{1,\infty} \), then the stochastic differential equations (1.2) has a unique (t-continuous) strong solution \( \{X_t^i(\omega)\}_{i=1}^N \).

**Proof.** Step 1. The proof of the existence is similar to the existence proof for ordinary differential equations by Picard successive approximation method. We construct a approximating solution sequence in this step.

Define \( Y_t^{(0)} = \{X_1^t(\omega), X_2^t(\omega), \ldots, X_N^t(\omega)\} \) and \( Y_t^{(k)} = \{Y_1^{1,k}(\omega), Y_2^{2,k}(\omega), \ldots, Y_N^{N,k}(\omega)\} \)
inductively as follows

\[
Y_t^{i,(k+1)} = \frac{1}{N} \sum_{j=1}^{N} \int_0^t \int_0^{s-\varepsilon} e^{-\frac{|X_0^j - X_0^i|^2}{4(s-r)}} + \lambda(r-s) \frac{Y_r^{j,(k)} - Y_r^{i,(k)}}{2(s-r)} \, dr \, ds \\
+ \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|X_0^j - y|^2}{4s}} \nabla c_0(y) \, dy \, ds + \sqrt{2B_t}, \quad 1 \leq i \leq N, \quad (2.1)
\]

for \( k \geq 0, \ t \leq T \). Notice that

\[
\mathbb{E}[|Y_t^{i,(1)} - X_0^i|^2] = \mathbb{E} \left[ \left( \frac{1}{N} \sum_{j=1}^{N} \int_0^t \int_0^{s-\varepsilon} e^{-\frac{|X_0^j - X_0^i|^2}{4(s-r)}} + \lambda(r-s) \frac{X_r^j - X_r^i}{2(s-r)} \, dr \, ds \\
+ \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|X_0^j - y|^2}{4s}} \nabla c_0(y) \, dy \, ds + \sqrt{2B_t} \right)^2 \right] \\
\leq 3\mathbb{E} \left[ \left( \frac{1}{N} \sum_{j=1}^{N} \int_0^t \int_0^{s-\varepsilon} e^{-\frac{|X_0^j - X_0^i|^2}{4(s-r)}} + \lambda(r-s) \frac{|X_r^j - X_r^i|}{2(s-r)} \, dr \, ds \right)^2 \right] \\
+ 3\mathbb{E} \left[ \|
abla c_0\|^2 \left( \int_0^t \int_{\mathbb{R}^d} e^{-\frac{|X_0^j - y|^2}{4s}} \, dy \, ds \right)^2 \right] + 6\mathbb{E} \left[ |B_t|^2 \right] \\
\leq Ct, \quad 1 \leq i \leq N, \quad (2.2)
\]

where the constant \( C \) only depends on \( \varepsilon, d, T \) and \( \|
abla c_0\|_\infty \). Notice that in the last inequality, we used the following inequality

\[
g(u) = ue^{-u^2} \leq \frac{\sqrt{2}}{2} e^{-\frac{1}{4}}, \quad u \geq 0. \quad (2.3)
\]

Define

\[
a^{i,(k)}(s, \omega) = \frac{1}{N} \sum_{j=1}^{N} \int_0^{s-\varepsilon} e^{-\frac{|Y_r^{j,(k)} - Y_r^{i,(k)}|^2}{4(s-r)}} + \lambda(r-s) \frac{Y_r^{j,(k)} - Y_r^{i,(k)}}{2(s-r)} \, dr + e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|Y_r^{j,(k)} - y|^2}{4s}} \nabla c_0(y) \, dy
\]
for \( k \geq 0 \), \( s \leq T \) and \( 1 \leq i \leq N \). A simple computation shows that for all \( k \geq 1 \),

\[
\begin{align*}
&|a^{i,(k)}(s, \omega) - a^{i,(k-1)}(s, \omega)| \\
\leq & \frac{C}{N} \sum_{j=1}^{N} \int_0^{s-\varepsilon} \left| Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)} \right| + \left| Y_{r}^{j,(k)} - Y_{r}^{j,(k-1)} \right| dr \\
&+ \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4s}} \int_{0}^{1} \left| D^2 c_0 (\theta Y_{s}^{i,(k)} - y) + (1 - \theta) Y_{s}^{i,(k-1)} - y \right| |d\theta dy| Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)} | \\
\leq & \frac{C}{N_{s}^{2}+1} \sum_{j=1}^{N} \int_0^{s-\varepsilon} \left| Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)} \right| + \left| Y_{r}^{j,(k)} - Y_{r}^{j,(k-1)} \right| dr \\
&+ \| D^2 c_0 \|_{\infty} \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4s}} dy |Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)}| \\
\leq & C \left( \frac{1}{N} \sum_{j=1}^{N} \int_0^{s-\varepsilon} \left| Y_{s}^{j,(k)} - Y_{s}^{j,(k-1)} \right| dr ds + \int_0^{t} \left| Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)} \right| ds \right) ^{2},
\end{align*}
\]

where \( C \) only depends on \( d, T, \varepsilon \) and \( \| D^2 c_0 \|_{\infty} \). Using the above inequality and Hölder’s inequality, one has

\[
\begin{align*}
&\mathbb{E} \left[ |Y_{t}^{i,(k+1)} - Y_{t}^{i,(k)}|^{2} \right] \\
= & \mathbb{E} \left[ \left( \int_0^{t} (a^{i,(k)}(s, \omega) - a^{i,(k-1)}(s, \omega)) ds \right)^{2} \right] \\
\leq & C \mathbb{E} \left[ \left( \int_0^{t} \sum_{j=1}^{N} \int_0^{s-\varepsilon} \left| Y_{r}^{j,(k)} - Y_{r}^{j,(k-1)} \right| dr ds + \int_0^{t} \left| Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)} \right| ds \right)^{2} \right] \\
\leq & C \left( \frac{1}{N} \sum_{j=1}^{N} \int_0^{t} \int_0^{t} \left| Y_{r}^{j,(k)} - Y_{r}^{j,(k-1)} \right| dr ds + \int_0^{t} \left| Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)} \right| ds \right) ^{2} \\
\leq & C \left( \frac{1}{N} \sum_{j=1}^{N} \int_0^{t} \mathbb{E} \left[ |Y_{s}^{j,(k)} - Y_{s}^{j,(k-1)}|^{2} \right] ds + \int_0^{t} \mathbb{E} \left[ |Y_{s}^{i,(k)} - Y_{s}^{i,(k-1)}|^{2} \right] ds \right),
\end{align*}
\]

where the constant \( C \) only depends on \( d, T, \varepsilon \) and \( \| D^2 c_0 \|_{\infty} \).

Combining (2.2), (2.4) and by induction on \( k \), we obtain

\[
\begin{align*}
\max_{1 \leq i \leq N} \mathbb{E} \left[ |Y_{t}^{i,(2)} - Y_{t}^{i,(1)}|^{2} \right] & \leq C \left( \frac{1}{N} \sum_{j=1}^{N} \int_0^{t} \max_{1 \leq j \leq N} \mathbb{E} \left[ |Y_{s}^{j,(1)} - Y_{s}^{j,(0)}|^{2} \right] ds \\
&+ C \int_0^{t} \max_{1 \leq i \leq N} \mathbb{E} \left[ |Y_{s}^{i,(1)} - Y_{s}^{i,(0)}|^{2} \right] ds \right) \leq C^{2} t^{2} \frac{1}{2!},
\end{align*}
\]

(2.5)
\[
\max_{1 \leq i \leq N} \mathbb{E}[|Y_t^{i,(k+1)} - Y_t^{i,(k)}|^2] \leq \frac{C^{k+1}t^{k+1}}{(k+1)!},
\]

for some suitable constant \(C\) only depends on \(d\), \(T\), \(\varepsilon\), \(\|\nabla c_0(y)\|_\infty\) and \(\|D^2c_0\|_\infty\).

Now a similar computation with (2.4) and using (2.6) show that

\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |Y_t^{i,(k+1)} - Y_t^{i,(k)}|^2 \right] \leq C N \sum_{j=1}^{N} \int_0^T \mathbb{E}\left[ |Y_s^{j,(k)} - Y_s^{j,(k-1)}|^2 \right] ds
\]

\[
+C \int_0^T \mathbb{E}\left[ |Y_s^{i,(k)} - Y_s^{i,(k-1)}|^2 \right] ds
\]

\[
\leq \frac{C^{k+1}T^{k+1}}{(k+1)!}
\]

for any \(1 \leq i \leq N\). (2.7)

**Step 2.** We get a strong solution of (1.2) by taking limit \(k \to \infty\).

Since, for any \(1 \leq i \leq N\), using Markov’s inequality, one has

\[
P\left[ \sup_{0 \leq t \leq T} |Y_t^{i,(k+1)} - Y_t^{i,(k)}| > \frac{1}{2k} \right] \leq 2^{2k} \mathbb{E}\left[ \sup_{0 \leq t \leq T} |Y_t^{i,(k+1)} - Y_t^{i,(k)}|^2 \right] \leq 2^{2k} \frac{C^{k+1}T^{k+1}}{(k+1)!}
\]

and

\[
\sum_{k=1}^{\infty} 2^{2k} \frac{C^{k+1}T^{k+1}}{(k+1)!} < \infty.
\]

The Borel-Cantelli Lemma thus applies

\[
P\left[ \sup_{0 \leq t \leq T} |Y_t^{i,(k+1)} - Y_t^{i,(k)}| > \frac{1}{2k} \text{ i.o.} \right] = 0,
\]

where i.o. is an abbreviation for infinitively often. In light of this,

\[
Y_t^{i,(k)} = Y_t^0 + \sum_{n=0}^{k-1} (Y_t^{i,(n+1)} - Y_t^{i,(n)}) \xrightarrow{k \to \infty} X_t^i \quad \text{for a.e. } \omega, \quad 1 \leq i \leq N,
\]

uniformly on \([0, T]\).

Hence, taking limit \(k \to \infty\) in (2.1), one gets that \(\{X_t^i\}_{i=1}^N\) satisfies equation (1.2), i.e. for all \(t \in [0, T]\),

\[
X_t^i = X_t^0 + \frac{1}{N} \sum_{j=1}^{N} \int_0^t \int_0^{s-\varepsilon} e^{-\frac{|X_s^i - X_r^i|^2}{4(s-r)} + \lambda(r-s)} \frac{X_r^i - X_s^i}{2(s-r)} dr ds
\]

\[
- \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|X_s^i - y|^2}{4s}} \nabla c_0(y) dy ds + \sqrt{2} B_t^i, \quad \text{a.s. for } 1 \leq i \leq N.
\]
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and there is a t-continuous version of the right hand side of the above equation. Hence \( \{X^i_t\}_{i=1}^N \) can be chosen to be t-continuous.

**Step 3.** Finally, we prove that the strong solution of (1.2) is unique.

Let \( X_t(\omega) = \{X^1(t, \omega), X^2(t, \omega), \cdots, X^N(t, \omega)\} \) and \( Y_t(\omega) = \{Y^1(t, \omega), Y^2(t, \omega), \cdots, Y^N(t, \omega)\} \) be two solutions of (1.2) with the same initial data \( X_0 \). Define for \( 1 \leq i \leq N \),

\[
a^i(s, X) = \frac{1}{N} \sum_{j=1}^{N} \int_{0}^{s-\varepsilon} e^{-\frac{|X^j_s - X^i_s|^2}{2(s-r)}} \frac{X^j_r - X^i_r}{2(s-r)} dr + e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|X^j_s - y|^2}{4s}} \nabla c_0(y) dy.
\]

A similar computation with (2.4) shows that

\[
|a^i(s, X) - a^i(s, Y)| \leq C \left( \frac{1}{N} \sum_{j=1}^{N} \int_{0}^{s-\varepsilon} |X^j_r - Y^j_r| dr + |X^i_s - Y^i_s| \right), \tag{2.13}
\]

where \( C \) only depends on \( d, T, \varepsilon \) and \( \|D^2c_0\|_{\infty} \).

Then by Hölder’s inequality, one has

\[
\max_{1 \leq i \leq N} \mathbb{E}[|X^i_t - Y^i_t|^2] = \max_{1 \leq i \leq N} \mathbb{E}\left[ \left( \int_{0}^{t}(a^i(s, X) - a^i(s, Y)) ds \right)^2 \right] \\
\leq C \max_{1 \leq i \leq N} \mathbb{E}\left[ \left( \frac{1}{N} \sum_{j=1}^{N} \int_{0}^{t} \int_{0}^{s-\varepsilon} |X^j_r - Y^j_r| dr ds + \int_{0}^{t} |X^i_s - Y^i_s| ds \right)^2 \right] \\
\leq C \int_{0}^{t} \max_{1 \leq i \leq N} \mathbb{E}[|X^i_s - Y^i_s|^2] ds.
\]

Therefore, by the Gronwall’s inequality,

\[
\max_{1 \leq i \leq N} \mathbb{E}[|X^i_t - Y^i_t|^2] = 0, \quad \forall \ t \geq 0.
\]

Hence

\[
\mathbb{P}[|X_t - Y_t| = 0 \text{ for all } t \in \mathbb{Q} \cap [0, T]] = 1, \tag{2.14}
\]

where \( \mathbb{Q} \) denotes the rational numbers.

By continuity of \( t \to |X_t - Y_t| \), it follows that

\[
\mathbb{P}[|X_t - Y_t| = 0 \text{ for all } t \in [0, T]] = 1, \tag{2.15}
\]

i.e. the pathwise uniqueness is proved.
3 Well-posedness for the intermediate SDEs and convergence argument

In this section, following the spirit of [23], we show that each particle path of (1.2) has a natural limit $\bar{X}_{i,\varepsilon}^t$ when $N$ goes to infinity. $\{\bar{X}_{i,\varepsilon}^t\}_{i=1}^N$ are i.i.d. and each path satisfies the following regularized self-consistent SDEs:

$$\bar{X}_{i,\varepsilon}^t = X_0^i + \int_0^t \int_0^{t-s-\varepsilon} \int_{\mathbb{R}^d} e^{-\frac{(\bar{X}_{i,\varepsilon}^s-y)^2}{2(s-r)}} \frac{y - \bar{X}_{i,\varepsilon}^s}{2(s-r)} df_{r}^i(y)drds$$

$$+ \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{4s}} \nabla c_0(y)dyds + \sqrt{2} B_t^i, \quad t \geq 0, \ 1 \leq i \leq N,$$ (3.1)

where $f_{r}^i(x)$ is the time marginals of $(\bar{X}_{i,\varepsilon}^t)_{t \geq 0}$, the initial data $\{X_0^i\}_{i=1}^N$ and Brownian motions $\{(B_t^i)_{t \geq 0}\}_{i=1}^N$ are the same as those of (1.2).

For any $f \in L^\infty(0,T;\mathcal{P}_1(\mathbb{R}^d))$, define the drift term of equation (3.1) as

$$B_{[f]}^\varepsilon(t,x) = \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{4(t-s-\varepsilon)}} \frac{y-x}{2(t-s)} df_s(y)ds + e^{-\lambda t} \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{4t}} \nabla c_0(y)dy.$$ (3.2)

In Subsection 3.1, we introduce the useful tool of Wasserstein distance. In Subsection 3.2, we use the standard contraction argument and fixed point theorem to get the existence and uniqueness of strong solution to (3.1). Finally, in Subsection 3.3, we give a trajectorial estimate between (1.2) and (3.1).

3.1 Preliminaries

First we introduce a topology of the 1-Wasserstein space which will be used for proving the well-posedness of (3.1). Define the following space

$$\mathcal{P}_1(\mathbb{R}^d) = \{f \mid f \text{ is a probability measure on } \mathbb{R}^d \text{ and } \int_{\mathbb{R}^d} |x|df(x) < +\infty\}.$$

The so-called Kantorovich-Rubinstein distance in $\mathcal{P}_1(\mathbb{R}^d)$ is given as follows

$$\mathcal{W}_1(f, g) = \inf_{\pi \in \Lambda(f, g)} \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x-y|d\pi(x, y) \right\},$$

where $\Lambda(f, g)$ is the set of joint probability measures on $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $f$ and $g$. If $f, g$ have densities $\rho_1, \rho_2$ respectively, we also denote the distance as $\mathcal{W}_1(\rho_1, \rho_2)$. In [24, Theorem 6.18], it has been proven that $\mathcal{P}_1(\mathbb{R}^d)$ endowed with this distance is a complete metric space. And by [24, Theorem 6.9], the following proposition holds.
Proposition 3.1. For a sequence of \( \{ f_k \}_{k=1}^{\infty} \) and \( f \) in \( \mathcal{P}_1(\mathbb{R}^d) \), the convergence of \( \{ f_k \}_{k=1}^{\infty} \) to \( f \) in the 1-Wasserstein distance implies the narrow convergence of \( \{ f_k \}_{k=1}^{\infty} \), i.e.

\[
W_1(f_k, f) \xrightarrow{k \to \infty} 0 \Rightarrow \int \varphi df_k(x) \xrightarrow{k \to \infty} \int \varphi df(x) \quad \text{for any } \varphi \in C_b(\mathbb{R}^d),
\]

where \( C_b(\mathbb{R}^d) \) is the space of continuous and bounded functions.

In this paper we use the following time dependent space \( L^\infty(0, T; \mathcal{P}_1(\mathbb{R}^d)) \):

\[
\{ f(t, x) \mid f(t, \cdot) \text{ is a probability measure on } \mathbb{R}^d \text{ for any time } t \text{ and } \sup_{t \in [0, T]} \int_{\mathbb{R}^d} |x| df(t, x) < +\infty \}.
\]

endowed with metric

\[
\mathcal{M}_T(f^1_t, f^2_t) = \sup_{t \in [0, T]} W_1(f^1_t, f^2_t).
\]

And the following proposition is well known, c.f. [2].

Proposition 3.2. \( (L^\infty(0, T; \mathcal{P}_1(\mathbb{R}^d)), \mathcal{M}_T) \) is a complete metric space.

3.2 well-posedness of the regularized nonlinear SDEs

Before giving the existence and uniqueness of strong solution to (3.1), we give the following two lemmas for properties of the drift term \( B^\varepsilon_{[f]}(t, x) \).

Lemma 3.1. Assume that \( \nabla c_0 \in W^{1, \infty} \), then for any \( f \in L^\infty(0, T; \mathcal{P}(\mathbb{R}^d)) \), the following hold

1. \( B^\varepsilon_{[f]}(t, x) \) is continuous in \( [0, T] \times \mathbb{R}^d \);
2. \( |B^\varepsilon_{[f]}(t, x)| \leq O(\frac{1}{\varepsilon^2}) \), for all \( (t, x) \in [0, T] \times \mathbb{R}^d \);
3. \( B^\varepsilon_{[f]}(t, x) \) is Lipschitz with respect to \( x \), i.e. there exists \( L^\varepsilon = O(\frac{1}{\varepsilon^2}) \), such that for \( t \in [0, T], x_1, x_2 \in \mathbb{R}^d \),

\[
|B^\varepsilon_{[f]}(t, x_1) - B^\varepsilon_{[f]}(t, x_2)| \leq L^\varepsilon |x_1 - x_2|.
\]

Proof. The statement (1) is trivial, we only need to prove (2) and (3).
Simple computation shows that

\[ |B_{\varepsilon}^f(t, x)| \leq e^{-\lambda t} \left( \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} e^{-\frac{\|y-x\|^2}{4(t-s)}} |y-x| \, ds \, dy \right) \left( \int_{\mathbb{R}^d} \frac{\|\nabla_c y\|}{\sqrt{4\pi(t-s)}} \right) \]

By application of the mean value theorem for integral, one also has

\[ |B_{\varepsilon}^f(t, x_1) - B_{\varepsilon}^f(t, x_2)| \leq |x_1 - x_2| \left( \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} e^{-\frac{\|y-x\|^2}{4(t-s)}} \left( D^2 \varepsilon_0(\theta(x_1 - y) + (1-\theta)(x_2 - y)) \right) \, ds \, dy \right) \]

notice that we used inequality (2.3).

Lemma 3.2. For any \( f, g \in L^\infty(0, T; \mathcal{P}_1(\mathbb{R}^d)) \), the following inequality holds

\[ \|B_{\varepsilon}^f(t, \cdot) - B_{\varepsilon}^g(t, \cdot)\|_{L^\infty(\mathbb{R}^d)} \leq O\left( \frac{1}{\varepsilon^{\frac{d}{2} + 1}} \right) \int_0^{t-\varepsilon} W_1(f_s, g_s) \, ds, \quad \text{for any } 0 < t \leq T. \quad (3.4) \]

Proof. For any \( x \in \mathbb{R}^d \), we have

\[ |B_{\varepsilon}^f(t, x) - B_{\varepsilon}^g(t, x)| \leq \left( \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} e^{-\frac{\|y-x\|^2}{4(t-s)}} \, ds \, dy \right) =: I. \]
Let \( \pi_t \) be an optimal transportation plan between the measures \( f_t \) and \( g_t \). Then by the mean value theorem for integral, we have the following estimate

\[
I = \left| \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} \frac{e^{\frac{|x-y|^2}{4(t-s)} + \lambda s}}{(4\pi(t-s))^{d/2}} \frac{y-x}{2(t-s)} \, d\pi_s(y,z) \, ds \right|
\]

\[
- \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} \frac{e^{\frac{|x-z|^2}{4(t-s)} + \lambda s}}{(4\pi(t-s))^{d/2}} \frac{z-x}{2(t-s)} \, d\pi_s(y,z) \, ds
\]

\[
\leq C_d \left( \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} \int_0^1 \frac{|x - (\theta y + (1 - \theta) z)|^2 e^{-\frac{|x - (\theta y + (1 - \theta) z)|^2}{4(t-s)}}}{(t-s)^{d/2+1}} \, d\theta \, dy \, dz \, ds \right)
\]

\[
+ \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} \int_0^1 e^{-\frac{|x - (\theta y + (1 - \theta) z)|^2}{4(t-s)}} \, d\theta \, dy \, dz \, ds
\]

\[
\leq C_d \left( \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} \frac{|y-z|}{(t-s)^{d/2+1}} \, d\pi_s(y,z) \, ds + \int_0^{t-\varepsilon} \int_{\mathbb{R}^d} \frac{|y-z|}{(t-s)^{d/2+1}} \, d\pi_s(y,z) \, ds \right)
\]

\[
\leq C_d \frac{1}{\varepsilon^{d/2+1}} \int_0^{t-\varepsilon} W_1(f_s, g_s) \, ds = O\left( \frac{1}{\varepsilon^{d/2+1}} \right) \int_0^{t-\varepsilon} W_1(f_s, g_s) \, ds,
\]

which finishes the proof of (3.4).

Next, we use the standard contraction argument and fixed point theorem to obtain the existence and uniqueness of strong solution to (3.1).

**Theorem 3.1.** Assume that \( \nabla c_0 \in W^{1, \infty} \). For any Brownian motion \( B_t \) and initial datum \( X_0 \) satisfying \( \mathbb{E}[|X_0|] < +\infty \), there exists a unique global strong solution to (3.1).

**Proof.** **Step 1.** Take \( T > 0 \) and define a map

\[
S : (L^\infty(0,T;\mathcal{P}_1(\mathbb{R}^d)), \mathcal{M}_T) \to (L^\infty(0,T;\mathcal{P}_1(\mathbb{R}^d)), \mathcal{M}_T)
\]

as follows. For any \( f \in L^\infty(0,T;\mathcal{P}_1(\mathbb{R}^d)) \), define the following linear SDE:

\[
\dot{X}_t^\varepsilon = X_0 + \int_0^t B_{[f]}(s, \dot{X}_s^\varepsilon) \, ds + \sqrt{2} B_t, \quad 0 \leq t \leq T. \tag{3.5}
\]

By Lemma 3.1, one knows that \( B_{[f]}(t, x) \) is bounded and Lipschitz with respect to \( x \) for any function \( f \in L^\infty(0,T;\mathcal{P}_1(\mathbb{R}^d)) \). Hence there exists a unique strong solution to (3.5).

Let \( g \) be the time marginals of \( X_t^\varepsilon \) and \( Sf =: g \). By Lemma 3.1 one knows that \( B_{[f]}(s, x) \) is bounded by a constant \( C \), therefore

\[
\sup_{t \in [0,T]} \mathbb{E}[|X_t^\varepsilon|] \leq \mathbb{E}[|X_0|] + CT + \sqrt{2} \sup_{t \in [0,T]} \mathbb{E}[|B_t|] < +\infty, \tag{3.6}
\]
i.e. \( g \in L^{\infty}(0, T; \mathcal{P}_1(\mathbb{R}^d)) \) and \( S \) is well defined.

**Step 2.** We prove that \( S \) is a contraction for small \( T > 0 \).

For any two functions \( f^1, f^2 \in L^{\infty}(0, T; \mathcal{P}_1(\mathbb{R}^d)) \), solve the following two linear SDEs:

\[
\tilde{X}^{1, \varepsilon}_t = X_0 + \int_0^t B^{\varepsilon}_{f^1}(s, \tilde{X}^{1, \varepsilon}_s) ds + \sqrt{2B_t}, \quad 0 \leq t \leq T, \quad i = 1, 2. \tag{3.7}
\]

Then one has

\[
\sup_{s \leq t} |\tilde{X}^{1, \varepsilon}_s - \tilde{X}^{2, \varepsilon}_s| \leq \int_0^t |B^{\varepsilon}_{f^1}(s, \tilde{X}^{1, \varepsilon}_s) - B^{\varepsilon}_{f^2}(s, \tilde{X}^{2, \varepsilon}_s)| ds. \tag{3.8}
\]

By Lemma 3.1 and Lemma 3.2, one also has

\[
|B^{\varepsilon}_{f^1}(s, \tilde{X}^{1, \varepsilon}_s) - B^{\varepsilon}_{f^2}(s, \tilde{X}^{2, \varepsilon}_s)| \leq |B^{\varepsilon}_{f^1}(s, \tilde{X}^{1, \varepsilon}_s) - B^{\varepsilon}_{f^1}(s, \tilde{X}^{2, \varepsilon}_s)|
+ |B^{\varepsilon}_{f^1}(s, \tilde{X}^{2, \varepsilon}_s) - B^{\varepsilon}_{f^2}(s, \tilde{X}^{2, \varepsilon}_s)|
\leq L^\varepsilon (|\tilde{X}^{1, \varepsilon}_s - \tilde{X}^{2, \varepsilon}_s| + \int_0^{s-\varepsilon} W_1(f^1_\tau, f^2_\tau) d\tau). \tag{3.9}
\]

Plugging (3.9) into (3.8) and using Gronwall’s lemma, we have

\[
\sup_{s \leq t} |\tilde{X}^{1, \varepsilon}_s - \tilde{X}^{2, \varepsilon}_s| \leq L^\varepsilon e^{L^\varepsilon t} \int_0^t \int_0^{s-\varepsilon} W_1(f^1_\tau, f^2_\tau) d\tau ds. \tag{3.10}
\]

Then taking expectation of (3.10), one has

\[
\mathcal{M}_t(S(f^1), S(f^2)) \leq L^\varepsilon t^2 e^{L^\varepsilon t} \mathcal{M}_t(f^1, f^2). \tag{3.11}
\]

Now we can choose \( T > 0 \) such that \( S \) is a contraction on \([0, T]\).

**Step 3.** A priori estimates and global well-posedness.

From Step 2, one can obtain a unique fixed point of \( S \) within time interval \([0, T]\). We denote it by \( f \in L^{\infty}(0, T; \mathcal{P}_1(\mathbb{R}^d)) \). Then \( \tilde{X}^\varepsilon_t \) defined by (3.5) with this \( f \) is a local solution to (3.1). In Step 1, since \( f_T \in \mathcal{P}_1(\mathbb{R}^d) \), one can take \( T \) as a new initial time and repeat the previous process, by notice that the constant \( L^\varepsilon \) in (3.11) is uniform in time, to show that the model (3.1) has a unique weak solution in \( t \in [T, 2T] \). One can continue this process and obtain a unique global solution in \( [0, T^*] \), until the first moment of \( f \in L^{\infty}([0, T^*]; \mathcal{P}_1(\mathbb{R}^d)) \) goes to \( \infty \) when \( t \to T^* - 0 \).

Next, we will show that the blow up of the first moment won’t happen in finite time, which means that \( T^* = +\infty \). If not, we suppose that there exists a finite \( T^* \) such that

\[
\lim_{t \uparrow T^*} \int_{\mathbb{R}^d} |x| df^*_t(x) = \infty. \tag{3.12}
\]
Let $\bar{X}_{it}^\varepsilon$ satisfies
\[
\bar{X}_{it}^\varepsilon = X_0 + \int_0^t B_{if}(s, \bar{X}_s^\varepsilon)ds + \sqrt{2}B_t, \quad t \geq 0, \quad 1 \leq i \leq N, \tag{3.13}
\]
where $f \in L^\infty(0, T; \mathcal{P}_1(\mathbb{R}^d))$ is it’s time marginals in $0 \leq t \leq T < T^*$. By Lemma 3.1,
\[
|B_{if}(t, x)| \leq O\left(\frac{1}{\varepsilon^2} \right), \quad \text{for all } (t, x) \in [0, T] \times \mathbb{R}^d.
\]
Therefore, one has the following uniform estimate for the first moment in time
\[
\int_{\mathbb{R}^d} |x| df_t(x) = \mathbb{E}[|\bar{X}_t^\varepsilon|] \leq \mathbb{E}[|X_0|] + O\left(\frac{1}{\varepsilon^2} \right)t + \sqrt{2}t \leq C(T^*) < \infty, \forall t \in (0, T^*), \tag{3.14}
\]
which contradicts (3.12). \hfill \square

### 3.3 A trajectorial estimate between (1.2) and (3.1)

**Proposition 3.3.** Suppose $\{(X_{it}^{i,\varepsilon})_{t \geq 0}\}_{i=1}^N$ and $\{({\bar{X}}_{it}^{i,\varepsilon})_{t \geq 0}\}_{i=1}^N$ are the unique strong solutions to (1.2) and (3.1) respectively, with the same i.i.d. initial data $\{X_{i0}\}_{i=1}^N$ and Brownian motions $\{B_{it}\}_{t \geq 0}_{i=1}^N$. Then for any $\varepsilon > 0, 1 \leq i \leq N$ and $T > 0$, one has
\[
\mathbb{E}[\sup_{t \in [0, T]} |X_{it}^{i,\varepsilon} - {\bar{X}}_{it}^{i,\varepsilon}|] \leq \frac{C}{\sqrt{N\varepsilon}} \exp\left(\frac{C}{\varepsilon^2 + 1}\right), \tag{3.15}
\]
where $C$ is a constant depending only on $T, d$ and $\|D^2c_0\|_\infty$.

**Proof.** For any path $X_t = \{X_1^t, X_2^t, \ldots, X_N^t\}_{t \geq 0}$, define the following two functions:
\[
b^i(s, X_s) = \frac{1}{N} \sum_{j=1}^N \int_0^{s-\varepsilon} \frac{e^{-\|X_i^t - X_j^t\|^2/(4(s-r)) + \lambda(r-s)} X_j^t - X_i^t}{2(s-r)} dr, \quad \text{for } 1 \leq i \leq N \tag{3.16}
\]
and
\[
\bar{b}^i(s, X_s) = \int_0^{s-\varepsilon} \int_{\mathbb{R}^d} \frac{e^{-\|X_i^t - y\|^2/(4(s-r)) + \lambda(r-s)} y - X_i^t}{2(s-r)} df_t^i(y)dr, \quad \text{for } 1 \leq i \leq N, \tag{3.17}
\]
where $f_t^i(x)$ is the time marginals of $(X_i^t)_{t \geq 0}$. 
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Define $X_t^i := \{X_t^{1,i}, X_t^{2,i}, \ldots, X_t^{N,i}\}$ and $\bar{X}_t^i := \{\bar{X}_t^{1,i}, \bar{X}_t^{2,i}, \ldots, \bar{X}_t^{N,i}\}$. Following the spirit of [23] and then comparing the paths between (1.2) and (1.1), one has

$$\left|X_t^{i,\varepsilon} - \bar{X}_t^{i,\varepsilon}\right| \leq \int_0^t \left|\dot{b}^i(s, X_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| ds$$

(3.18)

$$+ \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{e^{-|X_t^{i,\varepsilon} - y|^2/4s}}{(4\pi s)^{d/2}} \nabla c_0(y) dy ds - \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{e^{-|X_t^{i,\varepsilon} - y|^2/4s}}{(4\pi s)^{d/2}} \nabla c_0(y) dy ds$$

$$\leq \int_0^t \left|\dot{b}^i(s, X_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| ds + \int_0^t \left|b^i(s, X_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| ds$$

$$+ \|D^2 c_0\|_{\infty} \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{e^{-|X_t^{i,\varepsilon} - \bar{X}_t^{i,\varepsilon}|^2/4s}}{(4\pi s)^{d/2}} dy |X_t^{i,\varepsilon} - \bar{X}_t^{i,\varepsilon}| ds.$$  

(3.19)

A simple computation shows that

$$\left|b^i(s, X_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| \leq \frac{C}{N} \sum_{j=1}^N \int_0^{s-\varepsilon} \frac{|X_r^{i,\varepsilon} - X_r^{j,\varepsilon}| + |X_r^{j,\varepsilon} - \bar{X}_r^{i,\varepsilon}|}{(s - r)^{d/2 + 1}} dr$$

$$\leq \frac{C}{N\varepsilon^{d/2 + 1}} \sum_{j=1}^N \int_0^{s-\varepsilon} \left(|X_r^{i,\varepsilon} - X_r^{j,\varepsilon}| + |X_r^{j,\varepsilon} - \bar{X}_r^{i,\varepsilon}|\right) dr,$$

(3.20)

where $C$ only depends on $d$.

Plugging (3.20) into (3.18), for $\varepsilon \ll 1$, one has

$$\left|X_t^{i,\varepsilon} - \bar{X}_t^{i,\varepsilon}\right| \leq \frac{C}{\varepsilon^{d/2 + 1}} \int_0^t \left(\frac{1}{N} \sum_{j=1}^N \int_0^{s-\varepsilon} |X_r^{j,\varepsilon} - \bar{X}_r^{j,\varepsilon}| dr + |X_s^{i,\varepsilon} - \bar{X}_s^{i,\varepsilon}|\right) ds$$

$$+ \int_0^t \left|\dot{b}^i(s, \bar{X}_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| ds$$

(3.21)

where $C$ only depends on $d$, $T$ and $\|D^2 c_0\|_{\infty}$.

From (3.21), for any $t \in [0, T]$, one has

$$\sup_{s \in [0, t]} |X_s^{i,\varepsilon} - \bar{X}_s^{i,\varepsilon}| \leq \frac{C}{\varepsilon^{d/2 + 1}} \int_0^t \left(\frac{1}{N} \sum_{j=1}^N \int_0^{s-\varepsilon} |X_r^{j,\varepsilon} - \bar{X}_r^{j,\varepsilon}| dr + |X_s^{i,\varepsilon} - \bar{X}_s^{i,\varepsilon}|\right) ds$$

$$+ \int_0^t \left|\dot{b}^i(s, \bar{X}_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| ds$$

$$\leq \frac{C}{\varepsilon^{d/2 + 1}} \int_0^t \left(\frac{1}{N} \sum_{j=1}^N \sup_{\tau \in [0, s]} |X_\tau^{j,\varepsilon} - \bar{X}_\tau^{j,\varepsilon}| + \sup_{\tau \in [0, s]} |X_\tau^{i,\varepsilon} - \bar{X}_\tau^{i,\varepsilon}|\right) ds$$

$$+ \int_0^t \left|\dot{b}^i(s, \bar{X}_s^\varepsilon) - \bar{b}^i(s, \bar{X}_s^\varepsilon)\right| ds,$$  

(3.22)
where $C$ only depends on $d$, $T$ and $\|D^2c_0\|_\infty$.

Denote by $m_{N+1}(\omega^1, \ldots, \omega^N, y) \in \mathcal{P}(\mathbb{C}^{N+1})$ ($\mathcal{C} = C([0, T], \mathbb{R}^d)$) the joint distribution of $(X_t^{i, \varepsilon}, \ldots, X_t^{i, \varepsilon}, \tilde{X}_t^{i, \varepsilon})_{t \geq 0}$ and $m_3(\omega^i, \omega^j, y) = \int_{C_{N-2}} m_{N+1}(d\omega^1, \ldots, \omega^i, \ldots, \omega^j, \ldots, d\omega^N, y)$ for any $1 \leq i \neq j \leq N$. Since $\{(\tilde{X}_t^{i, \varepsilon})_{t \geq 0}\}_{i=1}^N$ are i.i.d. stochastic processes, which will be proved in Subsection 4.1, and $\{(X_t^{i, \varepsilon})_{t \geq 0}\}_{i=1}^N$ are exchangeable stochastic processes, then $m_3(\omega^i, \omega^j, y) = m_3(\omega^j, \omega^i, y)$ for any $1 \leq i \neq j \leq N$. Furthermore, we obtain the following exchangeability qualities: for any $t \in [0, T]$,

$$
\mathbb{E}[\sup_{s \in [0, t]} |X_s^{i, \varepsilon} - \tilde{X}_s^{i, \varepsilon}|] = \int \sup_{s \in [0, t]} |\omega_s^i - y_s| dm_3(\omega^i, \omega^j, y)
= \int \sup_{s \in [0, t]} |\omega_s^i - y_s| dm_3(\omega^j, \omega^i, y) = \int \sup_{s \in [0, t]} |\omega_s^j - y_s| dm_3(\omega^i, \omega^j, y)
= \mathbb{E}[\sup_{s \in [0, t]} |X_s^{j, \varepsilon} - \tilde{X}_s^{j, \varepsilon}|].
$$

(3.23)

Hence taking expectation of (3.22), one has

$$
\mathbb{E}[\sup_{s \in [0, t]} |X_s^{i, \varepsilon} - \tilde{X}_s^{i, \varepsilon}|] \leq \frac{C}{\varepsilon^{d+1}} \int_0^t \mathbb{E}[\sup_{s \in [0, s]} |X_s^{i, \varepsilon} - \tilde{X}_s^{i, \varepsilon}|] ds + \int_0^t \mathbb{E}[\left| b^i(s, \tilde{X}_s^\varepsilon) - \tilde{b}^i(s, \tilde{X}_s^\varepsilon) \right|^2] ds.
$$

(3.24)

where $C$ only depends on $d$, $T$ and $\|D^2c_0\|_\infty$. Applying the Gronwall’s Lemma, we have

$$
\mathbb{E}[\sup_{s \in [0, t]} |X_s^{i, \varepsilon} - \tilde{X}_s^{i, \varepsilon}|] \leq \exp\left(\frac{Ct}{\varepsilon^{d+1}}\right) \int_0^t \mathbb{E}[\left| b^i(s, \tilde{X}_s^\varepsilon) - \tilde{b}^i(s, \tilde{X}_s^\varepsilon) \right|^2] ds
\leq \exp\left(\frac{Ct}{\varepsilon^{d+1}}\right) \int_0^t \sqrt{\mathbb{E}[\left| b^i(s, \tilde{X}_s^\varepsilon) - \tilde{b}^i(s, \tilde{X}_s^\varepsilon) \right|^2]} ds.
$$

(3.25)

Since

$$
\mathbb{E}[\left| b^i(s, \tilde{X}_s^\varepsilon) - \tilde{b}^i(s, \tilde{X}_s^\varepsilon) \right|^2] = \mathbb{E}[\frac{1}{N} \sum_{j=1}^N A_j^i(s)],
$$

(3.26)

where

$$
A_j^i(s) := \int_0^{s-\varepsilon} e^{-\frac{(|X_r^{i, \varepsilon} - \tilde{X}_r^{i, \varepsilon}|^2 + \lambda(r-s))}{4(s-r)}} \frac{X_r^{j, \varepsilon} - \tilde{X}_r^{j, \varepsilon}}{2(s-r)} dr
- \int_{\mathbb{R}^d} e^{-\frac{|X_r^{i, \varepsilon} - y|^2 + \lambda(r-s)}{4(s-r)}} \frac{y - \tilde{X}_r^{i, \varepsilon}}{2(s-r)} df_r^{j, \varepsilon}(y) dr.
$$

(3.27)
Recalling that \((3.3)\) because only depends on \(d\) \(E\) \(|b(\bar{X}^i, \epsilon) - b(\bar{X}^k, \epsilon)\|^2 \leq \frac{E[(A^j_2(s))]}{N}(3.28)\), one has
\[
\mathbb{E}[A^j_2(s)A^k_1(s)] = 0.
\]
Hence
\[
\mathbb{E}[|b'(s, \bar{X}^i) - b'(s, \bar{X}^k)|^2] = 1 \mathbb{E}\left[\sum_{j=1}^{N} A^j_2(s)A^j_1(s)\right] \leq \frac{\mathbb{E}[(A^j_2(s))]}{N}.
\]

Recalling that \(\{(\bar{X}^i, \epsilon)\}_{i=1}^{N}\) are i.i.d. random variables, one has
\[
\mathbb{E}[(A^j_2(s))^2] = \mathbb{E}\left[\int_{0}^{s-\epsilon} e^{-\frac{|X^1_{s-\epsilon} - X^2_{s-\epsilon}|^2}{4(s-r)}} + \lambda(\rho - s) \frac{X^2_{s-\epsilon} - \bar{X}^1_{s-\epsilon} + \frac{X^1_{s-\epsilon} - X^2_{s-\epsilon}}{2(s-r)} dr}
\]
\[
- \mathbb{E} \left[\left(\int_{0}^{s-\epsilon} e^{-\frac{|X^1_{s-\epsilon} - X^2_{s-\epsilon}|^2}{4(s-r)}} + \lambda(\rho - s) \frac{X^2_{s-\epsilon} - \bar{X}^1_{s-\epsilon} + \frac{X^1_{s-\epsilon} - X^2_{s-\epsilon}}{2(s-r)} dr}\right)^2\right]
\]
\[
\leq 2 \mathbb{E}\left[\left(\int_{0}^{s-\epsilon} e^{-\frac{|X^1_{s-\epsilon} - X^2_{s-\epsilon}|^2}{4(s-r)}} + \lambda(\rho - s) \frac{X^2_{s-\epsilon} - \bar{X}^1_{s-\epsilon} + \frac{X^1_{s-\epsilon} - X^2_{s-\epsilon}}{2(s-r)} dr}\right)^2\right]
\]
\[
+ \mathbb{E}\left[\left(\int_{0}^{s-\epsilon} e^{-\frac{|X^1_{s-\epsilon} - X^2_{s-\epsilon}|^2}{4(s-r)}} + \lambda(\rho - s) \frac{X^2_{s-\epsilon} - \bar{X}^1_{s-\epsilon} + \frac{X^1_{s-\epsilon} - X^2_{s-\epsilon}}{2(s-r)} dr}\right)^2\right]
\]
\[
= 4 \mathbb{E}\left[\left(\int_{0}^{s-\epsilon} e^{-\frac{|X^1_{s-\epsilon} - X^2_{s-\epsilon}|^2}{4(s-r)}} + \lambda(\rho - s) \frac{X^2_{s-\epsilon} - \bar{X}^1_{s-\epsilon} + \frac{X^1_{s-\epsilon} - X^2_{s-\epsilon}}{2(s-r)} dr}\right)^2\right]
\]
\[
\leq 4s \int_{0}^{s-\epsilon} \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4(s-r)}} \frac{|y|^2}{4(s-r)^2} df_{\frac{1}{s}}^1(y) df_{\frac{1}{s}} (x) dr
\]
\[
\leq C \int_{0}^{s-\epsilon} \int_{\mathbb{R}^d} \frac{1}{(s-r)^{d+1}} df_{\frac{1}{s}}^1(y) df_{\frac{1}{s}} (x) dr \leq \frac{C}{\epsilon^d}, \quad (3.29)
\]
where \(C\) only depends on \(d\) and \(T\). Notice that in the last inequality, we used the inequality \((3.3)\).

Combining \((3.25)\), \((3.28)\) and \((3.29)\) together, one obtains \((3.15)\). \(\square\)
4 Uniform estimates for the intermediate PDEs and compactness argument

4.1 Uniform estimates for the intermediate PDEs

For $\varphi \in C^2_b(\mathbb{R}^d)$, applying Itô’s formula for (3.1), for any $1 \leq i \leq N$, one has

$$\varphi(\bar{X}_t^{i,\varepsilon}) = \varphi(X_0^i) + \sqrt{2} \int_0^t \nabla \varphi(\bar{X}_s^{i,\varepsilon}) \cdot dB_s^i + \int_0^t (B_{[f^i]}(s, \bar{X}_s^{i,\varepsilon}) \cdot \nabla \varphi(\bar{X}_s^{i,\varepsilon}) + \triangle \varphi(\bar{X}_s^{i,\varepsilon})) ds \tag{4.1}$$

Taking expectation of the above equation and noticing that $f^{i,\varepsilon}$ admits a time marginal density denoted by $\rho^{i,\varepsilon}(t, x)$ (see [20] Theorem 9.1.9]), we know that $\rho^{i,\varepsilon}(t, x)$ is a weak solution to the following equation:

$$\begin{align*}
\partial_t \rho^\varepsilon - \nabla \cdot (\nabla \rho^\varepsilon - \rho^\varepsilon \nabla c^\varepsilon) &= 0, \\
c^\varepsilon &= e^{-\lambda t} e^{t \Delta} c_0 + \int_0^{t-\varepsilon} e^{\lambda(s-t)} e^{(t-s) \Delta} \rho^\varepsilon(x, s) ds, \\
\rho^\varepsilon(x, 0) &= \rho_0(x), \quad c^\varepsilon(x, 0) = c_0(x). \tag{4.2}
\end{align*}$$

It is easy to prove that for fixed $\varepsilon > 0$, (4.2) has a unique global weak solution $\rho^\varepsilon$ in the class of $L^\infty(0, T; L^2(\mathbb{R}^d)) \cap L^2(0, T; H^1(\mathbb{R}^d))$, and $\int_{\mathbb{R}^d} \rho^\varepsilon(t, x) dx \equiv 1$. In Proposition 4.1 we will give the uniform estimates of $\rho^{i,\varepsilon}(t, x)$ with the initial data satisfying the conditions (1.4) and (1.5). Hence $\rho^{i,\varepsilon} = \rho^\varepsilon$ for $i = 1, \ldots, N$, which means that $\{(X_t^{i,\varepsilon})_{t \geq 0}\}_{i=1}^N$ are i.i.d..

We focus on the uniform estimates of the weak solution to (4.2) in this subsection. First, we start with the fundamental estimates of $c^\varepsilon$. Recalling that

$$c^\varepsilon = e^{-\lambda t} e^{t \Delta} c_0 + \int_0^{t-\varepsilon} e^{\lambda(s-t)} e^{(t-s) \Delta} f(x, s) ds,$$

we directly cite the following two lemmas as a preparatory work. The first lemma follows immediately from the Young’s inequality for the convolution [15, pp. 99] and the well-known results on $L^p$ regularity of parabolic equation [3, Theorem X.12] or [14, Chapter IV, Section 3] (also see [13, 22, 25]).

**Lemma 4.1.** Let $d \geq 1$, $1 \leq q \leq p \leq \infty$, $\frac{1}{q} - \frac{1}{p} < \frac{1}{d}$. Suppose $c_0 \in W^{1,p}(\mathbb{R}^d)$ and $f \in L^\infty(0, T; L^q(\mathbb{R}^d))$. Then for all $t > 0$,

$$\begin{align*}
\|c^\varepsilon(t)\|_{L^p(\mathbb{R}^d)} &\leq \|c_0\|_{L^p(\mathbb{R}^d)} + C\|f\|_{L^\infty(0, T; L^q(\mathbb{R}^d))}; \\
\|
abla c^\varepsilon(t)\|_{L^p(\mathbb{R}^d)} &\leq \|
abla c_0\|_{L^p(\mathbb{R}^d)} + C\|f\|_{L^\infty(0, T; L^q(\mathbb{R}^d))}. \tag{4.3, 4.4}
\end{align*}$$
where \( C \) are positive constants depending on \( p, q \) and \( d \).

Furthermore, let \( p > 1 \), if \( c_0 \in W^{2,p}(\mathbb{R}^d) \) and \( f \in L^p(\Omega_T) \), one has

\[
\|e^\varepsilon\|_{W^{2,1}_p(\Omega_T)} \leq C\left(\|c_0\|_{W^{2,p}(\mathbb{R}^d)} + \|f\|_{L^p(\Omega_T)}\right),
\]

(4.5)

where \( C \) is a positive constant depending on \( T, p \) and \( d \), \( \Omega_T = (0, T) \times \mathbb{R}^d \), and \( W^{2,1}_p(\Omega_T) \) is the Sobolev space involving time defined by

\[
W^{2,1}_p(\Omega_T) = \{u|u \in L^p(\Omega_T), D^2_t D^s_x u \in L^p(\Omega_T) \text{ for any } 2r + |s| \leq 2\}
\]

with the following norm

\[
\|u\|_{W^{2,1}_p(\Omega_T)} = \sum_{0 \leq 2r + |s| \leq 2} \|D^2_t D^s_x u\|_{L^p(\Omega_T)}.
\]

Proof. The inequalities (4.3) and (4.4) are direct results of Lemma 2.1 in [13]. We just need to prove (4.5). Set

\[
\phi^\varepsilon(t, x) := \int_0^{t-\varepsilon} e^{\lambda(s-t)} e^{(t-s)\Delta} f(x, s) ds = \begin{cases} \int_0^{t-\varepsilon} e^{\lambda(s-t)} e^{t-s)\Delta} f(x, s) ds & \varepsilon < t, \\ 0 & 0 \leq t \leq \varepsilon. \end{cases}
\]

(4.6)

Then one can easily check that \( \phi^\varepsilon \) satisfies the following initial value problem

\[
\begin{cases}
\partial_t \phi^\varepsilon = \Delta \phi^\varepsilon - \lambda \phi^\varepsilon + e^{-\lambda x} e^{t-\varepsilon}\Delta f(x, t-\varepsilon), & x \in \mathbb{R}^d, \ t > \varepsilon, \\
\phi^\varepsilon(x, \varepsilon) = 0, & x \in \mathbb{R}^d,
\end{cases}
\]

(4.7)

where \( e^{t-\varepsilon}\Delta f(x, t-\varepsilon) = \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{(4\varepsilon)^2}} f(y, t-\varepsilon) dy. \)

Then the following inequality is a particular consequence of [3] Theorem X.12,

\[
\|\phi^\varepsilon\|_{W^{2,1}_p((\varepsilon, T) \times \mathbb{R}^d)} \leq C\|e^{-\lambda x} e^{t-\varepsilon}\Delta f(x, t-\varepsilon)\|_{L^p((\varepsilon, T) \times \mathbb{R}^d)} \leq C\|e^{\Delta f(x, t-\varepsilon)}\|_{L^p((\varepsilon, T) \times \mathbb{R}^d)},
\]

(4.8)

where \( C \) is a constant independent of \( \varepsilon \).

By the Young’s inequality for the convolution [15] pp. 99, one knows that

\[
\|e^{t-\varepsilon}\Delta f(x, t-\varepsilon)\|_{L^p(\mathbb{R}^d)} \leq C\|f(x, t-\varepsilon)\|_{L^p(\mathbb{R}^d)}, \ \forall \ t > \varepsilon,
\]

(4.9)

where \( C \) is a constant depending only on \( d \) and \( p \).

Combining (4.8) and (4.9) together, one has

\[
\|\phi^\varepsilon\|_{W^{2,1}_p(\Omega_T)} = \|\phi^\varepsilon\|_{W^{2,1}_p((\varepsilon, T) \times \mathbb{R}^d)} \leq C\|f\|_{L^p((0, T-\varepsilon) \times \mathbb{R}^d)} \leq C\|f\|_{L^p(\Omega_T)}.
\]

(4.10)

Since \( e^\varepsilon = e^{-\lambda x} e^{t-\varepsilon}\Delta c_0 + \phi^\varepsilon \), one obtains (4.5) immediately.
The following lemma gives us a variant of Gagliardo-Nirenberg type inequality, which was proved by Sugiyama [21, Lemma 2.4].

**Lemma 4.2.** Let $d \in \mathbb{N}$, $m \geq 1$, $a > 2$, $u \in L^{q_1}(\mathbb{R}^d)$ with $q_1 \geq 1$ and $u^{\frac{r+m-1}{2}} \in H^1(\mathbb{R}^d)$ with $r > 0$. If $q_1 \in [1, r + m - 1]$ and $q_2 \in [\frac{r+m-1}{2}, \frac{a(r+m-1)}{2}]$ satisfy

\[
\begin{cases}
1 \leq q_1 \leq q_2 \leq \infty & d = 1, \\
1 \leq q_1 \leq q_2 < \infty & d = 2, \\
1 \leq q_1 \leq q_2 \leq \frac{d(r+m-1)}{d-2} & d \geq 3,
\end{cases}
\]

then

\[
\|u\|_{L^{q_2}(\mathbb{R}^d)} \leq C_{\frac{r+m-1}{2}}\|u\|_{L^{q_1}(\mathbb{R}^d)}^{1-\theta}\|\nabla u^{\frac{r+m-1}{2}}\|_{L^2(\mathbb{R}^d)}^{\theta}
\]

(4.11)

where

\[
\theta = \frac{r + m - 1}{2}(\frac{1}{q_1} - \frac{1}{q_2})(\frac{1}{d} - \frac{1}{2} + \frac{r + m - 1}{2q_1})^{-1} \\
C = \begin{cases} \\
C(d,a) & \frac{r+m-1}{2} \leq q_1, \\
C_0(d,a)^{\frac{1}{q}} & 1 \leq q_1 < \frac{r+m-1}{2},
\end{cases}
\]

(4.12)

\[
\beta = \frac{q_2 - \frac{r+m-1}{2}}{q_2 - q_1}[\frac{2q_1}{r + m - 1} + (1 - \frac{2q_1}{r + m - 1})\frac{2d}{d+2}].
\]

(4.13)

Next, we start from the intermediate system (4.2) to derive the $L^r$ estimate. The proof will be given in the Appendix.

**Lemma 4.3.** Let $(\rho_\varepsilon, c_\varepsilon)$ be solutions to (4.2) with the initial data $(\rho_0, c_0)$. Then for any $r \geq 2$, we have the following estimates in different space dimensions.

\[
\int_0^t \|\nabla (\rho_\varepsilon^{\frac{1}{2}})\|^2_{L^2(\mathbb{R}^d)} ds \leq \int_0^t \|\nabla (\rho_0^{\frac{1}{2}})\|^2_{L^2(\mathbb{R}^d)} ds + C_{r,1}t\|c_0\|_{W^{2,r+1}(\mathbb{R})} + M_0^{2r+1}
\]

(4.14)

\[
\int_0^t \|\nabla (\rho_\varepsilon^{\frac{1}{2}})\|^2_{L^2(\mathbb{R}^d)} ds \leq \int_0^t \|\nabla (\rho_0^{\frac{1}{2}})\|^2_{L^2(\mathbb{R}^d)} ds + C_{r,2}t\|c_0\|_{W^{2,r+1}(\mathbb{R}^d)}
\]

(4.15)

\[
\frac{d}{dt}\|\rho_\varepsilon\|_{L^r(\mathbb{R}^d)}^r \leq 2(r-1)\|\nabla (\rho_\varepsilon^{\frac{1}{2}})\|^2_{L^2(\mathbb{R}^d)} - \frac{2}{r} + C_d\|\nabla c_0\|_{L^d(\mathbb{R}^d)} + C_{d,q}\sup_{0 \leq s \leq t}\|\rho_\varepsilon(s)\|_{L^q(\mathbb{R}^d)}
\]

(4.16)

the last inequality holds true for any $d \geq 3$, and $M_0 = \|\rho_0\|_{L^1(\mathbb{R})}, \frac{d}{2} < q \leq d$.

From the above Lemma 4.3 and the standard time derivative estimate, we have the following uniform estimates.
Proposition 4.1. Let \((\rho_\varepsilon, c_\varepsilon)\) with \(0 \leq t \leq T\) be solutions to (1.2) with the initial data \((\rho_0, c_0)\). Under the conditions (1.4) and (1.6), we have the following uniform estimates:

\[
\|\rho_\varepsilon\|_{L^\infty(0,T;L^2(\mathbb{R}^d))} + \int_0^T \|\nabla \rho_\varepsilon\|_{L^2(\mathbb{R}^d)} \, ds \leq C, \tag{4.17}
\]

\[
\|\rho_\varepsilon\|_{L^\infty(0,T;L^1(\mathbb{R}^d))} = M_0, \quad \|\rho_\varepsilon\|_{L^\infty(0,T;L^\infty(\mathbb{R}^d))} \leq C, \tag{4.18}
\]

\[
\|\partial_t \rho_\varepsilon\|_{L^2(0,T;H^{-1}(\mathbb{R}^d))} \leq C. \tag{4.19}
\]

where \(C\) are constants depending only on \(d, T, M_0, \|\rho_0\|_{L^\infty(\mathbb{R}^d)}\) and \(\|c_0\|_{W^{2,1}(\mathbb{R}^d)}\).

Furthermore, if \(\int_{\mathbb{R}^d} |x| \rho_0 \, dx < +\infty\), then

\[
\int_{\mathbb{R}^d} |x| \rho_\varepsilon \, dx \leq C, \quad \forall \, 0 \leq t \leq T, \tag{4.20}
\]

where \(C\) is a constant depending only on \(d, T, M_0, \|\rho_0\|_{L^\infty(\mathbb{R}^d)}\) and \(\|c_0\|_{W^{2,\infty}(\mathbb{R}^d)}\).

Proposition 4.2. Let \((\rho_\varepsilon, c_\varepsilon)\) with \(0 \leq t \leq T\) be solutions to (1.2) with the initial data \((\rho_0, c_0)\) satisfying (1.4), (1.6) and (1.5). Then we have the following uniform estimates:

\[
\|\rho_\varepsilon\|_{C^2(\overline{\Omega}_T)} + \|c_\varepsilon\|_{C^2(\overline{\Omega}_T)} \leq C, \tag{4.21}
\]

where \(C\) is a constant independent of \(\varepsilon,\overline{\Omega}_T = [0,T] \times \mathbb{R}^d\) and the norm defined by

\[
\|u\|_{C^2(\overline{\Omega}_T)} = \sum_{0 \leq r + s \leq 2} \|D_r^s u\|_{L^\infty(\overline{\Omega}_T)}.
\]

Proof. Since for any fixed \(T > 0\), it has been proved in Proposition 4.1 that

\[
\|\rho_\varepsilon\|_{L^\infty(0,T;L^1(\mathbb{R}^d))} = M_0; \quad \|\rho_\varepsilon\|_{L^\infty(0,T;L^\infty(\mathbb{R}^d))} \leq C; \quad \int_0^T \|\nabla \rho_\varepsilon\|_{L^2(\mathbb{R}^d)}^2 \, ds \leq C, \tag{4.22}
\]

then by Lemma 4.1, one has

\[
\|\nabla c_\varepsilon\|_{L^\infty(\Omega_T)} \leq \|\nabla c_0\|_{L^\infty(\mathbb{R}^d)} + \|c_\varepsilon\|_{L^\infty(\Omega_T)} \leq C; \tag{4.23}
\]

\[
\|\Delta c_\varepsilon\|_{L^p(\Omega_T)} \leq C \left(\|c_0\|_{W^{2,p}(\mathbb{R}^d)} + \|c_\varepsilon\|_{L^p(\Omega_T)}\right) \tag{4.24}
\]

for any \(p > 1\).

Recall the parabolic equation

\[
\partial_t \rho^\varepsilon - \Delta \rho^\varepsilon = -\nabla \rho^\varepsilon \cdot \nabla c^\varepsilon - \Delta c^\varepsilon \rho^\varepsilon =: Z^\varepsilon. \tag{4.25}
\]
Using (4.22), (4.23) and (4.24), one has
\[ \|Z_\varepsilon\|_{L^2(\Omega_T)} \leq \|\nabla c\varepsilon\|_{L^\infty(\Omega_T)} \|\nabla \rho\varepsilon\|_{L^2(\Omega_T)} + \|\rho\varepsilon\|_{L^6(\Omega_T)} \|\nabla \rho\varepsilon\|_{L^2(\Omega_T)} + \|\rho\varepsilon\|_{L^6(\Omega_T)} \|\nabla \rho\varepsilon\|_{L^2(\Omega_T)} \leq C. \tag{4.26} \]

From (4.25), one has the fact
\[ \rho\varepsilon(t) = \gamma_t *_{t,x} Z_\varepsilon + \gamma_t *_{t,x} \rho_0; \quad \nabla \rho\varepsilon = \Gamma_t *_{t,x} Z_\varepsilon + \gamma_t *_{t,x} \nabla \rho_0, \tag{4.27} \]
where
\[ \gamma(t(x)) = \frac{e^{-|x|^2/4t}}{t^{d/2}} \in L^{p_1}(0, T; L^{p_2}(\mathbb{R}^d)), \quad \forall \ p_1, p_2 \geq 1, \quad \frac{2}{d p_1} + \frac{1}{p_2} > 1, \tag{4.28} \]
and
\[ \Gamma_t(x) = \nabla_x \gamma_t(x) \in L^{q_1}(0, T; L^{q_2}(\mathbb{R}^d)), \quad \forall \ q_1, q_2 \geq 1, \quad \frac{2}{q_1} + \frac{d}{q_2} > d + 1, \tag{4.29} \]
which provide the bound (with the choice \(q_1 = q_2 = (\frac{d+2}{d+1})^-\))
\[ \|\nabla \rho\varepsilon\|_{L^p(\Omega_T)} \leq C \|\Gamma_t\|_{L^{q_1}(\Omega_T)} \|Z_\varepsilon\|_{L^2(\Omega_T)} + \|\gamma\|_{L^p(0, T; L^{q_1}(\mathbb{R}^d))} \|\nabla \rho_0\|_{L^p(\mathbb{R}^d)} \tag{4.30} \]
for any \(p \in [1, 2 + \frac{4}{d})\). Combining (4.24), one has
\[ \|Z_\varepsilon\|_{L^p(\Omega_T)} \leq \|\nabla c\varepsilon\|_{L^\infty(\Omega_T)} \|\nabla \rho\varepsilon\|_{L^2(\Omega_T)} + \|\rho\varepsilon\|_{L^6(\Omega_T)} \|\nabla \rho\varepsilon\|_{L^2(\Omega_T)} \leq C, \quad \forall \ p \in [1, 2 + \frac{4}{d}). \tag{4.31} \]

By a bootstrap argument of the regularity property of the heat equation, one has
\[ \|Z_\varepsilon\|_{L^p(\Omega_T)} \leq C, \quad \forall \ p \in [1, d + 1). \tag{4.32} \]

By the maximal regularity of heat equation in \(L^p\) space (see [3, Theorem X.12]), we easily get
\[ \|\rho\varepsilon\|_{W^{2,1}_p(\Omega_T)} \leq C(\|\rho_0\|_{L^p(\Omega_T)} + \|Z_\varepsilon\|_{L^p(\Omega_T)}) \leq C, \quad \forall \ p \in [1, d + 1). \tag{4.33} \]
Based on (4.33), using the Morrey’s inequality, one has
\[ \|\rho\varepsilon\|_{C^{0,\alpha}(\Omega_T)} \leq C\|\rho\varepsilon\|_{W^{1,p}(\Omega_T)} \leq C, \quad \text{for some } 0 < \alpha < 1. \tag{4.34} \]
Then, we also have
\[ \|\rho\varepsilon\|_{C^{0,\alpha}(\Omega_T)} \leq C\|\rho\varepsilon\|_{C^{0,\alpha}(\Omega_T)} \leq C, \quad \text{for some } 0 < \alpha < 1, \tag{4.35} \]
where the space $C^{\alpha, \frac{\alpha}{2}}(\overline{\Omega}_T)$ is defined by

$$C^{\alpha, \frac{\alpha}{2}}(\overline{\Omega}_T) = \{ u \in C(\overline{\Omega}_T) | \sup_{(t,x) \neq (s,y) \in \overline{\Omega}_T} \frac{|u(t,x) - u(s,y)|}{|t-s|^\frac{\alpha}{2} + |x-y|^\alpha} < +\infty \}$$

with the norm

$$\|u\|_{C^{\alpha, \frac{\alpha}{2}}(\overline{\Omega}_T)} = \sup_{(t,x) \in \overline{\Omega}_T} |u(t,x)| + \sup_{(t,x) \neq (s,y) \in \overline{\Omega}_T} \frac{|u(t,x) - u(s,y)|}{|t-s|^\frac{\alpha}{2} + |x-y|^\alpha}.$$ 

By the classical Schauder estimates for the heat equation (see [3, Theorem X.13]), one has

$$\|c_\varepsilon\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\overline{\Omega}_T)} \leq C(\|\rho_\varepsilon\|_{C^{\alpha, \frac{\alpha}{2}}(\overline{\Omega}_T)} + \|c_0\|_{C^{2+\alpha}(\mathbb{R}^d)}),$$

(4.36)

where

$$\|c_\varepsilon\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\overline{\Omega}_T)} = \sum_{0 \leq 2r + |s| \leq 2} \|D_r^s c_\varepsilon\|_{L^\infty(\overline{\Omega}_T)} + \|\partial_t c_\varepsilon\|_{C^{\alpha, \frac{\alpha}{2}}(\overline{\Omega}_T)} + \|D^2 c_\varepsilon\|_{C^{\alpha, \frac{\alpha}{2}}(\overline{\Omega}_T)}$$

By (4.25), one obtains

$$\|\rho_\varepsilon\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\overline{\Omega}_T)} \leq C(\|c_\varepsilon\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\overline{\Omega}_T)} + \|\rho_0\|_{C^{2+\alpha}(\mathbb{R}^d)}),$$

(4.37)

which finishes the proof.

4.2 Compactness argument and solvability of the intermediate PDEs

Before giving the convergence results, we introduce the definition of weak solution to the parabolic-parabolic KS equation (1.1) which we deal with throughout this paper. Indeed, we ask for more regularities than needed for the definition and these regularities will be proved in Theorem 4.1.

Definition 1. (weak solution) Given the initial data $(\rho_0(x), c_0(x))$ satisfying the conditions (1.4) and (1.6). Let $T > 0$, we shall say that $(\rho(t,x), c(t,x))$ is a weak solution to (1.1) with the initial data $(\rho_0, c_0)$ if it satisfies:

1. Regularity:

$$\rho \in L^2(0,T; H^1(\mathbb{R}^d)) \cap L^\infty(0,T; L^2(\mathbb{R}^d)), \quad \partial_t \rho \in L^2(0,T; H^{-1}(\mathbb{R}^d)),$$

$$\int_{\mathbb{R}^d} |x| \rho(t,x) dx < \infty \quad \text{for all } 0 \leq t \leq T.$$
2. For all \( \varphi \in C^\infty_0(\mathbb{R}^d) \) and \( 0 < t \leq T \), the following holds,

\[
\int_{\mathbb{R}^d} \rho(t, x) \varphi(x) dx - \int_{\mathbb{R}^d} \rho_0(x) \varphi(x) dx - \int_0^t \int_{\mathbb{R}^d} \rho(s, x) \Delta \varphi(x) dx ds
= \int_0^t \int_{\mathbb{R}^d} \rho(s, x) \nabla c(x) \cdot \nabla \varphi(x) dx ds,
\]

(4.38)

where \( c \) is the mild solution to the second equation of (1.1), i.e.

\[
c = e^{-\lambda t} e^{t} \Delta c_0 + \int_0^t e^{t-s} e^{(t-s) \Delta} \rho ds.
\]

(4.39)

Utilizing the uniform estimates obtained in Proposition 4.1, we have the following convergence results. The proof will be given in the Appendix.

**Theorem 4.1.** Let \((\rho_\varepsilon, c_\varepsilon)\) be solutions to (4.2) with the initial data \((\rho_0, c_0)\). Assume that \((\rho_0, c_0)\) satisfy the conditions (1.4) and (1.6), then there is a subsequence of \((\rho_\varepsilon, c_\varepsilon)\) (without relabeling for convenience) and functions \((\rho, c)\) such that as \(\varepsilon \to 0\)

\[
\rho_\varepsilon \to \rho \text{ in } L^\infty(0, T; L^2(\mathbb{R}^d))
\]

(4.40)

\[
\nabla \rho_\varepsilon \to \nabla \rho \text{ in } L^2(0, T; L^2(\mathbb{R}^d))
\]

(4.41)

\[
\rho_\varepsilon \to \rho \text{ in } L^2(0, T; L^2(B_R)) \text{ for any ball } B_R
\]

(4.42)

\[
c_\varepsilon \to c \text{ in } L^\infty(0, T; L^2(B_R)) \text{ for any ball } B_R
\]

(4.43)

where \( B_R \) is a ball centered at 0 with radius \( R \) and \((\rho, c)\) is a weak solution to (1.1) with the following regularities:

\[
\rho \in L^2(0, T; H^1(\mathbb{R}^d)) \cap L^\infty(0, T; L^2(\mathbb{R}^d)),
\]

\[
\partial_t \rho \in L^2(0, T; H^{-1}(\mathbb{R}^d)), \quad \int_{\mathbb{R}^d} |x| \rho(t, x) dx < \infty.
\]

(4.44)

Furthermore, if \((\rho_0, c_0)\) also satisfy the condition (1.5), then the solution satisfies

\[
\|\rho\|_{C^{2,1}(\overline{\Omega_T})} + \|c\|_{C^{2,1}(\overline{\Omega_T})} \leq C,
\]

(4.45)

which means that this solution is a classical solution.
4.3 Estimate between $\rho_\varepsilon$ and $\rho$ in Kantorovich-Rubinstein distance

We introduce the following mean-field self-consistent stochastic process $(X_t)_{t \geq 0}$:

$$X_t = X_0 + \int_0^t \int_0^s \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4(s-r)} + \lambda(s-r)} \nabla \rho_s(x + y) dy dr ds$$

$$+ \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{|X_s - y|^2}{4t} \nabla \rho_0(y) dy ds + \sqrt{2} B_t, \quad t \geq 0,$$

(4.46)

where we require $(X_t)_{t \geq 0}$ possessing a marginal density $(\rho_t)_{t \geq 0}$ for any $t \geq 0$. By Itô’s formula, we know that $\rho$ is a weak solution to the KS equation (1.1). So we call (4.46) the corresponding SDE of (1.1).

The drift term is

$$B_{[\rho]}(t, x) = \int_0^t \int_{\mathbb{R}^d} \frac{e^{-\frac{|y|^2}{4(t-r)} + \lambda(s-r)}}{(4\pi(t-s))^\frac{d}{2}} \nabla \rho_s(x + y) dy ds + e^{-\lambda t} \int_{\mathbb{R}^d} \frac{e^{-\frac{|y|^2}{4t}}}{(4\pi t)^\frac{d}{2}} \nabla \rho_0(y) dy,$$

(4.47)

which has the following properties:

**Lemma 4.4.** Assume that

$$\|\nabla \rho_0\|_{L^\infty(\mathbb{R}^d)} + \|D^2 \rho_0\|_{L^\infty(\mathbb{R}^d)} + \|\nabla \rho\|_{L^\infty(\Omega_T)} + \|D^2 \rho\|_{L^\infty(\Omega_T)} < +\infty,$$

then

1. $B_{[\rho]}(t, x)$ is continuous in $[0, T] \times \mathbb{R}^d$;
2. $|B_{[\rho]}(t, x)| \leq C$, for all $(t, x) \in [0, T] \times \mathbb{R}^d$, where $C$ depends only on $\|\nabla \rho_0\|_{L^\infty(\mathbb{R}^d)}$ and $\|\nabla \rho\|_{L^\infty(\Omega_T)}$;
3. $B_{[\rho]}(t, x)$ is Lipschitz with respect to $x$, i.e. there exists a constant $L$ depending only on $\|D^2 \rho_0\|_{L^\infty(\mathbb{R}^d)}$ and $\|D^2 \rho\|_{L^\infty(\Omega_T)}$, such that for $t \in [0, T]$, $x_1, x_2 \in \mathbb{R}^d$,

$$|B_{[\rho]}(t, x_1) - B_{[\rho]}(t, x_2)| \leq L|x_1 - x_2|.$$

The proof is simple and similar with Lemma 3.1. We omit the process here.

**Definition 2.** For any fixed $T > 0$, initial data $X_0$ and given probability space $(\Omega, \mathcal{F}, \mathbb{P})$ endowed with a $d$-dimensional $(\mathcal{F}_t)_{t \in [0, T]}$-Brownian motion $(B_t)_{t \in [0, T]}$, if there is a stochastic process $(X_t)_{t \in [0, T]}$ adapted to $(\mathcal{F}_t)_{t \in [0, T]}$ and it has a time marginal density $\rho$ (satisfying
\[ \|\nabla \rho\|_{L^\infty(I_T^\infty)} + \|D^2 \rho\|_{L^\infty(I_T^\infty)} < +\infty \] such that \((X_t, \rho_t)_{t \in [0, T]}\) satisfies (4.46) almost surely (a.s.) in the probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) for all \(t \in [0, T]\), we say that \((X_t, \rho_t)_{t \geq 0}\) is a global strong solution to (4.46).

**Theorem 4.2.** Suppose \(X_0\) is a random variable with the density \(\rho_0\) and \((\rho_0, c_0)\) satisfy the conditions (1.4), (1.5), (1.3). Then there exists a unique global strong solution to (4.46).

**Proof.** For any given Brownian motion \((B_t)_{t \in [0, T]}\) in (4.46), equation (3.1) is equivalent to the following equation:

\[
\begin{align*}
\bar{X}_t^\varepsilon &= X_0 + \int_0^t \int_0^s -\varepsilon e^{-\frac{|y|^2}{4(s-r)}} \nabla \rho_r^\varepsilon(\bar{X}_r^\varepsilon + y) dy dr ds \\
&\quad + \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{-|\bar{X}_r^\varepsilon - y|^2}{4\pi s} \nabla c_0(y) dy ds + \sqrt{2}B_t, \quad t \geq 0.
\end{align*}
\]

By Itô’s formula, one knows that the time marginal density \(\rho^\varepsilon(t, x)\) is a weak solution to (4.2). From Proposition 4.2, one knows that

\[ \|\rho^\varepsilon\|_{C^{2,1}(I_T^\infty)} + \|c^\varepsilon\|_{C^{2,1}(I_T^\infty)} \leq C. \]  

(4.49)

From Theorem 4.1, one knows that there is a subsequence of \((\rho_\varepsilon, c_\varepsilon)\) (without relabeling for convenience) and functions \((\rho, c)\) such that as \(\varepsilon \to 0\), \((\rho_\varepsilon, c_\varepsilon)\) converge to \((\rho, c)\) in the sense of (4.40)–(4.43). One also has

\[ \|\rho\|_{C^{2,1}(I_T^\infty)} + \|c\|_{C^{2,1}(I_T^\infty)} \leq C. \]  

(4.50)

Taking \(\rho\) into the function \(B_{[\rho]}(t, x)\) in Lemma 4.4, one knows that \(B_{[\rho]}(t, x)\) is bounded and Lipschitz continuous. Then there exists a unique stochastic process \((X_t)_{t \geq 0}\) such that

\[
\begin{align*}
X_t &= X_0 + \int_0^t \int_0^s e^{-\frac{|y|^2}{4(s-r)}} \nabla \rho_r(X_s + y) dy dr ds \\
&\quad + \int_0^t e^{-\lambda s} \int_{\mathbb{R}^d} \frac{-|X_r - y|^2}{4\pi s} \nabla c_0(y) dy ds + \sqrt{2}B_t, \quad t \geq 0,
\end{align*}
\]

(4.51)

and \((X_t)_{t \geq 0}\) admits a time marginal density denoted by \(\hat{\rho}(t, x)\) (see [20, Theorem 9.1.9]).

For any \(\varphi(x) \in C_0^2(\mathbb{R}^d)\), the Itô’s formula states that

\[
\begin{align*}
\varphi(X_t) &= \varphi(X_0) + \int_0^t \nabla \varphi(X_s) \cdot B_\rho(s, X_s) ds \\
&\quad + \sqrt{2} \int_0^t \nabla \varphi(X_s) \cdot dB_s + \int_0^t \Delta \varphi(X_s) ds.
\end{align*}
\]

(4.52)
Taking expectation of (4.52), \( \tilde{\rho} \) is a weak solution to the following linear Fokker-Planck equation:

\[
\begin{aligned}
\partial_t \tilde{\rho}(t, x) &= \Delta \tilde{\rho}(t, x) - \nabla \cdot [B_{[\rho]}(t, x) \tilde{\rho}(t, x)], \\
\tilde{\rho}(0, x) &= \rho_0(x).
\end{aligned}
\] (4.53)

Since \( \rho \) is a weak solution to (1.1) by Theorem 4.1, then it is also a weak solution to (4.53). And the weak solution of (4.53) in the class of \( L^\infty(0, T; L^2(\mathbb{R}^d)) \cap L^2(0, T; H^1(\mathbb{R}^d)) \) is unique, then

\[ \tilde{\rho} = \rho, \]

which means that \( (X_t, \rho(t, x))_{t \geq 0} \) is a strong solution to (4.46).

Now we prove the uniqueness of strong solution to (4.46). Assume that \( (X_t, \rho_t)_{t \geq 0}, (\tilde{X}_t, \tilde{\rho}_t)_{t \geq 0} \) are two strong solutions to (4.46) with the same initial data and Brownian motion. Then

\[ X_t - X_t = \int_0^t (B_{[\rho]}(s, \bar{X}_s) - B_{[\rho]}(s, X_s)) ds. \] (4.54)

Taking expectation of (4.54), one has

\[
\mathbb{E}[ \sup_{t \in [0, T]} |X_t - \bar{X}_t|] \leq \int_0^T \mathbb{E}[|B_{[\rho]}(s, \bar{X}_s) - B_{[\rho]}(s, X_s)|] ds. \] (4.55)

One also has

\[
|B_{[\rho]}(s, \bar{X}_s) - B_{[\rho]}(s, X_s)| \\
\leq |\int_0^s \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4(s-r)}} + \lambda(s-r) (\nabla \tilde{\rho}_r(\bar{X}_s + y) - \nabla \rho_r(X_s + y)) dy dr| \\
+ |\int_0^s \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4(s-r)}} + \lambda(s-r) (\nabla \tilde{\rho}_r(X_s + y) - \nabla \rho_r(X_s + y)) dy dr| \\
+ |\int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4s}}|\nabla c_0(y + \bar{X}_s) - \nabla c_0(y + X_s)| dy| \\
\leq (\|D^2 c_0\|_{L^\infty(\mathbb{R}^d)} + \|D^2 \tilde{\rho}\|_{L^\infty(\mathbb{R}^d)}) |\bar{X}_s - X_s| \\
+ |\int_0^s \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4(s-r)}} + \lambda(s-r) (\nabla \tilde{\rho}_r(X_s + y) - \nabla \rho_r(X_s + y)) dy dr|. \] (4.56)

Denote \( I := \int_0^s \int_{\mathbb{R}^d} e^{-\frac{|y|^2}{4(s-r)}} + \lambda(s-r) (\nabla \tilde{\rho}_r(X_s + y) - \nabla \rho_r(X_s + y)) dy dr. \) Plugging (4.56) into
\[ \mathbb{E}[ \sup_{t \in [0,T]} |\bar{X}_t - X_t|] \leq C_T \int_0^T \mathbb{E}[ \sup_{\tau \in [0,s]} |\bar{X}_\tau - X_\tau| + I] ds. \] (4.57)

Suppose \((\bar{Y}_t; Y_t)\) is an independent copy of \((\bar{X}_t; X_t)\), we have

\[
\mathbb{E}[I] = \mathbb{E}_x \left[ \int_0^s \int_{\mathbb{R}^d} e^{\frac{|X_s - x|^2}{4(s-r)}} \cdot \frac{y - X_s}{2(s-r)} \left( \tilde{\rho}(y) - \rho_\tau(y) \right) dy dr \right]
\]

\[
= \mathbb{E}_x \mathbb{E}_\rho \left[ \int_0^s \int_{\mathbb{R}^d} e^{\frac{|X_s - Y_r|^2}{4(s-r)}} \cdot \frac{Y_r - X_s}{2(s-r)} \left( \frac{e^{\frac{|X_s - Y_r|^2}{4(s-r)}} - \lambda(r-s)}{2(s-r)} \right) Y_r - \frac{e^{\frac{|X_s - Y_r|^2}{4(s-r)}} + \lambda(r-s)}{2(s-r)} Y_r - \frac{X_s}{2(s-r)} \right] dx dr \]

\[
= \mathbb{E}_\rho \left[ \int_0^s \int_{\mathbb{R}^d} e^{\frac{|X_s - Y_r|^2}{4(s-r)}} \cdot \left( \nabla \rho_\tau(Y_r + x) - \nabla \rho_\tau(Y_r + x) \right) dx dr \right]
\]

\[
\leq \|D^2\rho\|_{L^\infty(\Omega)} \mathbb{E}\left[ \int_0^s |\tilde{Y}_r - Y_r| dr \right]
\]

\[
\leq \|D^2\rho\|_{L^\infty(\Omega)} \int_0^s \mathbb{E}[ \sup_{\tau \in [0,r]} |\bar{X}_\tau - X_\tau|] dr. \] (4.58)

Plugging (4.58) into (4.57), one has

\[ \mathbb{E}[ \sup_{t \in [0,T]} |\bar{X}_t - X_t|] \leq C_T \int_0^T \mathbb{E}[ \sup_{\tau \in [0,s]} |\bar{X}_\tau - X_\tau|] ds. \] (4.59)

By \(\mathbb{E}[|\bar{X}_0 - X_0|] = 0\) and the Gronwall’s Lemma, we obtain that \(\mathbb{E}[ \sup_{t \in [0,T]} |\bar{X}_t - X_t|] \equiv 0\) and

\[ \mathcal{M}_T(\tilde{\rho}, \rho) \leq \mathbb{E}[ \sup_{t \in [0,T]} |\bar{X}_t - X_t|] = 0. \] (4.60)

Therefore \(\tilde{\rho} = \rho\) and \(X_t = \bar{X}_t\) a.s. for all \(t \geq 0\).

According to the proof of existence of strong solution to (1.46) and Itô’s formula, we have the following corollary.

**Corollary 4.1.** Suppose \(X_0\) is a random variable with the density \(\rho_0\) and \((\rho_0, c_0)\) satisfy the conditions (1.2), (1.6), (1.5). Then the relationship between the weak solution to (1.1) and the strong solution to (1.46) can be expressed:
(i) If \( \rho(t, x) \) is a weak solution to (1.1) with the initial data \( \rho_0(x) \), then for any random variable \( X_0 \) with the density \( \rho_0 \), there is a unique process \((X_t, \rho_t)_{t \geq 0} \) with the density \( \rho \) such that \((X_t, \rho_t)_{t \geq 0} \) is a strong solution to (4.46) with the initial data \((X_0, \rho_0)\).

(ii) If \((X_t, \rho_t)_{t \geq 0} \) is a strong solution to (4.46) with the initial data \((X_0, \rho_0)\), then \( \rho \) is a weak solution to (1.1) with the initial data \( \rho_0 \).

**Corollary 4.2.** Suppose \((\rho_0, c_0)\) satisfy the conditions (1.4), (1.6) and (1.5). Then the weak solution to (1.1) is unique.

**Proof.** Suppose \( \rho, \bar{\rho} \) are two weak solutions to (1.1) with the same initial data \( \rho_0 \). For any fixed random variable \( X_0 \) with the density \( \rho_0 \), by the Corollary 4.1 (i), there exists two processes \((X_t)_{t \geq 0} \) and \((\bar{X}_t)_{t \geq 0} \) such that \((X_t, \rho_t)_{t \geq 0} \) and \((\bar{X}_t, \bar{\rho}_t)_{t \geq 0} \) both are strong solutions to (4.46) with the same initial data \((X_0, \rho_0)\). Thus (4.60) holds, which gives the uniqueness of (1.1).

**Remark 4.1.** Recently, the uniqueness of weak solution to (1.1) has been concerned by many scholars. In fact, a uniqueness result is established in the class of solutions \( \rho \in C([0, T]; L^1_2(\mathbb{R}^2)) \cap L^\infty((0, T) \times \mathbb{R}^2) \), see [5]. Carrapatoso and Mischler have improved the uniqueness result: if the initial data with finite mass \( M < 8\pi \), finite second log-moment and finite entropy, uniqueness of the ‘free energy’ solution in \( \mathbb{R}^2 \) is known, see [4]. Furthermore, when the initial data belong to critical scaling-invariant Lebesgue spaces, the uniqueness of integral solutions and the uniqueness of self-similar solutions have been analyzed in [7].

In this paper, we prove the uniqueness of weak solution to (1.1) by utilizing the strong solution of (4.46) as a characteristic line.

Next, we compare the trajectories between (4.46) and (4.48).

**Proposition 4.3.** Let \((X_t, \rho_t)_{t \geq 0} \) and \((\bar{X}_t^\varepsilon, \rho_t^\varepsilon)_{t \geq 0} \) be the unique strong solution to (4.46) and (4.48) respectively, with the same initial data \( X_0 \) and Brownian motion \((B_t)_{t \geq 0} \). Then for any \( T > 0 \),

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} |\bar{X}_t^\varepsilon - X_t| \right] \leq C T e^{C T} \varepsilon.
\]  

(4.61)
Proof. Subtracting one equation from the other one, one has
\[
\begin{align*}
\sup_{\tau \in [0, t]} |\bar{X}^\varepsilon_\tau - X_\tau| & \leq |\int_0^t \int_0^s \int_{\mathbb{R}^d} e^{\frac{-|y|^2}{4(s-r)+\lambda(r-s)}} (\nabla \rho_\tau^\varepsilon(\bar{X}^\varepsilon_\tau + y) - \nabla \rho_\tau^\varepsilon(X_\tau + y)) dy dr ds| \\
& + |\int_0^t \int_0^s \int_{\mathbb{R}^d} e^{\frac{-|y|^2}{4(s-r)+\lambda(r-s)}} (\nabla \rho_\tau^\varepsilon(X_\tau + y) - \nabla \rho_\tau^\varepsilon(X_\tau + y)) dy dr ds| \\
& + |\int_0^t \int_{s-\varepsilon}^s \int_{\mathbb{R}^d} e^{\frac{-|y|^2}{4(s-r)+\lambda(r-s)}} |\nabla \rho_\tau^\varepsilon(\bar{X}^\varepsilon_\tau + y)| dy dr ds \\
& + |\int_0^t \int_0^s \int_{\mathbb{R}^d} e^{\frac{-|y|^2}{4(s-r)+\lambda(r-s)}} |\nabla \rho_\tau^\varepsilon(y + X_\tau) - \nabla \rho_\tau^\varepsilon(y + \bar{X}^\varepsilon_\tau)| dy ds| \leq \|\nabla \rho\|^2_{L^\infty(\bar{\Omega})} e^t + (\|D^2 c_0\|_{L^\infty(\mathbb{R}^d)} + \|D^2 \rho^\varepsilon\|^2_{L^\infty(\bar{\Omega})}) \int_0^t |\bar{X}^\varepsilon_\tau - X_\tau| ds \\
& + |\int_0^t \int_0^s \int_{\mathbb{R}^d} e^{\frac{-|y|^2}{4(s-r)+\lambda(r-s)}} (\nabla \rho_\tau^\varepsilon(X_\tau + y) - \nabla \rho_\tau^\varepsilon(X_\tau + y)) dy dr ds|. \tag{4.62}
\end{align*}
\]
Denote \( I =: |\int_0^t \int_\mathbb{R}^d e^{\frac{-|y|^2}{4(s-r)+\lambda(r-s)}} (\nabla \rho_\tau^\varepsilon(X_\tau + y) - \nabla \rho_\tau^\varepsilon(X_\tau + y)) dy dr| \). Taking expectation of (4.62), one has
\[
\mathbb{E}[\sup_{\tau \in [0, t]} |\bar{X}^\varepsilon_\tau - X_\tau|] \leq C_T \varepsilon + C_T \int_0^t \mathbb{E}[\sup_{\tau \in [0, s]} |\bar{X}^\varepsilon_\tau - X_\tau| + I] ds. \tag{4.63}
\]
Similarly with the computation of (4.58), one has
\[
\mathbb{E}[I] \leq \|D^2 \rho\|^2_{L^\infty(\bar{\Omega})} \int_0^s \mathbb{E}[\sup_{\tau \in [0, r]} |\bar{X}^\varepsilon_\tau - X_\tau|] dr. \tag{4.64}
\]
Plugging (4.64) into (4.63), one has
\[
\mathbb{E}[\sup_{\tau \in [0, t]} |\bar{X}^\varepsilon_\tau - X_\tau|] \leq C_T \varepsilon + C_T \int_0^t \mathbb{E}[\sup_{\tau \in [0, s]} |\bar{X}^\varepsilon_\tau - X_\tau|] ds. \tag{4.65}
\]
By the Gronwall’s inequality, one obtains that
\[
\mathbb{E}[\sup_{\tau \in [0, t]} |\bar{X}^\varepsilon_\tau - X_\tau|] \leq C_T e^{C_T \varepsilon}, \tag{4.66}
\]
which finishes the proof. \(\square\)
5 Rigorous derivation of the propagation of chaos

First, we recall the following standard equivalent notions of propagation of chaos from the lecture notes of Sznitman [23, Proposition 2.2].

**Definition 3.** Let $E$ be a polish space. A sequence of symmetric probability measures $f^N$ on $E^N$ are said to be $f$-chaotic, if $f$ is a probability measure on $E$, if one of three following equivalent condition is satisfied:

(i) The sequence of second marginals $f^{2,N} \to f \otimes f$ as $N \to \infty$;

(ii) For all $j \geq 1$, the sequence of $j$-th marginals $f^{j,N} \to f \otimes f$ as $N \to \infty$;

(iii) The empirical measure $\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i,N}}(X_{i,N}, i = 1, \cdots, N)$ are canonical coordinates on $E^N$ converge in law to the constant random variable $f$ as $N \to \infty$.

Finally, we finish the proof of Theorem 1.1 by proving (ii) of notions of propagation of chaos.

**Proof of Theorem 1.1.** By Theorem 3.1, there exists a unique global strong solution $\bar{X}_{t}^{i, \varepsilon}$ to (4.48) with the initial data $X_{0}^{i, \varepsilon}$ and Brownian motion $B_{t}^{i}$ for any $1 \leq i \leq N$. Moreover $\{\bar{X}_{t}^{i, \varepsilon}\}_{i=1}^{N}$ are i.i.d. and their common density $\rho^{\varepsilon}$ is the unique weak solution to (4.2).

By Theorem 4.2, there exists a unique global strong solution $(X_{t}^{i, \varepsilon}, \rho_{t}^{i})$ to (4.46) with the initial data $X_{0}^{i, \varepsilon}$ and Brownian motion $B_{t}^{i}$ for any $1 \leq i \leq N$. $\{X_{t}^{i, \varepsilon}\}_{i=1}^{N}$ are i.i.d. and their common density $\rho$ is the unique weak solution to (1.1) by Corollary 4.1 and Corollary 4.2.

Combining Proposition 3.3 and Proposition 4.3, for any $T > 0$ and $1 \leq i \leq N$, one has

$$\mathbb{E}\left[ \sup_{t \in [0,T]} |X_{t}^{i, \varepsilon} - \bar{X}_{t}^{i, \varepsilon}| \right] \leq \mathbb{E}\left[ \sup_{t \in [0,T]} |X_{t}^{i, \varepsilon} - \bar{X}_{t}^{i, \varepsilon}| \right] + \mathbb{E}\left[ \sup_{t \in [0,T]} |\bar{X}_{t}^{i, \varepsilon} - X_{t}^{i, \varepsilon}| \right]$$

$$\leq \frac{C}{\sqrt{N}} \exp\left( \frac{C}{\varepsilon^{d+2}} \right) + C_{T} e^{C_{T} t} \varepsilon. \quad (5.1)$$

Choosing $\varepsilon = \varepsilon(N) = \lambda (\ln N)^{-\frac{d}{d+2}} \to 0$ as $N \to \infty$, where $\lambda$ is a large enough positive constant such that $C\lambda^{-\frac{d+2}{d+2}} < \frac{1}{2}$, then

$$\mathbb{E}\left[ \sup_{t \in [0,T]} |X_{t}^{i, \varepsilon(N)} - X_{t}^{i, \varepsilon}| \right] \leq C \lambda^{-\frac{d}{d+2}} N^{\frac{d}{d+2}} (\ln N)^{-\frac{d}{d+2}} + C_{T} e^{C_{T} t} \varepsilon$$

$$\to 0 \quad \text{as } N \to \infty. \quad (5.2)$$
Denote by $\tilde{F}_t(x_1, \cdots, x_N, \hat{x}_1, \cdots, \hat{x}_j)$ the joint marginal distribution of $(X^1_t, \cdots, X^N_t, X^j_t, \cdots, X^j_t)_{t \geq 0}$, then one has the following facts

\[
\begin{align*}
\int_{\mathbb{R}^d} \tilde{F}_t(dx_1, \cdots, dx_N, \cdot) &= \int_{\mathbb{R}^d} \tilde{F}_t(dx_1, \cdots, dx_N, d\hat{x}_1, \cdots, d\hat{x}_j), \\
\int_{\mathbb{R}^{(N-j)d}} \tilde{F}_t(\cdot, dx_{j+1}, \cdots, dx_N, d\hat{x}_1, \cdots, d\hat{x}_j) &= \Lambda(f_t^{(j), \varepsilon}, f_t^{(\varepsilon), \hat{x}_j}),
\end{align*}
\]

where $f$ is the common distribution of $\{(X^i_t)_{t \geq 0}\}_{i=1}^N$.

By the exchangeability of $\{(X^i_t - X^j_t)_{t \geq 0}\}_{i=1}^N$ (similar to (5.23), we obtain

\[
\mathcal{M}_T(f_t^{(j), \varepsilon}, f_t^{(\varepsilon), \hat{x}_j}) \leq \sup_{t \in [0, T]} \int_{\mathbb{R}^d} \left( |x_1 - \hat{x}_1| + \cdots + |x_j - \hat{x}_j| \right) \int_{\mathbb{R}^{(N-j)d}} \tilde{F}_t(dx_1, \cdots, dx_N, d\hat{x}_1, \cdots, d\hat{x}_j)
\]

\[
= j \sup_{t \in [0, T]} \int_{\mathbb{R}^{(N-j)d}} |x_1 - \hat{x}_1| \tilde{F}_t(dx_1, \cdots, dx_N, d\hat{x}_1, \cdots, d\hat{x}_j)
\]

\[
\leq j \mathbb{E}_{x_1, \ldots, x_N, \hat{x}_1, \ldots, \hat{x}_j} \left[ \sup_{t \in [0, T]} |X^i_t - X^j_t| \right].
\]

Combining (5.2) and (5.3), one knows that $f_t^{(j), \varepsilon}$ narrowly converges to $f_t^{(\varepsilon), \hat{x}_j}$ by Proposition 3.1 which means that (1.7) holds true. □

6 Appendix

Proof of Lemma 4.3

Proof. First, multiplying the first equation of (4.2) with $r \rho^{r-1}_\varepsilon$, $r \geq 2$ and integrating in $\mathbb{R}^d$, one has

\[
\frac{d}{dt} \int_{\mathbb{R}^d} \rho^r_\varepsilon dx + \frac{4(r-1)}{r} \int_{\mathbb{R}^d} |\nabla (\rho^r_\varepsilon)|^2 dx = (r-1) \int_{\mathbb{R}^d} \nabla \rho^r_\varepsilon \cdot \nabla c_\varepsilon dx.
\]

(6.1)

Therefore, we just need to estimate the right hand of (6.1).

\[
\int_{\mathbb{R}^d} \nabla \rho^r_\varepsilon \cdot \nabla c_\varepsilon dx \leq \int_{\mathbb{R}^d} |\rho^r_\varepsilon \Delta c_\varepsilon| dx \leq \|\rho_\varepsilon(t)\|_{L^{r+1}(\mathbb{R}^d)} \|\Delta c_\varepsilon(t)\|_{L^{r+1}(\mathbb{R}^d)}.
\]

(6.2)

Using Young’s inequality and (4.5), one has

\[
\int_0^t \int_{\mathbb{R}^d} \nabla \rho^r_\varepsilon \cdot \nabla c_\varepsilon dx dt \leq \frac{r}{r+1} \int_0^t \|\rho_\varepsilon(s)\|_{L^{r+1}(\mathbb{R}^d)}^{r+1} ds + \frac{1}{r+1} \int_0^t \|\Delta c_\varepsilon(s)\|_{L^{r+1}(\mathbb{R}^d)}^{r+1} ds
\]

\[
\leq C_{r,d} \left( \int_0^t \|\rho_\varepsilon(s)\|_{L^{r+1}(\mathbb{R}^d)}^{r+1} ds + t\|c_\varepsilon\|_{W^{2,r+1}(\mathbb{R}^d)} \right)
\]

(6.3)
where $C_{r,d}$ is a positive constant depending on $r$ and $d$.

Integrating (6.1) in time interval and combining (6.3), we have

$$\|\rho_\varepsilon\|_{L^r(\mathbb{R}^d)} + \frac{4(r-1)}{r} \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R}^d)}^2 ds \leq \|\rho_0\|_{L^r(\mathbb{R}^d)} + C_{r,d}(t)\|c_0\|_{W^{2,r+1}(\mathbb{R}^d)}$$

$$+ \int_0^t \|\rho_\varepsilon(s)\|_{L^{r+1}(\mathbb{R}^d)}^{r+1} ds.$$  

(6.4)

To estimate the last term of (6.4), taking $q_2 = r + 1, q_1 = 1, m = 1$ in Lemma 4.2 one knows that

$$\|\rho_\varepsilon\|_{L^{r+1}(\mathbb{R}^d)}^{r+1} \leq C_{r,d}\|\rho_\varepsilon\|_{L^1(\mathbb{R}^d)} \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R}^d)}^{m+1},$$

(6.5)

where

$$\theta = \begin{cases} \frac{r^2}{(r+1)^2}, & d = 1, \\ \frac{r}{r+1}, & d = 2, \\ \frac{r}{r+1}(\frac{2}{r-1} - 1), & d \geq 3, r \geq \frac{d}{2} - 1. \end{cases}$$

Next, we split into three cases to deal with the inequality (6.4).

Case 1, $d = 1$: Plugging (6.5) into (6.4) for $d = 1$, one has

$$\|\rho_\varepsilon\|_{L^r(\mathbb{R})} + \frac{4(r-1)}{r} \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R})}^2 ds \leq \|\rho_0\|_{L^r(\mathbb{R})} + C_{r,1}(t)\|c_0\|_{W^{2,r+1}(\mathbb{R})}$$

$$+ \int_0^t \|\rho_\varepsilon\|_{L^1(\mathbb{R})} \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R})}^{m+1} ds.$$  

(6.6)

Since $\frac{2r}{r+1} < 2$, by Young’s inequality,

$$\|\rho_\varepsilon\|_{L^r(\mathbb{R})} + \frac{4(r-1)}{r} \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R})}^2 ds \leq \|\rho_0\|_{L^r(\mathbb{R})} + C_{r,1}(t)\|c_0\|_{W^{2,r+1}(\mathbb{R})} + \int_0^t \|\rho_\varepsilon\|_{L^1(\mathbb{R})}^{2r+1} ds$$

$$+ \frac{2(r-1)}{r} \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R})}^{2r+1} ds.$$  

(6.7)

Combining the mass conservation of the system, i.e. $\|\rho_\varepsilon(\cdot,t)\|_{L^1} = \|\rho_0(\cdot)\|_{L^1} = M_0$, we get the following uniform estimate for $d = 1$:

$$\|\rho_\varepsilon\|_{L^r(\mathbb{R})} + \frac{2(r-1)}{r} \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R})}^2 ds \leq \|\rho_0\|_{L^r(\mathbb{R})} + C_{r,1} t\|c_0\|_{W^{2,r+1}(\mathbb{R})} + M_0^{2r+1}. $$

(6.8)

Case 2, $d = 2$: Plugging (6.5) into (6.4) for $d = 2$, one has

$$\|\rho_\varepsilon\|_{L^r(\mathbb{R}^2)} + \frac{4(r-1)}{r} \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R}^2)}^2 ds \leq \|\rho_0\|_{L^r(\mathbb{R}^2)} + C_{r,2}(t)\|c_0\|_{W^{2,r+1}(\mathbb{R}^2)}$$

$$+ M_0 \int_0^t \|\nabla(\rho_\varepsilon)\|_{L^2(\mathbb{R}^2)}^2 ds.$$  

(6.9)
Therefore, for small $M_0$, we can get a uniform estimate.

**Case 3, $d \geq 3$ :** Plugging (6.5) into (6.3) for $d \geq 3$, one has

$$
\| \rho \|_{t(L^r(\mathbb{R}^d))}^r + \frac{4(r-1)}{r} \int_0^t \| \nabla (\rho^\varepsilon) \|_{L^2(\mathbb{R}^d)}^2 ds \leq \| \rho_0 \|_{t(L^r(\mathbb{R}^d))}^r + C_{r,d} t \| c_0 \|_{W^{2,r+1}(\mathbb{R}^d)} + M_0^{(1-\theta)(r+1)} \int_0^t \| \nabla (\rho^\varepsilon) \|_{L^2(\mathbb{R}^d)}^{2(r+1)/r} ds.
$$

One can easily check that $\frac{2(r+1)}{r} > 2$, so it fails to get a uniform estimate by the same method with $d = 1, 2$. We will use the method applied by [8] to get the uniform estimate.

We come back to deal with the right hand of (6.1), i.e.

$$
\int_{\mathbb{R}^d} \nabla \rho^\varepsilon \cdot \nabla c_0 dx = 2 \int_{\mathbb{R}^d} \rho^\varepsilon \nabla \rho^\varepsilon \cdot \nabla c_0 dx.
$$

Using Hölder’s inequality, Sobolev injection and (4.4), one has

$$
\int_{\mathbb{R}^d} \| \rho^\varepsilon \|_{L^q(\mathbb{R}^d)} \| \nabla \rho^\varepsilon \|_{L^2(\mathbb{R}^d)} \| \nabla c_0 \|_{L^4(\mathbb{R}^d)} \leq C_d \| \nabla \rho^\varepsilon \|_{L^2(\mathbb{R}^d)} \| \nabla c_0 \|_{L^4(\mathbb{R}^d)} + C_{d,q} \sup_{0 \leq s \leq t} \| \rho^\varepsilon (\cdot, s) \|_{L^4(\mathbb{R}^d)},
$$

where $\frac{d}{2} < q \leq d$.

Combining (6.1), (6.11) and (6.12), one obtains that

$$
\frac{d}{dt} \| \rho^\varepsilon \|_{t(L^r(\mathbb{R}^d))} \leq 2(r-1) \| \nabla \rho^\varepsilon \|_{L^2(\mathbb{R}^d)}^2 - \frac{2}{r} + C_d \| \nabla c_0 \|_{L^4(\mathbb{R}^d)} + C_{d,q} \sup_{0 \leq s \leq t} \| \rho^\varepsilon (\cdot, s) \|_{L^4(\mathbb{R}^d)},
$$

which finishes the proof.

**Proof of Proposition 4.1**

*Proof.* Taking $r = 2$ in (4.14) and (4.15) respectively, one obtains (4.17) for $d = 1, 2$, immediately.

When $d \geq 3$, we chose $r = q = a, a \in \left(\frac{d}{2}, d\right]$ in (4.16). If the initial data $\| \nabla c_0 \|_{L^a(\mathbb{R}^d)} + \| \rho_0 \|_{L^a(\mathbb{R}^d)}$ is small enough compared to $\frac{1}{a}$, then the right hand of (4.16) is negative and thus $\| \rho^\varepsilon \|_{L^a(\mathbb{R}^d)}$ decreases and this remains true for all times, i.e. we have

$$
\sup_{0 \leq s \leq T} \| \rho^\varepsilon (s) \|_{L^a(\mathbb{R}^d)} \leq \| \rho_0 \|_{L^a(\mathbb{R}^d)}.
$$

Then choosing $r = 2, q = a, a \in \left(\frac{d}{2}, d\right]$ in (4.16) and integrating in time interval, one has

$$
\| \rho^\varepsilon \|_{L^2(\mathbb{R}^d)}^2 + 2 \left(1 - C_d \| \nabla c_0 \|_{L^4(\mathbb{R}^d)} - C_{d,a} \| \rho_0 \|_{L^a(\mathbb{R}^d)} \right) \int_0^T \| \nabla \rho^\varepsilon \|_{L^2(\mathbb{R}^d)}^2 ds \leq \| \rho_0 \|_{L^2(\mathbb{R}^d)}^2.
$$
is the common time marginal density of i.i.d. processes
Then equation (3.1) is satisfied for any $0 < t < T$. Taking expectation of (3.1), one obtains that for any $0 < t < T$,

$$
\int_{\mathbb{R}^d} \partial_t \rho \varphi dx = E \left[ \int_{\mathbb{R}^d} (\nabla \rho^\varepsilon - \rho^\varepsilon \nabla c) \cdot \nabla \varphi dx \right].
$$

(6.16)

Then

$$
\left| \int_{\mathbb{R}^d} \partial_t \rho \varphi dx \right| \leq \| \nabla \varphi \|_{L^2(\mathbb{R}^d)} \left( \| \nabla \rho \|_{L^2(\mathbb{R}^d)} + \| \rho \|_{L^2(\mathbb{R}^d)} \| \nabla c \|_{L^\infty(\mathbb{R}^d)} \right).
$$

(6.17)

By (4.4) and (6.18), one has

$$
\| \nabla c(t) \|_{L^\infty(\mathbb{R}^d)} \leq \| \nabla \rho \|_{L^2(\mathbb{R}^d)} + C \| \rho \|_{L^\infty(0, T; L^\infty(\mathbb{R}^d))} \leq C.
$$

(6.18)

Plugging (6.18) into (6.17), one has

$$
\frac{\left| \int_{\mathbb{R}^d} \partial_t \rho \varphi dx \right|}{\| \nabla \varphi \|_{L^2(\mathbb{R}^d)}} \leq \| \nabla \rho \|_{L^2(\mathbb{R}^d)} + C \| \rho \|_{L^2(\mathbb{R}^d)}.
$$

(6.19)

Combining (4.17) and (6.19), one obtains (4.19).

Finally, we prove the uniform estimate of first moment of $\rho \varepsilon$. Recalling that $\rho \varepsilon(t, x)$ is the common time marginal density of i.i.d. processes $\{ (X_t^{i, \varepsilon})_{t \geq 0} \}_{i=1}^N$ and $\{ (\bar{X}_t^{i, \varepsilon})_{t \geq 0} \}_{i=1}^N$, satisfy equation (3.1). Then taking expectation of (3.1), one obtains that for any $0 \leq t \leq T$,

$$
\int_{\mathbb{R}^d} |x| \rho \varepsilon(t, x) dx = E[|X_t^{1, \varepsilon}|] \leq E[|X_0|] + \int_0^t \int_{\mathbb{R}^d} |\nabla c| \rho \varepsilon(s, x) dx ds + \sqrt{2t}.
$$

(6.20)

Using (4.18) and (6.18), the second term of the right hand of (6.20) is controlled by

$$
\int_0^T \int_{\mathbb{R}^d} |\nabla c| \rho \varepsilon dx ds \leq \| \nabla c \|_{L^\infty(0, T; L^\infty(\mathbb{R}^d))} \| \rho \varepsilon \|_{L^1(0, T; L^1(\mathbb{R}^d))} \leq CT M_0.
$$

(6.21)

Plugging (6.21) into (6.20), one obtains (4.20) immediately.

**Proof of Theorem 4.1**

**Proof.** **Step 1:** We give the convergence of $\rho \varepsilon$. Based on the uniform estimates in Proposition 4.1, there exists a constant $C$ independent of $\varepsilon$ such that

$$
\sup_{0 \leq t \leq T} \| \rho \varepsilon \|_{L^2(\mathbb{R}^d)}^2 \leq C, \quad \int_0^T \| \nabla \rho \varepsilon \|_{L^2(\mathbb{R}^d)}^2 dt \leq C, \quad \int_0^T \| \partial_t \rho \varepsilon \|_{H^{-1}(\mathbb{R}^d)}^2 dt \leq C,
$$

(4.18)
then there exists a subsequence \( \rho_\varepsilon \) without relabeling such that (4.40) and (4.41) hold. Notice that the following compact embedding holds: for any ball \( B_R \),

\[
H^1(B_R) \hookrightarrow \hookrightarrow L^2(B_R) \hookrightarrow H^{-1}(B_R).
\]

By the Lions-Aubin lemma [6, 16] and combining with the regularities, one arrives at

\[ \rho_\varepsilon \text{ is compact in } L^2(0, T; L^2(B_R)). \]

Consequently, there exists a subsequence \( \rho_\varepsilon \) without relabeling such that (4.42) holds. Furthermore, by the uniform estimates in Proposition 4.1, the regularity (4.44) of \( \rho \) follows.

**Step 2:** We give the convergence of \( c_\varepsilon \). Define

\[
c = e^{-\lambda t} e^{t \Delta} c_0 + \int_0^t e^{\lambda(s-t)} e^{(t-s) \Delta} \rho ds.
\]

(6.22)

For any ball \( B_R \), by the Bochner theorem in [10, pp. 650] and the Young’s inequality for the convolution [15, pp. 99], one has

\[
\| c_\varepsilon(t) - c(t) \|_{L^2(B_R)} \leq \| \int_0^t e^{\lambda(s-t)} e^{(t-s) \Delta} (\rho_\varepsilon - \rho) ds \|_{L^2(B_R)} + \| \int_{t-\varepsilon}^t e^{\lambda(s-t)} e^{(t-s) \Delta} \rho_\varepsilon^\varepsilon ds \|_{L^2(B_R)}
\]

\[
\leq C \int_0^t e^{\lambda(s-t)} \| \rho_\varepsilon^\varepsilon - \rho \|_{L^2(B_R)} ds + C \| \rho_\varepsilon^\varepsilon \|_{L^\infty(0,T;L^2(B_R))} \int_{t-\varepsilon}^t e^{\lambda(s-t)} ds
\]

\[
\leq C \sqrt{t} \| \rho_\varepsilon - \rho \|_{L^2(0,T;L^2(B_R))} + C \| \rho_\varepsilon^\varepsilon \|_{L^\infty(0,T;L^2(\mathbb{R}^d))} \varepsilon.
\]

(6.23)

Therefore, one gets the convergence of (4.43).

**Step 3:** Now, we prove that \((\rho, c)\) is exactly a weak solution to (1.1). For any test function \( \varphi(x) \in C^\infty_0(\mathbb{R}^d) \), one has the following equation

\[
\int_{\mathbb{R}^d} \rho_\varepsilon(t, \cdot) \varphi(x) dx - \int_{\mathbb{R}^d} \rho_0 \varphi(x) dx - \int_0^t \int_{\mathbb{R}^d} \rho_\varepsilon(t, x) \Delta \varphi dx ds
\]

\[
= \int_0^t \int_{\mathbb{R}^d} \rho_\varepsilon(t, x) \nabla \varphi_\varepsilon(t, x) \cdot \nabla \varphi(x) dx ds.
\]

(6.24)

By the weak convergence of \( \rho_\varepsilon(t, x) \), the linear parts converge as follows

\[
\int_{\mathbb{R}^d} \varphi(x) \rho_\varepsilon(t, x) dx \to \int_{\mathbb{R}^d} \varphi(x) \rho(t, x) dx, \text{ as } \varepsilon \to 0.
\]

(6.25)

\[
\int_0^t \int_{\mathbb{R}^d} \rho_\varepsilon(t, x) \Delta \varphi dx ds \to \int_0^t \int_{\mathbb{R}^d} \rho(t, x) \Delta \varphi dx ds, \text{ as } \varepsilon \to 0.
\]

(6.26)
The nonlinear part is divided as follows

\[
| \int_0^t \int_{\mathbb{R}^d} \left[ \rho_\varepsilon(t,x) \nabla c_\varepsilon - \rho(t,x) \nabla c \right] \cdot \nabla \varphi(x) dx \, ds |
\]

(6.27)

\[
\leq | \int_0^t \int_{\mathbb{R}^d} \left[ \rho_\varepsilon(t,x) - \rho(t,x) \right] \nabla c_\varepsilon \cdot \nabla \varphi(x) dx \, ds | + | \int_0^t \int_{\mathbb{R}^d} \rho \left[ \nabla c_\varepsilon - \nabla c \right] \cdot \nabla \varphi(x) dx \, ds |
\]

From (4.23), the first term of (6.27) can be estimated by

\[
| \int_0^t \int_{\mathbb{R}^d} \left[ \rho_\varepsilon(t,x) - \rho(t,x) \right] \nabla c_\varepsilon \cdot \nabla \varphi(x) dx \, ds | \leq C \| \rho_\varepsilon - \rho \|_{L^2(0,T;L^2(supp \varphi))}
\]

(6.28)

where \( C \) is independent of \( \varepsilon \). Hence the first term goes to zero by (1.42) as \( \varepsilon \) goes to zero. Furthermore, one can easily check that the second term of (6.27) goes to zero by (1.43), i.e.

\[
| \int_0^t \int_{\mathbb{R}^d} \rho \left[ \nabla c_\varepsilon - \nabla c \right] \cdot \nabla \varphi dx \, ds | \leq C \| \nabla c_\varepsilon - \nabla c \|_{L^2(0,T;L^2(supp \varphi))} \rightarrow 0 \text{ as } \varepsilon \rightarrow 0.
\]

(6.29)

Combining (6.27), (6.28) and (6.29) together, the nonlinear part converges too. So we prove that \((\rho, c)\) is a weak solution to (1.1).

\[\square\]
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