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Abstract

It has long been recognized that multi-agent reinforcement learning (MARL) faces significant scalability issues due to the fact that the size of the state and action spaces are exponentially large in the number of agents. In this paper, we identify a rich class of networked MARL problems where the model exhibits a local dependence structure that allows it to be solved in a scalable manner. Specifically, we propose a Scalable Actor-Critic (SAC) method that can learn a near optimal localized policy for optimizing the average reward with complexity scaling with the state-action space size of local neighborhoods, as opposed to the entire network. Our result centers around identifying and exploiting an exponential decay property that ensures the effect of agents on each other decays exponentially fast in their graph distance.

1 Introduction

As a result of its impressive performance in a wide array of domains such as game play (Silver et al., 2016; Mnih et al., 2015), robotics (Duan et al., 2016), and autonomous driving (Li et al., 2019), Reinforcement Learning (RL) has emerged as a promising tool for decision and control and there has been renewed interest in the use of RL in multi-agent systems, i.e., Multi-Agent RL (MARL).

The multi-agent aspect of MARL creates additional challenges compared with single agent RL. One core challenge is scalability. Even if individual agents’ state or action spaces are small, the global state space or action space can take values from a set of size exponentially large in the number of agents. This “curse of dimensionality” renders the problem intractable in many cases. For example, RL algorithms such as temporal difference (TD) learning or $Q$-learning require storage of a $Q$-function (Bertsekas and Tsitsiklis, 1996) whose size is the same as the state-action space, which in MARL is exponentially large in $n$. Such scalability issues have been observed in the literature in a variety of settings, including Blondel and Tsitsiklis (2000); Papadimitriou and Tsitsiklis (1999); Zhang et al. (2019); Kearns and Koller (1999); Guestrin et al. (2003).

To address the issue of scalability, a promising approach that has emerged in recent years is to exploit problem structure, e.g., (Gu et al., 2020; Qu and Li, 2019; Qu et al., 2019). One promising form of structure is enforcing local interactions, i.e., agents are associated with a graph and they interact only with nearby agents in the graph. Such local interactions are common in networked systems, including epidemics (Mei et al., 2017), social networks (Chakrabarti et al., 2008; Llas et al., 2003), communication networks (Zocca, 2019; Vogels et al., 2003), queueing networks (Papadimitriou and Tsitsiklis, 1999), smart transportation (Zhang and Pavone, 2016), smart building systems (Wu et al., 2019).
While exploiting local interactions and exponential decay in MARL has proven effective, results so far have been derived only in cases considering discounted total reward as the objective, e.g., (Qu et al., 2019). This is natural since results focusing on average reward, i.e., the reward in stationarity, are known to be more challenging to derive and require different techniques, even in the single agent RL setting (Tsitsiklis and Van Roy, 1999). However, in many networked system applications, the average reward is a more natural objective. For example, in communication networks, the most common objective is the performance of the system (e.g. throughput) in stationarity.

In this paper, our goal is to derive results for average reward MARL in networked systems. However, it is unclear whether it is possible to obtain results that parallel those of Qu et al. (2019), which focuses on discounted reward. In the average reward case, the exponential decay property exploited by Qu et al. (2019) will no longer be true in general because the average reward case can capture certain NP-hard problems in the worst case. For example, Blondel and Tsitsiklis (2000); Whittle (1988); Papadimitriou and Tsitsiklis (1999) all point out that such Markov Decision Process (MDP) with product state and action spaces is combinatorial in nature and is intractable from a computational complexity perspective in the worst case.

**Contributions.** Despite the worst case intractability results, in this paper we show there are large classes of networked systems where average reward MARL is tractable. More specifically, our main technical result (Theorem 1) shows that an exponential decay property still holds in the average reward setting under certain conditions that bound the interaction strength between the agents. These conditions are general and, numerically, exponential decay holds with high probability when the problem instance is generated randomly. Given the presence of exponential decay, we develop a two time-scale actor-critic method (Konda and Tsitsiklis, 2000) and show that it finds a localized $\rho$-approximation of a stationary point of the objective function (Theorem 2) with complexity that scales with the local state-action space size of the largest $\kappa$-hop neighborhood, as opposed to the global state-action space size. To the best of our knowledge, this is the first such provable guarantee for scalable MARL with average reward for networked systems. Finally, to demonstrate the effectiveness of our approach we illustrate its performance in a setting motivated by protocol design for multi-access wireless communication.

The key analytic technique underlying our results is a novel MDP perturbation result. We show that, when the local interaction between nodes is bounded, a perturbation on the state of an agent has diminishing affect on the state distribution of far away agents, which enables us to establish the exponential decay property that enables tractable learning. Our result has a similar flavor as some static problems in theoretic computer science, like the Lovász local lemma (Moser and Tardos, 2010); or the “correlation decay” in Gamarnik et al. (2014) for solving combinatorial optimization problems. However, our result handles the more challenging dynamic setting where the states evolve over time.

**Related Literature.** MARL dates back to the early work of Littman (1994); Claus and Boutilier (1998); Littman (2001); Hu and Wellman (2003) (see Bu et al. (2008) for a review) and has received considerable attention in recent years, e.g. Zhang et al. (2018); Kar et al. (2013); Macua et al. (2015); Mathkar and Borkar (2017); Wai et al. (2018) and the review in Zhang et al. (2019). MARL considers widely-varying settings, including competitive agents and Markov games; however the setting most relevant to ours is cooperative MARL. In cooperative MARL, the typical setting is that agents can choose their own actions but they share a common global state (Bu et al., 2008). In contrast, we study a more structured setting where each agent has its own state that it acts upon. Despite the different setting, cooperative MARL problems still face scalability issues since the joint-action space is exponentially large. Methods have been proposed to deal with this, including independent learners (Claus and Boutilier, 1998; Matignon et al., 2012), where each agent employs a single-agent RL method. While successful in some cases, such method can suffer from instability (Matignon et al., 2012). Alternatively, one can approximate the large $Q$-table through linear function approximation (Zhang et al., 2018) or neural networks (Lowe et al., 2017). Such methods can reduce computation...
complexity significantly, but it is unclear whether the performance loss caused by the function approximation is small. In contrast, our technique not only reduces computation but also guarantees small performance loss.

Our work adds to the growing literature that exploits exponential decay in the context of networked systems. The exponential decay concept we use is related to the concept of “correlation decay” studied in Gamarnik (2013); Gamarnik et al. (2014), though their focus is on solving static combinatorial optimization problems whereas ours is on learning policies in dynamic environments. Most related to the current paper is Qu et al. (2019), which considers the same networked MARL setting but focuses on discounted reward. The discount factor ensures that exponential decay always holds, in stark contrast to the more challenging average setting which is combinatorial in nature and is intractable in the worst case. Additionally, our result in the average reward case improves the bound on the exponential decay rate in the discounted setting (Corollary 1).

More broadly, this paper falls under the category of “succinctly described” MDPs in Blondel and Tsitsiklis (2000, Section 5.2), which shows that when the state/action space is a product space formed by the individual state/action spaces of multiple agents, the resulting Markov Decision Process (MDP) is intractable in general, even when the problem has structure (Blondel and Tsitsiklis, 2000; Whittle, 1988; Papadimitriou and Tsitsiklis, 1999). In the context of these worst case complexity results, our work identifies conditions when it is possible to develop scalable methods.

Finally, our work is related to factored MDPs and weakly coupled MDPs, though the model and the focus are very different. In factored MDPs, there is a global action affecting every agent whereas in our case, each agent has its own action. In weakly coupled MDPs, agents’ transitions are decoupled (Meuleau et al., 1998) in stark contrast to our coupled setting.

2 Preliminaries

In this section, we formally introduce the problem and define a key concept, the exponential decay property, that will be used throughout the rest of the paper.

2.1 Problem Formulation

We consider a network of \( n \) agents that are associated with an underlying undirected graph \( G = (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} = \{1, \ldots, n\} \) is the set of agents and \( \mathcal{E} \subset \mathcal{N} \times \mathcal{N} \) is the set of edges. Each agent \( i \) is associated with state \( s_i \in \mathcal{S}_i \), \( a_i \in \mathcal{A}_i \) where \( \mathcal{S}_i \) and \( \mathcal{A}_i \) are finite sets. The global state is denoted as \( s = (s_1, \ldots, s_n) \in \mathcal{S} := \mathcal{S}_1 \times \cdots \times \mathcal{S}_n \) and similarly the global action \( a = (a_1, \ldots, a_n) \in \mathcal{A} := \mathcal{A}_1 \times \cdots \times \mathcal{A}_n \). At time \( t \), given current state \( s(t) \) and action \( a(t) \), the next individual state \( s_i(t+1) \) is independently generated and is only dependent on neighbors:

\[
P(s(t+1)|s(t), a(t)) = \prod_{i=1}^{n} P_i(s_i(t+1)|s_{N_i}(t), a_i(t)),
\]

where notation \( N_i \) means the neighborhood of \( i \) (including \( i \) itself) and \( s_{N_i} \) is the states of \( i \)’s neighbors. In addition, for integer \( \kappa \geq 1 \), we let \( N_i^\kappa \) denote the \( \kappa \)-hop neighborhood of \( i \), i.e. the nodes whose graph distance to \( i \) is less than or equal to \( \kappa \), including \( i \) itself. We also use \( z = (s, a) \) and \( Z = \mathcal{S} \times \mathcal{A} \) to denote the state-action pair (space), and \( z_i, Z_i \) are defined analogously.

Each agent is associated with a class of localized policies \( \xi_i^\theta \) parameterized by \( \theta_i \). The localized policy \( \xi_i^\theta(a_i|s_i) \) is a distribution on the local action \( a_i \) conditioned on the local state \( s_i \) and each agent, conditioned on observing \( s_i(t) \), takes an action \( a_i(t) \) independently drawn from \( \xi_i^\theta(\cdot|s_i(t)) \). We use \( \theta = (\theta_1, \ldots, \theta_n) \) to denote the tuple of the localized policies \( \xi_i^\theta \), and use \( \xi(a|s) = \prod_{i=1}^{n} \xi_i^\theta(a_i|s_i) \) to denote the joint policy.

Each agent is also associated with a stage reward function \( r_i(s_i, a_i) \) that depends on the local state and action, and the global stage reward is \( r(s, a) = \frac{1}{n} \sum_{i=1}^{n} r_i(s_i, a_i) \). The objective is to find localized policy tuple \( \theta \) such that the global stage reward in stationarity is maximized,

\[
\max_{\theta} J(\theta) := \mathbb{E}_{(s,a) \sim \pi^\theta} r(s,a),
\]

where \( \pi^\theta \) is the distribution of the state-action pair in stationarity. We also define \( J_i(\theta) \) to be \( J_i(\theta) = \mathbb{E}_{(s,a) \sim \pi^\theta} r_i(s_i, a_i) \), which satisfies \( J(\theta) = \frac{1}{n} \sum_{i=1}^{n} J_i(\theta) \).
We define $N$ whether and under what circumstance, nodes that are far away have diminishing effect on each other. In the last step, we have also defined $\tilde{Q}$, the $Q$-function for the local reward. We note here that both $Q^0$ and $\tilde{Q}$ depends on the state-action pair of the whole network, and is thus intractable to compute and store.

Finally, we review the policy gradient theorem (Lemma 1), an important tool for our analysis. It can be seen that the exact policy gradient relies on the full $Q$-function, which may be intractable to compute due to its large size.

**Lemma 1 (Sutton et al. (2000)).** Recall $\pi^0$ is the stationary distribution for the state-action pair under policy $\theta$. The gradient of $J(\theta)$ is then given by

$$\nabla_\theta J(\theta) = \mathbb{E}_{(s,a) \sim \pi^0} Q^0(s,a) \nabla_\theta \log \pi^0(a|s).$$

### 2.2 Exponential Decay Property and Efficient Approximation of $Q$-Function

Given the local interaction structure in the probability transition (1), a natural question to ask is that whether and under what circumstance, nodes that are far away have diminishing effect on each other. This has indeed been the subject of study in various contexts (Gamarnik, 2013; Gamarnik et al., 2014; Bamieh et al., 2002; Qu et al., 2019), where exponential decay properties or variants have been exploited for algorithm design. In what follows, we provide the definition of the exponential decay property in the context of MARL and show its power in approximation of the exponentially large $Q$-function.

We define $N_{c,i}^\kappa = \mathcal{N}_c \setminus N_{c,i}^\kappa \setminus \{i\}$, i.e. the set of agents that are outside of node $i$’s $\kappa$-hop neighborhood for some integer $\kappa$. We also write state $s$ as $(s_{N_c}, s_{N_{c,i}})$, i.e. the states of agents that are in the $\kappa$-hop neighborhood of $i$ and outside of the $\kappa$-hop neighborhood respectively. The $(c, \rho)$ exponential decay property is defined below (Qu et al., 2019).

**Definition 1.** The $(c, \rho)$ exponential decay property holds for $c > 0, \rho \in (0, 1)$, if for any $\theta$, for any $i \in \mathcal{N}, s_{N_c} \in \mathcal{S}_{N_c}, s_{N_{c,i}} \in \mathcal{S}_{N_{c,i}}, a_{N_c} \in \mathcal{A}_{N_c}, a_{N_{c,i}} \in \mathcal{A}_{N_{c,i}}$, the following holds,

$$Q^\theta_i(s_{N_c}, s_{N_{c,i}}, a_{N_c}, a_{N_{c,i}}) - Q^\theta_i(s_{N_c}', s_{N_{c,i}}', a_{N_c}, a_{N_{c,i}}') \leq c \rho^{k+1}.$$

The power of the exponential decay property is that it guarantees the dependence of $Q^\theta_i$ on other agents shrinks quickly as the distance between them grows. This naturally leads us to consider the following class of truncated $Q$-functions, where dependence on far-away nodes are “truncated”,

$$Q^\theta_i(s_{N_c}, a_{N_c}) = \sum_{s_{N_{c,i}} \in \mathcal{S}_{N_{c,i}}, a_{N_{c,i}} \in \mathcal{A}_{N_{c,i}}} w_i(s_{N_{c,i}}, a_{N_{c,i}}; s_{N_c}, a_{N_c}) Q^\theta_i(s_{N_c}', s_{N_{c,i}}', a_{N_c}, a_{N_{c,i}}'),$$

where $w_i(s_{N_{c,i}}, a_{N_{c,i}}; s_{N_c}, a_{N_c})$ are any non-negative weights satisfying

$$\sum_{s_{N_{c,i}} \in \mathcal{S}_{N_{c,i}}, a_{N_{c,i}} \in \mathcal{A}_{N_{c,i}}} w_i(s_{N_{c,i}}, a_{N_{c,i}}; s_{N_c}, a_{N_c}) = 1, \forall (s_{N_c}, a_{N_c}) \in \mathcal{S}_{N_c} \times \mathcal{A}_{N_c}.$$

The following lemma shows that the exponential decay property guarantees the truncated $Q$-function (5) is a good approximation of the full $Q$-function (3). Further, when using the truncated $Q$-functions in the policy gradient (Lemma 1) in place of the full $Q$ function, the exponential decay property enables an accurate approximation of the policy gradient, which is otherwise intractable to compute in its original form in Lemma 1. The proof of Lemma 2 can be found in Appendix A.1 in the supplementary material.

**Lemma 2.** Under the $(c, \rho)$ exponential decay property, for any truncated $Q$-function in the form of (5), the following holds.
While the exponential decay property is powerful, we have yet to show it actually holds under the circumstances in which the exponential decay property holds. Then, the exponential decay property, together with the above results show the power of the exponential decay property – the $Q$ function and the policy gradient can be efficiently approximated despite their exponentially large dimension. These properties can be exploited to design scalable RL algorithms for networked systems.

While the exponential decay property is powerful, we have yet to show it actually holds under the average reward setting of this paper. In Qu et al. (2019), it was shown that the exponential decay property always holds when the objective is the discounted total reward. It turns out the average reward case is fundamentally different. In fact, it is not hard to encode NP-hard problems like graph coloring, 3-SAT into our setup (for an example, see Appendix A.2 in the supplementary material). As such, our problem is intractable in general, and there is no hope for the exponential decay property to hold generally. This is perhaps not surprising given the literature on MDPs with product state/action coloring, 3-SAT into our setup (for an example, see Appendix A.2 in the supplementary material). As such, our problem is intractable in general, and there is no hope for the exponential decay property to hold generally.

Despite the worst case intractability, in the next section we show that a large class of subproblems in fact do satisfy the exponential decay property, for which we design a scalable RL algorithm utilizing the approximation guarantees in Lemma 2 implied by the exponential decay property.

3 Main Result

Despite the worst case intractability, in this section we identify a large subclass where learning is tractable, and illustrate this by developing a scalable RL algorithm for such problems. To this end, in Section 3.1, we identify a general condition on the interaction among the agents under which the exponential decay property holds. Then, the exponential decay property, together with the idea of truncated $Q$-function and policy gradient outlined in Section 2.2, is combined with the actor critic framework in Section 3.2 to develop a Scalable Actor Critic algorithm that can find a $O(\rho^{n+1})$-approximate stationary point of the objective function $J(\theta)$ with complexity scaling with the state-action space size of the largest $k$-hop neighborhood.

3.1 Exponential Decay Holds when Interactions are Bounded

Our first result is our most technical and it identifies a rich class of problems when the exponential decay property holds.

Theorem 1. Define

$$ C_{ij} = \begin{cases} 0, & \text{if } j \notin N_i, \\ \sup_{s_{N_i/j}, a_i} \sup_{P_{s_{j}, s_{N_i/j}}} \text{TV}(P_i(\cdot | s_j, s_{N_i/j}, a_i), P_i(\cdot | s_j, s_{N_i/j}, a_i)), & \text{if } j \in N_i, j \neq i, \\ \sup_{s_{N_i/j}, a_i} \sup_{P_{s_{j}, s_{N_i/j}}} \text{TV}(P_i(\cdot | s_j, s_{N_i/j}, a_i), P_i(\cdot | s_j, s_{N_i/j}, a_i)), & \text{if } j = i, \\ \end{cases} $$

where TV(·, ·) is the total variation distance between two distributions. If for all $i \in N$, $\sum_{j=1}^n C_{ij} \leq \rho < 1$ and $|r_i(s_i, a_i)| \leq r$, $\forall (s_i, a_i) \in S_i \times A_i$, then the $(\frac{r}{1-\rho})$ exponential decay property holds.

The proof of Theorem 1 can be found in Appendix B.1 in the supplementary material. The key analytic technique underlying our theorem is a novel MDP perturbation result (Lemma 3 in Appendix B.1 in the supplementary material). We show that, under the condition in Theorem 1, a perturbation on the state of an agent has exponential decaying affect on the state distribution of far away agents, which enables us to establish the exponential decay property.

In Theorem 1, $C_{ij}$ is the maximum possible change of the distribution of node $i$’s next state as a result of a change in node $j$’th current state, where “change” is measured in total-variation distance. In other words, $C_{ij}$ can be interpreted as the strength of node $j$’s interaction with node $i$. With this
interpretation, Theorem 1 shows that, for the exponential decay property to hold, we need (a) the interaction strength between each pair of nodes to be small enough; and (b) each node to have a small enough neighborhood. This is consistent with related conditions in the literature in exponential decay in static combinatorial optimizations, e.g. in Gamarnik (2013); Gamarnik et al. (2014), which requires the product between the maximum “interaction” and the maximum degree is bounded.

**Relation to discounted reward case.** In the \( \gamma \)-discounted total reward case in Qu et al. (2019), the exponential decay property is automatically true with decay rate \( \gamma \) because for an agent to affect another far-way agent, it takes many time steps for the effect to take place, at which time the effect will have been significantly dampened as a result of the discounting factor. This stands in contrast with the average reward case, where it is unclear whether the exponential decay property holds or not as there is no discounting anymore. As a result, the analysis for the average reward turns out to be more difficult and requires very different techniques. Having said that, the result in the average reward case also has implications for the discounted reward case. Specifically, the results in Theorem 1 also leads to a sharper bound on the decay rate in the exponential decay property for the discounted reward case, showing the decay rate can be strictly smaller than the discounting factor \( \gamma \). This is stated in the following corollary, and we provide a more detailed explanation on its setting and proof in Appendix B.3 in the supplementary material.

**Corollary 1.** Under the conditions in Theorem 1, the \((\frac{r_i}{1-\gamma r_i}, \rho)\) exponential decay property holds for the \( \gamma \)-discounted reward case.

Finally, beyond the theoretic result, we also numerically verify that the exponential decay property holds widely for many randomly generated problem instances. We report these findings in Appendix B.4 in the supplementary material.

### 3.2 Scalable Actor-Critic Algorithm and Convergence Guarantee

Given the establishment of the exponential decay property in the previous section, a natural idea for algorithm design is to first estimate a truncated \( Q \) function (5), compute the approximated policy gradient (7) and then do gradient step. In the following, we combine these ideas with the actor-critic framework in Konda and Tsitsiklis (2000) which uses Temporal Difference (TD) learning to estimate the truncated \( Q \)-function, and present a Scalable Actor Critic Algorithm in Algorithm 1. In Algorithm 1, each step is conducted by all agents but is described from agent \( i \)'s perspective, and for the ease of presentation, we have used \( z \) (\( \mathcal{Z} \)) to represent state-action pairs (spaces), e.g. \( z_i(t) = (s_i(t), a_i(t)) \in \mathcal{Z}_i = \mathcal{S}_i \times \mathcal{A}_i \), \( z_{N^\kappa}(t) = (s_{N^\kappa}(t), a_{N^\kappa}(t)) \in \mathcal{Z}_{N^\kappa} = \mathcal{S}_{N^\kappa} \times \mathcal{A}_{N^\kappa} \). The algorithm runs on a single trajectory and, at each iteration, it consists of two main steps, the critic (step 5 and 6) and the actor (step 7 and 8), which we describe in detail below.

- **The Critic.** In line with TD learning for average reward (Tsitsiklis and Van Roy, 1999), the critic consists of two variables, \( \mu_i^t \), whose purpose is to estimate the average reward; and \( \hat{Q}_i^t \), the truncated \( Q \) function, which follows the standard TD update. We note here that \( \hat{Q}_i^t \) is one dimension less than the \( Q_i \) defined in (5). In more detail, \( \hat{Q}_i^t \in \mathbb{R}^{\mathcal{Z}_{N^\kappa}} \) is defined on all state-action pairs in the neighborhood, but for \( \hat{Q}_i^t \) we select an arbitrary dummy state-action pair \( z_{N^\kappa} \in \mathcal{Z}_{N^\kappa} \), and \( \hat{Q}_i^t \in \mathbb{R}^{\mathbb{Z}_{N^\kappa}} \) is only defined on \( \hat{Z}_{N^\kappa} = \mathcal{Z}_{N^\kappa} \setminus \{z_{N^\kappa}\} \). In other words, \( \hat{Q}_i^t(z_{N^\kappa}) \) is not defined for \( z_{N^\kappa} = z_{N^\kappa} \), and when encountered, \( \hat{Q}_i^t(z_{N^\kappa}) \) is considered as 0. The reason for introducing such dummy state-action pair is mainly technical and is standard in value iteration for the average reward MDP, see e.g. Bertsekas (2007).

- **The Actor.** The actor computes the approximated gradient using the truncated \( Q \)-function according to Lemma 7 and follows a gradient step. Note that the step size in the gradient step contains a rescaling scalar factor \( \Gamma(\hat{Q}^t) \) which depends on the truncated \( Q \)-functions \( \hat{Q}_i^t = \{\hat{Q}_i^t\}_{t=1}^\infty \). Such a rescaling factor is used in Konda and Tsitsiklis (2000) and is mainly an artifact of the proof used to guarantee the actor does not move too fast when \( \hat{Q}_i^t \) is large. In numerical experiments, we do not use this rescaling factor.

In the following, we prove a convergence guarantee for Scalable Acotr Critic method introduced above. To that end, we first describe the assumptions in our result. Our first assumption is that the rewards are bounded, a standard assumption in RL (Tsitsiklis and Van Roy, 1997).
We can now state our main convergence result. Note that the guarantee is asymptotic in nature. This is to be expected since, to the best of our knowledge, the finite time performance of two-time scale methods is not well understood. Consequently, our main result is limited to proving asymptotic convergence with respect to discounted time horizon (Konda and Tsitsiklis, 2000).

Algorithm 1: Scalable Actor-Critic (SAC)

Input: $\theta_i(0)$; parameter $\kappa$; step size sequence $\{\alpha_i, \eta_i\}$. 

1. Initialize $\hat{\mu}_i^0 = 0$ and $\hat{Q}_i^0$ to be the all zero vector in $\mathbb{R}^{\mathcal{Z}\times\mathcal{A}}$; start from random $z_i(0) = (s_i(0), a_i(0))$

2. for $t = 0, 1, 2, \ldots$ do
   3. Receive reward $r_i(t) = r_i(s_i(t), a_i(t))$.
   4. Get state $s_i(t+1)$, take action $a_i(t+1) \sim \zeta_i^{a_i(t)}(\cdot|s_i(t+1))$
   5. /* The critic. */
   6. Update average reward $\hat{\mu}_i^{t+1} = (1 - \alpha_i)\hat{\mu}_i + \alpha_i r_i(t)$.
   7. /* The actor. */
   8. Conduct gradient step $\theta_i(t+1) = \theta_i(t) + \beta_t \hat{g}_i(t)$, where $\beta_t = \eta_t \Gamma(\hat{Q}^t)$ and $\Gamma(\hat{Q}^t) = \frac{1}{1 + \max_i \|\hat{Q}_i^t\|_\infty}$ is a rescaling scalar.

Assumption 1. For all $i$, and $s_i \in \mathcal{S}_i$, $a_i \in \mathcal{A}_i$, we have $0 \leq r_i(s_i, a_i) \leq F$.

Our next assumption is the exponential decay property, which as shown in Section 3.1, holds broadly for a large class of problems.

Assumption 2. The $(c, \rho)$ exponential decay property holds.

Our next assumption is on the step size and is standard (Konda and Tsitsiklis, 2000). We note that our algorithm uses two-time scales, meaning the actor progresses slower than the critic.

Assumption 3. The positive step sizes $\alpha_i, \eta_i$ are deterministic, non-increasing, square summable but not summable\(^1\) and satisfy $\sum_{t=0}^{\infty} (\frac{\eta_t}{\alpha_t})^d < \infty$ for some $d > 0$.

Our next assumption is that the underlying problem is uniformly ergodic, which is again standard (Konda and Tsitsiklis, 2000).

Assumption 4. Under any policy $\theta$, the induced Markov chain over the state-action space $\mathcal{Z} = \mathcal{S} \times \mathcal{A}$ is ergodic with stationary distribution $\pi^\theta$. Further, (a) For all $z \in \mathcal{Z}$, $\pi^\theta(z) \geq \sigma$ for some $\sigma > 0$. (b) $\|P^\theta - 1(\pi^\theta)^T\|_{D^\theta} \leq \mu_D$ for some $\mu_D \in [0, 1)$, where $D^\theta = \text{diag}(\pi^\theta) \in \mathbb{R}^{\mathcal{Z} \times \mathcal{Z}}$ and $\cdot \|_{D^\theta}$ is the weighted Euclidean norm $\|x\|_{D^\theta} = \sqrt{x^T D^\theta x}$ for vectors $x \in \mathbb{R}^{\mathcal{Z}}$, and the corresponding norm for matrices.

Note that, for Markov chains on the state-action pair that are ergodic, Assumption 4 are automatically true for some $\sigma > 0$ and $\mu_D \in (0, 1)$.\(^2\) Assumption 4 also requires that it is true with constant $\sigma, \mu_D$ holds uniformly for all $\theta$. Such a uniform ergodicity assumption is common in the literature on actor-critic methods, e.g. Konda and Tsitsiklis (2003). Lastly, we assume the gradient is bounded and is Lipschitz continuous, again a standard assumption (Qu et al., 2019).

Assumption 5. For each $i$, $a_i, s_i$, $\|\nabla_{\theta_i} \log \zeta_i^{a_i}(a_i|s_i)\| \leq L_i$. We let $L := \sqrt{\sum_{i \in \mathcal{N}} L_i^2}$. Further, $\nabla_{\theta_i} \log \zeta_i^{a_i}(a_i|s_i)$ is $L_i^2$-Lipschitz continuous in $\theta_i$, and $\nabla J(\theta)$ is $L^2$-Lipschitz continuous in $\theta$.

We can now state our main convergence result. Note that the guarantee is asymptotic in nature. This is to be expected since, to the best of our knowledge, the finite time performance of two-time scale

---

\(^1\)A sequence $\alpha_i$ is square summable if $\sum_{t=0}^{\infty} \alpha_t^2 < \infty$; is not summable if $\sum_{t=0}^{\infty} \alpha_t = \infty$.

\(^2\)Assumption 4(b) is standard in the study of average reward TD learning, e.g. Tsitsiklis and Van Roy (1999, Sec. 4.3).
actor-critic algorithms on a single trajectory has long remained an open problem until the very recent progress of (Wu et al., 2020; Xu et al., 2020). We leave a finite time analysis of our algorithm as future work.

**Theorem 2.** Under Assumptions 1-5, we have
\[ \liminf_{T \to \infty} \| \nabla J(\theta(T)) \| \leq L \frac{\kappa + 1}{1 - \mu \rho}. \]

Briefly speaking, Theorem 2 is a consequence of the power of exponential decay property in approximating the $Q$-function (Lemma 2), and its proof also uses tools from the stochastic approximation literature (Konda and Tsitsiklis, 2003). The complete proof of Theorem 2 is provided in Appendix D in the supplementary material. We comment that the asymptotic bound in Theorem 2 does not depend on parameters like $L', \bar{r}$, but these parameters will affect the convergence rate of the algorithm. From Theorem 2, our Scalable Actor Critic algorithm can find an approximated stationary point with gradient size $O(\kappa + 1)$ that decays exponentially in $\kappa$. Therefore, even for a small $\kappa$, our algorithm can find an approximate local minimizer in a scalable manner, with the complexity of the algorithm only scales with the state-action space size of the largest $\kappa$-hop neighborhood due to the use of the truncated $Q$ function, which could be much smaller than the full state-action space size (which are exponentially large in $n$) when the graph is sparse.

4 Numerical Experiments

We consider a wireless network with multiple access points (Zocca, 2019), where there is a set of users $U = \{u_1, u_2, \ldots, u_n\}$, and a set of the network access points $Y = \{y_1, y_2, \ldots, y_m\}$. Each user $u_i$ only has access to a subset $Y_i \subseteq Y$ of the access points. At each time step, with probability $p_i$, user $u_i$ receives a new packet with deadline $d_i$, which is the number of steps when the packet will be discarded if not transmitted yet. Then user $u_i$ can choose to send one of the packets in its queue to one of the access points $y_k$ in its available set $Y_i$. If no other users select this same access point, then the packet is transmitted with success probability $q_k$ depending on the access point; however, if two users choose to send packets to the same access point, neither packet is sent. A user receives a local reward of 1 once successfully sending a packet. Such a setting fits to our framework, as the users only interact locally, where “local” is defined by the conflict graph, in which two users $u_i$ and $u_j$ are neighbors if and only if they share an access point, i.e. $Y_i \cap Y_j \neq \emptyset$. We leave a detailed description of the state/action space, transition probability and reward to Appendix E in the supplementary material.

In this setting, we consider a grid of $5 \times 5$ users in Figure 1, where each user has access points on the corners of its area. We run the Scalable Actor Critic algorithm with $\kappa = 1$ to learn a localized soft-max policy. We compare the proposed method with a benchmark based on the localized ALOHA protocol (Roberts, 1975), where each user has a certain probability of sending the earliest packet and otherwise not sending at all. When it sends, it sends the packet to a random access point in its available set, with probability proportion to the success probability of this access point and inverse proportion to the number of users that share this access point. The results are shown in Figure 2. Due to space constraints, we leave the details of the experiment to Appendix E in the supplementary material.
Broader Impact

This paper contributes to the theoretical foundations of multi-agent reinforcement learning, with the goal of developing tools that can apply to the control of networked systems. The work can potentially lead to RL-based algorithms for the adaptive control of cyber-physical systems, such as the power grid, smart traffic systems, communication systems, and other smart infrastructure systems. While the approach is promising, as with other all theoretical work, it is limited by its assumptions. Applications of the proposed algorithm in its current form should be considered cautiously since the analysis here focuses on efficiency and does not consider the issue of fairness.

We see no ethical concerns related to this paper.
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Supplementary Materials

A Appendix to Section 2.2

A.1 Proof of Lemma 2

We first show part (a) that the truncated $Q$ function is a good approximation of the true $Q$ function. To see that, we have for any $(s, a) \in S \times A$, by (5) and (6),

$$\left| \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) - Q^\theta_j (s, a) \right|$$

$$\leq \sum_{s_{N_j^+}, a_{N_j^+}} w_i(s_{N_j^+}, a_{N_j^+}; s, a) \left| \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) - Q^\theta_j (s_{N_j^+}, a_{N_j^+}) \right|$$

$$\leq c \rho^{k+1},$$

where in the last step, we have used the $(c, \rho)$ exponential decay property, cf. Definition 1.

Next, we show part (b). Recall by the policy gradient theorem (Lemma 1),

$$\nabla_{\theta_j} J(\theta) = \mathbb{E}_{(s, a) \sim \pi^\theta} Q^\theta_j (s, a) \nabla_{\theta_j} \log \zeta_j^\theta (a|s),$$

where we have used $\nabla_{\theta_j} \log \zeta_j^\theta (a|s) = \nabla_{\theta_j} \log \zeta_j^\theta (a|s_j)$ by the localized policy structure. With the above equation, we can compute

$$\hat{h}_i (\theta) = \nabla_{\theta_j} J(\theta) = \mathbb{E}_{(s, a) \sim \pi^\theta} \left[ \frac{1}{n} \sum_{j \in N_i^+} \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) - Q^\theta_j (s, a) \right] \nabla_{\theta_j} \log \zeta_j^\theta (a_i|s_i)$$

$$= \mathbb{E}_{(s, a) \sim \pi^\theta} \left[ \frac{1}{n} \sum_{j \in N_i^+} \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) - Q^\theta_j (s, a) \right] \nabla_{\theta_j} \log \zeta_j^\theta (a_i|s_i)$$

$$= \mathbb{E}_{(s, a) \sim \pi^\theta} \frac{1}{n} \sum_{j \in N_i^+} \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) \nabla_{\theta_j} \log \zeta_j^\theta (a_i|s_i)$$

$$:= E_1 - E_2.$$

We claim that $E_2 = 0$. To show this, note that $\pi^\theta (s, a) = d^\theta (s) \prod_{t=1}^n \zeta_i^\theta (a_t|s_t)$, where $d^\theta$ is the stationary distribution of the state. Then, for any $j \in N_i^+$, we have,

$$\mathbb{E}_{(s, a) \sim \pi^\theta} \nabla_{\theta_j} \log \zeta_j^\theta (a_i|s_i) \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+})$$

$$= \sum_{s, a} d^\theta (s) \prod_{t=1}^n \zeta_i^\theta (a_t|s_t) \nabla_{\theta_j} \zeta_i^\theta (a_i|s_i) \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+})$$

$$= \sum_{s, a} d^\theta (s) \prod_{t \neq i} \zeta_i^\theta (a_t|s_t) \nabla_{\theta_j} \zeta_i^\theta (a_i|s_i) \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+})$$

$$= \sum_{s, a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n} d^\theta (s) \prod_{t \neq i} \zeta_i^\theta (a_t|s_t) \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) \sum_{a_i} \nabla_{\theta_j} \zeta_i^\theta (a_i|s_i)$$

$$= 0,$$

where in the last equality, we have used $\tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+})$ does not depend on $a_i$ as $i \notin N_j^+$; and

$$\sum_{a_i} \nabla_{\theta_j} \zeta_i^\theta (a_i|s_i) = \nabla_{\theta_j} \sum_{a_i} \zeta_i^\theta (a_i|s_i) = \nabla_{\theta_j} 1 = 0.$$

Now that we have shown $E_2 = 0$, we can bound $E_1$ as follows,

$$\|\hat{h}_i (\theta) - \nabla_{\theta_j} J(\theta)\| \leq E_1 \leq \mathbb{E}_{(s, a) \sim \pi^\theta} \frac{1}{n} \sum_{j \in N_i^+} \left| \tilde{Q}^\theta_j (s_{N_j^+}, a_{N_j^+}) - Q^\theta_j (s, a) \right| \|\nabla_{\theta_j} \log \zeta_j^\theta (a_i|s_i)\|$$

$$\leq c \rho^{k+1} L_1,$$

where in the last step, we have used (8) and the upper bound $\|\nabla_{\theta_j} \log \zeta_j^\theta (a_i|s_i)\| \leq L_1$. This concludes the proof of Lemma 2. \qed
A.2 An Example of Encoding NP-Hard Problems into MARL Setup

In this subsection, we provide an example on how NP hard problems can be encoded into the average reward MARL problem with local interaction structure. We use the example of k-graph coloring in graph theory described as follows (Golovach et al., 2014). Given a graph \( G = (V, E) \) and a set of \( k \) colors \( U \), a coloring is an assignment of a color \( u \in U \) to each vertex in the graph, and a proper coloring is a coloring in which every two adjacent vertices have different colors. The \( k \)-graph coloring problem is to decide for a given graph, whether a proper coloring using \( k \) colors exists, and is known to be NP hard when \( k \geq 3 \) (Golovach et al., 2014).

In what follows, we encode the \( k \)-coloring problem into our problem set up. Given a graph \( G = (V, E) \), we identify the set of agents \( \mathcal{N} \) with \( V \) and their interaction graph as \( G \). The local state is tuple \( s_i = (u_i, b_i) \in S_i = U \times \{0, 1\} \), where \( u_i \) represents the color of node \( i \) and \( b_i \) is a binary variable indicating whether node \( i \) has a different color from all nodes adjacent to \( i \). We also identify action space \( \mathcal{A}_i = U \) to be the set of colors. The state transition is given by the following rule, which satisfy the local interaction structure in (1): given \( s_j(t) = (u_j(t), b_j(t)) \) for \( j \in N_i \) and \( a_i(t) \), we set \( u_i(t + 1) = a_i(t) \), and if for all neighbors \( j \in N_i \setminus \{i\} \), \( u_i(t) \) does not have the same color as \( u_j(t) \), we set \( b_i(t + 1) = 1 \); otherwise, set \( b_i(t + 1) = 0 \).

Given \( s_i = (u_i, b_i) \) and \( a_i \), we also set the local reward \( r_i(s_i, a_i) = 1 \) if \( b_i = 1 \) (i.e. node \( i \) does not have the same color as any of its adjacent nodes), and otherwise the reward is set as 0. The local policy class is such that \( a_i(t) \) is not allowed to depend on \( s_i(t) \) but can be drawn from any distribution on the action space, i.e. the set of colors. In other words, \( \zeta_i^\theta(\cdot) \) is a distribution on the action space, parameterized by \( \theta_i \).

For policy \( \theta = (\theta_i)_{i \in V} \), it is clear that the stationary distribution of \( s_i \) is \( \zeta^\theta_i \); the stationary distribution for \( b_i \), which we denote as \( \pi^\theta_i \), is given by, \( \pi^\theta_i(1) = \mathbb{P}(a_i \neq a_j, \forall j \in N_i \setminus \{i\}) \), where in the probability, \( a_i \) is independently sampled from \( \zeta_i^\theta \) and \( a_j \) from \( \zeta_j^\theta \). Further, in this case, the objective function (average reward) is given by

\[
J(\theta) = \frac{1}{|V|} \sum_{i \in V} \pi^\theta_i(1).
\]

It is immediately clear that in the above set up, the maximum possible average reward is 1 if and only if there exists a proper coloring in the \( k \)-coloring problem. To see this, if there exists a proper coloring \( (u^*_i)_{i \in V} \) in the \( k \)-coloring problem, then a policy that always sets \( a_i(t) = u^*_i \) will drive \( s_i(t) \) in two steps to a fixed state \( s_i = (u^*_i, 1) \), which will result in average reward 1. On the contrary, if there exists a policy achieving average reward 1, then the support of the action distribution in the policy constitute a set of proper colorings.

As such, if we can maximize the average reward, then we can also solve the \( k \)-coloring problem, which is known to be NP-hard when \( k \geq 3 \). This highlights the difficulty of the average reward MARL problem.

B  The exponential decay property and proof of Theorem 1

In this section, we formally prove Theorem 1 in Appendix B.1 that bounded interaction guarantees the exponential decay property holds. We will also provide a proof of Corollary 1 in Appendix B.3, and provide numerical validations of the exponential decay property in Appendix B.4.

B.1 Proof of Theorem 1

Set \( s = (s_{N^e}, s_{N^e}) \), \( a = (a_{N^e}, a_{N^e}) \), and \( \tilde{s} = (s_{N^e}, s_{N^e}) \), \( \tilde{a} = (a_{N^e}, a_{N^e}) \). Recall the exponential decay property (Definition 1) is a bound on

\[
\left| Q^\theta_i(s, a) - Q^\theta_i(\tilde{s}, \tilde{a}) \right| \\
\leq \sum_{t=0}^\infty \mathbb{E}_\theta[r_i(s_i(t), a_i(t))|s(0) = s, a(0) = a] - \mathbb{E}_\theta[r_i(s_i(t), a_i(t))|s(0) = s', a(0) = a']
\]
We do two runs of the Markov chain, one starting with \(z(0), a(0)\), and similarly \(\tilde{\pi}_{t,i}^\theta\) is the distribution of \((z(t), a_t(t))\) conditioned on \((s(0) = \tilde{s}, a(0) = \tilde{a})\). It is immediately clear that, \(\pi_{t,i}^\theta = \tilde{\pi}_{t,i}^\theta\) for \(t \leq \kappa\). Therefore, if we can show that

\[
TV(\pi_{t,i}^\theta, \tilde{\pi}_{t,i}^\theta) \leq \rho^t \text{ for } t > \kappa,
\]

it immediately follows that

\[
|Q_t^\theta(s, a) - Q_t^\theta(\tilde{s}, \tilde{a})| \leq \sum_{t=\kappa+1}^{\infty} \rho^t = \frac{\rho}{1 - \rho}\rho^{\kappa+1},
\]

which is the desired exponential decay property.

We now show (10). Our primary tool is the following result on Markov chain with product state spaces, whose proof is deferred to Appendix B.2.

**Lemma 3.** Consider a Markov Chain with state \(z = (z_1, \ldots, z_n) \in \mathcal{Z} = \mathcal{Z}_1 \times \cdots \times \mathcal{Z}_n\), where each \(\mathcal{Z}_i\) is some finite set. Suppose its transition probability factorizes as

\[
P(z(t+1)|z(t)) = \prod_{i=1}^{n} P_i(z_i(t+1)|z_{N_i}(t))
\]

and further, if \(\sup_{1 \leq i \leq n} \sum_{j=1}^{N_i} C_{ij}^z \leq \rho\), where

\[
C_{ij}^z = \begin{cases} 
0, & \text{if } j \notin N_i, \\
\sup_{z_{N_i}} \sup_{z_j, z_j'} TV(P_i(|z_j, z_{N_j/i}), P_i(|z_j', z_{N_j/i})), & \text{if } j \in N_i,
\end{cases}
\]

then for any \(z = (z_{N_1}^\nu, z_{N_2}^\nu), \tilde{z} = (z_{N_1}^\nu, \tilde{z}_{N_2}^\nu), \) we have,

\[
TV(\pi_{t,i}^\theta, \tilde{\pi}_{t,i}^\theta) = 0 \text{ for } t \leq \kappa, \quad TV(\pi_{t,i}^\theta, \tilde{\pi}_{t,i}^\theta) \leq \rho^t \text{ for } t > \kappa,
\]

where \(\pi_{t,i}^\theta\) is the distribution of \(z_i(t)\) given \(z(0) = z\), and \(\tilde{\pi}_{t,i}^\theta\) is the distribution of \(z_i(t)\) given \(z(0) = \tilde{z}\).

We now set the Markov chain in Lemma 3 to be the induced Markov chain of our MDP with a localized policy \(\theta\), with \(z_i = (s_i, a_i)\) and \(\mathcal{Z}_i = \mathcal{S}_i \times \mathcal{A}_i\). For this induced chain, we have the transition factorized as,

\[
P(s(t+1), a(t+1)|s(t), a(t)) = \prod_{i=1}^{n} \mathcal{N}_{i}^\theta(a_i(t+1)|s_i(t+1))P_i(s_i(t+1)|s_i(t), a_i(t), s_{N_i}(t)).
\]

Then, \(C_{ij}^z\) in Lemma 3 becomes

\[
C_{ij}^z = \begin{cases} 
0, & \text{if } j \notin N_i, \\
\sup_{s_{N_i/j}, a_i} \sup_{s_j, s_j'} TV(P_i(|s_j, s_{N_j/i}, a_i), P_i(|s_j', s_{N_j/i}, a_i)), & \text{if } j \in N_i,
\end{cases}
\]

which is precisely the definition of \(C_{ij}\) in Theorem 1. As a result, the condition in Theorem 1 implies the condition in Lemma 3 holds, regardless of the policy parameter \(\theta\). Therefore, (10) holds and Theorem 1 is proven.

### B.2 Proof of Lemma 3

We do two runs of the Markov chain, one starting with \(z\) with trajectory \(z(0), \ldots, z(t), \ldots\), and another starting with \(\tilde{z}\) with trajectory \(\tilde{z}(0), \ldots, \tilde{z}(t), \ldots\). We use \(\pi_t(\tilde{\pi}_t)\) to denote the distribution of \(z(t) = \tilde{z}(t)\); \(\pi_{t,i}(\tilde{\pi}_{t,i})\) to be the distribution of \(z_i(t) = \tilde{z}_i(t)\), \(\pi_{t,N_i}(\tilde{\pi}_{t,N_i})\) to denote the distribution of \(z_{N_i}(t) = \tilde{z}_{N_i}(t)\).

Our proof essentially relies on induction on \(t\), and the following Lemma is the key step in the induction.
Lemma 4. Given $t$, we say $a = [a_1, \ldots, a_n]^\top$ is $(t - 1)$-compatible if for any $i, \kappa$, and for any function $f : \mathbb{R}^{N_{\kappa}^t} \to \mathbb{R}$,

$$|E_{z_{N_{\kappa}^t} \sim \pi_{t-1,N_{\kappa}^t} f(z_{N_{\kappa}^t})} - E_{z_{N_{\kappa}^t} \sim \tilde{\pi}_{t-1,N_{\kappa}^t} f(z_{N_{\kappa}^t})}| \leq \sum_{j \in N_{\kappa}^t} a_j \delta_j(f),$$

where $\delta_j(f)$ is the variation of $f$'s dependence on $z_j$, i.e. $\delta_j(f) = \sup_{z_j \neq z_j'} |f(z_j, z_{N_{\kappa}^t}) - f(z_j', z_{N_{\kappa}^t})|$. Suppose now that $a$ is $(t - 1)$-compatible, then we have $a' = [a_1', \ldots, a_n']^\top$ is $t$-compatible, with $a' = C a$, where $C \in \mathbb{R}^{n \times n}$ is the matrix of $[C_{ij}]$.

Now we use Lemma 4 to prove Lemma 3. We fix $i$ and $\kappa$. Since $z_{N_{\kappa}^t}(0) = \tilde{z}_{N_{\kappa}^t}(0)$, we can set $a_j(0) = 0$ for $j \in N_{\kappa}^t$, and $a_j(0) = 1$ for $j \notin N_{\kappa}^t$. It is easy to check such $a(0)$ is $0$-compatible. As a result, $a(t) = C^t a(0)$ is $t$-compatible. Since $a(0)$ is supported outside $N_{\kappa}^t$, we have for all $t \leq \kappa$, $a_i(t) = 0$; and for $t \geq \kappa + 1$, $a_i(t) = [C^t a(0)]_i \leq \|C\| \|a(0)\| \leq \rho^t$. As a result, by the definition of $t$-compatible, we set $f : \mathbb{R}^{z_{\kappa}} \to \mathbb{R}$ to be the indicator function for any event $A_i \subset Z_i$ (i.e. $f(z_i) = 1(z_i \in A_i)$) and get,

$$|\pi_{t,i}(z_i \in A_i) - \tilde{\pi}_{t,i}(z_i \in A_i)| \leq a_i^{(t)},$$

and if we take the sup over $A_i$, we directly get,

$$\text{TV}(\pi_{t,i}, \tilde{\pi}_{t,i}) \leq a_i^{(t)} \leq \rho^t,$$

which finishes the proof of Lemma 3. It remains to prove the induction step Lemma 4, which is done below.

Proof of Lemma 4: Recall that the transition probability can be factorized as follows,

$$P(z(t + 1)|z(t)) = \prod_{i = 1}^n P_i(z_i(t + 1)|z_{N_i}(t)),$$

where the distribution of $z_i(t + 1)$ only depends on $z_{N_i}(t)$ with transition probability given by $P_i(z_i(t + 1)|z_{N_i}(t))$. We also define $P_{N_{\kappa}^t}$ to be the transition from $z_{N_{\kappa}^t+1}(t)$ to $z_{N_{\kappa}^t}(t + 1)$,

$$P_{N_{\kappa}^t}(z_{N_{\kappa}^t}(t + 1)|z_{N_{\kappa}^t}(t)) = \prod_{j \in N_{\kappa}^t} P_j(z_j(t + 1)|z_{N_j}(t)).$$

With these definitions, we have for any $i, \kappa$, and for any function $f : \mathbb{R}^{z_{N_{\kappa}^t}} \to \mathbb{R}$,

$$E_{z_{N_{\kappa}^t} \sim \pi_{t-1,N_{\kappa}^t}} f(z_{N_{\kappa}^t}) - E_{z_{N_{\kappa}^t} \sim \tilde{\pi}_{t-1,N_{\kappa}^t}} f(z_{N_{\kappa}^t}) =$$

$$= E_{z'_{N_{\kappa}^t+1} \sim \pi_{t-1,N_{\kappa}^t+1}} E_{z_{N_{\kappa}^t} \sim P_{N_{\kappa}^t}(\cdot|z'_{N_{\kappa}^t+1})} f(z'_{N_{\kappa}^t}) - E_{z'_{N_{\kappa}^t+1} \sim \pi_{t-1,N_{\kappa}^t+1}} E_{z_{N_{\kappa}^t} \sim P_{N_{\kappa}^t}(\cdot|z'_{N_{\kappa}^t+1})} f(z'_{N_{\kappa}^t})$$

$$= E_{z'_{N_{\kappa}^t+1} \sim \pi_{t-1,N_{\kappa}^t+1}} g(z'_{N_{\kappa}^t+1}) - E_{z'_{N_{\kappa}^t+1} \sim \tilde{\pi}_{t-1,N_{\kappa}^t+1}} g(z'_{N_{\kappa}^t+1}),$$

where we have defined $g(z'_{N_{\kappa}^t+1}) = E_{z_{N_{\kappa}^t} \sim P_{N_{\kappa}^t}(\cdot|z'_{N_{\kappa}^t+1})} f(z'_{N_{\kappa}^t})$. Since $a = [a_1, \ldots, a_n]^\top$ is $(t - 1)$ compatible, we have,

$$E_{z'_{N_{\kappa}^t+1} \sim \pi_{t-1,N_{\kappa}^t+1}} g(z'_{N_{\kappa}^t+1}) - E_{z'_{N_{\kappa}^t+1} \sim \tilde{\pi}_{t-1,N_{\kappa}^t+1}} g(z'_{N_{\kappa}^t+1}) \leq \sum_{j \in N_{\kappa}^t+1} a_j \delta_j(g).$$

Now we analyze $\delta_j(g)$. We fix $z'_{N_{\kappa}^t+1,j}$, then

$$g(z_j', z'_{N_{\kappa}^t+1}) - g(z_j', z'_{N_{\kappa}^t+1}) = E_{z_{N_{\kappa}^t} \sim P_{N_{\kappa}^t}(\cdot|z_j', z'_{N_{\kappa}^t+1})} f(z_{N_{\kappa}^t}) - E_{z_{N_{\kappa}^t} \sim P_{N_{\kappa}^t}(\cdot|z_j', z'_{N_{\kappa}^t+1})} f(z_{N_{\kappa}^t}).$$

Taking a closer look, both $P_{N_{\kappa}^t}(\cdot|z_j', z'_{N_{\kappa}^t+1})$ and $P_{N_{\kappa}^t}(\cdot|z_j', z'_{N_{\kappa}^t+1})$ are product distributions on the states in $N_{\kappa}^t$, and they differ only for those $\ell \in N_{\kappa}^t$ that are adjacent to $j$, i.e. $N_{\kappa}^t \cap N_{\kappa}^t$. Therefore, we can use the following auxiliary result whose proof is provided in the bottom of this subsection.
Lemma 5. For a function $f$ that depends on a group of variables $z = (z_i)_{i \in V}$, let $P_i$ and $\tilde{P}_i$ to be two distributions on $z_i$. Let $P$ be the product distribution of $P_i$ and $\tilde{P}$ be the product distribution of $\tilde{P}_i$. Then

$$|E_{z \sim P} f(z) - E_{z \sim \tilde{P}} f(z)| \leq \sum_{i \in V} TV(P_i, \tilde{P}_i) \delta_i(f).$$

By Lemma 5, we have,

$$|g(z^0, z^1_{i+1}) - g(z^0, z^1_{j+1})| \leq \sum_{\ell \in N_i \cap N_j} TV(P_i(\mid z^0_j, z^1_{i+1}), P_i(\mid z^0_j, z^1_{j+1})) \delta_i(f)$$

$$\leq \sum_{\ell \in N_i \cap N_j} C_i^\ell \delta_i(f).$$

As such, $\delta_i(g) \leq \sum_{\ell \in N_i \cap N_j} C_i^\ell \delta_i(f)$, and we can continue (11) and get,

$$\left| E_{z^{N_i} \sim P_{N_i}} f(z_{N_i}) - E_{z^{N_i} \sim \tilde{P}_{N_i}} f(z_{N_i}) \right| \leq \sum_{j \in N_i + 1} a_j \delta_j (g)$$

$$\leq \sum_{j \in N_i + 1} a_j \sum_{\ell \in N_i \cap N_j} C_i^{\ell_j} \delta_i(f)$$

$$= \sum_{\ell \in N_i \cap N_j} a_j C_i^{\ell_j} \delta_i(f).$$

This implies $a' = [a'_1, \ldots, a'_n]^\top$ is $t$-compatible, where $a'_j = \sum_{j \in N_i} C_i^{\ell_j} a_j$. \qed

Finally, we provide the proof of Lemma 5.

Proof of Lemma 5: We do induction on the size of $|V|$. For $|V| = 1$, we have

$$|E_{z_1 \sim P_1} f(z_1) - E_{z_1 \sim \tilde{P}_1} f(z_1)| = |\langle P_1, f \rangle - \langle \tilde{P}_1, f \rangle|,$$

where both $P_1, \tilde{P}_1$ and $f$ are interpreted as vectors indexed by $z_1$, and $\langle \cdot, \cdot \rangle$ is the usual inner product. Let $1$ be the all one vector with the same dimension of $P_1, \tilde{P}_1$ and $f$. Let $m$ and $M$ be the minimum and maximum value of $f$ respectively. Then,

$$|\langle P_1, f \rangle - \langle \tilde{P}_1, f \rangle| = |\langle P_1 - \tilde{P}_1, f - \frac{M + m}{2} 1 \rangle|$$

$$\leq \|P_1 - \tilde{P}_1\|_1 \|f - \frac{M + m}{2} 1\|_\infty = \frac{M - m}{2} \|P_1 - \tilde{P}_1\|_1 = TV(P_1, \tilde{P}_1) \delta_1(f).$$

As a result, the statement is true for $|V| = 1$. Suppose the statement is true for $|V| = n - 1$. Then, for $|V| = n$, we use $z_{2:n}$ to denote $(z_2, \ldots, z_n)$ and use $P_{2:n}$ to denote the product distribution $P_{2:n}(z_2, \ldots, z_n) = \prod_{i=2}^n P_i(z_i)$; $\tilde{P}_{2:n}$ is defined similarly. Then,

$$|E_{z \sim P} f(z) - E_{z \sim \tilde{P}} f(z)| = |E_{z_1 \sim P_1, z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n}) - E_{z_1 \sim \tilde{P}_1, z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n})|$$

$$\leq |E_{z_1 \sim P_1, z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n}) - E_{z_1 \sim \tilde{P}_1, z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n})|$$

$$+ |E_{z_1 \sim P_1, z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n}) - E_{z_1 \sim \tilde{P}_1, z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n})|$$

$$\leq \sum_{i=2}^n TV(P_i, \tilde{P}_i) \delta_i(f(z_1, z_{2:n})) \leq \sum_{i=2}^n TV(P_i, \tilde{P}_i) \delta_i(f).$$

Further, we have,

$$\delta_1(f) = \sup_{z_1, z'_1} |E_{z_{2:n} \sim P_{2:n}} f(z_1, z_{2:n}) - E_{z_{2:n} \sim \tilde{P}_{2:n}} f(z'_1, z_{2:n})|$$

$$\leq \sum_{i=2}^n TV(P_i, \tilde{P}_i) \delta_i(f).$$
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\begin{align*}
\leq \sup_{z_1, z'_1} E_{z_{2:n} \sim \hat{P}_{2:n}} |f(z_1, z_{2:n}) - f(z'_1, z_{2:n})| \\
\leq \sup_{z_1, z'_1, z_{2:n}} |f(z_1, z_{2:n}) - f(z'_1, z_{2:n})| = \delta_1(f).
\end{align*}

Combining these results, we have

\begin{align*}
|E_{s \sim \rho} f(s) - E_{s \sim \rho} f(s)| \leq E_{t=0} \sum_{i=2}^{n} TV(P_t, \hat{P}_t) \delta_i(f) + TV(P_t, \hat{P}_t) \delta_1(f) \\
\leq \sum_{i=1}^{n} TV(P_t, \hat{P}_t) \delta_i(f).
\end{align*}

So the induction is finished and the proof of Lemma 5 is concluded. \qed

B.3 Proof of Corollary 1

In the $\gamma$-discounted case, the $Q$-function is defined as (Qu et al., 2019),

\begin{equation}
Q^\theta_t(s, a) = \mathbb{E}_{a(t) \sim \zeta^\theta(s)} \left[ \sum_{t=0}^{\infty} \gamma^t r_i(s_i(t), a_i(t)) \right] s(0) = s, a(0) = a 
\end{equation}

(12)

For notational simplicity, denote $s = (s_{N_1}, s_{N_2})$, $a = (a_{N_1}, a_{N_2})$; $s' = (s_{N_1}', s_{N_2}')$ and $a = (a_{N_1}', a_{N_2}') \in (a_{N_1}, a_{N_2})$. Let $\pi_{t,i}$ be the distribution of $(s_i(t), a_i(t))$ conditioned on $(s(0), a(0)) = (s, a)$ under policy $\theta$, and let $\pi'_{t,i}$ be the distribution of $(s_i(t), a_i(t))$ conditioned on $(s(0), a(0)) = (s', a')$ under policy $\theta$. Then, under the conditions of Theorem 1, we can use equation (10) in the proof of Theorem 1 (also see Lemma 3), which still holds in the discounted setting as equation (10) is a property of the underlying Markov chain, irrespective of how the objective is defined. This leads to,

\begin{align*}
TV(\pi_{t,i}, \pi'_{t,i}) = 0 \quad \text{for} \quad t \leq \kappa, \\
TV(\pi_{t,i}, \pi'_{t,i}) \leq \rho^t \quad \text{for} \quad t > \kappa.
\end{align*}

With these preparations, we verify the exponential decay property. We expand the definition of $Q^\theta_t$ in (12),

\begin{align*}
|Q^\theta_t(s, a) - Q^\theta_t(s', a')| \\
\leq \sum_{t=0}^{\infty} \mathbb{E} \left[ \gamma^t r_i(s_i(t), a_i(t)) \right] (s(0), a(0)) = (s, a) - \mathbb{E} \left[ \gamma^t r_i(s_i(t), a_i(t)) \right] (s(0), a(0)) = (s', a') \\
= \sum_{t=0}^{\infty} \gamma^t \mathbb{E}_{(s, a_i) \sim \pi_{t,i}} r_i(s_i, a_i) - \gamma^t \mathbb{E}_{(s, a_i) \sim \pi'_{t,i}} r_i(s_i, a_i) \\
\leq \sum_{t=0}^{\infty} \gamma^t TV(\pi_{t,i}, \pi'_{t,i}) \leq \sum_{t=\kappa+1}^{\infty} \gamma^t \rho^t \leq \frac{\rho \gamma}{1 - \gamma \rho} (\kappa + 1).
\end{align*}

The above inequality shows that the $(\frac{\rho \gamma}{1 - \rho \gamma}, \rho \gamma)$-exponential decay property holds and concludes the proof of Corollary 1.

B.4 Numerical Validation of the Exponential Decay Property

In this subsection, we conduct numerical experiments to show that the exponential decay property holds broadly for randomly generated problem instances.

We consider a line graph with $n = 10$ nodes, local state space size $|S_i| = 2$, local action space size $|A_i| = 3$. We generate the local transition probabilities $P_i$, localized polices $\zeta_i$ and local rewards $r_i$ uniformly randomly with maximum reward set to be 1. To verify the exponential decay property, we consider Definition 1, where we pick $i$ to be the left most node in the line, generate $s, s', a, a'$ uniformly random in the global state or action space, and then increase $\kappa$ from 0 to $n - 2$. For each $\kappa$, we calculate the left hand side of (4) exactly through brutal force. We repeat the above procedure
Figure 3: Numerical verification of the exponential decay property. The $y$-axis is the left hand side of (4) whereas the $x$-axis is $\kappa$. The solid line represents the median value of different runs, whereas the shaded region represents 10% to 90% percentile of the runs.

We do a similar experiment on a $2 \times 6$ 2D grid, with a similar setup except node $i$ is now selected as the corner node in the grid. The results are shown in Figure 3b. Both Figure 3a and Figure 3b confirm that the left hand side of (4) decay exponentially in $\kappa$. This shows that the exponential decay property holds broadly for instances generated randomly.

### C Analysis of the Critic

The goal of the section is to analyze the critic update (line 5 and 6 in Algorithm 1). Our algorithm is a two-time scale algorithm, where the critic runs faster than the actor policy parameter $\theta(t)$. Therefore, in what follows, we show that the truncated $Q$-function in the critic $\hat{Q}^t_i$ “tracks” a quantity $\hat{Q}^{\theta(t)}_i$, which is the fixed point of the critic update when the policy is “frozen” at $\theta(t)$. Further, we show that this fixed point is a good approximation of the true $Q$ function $Q^{\theta(t)}_i$ for policy $\theta(t)$ because of the exponential decay property. The formal statement is given in Theorem 3.

**Theorem 3.** The following two statements are true.

(a) For each $i$ and $\theta$, there exists $\hat{Q}^{\theta}_i \in \mathbb{R}^Z$ which is an approximation of the true $Q$ function in the sense that, there exists scalar $\epsilon_i^{\theta}$ that depends on $\theta$, such that

$$\sqrt{\mathbb{E}_{z \sim \pi^\theta} |\hat{Q}^t_i(z_{\kappa^i}) + \epsilon_i^{\theta} - Q^\theta_i(z)|^2} \leq \frac{c\rho^{\kappa+1}}{1 - \mu_D},$$

where $\hat{Q}^\theta_i(z_{\kappa^i})$ is understood as 0.

(b) For each $i$, almost surely $\sup_{t \geq 0} \|\hat{Q}^t_i\|_{\infty} < \infty$. Further, $\hat{Q}^t_i$ tracks $\hat{Q}^{\theta(t)}_i$ in the sense that almost surely, $\lim_{t \to \infty} \hat{Q}^t_i - \hat{Q}^{\theta(t)}_i = 0$.

Our proof relies on the result on two-time scale stochastic approximation in Konda and Tsitsiklis (2003). In Appendix C.1, we review the result in Konda and Tsitsiklis (2003) and in Appendix C.2, we provide the proof for Theorem 3.

### C.1 Review of A Stochastic Approximation Result

In this subsection, we review a result on two time-scale stochastic approximation in Konda and Tsitsiklis (2003) which will be used in our proof for Theorem 3. Consider the following iterative
stochastic approximation scheme with iterate $x^t \in \mathbb{R}^m$,

$$x^{t+1} = x^t + \alpha_t (h^\theta(t)(z(t)) - G^\theta(t)(z(t))x^t + \xi^{t+1}x^t),$$

(14a)

$$\theta(t+1) = \theta(t) + \eta_t H^{t+1},$$

(14b)

where $z(t)$ is a stochastic process with finite state space $\mathcal{Z}$; $h^\theta(\cdot): \mathcal{Z} \rightarrow \mathbb{R}^m$, $G^\theta(\cdot): \mathcal{Z} \rightarrow \mathbb{R}^{m \times m}$ are vectors or matrices depending on both parameter $\theta$ as well as the state $z$; $\xi^{t+1} \in \mathbb{R}^{m \times m}$ and $H^{t+1}$ is some vector that drives the change of $\theta(t)$.

In what follows, we state Assumption 6 to 11 used in Konda and Tsitsiklis (2003). Assumption 6 is related to the summability of the step size $\alpha_t$.

**Assumption 6.** The step size is deterministic, nonincreasing, and satisfies $\sum_t \alpha_t = \infty$, $\sum_t \alpha_t^2 < \infty$.

Let $\mathcal{F}_t$ be the $\sigma$ algebra generated by $\{z(k), H^k, x^k, \theta(k)\}_{k \leq t}$. Assumption 7 says that the stochastic process $z(t)$ is Markovian and is driven by a transition kernel that depends on $\theta(t)$.

**Assumption 7.** There exists a parameterized family of transition kernels $P^\theta$ on state space $\mathcal{Z}$ such that, for every $A \subset \mathcal{Z}$, $\mathbb{P}(z(t+1) \in A|\mathcal{F}_t) = \mathbb{P}(z(t+1) \in A|z(t), \theta(t)) = P^\theta(t)(z(t+1) \in A|z(t))$.

Assumption 8 is a technical assumption on the transition kernel $P^\theta$ as well as $h^\theta$, $G^\theta$.

**Assumption 8.** For each $\theta$, there exists function $\hat{h}(\theta) \in \mathbb{R}^m$, $\hat{G}(\theta) \in \mathbb{R}^{m \times m}$, $\hat{h}^\theta: \mathcal{Z} \rightarrow \mathbb{R}^m$, $\hat{G}^\theta: \mathcal{Z} \rightarrow \mathbb{R}^{m \times m}$ that satisfy the following.

(a) For all $z \in \mathcal{Z}$,

$$\hat{h}^\theta(z) = h^\theta(z) - \hat{h}(\theta) + [P^\theta \hat{h}^\theta](z),$$

$$\hat{G}^\theta(z) = G^\theta(z) - \hat{G}(\theta) + [P^\theta \hat{G}^\theta](z),$$

where $P^\theta \hat{h}^\theta$ is a map from $\mathcal{Z}$ to $\mathbb{R}^m$ given by $[P^\theta \hat{h}^\theta](z) = \mathbb{E}_{z' \sim P^\theta(\cdot|z)} \hat{h}^\theta(z')$; similarly, $P^\theta \hat{G}^\theta$ is given by $[P^\theta \hat{G}^\theta](z) = \mathbb{E}_{z' \sim P^\theta(\cdot|z)} \hat{G}^\theta(z')$.

(b) For some constant $C$, $\max(||\hat{h}(\theta)||, ||\hat{G}(\theta)||) \leq C$ for all $\theta$.

(c) For any $d > 0$, there exists $C_d > 0$ such that $\sup_t \mathbb{E}[f^\theta(t)(z(t))]^d \leq C_d$ where $f^\theta$ represents any of the functions $\hat{h}^\theta$, $h^\theta$, $\hat{G}^\theta$, $G^\theta$.

(d) For some constant $C > 0$ and for all $\theta, \bar{\theta}$,

$$\max(||\hat{h}(\theta) - \hat{h}(\bar{\theta})||, ||\hat{G}(\theta) - \hat{G}(\bar{\theta})||) \leq C||\theta - \bar{\theta}||.$$

(e) There exists a positive constant $C$ such that for each $z \in \mathcal{Z}$,

$$||P^\theta f^\theta(z) - P^\bar{\theta} f^\bar{\theta}(z)|| \leq C||\theta - \bar{\theta}||,$$

where $f^\theta$ is any of the function $\hat{h}^\theta$ and $\hat{G}^\theta$.

The next Assumption 9 is to ensure that $\theta(t)$ changes slowly by imposing a bound on $H^t$ and requiring step size $\eta_t$ to be much smaller than $\alpha_t$.

**Assumption 9.** The process $H^t$ satisfies $\sup_t \mathbb{E}|H^t|^d < \infty$ for all $d$. Further, the sequence $\eta_t$ is deterministic and satisfies $\sum_t (\frac{\eta_t}{\alpha_t})^d < \infty$ for some $d > 0$.

Assumption 10 says that the $\xi^t$ is a martingale difference sequence.

**Assumption 10.** $\xi^t$ is an $m \times m$ matrix valued $\mathcal{F}_t$-martingale difference, with bounded moments, i.e.

$$\mathbb{E}\xi^{t+1}|\mathcal{F}_t = 0, \quad \sup_t \mathbb{E}\|\xi^{t+1}\|^d < \infty,$$

for each $d > 0$.

---

Footnote: Our stochastic approximation scheme (14) is slightly different from Konda and Tsitsiklis (2003) in that in Konda and Tsitsiklis (2003), $h^{\theta(t)}(\cdot)$ and $G^{\theta(t)}(\cdot)$ depend on $z(t+1)$ instead of $z(t)$. This change is without loss of generality as we can group two states together, i.e. $y(t) = (z(t-1), z(t))$ and write our algorithm in the form of Konda and Tsitsiklis (2003).
With the above definitions, the critic update equation (15) and (16) can be rewritten as the following,

The final Assumption 11 requires matrix \( \tilde{G}(\theta) \) to be uniformly positive definite.

**Assumption 11 (Uniform Positive Definiteness).** There exists a \( > 0 \) s.t. for all \( x \in \mathbb{R}^m \) and \( \theta \), we have

\[ x^T \tilde{G}(\theta) x \geq a \| x \|^2. \]

With the above assumptions, Konda and Tsitsiklis (2003, Lem. 12, Thm. 7) shows that the following theorem holds.

**Theorem 4 (Konda and Tsitsiklis (2003)).** Under Assumption 6-11, with probability 1, \( \sup_{t \geq 0} \| x^t \| < \infty \) and

\[ \lim_{t \to \infty} \| x^t - \tilde{G}(\theta(t))^{-1} \tilde{h}(\theta(t)) \| = 0. \]

In the next subsection, we will use the stochastic approximation result here to provide a proof of Theorem 3.

### C.2 Proof of Theorem 3

In this subsection, we will write our algorithm in the form of the stochastic approximation scheme (14) and provide a proof of Theorem 3. Throughout the rest of the section, we fix \( i \in \mathcal{N} \).

Define \( e_{z \mathcal{N}^r} \in \mathbb{R}^{\tilde{z}_N^r} \) to be the unit vector in \( \mathbb{R}^{\tilde{z}_N^r} \) when \( z_{\mathcal{N}^r} \neq \tilde{z}_N^r \), and is the zero vector when \( z_{\mathcal{N}^r} = \tilde{z}_N^r \) (the dummy state-action pair). Then, one can check that the critic part of our algorithm (line 5 and 6 in Algorithm 1) can be rewritten as,

\[ \hat{\mu}^t_{i+1} = \hat{\mu}^t_i + \alpha_t [r_i(z_i(t)) - \hat{\mu}^t_i], \tag{15} \]

\[ \hat{Q}^t_{i+1} = \hat{Q}^t_i + \alpha_t [r_i(z_i(t)) - \hat{\mu}^t_i + e_{z_{\mathcal{N}^r}(t)}^T (\hat{Q}^t_i \hat{Q}^t_i) e_{z_{\mathcal{N}^r}(t)}]. \tag{16} \]

When written in vector form, the above equation becomes

\[
\begin{bmatrix}
\hat{\mu}^t_{i+1} \\
\hat{Q}^t_{i+1}
\end{bmatrix} = \begin{bmatrix}
\hat{\mu}^t_i \\
\hat{Q}^t_i
\end{bmatrix} + \alpha_t \begin{bmatrix}
1 & e_{z_{\mathcal{N}^r}(t)} \\
0 & e_{z_{\mathcal{N}^r}(t)}^T e_{z_{\mathcal{N}^r}(t)} - e_{z_{\mathcal{N}^r}(t)}^T (\hat{Q}^t_i + e_{z_{\mathcal{N}^r}(t)}^T (\hat{Q}^t_i e_{z_{\mathcal{N}^r}(t)}))
\end{bmatrix} \begin{bmatrix}
r_i(z_i(t)) \\
e_{z_{\mathcal{N}^r}(t)} r_i(z_i(t))
\end{bmatrix}.
\]

We rescale the \( \hat{\mu}^t_i \) coordinate by a factor of \( c' \) for technical reasons to be clear later, and rewrite the above equation in an equivalent form,

\[
\begin{bmatrix}
c' \hat{\mu}^t_{i+1} \\
c' \hat{Q}^t_{i+1}
\end{bmatrix} = \begin{bmatrix}
c' \hat{\mu}^t_i \\
c' \hat{Q}^t_i
\end{bmatrix} + \alpha_t \begin{bmatrix}
1 & e_{z_{\mathcal{N}^r}(t)} \\
0 & e_{z_{\mathcal{N}^r}(t)}^T e_{z_{\mathcal{N}^r}(t)} - e_{z_{\mathcal{N}^r}(t)}^T (c' \hat{Q}^t_i + e_{z_{\mathcal{N}^r}(t)}^T (c' \hat{Q}^t_i e_{z_{\mathcal{N}^r}(t)}))
\end{bmatrix} \begin{bmatrix}
c' r_i(z_i(t)) \\
e_{z_{\mathcal{N}^r}(t)} c' r_i(z_i(t))
\end{bmatrix}.
\]

We define \( x^t_i = [c' \hat{\mu}^t_i; c' \hat{Q}^t_i] \) and,

\[ \hat{G}_i(z, z') = \begin{bmatrix}
1 & e_{z_{\mathcal{N}^r}} \\
e_{z_{\mathcal{N}^r}} e_{z_{\mathcal{N}^r}}^T - e_{z_{\mathcal{N}^r}}^T e_{z_{\mathcal{N}^r}}
\end{bmatrix}, \quad h_i(z) = \begin{bmatrix}
c' r_i(z_i) \\
e_{z_{\mathcal{N}^r}} c' r_i(z_i)
\end{bmatrix}.\]

With the above definitions, the critic update equation (15) and (16) can be rewritten as the following,

\[ x^t_{i+1} = x^t_i + \alpha_t \Big[ - \hat{G}_i(z(t), z(t+1)) x^t_i + h_i(z(t)) \Big]. \tag{17} \]

Let \( P^\theta \) be the transition matrix and the state-action pair when the policy is \( \theta \). Because at time \( t \), the policy is \( \theta(t) \), as such the transition matrix from \( z(t) \) to \( z(t+1) \) is \( P^\theta(t) \). We define

\[ G^\theta_i(z) = E_{z' \sim P^\theta(\cdot|z)} \hat{G}_i(z, z') \quad \Rightarrow \quad G^\theta_i(z) = \begin{bmatrix}
1 & e_{z_{\mathcal{N}^r}} \\
e_{z_{\mathcal{N}^r}} e_{z_{\mathcal{N}^r}}^T - e_{z_{\mathcal{N}^r}}^T e_{z_{\mathcal{N}^r}}
\end{bmatrix} \begin{bmatrix}
0 \\
- \hat{G}_i(z(t), z(t+1))
\end{bmatrix} \tag{18} \]

where \( P^\theta(\cdot|z) \) is understood as the \( z \)'th row of \( P^\theta \) and is treated as a row vector. Also, we have defined \( \Phi_i \in \mathbb{R}^{z \times \tilde{z}_N^r} \) to be a matrix with each row indexed by \( z \in \mathcal{Z} \) and each column indexed by \( z'_{\mathcal{N}^r} \in \tilde{z}_N^r \), and its entries are given by \( \Phi_i(z, z'_{\mathcal{N}^r}) = 1 \) if \( z_{\mathcal{N}^r} = z_{\mathcal{N}^r} \) and \( \Phi_i(z, z'_{\mathcal{N}^r}) = 0 \) elsewhere. Then, (17) can be rewritten as,

\[ x^t_{i+1} = x^t_i + \alpha_t \bigg[ - \hat{G}^\theta_i(z(t)) x^t_i + h_i(z(t)) + \big[ G^\theta_i(z(t), z(t+1)) - \hat{G}_i(z(t), z(t+1)) \big] x^t_i \bigg]. \tag{19} \]
This will correspond to the first equation in the stochastic approximation scheme (14) that we reviewed in Appendix C.1. Further, the actor update can be written as,

$$
\theta(t + 1) = \theta(t) + \eta_t \Gamma(\hat{Q}^t) \hat{g}(t).
$$

with \( \hat{g}_t(t) = \nabla_{\theta_t} \log c^0_i(t) (a_i(t)|s_i(t)) \frac{1}{\pi} \sum_{j \in \mathcal{N}_i^\gamma} \hat{Q}^j_i(z_{N_i}(t)) \). We identify equation (19) and (20) with the stochastic approximation scheme in (14), where \( x_i^t, G^\theta_i, h_i, c_i^{t+1}, \Gamma(\hat{Q}^t) \hat{g}(t) \) are identified with the \( x_i, G^\theta, h^\theta, c_i^{t+1}, H^{t+1} \) in (14) respectively. In what follows, we will check all the assumptions (Assumption 6 to 11) in Appendix C.1 and invoke Theorem 4.

To that end, we first define \( \hat{G}_i(\theta), \hat{h}_i(\theta), \hat{G}^\theta_i(z), \hat{h}^\theta_i(z) \), which will be the solution to the Poisson equation in Assumption 8(a). Given \( \theta \), recall the stationary distribution under policy \( \theta \) is \( \pi^\theta \) and matrix \( D^\theta = \text{diag}(\pi^\theta) \). We define,

$$
\hat{G}_i(\theta) = \mathbb{E}_{z \sim \pi^\theta} G^\theta_i(z) = \begin{bmatrix} 1 & 0 \\
\frac{1}{2} \Phi_i^\top \pi^\theta & \Phi_i^\top D^\theta \left[ \Phi_i - P^\theta \Phi_i \right] \end{bmatrix},
$$

$$
\hat{h}_i(\theta) = \mathbb{E}_{z \sim \pi^\theta} h_i(z) = \begin{bmatrix} c'(\pi^\theta)^\top r_i \\
\Phi_i^\top D^\theta r_i \end{bmatrix},
$$

where in the last line, \( r_i \) is understood as a vector over the entire state-action space \( Z \), (though it only depends on \( z_i \)). We also define,

$$
\hat{G}^\theta_i(z) = \mathbb{E}_\theta \sum_{t=0}^\infty [G^\theta_i(z(t)) - \hat{G}_i(\theta)]|z(0) = z|,
$$

$$
\hat{h}^\theta_i(z) = \mathbb{E}_\theta \sum_{t=0}^\infty [h_i(z(t)) - \hat{h}_i(\theta)]|z(0) = z|.
$$

It is easy to check that the above definitions will be the solution to the Poisson equation in Assumption 8(a).

We will now start to check all the assumptions. We will frequently use the following auxiliary lemma, which is an immediate consequence of Assumption 4.

**Lemma 6.** Under Assumption 4, for vector \( d \in \mathbb{R}^Z \) such that \( 1^\top d = 0 \), we have, \( \|((P^\theta)^\top)^t d\|_1 \leq c_\infty \mu^\prime_D \|d\|_1 \). for \( c_\infty = \sqrt{\frac{|Z|}{\sigma}} \).

**Proof.** As \( P^\theta \) is an ergodic stochastic matrix with stationary distribution \( \pi^\theta \), we have \( (P^\theta - 1(\pi^\theta)^\top)^t = (P^\theta)^t - 1(\pi^\theta)^\top \). As a result,

$$
((P^\theta)^\top)^t d = \left[ ((P^\theta)^\top)^t - \pi^\theta 1^\top \right] d = \left[ (P^\theta)^t - 1(\pi^\theta)^\top \right] d = \left[ (P^\theta - 1(\pi^\theta)^\top) \right]^\top d.
$$

As a result, by Assumption 4, \( \|((P^\theta)^\top)^t d\|_{D^\theta} \leq \|P^\theta - 1(\pi^\theta)^\top\|_{D^\theta} \|d\|_{D^\theta} \leq \mu^\prime_D \|d\|_{D^\theta} \). The rest follows from a change of norm as \( \sqrt{\frac{|Z|}{\sigma}} \|d\|_1 \leq \sqrt{\sigma} \|d\|_2 \leq \|d\|_{D^\theta} \|d\|_{D^\theta} \leq \|d\|_2 \leq \|d\|_1 \). \( \square \)

**Checking Assumptions 6, 7 and 8.** Clearly Assumption 6, Assumption 7 and Assumption 8(a) are satisfied. To check Assumption 8(b) and (c), we have the following Lemma.

**Lemma 7.** (a) For any \( z, z' \in \mathbb{Z} \), we have,

$$
\|G_i(z, z')\|_\infty \leq 2 + \frac{1}{\rho} := G_{\max}, \quad \|h_i(z)\|_\infty \leq \max(c', 1)\rho := h_{\max}.
$$

As a result, \( \|G^\theta_i(z)\|_\infty \leq G_{\max} \) and \( \|\hat{G}_i(\theta)\|_\infty \leq G_{\max} \). \( \|\hat{h}_i(\theta)\|_\infty \leq h_{\max} \).

(b) We also have that,

$$
\mathbb{E}_\theta \left[ G^\theta_i(z(t)) - \hat{G}_i(\theta) | z(0) = z \right] \|_{\infty} \leq 2G_{\max} c_{\max} \mu^\prime_D,
$$

$$
\mathbb{E}_\theta \left[ h_i(z(t)) - \hat{h}_i(\theta) | z(0) = z \right] \|_{\infty} \leq 2h_{\max} c_{\max} \mu^\prime_D.
$$

As a consequence, for any \( z \), \( \|\hat{G}^\theta_i(z)\|_\infty \leq 2G_{\max} c_{\max} \frac{1}{1 - \mu^\prime_D} \), \( \|\hat{h}_i^\theta(z)\|_\infty \leq 2h_{\max} c_{\max} \frac{1}{1 - \mu^\prime_D} \).
Further, there exists some $\pi^\theta$ with Lemma 10, the proof of Theorem 3 is concluded. 

Given $z$, let $d^t$ be the distribution of $z(t)$ starting form $z$. Then,
\[
\|E_\theta[G^\theta_i(z(t)) - \tilde{G}_i(\theta)]z(0) = z\|_{\infty} = \|E_{z \sim d^t}G^\theta_i(z) - E_{z \sim \pi^\theta}G^\theta_i(z)\|_{\infty}
\]
\[
= \|\sum_z (d^t(z) - \pi^\theta(z))G^\theta_i(z)\|_{\infty}
\]
\[
\leq \sum_z |d^t(z) - \pi^\theta(z)||G^\theta_i(z)||_{\infty}
\]
\[
\leq g_{\text{max}}\|d^t - \pi^\theta\|_1
\]
\[
= g_{\text{max}}\|((P^\theta)^T)(d^0 - \pi^\theta)\|_1 \leq g_{\text{max}}2c_{\infty}\mu_1.
\]

The proof for $h_i$ is similar. \qed

Next, the following Lemma 8 shows the Lipschitz condition in Assumption 8 (d) and (e) are true. The proof of Lemma 8 is postponed to Appendix C.3

**Lemma 8.** The following holds.

(a) $P^\theta$ and $\pi^\theta$ are Lipschitz in $\theta$.

(b) $\tilde{G}_i(\theta)$ and $\tilde{h}_i(\theta)$ are Lipschitz in $\theta$.

(c) For any $z$, $[P^\theta \tilde{h}_i^\theta](z)$ and $[P^\theta \tilde{G}_i^\theta](z)$ are Lipschitz in $\theta$ with the Lipschitz constant independent of $z$.

**Checking Assumption 9.** Recall that $\theta(t + 1) = \theta(t) + \eta_t \Gamma(\hat{Q}^t) \hat{g}(t)$. Note that $\|\hat{g}(t)\| \leq L_i \max_j \|Q^\theta_j\|_{\infty}$. By the definition of $\Gamma(\hat{Q}^t)$, we have almost surely $\|\Gamma(\hat{Q}^t)\hat{g}(t)\| \leq L_i$ for all $t$. As such, almost surely, for all $t$, $\|\Gamma(\hat{Q}^t)\hat{g}(t)\| \leq L$. This, together with our selection of $\eta_t$ (Assumption 3), shows that Assumption 9 is satisfied.

**Checking Assumption 10.** Recall that $\xi_{i+1}^t = G_i^\theta(z(t)) - \tilde{G}_i(z(t), z(t + 1))$. We have clearly $\mathbb{E}_{\xi_{i+1}^t}^t F^t = 0$ per the definition of $G_i^\theta(z)$. Further, $\|\xi_{i+1}^t\|_{\infty} \leq 2g_{\text{max}}$. So Assumption 10 is satisfied.

**Checking Assumption 11.** Finally, we check Assumption 11, the assumption that $\tilde{G}_i(\theta)$ is uniformly positive definite. This is done in the following Lemma 9, whose proof is postponed to Appendix C.4.

**Lemma 9.** We have when $c' = \frac{1}{\sigma \sqrt{(1 - \mu_D)}}$, then for any $\theta$, $x_i^\ast \tilde{G}_i(\theta) x_i \geq \frac{1}{2}(1 - \mu_D) \sigma^2 \|x_i\|^2$.

Given $\theta$, let $x_i^\ast = [c' \hat{\mu}_i^\theta, \hat{Q}^\theta_i]$ be the unique solution to $\tilde{h}_i(\theta) - \tilde{G}_i(\theta) x_i = 0$. Now that Assumptions 6 to 11 are satisfied, by Theorem 4 we immediately have almost surely $\lim_{t \to \infty} \|x_i^\ast - [\tilde{G}_i(\theta(t))]^{-1} \tilde{h}_i(\theta(t))\| < \infty$. As $x_i^\ast = [c' \hat{\mu}_i^\theta, \hat{Q}^\theta_i]$, this directly implies $\lim_{t \to \infty} \hat{Q}_i^\theta - \tilde{Q}_i^\theta(t) = 0$ and $\sup_{t \geq 0} \|\hat{Q}_i^\theta\|_{\infty} \leq \infty$. This proves part (b) of Theorem 3. For part (a), we show the following Lemma 10 on the property of $x_i^\ast$, whose proof is postponed to Appendix C.5. With Lemma 10, the proof of Theorem 3 is concluded.

**Lemma 10.** Given $\theta$, the solution $x_i^\ast = [c' \hat{\mu}_i^\theta, \hat{Q}^\theta_i]$ to $\tilde{h}_i(\theta) - \tilde{G}_i(\theta) x_i = 0$ satisfies $\hat{\mu}_i^\theta = J_i(\theta)$. Further, there exists some $c_i^\ast \in \mathbb{R}$ s.t.
\[
\|\Phi_i \hat{Q}_i^\theta + c_i^\ast \mathbb{1} - Q_i^\theta\|_D \leq \frac{c_{\rho+1}}{1 - \mu_D},
\]
where $\mathbb{1}$ is the all one vector in $\mathbb{R}^Z$.

**C.3 Proof of Lemma 8**

To show (a), notice that, $P^\theta(s', a'| s, a) = P(s'| s, a) \zeta^\theta(a'| s')$. Therefore,
\[
\|P^\theta - P^\theta\|_\infty = \max_{s, a} \sum_{s', a'} P(s'| s, a) \zeta^\theta(a'| s') - \zeta^\theta(a'| s')
\]
\[
\leq L \|\theta - \bar{\theta}\| \max_{s,a} \sum_{s',a'} P(s'|s,a) \]
\[
= L|\mathcal{A}| \|\theta - \bar{\theta}\| := L_P \|\theta - \bar{\theta}\|,
\]
where in the inequality, we have used that for any \( a \in \mathcal{A}, s \in \mathcal{S} \), as \( \|\nabla_{\theta_i} \log \zeta^d_i(a|s_i)\| = \|\nabla_{\theta_i} \log \zeta_i^d(a_i|s_i)\| \leq L_i \) (Assumption 5), we have \( \|\nabla_{\theta_i} \zeta^d_i(a|s)\| \leq \|\nabla_{\theta_i} \zeta_i^d(a_i|s_i)\| \leq \sqrt{\sum_{i \in \mathcal{N}} L_i^4} = L. \)

Next, we show \( \pi^\theta \) is Lipschitz continuous in \( \theta \). Notice that \( \pi^\theta \) satisfies \( \pi^\theta = (P^\theta)^\top \pi^\theta \). As such, we have,
\[
\pi^\theta - \pi^\bar{\theta} = (P^\theta)^\top (\pi^\theta - \pi^\bar{\theta}) + (P^\theta - P^\bar{\theta})^\top \pi^\bar{\theta}
\]
\[
= ((P^\theta)^\top)^{k-1}((P^\theta)^\top)^{\ell}(P^\theta - P^\bar{\theta})^\top \pi^\bar{\theta} + \sum_{\ell=0}^{k-1}((P^\theta)^\top)^{\ell}(P^\theta - P^\bar{\theta})^\top \pi^\bar{\theta} = \sum_{\ell=0}^{\infty} ((P^\theta)^\top)^{\ell}(P^\theta - P^\bar{\theta})^\top \pi^\bar{\theta}.
\]
Notice that by Lemma 6,
\[
\|((P^\theta)^\top)^{\ell}(P^\theta - P^\bar{\theta})^\top \pi^\bar{\theta}\|_1 \leq c_\infty \mu_D^{\ell} \|P^\theta - P^\bar{\theta}\|_\infty \pi^\bar{\theta} \leq c_\infty \mu_D^{\ell} \|P^\theta - P^\bar{\theta}\|_\infty.
\]
Therefore, we have
\[
\|\pi^\theta - \pi^\bar{\theta}\|_1 \leq \frac{c_\infty}{1 - \mu_D} \|P^\theta - P^\bar{\theta}\|_\infty \leq \frac{c_\infty}{1 - \mu_D} L_P \|\theta - \bar{\theta}\|.
\]
So we are done for part (a).

For part (b), notice that \( h_i(\theta) \) depends on \( \theta \) only through \( \pi^\theta \) and is linear in \( \pi^\theta \). As a result \( h_i(\theta) \) is Lipschitz in \( \theta \). For similar reasons, for \( G_i(\theta) \) we only need to show \( D^\theta P^\theta \) is Lipschitz in \( \theta \). This is true because both \( D^\theta \) and \( P^\theta \) are Lipschitz in \( \bar{\theta} \), and they themselves are bounded.

For part (c), fixing any initial \( z \), let \( d^{\theta,t} \) be the distribution of \( z(t) \) under policy \( \theta \). We first show that \( d^{\theta,t} - \pi^\theta \) is Lipschitz in \( \theta \) with Lipschitz constant geometrically decaying in \( t \). To this end, note that
\[
d^{\theta,t} - \pi^\theta - (d^{\bar{\theta},t} - \pi^\bar{\theta}) = (P^\theta)^\top (d^{\theta,t-1} - \pi^\theta) - (P^\bar{\theta})^\top (d^{\bar{\theta},t-1} - \pi^\bar{\theta})
\]
\[
= (P^\theta)^\top [d^{\theta,t-1} - \pi^\theta - (d^{\bar{\theta},t-1} - \pi^\bar{\theta})] + (P^\theta - P^\bar{\theta})^\top (d^{\bar{\theta},t-1} - \pi^\bar{\theta})
\]
\[
= ((P^\theta)^\top)^{\ell}(P^\theta - P^\bar{\theta})^\top (d^{\bar{\theta},t-\ell} - \pi^\bar{\theta}).
\]
As such, we have,
\[
\|d^{\theta,t} - \pi^\theta - (d^{\bar{\theta},t} - \pi^\bar{\theta})\|_1 \leq c_\infty \mu_D^{\ell} \|\pi^\theta - \pi^\bar{\theta}\|_1 + \sum_{\ell=0}^{t-1} c_\infty \mu_D^{\ell} \|P^\theta - P^\bar{\theta}\|_\infty \|d^{\bar{\theta},t-\ell} - \pi^\bar{\theta}\|_1
\]
\[
\leq c_\infty \mu_D^{\ell} \frac{c_\infty}{1 - \mu_D} L_P \|\theta - \bar{\theta}\| + \sum_{\ell=0}^{t-1} c_\infty \mu_D^{\ell} L_P \|\theta - \bar{\theta}\| 2c_\infty \mu_D^{\ell-1}
\]
\[
= \frac{c_\infty L_P}{1 - \mu_D} \mu_D^{\ell} \|\theta - \bar{\theta}\| + 2c_\infty L_P t \mu_D^{t-1} \|\theta - \bar{\theta}\|
\]
\[
\leq \frac{5c_\infty L_P}{1 - \mu_D} \left(1 + \mu_D^{t-1}\right) \|\theta - \bar{\theta}\|.
\]
(22)

Next, we turn to \( \hat{G}_i^\theta(z) \) and show its Lipschitz continuity in \( \theta \). Note that by definition,
\[
\hat{G}_i^\theta(z) = \mathbb{E}_{\theta} \sum_{t=0}^{\infty} [G_i^\theta(z(t)) - G_i(z(t))] |z(0) = z] = \sum_{t=0}^{\infty} [\mathbb{E}_{z \sim d^\theta, t} G_i^\theta(z(t)) - \mathbb{E}_{z \sim \pi^\theta G_i(z(t))}]
\]
\[
= \sum_{t=0}^{\infty} \sum_{z' \in Z} (d^{\theta,t}(z') - \pi^\theta(z')) G_i(z').
\]
As such,

\[
\|\hat{G}_i^\theta (z) - \hat{G}_i^\theta (z)\|_\infty \\
\leq \sum_{t=0}^\infty \sum_{z \in Z} \left\| (d^{\theta,t}(z') - \pi^\theta(z'))G_i^\theta(z') - (d^{\hat{\theta},t}(z') - \pi^\theta(z'))G_i^\hat{\theta}(z') \right\|_\infty \\
\leq \sum_{t=0}^\infty \sum_{z \in Z} \left[ |d^{\theta,t}(z') - \pi^\theta(z') - (d^{\hat{\theta},t}(z') - \pi^\theta(z'))| \|G_i^\theta(z')\|_\infty + |d^{\hat{\theta},t}(z') - \pi^\theta(z')| \|G_i^\theta(z') - G_i^\hat{\theta}(z')\|_\infty \right] \\
\leq \sum_{t=0}^\infty \left[ \|d^{\theta,t} - \pi^\theta - (d^{\hat{\theta},t} - \pi^\theta)\|_1 G_{\max} + \|d^{\hat{\theta},t} - \pi^\theta\|_1 \sup_z \|G_i^\theta(z') - G_i^\hat{\theta}(z')\|_\infty \right] \\
\leq \sum_{t=0}^\infty \left[ 5c_\infty^2 \frac{L_P G_{\max}}{1 - \mu_D} \frac{1 + \mu_D}{2} \theta - \bar{\theta} \| + 2c_\infty \mu_D \sup_z \|G_i^\theta(z') - G_i^\hat{\theta}(z')\|_\infty \right].
\]

Since \(G_i^\theta(z')\) depends on \(\theta\) only through \(P^\theta\) and is linear in \(P^\theta\), \(G_i^\theta(z')\) is Lipschitz in \(\theta\). Therefore, in the above summation, each summand can be written as some geometrically decaying term times \(\|\theta - \bar{\theta}\|\). As such, \(\hat{G}_i^\theta(z)\) is Lipschitz in \(\theta\), and the Lipschitz constant can be made independent of \(z\) by taking the sup over the finite set \(z \in Z\). As a result, \([P^\theta, \hat{G}_i^\theta(z')] = \sum_{z} P^\theta(z'|z)\hat{G}_i^\theta(z')\) is Lipschitz in \(\theta\) as well since both \(P^\theta\) and \(\hat{G}_i^\theta(z')\) are Lipschitz in \(\theta\) and bounded.

The proof for the Lipschitz continuity of \(P^\theta, \hat{G}_i^\theta(z)\) is similar and is hence omitted. Therefore, part (c) is done and the proof is concluded.

### C.4 Proof of Lemma 9

Recall that,

\[
\hat{G}_i^\theta(\pi) = \begin{bmatrix} \frac{1}{\pi^\top} \Phi_i^\top \pi^\theta & \Phi_i^\top \pi^\theta [\Phi_i - P^\theta \Phi_i] \end{bmatrix}.
\]

Let \(x_i = [\hat{\mu}_i, \hat{Q}_i]\) and define \(\hat{\Phi}_i = \Phi_i - 1(\pi^\theta)^\top \Phi_i\). Then,

\[
\Phi_i^\top P^\theta \Phi_i = \hat{\Phi}_i^\top P^\theta \hat{\Phi}_i + \Phi_i^\top \pi^\theta 1^\top D^\theta \Phi_i + \Phi_i^\top D^\theta 1(\pi^\theta)^\top \Phi_i + \Phi_i^\top \pi^\theta 1^\top D^\theta 1(\pi^\theta)^\top \Phi_i \\
= \hat{\Phi}_i^\top D^\theta \hat{\Phi}_i + \Phi_i^\top \pi^\theta (\pi^\theta)^\top \Phi_i.
\]

As such,

\[
\Phi_i^\top P^\theta \Phi_i = \Phi_i^\top D^\theta \Phi_i - \hat{\Phi}_i^\top D^\theta \Phi_i = \hat{\Phi}_i^\top D^\theta \Phi_i - \hat{\Phi}_i^\top D^\theta \Phi_i,
\]

from which, we have using Assumption 4,

\[
\hat{Q}_i^\top (\Phi_i^\top P^\theta \Phi_i - \Phi_i^\top D^\theta \Phi_i) \hat{Q}_i \geq \|\Phi_i \hat{Q}_i\|_{D^\theta}^2 - \|\Phi_i \hat{Q}_i\|_{D^\theta} (P^\theta - 1(\pi^\theta)^\top \hat{\Phi}_i \hat{Q}_i) \|\hat{\Phi}_i \hat{Q}_i\|_{D^\theta} \\
= \|\Phi_i \hat{Q}_i\|_{D^\theta}^2 - \|\Phi_i \hat{Q}_i\|_{D^\theta} \|P^\theta - 1(\pi^\theta)^\top \hat{\Phi}_i \hat{Q}_i\|_{D^\theta} \\
\geq \|\Phi_i \hat{Q}_i\|_{D^\theta}^2 - \mu_D \|\Phi_i \hat{Q}_i\|_{D^\theta}^2 \\
= (1 - \mu_D) \hat{Q}_i^\top \Phi_i^\top D^\theta \Phi_i \hat{Q}_i \\
= (1 - \mu_D) \|\hat{Q}_i^\top \Phi_i^\top D^\theta \Phi_i \hat{Q}_i\|^2 \\
\geq (1 - \mu_D) \|\hat{Q}_i\|^2 \|\Phi_i^\top D^\theta \Phi_i\|^2, \quad (23)
\]

where the last step is due to the following. Let \(v \in \mathbb{R}^{2N_x}\) be the marginalized distribution of \(z_{N_x} \in \mathbb{Z}_{N_x}\) under \(\pi^\theta\), i.e., \(v(z_{N_x}) = \pi^\theta(z_{N_x})\). Using \(v(z_{N_x}) \geq \sigma\) and \(\sum_{z_{N_x} \in \mathbb{Z}_{N_x}} v(z_{N_x}) \leq 1 - \sigma\) (Assumption 4), we have,

\[
\Phi_i^\top D^\theta \Phi_i - \Phi_i^\top \pi^\theta (\pi^\theta)^\top \Phi_i = \text{diag}(v) - vv^\top = \text{diag}(v)^\frac{1}{2} (I - \text{diag}(v)^{-\frac{1}{2}} v(\text{diag}(v)^{-\frac{1}{2}} v)^\top) \text{diag}(v)^\frac{1}{2}
\]

\]
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where we have used
\[ (1 - \frac{1}{2}v^2)\text{diag}(v) \geq \sigma^2 I. \]

Building on (23), the rest of the proof follows easily. We have,
\[
x_i^\top \tilde{G}_i(\theta)x_i \geq \hat{\mu}_i^2 + (1 - \mu_D)\sigma^2\|\hat{Q}_i\|^2 + \frac{1}{c'} \hat{Q}_i^\top \hat{\Phi}_i \pi^\theta \hat{\mu}_i
\]
\[
\geq \hat{\mu}_i^2 + (1 - \mu_D)\sigma^2\|\hat{Q}_i\|^2 - \frac{1}{c'} \|\hat{Q}_i\| ||\hat{\mu}_i||
\]
\[
\geq \min\left(\frac{1}{2}, \frac{1}{2}(1 - \mu_D)\sigma^2\|x_i\|^2, \right.
\]
where we have used
\[
\frac{1}{2}\hat{\mu}_i^2 + \frac{1}{2}(1 - \mu_D)\sigma^2\|\hat{Q}_i\|^2 \geq \sigma\sqrt{(1 - \mu_D)}\|\hat{Q}_i\| ||\hat{\mu}_i|| \geq \frac{1}{c'} \|\hat{Q}_i\| ||\hat{\mu}_i||.
\]

C.5 Proof of Lemma 10

By the definition of \( \tilde{G}_i(\theta) \) and \( \tilde{h}_i(\theta) \), we have \( \hat{\mu}_i^\theta = (\pi^\theta)\top r_i = J_i(\theta) \), the average reward at node \( i \) under policy \( \theta \), and \( \hat{Q}_i^\theta \in \mathbb{R}^{\tilde{Z}_{N^\theta}} \) is the solution to the following linear equation (the solution must be unique due to Lemma 9),
\[
0 = -\Phi_i^\top D^\theta \hat{\mu}_i^\theta \mathbf{1} + \Phi_i^\top D^\theta [P^\theta \Phi_i - \Phi_i] \hat{Q}_i^\theta + \Phi_i^\top D^\theta r_i
\]
\[
= \Phi_i^\top D^\theta [r_i - \hat{\mu}_i^\theta \mathbf{1} + P^\theta \Phi_i \hat{Q}_i^\theta] - \Phi_i^\top D^\theta \Phi_i \hat{Q}_i^\theta
\]
\[
= \Phi_i^\top D^\theta [r_i - J_i(\theta) \mathbf{1} + P^\theta \Phi_i \hat{Q}_i^\theta] - \Phi_i^\top D^\theta \Phi_i \hat{Q}_i^\theta. \tag{24}
\]

To understand the solution of (24), we define an equivalent expanded equation, whose solution can be related to the Bellman operator. For this purpose, define \( \hat{\Phi}_i \in \mathbb{R}^{\tilde{Z} \times \tilde{Z}_{N^\theta}} \) to be a matrix with each row indexed by \( z \in \tilde{Z} \) and each column indexed by \( \tilde{z}_{N^\theta} \in \tilde{Z}_{N^\theta} \) and \( \hat{\Phi}_i(z, \tilde{z}_{N^\theta}) = 1 \) if \( z_{N^\theta} = \tilde{z}_{N^\theta} \) and 0 elsewhere. In other words, \( \hat{\Phi}_i \) is essentially \( \Phi_i \), with the additional column corresponding to the dummy state-action pair \( \tilde{z}_{N^\theta} \). Consider the following equations on \( \hat{Q}_i^\theta \in \mathbb{R}^{\tilde{Z}_{N^\theta}} \)
\[
0 = \hat{\Phi}_i^\top D^\theta [r_i - J_i(\theta) \mathbf{1} + P^\theta \Phi_i \hat{Q}_i^\theta] - \hat{\Phi}_i^\top D^\theta \Phi_i \hat{Q}_i^\theta, \tag{25a}
\]
\[
0 = \hat{Q}_i^\theta(\tilde{z}_{N^\theta}). \tag{25b}
\]

Claim 1: The equations (24) and (25) are equivalent in the sense that both have unique solutions, and the solutions are related by \( \hat{Q}_i^\theta(z_{N^\theta}) = \hat{Q}_i(\tilde{z}_{N^\theta}), \forall z_{N^\theta} \in \tilde{Z}_{N^\theta} \).

Before we prove the claim, we first show (25a) can be actually reformulated as the fixed point equation related to the Bellman operator.

Reformulation of (25a) as fixed point equation. It is easy to check that \( \hat{D}_i^\theta = \hat{\Phi}_i^\top D^\theta \hat{\Phi}_i \in \mathbb{R}^{\tilde{Z}_{N^\theta} \times \tilde{Z}_{N^\theta}} \) is a diagonal matrix, and the \( z_{N^\theta} \)th diagonal entry is the marginal probability of \( z_{N^\theta} \) under \( \pi^\theta \), which is non-zero by Assumption 4. Therefore, \( \Phi_i^\top D^\theta \Phi_i \) is invertible and matrix \( \Pi_i^\theta = (\hat{\Phi}_i^\top D^\theta \hat{\Phi}_i)^{-1} \hat{\Phi}_i^\top D^\theta \) is well defined. Further, the \( z_{N^\theta} \)th row of \( \Pi_i^\theta \) is in fact the conditional distribution of the full state \( z \) given \( z_{N^\theta} \). So, \( \Pi_i^\theta \) must be a stochastic matrix and is non-expansive in infinity norm. Let \( TD_i^\theta(Q_i) = r_i - J_i(\theta) \mathbf{1} + P^\theta Q_i \) be the Bellman operator for reward \( r_i \). Further, define operator \( g : \mathbb{R}^{\tilde{Z}_{N^\theta}} \to \mathbb{R}^{\tilde{Z}_{N^\theta}} \) given by \( g(Q_i) = \Pi_i^\theta TD_i^\theta \Phi_i \hat{Q}_i \) for \( \hat{Q}_i \in \mathbb{R}^{\tilde{Z}_{N^\theta}} \). Then, (25a) is equivalent to the fixed point equation of operator \( g \), \( g(Q_i^\theta) = Q_i^\theta \). Our next claim studies the structure of the fixed points of \( g \).

Claim 2: Define \( \Xi_i^\theta = \{ Q_i \in \mathbb{R}^{\tilde{Z}} : E_{z \sim \pi^\theta} Q_i(z) = 0 \} \), and \( \Xi_{i \theta} = \{ \hat{Q}_i \in \mathbb{R}^{\tilde{Z}_{N^\theta}} : E_{z \sim \pi^\theta} \hat{Q}_i(z_{N^\theta}) = 0 \} \). We claim that \( g \) has a unique fixed point within \( \Xi_i^\theta \) which we denote as \( Q_i^\theta \). Further, all fixed points of \( g \) are the set \( \{ Q_i^\theta + c_i \mathbf{1} : c_i \in \mathbb{R} \} \).

Proof of Claim 2. We in fact show \( g \) maps \( \Xi_i^\theta \) to \( \Xi_i^\theta \) and is a contraction in \( \| \cdot \|_D^\theta \) norm when restricted to \( \Xi_{i \theta} \), which will guarantee the existence and uniqueness of \( Q_i^\theta \). To see this, we check the following steps.
We are now ready to prove Claim 1.

Combining these relations, $g$ maps $\tilde{\Xi}_i^\theta$ to itself and further, we have for $\tilde{Q}_i, \tilde{Q}_i' \in \tilde{\Xi}_i^\theta$,

$$
\|g(\tilde{Q}_i) - g(\tilde{Q}_i')\|_{\tilde{D}_i^\theta} = \|\Pi_i^\theta (TD_i^\theta \tilde{\Phi}_i \tilde{Q}_i - TD_i^\theta \tilde{\Phi}_i \tilde{Q}_i')\|_{\tilde{D}_i^\theta} \leq \|TD_i^\theta (\tilde{\Phi}_i \tilde{Q}_i) - TD_i^\theta (\tilde{\Phi}_i \tilde{Q}_i')\|_{\tilde{D}_i^\theta} \\
\leq \mu_D \|\tilde{\Phi}_i (\tilde{Q}_i - \tilde{Q}_i')\|_{\tilde{D}_i^\theta} = \mu_D \|\tilde{Q}_i - \tilde{Q}_i'\|_{\tilde{D}_i^\theta},
$$

which shows $g$ is a contraction when restricted to $\tilde{\Xi}_i^\theta$. This shows $g$ has a unique fixed point within $\tilde{\Xi}_i^\theta$, which we denote by $\tilde{Q}_i^\theta$.

Therefore, let $\tilde{Q}_i$ be a fixed point of $g$, then $\tilde{Q}_i - 1_E z_{\pi \sim \pi_1} \tilde{Q}_i(z_{N_i}) = 0$. This corresponds exactly to the equation in (24). As such, the solution of (24) is the solution of (25), removing the entry in $z_{N_i}^\theta$. □

We are now ready to prove Claim 1.

**Proof of Claim 1.** By Claim 2, the set $\{\tilde{Q}_i^\theta + c_1 : c_1 \in \mathbb{R}\}$ characterizes the solution to equation (25a). Therefore, (25) must have a unique solution $\tilde{Q}_i^\theta = \tilde{Q}_i^\theta - \tilde{Q}_i^\theta (z_{N_i}^\theta) 1$. Since (25a) is an over-determined equation, we can essentially remove one row corresponding to $\tilde{z}_{N_i}^\theta$, and then plug in $\tilde{Q}_i^\theta (\tilde{z}_{N_i}^\theta) = 0$. This corresponds exactly to the equation in (24). As such, the solution of (24) is the solution of (25), removing the entry in $z_{N_i}^\theta$. □

By Claim 1 and Claim 2, we have

$$
\Phi_i \tilde{Q}_i^\theta = \tilde{\Phi}_i \tilde{Q}_i^\theta = \tilde{\Phi}_i \tilde{Q}_i^\theta - \tilde{Q}_i^\theta (\tilde{z}_{N_i}) 1.
$$

As such, we can set $c_i^\theta = \tilde{Q}_i^\theta (\tilde{z}_{N_i})$ and get,

$$
\|\Phi_i \tilde{Q}_i^\theta + c_i^\theta 1 - Q_i^\theta\|_{\tilde{D}_i^\theta} = \|\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta}. \quad (26)
$$

Finally, we bound $\|\Phi_i \tilde{Q}_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta}$. We have, using $\tilde{Q}_i^\theta$ is a fixed point of $g(\cdot)$ and $Q_i^\theta$ is a fixed point of $TD_i^\theta$,

$$
\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta = \tilde{\Phi}_i \tilde{Q}_i^\theta - \tilde{\Phi}_i \Pi_i^\theta Q_i^\theta + \tilde{\Phi}_i \Pi_i^\theta Q_i^\theta - Q_i^\theta \\
= \tilde{\Phi}_i \Pi_i^\theta TD_i^\theta \tilde{\Phi}_i \tilde{Q}_i^\theta - \tilde{\Phi}_i \Pi_i^\theta TD_i^\theta Q_i^\theta + \tilde{\Phi}_i \Pi_i^\theta Q_i^\theta - Q_i^\theta \\
= \tilde{\Phi}_i \Pi_i^\theta P^\theta (\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta) + \tilde{\Phi}_i \Pi_i^\theta Q_i^\theta - Q_i^\theta.
$$

Note that by Assumption 4,

$$
\|\tilde{\Phi}_i \Pi_i^\theta P^\theta (\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta)\|_{\tilde{D}_i^\theta} = \|\tilde{\Phi}_i \Pi_i^\theta (P^\theta - 1(\pi_0)^T) (\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta)\|_{\tilde{D}_i^\theta} \leq \mu_D \|\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta}.
$$

This shows $\|\tilde{\Phi}_i \tilde{Q}_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta} \leq \mu_D \|\tilde{\Phi}_i \Pi_i^\theta Q_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta} + \|\tilde{\Phi}_i \Pi_i^\theta Q_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta}$, and hence,

$$
\|\Phi_i \tilde{Q}_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta} \leq \frac{1}{1 - \mu_D} \|\Phi_i \Pi_i^\theta Q_i^\theta - Q_i^\theta\|_{\tilde{D}_i^\theta} \leq \frac{1}{1 - \mu_D} \|\Phi_i \Pi_i^\theta Q_i^\theta - Q_i^\theta\|_{\infty}. \quad (27)
$$
Next, recall that the \( z_{N^-} \)'s row of \( \Pi^0 \) is the distribution of the state-action pair \( z \) conditioned on its \( N^+ \) coordinates being fixed to be \( z_{N^+} \). We denote this conditional distribution of the states outside of \( N^+ \), \( z_{N^-} \), given \( z_{N^+} \), as \( \pi^0(z_{N^-}|z_{N^+}) \). With this notation,

\[
(\hat{\Phi}_t \Pi_t^0 Q_t^0)(z_{N^+}, z_{N^-}) = \sum_{z_{N^-}} \pi^0(z_{N^-}|z_{N^+}) Q_t^0(z_{N^+}, z_{N^-}).
\]

Therefore, we have,

\[
\| (\hat{\Phi}_t \Pi_t^0 Q_t^0)(z_{N^+}, z_{N^-}) - Q_t^0(z_{N^+}, z_{N^-}) \| = \left| \sum_{z_{N^-}} \pi^0(z_{N^-}|z_{N^+}) Q_t^0(z_{N^+}, z_{N^-}) - \sum_{z_{N^-}} \pi^0(z_{N^-}|z_{N^+}) Q_t^0(z_{N^+}, z_{N^-}) \right| 
\leq \sum_{z_{N^-}} \pi^0(z_{N^-}|z_{N^+}) \| Q_t^0(z_{N^+}, z_{N^-}) - Q_t^0(z_{N^+}, z_{N^-}) \| 
\leq c \rho^{k+1},
\]

where the last inequality is due to the exponential decay property (cf. Definition 1 and Assumption 2).

Therefore,

\[
\| \hat{\Phi}_t \Pi_t^0 Q_t^0 - Q_t^0 \|_\infty \leq c \rho^{k+1}.
\]

Combining the above with (27), we get,

\[
\| \hat{\Phi}_t \hat{Q}_t^0 - Q_t^0 \|_{D^\rho} \leq \frac{c \rho^{k+1}}{1 - \mu_D},
\]

which, when combined with (26), leads to the desired result.

## D Analysis of the Actor and Proof of Theorem 2

The proof is divided into three steps. Firstly, we decompose the error in the gradient approximation into three sequences. Then, we bound the three error sequences separately. Finally, using the bounds, we prove Theorem 2.

**Step 1: Error decomposition.** Recall that the actor update can be written as \( \theta_i(t + 1) = \theta_i(t) + \eta_i \Gamma(\hat{Q}^t) \hat{g}_i(t) \), where

\[
\hat{g}_i(t) = \nabla_{\theta_i} \log \zeta_i^\theta(t)(a_i(t)|s_i(t)) \frac{1}{n} \sum_{j \in N^+} \hat{Q}_j^t(s_{N^-}(t), a_{N^-}(t)),
\]

and \( \Gamma(\hat{Q}^t) = \frac{1}{1 + \max_j \| Q_j^t \|_\infty} \) is a scalar whose purpose is to control the size of the approximated gradient. We also denote \( \Gamma_t = \Gamma(\hat{Q}^t) \). Recall that the true gradient of the objective function is given by (Lemma 1),

\[
\nabla_{\theta_i} J(\theta(t)) = \mathbb{E}_{(s, a) \sim \pi(\cdot)} \nabla_{\theta_i} \log \zeta_i^\theta(t)(a_i|s_i) \frac{1}{n} \sum_{j \in N^+} Q_j^\theta(t)(s, a).
\]

The error between the approximated gradient \( \hat{g}_i(t) \) and the true gradient \( \nabla_{\theta_i} J(\theta(t)) \) can be decomposed into three terms,

\[
\hat{g}_i(t) - \nabla_{\theta_i} J(\theta(t)) = \nabla_{\theta_i} \log \zeta_i^\theta(t)(a_i|s_i) \frac{1}{n} \sum_{j \in N^+} \hat{Q}_j^t(s_{N^-}(t), a_{N^-}(t)) - \mathbb{E}_{(s, a) \sim \pi(\cdot)} \nabla_{\theta_i} \log \zeta_i^\theta(t)(a_i|s_i) \frac{1}{n} \sum_{j \in N^+} \hat{Q}_j^t(s_{N^-}, a_{N^-})
\]

\[
+ \mathbb{E}_{(s, a) \sim \pi(\cdot)} \nabla_{\theta_i} \log \zeta_i^\theta(t)(a_i|s_i) \frac{1}{n} \sum_{j \in N^+} \hat{Q}_j^t(s_{N^-}, a_{N^-}) - \sum_{j \in N^+} \hat{Q}_j^\theta(t)(s_{N^-}, a_{N^-}).
\]
We start with a bound related to error sequence \( \|Q_{i}^{\theta}(t)\|_{\infty} \leq \max_{\theta, i} Q_{\max} \). As a result, \( \|\nabla_{\theta, i} J(\theta)\| \leq L_i \), and almost surely, for each \( i \), \( \|\nabla J(\theta)\| \leq L_{Q_{\max}} \).

We have
\[
\begin{aligned}
&+ \mathbb{E}_{(s,a) \sim \pi^{\theta}(t)} \nabla_{\theta, i} \log \pi^{\theta}(a|s) \frac{1}{n} \left[ \sum_{j \in \mathcal{N}_{t}^{\theta}} \hat{Q}_{j}^{\theta}(s, a, \pi^{\theta}(s, a)) - \sum_{j \in \mathcal{N}} Q_{j}^{\theta}(s, a) \right] \\
&:= c_{i}^{1}(t) + c_{i}^{2}(t) + c_{i}^{3}(t).
\end{aligned}
\]

We also use \( e_{1}(t), e_{2}(t), e_{3}(t), \hat{g}(t) \) to denote \( c_{i}^{1}(t), c_{i}^{2}(t), c_{i}^{3}(t), \hat{g}(t) \) stacked into a larger vector respectively. We next bound the three error sequences \( c_{i}^{1}(t), c_{i}^{2}(t) \) and \( c_{i}^{3}(t) \).

**Step 2: Bounding error sequences.** In this step, we provide bounds on the error sequences. We will frequently use the following auxiliary result, whose proof is omitted as it is identical to that of Lemma 7.

**Lemma 11.** We have for any \( \theta \) and \( i \), \( \|Q_{i}^{\theta}(t)\|_{\infty} \leq \max_{\theta, i} Q_{\max} = \frac{2\epsilon_{\theta}^{2}}{1 - \mu_{D}} \). As a result, \( \|\nabla_{\theta, i} J(\theta)\| \leq L_i \), and almost surely, for all \( i \), \( \|\nabla J(\theta)\| \leq L_{Q_{\max}} \).

We start with a bound related to error sequence \( e_{i}^{1}(t) \), the proof of which is postponed to Appendix D.1.

**Lemma 12.** Almost surely, for all \( i \), we have \( \sum_{t=0}^{T} \eta_{t} \langle \nabla_{\theta, i} J(\theta(t)), \Gamma_{t} e_{i}^{1}(t) \rangle \) converges to a finite limit as \( T \to \infty \).

Then, we bound error sequence \( e_{i}^{2}(t) \) in the following Lemma 13, which is an immediate consequence from our analysis of critic in Theorem 3 of Appendix C.

**Lemma 13.** Almost surely, \( \lim_{t \to \infty} e_{i}^{2}(t) = 0 \).

**Proof.** We have \( \|e_{i}^{2}(t)\| \leq L_i \frac{1}{n} \sum_{j \in \mathcal{N}_{t}^{\theta}} \|\hat{Q}_{j}^{\theta}(s, a, \pi^{\theta}(s, a)) - \hat{Q}_{j}^{\theta}(s, a)\|_{\infty} \rightarrow 0 \) as \( t \to \infty \), where we have used part (b) of Theorem 3.

Lastly, in Lemma 14 we show that \( e_{i}^{3}(t) \) can be bounded by a small constant as a result of Theorem 3(a). The proof of Lemma 14 is postponed to Appendix D.2.

**Lemma 14.** Almost surely, for each \( i \), \( \|e_{i}^{3}(t)\| \leq L_i \frac{\epsilon_{\theta}^{2} + 1}{1 - \mu_{D}} \).

With these preparations, we are now ready to prove Theorem 2.

**Step 3: Proof of Theorem 2.** Recall that \( \beta_{t} = \eta_{t} \Gamma_{t} \). Note that by the definition of \( \Gamma(\cdot) \), \( \beta_{t} \leq \eta_{t} \). Further, almost surely there exists some constant \( \gamma \) s.t. \( \beta_{t} \geq \gamma \eta_{t} \), as by Theorem 3(b), almost surely, \( \|\hat{Q}_{j}(t)\|_{\infty} \) is uniformly upper bounded for all \( t \geq 0, j \in \mathcal{N} \) by some constant. Since the objective function is \( L' \)-smooth, we have,
\[
\begin{aligned}
J(\theta(t + 1)) &\geq J(\theta(t)) + \langle \nabla J(\theta(t)), \beta_{t} \hat{g}(t) \rangle - \frac{L'}{2} \beta_{t}^{2} ||\hat{g}(t)||^{2} \\
&= J(\theta(t)) + \beta_{t} \langle \nabla J(\theta(t)), e_{1}(t) \rangle + \beta_{t} \langle \nabla J(\theta(t)), e_{2}(t) \rangle + \beta_{t} \langle \nabla J(\theta(t)), e_{3}(t) \rangle - \frac{L'}{2} \beta_{t}^{2} ||\hat{g}(t)||^{2}.
\end{aligned}
\]

Therefore, by a telescope sum we have,
\[
\begin{aligned}
J(\theta(T + 1)) &\geq J(\theta(0)) + \sum_{t=0}^{T} \beta_{t} \langle \nabla J(\theta(t)), e_{1}(t) \rangle + \sum_{t=0}^{T} \eta_{t} \langle \nabla J(\theta(t)), \Gamma_{t} e_{1}(t) \rangle + \sum_{t=0}^{T} \beta_{t} \langle \nabla J(\theta(t)), e_{2}(t) \rangle \\
&+ \sum_{t=0}^{T} \beta_{t} \langle \nabla J(\theta(t)), e_{3}(t) \rangle - \sum_{t=0}^{T} \frac{L'}{2} \beta_{t}^{2} ||\hat{g}(t)||^{2} \\
&\geq \sum_{t=0}^{T} \beta_{t} \langle \nabla J(\theta(t)), e_{1}(t) \rangle + \sum_{t=0}^{T} \eta_{t} \langle \nabla J(\theta(t)), \Gamma_{t} e_{1}(t) \rangle - \sum_{t=0}^{T} \beta_{t} L_{Q_{\max}} \langle e_{2}(t) \rangle \\
&- \sum_{t=0}^{T} \beta_{t} \langle \nabla J(\theta(t)), e_{3}(t) \rangle - \sum_{t=0}^{T} \frac{L'}{2} \eta_{t}^{2} L^{2}.
\end{aligned}
\]
where in the last step, we have used \( \| \nabla J(\theta(t)) \| \leq LQ_{\max} \) (cf. Lemma 11); we have also used that \( \| \Gamma_t \bar{g}(t) \| \leq L \). Then, rearranging the above inequality, we get,

\[
\sum_{t=0}^{T} \beta_t (\| \nabla J(\theta(t)) \|^2 - \| \nabla J(\theta(t)) \| e^3(t) ) \\
\leq \frac{J(\theta(T + 1)) - \sum_{t=0}^{T} \gamma_t \langle \nabla J(\theta(t)), \Gamma_t e^1(t) \rangle + \sum_{t=0}^{T} \frac{L^2}{T} \eta_t^2 L^2}{\gamma \sum_{t=0}^{T} \eta_t} + LQ_{\max} \frac{\sum_{t=0}^{T} \beta_t e^2(t)}{\sum_{t=0}^{T} \beta_t},
\]

where we have used \( J(\theta(T + 1)) \leq \bar{r} (\text{Assumption 1}) \) and \( \beta_t \geq \gamma \eta_t \). In (28), when \( T \to \infty \), the first term on the right hand side goes to zero as its denominator goes to infinity (Assumption 3) while its nominator is bounded (using Lemma 12 and \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \)); the second term goes to zero as \( \| e^2(t) \| \to 0 \) (Lemma 13) and \( \sum_{t=0}^{T} \beta_t \geq \gamma \sum_{t=0}^{T} \eta_t \to \infty \). So the right hand side of (28) converges to 0. From this, we have by Lemma 14,

\[
\lim_{T \to \infty} \inf \| J(\theta(t)) \| \leq \sup_{t \geq 0} \| e^3(t) \| \leq L \frac{c_D \kappa^{k+1}}{1 - \mu_D},
\]

because otherwise, the left hand side of (28) will be positive and bounded away from zero as \( T \to \infty \), a contradiction.

### D.1 Proof of Lemma 12

We fix \( i \) and define for \( z = (s, a) \), \( \hat{Q} = \{ \hat{Q}_t \}_{t=1}^{n} \),

\[
F^\theta(\hat{Q}, z) = \langle \nabla_{\theta}, J(\theta), \Gamma(\hat{Q}) \rangle \nabla_{\theta}, \log \zeta^\theta(a_i|s_i) \frac{1}{n} \sum_{j \in N_i} \hat{Q}_j(s_{N_i}, a_{N_i}),
\]

and \( \hat{F}(\hat{Q}) = \hat{F}(\hat{Q}, \cdot, \cdot) \). We also define \( \hat{F}(\hat{Q}, \cdot, \cdot) \) to be the solution of the Poission equation:

\[
\hat{F}(\hat{Q}, z) = F^\theta(\hat{Q}, z) - P^\theta \hat{F}(\hat{Q}, z) = E_{\bar{z} \sim \pi^\theta} \sum_{t=0}^{\infty} (F^\theta(\hat{Q}, z(t)) - \hat{F}(\hat{Q}, z)) | z(0) = \bar{z} \],
\]

where \( P^\theta \) is the transition kernnal on the state-action pair under policy \( \theta \), and \( \hat{P}^\theta(\hat{Q}, z) = E_{\bar{z} \sim \pi^\theta(\cdot|z)} \hat{F}(\hat{Q}, z') \).

One can easily check that \( \hat{F}(\cdot, \cdot, \cdot) \) satisfies the following properties, the proof of which is deferred to the end of this subsection.

**Lemma 15.** There exists \( C_F, L_{\theta,F}, L_{Q,F} > 0 \) s.t. for all \( \theta, z, \| \hat{F}(\hat{Q}, z) \| \leq C_F \) and \( \hat{F}(\hat{Q}, z) \) is \( L_{\theta,F} \)-Lipschitz continuous in \( \theta \) in Euclidean norm, and \( L_{Q,F} \)-Lipschitz continuous in \( \hat{Q} \) in the sense that,

\[
\| \hat{F}(\hat{Q}, z) - \hat{F}(\hat{Q}', z) \| \leq L_{Q,F} \sum_{j=1}^{n} \| \hat{Q}_j - \hat{Q}'_j \|.
\]

With this definition, we can decompose \( \langle \nabla_{\theta}, J(\theta(t)), \Gamma_t e^1(t) \rangle \) into the following terms,

\[
\langle \nabla_{\theta}, J(\theta(t)), \Gamma_t e^1(t) \rangle = F^\theta(t)(\hat{Q}', z(t)) - \hat{F}(\hat{Q}', z(t)) = F^\theta(t)(\hat{Q}', z(t)) - P^\theta(t) \hat{F}(\hat{Q}', z(t))
\]

\[
= F^\theta(t)(\hat{Q}', z(t)) - P^\theta(t)(\hat{Q}', z(t)) = F^\theta(t)(\hat{Q}', z(t)) - P^\theta(t)(\hat{Q}', z(t))
\]

\[
+ \hat{F}^\theta(t)(\hat{Q}', z(t)) - \hat{F}^\theta(t-1)(\hat{Q}', z(t)) + \hat{F}^\theta(t)(\hat{Q}', z(t)) - \hat{F}^\theta(t-1)(\hat{Q}', z(t)) + \hat{F}^\theta(t)(\hat{Q}', z(t)) - \hat{F}^\theta(t-1)(\hat{Q}', z(t))
\]

\[
= a^1(t) + a^2(t) + a^3(t) + a^4(t),
\]
where we have defined,
\[
a^1(t) = \hat{F}^{\theta(t)}(\hat{Q}^t, z(t + 1)) - F^{\theta(t)}(t, z(t)),
\]
\[
a^2(t) = \frac{1}{\eta_t}(\eta_{t-1}\hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t)) - \eta_t\hat{F}^{\theta(t)}(t, z(t + 1))),
\]
\[
a^3(t) = \frac{\eta_t - \eta_{t-1}}{\eta_t}\hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t)),
\]
\[
a^4(t) = \hat{F}^{\theta(t)}(\hat{Q}^t, z(t)) - \hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t)).
\]

With the decomposition, in what follows we show that \(\sum_{t=1}^{T}\eta_t a^j(t)\) converges to a finite limit almost surely for \(j = 1, 2, 3, 4\), which together will conclude the proof of this lemma.

For \(a^1(t)\), let \(\mathcal{F}_t\) be the \(\sigma\)-algebra generated by \(\{\theta(k), \hat{Q}^k, z(k)\}_{k \leq t}\). Then, \(a^1(t)\) is \(\mathcal{F}_{t+1}\)-measurable and \(\mathbb{E}a^1(t)\mathcal{F}_t = 0\). As such, \(\sum_{t=1}^{T}\eta_t a^1(t)\) is a martingale process, and further,
\[
\mathbb{E}\sum_{t=1}^{T}\eta_t a^1(t)^2 = \sum_{t=1}^{T}\eta_t^2\mathbb{E}|a^1(t)|^2 \leq 4C_F^2\sum_{t=0}^{\infty}\eta_t^2 < \infty.
\]

As such, by martingale convergence theorem, \(\sum_{t=1}^{T}\eta_t a^1(t)\) converges to a finite limit as \(T \to \infty\) almost surely.

For \(a^2(t)\), note that
\[
\sum_{t=1}^{T}\eta_t a^2(t) = \eta_t \hat{F}^{\theta(0)}(\hat{Q}^0, z(1)) - \eta_T \hat{F}^{\theta(T)}(\hat{Q}^T, z(T + 1)),
\]
which also converges to a finite limit as \(T \to \infty\), almost surely.

For \(a^3(t)\), since the step size \(\eta_t\) is non-increasing, we have,
\[
\sum_{t=1}^{T}\eta_t |a^3(t)| = \sum_{t=1}^{T}(\eta_{t-1} - \eta_t)|\hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t))| \leq C_F(\eta_0 - \eta_T) < C_F\eta_0.
\]

As such \(\sum_{t=1}^{T}\eta_t a^3(t)\) converges to a finite limit almost surely.

Finally, for \(a^4(t)\), we note that by the Lipschitz property of \(\hat{F}^{\theta}(\hat{Q}, z)\) in Lemma 15,
\[
|a^4(t)| \leq |\hat{F}^{\theta(t)}(\hat{Q}^t, z(t)) - \hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t))| + |\hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t)) - \hat{F}^{\theta(t-1)}(\hat{Q}^{t-1}, z(t))|
\]
\[
\leq L_{\theta, F}\|\theta(t) - \theta(t - 1)\| + L_{Q, F} \sum_{j=1}^{n} \|\hat{Q}_j^t - \hat{Q}_j^{t-1}\|_{\infty}
\]
\[
\leq \tilde{L}_{\theta, F}\eta_t - 1 + \tilde{L}_{Q, F}\alpha_{t-1},
\]
for some constant \(\tilde{L}_{\theta, F}\) and \(\tilde{L}_{Q, F}\) almost surely. Here we have used \(\|\theta(t) - \theta(t - 1)\| \leq \eta_{t-1} L\) (check how we verified Assumption 9 in Appendix C.2). Further, we have used \(\|\hat{Q}_j^t - \hat{Q}_j^{t-1}\|_{\infty} \leq \alpha_{t-1}(2\tilde{r} + 2\|\hat{Q}_j^{t-1}\|_{\infty})\) (cf. equation (16) in Appendix C.2), and the fact that \(\|\hat{Q}_j^{t-1}\|_{\infty}\) is upper bounded uniformly over \(t\) almost surely, cf. Theorem 3. As such, we have
\[
\sum_{t=1}^{T}\eta_t |a^4(t)| \leq \sum_{t=1}^{\infty} \left(\tilde{L}_{\theta, F}\eta_t - 1 + \tilde{L}_{Q, F}\alpha_{t-1}\eta_t\right) < \infty.
\]

As a result, we have, \(\sum_{t=1}^{T}\eta_t a^4(t)\) converges to a finite limit as \(T \to \infty\), almost surely. This concludes the proof of Lemma 12.

Finally, we provide the proof for Lemma 15.

**Proof of Lemma 15.** Clearly, \(|F^{\theta}(\hat{Q}, z)| \leq \|\nabla_{\theta} J(\theta)\|_{L_i} \leq L_i^2 Q_{\max} := C_F^i\), where we have used \(\|\nabla_{\theta} J(\theta)\| \leq L_i^2 Q_{\max}\) (cf. Lemma 11). Using the same argument as in Lemma 7 (b), we have \(|F^{\theta}(\hat{Q}, z)| \leq C_F^i = \frac{2e_{\max}}{1 - \mu D} C_F^i\). Next, note that,
\[
|F^{\theta}(\hat{Q}, z) - F^{\theta}(\hat{Q}, z)|
\]
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\[
\begin{align*}
\leq |\langle \nabla_{\theta}, J(\tilde{\theta}) - \nabla_{\theta}, J(\bar{\theta}), \Gamma(\hat{Q}) \rangle & \nabla_{\theta}, \log \zeta^0_i(a_i|s_i) \frac{1}{n} \sum_{j \in N_i^e} \hat{Q}_j(s_{N_j^e}, a_{N_j^e}) | \\
& + |\langle \nabla_{\theta}, J(\bar{\theta}), \Gamma(\hat{Q}) \rangle & \nabla_{\theta}, \log \zeta^0_i(a_i|s_i) - \nabla_{\theta}, \log \zeta^0_i(a_i|s_i) \frac{1}{n} \sum_{j \in N_i^e} \hat{Q}_j(s_{N_j^e}, a_{N_j^e}) | \\
& \leq L'L_i \| \theta - \bar{\theta} \| + L_i Q_{max} L_i^t \| \theta - \tilde{\theta} \| := L_{\theta,F} \| \theta - \bar{\theta} \|.
\end{align*}
\]

The above shows \( F^\theta(\hat{Q}, z) \) is Lipschitz in \( \theta \). Then, using a similar argument as Lemma 8 (c), we can show \( \hat{F}^\theta(\hat{Q}, z) \) is Lipschitz continuous in \( \theta \). To do this, we fix any initial \( z \), let \( d^{\theta,t} \) be the distribution of \( z(t) \) under policy \( \theta \). Then, equation (22) in the proof of Lemma 8 shows that \( d^{\theta,t} - \pi^\theta \) is Lipschitz in \( \theta \) with Lipschitz constant geometrically decaying in \( t \), i.e. for some \( L_d > 0 \),

\[
\| (d^{\theta,t} - \pi^\theta) - (d^{\bar{\theta},t} - \pi^{\bar{\theta}}) \|_1 \leq L_d \left( \frac{H_D + 1}{2} \right)^t \| \theta - \bar{\theta} \|.
\]

Note that by definition,

\[
\hat{F}^\theta(\hat{Q}, z) = \mathbb{E}_\theta \left[ \sum_{t=0}^\infty (F^\theta(\hat{Q}, z(t)) - \hat{F}^\theta(\hat{Q})) \bigg| z(0) = z \right] 
\]

\[
= \sum_{t=0}^\infty \left[ \mathbb{E}_{z' \sim d^{\theta,t}} F^\theta(\hat{Q}, z') - \mathbb{E}_{z' \sim \pi^\theta} F^\theta(\hat{Q}, z') \right] 
\]

\[
= \sum_{t=0}^\infty \sum_{z' \in Z} (d^{\theta,t}(z') - \pi^\theta(z')) F^\theta(\hat{Q}, z'). \tag{29}
\]

As such,

\[
|\hat{F}^\theta(\hat{Q}, z) - \hat{F}^\theta(\hat{Q}, z)| \leq \sum_{t=0}^\infty \sum_{z' \in Z} |(d^{\theta,t}(z') - \pi^\theta(z')) F^\theta(\hat{Q}, z') - (d^{\bar{\theta},t}(z') - \pi^{\bar{\theta}}(z')) F^\theta(\hat{Q}, z')| 
\]

\[
\leq \sum_{t=0}^\infty \sum_{z' \in Z} \left[ |(d^{\theta,t}(z') - \pi^\theta(z') - (d^{\bar{\theta},t}(z') - \pi^{\bar{\theta}}(z'))| F^\theta(\hat{Q}, z') | \\
\quad + |d^{\theta,t}(z') - \pi^{\bar{\theta}}(z')| F^\theta(\hat{Q}, z') - F^{\bar{\theta}}(\hat{Q}, z') | 
\right] 
\]

\[
\leq \sum_{t=0}^\infty \left[ \| d^{\theta,t} - \pi^\theta - (d^{\bar{\theta},t} - \pi^{\bar{\theta}}) \|_1 C_F + \| d^{\theta,t} - \pi^{\bar{\theta}} \|_1 L_{\theta,F} \| \theta - \bar{\theta} \| \right] 
\]

\[
\leq \sum_{t=0}^\infty \left[ L_d C_F \left( \frac{1 + H_D}{2} \right)^t \| \theta - \bar{\theta} \| + 2c_{\infty} \mu_D^t L_{\theta,F} \| \theta - \bar{\theta} \| \right] 
\]

\[
\leq L_{\theta,F} \| \theta - \bar{\theta} \|,
\]

for some \( L_{\theta,F} > 0 \). This shows that \( \hat{F}^\theta(\hat{Q}, z) \) is Lipschitz continuous in \( \theta \).

Finally, we show \( \hat{F}^\theta(\hat{Q}, z) \) is Lipschitz in \( \hat{Q} \). Note that,

\[
|F^\theta(\hat{Q}, z) - F^\theta(\hat{Q}', z)| \leq L_i^2 Q_{max} \left| \Gamma(\hat{Q}) \right| \frac{1}{n} \sum_{j \in N_i^e} \hat{Q}_j(s_{N_j^e}, a_{N_j^e}) - \left| \Gamma(\hat{Q}') \right| \frac{1}{n} \sum_{j \in N_i^e} \hat{Q}_j(s_{N_j^e}, a_{N_j^e}) 
\]

\[
\leq L_i^2 Q_{max} \left( \left| \Gamma(\hat{Q}) - \Gamma(\hat{Q}') \right| \frac{1}{n} \sum_{j \in N_i^e} \hat{Q}_j(s_{N_j^e}, a_{N_j^e}) + L_i^2 Q_{max} \left| \Gamma(\hat{Q}') \right| \frac{1}{n} \sum_{j \in N_i^e} \left( \hat{Q}_j(s_{N_j^e}, a_{N_j^e}) - \hat{Q}_j'(s_{N_j^e}, a_{N_j^e}) \right) \right].
\]

Note that

\[
|\Gamma(\hat{Q}) - \Gamma(\hat{Q}')| \leq \frac{\max_j \| \hat{Q}_j \|_\infty - \max_j \| \hat{Q}_j' \|_\infty}{(1 + \max_j \| \hat{Q}_j \|_\infty)(1 + \max_j \| \hat{Q}_j' \|_\infty)} \leq \frac{\sum_j \| \hat{Q}_j - \hat{Q}_j' \|_\infty}{(1 + \max_j \| \hat{Q}_j \|_\infty)}.
\]

31
As such,

\[ |F^θ(\mathbf{Q}, z) - F^θ(\mathbf{Q}', z)| \leq L^2 Q_{\max} \sum_j \|\hat{Q}_j - \hat{Q}'_j\|_\infty + L^2 Q_{\max} \frac{1}{n} \sum_j \|\hat{Q}_j - \hat{Q}'_j\|_\infty \]

:= L'_{Q,F} \sum_j \|\hat{Q}_j - \hat{Q}'_j\|_\infty,

which shows \( F^θ(\mathbf{Q}, z) \) is Lipschitz in \( \mathbf{Q} \). Then, by (29),

\[ |\hat{F}^θ(\mathbf{Q}, z) - \hat{F}^θ(\mathbf{Q}', z)| \leq \sum_{i=0}^{\infty} \sum_{z' \in Z} |d^{θ,t}(z') - \pi^θ(z')| |F^θ(\mathbf{Q}, z') - F^θ(\mathbf{Q}', z')| \]

\[ \leq \sum_{i=0}^{\infty} \|d^{θ,t} - \pi^θ\|_1 L'_{Q,F} \sum_j \|\hat{Q}_j - \hat{Q}'_j\|_\infty \]

\[ \leq \sum_{i=0}^{\infty} 2c_{\infty} \mu_D L'_{Q,F} \sum_j \|\hat{Q}_j - \hat{Q}'_j\|_\infty \]

\[ \leq L_{Q,F} \sum_j \|\hat{Q}_j - \hat{Q}'_j\|_\infty, \]

which shows \( \hat{F}^θ(\mathbf{Q}, z) \) is Lipschitz in \( \mathbf{Q} \).

\[ \square \]

D.2 Proof of Lemma 14

Let \( c^θ(t) \) be the constant in Theorem 3(a). Then,

\[ e^3_i(t) = \mathbb{E}_{(s,a) \sim \pi^θ(t)} \nabla_{θ_i} \log c^θ_i(t) (a_i | s_i) \frac{1}{n} \sum_{i \in N^c} \sum_{j=1}^{n} \hat{Q}_j^θ(t) (s_{N^c}, a_{N^c}) - \sum_{j=1}^{n} \hat{Q}_j^θ(t) (s, a) \]

\[ = \mathbb{E}_{(s,a) \sim \pi^θ(t)} \nabla_{θ_i} \log c^θ_i(t) (a_i | s_i) \frac{1}{n} \sum_{j=1}^{n} \hat{Q}_j^θ(t) (s_{N^c}, a_{N^c}) - \sum_{j=1}^{n} Q_j^θ(t) (s, a) \]

\[ = \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}_{(s,a) \sim \pi^θ(t)} \nabla_{θ_i} \log c^θ_i(t) (a_i | s_i) \left[ \hat{Q}_j^θ(t) (s_{N^c}, a_{N^c}) + c^θ_j(t) - Q_j^θ(t) (s, a) \right], \]

where in the second equality, we have used for all \( j \not\in N^c \),

\[ \mathbb{E}_{(s,a) \sim \pi^θ(t)} \nabla_{θ_i} \log c^θ_i(t) (a_i | s_i) Q_j^θ(t) (s_{N^c}, a_{N^c}) = 0, \]

and in the third equality, we have used for all \( j \), \( \mathbb{E}_{(s,a) \sim \pi^θ(t)} \nabla_{θ_i} \log c^θ_i(t) (a_i | s_i) c_j^θ(t) = 0 \). The reason of these is due to \( \hat{Q}_j^θ(t) (s_{N^c}, a_{N^c}) \) does not depend on \( a_i \) when \( j \not\in N^c \), and \( c_j^θ(t) \) does not depend on \( a_i \) for all \( j \). For more details, see (9) in the proof of Lemma 2 in Appendix A.1.

As such, by Cauchy Schwarz inequality and Theorem 3(a),

\[ \|e^3_i(t)\| \leq \frac{1}{n} \sum_{j=1}^{n} \sqrt{\mathbb{E}_{(s,a) \sim \pi^θ(t)} \|\nabla_{θ_i} \log c^θ_i(t) (a_i | s_i)\|^2} \sqrt{\mathbb{E}_{(s,a) \sim \pi^θ(t)} \left[ \hat{Q}_j^θ(t) (s_{N^c}, a_{N^c}) + c^θ_j(t) - Q_j^θ(t) (s, a) \right]^2} \]

\[ \leq L_i \frac{c_D^{k+1}}{1 - \mu_D}. \]

E Detailed Numerical Experiments

We consider a wireless network with multiple access points (Zocca, 2019), where there is a set of users \( U = \{u_1, u_2, \ldots, u_n\} \), and a set of network access points \( Y = \{y_1, y_2, \ldots, y_m\} \). Each user \( u_i \) only has access to a subset \( Y_i \subseteq Y \) of the access points. We identify the set of users \( U \) with the set
of agents $N$ in our model, and we define the interaction graph as the conflict graph, in which two users $u_i$ and $u_j$ are neighbors if and only if they share an access point. In other words, the neighbors of $u_i$ includes $N_i = \{u_j \in U : Y_i \cap Y_j \neq \emptyset\}$.

Each user $u_i$ maintains a queue of packets defined as follows. At each time step, $u_i$ receives a new packet with probability $p_i$ and the new packet has an initial deadline $d_i$. At each time step, if the packet is successfully sent out (we will define “send out” later), it will be removed from the queue; otherwise, its deadline will decrease by 1 and is discarded immediately from the queue if its remaining deadline is zero. The local state $s_i$ of $u_i$ is a characterization of the queue of the packets, and is represented by a $d_i$ binary tuple $s_i = (e_1, e_2, \ldots, e_{d_i}) \in S_i = \{0,1\}^{d_i}$, where for each $m \in \{1,\ldots, d_i\}$, $e_m \in \{0,1\}$ indicates whether $u_i$ has a packet with remaining deadline $m$.

At each time step, user $u_i$ can choose to send the earliest packet in its queue to one of the access points in its available set $Y_i$, or not sending at all. In other words, the action space is $A_i = \{\text{null}\} \cup Y_i$, where null represents the action of not sending. When the user has an empty queue, then all actions will be understood as the null action. At each time step, if $u_i$’s queue is non-empty and it takes action $a_i = y_k \in Y_i$, i.e. sending the packet to access point $y_k$, then the packet is transmitted with success probability $q_k$ that depends on the access point $y_k$, conditioned on no other users select this same access point; however, if another user chooses to send a packet to the same access point (i.e. a collision), neither packet is sent. A user receives a local reward of 1 once successfully sending a packet. In this setting, the average reward can be interpreted as the throughput in stationarity.

In the experiments, we set the deadline as $d_i = 2$, and all parameters $p_i$ (packet arrival probability for user $u_i$) and $q_k$ (success transmission probability for access point $y_k$) is generated uniformly random from $[0,1]$. We consider a grid of $5 \times 5$ users in Figure 4, where each user has access points on the corners of its area. We run the Scalable Actor Critic algorithm with $\kappa = 0,1$ to learn a localized soft-max policy, starting from an initial policy where the action is chosen uniformly random. We compare the proposed method with a benchmark based on the localized ALOHA protocol (Roberts, 1975), where each user has a certain probability of sending the earliest packet and otherwise not sending at all. When it sends, it sends the packet to a random access point in its available set, with probability proportion to the success transmission probability of this access point and inverse proportion to the number of users that share this access point. The results are shown in Figure 5. It shows that the proposed algorithm can outperform the ALOHA based benchmark, despite the proposed algorithm does not have access to the transmission probability $q_k$ which the benchmark has access to.