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Abstract—In recent years, significant progress has been made on the research of crowd counting. However, as the challenging scale variations and complex scenes existed in crowds, neither traditional convolution networks nor near recent Transformer architectures with fixed-size attention could handle the task well. To address this problem, this paper proposes a scene-adaptive attention network, termed SAANet. First of all, we design a deformable attention in-built Transformer backbone, which learns adaptive feature representations with deformable sampling locations and dynamic attention weights. Then we propose the multi-level feature fusion and count-attentive feature enhancement modules further, to strengthen feature representation under the global image context. The learned representations could attend to the foreground and are adaptive to different scales of crowds. We conduct extensive experiments on four challenging crowd counting benchmarks, demonstrating that our method achieves state-of-the-art performance. Especially, our method currently ranks No.1 on the public leaderboard of the NWPU-Crowd benchmark. We hope our method could be a strong baseline to support future research in crowd counting. The source code will be released to the community.

Index Terms—Crowd Counting, Transformers, Scene Analysis and understanding.

I. INTRODUCTION

The goal of crowd counting is to estimate the number of person instances within a scene that could be very crowded. Crowd counting has attracted more and more attention recently since its important applications in public security [1], traffic monitoring [2], [3], agriculture [4], [5], biomedicine [6], and other object counting tasks [7].

Counting people in the crowd is challenging due to severe occlusions, various scene layouts, large scale variations of objects, etc. Over the past few years, a number of crowd counting methods [3], [8]–[10] have been proposed in the literature. State-of-the-art approaches usually adopt convolutional neural networks (CNNs) to predict a density map for an input image. Then the total count is obtained by accumulating all the density values. Although significant progress has been made in this research field, the traditional CNNs have inherent limitations due to their regular and limited receptive fields. Concretely, a fixed-size (and fixed-weight) convolutional kernel is applied to all the spatial locations, regardless of geometric and visual content variations of crowds, as shown in Fig. 1 (a). To enlarge the receptive fields, CSRNet [3] uses dilated convolutional kernels as illustrated in Fig. 1 (b). However, the kernel size and weight are still fixed to the scene. In order to adapt to geometric variations, deformable convolution [11] is introduced to crowd counting [10], [12]. Deformable convolution adds 2D offsets to the regular grid sampling locations in the standard convolution. It enables free-form deformation of the sampling grid to adaptively determine the size of receptive field, as shown in Fig. 1 (c). In general, effective deep architectures with adaptabilities to various scenes are essential to crowd counting.

Recently, Transformer architectures have received tremendous interest in image and vision tasks. A number of methods based on Transformers have made impressive performances in image classification [13]–[15], object detection [16], image segmentation [17], etc. Compared to the widely-used CNNs in visual perception, Transformers enjoy great flexibility from the attention mechanism to dynamically model long-range dependencies in the image as shown in Fig. 1 (d). However, a major problem of Transformers in vision tasks is the heavy computational complexity incurred by the spatial self-attention operation, which is quadratic to image size. To reduce computational complexity, several methods [18], [19] are proposed to compute self-attention within local windows that partition an image, i.e., the windowed attention illustrated in Fig. 1 (e). On the other hand, this scheme sacrifices the flexibility to handle variations in the scale of visual entities, which is especially disadvantageous to the counting task due to the large scale variations in the scale of visual entities, which is especially disadvantageous to the counting task due to the large scale variations in the scale of visual entities, which is especially disadvantageous to the counting task due to the large scale variations in the scale of visual entities, which is especially disadvantageous to the counting task due to the large scale
To address such limitations of fixed-size attention, this paper proposes a flexible Transformer architecture for crowd counting. Specifically, we introduce Deformer, a deformable attention in-built Transformer backbone to adaptively handle scale and layout variations in the scene. There are two kinds of attention operators in the backbone, deformable attention and global attention. For each spatial location, deformable attention aggregates surrounding features with learnable sampling offsets and attention weights as illustrated in Fig. 1 (f). Due to this dynamic nature, deformable attention is helpful to fit the perspective distortion of the crowds, in contrast to windowed attention. Then the global attention is engaged to build interactions between each feature element. Deformer alternatively performs deformable and global attention, which facilitates representation learning adaptively to the image content. We show that the features learned by Deformer are adaptive to the scale of crowds (see Fig. 6). Besides, it also enjoys a good trade-off between model capacity and computation efficiency due to the alternation of the two attention mechanisms.

In addition to the deformer backbone, we propose two modules to improve feature representation and density estimation further. First, we propose the multi-level feature fusion (MFF) module to fuse multi-scale features of Deformer. Specifically, MFF adopts the deformable attention to efficiently fuse low-level fine-grained features with high-level semantic features, leading to better counting and localization performance. Furthermore, we propose the count-attentive feature enhancement (CAFE) module to re-calibrate features under the global image context. Given a count query, CAFE uses a transformer decoder to perceive the overall crowdedness of the scene. Meanwhile, the intermediate multi-head attention maps are engaged to re-calibrate feature maps produced by the MFF module. In this way, we enhance the foreground features while attenuating attention to the backgrounds (see Fig. 7). Finally, a lightweight prediction head is employed to estimate the density map.

Our main contributions are summarized as follows:

• We propose a novel scene-adaptive attention network, i.e., SAANet, for crowd counting. Our method enables learning both deformable sampling locations and dynamical attention weights, which is advantageous to convolution networks and Transformers with windowed attention in terms of flexibility for scale and scene variations.

• We design the multi-level feature fusion and count-attentive feature enhancement modules to strengthen feature representation further. The learned representations are attentive to the foreground and adaptive to different scales of crowds, further facilitating the density map estimation.

• Extensive experiments demonstrate that our method achieves state-of-the-art performance on widely-used benchmarks, including NWPU-Crowd, UCF-QNRF, ShanghaiTech Part A&B, and JHU-Crowd++. On NWPU-Crowd, our method substantially reduces MAE compared with CNN-based methods and ranks No.1 on the public leaderboard.

A. Crowd Counting

Crowd counting aims to estimate the number of people within a scene. The early works in crowd counting are based on pedestrian detection [21]–[25]. Due to crowded occlusion, the detection methods encounter obstacles and require fine-grained bounding box annotations. Direct regression methods [26]–[29] are then proposed to learn the global count directly. However, these methods do not incorporate spatial annotations, and the performances are unsatisfactory. In contrast, recent crowd counting method [8], [9], [30], [31] are mainly based on density regression, where the model firstly produces a density map of the scene and then provides the count estimation by summing the density values. Thanks to the successful application and remarkable progress of convolution neural networks (CNNs), most of these methods in this field are based on the CNN architecture. Among them, various techniques and architectures are developed to improve the performance, including multi-scale architectures [3], [32]–[35], attention mechanism [36]–[38], loss function design [8], [9], [30], [31], etc.

1) CNN architectures: Various architectures are proposed to cope with large scale variations of crowds. MCNN [32] propose a multi-column CNN where each column CNN utilizes filters with different receptive fields to adapt to scale variations. CSRNet [3] uses dilated kernels to deliver larger reception fields and aggregate the multi-scale contextual information in the congested scenes. CP-CNN [33] explicitly incorporates global and local contextual information for generating high-quality crowd density maps. Liu et al. [39] propose a context-aware network to encode the contextual information, which are necessary for predicting accurate crowd densities. Techniques like dilated convolution [12], [40], [41] and deformable convolution [12], [39], [42] are also adopted to obtain larger or more flexible receptive fields.

2) Attention mechanism: Another useful technique is to incorporate attention mechanism [39], [43], [44] into architectures. Liu et al. [39] propose an attention-injective deformable convolutional network that designs a visual attention mechanism for alleviating the effects from various noises in congested scenes. Rong et al. [43] devise a coarse-to-fine attention mechanism by fusing multi-level features to better focus on the crowd area.

3) Loss function and others: More recent works focus on loss function design. Ma et al. [8] constructs a probability model and proposes Bayesian loss to learn density maps from annotation points directly. Wang et al. [9] formulates crowd counting as a distribution matching problem and constructs loss using optimal transport. Lin et al. [45] further improve the loss function based on Sinkhorn distance. More improvements such as incorporating perspective information [41], [46], auxiliary task [34], [47], cross-datasets training [48], [49] and neural architecture search [50] further promote the counting performance. However, as revealed in [51], [52], designing powerful deep architectures remains an active topic in crowd counting.
B. Vision Transformer

Recently, Transformer networks [38] have become the dominant model for various natural language processing (NLP) tasks due to their outstanding performance in modeling long-range dependencies. Motivated by the success in NLP tasks, many attempts have been made to adapt transformer networks in vision tasks. The pioneering work of ViT [13] directly applied a transformer on non-overlapping image patches for image classification and achieved remarkable performance. Since then, many works migrate transformer architectures into a variety of complex and challenging vision tasks such as image classification [13], [18], [19], [53], object detection [16], [20], semantic segmentation [17] and image retrieval [54]. There are few works [51], [52], [55] attempt to introduce transformer-like architectures into crowd counting. Ranjan et al. [55] employed a kind of self-attention mechanism for extracting non-local features and then combining with local CNN features to estimate the crowd density map. Concurrent to our work, Sun et al. [51] and Tian et al. [52] adopt the off-the-shelf T2T-ViT [15] and Twins [19] networks as backbone to extract features for crowd counting. These work highlights the bright prospects of introducing transformers into crowd counting.

III. METHODOLOGY

The basic idea of our method is to improve the flexibility and capacity to deal with scale and scene variations in crowd counting. For this purpose, we design a framework named Scene-Adaptive Attention Network (SAANet) shown in Fig. 2. In this section, we first introduce the overall architecture and then present the details of each module respectively.

A. Overall Architecture

The overall architecture of the proposed SAANet is depicted in Fig. 2. It consists of four main components: (1) a flexible backbone (i.e., Deformer) network, (2) a multi-level feature fusion (MFF) module, (3) a count-attentive feature enhancement (CAFE) module, and (4) a density map prediction head.

B. Deformer Backbone

We aim to design a flexible transformer backbone to solve the scale and scene variations in crowd counting. Different from the original ViT [13] that can only generate a single resolution feature map, our backbone, termed Deformer, follows a hierarchical network structure that includes four stages. The resolution is gradually reduced from stage 1 to stage 4 through patch embedding/merging (Section III-B1). Each stage contains several encoder blocks, and there are two kinds of blocks: the global attention (Section III-B2) and deformable attention (Section III-B3) blocks. In particular, we only use the deformable attention in the first two stages and perform these two attentions alternately in the last two stages. There are two considerations for this design:

- The first two stages contain more low-level features with higher resolutions. Since deformable attention is a kind of local attention, the calculation complexity is much smaller than global attention, especially in high-resolution features.
- In the last two stages, global attention can efficiently enlarge the receptive field to absorb global image context. Meanwhile, the computation complexity is acceptable since the spatial resolution is substantially reduced.
TABLE I
Detailed settings of Deformer series. $P_i$: patch size of Patch Embedding/Merging in the $i$-th stage. $C_i$: channel dimension of feature maps in the $i$-th stage. DA: deformable attention module. GSA: global self-attention module.

| Stage | Output Size | Layer Name | Deformer Series |
|-------|-------------|------------|-----------------|
|       | $H/4 \times W/4$ | Patch Embedding | Deformer-tiny | $P_1 = 7$, $C_1 = 96$ |
|       | $H/4 \times W/4$ | Encoder Block 1 w/ PE | Deformer-small | $P_1 = 7$, $C_1 = 96$ |
|       | $H/4 \times W/4$ | Patch Embedding | Deformer-base | $P_1 = 7$, $C_1 = 128$ |
| Stage 2 | $H/2 \times W/2$ | Patch Merging | $P_2 = 3$, $C_2 = 192$ |
|       | $H/2 \times W/2$ | Encoder Block 2 w/ PE | $P_2 = 3$, $C_2 = 192$ |
|       | $H/2 \times W/2$ | Patch Merging | $P_2 = 3$, $C_2 = 256$ |
| Stage 3 | $H/16 \times W/16$ | Patch Merging | $P_3 = 3$, $C_3 = 384$ |
|       | $H/16 \times W/16$ | Encoder Block 3 w/ PE | $P_3 = 3$, $C_3 = 384$ |
|       | $H/16 \times W/16$ | Patch Merging | $P_3 = 3$, $C_3 = 512$ |
| Stage 4 | $H/64 \times W/64$ | Patch Merging | $P_4 = 3$, $C_4 = 768$ |
|       | $H/64 \times W/64$ | Encoder Block 4 w/ PE | $P_4 = 3$, $C_4 = 768$ |
|       | $H/64 \times W/64$ | Patch Merging | $P_4 = 3$, $C_4 = 1024$ |

1) Patch embedding/merging: Given an image with a resolution of $H \times W \times 3$, we perform patch embedding/merging to get a hierarchical feature map $F_i$ with a resolution of $H/2^n \times W/2^n \times C_i$, where $i \in \{1, 2, 3, 4\}$. We use a convolution layer (with kernel size $P$ and stride $S$) to perform patch merging in each stage. To better maintain local continuity, we use overlapped patch merging. Specifically, the first stage adopts a $P = 7$ kernel with stride $S = 4$ for patch embedding. For other three stages, the kernel size is $P = 3$ and stride is $S = 2$ for patch merging.

2) Global attention: In global attention, the attention weights are calculated among all locations within a feature map, which is computationally expensive. Given an input feature map $x \in \mathbb{R}^{N \times d}$, let $q \in \Omega_q$ indexes a query element with representation feature $z_q \in \mathbb{R}^d$, and $k \in \Omega_k$ indexes a key element with representation feature $x_k \in \mathbb{R}^d$, where $N$ means the spatial size of the feature map and $d$ is the feature dimension. $\Omega_q$ and $\Omega_k$ denote the set of query and key elements, respectively. Then the global self-attention is calculated as:

$$\text{GlobalAttn}(z_q, x) = \sum_{k \in \Omega_k} A_{qk} \cdot x_k^T W_V,$$  

where $W_V \in \mathbb{R}^{d \times d}$ is learnable weights. The attention weights $A_{qk} \propto \exp(\frac{z_q^T W_Q(x_k^T W_K)^T}{\sqrt{d}})$ are normalized as $\sum_{k \in \Omega_k} A_{qk} = 1$, in which $W_Q, W_K \in \mathbb{R}^{d \times d}$ are also learnable weights. Equ. (1) can be extended to multi-head attention where each head attends to information from a subspace of the representation [38].

To incorporate the spatial information of scene layout, we perform positional encoding in each attention layer. In particular, we add the positional information into the input token before feeding into the attention layer, while the information is encoded by a $3 \times 3$ depth-wise convolution [56] with stride being 1.

3) Deformable attention: Instead of calculating the attention score globally, deformable attention only looks over a subset of keys decided by a query token, and the attention weight is dynamically generated. In comparison with the windowed attention, it is also flexible on the scale of crowds. We depict deformable attention in Fig.3. Formally, given an input feature map $x \in \mathbb{R}^{N \times d}$, let $q$ index a query element with content feature $z_q$ and a $2d$ reference point $p_q$, the deformable attention is calculated by

$$\text{DeformAttn}(z_q, p_q, x) = \sum_{k=1}^K A_{qk} \cdot x(p_q + \Delta p_{qk})^T W_V,$$

where $k$ indexes the sampling point, and $K$ is the total sampled key number. $\Delta p_{qk}$ and $A_{qk}$ denote the sampling offset and attention weight of the $k^{th}$ sampling point, which are both obtained by linear projection over the query feature $z_q$. The
scalar attention weight $A_{qk}$ is normalized by $\sum_{k=1}^{K} A_{qk} = 1$. As the $p_0 + \Delta p_{qk}$ locates the position of sampling point and is fractional, bilinear interpolation is applied to compute $x(p_0 + \Delta p_{qk})$. Since $K \ll N$, the complexity of deformable attention is significantly lower than the global attention. In this way, the attention mechanism generates dynamic weights to adapt various scenes, which is a key difference to deformable convolution [11].

4) Variants of Deformer: We design a series of Deformers, Deformer-tiny to Deformer-base, with the same architecture but different sizes. The overall structures of the Deformer series are summarized in Table I. Deformer-tiny is a lightweight model for efficient inference, while Deformer-base is our best performed model with comparable complexity to other state-of-the-art networks in terms of FLOPs and parameters (see Table V and Sec. IV-E1 for a detailed comparison).

C. Multi-Level Feature Fusion

Multi-level feature maps are important for the crowd counting task [32], [34], [57]. Features in higher-level contain more semantics than those in lower-level, while the latter have more textural information and higher resolution, which are especially useful for congested areas. As illustrated in Fig. 2, we use the output feature maps from the last three stages of the backbone for feature fusion, i.e., $F_2 \in \mathbb{R}^{H/4 \times W/4 \times C_2}$, $F_3 \in \mathbb{R}^{H/8 \times W/8 \times C_3}$ and $F_4 \in \mathbb{R}^{H/16 \times W/16 \times C_4}$. The multi-scale feature maps are projected to the ones with 256 channels by a linear projection layer and then flattened into feature tokens $F_i^j \in \mathbb{R}^{N_i \times 256}$, $F_i^j \in \mathbb{R}^{N_i \times 256}$, $F_i^j \in \mathbb{R}^{N_i \times 256}$, where the length of feature tokens $N_i = \frac{H}{2^i} \times \frac{W}{2^i}$. Since the multi-head self-attention module has quadratic computation complexity to input size, we also employ the deformable attention module to implement the multi-level feature fusion. We concatenate these feature tokens and input them into four deformable attention layers to fuse the features. To identify which feature level each feature token lies in, we add a scale-level embedding in addition to the positional embedding. In this way, low-level fine-grained features are fused with high-level semantic features. Experimental results in the ablation study show that this module can effectively improve the counting accuracy.

D. Count-Attentive Feature Enhancement

After feature fusion, we design a transformer decoder to enhance feature representation further. This module, named count-attentive feature enhancement (CAFE), employs a randomly initialized query to conduct cross attention with the multi-level feature maps. The output query embedding could capture the global image context, which is used to regress the total count of the image. Meanwhile, we use the multi-head attention maps in the cross-attention layer to re-calibrate feature maps. Finally, a density map prediction head is adopted to estimate the density map.

1) Query-based count regression: We set a learnable count query $d_{cnt}$ to incorporate the global information of the scene. Specifically, as is illustrated in Fig. 4, we input the count query and the refined multi-scale feature maps into a transformer decoder [38] for cross-attention computation. The number of decoder layers is set to 4 in the experiment. Finally, we adopt the output query feature to predict the total count in the image, which serves as an auxiliary training term.

2) Feature re-calibration: The transformer decoder uses the count query to perceive the overall crowdedness of the scene. Therefore, the multi-head attention maps produced by the cross attention layer can focus on the crowd region and ignore the backgrounds. Naturally, we adopt the intermediate multi-head attention maps to re-calibrate the feature maps in both spatial and channel dimensions. As shown in Fig. 4, we first expand the channels of the attention maps to align with the feature maps. Then we perform element-wise production to produce the re-calibrated feature maps. In this way, we enhance the foreground features while attenuating attention to the backgrounds.

E. Density Prediction Head and Loss Function

1) Density prediction head: We adopt a simple regression head to regress accurate density maps. Specifically, the density regression head consists of two $3 \times 3$ convolution layers and one $1 \times 1$ convolution layer. The first two layers aim to shrink the channels gradually, while the last layer regresses a density map directly.

2) Loss function: The overall loss consists of two parts. First, we adopt distribution matching loss $\ell_D$ proposed in [9] to supervise the density map regression and count estimation. Additionally, we use an auxiliary $L_1$ loss term (namely query loss $\ell_Q$) to supervise the count regression in the aforementioned count-attentive feature enhancement module. The overall loss function can be formulated as follows:

$$\ell = \ell_D(D, D^*) + \ell_Q(C, C^*),$$  

(3)
where $D$ and $D^*$ represent the predicted density map and annotation map, respectively, $C$ denotes the count prediction in the CAFE module, and $C^*$ represents the ground truth count. At inference, the predicted count is given by summation over the predicted density map, i.e., $\|D\|_1$.

IV. Experiments

In this section, we conduct extensive experiments and ablation studies on crowd counting benchmarks to verify the effectiveness of our proposed method and compare with state of the arts.

A. Datasets

Four challenging crowd counting benchmarks are used to evaluate our method.

1) ShanghaiTech: [32] contains 1,198 images, with a total of 330,165 annotations. The dataset is divided into two parts by the density of a single sample: Part A (henceforth, SHA) and Part B (SHB). SHA has a significantly higher density than SHB. The images of SHA are randomly collected from the internet. SHA contains 482 images, and the number of annotations in an image ranges from 33 to 3139. The training set has 300 images, and the remaining 182 images form the testing set. SHB contains 716 images taken in the crowded street of Shanghai. All the images in SHB are with a fixed resolution, and the number of people in a single image ranges from 9 to 578. There are 316 images for training and 400 images in the test set.

2) UCF-QNRF: [71] is a congested crowd dataset that contains 1535 high-resolution images crawled from Flickr, Web Search, and Hajj footage. It contains about 1.25 million point annotations. The average number of persons per image is 815, and the maximum number reaches 12,865. It is a challenging dataset since it has various scenes, perspectives, image resolutions, densities, and illumination conditions. Among the dataset, 1201 images are used for training, and the remaining 334 images are used for testing.

3) NWPU-Crowd: [72] is a large-scale and challenging datasets for crowd counting. It contains 5109 images and 2.13 million annotations, of which 3109 images are used for training, 500 images are used for validation, and 1500 images are used for testing. The dataset has significant scale variations, where the number of annotated people in a single image ranges from 0 to 20,033 and contains diversified scenes. Moreover, the dataset introduces 351 negative samples of nobody or textures similar to congested crowd scenes, making it much more challenging. According to density level, the testing set is divided into the following fine-grained subsets, (1) S0: images of negative samples, (2) S1: images containing 1 ~ 100 people, (3) S2: images with 101 ~ 500 people, (4) S3: images with 501 ~ 5000 people and (5) S4: images contain more than 5000 people. According to the luminance condition (more specifically, images’ average luminance values in the YUV color space), the dataset can be divided into three subsets (6) L0: luminance value between $[0, 0.25]$, (7) L1: luminance value between $(0.25, 0.5]$ and (8) L2: luminance value between

| Method   | Venue  | Backbone         | SHA MAE | SHA MSE | SHB MAE | SHB MSE | UCF-QNRF MAE | UCF-QNRF MSE |
|----------|--------|------------------|---------|---------|---------|---------|--------------|--------------|
| MCNN [32]| CVPR16 | Custom CNN       | 110.2   | 173.2   | 26.4    | 41.3    | 277.0        | 426.0        |
| CSRNet [3]| CVPR18 | VGG-16           | 68.2    | 115.0   | 10.6    | 16.0    | -            | -            |
| CAN [58] | CVPR19 | VGG-16           | 62.3    | 100.0   | 7.8     | 12.2    | 107.0        | 183.0        |
| SFCN [59] | CVPR19 | ResNet-101       | 64.8    | 107.5   | 7.6     | 13.0    | 102.0        | 171.4        |
| PACNN [60] | CVPR19 | VGG-16           | 62.4    | 102.0   | 7.6     | 11.8    | -            | -            |
| S-DCCNet [61] | ICCV19 | VGG-16           | 58.3    | 95.0    | 6.7     | 10.7    | 104.4        | 176.1        |
| DSSI-Net [62] | ICCV19 | VGG-16           | 60.6    | 96.0    | 6.8     | 10.3    | 99.1         | 159.2        |
| BL [8]   | ICCV19 | VGG-16           | 62.8    | 101.8   | 7.7     | 12.7    | 88.7         | 154.8        |
| CRNet [63] | IEEE-TIP20 | ConvLSTM | 56.4    | 90.4    | 7.4     | 11.9    | 101.0        | 162.0        |
| RPN [46] | CVPR20 | VGG-16           | 61.2    | 96.9    | 8.1     | 11.6    | -            | -            |
| ASNet [64] | CVPR20 | VGG-16           | 57.8    | 90.1    | -       | -       | 91.6         | 159.7        |
| LibraNet [65] | ECCV20 | VGG-16           | 55.9    | 97.1    | 7.3     | 11.3    | 88.1         | 143.7        |
| AMRNet [66] | ECCV20 | VGG-16           | 61.5    | 98.3    | 7.0     | 11.0    | 86.6         | 152.2        |
| DPN-IPSM [67] | MM20 | VGG-16           | 58.1    | 91.7    | 6.5     | 10.1    | 84.7         | 147.2        |
| NoisyCC [68] | NeurIPS20 | VGG-19 | 61.9    | 99.6    | 7.4     | 11.3    | 85.6         | 148.3        |
| DM-Count [9] | NeurIPS20 | VGG-19 | 59.7    | 95.7    | 7.4     | 11.8    | 85.6         | 148.3        |
| UOT [30] | AAAI21 | VGG-19           | 58.1    | 95.9    | 6.5     | 10.2    | 83.3         | 142.3        |
| S3 [45] | IJAIC1 | VGG-19           | 57.0    | 96.0    | 6.3     | 10.6    | 80.6         | 139.8        |
| GL [31]  | CVPR21 | VGG-19           | 61.3    | 95.4    | 7.3     | 11.7    | 84.3         | 147.5        |
| D2Net [69] | IEEE-TIP21 | VGG-16 | 57.2    | 93.0    | 6.3     | 10.7    | 81.7         | 137.9        |
| P2Net [70] | ICCV21 | VGG-16           | 52.7    | 85.1    | 6.3     | 9.9     | 85.3         | 154.5        |
| SDA+DM [48] | ICCV21 | VGG-19           | 55.0    | 92.7    | -       | -       | 80.7         | 146.3        |
| FDC [18] | ICCV21 | ResNet-18        | 65.4    | 109.2   | 11.4    | 19.1    | 93.0         | 157.3        |
| MFC [18] | ICCV21 | ResNet-18        | 55.4    | 91.3    | 6.9     | 10.3    | 76.2         | 121.5        |
| BCCT [51] | arXiv21 | T2T-VIT-14       | 53.1    | 82.2    | 7.3     | 11.3    | 83.8         | 143.4        |
| CCTrans [52] | arXiv21 | Twins-large      | 52.3    | 84.9    | 6.2     | 9.9     | 82.8         | 142.3        |
| SAANet (Ours) | - | Deformer-base    | 51.7    | 80.1    | 6.1     | 9.4     | 79.3         | 137.3        |
We study counting performance on all the subsets and the overall dataset.

4) JHU-Crowd++: [73] is a large-scale dataset that contains 4372 images with 1.51 million annotations. There are 2272 images used for training, 500 images for validation, and the remaining 1600 images are used for testing. The images are collected under diverse conditions and various geographical locations. Additionally, the dataset contains a number of images with weather degradations and illumination variations, which makes it a very challenging dataset. The testing dataset can be divided into several fine-grained sub-categories according to density level or conditions: (1) Low: images with 0 ~ 50 people, (2) Medium: images with 51 ~ 500 people, (3) High: images more than 500 people and (4) Weather: weather degraded images. We present the counting performance on both the overall dataset and fine-grained sub-categories.

**B. Evaluation Criteria**

We adopt three popular metrics in crowd counting to evaluate our method: Mean Absolute Error (MAE), root Mean Squared Error (MSE) and mean Normalized Absolute Error (NAE). These metrics can be formulated as follows:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |C_i - C_{i}^{\text{gt}}|, \tag{4}
\]

\[
MSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |C_i - C_{i}^{\text{gt}}|^2}, \tag{5}
\]

\[
NAE = \frac{1}{N} \sum_{i=1}^{N} \frac{|C_i - C_{i}^{\text{gt}}|}{C_{i}^{\text{gt}}}, \tag{6}
\]

where \( N \) is the number of testing images, \( C_i \) and \( C_{i}^{\text{gt}} \) are the estimated count and the ground truth count of the \( i \)-th image.
visualize of estimated density maps. The first row: input images. The second row: estimated density maps of DM-Count for comparison. The third row: estimated density maps of our SAANet. GT: ground truth count, Pred: predicted count.

respectively. Since NWPU-Crowd has a number of negative samples with zero annotation, they are excluded during the calculation of NAE to avoid zero denominators.

C. Implement Details

To implement SAANet, we first pre-train the proposed Deformer architecture on the image classification task. Then, we employ the pre-trained Deformer as the backbone network and train SAANet on crowd counting datasets.

1) Pre-training of Deformer: We pre-train the Deformer backbone on ImageNet-1K [78], which contains 1.28M images of 1000 categories. We train the model using the AdamW optimizer for 300 epochs with a cosine decay learning rate scheduler and 20 epochs of linear warm-up. A batch size of 1024, an initial learning rate of 0.001, and a weight decay of 0.05 are used. We set the drop path rate to 0.2, 0.3, 0.5 for Deformer-tiny, Deformer-small, and Deformer-base. The models are trained on 8 NVIDIA Tesla V100 GPUs. We follow [18], [19], [53] for other hyper-parameters and training details.

2) Crowd counting: We adopt the pre-trained Deformer as the backbone and initialize the remaining modules randomly. We optimize the model with AdamW, which is commonly adopted for transformer-based networks. The batch size is set to 8 for ShanghaiTech, and 16 for the other large-scale datasets. Other hyper-parameter settings and training strategies strictly follows [8], [9] to make a fair comparison.

D. Comparison with State of The Arts

1) Benchmark results: We compare our method with the current state-of-the-art methods on crowd counting benchmarks. The results are shown in Table II, Table III and Table IV, respectively. As can be seen, our method shows significant improvements over the other state of the arts. SAANet surpasses both classical CNN-based methods and Transformer-based methods except for MFDC on UCF-QNRF, which adopts multiple experts of FDC with additional scene classification. Compared with the contemporary CCTrans [52] method, SAANet reduces the MAE by 4.3 and 3.3 on NWPU-Crowd val and test set, respectively. The advantages are much more significant when compared with CNN-based methods, where SAANet reduces the MAE and MSE up to 36.2 and 277.8 on NWPU-Crowd val set as shown in Table III. We currently rank No.1 on the public leaderboard of NWPU-Crowd benchmark\(^1\). On JHU-Crowd++, our method improves the MAE across all the sub-categories and overall dataset consistently, as shown in Table IV. It can be seen that on large data sets, such as UCF-QNRF, NWPU-Crowd, JHU-Crowd++, the performance of SAANet is excellent due to its high capacity.

2) Visualization of density maps: We visualize the density maps predicted by our method and DM-Count [9] for comparison. The two methods adopt the same loss function but different frameworks, where our method is a Transformer-based framework while DM-Count is based on CNN. As

\(^1\)https://www.crowdbenchmark.com/nwpucrowd.html
shown in Fig. 5, the density maps estimated by our method appear sharp and are close to the locations of crowds.

E. Ablation Study

As aforementioned, our proposed SAANet is composed of the following components: a Deformer backbone to extract features, a multi-level feature fusion module to perform multi-scale information fusion, and a count-attentive feature enhancement module to strengthen feature representations. We conduct a number of ablation experiments to verify the effectiveness of each component in SAANet.

1) Advantages of the Deformer backbone: To show the advantages of the proposed Deformer backbone, we compare the Deformer series with other state-of-the-art CNN- and transformer-based backbones. We use the same prediction head (without involving other proposed modules) and loss function [9] for all backbones to ensure a fair comparison. In addition to counting accuracy, we also compare the computational complexity and parameters consumed by each backbone.

The FLOPs of each compared model are calculated on inputs of the same 224×224 resolution. As can be seen from Table V, our method outperforms others significantly using fewer model parameters and comparable computational costs. Moreover, our lightweight model Deformer-small even achieves better performance than the larger model Twins-large and Twins-base, demonstrating our proposed backbone’s high efficiency and applicability.

Fig. 6 shows the visualization of the sampling points of the deformable attention in our Deformer backbone. We visualize the estimated sampling points in the second stage of Deformer (1/8 of the image resolution). Moreover, we analyze the distribution of learned sampling offsets with respect to the scale of bounding boxes on JHU-Crowd++. As shown in the right of Fig. 6, the sampling offsets are positively correlated with the size of bounding-boxes. Note that the bounding-box information is not used in training. These reveal that the deformable attention module can adapt its sampling locations and the corresponding attention weights according to the different scales of human heads.

2) Ablation on multi-level feature fusion: To show the effect of the MFF module, we first perform a baseline experiment where the single-level (final layer) feature is used to predict the density map directly. We then enable the MFF module to fuse the multi-level features with deformable attentions. As is shown in the Table VI, the feature fusion module can reduce MAE/MSE from 53.8/86.3 to 53.2/84.2, compared to the baseline. Moreover, we also perform an ablation study using the VGG backbone. The MFF module consistently improves the performance with different backbones.

3) Ablation on count-attentive feature enhancement: We further perform an ablation study to investigate the effect of the CAFE module. The CAFE module is a stack of transformer decoder layers with count loss supervision, where the multi-head attention maps are used to re-calibrate the feature maps. As shown in Table VI, in comparison with the baseline model, the proposed CAFE module can reduce MAE/MSE from 53.8/86.3 to 52.8/83.2. After that, we conduct another experiment to
enable both MFF and CAFE modules simultaneously. It can lead to a noticeable improvement, reducing MAE and MSE by 2.1 and 6.2, respectively. Besides, the same improvement can be observed using the VGG backbone, further demonstrating the effectiveness and generalization of the proposed MFF and CAFE modules.

To visualize the effect of CAFE, we accumulate attention maps across all heads of the last cross attention layer and then draw the attention maps. As shown in Fig. 7, the lighter region means where the decoder pays more attention on. As can be seen, the attention maps could capture high-level semantic information such that they tend to focus on the foreground regions.

V. CONCLUSIONS

In this paper, we propose a transformer-based framework for crowd counting. Our method, termed SAANet, is designed to avoid the limitations of convolution networks and recent Transformer architectures with windowed attention which are not adaptive to the scene. For this purpose, we propose a deformable attention in-built architecture for crowd counting. Our method learns adaptive feature representations with deformable sampling locations and dynamical attention weights, which increase the ability to handle scale and scene variations. Besides, we propose two modules to enhance feature representation further. The experiment results show that our method plays favorably against state-of-the-art approaches on public crowd counting benchmarks.
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