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ABSTRACT Various methods have been proposed to estimate the capacity of lithium-ion batteries through constant current constant voltage charging. Existing algorithms require limiting the charging current and starting the charge from a specific low state of charge (SOC). In this paper, a capacity estimation algorithm for various initial SOC and 2 C charging currents is proposed. The proposed algorithm estimates capacity through a multilayer perceptron neural network using voltage curves measured during constant current (CC) charging, charging times, and initial SOC. Estimation accuracy was verified using two aging experiments. Estimation result shows that the Mean Absolute Error (MAE) is 0.39% and Maximum Error (ME) is 2.12%. In addition, even if there is an error in the estimated initial SOC, the capacity estimation errors are 0.85% MAE and 3.23% ME, showing robust characteristics regarding initial SOC estimate errors. The proposed algorithm is available for high charging currents and various initial SOC conditions, it and estimates capacity with high accuracy, even if there are errors in the estimated initial SOC. Owing to these advantages, the proposed algorithm can be easily implemented in actual applications.

INDEX TERMS Constant current charging voltage, multilayer perceptron, capacity estimation, initial state of charge.

I. INTRODUCTION
The energy density of lithium-ion batteries is higher than that of other batteries, and they are extensively used in various fields owing to their high power density. These batteries degrade under normal operating conditions, such as cycle aging, calendar aging, and abnormal operating conditions, examples for which are over-current, over-discharge, and over-charging [1]. Failure to estimate the capacity of degraded batteries could lead to an incorrect estimate of the movable distance of mobile devices, such as electric vehicles (EV) and drones, resulting in failure to reach the next rechargeable position. In addition, over-discharge situations may occur because of the forced movement of mobile devices beyond their movable distance. If over-discharge occurs, the battery may age at a rapid rate or, in severe cases, an internal short fault may occur, leading to an explosion. [2]

Therefore, it is important to identify the capacity of a battery so that it can be used safely for a long duration.

Existing capacity estimation algorithms can be classified into three types: direct assessment, adaptive, and data-driven approaches. [3] Figure 1 displays the classification of capacity estimation algorithms. A direct assessment approach can be used to estimate the capacity through Coulomb counting, open circuit voltage (OCV), and electro impedance spectroscopy (EIS) experiments. A typical method for direct assessment is to estimate the capacity using the Coulomb counting method. First, the battery is discharged corresponding to a state of charge (SOC) value of 0%. Second, the capacity is calculated using the discharged capacity and the SOC at the beginning of the discharge. [4] The estimated capacity using this method may be inaccurate owing to an SOC estimation error, cumulated current measurement errors, and wrong current efficiency of the Li-ion battery. Other methods
estimate capacity degradation by recording changes in the OCV curves that occur as aging progresses or increases in internal resistance when measuring EIS. In Ref. [5], estimated capacity was measured using the tendency for changes in EIS at 100% SOC and 50% SOC as batteries age. However, measuring EIS or OCV changes requires a laboratory environment or additional equipment. Therefore, it is very difficult to estimate capacity through EIS or OCV changes in real applications.

The adaptive approach is a method of estimating capacity through the Kalman filter, particle filter, and least square method based on the equivalent circuit model (ECM) of a Li-ion battery. [6]–[9] These methods are advantageous because their algorithms are applicable in real situations, such as EVs mixed with acceleration (discharge) and regenerative brakes (charge). In Ref. [8], the fractional-order model was employed to reduce model errors of ECM. Ref. [9] estimated capacity using the estimated SOC and the amount of charge entered during a full charging process and corrected the estimated capacity by using the Elman network, which learned the capacity degradation trend of the Li-ion battery. However, a disadvantage of the adaptive approach is that there is a significant variation in the estimation accuracy owing to errors in the estimated SOC and model parameters. Furthermore, it is difficult to determine the exact model parameters of Li-ion batteries.

A data-driven method can estimate capacity without ECM by using data accumulated through previous experiments. The data-driven method can be distinguished into differential analysis and machine learning methods. [10] The differential analysis method estimates capacity by using characteristics that appear in the incremental capacity (IC) curve or differential voltage (DV) curve by differentiating the capacity-OCV relationship [11], [12]. An algorithm was proposed in Ref. [11] that estimates the capacity through a DV curve that can be measured during CC charging. When charging is commenced at 15% or a lower SOC, features in the DV curve can be observed by differentiating the measured constant current (CC) charging voltage curve. The capacity was estimated by comparing the linear relationship between the CC charging duration and battery capacity. The estimation error of this algorithm was between ±2%, except for the severely aged case. A disadvantage of this method is that discharging the Li-ion battery to less than 15% of the SOC is necessary to extract features, before starting the charging process. To overcome these shortcomings requiring a discharge to SOC of 15%, a method for estimating capacity using incremental capacity analysis (ICA) was proposed in Ref. [12]. An analysis of CC charging voltage curves using IC is used to extract features that exist near 60% of the SOC and change with capacity degradation. The capacity of a battery can be estimated using linear relationships between this feature and a capacity with an error of approximately 1.3% of the mean absolute error (MAE) and 2.5% of the maximum error (ME). This algorithm still has the disadvantage of not being able to estimate capacity if charging is commenced from 60% or a higher SOC and if the charging current is higher than the 1 C C-rate.

Machine learning methods are used to estimate capacity by extracting features or directly learning, such as voltage and current measured during CC charging and CV charging [13]–[22]. In Refs. [13]–[17], extracted features from the voltage and current data of CC-CV charging and estimated capacity through learning were used. These methods have the disadvantage that it is necessary to start charging from a fully discharged state to measure IC or DV curves. [18]
selected inputs by measuring the charge between 3.6 V and 3.8 V intervals during CC charging without preprocessing. This allows the capacity to be estimated with errors of 0.44% for MAE and 2.66% for ME without full discharge and full charge. However, CC charging data for the range of approximately 15% – 60% SOC are still required. In Ref. [20], first, a certain voltage between 3.3 V and 3.75 V was selected during CC charging with 1 C and 0.5 C currents. Second, charging time between the selected points was measured. Then, the measured times were used as input for a Gaussian process regressor. For this algorithm, 3.75 V is equivalent to approximately 60% SOC, so this algorithm can be used if the starting point of the charge is less than 60%. In addition, it has a 2.5% error on the RMSE basis and has a low estimation accuracy. In Ref. [22] a method for estimating capacity using 1 C current CC charging data and UDDS simulation data was proposed. This method has no limits with regards to starting SOC. However, due to simple inputs, it shows a low estimation accuracy of 1.6% average error and a 3.8% maximum error. In Ref. [22] a method for estimating capacity by combining flexible results estimated based on the charging data of charges longer than 20 minutes and robust results estimated from data measured using the dynamic driving profile was proposed. The flexible method estimates the capacity by using RNN and the voltage and current data measured during charging with 1 C or 0.3 C. The robust method estimates capacity using NN and the distribution of I-V data measured while driving. In Ref. [19], capacity was estimated using data from the initial SOC starting charge in the range of 3% – 43%. In this study, current, voltage, and charged capacity data measured during the constant current constant voltage (CCCV) charging process were selected as input, and each curve was divided into 25 equal parts to obtain 75 inputs. Using the DCNN structure, the capacity was estimated with a 0.3% of root mean square error (RMSE) and 4.9% of ME. In this case, constraints remain on the initial SOC of the charge, and a disadvantage is that the algorithm can be applied only when charging up to 100% using CV mode charging data. Data-driven methods require limiting the charging C-rate to find input features, starting charging from a specific low SOC, or full charging to use features measured during the CV charging process. However, in an actual application, the battery can be charged from a wide range of initial SOC or be charged with a higher C-rate than 1 C. Also, the charging current will be much higher because people want to reduce charging time. In addition, if the battery is not fully charged, it is not possible to extract features, such as charging time or curvature of CV process. In this study, we propose an algorithm that is available for high C-rate charging currents, estimates the capacity using only data from the time of CC charging, and estimates the capacity regardless of the initial SOC within a range of 0–86%. The proposed algorithm estimated the capacity using multi-layer perceptron (MLP) using the voltage curve during CC charging, initial SOC, and CC charging time as input data. Therefore, the proposed algorithm can estimate the capacity after charging is end, whether it is fully charged or not. By comparing the performance of MLPs of various structures, the most suitable structure for capacity estimation was selected. To verify the proposed algorithm, aging data were acquired by conducting two experiments. The first experiment was conducted with a 0.5 C charging current and a low initial SOC. The second experiment was conducted with a 2 C charging current and various initial SOCs. The proposed algorithm estimates the capacity with 0.39% of MAE and 2.12% of ME, regardless of the size of the charge start SOC and charge current. The key contributions of the proposed algorithm can be summarized as follows.

- We propose an algorithm that can estimate capacity even when charging is started at high initial SOC.
- We verify that the proposed algorithm works with 0.5 C and 2 C charging currents and can estimate the capacity for the high C-rate charging case.
- We verify that the proposed algorithm estimates the capacity with high accuracy.

The remainder of this paper is organized as follows: In Chapter 2, basic capacity estimation methods are presented, inputs of the MLP are selected, and algorithm implementation and learning methods are described. Chapter 3 describes the experimental method and configuration of two datasets. The results of the experiments are compared and analyzed in Chapter 4, and the conclusions are presented in Chapter 5.

II. CAPACITY ESTIMATION WITH MLP

A. BASIC CAPACITY ESTIMATION AND INPUT SELECTION

The basic method of estimating capacity can be used by comparing the SOC of batteries that have changed over time, such as the integration of the current of a battery over a given period. (1)

\[
\text{Capacity} = \frac{\int_{t_1}^{t_2} I(t) dt}{SOC_2 - SOC_1} = \frac{I \times t_{cc}}{SOC_{cc-cv} - SOC_{init}}
\]

If the above equation is applied to charging the battery in the CC section, \(SOC_1\) will replace the charge start SOC, \(SOC_2\) will replace it with \(SOC_{cc-cv}\) at the point of the transition from the CC mode to the CV mode. The denominator will simply be displayed as the product of the charging current and time to estimate capacity. Therefore, capacity can be estimated using four terms: \(SOC_{cc-cv}\), \(SOC_{init}\), \(I\), \(t_{cc}\) as input to NN. However, \(SOC_{cc-cv}\) varies (Fig. 2(b)) depending on the internal resistance and internal activity of the battery, which also varies with aging and specific aging path (Fig. 2(a)). Therefore, \(SOC_{cc-cv}\) cannot be measured directly and must be estimated using a model or calculated from the correct battery capacity and the charged quantity in the CV mode. When estimated by a model, the internal resistance and internal active state need to be accurately modeled. However, estimating internal resistance and internal active states requires additional current inputs and experiments that satisfy the persistent excitation conditions, making it difficult to use in actual applications. One of the methods to replace...
information is extracted through inappropriate kernels. However, each part of a CC charging curve has different characteristics. Therefore, each part needs to be filtered through a different kernel. In contrast, all inputs are connected to each node in the MLP; therefore, there are many weights, but all information can affect the results. Thus, the proposed algorithm uses the MLP NN structure.

MLP NN is a type of feedforward neural network, consisting of an input layer, several hidden layers and output layers, and the nodes that make up each layer are represented by a weighted sum of the outputs of the nodes in the previous layer, bias, and non-linear activation function (Fig. 3). The MLP structure of the proposed algorithm has 4 hidden layers and each layer has 768 nodes. If ReLU is selected as an activation function, it has the advantage of preventing vanishing gradient phenomena that are likely to occur in the sigmoid function. And, ReLU provides an opportunity for efficient computation and network compression. However, regarding the number of layers of the proposed algorithm, the vanishing gradient phenomenon is not a problem. In addition, ReLU is prone to overfitting, and has dead neuron issues. [23], [24] Therefore, the sigmoid function is selected as an activation function. The input layer of the MLP consists of N+2 nodes by taking N divided voltage curves, $SOC_{init}$ and $t_{cc}$ as input. In this study, N is set to 100, so that the input of the MLP can reflect the characteristics of the charging curve. The output layer has one node for outputting the estimated capacity.

The loss function for learning is shown in Eq. (2). If $SOC_{init}$ is estimated in the actual environment, $SOC_{init}$ may contain errors due to current integration errors, an incompletely rested state, or other reasons. To estimate the capacity robustly with regards to initial SOC errors, the last two terms in (2) were added to the loss function.

$$Loss = 0.4 \sum (Y_{real} - Y_{9\%})^2 + 0.3 \sum (Y_{real} - Y_{+2\%})^2 + 0.3 \sum (Y_{real} - Y_{-2\%})^2$$

(2)

$Y_{real}$ is the actual capacity, $Y_{9\%}$ is the estimated capacity with no error in $SOC_{init}$, $Y_{+2\%}$ is the estimated capacity with +2% error in $SOC_{init}$, and $Y_{-2\%}$ is the estimated capacity with -2% error in $SOC_{init}$. The coefficients for each term were chosen arbitrarily to reflect each case. The Adam optimizer was used for learning, and a dropout was applied at a 5% rate in order to reduce the overfitting problem. In addition, if the loss of the validation set during learning no longer decreases, learning is stopped to prevent overfitting problems.

C. CONVOLUTION NEURAL NETWORK

The proposed algorithm was compared with a CNN algorithm with a structure similar to that proposed in [19]. The input of the CNN algorithm was selected to be the CC charging voltage curves, $t_{cc}$ and $SOC_{init}$, same as for the proposed algorithm, and $t_{cc}$ and $SOC_{init}$ were entered directly into the fully connected layer, bypassing the convolution layer (Fig. 4). Each of the convolution layers had a similar filter and kernel size to that proposed in [19], and a pooling layer was added.
III. EXPERIMENT AND DATASET CONFIGURATION

We conducted two aging experiments to verify the accuracy of the proposed algorithm. The first aging experiment was conducted with 5 battery packs to gain data of different aging paths, and the second aging experiment was conducted on two battery packs to gain data on charges and discharges with a high C-rate. Chroma 17020 was used for charging and discharging, and a constant ambient temperature of 25 °C was maintained using a constant temperature chamber.

A. DIFFERENT AGING PATH DATASET

In this experiment, five battery packs were used. Each battery pack has 8 cells of a Samsung INR18650-20R. In each pack, 2 cells were connected in parallel and 4 groups of parallel cells were then connected in series. Each battery pack was discharged using the CC discharge method with 1 C, 2 C, 3 C, 4 C, and 5 C and charged using the CCCV method, so that each battery had a different aging path. A current profile was applied to measure the capacity and test the characteristics of each battery every 20 CC discharge and CCCV charge cycles (Fig. 5). The dataset was obtained during the CCCV charging process just before the capacity measurement, and charging was started from a low SOC after CC discharge and rest time for accelerated aging. In this dataset, the SOC has different values depending on the internal resistance of the battery and the aging path.

When building the dataset, the initial part of the measured CC charging was removed to produce various combinations of SOC\textsubscript{init}. The length of the removed section was set to 0%, 5%, 10%, ..., and 90% of the total CC section, generating 19 data points from one CCCV charging dataset (Fig. 6). For practical applications, SOC\textsubscript{init} can be estimated by OCV measured after rest and SOC corresponding to that OCV. However, when the initial part of the CC section is removed, OCV cannot be accurately measured due to the charging process.
TABLE 1. Batteries used in different aging path dataset.

| Battery | \( C_{\text{initial}} \) (Ah) | \( C_{\text{aged}} \) (Ah) | \( \frac{C_{\text{aged}}}{C_{\text{initial}}} \times 100(\%) \) | Charging current | Discharging current | \( SOC_{\text{init}} \) range |
|---------|------------------------------|-----------------------------|--------------------------------|------------------|-------------------|----------------------|
| B1      | 4.4864 Ah                    | 3.7889 Ah                  | 84.45%                         | 0.5 C            | 1 C               | 0-85.9%              |
| B2      | 4.4899 Ah                    | 3.6838 Ah                  | 82.05%                         | 0.5 C            | 2 C               | 0-85.8%              |
| B3      | 4.4793 Ah                    | 3.5781 Ah                  | 79.88%                         | 0.5 C            | 3 C               | 0-85.7%              |
| B4      | 4.4898 Ah                    | 3.5180 Ah                  | 78.36%                         | 0.5 C            | 4 C               | 0-85.9%              |
| B5      | 4.4635 Ah                    | 3.3675 Ah                  | 75.45%                         | 0.5 C            | 5 C               | 0-85.4%              |

In this dataset, the values of \( SOC_{\text{init}} \) were distributed over the 0–85.9% interval, and the capacity was aged to 76–83% of the initial value (Table 1). B1, B3, and B5 were selected as training sets, and B2 and B4 were chosen as validation sets and test sets, respectively.

**B. HIGH C-RATE CHARGING DATASET**

Because the above dataset contains data of charging with a low C-rate of 0.5 C, further analysis is required for charging with a high C-rate. In addition, when the \( SOC_{\text{init}} \) changes in the first dataset, the transient response in the initial part of the charge was ignored. Therefore, the accuracy of the capacity estimation should be verified in situations in which \( SOC_{\text{init}} \) is actually changing. Further experiments were conducted to verify this hypothesis. Two 10000 mAh 22.2 V battery packs were used, and the aging of the battery packs was accelerated by repeating the CC discharge with 3 C and CC charging with 2 C. We measured the capacity every 60 cycles. After a full charge, the \( SOC_{\text{init}} \) was changed by discharging it from 30% to 100% of the initial capacity and stopping the discharge when the lower voltage was reached (Fig. 7). The training set selected one datapoint for each of the two aging points, including two to three datapoint at the beginning and end of the aging process of each battery. Among the remaining data, validation data and test data were selected alternately (Fig. 8). The division into training, validation and test datasets is to interpolate the training data, so that the validation data and test data can be estimated.

**IV. RESULTS AND DISCUSSION**

The different aging path datasets has relatively rich data compared to the high C-rate charging dataset. Therefore, the estimation results were mainly analyzed using the first dataset, and the effects of the transient response and the accuracy of the high C-rate charging situation were analyzed using a later dataset.

**A. DIFFERENT AGING PATH DATASET**

The estimated accuracy of the MLP NN depends on the number of layers or nodes in each layer, such as the number of...
hidden layers or the number of nodes in the layers. In general, a complex structure increases estimation accuracy, but may result in increased unnecessary computations and overfitting, thereby reducing estimation accuracy. Therefore, it is necessary to determine the proper MLP structure. In this study, we compared the mean absolute error (MAE) and maximum absolute error (ME) according to the number of hidden layers in the training set and selected the appropriate structure for capacity estimation. MAE and ME were obtained using the following formulae:

\[
MAE = E\left(\frac{|Q_{true} - Q_{est.}|}{Q_{true}}\right) \times 100(\%) \quad (4)
\]

\[
ME = \max\left(\frac{|Q_{true} - Q_{est.}|}{Q_{true}}\right) \times 100(\%) \quad (5)
\]

MAE and ME are shown in Fig. 9 for 768 nodes per layer and for 1 to 8 hidden layers. Both, MAE and ME demonstrate a trend of decreasing errors with an increasing number of layers up to 4 layers, and when this number exceeds 4, errors do not decrease or change significantly. Therefore, 4 hidden layers were used after accounting for computation cost and estimated accuracy.

To compare the estimated accuracy with the number of nodes in each hidden layer, the estimated error was compared by setting the number of layers of the hidden layer to 4, and changing the number of nodes to 128, 256, 512, 768, and 1,024 for each layer (Fig. 10). MAE continues to decrease as the number of nodes increases (Fig. 10), but it can be confirmed that ME increases again after 768 nodes/layer. Therefore, the MLP structure was chosen to have 4 hidden layers and 768 nodes for each layer.

As mentioned in Chapter 2, in real-life situations, errors in SOC estimates may occur due to accumulated errors from current measurement or the incorrect estimation of OCV due to insufficient rest times. Therefore, if the \(SOC_{init}\) is incorrect, the robustness of the proposed algorithm should
FIGURE 11. Capacity estimation result with error (test set) (a) Measured capacity and estimated capacity (b) with no SOC\textsubscript{init} estimation error (c) with \(-2\%\) of SOC\textsubscript{init} error (d) with 2\% of SOC\textsubscript{init} error.

be confirmed. For the proposed algorithm, estimation results were presented for the test set assuming that the SOC\textsubscript{init} estimation error was \(\pm2\%\), \(\pm1\%\), and 0\%, because errors of \(\pm2\%\) were considered in the loss function during the learning process. (Eq. (2)) Figure 11 and table 3 show MAE and ME of the estimated results for each situation of the training, validation, and test set.

TABLE 3. MSE and ME of training, validation, and test set (proposed algorithm, different aging path dataset).

| Input SOC error | SOC\textsubscript{init} \(-2\%\) | SOC\textsubscript{init} \(-1\%\) | SOC\textsubscript{init} \(0\%\) | SOC\textsubscript{init} \(1\%\) | SOC\textsubscript{init} \(2\%\) |
|-----------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Training Set    | MAE 0.5506% 3.1902% | MAE 0.3401% 2.5544% | MAE 0.3698% 2.0043% | MAE 0.5608% 2.4730% | MAE 0.8390% 3.5647% |
|                 | ME 0.5506% 3.1902% | ME 0.3401% 2.5544% | ME 0.3698% 2.0043% | ME 0.5608% 2.4730% | ME 0.8390% 3.5647% |
| Validation Set  | MAE 0.5852% 3.1675% | MAE 0.3902% 2.5980% | MAE 0.3970% 2.0554% | MAE 0.5676% 2.0322% | MAE 0.8092% 2.8538% |
|                 | ME 0.5852% 3.1675% | ME 0.3902% 2.5980% | ME 0.3970% 2.0554% | ME 0.5676% 2.0322% | ME 0.8092% 2.8538% |
| Test Set        | MAE 0.6447% 3.2341% | MAE 0.4236% 2.6690% | MAE 0.3886% 2.1205% | MAE 0.5934% 2.4771% | MAE 0.8543% 2.8700% |
|                 | ME 0.6447% 3.2341% | ME 0.4236% 2.6690% | ME 0.3886% 2.1205% | ME 0.5934% 2.4771% | ME 0.8543% 2.8700% |

TABLE 4. MSE and ME of training, validation, and test set (CNN algorithm, different aging path dataset).

| Input SOC error | SOC\textsubscript{init} \(-2\%\) | SOC\textsubscript{init} \(-1\%\) | SOC\textsubscript{init} \(0\%\) | SOC\textsubscript{init} \(1\%\) | SOC\textsubscript{init} \(2\%\) |
|-----------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Training Set    | MAE 2.5607% 7.9026% | MAE 1.6890% 9.0474% | MAE 1.3500% 10.1922% | MAE 1.7049% 11.3477% | MAE 2.4912% 12.5033% |
|                 | ME 2.5607% 7.9026% | ME 1.6890% 9.0474% | ME 1.3500% 10.1922% | ME 1.7049% 11.3477% | ME 2.4912% 12.5033% |
| Validation Set  | MAE 2.3369% 6.8518% | MAE 1.4590% 6.3802% | MAE 1.2241% 7.4858% | MAE 1.6254% 8.5921% | MAE 2.3726% 9.6982% |
|                 | ME 2.3369% 6.8518% | ME 1.4590% 6.3802% | ME 1.2241% 7.4858% | ME 1.6254% 8.5921% | ME 2.3726% 9.6982% |
| Test Set        | MAE 2.5392% 6.9324% | MAE 1.5597% 6.0789% | MAE 0.9903% 5.2257% | MAE 1.2108% 4.7425% | MAE 1.8654% 5.7693% |
|                 | ME 2.5392% 6.9324% | ME 1.5597% 6.0789% | ME 0.9903% 5.2257% | ME 1.2108% 4.7425% | ME 1.8654% 5.7693% |
TABLE 5. MSE and ME of training, validation, and test set (proposed algorithm, high C-rate dataset).

| Input SOC | $SOC_{\text{init}} + 2\%$ | $SOC_{\text{init}} + 1\%$ | $SOC_{\text{init}} + 0\%$ | $SOC_{\text{init}} - 1\%$ | $SOC_{\text{init}} - 2\%$ |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Training Set MAE | 0.3633% | 0.2643% | 0.2361% | 0.2925% | 0.4066% |
| ME | 1.7371% | 1.4717% | 1.3052% | 1.2117% | 1.9164% |
| Validation Set MAE | 0.4436% | 0.3849% | 0.4281% | 0.5335% | 0.6573% |
| ME | 1.7516% | 2.0486% | 2.2583% | 2.1958% | 2.2423% |
| Test Set MAE | 0.3696% | 0.2728% | 0.2857% | 0.3903% | 0.5202% |
| ME | 1.2425% | 1.1823% | 1.1070% | 1.1720% | 1.4265% |

FIGURE 12. Capacity estimation result of CNN algorithm (test set).

validation, and test sets. Note that the presence of multiple points in one cycle is a representation of different $SOC_{\text{init}}$ conditions. First, if there was no $SOC_{\text{init}}$ estimation error, the capacity estimation error was within the range of $\pm 1\%$ in most cases, and the maximum error was approximately $2.1\%$ (Fig. 11 (b)). When adding $+2\%$ and $-2\%$ errors to $SOC_{\text{init}}$, the capacity estimation error was within the range of $\pm 2\%$ errors, except for certain cases, with a maximum error of approximately $3.2\%$ (Fig. 11 (c), (d)). These results show that the proposed algorithm has robust characteristics against errors in $SOC_{\text{init}}$. If there were no errors in $SOC_{\text{init}}$, the MAE was $0.4\%$ or less in all cases. Even if there is a $\pm 2\%$ error in $SOC_{\text{init}}$, it is possible to verify a robust estimation for the capacity for $SOC_{\text{init}}$ with less than $3.6\%$ ME and less than $0.9\%$ MAE.

The results of estimating the capacity of the test set via CNN are shown in Fig. 12, and MAE and ME of each dataset are shown in Table 4. For the CNN algorithm, high $SOC_{\text{init}}$ caused a large errors when the battery was new. In contrast, when a battery is aged, low $SOC_{\text{init}}$ caused large errors (Fig. 12). These results show that the CNN algorithm is greatly affected by $SOC_{\text{init}}$. In contrast, for the proposed algorithm, it can be seen that capacity can be estimated with low errors regardless of $SOC_{\text{init}}$. Also, estimation errors of the proposed algorithm are lower than errors of CNN algorithm for all cases.

FIGURE 13. Estimation results and errors of high C-rate charging dataset (a) estimation results and errors of B6 (b) estimation results and errors of B7.

B. HIGH C-RATE CHARGING DATASET

As mentioned before, the different aging path datasets are rich, but the charging current has a low C-rate and no transient response exists. Therefore, the estimated accuracy should be reanalyzed for datasets for which the charging current is high and $SOC_{\text{init}}$ is actually changing. Figure 13 presents the estimated results and estimation errors for each battery pack, and the detailed results for each dataset are listed in Table 5.

MAE for the training and test sets were less than $0.3\%$, and the estimation accuracy was extremely high. Regarding the validation set, MAE and ME were relatively large due to errors in the 20th aging point of B6. This is thought to
be an effect of a changing trend in capacity due to capacity regeneration after the 20th aging point. Except for this aging point, ME of the estimated capacity error is less than 1.31%. These high-accuracy estimation results show that the proposed algorithm can estimate capacity effectively, even when high C-rate charging conditions and transient responses exist.

V. CONCLUSION
In this study, we proposed an algorithm that estimates the capacity of a lithium-ion battery using its CC charging curve. The proposed algorithm uses the voltage curve of the CC charging section, CC charging time, and SOC to estimate the capacity using an MLP structure. The MLP structure was selected by comparing the estimated accuracy of several structures, and the overall accuracy was verified using experimental data. The estimated results exhibited very high estimation accuracy with a MAE of 0.39% and ME of 2.12%, regardless of the initial SOC, within a range of 0–86%. These results are similar to or better than the capacity estimation accuracies of existing algorithms. In addition, an estimated error with a MAE of 0.85% and ME of 3.23% was exhibited, even if an estimated error was present for SOCinit, showing the estimated capacity to be robust even for an estimated error within ±2% of SOCinit. In addition, when charging with a 2 C current, which could not be studied using the existing algorithms, the proposed algorithm also showed a high estimated performance with a MAE of 1.11% and ME of 0.29%. The proposed algorithm will ease restrictions on the application of algorithms, such as SOCinit charge current limits, making it easier to apply algorithms to multiple applications in real situations. In this study, the ambient temperature and charging current were fixed. Future studies could involve an algorithm that can estimate capacity by considering temperature changes and various charging currents.
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