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ABSTRACT. We extract a system of numerical invariants from logarithmic intersection theory on pluricanonical double ramification cycles, and show that these invariants exhibit a number of properties that are enjoyed by double Hurwitz numbers. Among their properties are (i) the numbers can be efficiently calculated by counts of tropical curves with a modified balancing condition, (ii) they are piecewise polynomial in the entries of the ramification vector, and (iii) they are matrix elements of operators on the Fock space. The numbers are extracted from the logarithmic double ramification cycle, which is a lift of the standard double ramification cycle to a blowup of the moduli space of curves. The blowup is determined by tropical geometry. We show that the traditional double Hurwitz numbers intersected by the refined cycle with the cohomology class of a piecewise polynomial function on the tropical moduli space of curves. This perspective then admits a natural, combinatorially motivated, generalization to the pluricanonical setting. Tropical correspondence results for the new invariants lead immediately to the structural results for these numbers.
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1. INTRODUCTION

Double Hurwitz covers are maps

\[(C, p_1, \ldots, p_n) \rightarrow (\mathbb{P}^1, 0, \infty)\]

from a smooth projective genus \(g\) curve to \(\mathbb{P}^1\). The ramification data is fixed by a length \(n\) vector \(x\) with vanishing sum, whose entries record the orders of zeroes and poles at the corresponding marked point. We fix the ramification vector \(x\). There are two basic directions of interest in double Hurwitz theory.

(i) Numerical. After fixing the locations of the branch points, there are finitely many covers of the form above. The count of such covers is the double Hurwitz number \(H_g(x)\).

(ii) Cohomological. A natural compactification of the locus in \(\mathcal{M}_{g,n}\) of points that admit a double Hurwitz cover with ramification \(x\) produces tautological cohomology class on \(\overline{\mathcal{M}}_{g,n}\) known as the double ramification cycle.
Double Hurwitz numbers have a remarkable structure. They form basic building blocks in the Gromov–Witten theory of curves, can be computed via tropical correspondence theorems, exhibit a piecewise polynomiality property when varying $x$, and can be connected to the representation theory of the Heisenberg algebra [17, 28, 48]. The numbers and their structure remain of significant contemporary interest, for example in the context of topological recursion [13, 24].

The double ramification cycle is a compactification of the locus in $M_{g,n}$ parameterizing double Hurwitz covers, and arises from the virtual geometry of the space of relative stable maps to $\mathbb{P}^1$. Developments in logarithmic and orbifold geometry have led to a beautiful explicit formula for the cycle in terms of standard classes [7, 36, 37]. The double ramification cycle has natural generalizations coming from the geometry of the Picard variety, and of special interest are the pluricanonical double ramification cycles, where one studies curves admitting pluricanonical divisors of a form dictated by $x$, rather than principal divisors [7, 26].

1.1. Main results. We propose a pluricanonical generalization of the numerical side of double Hurwitz theory, and show that they share many of the properties of double Hurwitz numbers. The approach is based on a new connection, presented here, that extracts the numerical theory from the cohomological theory, which then naturally generalizes to the pluricanonical situation. Precisely, we observe that the double Hurwitz numbers can be extracted from the logarithmic double ramification cycle by intersection with the cohomology class associated to a piecewise polynomial function on the tropical moduli space. These logarithmic enhancements were first considered in [34] and studied further in [33, 35, 45]. The logarithmic context is critical; there appears to be no simple way to extract the Hurwitz numbers from the traditional double ramification cycle calculated in [36].

Once the double Hurwitz numbers have been expressed as above, the double ramification cycle can be replaced with its pluricanonical variants, with the intersection number coming from the same piecewise polynomial function as before. We show that these intersection numbers can be calculated by tropical geometry, and import statements from double Hurwitz theory into the pluricanonical context via their tropical interpretations.

Given a stack $X$ with a normal crossings boundary divisor, a simple toroidal blowup is a blowup $X' \to X$ along a smooth stratum; the preimage of the boundary is again normal crossings. A toroidal blowup is a morphism $Y \to X$ obtained by a sequence of simple toroidal blowups. The logarithmic Chow ring of $X$ is the colimit of the Chow rings $\text{CH}^*(X')$ under pullback. A fruitful source of logarithmic cohomology classes in this Chow ring are piecewise polynomial functions on the cone complex of $X$; this is explained in Section 2, following [35, 44, 45].

Given an integer $k$ and a vector $x$ in $\mathbb{Z}^n$, the logarithmic $k$-pluricanonical double ramification cycle $\text{DR}^\log_g(x, k)$ is defined in the logarithmic Chow ring of $\overline{M}_{g,n}$. When restricted to the interior $M_{g,n}$ the class is represented by the locus of pointed curves $\mathcal{C}$, such that the divisor $\sum x_i p_i$ is isomorphic to the $k$th power of the logarithmic canonical bundle of $\mathcal{C}$.

Fix a genus $g$ and ramification vector $x$. In Section 3 we construct an explicit piecewise polynomial function on the tropical moduli space of curves, called the branch polynomial. It is a function $\text{br}_x: [M^\text{trop}_{g,n}] \to \mathbb{R}$, and upon restriction to the locus of tropical curves admitting a balanced map to $\mathbb{R}$ with ramification $x$, it is constructed from the data of the images in $\mathbb{R}$ of the vertices of the tropical curve. We take $\text{br}_x$ to be any extension of this polynomial to the whole moduli space.
**Theorem A.** The intersection number of $\text{DR}^\text{log}_g(x,0)$ with the branch polynomial is equal to the double Hurwitz number:

$$H_g(x) = \deg \left( [\text{br}(x,0)] \cap \text{DR}^\text{log}_g(x,0) \right).$$

The branch polynomial may be explicitly represented by a cycle consisting of a collection of strata in a toroidal blowup of $\overline{\mathcal{M}}_{g,n}$.

The result serves as motivation for us to define the $k$-pluricanonical double Hurwitz number with ramification vector $x$ as the intersection number of $\text{DR}^\text{log}_g(x,k)$ with the branch polynomial $\text{br}_g(x,k)$ which has essentially the same definition, see Section 4. The pluricanonical numbers exhibit remarkable structural properties. They can be effectively computed by counts of leaky tropical covers, analogous to tropical correspondence theorems [11, 17]. A sum-over-graphs formula is presented in Theorem 4.1.7.

**Theorem B.** The $k$-pluricanonical double Hurwitz number is equal to a weighted count of $k$-leaky tropical covers. Moreover, the counts are piecewise polynomial in the ramification data $x$.

The numbers also fit well into the operator formalism governing double Hurwitz numbers. We define an operator on the Bosonic Fock space in Section 5.2 whose matrix elements recover the $k$-pluricanonical double Hurwitz numbers.

The generalization of the tropical double Hurwitz numbers to the pluricanonical context is combinatorially natural, and this was our motivation in examining it. Tropical double Hurwitz covers are continuous piecewise linear maps from tropical curves to $\mathbb{R}$ that satisfy the balancing condition – the sum of the directional derivatives of the function at each vertex is 0. The pluricanonical variant allows a measured failure of the balancing condition. Equivalently, the numbers are a weighted count of rational functions in the tropical pluricanonical series. Despite structural similarities, we are not aware of a simple enumerative definition of the pluricanonical Hurwitz numbers.

It is in general an interesting problem to give compact expressions for the intersections of logarithmic double ramification cycles with piecewise polynomial classes, and tropical geometry provides one tool for finding such expressions. This point is illustrated by the following result. In Section 3.4 we construct the branch polynomial at level $\hbar$ for any $\hbar$ between 0 and $g$ as a piecewise polynomial class. We show that the lower genus double Hurwitz numbers can be extracted from higher genus cycles.

**Theorem C.** For each integer $\hbar$ between 0 and $g$, the intersection number of $\text{DR}^\text{log}_g(x,0)$ with the branch polynomial at level $\hbar$ is equal to the genus $\hbar$ double Hurwitz number with ramification $x$.

The research community is aware that the virtual class of stable map spaces in genus $g$ contains information about the lower genus curves. However, it is difficult to extract this information numerically. We believe the results, taken together, give a concrete instance of the type of information carried by the logarithmic double ramification cycle that is not carried by its less refined counterpart.

1.2. **Further discussion and future directions.** A geometric motivation to understand the class $\text{DR}^\text{log}_g(x,0)$ arises from the product formula in Gromov–Witten theory [31, 34, 49]. For example, it can be used to completely solve the logarithmic Gromov–Witten invariants of toric varieties [51]. The cycle class of curves admitting a map to a toric variety with prescribed contact orders with its toric boundary can be recovered from products of double ramification cycles in the logarithmic
tautological ring [45, 49]. In turn, these toric contact cycles in the moduli space of curves, and natural variants for torus bundles over manifolds, form the basic building block in the Gromov–Witten theory of simple normal crossings pairs. Precisely, in logarithmic Gromov–Witten theory with expansions, boundary strata naturally parameterize maps to toric varieties and toric bundles; these loci contribute to Gromov–Witten theory via the toric contact cycle [45, 50].

The logarithmic double ramification cycle remains mysterious, though there has been recent progress. It has been shown that the class \( \text{DR}^\log(x,0) \) lies in an appropriately defined tautological ring on the blowup \([35, 45]\). The main result of the latter of these papers describes the class \( \text{DR}^\log(x,0) \) as a virtual strict transform of the well-studied double ramification cycle on \( \overline{M}_{g,n} \). The operation is analogous to the standard strict transform, however, birational modification under which this operation must be calculated has a high degree of combinatorial complexity. A Pixton-type formula for the cycle has been established in recent work [33] by applying universal Abel–Jacobi theory to compactified Picard stacks [7], though the formula is complicated.

The results here motivate a different approach, via generalized tropical correspondence theorems. For arbitrary values of \( k \), we take the view that \( \text{DR}^\log(x,k) \) determines an operator on the logarithmic Chow ring of the moduli space of curves \( \text{CH}_{\log}^*(\overline{M}_{g,n}) \rightarrow \mathbb{Q} \) by intersecting with \( \text{DR}^\log(x,k) \) and taking degree. While the operator does not determine the cycle \( \text{DR}^\log(x,k) \), it captures an aspect of the class that is highly relevant to enumerative geometry. The correspondence results suggest that efficient formulas may exist for intersections of the logarithmic double ramification cycle with special classes. Two of particular interest are:

(i) The descendant classes \( \psi_i \) associated to the marked points, pulled back from \( \overline{M}_{g,n} \).
(ii) The piecewise polynomials on subdivisions of the tropical moduli space of curves \( \mathcal{M}^{\text{trop}}_{g,n} \).

The first is completely standard. The second are the natural generalizations of decorated strata classes in \( \overline{M}_{g,n} \) to these blowups [35, 44, 45]. The restriction of the operator above to descendant classes is known in terms of standard classes by a combination of Pixton’s formula and the multiplication rules for descendants. There is remarkable hidden structure that becomes visible in special cases of \( \text{dr}^i(x,k) \):

(i) If \( x \) is zero, the restriction of \( \text{dr}^i(x,k) \) to classes of the form (i) is determined by the \( \lambda_g \)-conjecture, see work of Faber–Pandharipande [25].
(ii) If \( k \) is zero and \( x \) has no zero entries, there is a remarkable formula for \( \text{dr}^i(x,0) \) on the descendants, see work of Buryak–Shadrin–Spitz–Zvonkine [14]. A closely related direction for other values of \( k \) is found in [23].

We expect that it will be natural to marry our calculation via tropical curve counts with the descendant integrals in the second listed result above, to graphically control the operator \( \text{dr}^i(x,0) \) on the full space of piecewise polynomial classes.

A further direction of study would be to examine the higher dimensional variant of the problem here, i.e. to study tropical curves in \( \mathbb{R}^n \) with a pluricanonically modified balancing condition. It is natural to expect a tropical correspondence theorem relating these to intersection numbers on toric contact cycles of rank \( n \), following [45] and generalizing Mikhalkin’s correspondence theorem [41]. We leave this for future work.
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2. TRANVERSE CYCLES AND PIECEWISE POLYNOMIALS

The study of double ramification cycles and their pluricanonical generalizations has received substantial interest in recent years, beginning in [26, 36] and culminating in [7]. We refer the reader to the references in the latter paper for a full bibliography on the topic. These cycles have typically been constructed on the moduli space of stable curves, stable maps, and prestable curves. We work here with a more refined object, the logarithmic double ramification cycles and its pluricanonical versions [32, 34, 35, 39, 45]. We recall the construction here, and place it in the necessary context.

2.1. Nonsingular curves. The moduli space $\mathcal{M}_{g,n}$ of smooth $n$-marked genus $g$ curves is equipped with a universal curve. The universal Picard group is a family

$$\text{Pic}_{g,n} \to \mathcal{M}_{g,n}$$

of relative dimension $g$, whose fiber over a marked curve is its Picard variety. The family admits tautological sections of two flavours. The first sends a curve $C$ to a power of the logarithmic canonical bundle $\omega_{\log}^{k}$ for some integer $k$. The second depends on a tuple $x = (x_1, \ldots, x_n)$ of integers, and sends a marked curve $(C, p)$ to the line bundle $\mathcal{O}_C(x \cdot p)$. We denote this section by

$$\sigma_x : \mathcal{M}_{g,n} \to \text{Pic}_{g,n}.$$ 

The map is a section of a smooth fibration, and in particular, it is a regular embedding.

Definition 2.1.1. Given a tuple of integers $x$ whose sum is $k(2g - 2 + n)$, the $k$-pluricanonical cycle with ramification $x$ is defined to be the Gysin pullback

$$\text{DR}_{g}^0(x, k) := \sigma_x^*[\omega^k]$$

where $[\omega^k]$ is the image of the logarithmic $k$-pluricanonical section of $\text{Pic}_{g,n} \to \mathcal{M}_{g,n}$.

The cycle may be extended to the compact moduli space of curves $\overline{\mathcal{M}}_{g,n}$ either by Gromov–Witten theory or by extending the Abel–Jacobi map using birational modifications [32, 39]. In fact, the Holmes–Molcho–Wise construction produces something more refined, which is a class on a blowup of $\overline{\mathcal{M}}_{g,n}$, as we shortly explain.
2.2. Tropical covers and their moduli. We recall that there is moduli stack $M_{g,n}^{\text{trop}}$ of tropical curves of genus $g$ with $n$-marked points, constructed in [16]. Formally, it is stack over the category of rational polyhedral cone complexes. Its fiber over a cone $\sigma$ is the groupoid of all tropical curves metrized by elements in the dual monoid $S_{\sigma}$. We refer to [16, Section 3] for further details.\footnote{In fact, for our purposes, the older perspective employed by Abramovich–Caporaso–Payne suffices [2].}

As we momentarily explain, the tropical analogue of the discussion in Section 2.1 gives rise to “tropical substacks”

$$\text{DR}_{g}^{\text{trop}}(x, k) \hookrightarrow M_{g,n}^{\text{trop}}$$

of tropical analogues of pluricanonical sections. We introduce the relevant notions.

To each $n$-pointed curve $(C, p_1, \ldots, p_n)$ one may associate its weighted dual graph:

$$G = (V, E, L, h),$$

(i) the set $V$ of vertices is taken to be the set of irreducible components of $C$;
(ii) the edge set $E$ is the set of nodes of $C$, with the natural incidence relation between components;
(iii) the ordered set of ends of $L$ labelled $\{1, \ldots, n\}$ is the set of marked points on $C$, with a marked end incident to a vertex if the corresponding point lies on the component corresponding to the vertex;
(iv) the genus function $g : V \to \mathbb{Z}_{\geq 0}$ gives the geometric genus $g(v)$ of the component dual to $v$.

The genus of a weighted dual graph is the sum of the values of the genus function at all vertices, plus the first Betti number of the geometric realization of $G$.

**Definition 2.2.1.** An abstract tropical curve is a pair $\Gamma = (G, \ell)$ where $G$ is a weighted dual graph as above and

$$\ell : E \to \mathbb{R}_{>0}$$

is a length function.

The function $\ell$ enhances the topological realization of the graph to a metric space. We enhance it further by attaching, for each end, a copy of $\mathbb{R}_{>0}$ to this metric where 0 is identified with the vertex which supports the end. It will often be useful to consider piecewise linear functions on the metric realization of an abstract tropical curve.

We want to examine covers of $\mathbb{R}$ by graphs up to additive translation, and equip $\mathbb{R}$ with a polyhedral subdivision to ensure the result is a map of metric graphs (see e.g. Section 5.4 and Figure 3 in [39]). A metric line graph is any metric graph obtained from a polyhedral subdivision of $\mathbb{R}$. The metric line graph determines the polyhedral subdivision up to translation. We fix an orientation of a metric line graph going from left to right (i.e. from negative values in $\mathbb{R}$ to positive values).

**Definition 2.2.2 (Leaky cover).** Let $\pi : \Gamma \to T$ be a surjective map of metric graphs where $T$ is a metric line graph. (A map of metric graphs is a continuous function such that the preimage of a vertex contains only vertices.) We require that $\pi$ is piecewise integer affine linear, i.e. on each edge (which we identify with a real interval of suitable length) it is of the form $t \mapsto \alpha + t \cdot \omega(e)$ with $\alpha \in T, \omega(e) \in \mathbb{N}_{>0}$. The $\omega(e)$ of $\pi$ on a flag or edge $e$ is called the expansion factor. (We always measure the slope in positive orientation. We do not need to consider contracted edges for our purposes.)
For a vertex $v \in \Gamma$, the left (resp. right) degree of $\pi$ at $v$ is defined as follows. Let $f_1$ be the flag of $\pi(v)$ in $T$ pointing to the left and $f_r$ the flag pointing to the right. Add the expansion factors of all flags $f$ adjacent to $v$ that map to $f_1$ (resp. $f_r$):

$$d^l_v = \sum_{f \to f_1} \omega(f), \quad d^r_v = \sum_{f \to f_r} \omega(f).$$

The map $\pi: \Gamma \to T$ is called a $k$-leaky cover if for every $v \in \Gamma$

$$d^l_v - d^r_v = k(2g(v) - 2 + \text{val}(v)).$$

Remark 2.2.3 (Vertex set). From now on, we impose a stability condition: A leaky cover $\Gamma \to T$ is called stable if the preimage of every vertex of $T$ contains a vertex of $\Gamma$ in its preimage which is of genus greater than 0 or valence greater than 2. Figure 1 shows an example of a stable leaky cover.

Definition 2.2.4 (Left and right degree). The left (resp. right) degree of a leaky cover is the tuple of expansion factors of its ends mapping asymptotically to $-\infty$ (resp. $+\infty$). The tuple is indexed by the labels of the ends mapping to $-\infty$ (resp. $+\infty$). When the order imposed by the labels of the ends plays no role, we drop the information and treat the left and right degree only as a multiset.

By convention, we denote the left degree by $x^+$ and the right degree by $x^-$. In the right degree, we use negative signs for the expansion factors, in the left degree positive signs. We also merge the two to one vector which we denote $x = (x_1, \ldots, x_n)$ called the degree\(^2\). The labeling of the ends plays a role: the expansion factor of the end with the label $i$ is $x_i$. In $x$, we distinguish the expansion factors of the left ends from those of the right ends by their sign. An Euler characteristic calculation, combined with the leaky cover condition, shows that

$$\sum_{i=1}^n x_i = 2g - 2 + n,$$

where $g$ denotes the genus of $\Gamma$.

An automorphism of a leaky cover is an automorphism of $\Gamma$ compatible with $\pi$, i.e. it is an automorphism lying over the identity on $T$.

If we view the expansion factors of a 1-leaky tropical cover as slopes of a rational function on $\Gamma$, then the divisor of this rational function is the canonical divisor of $\Gamma$. For readers not familiar with

---

\(^2\)The term degree here is consistent with the tropical geometry literature, where it is sometimes called the “toric degree”. In logarithmic geometry $x$ would be called the contact data.
divisors on abstract tropical curves, we repeat the most important notions in the following. More
details on divisors on abstract tropical curves can be found e.g. in [9, 30].

**Definition 2.2.5** (Divisors and the tropical canonical). Let $\Gamma$ be an abstract tropical curve. A divisor $D$ on $\Gamma$ is a formal finite $\mathbb{Z}$-linear combination $\sum_{v \in \Gamma} D(v) \cdot v$ of points on $\Gamma$. Let $\Gamma$ be an abstract tropical curve. The canonical divisor on $\Gamma$ is given by $\sum_{v \in \Gamma} (\text{val}(v) - 2 + 2g(v)) \cdot v$.

**Definition 2.2.6** (Rational functions on abstract tropical curves and their divisors). Let $\Gamma$ be an abstract tropical curve. A rational function $f$ on $\Gamma$ is a continuous function $f : \Gamma \to \mathbb{R}$ which is piecewise linear with finitely many distinct linear pieces and integer slopes. The order $\text{ord}_v(f)$ of $f$ at a point $v$ is the sum of the outgoing slopes. The divisor of a rational function $f$ is defined as

$$(f) := \sum_{v \in \Gamma} \text{ord}_v(f) \cdot v.$$

Given a 1-leaky tropical cover $\pi : \Gamma \to T$, we view the expansion factors on the edges as slopes of a rational function $f$ (up to global shift). Then, by definition, the divisor $(f)$ equals the canonical divisor of $\Gamma$.

**Definition 2.2.7**. The combinatorial type of a leaky cover $\Gamma \to T$ is the data obtained on dropping the edge length function. That is, we keep the information of the abstract graph underlying $\Gamma$ including the unbounded ends, the genus function, the underlying graph of the line graph $T$, the graph theoretic map between them, and the expansion factors along bounded and unbounded edges.

2.3. **Leaky moduli.** A moduli space of $k$-leaky tropical covers may be constructed as a stack over the category of cone complexes, or as a generalized cone complex. The construction for the double ramification cycle problem, when $k = 0$, is explained in [45, 55] and is nearly identical to [2, 21]. The higher $k$ generalization is straightforward, and we only provide a sketch.

**Rigidified moduli for a fixed graph.** Fix a combinatorial type $\Theta$ of a leaky cover. Let $E$ be the edge set of $\Gamma$ and $F$ the edge set of the target $T$. Let $E_0 \subset E$ be the subset of edges that have expansion factor equal to 0; we refer to them as vertical. In order to enhance this to a leaky cover, we provide each edge in $F$ with an edge length. Each element of $E$ maps piecewise linearly with determined integer slope onto a corresponding element of $F$. Assuming this slope is nonzero, given an element $e$ in $E$, its length is fully determined by the length of its corresponding image edge. If additionally, we fix an isomorphism of the source with a fixed copy of $\Gamma$, all leaky covers of this combinatorial type are naturally parameterized by the open cell in:

$$\sigma_{\Theta} = \mathbb{R}_{\geq 0}^F \times \mathbb{R}_{\geq 0}^{E_0}.$$ 

We declare a point to be integral if all edges, both of source and of target, have integer length. Note that there is another possible integral structure which can also be useful, see Remark 2.3.2.

**Boundary of the cell and edge contractions.** The boundary faces of the cone $\sigma_{\Theta}$ parameterize leaky covers from “degenerations” of $\Theta$. Precisely, the set of faces is characterized by the notion of a contraction. A simple contraction of $\Theta$ contracts either one edge of $\Gamma$ that maps to a vertex of $T$, or an edge of $T$ and all the edges of $\Gamma$ mapping to it. A contraction is a sequence of simple contractions. Contractions give rise to new combinatorial types, which index the faces of $\sigma_{\Theta}$.

**Automorphisms.** Given a combinatorial type $\Theta$, an automorphism of $\Theta$ is an automorphism of the source – as a weighted dual graph – that commutes with the map to the target graph. An automorphism of $\Theta$ give rise to an automorphism of the cone $\sigma_{\Theta}$. 
COLIMIT CONSTRUCTION. Consider the category $I_{g,n}(x)$ whose objects are combinatorial types of leaky covers of fixed genus and markings, with unbounded directions having slope $x$ as discussed above. The morphisms are given by graph contractions and automorphisms. Let $\text{RPC}$ be the category of rational polyhedral cones, equipped with face morphisms. The association $\Theta \mapsto \sigma_{\Theta}$ defines a functor

$$I_{g,n}(x) \rightarrow \text{RPC}.$$ 

By [16, Section 3] there is a cone stack obtained as the colimit of this diagram as a stack over the category $\text{RPC}$.

**Definition 2.3.1** (Moduli space of leaky covers). We denote the moduli space of $k$-leaky covers of genus $g$ and degree $x$ as constructed above by $\text{DR}_{\text{trop}}^g(x, k)$.

By forgetting the data of the cover, each leaky cover gives rise to a tropical curve, so there is a map of cone stacks

$$\text{DR}_{\text{trop}}^g(x, k) \hookrightarrow M_{\text{trop}}^{g,n}.$$ 

Note that this forgetful arrow is injective on automorphism groups: the automorphisms of a cover are defined as a subset of those of the curve. The map is therefore representable by cone spaces in the sense of [16, Section 2.1]. In fact, one easily sees explicitly that if we fix a cone $\sigma \rightarrow M_{\text{trop}}^{g,n}$, then forming the fiber product, we a map

$$\Delta \rightarrow \sigma,$$

which is a union of cones in $\sigma$ parameterizing leaky covers. Note that the underlying map on topological spaces is injective, which justifies the notation above.

**Remark 2.3.2** (The two integral structures). Note that when making calculations, and specifically those having to do with indices of maps between cone complexes, it is convenient to use the alternate integral structure on $\text{DR}_{\text{trop}}^g(x, k)$, where an integer point is one such that all contracted source edge and target edge lengths are integers, and to endow the cone with a weight, as is standard in tropical geometry. Given a type $\Theta$, we have described two integral structures – the first demanding integrality of source and target edges, and a second demanding integrality of vertical source and target edges. The first is a finite index sublattice of the latter. We call the resulting index the weight of the cone. The next example illustrates the typical situation.

**Example 2.3.3.** Consider the leaky cover from Figure 1 and its combinatorial type. It has five bounded edges, of which four form a cycle. The equation that the cycle closes up is $3l_1 + l_2 = l_3 + l_4$, where $l_1$ and $l_2$ denote the lengths of the upper edges of the cycle and $l_3$ and $l_4$ the lengths of the lower. The equation that the two middle vertices have the same image is $3l_1 = l_3$, or, equivalently, $l_2 = l_4$. All leaky covers of this combinatorial type are parametrized by the points in the 2-dimensional open polyhedron

$$\mathbb{R}^d_{> 0} \cap \{3l_1 + l_2 - l_3 - l_4 = 0, l_2 - l_4 = 0\}.$$ 

The index of the lattice defined by $3l_1 + l_2 - l_3 - l_4 = 0, l_2 - l_4 = 0$ equals the greatest common divisor of the absolute values of the $2 \times 2$-minors of the matrix

$$\begin{pmatrix} 3 & 1 & -1 & -1 \\ 0 & 1 & 0 & -1 \end{pmatrix}$$

which equals 1. Thus, the weight of the corresponding top-dimensional stratum in the moduli space of leaky covers of genus 1 and degree $(5, -1, -1)$, in the sense of Remark 2.3.2, is 1.
2.4. Subdivisions and blowups. Generalizing the standard dictionary of toric geometry, modifications of the polyhedral structure on \( \mathcal{M}_{g,n}^{\text{trop}} \) give rise to birational modifications of \( \overline{\mathcal{M}}_{g,n} \), see [5]. There are three basic operations of interest to us. Let \( \Sigma \) be a cone complex.

**Complete subdivisions:** A complete subdivision is a morphism \( \Sigma' \to \Sigma \) of cone complexes that is bijective on the supports and preserves integral points.

**Rooting:** Given \( \Sigma \), a root construction is a morphism of cone complexes \( \Sigma' \to \Sigma \) that is bijective on supports and injective on lattice points.

**Passage to a subcomplex:** A subcomplex is a morphism \( \Sigma' \to \Sigma \) that is an inclusion of a subset of cones.

The operations for cone stacks are obtained in the standard fashion: a morphism \( \mathcal{M} \to \mathcal{M}_{g,n}^{\text{trop}} \) is a complete subdivision if it becomes a complete subdivision after pulling back along a strict morphism \( \Sigma \to \mathcal{M}_{g,n}^{\text{trop}} \) from a cone complex. One analogously extends root constructions and subcomplexes. Complete subdivisions give rise to proper, representable, birational modifications of \( \mathcal{M}_{g,n}^{\text{trop}} \); the passage to a sublattice gives rise to a generalized root construction along the boundary of \( \overline{\mathcal{M}}_{g,n} \); passage to a subcomplex corresponds to an open immersion obtained by removing a collection of closed boundary strata.

2.5. The transverse cycle. Consider the morphism of tropical moduli stacks

\[
\text{DR}_{g}^{\text{trop}}(x, k) \hookrightarrow \mathcal{M}_{g,n}^{\text{trop}}.
\]

By the equivalence of categories in [16, Section 6.11] this determines a not necessarily proper, birational transformation of the Artin fan of \( \overline{\mathcal{M}}_{g,n} \) of Deligne–Mumford type. By pulling this back to \( \overline{\mathcal{M}}_{g,n} \) we obtain a stack equipped with a birational morphism of Deligne–Mumford type to \( \overline{\mathcal{M}}_{g,n} \):

\[
\mathcal{M}^o_{g,n}(x, k) \to \overline{\mathcal{M}}_{g,n}.
\]

At each point on \( \text{DR}_{g}^{\text{trop}}(x, k) \), the tropical curve \( \Gamma \) is equipped with a piecewise linear function, by viewing \( \Gamma \to \Gamma \) as a function well-defined up to translation. By the main results of the paper of Marcus and Wise [39] there is an associated Abel–Jacobi map:

\[
aj_x : \mathcal{M}^o_{g,n}(x, k) \to \text{Pic},
\]

where the codomain is taken to be the universal Picard scheme of the universal curve over \( \mathcal{M}^o_{g,n}(x, k) \).

We would like to pull back in Chow homology along this map. We take a moment to explain how to think about why this pullback exists. First, Marcus–Wise prove that the map \( aj_x \) is finite and unramified [39, Section 4.3]; its cotangent complex therefore vanishes in degrees smaller than \(-1\), so it is a lci morphism. The map therefore carries a Gysin pullback. We will use this in a moment.

Though we will not need it, the way we set up this problem, the logarithmic structure on the domain is saturated, and in this case the map above is actually a section of a smooth fibration, so it is a regular embedding rather than merely a local complete intersection. See [7, Section 6.2].

In fact, there is yet another way to think about the pullback, which can be useful in practice. The cone complex \( \text{DR}_{g}^{\text{trop}}(x, k) \) is simplicial: a complete set of coordinates for the cone associated to a combinatorial type is given by the target edge lengths and the lengths of the contracted edges in the source graph. A simplicial cone complex determines both an Artin fan with toric orbifold singularities, and a smooth cover of such an Artin fan by a morphism of Deligne–Mumford type.
Indeed, a simplicial affine toric variety has a canonical such resolution, see for instance [42, Section 2.3]. If we take the latter perspective, the space $M^0_{g,n}(x, k)$ is smooth as a Deligne–Mumford stack. The target of the Abel–Jacobi map is a smooth fibration over this Deligne–Mumford stack. In this case, the pullback in Chow homology defined simply by applying Poincaré duality, pulling back in cohomology, and applying Poincaré duality again.

**Remark 2.5.1.** In this paper, we typically take the view that simplicial fans give rise to smooth stacks rather than singular varieties. However, since we work with rational coefficients, this difference is mild; this is explained in the introduction to and in Section 6 of Vistoli’s paper [56].

Equipped with this pullback, we have for each $k$, maps

$$M^0_{g,n}(x, k) \to \text{Pic},$$

obtained by sending a curve $C$ to the pluricanononical line bundle $\omega^\log_C \otimes^k$ of the marked logarithmic curve. We refer to it as the $k$-pluricanonical section $\sigma_k$.

**Definition 2.5.2.** The double ramification space for the data $x$ is the pullback along $aj^x$ of the image of the $k$-pluricanonical section. Diagrammatically, it is the fiber product

$$\begin{array}{ccc}
\text{DR}_g(x, k) & \longrightarrow & M^0_{g,n}(x, k) \\
\downarrow & & \downarrow \sigma_k \\
M^0_{g,n}(x, k) & \longrightarrow & \text{Pic},
\end{array}$$

It is equipped with a virtual fundamental class by refined Gysin pullback:

$$[\text{DR}_g(x, k)]^\text{vir} = aj^x_! [M^0_{g,n}(x, k)].$$

The class will be called the logarithmic double ramification cycle.

The space $\text{DR}_g(x, k)$ is proper over $\text{Spec}(\mathbb{C})$ by [39, Corollary E]. The pushforward of the logarithmic double ramification cycle to $M^0_{g,n}$ is the usual double ramification cycle, though we will essentially never work with this pushforward, and instead work with intersections with classes on open subsets of blowups of the moduli space, i.e. directly on $M^0_{g,n}(x, k)$.

### 2.6. Piecewise polynomials

The main players in this paper are intersection numbers of the logarithmic double ramification cycle with cohomology classes coming from the tropical moduli space. The classes are described using piecewise polynomials.

Let $X$ be a fine and saturated logarithmic scheme or stack. There are two basic combinatorial objects associated to $X$. At each point $x \in X$, there is an associated characteristic monoid $P_x$. The cone at $x$ is defined to be the dual cone $\sigma_x$ to $P_x$. The Artin cone at $x$ is the Artin stack $A_x = \text{Spec} \mathbb{C}[P_x]/\mathbb{C}[P_x^{gp}]$. We then define

$$\Sigma_X = \lim_{\longrightarrow} \sigma_x$$

and

$$A_X = \lim_{\longrightarrow} A_x$$

to be the cone complex and Artin fan of $X$. Note that the colimits are taken over the diagram of all points in $X$ under generization maps, and are taken respectively in the category of cone stacks and in logarithmic algebraic stacks.
A piecewise polynomial function on $\Sigma_X$ is the assignment of a polynomial function
$$\sigma_x \to \mathbb{R}$$
with rational coefficients on each cone $\sigma_x$ that is compatible with the description of $\Sigma_X$ as a colimit. The notion is independent of presentation of $\Sigma_X$. Piecewise polynomials on $\Sigma_X$ form a ring denoted $\text{PP}^*(\Sigma_X)$. Piecewise polynomial functions are related to Chow rings of Artin stacks. A basic result proved in [44, 45] is the following.

**Theorem 2.6.1.** The Chow cohomology of the Artin stack $A_X$ is isomorphic to the ring $\text{PP}^*(\Sigma_X)$.

If $\Sigma' \to \Sigma$ is a subdivision, there is an injective pullback map
$$\text{PP}^*(\Sigma) \to \text{PP}^*(\Sigma'),$$
obtained by identifying functions on $\Sigma$ as functions on $\Sigma'$; if $X' \to X$ is the proper birational map induced by this subdivision, the pullback map on Chow cohomology is precisely this pullback. Essentially by definition, there is a morphism of logarithmic stacks
$$X \to A_X,$$
and there is a cohomological pullback map
\begin{equation}
\text{PP}^*(\Sigma_X) \to \text{CH}^*_\text{op}(X),
\end{equation}
preserving the degree. Piecewise polynomial functions are cohomology classes on Artin fans, and therefore exhibit the expected contravariant functoriality properties. See [8, Appendix C] for details on operational Chow rings for algebraic stacks.

Let us consider a proper stack $V$ of pure dimension $m$, equipped with a map $g : V \to X$. We obtain an operator:
$$\varphi_V : \text{PP}^m(\Sigma_X) \to \mathbb{Q}$$
$$f \mapsto \int_V g^*f$$
The logarithmic double ramification cycle similarly gives rise to an operator, where we use the virtual fundamental class to replace the pure dimensionality condition above.

**Definition 2.6.2.** We denote by
$$d_{g}^{\varphi}(x, k) : \text{PP}^g(\text{DR}^\text{trop}_{g}(x, k)) \to \mathbb{Q}$$
the operator defined by pulling back the piecewise polynomial to the proper space $\text{DR}_g(x, k)$, capping with the virtual fundamental class, and then taking degree.

A basic question, which the present paper begins to answer, is to determine an efficient calculus for evaluating the operator on a given piecewise polynomial.

**2.7. Tropical evaluation map.** Given a leaky cover $\Gamma \to T$, we can remember only the target line graph $T$. There is a simple parameter space for such objects. Informally, it is obtained from $\mathbb{R}_{\geq 0}$ by identifying all faces of equal dimension.

More formally, consider the diagram $D$ of cones with cones given by a single $\mathbb{R}_{\geq 0}$ for each $e \geq 0$, with exactly $e + 1$ arrows, named $w^e_1, \ldots, w^e_{e+1}$, from $\mathbb{R}_{\geq 0}$ to $\mathbb{R}_{\geq 0}$. The arrow $w^e_j$ is the
face inclusion obtained by inserting 0 into the $i^{th}$ coordinate. The diagram defines a cone space according to [16, Definition 2.12], which we denote by $t\text{Ex}$. There is a natural morphism

$$\text{DR}^{\text{trop}}_g(x, k) \rightarrow t\text{Ex}$$

obtained by interpreting the codomain as a moduli space for metric line graphs, and then sending a cover to its target line graph.

To see the moduli interpretation, observe that the set of line graphs with exactly $e + 1$ vertices has $e$ edges and is parameterized by the interior cell in $\mathbb{R}^e_{>0}$. However, each interior point of the $e$ codimension 1 cells can naturally be seen to parameterize line graphs with $e - 1$ edges. Similarly, the codimension 2 cells parameterize line graphs with $e - 2$ edges and so on. The cone stack above is exactly obtained by gluing all these faces together, and we make the claimed identification as a consequence. A subdivision of $\mathbb{R}$ is given by prescribing vertices at positions $t_0, \ldots, t_e$. Two such prescriptions give the same subdivision when all the differences $t_i - t_{i-1}$ coincide. We can thus normalize to set $t_0 = 0$. The space $t\text{Ex}$ makes the resulting identifications. A detailed treatment will appear in [54]. See also [1, 47].

2.8. Geometric evaluations. We have exhibited a morphism of cone complexes

$$\text{DR}^{\text{trop}}_g(x, k) \rightarrow t\text{Ex}.$$ 

The cone space $t\text{Ex}$ determines an Artin fan which we denote $\text{Ex}$. The stack $\text{Ex}$ has appeared elsewhere: it is isomorphic to the stack of expansions of an unparameterized $\mathbb{P}^1$ along 0 and $\infty$, and can be identified with a natural open substack of $\mathcal{M}^{\text{ss}}_{0,2}$ of semistable 2-pointed curves, see [1, 29]. A treatment via the correspondence between tropical geometry and Artin fans may be obtained by a rubber variant of the stack of expansions in [40].

By construction, the tropical evaluation map of Section 2.7 determines a morphism of stacks

$$\text{ev} : \mathcal{M}^{\text{ss}}_{g,n}(x, k) \rightarrow \text{Ex}.$$ 

The virtual class $\text{DR}_g(x, k)$ is a refined class with proper support in the domain of this morphism $\text{ev}$. In the sequel, we intersect this virtual class with a cohomology class of codimension $g$ on $\text{Ex}$, specified by a piecewise polynomial function on the tropical space $t\text{Ex}$.

3. Double Hurwitz numbers revisited

This section uses the perspectives developed in Section 2 to recast the classical enumerative geometric problem of double Hurwitz numbers. In the first subsection, which may be skipped by the experts, we recall the notion of double Hurwitz numbers and provide a brief overview of some connections between double Hurwitz numbers and intersection theory on moduli spaces. In the second subsection we view double Hurwitz numbers as the degree of an intersection cycle on the logarithmic double ramification cycle. The third subsection shows how to extract double Hurwitz numbers of genus $h \leq g$ as natural evaluations against the logarithmic cycle.

3.1. A few perspectives on Hurwitz numbers. Let $x \in \mathbb{Z}^n \setminus \{0\}$ be a vector of integers adding to zero. The double Hurwitz number $H_g(x)$ counts the number of covers of $\mathbb{C}P^1$ by a curve of genus $g$, with ramification profiles

$$x^- = \{x_i | x_i < 0\} \text{ over } \infty, \text{ and } x^+ = \{x_i | x_i > 0\} \text{ over } 0,$$

and simple ramification over $r = 2g - 2 + n$ fixed points of $\mathbb{P}^1$. 
It is standard to weight every cover by the size of its automorphism group; the ramification data $x$ is a vector, rather than a multi-set. Note in particular that the inverse images of $0$ and $\infty$ in the covering curve are labelled, and cannot be interchanged by automorphisms. Double Hurwitz numbers have incarnations in many different mathematical areas. For example, they may be viewed as counting factorizations of the identity in the symmetric group or as the result of a multiplication problem in the class algebra of the symmetric group. The piecewise polynomial structure of double Hurwitz numbers was first obtained by interpreting them as counts of decorated ribbon graphs, which naturally led to a translation to the count of lattice points inside appropriate polytopes [28].

In this section, we focus our attention on some perspectives that connect double Hurwitz numbers to the geometry of the moduli space of curves.

3.1.1. **Open moduli of covers.** Let $\text{Hurw}_g(x)$ denote the Hurwitz space of isomorphism classes of smooth covers of $\mathbb{C}\mathbb{P}^1$ with specified discrete invariants as in the previous paragraph, and with exactly $r$ distinct simple branch points. There is a natural branch morphism

$$br : \text{Hurw}_g(x) \to [\mathcal{M}_{0,r+2}/S_r]$$

recording the position of the branch points. By construction, the number $H_g(x)$ is the degree of the branch morphism. Although elementary, this perspective does not yield a method of calculation.

3.1.2. **Compact moduli of covers.** The source and target of the branch morphism admit natural compactifications. In [20], the authors consider the branch morphism from a moduli space of rubber relative stable maps to the symmetrized Losev–Manin compactification of the space of $r + 2$ points on $\mathbb{P}^1$, where $r$ is the expected number of simple branchings:

$$br : \overline{\mathcal{M}}_g(\mathbb{P}^1; x^-[0], x^+[\infty]) \to [\text{LM}(r)/S_r]$$

The maps are summarized in Figure 2.

The double Hurwitz number $H_g(x)$ is the degree of the zero-dimensional cycle $br^*([\text{pt}])$. The pushforward of this cycle to $\overline{\mathcal{M}}_{g,n}$ is again a cycle whose degree is the Hurwitz number. Once the cycle has been placed on $\overline{\mathcal{M}}_{g,n}$, it admits a natural formula. Specifically, by using cotangent line comparison methods, one obtains an expression for this cycle in terms of $\psi$-classes. The result is a sum of boundary strata decorated with $\psi$ classes, each with a coefficient which is a polynomial in the entries of $x$. The formula exhibits the piecewise polynomiality of $H_g(x)$, first proved in [28, Theorem 2.1].
3.1.3. *Via target degenerations.* An alternative approach to the degree of \( \text{br}^*([pt]) \) is to first choose a zero-dimensional boundary stratum \( \Delta \in [\text{LM}(r)/S_r] \) as a representative for the class of a point. The preimage consists of a chain of \( r \) projective lines, attached at nodes. The two special branch points with ramification profiles \( x^\pm \) map to opposite external components of the chain, and there is exactly one simple branch point on each component of the chain. For any inverse image \( [f: C \to T] \in \text{br}^{-1}(\Delta) \), the irreducible components of \( C \) are rational and contain either two or three special points, where a special point is either a node or a marking. The degree of \( \text{br}^*([pt]) \) is then obtained by counting each inverse image \( [f: C \to T] \) with the multiplicity prescribed by the *degeneration formula* (see [29, Theorem 4.5] or [38, Theorem 3.15]).

3.1.4. *Via tropical geometry.* The degeneration formula provides a natural bridge to tropical geometry. The dual graphs of the source curves of maps \( [f: C \to T] \in \text{br}^{-1}(\Delta) \) are naturally identified with combinatorial types of tropical covers \( F : \Gamma \to \mathbb{R} \) of the tropical line. The expansion factors of the edges correspond to the ramification orders of the corresponding nodes, which are well-defined by the pre-deformability condition in relative Gromov–Witten theory. The identification gives a bijection between the points \( [f: C \to T] \in \text{br}^{-1}(\Delta) \) and the *monodromy graphs* of [17] (see also Definition 3.2.1), which may be interpreted as the inverse images of a single maximal cone via a tropical branch morphism \( \text{br}_\text{trop} \), a map of equidimensional cone complexes, where each cone is endowed with an integral lattice. The local degree of the map \( \text{br}_\text{trop} \) at a maximal dimensional cone \( \sigma_F \) is defined to be the lattice index of the image of the integral lattice of \( \sigma_F \) inside the integral lattice of \( \text{br}_\text{trop}(\sigma_F) \). The degree of \( \text{br}_\text{trop} \), a.k.a. the *tropical Hurwitz number*, is obtained by adding up the local degrees over all inverse images of a maximal cone in the target. The correspondence theorem between algebraic and tropical Hurwitz numbers follows from the fact that the local degree of the tropical branch morphism at \( \sigma_F \) equals the degeneration formula multiplicity for the corresponding algebraic cover \( f: C \to T \). The perspective here generalizes to all Hurwitz numbers via admissible covers, and to the full stationary descendant theory of \( \mathbb{P}^1 \) with certain atomic intersection theory inputs, see [21, 19].

3.2. **Hurwitz numbers as intersection numbers in CH\(_1\)\(_{\text{log}}\)(\(\overline{M}_{g,n}\)).** The present section is an original contribution of this paper to the story of Hurwitz numbers. We present a new perspective on double Hurwitz numbers as intersection numbers in the logarithmic Chow ring of the moduli spaces of curves. We begin by recalling some notation and facts from the tropical computation of double Hurwitz numbers in [17] that play a role in the upcoming constructions.

**Definition 3.2.1 (Monodromy graphs).** For fixed \( g \) and \( x = (x_1, \ldots, x_n) \), a graph \( \Gamma \) is a *monodromy graph of type* \((g, x)\) if:

1. \( \Gamma \) is a connected, directed graph, with first betti number equal to \( g \).
2. \( \Gamma \) has \( n \) endwhich are directed inward, and labeled by the expansion factors \( x_1, \ldots, x_n \). If \( x_i > 0 \), we say it is an *in-end*, otherwise it is an *out-end*.
3. Vertices of \( \Gamma \) of valence greater than \( 2 \) are exactly \( 3 \)-valent.
4. After reversing the orientation of the out-ends, \( \Gamma \) does not have sinks or sources. The vertices are ordered compatibly with the partial ordering now induced by the directions of the edges.
5. Every bounded edge \( e \) of the graph is equipped with an expansion factor \( w(e) \in \mathbb{N} \). Each integer \( x_i \) should be thought as an expansion factor for the corresponding end of \( \Gamma \), and its sign should be switched when reversing the orientation of the end. These satisfy the
balancing condition at each 3-valent vertex: the sum of all expansion factors of incoming edges equals the sum of the expansion factors of all outgoing edges.

Monodromy graphs remember the combinatorial information that is needed to compute the double Hurwitz numbers.

**Theorem 3.2.2 ([17, Corollary 4.4]).** The double Hurwitz number $H_g(x)$ equals the sum over all monodromy graphs $\Gamma$ of type $(g, x)$, where each is given multiplicity $m_{\Gamma}$ equal the product of the expansion factors of its bounded edges:

$$H_g(x) = \sum_{\Gamma} \frac{1}{|\text{Aut}(\Gamma)|} \prod_{e} \omega(e).$$

In [17] the above weighted sum over monodromy graphs is further shown to be the degree of a tropical branch morphism, that we now recall.

Consider the moduli space of tropical relative rubber stable maps $DR_trop_g(x, 0)$, i.e. the $k = 0$ case of the spaces constructed in Section 2.3; there is a natural bijection between monodromy graphs and maximal cones of $DR_trop_g(x, 0)$ parameterizing covers where all expansion factors are strictly positive. Denoting $r = 2g - 2 + n$, there is a branch morphism

$$\text{br}_{trop} : DR_trop_g(x, 0) \to \text{tEx},$$

to the tropical evaluation space of Section 2.7, and a stabilization morphism

$$\text{st}_{trop} : DR_trop_g(x, 0) \to M_{trop}^{g,n}.$$  

Concretely, the target of the branch morphism parameterizes metric line graphs, or equivalently, polyhedral decompositions of $\mathbb{R}$ by finitely many vertices, considered up to a global shift. In this latter perspective, by normalizing so that the smallest point is $0 \in \mathbb{R}$, the interior of the cone parameterizing targets with $r$ vertices may be coordinatized as

$$\sigma = \{0 < t_1 < t_2 < \ldots < t_{r-1}\} \subset \mathbb{R}^{r-1}.$$  

Another useful characterization of the cones in $DR_trop_g(x, 0)$ indexed by monodromy graphs is that $\text{br}_{trop}$ maps them onto the $(r - 1)$-dimensional cone of $\text{tEx}$.

**Definition 3.2.3.** We denote by $M_{trop}^{g,n}(x, 0)$ any simplicial subdivision of the moduli space of tropical curves $M_{trop}^{g,n}$ containing $\text{st}_{trop}(DR_trop_g(x, 0))$ (or a refinement thereof) as a subcomplex.

Such a subdivision certainly exists if one does not worry about possibly subdividing the cones of $\text{st}_{trop}(DR_trop_g(x, 0))$. In fact one may adapt the construction in [33, Section 7.3] to construct a subdivision where there is no need to refine the cones of $\text{st}_{trop}(DR_trop_g(x, 0))$ corresponding to monodromy graphs, which are already simplicial, see [43].

For any ray $\rho$ of $DR_trop_g(x, 0)$, denote by $\varphi_{\rho}$ the piecewise linear function with slope 1 along $\rho$, and slope 0 along any other ray of $M_{trop}^{g,n}(x, 0)$.

**Definition 3.2.4.** We define the branch polynomial $\text{br}_g(x, 0)$ to be the following piecewise polynomial function on $M_{trop}^{g,n}(x, 0)$:

$$\text{br}_g(x, 0) := \sum_{\sigma_{\Gamma}} m_{\Gamma} \cdot \prod_{\rho \subseteq \sigma_{\Gamma}} \varphi_{\rho},$$

where the sum runs over all cones of $M_{trop}^{g,n}(x, 0)$ corresponding to monodromy graphs and the multiplicities $m_{\Gamma}$ are as defined in Theorem 3.2.2.
A key property of the branch polynomial (and the reason for the name) is that when restricted to $\text{DR}^{\text{trop}}_g(x,0)$ one has:

\begin{equation}
\text{br}_g(x,0)|_{\text{DR}^{\text{trop}}_g(x,0)} = \text{br}^*_\text{trop}(t_1 \prod_{i=2}^{r-1} (t_i - t_{i-1})).
\end{equation}

Observe that both functions vanish outside cones corresponding to monodromy graphs. The expression on the left hand side by definition, the one on the right hand side because such cones map to lower dimensional faces of $t\text{Ex}$, where at least one of the terms $t_i - t_{i-1}$ vanishes.

We have all the ingredients to state the main theorem in this section.

**Theorem A.** With notation as throughout this section, we have

\begin{equation}
H_g(x) = \deg (\text{DR}^{\log}_g(x,0) \cdot \text{br}_g(x,0)).
\end{equation}

**Proof.** Recall from Definition 2.5.2 that the subdivision $M^{\text{trop}}_g(x,0)$ gives rise to a double ramification space with a morphism $\text{st} : \text{DR}^{\log}_g(x,0) \to M^{o}_{g,n}(x,0)$. By projection formula,

\begin{equation}
\deg (\text{DR}^{\log}_g(x,0) \cdot \text{br}_g(x,0)) = \deg (\text{st}^*(\text{br}_g(x,0))).
\end{equation}

Since the assignment of a cohomology class to a piecewise polynomial function is functorial, we have

\begin{equation}
\text{st}^*_\text{trop}(\text{br}_g(x,0)) = \text{st}^*(\text{br}_g(x,0)),
\end{equation}

where in the left hand side of (9), $\text{br}_g(x,0)$ is regarded as piecewise polynomial function on $M^{\text{trop}}_g(x,0)$, whereas on the right hand side as a cohomology class on $M^{o}_{g,n}(x,0)$ (namely the image of the former via the cohomological pullback from (2)).

As observed in (6),

\begin{equation}
\text{st}^*_\text{trop}(\text{br}_g(x,0)) = \text{br}^*_\text{trop}(t_1 \prod_{i=2}^{r-1} (t_i - t_{i-1})),
\end{equation}

where the expression in the parenthesis in the right hand side is a (piecewise) polynomial function on $t\text{Ex}$.

Consider the stack quotient $[\text{LM}(r)/S_r]$ of the Losev–Manin moduli space by the symmetric group $S_r$. Points of this space correspond to stable chains of projective lines, where the stability condition demands that each element of the chain contains at least 1 of the $r$ light points, and that the $r$ points may coincide but must be smooth. By forgetting the $r$ points, we obtain a point of $\text{Ex}$, since the latter parameterizes expansions of a rubber $\mathbb{P}^1$ along 0 and $\infty$.

Consider the chain of morphisms:

\begin{equation}
\text{DR}^{\log}_g(x,0) \xrightarrow{\text{br}} \text{DR}_g(x,0) \xrightarrow{\text{st}} [\text{LM}(r)/S_r] \xrightarrow{\pi} \text{Ex}
\end{equation}

The polynomial function $t_1 \prod_{i=2}^{r-1} (t_i - t_{i-1})$ on $t\text{Ex}$ determines a cohomology class on $\text{Ex}$ which pulls back along $\pi$ from (11) to the class of the unique closed stratum in $[\text{LM}(r)/S_r]$, which is equivalent to the class of a point. From (10) one then obtains:
\[ \deg(st^*_{\text{trop}}(br_g(x, 0))) = \deg(\pi_* st^*_{\text{trop}}(br_g(x, 0))) = \deg(br^*([pt])) = H_g(x), \]

thus concluding the proof of the Theorem. \(\square\)

3.3. Geometric interpretation. In this section we give a geometric, meaning “non-virtual”, interpretation of Theorem A by exhibiting (7) as the intersection of tautological cycles on a birational model of the moduli space of curves. In this birational model, we consider the actual strict transform of the double ramification cycle, namely the closure of the locus of maps from smooth curves. In this space, it possible to find a collection of strata whose intersection with this closure is a zero dimensional cycle of degree equal to \(H_g(x)\). To make the exposition more natural, we begin by giving a name to the subcomplex of \(\text{DR}^{\text{trop}}_g(x, 0)\) whose maximal cones are indexed by monodromy graphs, which should be considered the “main component” of \(\text{DR}^{\text{trop}}_g(x, 0)\).

Definition 3.3.1. We denote by \(\text{DR}^{\circ, \text{trop}}_g(x, 0)\) the union of cones in \(\text{DR}^{\text{trop}}_g(x, 0)\) such that in the associated combinatorial type, all bounded edges have non-zero expansion factor.

The space \(\text{DR}^{\circ, \text{trop}}_g(x, 0)\) has another important description. Let \(\sigma^\circ\) be the interior of the cone in \(\text{tEx}\) consisting of line graphs with \(r\) distinct vertices. Then

\[ \text{DR}^{\circ, \text{trop}}_g(x, 0) := \overline{\text{br}^{-1}_{\text{trop}}(\sigma^\circ)}, \]

where the closure is taken in \(\text{DR}^{\text{trop}}_g(x, 0)\). The maximal cones of \(\text{DR}^{\circ, \text{trop}}_g(x, 0)\) all have dimension \(2g - 3 + n\) and are naturally indexed by monodromy graphs of type \((g, x)\).

As discussed in Section 2, any subdivision \(\mathcal{M}^{\text{trop}}_g(x, 0)\) of \(\mathcal{M}^{\text{trop}}_{g,n}\) containing \(\text{DR}^{\circ, \text{trop}}_g(x, 0)\) as a subcomplex determines a birational morphism. Precisely, we first pass to the non-proper birational transformation of the Artin fan of \(\mathcal{M}_{g,n}\) determined by this subdivision. We then perform the ordinary stack theoretic pullback of the map \(\mathcal{M}_{g,n}\) to its Artin fan to obtain:

\[ \pi : \mathcal{M}_g(x, 0) \to \overline{\mathcal{M}}_{g,n}, \]

and piecewise polynomial functions on \(\mathcal{M}^{\text{trop}}_g(x, 0)\) give rise to cohomology classes on \(\mathcal{M}_g(x, 0)\).

Definition 3.3.2. The main component of \(\text{DR}^{\circ, \text{log}}_g(x, 0)\) is the closure of the locus of consisting of non-constant maps from smooth domains. It is denoted \(\text{DR}^{\circ, \text{log}}_g(x, 0)\).

The main component is certainly compact, and from the Riemann–Hurwitz theorem it has dimension equal to its expected dimension \(2g - 3 + n\). Indeed, it coincides with the image of an appropriate space of admissible covers, see for instance [15, Section 3 and 4]. However, the locus can be singular. The following lemma asserts that we can “stay away” from the singular locus of the closure for the purpose of studying double Hurwitz numbers.

Lemma 3.3.3. Let \(\sigma\) be a cone of \(\text{DR}^{\circ, \text{trop}}_g(x, 0)\) of dimension \(2g - 3 + n\) and let \(V_\sigma\) be the corresponding closed stratum in \(\mathcal{M}_g(x, 0)\). The intersection of \(\text{DR}^{\circ, \text{log}}_g(x, 0)\) with \(V_\sigma\) consists of finitely many points.

Proof. First consider the intersection of \(\text{DR}^{\circ, \text{log}}_g(x, 0)\) with the locally closed stratum \(V_\sigma^\circ\). Any point of \(\text{DR}^{\circ, \text{log}}_g(x, 0)\) that lies in this stratum is maximally degenerate, and no component of the curve
is contracted. Relative stable maps to \( \mathbb{P}^1 \) relative to 0 and \( \infty \) that are also \textit{finite} as morphisms, are always points where the moduli space has expected dimension. Indeed, such maps are automatically admissible covers, and all infinitesimal deformations of them are as well. It follows that the intersection above must be finitely many points. Since no points of \( \text{DR}_g^{\log}(x,0) \) have a combinatorial type whose cone contains \( \sigma \) as a face, the intersection with locally closed and closed strata coincide. The lemma is a consequence. \( \Box \)

\textbf{Remark 3.3.4.} In case it is useful for future applications, we record that a stronger statement is true than the lemma. Precisely, if \( \sigma \) is any cone on \( \text{DR}_g^{\circ,\text{trop}}(x,0) \), the intersection of the \textit{locally closed} stratum associated to \( \sigma \) with \( \text{DR}_g^{\circ,\log}(x,0) \) is smooth and of the expected dimension. This can be deduced by either comparing with the deformation theory of admissible covers, as in [21, Section 4] or using the explicit deformation sequence for fine and saturated logarithmic maps [22, Proposition 4.2]. Note for the stronger conclusion, it is essential to take the finer of the two integral structures described in Remark 2.3.2.

\textbf{Proposition 3.3.5.} With notation as developed throughout the section, we have

\[
\tag{14}
H_g(x) = \deg \left( \text{DR}_g^{\circ,\log}(x,0) \cdot \sum_{\sigma_{\Gamma}} m_{\Gamma} \Delta_{\sigma_{\Gamma}} \right),
\]

where the sum ranges over all maximal cones of \( \text{DR}_g^{\circ,\text{trop}}(x,0) \), and \( \sigma_{\Gamma} \) denotes the cone indexed by the monodromy graph \( \Gamma \).

\textit{Proof.} Fix a monodromy graph \( \Gamma \), and note that the corresponding cone \( \sigma_{\Gamma} \) is simplicial: consider a tropical cover \( f : \Gamma \to T \) of topological type identified by \( \Gamma \); denote by \( \Gamma_{<i} \) the inverse image \( f^{-1}((-\infty,v_i)) \) (i.e. the part of \( \Gamma \) which maps to the left of the \( i \)-th vertex) and by \( S_{\Gamma_{<i}} \) a smooth topological surface with genus equal to the first Betti number of \( \Gamma_{<i} \), and with as many punctures as the ends of \( \Gamma_{<i} \); one can see that since the surfaces associated to two consecutive vertices differ by a pair of pants, the following relation holds among Euler characteristics: \( \chi(S_{\Gamma_{<i}}) = \chi(S_{\Gamma_{<i+1}}) + 1 \).

The rays of the cone corresponding to the monodromy graph \( \Gamma \) are obtained by contracting all compact edges that do not lie above two consecutive vertices in the line graph \( T \). No two rays can be the same, as that would require the Euler characteristics of the surfaces associated to parts of \( \Gamma \) mapping to the left of two distinct vertices of \( T \) to be equal. Using the language from Section 2, the class of the stratum \( \Delta_{\sigma_{\Gamma}} \) may be described as a piecewise polynomial function on \( \mathcal{M}_g^{\text{trop}}(x,0) \). As in the previous section, we denote by \( \varphi_{\rho} \) the piecewise linear function whose slope along this ray is 1, and whose slope along any other ray is 0. Then we have:

\[
\tag{15}
[\Delta_{\sigma_{\Gamma}}] = \prod_{\rho \in \sigma_{\Gamma}} \varphi_{\rho} = : \varphi_{\sigma_{\Gamma}},
\]

where the product runs over all the rays of the cone \( \sigma_{\Gamma} \). Since the cone \( \sigma_{\Gamma} \) is simplicial, the stratum is indeed obtained as the intersection of the divisors corresponding to the rays of the cone \( \sigma_{\Gamma} \). By Lemma 3.3.3 above, the intersection of all these divisors and \( \text{DR}_g^{\circ,\log}(x,0) \) is dimensionally proper, and there is no excess intersection calculation to perform.

We pause to clarify that, as is common in the literature about the tautological ring, there is potential ambiguity about what one means by “class of a stratum”. It could be interpreted as the class of a locus as opposed to the pushforward of the fundamental class via the appropriate gluing morphism. We adopt the latter perspective, which is consistent both with the most recent literature, and the conventions of the software package admcycles. We also take this opportunity
to note that in the first arXiv version of the paper, the multiplicity $m_\Gamma$ was erroneously dropped from the formula. We thank J. Schmitt for pointing out the correction, which arose from cross-checking the formula with the one in [33] using the admcycles package.

Let us now return to the proof. By applying the projection formula, we have
\begin{equation}
\deg(DR^g_{\log}(x,0) \cdot \Delta_{\sigma_r}) = \deg(st^*(\varphi_{\sigma_r})).
\end{equation}
Since the assignment of a cohomology class to a piecewise polynomial function is functorial, we have
\begin{equation}
st^*(\varphi_{\sigma_r}) = st^*_{trop}(\varphi_{\sigma_r}),
\end{equation}
where in the right hand side of (9) $\varphi_{\sigma_r}$ is regarded as a piecewise polynomial function, whereas in the left hand side as a cohomology class on $H_g(x,0)$. The multiplicities $m_\Gamma$ are defined in order for the following equality to hold:
\begin{equation}
st^*_{trop}(m_\Gamma \varphi_{\sigma_r})|_{\sigma_r} = \text{br}^*_{trop} \left( t_1 \prod_{i=2}^{r-1} (t_i - t_{i-1}) \right)_{|\sigma_r};
\end{equation}
for $\bar{\Gamma} \neq \Gamma$, we have
\begin{equation}
st^*_{trop}(\varphi_{\sigma_r})|_{\sigma_r} = 0.
\end{equation}

Summing over all monodromy graphs, one obtains
\begin{equation}
\deg \left( DR^g_{\log}(x,0) \cdot \sum_{\sigma_r} m_\Gamma \Delta_{\sigma_r} \right) = \deg \left( st^*_{trop} \left( \sum_{\Gamma} m_\Gamma \cdot \varphi_{\sigma_r} \right) \right)
= \deg \left( \text{br}^*_{trop} \left( t_1 \prod_{i=2}^{r-1} (t_i - t_{i-1}) \right) \right),
\end{equation}
which reproduces the computation in the proof of Theorem A.

\begin{example}
We consider the double Hurwitz number $H_1((3,-3)) = 2$ and compute it as in Proposition 3.3.5. The moduli space of tropical rubber stable maps $DR^1_{trop}((3,-3),0)$, illustrated in red in Figure 3, is not equidimensional: it is the union of a two dimensional cone parameterizing tropical maps with a contracting tropical elliptic curve, with a one dimensional cone, whose general element parameterizes the covers with two compact edges of length $l_1$ and $l_2$, as drawn on the leftmost side of Figure 3. The tropical branch morphism contracts the two dimensional cone of $DR^1_{trop}((3,-3),0)$ and maps the one dimensional cone onto the unique ray of tEx. The image of the one dimensional cone of $DR^1_{trop}((3,-3),0)$ via the tropical stabilization morphism is the slope $-1/2$ ray $\rho$ in $M_{1,2}^{trop}$. This ray alone gives a subdivision $DR^1_{trop}((3,-3),0)$ of $M_{1,2}^{trop}$, which imposes a (weighted) toroidal blowup in the algebraic moduli space $M_{1,2}^{trop}$, as depicted in Figure 4. The closure of $DR^1_{trop}((3,-3)$ is not dimensionally transverse to the boundary of $M_{1,2}^{trop}$, but its proper transform $DR^g_{trop}((3,-3)$ is dimensionally transverse to the exceptional divisor $E = D_\rho$. One may compute the intersection multiplicity $|D_\rho \cdot DR^g_{\log}((3,-3),0)|$ via a direct local coordinate computation as in [21]. We bypass this technical computation by observing that the piecewise linear function $\varphi_\rho$ associated to the exceptional divisor $D_\rho$ is such that:
\begin{equation}
st^*_{trop}(2\varphi_\rho) = 2l_2 = \text{br}^*_{trop}(t_1).
\end{equation}
Figure 3. The subdivision of the moduli space $M_{1,2}^{\text{trop}}$ induced by the moduli space of tropical rubber maps in genus 1 with contact $(3,-3)$.

Figure 4. The birational transformation of $\overline{M}_{1,2}$ for the $(3,-3)$ double ramification problem in genus 1 and the dimensionally transverse cycle $\text{DR}^\text{log}_1((3,-3),0)$. We denote by $\text{DR}^\text{trop}_1((3,-3),0)$ the closure of the component of the space of relative stable maps where for the general point the source curve is smooth.

Note that the multiplicity $m_\Gamma$ prescribed in the definition of branch polynomial for this monodromy graph is 2. The multiplicity of $\text{br}^*_\text{trop}(t_1)$ is computed as in [17], where it is shown to equal the product of the weights of the compact edges of $\Gamma$.

Alternatively, one may observe that the piecewise linear function $t_1$ determines the class of a point on the Losev–Manin space $[\text{LM}(2)/S_2]$, and the assignment of a cohomology class on the algebraic moduli space to a piecewise polynomial on the tropical moduli space is functorial. It follows from (10) that the degree of the class associated to the piecewise polynomial function $\text{st}^*_\text{trop}(\varphi_\rho)$ equals the degree of $\text{br}^*([pt])$, which is by definition the Hurwitz number $H_1(3,-3)$.

### 3.4. Lower genus double Hurwitz numbers and $\text{DR}^\text{log}_g(x,0)$.

The double Hurwitz number $H_g(x)$ is the degree of the class $\text{br}^*([pt])$ in the moduli space of rubber relative stable maps $M^\text{trop,\,-}_g(\mathbb{P}^1, x)$. For a general choice of cycle representing the class of a point, the cycle $\text{br}^*([pt])$ is supported on
the main component of the moduli spaces of relative stable maps, the closure of the locus parameterizing maps from smooth source curves. In Proposition 3.3.5 the sub-cone complex of the moduli space of tropical relative stable maps generically parameterizing covers with no contracting subgraph is used to obtain a piecewise polynomial function and subsequently a cohomology class on $M_g(\mathbf{x},0)$ whose intersection with $\text{DR}^\text{log}_{\mathbf{x},0}$ has degree $H_g(\mathbf{x})$. In this section, different choices of subcomplexes of the space of tropical relative stable maps will yield cohomology classes on $M_g(\mathbf{x},0)$ whose intersection with $\text{DR}^\text{log}_{\mathbf{x},0}$ allows to extract the double Hurwitz numbers $H_h(\mathbf{x})$, for $h < g$.

**Definition 3.4.1.** For $n \geq 1$, let $T_n$ denote a graph obtained from a rooted, trivalent tree with $n + 1$ leaves by attaching vertices of genus 1 at every leaf except the root, see the red part of Figure 5. While it does not matter what trivalent tree one considers, the graph $T_n$ is to be considered fixed.

For every monodromy graph of type $(h, \mathbf{x})$, attach a copy of $T_{g-h}$ on the end labeled by $x_1$ and give all edges of $T_{g-h}$ expansion factor equal to 0. The graphs so obtained index a cone subcomplex $M_{h<g}^{\text{trop}}(\mathbf{x})$ of the moduli space $M_{h<g}^{\text{trop}}(\mathbf{x},0)$, which we use to define a cohomology class on $M_g(\mathbf{x},0)$ extracting the double Hurwitz number $H_h(\mathbf{x})$.

**Definition 3.4.2.** We define the branch polynomial at level $h$ as

$$br_{h<g}(\mathbf{x},0) := \frac{24^{g-h}}{x_1} \cdot |\text{Aut}(T_{g-h})| \cdot \sum_{\sigma_\Gamma \in M_{h<g}^{\text{trop}}(\mathbf{x})} m_\Gamma \varphi_{\sigma_\Gamma},$$

with the sum running over all maximal cones of $M_{h<g}^{\text{trop}}(\mathbf{x})$, and $m_\Gamma$ denoting the product of the non-zero expansion factors of the compact edges of $\Gamma$.

**Theorem C.** The genus $h$ Hurwitz number equals

$$H_h(\mathbf{x}) = \text{deg} \left( \text{DR}^\text{log}_g(\mathbf{x},0) \cdot br_{h<g}(\mathbf{x},0) \right).$$

**Proof.** Each maximal cone $\sigma_\Gamma$ in $M_{h<g}^{\text{trop}}(\mathbf{x})$ has dimension $2g - 3 + n$. This is true as each such cone is a codimension $g - h$ boundary of a cone with $g - h$ contracting loops. The latter cone is of
dimension $3g - 3 + n - h$, as only the $h$ non-contracted loops impose conditions on the lengths of the involved edges. Hence the branch polynomial at level $h$ restricts to $\text{DR}^{\text{log}}_g(x, 0)$ to give a class in top degree, as expected.

For every cone $\sigma_\Gamma$, the pull-back $\text{st}^* (\Delta_{\sigma_\Gamma})$ is supported on the component $C_h \cong \overline{M}_{h, 1}(\mathbb{P}^1, x) \times \overline{M}_{g-h, 1}$ of the moduli space of relative stable maps $\overline{M}_g(\mathbb{P}^1, x)$ parameterizing a rubber relative stable map of genus $h$ with attached a contracting curve of genus $g - h$.

The piecewise polynomial function $\varphi_{\sigma_\Gamma}$ decomposes as a product:

$$\varphi_{\sigma_\Gamma} = l \cdot \varphi_{\sigma_{g-h}} \cdot \varphi_{\sigma_{\Gamma} \setminus \sigma_{g-h}},$$

where $l$ denotes the length of the edge between the point of attachment of the contracted tree and the next vertex to the right (see Figure 5).

On the component $C_h$, the pull-back $\text{st}^*_{\text{top}}(1)$ corresponds to the cohomology class $\text{ev}^*_1(\text{pt})$, fixing a point on the target where the component must contract. The class associated to the piecewise polynomial $\text{st}^*_{\text{top}}(\sum m_{\sigma_\Gamma} \varphi_{\sigma_{\Gamma} \setminus \sigma_{g-h}})$ agrees with $x_1 \cdot \text{br}_h^* (\text{pt})$, for the genus $h$ branch morphism on the left factor of $C_h$. Note the additional factor $x_1$ comes from the fact that one compact edge with expansion factor $x_1$ is formed by attaching $T_{g-h}$. Finally $\text{st}^*_{\text{top}}(\varphi_{\sigma_{g-h}})$ gives the intersection of the stratum $\Delta_{T_{g-h}}$ with the virtual class of $C_h$. It follows that $[C_h]^\text{vir} \cdot \Delta_{T_{g-h}} = \lambda_{g-h}^R \Delta_{T_{g-h}}$, where the superscript $R$ denotes that the $\lambda$ class is pulled-back from the right factor of $C_h$. In conclusion, we have

$$\text{DR}^{\text{log}}_g(x, 0) \cdot \sum_{\sigma_\Gamma} m_{\sigma_\Gamma} \Delta_{\sigma_\Gamma} = \text{st}^*_{\text{top}} \varphi_{\sigma_\Gamma} = \text{deg} \left( x_1 \cdot \text{br}_h^* (\text{pt}) \otimes \lambda_{g-h}^R \Delta_{T_{g-h}} \right),$$

where the class in parenthesis is a class in $\overline{M}_h(\mathbb{P}^1, x) \times \overline{M}_{g-h, 1}$. The class pulled back from the left factor has degree $H_h(x).$ From the isomorphism

$$\Delta_{T_{g-h}} \cong \prod_{i=1}^{g-h} \overline{M}_{1,1}/\text{Aut}(\text{pt}_{g-h}),$$

the fact that the class $\lambda_{g-h}$ splits as the product of $\lambda_1$’s on each of the factors, and that $\lambda_1$ has degree $1/24$ on $\overline{M}_{1,1},$ one may conclude:

$$\text{DR}^{\text{log}}_g(x, 0) \cdot \text{br}_{h,g}(x, 0) = H_h(x).$$

4. Leaky and Pluricanonical Numbers

In this section we generalize the story of double Hurwitz numbers. Moduli spaces of tropical leaky covers give rise in a natural way to an enumerative problem analogous to tropical Hurwitz numbers. Through the perspective of logarithmic geometry introduced in Section 2 we see that the natural branch polynomial arising from tropical geometry yields a cohomology class on the moduli space of curves, whose evaluation against the logarithmic pluricanonical double ramification cycle $\text{DR}^{\text{log}}(x, k)$ coincides with the count of tropical leaky covers, thus providing an algebraic intersection theoretic counterpart to the tropical enumerative problem. With our definition of tropical leaky covers this algebraic counterpart always involves moduli spaces of meromorphic sections of the pluricanonical bundle with specified divisors of zeroes and poles (and such that the divisor of poles is non-empty, i.e. the vector $x$ must contain some negative entries). To include
the case of holomorphic sections one should modify the set-up of leaky covers to allow for genus one cul de sacs, i.e. one-valent vertices of genus one with the edge to their left. While this is an interesting story that deserves to be investigated as it might yield interesting connections to integrable systems ([53]), in this work we choose our generalization to stick as close as possible to the case of Hurwitz numbers. As before we adopt the simplifying convention of referring to 1-leaky covers simply as leaky covers.

4.1. Tropical leaky numbers. Consider the moduli spaces of leaky covers \( DR_{g}^{\text{trop}}(x, k) \) introduced in Definition 2.3.1. As in (4), there is a natural tropical branch morphism.

**Definition 4.1.1** (Number of leaky covers \( L_{g}(x, k) \)). Fix a genus \( g \) and a degree \( x \). We define the number of leaky covers of genus \( g \) and degree \( x \), denoted \( L_{g}(x, k) \), to be the degree of the tropical branch morphism \( br_{trop}: DR_{g}^{\text{trop}}(x, k) \rightarrow tEx \).

Here, the degree is the weighted number of preimages of a point in the interior of the \( r - 1 \)-dimensional cone of \( tEx \). A preimage is weighted by the product of the weight of the polyhedron in which it lives with the index of the image lattice of this polyhedron under \( br_{trop} \) in the natural lattice of \( tEx \).

This definition of degree is analogous to Definition 5.14 in [17], see also Definition 4.1 in [27].

**Example 4.1.2.** The leaky cover in Figure 1 contributes to the number \( L_{1}((5, -1, -1), 1) \) with the weight 1 times the index of the image lattice of this polyhedron under \( br_{trop} \). (The size of its automorphism group is 1.) By Remark 5.19 of [17], this product equals the index of the linear map given by the square matrix in which we combine the equations for the weight with the evaluations. By Example 2.3.3, the polyhedron of the combinatorial type of Figure 1 is surrounded by \( R_{4} \), thus our matrix is of size 4. Two of its lines are given by the equation of the cycle, \((3, 1, -1, -1)\), and the equation that the middle vertices of \( \Gamma \) have the same image, \((0, 1, 0, -1)\) (see Example 2.3.3). The second vertex of \( P_{1}^{trop} \) is at distance \( l_{3} \) from the first, the third at distance \( l_{4} \) from the second. Thus the square matrix to consider is

\[
\begin{pmatrix}
3 & 1 & -1 & -1 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

The index of the lattice of the image of the linear map defined by this matrix equals the absolute value of its determinant, which is 3. Thus the leaky cover of Figure 1 contributes with weight 3 to the count of \( L_{1}((5, -1, -1), 1) \).

**Lemma 4.1.3.** The degree of the tropical branch morphism (and thus, the number of leaky covers of genus \( g \) and degree \( x \)) is well-defined. All leaky covers in the preimage of a point in the interior of the \( r - 1 \)-dimensional cone of \( tEx \) are trivalent covers, i.e. each preimage of one of the \( r \) vertices of the metric line graph \( T \) contains precisely one vertex which is not of genus 0 and 2-valent, and that is of genus 0 and 3-valent.

**Proof.** Consider a metric line graph \( T \) with \( r \) vertices. Given a leaky cover of a certain combinatorial type, we can just vary the edge lengths of \( \Gamma \) to obtain a leaky cover of another metric line graph \( T' \) with \( r \) vertices. We therefore obtain a bijection between the preimages under the tropical branch morphism of \( T \) and of \( T' \), which preserves the combinatorial type. As the weight only depends on the combinatorial type, the weighted count of preimages of \( T \) coincides with the weighted count.
Lemma 4.1.4. Let $\pi : \Gamma \to T$ be a preimage under the tropical branch morphism of a point in the interior of the image of $\text{DR}_{g}^{\text{trop}}(x, k)$ in $\text{tEx}$. Then $\pi$ contributes with the product of the expansion factors of the bounded edges of $\Gamma$ times one over the size of the automorphism group of $\pi$ to the count of leaky covers.

Proof. The proof is parallel to that of [17, Lemma 5.26], where we show that a tropical cover counts towards the corresponding tropical double Hurwitz number with the product of the expansion factors of its bounded edges times the size of its automorphism group. As in Example 2.3.3, we express the weight of the polyhedron times the index of the image lattice of the evaluation map as the determinant of a square matrix whose lines are given by cycle equations, equations that vertices of $\Gamma$ have the same image as required by the cover, and the evaluations of vertices. This is as in Remark 5.17 and 5.19 in [17]. Then, we pick an order of the coordinates given by the lengths of the bounded edges which allows us to obtain a triangular form for the square matrix. The entries on the diagonal are precisely the expansion factors of the bounded edges. This is as in [17, Section 5.25].

Example 4.1.5. Figure 6 shows the count of leaky covers of degree $(5, -1, -1)$ and genus 1. The lowest picture has to be counted twice, as it allows two versions of labeling its ends. The middle picture has an automorphism group of size 2, as the two edges of the cycle can be permuted. Thus the total count equals $9 + 6 + 3 + 3 = 21$.

We now introduce the analogous concept to the monodromy graphs from Definition 3.2.1.

Definition 4.1.6. For fixed $g$ and $x = (x_1, \ldots, x_n)$, a graph $\Gamma$ is a $k$-leaky graph if it satisfies conditions (1) through (5) in Definition 3.2.1, as well as the following leaky condition:

(6'): Every bounded edge $e$ of $\Gamma$ is equipped with an expansion factor $w(e) \in \mathbb{N}$. At each inner vertex the sum of all expansion factors of incoming edges equals the sum of the expansion factors of all outgoing edges plus $k$.

As in the case for monodromy graphs, $k$-leaky graphs are naturally in bijection with maximal dimensional cones of the moduli space of $k$-leaky covers, whose general element contain no contracting subgraph. The following theorem is an immediate consequence:
Theorem 4.1.7. The number $L_g(x, k)$ equals the sum over all leaky graphs $\Gamma$, where each is counted with the product of the expansion factors of its bounded edges:

$$L_g(x, k) = \sum_{\Gamma} \frac{1}{|\text{Aut}(\Gamma)|} \prod_e \omega(e).$$

We introduce the leaky branch polynomial.

Definition 4.1.8. The $k$-leaky branch polynomial $br_g(x, k)$ is

$$br_g(x, k) := \sum_{\sigma} \varphi_{\sigma},$$

where $\varphi_{\sigma}$ is defined as in (15), and the sum runs over all cones corresponding to $k$-leaky graphs.

We conclude this section with the correspondence theorem between leaky numbers and the degree of a zero dimensional cycle obtained by evaluating the leaky branch polynomial on the pluricanonical double ramification cycle.

Theorem B. With notation as developed throughout, we have

$$L_g(x, k) = \deg ([\text{DR}^{\log}(x, k)] \cdot br_g(x, k)).$$

The proof will pass through the geometry of expanded degenerations in the normal crossings setting, and we recall the required notions. Further details may be found in [50].

4.1.1. The tropical map. Let $\Gamma$ be a tropical curve with positive integer edge lengths corresponding to an integer point of $\text{DR}^{\text{trop}}_g(x, k)$. There is an associated piecewise linear function, unique up to translation, given by

$$t : \Gamma \to \mathbb{R},$$

which is a putative tropicalization of a section of the $k$-pluricanonical line bundle of curve with the given profile of zeros and poles $x$. We assume that the tropical curve $\Gamma$ is trivalent, with all vertices having genus 0, and furthermore that $t$ has positive slope on all bounded edges of $\Gamma$.

4.1.2. Projective bundle. Let $C$ be a logarithmically smooth curve over the standard logarithmic point $\text{Spec}(\mathbb{N} \to \mathbb{C})$, whose tropicalization is isomorphic to $\Gamma$; note that we view it as a metric graph, rather than as a family over $\mathbb{R}_{\geq 0}$, by slicing at height 1. Consider the projective bundle $\mathbb{P}(\mathcal{O}_C \oplus \omega_C^{\log})$ completing the total space of the logarithmic cotangent line bundle. We denote it by $\mathbb{P}$ for brevity. The surface is equipped with a logarithmic structure of rank 2, by adding the 0 and $\infty$ divisors of the bundle to the pullback logarithmic structure on $C$.

4.1.3. Tropical subdivisions. The tropicalization of $\mathbb{P}$ is a polyhedral decomposition of $\Gamma \times \mathbb{R}$ with a distinguished integral lattice structure. We will use two refinements of the polyhedral structure, including passing to a finite index sublattice. First, consider the function

$$t : \Gamma \to \mathbb{R},$$

and refine the polyhedral structure by declaring the image of every vertex to be a vertex of $\mathbb{R}$ and then further that the preimage of each vertex of $\mathbb{R}$ is a vertex of $\Gamma$. The result is a map of metric graphs

$$t : \Gamma^+ \to \Gamma.$$
The first polyhedral structure of interest is $\Gamma^+ \times T$. The cells in the decomposition are either vertices, edges, or squares. We may factorize the section through the graph:

$$\Gamma^+ \rightarrow \Gamma^+ \times T \rightarrow T.$$ 

We note that set theoretically the map $t$ is unchanged, we have merely refined the polyhedral structure. We denote $\Gamma^+ \times T$ by $\Delta$ for compactness of notation in the following discussion. Note that the vertices of $\Delta$ may have rational coordinates that are not integral. However, the polyhedral complex can be uniformly scaled. Precisely, to scale by a positive integer, we uniformly multiply all the edges in $\Gamma$ by this length; it admits a unique map to $\mathbb{R}$ with the given slopes and leaky balancing condition. We can then repeat the construction. There is a well-defined smallest positive scaling factor such that the construction outputs $\Delta$ with all vertices having integer coordinates. If we choose coordinates on the cones, this is the least common multiple of all the denominators that appear in lowest terms of the coordinates. We will use this below, and so refer to this as the base order.

In order to understand the need for the second polyhedral structure, note that if $e$ is an edge of $\Gamma$, then $t(e)$ necessarily connects two vertices of $\Delta$; however, this means that the image $t(e)$ is not a cell of $\Delta$. Geometrically, this corresponds to the situation where nodes and marked points on a curve map to strata of the target of smaller dimension than expected. The situation is remedied by a further refinement. Let $\Pi_t$ be polyhedral refinement of $\Delta$ obtained by subdividing along the image under $t$ of all edges $e$ in $\Gamma^+$. We still have a factorization

$$t : \Gamma^+ \rightarrow \Pi_t \rightarrow T.$$ 

The situation may be visualized as in Figure 7 below.

![Figure 7](image.png)

**Figure 7.** The graph of a leaky tropical curve.

4.1.4. Geometric expansions and logarithmic lifts. Given a polyhedral decomposition — for us it will be either $\Pi_t$ or $\Delta$ — of $\Gamma \times \mathbb{R}$, there is an associated expansion of the total space of $\mathbb{P}$ over curve $C$, which in our relevant cases will be denoted $\mathbb{P}(\Pi_t)$ or $\mathbb{P}(\Delta)$. The expansion can be viewed as the special fiber of a 1-parameter degeneration, or as we do here, a logarithmic scheme over $\text{Spec}(\mathbb{N} \rightarrow \mathbb{C})$. The base order mentioned above is relevant here. If the base order is $b$, then we perform a generalized root construction to this scheme $\text{Spec}(\mathbb{N} \rightarrow \mathbb{C})$ given by passing to the index $b$ sublattice generated by $b \in \mathbb{N}$. The expansion of $\mathbb{P}$ associated to the polyhedral decomposition is defined over this new logarithmic point. See [7, Section 6.2] for a similar discussion, or [4, 42] for a discussion about ramified base changes in semistable reduction in a broader context.
We give a brief explanation of how to use the formalism described in [50, Section 3]. First, the subdivision $\Gamma^+$ of $\Gamma$ produces a bubbling of the curve $C$ which we denote $C^+$, obtained by adding 2-pointed rational components wherever new 2-valent vertices have appeared in $\Gamma^+$. The expansions of $\mathbb{P}$ obtained from $\Pi_t$ and $\Delta$ are 2-dimensional schemes with a flat map to $C$; they are typically reducible, and the irreducible components are in bijection with the vertices of $\Pi_t$ or $\Delta$ respectively. Moreover, if $v$ is a vertex, then the irreducible component corresponding to $v$ is birational to the projectively completed logarithmic canonical bundle of $C_v$, where $C_v$ is the component of the curve $C^+$ determined by the image of $v$ in $\Gamma^+$. See also [3, 46].

We record a basic lemma. The notation $C^+$ will be used to denote a semistable bubbling induced by subdivisions $\Gamma^+$ of $\Gamma$, as in the paragraph above.

**Lemma 4.1.9.** Let $s : C \to \mathbb{P}$ be a section. Then $s$ can be enhanced to a logarithmic map if and only if it it admits a factorization

$$s : C^+ \to \mathbb{P}(\Pi_t) \to \mathbb{P},$$

such the map $C^+ \to \mathbb{P}(\Pi_t)$ sends nodes and markings to strata of codimension at most 1, and it is predeformable: at each node $q$ of $C$ mapping to a divisor $D$ in $\mathbb{P}(\Pi_t)$, the tangency order along $q$ as measured on the two components meeting at $q$ coincide.

**Proof.** First, suppose the section can be enhanced to a logarithmic one. There is an induced map on the tropicalizations, i.e. the cone stacks associated to $C$ and $\mathbb{P}$. Explicitly, these are cone over the tropical curve determined by $C$ and $\mathbb{R}$ times this tropical curve. By using the semistable reduction procedure [4, 42], as applied for instance in [50, Section 2], we can subdivide the source and target of this tropicalization so that each cone of the subdivided source maps surjectively onto a cone of the subdivided target. By using the dictionary between subdivisions and logarithmic modifications, we obtain the claimed factorization. Conversely, transverse maps always admit logarithmic enhancements, see for instance [50, Lemma 6.4.3]. \[\square\]

4.1.5. **Curves with a fixed tropicalization.** We require one final technical ingredient before proceeding to the proof. Let $C$ be a cycle of rational curves consisting of $k$ components and denote by $G$ its dual graph. Let $u$ and $v$ be vertices of $G$. There are exactly two non-self-intersecting paths from $u$ to $v$. We denote them by $P$ and $P'$. Fix positive integers $a$ and $b$. Consider a tropical curve $\Gamma$ over $G$ with positive integer edge lengths such that $a\ell(P) = b\ell(P')$, where $\ell$ is the length function. For the following lemma, we fix such a tropical curve.

**Lemma 4.1.10.** The moduli space of logarithmic curves over $\text{Spec}(\mathbb{N} \to \mathbb{C})$ whose underlying curve is $C$, and whose tropicalization is $\Gamma$, is isomorphic to $G_m$.

**Proof.** Let $E$ be the edge set of $G$. The minimal base logarithmic structure on $C$ gives a curve $\mathcal{C} \to \text{Spec}(\mathbb{N}^E \to \mathbb{C})$. The logarithmic curves in question are all obtained by pullbacks $\text{Spec}(\mathbb{N} \to \mathbb{C}) \to \text{Spec}(\mathbb{N}^E \to \mathbb{C})$, with the map on monoids specified by the given relation among the path lengths of $P$ and $P'$, which is isomorphic to $G_m$. Further details and a hands on construction of the space of logarithmic realizations of a tropical curve may be found in [10, Section 1.5]. \[\square\]

It is useful to understand this $G_m$ as determining gluing data for a line bundle. The tropical curve $\Gamma$ above admits a piecewise linear function that is linear along the path $P$ with slope $b$ and is linear along the path $P'$ with slope $a$. The function is unique up to the addition of constants. It
determines a line bundle on the curve $C$ – the piecewise linear function gives rise to a section of the characteristic abelian sheaf $\mathcal{M}^{\text{sp}}_C$, and the short exact sequence

$$0 \to \mathcal{O}^*_C \to \mathcal{M}^{\text{sp}}_C \to \mathcal{M}^{\text{sp}}_C \to 0$$

gives rise a connecting map that produces a $\mathbb{G}_m$-torsor from this section. Alternatively, viewing the logarithmic structure as giving local maps to toric varieties, the standard construction associating line bundles to piecewise linear functions in toric geometry can be used.

In any event, the line bundle on each component of $C$ is determined up to isomorphism as the weighted sum of the nodes of the component, where each node is given the weight equal to the slope of the piecewise linear function at the corresponding edge. If we choose any edge $e$ of the cycle $G$, the $\mathbb{G}_m$ above can be see as the choice of an isomorphism, i.e. gluing data, of the fibers of the pullback of the line bundle to the partial normalization at the node corresponding to $e$. Additional details, including a formula for these line bundles, may be found in [52, Section 2].

4.2. **Proof of Theorem B.** Following Section 2.7, we have a morphism

$$\text{DR}^{\log}(x, k) \to \text{Ex},$$

and the class of the branch polynomial determines a codimension $n - 3 + 2g$ stratum in $S$ in $\text{Ex}$. We examine the usual stack theoretic fiber diagram below:

$$\begin{array}{ccc}
\text{DR}_S & \longrightarrow & \text{DR}^{\log}(x, k) \\
\downarrow & & \downarrow \\
S & \longrightarrow & \text{Ex}.
\end{array}$$

By definition, the intersection number we are interested in is obtained by pulling back the virtual class along the regular embedding of $S$ into $\text{Ex}$, and then taking degree.

We first show the intersection number splits as a sum of strata. The intersection class above may be realized as the pullback

$$\text{DR}^{\log}(x, k) \to \mathcal{M}^\circ_{g,n}(x, k) \to \text{Ex}.$$ 

The pullback of $S$ along the second map is a sum of codimension $g$ strata: precisely those corresponding to the cones of $\text{DR}^{\text{trop}}(x, k)$ where the target graph has the maximal possible number of bounded edges, as in the preceding tropical discussion. The intersection therefore splits as

$$\deg \left( [\text{DR}^{\log}(x, k)] \cdot \text{br}_g(x, k) \right) = \sum_{[\Gamma \to T]} m_{[\Gamma \to T]},$$

where $[\Gamma \to T]$ ranges over the combinatorial types meeting the tropical branch condition. The intersection is a 0-dimensional scheme, and is supported on the 0-dimensional strata that are indexed by these types. The terms $m_{[\Gamma \to T]}$ are non-negative integers, each equal to the multiplicity of the subscheme supported at the corresponding point. We now use the degeneration/splitting formula to argue that this multiplicity is exactly the one calculated by the tropical weights.

Fix a type $\Gamma \to T$ and let $\text{DR}(\Gamma \to T)$ be the associated stratum. The graph $\Gamma$ has trivalent and bivalent vertices. We temporarily ignore the bivalent vertices, and later explain why they do not affect the calculation. At each trivalent vertex $v$ of $\Gamma$, the genus is necessarily 0, and the difference between the incoming and outgoing slopes is $k$, which is precisely the degree of the logarithmic
canonical bundle of $C_v$; since the curve has genus 0 there is a unique section of $\omega_{C_v}^{\log}$ with the zeroes and poles as specified by the slopes at $v$. By recording these, there is a cutting morphism

$$\kappa : \text{DR}(\Gamma \to T) \to \prod_{v \in \Gamma} \text{DR}(v).$$

By the same argument as above, there is a unique pluricanonical section with the given vanishing up to scaling, the right hand side is a point. The multiplicity $m_{[\Gamma \to T]}$ may now be computed by the multiplicities in the degeneration formula in logarithmic Gromov–Witten theory [50, Section 6]. It remains only to explain why and how the formula applies, and for this we use the geometry of expansions.

First, we show that the map $\kappa$ is finite and surjective, or equivalently that $\text{DR}(\Gamma \to T)$ is nonempty of dimension 0. Since $\Gamma$ is trivalent, there is a unique curve $C$ with this dual graph. Let $\Theta$ denote the cone associated to the type of $\Gamma \to T$. The moduli space of curves with tropicalization given by $\Theta$ is exactly $G_m$. To see this, choose a spanning tree, and then using the discussion of Section 4.1.5 to furnish the moduli at the nodes associated to the remaining edges. We denote this torus by $T_\Theta$.

Choose any point of $T_\Theta$. We now examine the expanded projective bundle

$$\mathbb{P}(\Pi_1) \to C.$$ 

As we have already explained, at each vertex of $\Gamma$ there is a unique choice of pluricanonical section with vanishing specified by $\Gamma \to T$. These provide maps from each component $C_v$ of $C$ to the surface $\mathbb{P}(\Pi_1)$. By definition of $\mathbb{P}(\Pi_1)$, each vertex $v$ of $\Gamma$ determines an irreducible component and the germ of an edge at $v$ determines a divisor of this component. The germ also determines a marked point $p_e$ on $C_v$, which maps to this divisor. The logarithmic interior of this divisor is in turn a $G_m$, and the image of $p_e$ under this section is an element of this $G_m$.

In this manner, if we choose pluricanonical sections at each vertex, each edge determines two points on this $G_m$. In order for these local maps at $C_v$ to glue to a section of the expanded bundle above, these evaluations at edges must give the same element of $G_m$. There is no guarantee that these glue to give a global map, and indeed typically, they will not glue.

If vertices $v$ and $v'$ are connected by an edge, then by choosing the section on $C_v$ arbitrarily, we may scale the section at $C_{v'}$ to ensure the gluing condition. However, if the genus of $\Gamma$ is positive, there may be two edges between $v$ and $v'$ and gluing becomes overdetermined. More generally, the phenomenon arises when there are multiple paths between two vertices. It is here that we will use the $G_m$ worth of moduli. By the discussion following Lemma 4.1.10, by adjusting the point in the moduli $T_\Theta$, we scale the gluing data at the line bundle at the node. Choose a spanning tree and identify $T_\Theta$ with the scalars associated to each edge in the complement. There is a unique choice of scalar for each edge that guarantees that the gluing condition at each of these edges. We are left with a section:

$$C \to \mathbb{P}(\Pi_1).$$

The section is transverse to the strata, and therefore the resulting composite $C \to \mathbb{P}$ is a logarithmic map, and a point of $\text{DR}(\Gamma \to T)$.

Two steps remain to conclude: (i) we must count the number of logarithmic lifts and (ii) explain how to deal with 2-valent vertices. The number of lifts is calculated by applying [3, Theorem 5.3.3]

\[In fact, it can be described very concretely as the leading coefficient of the leading term of the Laurent expansion of the section at $p_e$; it is essentially a generalized residue.\]
and after accounting for automorphisms, gives precisely the claimed formula. Finally, concerning 2-valent vertices, we note that if $Γ^+$ contains a 2-valent vertex with slope $d$, the moduli space has a $\mathbb{Z}/d$-stabilizer at this point. However, the creation of a 2-valent vertex also creates a new bounded edge of weight equal to $d$. The additional weight $d$ provides a factor of $d$ in the formula of $[3$, Theorem 5.3.3], which is cancelled by the automorphism factor. The result is precisely the claimed multiplicity, and the theorem follows.

□

5. Properties of leaky numbers

5.1. Piecewise polynomiality of the counts. The aim of this section is to prove the following theorem:

**Theorem 5.1.1.** The map $x \mapsto L_g(x, k)$ is piecewise polynomial.

More precisely, the set of definition of the map, i.e.

$$\{x \in \mathbb{Z}^n \mid \sum_{i=1}^n x_i = k \cdot (2g - 2 + n), \ x^+ > 0, \ x^- < 0\}$$

is subdivided by walls with equation

$$\{ \sum_{i \in I} x_i = k \cdot (2g_1 - 2 + |I|)\},$$

where $I$ is a subset of $\{1, \ldots, n\}$ and $g_1 \in \mathbb{Z}$ satisfies $0 \leq g_1 \leq g$. In each region, $L_g(x, k)$ equals a polynomial of degree $4g - 3 + n$ in $x$.

The walls correspond to cut $k$-leaky graphs with two components, where the ends $x_i$ for $i \in I$ appear in one component of genus $g_1$.

The proof follows the methods established in $[18]$ for the case of double Hurwitz numbers and in $[6]$ for the case of double Hirzebruch numbers.

The arguments differ for the cases $g = 0$ and $g > 0$. We start by assuming that $g > 0$.

**Definition 5.1.2.** Given $g$ and $x$, an $x$-graph $Γ$ is a connected, genus $g$, trivalent graph with $n$ ends labeled $x_1, \ldots, x_n$.

An $x$-graph can be obtained from a $k$-leaky graph by just forgetting structure, more precisely, the vertex ordering, the orientation and the expansion factors for the bounded edges.

Vice versa, all leaky graphs that lead to the same $x$-graph after forgetting can be parametrized by the lattice points in the bounded cells of a hyperplane arrangement. This follows from Corollary 2.13 in $[18]$, we outline the arguments here by following them along an example. We set $k = 1$ throughout.
Example 5.1.3. Consider the x-graph from Figure 8. Pick a reference orientation for the bounded edges. Pick two edges $e_1, e_2$ such that $\Gamma \setminus \{e_1, e_2\}$ is a tree. Let the variables $i, j$ stand for the expansion factors of these two edges. The leaky condition then implies expansion factors for the remaining edges (see Figure 9). All expansion factors are homogenous linear expressions in the components of $x$, $i$ and $j$.

In order to obtain a leaky graph, the expansion factors must be positive. We can reach this by reversing the orientation of negative edges. The hyperplane arrangement whose (non trivial) bounded chambers correspond to possible types of leaky graphs is thus given by setting the linear expressions for the expansion factors to zero. We depict this hyperplane arrangement in Figure 10.

Notice that three hyperplanes that correspond to three edges adjacent to the same vertex enclose a small triangle times a linear space (where the linear space is trivial if $g = 2$ for dimension reasons, as in Figure 10). This is a consequence of the leaky condition. We call such bounded chambers trivial. They do not contain lattice points in the interior.
By Lemma 2.12 in [18], the non trivial bounded chambers correspond to orientations without directed cycles.

An interior lattice point in a non trivial bounded chamber corresponds to feasible orientations and the assignment of expansion factors for all edges. What is still missing to obtain a leaky graph is a choice of vertex ordering that is compatible with the edge orientations. Notice that the number of such vertex orderings is the same for each lattice point in a chamber $A$. We denote it by $m(A)$. This is true because the orientation of an edge is determined by the side of the corresponding hyperplane on which the lattice point of the leaky graph lies. Within a chamber, all edges are oriented in the same way, and thus the number of vertex orderings which is compatible with this orientation is constant.

We can deduce the following statement:

**Lemma 5.1.4.** Given an $x$-graph $\Gamma$, the leaky graphs that yield $\Gamma$ after forgetting are in weighted bijection with the interior lattice points in the non trivial bounded chambers of the hyperplane arrangement given by the expansion factors in a $g$-dimensional vector space, where each lattice point in a chamber $A$ is weighted by $m(A)$.

The weight with which a leaky graph contributes to a count of leaky covers equals the size of the automorphism group of $\Gamma$ times the product of the expansion factors of the bounded edges.

For the $x$-graph (with reference orientation) of Figure 9, the latter product equals the absolute value of

$$(x_1 + x_2 - 1) \cdot (-i - j - x_3 + 2) \cdot (i + j - x_4 + 2) \cdot i \cdot j \cdot (-j - x_3 + 1) \cdot (j - x_4 + 1).$$

We denote this product by $\varphi_{\Gamma}$, and note it depends only on the chosen $x$-graph $\Gamma$ (with reference orientation) and it equals the product of expansion factors (up to sign). More precisely, $\varphi_{\Gamma}$ equals the product of expansion factors if the reference orientation equals the orientation of the edges as imposed by the cover. Given a lattice point $(i_1, \ldots, i_g)$ in the hyperplane arrangement, which corresponds to a choice of cover, the orientation of an edge $e$ is determined by the question on which side of the hyperplane of $e$ the lattice point is. For some chambers in the hyperplane arrangement, we reverse the orientation of an odd number of edges, for some for an even number of edges. In the first case, $\varphi_{\Gamma}$ equals the negative of the product of the expansion factors, in the latter, it is equal to the product of the expansion factors.

The expression $\varphi_{\Gamma}$ is polynomial in the entries $x_i$ and in the variables $i_1, \ldots, i_g$, for the $g$ edges breaking the cycles. A choice of lattice point fixes the coordinates $(i_1, \ldots, i_g)$.

For each chamber $A$ in the hyperplane arrangement of the bounded edges, we let $\text{sign}(A)$ be $+1$ if $\varphi_{\Gamma}$ equals the product of expansion factors, and $-1$ otherwise.

Denote by $S(\Gamma)$ the contribution to the count of leaky covers $L_g(x, k)$ of genus $g$ and degree $x$ given by a fixed $x$-graph $\Gamma$, i.e. $L_g(x, k) = \sum S(\Gamma)$, where the sum goes over all $x$-graphs $\Gamma$. The following result follows from the discussion above:

**Proposition 5.1.5.** The contribution $S(\Gamma)$ of the $x$-graph $\Gamma$ to the count of leaky covers $L_g(x, k)$ of genus $g$ and degree $x$ equals

$$S(\Gamma) = \frac{1}{|\text{Aut}(\Gamma)|} \sum_A \text{sign}(A) \cdot m(A) \cdot \sum_{(i_1, \ldots, i_g) \in A^g \cap \mathbb{Z}^g} \varphi_{\Gamma}(x, i_1, \ldots, i_g).$$
The contribution to the count of leaky covers of an \( x \)-graph that we determine in Proposition 5.1.5 is independent from the choice of the edges breaking the cycle as this just amounts to choosing a basis of the \( g \)-dimensional vector space parametrizing edge expansion factors. The beginning of Section 2 of [18] offers a coordinate-free expression of this vector space. For the sake of explicitness, we chose to pick coordinates here.

**Proof of Theorem 5.1.1.** For \( g > 0 \), the piecewise polynomial structure of the map \( L_g(x, k) \) follows from Proposition 5.1.5, since summing a polynomial \( \varphi_\Gamma \) of degree \( 3g - 3 + n \) (which equals the number of bounded edges of a trivalent graph \( \Gamma \) with \( n \) ends) over lattice points in a polytope in a \( g \)-dimensional vector space yields a polynomial of degree \( 4g - 3 + n \) by the iterated application of Bernoulli’s formulas for the sum of \( k \)-th powers. This is similar to Ehrhart theory, where we add lattice points (i.e. discretely integrate the function 1) over a dilate of a polytope (in our case given by the hyperplanes determined by the edge weights) and obtain a polynomial. Here, we discretely integrate a polynomial function and use Bernoulli’s formulas for the sum of \( k \)-th powers to obtain a polynomial. The degree grows for each variable by 1, i.e. in total by \( g \).

The contribution \( S(\Gamma) \) of an \( x \)-graph \( \Gamma \) is polynomial in \( x \) for any \( x \) such that the topology of the hyperplane arrangement given by the expansion factors does not change. By Lemma 3.8 of [18], the topology changes for values \( x \) for which there exists a set of edges of \( \Gamma \) of expansion factor 0 that cut \( \Gamma \) into two connected components. One of the connected components contains the ends with \( i \in I \) and some vertices, at which there is leaking. Thus the value \( x \) satisfies an equation of the form \( \{ \sum_{i \in I} x_i = w \} \) for some \( w \in \mathbb{Z} \).

If \( g = 0 \), consider the set of all directed trees with \( n \) ends. As they are trees, the expansion factors of the bounded edges are determined by the expansion factors of the ends, and they are linear polynomials in the \( x_i \). Given a directed tree, it contributes to the count \( L_0(x) \) in a region bounded by the walls

\[
\{ \sum_{i \in I} x_i = w \},
\]

if and only if the expansion factors of all edges are positive. Fix a region \( B \). Denote by \( m(\Gamma) \) the number of vertex orderings compatible with the edge directions. Let

\[
s(\Gamma, B) = \begin{cases} 
0 & \text{if an expansion factor is negative}, \\
1 & \text{if all expansion factors are positive}.
\end{cases}
\]

Thus a directed tree \( \Gamma \) contributes with

\[
s(\Gamma, B)m(\Gamma)\frac{1}{|\text{Aut}(\Gamma)|} \prod_e \omega(e),
\]

where the product goes over the bounded edges \( e \) of \( \Gamma \) and \( \omega(e) \) denotes their expansion factors. Here, the product \( \prod_e \omega(e) \) is a product of linear polynomials in the \( x_i \). As there are \( n - 3 \) bounded edges, this product is a polynomial in the \( x_i \) of degree \( n - 3 \). We can see that the contribution of a single directed tree is 0 or a polynomial in the \( x_i \) of degree \( n - 3 \). As \( L_0(x) \) equals the sum of all contributions of all directed trees with \( n \) ends, we obtain a piecewise polynomial. The piecewise structure results from the fact that different graphs yield nonzero contributions for different regions, as the walls are given by equations that set a possible expansion factor of a bounded edge zero. On one side of the wall, the corresponding edge would have to be oriented in a certain way to guarantee a positive expansion factor, on the other side of the wall, its direction would have to be reversed.
Example 5.1.6. Let $g = 0$, $n = 4$, $x_1, x_2 > 0$ and $x_3, x_4 < 0$. We must have $x_1 + x_2 + x_3 + x_4 = 2$. There are three ways to arrange the labels to a trivalent tree with four ends. If $x_1$ and $x_2$ are adjacent, there is only one way to orient the bounded edge in such a way that positive expansion factors can be obtained. For the other two possible choices of labels, we have to consider both ways to orient. Thus, there are five oriented trees to consider, as depicted in Figure 11. The expansion factors of the bounded edges which can be positive or negative are given by $x_1 + x_3 - 1$, $x_1 + x_4 - 1$. Thus, we have to consider only two walls given by $x_1 + x_3 - 1 = 0$, $x_1 + x_4 - 1 = 0$. This two walls subdivide the set of definition of the map $x \mapsto L_0(x)$ into four regions. Figure 11 gives, for each of the four regions, the trees with a nonzero contribution, and the polynomial which equals $L_0(x)$.

Example 5.1.7. Let $g = 1$ and $x$ consist of one positive and one negative entry. Denote the positive entry by $x$, then the negative entry must be $-(x-2)$, as their sum equals $n - 2 + 2g = 2 - 2 + 2 \cdot 1$. We must have $x > 0$ and $-(x-2) < 0$, hence $x > 2$. The set of definition of the map $x \mapsto L_g(x,k)$ thus equals $\{ x \in \mathbb{Z} | x > 2 \}$.

Figure 12 shows the only $x$-graph contributing to the count. The hyperplane arrangement given by the expansion factors of the bounded edges is depicted in Figure 13.

There is one bounded chamber $A$. The sign with which the lattice points in there contribute is one, as is the number of vertex orderings compatible with the edge orientations.

Thus

$$L_g(x,k) = \sum_{i=1}^{x-2} i \cdot (x-1-i) = \frac{1}{6} (x-1)(x-2)x.$$

As the hyperplane arrangement never changes its topology within the set of definition, the map is polynomial in this example.

5.2. Counts of leaky covers as matrix elements on a Fock space. The bosonic Heisenberg algebra $\mathcal{H}$ is the Lie algebra with basis $a_n, n \in \mathbb{Z}$ satisfying commutator relations

$$[a_n, a_m] = (n \cdot \delta_{n,-m})a_0$$

where $\delta_{n,-m}$ is the Kronecker symbol.

The bosonic Fock space $F$ is a particular representation of $\mathcal{H}$. It is generated by a single “vacuum vector” $\nu_0$. The positive generators annihilate $\nu_0$: $a_n \cdot \nu_0 = 0$ for $n > 0$; $a_0$ acts as the identity, and the negative operators act freely. That is, $F$ has a basis $b_\mu$ indexed by partitions, where

$$b_\mu = a_{-\mu_1} \cdots a_{-\mu_m} \cdot \nu_0$$

We define an inner product on $F$ by declaring $\langle \nu_0 | \nu_0 \rangle = 1$ and $a_n$ to be the adjoint of $a_{-n}$. Thus we have

$$\langle b_\mu | b_\nu \rangle = \delta(\mu) \delta_{\mu,\nu}.$$ 

where

$$\delta(\mu) = | \text{Aut}(\mu) | \cdot \prod_{\mu_i} \mu_i$$

is the size of the centralizer of an element of cycle type $\mu$ in $S_{|\mu|}$.

Following standard conventions, we write $\langle \alpha | \lambda \beta \rangle$ for $\langle \alpha | \lambda \beta \rangle$ for $\alpha, \beta \in F$ and an operator $\lambda$ that is a product of elements $\mathcal{H}$. Such expressions are referred to as matrix elements. We also write $\langle \lambda \rangle$ for $\langle \nu_0 | \lambda | \nu_0 \rangle$, such a value is called a vacuum expectation.
\[ x_1 + x_3 - 1 > 0 \]
\[ x_1 + x_4 - 1 > 0 \]
\[ x_1 + x_3 - 1 < 0 \]
\[ x_1 + x_4 - 1 < 0 \]

I, II, III

\[ 3x_1 + x_2 + x_3 + x_4 - 3 \]

I, IV, III

\[ x_1 + x_2 - x_3 + x_4 - 1 \]

\[ -x_1 + x_2 - x_3 - x_4 + 1 \]

\[ x_1 + x_3 - 1 > 0 \]
\[ x_1 + x_4 - 1 < 0 \]

I, II, V

\[ x_1 + x_2 + x_3 - x_4 - 1 \]

\[ x_1 + x_2 + x_3 - x_4 + 1 \]

\textbf{Figure 11.} The five directed trees we need to consider for \( g = 0, n = 4, x_1, x_2 > 0, \)
\( x_3, x_4 < 0. \) Below, the four regions of polynomiality with the trees that yield a
nonzero contribution, and the polynomial which equals \( L_0(x) \) in this region.

\[ x \quad \begin{array}{c} i \end{array} \quad x - 2 \quad \begin{array}{c} x - 1 \quad i \end{array} \]

\textbf{Figure 12.} The \( x \)-graph of genus 1 with one in- and one out-end, with reference
orientation.
Our goal now is to write counts of leaky covers as bosonic matrix elements. This is largely a matter of rephrasing results from [48, 12].

**Definition 5.2.1.** The k-leaky cut-join operator is defined by:

\[
M_k = \frac{1}{2} \sum_{k \geq 0} \sum_{0 \leq i \leq j} a_{-j} a_{-i} a_{i+j-k} + a_{-i-j+k} a_i a_j
\]

**Theorem 5.2.2.** The count of leaky covers can be expressed as a matrix element:

\[
L_g(x, k) = \frac{1}{z(x^+)} \frac{1}{z(x^-)} \langle b_x^+ | M_{k}^{n-2+2g} | b_{-x}^- \rangle.
\]

The proof of Theorem 5.2.2 is analogous to the proof of [19, Theorem 5.3.4], and most of the technicalities involved are standard in the study of operator algebras; we provide an outline of a proof, noting how to adapt the results in loc. cit.

The matrix element \( \langle b_{x^+} | M_{k}^{n-2+2g} | b_{-x^-} \rangle \) can be computed as a weighted sum over a set of Feynman graphs \( \Gamma \), which are naturally in bijection with the monomials \( m_\Gamma \) in a formal expansion of \( M_{k}^{n-2+2g} \) that contribute to the matrix element, i.e. such that \( \langle b_{x^+} | m_\Gamma | b_{-x^-} \rangle \neq 0 \).

The relevant Feynman graphs arise as follows. Every monomial in \( M_k \) is associated to a Feynman fragment: a vertex with germs of edges labeled and oriented according to the operators appearing in the monomial; the two vectors \( b_{x^+} \) and \( b_{-x^-} \) are associated to labelled ends, see Figure 14 for an illustration with an explicit monomial and its associated fragment.

Any monomial in the formal expansion of \( M_k^{n-2+2g} \) then naturally corresponds to an ordered list of \( n - 2 + 2g \) Feynmann fragments, which we augment by adding the labelled ends on either side. A monomial contributes to the matrix element if and only if the two following conditions are verified:

1. Each operator with a positive index \( a_j \) is paired up with a term \( a_{-j} \) that appears on its right, possibly as part of the expansion of \( b_{-x^-} \) as in (29); the commutator relations (28) can be used as a way to move each positive \( a_j \) to the right, and if \( a_j \) can get past all other operators and thus act on the vacuum vector, we obtain zero.
2. Each operator with a negative index \( a_j \) which is unpaired after the above step can pair with an \( a_{-j} \) part of the expansion of \( b_{x^+} \); otherwise the inner product (30) vanishes.
Each nonzero contribution thus corresponds to a way to connect pairs of edge germs and obtain a global Feynmann graph from the (augmented) fragments, see Example 5.2.3.

The process just described can be viewed as a variant of Wick’s theorem [57], see also [12, Proposition 5.2]. In the situation of Theorem 5.2.2, the Feynman graphs in question are the leaky tropical covers defined in 4.1.6. The proof of Theorem 5.2.2 then follows from Theorem 4.1.7. This is analogous to how Theorem 5.3.4 in [19] is deduced from an expression in terms of a sum over graphs (see Definition 3.1.1 and Theorem 3.1.2 in [19]) using Wick’s theorem, see Proposition 5.4.3 in [19].

**Example 5.2.3.** Consider the count of 1-leaky covers of genus 0 with left ends of weight 4 and 1 and right ends of weight 2 and 1, \( L_0((4, 1, -2, -1), 1) \). By Theorem 5.2.2, it equals the vacuum expectation \( \langle b_{(4, 1)} | M_k^2 | b_{(2, 1)} \rangle = \langle a_{-4} a_{-1} v_0 | M_k^2 | a_{-2} a_{-1} v_0 \rangle = \langle v_0 | a_1 a_4 \cdot M_k^2 | a_{-2} a_{-1} v_0 \rangle \). The summand \( a_{-4} a_{-1} a_4 \) appears in \( M_k \), as well as \( a_{-4} a_{2} a_1 \). Figure 14 depicts the edge germs we draw for the monomial in \( a_1 \) corresponding to this choice of summands. As we can connect the edge germs to form a leaky tropical cover, the monomial yields a nonzero contribution to the vacuum expectation. Since all nonzero contributions arise in this way, we obtain the equality stated in Theorem 5.2.2.
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