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ABSTRACT. We study the Hamiltonian for a system of $N$ identical bosons interacting with an impurity, i.e., a different particle, via zero-range forces in dimension three. It is well known that, following the standard approach, one obtains the Ter-Martirosyan Skornyakov Hamiltonian which is unbounded from below. In order to avoid such instability problem, we introduce a three-body force acting at short distances. The effect of this force is to reduce to zero the strength of the zero-range interaction between two particles, i.e., the impurity and a boson, when another boson approaches the common position of the first two particles. We show that the Hamiltonian defined with such regularized interaction is self-adjoint and bounded from below if the strength of the three-body force is sufficiently large. The method of the proof is based on a careful analysis of the corresponding quadratic form.
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1. INTRODUCTION

Hamiltonians with zero-range interactions are often used in Quantum Mechanics as toy models to describe the low energy behavior of a particle system. The advantage is that zero-range interactions are structurally simple, allow in many cases to make explicit computations and, at least formally, are characterized by a single physical parameter known as two-body scattering length. The mathematical construction of such Hamiltonians as self-adjoint (s.a.) and, possibly, lower bounded operators in the appropriate Hilbert space requires some care. In the one-body case a complete theory is available ([1]), while in the $n$-body case the situation depends on the space dimensions. In dimension one perturbation theory applies and the model is well understood (see, e.g., [2], [12] for recent contributions). In dimension two, using the same type of renormalization used in the one-body case, the s.a. and bounded from below Hamiltonian can be constructed ([6], [7]) and analysed in detail (see, e.g., [11]). On the other hand, in dimension three for $n = 3$ it is known ([15], see also [16]) that the same procedure leads to a symmetric but non s.a. operator and that all its s.a. extensions are unbounded from below. Such instability property is known as Thomas effect and it is due to the fact that the interaction becomes too singular when all the three particles are close to each other (see also the recent papers [14], [9] and the references therein). The Hamiltonian defined in [15] is therefore unsatisfactory from the physical point of view and the construction of other physically reasonable $n$-body Hamiltonians
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in dimension three with zero-range interactions can be considered as an open problem (we just mention that the situation is rather different for systems made of two species of fermions, see, e.g., [4], [5], [17], [18]).

Following a suggestion of Minlos and Faddeev contained in [15], it has been recently proposed ([8], [14, section 9], [3], [9, section 6]) a regularized version of the Hamiltonian for a system of three bosons. Roughly speaking, the idea is to introduce an effective scattering length which decreases to zero when the position of two particles coincides and the third particle is close to the common position of the first two. In the other cases the effective scattering length remains constant. In this sense, one introduces a three-body interaction that reduces to zero the strength of the interaction between two particles (only) when the third particle approaches the common position of the first two.

In this paper we exploit the same idea to construct the Hamiltonian in dimension three for a gas of bosons interacting with an impurity. More precisely, we consider a quantum system of $N$ identical spinless bosons of mass $\frac{1}{2}$ and we assume that the bosons interact only with an impurity, i.e. a different particle of mass $\frac{M}{2}$, via a zero-range, two-body interaction. Let us denote by

$$\mathcal{H}_{N+1} := L^2(\mathbb{R}^3) \otimes L^2_{\text{sym}}(\mathbb{R}^{3N}) \subset L^2(\mathbb{R}^{3(N+1)}), \quad N \geq 2$$

(1.1)

the Hilbert space of the system. At a formal level, the Hamiltonian reads

$$\hat{H} = H_0 + \nu \sum_{i=1}^{N} \delta(x_i - x_0),$$

(1.2)

where $\nu$ is a coupling constant and $H_0$ is the free Hamiltonian, given by

$$\mathcal{D}(H_0) = \mathcal{H}_{N+1} \cap H^2(\mathbb{R}^{3(N+1)}), \quad H_0 := -\frac{1}{M} \Delta x_0 - \sum_{i=1}^{N} \Delta x_i.$$  

(1.3)

We want to define a rigorous counterpart of the formal operator (1.2) as a s.a. and bounded from below operator $\mathcal{H}$ in $\mathcal{H}_{N+1}$. By definition, such an operator must be a proper singular perturbation of $H_0$ supported on the coincidence hyperplanes

$$\pi := \bigcup_{i=1}^{N} \pi_i, \quad \pi_i := \{(x_0, x_1, \ldots, x_N) \in \mathbb{R}^{3(N+1)} \mid x_i = x_0\}.$$ 

(1.4)

This means that $\mathcal{H}$ must satisfies the property

$$\mathcal{H}\psi = H_0\psi \quad \forall \psi \in \mathcal{D}(H_0) \quad \text{s.t. } \psi|_\pi = 0.$$ 

(1.5)

Motivated by this observation, we define the operator

$$\hat{H}_0 := H_0|_{\mathcal{D}(H_0)}, \quad \mathcal{D}(H_0) := \mathcal{H}_{N+1} \cap H^2_0(\mathbb{R}^{3(N+1)} \setminus \pi)$$

(1.6)

which is symmetric and closed according to the graph norm of $H_0$. Our goal is to find the Hamiltonian $\mathcal{H}$ as a s.a. and bounded from below extension of $\hat{H}_0$. 
A typical class of extensions is obtained by requiring that an element $\psi$ of the domain of $H$ satisfies the following boundary condition on each hyperplane $\pi_i$

$$\psi(x_0, x_1, \ldots, x_N) = \frac{\xi(x_i + Mx_0, x_1, \ldots, \hat{x}_i \ldots, x_N)}{|x_i - x_0|} + \alpha \xi(x_0, x_1, \ldots, x_N) + o(1), \quad \text{for } x_i \to x_0,$$

for some $\xi \in \mathcal{H}_N$, where $\alpha$ is a real parameter and the notation $\hat{x}_i$ indicates the omission of the variable $x_i$. The boundary condition (1.7) is a natural generalization of the boundary condition satisfied in the one-body case ([1]). The parameter $\alpha$ is related to the two-body scattering length $a$ between the impurity and a boson via the relation

$$a = \frac{-1}{\alpha}. \quad (1.8)$$

Notice that, by (1.8), the strength of the point interaction between the impurity and a boson goes to zero as $|\alpha| \to +\infty$.

The s.a. extensions obtained requiring the boundary condition (1.7) lead to the Hamiltonian unbounded from below studied in [15]. As already mentioned, in order to obtain an energetically stable system, we introduce a suitable regularization in (1.7). More precisely, we replace the parameter $\alpha$ by a new, position dependent, coupling constant on each coincidence plane $\pi_i$

$$\alpha \mapsto -\beta_i,$$

where the function $\beta_i: \pi_i \to \mathbb{R}$ is given by

$$\beta_i: (x_0, x_1, \ldots, \hat{x}_i \ldots, x_N) \mapsto \alpha + \gamma \sum_{1 \leq j \leq N, j \neq i} \frac{\theta(|x_j - x_0|)}{|x_j - x_0|}, \quad (1.9)$$

with $\gamma > 0$ and $\theta: \mathbb{R}_+ \to \mathbb{R}$ a measurable function satisfying

$$\text{supp } \theta \text{ is a compact},$$

$$1 - \frac{b}{\theta} \leq \theta(r) \leq 1 + \frac{b}{\theta}, \quad \text{for some } b > 0. \quad (1.10a)$$

We observe that the function $\theta$, by assumption (1.10b), is positive in a neighborhood of the origin and it is continuous at zero, with $\theta(0) = 1$. We also stress that the simplest choice for the function $\theta$ is the characteristic function $1_b$ of the ball of radius $b$ centered in the origin.

With the above replacement, we define the modified boundary condition

$$\psi(x_0, x_1, \ldots, x_N) = \frac{\xi(x_i + Mx_0, x_1, \ldots, \hat{x}_i \ldots, x_N)}{|x_i - x_0|} + (\Gamma_{\text{reg}}^i \xi)(x_0, x_1, \ldots, \hat{x}_i \ldots, x_N) + o(1), \quad \text{for } x_i \to x_0,$$

where $\Gamma_{\text{reg}}^i$ acts as follows

$$\Gamma_{\text{reg}}^i: \xi \mapsto \beta_i(x_0, x_1, \ldots, \hat{x}_i \ldots, x_N)\xi(x_0, x_1, \ldots, \hat{x}_i \ldots, x_N). \quad (1.12)$$

Notice that the function $\beta_i$ is symmetric under the exchange of any couple $x_k \leftrightarrow x_\ell$ with $\ell \neq k \in \{1, \ldots, N\} \setminus \{i\}$. In analogy with (1.7), the boundary condition (1.11) characterizes the point interaction between the impurity and the $i$-th boson. The function $\beta_i$ diverges if
\(x_j \to x_0\), for any \(j \neq i\) and this means that the strength of the point interaction between the impurity and the \(i\)-th boson decreases to zero when a third particle, in our case another boson, approaches the common position of the first two particles. In other words, as already pointed out, we are introducing a three-body interaction meant to regularize the ultraviolet singular behavior occurring when the positions of more than two particles coincide. We also stress that, by (1.10a), \(\theta\) is chosen to be compactly supported and therefore the usual two-body point interaction between the impurity and the \(i\)-th boson is restored when the other particles are far enough.

The aim of this paper is to show that the modified boundary condition (1.11) allows to give a rigorous construction of a s.a. and bounded from below Hamiltonian \(H\).

The approach is based on the theory of quadratic forms. More precisely, by a heuristic procedure based on the conditions (1.5), (1.11), we arrive at the definition of a quadratic form in \(\mathcal{H}_{N+1}\) (see (2.6)) which is the starting point of the rigorous analysis. Our main result is the proof that for any \(\gamma\) larger than a threshold value \(\gamma_c\), the quadratic form is closed and bounded from below. The threshold value is explicitly given (see (2.9)) and it is uniformly bounded in \(N\) and \(M\). Furthermore, we characterize the s.a. and bounded from below operator \(\mathcal{H}\) uniquely defined by the quadratic form. Such operator, by definition, is our Hamiltonian for the boson gas interacting with an impurity via regularized zero-range interactions.

For the convenience of the reader, we collect here some of the notation used in the paper.
- Given the Euclidean space \((\mathbb{R}^n, \cdot, \cdot)\), \(x\) is a vector in \(\mathbb{R}^n\) and \(x = |x|\).
- \(S(\mathbb{R}^n)\) denotes the space of Schwartz functions.
- \(\hat{\psi}\) is the Fourier transform of \(\psi\).
- For any \(p \geq 1\) and \(\Omega\) open set in \(\mathbb{R}^n\), \(L^p(\Omega, \mu)\) is the Banach space of \(p\)-integrable functions with respect to the Borel measure \(\mu\). We use \(L^p(\Omega)\) in case \(\mu\) is the Lebesgue measure and we denote \(\|\cdot\|_p := \|\cdot\|_{L^p(\mathbb{R}^n)}\).
- If \(\mathcal{H}\) is a complex Hilbert space, we denote by \(\langle \cdot, \cdot \rangle_{\mathcal{H}}, \| \cdot \|_{\mathcal{H}} = \sqrt{\langle \cdot, \cdot \rangle_{\mathcal{H}}} \) the inner product and the induced norm.
- If \(\mathcal{H} = L^2(\mathbb{R}^n)\), we simply denote by \(\langle \cdot, \cdot \rangle, \| \cdot \|\) the inner product and the norm.
- \(H^s(\mathbb{R}^n)\) is the standard Sobolev space of order \(s > 0\) in \(\mathbb{R}^n\).
- \(f|_{\pi_i} \in H^s(\mathbb{R}^{3N})\) is the trace of \(f \in H^{s+\frac{1}{2}}(\mathbb{R}^{3(N+1)})\) on the hyperplane \(\pi_i\).
- \(\mathcal{B}(X,Y)\) is the Banach space of the linear bounded operators from \(X\) to \(Y\), where \(X\) and \(Y\) are Hilbert spaces, and \(\mathcal{B}(X) := \mathcal{B}(X,X)\).

2. Main results and strategy of the proof

In this section we introduce some definitions and then we formulate our main results.
Let us define the bounded operator \( G^\lambda : \mathcal{H}_N \to L^2(\mathbb{R}^{3(N+1)}) \) whose Fourier representation is given by

\[
\widehat{(G^\lambda \xi)}(p, k_1, \ldots, k_N) := \frac{1}{\mu} \sqrt{\frac{2}{\pi}} \sum_{j=1}^{N} \frac{\xi(p + k_j, k_1, \ldots, \hat{k}_j, \ldots, k_N)}{\frac{1}{M}p^2 + \sum_{m=1}^{N} k_m^2 + \lambda},
\]

(2.1)

where \( \lambda > 0 \) and

\[
\mu := \frac{M}{M + 1}
\]

(2.2)
denotes the reduced mass of the two-particle subsystem composed by a boson and the impurity. We shall refer to \( G^\lambda \xi \) as the potential produced by the charge \( \xi \) distributed on \( \pi \). A more detailed discussion on the properties of the potential is postponed to the appendix (section A.2). Here we only mention that \( G^\lambda \) is injective, \( \text{ran}(G^\lambda) \subset \mathcal{H}_{N+1} \) and \( G^\lambda \xi \notin H^1(\mathbb{R}^{3(N+1)}) \) (see remarks A.2, A.3).

Then, let us define the following hermitian quadratic form in \( L^2(\mathbb{R}^{3N}) \)

\[
\mathcal{D}(\Phi^\lambda) = H^{\frac{1}{2}}(\mathbb{R}^{3N}), \quad \Phi^\lambda := \Phi^\lambda_{\text{diag}} + \Phi^\lambda_{\text{off}} + \Phi^\lambda_{\text{reg}} + \Phi_0,
\]

(2.3)

where

\[
\Phi^\lambda_{\text{diag}}[\xi] := \frac{4\pi N}{\sqrt{\mu}} \int_{\mathbb{R}^{3N}} dp \, dk_1 \cdots dk_{N-1} \sqrt{\frac{2}{\pi}} \sum_{j=1}^{N-1} k_j \xi(p + k_1, k_2, \ldots, k_{N-1}, k_N) \frac{1}{\frac{1}{M}p^2 + \sum_{m=1}^{N} k_m^2 + \lambda} |\xi(p + k_1, k_2, \ldots, k_{N-1}, k_N)|^2,
\]

(2.4a)

\[
\Phi^\lambda_{\text{off}}[\xi] := \frac{2N(N-1)}{\mu \pi} \int_{\mathbb{R}^{3(N+1)}} dp \, dk_1 \cdots dk_N \xi(p + k_1, k_2, \ldots, k_N) \xi(p + k_2, k_1, k_3, \ldots, k_N) \frac{1}{\frac{1}{M}p^2 + \sum_{m=1}^{N} k_m^2 + \lambda} |\xi(p + k_1, k_2, \ldots, k_{N-1}, k_N)|^2,
\]

(2.4b)

\[
\Phi^\lambda_{\text{reg}}[\xi] := \frac{4\pi N}{\mu} \int_{\mathbb{R}^{3N}} dy \, dx_1 \cdots dx_{N-1} |\xi(y, x_1, \ldots, x_{N-1})|^2 |y - x_1|^{-\alpha},
\]

(2.4c)

\[
\Phi_0[\xi] := \frac{4\pi N}{\mu} \int_{\mathbb{R}^{3N}} dy \, dx_1 \cdots dx_{N-1} \alpha |y - x_1|^{-\alpha} |\xi(y, x_1, \ldots, x_{N-1})|^2
\]

(2.4d)

with

\[
\alpha : r \mapsto \alpha + (N - 1) \gamma \frac{\theta(r) - 1}{r}, \quad r > 0.
\]

(2.5)

Notice that assumption (1.10b) implies \( \alpha \in L^\infty(\mathbb{R}_+) \) and therefore the quadratic form \( \Phi_0 \) is bounded in \( L^2(\mathbb{R}^{3N}) \). We are now in position to define the main object of our analysis, i.e., the quadratic form in \( \mathcal{H}_{N+1} \) given by

\[
\mathcal{D}(Q) := \left\{ \psi \in \mathcal{H}_{N+1} \mid \psi = w^\lambda + G^\lambda \xi, \ w^\lambda \in H^1(\mathbb{R}^{3(N+1)}), \ \xi \in \mathcal{H}_N \cap H^{\frac{1}{2}}(\mathbb{R}^{3N}) \right\},
\]

(2.6)

\[
Q[\psi] := \mathcal{F}_\lambda[w^\lambda] - \lambda ||\psi||^2 + \Phi^\lambda[\xi]
\]

where

\[
\mathcal{F}_\lambda : H^1(\mathbb{R}^{3(N+1)}) \to \mathbb{R}_+,
\]

(2.7)

\[
\varphi \mapsto \langle (\mathcal{H}_0 + \lambda)^{\frac{1}{2}} \varphi, (\mathcal{H}_0 + \lambda)^{\frac{1}{2}} \varphi \rangle.
\]

The heuristic motivation leading to the above definition is discussed in the appendix (section A.3). We observe that \( \mathcal{D}(Q) \) is an extension of the form domain of \( \mathcal{H}_0 \), since \( H^1(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1} \) is a proper subset of \( \mathcal{D}(Q) \) and

\[
Q[\psi] = \langle \mathcal{H}_0^{\frac{1}{2}} \psi, \mathcal{H}_0^{\frac{1}{2}} \psi \rangle, \quad \text{for } \psi \in H^1(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1}.
\]

(2.8)
This is due to the injectivity of $G^\lambda$ that implies $\psi \in \mathcal{D}(Q) \cap H^1(\mathbb{R}^{3(N+1)})$ if and only if $\xi \equiv 0$. Moreover, for any fixed $M > 0$ and $N \geq 2$, we introduce the critical parameter
\[
\gamma_c := 2(M + 1) \frac{\arcsin\left(\frac{1}{M+1}\right)}{\pi} - \frac{2\sqrt{M(M+2)}}{\pi(N-1)(M+1)}.
\] (2.9)

It is easy to see that $\gamma_c$ is positive and
\[
\inf_{M > 0} \gamma_c = \frac{2}{N} - 1, \quad \sup_{M > 0} \gamma_c = 1.
\]

We stress that our main results hold for any $\gamma > \gamma_c$. We also notice that $\gamma_c$ is uniformly bounded in $N \geq 2$ and $M > 0$. In the special case $M = 1$, $N = 2$ we have $\gamma_c = \frac{2}{3} - \frac{\sqrt{3}}{\pi} \approx 0.115$. It is worth to observe that in the case of three interacting bosons (discussed in [3]), a larger critical value $\gamma_{3\text{bos}} = \frac{2}{3} - \frac{\sqrt{3}}{\pi} \approx 0.782$ is found. The difference is due to the fact that, in our case, the two bosons are non interacting and therefore the singular negative contribution to be compensated, given by (2.4b), is smaller by a factor 2.

Our first result concerns the quadratic form $\Phi^\lambda$ and it is formulated in the next proposition.

**Proposition 2.1.**

i) For any $\gamma > 0$ and $\lambda > 0$ one has
\[
\Phi^\lambda[\xi] \leq C_1 \Phi^\lambda_{\text{diag}}[\xi], \quad \xi \in H^\frac{1}{2}(\mathbb{R}^{3N})
\] (2.10)

where $C_1$ is a positive constant.

ii) Let us assume $\gamma > \gamma_c$. Then, there exists $\lambda_0 > 0$ s.t. for any $\lambda > \lambda_0$ one has
\[
C_2 \Phi^\lambda_{\text{diag}}[\xi] \leq \Phi^\lambda[\xi], \quad \xi \in H^\frac{1}{2}(\mathbb{R}^{3N})
\] (2.11)

where $C_2$ is a positive constant. In particular, the quadratic form $\Phi^\lambda$, $\mathcal{D}(\Phi^\lambda)$ in $L^2(\mathbb{R}^{3N})$ is closed and bounded from below by a positive constant.

Proposition 2.1 implies that $\Phi^\lambda$ uniquely defines a s.a. and invertible operator $\Gamma^\lambda$ in $L^2(\mathbb{R}^{3N})$ for any $\lambda > \lambda_0$, as long as $\gamma > \gamma_c$. Moreover, we shall see that the domain $D$ of $\Gamma^\lambda$ is independent of $\lambda > \lambda_0$. We shall also extend the definition of $\Gamma^\lambda$, $D$ to all $\lambda \in -\rho(\mathcal{H}_0)$, preserving its invertibility for any $\lambda \in \mathbb{C} \setminus (-\infty, \lambda_0]$.

Using the above proposition, we can prove our main results that are summarized in the following two theorems. In the first one, we characterize the quadratic form $Q$.

**Theorem 2.2.**

Let us assume $\gamma > \gamma_c$. Then, the quadratic form $Q$, $\mathcal{D}(Q)$ in $\mathcal{H}_{N+1}$ is closed and bounded from below. In particular, $Q > -\lambda_0$.

In the second theorem we characterize the Hamiltonian $\mathcal{H}$ defined by the quadratic form $Q$.

**Theorem 2.3.**
Let us assume \( \gamma > \gamma_c \). Then, the quadratic form \( Q, D(Q) \) uniquely defines the self-adjoint and bounded from below operator \( \mathcal{H} \), \( D(H) \) characterized as follows
\[
D(H) = \left\{ \psi \in D(Q) \mid w^\lambda \in L^2(\mathbb{R}^{3(N+1)}), \, \xi \in D, \, \Gamma^\lambda \xi = \frac{1}{\mu} \sum_{i=1}^{N} w^{\lambda}_i, \, \lambda > \lambda_0 \right\},
\]
\[
\mathcal{H}\psi = \mathcal{H}_0 w^{\lambda} - \lambda G^\lambda \xi.
\]
Moreover, the resolvent \( R_{\mathcal{H}}(z) := (\mathcal{H} - z)^{-1} \) is given by
\[
R_{\mathcal{H}}(z)\psi = R_{\mathcal{H}_0}(z)\psi + G^{-\gamma} \xi, \quad \forall \, z \in \mathbb{C} \setminus [-\lambda_0, +\infty),
\]
where \( \psi \in \mathcal{H}_{N+1}, R_{\mathcal{H}_0}(z) := (\mathcal{H}_0 - z)^{-1} \) and \( \xi \in D \) solves the equation
\[
\Gamma^{-\gamma} \xi = \frac{\delta}{\mu} \sum_{i=1}^{N} \left( R_{\mathcal{H}_0}(z) \psi \right)_{\pi_i}.
\]
Let us comment on our lower bound \( -\lambda_0 \) of the quadratic form \( Q \) (and then of the infimum of the spectrum of \( \mathcal{H} \)). In the course of the proof of proposition \( 2.1 \) we explicitly find (see section \( 7 \))
\[
-\lambda_0 = \begin{cases} \frac{(N-1)^2 \gamma^2}{\mu \Lambda_\gamma(N, M)^2 b^2}, & \text{if } \alpha \geq 0, \\ \frac{[(N-1)\gamma + |\alpha| b^2]}{\mu \Lambda_\gamma(N, M)^2 b^2}, & \text{if } \alpha < 0 \end{cases}
\]
(2.15)
where
\[
\Lambda_\gamma(N, M) = \min \left\{ 1, \frac{\pi(N-1)}{2} \sqrt{\frac{M+1}{M+2}} (\gamma - \gamma_c) \right\} \in (0, 1].
\]
(2.16)
We notice that \( \Lambda_\gamma(N, M) \rightarrow 0 \) for \( \gamma \rightarrow \gamma_c^+ \) for any choice of \( N \geq 2 \) and \( M > 0 \) and therefore we have \( -\lambda_0 \rightarrow -\infty \) for \( \gamma \rightarrow \gamma_c^+ \). It is also worth mentioning that, regardless of the sign of \( \alpha \), \( \lambda_0 \) grows as \( N^2 \) for \( N \) large.

We conclude this section with an outline of the strategy of the proof. We stress that the main technical point is proposition \( 2.1 \) where we estimate the quadratic form \( \Phi^\lambda \). It is worth to notice that the hard part of the work is devoted to finding the estimate from below.

In section \( 3 \) we introduce suitable changes of coordinates and we rewrite the quadratic form \( \Phi^\lambda \) in \( L^2(\mathbb{R}^{3N}) \) in terms of the quadratic form \( \Theta^\xi \) in \( L^2(\mathbb{R}^3) \) (see \( 3.12 \), \( 3.13 \) and \( 3.14 \)), that is of the type studied in \( 3 \) section 3 for the three-particle case. This allows us to reduce the analysis to the estimate of \( \Theta^\xi \). As a first result, we prove an estimate from above for \( \Theta^\xi \) (see proposition \( 3.2 \)).

In section \( 4 \) we consider the expressions \( 3.13 \) of \( \Theta^\xi \) in the Fourier space and we expand the quadratic form in partial waves (see \( 4.1 \), \( 4.2 \)). We also recall some known results on the terms of the expansion \( F^\xi_\ell, \ell \in \mathbb{N}_0 \).

In section \( 5 \) we prove some estimates that are crucial to control \( F^\xi_\ell \). We stress that we perform a careful analysis for each value of \( \ell \in \mathbb{N}_0 \) that leads to a detailed control of the upper bound and the lower bound. In particular, the result of lemma \( 5.3 \) allows us to prove proposition \( 2.1 \) by introducing the threshold value \( \gamma_c \) that is uniformly bounded in \( M > 0 \) and \( N \geq 2 \). It is worth to mention that \( 3 \) lemma 3.5 provides an analogous result for the \( s \)-wave, i.e., for the case...
ℓ = 0. In our framework such a result is not sufficient to obtain a uniform control on \( γ_c \) since a technical constraint on the mass (depending on \( N \)) would be required.

In section 6 we use the above technical results to obtain the key estimate from below of \( \Theta^ζ \) (see (6.1), (6.2)). We also prove another estimate from above of \( Θ^ζ \) (see (6.3), (6.4)) which improves the result in proposition 3.2.

In section 7 we show that the estimates of \( Θ^ζ \) imply those on \( Φ^λ \) and thus we conclude the proof of proposition 2.1. Then, following a standard procedure, we also prove theorems 2.2 and 2.3.

We conclude the paper with an appendix. In section A.1 we recall some basic facts of Birman-Kreǐn-Višik’s theory of s.a. extensions. In section A.2 we discuss some useful properties of the potential \( G^λ \). In section A.3 we give a heuristic derivation of the quadratic form \( Q \).

3. REDUCTION TO A THREE-BODY PROBLEM

We start the study of \( Φ^λ \), defined by (2.3), introducing suitable changes of variables that reduce the analysis to a quadratic form of the type studied in [3, section 3] for the three-particle case. In the end we shall prove that \( Φ^λ \) is bounded in \( H^\frac{1}{2}(\mathbb{R}^{3N}) \).

Let us define the change of coordinates

\[
\begin{aligned}
R &= \sqrt{\eta} \left( \sqrt{\frac{M}{\mu}} x_0 + \sqrt{\frac{\eta}{M}} x_i \right), \\
r &= \sqrt{\mu} (x_0 - x_i)
\end{aligned}
\]

where \( \eta \) is the modified reduced mass

\[
\eta := \frac{M + 1}{M + 2}.
\]

Then, let us define a unitary operator that encodes the transformation (3.1)

\[
(\mathcal{K}^i_1 \psi)(r, R, x_1, \ldots, x_{N-1}) := \left( \frac{M}{\eta} \right)^{\frac{3}{2}} \psi \left( \sqrt{\frac{\mu}{M}} R + \frac{\sqrt{\eta}}{\sqrt{M}} r, x_1, \ldots, x_{i-1}, \sqrt{\frac{\mu}{M}} R - \frac{\eta}{\sqrt{M}} r, x_{i+1}, \ldots, x_{N-1} \right).
\]

Notice that \( \mathcal{K}^i_1 \) is unitary since \( \left( \frac{M}{\eta} \right)^{\frac{3}{2}} \) is the Jacobian associated to (3.1). Similarly, one has

\[
(\mathcal{K}^i_0 \psi)(x_0, x_1, \ldots, x_{N-1}) = \left( \frac{M}{\eta} \right)^{\frac{3}{2}} \psi \left( \sqrt{\frac{\mu}{M}} x_0 + \frac{\mu}{M} x_i, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{N-1} \right).
\]

Next, for any given \( \xi \in H^\frac{1}{2}(\mathbb{R}^{3N}) \), we define \( \chi \in H^\frac{1}{2}(\mathbb{R}^{3N}, drdRdx_1 \cdot \cdot \cdot dx_{N-1}) \) given by

\[
\chi(r, R, x_2, \ldots, x_{N-1}) := (\mathcal{K}^i_1 \xi)(r, R, x_2, \ldots, x_{N-1}).
\]
Moreover we define
\[ \hat{\phi}(\sigma, \hat{k}) := (\hat{k} + \lambda)^{\frac{3}{2}} \left( \sqrt{\hat{k}^2 + \lambda} \sigma, \hat{k} \right) \]
\[ = (\hat{k} + \lambda)^{\frac{3}{2}} \left( \frac{3}{n} \right)^{\frac{3}{2}} \xi \left( \sqrt{\mu \sqrt{\hat{k}^2 + \lambda} \sigma} + \sqrt{\frac{M \pi}{\mu}} k_1, \sqrt{\frac{N \pi}{\mu}} k_1 - \sqrt{\mu \sqrt{\hat{k}^2 + \lambda} \sigma}, k_2, \ldots, k_{N-1} \right) \]  (3.5)

where \( \hat{k} = (k_1, \ldots, k_{N-1}) \). In the next lemma we rewrite \( \Phi^\lambda[\xi] \) in terms of \( \hat{\phi} \).

**Lemma 3.1.** For any \( \xi \in H^\frac{1}{2}(\mathbb{R}^3N) \) one has
\[ \Phi^\lambda[\xi] = \Phi_0[\xi] + \frac{4 \pi N}{\sqrt{\mu}} \int_{\mathbb{R}^{3(N-1)}} \frac{d\hat{k}}{2 \pi^2} \sqrt{\hat{k}^2 + \lambda} \left[ \left( \int_{\mathbb{R}^3} d\sigma \sqrt{\frac{2}{\eta} \sigma^2 + 1} |\phi(\sigma, \hat{k})|^2 + \frac{(N-1)\gamma}{2 \pi^2} \int_{\mathbb{R}^6} d\sigma d\tau \frac{\phi(\sigma, \hat{k}) \phi(\tau, \hat{k})}{|\sigma - \tau|^2} - \frac{N-1}{2 \pi^2} \int_{\mathbb{R}^6} d\sigma d\tau \frac{\phi(\sigma, \hat{k}) \phi(\tau, \hat{k})}{\sigma^2 + \tau^2 + \frac{2 \sigma \tau}{M + 1} + 1} \right) \right] \]  (3.6)

**Proof.** Let us define a new hermitian quadratic form \( \tilde{\Phi}^\lambda : L^2(\mathbb{R}^{3N}) \to \mathbb{R} \), given by
\[ \tilde{\Phi}^\lambda := \tilde{\Phi}^\lambda_{\text{diag}} + \tilde{\Phi}^\lambda_{\text{off}} + \tilde{\Phi}^\lambda_{\text{reg}}, \quad \mathcal{D}(\tilde{\Phi}^\lambda) = H^\frac{1}{2}(\mathbb{R}^{3N}), \]
\[ \tilde{\Phi}^\lambda_{\text{diag}}[\chi] := \frac{4 \pi N}{\sqrt{\mu}} \int_{\mathbb{R}^{3(N-1)}} dq dq_{k_1} \cdots dq_{k_{N-1}} \sqrt{q^2 + \sum_{m=1}^{N-1} k_m^2 + \lambda} \left| \hat{\chi}(q, k_1, \ldots, k_{N-1}) \right|^2, \]  (3.7a)
\[ \tilde{\Phi}^\lambda_{\text{off}}[\chi] := -\frac{2 N(N-1)}{\pi \sqrt{\mu}} \int_{\mathbb{R}^{3(N-1)}} dq dq_{k_1} \cdots dq_{k_{N-1}} \frac{\hat{\chi}(q, k_1, \ldots, k_{N-1}) \hat{\chi}(p, k_1, \ldots, k_{N-1})}{q^2 + p^2 + \sum_{m=1}^{N-1} k_m^2 + \lambda}, \]  (3.7b)
\[ \tilde{\Phi}^\lambda_{\text{reg}}[\chi] := \frac{2 N(N-1)\gamma}{\pi \sqrt{\mu}} \int_{\mathbb{R}^{3(N-1)}} dq dq_{k_1} \cdots dq_{k_{N-1}} \frac{\hat{\chi}(q, k_1, \ldots, k_{N-1}) \hat{\chi}(p, k_1, \ldots, k_{N-1})}{|q - p|^2} \]  (3.7c)

where \( \chi \) is given by (3.3). We want to show that
\[ \Phi^\lambda_{\text{diag}}[\xi] = \tilde{\Phi}^\lambda_{\text{diag}}[\chi], \quad \Phi^\lambda_{\text{off}}[\xi] = \tilde{\Phi}^\lambda_{\text{off}}[\chi], \quad \Phi^\lambda_{\text{reg}}[\xi] = \tilde{\Phi}^\lambda_{\text{reg}}[\chi]. \]

Let us show that \( \tilde{\Phi}_{\text{reg}}[\chi] = \Phi_{\text{reg}}[\xi] \). To this end, we adopt the change of variables associated to \( \mathcal{X}_1 \) in (2.4c), yielding
\[ \tilde{\Phi}_{\text{reg}}[\xi] = \frac{4 \pi N(N-1)\gamma}{\mu} \int_{\mathbb{R}^{3N}} dx_0 dx_1 \cdots dx_{N-1} \frac{|\xi(x_0, x_1, \ldots, x_{N-1})|^2}{|x_1 - x_0|} \]
\[ = \frac{4 \pi N(N-1)\gamma}{\mu} \int_{\mathbb{R}^{3N}} dr dR dx_2 \cdots dx_{N-1} \sqrt{\frac{\mu}{r}} \left| \chi(r, R, x_2, \ldots, x_{N-1}) \right|^2 \]
\[ = \frac{2 N(N-1)\gamma}{\pi \sqrt{\mu}} \int_{\mathbb{R}^{3(N-1)}} dq dq_{k_1} \cdots dq_{k_{N-1}} \frac{\hat{\chi}(q, Q, k_2, \ldots, k_{N-1}) \hat{\chi}(p, Q, k_2, \ldots, k_{N-1})}{|q - p|^2} \]
\[ = \tilde{\Phi}_{\text{reg}}[\chi]. \]

Notice that in the last step we have used the identity
\[ \int_{\mathbb{R}^3} \frac{|f(r)|^2}{r} = \frac{1}{2 \pi^2} \int_{\mathbb{R}^6} dp dq \frac{f(p) \overline{f(q)}}{|p - q|^2}, \quad \forall f \in H^\frac{1}{2}(\mathbb{R}^3). \]  (3.8)

In order to prove the same result for \( \tilde{\Phi}^\lambda_{\text{diag}} \) and \( \tilde{\Phi}^\lambda_{\text{off}} \), it is helpful to deal with \( \mathcal{X}_1 \) in Fourier space. If we denote with \( (q, Q) \) the couple of conjugate variables of \( (r, R) \), while \( (p, k_i) \) are
In the remaining case, we need the change of coordinates (3.1) reads
\[
\begin{align*}
Q &= \sqrt{\frac{M}{\mu}}(p + k_i), \\
q &= \sqrt{\frac{\mu}{M}}p - \frac{\eta}{\sqrt{\mu}}k_i
\end{align*}
\] (3.9)

In particular, one can verify that
\[
\hat{\chi}(q, Q, k_2, \ldots, k_{N-1}) = \left(\frac{M}{\eta}\right)^\frac{3}{2}(\sqrt{\mu} q + \sqrt{\frac{\mu}{M}}Q, \sqrt{\frac{\mu}{M}}Q - \sqrt{\mu} q, k_2, \ldots, k_{N-1})
\] (3.10)

Hence, considering that \(\frac{p^2}{M+1} + k_1^2 = Q^2 + \frac{\eta}{M}q^2\), one has
\[
\Phi^\lambda_{\text{diag}}[\xi] = \frac{4\pi N}{\sqrt{\mu}} \int_{\mathbb{R}^{3N}} dp dk_1 \cdots dk_{N-1} \sqrt{\frac{p^2}{M+1} + \sum_{m=1}^{N-1} k_m^2 + \lambda |\hat{\xi}(p, k_1, \ldots, k_{N-1})|^2}
\]
\[
= \frac{4\pi N}{\sqrt{\mu}} \int_{\mathbb{R}^{3N}} dQ dq dk_2 \cdots dk_{N-1} \sqrt{Q^2 + \frac{\mu}{M}q^2 + \sum_{m=2}^{N-1} k_m^2 + \lambda |\hat{\chi}(q, Q, k_2, \ldots, k_{N-1})|^2}
\]
\[
= \hat{\Phi}^\lambda_{\text{diag}}[\chi].
\]

In the remaining case, we need the change of coordinates
\[
\begin{align*}
p &= \sqrt{\mu}(q_1 + q_2) + \sqrt{\frac{\mu}{M}}M Q, \\
k_1 &= -\sqrt{\mu} q_2 + \sqrt{\frac{\mu}{M}}Q, \\
k_2 &= -\sqrt{\mu} q_1 + \sqrt{\frac{\mu}{M}}Q
\end{align*}
\] (3.11)

Indeed, notice that this substitution of Jacobian \(\left(\frac{\mu}{\eta}\right)^\frac{3}{2}\), together with (3.10) lead to
\[
\Phi^\lambda_{\text{off}}[\xi] = -\frac{2N(N-1)}{\pi \mu^2} \int_{\mathbb{R}^{3(N+1)}} dp dk_1 \cdots dk_N \frac{\bar{\xi}(p + k_1, k_2, \ldots, k_N) \xi(p + k_2, k_1, k_3, \ldots, k_N)}{\sqrt{\mu} p^2 + \sum_{m=1}^{N} k_m^2 + \lambda}
\]
\[
= -\frac{2N(N-1)}{\pi \sqrt{\mu}} \int_{\mathbb{R}^{3(N+1)}} dq_1 dq_2 dq_3 \cdots dq_N \frac{\hat{\chi}(q_1, Q, k_3, \ldots, k_N) \hat{\chi}(q_2, Q, k_3, \ldots, k_N)}{q_1^2 + q_2^2 + \sum_{m=3}^{N} k_m^2 + \lambda}
\]
\[
= \hat{\Phi}^\lambda_{\text{off}}[\chi].
\]

Next, let us define the unitary scaling operator in \(L^2(\mathbb{R}^{3N})\)
\[
U : L^2(\mathbb{R}^3) \otimes L^2(\mathbb{R}^{3(N-1)}) \rightarrow L^2(\mathbb{R}^3) \otimes L^2(\mathbb{R}^{3(N-1)}),
\]
\[
\psi(p, k_1, \ldots, k_{N-1}) \mapsto \sum_{m=1}^{N-1} k_m^2 + \lambda)^\frac{3}{2} \psi\left(\sqrt{\sum_{m=1}^{N-1} k_m^2 + \lambda} p, k_1, \ldots, k_{N-1}\right).
\] (3.11)

We stress that \(\text{ran}(U|_{H^{1/2}(\mathbb{R}^{3N})}) \subset H^{\frac{3}{2}}(\mathbb{R}^{3N})\). Using the scaling defined by \(\hat{\phi} = U \hat{\chi}\) in \(\hat{\Phi}^\lambda\), we conclude the proof.

\[
\square
\]

Formula (3.6) suggests to define the hermitian quadratic form \(\Theta^\zeta\), for \(\zeta \geq 0\), with
\[
\mathcal{Q}(\Theta^\zeta) = H^{\frac{3}{2}}(\mathbb{R}^3), \quad \Theta^\zeta := \Theta^\zeta_{\text{diag}} + \Theta^\zeta_{\text{off}} + \Theta_{\text{reg}},
\] (3.12)
where, for a given $\varphi \in H^\frac{1}{2}(\mathbb{R}^3)$,

\[
\Theta^\xi_{\text{diag}}[\varphi] := \int_{\mathbb{R}^3} d\sigma \sqrt{\frac{\mu}{\nu} \sigma^2 + \zeta} \hat{\varphi}(\sigma)^2, \tag{3.13a}
\]

\[
\Theta_{\text{reg}}[\varphi] := \frac{(N - 1)\gamma}{2\pi^2} \int_{\mathbb{R}^6} d\sigma d\tau \, \frac{\hat{\varphi}(\sigma) \hat{\varphi}(\tau)}{|\sigma - \tau|^2}, \tag{3.13b}
\]

\[
\Theta^\xi_{\text{off}}[\varphi] := -\frac{N - 1}{2\pi^2} \int_{\mathbb{R}^6} d\sigma d\tau \, \frac{\hat{\varphi}(\sigma) \hat{\varphi}(\tau)}{\sigma^2 + \tau^2 + \frac{2\varphi}{M + 1} + \zeta}. \tag{3.13c}
\]

Observe that

\[
\Phi^\lambda[\xi] = \Phi_0[\xi] + \frac{4\pi N}{\sqrt{\nu}} \int_{\mathcal{R}^{3(N-1)}} dk_1 \cdots dk_{N-1} \sqrt{\sum_{m=1}^{N-1} k_m^2 + \lambda \cdot \Theta^\xi[\phi](k_1, \ldots, k_{N-1})} \tag{3.14}
\]

where $\phi$ is given by (3.5). Equation (3.14) shows that the analysis of $\Phi^\lambda$ in $L^2(\mathbb{R}^{3N})$ can be reduced to the analysis of $\Theta^\xi$ in $L^2(\mathbb{R}^3)$. In the rest of this section and in sections 4, 5 and 6 we shall concentrate on the estimate from above and from below of $\Theta^\xi$.

We notice that $\varphi \in H^\frac{1}{2}(\mathbb{R}^3)$ is equivalent to $\Theta^\xi_{\text{diag}}[\varphi] < +\infty$. As a first result we prove that the whole quadratic form $\Theta^\xi$ is well defined in $H^\frac{1}{2}(\mathbb{R}^3)$.

**Proposition 3.2.** Given $\varphi \in H^\frac{1}{2}(\mathbb{R}^{3N})$, $\gamma > 0$ and $\zeta \geq 0$, we have

\[
|\Theta^\xi[\varphi]| \leq \left[ 1 + \frac{(N - 1)(M + 1)}{\sqrt{M(M + 2)}} \left( \frac{M - 1}{M} \right) \right] \Theta^\xi_{\text{diag}}[\varphi]. \tag{3.15}
\]

**Proof.** Concerning $\Theta^\xi_{\text{off}}$, we have

\[
|\Theta^\xi_{\text{off}}[\varphi]| \leq \frac{N - 1}{2\pi^2} \int_{\mathbb{R}^6} dp dq \, \frac{\hat{\varphi}(p) \hat{\varphi}(q)}{p^2 + q^2 + \frac{2\varphi}{M + 1}} \leq \frac{N - 1}{2\pi^2} \int_{\mathbb{R}^6} dp dq \, \frac{\hat{\varphi}(p) \hat{\varphi}(q)}{p^2 + q^2},
\]

where we have used

\[
x^2 + y^2 - \frac{2}{M + 1} xy \geq (x^2 + y^2)(1 - \frac{1}{M + 1}) = \mu(x^2 + y^2).
\]

Let us define the integral operator $Q: L^2(\mathbb{R}^3) \rightarrow L^2(\mathbb{R}^3)$ acting as

\[
(Q \psi)(p) := \int_{\mathbb{R}^3} dk \, \frac{\psi(k)}{\sqrt{p^2 + k^2}} \sqrt{k}. \tag{3.16}
\]

Thanks to [8] lemma 2.1, we know that $Q$ is bounded with norm $2\pi^2$.

Hence, denoted $g(k) := \sqrt{\mu} \hat{\varphi}(k)$, we have

\[
|\Theta^\xi_{\text{off}}[\varphi]| \leq \frac{N - 1}{2\pi^2} \langle g, Qg \rangle_{L^2(\mathbb{R}^3)} \leq \frac{N - 1}{\mu} \|g\|_{L^2(\mathbb{R}^3)}^2 \leq \frac{N - 1}{\mu} \int_{\mathbb{R}^3} dk \, |k||\hat{\varphi}(k)|^2
\]

\[
\leq (N - 1) \sqrt{\frac{\eta}{\mu^3}} \Theta^\xi_{\text{diag}}[\varphi].
\]

Let us consider $\Theta_{\text{reg}}$. According to [21], we have the following sharp Hardy-Rellich inequality for any $u \in H^\alpha(\mathbb{R}^d)$ and $\alpha < \frac{d}{2}$

\[
\int_{\mathbb{R}^d} dx \, \frac{|u(x)|^2}{|x|^{2\alpha}} \leq \frac{1}{2\alpha} \Gamma^2(\frac{d}{2} - \frac{\alpha}{2}) \int_{\mathbb{R}^d} dk \, |k|^{2\alpha}|\hat{u}(k)|^2, \tag{3.17}
\]

\(^1\)There is a typo in [21] equation (1.4): the power 2 on the Euler Gamma function in the numerator is missing.
where $\Gamma : \mathbb{R} \setminus -N_0 \to \mathbb{R}$ denotes the Euler Gamma function. In case $\alpha = \frac{1}{2}$ and $d = 3$, using equation (3.8), inequality (3.17) reads
\[
\frac{1}{2\pi^2} \int_{\mathbb{R}^d} dp dq \frac{\hat{u}(p) \hat{u}(q)}{|p - q|^2} = \int_{\mathbb{R}^d} dx \frac{|u(x)|^2}{|x|} \leq \frac{\pi}{2} \int_{\mathbb{R}^d} dk |\hat{u}(k)|^2.
\]
Therefore
\[
0 \leq \Theta_{\text{reg}}[\varphi] \leq \frac{\pi}{2} (N - 1) \gamma \sqrt{\frac{\pi}{\mu}} \Theta_{\text{diag}}^c[\varphi]. \tag{3.18}
\]
and the proof is complete. \hfill \square

4. PARTIAL WAVES DECOMPOSITION

In order to establish a lower bound for $\Theta^c$, in this section we start by following the first steps of [3, section 3] properly adapted to our case, i.e., we study the quadratic form decomposed in partial waves. Given $\hat{\varphi} \in L^2(\mathbb{R}^3, \sqrt{p^2 + 1} dp)$, one has
\[
\hat{\varphi}(p) = \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^{\ell} \hat{\varphi}_{\ell,m}(p) Y_{\ell}^m(\hat{\omega}). \tag{4.1}
\]
Here, $Y_{\ell}^m : \mathbb{S}^2 \to \mathbb{C}$ denotes the Spherical Harmonic of order $\ell, m$, while $(p, \hat{\omega}) \in \mathbb{R}_+ \times \mathbb{S}^2$ represents $p \in \mathbb{R}^3$ in spherical coordinates and $\hat{\varphi}_{\ell,m} \in L^2(\mathbb{R}_+, p^2\sqrt{p^2 + 1} dp)$ are the Fourier coefficients of $\hat{\varphi}$. Accordingly, we decompose the quadratic form $\Theta^c$ for any $\zeta \geq 0$
\[
\Theta^c[\varphi] = \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^{\ell} F^c_{\ell,m} \Theta_{\ell,m}^c,
\]
\[
F^c_{\ell} : L^2(\mathbb{R}_+, p^2 dp) \to \mathbb{R}, \quad \Theta(F^c_{\ell}) = L^2(\mathbb{R}_+, p^2\sqrt{p^2 + 1} dp). \tag{4.3}
\]
As usual, we consider the three-components
\[
F^c_{\ell} := F^c_{\text{diag}} + F^c_{\text{off}; \ell} + F_{\text{reg}; \ell}, \tag{4.4}
\]
each of which is described in the following lemma. From now on, let $P_{\ell}(y) = \frac{1}{2\pi} \int_{-1}^{1} dk k^2 \sqrt{\frac{2}{\eta}} k^2 + \zeta |\psi(k)|^2;
\]
\[
F^c_{\text{diag}}[\psi] = \int_{0}^{+\infty} dk k^2 \sqrt{\frac{2}{\eta}} k^2 + \zeta |\psi(k)|^2; \tag{4.5a}
\]
\[
F_{\text{reg}; \ell}[\psi] = \frac{(N - 1) \gamma}{\pi} \int_{0}^{+\infty} dp p^2 \int_{0}^{+\infty} dq q^2 \psi(p) \psi(q) \int_{-1}^{1} dy \frac{P_{\ell}(y)}{p^2 + q^2 - 2pqy}, \tag{4.5b}
\]
\[
F^c_{\text{off}; \ell}[\psi] = -\frac{N - 1}{\pi} \int_{0}^{+\infty} dp p^2 \int_{0}^{+\infty} dq q^2 \psi(p) \psi(q) \int_{-1}^{1} dy \frac{P_{\ell}(y)}{p^2 + q^2 + \frac{\ell}{\ell + 1} pqy + \zeta}. \tag{4.5c}
\]
Proof. The result is proved in [4, lemma 3.1] and here we give some details for reader’s convenience. Let us consider the diagonal contribution. Using spherical coordinates in (3.13a) so that any \( \hat{\varphi}(p) \in L^2(\mathbb{R}^3, \sqrt{p^2 + 1} \, dp) \) can be replaced in \( \Theta_{\text{diag}}^\varsigma[\varphi] \) via decomposition (4.1), one gets
\[
\Theta_{\text{diag}}^\varsigma[\varphi] = \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell F_{\text{diag}}^\varsigma[\hat{\varphi}_{\ell,m}],
\]
thanks to the orthonormality of \( Y_{\ell}^m \), with \( F_{\text{diag}}^\varsigma \) given by (4.3a).

Regarding the regularizing contribution, the same procedure yields
\[
\Theta_{\text{reg}}[\varphi] = \sum_{\ell_1 \in \mathbb{N}_0} \sum_{m_1 = -\ell_1}^{\ell_1} \sum_{\ell_2 \in \mathbb{N}_0} \sum_{m_2 = -\ell_2}^{\ell_2} \frac{(N-1)\gamma}{2\pi^2} \int_0^{+\infty} dp_1 \, p_1^2 \int_0^{+\infty} dp_2 \, p_2^2 \, \hat{\varphi}_{\ell_1,m_1}(p_1) \hat{\varphi}_{\ell_2,m_2}(p_2) \times \]
\[
\times \int_{\mathbb{S}^2} d\hat{\omega}_1 \int_{\mathbb{S}^2} d\hat{\omega}_2 \, \frac{Y_{\ell_1}^{m_1}(\hat{\omega}_1) Y_{\ell_2}^{m_2}(\hat{\omega}_2)}{p_1^2 + p_2^2 - 2p_1 p_2 \hat{\omega}_1 \cdot \hat{\omega}_2}. \tag{4.7}
\]
Let us decompose the function \( f_{p_1,p_2} : x \mapsto \frac{1}{p_1^2 + p_2^2 - 2p_1 p_2 x} \) in terms of Legendre polynomials, for almost every \( (p_1, p_2) \in \mathbb{R}_+ \times \mathbb{R}_+ \)
\[
f_{p_1,p_2}(x) = \sum_{\ell \in \mathbb{N}_0} \frac{2\ell+1}{2} \langle P_\ell, f_{p_1,p_2} \rangle L^2(-1, 1) P_\ell(x), \quad \forall \, x \in [-1, 1]. \tag{4.8}
\]
Making use of the addition formula for the Spherical Harmonics
\[
P_\ell(\hat{\omega}_1 \cdot \hat{\omega}_2) = \frac{4\pi}{2\ell + 1} \sum_{m = -\ell}^{\ell} Y_{\ell}^m(\hat{\omega}_1) Y_{\ell}^m(\hat{\omega}_2), \tag{4.9}
\]
one has the following decomposition
\[
f_{p_1,p_2}(\hat{\omega}_1 \cdot \hat{\omega}_2) = \sum_{\ell \in \mathbb{N}_0} \frac{2\ell+1}{2} \int_{-1}^{1} dy \, \frac{P_\ell(y)}{p_1^2 + p_2^2 - 2p_1 p_2 y} \sum_{m = -\ell}^{\ell} Y_{\ell}^m(\hat{\omega}_1) Y_{\ell}^m(\hat{\omega}_2). \tag{4.10}
\]
Replacing the previous expression in (4.7), we find
\[
\Theta_{\text{reg}}[\varphi] = \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^{\ell} F_{\text{reg} ; \ell}[\hat{\varphi}_{\ell,m}], \tag{4.11}
\]
with \( F_{\text{reg} ; \ell} \) given by (4.5b).

The computation related to the off-diagonal contribution is exactly the same.

\[\square\]

In the next lemma we characterize the sign of \( F_{\text{off} ; \ell}^\varsigma \) and \( F_{\text{reg} ; \ell} \).

Lemma 4.2. Let \( \psi \in L^2(\mathbb{R}_+, p^2 \sqrt{p^2 + 1} \, dp) \). Then, for all \( \ell \in \mathbb{N}_0 \) one has \( F_{\text{reg} ; \ell} \geq 0 \) and
\[
\begin{cases}
F_{\text{off} ; \ell}^0[\psi] \geq F_{\text{off} ; \ell}^\varsigma[\psi] \geq 0, \quad & \text{if } \ell \text{ is odd}, \\
F_{\text{off} ; \ell}^0[\psi] \leq F_{\text{off} ; \ell}^\varsigma[\psi] \leq 0, \quad & \text{if } \ell \text{ is even}.
\end{cases}
\]

Proof. The result concerning \( F_{\text{off} ; \ell}^\varsigma \) has been proved in [4, lemma 3.3] and the same procedure can be adapted to obtain \( F_{\text{off} ; \ell}^0 \).

\[\square\]
Notice that, thanks to lemma 4.2, for the sake of a lower bound, we can neglect $F_{\text{off}; \ell}$ with $\ell$ odd and focus on $F_{\text{off}; \ell}$ that represents a lower estimates for $F_{\text{off}; \ell}$ in case $\ell$ is even. We conclude this section presenting the diagonalization of the quadratic form $F_\ell^0$.

**Lemma 4.3.** Given $\psi \in L^2([R_+, k^2 \sqrt{k^2 + 1} \, dk)$, let $g_\psi \in L^2(R)$ be defined by

$$g_\psi(p) := \frac{1}{\sqrt{2\pi}} \int_R dt \, e^{-ipt} e^{2t\psi}(e^t), \quad (4.12)$$

Then, considering the quantities computed in lemma 4.1, one has

$$F_{\text{diag}}[\psi] = \sqrt{\frac{\mu}{\eta}} \int_R dp \, |g_\psi(p)|^2, \quad (4.13a)$$

$$F_{\text{off}; \ell}[\psi] = \frac{N-1}{2} \int_R dp \, |g_\psi(p)|^2 S_{\text{off}; \ell}(p), \quad (4.13b)$$

$$F_{\text{reg}; \ell}[\psi] = \frac{N-1}{2} \int_R dp \, |g_\psi(p)|^2 S_{\text{reg}; \ell}(p), \quad (4.13c)$$

where

$$S_{\text{off}; \ell}(p) = \begin{cases} 
- \int_{-1}^{1} dy \, P_\ell(y) \cosh \left( p \arcsin \frac{y}{M+1} \right) \sqrt{1 - \frac{y^2}{(M+1)^2}} \cosh \left( \frac{\pi}{2} p \right), & \text{if } \ell \text{ is even,} \\
\int_{-1}^{1} dy \, P_\ell(y) \sinh \left( p \arcsin \frac{y}{M+1} \right) \sqrt{1 - \frac{y^2}{(M+1)^2}} \sinh \left( \frac{\pi}{2} p \right), & \text{if } \ell \text{ is odd.}
\end{cases} \quad (4.14a)$$

$$S_{\text{reg}; \ell}(p) = \begin{cases} 
\gamma \int_{-1}^{1} dy \, P_\ell(y) \frac{\cosh(p \arcsin y)}{\sqrt{1 - y^2 \cosh \left( \frac{\pi}{2} p \right)}}, & \text{if } \ell \text{ is even,} \\
\gamma \int_{-1}^{1} dy \, P_\ell(y) \frac{\sinh(p \arcsin y)}{\sqrt{1 - y^2 \sinh \left( \frac{\pi}{2} p \right)}}, & \text{if } \ell \text{ is odd.}
\end{cases} \quad (4.14b)$$

Moreover,

$$\begin{cases} 
S_{\text{off}; \ell}(p) \leq S_{\text{off}; \ell+2}(p) \leq 0, & \text{if } \ell \text{ is even;} \\
S_{\text{off}; \ell}(p) \geq S_{\text{off}; \ell+2}(p) \geq 0, & \text{if } \ell \text{ is odd,}
\end{cases} \quad (4.15a)$$

while

$$S_{\text{reg}; \ell}(p) \geq S_{\text{reg}; \ell+2}(p) \geq 0, \quad \forall \ell \in \mathbb{N}_0. \quad (4.15b)$$

**Proof.** The results about the diagonal and off-diagonal terms are proved in [4, lemma 3.4], whereas the statements regarding the regularizing contribution have been shown in [3, lemma 3.4].

□
5. Key estimates

In the following, we obtain some key estimates useful to control $F^\zeta_\ell$. We first provide the upper bound.

**Lemma 5.1.** For any $\psi \in L^2(\mathbb{R}^+, L^2 \sqrt{\rho^2 + 1} & dk), \zeta \geq 0$ and $\ell \in \mathbb{N}_0$, one has

$$F_{\text{reg}; \ell}[\psi] \leq \begin{cases} \frac{\pi \gamma (N-1)(M+1)}{2} F^\zeta_{\text{diag}}[\psi], & \text{if } \ell \text{ is even}, \\ \frac{2\pi}{\sqrt{M(M+2)}} (N-1)(M+1) F^\zeta_{\text{diag}}[\psi], & \text{if } \ell \text{ is odd}, \end{cases} \quad (5.1a)$$

$$F_{\text{off}; \ell}[\psi] \leq \begin{cases} 0, & \text{if } \ell \text{ is even}, \\ \frac{2(N-1)(M+1)^2}{\pi} \left[ \frac{1}{\sqrt{M(M+2)}} - \arcsin \frac{1}{1+M} \right] F^\zeta_{\text{diag}}[\psi], & \text{if } \ell \text{ is odd}. \end{cases} \quad (5.1b)$$

**Proof.** Let us first consider the case $\ell$ even. According to (4.15a), we have $S_{\text{off}; \ell} \leq 0$ while, from (4.14b) and (4.15b), we know that

$$S_{\text{reg}; \ell}(p) \leq S_{\text{reg}; 0}(p) = 2\gamma \frac{\tanh(\frac{p}{2})}{p} \leq \pi \gamma.$$ 

Hence, it is straightforward to see that

$$F_{\text{reg}; \ell}[\psi] \leq \frac{N-1}{2} \sqrt{\frac{2}{\pi}} S_{\text{reg}; 0}(0) F^0_{\text{diag}}[\psi] \leq \frac{\pi \gamma (N-1)(M+1)}{2} F^\zeta_{\text{diag}}[\psi].$$

Next, we consider $\ell$ odd. In light of (4.15), both $S_{\text{reg}; \ell}(p)$ and $S_{\text{off}; \ell}(p)$ are maximised at $\ell = 1$, uniformly in $p \in \mathbb{R}$. Furthermore, thanks to the parity of the integrand, we get

$$S_{\text{off}; 1}(p) = 2 \int_0^1 dy \frac{y \sinh(p \arcsin \frac{y}{1+M})}{\sqrt{1 - \frac{y^2}{(1+M)^2} \sinh^2(\frac{p}{2})}} \frac{\arcsin \frac{1}{1+M}}{\sinh(\frac{p}{2})} \int_0^1 du \frac{\sin(u)}{\sinh(\frac{p}{2})},$$

$$S_{\text{reg}; 1}(p) = 2\gamma \int_0^1 dy \frac{y \sinh(p \arcsin y)}{\sqrt{1 - y^2 \sinh^2(\frac{p}{2})}} = \frac{2\gamma}{\sinh(\frac{p}{2})} \int_0^1 du \sin(u).$$

In both cases, we are dealing with decreasing functions in $p > 0$. Indeed, one has that the function $p \mapsto \frac{\sinh(pu)}{\sinh(\frac{p}{2})}$ is non-increasing, uniformly in $u \in [0, \frac{\pi}{2}]$. Thus, performing the derivatives $\frac{d}{dp} S_{\text{off}; 1}(p)$ and $\frac{d}{dp} S_{\text{reg}; 1}(p)$, one gets negative quantities for any $p > 0$, since the integrands are negative for almost every $u \in [0, \frac{\pi}{2}]$. Hence, since $S_{\text{off}; 1}(p)$ and $S_{\text{reg}; 1}(p)$ are even and decreasing in $p > 0$, the maximum is attained at the point $p = 0$. Therefore,

$$S_{\text{off}; \ell}(p) \leq S_{\text{off}; 1}(0) = \frac{4(M+1)^2}{\pi} \int_0^1 du \frac{\arcsin \frac{1}{1+M}}{u \sin(u)} = \frac{4(M+1)}{\pi} \left[ 1 - \sqrt{M(M+2)} \arcsin \frac{1}{1+M} \right],$$

$$S_{\text{reg}; \ell}(p) \leq S_{\text{reg}; 1}(0) = \frac{4\gamma}{\pi} \int_0^\frac{\pi}{2} du \sin(u) = \frac{4\gamma}{\pi}.$$
In conclusion, for \( \ell \) odd we have
\[
F_{\text{reg}; \ell} [\psi] \leq \frac{N-1}{2} \sqrt{\mu} S_{\text{reg}; 1}(0) F_{\text{diag}}^0 [\psi] \leq \frac{2\gamma}{\pi} \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} F_{\text{diag}}^\zeta [\psi];
\]
\[
F_{\text{off}; \ell} [\psi] \leq \frac{N-1}{2} \sqrt{\mu} S_{\text{off}, 1}(0) F_{\text{diag}}^0 [\psi] \leq \frac{2(N-1)(M+1)^2}{\pi} \left[ \frac{1}{\sqrt{M(M+2)}} - \arcsin \frac{1}{1+M} \right] F_{\text{diag}}^\zeta [\psi].
\]

Let us introduce some further notation. For any \( a \in \mathbb{C} \) and \( n \in \mathbb{N}_0 \), let \((a)_n\) be the Pochhammer symbol, also known as rising factorial, given by
\[
(a)_n := \begin{cases} a(a+1) \cdots (a+n-1), & \text{if } n \in \mathbb{N}, \\ 1, & \text{if } n = 0. \end{cases} \tag{5.2a}
\]
It is easy to see that for any \( n \in \mathbb{N}_0 \)
\[
(a)_n = \begin{cases} (-1)^n n! \left( \frac{|a|}{|a|-n} \right), & \text{if } a \in -\mathbb{N}_0, \\ \frac{\Gamma(a+n)}{\Gamma(a)}, & \text{otherwise}. \end{cases} \tag{5.2b}
\]
In particular, notice that if \( a \in -\mathbb{N}_0 \), then \((a)_n = 0\) for all \( n > |a| \). Next, we recall the definition of the Gauss hypergeometric function
\[
_{2}F_{1}(a, b; c; z) := \sum_{k \in \mathbb{N}_0} \frac{(a)_k(b)_k}{(c)_k} \frac{z^k}{k!}. \tag{5.3}
\]
Representation (5.3) is well defined for \( a, b \in \mathbb{C}, c \in \mathbb{C} \setminus -\mathbb{N}_0 \) and its radius of convergence is 1. However, if \( a \) or \( b \) is a non-positive integer, then the Gauss hypergeometric function reduces to a polynomial in \( z \). In this case, \( c \) can also assume non-positive integer values, provided that \(|c|\) is greater than or equal to the degree of the polynomial. We also remind the Gauss’ summation theorem
\[
_{2}F_{1}(a, b; c; 1) = \frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)}, \quad \text{if } \text{Re}(c-a-b) > 0. \tag{5.4}
\]
In the following lemma we give the explicit computation of the integrals appearing in \( S_{\text{off}; \ell} \) and \( S_{\text{reg}; \ell} \) for \( \ell \) even (see (4.14a), (4.14b)).

**Lemma 5.2.** For any \( x \in [0, 1], p \in \mathbb{R} \) and \( \ell \) even we have
\[
\int_{-1}^{1} \frac{dy}{y} \frac{\cosh[p \arcsin(xy)]}{\sqrt{1-x^2y^2}} = \frac{2^{\ell+1} p! x^\ell}{(2\ell+1)!} \prod_{k=1}^{\frac{4}{2p^2+(2k-1)^2}} \left[ p^2+(2k-1)^2 \right] \frac{1}{2} \frac{2\ell+1+p}{2} \frac{\ell+1-p}{2} \frac{\ell+3}{2} x^2.
\]
**Proof.** First let \( z \in (-1, 1) \) and take into account [10, p. 1007, 9.121.32], so that
\[
\frac{\cosh(p \arcsin z)}{\sqrt{1-z^2}} = \frac{2F_1 \left( \frac{1+i p}{2}, \frac{1-i p}{2}; \frac{1}{2}; z^2 \right)}{2F_1 \left( \frac{1+ip}{2}, \frac{1-ip}{2}; \frac{1}{2}; z^2 \right)} = \sum_{k \in \mathbb{N}_0} \left( \frac{1+ip}{2} \right)_k \left( \frac{1-ip}{2} \right)_k \frac{z^{2k}}{k!} \tag{5.5}
\]
\[
= \sum_{k \in \mathbb{N}_0} \frac{z^{2k}}{(2k)!} \prod_{n=1}^{k} \left( p^2+(2n-1)^2 \right).\]
where the last identity is given by the following simple computations
\[
(\frac{1+ip}{2})_k (\frac{1-ip}{2})_k = |\frac{1+ip}{2}|^2 |\frac{1+ip+2k}{2}|^2 \ldots |\frac{1+ip+2k-2}{2}|^2 = \frac{1}{2^{2k}} \prod_{n=1}^{k} [p^2 + (2n-1)^2],
\] (5.6)
\[
(\frac{1}{2})_k = \frac{1}{\sqrt{\pi}} \Gamma(k + \frac{1}{2}) = \frac{1}{2^{2k}} (2k)!.
\] (5.7)
Notice that (5.7) is a particular case of the Legendre’s duplication formula
\[
\Gamma(z) \Gamma(z + \frac{1}{2}) = 2^{1-2z} \sqrt{\pi} \Gamma(2z), \quad z \in \mathbb{C} \setminus -\frac{1}{2} \mathbb{N}_0.
\] (5.8)
Using the Rodrigues’ formula for \( P_\ell \) and integrating by parts \( \ell \) times, one gets
\[
\int_{-1}^{1} dy \, P_\ell(y) \cosh[p \arcsin(xy)] = \frac{1}{2\ell!} \int_{-1}^{1} dy \, (1 - y^2)^\ell \frac{\partial^\ell}{\partial y^\ell} \cosh[p \arcsin(xy)].
\]
By (5.5), the function \( y \mapsto \cosh[p \arcsin(xy)] \) is analytic in \((-1, 1)\) for all \( x \in [0, 1] \) and \( p \in \mathbb{R} \), thus one can compute the \( \ell \)-th derivative:
\[
\frac{\partial^\ell}{\partial y^\ell} \cosh[p \arcsin(xy)] = \sum_{k=0}^{+\infty} \frac{x^{2k}}{(2k)!} a_k(p^2) \frac{(2k)!}{(2^{k-\ell})!} y^{2k-\ell} = \sum_{k=0}^{\infty} \frac{x^{2k}}{(2k)!} a_{k+\ell}(p^2) y^{2k},
\]
where we have set \( a_k(p^2) := \prod_{n=1}^{k} [p^2 + (2n-1)^2] \) for the sake of notation. Using Tonelli’s theorem to interchange the integral with the summation, one obtains
\[
\int_{-1}^{1} dy \, P_\ell(y) \cosh[p \arcsin(xy)] = \frac{x^\ell}{2\ell!} \sum_{k=0}^{\infty} \frac{x^{2k}}{(2k)!} a_{k+\ell}(p^2) \int_{-1}^{1} dy \, (1 - y^2)^\ell y^{2k}.
\]
The last integral can be explicitly computed, namely
\[
\int_{-1}^{1} dy \, (1 - y^2)^\ell y^{2k} = \frac{\Gamma(\ell + 1) \Gamma(k + \frac{1}{2})}{\Gamma(\ell + k + \frac{3}{2})} = \frac{2^{\ell+2}}{(2 + \ell + 2k)!} \Gamma(\ell + k + 1 + \frac{1}{2}) (2k)!,
\] (5.9)
where in the last equality we have used (5.8). Therefore,
\[
\int_{-1}^{1} dy \, P_\ell(y) \cosh[p \arcsin(xy)] = \frac{x^\ell}{2\ell!} \sum_{k=0}^{\infty} \frac{(\ell + k + 1)!}{(2 + \ell + 2k)!} a_{k+\ell}(p^2) \frac{x^{2k}}{k!}.
\]
Using (5.7) and (5.6), the last expression can be rewritten in terms of the Pochhammer symbols
\[
\int_{-1}^{1} dy \, P_\ell(y) \cosh[p \arcsin(xy)] = \frac{x^\ell}{2\ell!} \sum_{k=0}^{\infty} \frac{x^{2k}}{k!} \frac{a_{k+\ell}(p^2)}{2^{2k} \left( \frac{1}{2} \right)^{\ell+k+1}}
\]
\[
\quad = \frac{x^\ell}{2\ell!} \sum_{k=0}^{\infty} \frac{x^{2k}}{k!} \frac{(\frac{1+ip}{2})_k (\frac{1-ip}{2})_k}{(\frac{1}{2})_{\ell+k+1}}.
\]
By definition (5.2a), one has
\[
(\cdot)_{n+m} = (\cdot)_n (\cdot + m)_m, \quad \forall n, m \in \mathbb{N}_0,
\] (5.10)
hence
\[
\int_{-1}^{1} dy \, P_\ell(y) \cosh[p \arcsin(xy)] = \frac{x^\ell (\frac{1+ip}{2})_{\ell} (\frac{1-ip}{2})_{\ell}}{(\frac{1}{2})_{\ell+1}} \sum_{k=0}^{\infty} \frac{x^{2k}}{k!} \frac{(\ell+1+ip)_k (\ell+1-ip)_k}{(\ell+\frac{3}{2})_k}.
\]
Using again (5.6), (5.7) and definition (5.3) one concludes the proof. □

**Remark 5.1.** We point out that the integral evaluated in lemma 5.2 considerably simplifies in case \( x = 1 \) or \( p = 0 \). Indeed, making use of (5.4) and (5.7), one gets

\[
\int_{-1}^{1} dy P_\ell(y) \cosh(p \arcsin y) \frac{\sqrt{1 - y^2}}{\sqrt{1 - y^2}} = \frac{2^{\ell+1} \sqrt{\pi} \ell! \Gamma(\ell + \frac{3}{2})}{(2\ell + 1)! \Gamma(\ell + \frac{3}{2})} \prod_{n=1}^{\ell} \left[ p^2 + (2n - 1)^2 \right] \]

\[
= \frac{2^\ell \sqrt{\pi} \ell! \Gamma(\ell + \frac{3}{2})}{(2\ell)! \Gamma(\ell + \frac{3}{2})^2} \prod_{n=1}^{\ell} \left[ p^2 + (2n - 1)^2 \right] = \frac{\pi}{2^\ell} \Gamma(\ell + 1)^2 \prod_{n=1}^{\ell} \left[ p^2 + (2n - 1)^2 \right].
\]

Now, exploiting the identity

\[
|\Gamma(n + 1 + ib)|^2 = \frac{\pi b}{\sinh(\pi b)} \prod_{k=1}^{n} (k^2 + b^2), \quad \forall b \in \mathbb{R}, \ n \in \mathbb{N}_0,
\]

one obtains

\[
\int_{-1}^{1} dy P_\ell(y) \cosh(p \arcsin y) \frac{\sqrt{1 - y^2}}{\sqrt{1 - y^2}} = \frac{2 \sinh(\frac{\pi}{2} p)}{p} \prod_{k=1}^{\ell} \left( 4k^2 + 4p^2 - 2 \right).
\]

Let us consider the case \( p = 0 \). Taking into account that

\[
\prod_{k=1}^{\ell} (2k - 1)^2 = (\ell - 1)!^2 = \frac{\ell!^2}{2^\ell \left( \frac{\ell}{2} \right)!^2},
\]

where \((\cdot)!^2\) denotes the double factorial, i.e.

\[
n!! := \prod_{k=0}^{n} (n - 2k) = \begin{cases} 2^{\frac{n}{2}} \left( \frac{n}{2} \right)!, \quad &\text{if } n \text{ is even}, \\ \frac{(n+1)!}{2^{\frac{n+1}{2}} \left( \frac{n+1}{2} \right)!}, \quad &\text{if } n \text{ is odd}, \end{cases}
\]

one obtains

\[
\int_{-1}^{1} dy P_\ell(y) \frac{\sqrt{1 - x^2} y^2}{\sqrt{1 - y^2}} = \frac{2 x^\ell \ell!^3}{(2\ell + 1)! \left( \frac{\ell}{2} \right)!^2} \text{I}_2 \left( \frac{\ell}{2}, \frac{\ell+1}{2}; \ell - \frac{3}{2}; x^2 \right).
\]

In the special case \( x = 1 \) and \( p = 0 \), one has

\[
\int_{-1}^{1} \frac{dy}{\sqrt{1 - y^2}} = 2 \sqrt{\pi} \ell!^3 \Gamma(\ell + \frac{3}{2}) \left( \frac{\ell}{2} \right)!^4 = 2 \sqrt{\pi} \ell!^3 \Gamma(\ell + \frac{3}{2}) \left( \frac{\ell}{2} \right)!^4 = \frac{\pi \ell!^2}{2^\ell \left( \frac{\ell}{2} \right)!^4}
\]

where we have used (5.4) and (5.7).

Now, let \( \Xi_{\ell, s_\ell} \) be a sequence of auxiliary quadratic forms defined on \( L^2(\mathbb{R}^+, p^2 dp) \) for any given \( \ell \in \mathbb{N}_0 \) and for some parameter \( s_\ell \in (0, 1) \) as follows

\[
\Xi_{\ell, s_\ell} := s_\ell F_{\text{diag}} + F_0^0 + F_{\text{reg};\ell}, \quad \mathcal{D}(\Xi_{\ell, s_\ell}) = L^2(\mathbb{R}^+, p^2 \sqrt{p^2 + 1} dp).
\]

These quadratic forms will be useful to obtain a lower bound for \( F_\ell^\xi \).

The next lemma is the key technical ingredient for the proof of proposition 2.1.
Lemma 5.3. Let $\psi \in L^2(\mathbb{R}_+, p^2 \sqrt{p^2 + 1} \, dp)$ and $\gamma_c$ given by (2.9). Then, for $\gamma > \gamma_c$, there exists $\{s_\ell\}_{\ell \in \mathbb{N}_0} \subset (0, 1)$ such that each quadratic form $\Xi^\zeta_{\ell,s_\ell}$ defined by (5.16), is non-negative for any $\zeta \geq 0$ and $\ell \in \mathbb{N}_0$.

Proof. Taking into account the diagonalization derived in lemma 4.3, one has

$$\Xi^\zeta_{\ell,s_\ell} [\psi] \geq (s_\ell F_{\mathrm{diag}}^0 + F_{\mathrm{off}; \ell}^0 + F_{\mathrm{reg}; \ell}) [\psi] = \int dp \left| g_\psi (p) \right|^2 \left[ s_\ell \sqrt{\frac{\mu}{\eta}} + \frac{N-1}{2} (S_{\mathrm{off}; \ell} + S_{\mathrm{reg}; \ell})(p) \right] =: \int dp \left| g_\psi (p) \right|^2 f^N_{\ell,s_\ell}(p).$$

The lemma is proved if we show that for each order $\ell$, there exists $s_\ell \in (0, 1)$ such that the function $f^N_{\ell,s_\ell}$ is non-negative uniformly in $N \geq 2$. Notice that this is actually the case for $\ell$ odd, in light of (4.15), so from now on we focus on the case $\ell$ even.

Moreover we have

$$\lim_{p \to +\infty} f^N_{\ell,s_\ell}(p) = s_\ell \sqrt{\frac{\mu}{\eta}} > 0.$$ 

We notice that $S_{\mathrm{off}; \ell}$ and $S_{\mathrm{reg}; \ell}$, and then $f^N_{\ell,s_\ell}$, are written in terms of the Gauss hypergeometric function $2F_1$ (see (4.14a), (4.14b) and lemma 5.2) and therefore the main point is a careful control of such a function.

The proof will be constructed in two steps: first we show that $f^N_{\ell,s_\ell}$ evaluated at zero is positive uniformly in $N \geq 2$ for a proper choice of $\{s_\ell\}_{\ell \in \mathbb{N}_0} \subset (0, 1)$, then we prove that $f^N_{\ell,s_\ell}$ is bounded from below by a monotonic function $h^N_{\ell,s_\ell}$ that shares the same values with $f^N_{\ell,s_\ell}$ at zero and infinity. Once these statements are proven, we will have $f^N_{\ell,s_\ell} \geq h^N_{\ell,s_\ell} > 0$ as long as $s_\ell$ is such that $f^N_{\ell,s_\ell}(0) > 0$ for all $\ell \in \mathbb{N}_0$ and uniformly in $N \geq 2$.

Step 1. We observe that $f^N_{\ell,s_\ell}(0)$ is positive if and only if

$$s_\ell > -\frac{N-1}{2} \sqrt{\frac{\mu}{\eta}} (S_{\mathrm{off}; \ell} + S_{\mathrm{reg}; \ell})(0)$$

$$= \frac{N-1}{2} \sqrt{\frac{\mu}{\eta}} \left[ \int_{-1}^1 dy \frac{P_\ell (y)}{\sqrt{1 - \frac{y^2}{(1+M)^2}}} - \gamma \int_{-1}^1 dy \frac{P_\ell (y)}{\sqrt{1 - y^2}} \right].$$

The requirement $s_\ell \in (0, 1)$ implies a constraint for the parameter $\gamma$, since we need the right hand side of (5.17) to be strictly less than 1. Therefore

$$\gamma > \gamma^\ell_M := \left[ \int_{-1}^1 dy \frac{P_\ell (y)}{\sqrt{1 - y^2}} \right]^{-1} \left[ \int_{-1}^1 dy \frac{P_\ell (y)}{\sqrt{1 - \frac{y^2}{(1+M)^2}}} - \frac{2}{N-1} \sqrt{\frac{\mu}{\eta}} \right].$$

Let us show that

$$\gamma_c = \max_{k \in \mathbb{N}_0} \left\{ \gamma^k_M \right\} = \gamma^0_M.$$ 

(5.19)

Taking into account equations (5.14) and (5.15), condition (5.18) reads

$$\gamma > \gamma^\ell_M = \gamma^\ell_{M,1} - \gamma^\ell_{M,2},$$
with
\[
\gamma_{M,1}^\ell := \frac{2^{2\ell+1} \ell! (\frac{\ell}{2})^2}{\pi (2\ell + 1)! (M+1)!} \cdot 2F_1\left(\frac{\ell+1}{2}, \frac{\ell+1}{2}; \ell + \frac{3}{2}; -1/(M+1)\right),
\]
\[
\gamma_{M,2}^\ell := \frac{2^{2\ell+1} (\frac{\ell}{2})^4 \sqrt{M(M+2)}}{\pi \ell!^2 (N-1)(M+1)}.
\]

We observe that \(\gamma_{M,2}^\ell\) is increasing in \(\ell\), since
\[
\frac{2^{2(\ell+2)} (\frac{\ell+2}{2})^4}{(\ell + 2)!^2} = \frac{2^{2\ell+4} (\frac{\ell}{2} + 1)^4}{(\ell + 2)!^2} = \frac{2^{2\ell} 4^4 (\frac{\ell}{2})^4}{(\ell + 2)^2 (\ell + 1)^2 \ell^2} = \frac{2^{2\ell} (\ell + 2)^2 (\frac{\ell}{2})^4}{(\ell + 1)^2 \ell^2} > \frac{2^{2\ell} (\frac{\ell}{2})^4}{\ell^2}.
\]

Therefore
\[
\gamma_{M}^\ell < \gamma_{M,1}^\ell - \gamma_{M,2}^\ell = \gamma_{M,1}^\ell - \frac{2}{\pi (N-1)} \frac{\sqrt{M(M+2)}}{M+1}.
\]

Let us consider \(\gamma_{M,1}^\ell\). Using the Euler’s integral representation of the Gauss hypergeometric function
\[
2F_1(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_0^1 \frac{t^{b-1}(1-t)^{c-b-1}}{(1-zt)^a}, \quad \text{Re}(c) > \text{Re}(b) > 0,
\]

one has for any \(x \in [0, 1]\)
\[
2F_1\left(\frac{\ell+1}{2}, \frac{\ell+1}{2}; \ell + \frac{3}{2}; x^2\right) = \frac{\Gamma\left(\ell + \frac{3}{2}\right)}{\Gamma\left(\frac{\ell+1}{2}\right) \left(\frac{\ell+1}{2}\right)!} \int_0^1 \frac{t^{\frac{\ell+1}{2}}(1-t)^{\frac{\ell}{2}}}{(1-x^2t)^\frac{\ell+1}{2}} dt = \frac{2\Gamma\left(\ell + \frac{3}{2}\right)}{\Gamma\left(\frac{\ell+1}{2}\right) \left(\frac{\ell+1}{2}\right)!} \int_0^1 du \frac{u^\ell(1-u^2)^{\frac{\ell}{2}}}{(1-x^2u^2)^\frac{\ell+1}{2}}
\]
\[
= \frac{2\ell(2\ell+1)}{\sqrt{\pi \ell!}} \int_0^1 du \frac{u^\ell(1-u^2)^{\frac{\ell}{2}}}{(1-x^2u^2)^\frac{\ell+1}{2}} = \frac{(2\ell+1)!}{2^\ell \ell!^2} \int_0^1 du \frac{u^\ell}{\sqrt{1-x^2u^2}},
\]

Exploiting the inequality \(1 - u^2 \leq 1 - x^2u^2\), we obtain an estimate from above
\[
2F_1\left(\frac{\ell+1}{2}, \frac{\ell+1}{2}; \ell + \frac{3}{2}; x^2\right) \leq \frac{(2\ell+1)!}{2^\ell \ell!^2} \int_0^1 du \frac{u^\ell}{\sqrt{1-x^2u^2}},
\]

where equality holds if \(\ell = 0 \lor x = 1\). From (5.24), one gets
\[
\gamma_{M,1}^\ell \leq \frac{2\ell+1}{} \int_0^1 du \frac{u^\ell}{\sqrt{1-x^2u^2}} =: \tilde{\gamma}_M^\ell,
\]

where equality holds if \(\ell = 0 \lor M = 0\). Hence, in particular we know that
\[
\gamma_{M,1}^0 = \gamma_M^0 = \frac{2(M+1)}{\pi} \arcsin\left(\frac{1}{M+1}\right).
\]

In the following computations we set \(x = \frac{1}{M+1}\) for the sake of notation. Let us prove that \(\{\gamma_M^\ell\}_{\ell\in\mathbb{N}_0}\) is a decreasing sequence for all fixed \(M > 0\). We have
\[
\gamma_{M}^\ell - \gamma_{M}^{\ell+2} = \frac{2\ell+1}{} \int_0^1 du \frac{u^\ell}{\sqrt{1-x^2u^2}} \left[1 - \frac{4x^2(\frac{\ell}{2} + 1)^2 u^2}{(\ell + 2)(\ell + 1)}\right] = \frac{2\ell+1}{} \int_0^1 du \frac{u^\ell}{\sqrt{1-x^2u^2}} \left[1 - \frac{(\ell + 2)x^2u^2}{\ell + 1}\right].
\]
Our goal is to show that the last integral is positive for any given \( x \in (0, 1) \) and \( \ell \) even, so that \( \bar{\gamma}_M^{\ell+2} < \bar{\gamma}_M^\ell \). To this end, we first point out that the integral is manifestly positive at \( x = 0 \), whereas the evaluation of the integral at \( x = 1 \) yields

\[
\int_0^1 du \frac{2u^\ell}{\sqrt{1-u^2}} \left[ 1 - \frac{\ell + 2}{\ell + 1} u^2 \right] = \frac{\pi \ell!}{2^{\ell+1} (\ell+1)!} - \frac{\pi (\ell+2)!}{2^{\ell+2} (\ell+2)!} = 0.
\]

We observe that, in order to obtain \( \inf\{\bar{\gamma}_M^\ell - \bar{\gamma}_M^{\ell+2} \mid M > 0\} \geq 0 \), it is sufficient to prove that the integral is a monotonic decreasing function in \( x \) for any \( \ell \). In other words, we want to show

\[
\frac{d}{dx} \int_0^1 du \frac{u^\ell}{\sqrt{1-x^2 u^2}} \left[ 1 - \frac{\ell + 2}{\ell + 1} x^2 u^2 \right] < 0, \quad \forall x \in (0, 1), \ell \text{ even.} \tag{5.27}
\]

By the Leibniz integral rule, the derivative with respect to \( x \) can be computed inside the integral.

Therefore, for any \( x \in (0, 1), u \in [0, 1] \) and \( \ell \) even, one has

\[
\frac{\partial}{\partial x} \frac{u^\ell}{\sqrt{1-x^2 u^2}} \left[ 1 - \frac{\ell + 2}{\ell + 1} x^2 u^2 \right] = \frac{x u^{\ell+2}}{(1-x^2 u^2)^{3/2}} \left[ 1 - \frac{\ell + 2}{\ell + 1} x^2 u^2 \right] = \frac{x u^{\ell+2}}{(1-x^2 u^2)^{3/2}} \left[ \frac{\ell + 2}{\ell + 1} x^2 u^2 - \frac{\ell + 3}{\ell + 1} \right] < 0.
\]

Since the integral of a negative function obviously yields a negative quantity, (5.27) is proven. This means that \( \{\bar{\gamma}_M^\ell\}_{\ell \in \Sigma_0} \) is decreasing for any fixed \( M > 0 \). Thus, taking into account (5.25) and (5.26), we finally get

\[
\bar{\gamma}_{M,1}^\ell \leq \bar{\gamma}_M^\ell \leq \bar{\gamma}_M^0 = \bar{\gamma}_{M,1}^0, \quad \forall \ell \text{ even.}
\]

Hence, thanks to (5.22), equation (5.19) is proved.

**Step 2.** Let us define the following function

\[
h_{\ell,s}(p) := s_\ell \frac{\sqrt{M(M+2)}}{M+1} + (N-1)(\gamma - \bar{\gamma}_{M,1}^\ell) \frac{\tanh(\frac{\pi}{2} p)}{p} \prod_{k=1}^\ell \frac{p^2 + (2k-1)^2}{p^2 + 4k^2}, \tag{5.28}
\]

where \( \bar{\gamma}_{M,1}^\ell \) has been defined in (5.20). We shall prove that \( h_{\ell,s}(p) \) satisfies

\[
h_{\ell,s}^N(0) = f_{\ell,s}^N(0), \tag{5.29b}
\]

\[
\lim_{p \to +\infty} h_{\ell,s}^N(p) = \lim_{p \to +\infty} f_{\ell,s}^N(p), \tag{5.29c}
\]

\[
h_{\ell,s}^N(p) \text{ is monotonic in } p \in \mathbb{R}_+. \tag{5.29d}
\]

Starting with (5.29a), we take into account lemma (5.2) and equation (5.12) to obtain an explicit expression for \( f_{\ell,s}^N \)

\[
f_{\ell,s}^N(p) = s_\ell \frac{\sqrt{M(M+2)}}{M+1} + \frac{N-1}{2} (S_{\text{off};\ell} + S_{\text{reg};\ell})(p)
\]

\[
= s_\ell \frac{\sqrt{M(M+2)}}{M+1} + \frac{(N-1)h_\ell(p)}{\cosh(\frac{\pi}{2} p)} \prod_{k=1}^\ell \left[ \frac{p^2 + (2k-1)^2}{p^2 + (2k-1)^2} \right], \tag{5.30}
\]
where we have introduced, for the sake of notation, the function
\[
\tilde{h}_\ell(p) := \gamma \frac{\sinh(\frac{\pi}{2} p)}{p} \prod_{k=1}^{\ell} \frac{1}{p^2 + 4k^2} - \frac{2^\ell \ell!}{(2\ell + 1)!} \frac{1}{(M+1)\ell} \frac{2^{(\ell + i\ell p; \ell + \frac{3}{2}; \frac{1}{1+M})^*}}{(\ell + 1)^{2\ell}}.
\] (5.31)

To achieve the result, consider the Euler’s transformation formula
\[
\binom{1}{\ell} = (1 - z)^{c - a - b} \binom{c}{a} \binom{c - b}{b},
\] (5.32)
and the inequality
\[
|\Gamma(a + ib)|^2 \leq |\Gamma(a)|^2, \quad \forall a, b \in \mathbb{R}.
\] (5.33)

Indeed, one can write
\[
\binom{(\ell + 1 + ip; \ell + \frac{3}{2}; x^2)}{\ell + 1 + ip} = \sqrt{1 - x^2} \binom{(\ell + 1 + ip; \ell + \frac{3}{2}; x^2)}{\ell +1 + ip} \leq \frac{1}{\Gamma((\ell + 2 + ip)^2)} \binom{(\ell + 1 + ip; \ell + \frac{3}{2}; x^2)},
\]
where we have used inequality (5.33), according to which
\[
\frac{|\Gamma((\ell + 2 + ip) + k)|^2}{|\Gamma((\ell + 2 + ip)^2)|^2} \leq \frac{\Gamma^2((\ell + 1 + k)}{\Gamma^2((\ell + 2 + ip)^2)} = \frac{2^k(\ell + 1)^2}{\ell + 1}.
\] (5.34)

Making use of identity (5.11) in the previous inequality, one has
\[
\tilde{h}_\ell(p) \geq \frac{\sinh(\frac{\pi}{2} p)}{p} \prod_{k=1}^{\ell} \frac{1}{p^2 + 4k^2} \left[ \gamma - \frac{2^{2\ell + 1} \ell! (\frac{\pi}{2})^{2\ell}}{(2\ell + 1)! (M+1)^{\ell}} \binom{(\ell + 1 + ip; \ell + \frac{3}{2}; \frac{1}{1+M})^*}{\ell + 1}\right] \geq \frac{\sinh(\frac{\pi}{2} p)}{p} \left[ \gamma - \gamma_{M,1} \prod_{k=1}^{\ell} \frac{1}{p^2 + 4k^2} \right].
\]

Exploiting this lower bound in (5.30), one finds out that \(h_{\ell, s_\ell}^N\) satisfies condition (5.29a). Furthermore, we stress that we have obtained this estimate by using only inequality (5.33), according to which the equality sign holds in case \(p = 0\). In other words, we have also proved (5.29b).

Next, we show (5.29c). Since \(\frac{2^{2\ell + (2k-1)^2}}{p^2 + 4k^2} < 1\) for all \(k\),
\[
\left| h_{\ell, s_\ell}^N(p) - s_\ell \sqrt{\frac{M(M+2)}{M+1}} \right| \leq (N - 1)|\gamma - \gamma_{M,1}| \frac{\tanh(\frac{\pi}{2} p)}{p}
\]
where the right hand side vanishes as \(p\) goes to infinity. Therefore,
\[
\lim_{p \to +\infty} h_{\ell, s_\ell}^N(p) = s_\ell \sqrt{\frac{M(M+2)}{M+1}} = \lim_{p \to +\infty} f_{\ell, s_\ell}^N(p).
\]
It remains to prove the monotonicity of \( h^{N}_{\ell, s_{t}} \) in \( \mathbb{R}_{+} \). In particular, it suffices to show that the function

\[
p \mapsto \frac{\tanh\left(\frac{\pi}{2}p\right)}{p} \prod_{k=1}^{\ell/2} \frac{p^2 + (2k-1)^2}{p^2 + 4k^2}
\]

is decreasing in \( \mathbb{R}_{+} \). Let us remind the product representation of the hyperbolic tangent

\[
\tanh(z) = z \prod_{k \in \mathbb{N}} \frac{1 + \frac{z^2}{\pi^2 k^2}}{1 + \frac{z^2}{\pi^2 (2k-1)^2}}.
\]

Denoting \( z = \frac{\pi}{2}p \), one has

\[
\frac{\tanh\left(\frac{\pi}{2}p\right)}{p} \prod_{k=1}^{\ell/2} \frac{p^2 + (2k-1)^2}{p^2 + 4k^2} = \frac{\pi}{2} \prod_{k=1}^{\ell/2} \frac{1 + \frac{p^2}{2k^2}}{1 + \frac{p^2}{(2k-1)^2}} \prod_{k=\ell/2+1}^{+\infty} \frac{1 + \frac{p^2}{2k^2}}{1 + \frac{p^2}{(2k-1)^2}} = \frac{\pi}{2} \prod_{k=\ell/2+1}^{+\infty} \frac{1 + \frac{2p^2}{(2k-1)^2}}{1 + \frac{2p^2}{(2k-1)^2}}.
\]

In order to prove that the function \((5.35)\) is decreasing, we consider

\[
\ln\left(\frac{\tanh\left(\frac{\pi}{2}p\right)}{p} \prod_{k=1}^{\ell/2} \frac{p^2 + (2k-1)^2}{p^2 + 4k^2}\right) = \ln\left(\frac{\pi}{2}\right) + 2 \ln \left[\frac{(\ell - 1)!}{\ell!}\right] + \sum_{k=\ell/2+1}^{+\infty} \ln \left(1 + \frac{p^2}{4k^2}\right) - \ln \left[1 + \frac{p^2}{(2k-1)^2}\right].
\]

We notice that for \( p > 0 \)

\[
\frac{\partial}{\partial p} \left\{ \ln \left(1 + \frac{p^2}{4k^2}\right) - \ln \left[1 + \frac{p^2}{(2k-1)^2}\right] \right\} = \frac{2p}{p^2 + 4k^2} - \frac{2p}{p^2 + (2k-1)^2} = \frac{2p (1 - 4k)}{(p^2 + 4k^2)[p^2 + (2k-1)^2]} < 0, \quad \forall k \geq 1.
\]

Hence, \((5.37)\) is decreasing in \( p > 0 \) since it is a sum of decreasing functions. Therefore, also \((5.35)\) is decreasing and \((5.29d)\) is proven.

In conclusion, we know that whenever \( \gamma > \gamma_{c} \), there exists \( s_{t} \in (0, 1) \) for any \( \ell \in \mathbb{N}_{0} \), such that \( f^{N}_{\ell, s_{t}}(0) > 0 \) uniformly in \( N \geq 2 \). Since we also know that \( f^{N}_{\ell, s_{t}} \) is eventually positive, conditions \((5.29)\) imply that \( f^{N}_{\ell, s_{t}} \geq h^{N}_{\ell, s_{t}} > 0 \) and the proof is completed.

\[\square\]

**Remark 5.2.** In lemma 5.3 we have shown that, if \( \gamma \geq \gamma_{M, 1}^{\ell} \), any \( s_{t} \in (0, 1) \) is such that \( f^{N}_{\ell, s_{t}} \geq 0 \), whereas in case \( \gamma \in (\gamma_{c}, \gamma_{M, 1}^{\ell}) \), the function \( f^{N}_{\ell, s_{t}} \) is still non negative for all \( s_{t} \) s.t.

\[
\frac{\pi \ell!^2}{2^{2\ell+1}((\ell/2)!^2}(N-1)(M+1)\sqrt{M(M+2)}(\gamma_{M, 1}^{\ell} - \gamma) < s_{t} < 1.
\]

Notice that the lower bound is non-increasing in \( \ell \), hence the sequence \( \{s_{t}\} \) that makes \( f^{N}_{\ell, s_{t}} \) non-negative for all \( \zeta \geq 0 \) and \( \ell \in \mathbb{N}_{0} \) can be chosen within an interval that does not depend
on $\ell$, namely
\[
\max \left\{ 0, \frac{\pi}{2} \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} (\gamma_{M,1}^0 - \gamma) \right\} < s^*_\ell < 1, \quad \forall \ell \in \mathbb{N}_0.
\]

6. Estimate of $\Theta^\zeta$

Collecting the results obtained in the previous two sections, we can now establish detailed estimates for $\Theta^\zeta$. Indeed, in the next proposition we prove a lower bound, which is the crucial ingredient for the proof of our main results. We also prove an upper bound, which improves the result already obtained in proposition 3.2.

Proposition 6.1. Given $\varphi \in H^{\frac{1}{2}}(\mathbb{R}^3)$ and $\zeta \geq 0$, we have
\[
\Theta^\zeta[\varphi] \geq \Lambda_\gamma(N, M) \Theta^\zeta_{\text{diag}}[\varphi], \quad \text{for } \gamma > \gamma_c, \tag{6.1}
\]
where
\[
\Lambda_\gamma(N, M) := \min\left\{ 1, \frac{\pi(N-1)}{2 \sqrt{M(M+2)}} (\gamma - \gamma_c) \right\} \in (0, 1]. \tag{6.2}
\]
Moreover
\[
\Theta^\zeta[\psi] \leq \Lambda'_\gamma(N, M) \Theta^\zeta_{\text{diag}}[\psi], \quad \text{for } \gamma > 0, \tag{6.3}
\]
where
\[
\Lambda'_\gamma(N, M) := 1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \max \left\{ \frac{\pi}{2} \gamma, \frac{1}{2} S_{\text{off};1}(0) + \frac{\pi}{2} \gamma \right\}. \tag{6.4}
\]

Proof. Let $\varphi \in H^{\frac{1}{2}}(\mathbb{R}^3)$ and consider decomposition (4.2) and lemma 4.2. Then,
\[
\Theta^\zeta[\varphi] = \sum_{\ell \in \mathbb{N}_0} \sum_{m=-\ell}^{\ell} F^\zeta_{\ell,m} [\hat{\varphi}_{\ell,m}] = \sum_{\ell \in \mathbb{N}_0} \sum_{m=-\ell}^{\ell} \left( F^\zeta_{\text{diag}} + F^\zeta_{\text{off};\ell} + F^\zeta_{\text{reg};\ell} \right) [\hat{\varphi}_{\ell,m}]
\geq \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} F^\zeta_{\text{diag}} [\hat{\varphi}_{\ell,m}] + \sum_{\ell \in \mathbb{N}_0} \sum_{m=-\ell}^{\ell} \left( F^\zeta_{\text{diag}} + F^\zeta_{\text{off};\ell} + F^\zeta_{\text{reg};\ell} \right) [\hat{\varphi}_{\ell,m}].
\]

Taking account of definition (5.16), for any choice of $\{s_\ell\}_{\ell \in \mathbb{N}_0} \subseteq (0, 1)$, the previous inequality reads
\[
\Theta^\zeta[\varphi] \geq \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} F^\zeta_{\text{diag}} [\hat{\varphi}_{\ell,m}] + \sum_{\ell \in \mathbb{N}_0} \sum_{m=-\ell}^{\ell} (1 - s_\ell) F^\zeta_{\text{diag}} [\hat{\varphi}_{\ell,m}] + \Xi_\ell s_\ell [\hat{\varphi}_{\ell,m}].
\]
According to lemma 5.3 there exists a sequence \( \{s_k^*\}_{k \in \mathbb{N}_0} \subset (0, 1) \) such that \( \Xi^*_{\ell, s_k^*} \geq 0 \), hence

\[
\Theta^\varsigma[\varphi] \geq \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}] + \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell (1 - s_k^*) F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}]
\]

\[
\geq \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell (1 - s_k^*) F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}] \geq \inf_{k \in \mathbb{N}_0} (1 - s_k^*) \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}]
\]

\[
= \inf_{k \in \mathbb{N}_0} (1 - s_k^*) \Theta^\varsigma_{\text{diag}}[\varphi]
\]

where, according to remark 5.2, each \( s_k^* \) can be arbitrarily chosen within an interval in \( (0, 1) \) that does not shrink as \( k \) varies. Exploiting this fact, we can optimize the inequality by choosing

\[
s_k^* = \frac{\pi(N-1)}{2} \frac{M+1}{\sqrt{M(M+2)}} \max\{0, \gamma^{0}_{M,1} - \gamma\}, \quad \forall k \in \mathbb{N}_0
\]

so that \( \Theta^\varsigma[\varphi] \geq \Lambda_\gamma(N, M) \Theta^\varsigma_{\text{diag}}[\varphi] \), where \( \Lambda_\gamma(N, M) \) is given by (6.2).

Let us consider the upper bound. By lemmata 4.2 and 5.1 we have

\[
\Theta^\varsigma[\varphi] = \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell F^\varsigma_{\text{off}, \ell} [\hat{\varphi}_{\ell, m}] = \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell \left(F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}] + F^\varsigma_{\text{off}, \ell} + F_{\text{reg}, \ell}\right) [\hat{\varphi}_{\ell, m}]
\]

\[
\leq \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell \left(F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}] + F_{\text{reg}, \ell}\right) [\hat{\varphi}_{\ell, m}] + \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell \left(F^\varsigma_{\text{off}, \ell} + F^0_{\text{off}, \ell} + F_{\text{reg}, \ell}\right) [\hat{\varphi}_{\ell, m}]
\]

\[
\leq \left[1 + \frac{N-1}{2} \max\{S_{\text{reg},1}(0), S_{\text{off},1}(0) + S_{\text{reg},1}(0)\}\right] \sum_{\ell \in \mathbb{N}_0} \sum_{m = -\ell}^\ell F^\varsigma_{\text{diag}}[\hat{\varphi}_{\ell, m}]
\]

\[
= \Lambda^{\prime}_\gamma(N, M) \Theta^\varsigma_{\text{diag}}[\varphi]
\]

where \( \Lambda^{\prime}_\gamma(N, M) \) is given by (6.4).

\[\square\]

**Remark 6.1.** We stress that the upper bound obtained in (6.3) is an improvement of estimate (3.15), since

\[
\Lambda^{\prime}_\gamma(N, M) \leq 1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \left(\frac{M}{M+1} + \frac{\pi}{2} \gamma\right).
\]

Indeed, in case \( \gamma \geq \frac{\pi}{\pi-4} S_{\text{off},1}(0) \) one has

\[
1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \left(\frac{M}{M+1} + \frac{\pi}{2} \gamma\right) \geq 1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \frac{\pi}{2} \gamma = \Lambda^{\prime}_\gamma(N, M).
\]

On the other hand, consider \( 0 < \gamma < \frac{\pi}{\pi-4} S_{\text{off},1}(0) \). Taking into account the following elementary estimate

\[
\arcsin(t) \geq t \geq t \sqrt{\frac{1-t}{1+t}}, \quad 0 \leq t \leq 1,
\]

we have \( \frac{1}{t} \sqrt{1-t^2} \arcsin(t) \geq 1 - t, \) or \( 1 - \frac{1}{t} \sqrt{1-t^2} \arcsin(t) \leq t. \) Then

\[
1 - \sqrt{x^2 - 1} \arcsin\left(\frac{1}{x}\right) \leq \frac{1}{x}, \quad x \geq 1.
\]
Collecting the results obtained so far, we get

\[1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \left( \frac{M+1}{M} + \frac{\pi}{2} \gamma \right) \geq 1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \left( 1 + \frac{2}{\pi} \gamma \right)\]

\[\geq 1 + \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \left( (M+1) \left( 1 - \sqrt{M(M+2)} \arcsin \frac{1}{M+1} \right) + \frac{2}{\pi} \gamma \right)\]

\[\geq 1 + \frac{2}{\pi} \frac{(N-1)(M+1)}{\sqrt{M(M+2)}} \left[ (M+1) \left( 1 - \sqrt{M(M+2)} \arcsin \frac{1}{M+1} \right) + \gamma \right] = \Lambda'_\gamma(N, M).\]

7. Proof of the main results

In this section we complete the proof of the results stated in section 2.

Proof of proposition 2.7 Let us recall that, for any charge \( \xi \in H^1(\mathbb{R}^3) \), we have defined a rescaled charge \( \phi \in H^1(\mathbb{R}^3) \) given by (5.5). According to equations (3.14) and (6.1), we can deduce a lower bound for the quadratic form \( \Phi^\lambda \)

\[\Phi^\lambda[\xi] = \Phi_0[\xi] + \frac{4\pi N}{\sqrt{\mu}} \int_{\mathbb{R}^3} dk_2 \cdots dk_N \sqrt{\sum_{j=2}^N k_j^2 + \lambda \Theta^1[\phi](k_2, \ldots, k_N)}\]

\[\geq \Phi_0[\xi] + \Lambda_\gamma(N, M) \frac{4\pi N}{\sqrt{\mu}} \int_{\mathbb{R}^3} dk_2 \cdots dk_N \sqrt{\sum_{j=2}^N k_j^2 + \lambda \Theta^1[\phi](k_2, \ldots, k_N)}\]

\[= \Phi_0[\xi] + \Lambda_\gamma(N, M) \Phi^\lambda_{\text{diag}}[\xi], \quad \forall \lambda > 0, \gamma > \gamma_c.\]

Recalling definition (2.4d) and assumption (1.10b) (which implies that \( \hat{\alpha} \) is essentially bounded), we have

\[\Phi_0[\xi] \geq \frac{4\pi N}{\mu} \inf_{\mathbb{R}^+} \{ \hat{\alpha} \} \langle \xi, \xi \rangle_{L^2(\mathbb{R}^3)} = \frac{4\pi N}{\mu} \left( \alpha - \frac{(N-1)\gamma}{b} \right) \| \xi \|^2\]

\[\geq \left( \min\{0, \alpha\} - \frac{(N-1)\gamma}{b} \right) \frac{4\pi N}{\mu} \| \xi \|^2\]

\[\geq \min\{0, \frac{4\pi N\alpha}{\sqrt{\lambda \mu}} - \frac{(N-1)4\pi \gamma}{b} \} \int_{\mathbb{R}^3} dk_1 \cdots dk_N \sqrt{\frac{k_1^2}{M+1} + \sum_{j=2}^N k_j^2 + \lambda} |\hat{\xi}(k_1, \ldots, k_N)|^2\]

\[= \min\{0, \frac{\alpha b}{b \sqrt{\lambda \mu}} - \frac{(N-1)\gamma}{b} \} \Phi^\lambda_{\text{diag}}[\xi].\]

Collecting the results obtained so far, we get

\[\Phi^\lambda[\xi] \geq \left[ \Lambda_\gamma(N, M) - \frac{\max\{(N-1)\gamma, (N-1)\gamma - \alpha b\}}{b \sqrt{\lambda \mu}} \right] \Phi^\lambda_{\text{diag}}[\xi]. \quad (7.1)\]

The last expression is positive if \( \lambda \) is large enough, i.e. if \( \lambda > \lambda_0 \), with

\[\lambda_0 := \begin{cases} \frac{(N-1)^2 \gamma^2}{\mu \Lambda_\gamma(N, M)^2 b^2}, & \text{if } \alpha \geq 0, \\ \frac{[(N-1)\gamma + |\alpha| b]^2}{\mu \Lambda_\gamma(N, M)^2 b^2}, & \text{if } \alpha < 0. \end{cases} \quad (7.2)\]

Concerning the upper bound, we proceed in the same way and we find

\[\Phi^\lambda[\xi] \leq \Lambda'_\gamma(N, M) \Phi^\lambda_{\text{diag}}[\xi] + \Phi_0[\xi], \quad \forall \lambda > 0, \gamma > 0. \quad (7.3)\]
Moreover,
\[
\Phi_0[\xi] \leq \frac{4\pi N}{\mu} \sup_{\mathbb{R}^N} \{ \hat{\alpha} \} \| \xi \|^2 = \left( \alpha + \frac{(N-1)\gamma}{b} \right) \frac{4\pi N}{\mu} \| \hat{\xi} \|^2 \\
\leq \max\{0, 4\pi N\alpha\} + \frac{N(N-1)4\pi\gamma}{b} \sqrt{\frac{\lambda}{\mu}} \int_{\mathbb{R}^{3N}} d\mathbf{k}_1 \cdots d\mathbf{k}_N \sqrt{\frac{k_1^2}{M+1} + \sum_{j=2}^{N} k_j^2 + \lambda} |\hat{\xi}(\mathbf{k}_1, \ldots, \mathbf{k}_N)|^2 \\
= \max\{0, \alpha b\} + \frac{(N-1)\gamma}{b} \Phi^\lambda_{\text{diag}}[\xi].
\]

Using the last estimate, we obtain
\[
\Phi^\lambda[\xi] \leq \left[ \Lambda^\lambda_{\gamma}(N, M) + \frac{\max\{(N-1)\gamma, (N-1)\gamma+\alpha b\}}{b\sqrt{\lambda\mu}} \right] \Phi^\lambda_{\text{diag}}[\xi]. \tag{7.4}
\]

The estimates (7.1) and (7.4) guarantee that \( \Phi^\lambda \) is closed and bounded from below by a positive constant. Then, if \( \gamma > \gamma_c \), the quadratic form \( \Phi^\lambda \) uniquely defines a s.a. and positive operator \( \Gamma^\lambda \) in \( L^2(\mathbb{R}^{3N}) \) for all \( \lambda > \lambda_0 \). Such operator is characterized as follows
\[
\mathcal{D}(\Gamma^\lambda) = \left\{ \xi \in H^\frac{1}{2}(\mathbb{R}^{3N}) \mid \exists g \in L^2(\mathbb{R}^{3N}) \text{ s.t. } \Phi^\lambda[\varphi, \xi] = \langle \varphi, g \rangle, \quad \forall \varphi \in H^\frac{1}{2}(\mathbb{R}^{3N}) \right\},
\]
\[
\Gamma^\lambda \xi = g, \quad \forall \xi \in \mathcal{D}(\Gamma^\lambda)
\]
where \( \Phi^\lambda[\cdot, \cdot] \) is the sesquilinear form associated to \( \Phi^\lambda[\cdot] \) via the polarization identity.

Moreover, \( \Gamma^\lambda \) is invertible for all \( \lambda > \lambda_0 \) and comparing (2.6) with equation (A.28), the following relation holds
\[
\Gamma^\lambda \xi = \frac{4\pi}{\mu} \sum_{i=1}^{N} (\Gamma^\lambda_{\text{diag}} + \Gamma^\lambda_{\text{off}} + \Gamma^\lambda_{\text{reg}}) \xi, \quad \forall \xi \in \mathcal{D}(\Gamma^\lambda). \tag{7.5}
\]

**Remark 7.1.** From equation (A.21), we have \( \Gamma^\lambda = \Gamma_\lambda \). This means that, by (A.25), we can extend the definition of \( \Gamma^{-z} = \Gamma(z) \) to all \( z \in \rho(\mathcal{H}_0) \) and condition (i) of section A.1 holds true. This fact implies that the domain of \( \Gamma(z) \) does not depend on \( z \in \rho(\mathcal{H}_0) \) and it is denoted by \( D \).

Furthermore, using again (A.25) we deduce that condition (ii) of section A.1 is also satisfied. Indeed,
\[
\Gamma(\bar{z})^* - \Gamma^\lambda = -(z + \lambda)G^\lambda G(\bar{z}) = -(z + \lambda)G(z)^*G^\lambda = \Gamma(z) - \Gamma^\lambda \\
\implies \Gamma(z)^* = \Gamma(\bar{z}).
\]

Finally, we claim that \( \Gamma(z) \) is invertible for any \( z \in \mathbb{C} \setminus [-\lambda_0, +\infty) \). We have already discussed the case \( z < -\lambda_0 \), thus let us consider \( z \in \mathbb{C} \setminus \mathbb{R} \). According to (i)
\[
\Gamma(\bar{z}) - \Gamma(z) = (z - \overline{z})G(z)^*G(z),
\]
whereas condition (ii) implies
\[
\langle \xi, [\Gamma(\bar{z}) - \Gamma(z)] \xi \rangle_{\mathcal{H}_N} = -2i \Im \langle \xi, \Gamma(z) \xi \rangle_{\mathcal{H}_N}, \quad \forall \xi \in D.
\]

Hence, one obtains
\[
\Im \langle \xi, \Gamma(z) \xi \rangle_{\mathcal{H}_N} = -\Im \langle z ||G(z)\xi||^2_{\mathcal{H}_{N+1}}, \quad \forall \xi \in D. \tag{7.6}
\]
Therefore
\[
\langle \xi, \Gamma(z) \xi \rangle_{\mathcal{H}_N} = |\langle \xi, \frac{\Gamma(z) + \Gamma(z^*)}{2} \xi \rangle_{\mathcal{H}_N}|^2 + (\text{Im } z)^2 \|G(z) \xi\|_{\mathcal{H}_{N+1}}^2 \\
\geq (\text{Im } z)^2 \|G(z) \xi\|_{\mathcal{H}_{N+1}}^2 > 0.
\]

We are now in position to conclude the proof of theorem 2.2.

**Proof of theorem 2.2** Taking into account proposition 2.1, $Q$ is bounded from below, since for any $\psi \in \mathcal{D}(Q)$, one has
\[
Q[\psi] = \mathcal{F}_\lambda[w^\lambda] - \lambda \|\psi\|^2 + \Phi^\lambda[\xi] \geq -\lambda \|\psi\|^2, \quad \forall \lambda > \lambda_0.
\]

Now, let us fix $\lambda > \lambda_0$. By construction $Q$ is hermitian, hence, the associated sesquilinear form $Q[\cdot, \cdot]$ is symmetric. In particular, this means that the sesquilinear form $s[\cdot, \cdot]$ given by
\[
s[\psi, \varphi] := Q[\psi, \varphi] + (1 + \lambda)\langle \psi, \varphi \rangle, \quad \forall \psi, \varphi \in \mathcal{D}(Q)
\]
defines a scalar product in $\mathcal{H}_{N+1}$. Therefore, we equip $\mathcal{D}(Q) \subset \mathcal{H}_{N+1}$ with the norm
\[
\|\psi\|^2_Q := Q[\psi] + (1 + \lambda)\|\psi\|^2 = \mathcal{F}_\lambda[w^\lambda] + \Phi^\lambda[\xi] + \|\psi\|^2.
\]  
We prove that $Q$ is closed by showing the completeness of $\mathcal{D}(Q)$ with respect to $\|\cdot\|_Q$. To this end, let $\{\psi_n\} \subset \mathcal{D}(Q)$ and $\psi \in \mathcal{H}_{N+1}$ be respectively a sequence and a vector s.t. $\|\psi_n - \psi_m\|_Q \to 0$ as $n, m$ go to infinity and $\|\psi_n - \psi\| \to 0$. By (7.7), we have
\[
\mathcal{F}_\lambda[w^\lambda_n - w^\lambda_m] + \Phi^\lambda[\xi_n - \xi_m] \to 0
\]  
and, since both $\mathcal{F}_\lambda$ and $\Phi^\lambda$ are closed and positive, (7.8) means
\[
\mathcal{F}_\lambda[w^\lambda_n - w^\lambda_m] \to 0, \quad \Phi^\lambda[\xi_n - \xi_m] \to 0, \quad \text{as } n, m \to +\infty.
\]
Hence, $\{w^\lambda_n\}$ and $\{\xi_n\}$ are Cauchy sequences in $H^1(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1}$ and $H^\frac{1}{2}(\mathbb{R}^{3N}) \cap \mathcal{H}_N$, respectively. Thus, there exist $w^\lambda \in H^1(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1}$ and $\xi \in H^\frac{1}{2}(\mathbb{R}^{3N}) \cap \mathcal{H}_N$ such that
\[
\|w^\lambda_n - w^\lambda\|_{H^1(\mathbb{R}^{3(N+1)})} \to 0, \quad \|\xi_n - \xi\|_{H^1/2(\mathbb{R}^{3N})} \to 0, \quad \text{as } n \to +\infty.
\]
Furthermore, since $G^\lambda$ defined in (2.1) is bounded for all $\lambda > 0$, one has that $\psi_n = w^\lambda_n + G^\lambda \xi_n$ converges in $\mathcal{H}_{N+1}$ to the vector $w^\lambda + G^\lambda \xi$. By uniqueness of the limit, $\psi = w^\lambda + G^\lambda \xi$ and thus, $\psi \in \mathcal{D}(Q)$. We have shown that $(\mathcal{D}(Q), \|\cdot\|_Q)$ is a Banach space, hence $Q$ is closed.

From theorem 2.2 we know that $Q$ uniquely defines a self-adjoint and bounded from below Hamiltonian $H$, $\mathcal{D}(H)$ in the Hilbert space $\mathcal{H}_{N+1} = L^2(\mathbb{R}^3) \otimes L^2_{\text{sym}}(\mathbb{R}^{3N})$. We conclude with the proof of theorem 2.3 which characterizes domain and action of $H$.

**Proof of theorem 2.3** Let us assume that $\psi = w^\lambda + G^\lambda \xi \in \mathcal{D}(Q)$, with $\lambda > \lambda_0$. Then, there exists $f \in \mathcal{H}_{N+1}$ such that the sesquilinear form $Q[\cdot, \cdot]$ associated to $Q[\cdot, \cdot]$ via the polarization identity satisfies
\[
Q[v, \psi] = \langle v, f \rangle, \quad \forall v = w^\lambda_v + G^\lambda \xi_v \in \mathcal{D}(Q)
\]  
(7.9)
where \( f := \mathcal{H}\psi \). By definition one has

\[
Q[v, \psi] = \langle (\mathcal{H}_0 + \lambda)^{\frac{1}{2}} w^\lambda_v, (\mathcal{H}_0 + \lambda)^{\frac{1}{2}} w^\lambda \rangle - \lambda \langle v, \psi \rangle + \Phi^\lambda[\xi_v, \xi]. \tag{7.10}
\]

Let us consider \( v \in H^1(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1} \), so that \( \xi_v \equiv 0 \) by injectivity of \( G^\lambda \). Then

\[
\langle (\mathcal{H}_0 + \lambda)^{\frac{1}{2}} v, (\mathcal{H}_0 + \lambda)^{\frac{1}{2}} w^\lambda \rangle - \lambda \langle v, \psi \rangle = \langle v, f \rangle, \quad \forall v \in H^1(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1}.
\]

Hence, \( w^\lambda \in H^2(\mathbb{R}^{3(N+1)}) \cap \mathcal{H}_{N+1} \) and

\[
(\mathcal{H}_0 + \lambda) w^\lambda - \lambda \psi = f \tag{7.11}
\]

which is equivalent to

\[
\mathcal{H}\psi = \mathcal{H}_0 w^\lambda - \lambda G^\lambda \xi. \tag{7.12}
\]

Now, let \( v \in \mathcal{D}(Q) \). Taking account of (7.11), we have

\[
\langle v, f + \lambda \psi \rangle = \langle w^\lambda_v, (\mathcal{H}_0 + \lambda) w^\lambda \rangle + \langle G^\lambda \xi_v, (\mathcal{H}_0 + \lambda) w^\lambda \rangle.
\]

On the other hand, recalling (7.9) and (7.10),

\[
\langle v, f + \lambda \psi \rangle = Q[v, \psi] + \lambda \langle v, \psi \rangle = \langle w^\lambda_v, (\mathcal{H}_0 + \lambda) w^\lambda \rangle + \Phi^\lambda[\xi_v, \xi],
\]

hence,

\[
\Phi^\lambda[\xi_v, \xi] = \langle G^\lambda \xi_v, (\mathcal{H}_0 + \lambda) w^\lambda \rangle = \frac{4\pi}{\mu} \langle \xi_v, \sum_{i=1}^N w^\lambda_{|\pi_i} \rangle_{\mathcal{H}_N}, \quad \forall \xi_v \in H^\frac{1}{2}(\mathbb{R}^{3N}) \cap \mathcal{H}_N
\]

where we have used definition (A.8) in the last step. Therefore, we conclude that \( \xi \in D \) and

\[
\Gamma^\lambda \xi = \frac{4\pi}{\mu} \sum_{i=1}^N w^\lambda_{|\pi_i}.
\]

Concerning the resolvent, thanks to remark (7.1), we have shown that for any \( z \in \rho(\mathcal{H}_0) \), the operator \( \Gamma(z) \) given by (A.25) fulfils conditions (i), (ii) and (iii) of section A.1. In particular, we have obtained \( \rho(\mathcal{H}) \supseteq \mathbb{C} \setminus [-\lambda_0, +\infty) \) and

\[
\mathcal{R}_{\mathcal{H}_0}(z) + G(z) \Gamma(z)^{-1} G(\bar{z})^* = (\mathcal{H} - z)^{-1}.
\]

\[\square\]

**APPENDIX A.**

In this appendix we recall some known abstract results on the theory of s.a. extensions, we characterize the properties of the potential \( G^\lambda \) and then we give a heuristic construction of the quadratic form \( Q \).
A.1. SKETCH OF BIRMAN-KREÎN-VISHIK’S THEORY.

Here we briefly recall some results of the theory of s.a. extensions which are relevant for our purposes. Let $A : \mathcal{D}(A) \subseteq \mathcal{H} \rightarrow \mathcal{H}$ be a s.a. operator in a complex Hilbert space $\mathcal{H}$. Then, consider a symmetric and densely defined operator $S : \mathcal{D}(S) \subseteq \mathcal{D}(A) \rightarrow \mathcal{H}$ that is closed according to the graph norm of $A$ and s.t. $A|_{\mathcal{D}(S)} = S$. Following [19] and [20], we show how to characterize the whole set of s.a. extensions of $S$.

To this end, let $\mathcal{X}$ be an auxiliary complex Hilbert space and $\tau : \mathcal{D}(A) \rightarrow \mathcal{X}$ a linear operator. Endowing $\mathcal{D}(A)$ with the graph norm of $A$, we assume that $\tau$ is continuous, its range is dense and it fulfills $\ker(\tau) = \mathcal{D}(S)$.

Then, if $z \in \rho(A)$, we define $(\tau R_A(z))^* := G(z) \in \mathcal{B}(\mathcal{X}, \mathcal{H})$ and we consider a densely defined, linear operator $\Gamma(z) : D \subset \mathcal{X} \rightarrow \mathcal{X}$, satisfying

$$
\Gamma(z) - \Gamma(w) = (w-z)G(\bar{w})^*G(z) = (w-z)G(z)^*G(w), \quad \forall w, z \in \rho(A),
$$

$$
\Gamma(z)^* = \Gamma(\bar{z}),
$$

$$
\exists z \in \rho(A) : 0 \in \rho(\Gamma(z)).
$$

Notice that, by condition (i), the domain $D$ does not depend on $z \in \rho(A)$. Actually, the choice of $\tau$ and $\Gamma$ completely identify the s.a. extension of $S$, denoted by $A^*_T$. Indeed, one of the main results of [19] is that, for any $z \in \rho(A)$ s.t. $\Gamma(z)^{-1} \in \mathcal{B}(\mathcal{X})$, the operator

$$
R_T^*(z) := R_A(z) + G(z)\Gamma(z)^{-1}G^*(z)
$$

(A.2)

defines the resolvent of a s.a. operator $A^*_T$ that coincides with $A$ on $\ker(\tau)$. It is characterized by

$$
\mathcal{D}(A^*_T) := \{ \phi \in \mathcal{H} \mid \phi = \phi_z + G(z)\Gamma(z)^{-1}\tau\phi_z, \phi_z \in \mathcal{D}(A) \},
$$

$$
(A^*_T - z)\phi = (A - z)\phi_z.
$$

(A.3)

Clearly, $R_T^*(z) \in \mathcal{B}(\mathcal{H}, \mathcal{D}(A^*_T))$ and $A^*_T := R_T^*(z)^{-1} + z$ does not depend on $z$.

**Remark A.1.** It is easy to see that the decomposition of an element of $\mathcal{D}(A^*_T)$ is unique, because of the density of $\ker(\tau)$ in $\mathcal{D}(A)$. Indeed, given $\phi \in \mathcal{X}$ and $\psi \in \ker(\tau)$, one has

$$
0 = \langle \phi, \tau \psi \rangle \chi = \langle \phi, \tau R_A(z)(A - z)\psi \rangle \chi = \langle G(z)\phi, (A - z)\psi \rangle \mathcal{H} = \langle (A - z)G(z)\phi, \psi \rangle \mathcal{H}
$$

that means $(A - z)G(z)\phi \in \ker(\tau)^{\perp}$, i.e. $(A - z)G(z)\phi = 0$ for all $\phi \in \mathcal{X}$ and this implies $\text{ran}(G(z)) \cap \mathcal{D}(A) = \{0\}$.

In the following proposition we state a useful property of $G(z)$.

**Proposition A.1.** Let $z, w \in \rho(A)$ and $\psi_1, \psi_2 \in \mathcal{X}$. If $\text{ran}(\tau)$ is dense in $\mathcal{X}$, then

$$
G(z)\psi_1 - G(w)\psi_2 \in \mathcal{D}(A) \iff \psi_1 = \psi_2.
$$
Proof.\ \Leftarrow)\ \text{As a consequence of the first resolvent identity, one has}
\begin{align}
(z - w)\mathcal{G}(z)^*\mathcal{R}_A(z) &= \mathcal{G}(z)^* - \mathcal{G}(w)^*, \\
(z - w)\mathcal{R}_A(z)\mathcal{G}(w) &= \mathcal{G}(z) - \mathcal{G}(w)
\end{align}
(A.4a)
which proves that \(\text{ran}(\mathcal{G}(z) - \mathcal{G}(w)) \in \mathcal{D}(A)\).
\Rightarrow)\ \text{Using equation (A.4b), one can rewrite } \mathcal{G}(z), \text{ obtaining}
\mathcal{G}(z)\psi_1 - \mathcal{G}(w)\psi_2 = \mathcal{G}(w)(\psi_1 - \psi_2) + (z - w)\mathcal{R}_A(z)\mathcal{G}(w)\psi_1.
By hypothesis, the left hand side and the last term in the right hand side both belong to \(\mathcal{D}(A)\),
while \(\text{ran}(\mathcal{G}(w)) \cap \mathcal{D}(A) = \{0\}\). This means that \(\psi_1 - \psi_2 \in \ker(\mathcal{G}(w))\), namely \(\psi_1 = \psi_2\), since \(\ker(\mathcal{G}(z)) = \text{ran}(\tau)^+ = \{0\}\) as long as \(\tau\) has dense range.

We can also give an equivalent representation of the operator \(A^\tau_{\mathbb{F}}\) where a sort of boundary condition appears. More precisely, if we introduce the “charge” \(\xi := \Gamma(z)^{-1}\tau\phi_2 \in \mathcal{X}\), it is straightforward to see that
\begin{align}
\mathcal{D}(A^\tau_{\mathbb{F}}) &= \{ \phi \in \mathcal{H} \mid \phi = \phi_2 + \mathcal{G}(z)\xi, \quad \Gamma(z)\xi = \tau\phi_2, \quad \phi_2 \in \mathcal{D}(A), \quad \xi \in D \}, \\
A^\tau_{\mathbb{F}}\phi &= A\phi_2 + z\mathcal{G}(z)\xi.
\end{align}
We stress that the definition of \(\xi\) does not depend on \(z\).

Indeed, the uniqueness of the decomposition of an element in \(\mathcal{D}(A^\tau_{\mathbb{F}})\), discussed in remark A.1 implies that
\(\phi_2 - \phi_w = \mathcal{G}(w)\xi_w - \mathcal{G}(z)\xi_z\).
Since the left hand side is in \(\mathcal{D}(A)\), using proposition A.1, one has \(\xi_z = \xi_w\), namely
\(\Gamma(z)^{-1}\tau\phi_z = \Gamma(w)^{-1}\tau\phi_w\).

Let us establish the connection of the abstract setting with our problem. The Hilbert space \(\mathcal{H}\) is given by \(\mathcal{H}_{N+1}\), while the operator \(A\) plays the role of the free Hamiltonian \(\mathcal{H}_0\) and \(S\) corresponds to \(\mathcal{H}_0\). The auxiliary Hilbert space \(\mathcal{X}\) in our case is \(\mathcal{H}_N\). Define
\begin{equation}
\mathcal{X}_i := L^2(\mathbb{R}^3, dx_0) \otimes L^2_{\text{sym}}(\mathbb{R}^{3(N-1)}, dx_1 \cdots dx_{i-1} \cdots dx_N)
\end{equation}
(A.6)
and let \(T_i : \mathcal{D}(\mathcal{H}_0) \rightarrow \mathcal{X}_i\) be the trace operator \(f \mapsto \frac{i}{\mu} f|_{\pi_i}\). Observe that each \(\mathcal{X}_i\) is isomorphic to \(\mathcal{H}_N\). The continuous map \(\tau\) is represented by the operator \(T\), given by
\begin{equation}
T : \mathcal{D}(\mathcal{H}_0) \subset \mathcal{H}_{N+1} \rightarrow \mathcal{H}_N, \\
T : \psi \mapsto \sum_{i=1}^N T_i \psi = \frac{i}{\mu} \sum_{i=1}^N \psi|_{\pi_i}.
\end{equation}
(A.7)
The reason behind the constant \(\frac{i}{\mu}\) will be clarified in remark A.4. Notice that \(T\) is bounded since the trace operators \(T_i : f \mapsto f|_{\pi_i}\), are continuous between \(H^{3/2+\epsilon}(\mathbb{R}^{3(N+1)})\) and \(H^s(\mathbb{R}^{3N})\) for any \(s > 0\). Moreover, \(\text{ran}(T)\) is dense and \(\mathcal{D}(\mathcal{H}_0) = \ker(T)\).

Finally, the operator \(\mathcal{G}(z)\) is represented by \((\mathcal{T}_R\mathcal{H}_0(\mathbb{F}))(\cdot)^* =: G(z) \in B(\mathcal{H}_N, \mathcal{H}_{N+1})\).
Morally, our efforts are devoted to the construction of the invertible operator $\Gamma(z)$ that encodes the ultraviolet regularization and, together with $T$, fully characterizes the lower semi-bounded Hamiltonian $\mathcal{H}$.

### A.2. Properties of the potential.

In the following, we show that the operator $G(-\lambda)$ can be identified with the potential $G^\lambda$, for $\lambda > 0$, whose definition has been provided in (2.1) and then we discuss some of its properties. Denote by $\xi_i \in \mathcal{X}_i$ the “charge” associated to $\pi_i$ and let $G_i(z)$ be the potential generated by the $i$-th charge, i.e., $G_i(z)\xi = (T_i\mathcal{R}_0(z))^{*}\xi_i$. Since the particles interacting with the impurity are all indistinguishable with each other, all the charges must be equal, namely $\xi_i = C_i\xi$, denoting with $C_i$ the isomorphism sending $\xi \in \mathcal{H}_N$ to $\mathcal{X}_i$. In other words, given $\xi \in \mathcal{H}_N$ we have that

$$ G(z)\xi = (T\mathcal{R}_0(z))^{*}\xi = \sum_{i=1}^{N} G_i(z)C_i\xi. \quad (A.8) $$

Next, we set $G_i(-z) =: G_i^*: \mathcal{X}_i \rightarrow \mathcal{H}_{N+1}$ and we claim that the continuous operator $G(-\lambda)$ coincides with the definition of the potential $G^\lambda$ given by (2.1) for any $\lambda > 0$. Let us prove this assertion. For any $\xi \in \mathcal{H}_N$, $\psi \in \mathcal{H}_{N+1}$, by definition,

$$ \langle G(-\lambda)\xi, \psi \rangle_{\mathcal{H}_{N+1}} = \langle \xi, T\mathcal{R}_0(-\lambda)\psi \rangle_{\mathcal{H}_N} = \langle \xi, T\mathcal{R}_0(-\lambda)\psi \rangle_{\mathcal{H}_N}. $$

From (A.7), for any $\phi \in H^2(\mathbb{R}^{3(N+1)})$, one obtains

$$ \hat{T}_i\phi(P, k_1, \ldots, \bar{k}_i, \ldots, k_N) = \frac{1}{\mu} \sqrt{\frac{2}{\pi}} \int_{\mathbb{R}^3} dQ \hat{\phi}(Q, k_1, \ldots, k_{i-1}, P - Q, k_{i+1}, \ldots, k_N). \quad (A.9) $$

Therefore, in our case,

$$ \langle \hat{\xi}, T\mathcal{R}_0(-\lambda)\psi \rangle_{\mathcal{H}_N} = \frac{1}{\mu} \sqrt{\frac{2}{\pi}} \sum_{i=1}^{N} \int_{\mathbb{R}^{3N}} dP dk_i \cdots d\bar{k}_i \cdots dk_N \langle \xi(P, k_1, \ldots, \bar{k}_i, \ldots, k_N) \times \int_{\mathbb{R}^3} dQ \hat{\psi}(Q, k_1, \ldots, k_{i-1}, P - Q, k_{i+1}, \ldots, k_N) \rangle_{\mathcal{H}_N}. $$

Finally, adopting the substitution $P \mapsto Q + k_i$,

$$ \langle T\mathcal{R}_0(-\lambda)\psi, \hat{\xi} \rangle_{\mathcal{H}_N} = \frac{1}{\mu} \sqrt{\frac{2}{\pi}} \int_{\mathbb{R}^{3(N+1)}} dQ dk_1 \cdots dk_N \hat{\psi}(Q, k_1, \ldots, k_N) \times \sum_{i=1}^{N} \langle \hat{\xi}(Q + k_i, k_1, \ldots, \bar{k}_i, \ldots, k_N) \rangle_{\mathcal{H}_N}, $$

from which the following expression for $G(-\lambda)$ in the space of momenta comes out:

$$ \langle \hat{G(-\lambda)\xi}, \psi \rangle_{\mathcal{H}_N} = \frac{1}{\mu} \sqrt{\frac{2}{\pi}} \sum_{i=1}^{N} \hat{\xi}(P + k_i, k_1, \ldots, \bar{k}_i, \ldots, k_N) \times \int_{\mathbb{R}^3} dQ \frac{\hat{\psi}(Q, k_1, \ldots, k_N)}{1/MQ^2 + |P - Q|^2 + \sum_{j=1}^{N} k_j^2 + \lambda}. $$

Notice that definition (2.1) is recovered.

**Remark A.2.** We stress that, since $G^\lambda$ has been shown to be equal to $G(-\lambda)$, its properties are inherited, for instance, $\text{ran}(G^\lambda) \subset \mathcal{H}_{N+1}$ and $\ker(G^\lambda) = \{0\}$. 

Remark A.3. Recall, from remark [17] that $\text{ran}(G^3)$ does not share non-trivial elements with $H^2(\mathbb{R}^{3(N+1)})$. Moreover, from (A.10), one can verify that $\text{ran}(G^3) \cap H^1(\mathbb{R}^{3(N+1)}) = \{0\}$ as well. This fact is remarkable in defining the quadratic form $Q$ in (2.6).

Next, our goal is to extract the asymptotic behaviour of the potential in a neighborhood of the coincidence hyperplanes, in the position representation. We compute such asymptotic behavior for a regular charge $\xi \in \mathcal{S}(\mathbb{R}^{3N}) \cap \mathfrak{X}_j$. From (A.10), we get

\[
(G_j^3\xi)(\mathbf{x}_0, \mathbf{x}_1, \ldots, \mathbf{x}_N) = \frac{4\pi}{\mu} \int_{\mathbb{R}^{3(N+1)}} dq \, dk_1 \cdots dk_N \, e^{\frac{i q \cdot \mathbf{x}_0 + i \sum_{m=1}^{N} k_m \cdot \mathbf{x}_m}{(2\pi)^{\frac{3}{2}}(N+2)}} \frac{\xi(q + k_j, k_1, \ldots, k_j, \ldots, k_N)}{1/\mu q^2 + \sum_{m=1}^{N} k_m^2 + \lambda} \]

\[
= \frac{4\pi}{\mu} \int_{\mathbb{R}^{3N}} dp \, dk_1 \cdots dk_j \cdots dk_N \, e^{\frac{ip \cdot (\mathbf{x}_j + M \mathbf{x}_0)}{(2\pi)^{\frac{3}{2}}(N+2)}} \frac{\tilde{\xi}(p, k_1, \ldots, k_j, \ldots, k_N)}{(\lambda + 1)^{\frac{3}{2}}} \times \]

\[
\times \left\{ \begin{array}{l}
p = q + k_j, \\
\kappa = \frac{i}{\sqrt{\lambda}} q - \sqrt{\lambda} k_j
\end{array} \right\} \frac{1}{(\lambda + 1)^{\frac{3}{2}}} \frac{\kappa}{M+1} \frac{2}{M+1} \frac{\sum_{m \neq j} k_m^2 + \lambda}{M+1} + \mathcal{O}(\lambda),
\]

where a change of variables of Jacobian $\left(\frac{\sqrt{M}}{M+1}\right)^3$ has occurred in the last step, where

\[
\left\{ \begin{array}{l}
p = q + k_j, \\
\kappa = \frac{i}{\sqrt{\lambda}} q - \sqrt{\lambda} k_j
\end{array} \right\} \Leftrightarrow \left\{ \begin{array}{l}
q = \frac{M}{M+1} \left(p + \frac{1}{\sqrt{\lambda}} \kappa\right), \\
k_j = \frac{1}{M+1} \left(p - \sqrt{\lambda} \kappa\right).
\end{array} \right\}
\]

The last integral in $d\kappa$ is well known, since, given $a > 0$, one has

\[
\int_{\mathbb{R}^{3}} \frac{e^{i\mathbf{k} \cdot \mathbf{x}}}{k^2 + a^2} = \frac{2\pi^2}{|\mathbf{x}|} e^{-a|\mathbf{x}|}, \quad \forall \mathbf{x} \neq 0.
\]

Hence,

\[
(G_j^3\xi)(\mathbf{x}_0, \mathbf{x}_1, \ldots, \mathbf{x}_N) = \int_{\mathbb{R}^{3(N-1)}} dk_1 \cdots dk_j \cdots dk_N \, e^{\frac{i \sum_{m \neq j} k_m \cdot \mathbf{x}_m}{(2\pi)^{\frac{3}{2}}(N-1)}} \int_{\mathbb{R}^{3}} \frac{ep \cdot (\mathbf{x}_j + M \mathbf{x}_0)}{(2\pi)^{\frac{3}{2}}} \times
\]

\[
\times \tilde{\xi}(p, k_1, \ldots, k_j, \ldots, k_N) \frac{1}{|\mathbf{x}_0 - \mathbf{x}_j|} e^{-\sqrt{\lambda} |\mathbf{x}_0 - \mathbf{x}_j| \sqrt{\frac{p^2}{M+1} + \sum_{m \neq j} k_m^2 + \lambda}}.
\]

From the last equation, notice that the term $G_j^3\tilde{\xi}$ is regular in $\mathbb{R}^{3(N+1)} \setminus \pi_j$. Furthermore, since we are working with $\tilde{\xi} \in \mathcal{S}(\mathbb{R}^{3N})$, with a Taylor expansion of the exponential, we can easily expand in terms of powers of $|\mathbf{x}_j - \mathbf{x}_0|$:}

\[
(G_j^3\xi)(\mathbf{x}_0, \mathbf{x}_1, \ldots, \mathbf{x}_N) = \frac{\xi\left(\mathbf{x}_j + M \mathbf{x}_0, \mathbf{x}_1, \ldots, \mathbf{x}_j, \ldots, \mathbf{x}_N\right)}{|\mathbf{x}_0 - \mathbf{x}_j|} +
\]

\[
- \sqrt{\mu} \int_{\mathbb{R}^{3(N-1)}} dk_1 \cdots dk_j \cdots dk_N \, e^{\frac{i \sum_{m \neq j} k_m \cdot \mathbf{x}_m}{(2\pi)^{\frac{3}{2}}(N-1)}} \int_{\mathbb{R}^{3}} \frac{ep \cdot (\mathbf{x}_j + M \mathbf{x}_0)}{(2\pi)^{\frac{3}{2}}} \times
\]

\[
\times \sqrt{\frac{p^2}{M+1} + \sum_{m \neq j} k_m^2 + \lambda} \tilde{\xi}(p, k_1, \ldots, k_j, \ldots, k_N) +
\]

\[
+ \mathcal{O}(|\mathbf{x}_0 - \mathbf{x}_j|).
\]
Therefore, one obtains an explicit behavior of the potential near $\pi_j$

$$\left( G^j_\lambda \right)(x_0, x_1, \ldots, x_N) = \frac{\xi\left(\frac{x_j + M\xi_0}{M+1}, x_1, \ldots, x_j, \ldots, x_N\right)}{|x_0 - x_j|} - \Gamma^j_\lambda \xi + o(1), \quad (A.14)$$

where

$$\left( \Gamma^j_\text{diag} \right)(x_0, x_1, \ldots, x_N) = \sqrt{\mu} \int_{\mathbb{R}^3} dp dk_1 \cdots dk_j \cdots dk_N \frac{e^{i(p \cdot x_0 + i \sum_{m \neq j} k_m \cdot x_m)}}{(2\pi)^{\frac{3}{2} N}} \times \sqrt{\frac{\rho^2}{M+1} + \sum_{m \neq j} k_m^2 + \lambda} \hat{\xi}(p, k_1, \ldots, k_j, \ldots, k_N). \quad (A.15)$$

A similar asymptotic expansion holds for $G^\lambda$ in a neighborhood of $\pi_j$

$$\left( G^\lambda \right)(x_0, x_1, \ldots, x_N) = \frac{\xi\left(\frac{x_j + M\xi_0}{M+1}, x_1, \ldots, x_j, \ldots, x_N\right)}{|x_0 - x_j|} - \left( \Gamma^j_\text{diag} + \Gamma^j_\text{off} \right) \xi + o(1), \quad (A.16)$$

with $\Gamma^j_\text{off}$ representing the contribution of all other potentials $\{ G^\lambda_i \}_{i \neq j}$ evaluated on $\pi_j$, i.e.

$$\left( \Gamma^j_\text{off} \right)(x_0, x_1, \ldots, x_j, \ldots, x_N) = -\frac{1}{2\pi^2 \mu} \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dk_1 \cdots dk_j \cdots dk_N \frac{e^{i(p + k_j) \cdot x_0 + i \sum_{\ell \neq j} k_\ell \cdot x_\ell}}{(2\pi)^{\frac{3}{2} N}} \times \sqrt{\frac{\rho^2}{M+1} + \sum_{\ell = 1}^{N} k_\ell^2 + \lambda} \hat{\xi}(p + k_m, k_1, \ldots, k_m, \ldots, k_N). \quad (A.17)$$

**Remark A.4.** Notice that, in light of (A.16), we have obtained precisely the same singular behavior around $\pi_j$ for both $G^\lambda \xi$ and $\psi \in \mathcal{H}_{N+1} \cap H^2(\mathbb{R}^{3(N+1)} \setminus \pi)$ satisfying (1.11). Therefore, this suggests to write the vector $\psi$ satisfying the boundary condition (1.11) as a sum of two terms, namely

$$\psi = G^\lambda \xi + w^\lambda, \quad (A.18)$$

where, taking into account definition (1.12), $w^\lambda \in \mathcal{H}_{N+1} \cap H^2(\mathbb{R}^{3(N+1)})$ fulfills

$$w^\lambda|_{\pi_j} = \left( \Gamma^j_\text{diag} + \Gamma^j_\text{off} + \Gamma^j_\text{reg} \right) \xi, \quad \forall j \in \{1, \ldots, N\}. \quad (A.19)$$

Now, let us define the operator $\Gamma^j_\lambda: \mathcal{D}(\Gamma^j_\lambda) \rightarrow \mathcal{H}_N$, given by

$$\Gamma^j_\lambda \xi = \sum_{j=1}^{N} T_j \left[ \xi\left(\frac{x_j + M\xi_0}{M+1}, x_1, \ldots, x_j, \ldots, x_N\right) - \left| x_j - x_0 \right| \right] G^\lambda \xi(x_0, x_1, \ldots, x_N) + \frac{4\pi}{\mu} \sum_{j=1}^{N} \Gamma^j_\text{reg} \xi \quad (A.20)$$

Therefore, according to (A.16), one has

$$\Gamma^j_\lambda \xi = \frac{4\pi}{\mu} \sum_{j=1}^{N} \left( \Gamma^j_\text{diag} + \Gamma^j_\text{off} + \Gamma^j_\text{reg} \right) \xi. \quad (A.21)$$

By proposition (A.1), $G^{\lambda_1} - G^{\lambda_2} \in \mathcal{D}(\mathcal{H}_0)$ for all $\lambda_1, \lambda_2 > 0$, hence

$$\Gamma_{\lambda_1} - \Gamma_{\lambda_2} = T(G^{\lambda_2} - G^{\lambda_1}). \quad (A.22)$$
Recalling the definition $G(z)^* = T R_{\mathcal{H}_0}(\bar{z})$ valid for all $z \in \rho(\mathcal{H}_0)$, one can use the first resolvent identity to obtain for all $w \in \rho(\mathcal{H}_0)$

\begin{align}
G(\bar{z})^* - G(w)^* &= (z - w)G(w)^* R_{\mathcal{H}_0}(z) = (z - w)G(\bar{z})^* R_{\mathcal{H}_0}(w), \\
G(z)^* - G(w)^* &= (z - w)R_{\mathcal{H}_0}(z)G(w) = (z - w)R_{\mathcal{H}_0}(w)G(z)
\end{align}

(A.23a, b)

from which

$$T[G(z) - G(w)] = (z - w)G(\bar{z})^* G(w) = (z - w)G(w)^* G(z).$$

(A.24)

This means that we can extend the definition of $\Gamma_\lambda := \Gamma(-\lambda)$ to all $-\rho(\mathcal{H}_0)$, provided that

$$\Gamma(z) := \Gamma_\lambda - (\lambda + z)G(\bar{z})^* G^\lambda = \Gamma_\lambda - (\lambda + z)G^\lambda G(z).$$

(A.25)

Notice that (A.25) corresponds to condition (ii) of section A.1, since for all $z, w \in \rho(\mathcal{H}_0)$

$$\Gamma(z) - \Gamma(w) = \Gamma_\lambda - (\lambda + z)G(\bar{z})^* G^\lambda - \Gamma_\lambda + (\lambda + w)G^\lambda G(w)$$

$$= - (\lambda + z)G(\bar{z})^* [G(w) - (\lambda + \rho)R_{\mathcal{H}_0}(-\lambda)G(w)] +$$

$$+ (\lambda + w)[G(\bar{z})^* - (\lambda + z)G(\bar{z})^* R_{\mathcal{H}_0}(-\lambda)] G(w)$$

$$= (w - z)G(\bar{z})^* G(w).$$

In section 7 we have characterized the operator $\Gamma(z)$.

### A.3. Heuristic derivation of the quadratic form.

Here we provide a heuristic discussion meant to justify the definition of the quadratic form $Q$ given in (2.6). Our aim is to construct the energy form $\langle \psi, \mathcal{H} \psi \rangle$ associated to the formal Hamiltonian $\mathcal{H}$ discussed in the introduction for a given vector $\psi \in \mathcal{H}_{N+1} \cap H^2(\mathbb{R}^{3(N+1)} \setminus \pi)$ that fulfills the boundary condition (1.11). Recalling that the Hamiltonian acts as $\mathcal{H}_0$ outside $\pi$, given $\epsilon > 0$, let $D_\epsilon := \{ \{x_0, x_1, \ldots, x_N\} \in \mathbb{R}^{3(N+1)} \; | \; \min_{1 \leq i \leq N} |x_i - x_0| > \epsilon \}$. Then

$$\langle \psi, \mathcal{H} \psi \rangle = \lim_{\epsilon \to 0} \int_{D_\epsilon} d x_0 d x_1 \cdots d x_N \psi(x_0, x_1, \ldots, x_N)(\mathcal{H}_0 \psi)(x_0, x_1, \ldots, x_N).$$

(A.26)

Introducing the decomposition of remark A.4 $\psi = w^\lambda + G^\lambda \xi$, equation (A.26) reads

$$\langle \psi, \mathcal{H} \psi \rangle = \langle w^\lambda, (\mathcal{H}_0 + \lambda) w^\lambda \rangle - \lambda \| \psi \|^2 + \langle G^\lambda \xi, (\mathcal{H}_0 + \lambda) w^\lambda \rangle,$$

(A.27)

since $\mathcal{D}(\mathcal{H}_0) \cap \text{ran}(G^\lambda) = \{0\}$. The last term can be simplified using (A.8)

$$\langle \psi, \mathcal{H} \psi \rangle = \langle w^\lambda, (\mathcal{H}_0 + \lambda) w^\lambda \rangle - \lambda \| \psi \|^2 + \langle \xi, T w^\lambda \rangle_{\mathcal{F}_N}$$

$$= \mathcal{F}_\lambda[w^\lambda] - \lambda \| \psi \|^2 + \frac{4\pi}{n} \langle \xi, \sum_{i=1}^{N} w^\lambda |\pi_i\rangle_{\mathcal{F}_N}.$$

In the last step, the first contribution has been rewritten using definition (2.7), while replacing $w^\lambda |\pi_i\rangle$ via (A.19) in the last expression, one gets

$$\langle \psi, \mathcal{H} \psi \rangle = \mathcal{F}[w^\lambda] - \lambda \| \psi \|^2 + \frac{4\pi}{n} \langle \xi, \sum_{i=1}^{N} (\Gamma_{\text{diag}}^{i,\lambda} + \Gamma_{\text{off}}^{i,\lambda} + \Gamma_{\text{reg}}^{i}) \rangle_{\mathcal{F}_N}.$$

(A.28)
Exploiting the symmetry, one obtains

\[
\langle \psi, \hat{H} \psi \rangle = \mathcal{F}[w^\lambda] - \lambda \| \psi \|^2 + \frac{4\pi N}{\mu} \langle \xi, N, \lambda + \Gamma_{\text{diag}} + \Gamma_{\text{off}} \rangle \xi \rangle_{\mathcal{H}^N}.
\]

(A.29)

Now, we want to show that the last term is equal to \( \Phi^\lambda[\xi] \), given by (2.23). To this end, we consider separately each component of the inner product in (A.29). Firstly, according to (A.15), we change the order of integration, obtaining

\[
\frac{4\pi N}{\mu} \langle \xi, \Gamma_{\text{diag}} \rangle \xi \rangle_{\mathcal{H}^N} = \frac{4\pi N}{\sqrt{\mu}} \int_{\mathbb{R}^{3N}} dp d\mathbf{k_1} \cdots d\mathbf{k}_{N-1} \sqrt{\frac{p^2}{M+1} + \sum_{m=1}^{N-1} k_m^2 + \lambda} \left| \xi(p, k_1, \ldots, k_{N-1}) \right|^2
\]

= \Phi^\lambda_{\text{diag}}[\xi].

Indeed, notice that definition (2.4a) is recovered. Similarly, taking into account (A.17),

\[
\frac{4\pi N}{\mu} \langle \xi, \Gamma_{\text{off}} \rangle \xi \rangle_{\mathcal{H}^N} = -\frac{2N}{\mu} \int_{\mathbb{R}^{3(N+1)}} dp d\mathbf{k}_1 \cdots d\mathbf{k}_N \sum_{m=2}^{N} \left| \frac{\mathbf{k}_m}{\mathbf{p}} + \sum_{\ell=1}^{N-1} k_{\ell}^2 + \lambda \right|
\]

Exchanging the role of \( k_1 \) and \( k_N \), since \( \xi \in \mathcal{H}_N \), one gets

\[
\frac{4\pi N}{\mu} \langle \xi, \Gamma_{\text{off}} \rangle \xi \rangle_{\mathcal{H}^N} = -\frac{2N}{\mu} \sum_{m=2}^{N} \int_{\mathbb{R}^{3(N+1)}} dp d\mathbf{k}_1 \cdots d\mathbf{k}_N \left| \frac{\mathbf{k}_m}{\mathbf{p}} + \sum_{\ell=1}^{N-1} k_{\ell}^2 + \lambda \right|
\]

In the last integral, we can change the variables setting \( \kappa_{\sigma_m(i)} = \mathbf{k}_i \), for all \( i \in \{1, \ldots, N\} \), where the permutation of \( N \) elements \( \sigma_m \) is given by

\[
\sigma_m := \begin{pmatrix} 1 & 2 & 3 & \ldots & m-1 & m & m+1 & \ldots & N \\ 1 & 3 & 4 & \ldots & m & 2 & m+1 & \ldots & N \end{pmatrix}, \quad \text{for } m > 2,
\]

(A.30)

while, \( \sigma_2 \) is the identity permutation. Applying this change of variables, one obtains

\[
\frac{4\pi N}{\mu} \langle \xi, \Gamma_{\text{off}} \rangle \xi \rangle_{\mathcal{H}^N} = -\frac{2N}{\mu} \sum_{m=2}^{N} \int_{\mathbb{R}^{3(N+1)}} dq d\mathbf{k}_1 \cdots d\mathbf{k}_N \left| \frac{q + \kappa_{1, \kappa_{\sigma_m(2)}, \ldots, \kappa_{\sigma_m(N)}}}{\mathbf{p}} \right|
\]

Notice that the symmetry properties of \( \xi \in \mathcal{H}^N \) make the integrand actually independent of \( m \). Therefore, the expression in definition (2.4b) is achieved:

\[
\frac{4\pi N}{\mu} \langle \xi, \Gamma_{\text{off}} \rangle \xi \rangle_{\mathcal{H}^N} = -\frac{2N(N-1)}{\mu} \int_{\mathbb{R}^{3(N+1)}} dp d\mathbf{k}_1 \cdots d\mathbf{k}_N \left| \frac{\mathbf{p} + \kappa_{1, \kappa_{2}, \ldots, \kappa_{N}}}{\mathbf{p}} \right|
\]

= \Phi^\lambda_{\text{off}}[\xi].
Finally, from (1.12) and (1.9),

\[ \frac{4\pi N}{\mu} \left\langle \xi, \Gamma_{\text{reg}}^{N} \xi \right\rangle_{H_N} = \frac{4\pi N}{\mu} \int_{\mathbb{R}^{3N}} dx_0 dx_1 \cdots dx_{N-1} \left[ \alpha + \gamma \sum_{m=1}^{N-1} \frac{\theta(|x_m - x_0|)}{|x_m - x_0|} \right] |\xi(x_0, x_1, \ldots, x_{N-1})|^2 \]

\[ = \frac{4\pi N}{\mu} \int_{\mathbb{R}^{3N}} dx_0 dx_1 \cdots dx_{N-1} \left[ \alpha + (N-1) \gamma \frac{\theta(|x_1 - x_0|) - 1}{|x_1 - x_0|} \right] |\xi(x_0, x_1, \ldots, x_{N-1})|^2 + \frac{4\pi N(N-1)}{\mu} \int_{\mathbb{R}^{3N}} dx_0 dx_1 \cdots dx_{N-1} \frac{|\xi(x_0, x_1, \ldots, x_{N-1})|^2}{|x_1 - x_0|} \]

\[ = \Phi_0[\xi] + \Phi_{\text{reg}}[\xi]. \]

Summing up, we have shown that, for a sufficiently regular charge \( \xi \in \mathcal{H}_N \), equation (A.29) reduces to the action of \( Q \) defined in (2.6), since by definition (2.3) \( \Phi^\lambda = \Phi_0 + \Phi_{\text{diag}} + \Phi_{\text{off}} + \Phi_{\text{reg}} \).
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