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Abstract

In this work, we address the problem of spatio-temporal action detection in temporally untrimmed videos. It is an important and challenging task as finding accurate human actions in both temporal and spatial space is important for analyzing large-scale video data. To tackle this problem, we propose a cascade proposal and location anticipation (CPLA) model for frame-level action detection. There are several salient points of our model: (1) a cascade region proposal network (casRPN) is adopted for action proposal generation and shows better localization accuracy compared with single region proposal network (RPN); (2) action spatio-temporal consistencies are exploited via a location anticipation network (LAN) and thus frame-level action detection is not conducted independently. Frame-level detections are then linked by solving an linking score maximization problem, and temporally trimmed into spatio-temporal action tubes. We demonstrate the effectiveness of our model on the challenging UCF101 and LIRIS-HARL datasets, both achieving state-of-the-art performance.

1 Introduction

We aim to address the problem of action detection with spatio-temporal localization: given an untrimmed video, the goal is to detect and classify every action occurrence in both spatial and temporal extent. Advances in convolutional neural network (CNN) have triggered improvements in video action recognition [7, 11, 22]. Compared with action recognition, spatio-temporal action detection is more challenging due to arbitrary action volume shape and large spatio-temporal search space.

There has been previous work in spatio-temporal action detection. Recent deep learning based approaches [10, 18, 27, 32] first detect actions independently on the frame-level which are then either linked or tracked to form a final spatio-temporal action detection result. These methods use both appearance and motion features but process them separately and then fuse the detection scores. However, an action occurrence extends over a period and there should be consistency within the movement of the action regions at different temporal points. For example in the action "diving", the swinging up of arms often indicates a lunge and jump in around a second and head-down diving in another second. Thus the location of the action...
We propose to use Cascade Proposal and Location Anticipation (CPLA) for Action Detection in videos. Specifically, our approach consists of spatial detection and temporal linking. The frame-level spatial detection model is composed of three parts: cascade RPN (cas-RPN) as action proposal generator, a network similar to fast R-CNN as the detection network and a location anticipation network (LAN). LAN is designed for inferring the movement trend of action occurrences between two frames, \(t - K\) and \(t\) where \(t > K\), \(K\) is the anticipation gap. LAN takes detected bounding boxes from detection network output on frame \(t - K\) and then infers the corresponding boxes on frame \(t\). The anticipated bounding boxes serve as additional proposals for the detection network on frame \(t\). To exploit both appearance and motion cues, two-stream networks are implemented for all casRPN, detection network and LAN.

We implement the casRPN as a two stage cascade of RPNs, based on our observation that original RPN suffers from low recall at high intersection-over-union (IoU). The cas-RPN takes images (RGB images or optical flow images) as inputs and outputs spatial action proposals. Detection network takes proposals as input and further classifies and regresses to detection results. Spatial action detection results are temporally linked and trimmed to produce a spatio-temporal action tube, similar to [18, 27].

The proposed approach is assessed on UCF101 [25] 24 classes (UCF101-24) and LIRIS-HARL [33] datasets for proposal performance and spatio-temporal action detection performance. casRPN outperforms other proposal methods [19, 29, 35] by a large margin on both datasets, especially in the high IoU range. For action detection performance, CPLA achieves state-of-the-art performance on both datasets. For example, an mAP of 73.54% is achieved at standard spatio-temporal IoU of 0.2 on UCF101-24, an improvement of 0.68% from 72.86%, the current state-of-the-art method [33].

In summary, our contributions are three-fold:

1. We propose a location anticipation network (LAN) for action detection in videos that exploits the spatio-temporal consistency of action locations.
2. We propose a cascade of region proposal network (casRPN) for action proposal generation which achieves better localization accuracy.
3. We comprehensively evaluate different variants of CPLA on UCF101-24 and LIRIS-HARL datasets and CPLA achieves state-of-the-art performance.
2 Related work

Inspired by the advances in image classification and object detection on images, the deep learning architectures have been increasingly applied to action recognition, temporal action detection, spatial action detection and spatio-temporal action detection in videos.

**R-CNN for Object detection.** R-CNN [9] has achieved a significant success in object detection in static images. This approach first extracts proposals from images with selective search [29] algorithm and then feeds the rescaled proposals into a standard CNN network for feature extraction. A support vector machine (SVM) is then trained on these features and classifies each proposal into one of object categories or background. There are a sequence of works improving R-CNN [9]. SPP-net [12] implements a spatial pyramid pooling strategy to remove the limitation of fixed input size. Fast R-CNN [8] accelerates R-CNN by introducing a ROI pooling layer and improve the accuracy by implementing bounding box classification and regression simultaneously. Faster R-CNN [19] further improves the speed and performance by replacing proposal generation algorithm with a region proposal network (RPN).

**Action spatial detection and temporal detection.** There have been considerable works on spatial action detection in trimmed videos and temporal detection in untrimmed videos. On spatial action detection, Lu et al. [15] propose to use both motion saliency and human saliency to extract supervoxels and apply a hierarchical Markov Random Field (MRF) model for merging them into a segmentation result. Soomro et al. [26] further improve the performance by incorporating spatio-temporal contextual information into the displacements between supervoxels. Wang et al. [31] first apply a two-stream fully convolutional network to generate an action score map (called “actionness map”). Then action proposals and detections are extracted from the actionness map.

For action temporal detection, sliding window based approaches have been extensively explored [6, 28, 30]. Bargi et al. [2] apply an online HDP-HMM model for jointly segmenting and classifying actions, with new action classes to be discovered as they occur. Ma et al. [16] address the problem by applying a LSTM network to generate detection windows based on frame-wise prediction score. Singh et al. [24] extends two-stream networks to multi-stream LSTM networks. S-CNN [21] propose a two-stage action detection framework: first generate temporal action proposals and then score each proposal with a trained detection network.

**Spatio-temporal action detection.** Although there have been a lot of efforts on both spatial action detection and temporal action detection, only a handful of efforts have been devoted to the joint problem of localizing and classifying action occurrences in temporally untrimmed videos. Tian et al. [28] extend 2D deformable part model [4] to action detection in videos. Jain et al. [13] use super-voxels to find the action boundaries. More recent works leverage the power of deep learning networks. Gkioxari and Malik [10] extract proposals on RGB with selective search algorithm, and then apply R-CNN network on both RGB and optical flow data for action detection per frame. The frame-level detections are linked via Viterbi algorithm. Wainzaepfel et al. [32] replace selective search with a better proposal generator, i.e. EdgeBoxes [35] and conduct tracking on some selected frame-level action detections. Mettes et al. [17] propose to use sparse points as supervision to generate proposals. The two most recent works [18, 27] extend faster R-CNN in static images and train appearance and motion networks for frame-level action detection independently. The detections of two-stream networks are late fused and linked via Viterbi algorithm [5]. A temporal trimming is then applied to generate spatio-temporal action tubes.
Figure 2: Overview of cascade proposal and location anticipation (CPLA) model for action detection. Inputs are RGB and optical flow images, processed by casRPN and detection network. Location anticipation network (LAN) leverages the temporal consistency by inferring action region movement. The right most part represents detection linking and trimming. The horizontal and vertical lines represent different frames and detections on each frame. Three lines linking action detections across frames represent generated spatio-temporal action tubes.

3 Methodology

As shown in Figure 2, a proposal network (casRPN), detection network and LAN are combined to generate frame-level action detections. The outputs are then linked and temporally trimmed to generate action tubes. In this section, the model architecture and training procedures are discussed in detail.

3.1 Proposal Generation Network

We adopt a two-stage cascade of RPNs that we call casRPN. Similar to [19], each stage is built on top of the last convolutional layer of the VGG-16 network followed by two sibling output layers: classification (cls) and regression (reg). To generate region proposals, the original RPN slides over the feature map output by the last convolutional layer and takes reference bounding boxes (called "anchor boxes") as input, outputting the objectness score and bounding box regression coordinates. For the first stage of casRPN (RPN-a), we follow the anchor box generation process as in [19]. The proposals generated from RPN-a serve as the anchor boxes of the second RPN (RPN-b) for scoring and another round of regression. Final proposal results are reg-b and cls-b generated from RPN-b. More details of the architecture are shown in Figure 3 (a).

Training. The two stages of VGG-16 net are trained independently. A training protocol similar to [19] is followed: anchors with a high Intersection-over-Union (IoU) with the ground truth boxes (IoU > 0.7) are considered as positive samples, while those with low IoU (IoU < 0.3) as negative samples. Considering that in the action datasets (such as UCF101),
there are fewer occurrences in one frame compared to those in the object detection datasets (such as Pascal VOC 2007 [3]). To achieve network fast convergence, we ensure that in each mini-batch, the positive-negative sample ratio is between 0.8 and 1.2, and also that the mini-batch size is no larger than 128. The learning rate is set to be 0.0005. The Adam [14] optimizer is used.

### 3.2 Detection network

The detection network is built upon the last convolutional layer of VGG-16 network [23] followed by a fusion of two stream features, two fully connected (fc) layers and then two sibling layers as regression and classification. The detection network takes the images (RGB and optical flow images) and proposals as input and regresses the proposals to a new set of bounding boxes for each class. Each proposal leads to $C$ (number of classes) bounding boxes and corresponding classification scores. The network architecture is similar to that of fast R-CNN [8] except that the two-stream features are concatenated at conv5 level.

**Training.** For detection network training, a variation of training procedure in [19] is implemented. Shaoqing et al. [19] introduced a four-step ‘alternating training’ strategy: RPN and detection network (fast R-CNN) are trained independently in the first two steps while in the 3rd and 4th step, the two networks are fine-tuned with shared convolutional weights. In our method, the casRPN and detection network are trained independently following the first two steps as we found the detection accuracy decreases when using shared convolutional weights. During training, the number of proposal bounding boxes and learning rate are set to be 2000 and 0.001. Adam optimizer [14] is employed.

### 3.3 Location Anticipation Network

We use the location anticipation network (LAN) to predict the movement of action occurrences within an anticipation gap $K$ (frames). The input to LAN are RGB images and optical flow images and the action detection results on frame $t - K$. Regions of interest (ROIs) are extracted from input images and processed by each stream of LAN. The two stream features computed from RGB and optical flow images are then concatenated and the anticipated bounding boxes are generated from a regression layer applied on the fused features. The inferred action bounding boxes serve as additional proposals and fed into the detection network on frame $t$. The LAN is built upon the last convolutional layer of fast R-CNN [8] network.
followed by the fusion of two stream features and \(fc\) regression layers. The architecture of LAN is illustrated in Figure 3 (b).

**Two stream fusion.** As the inputs to motion stream of the network are optical flow images, they already contain action movement information; we propose to leverage the coupling of appearance and motion cues to provide more prediction information by concatenating two-stream conv5 features before \(fc\) layers in LAN.

**Training.** For LAN, the input contains the detection results on frame \(t - K\) (\(t > K\)) and the target is the ground truth bounding boxes of frame \(t\). Similar to the training protocol for casRPN 3.1, bounding boxes in frame \(t\) having high IoU (IoU > 0.7) with frame \(t\) ground truth boxes are considered positive samples while low IoU (IoU < 0.3) are taken to be negative samples. The loss function for an image is defined as:

\[
L(t_i) = \frac{1}{N_{reg}} \sum_{i} p_{i}^* L_{reg}(t_i, t_i^*)
\]

where, \(i\) is the index of a detection bounding box, \(t_i\) is a vector representing the parameterized bounding box coordinates, \(t_i^*\) is the associated ground truth bounding box, \(N_{reg}\) is the number of detection bounding boxes, the ground truth label term \(p_{i}^*\) is 1 if the detection box is positive and 0 if it is negative. The ground truth label \(L_{reg}(t_i, t_i^*)\) is a smooth \(L_1\) loss function as in [20]. The mini-batch size and learning rate are set to be 300 and 0.001 separately and Adam optimizer [14] is deployed for minimizing the loss function above.

### 3.4 Detection linking and temporal trimming.

We employ detection linking using the Viterbi algorithm [5] and apply maximum subarray algorithm for temporal trimming as in [18].

**Detection linking.** The linking score function \(S_c(d_t, d_{t+1})\) of linking action detections of class \(c\) in two consecutive frames is defined as below

\[
S_c(d_t, d_{t+1}) = (1 - \beta) * (s_c(d_t) + s_c(d_{t+1})) + \beta * \Psi(d_t, d_{t+1})
\]

in which, \(s_c(d_i)\) is the class score of detection box at frame \(i\), \(\Psi(d_t, d_{t+1})\) is the IoU between two detection boxes, \(\beta\) is a scalar weighting the relative importance of detection score and overlaps. The linking score is high for those links in which detection boxes score high for the action class \(c\) and also overlap highly in consecutive frames. We find paths with maximum linking scores via Viterbi algorithm [5]. \(\beta\) is empirically set to be 0.7.

**Temporal trimming.** In realistic videos, there is no guarantee that human actions occupy the whole span thus temporal trimming is necessary for spatio-temporal action localization. Inspired by [1], we employ an optimal subarray algorithm similar to [18]. Given a video track \(\Gamma\), we aim to find a subset starting from frame \(s\) to frame \(e\) within \(\Gamma\). The optimal subset \(\Gamma_{[s,e]}\) maximizes the objective:

\[
\frac{1}{(e - s)} \sum_{s}^{e} S_c(d_t, d_{t+1}) - \frac{(e - s) - L_c}{L_c}
\]

In this objective function, \(s\) and \(e\) are the indexes of starting and ending frame of the track subset. \(S_c(d_t, d_{t+1})\) is the linking score as in 2. \(L_c\) is the average length (in frames) of action category \(c\) in training data. The objective function aims to maximize the average linking scores between two frames in a track and to minimize the drift of generated track length from the average track length.
We first introduce the datasets and evaluation metrics used in our experiments and then present a comprehensive evaluation of our methods.

4.1 Datasets and metrics.

Datasets. Two widely used datasets are selected for evaluating the performance of our action proposals and spatio-temporal action detection: (1) UCF101 [25] 24 classes (UCF101-24) and (2) LIRIS-HARL [33].

(1) UCF101-24 is a subset of larger UCF101 action classification dataset. This subset contains 24 action classes and 3207 temporally-untrimmed videos, for which spatio-temporal ground truths are provided. As in [18, 27], we evaluate on the standard training and test split of this dataset. (2) LIRIS-HARL dataset contains temporally-untrimmed 167 videos of 10 action classes. Similar to the UCF101-24 dataset, spatio-temporal annotations are provided. This dataset is more challenging, as there are more action co-occurrences in one frame, more interacting actions with humans/objects, and cases where relevant human actions take place among other irrelevant human motion.

Evaluation metrics. The evaluation metrics in original papers [25, 33] are followed for separate dataset. Specifically, for assessing the quality of proposals, recall-vs-IoU curve is employed. When measuring the action detection performance on UCF101-24, mean Average Precision (mAP) at different spatio-temporal IoU threshold of \{0.05,0.1,0.2,0.3,0.4,0.5\} is reported, using the evaluation code of [27]. The official evaluation toolbox of LIRIS-HARL is used to measure the spatial precision and recall, along with temporal precision and recall, and finally integrating into a final score. Different metrics are reported: \(\text{Recall}_{10}\), \(\text{Precision}_{10}\), \(\text{F1-Score}_{10}\), etc. More details of evaluation metrics are available in the original paper. The mAP metric performance as in UCF101-24 is also presented for better comparison.

4.2 Experiments

Several experiments are conducted on UCF101-24 and LIRIS-HARL dataset for an comprehensive evaluation of CPLA approach: (1) casRPN is compared with other proposal methods for proposal quality assessment; (2) Two different anticipation strategies and non-anticipation model are compared. (3) Different anticipation gaps \(K\) are explored and discussed. (4) Two fusion methods are explored and compared. (5) The CPLA model is compared with state-of-the-art methods on UCF101-24 and LIRIS-HARL datasets in terms of spatio-temporal action detection performance.

Evaluation of casRPN performance. The quality of casRPN proposals are compared with several other proposal methods on UCF101-24 split1. These methods include Selective Search (SS) [29], EdgeBoxes(EB) [35], RPN trained on ImageNet, RPN trained on UCF101-24 split1 (both appearance and motion models, RPN-a, RPN-m) and casRPN trained on UCF101-24 split1 (casRPN-a, casRPN-m). For Selective Search and EdgeBoxes, the default settings are implemented (2000 and 1000 proposals are extracted separately from one image). While for RPN based methods, top 300 proposals are picked. The recall-vs-IoU curves are plotted for evaluating proposal quality. Figure 4 shows that even with a relatively smaller number of proposals, RPN based proposals consistently exhibit much better recall performance compared to the two non deep-learning methods. casRPN outperforms other
RPN methods by a large margin, especially at high IoU region, validating the effectiveness of two stage of regression in accurate localization.

Anticipation strategy study. We compare different anticipation strategies: (1) Original CPLA model. (2) The detection bounding boxes from frame $t-K$ are directly fed as proposals to detection network of frame $t$ (Non-motion CPLA). In this case, zero motion is assumed during the prediction gap $K$. (3) Detections on different frames are conducted independently and the proposals of each frame only come from the casRPN (Non-anticipation model). For all three different anticipation models, casRPN is employed as proposal generator and the performances are compared with mAP metric on the testing part of UCF101-24 split 1. As shown in Table 1, the models that exploit the spatio-temporal consistency of actions locations benefit from the additional information compared with independent frame-level detection. At the standard threshold of $\delta = 0.2$, CPLA achieves mAP of 73.54%. Comparing the two different anticipation strategies, we can see that a trained anticipation model (CPLA) outperforms the naive non-motion model (Non-motion CPLA) by 3.11% at $\delta = 0.2$ when $K = 8$. These comparisons indicate that anticipation model leveraging the consistency of action locations in temporal space helps boost the performance of spatio-temporal action detection. We also explored use of multiple frames within the anticipation gap and feeding their detection results as inputs to LAN. Uniformly sampling 2 frames from the anticipation gap shows 2.4% mAP performance drop on UCF101-24 at $\delta = 0.2$. This can be explained that doubling the input size, the number of parameters of $f_c$ layer also double and thus LAN may be overfitting.

Exploring different anticipation gaps. Different choices of the anticipation gaps $K$ are also explored: $K$ is set to be {2,8,16} respectively to see how it affects the mAP performance. As shown in Table 1. $K = 8$ shows the best result and outperforms the other anticipation gaps by at least 2.50% at $\delta = 0.2$. The performance decreases with too short ($K = 2$) or too long ($K = 16$) gaps. For too short anticipation gap, the network is predicting the movement between a very short duration of 0.06s. No obvious motion happens in this short time and thus it shows similar performance to zero motion model. With too long an anticipation gap, the performance drops. It can be explained by the observation that temporal cues are too noisy when looking at a relatively long time before the action occurs.

Modeling of spatio-temporal cues. The optical flow images contain movement trend and can be leveraged for prediction along with the appearance information. We compare two
Table 1: Action detection performances under different anticipation strategies

| Spatio-temporal overlap threshold (δ) | 0.05 | 0.1 | 0.2 | 0.3 |
|--------------------------------------|------|-----|-----|-----|
| Non-anticipation model               | 77.32| 76.71| 66.35| 56.73|
| Non-motion CPLA                       |      |     |     |     |
| K = 2                                | 77.45| 76.31| 67.23| 56.84|
| K = 8                                | 78.86| 77.01| 70.43| 59.24|
| K = 16                               | 76.53| 75.02| 66.65| 55.63|
| CPLA                                  |      |     |     |     |
| K = 2                                | 78.25| 76.28| 70.82| 59.38|
| K = 8                                | **79.03**| **77.34**| **73.54**| **60.76**|
| K = 16                               | 76.84| 75.83| 71.04| 58.92|

different methods of modeling the fusion of two-stream cues: (1) Boost appearance detection results with motion detection scores as in [27], i.e. model the two-stream coupling on the bounding box level (CPLA-bbox); (2) Couple the appearance and motion information at the feature level, i.e. concatenate two-stream conv5 features (CPLA-conv5). As shown in Table 2, with explicitly modeled two-stream feature coupling, CPLA-conv5 outperforms CPLA-bbox consistently, which only uses the fusion to assist appearance detection.

Table 2: Two variants of CPLA using different modeling of two-stream cues

| δ     | 0.05 | 0.1  | 0.2  | 0.3  |
|-------|------|------|------|------|
| CPLA-bbox | 77.33| 74.72| 70.39| 58.87|
| CPLA-conv5 | **79.03**| **77.34**| **73.54**| **60.76**|

Analysis on detection linking hyperparameter. The hyperparameter β in Equation 2 affects the trade-off between detection score and spatial overlap (IoU) in the linking process. β is set to be 0.7 empirically. Higher β gives more weight on the relative importance of IoU and leads to more fragmented linking. Lower β leads to ID switches in the linking. Both result in lower mAP.

Comparison with state-of-the-art. The comparisons with state-of-the-art methods on UCF101-24 and LIRIS-HARL datasets are presented in Table 3 and Table 4 separately. On UCF101-24, CPLA outperforms [18] by 0.68% at spatio-temporal IoU = 0.2. On LIRIS-HARL, CPLA outperforms the current state-of-the-art methods by a large margin under both evaluation protocols. Some qualitative results are shown in Figure 5 on UCF101-24 video.

Table 3: Quantitative action detection results on UCF101-24 dataset comparing with state-of-the-art methods.

| δ     | 0.05 | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  |
|-------|------|------|------|------|------|------|
| FAP[34] | 42.80| -    | -    | -    | -    | -    |
| STMH[32] | 54.28| 51.68| 46.77| 37.82| -    | -    |
| Saha et al. [27] | **79.12**| 76.57| 66.75| 55.46| 46.35| 35.86|
| MR-TS R-CNN [18] | 78.76| 77.31| 72.86| **65.70**| -    | -    |
| CPLA   | 79.03| **77.34**| **73.54**| 60.76| **49.23**| **37.80**|

1 Updated results of [18] from https://hal.inria.fr/hal-01349107/file/eccv16-pxj-v3.pdf
Table 4: Quantitative action detection results on LIRIS-HARL dataset under different metrics

| Methods       | Recall@10 | Precision@10 | F1-Score@10 | L_t | L_p | L_t | L_p | IQ  | mAP@δ = 0.2 |
|---------------|-----------|---------------|-------------|-----|-----|-----|-----|-----|-------------|
| Saha et al.   | 0.57      | 0.60          | 0.58        | 0.54| 0.34| 0.48| 0.47| 0.46| 49.10       |
| CPLA          | 0.62      | 0.67          | 0.70        | 0.62| 0.42| 0.51| 0.44| 0.53| 54.34       |

Figure 5: Qualitative results on UCF101-24 video. Red bounding boxes are annotations and green bounding boxes are action detection results

5 Conclusion

This paper introduced a cascade proposal and location anticipation (CPLA) model for spatio-temporal action detection. CPLA consists of a frame-level action detection model and a temporal linking/trimming algorithm. The action detection model takes RGB and optical flow images as input, extracts action proposals via casRPN and conducts action detection on each frame by exploiting the action region movement continuity. CPLA achieves state-of-the-art performance on both UCF101 and more challenging LIRIS-HARL datasets.
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