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Noether’s calculus of invariant variations yields exact identities from functional symmetries. The standard application to an action integral allows to identify conservation laws. Here we rather consider generating functionals, such as the free energy and the power functional, for equilibrium and driven many-body systems. Translational and rotational symmetry operations yield mechanical laws. These global identities express vanishing of total internal and total external forces and torques. We show that functional differentiation then leads to hierarchies of local sum rules that interrelate density correlators as well as static and time direct correlation functions, including memory. For anisotropic particles, orbital and spin motion become systematically coupled. The theory allows us to shed new light on the spatio-temporal coupling of correlations in complex systems. As applications we consider active Brownian particles, where the theory clarifies the role of interfacial forces in motility-induced phase separation. For active sedimentation, the center-of-mass motion is constrained by an internal Noether sum rule.
enny Noether’s 1918 Theorems for Invariant Variation Problems\textsuperscript{3,12}, as applied to action functionals both in particle-based and field-theoretic contexts, form a staple of our fundamental description of nature. The formulation of energy conservation in general relativity had been the then open and vexing problem, that triggered Hilbert and Klein to draw Noether into their circle, and she ultimately solved the problem\textsuperscript{3}. Her deep insights into the relationship of the emergence and validity of conservation laws with the underlying local and global symmetries of the system has been exploited for over a century.

While Noether’s work has been motivated by the then ongoing developments in general relativity, being a mathematician, she has formulated her theory in a much broader setting than given by the specific structure of the action as a space-time integral over a Lagrangian density, as formulated by Hilbert in 1916 for Einstein’s field equations. Her work rather applies to functionals of a much more general nature, with only mild assumptions of analyticity and careful treatment of boundary conditions of integration domains.

In Statistical Physics, the use of Noether’s theorems is significantly more scarce, as opposed to both classical mechanics and high energy physics. Notable exceptions include the square-gradient treatment of the free gas–liquid interface, cf. Rowlinson and Widom’s enlightening description\textsuperscript{4} of van der Waals’ prototypical solution\textsuperscript{5}. In a striking analogy, the square gradient contribution to the free energy is mapped onto kinetic energy of an effective particle that traverses in time between two potential energy maxima of equal height. Exploiting energy conservation in the effective system yields a first integral, which constitutes a nontrivial identity in the statistical problem. This reasoning has been generalized to the delicate problem of the three-phase contact line that occurs at a triple point of a fluid mixture\textsuperscript{6,7}. While these treatments strongly rely on the square-gradient approximation, Boiteux and Kerins also developed a method that they refer to as variation under extension, which permitted them to treat more general cases\textsuperscript{8}.

Evans has derived a number of exact sum rules for inhomogeneous fluids in his pivotal treatment of the field\textsuperscript{9}. While not spelling out any connection to Noether’s work, he carefully examines the effects of spatial displacements on distribution functions. This shifting enables him, as well as Lovett et al.\textsuperscript{10} and Wertheim\textsuperscript{11} in earlier work, to identify systematically the effects that result from the displacement and formulate these as highly nontrivial interrelations (“sum rules”) between correlation functions. This approach was subsequently generalized to higher than two-body direct\textsuperscript{12} and density\textsuperscript{13} correlation functions and the relationship to integral equation theory was addressed\textsuperscript{14,15}. Considering also rotations Tarazona and Evans\textsuperscript{16} have addressed the case of anisotropic particles, where their sum rules correct earlier results by Gubbins\textsuperscript{17}. The exploitation of the fundamental spatial symmetries\textsuperscript{5–16} appears to be intimately related to Noether’s thinking. This is no coincidence, as Evans’ classical density functional approach (DFT) is variational as is the general problem that she addresses.

DFT constitutes a powerful modern framework for the description of a broad range of interfacial, adsorption, solvation, and phase phenomenology in complex systems\textsuperscript{9,18–20}. Examples of recent pivotal applications include the treatments of hydrophobicity\textsuperscript{21–27} and of drying\textsuperscript{23,24,26}, electrolytes near surfaces\textsuperscript{28}, dense fluid structuring as revealed in atomic force microscopy\textsuperscript{29}, thermal resistance of liquid–vapor interfaces\textsuperscript{30}, and layered freezing in confined colloids\textsuperscript{31}. Xu and Rice\textsuperscript{32} have used the sum rules of Lovett et al.\textsuperscript{10} and Wertheim\textsuperscript{11} (LMBW) to carry out a bifurcation analysis of the confined fluid state. The sum rules were instrumental for investigating a range of topics, such as precursors to freezing\textsuperscript{32}, nonideal\textsuperscript{33} and cluster crystals\textsuperscript{34}, liquid crystal deformations\textsuperscript{35}, and prominently interfaces of liquids\textsuperscript{36–40}. A range of further techniques besides DFT was used in this context, including integral equation theory\textsuperscript{32,36,39}, mode-coupling theory\textsuperscript{41}, and Mori-Zwanzig equations\textsuperscript{42,43}.

Much of very current attention in Statistical Physics is devoted to nonequilibrium and active systems that are driven in a controlled way out of equilibrium, such as e.g. active Brownian particles\textsuperscript{44–49} and magnetically controlled topological transport of colloids\textsuperscript{45–47}. The power functional (variational) theory\textsuperscript{48} offers to obtain a unifying perspective on nonequilibrium problems such as the above. In PFT the (time-dependent) density distribution is complemented by the (time-dependent) current distribution as a further variational field. A rigorous extremal principle determines the motion of the system, on the one-body level of correlation functions. The concept enabled to obtain a fundamental understanding and quantitative description of a significant array of nonequilibrium phenomena, such as the identification of superadiabatic forces\textsuperscript{49}, the treatment of active Brownian particles\textsuperscript{50–53}, of viscous\textsuperscript{54} structural\textsuperscript{55,56} and flow forces\textsuperscript{57}. Crucially, the DFT remains relevant for the description of nonequilibrium situations, via the adiabatic construction\textsuperscript{48,49}, which captures those parts of the dynamics that functionally depend on the density distribution alone, and do so instantaneously. Both equilibrium DFT and nonequilibrium PFT provide formally exact variational descriptions of their respective realm of Statistical Physics. While action integrals feature in neither formulation, the relevant functionals do fall into the general class of functionals that Noether considered in her work.

Here we apply Noether’s theorem to Statistical Physics. We first introduce the basic concepts via treating spatial translations for both the partition sum and for the free energy density functional. Considering the symmetries of the partition sum does not require to engage with density functional concepts; the elementary definition suffices. We demonstrate that this approach is consistent with the earlier work in equilibrium\textsuperscript{9–16}, and that it enables one to go, with relative ease, beyond the sum rules that these authors formulated. In nonequilibrium, we apply the same symmetry operations to the time-dependent case and obtain novel exact and nontrivial identities that apply for driven and active fluids. The three different types of time-dependent shifting are illustrated in Fig. 1. The resulting sum rules are different from the nonequilibrium Ornstein–Zernike (NOZ) relations\textsuperscript{57,58}, but they possess an equally fundamental status. We also consider the more general case of anisotropic interparticle interactions and treat rotational invariance both in and out of equilibrium. To illustrate the theory we apply it to both passive and active phase coexistence as well as to active sedimentation under gravity.

Results and discussion

Adiabatic state. We start with an initial illustration of Noether’s concept as applied to the grand potential $\Omega$. We consider spatial translations of the position coordinate $\mathbf{r}$ at fixed chemical...
potential $\mu$ and fixed temperature $T$. The system is under the influence of a one-body external potential $V_{\text{ext}}(r)$, cf. Fig. 2a. We take $V_{\text{ext}}(r)$ to also describe container walls, such that there is no need for the system volume as a further thermodynamic variable. For the moment we only examine systems completely bounded by external walls. With open boundaries are considered below. Clearly the value of the grand potential $\Omega$ is independent of the global location of a system. Hence spatial shifting by a (global) displacement vector $\epsilon$ leaves the value of $\Omega$ invariant. To exploit this symmetry in a variational setting, note that the value of $\Omega$ depends on the function $V_{\text{ext}}(r)$, hence $V_{\text{ext}}(r) \to \Omega$ constitutes a functional map, at given $\mu$ and $T$. Here the grand potential is defined by its elementary Statistical Mechanics form

$$\Omega[V_{\text{ext}}] = -k_B T \ln \Xi$$

where $\Xi$ is the grand partition sum $\Xi$ depending functionally via the Boltzmann factor on $V_{\text{ext}}(r)$. The spatial displacement amounts to the operation $V_{\text{ext}}(r) \to V_{\text{ext}}(r + \epsilon)$, cf. Fig. 2b. For small $\epsilon$ we can expand $V_{\text{ext}}(r + \epsilon) = V_{\text{ext}}(r) + \delta V_{\text{ext}}(r)$, where $\delta V_{\text{ext}}(r) = \epsilon \cdot \nabla V_{\text{ext}}(r)$ indicates the local change of the external potential that is induced by the shift. As $\Omega[V_{\text{ext}}]$ is invariant under the shift (which can be shown by translating all particle coordinates in $\Xi$ accordingly), we have

$$\Omega[V_{\text{ext}}] + \delta\Omega[V_{\text{ext}}] = \Omega[V_{\text{ext}} + \delta V_{\text{ext}}] = \Omega[V_{\text{ext}}] + \int d\mathbf{r} \frac{\delta \Omega[V_{\text{ext}}]}{\delta V_{\text{ext}}(\mathbf{r})} \epsilon \cdot \nabla V_{\text{ext}}(\mathbf{r}).$$

(1)

Here the second equality constitutes a functional Taylor expansion in $\delta V_{\text{ext}}(\mathbf{r})$ to linear order, and $\delta\Omega[V_{\text{ext}}]/\delta V_{\text{ext}}(\mathbf{r})$ indicates the functional derivative of $\Omega[V_{\text{ext}}]$ with respect to its argument, evaluated here at the unshifted function $V_{\text{ext}}(\mathbf{r})$, i.e., $\epsilon = 0$. It is a straightforward elementary exercise\(^8,18\) to show via explicit calculation that $\delta\Omega[V_{\text{ext}}]/\delta V_{\text{ext}}(\mathbf{r}) = \rho(\mathbf{r})$, where $\rho(\mathbf{r}) = \sum_{\alpha} \delta(\mathbf{r} - \mathbf{r}_\alpha)$ is the microscopically resolved one-body density profile. Here $\mathbf{r}_\alpha$ indicates the position of particle $i = 1 \ldots N$, with $N$ being the total number of particles, $\delta(\cdot)$ indicates the Dirac distribution, and the average is over the equilibrium distribution at fixed $\mu$ and $T$; the sum runs over all particles $i = 1 \ldots N$.

Comparing the left and right hand sides of (1) and noticing that $\epsilon$ is arbitrary, we conclude

$$\int d\mathbf{r} \rho(\mathbf{r}) \nabla V_{\text{ext}}(\mathbf{r}) = 0,$$

(2)

where we have defined the total external force $F_{\text{ext}}^\text{tot}$ using the one-body fields $\rho(\mathbf{r})$ and $V_{\text{ext}}(\mathbf{r})$. It is straightforward to show the equivalence with the more elementary form $F_{\text{ext}}^\text{tot} = -\sum_i \nabla V_{\text{ext}}(\mathbf{r}_i)|_{\text{eq}}$, where $V_i$ indicates the derivative with respect to $\mathbf{r}_i$. Clearly, (2) expresses the vanishing of the total external force (consider e.g. the gravitational weight of an equilibrium colloidal sediment being balanced by the force that the lower container wall exerts on the particles).

Equation (2) was previously obtained by Baus\(^13\). Here we have identified it as a Noether sum rule for the case of spatial displacement of $\Omega[V_{\text{ext}}]$. We can generate local sum rules by observing that (2) holds for any form of $V_{\text{ext}}(\mathbf{r})$ and that hence $V_{\text{ext}}(\mathbf{r}) \to \rho(\mathbf{r})$ constitutes a functional map (defined by the grand canonical average $\langle \rho(\mathbf{r})\rangle$ which features $V_{\text{ext}}(\mathbf{r})$ in the equilibrium many-body probability distribution). We hence functionally differentiate (2) by $V_{\text{ext}}(\mathbf{r})$, where $\mathbf{r}$ is a new position variable. The first and the $n$th functional derivatives yield, respectively, the identities

$$\nabla \rho(\mathbf{r}) = -\int d\mathbf{r'} \beta \nabla H_2(\mathbf{r}, \mathbf{r'}) \nabla V_{\text{ext}}(\mathbf{r'}),$$

(3)

$$\sum_{n=1}^{\infty} \int d\mathbf{r}_n \beta \rho(\mathbf{r}) V_{\text{ext}}(\mathbf{r}_{n+1}) V_{\text{ext}}(\mathbf{r}_{n+1}) = 0,$$

(4)

where $\beta = 1/(k_B T)$, with $k_B$ indicating the Boltzmann constant, $H_2(\mathbf{r}, \mathbf{r'}) = -\delta(\mathbf{r} - \mathbf{r'})/\beta \delta V_{\text{ext}}(\mathbf{r})$ is the two-body correlation function of density fluctuations, and $H_n = \delta H(n) = \delta V_{\text{ext}}(\mathbf{r})$ is its $n$-body version\(^8,18\). Here position arguments have been omitted for clarity: $H := H(\mathbf{r}_1, \ldots, \mathbf{r}_n)$, and $V_{\text{eq}}$ denotes the derivative with respect to $\mathbf{r}_n$. The variable names $\mathbf{r}$ and $\mathbf{r}'$ have been interchanged in (3) and $V'$ indicates the derivative with respect to $\mathbf{r}'$. The derivation of (3) and (4) requires spatial integration by parts. Recall that boundary terms vanish as we only consider systems with impenetrable bounding walls.

The sum rule (3) has been obtained by LMBW\(^10,11\) and by Evans\(^9\) on the basis of shifting considerations. The present formulation based on Noether’s more general perspective allows to reproduce (3) with great ease and to generalize to the hierarchy (4), as previously obtained by Baus\(^13\). Equation (3) has the interpretation of the density gradient $\nabla \rho(\mathbf{r})$ being stabilized by the action of the external force field, $-\nabla V_{\text{ext}}(\mathbf{r})$. The effect is mediated by $\beta H(\mathbf{r}, \mathbf{r}')$, where the correlation of the density fluctuations is due to the coupled nature of the interparticle interactions. Equation (4) is the multi-body generalization of this mechanism. Via multiplying (3) by $V_{\text{ext}}(\mathbf{r})$, integrating over $\mathbf{r}$, and using (2), and iteratively repeating this process for all orders, one obtains a multi-body analog of the vanishing external force (2):

$$\int d\mathbf{r}_1 V_{\text{ext}}(\mathbf{r}_1) \ldots \int d\mathbf{r}_n V_{\text{ext}}(\mathbf{r}_n) V_{\text{eq}} H_n = 0,$$

(5)

for $\alpha = 1 \ldots n$.

We turn to intrinsic contributions. As Noether’s theorem poses no restriction on the type of physical functional, we consider the intrinsic Helmholtz free energy $F[\rho]$ as a functional of the density profile as its natural argument. Here a functional Legendre transform\(^8,18\) yields $F[\rho] = \Omega[V_{\text{ext}}] - \int d\mathbf{r} (V_{\text{ext}}(\mathbf{r}) - \mu) \rho(\mathbf{r})$. Crucially, $F[\rho]$ is independent of $V_{\text{ext}}(\mathbf{r})$, and its excess (over ideal gas) contribution $F_{\text{ext}}[\rho]$ is specific to the form of the interparticle interaction potential $u$.
where the average is taken over the nonequilibrium many-body probability distribution at time $t$. We have hence proven that the total internal force vanishes for all times $t$. In addition, the particles can possess additional degrees of freedom $\omega$, $i=1...N$, as is the case for the orientation vectors of active Brownian particles, to which we return after first laying out the setup in nonequilibrium.

**Nonequilibrium states.** To be specific, we consider overdamped Brownian motion, at constant temperature $T$ and with no hydrodynamic interactions present\textsuperscript{18}, as described by the Smoluchowski (Fokker–Planck) equation. The microscopically resolved local internal force field is $\mathbf{f}_{\text{int}}(t,r) = -(\langle \nabla \delta(r-r) \rangle \rho(r) ) \rho(r,t)$, where the average is over the nonequilibrium distribution (which evolves in time according to the Smoluchowski equation) at time $t$. The total internal force is then the spatial integral $\mathbf{F}_{\text{int}} = \int d\mathbf{r} \mathbf{f}_{\text{int}}(t,r)$. Applying Noether’s theorem to the nonequilibrium case requires a variational description, as is provided by FPT\textsuperscript{18}. Here the variational fields are the time-dependent density profile $\rho(r,t)$ and the time-dependence one-body current $\mathbf{j}(t,r) = (\nabla \delta(r-r) \nabla) \rho(r,t)$, where $\mathbf{v}(r,t)$ is the configurational velocity of particle $r$. The microscopically resolved average velocity profile is $\mathbf{v}(r,t) = \mathbf{j}(t,r) / \rho(r,t)$. FPT certifies the splitting $\mathbf{f}_{\text{int}}(t,r) = \mathbf{f}_{\text{ad}}(t,r) + \mathbf{f}_{\text{sup}}(t,r)$, where the adiabatic force field is that in a corresponding equilibrium ("adiabatic") system with identical instantaneous density profile, $\mathbf{f}_{\text{ad}}(t,r) = - \nabla \delta F_{\text{exc}} / \delta \rho(r,t)$ and $\mathbf{f}_{\text{sup}}(t,r)$ is the superadiabatic internal force field, obtained as $\mathbf{f}_{\text{sup}}(t,r) = - \delta P_{\text{exc}}[\rho] / \delta \mathbf{r}(r,t)$, where $P_{\text{exc}}[\rho]$ is the superadiabatic excess free power functional\textsuperscript{148}.

Crucially, $\mathbf{f}_{\text{ad}}(t,r)$ is a density functional, independent of the flow in the system, while $\mathbf{f}_{\text{sup}}(t,r)$ is a kinematical function, i.e. with dependence on both $\rho(r,t)$ and $\mathbf{j}(t,r)$, including memory, i.e. dependence on the value of the fields at times $\lesssim t$. As the local force fields split into adiabatic and superadiabatic contributions, so do the total forces: $\mathbf{F}_{\text{int}} = \int d\mathbf{r} \mathbf{f}_{\text{ad}} = \int d\mathbf{r} \mathbf{f}_{\text{sup}} = \mathbf{F}_{\text{ad}} + \mathbf{F}_{\text{sup}}$. We have seen above that $\mathbf{F}_{\text{ad}} = 0$. Hence also

$$\mathbf{F}_{\text{sup}} = - \int d\mathbf{r} \mathbf{f}_{\text{sup}}(t,r) \frac{\delta \mathbf{F}_{\text{exc}}}{\delta \rho(r,t)} \bigg|_{\rho(r,t)} \equiv \int d\mathbf{r} \mathbf{f}_{\text{sup}} = 0. \quad (11)$$

While the above reasoning required to rely on the many-body level, the same result (11) can be straightforwardly obtained in a pure Noetherian way, by considering an instantaneous shift of coordinates at time $t$, i.e. $\mathbf{j}(t,r) \rightarrow \mathbf{j}(t,r) - \epsilon \mathbf{p}(r,t)$, cf. Fig. 3a (Fig. 3 gives an overview of the three different types of shifting). Here $\epsilon$ is the corresponding instantaneous change in velocity with $\mathbf{v}(r,t) \rightarrow \mathbf{v}(r,t) - \epsilon \mathbf{e}$, as obtained by dividing the current by the density profile. Due to the overdamped nature of the Smoluchowski dynamics, the internal interactions are unaffected and the shift constitutes a symmetry operation for the generator of the superadiabatic forces, $P_{\text{exc}}[\rho,\mathbf{j}]$. Hence the instantaneous current perturbation $\delta \mathbf{j}(r,t) = - \epsilon \mathbf{p}(r,t)$ that is generated by the invariance transformation leads to $P_{\text{exc}}[\rho,\mathbf{j}] = P_{\text{exc}}[\rho] + J \delta \mathbf{j} = P_{\text{exc}}[\rho,\mathbf{j}] - \int d\mathbf{r} \delta \mathbf{F}_{\text{exc}}[\rho,\mathbf{j}] / \delta \mathbf{j}(r,t) \cdot \epsilon \mathbf{p}(r,t)$. As $\epsilon$ is arbitrary, we obtain (11). Treating the dynamical adiabatic contribution $\mathbf{F}_{\text{ad}} = \int d\mathbf{r} \mathbf{f}(t,r) \cdot \nabla \delta F_{\text{exc}} / \delta \rho(r,t)$ in the same way, we re-obtain (6). As Noether’s theorem is converse, it allows for alternative reasoning: the invariance of $P_{\text{exc}}[\rho,\mathbf{j}]$ to the instantaneous shift of the current (or analogously of the velocity) can hence be derived from (11) by simply reversing the above chain of arguments.
Fig. 3 Illustrations of the effects induced by shifting in nonequilibrium. All transformations affect both the density profile \( \rho(\mathbf{r}, t) \) (yellow), while the superadiabatic excess power functional is invariant, \( \delta P^\text{exc} = 0 \). Here \( t \) indicates the time and \( \mathbf{r} \) is the position coordinate. a An instantaneous spatial shift by \( \mathbf{e} \) at time \( t \) induces a current change \( \delta \mathbf{J} = -\mathbf{e} \rho \). b A static shift by \( \mathbf{e} = \text{const} \) is applied at all times \( t \). c A time-dependent shift \( \mathbf{e}(t') \) is applied between initial time \( 0 \) and final time \( t \) of the considered time interval.

We can generate nonequilibrium sum rules by differentiating the Noether identity (11) with respect to \( \mathbf{J}(\mathbf{r}, t) \), which yields

\[
\int \text{d}\mathbf{r} \mathbf{M}_{\mathbf{j}}(\mathbf{r}, \mathbf{r}', t) \rho(\mathbf{r}', t) = 0,
\]

where \( \mathbf{M}_{\mathbf{j}}(\mathbf{r}, \mathbf{r}', t) = -\beta^2 P^\text{exc}[\rho, \mathbf{J}]/\delta \mathbf{J}(\mathbf{r}, t) \delta \mathbf{J}(\mathbf{r}', t) \) is the tensorial two-body equal-time direct correlation function. Its \( n \)-body version is obtained from \( \mathbf{M}_{\mathbf{n}+1}(\mathbf{r}_1, \ldots, \mathbf{r}_n, t) = \mathbf{M}_{\mathbf{n}}(\mathbf{r}_1, \ldots, \mathbf{r}_n, t)/\delta \mathbf{J}(\mathbf{r}_{n+1}, t) \), and it satisfies the hierarchy

\[
\int \text{d}\mathbf{r}_{n+1} \mathbf{M}_{\mathbf{n}+1} \rho(\mathbf{r}_{n+1}, t) = 0,
\]

as obtained by differentiating (12) repeatedly with respect to the current.

Open boundaries. All our considerations have been based on applying the symmetry operation to the entire system confined by external walls. The effects of these system walls are modeled by a suitable form of \( V_{\text{ext}}(\mathbf{r}) \). The position integrals formally run over all space, with the cutoff provided by hard (or steeply rising) external wall potentials. In many practical and relevant situations, it is more useful to consider a system with open boundaries. Alternatively one can consider only a subvolume \( V \) of the entire system, and restrict the accounting of force contributions to those particles that reside inside of \( V \) at a given time. In doing so, one needs to take account of boundary effects, as the boundaries of \( V \) are open, such that interparticle forces can be transmitted, and flow can occur.

In case that there are no net boundary contributions, all previous derived sum rules still hold. This includes e.g. an effectively one-dimensional system in planar geometry that evolves to the same bulk state at the left and right boundaries or if the boundary conditions are periodic. In both cases left and right boundary terms are equal up to a minus sign and hence cancel each other. This example can be generalized straightforwardly to more complex geometries.

For nonvanishing net boundary terms additional contributions arise in the above sum rules. These contributions occur if the system develops different (bulk) states, e.g. for \( x \to \pm \infty \) as is relevant for bulk phase separation (see the section below). We demonstrate that such cases can be systematically treated in the current framework, by exemplary considering the total internal force. Then boundary force contributions arise due to an imbalance of “outside” particles that exert forces on “inside” particles. The outside particles are per definition excluded from the accounting of the total internal force exerted by all particles inside of \( V \). The sum of all interactions between inside particles vanishes due to the global internal Noether sum rule (10). For simplicity we restrict ourselves to systems that interact via short-ranged pairwise central forces, where \( \mathbf{F}_{ij} \) indicates the force on particle \( i \) exerted by particle \( j \). So only forces exerted from an inside to an outside particle contribute. The total internal force that acts on \( V \) is hence \( \mathbf{F}_{\text{int}}^V = \sum_{i} \mathbf{F}_{ij} \), where the restricted sum (prime) runs only over those \( i \in V \) and \( j \in V \), where \( V \) indicates the complement of \( V \). The total internal force between particles inside of \( V \), i.e. \( i \in V \) and \( j \in V \), vanishes due to (10). We then rewrite \( \mathbf{F}_{\text{int}}^V \) via inserting the identity \( \int \delta \mathbf{J}(\mathbf{r}) = 1 \) twice into the average. Then the restrictions of the sums can be transferred to restrictions on the spatial integration domains. As a result the total internal force acting on \( V \) can be expressed via correlation functions as

\[
\mathbf{F}_{\text{int}}^V = \int_V \int'_V \text{d}\mathbf{r} \text{d}\mathbf{r}'(\sum_{i,j} \delta(\mathbf{r} - \mathbf{r}_i)\delta(\mathbf{r}' - \mathbf{r}_j)\mathbf{F}_{ij})
\]

which is the expression (15) repeated with respect to the current.

Phase coexistence. We turn to situations of phase coexistence. As we demonstrate, considering a large, but finite subvolume \( V \) of the entire system is useful but it also requires to take boundary terms into account. Here we take \( V \) to be cuboidal and to contain the free (planar) interface between two coexisting phases, see Fig. 4a for a graphical illustration. The volume boundaries parallel to the interface are taken to be seated deep inside either bulk phases. The internal force contributions on those faces of \( V \) that “cut through” the interface, i.e. have a normal that is perpendicular to the interface normal, vanish by symmetry. It remains to evaluate (15) over each of the two faces in the respective bulk region. Therefore the position dependences simplify to \( \rho(\mathbf{r}) = \rho_b = \text{const} \), where \( \rho_b \) indicates the bulk number density, and the inhomogeneous pair distribution function simplifies as \( g(\mathbf{r}, \mathbf{r}') = g(|\mathbf{r} - \mathbf{r}'|) \). Furthermore only force contributions colinear with \( \mathbf{e} \), the outer interface normal of the considered bulk phase \( b \), contribute. For a single face in bulk phase \( b \), it is straightforward to show that the result is the virial pressure multiplied by the interface area \( A \), i.e. the force \( A \rho_b \mathbf{e} \), where the internal interaction pressure \( p^b_{\text{int}} \) in phase \( b \) is e.g. given via the Clausius virial

\[
p^b_{\text{int}} = \frac{-1}{2} \int_0^{\infty} \text{d} \mathbf{r} \text{d} \mathbf{r}' g(\mathbf{r})(\mathbf{r} \cdot \mathbf{e})^2
\]
and orientations. The interface is polarized. V
density proportional to position directed motion as indicated by the trajectory (magenta line). The self propulsion along ω creates directed motion as indicated by the trajectory (magenta line). c Schematics of motility-induced phase separation into active gas (left) and active liquid (right). The arrows indicate the orientations ω of the active particles. The interface is polarized.

dimensions (the argument remains general). The constant r0 denotes the range of the interparticle interactions.

The total force density balance for equilibrium phase separation contains thermal diffusion and the internal force density, which cancel each other.

\[ 0 = -k_B T \nabla \rho(r) + \rho(r) f_{\text{int}}(r). \]  

Integration over the volume V yields the total force which is proportional to the pressure. Hence the total internal force \( F_{\text{int}} = \int_V \nabla \rho(r) f_{\text{int}} \) on V, cf. (15), amounts to the pressure difference \( \Delta p = \rho_{\text{id}} \Delta A \), where \( A \) is the (unit vector) normal of the interface, pointing from, say, the gas (index g) to the liquid phase (index l). The total diffusive force is \( \rho_{\text{id}} \Delta A \) with the pressure of the ideal gas \( \rho_{\text{id}} = k_B T \rho_{\text{id}} \), evaluated at the gas (\( \rho_g \)) and liquid bulk density \( \rho_l \). As there are no external forces (\( V_{\text{ext}} = 0 \)) then requesting the volume V to be forcefree amounts to \( \rho_{\text{id}} = \rho_{\text{tot}} \), where the total pressure is the sum \( \rho_{\text{tot}} = \rho_{\text{id}} + \rho_{\text{int}} \).

Hence the boundary consideration yields the mechanical equilibrium condition of equality of pressure in the coexisting phases.

We conclude that the internal interactions that occur across the free interface do not influence the (bulk) balance of the pressure at phase coexistence, as the net effect of these interactions vanishes. At the heart of this argument lies Noether’s theorem for invariance against spatial displacements.

Anisotropic particles. We turn to anisotropic interparticle interactions, where \( \omega_i, \omega_j \) are two perpendicular unit vectors that describe the particle orientation in space. Such systems are described by an interparticle interaction potential \( u(|R_i - R_j|, \omega_i, \omega_j, \phi) \), which is assumed a priori to be invariant under spatial translations. Similarly one-body fields in general depend on position \( r \) and orientations \( \omega \) of the particles, e.g. \( \Phi_{\text{ext}}(r, \omega, \tilde{\omega}) \) for the external field. The fully resolved one-body density distribution is \( \rho(r, \omega, \tilde{\omega}) = \sum_i \delta(r - r_i) \delta(\omega - \omega_i) \delta(\tilde{\omega} - \tilde{\omega}_i) \).

It is straightforward to ascertain that all the above (force) sum rules for translation remain valid, as the orientations are unaffected by translations, upon trivially generalizing from position-only to position-orientation integration, \( \int d\omega d\tilde{\omega} = \int d\tilde{\omega} \).

In the following for simplicity of notation we first consider uniaxial particles. Uniaxial particles depend only on one single orientation \( \omega_0 \), as the particles are rotationally invariant around this vector. Hence the \( \omega \)-dependence of both the one- and many-body quantities vanish and the total integral simplifies to \( \int d\omega \).

**Motility-induced phase separation.** We use active Brownian particles as an example for uniaxial particles. For simplicity we consider spherical particles (discs) in two dimensions. The particles repel each other and they undergo self-propelled motion along their orientation \( \omega \). Hence an additional one-body force \( \gamma \omega \) acts on each swimmer, with \( \gamma \) the friction constant and \( s \) the speed of free swimming. This self-propulsion creates characteristic trajectories (see Fig. 4b for a schematic) which are also affected by thermal diffusion (omitted in the schematic) of the particle position \( r \) and orientation \( \omega \).

Experimental realizations of active Brownian particles include e.g. Janus colloids driven by photon nudging. If the density is high enough, motility-induced phase separation (MIPS) into an active gas and active liquid phase occurs for high enough values of the swim speed \( s \), cf. Fig. 4c.

The force density balance (see e.g. the work of Hermann et al.\(^{52} \)) of such a system in steady state (no time dependence) is

\[ \gamma \omega (r, \omega) = -k_B T \nabla \rho(r, \omega) + \rho(r, \omega) f_{\text{int}}(r, \omega) + \gamma \rho(r, \omega) \omega \]  

(17)

The (negative) frictional force density on the left hand side is balanced with the ideal gas contribution (first term), the interparticle interactions (second term), the self-propulsion (third term) and the external contribution (fourth term) on the right hand side. As in case of the equilibrium phase separation we integrate (17) over the volume V (see Fig. 4a for an illustration) and over all orientations \( \omega \). In the following we discuss each term separately. For simplicity we assume planar geometry of the system and we assume a vanishing external force, \( f_{\text{ext}}(r, \omega) = 0 \). Here, the interaction contribution \( p_{\text{int}} \Delta A \) is obtained as above in equilibrium via (15), but the virial is averaged over the nonequilibrium steady state many-body probability distribution. The integral over the current \( \int d\omega d\tilde{\omega} \) is assumed to vanish in steady state.

The total swim force that acts on \( V \) contributes to the total force. In the considered situation, the swim force is entirely due to the polarization \( M_{\text{tot}} = \int d\omega d\tilde{\omega} \omega \) of the free interface in MIPS. Particles at the interface tend to align against the dense phase if interparticle attraction is present. Against the dilute phase if interparticle attraction is present. Hence the interface polarization is in bulk. The interface polarization is a state function of the coexisting phases, as verified both experimentally and numerically. The total swim force that acts on \( V \) is \( \rho_{\text{swim}} \Delta A \), where \( \rho_{\text{swim}} = \gamma \beta/(2D_{\text{swim}}) \), with \( \beta \) the bulk current in the forward direction \( \omega \) and \( D_{\text{swim}} \) indicating the rotational diffusion constant. Apart from the ideal term no further forces act, cf. the force density balance (17). The integral over the ideal term is similar to the total equilibrium ideal contribution, \( \rho_{\text{id}} \Delta A \). Combination of all results from integration yields the total force balance.

As the negative integral over the force density defines the nonequilibrium pressure, the volume \( V \) being force free amounts to \( \rho_{\text{tot}} = \rho_{\text{tot}} \), where \( \rho_{\text{tot}} = \rho_{\text{id}} + \rho_{\text{int}} + \rho_{\text{swim}} \). Hermann et al.\(^{52} \)
acceleration and in various different ways in the literature. The total internal interaction force at phase coexistence, as the net effect of these interactions vanishes. In essence this argument follows from Noether’s theorem for invariance against spatial displacements.

Active sedimentation. Sedimentation under the influence of gravity is a ubiquitous phenomenon in soft matter that has attracted considerable interest, e.g. for colloidal mixtures and for active systems. As sedimentation is a force driven phenomenon the Noether sum rules apply directly, as we show in the following.

We assume that the system is translationally invariant in the x-direction and that an impenetrable wall at z = 0 acts as a lower boundary of the system (cf. Fig. 5). We assume the wall-particle interaction potential to be short-ranged. Its precise form is irrelevant for the following considerations. The force density balance for such a system is (17) with the external force field chosen as

\[ f_{\text{ext}}(\mathbf{r}, \mathbf{\omega}) = -mg \mathbf{e}_z + f_{\text{wall}}(\mathbf{r}, \mathbf{\omega}), \]

where m denotes the mass of a particle, g is the gravitational acceleration and \( \mathbf{e}_z \) indicates the unit vector in z-direction. Hence the external force field \( f_{\text{ext}} \) consists of gravity and the wall contribution \( f_{\text{wall}} \).

To proceed we integrate the force density balance over all positions \( \mathbf{r} \) in the volume \( V \) and over all orientations \( \mathbf{\omega} \). The total integral of the density distribution (per radiant) \( \int d\mathbf{r} d\mathbf{\omega} \), as appears in the gravitational term, gives the total number of particles \( N \). The integral over the total current \( \int d\mathbf{r} d\mathbf{\omega} \) is proportional to the center of mass velocity \( \mathbf{v}_{\text{cm}}(t) = \int d\mathbf{r} d\mathbf{\omega} \mathbf{r} / \int d\mathbf{r} d\mathbf{\omega} \rho = \frac{1}{N} \int d\mathbf{r} d\mathbf{\omega} \mathbf{J} \). Here \( \mathbf{v}_{\text{cm}}(t) \) is a global quantity and hence it is independent of both position and orientation. We first only consider steady states, so the center of mass velocity \( \mathbf{v}_{\text{cm}}(t) = 0 \) and hence the total current vanishes. The total thermal diffusion term vanishes because \( \int d\mathbf{r} d\mathbf{\omega} \rho = 0 \) as there is no contribution of \( \rho \) from the boundaries \( \partial V \) of the integration volume \( V \). At the upper and lower boundary the density is zero as it vanishes in the wall and also for \( z \to \infty \). The left and the right boundary contributions cancel each other as the density is independent of \( x \) due to translational invariance. The total internal interaction force density vanishes, \( F_{\text{int}}^0 = \int d\mathbf{r} d\mathbf{\omega} \rho f_{\text{int}} = 0 \), using the global internal Noether sum rule (10). The integrated swim force density is proportional to the total polarization \( M_{\text{tot}} = \int d\mathbf{r} d\mathbf{\omega} u_\ell \). This quantity vanishes, \( M_{\text{tot}} = 0 \), as there is no net flux through the boundaries in steady state (see Eq. (10) by Hermann et al.).

Combination of all integrals yields the relation

\[ F_{\text{wall}}^0 = \int d\mathbf{r} d\mathbf{\omega} \rho f_{\text{wall}} = mgN\mathbf{e}_z. \]

Hence the z-component of the total force on the wall \( F_{\text{wall}}^0 \) is equal to the total gravitational force acting on all particles (see Fig. 5 for a graphical representation). Equation (19) of course also holds for passive colloids (\( s = 0 \)).

Keeping the translational invariance in the x-direction, we next turn to time-dependent systems. Therefore all one-body field in (17) additionally depend on the time \( t \). Integration of the force density balance (17) gives identical results for the thermal diffusion, the internal force density and for the gravitational contribution as in the above case of steady state. Even for the time-dependent dynamics these integrals are independent of time \( t \). The total wall force density is given as \( F_{\text{wall}}^0 = F_{\text{wall}} \mathbf{e}_z \) and it only acts along the unit vector in the z-direction \( \mathbf{e}_z \) due to the symmetry of the system. The integral of the self-propulsion term is still proportional to the total polarization. However, the total polarization does not vanish in general but decays exponentially (see Eq. (21) by Hermann et al.):

\[ M_{\text{tot}}(t) = M_{\text{tot}}(0) e^{-\frac{D_{\text{tot}}}{C_0} t}, \]

where \( M_{\text{tot}}(0) \) indicates the initial polarization at time \( t = 0 \) and the time constant \( 1/D_{\text{tot}} \) is the inverse rotational diffusion constant. Similarly, integration of the current still gives the (time-dependent) center of mass velocity \( \mathbf{v}_{\text{cm}}(t) \).

Insertion of these results into the spatial and orientational integration of (17) leads to the total friction force

\[ yN\mathbf{v}_{\text{cm}}(t) = s y M_{\text{tot}}(0) e^{-\frac{D_{\text{tot}}}{C_0} t} + F_{\text{wall}} e_z - mgN\mathbf{e}_z, \]

which is a direct consequence of the Noether sum rule (10). We hence that the x-component of the center of mass velocity decays simultaneously with the total polarization, cf. the first term on the right hand side of (21). The z-component of \( \mathbf{v}_{\text{cm}}(t) \) depends on \( M_{\text{tot}}(t) \) and additionally on the time-dependent total force exerted by the wall and the total gravitational force. Hence measuring the total force on the wall (i.e. by weighing, cf. Fig. 5) and knowledge of the total initial polarization and the total particle number allows one to determine the center of mass velocity. Note that in the limit of long times, \( t \to \infty \), the total polarization vanishes and this system evolves to a steady state. Hence the center of mass velocity vanishes and (19) is recovered. As we have demonstrated both statements (19) and (21) ultimately follow from the global Noether identity (10).

Rotational invariance. We return to the general case and initially consider spatial rotations in systems of spheres, i.e. systems where \( u(r^2) \) depends solely on (relative) particle positions, and where it is invariant under global rotation of all \( r^2 \) around the origin. We parameterize the rotation by a vector \( \mathbf{n} \). The direction of \( \mathbf{n} \) indicates the rotation axis and the modulus \( |\mathbf{n}| \) is the angle of rotation. To lowest nonvanishing order, the rotation amounts to \( \mathbf{r} \to \mathbf{r} + \mathbf{n} \times \mathbf{r} \). One-body functions change accordingly: the external potential undergoes \( V_{\text{ext}}(\mathbf{r}) \to V_{\text{ext}}(\mathbf{r} + \delta \mathbf{r}) \), with \( \delta V_{\text{ext}}(\mathbf{r}) = (\mathbf{n} \times \mathbf{r}) \cdot \nabla V_{\text{ext}}(\mathbf{r}) \) and the density profile \( \rho(\mathbf{r}) \to \rho(\mathbf{r} + \delta \mathbf{r}) \). This is a gyration term proportional to the total polarization. Much of the reasoning of the above case of spatial displacement can be applied readily: \( \Omega \) is invariant under the rotation, and \( \delta \mathbf{r} = \int d\mathbf{r} \delta \mathbf{r} / \partial V_{\text{ext}}(\mathbf{r}) \). Hence \( V_{\text{ext}}(\mathbf{r}) = \int d\mathbf{r} \rho(\mathbf{r})(\mathbf{n} \times \mathbf{r}) \cdot \nabla V_{\text{ext}}(\mathbf{r}) = 0 \). As the rotation vector \( \mathbf{n} \) is arbitrary, we can conclude that the total external torque \( T_{\text{ext}} \)
vanishes in equilibrium:\[ T_{\text{ext}}^{\text{tot}} = - \int dp(r)(r \times \nabla V_{\text{ext}}(r)) = 0. \] (22)

As this holds true for any form of the applied \( V_{\text{ext}}(r) \), we can differentiate with respect to \( V_{\text{ext}}(r') \), and obtain\[ \mathbf{r} \times \nabla \rho(r) = - \int dp'(r')H_2(r, r')(r' \times \nabla V_{\text{ext}}(r')), \] (23)

\[
\sum_{a=1}^{n}(\mathbf{r}_a \times \nabla_a H_a) = - \int dr_{n+1} \beta V_{\text{ext}}(r_{n+1})(r_{n+1} \times \nabla_{n+1} H_{n+1}). \] (24)

The excess free energy density functional \( F_{\text{exc}}[\rho] \) can be treated accordingly. It is invariant under rotation, as its sole dependence is on \( u(\mathbf{r}^2) \), which by assumption is rotationally invariant. Analogous to this reasoning, we obtain the result that the total interparticle adiabatic torque \( T_{\text{ad}}^{\text{tot}} \) vanishes,

\[
T_{\text{ad}}^{\text{tot}} = \int dp(r)(r \times f_{\text{ad}}(r)) = 0. \] (25)

Differentiation with respect to the independent field \( \rho(r) \) once and \( n \) times yields the respective identities\[ \mathbf{r} \times \nabla c_\alpha(r) = \int dr'(c_\alpha(r, r')(r' \times \nabla' \rho(r'))), \] (26)

\[
\sum_{a=1}^{n}(\mathbf{r}_a \times \nabla_a c_a) = - \int dr_{n+1}\rho(r_{n+1})(r_{n+1} \times \nabla_{n+1} c_{n+1}). \] (27)

The multi-body versions of the theorems of vanishing total external (22) and adiabatic internal (25) torques are, respectively,

\[
\int dr_{1} V_{\text{ext}}(r_1) \ldots \int dr_{n} V_{\text{ext}}(r_n)(\mathbf{r}_a \times \nabla_a H_a) = 0, \] (28)

and

\[
\int dr_{1} \rho(r_1) \ldots \int dr_{n} \rho(r_n)(\mathbf{r}_a \times \nabla_a c_a) = 0, \] (29)

for \( a = 1 \ldots n \). These identities are respectively derived from (23) by multiplying with \( V_{\text{ext}}(r) \), integrating over \( r \) and exploiting (22), and from (26) by multiplying with \( \rho(r) \), integrating over \( r \) and exploiting (25), and iteratively repeating for each order \( n \).

On the many-body level, it is straightforward to see that the total internal torque \( - \sum_{a=1}^{n}(\mathbf{r} \times \nabla_a \rho(\mathbf{r}^2)) = 0 \). Hence, as this identity holds for each microstate, its general, nonequilibrium average vanishes, \( T_{\text{int}}^{\text{tot}} = 0 \). The force field splitting \( f_{\text{int}} = f_{\text{ad}} + f_{\text{sup}} \) induces corresponding additive structure for the internal total torque: \( T_{\text{int}} = T_{\text{ad}} + T_{\text{sup}}^{\text{tot}} \) with the total superadiabatic (internal) torque \( T_{\text{sup}}^{\text{tot}} = \int dp(r)[r \times f_{\text{sup}}(r, t)] \), as \( T_{\text{sup}}^{\text{tot}} = T_{\text{ad}}^{\text{tot}} = 0 \), we conclude \( T_{\text{sup}}^{\text{tot}} = 0 \). \( \forall t \).

To apply Noether’s theorem to the power functional, we consider an instantaneous rotation, with infinitesimal angular velocity \( \mathbf{n} \) at time \( t \). The effect is a change in current \( J \to J + \delta J \) with \( \delta J = (\mathbf{n} \times \mathbf{r}) \rho(r) \). Correspondingly, the velocity field acquires an instantaneous global rotational contribution, according to \( \mathbf{v}(\mathbf{r}, t) \to \mathbf{v}(\mathbf{r}, t) + \mathbf{n} \times \mathbf{r} \). The superadiabatic excess power functional is invariant under this operation and hence \( P_{\text{sup}}^{\text{exc}}[\rho, J] = P_{\text{sup}}^{\text{exc}}[\rho, J + \delta J] = P_{\text{sup}}^{\text{exc}}[\rho, J] + \int dtr[\delta \mathbf{P}^{\text{exc}}[\rho, J] \cdot (\mathbf{n} \times \mathbf{r}) \rho(r, t)] \).

As \( \mathbf{n} \) is arbitrary, we can conclude

\[
T_{\text{sup}}^{\text{tot}} = \int dtr_{\text{ad}}(r)(r \times \nabla V_{\text{ext}} + \omega \times \nabla' V_{\text{ext}}) = 0. \] (33)

This identity and (31) express the vanishing of the total superadiabatic torque, when resolved on the \( n \)-body level of (time direct) correlation functions.

Orbital and spin coupling. The case of rotational symmetry of uniaxial particles is clearly more complex, as both particle coordinates and particle orientations are affected by a global (“rigid”) operation on the entire system, i.e. both positions and orientations are rotated consistently. Noether’s theorem ensures though that this operation is indeed the fundamental one, and that the physically expected coupling of orbital and spinning effects will naturally and systematically emerge. Here we use (common) terminology for referring to spin as orientation vector rotation (i.e. particle rotation around its center), as opposed to orbital rotation (of position vector) around the origin of position space. Hence all the above considered torques that already occur in systems of spheres are of orbital nature. These of course remain relevant for anisotropic particles, but the nontrivial orientational behavior of the latter will generate additional spin torques. The global rotation consists of an orbital part, \( \mathbf{r} \to \mathbf{r} + \mathbf{n} \times \mathbf{r} \), and a spin part, \( \mathbf{r} \to \mathbf{r} + \omega \times \mathbf{r} \); see Fig. 6 for a graphical representation.

For anisotropic systems the external field naturally acquires dependence on position \( \mathbf{r} \) and orientation \( \omega \), i.e. \( V_{\text{ext}}(\mathbf{r}, \omega) \), where \( - \mathbf{V} V_{\text{ext}}(\mathbf{r}, \omega) \) is the external force field as before, and \( - \mathbf{\omega} \times \mathbf{V} V_{\text{ext}}(\mathbf{r}, \omega) \) is the external torque field, where \( \mathbf{V} \) is the derivative with respect to \( \omega \) in orientation space. Hence the induced change of external potential is \( \delta V_{\text{ext}}(\mathbf{r}, \omega) = (\mathbf{n} \times \mathbf{r}) \cdot \mathbf{V} V_{\text{ext}} + (\mathbf{n} \times \omega) \cdot \mathbf{\omega} \times \mathbf{V} V_{\text{ext}} \). This change leaves the grand potential \( [V_{\text{ext}}] \) invariant, hence \( \delta \Omega = \int d\omega d\Omega(\delta \Omega/\delta V_{\text{ext}}(\mathbf{r}, \omega)) \mathbf{n} \cdot (r \times V_{\text{ext}} + \mathbf{\omega} \times \mathbf{V} V_{\text{ext}}) = 0 \), from which we identify the rotational Noether theorem for the total external torque of anisotropic particles:

\[
T_{\text{ext}} = - \int dtr \omega \mathbf{V} V_{\text{ext}} \mathbf{n} \cdot (r \times V_{\text{ext}} + \mathbf{\omega} \times \mathbf{V} V_{\text{ext}}) = 0. \] (33)
Differentiation with respect to $V_{\text{ext}}(\mathbf{r}, \omega)$ yields
\[
\mathbf{r} \times \nabla \rho + \omega \times \nabla \omega \rho = - \int d\mathbf{r}' d\omega' \beta H_2(\mathbf{r}, \omega, \mathbf{r}', \omega')(\mathbf{r}' \times \nabla V_{\text{ext}}' + \omega' \times \nabla' \omega' V_{\text{ext}}'),
\]
for $n = 1, \ldots, \infty$ (\ref{34}). This result provides an expression for the evolution of density and velocity fields in the adiabatic limit. The integral over $\mathbf{r}'$ and $\omega'$ is performed to obtain the adiabatic field correction.

Local sum rules can be obtained straightforwardly by building derivatives with respect to $J(\mathbf{r}, \omega, t)$ and $\mathbf{J}(\mathbf{r}, \omega, t)$. The result is:
\[
\int d\mathbf{r}' d\omega' \rho(1)[\mathbf{r}_1 \times \delta J(1) + \omega_1 \times \Delta J^\omega(1)]M_{m,n} = 0.
\]

Here the tensorial equal-time direct correlation functions are defined as $M_{m,n} = -\beta^{\Delta + \omega} \rho_{\text{exc}}[\delta J(1) \ldots \delta J(n) \Delta J^{\omega}(n + 1) \ldots \Delta J^{\omega}(n + m)]$, where the Roman numerals refer to position, orientation and time $t$ (no index), e.g., $1 \equiv \mathbf{r}_1, \omega_1, t$. We have assumed that all functional derivatives commute.

So far we have restricted ourselves to uniaxial particles. The derived rotational sum rules can be analogously determined for general anisotropic particles with an additional orientation vector $\mathbf{a}$. This can be done by simply replacing $\omega \times \nabla \omega \rightarrow \omega \times \nabla \omega \rightarrow \omega \times \delta J^{\omega} + \delta \omega \times \delta J^{\omega} + \partial \rho \times \delta J^{\omega}$ and $d\mathbf{r}' d\omega' \rightarrow d\mathbf{r}' d\omega' \mathbf{a} \mathbf{a} in (33)-(42)$. This replacement also affects the adiabatic spin torque field $\mathbf{r}_\text{ad}$ and all one-body field depend additionally to $\mathbf{r}$ and $\mathbf{a}$ on the orientation $\mathbf{a}$. For anisotropic particles there exists a more general version of (42) by exchange of $M_{m,n} \rightarrow M_{m,n,a}$, where $I$ denotes the number of functional derivatives with respect to the rotational current $\mathbf{J}^\omega$. The indices $n$ and $m$ belong to the number of functional derivatives with respect to $\mathbf{J}$ and $\mathbf{J}^\omega$ as before.

Memory invariance. In the above treatment of nonequilibrium situations we have exploited invariance against an instantaneous transformation applied to the system. As we have shown, the corresponding Noether identities carry imminent physical meaning. These sum rules hold for the nonequilibrium effects that arise from the interparticle interaction, i.e. they constrain superadiabatic forces and torques, as obtained from translation and rotation, respectively. Here we exploit that the corresponding nonequilibrium functional generator $\mathcal{P}^{\text{exc}}$ carries further invariances, once one allows the transformation to act also on the history of the system. As we demonstrate in the following, the resulting identities constitute exact constraints on the memory structure that are induced by the coupled interparticle interactions. Recall that a reduced one-body description of a many-body system is generically non-Markovian (i.e. nonlocal in time). The study of memory kernels, often carried out in the framework of generalized Langevin equations, is a topic of significant current research activity.

Our approach differs from these efforts in that no a priori generic form of a reduced equation of motion is assumed. Rather our considerations are formally exact and interrelate (and hence constrain) time correlation functions, which are generated from the central nonequilibrium object $\mathcal{P}^{\text{exc}}$ via functional differentiation. Very little is known about the memory structure of superadiabatic forces, with exceptions being the NOZ framework and the demonstration of the relevance of memory for the observed viscoelasticity of hard sphere liquids. Both the Ornstein–Zernike (OZ) and NOZ relations are different from the Noether identities. The former relations are a direct consequence of the generality of the variational principle. Per se, neither the OZ nor the NOZ relations reflect the Noether symmetries.

Recalling the illustrative overview of the different types of shifting in Fig. 1, in the following we treat two further types of invariance transformations: One is the static transformation. This operation is formally analogous to the above equilibrium treatment of the adiabatic state, but it is here carried out in the
Repeated differentiation of (44) with respect to $\mathbf{J}(\mathbf{r}, t)$ generates a hierarchy,

$$
\sum_{a=1}^{n-1} \nabla_a M_{n-a-1}(\mathbf{r}^{n-1}, t) = \int d\mathbf{r}_n (\mathbf{m}_n(\mathbf{r}^n, t) \nabla_n \rho(\mathbf{r}_n, t) + M_n(\mathbf{r}^n, t) \cdot \nabla_n \mathbf{J}(\mathbf{r}_n, t)^T) \\
+ \int_0^t dt' \int d\mathbf{r}_n (\mathbf{m}_n(\mathbf{r}^{n-1}, t, \mathbf{r}_n, t') \nabla_n \rho(\mathbf{r}_n, t') + M_n(\mathbf{r}^{n-1}, t, \mathbf{r}_n, t') \cdot \nabla_n \mathbf{J}(\mathbf{r}_n, t')^T),
$$

(45)

where the $n$-body equal-time direct correlation functions of rank $n$ are $M_n(\mathbf{r}^n, t) = -\beta \delta \mathcal{P}^{\text{exc}} / \delta (\mathbf{J}(\mathbf{r}_1, t) \cdots \mathbf{J}(\mathbf{r}_n, t))$ and $\mathbf{m}_n(\mathbf{r}^n, t) = -\beta \delta \mathcal{P}^{\text{exc}} / \delta (\mathbf{J}(\mathbf{r}_1, t) \cdots \mathbf{J}(\mathbf{r}_{n-1}, t) \delta \rho(\mathbf{r}_n, t))$, where we have used the shorthand $\mathbf{r}^n = \mathbf{r}_1 \cdots \mathbf{r}_n$. Furthermore at unequal times we have: $M_n(\mathbf{r}^n, t, \mathbf{r}_n, t') = -\beta \delta \mathcal{P}^{\text{exc}} / \delta (\mathbf{J}(\mathbf{r}_1, t) \cdots \mathbf{J}(\mathbf{r}_{n-1}, t) \delta \rho(\mathbf{r}_n, t'))$, as a rank $n$ tensor, and also a rank $n-1$ tensor $\mathbf{m}_n(\mathbf{r}^{n-1}, t, \mathbf{r}_n, t') = -\beta \delta \mathcal{P}^{\text{exc}} / \delta (\mathbf{J}(\mathbf{r}_1, t) \cdots \mathbf{J}(\mathbf{r}_{n-1}, t) \delta \rho(\mathbf{r}_n, t'))$.

In the second case, we consider a more general invariance transformation that is obtained by letting the transformation parameter be time-dependent. In this case of time-dependent shifting, we prescribe a displacement vector $\mathbf{e}(t)$ for times $0 \leq t \leq t'$, i.e. between the initial time, throughout the past and up to the “current” time $t$. We restrict ourselves to vanishing shift at the boundaries of the considered time interval, i.e. $\mathbf{e}(0) = \mathbf{e}(t) = 0$. Due to the overdamped character of the dynamics, its interparticle contributions are unaffected by this transformation, and hence $\mathcal{P}^{\text{exc}}$ is invariant. The induced changes that the density and the current acquire arise from shifting their position argument, but the current also acquires an additive shifting current contribution. The latter contribution is analogous to the (sole) effect that is present in the instantaneous shifting, but here applicable at all times (in the considered time interval).

Hence the time-dependent shifting, as illustrated in Fig. 3c, induces the following changes to the density and the current: $\delta \rho(\mathbf{r}, t') = \mathbf{e}(t') \cdot \nabla \rho(\mathbf{r}, t')$ and $\delta \mathbf{J}(\mathbf{r}, t') = \mathbf{e}(t') \cdot \nabla \mathbf{J}(\mathbf{r}, t') - \mathbf{e}(t') \cdot \mathbf{J}(\mathbf{r}, t')$, where $\mathbf{e}(t') = \mathbf{d}(t') / dt'$. Next we can regard $\mathcal{P}^{\text{exc}}[\mathbf{p} + \delta \mathbf{p}, \mathbf{J} + \delta \mathbf{J}]$ as a functional of $\mathbf{e}(t')$ and $\mathbf{e}(t')$. Its invariance amounts to stationarity, i.e. vanishing first functional derivative, with respect to the displacement. This problem, in particular for the present case of fixed boundary values, amounts to one of the most basic problems in the calculus of variations. It is realized, e.g., in the determination of catenary curves and indeed, in Hamilton’s principle of classical mechanics. Exploiting the corresponding Euler–Lagrange equation leads to

$$
\frac{d}{dt} \int d\mathbf{r} \mathbf{m}_n \rho' + \int d\mathbf{r} \mathbf{m}_n \cdot \nabla \mathbf{J}^T + \int d\mathbf{r} \mathbf{m}_n \rho' \mathbf{J} = 0,
$$

(46)

where the one-body time direct correlation functions are $\mathbf{m}_1(\mathbf{r}, t', t) = -\beta \delta \mathcal{P}^{\text{exc}} / \delta \mathbf{J}(\mathbf{r}, t')$ and $\mathbf{m}_n(\mathbf{r}, t', t) = -\beta \delta \mathcal{P}^{\text{exc}} / \delta (\mathbf{J}(\mathbf{r}, t') \delta \mathbf{J}(\mathbf{r}, t))$. Differentiation with respect to $\mathbf{J}(\mathbf{r}, t)$ yields again a local memory identity.

Conclusions. We have demonstrated that Noether’s theorem for exploiting symmetry in a variational context has profound implications for Statistical Physics. Known sum rules can be derived with ease and powerfully generalized to full infinite hierarchies, to the rotational case, and to time-dependence in nonequilibrium. Recall the selected applications31–41 of the equilibrium sum rules, as we have laid out in the introduction. For the time-dependent case, we envisage similar insights from using the newly formulated nonequilibrium sum rules in investigations of e.g., the dynamics of freezing, of liquid crystal flow, and of driven fluid interfaces. On the conceptual level, Noether’s
Theorem assigns a clear meaning and physical interpretation to all resulting identities, as being generated from an invariance property of an underlying functional generator. Although the symmetry operation that we consider are simplistic, and only their lowest order in a power series expansion needs to be taken into account, a significantly complex body of sum rules naturally emerges. Hence the application of Noether’s theorem is significantly deeper than mere exploiting of symmetries of arguments of correlation functions, i.e. that the direct correlation function \( c_2(r,r') \) in bulk fluids depends solely on \( |r - r'| \). Rather, as governed by functional calculus, coupling of different levels of correlation functions occurs.

The Noether sum rules are different from the variational principle, as embodied in the Euler–Lagrangian equation. On the formal level, the difference is that the Euler–Lagrangian equation (both of DFT and of PFT) is a formally closed equation on the one-body level. In contrast, the Noether rules couple both of DFT and of PFT to the free liquid–vapor interface in a parallel geometry. We find that the relation consists of the local internal Noether sum rule (7) and the equilibrium Euler–Lagrangian equation. LMBW equation (48) reduces to the Triezenberg-Zwanzig equation (49) for cases of \( \rho_{\text{ext}}(r) = 0 \).

Another related equation is the first member of the Yvon–Born–Green (YBG) hierarchy[30,34],

\[
\rho \nabla \rho(r) + \beta V_{\text{ext}}(r) = -\beta \int d^3r' g(r,r') \rho(r') \nabla \phi(|r - r'|),
\]

where \( \phi(r) \) denotes the interparticle pair potential as well. Although (50) has a similar structure as the LMBW equation, it is not based on symmetry or Noether arguments but arises from integration out of degrees of freedom. If one would like to include the translational symmetry one can simply replace the left hand side of (50) with the right hand side of the LMBW equation (47), which leads to

\[
\int d^3r c_2(r,r') \nabla \rho(r') = -\beta \int d^3r g(r,r') \rho(r') \nabla \phi(|r - r'|).
\]

Some of the here derived sum rules are derivations of known relations. We reiterate the relationships. In his overview Basu[13] showed that in equilibrium the total external (2) and internal (6) force vanish and derived the corresponding local hierarchies (3), (4) and (7, 8). Similar sum rules[11] hold for the external (22) and internal (25) total torques and their corresponding hierarchies (23), (24) and (26), (27). Tarazona and Evans[18] generalized these equations for uniaxial particles and derived the first order of the external (34) and internal (37) hierarchies due to rotations.

To the best of our knowledge the hierarchies of global Noether sum rules, such as (5), (9), (28), and (29), have not been determined previously. Furthermore the global external (33) and internal (36) Noether sum rules for uniaxial colloids and their corresponding hierarchies (35) and (38) (with exception of the first order) are reported here for the first time. As the considerations in the literature focused on equilibrium, all our nonequilibrium relations, as e.g. (11–13) and especially the ones including memory (43–46) have not been found before.
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