The effect of data integration on LC-MS-based metabolomics data: evaluation on the comparative classification capacities
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Abstract. Data from large-scale LC-MS based metabolomics experiments are generally collected over long periods varying from months to years and has to be divided into several batches, which means for such studies data integration is essential to combine them into one large dataset for data-processing and statistical analysis. This study aims to evaluate the performance of the direct data merge strategy by comparing the performance of classification capacity in direct data merge, result integration and single experiments. Classification capacity of each model is evaluated by the receiver operating characteristic (ROC) analysis together with the measurement of the area under the curve (AUC) based on the Support Vector Machine (SVM) applied on both training and testing datasets together with the biomarkers identified by Student’s t-test (p-value <0.05). Finally, direct data merge was found to outperform both result integration and single experiment as assessed in this study. In sum, this study shows the classifying accuracy of direct data merge in metabolomics profiling, which gives critical information in data integration in current metabolomics studies.

1. Introduction

Metabolomics based on liquid chromatography-mass spectrometry (LC-MS) has been applied in pharmaceutical and clinical research to identify therapeutic targets and discover biomarkers for early disease diagnosis, prognosis [1-3] and illuminate the mechanism of action of new drugs [4-6]. Data from large-scale LC-MS based metabolomics experiments are generally collected over long periods varying from months to years and has to be divided into several batches, which means for such studies information is essential to combine for data-processing and statistical analysis [5, 10]. Therefore, several strategies were applied to data integration, among which the most popular one is result integration. So far, the integration of the results of multiple experiments in a large-scale metabolomics profiling has been widely adopted to enhance the reliability of the analytical results [11].

However, result integration inevitably results in reducing the statistical power and precludes reanalysing the original data due to the lack of availability of quantitative data [11]. It’s thus necessary for us to start from quantitative data instead of directly carrying out integration of results. Up till now, direct data merge strategy has made great progress in other omics such as genomics, transcriptomics. And this method is achieved by rescaling of the expression values has been proposed to improve the interpretation of data mining outcomes [11, 12], carrying the potential towards higher accuracy. It is still elusive whether direct data merge could enhance the performance of metabolic profiling or not [13].

One of the most important factors is the classification capacity which reveals the performance evaluation of biomarker discovery in different disease states [13, 14] or the reliability of identified markers [16].
In the study, *direct data merge* method based on the data related to kidney cancer was performed to integrate the data according to m/z values tolerance which evidently expand the sample size [17]. We select one already published and publicly available data sets containing both healthy person and cancer patient and identify robust and stable biomarkers for integrative analysis. Through evaluating the *classification capacity*, we can assess the reliability of *direct data merge* for a particular study from the point of view of classification accuracy. Based on the results, it can be easily found out that data integration based on *direct data merge* strategy will typically increase the value of the accuracy of marker-finding in metabolomics analysis. In summary, this work aimed at evaluating LC-MS-based metabolomics data integration, and providing the assessment result based on classification accuracy, which is a valuable reference to the choose of *direct data merge* method in metabolomics data analysis.

2. Materials and Methods

2.1. Collection of LC-MS Based Benchmark Metabolomic Datasets.
A systematic literature review on the metabolomics and the analysis on the datasets provided in the *Metabolites* database [18] were collectively conducted to find LC-MS based benchmark metabolomics datasets. After searching against by keyword “LC-MS”, “human” in *MetaboLights*, as shown in Table 1, a publicly available metabolomics datasets were selected (MTBLS17 ESI+) [18,19].

2.2. Direct Data Merge Methods Used in This Study
The workflow of the *direct data merge* strategy applied in this work was systematically illustrated in Fig. 1(i). K-Nearest Neighbor (*KNN*) algorithm was preformed to reduce the sparsity of the data in this study. MS Total Useful Signal (*MSTUS*) was applied for data normalization to correct bias. After the above preparations, the training and independent test datasets were further constructed based on the random sampling of the merged dataset. For data-integration’s influence on classification accuracy of the identified metabolic markers. First, for the training data, the differentially expressed features were identified by selecting features with *p*-value >0.05 of Student *t*-test [24]. Second, based on the Support Vector Machine (*SVM*) [25], a prediction model was constructed from the training samples. Finally, the evaluation of the *classification capacity* was obtained by predicting the independent dataset.

2.3. Results Integration Methods Used in This Study
As shown in Fig. 2(i), each experimental dataset was conducted using *KNN* for missing value imputation and *MSTUS* for data normalization. Then the training and independent test datasets were constructed by random sampling each pretreated experimental dataset. These datasets were prepared for assessing the *classification capacity* of the *results integration* strategy (described in the last section). With the differential peaks identified by the Student’s *t*-test (*p*-value <0.05), the classification models constructed based on experimental datasets were integrated for evaluating the *classification capacity* of *results integration*.

2.4. Classification Capacity as the criteria used for evaluating the data integration performance
*Classification capacity* of each model is evaluated by the receiver operating characteristic (*ROC*) analysis together with the measurement of the area under the curve (*AUC*) based on the Support Vector Machine (*SVM*) applied on both training and testing datasets together with the biomarkers identified by Student’s *t*-test (*p*-value <0.05) [25]. Samples with large area under *ROC* curve and high *AUC* value is recognized as with better discrimination power.

3. Results and Discussion
*Classification capacity* has been a popular criterion in metabolomics [27, 28], which is expected to be quite important because it’s necessary for features of the targeted classes to be identified through a combination of their natural properties and external metabolic level. The capacities of the constructed classification model were evaluated by various metrics including accuracy (*ACC*), sensitivity (*SEN*),
specificity (SPE), Matthews correlation coefficient (MCC), receiver operating characteristics (ROC), and the area under ROC curve [29,30]. As shown in Fig. 1, four different analytical strategies, including two strategies based on datasets collected from single experiment and two additional strategies of results integration and direct data merge were evaluated by calculating their ACC, SEN, SPE, and MCC. The metrics ACC and MCC were often used in metabolomics study to evaluate validity of prediction models [31]. In Table 2, the ACC of direct data merge reaches 0.80, which were substantially and consistently higher than that of the other 3 strategies (0.6–0.69). Similar to ACC, the MCC of direct data merge (0.50) were discovered to be robustly higher than that of the other strategies (0.12–0.13). In this study, classification capacity of each model is also evaluated by the receiver operating characteristic (ROC) analysis together with the measurement of the area under the curve (AUC) based on the Support Vector Machine (SVM) [25]. The pipeline of this assessment method in different data integration methods is shown in the Fig. 1(i) (Direct data merge) and Fig. 1(ii) (Result integration) below. And a visual processing of statistical results on all data groups were provided in Fig. 2. As shown in the Fig. 2, there were significant differences between the four groups from the ROC curve in which direct data merge was obviously superior to other methods. And the AUC value of direct data merge even showed an overwhelming classification capacity performance in all 4 datasets whose value reach 0.83, while the result integration method and the single datasets underperform whose only achieve 0.66 and 0.57, 0.76 respectively. As shown, the ROC of direct merge group model was found to be significantly higher than these remaining three sets of data model, indicating the usefulness of the direct merging method in developing biomarker prediction classification. As a result, direct data merge has excellent ability in classification.

4. Conclusion

Based on the systematic review of MetaboLights, an evaluation on the selected metabolomics data of different analytical strategies was conducted by assessing the its classification capacity. As a result, the merging-based strategies (Direct Data Merge) performed better than strategies based on results Integration and single experiment (Exp1 & Exp2) in term of the classification capacity. In conclusion, the findings of this study provided a meaningful guidance to the selection of suitable analytical strategy in a given metabolomics study.

Table 1. The number of cases/controls and peaks detected in 4 metabolomics datasets collected in Metabolites database

| Experiment ID                | No. of Cases / Controls | No. of MS Peaks Detected |
|------------------------------|-------------------------|--------------------------|
| MTLBS17-POS                  |                         |                          |
| Single Experiment 1          | 60/129                  | 1,586                    |
| Single Experiment 2          | 13/50                   | 3,230                    |
| Result integration           | 73/179                  | 1,586/3,230              |
| Direct data merging          | 73/179                  | 1,144                    |

Table 2. Classification capacities of different analytical strategies assessed by accuracy (ACC), sensitivity (SEN), specificity (SPE), Matthews’s correlation coefficient (MCC) and area under the curve (AUC) based on the benchmark datasets.

| Experiment ID                | ACC  | SEN  | SPE  | MCC  | AUC  |
|------------------------------|------|------|------|------|------|
| MTLBS17-POS                  |      |      |      |      |      |
| Single Experiment 1          | 0.59 | 0.58 | 0.59 | 0.13 | 0.57 |
| Single Experiment 2          | 0.69 | 0.33 | 0.80 | 0.13 | 0.76 |
| Result integration           | 0.60 | 0.53 | 0.62 | 0.12 | 0.66 |
| Direct data merging          | 0.80 | 0.53 | 0.92 | 0.50 | 0.83 |
Figure 1. The workflows of the analytical strategies used in this study. (i) the pipeline of direct data merge; (ii) the pipeline of results integration.

Figure 2. Classification capacities of different analytical strategies assessed by receiver operating characteristic (ROC) and area under the curve (AUC) based on the benchmark datasets.
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