A diffuse interface model of a two–phase flow with thermal fluctuations
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Abstract

We consider a model of a two phase flow proposed by Anderson, McFadden and Wheeler taking into account possible thermal fluctuations. The mathematical model consists of the compressible Navier–Stokes system coupled with the Cahn–Hilliard equation, where the latter is driven by a multiplicative temporal white noise accounting for thermal fluctuations. We show that existence of dissipative martingale solutions satisfying the associated total energy balance.
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1 Introduction

The phase field approach has been widely used in models of multicomponent fluids to avoid the mathematical difficulties related to the presence of sharp interfaces separating the fluid components. We consider a model of a binary mixture of compressible viscous fluids proposed by Anderson, McFadden, and Wheeler [2], where the time evolution of the phase variable - the concentration difference - is described by means of the Cahn–Hilliard equation, cf. the related models and a general discussion in Lowengrub and Truskinovski [15]. In addition to the standard formulation, we consider a stochastic perturbation of the Cahn–Hilliard system that is nowadays a well accepted model of thermal fluctuations, see e.g. Debussche, Goudenège [5], Goudenège [9], Goudenège and Manca [10] or the more recent mathematical treatment also including the fluid motion by Gal and Medjo [7], [8], [16] or Scarpa [18]. Any mathematical model including the Navier–Stokes system necessarily inherits the well know difficulties concerning the existence of smooth solutions as well
as related issues concerning well-posedness in general. Here we address the physically relevant 3D-setting in the context of general compressible viscous fluids, where the aforementioned difficulties are augmented by possible singular behavior of the fluid density.

1.1 Field equations

We start by considering a model of a binary mixture of compressible, viscous and macroscopically immiscible fluids, filling a bounded domain $\mathcal{D} \subset \mathbb{R}^N$. The basic field variables describing the mixture at a given time $t \in (0,T)$ and a spatial position $x \in \mathbb{R}^N$, $N = 1, 2, 3$ are: the mass density $\rho = \rho(t,x)$, the macroscopic fluid velocity $u = u(t,x)$, and the order parameter $c = c(t,x)$ satisfying the following system of equations:

\begin{align}
\frac{d\rho}{dt} + \text{div}(\rho u) &= 0, \\
\frac{d(\rho u)}{dt} + \text{div}(\rho \otimes u) + \nabla p(\rho,c) dt &= \text{div} S(\nabla c) dt - \text{div} \left( \nabla c \otimes \nabla c - \frac{1}{2} |\nabla c|^2 \right) dt, \\
\frac{d(\rho c)}{dt} + \text{div}(\rho c u) &= \Delta \mu dt + \rho \sigma(c) dW.
\end{align}

The pressure $p = p(\rho, c)$ and the chemical potential $\mu(\rho, c, \Delta_x c)$ are derived from the free energy

\[ E_{\text{free}} = \int_{\mathcal{D}} \rho f(\rho, c) + \frac{1}{2} |\nabla c|^2 dx, \]

in the form of constitutive relations:

\[ \rho \mu = \rho \frac{\partial f(\rho, c)}{\partial c} - \Delta_x c, \quad p(\rho, c) = \rho^2 \frac{\partial f(\rho, c)}{\partial \rho}. \]

The viscous stress tensor $S$ is given by the standard Newton’s rheological law,

\[ S(\nabla u) = \nu_{\text{shear}} \left( \nabla u' + \nabla u' - \frac{2}{N} \text{div} u I \right) + \nu_{\text{bulk}} \text{div} u I. \]

We refer to Anderson, McFadden, and Wheeler [2] for a detailed derivation as well as the physical background of the system (1.1–1.3) without stochastic forcing. The driving term in the Cahn–Hilliard equation accounts for the presence of thermal fluctuations and is interpreted as a stochastic integral in the sense of Itô, cf. [5].

1.2 Stochastic forcing

Due to the presence of the stochastic integral, all quantities in (1.1–1.3) must be interpreted as random variables with respect to a stochastic basis $[\Omega, \mathcal{B}, \mathcal{P}]$, where $\Omega$ is a probability space, $\mathcal{B}$
a system of Borel sets, and $\mathcal{P}$ a probability measure. $W$ is a cylindrical Wiener process $W = \{\beta_k(t)\}_{k=1}^{\infty}$, where $\beta_k$ are standard real–valued mutually independent Wiener processes,

$$\sigma(c) dW \equiv \sum_{k=1}^{\infty} \alpha_k \sigma_k(c) d\beta_k, \text{ where } \sum_{k=1}^{\infty} \alpha_k^2 < \infty,$$

$$\sigma_k \in W^{2,\infty}(\mathbb{R}), \|\sigma_k\|_{W^{2,\infty}(\mathbb{R})} \lesssim 1 \text{ uniformly in } k = 1, 2, \ldots$$

We denote by $\{\mathcal{F}_t\}_{t \geq 0}$ a complete right–continuous filtration in $\Omega$, non–anticipative with respect to $W$. In accordance with our definition, $W$ may be seen as a continuous mapping of $[0,T]$ into the space $\mathbb{R}^{\mathbb{N}}$ of sequences of real numbers. We consider two subspaces of $\mathbb{R}^{\mathbb{N}}$, namely $\mathcal{U}$ and $\mathcal{U}_0$ endowed with the Hilbert structure

$$\langle \{a_k\}; \{b_k\}\rangle_{\mathcal{U}} = \sum_{k=1}^{\infty} a_k b_k, \text{ and } \langle \{a_k\}; \{b_k\}\rangle_{\mathcal{U}_0} = \sum_{k=1}^{\infty} \alpha_k^2 a_k b_k,$$

respectively.

### 1.3 Physical space, initial conditions

To avoid technicalities, we restrict ourselves to the spatially periodic case, meaning the spatial domain $D$ is represented by the flat torus

$$\mathcal{T}^N = \{[-\pi, \pi]_{\{\pi, \pi\}}\}^N, \text{ } N = 1, 2, 3.$$  

The system (1.1–1.3) is then considered on the space–time cylinder $Q_T \equiv (0, T) \times \mathcal{T}^N$ and supplemented with the initial conditions

$$\rho(0, \cdot) = \rho_0, \text{ } u(0, \cdot) = u_0, \text{ } c(0, \cdot) = c_0.$$  

(1.6)

In agreement with the character of the problem, the initial data are random variables adapted (measurable) with respect to $\mathcal{F}_0$. Among other technical conditions specified below, we assume that

$$\rho_0 > 0 \text{ in } \mathcal{T}^N, \int_{\mathcal{T}^N} \rho_0 \, dx = M > 0, \text{ } \mathcal{P}\text{-a.s.}$$  

(1.7)

where the total mass $M$ is a deterministic constant. As a consequence of our choice of the boundary conditions, we have

$$\int_{\mathcal{T}^N} \rho(\tau, \cdot) \, dx = \int_{\mathcal{T}^N} \rho_0 \, dx = M \text{ for any } \tau \geq 0.$$
1.4 Dissipative martingale solutions

Our goal is to establish the existence of global-in-time weak martingale solutions to the problem (1.1–1.3), (1.6). Martingale solutions, in general, are defined on a different probability space than $\Omega$, whereas the process $W$ is considered as an integral part of the solution. Dissipative martingale solution satisfy, in addition, a suitable form of the energy balance (inequality). The existence of martingale and dissipative martingale solutions to a stochastic perturbation of the compressible Navier–Stokes system was proved by Breit and Hofmanová [4] and later elaborated in the monograph [3]. The existence of weak solutions to the deterministic version of the system (1.1–1.3), (1.6) was shown in [1].

To the best of our knowledge, this is the first analytical treatment of the compressible Navier–Stokes system coupled with a stochastically driven equation. Besides its physical relevance, the problem is therefore mathematically challenging. We propose a multi-level approximation scheme similar to that one used in [6]. More specifically, the equation of continuity (1.1) is regularized by means of an artificial viscosity term, the momentum equation is approximated via a Faedo-Galerkin scheme, while the stochastic Cahn–Hilliard equation (1.3) is solved by an adaption of the method proposed in the context of stochastic ODE’s by Itô and Nisio [11]. The solutions are obtained by means of the asymptotic limit in the approximate scheme combining the deterministic theory for the Navier–Stokes system proposed by Lions [13] and the stochastic framework in the context of weak topologies developed in [3].

The paper is organized as follows. Section 2 contains some preliminary material; we introduce the concept of dissipative martingale solution and state the main result. In Section 3 we introduce the basic approximation scheme to construct global-in-time solutions. Section 4 is devoted to the analysis of the stochastic Cahn–Hilliard problem. The asymptotic limit in the approximation scheme is then performed in Section 5. Possible extensions of the existence result are discussed in Section 6.

2 Preliminaries, main results

We start by specifying the basic hypotheses imposed on the constitutive functions. We suppose the free energy $f = f(\rho, c)$ takes the form

$$f(\rho, c) = f^e(\rho) + f^m(\rho, c) + f^c(c),$$

where $f^e = a\rho^{\gamma - 1}$, $a > 0$, $\gamma > 3$,

$$f^e \in C^3(\mathbb{R}), \quad f^e(0) = 0, \quad |\partial^j f^e| \approx 1, \quad j = 2, 3, \quad \partial_c f^c(c) \approx c \text{ for } |c| >> 1 \text{ large,}$$

$$f^m(\rho, c) = \log(\rho)H(c), \quad H \in C^3(\mathbb{R}), \quad |\partial^j H| \approx 1, \quad j = 1, 2, 3.$$  \hspace{1cm} (2.1)

Here and hereafter, $A \approx B$ means there is a positive constant $C$ such that $A \leq CB$, similarly $A \sim B$ stands for $A \geq CB$, and $A \approx B$ means $A \approx B$ and $B \sim A$. We refer to [1] for the physical background of such a choice of the free energy.
2.1 Energy balance

Assume, for the moment, that \([\rho, u, c]\) is a smooth solution of the system (1.1–1.3) in \(Q_T\) and that \(\rho\) is a function bounded from below by some positive constant. In order to obtain the total energy balance for (1.1–1.3), we use the classical Itô formula (see e.g., [14]) applied to the total energy functional:

\[
E = \int_D \frac{1}{2} \rho |u|^2 + \rho f(\rho, c) + \frac{1}{2} |\nabla_x c|^2 \, dx. \tag{2.2}
\]

Using the smoothness of the solution \([\rho, u, c]\) and the Fréchet differentiability of the total energy \(E\), we obtain the following energy equation:

\[
d\int_{T_N} \left[ \frac{1}{2} \rho |u|^2 + \rho f(\rho, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx + \int_{T_N} \left[ S(\nabla_x u) : \nabla_x u + |\nabla_x \mu|^2 \right] \, dx \, dt
\]

\[
= \int_{T_N} \frac{1}{2} \sum_{k=1}^{\infty} \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_{T_N} \frac{1}{2} \rho \frac{\partial^2 f(\rho, c)}{\partial c^2} \sum_{k=1}^{\infty} \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt
\]

\[
+ \left( \int_{T_N} \rho \mu \sigma(c) \, dx \right) dW. \tag{2.3}
\]

The first two terms on the right-hand side of (2.3) result from the application of Itô’s chain rule in the derivation. The theory of dissipative solutions includes (2.3), or the related inequality, as an integral part of the definition of a weak solution to (1.1–1.3).

2.2 Dissipative martingale solutions

Martingale solutions are weak in both PDE and probability sense. This means that the partial derivatives are interpreted in the sense of distributions, while the process \(W\) as well as the associated probability space form a part of the unknowns of the problem. Accordingly, it is convenient to consider the field variables as stochastic processes ranging in the abstract space of distributions. A suitable framework is provided by the scale of Sobolev spaces \(W^{\lambda,2}(\mathcal{T}^N)\), \(\lambda \in \mathbb{R}\).

**Definition 2.1.** A martingale solution of the system (1.1–1.3) is an object consisting of a complete probability basis \([\Omega, \mathcal{F}, \mathcal{P}]\), a cylindrical Wiener process \(W\) with the associated right-continuous complete filtration \(\{\mathcal{F}_t\}_{t \geq 0}\), and a stochastic process \(\tau \in [0, T] \mapsto [\rho(\tau, \cdot), u(\tau, \cdot), c(\tau, \cdot)]\) ranging in the Hilbert space \(W^{-\ell,2}(\mathcal{T}^N) \times W^{-\ell,2}(\mathcal{T}^N; \mathbb{R}^N) \times W^{-\ell,2}(\mathcal{T}^N)\), \(\ell > N\) enjoying the following properties \(\mathcal{P}\)-a.s.:

- \(\rho \in C_{\text{weak}}([0, T]; L^\gamma(\Omega))\), \(\rho > 0\), \(\rho u \in C_{\text{weak}}([0, T]; L^\gamma(\Omega; \mathbb{R}^N))\) are \(\mathcal{F}_t\)-progressively measurable, and the integral identity

\[
\left[ \int_{T_N} \rho \varphi \, dx \right]_{t=0}^{t=\tau} = \int_0^\tau \int_{T_N} \left[ \rho \partial_t \varphi + \rho u \cdot \nabla_x \varphi \right] \, dx \, dt \tag{2.4}
\]

holds for any (deterministic) test function \(\varphi \in C^1(\overline{Q_T})\);
\[ \begin{aligned}
\dot{\rho} \in C_{\text{weak}}([0, T]; L^2(T^N)), & \quad \rho \in L^\infty(0, T; W^{1,2}(T^N)) \cap L^2(0, T; W^{2,2}(T^N)) , \\
\mathbf{u} \in L^2(0, T; W^{1,2}(T^N; R^N)) & \text{ are } \mathcal{F}_t-\text{progressively measurable, and the integral identity}
\end{aligned} \]

\[
\int_{T^N} \rho \mathbf{u} \cdot \varphi \, dx \bigg|_{t=0}^{t=T} = \int_0^T \int_{T^N} \left[ \rho \mathbf{u} \cdot \partial_t \varphi + \rho \mathbf{u} \otimes \mathbf{u} : \nabla_x \varphi + p(\rho, c) \text{div}_x \varphi \right] \, dx \, dt
\]

\[ - \int_0^T \int_{T^N} \left[ \mathcal{S}(\nabla_x \mathbf{u}) : \nabla_x \varphi - \left( \nabla_x c \otimes \nabla_x c - \frac{1}{2} |\nabla_x c|^2 \mathbb{I} \right) : \nabla_x \varphi \right] \, dx \, dt \]  

(2.5)

holds for any (deterministic) test function \( \varphi \in C^1(\overline{Q}_T; R^N) \);

\[ \begin{aligned}
\mu \in L^2(0, T; W^{1,2}(T^N)), & \quad \rho \mathbf{u} = \rho \frac{\partial f(\rho, c)}{\partial c} - \Delta_x c, \\
\end{aligned} \]

(2.6)

and the integral identity

\[
\int_{T^N} \rho c \varphi \, dx \bigg|_{t=0}^{t=T} = \int_0^T \int_{T^N} \left[ \rho c \partial_t \varphi + \rho \mathbf{u} \cdot \nabla_x \varphi - \nabla_x \mu \cdot \nabla_x \varphi \right] \, dx + \int_0^T \left( \int_{T^N} \rho \sigma(c) \varphi \, dx \right) \, dW
\]

(2.7)

holds for any (deterministic) test function \( \varphi \in C^1([0, T] \times T^N) \).

**Remark 2.2.** Neither \( \mathbf{u} \) nor \( c \) enjoy any continuity in time so it might seem ambiguous to speak about their progressive measurability. This must be understood in the sense that

\[ \mathbf{u}, c \in L^2_{\text{prog}}(\Omega \times (0, T); L^2(T^N)) \]

meaning these functions are progressively measurable modulo a modification on the set of prog-measure zero. Equivalently, any backward time regularization of these quantities is progressively measurable, see [3, Chapter 2, Sections 2.1, 2.2].

As the probability basis is a part of the martingale solution, the initial data are attained only in law.

**Definition 2.3.** Let \( \Lambda_0 \) be a Borel probability measure on the Hilbert space \( W^{-\ell,2}(T^N) \times W^{-\ell,2}(T^N; R^N) \times W^{-\ell,2}(T^N) \). A martingale solution of the system (1.1–1.3) satisfies the initial conditions \([\rho_0, \mathbf{u}_0, c_0] \) if

\[ \rho(0, \cdot) = \rho_0, \quad \rho \mathbf{u}(0, \cdot) = \rho_0 \mathbf{u}_0, \quad \rho c(0, \cdot) = \rho_0 c_0 \mathcal{P} - \text{a.s.}, \]

where

\[ \mathcal{L}[\rho_0, \mathbf{u}_0, c_0] = \Lambda_0. \]
Finally, we give a definition of the dissipative solution.

Definition 2.4. A martingale solution of the system \((\mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1})\) is called **dissipative martingale solution** if, \(\mathcal{P} - \text{a.s.}\), the energy inequality

\[
\left[ \psi \int_{\mathcal{T}_N} \left[ \frac{1}{2} \eta |u|^2 + \eta f(\eta, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx \right]_{t=0}^{t=\tau} + \int_0^\tau \psi \int_{\mathcal{T}_N} \left[ \mathcal{S}(c, \nabla_x u) : \nabla_x u + |\nabla_x \mu|^2 \right] \, dx \, dt \\
\leq \int_0^\tau \partial_t \psi \int_{\mathcal{T}_N} \left[ \frac{1}{2} \eta |u|^2 + \eta f(\eta, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx \, dt \\
+ \int_0^\tau \psi \int_{\mathcal{T}_N} \frac{1}{2} \sum_{k=1}^\infty \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_0^\tau \psi \int_{\mathcal{T}_N} \frac{1}{2} \eta \frac{\partial^2 f(\eta, c)}{\partial c^2} \sum_{k=1}^\infty \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt \\
+ \int_0^\tau \psi \left( \int_{\mathcal{T}_N} \eta \mu \sigma(c) \, dx \right) \, dW
\]

(2.8)
is satisfied for a.a. \(\tau \in (0, T)\) and any (deterministic) \(\psi \in C^1[0, T], \psi \geq 0\). Here

\[
\left[ \frac{1}{2} \eta |u|^2 + \eta f(\eta, c) + \frac{1}{2} |\nabla_x c|^2 \right] (0, \cdot) = \left[ \frac{1}{2} \eta_0 |u_0|^2 + \eta_0 f(\eta_0, c_0) + \frac{1}{2} |\nabla_x c_0|^2 \right]
\]

where \([\eta_0, u_0, c_0]\) are the initial conditions as defined in (2.3).

At this stage, we are ready to formulate our main result.

**Theorem 2.5.** Let \(\sigma\) be given as in \((\mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1})\), and let the function \(f\) satisfy the hypothesis \((\mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1})\), with \(\gamma > 3\). Let the initial law \(\Lambda_0\) enjoy the following properties:

\[
\Lambda_0 \left\{ \eta_0 > 0 \text{ in } \mathcal{T}_N, \int_{\mathcal{T}_N} \eta_0 \, dx = M \right\} = 1,
\]

where \(M > 0\) is a deterministic constant,

\[
\mathbb{E}_{\Lambda_0} \left[ \left( \|\eta_0\|_{L^\gamma(\mathcal{T}_N)} + \|u_0\|_{L^2(\mathcal{T}_N; \mathbb{R}_N)} + \|c_0\|_{W^{1,2}(\mathcal{T}_N)} \right)^\beta \right] \leq c(\beta)
\]

for any \(\beta > 0\).

Then the Navier–Stokes–Cahn–Hilliard system \((\mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1} \mathbb{1})\) admits a dissipative martingale solution with the initial law \(\Lambda_0\).

The rest of the paper is devoted to the proof of Theorem 2.5. Possible extensions to a more general class of constitutive relations and/or boundary conditions will be discussed in Section 6.
3 Approximate solutions

We start by introducing a family of approximate problems. Let $H_m$ be an $m$-dimensional space of trigonometric polynomials ranging in $\mathbb{R}^N$ endowed with the Hilbert structure of the space $L^2(\mathcal{T}^N;\mathbb{R}^N)$. For $u \in H_m$, $R > 0$, we introduce the cut-off operators

$$[u]_R \equiv \chi (\|u\|_{H_m} - R) u,$$

where

$$\chi \in C^\infty(R), \; \chi(r) = \begin{cases} 1 \text{ for } r \leq 0, \\ 0 \text{ for } r \geq 1, \end{cases}$$

and

$$\chi'(r) \leq 0 \text{ for } 0 \leq r \leq 1.$$

Let $\Pi_m : L^2(\mathcal{T}^N;\mathbb{R}^N) \rightarrow H_m$ be the associated orthogonal projection.

The basic approximate problem reads as follows:

$$\text{d} \rho + \text{div}_x (\rho [u]_R) \text{d} t = \varepsilon \Delta_x \rho \text{d} t, \; \rho(0, \cdot) = \rho_0; \quad (3.1)$$

$$\text{d} \Pi_m (\rho u) + \text{div}_x \Pi_m (\rho u \otimes [u]_R) \text{d} t + \chi (\|u\|_{H_m} - R) \nabla_x \Pi_m \left[ p(\rho, c) + \sqrt{\varepsilon} \rho \right] \text{d} t = \varepsilon \Delta_x \Pi_m (\rho u) \text{d} t,$$

$$\Pi_m (\rho u)(0, \cdot) = \Pi_m (\rho_0 u_0); \quad (3.2)$$

$$\text{d} c + [u]_R \cdot \nabla_x c \text{d} t = \frac{1}{\rho} \Delta_x \mu \text{d} t + \sigma(c) \text{d} W, \; \mu = \frac{\partial f(\rho, c)}{\partial c} - \frac{1}{\rho} \Delta_x c, \; c(0, \cdot) = c_0. \quad (3.3)$$

In comparison with Theorem 2.5, we impose rather restrictive conditions on the initial data:

$$\Lambda_0 \left\{ \rho_0 \in C^{2+\nu}, \; \int_{\mathcal{T}^N} \rho_0 \text{ d} x = M, \; 0 < C^1_\varepsilon < \rho_0, \; \|\rho_0\|_{C^{2+\nu}(\mathcal{T}^N)} \leq C^2_\varepsilon \right\} = 1$$

for some deterministic positive constants $C^1_\varepsilon$, $C^2_\varepsilon$ and some $\nu \in (0, 1); \quad (3.4)$

$$\mathbb{E}_{\Lambda_0} \left[ (\|u_0\|_{L^2(\mathcal{T}^N;\mathbb{R}^N)} + \|c_0\|_{W^{2,2}(\mathcal{T}^N)})^\beta \right] \leq C_\varepsilon(\beta) \text{ for all } \beta > 0.$$

The equations (3.1), (3.2) are deterministic and can be solved pathwise. For a given $c \in L^\infty(0,T;W^{1,2}(\mathcal{T}^N)) \cap L^2(0,T;W^{2,2}(\mathcal{T}^N))$, the problem (3.1), (3.2) admits a solution $[\rho, u]$ unique in the class

$$u \in C^1([0,T];H_m), \; \rho, \frac{1}{\rho} \in C([0,T];C^{2+\nu}(\mathcal{T}^N)) \cap C^1([0,T];C^\nu(\mathcal{T}^N)), \quad (3.5)$$
see [3], Chapter 7. Moreover, thanks to the hypotheses imposed on the initial data, the functions \([u]_R \) and \(\rho\) are bounded in the norms corresponding to [3.5] by deterministic constants depending on \(R\) and \(m\). In addition, it is easy to check that the mapping

\[ c \in L^\infty(0, T; W^{1,2}(T^N)) \cap L^2(0, T; W^{2,2}(T^N)) \mapsto [\rho, u] \in C([0, T]; C(T^N)) \times C([0, T]; H_m) \]

is continuous. In particular, \([\rho, u] \) are \(\mathcal{F}_t\)–progressively measurable as long as \(c\) enjoys the same property. In the next section, we discuss solvability of the stochastic Cahn–Hilliard system (3.3) for given \([u]_R\) and \(\rho\).

4 Solvability of the stochastic Cahn–Hilliard system

We focus on the Cahn–Hilliard equation (3.3), where we assume, for a moment, that \(\rho\) and \(u\) are \(\mathcal{F}_t\)–progressively measurable processes fixed in the class (3.5). In particular, the velocity field \([u]_R\) admits spatial derivatives of any order and \(\rho\) is a smooth function bounded below away from zero uniformly \(\mathcal{P}\)–a.s. Our goal is to solve the stochastic equation

\[
d c + [u]_R \cdot \nabla_x c \, dt = \frac{1}{\varrho} \Delta_x \mu \, dt + \sigma(c) \, dW, \quad \mu = \frac{\partial f(\rho, c)}{\partial c} - \frac{1}{\varrho} \Delta_x c, \quad c(0, \cdot) = c_0. \tag{4.1}
\]

4.1 A priori bounds

We start with \textit{a priori} bounds available for regular solutions of problem (4.1). Accordingly, the standard Itô’s calculus can be applied without modifications.

4.1.1 Basic energy bound

Applying Itô’s chain rule we get

\[
d \int_{T^N} \frac{1}{2} c^2 \, dx = \int_{T^N} \frac{1}{2} \text{div}_x [u]_R c^2 \, dx \, dt + \int_{T^N} \frac{1}{\varrho} \Delta_x \mu c \, dx \, dt \\
+ \int_{T^N} \frac{1}{2} \sum_{k=1}^\infty \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt + \int_{T^N} c \sigma(c) \, dx \, dW. \tag{4.2}
\]

Furthermore, we rewrite

\[
\int_{T^N} \frac{1}{\varrho} \Delta_x \mu c \, dx \, dt = \int_{T^N} \left( \frac{\partial f(\rho, c)}{\partial c} - \frac{1}{\varrho} \Delta_x c \right) \Delta_x c \frac{\varrho}{\varrho} \, dx \, dt,
\]

where

\[
\Delta_x \frac{c}{\varrho} = \frac{1}{\varrho} \Delta_x c - 2 \frac{\nabla_x c \cdot \nabla_x \varrho}{\varrho^2} - \alpha \text{div}_x \frac{\nabla_x \varrho}{\varrho^2}.
\]
Consequently, (4.2) gives rise to
\[ \left[ \int_{\mathcal{T}^N} c^2 \, dx \right]_{t=0}^{t=T} + \int_0^T \int_{\mathcal{T}^N} |\Delta_x c|^2 \, dx \, dt \lesssim \int_0^T \int_{\mathcal{T}^N} c^2 \, dx \, dt + \int_0^T \int_{\mathcal{T}^N} |\Delta_x c| \, dx \, dt + \int_0^T \int_{\mathcal{T}^N} \frac{\partial f(q, c)}{\partial c} \Delta_x \frac{c}{\varrho} \, dx \, dt + \int_0^T \int_{\mathcal{T}^N} (|c| + c^2) \, dx \, dW. \]

Next, using hypothesis (2.1) we obtain
\[ \left[ \int_{\mathcal{T}^N} c^2 \, dx \right]_{t=0}^{t=T} + \int_0^T \int_{\mathcal{T}^N} |\Delta_x c|^2 \, dx \, dt \lesssim \int_0^T \int_{\mathcal{T}^N} c^2 \, dx \, dt + \int_0^T \int_{\mathcal{T}^N} (|c| + c^2) \, dx \, dW. \] (4.3)

Finally, we use the interpolation inequality
\[ \|\nabla_x c\|^2_{L^2(\mathcal{T}^N)} \leq \delta \|\Delta_x c\|^2_{L^2(\mathcal{T}^N)} + c(\delta) \|c\|^2_{L^2(\mathcal{T}^N)} \] for any \( \delta > 0 \),
to deduce from (4.3) that
\[ \left[ \int_{\mathcal{T}^N} c^2 \, dx \right]_{t=0}^{t=T} + \int_0^T \int_{\mathcal{T}^N} |\Delta_x c|^2 \, dx \, dt \lesssim \int_0^T \int_{\mathcal{T}^N} c^2 \, dx \, dt + \int_0^T \int_{\mathcal{T}^N} (|c| + c^2) \, dx \, dW. \] (4.4)

Thus passing to expectations in (4.4) and applying successively Burkholder–Davis–Gundy inequality and Gronwall’s lemma we may infer that
\[ \mathbb{E} \left[ \sup_{t \in [0, T]} \left( \int_{\mathcal{T}^N} c^2 \, dx \right)^\beta \right] + \mathbb{E} \left[ \left( \int_0^T \int_{\mathcal{T}^N} |\Delta_x c|^2 \, dx \, dt \right)^\beta \right] \lesssim \mathbb{E} \left[ \left( \int_{\mathcal{T}^N} c_0^2 \, dx \right)^\beta \right] \text{ for any } \beta \geq 1. \] (4.5)

### 4.1.2 First order estimates

In order to obtain higher order estimates for the concentration \( c \), we apply the Itô formula to \( |\nabla_x c|^2_{L^2(\mathcal{T}^N)} \). After a routine manipulation, we obtain
\[ d \int_{\mathcal{T}^N} \frac{1}{2} |\nabla_x c|^2 \, dx = \int_{\mathcal{T}^N} \left( \frac{1}{2} \text{div}_x [u]_R |\nabla_x c|^2 - \nabla_x [u]_R : (\nabla_x c \otimes \nabla_x c) \right) \, dx \, dt - \int_{\mathcal{T}^N} \frac{1}{\varrho} \Delta_x \mu \Delta_x c \, dx \, dt \]
\[ - \int_{\mathcal{T}^N} \frac{1}{2} \sum_{k=1}^\infty \alpha_k^2 \sigma_k(c) \Delta_x \sigma_k(c) \, dx \, dt - \int_{\mathcal{T}^N} \sigma(c) \Delta_x \sigma(c) \, dx \, dW, \]
where
\[
- \int_{T^N} \frac{1}{\rho} \Delta_x \mu \Delta_x c \, dx = \int_{T^N} \frac{1}{\rho} \Delta_x \left( \frac{1}{\rho} \Delta_x c \right) \Delta_x c \, dx - \int_{T^N} \frac{1}{\rho} \Delta_x \left( \frac{\partial f(\rho, c)}{\partial c} \right) \Delta_x c \, dx
= - \int_{T^N} \nabla \left( \frac{1}{\rho} \Delta_x c \right) \right|^2 \, dx + \int_{T^N} \nabla \left( \frac{\partial f(\rho, c)}{\partial c} \right) \cdot \nabla \left( \frac{1}{\rho} \Delta_x c \right) \, dx.
\]

Thus, using hypotheses (1.5), (2.1) and repeating the arguments of the preceding section, we obtain
\[
E \left[ \sup_{t \in [0, T]} \left( \int_{T^N} \left| \nabla_x c \right|^2 \, dx \right)^\beta \right] + E \left[ \left( \int_0^T \int_{T^N} \left| \nabla_x \Delta_x c \right|^2 \, dx \, dt \right)^\beta \right] \lesssim E \left[ \left( \int_{T^N} \left| \nabla_x c_0 \right|^2 \, dx \right)^\beta \right]
\]
for any \( \beta \geq 1 \).

4.1.3 Higher order estimates

The final step consists in applying the Itô formula to \( |\Delta_x c|^2 \|_{L^2(T^N)} \):
\[
d \int_{T^N} \frac{1}{2} |\Delta_x c|^2 \, dx = - \int_{T^N} \Delta_x (\text{div}_x [u]_{RC}) \Delta_x c \, dx \, dt + \int_{T^N} \frac{1}{\rho} \Delta_x \mu \Delta_x^2 c \, dx \, dt
+ \int_{T^N} \frac{1}{2} \sum_{k=1}^\infty \alpha_k^2 \sigma_k(c) \Delta_x^2 \sigma_k(c) \, dx \, dt + \int_{T^N} \sigma(c) \Delta_x^2 c \, dx \, dW.
\]

The most difficult term reads
\[
\int_{T^N} \frac{1}{\rho} \Delta_x \mu \Delta_x^2 c \, dx = - \int_{T^N} \frac{1}{\rho} \Delta_x \left( \frac{1}{\rho} \Delta_x c \right) \Delta_x^2 c \, dx + \int_{T^N} \frac{1}{\rho} \Delta_x \left( \frac{\partial f(\rho, c)}{\partial c} \Delta_x c \right) \, dx,
\]
where
\[
- \int_{T^N} \frac{1}{\rho} \Delta_x \left( \frac{1}{\rho} \Delta_x c \right) \Delta_x^2 c \, dx
\approx - \int_{T^N} \frac{1}{\rho^2} |\Delta_x^2 c|^2 \, dx + \int_{T^N} \frac{1}{\rho} D_x^2 \left( \frac{1}{\rho} \right) \Delta_x c \Delta_x^2 c \, dx + \int_{T^N} \frac{1}{\rho} D_x \rho (D_x \Delta_x) c \Delta_x^2 c \, dx.
\]

Seeing that the third derivatives of \( c \) are controlled by (4.6) we conclude
\[
E \left[ \sup_{t \in [0, T]} \left( \int_{T^N} |\Delta_x c|^2 \, dx \right)^\beta \right] + E \left[ \left( \int_0^T \int_{T^N} |\Delta_x^2 c|^2 \, dx \, dt \right)^\beta \right] \lesssim E \left[ \left( \int_{T^N} |\Delta_x c_0|^2 \, dx \right)^\beta \right]
\]
for any \( \beta \geq 1 \).
4.2 Solvability of the approximate system

Now we are ready to establish the existence of solutions to the approximate system \((3.1), (3.3)\). Unfortunately, this cannot be done in a direct fashion. Instead, similarly to \((3.2)\), the Cahn–Hilliard equation \((4.1)\) will be approximated via a finite system of stochastic ODE’s.

4.2.1 Finite–dimensional approximation

We replace \((4.1)\) by

\[
dc + \Pi_n [u_R] \cdot \nabla c \, dt = \Pi_n \left[ \frac{1}{\varrho} \Delta_x \left( \frac{\partial f(\varrho, c)}{\partial c} - \frac{1}{\varrho} \Delta_x c \right) \right] \, dt + \Pi_n [\sigma(c)]dW, \quad c(0, \cdot) = \Pi_n c_0, \quad (4.8)
\]

where \(\Pi_n\) is the \(L^2\)–orthogonal projection onto a finite dimensional space \(X_n\) formed by trigonometric polynomials of finite order. In particular, \(\Pi_n\) commutes with spatial derivatives of any order. Our goal is to solve the system \((3.1), (3.2), (4.8)\) for fixed \(m, n, R > 0\), and \(\varepsilon > 0\). To this end we use the abstract result due to Itô and Nisio \([11]\).

For a fixed \(c \in C([0, T]; X_n)\), we consider the unique solution \([\varrho, u] \equiv Q[c]\) of the problem

\[
d\varrho + \text{div}_x (\varrho [u]_R) \, dt = \varepsilon \Delta_x \varrho \, dt, \quad \varrho(0, \cdot) = \varrho_0, \quad (4.9)
\]

\[
d\Pi_m (\varrho u) + \text{div}_x \Pi_m (\varrho \otimes [u]_R) \, dt + \chi (\|u\|_{H^m} - R) \nabla_x \Pi_m \left[ p(\varrho, c) + \sqrt{\varepsilon} \varrho^\alpha \right] \, dt
\]

\[
= \varepsilon \Delta_x \Pi_m (\varrho u) \, dt + \text{div}_x \Pi_m (c, \nabla_x u) \, dt - \chi (\|u\|_{H^m} - R) \text{div}_x \Pi_m \left( \nabla_x c \otimes \nabla_x c - \frac{1}{2} |\nabla_x c|^2 \right) \, dt, \quad (4.10)
\]

\[
\Pi_m (\varrho u)(0, \cdot) = \Pi_m (\varrho_0 u_0).
\]

Here \(\alpha\) is a positive constant that will be chosen greater than 4 for reasons that will become obvious in Section 5. As already pointed out, the system \((4.9), (4.10)\) is deterministic and can be solved pathwise. As shown in \([9\text{, Chapter 7}]\), there exists a solution \(\varrho, u\), uniquely determined in the class

\[
u \in C([0, T]; H_m); \quad \varrho, \varrho_0 \in C^1([0, T]; C^{\nu}(T^N)) \cap C([0, T]; C^{2+\nu}(T^N)) \quad (4.11)
\]

by the initial data \(u_0 \in L^2(T^N; R^N), \varrho_0 \in C^{\nu}(T^N)\), \(\varrho_0 \geq \varrho > 0\) with \(\varrho\) some positive deterministic constant, and the forcing represented by \(c\). Moreover, it can be shown that the mapping

\[
Q : c \in C([0, T]; X_n) \mapsto [\varrho, u] \in [C^1([0, T]; C^{\nu}(T^N)) \cap C([0, T]; C^{2+\nu}(T^N))] \times C([0, T]; H_m)
\]

is continuous. In addition, such a mapping is obviously casual, meaning the values of \([\varrho, u]\) on a time interval \([0, \tau]\), \(0 \leq \tau \leq T\) depend only on the values of \(c\) in \([0, \tau]\).

Consequently, the problem \((4.8)\) can be written in the form

\[
[c]_{t=0}^{t=T} + \int_0^T \Pi_n \left[ \frac{1}{Q^1[c]} \Delta_x \left( \frac{\partial f(Q^1[c], c)}{\partial c} - \frac{1}{Q^1[c]} \Delta_x c \right) \right] \, dt + \int_0^T \Pi_n [\sigma(c)]dW. \quad (4.12)
\]
Thanks to the properties of the cut-off operators \([\cdot]_R\) and our choice of the initial data for \(\varrho\), we check easily that

\[
\|\Pi_n \left[ [Q^2[c]]_R \cdot \nabla_x c \right] (\tau) \|_{X_n} + \|\Pi_n \left[ \frac{1}{Q^1[c]} \Delta_x \left( \frac{\partial f(Q^1[c], c)}{\partial c} - \frac{1}{Q^1[c]} \Delta_x c \right) \right] (\tau) \|_{X_n} \leq k(m, n, R) \|c(\tau)\|_{X_n},
\]

where \(k(m, n, R)\) is a positive constant that may depend on \(m\), \(n\) and \(R\). Thus we may apply the abstract result of Itô and Nisio [11, Theorem 1] on stochastic differential equations with memory to deduce the existence of a solution \([\varrho, u, c]\) of the problem (4.8), (4.9), and (4.10).

**Proposition 4.1.** Let \(m, n, \varepsilon > 0\), and \(R > 0\) be given. Suppose that the distribution of the initial data \([\varrho_0, u_0, c_0]\) is determined by the law \(\Lambda_0\) specified in (3.4).

Then the problem (4.8–4.10) admits a solution \([\varrho, u, c]\) in the class

\[
\varrho \in C^1([0, T]; H_m), \quad \frac{1}{\varrho} \in C^1([0, T]; C^\nu(T^N)) \cap C([0, T]; C^{2+\nu}(T^N)), \quad c \in C([0, T]; X_n).
\]

In addition, the process \(\tau \mapsto [\varrho(\tau, \cdot), u(\tau, \cdot), c(\tau, \cdot)]\) is \(\mathcal{F}_\tau\)-progressively measurable.

### 4.2.2 The Galerkin limit in the Cahn–Hilliard system

The ultimate goal of this part is to perform the limit \(n \to \infty\) in the system (4.8–4.10) to recover a solution of the approximate problem (3.1–3.3). We denote \([[\varrho_n, u_n, c_n]]_{n=1}^{\infty}\) the family of solutions, the existence of which is guaranteed by Proposition 4.1.

To begin, we establish uniform estimates independent of \(n \to \infty\). As the projections \(\Pi_n\) commute with the Laplace operator, we may reproduce the bounds obtained in Section 4.1 also at the level of Galerkin approximations. Summing up (4.5–4.7) we therefore deduce

\[
\mathbb{E} \left[ \left( \sup_{t \in [0, T]} \|c_n\|_{W^{2,2}(T^N)}^2 \right)^{\beta} \right] + \mathbb{E} \left[ \left( \int_0^T \|c_n\|_{W^{2,2}(T^N)}^2 \right)^{\beta} \right] \lesssim \mathbb{E} \left[ \|c_0\|_{W^{2,2}(T^N)}^{2\beta} \right], \quad (4.13)
\]

where \(\lesssim\) hides a constant depending on the parameters \(R, m\), as well as on the higher order norms of the initial data \(\varrho_0\) guaranteed by our choice of the initial law \(\Lambda_0\). By the same token, the densities \(\varrho_n\) remain bounded in the space

\[
C^1([0, T]; C^{\nu}(T^N)) \cap C([0, T]; C^{2+\nu}(T^N)), \quad \varrho_n \geq C_\varepsilon^1 > 0, \quad (4.14)
\]

uniformly by a deterministic constant.

Next, \(u_n\) being determined by (4.10) will satisfy

\[
\sup_{t \in [0, T]} (\|u_n\|_{H_m} + \|\partial_t u_n\|_{H_m}) \lesssim \|u_0\|_{L^2(T^N, R^N)} + \int_0^T \|c_n\|_{W^{2,2}(T^N)}^2 \, dt \text{ a.s.} \quad (4.15)
\]
Finally, we need time regularity of the processes \( c_n \). To this end, we use equation (4.15) to compute

\[
\left[ \int_{t_n}^{t_2} c_n \phi \, dt \right]_{t=t_1}^{t_2} = \int_{t_1}^{t_2} \left[ \int_{T^N} \frac{1}{\varrho_n} \Delta_x \left( \frac{\partial f(\varrho_n, c_n)}{\partial \varrho} - \frac{1}{\varrho_n} \Delta_x c_n \right) - [u_n]_R \cdot \nabla_x c_n \right] \phi \, dx \, dt \\
+ \int_{t_1}^{t_2} \left( \int_{T^N} \sigma(c_n) \phi \, dx \right) \, dW
\]

for any \( \phi \in X_n \).

By Burkholder–Davis–Gundy inequality,

\[
\mathbb{E} \left[ \sup_{t_1 \leq t \leq t_2} \left| \int_{t_1}^{t} \left( \int_{T^N} \sigma(c_n) \phi \, dx \right) \, dW \right|^{\beta} \right] \leq c(\beta) \mathbb{E} \left[ \left( \int_{t_1}^{t_2} \sum_{k=1}^{\infty} \alpha_k^2 \left( \int_{T^N} \sigma_k(c_n) \phi \, dx \right)^2 \right)^{\beta/2} \right]
\]

for any \( \beta > 0 \), where, furthermore,

\[
\mathbb{E} \left[ \left( \int_{t_1}^{t_2} \sum_{k=1}^{\infty} \alpha_k^2 \left( \int_{T^N} \sigma_k(c_n) \phi \, dx \right)^2 \right)^{\beta/2} \right] \leq |t_2 - t_1|^{\beta/2} \| \phi \|_{L^2(\mathbb{T}^N)}^{\beta} \mathbb{E} \left[ \left( \sum_{k=1}^{\infty} \alpha_k^2 \right)^{\beta/2} \sup_{\tau \in [0, T]} \| \sigma_k(c_n) \|_{L^2(\mathbb{T}^N)}^{\beta} \right].
\]

Consequently, we can use the bounds imposed by \( \Lambda_0 \) and apply Kolmogorov continuity criterion to conclude that \( c_n \in C^\omega([0, T]; L^2(\mathbb{T}^N)) \) with

\[
\mathbb{E} \left[ \| c_n \|_{C^\omega([0, T]; L^2(\mathbb{T}^N))}^{\beta} \right] \leq c(\beta), \ \beta > 2 \text{ for a certain } 0 < \omega < \frac{1}{2}. \quad (4.16)
\]

With the bounds established in (4.13), (4.14), (4.15), and (4.16) at hand, we apply the stochastic compactness method to perform the limit \( n \to \infty \). The basic tool is the following extension of the classical Skorokhod theorem by Jakubowski [12].

**Theorem 4.2.** Let \( \mathbb{X} \) be a topological sub-Polish space, meaning there exists a countable family of continuous functions that separate points. Let \( \{ \mathcal{L}_n \}_{n=1}^{\infty} \) be a tight sequence of Borel probability measures on \( \mathbb{X} \).

Then there exists a subsequence \( \{ \mathcal{L}_{n_k} \}_{k=1}^{\infty} \) and a sequence \( \{ U_k \}_{k=1}^{\infty} \) of random variables ranging in \( \mathbb{X} \) defined on the standard probability space \( \{ [0, 1], \mathcal{B}[0, 1], dx \} \) such that

- the law of \( U_k \) is \( \mathcal{L}_{n_k} \);
- there exists a random variable \( U \) such that \( U_k(\omega) \to U(\omega) \) for any \( \omega \in [0, 1] \);
- the law of \( U \) is a Radon measure on \( \mathbb{X} \).

We consider a sequence of random variables \( [\varrho_n, u_n, c_n, W] \) ranging in the pathspace \( \mathbb{X} \),

\[
\mathbb{X} = \mathbb{X}_\varrho \times \mathbb{X}_u \times \mathbb{X}_c \times \mathbb{X}_W,
\]
Let $(\Omega, \mathcal{F}, \mathcal{P})$ be a complete probability space. Let $W_n$ be an $(\mathcal{F}_n)$-cylindrical Wiener process and let $G_n$ be an $(\mathcal{F}_n)$-progressively measurable stochastic process satisfying
\[
G_n \in L^2(0,T; L^2(\mathcal{F}; W^{\ell,2}(\mathcal{N}))) \text{ a.s.}
\]

Suppose that
\[
W_n \rightarrow W \text{ in } C([0,T];\mathcal{F}_0) \text{ in probability,}
\]
\[
G_n \rightarrow G \text{ in } L^2(0,T; L^2(\mathcal{F}; W^{\ell,2}(\mathcal{N}))) \text{ in probability,}
\]

where $W = \{\beta_k\}_{k=1}^\infty$. Let $(\mathcal{F}_t)_{t \geq 0}$ be the filtration given as
\[
\mathcal{F}_t = \sigma(\cup_{k=1}^{\infty} \sigma_t[G_k] \cup \sigma_t[\beta_k]).
\]

Then, after a possible change on a set of zero measure in $\Omega \times (0,T)$, $G$ is $(\mathcal{F}_t)$-progressively measurable, and
\[
\int_0^t G_n dW_n \rightarrow \int_0^t G dW \text{ in } L^2(0,T; W^{\ell,2}(\mathcal{N})) \text{ in probability.}
\]
With Lemma 4.3 and the compactness properties of the space $X$ at hand, it is not difficult to perform the limit $n \to \infty$ in the sequence $[\tilde{\rho}_n, \tilde{u}_n, \tilde{c}_n, \tilde{W}_n]$. Besides the equations (4.9), (4.10), the limit satisfies also (4.8) for any $n = 1, 2, \ldots$, meaning it satisfies the SPDE (3.3). We have shown the following result:

**Proposition 4.4.** Let $m$, $\varepsilon > 0$, and $R > 0$ be given. Suppose that the distribution of the initial data $[\rho_0, u_0, c_0]$ is determined by the law $\Lambda_0$ specified in (3.4).

Then the approximate problem (3.1–3.3) admits a martingale solution $[\rho, u, c, W]$ in the class

$$u \in C^1([0,T]; H_m), \quad \rho, \frac{1}{\rho} \in C^1([0,T]; C^{\nu}(T^N)) \cap C([0,T]; C^{2+\nu}(T^N)),$$

$$E \left[ \left( \sup_{t \in [0,T]} \|c\|_{W^{2,2}(T^N)}^2 \right)^\beta \right] + E \left[ \left( \int_0^T \|c\|_{W^{4,2}(T^N)}^2 \right)^\beta \right] \lesssim 1, \quad \beta \geq 0.$$

**Remark 4.5.**Martingale solution to the approximate system (3.1–3.3) is defined similarly to Definition 2.1.

## 5 Asymptotic limit

Our ultimate goal is to perform successively the limits $R \to \infty$, $m \to \infty$, and $\varepsilon \to 0$ in the approximate system (3.1–3.3).

### 5.1 Basic energy estimate

To perform the asymptotic limit we need uniform estimates on the sequence of approximate solutions. To this end, we take the scalar product of the momentum equation (3.2) with $u \in C([0,T]; H_m)$ and use (3.1) obtaining

$$d \int_{T^N} \frac{1}{2} \rho |u|^2 \, dx + \varepsilon \int_{T^N} \rho |\nabla_x u|^2 \, dx \, dt + \int_{T^N} S(\nabla_x u) : \nabla_x u \, dx \, dt$$

$$= \int_{T^N} \rho^2 \frac{\partial f(\rho, c)}{\partial \rho} \text{div}_x [u]_R \, dx \, dt + \int_{T^N} \sqrt{\varepsilon} \rho^\alpha \text{div}_x [u]_R \, dx \, dt$$

$$+ \int_{T^N} \left( \nabla_x c \otimes \nabla_x c - \frac{1}{2} |\nabla_x c|^2 \right) : \nabla_x [u]_R \, dx \, dt. \tag{5.1}$$

The next step is to apply the Itô formula to the free energy defined in (1.4). At the first step
of approximation, equation (3.3) admits strong solutions and Itô’s calculus applies directly:
\[
d\int_{T^N} \left( \varepsilon f(q, c) + \frac{1}{2} \nabla_x c^2 \right) dx + \int_{T^N} |\nabla_x \mu|^2 \, dx \, dt
\]
\[
= \int_{T^N} \left( \frac{\partial f(q, c)}{\partial q} + f(q, c) \right) \left( \varepsilon \Delta_x q - \text{div}_x (\varphi[q(u)_R]) \right) \, dx \, dt - \int_{T^N} \varepsilon \mu[u]_R \cdot \nabla_x c \, dx \, dt
\]
\[
+ \int_{T^N} \varepsilon \mu \sigma(c) \, dx \, dt + \int_{T^N} \frac{1}{2} \sum_{k=1}^{\infty} \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_{T^N} \frac{1}{2} \varepsilon^2 \frac{\partial^2 f(q, c)}{\partial c^2} \sum_{k=1}^{\infty} \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt.
\]
Furthermore,
\[
- \int_{T^N} \varepsilon \mu[u]_R \cdot \nabla_x c \, dx \, dt = \int_{T^N} \Delta_x[c]u_R \cdot \nabla_x c \, dx \, dt - \int_{T^N} \varepsilon \frac{\partial f(q, c)}{\partial c} [u]_R \cdot \nabla_x c \, dx \, dt.
\]
Seeing that
\[
\Delta_x c \nabla_x c = \text{div}_x \left( \nabla_x c \otimes \nabla_x c - \frac{1}{2} |\nabla_x c|^2 I \right)
\]
we may put together (5.1), (5.2) obtaining
\[
d\int_{T^N} \left[ \frac{1}{2} \varphi[u]^2 + \varepsilon f(q, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx + \int_{T^N} \left[ \text{S}(\nabla_x u) : \nabla_x u + |\nabla_x \mu|^2 \right] \, dx \, dt
\]
\[
+ \varepsilon \int_{T^N} \varphi[\nabla_x u]^2 \, dx \, dt
\]
\[
= \int_{T^N} \varphi^2 \frac{\partial f(q, c)}{\partial q} \text{div}_x [u]_R \, dx \, dt + \int_{T^N} \sqrt{\varepsilon} \varphi^2 \text{div}_x [u]_R \, dx \, dt - \int_{T^N} \varepsilon \frac{\partial f(q, c)}{\partial c} [u]_R \cdot \nabla_x c \, dx \, dt
\]
\[
- \int_{T^N} \varphi^2 \frac{\partial f(q, c)}{\partial q} + f(q, c) \, dx \, dt
\]
\[
+ \varepsilon \int_{T^N} \varphi^2 \frac{\partial f(q, c)}{\partial q} + f(q, c) \, dx \, dt
\]
\[
+ \int_{T^N} \varepsilon \mu \sigma(c) \, dx \, dt + \int_{T^N} \frac{1}{2} \sum_{k=1}^{\infty} \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_{T^N} \frac{1}{2} \varepsilon^2 \frac{\partial^2 f(q, c)}{\partial c^2} \sum_{k=1}^{\infty} \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt.
\]
Finally, we check by direct manipulation that
\[
\int_{T^N} \sqrt{\varepsilon} \varphi^2 \text{div}_x [u]_R \, dx \, dt + \int_{T^N} \varphi^2 \frac{\partial f(q, c)}{\partial q} \text{div}_x [u]_R \, dx \, dt - \int_{T^N} \varepsilon \frac{\partial f(q, c)}{\partial c} [u]_R \cdot \nabla_x c \, dx \, dt
\]
\[
= -d \int_{T^N} \frac{\sqrt{\varepsilon}}{\alpha - 1} \varphi^2 \, dx + \int_{T^N} \varphi^2 \left( \varphi^2 \frac{\partial f(q, c)}{\partial q} + f(q, c) \right) \text{div}_x [\varphi[u]_R] \, dx \, dt
\]
\[
- \sqrt{\varepsilon} \int_{T^N} \varepsilon \alpha |\nabla_x \varphi|^2 \varphi^{\alpha-2} \, dx \, dt;
\]
hence (5.3) reduces to
\[
d\int_{T_N} \left[ \frac{1}{2} \varrho |u|^2 + \varrho f(\varrho, c) + \frac{1}{2} |\nabla_x c|^2 + \frac{\sqrt{\varepsilon}}{\alpha - 1} \varrho^\alpha \right] \, dx + \int_{T_N} \left[ S(\nabla_x u) : \nabla_x u + |\nabla_x \mu|^2 \right] \, dx \, dt
\]
\[
+ \varepsilon \int_{T_N} \varrho |\nabla_x u|^2 \, dx \, dt + \sqrt{\varepsilon} \int_{T_N} \varepsilon \alpha \varrho^{\alpha-2} |\nabla_x \varrho|^2 \, dx \, dt
\]
\[
= -\varepsilon \int_{T_N} \frac{\partial^2(\varrho f(\varrho, c))}{\partial \varrho^2} |\nabla_x \varrho|^2 \, dx \, dt - \varepsilon \int_{T_N} \frac{\partial^2(\varrho f(\varrho, c))}{\partial \varrho \partial c} \nabla_x \varrho \cdot \nabla_x c \, dx \, dt
\]
\[
+ \int_{T_N} \varrho \mu \sigma(c) \, dx \, dt + \int_{T_N} \frac{1}{2} \sum_{k=1}^{\infty} \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_{T_N} \frac{1}{2} \rho \frac{\partial^2 f(\varrho, c)}{\partial c^2} \sum_{k=1}^{\infty} \alpha_k^2 \sigma_k(c)^2 \, dx \, dt
\]
(5.4)

Remark moved at the beginning of 5.2.1
Thus we have shown:

**Proposition 5.1.** The martingale solutions obtained under the hypotheses of Proposition 4.4 satisfy the energy balance:

\[
\left[ \psi \int_{T_N} \left[ \frac{1}{2} \varrho |u|^2 + \varrho f(\varrho, c) + \frac{1}{2} |\nabla_x c|^2 + \frac{\sqrt{\varepsilon}}{\alpha - 1} \varrho^\alpha \right] \, dx \right]_{t=0}^{T} + \int_{0}^{T} \psi \int_{T_N} \left[ S(\nabla_x u) : \nabla_x u + |\nabla_x \mu|^2 \right] \, dx \, dt
\]
\[
+ \varepsilon \int_{0}^{T} \psi \int_{T_N} \varrho |\nabla_x u|^2 \, dx \, dt + \sqrt{\varepsilon} \int_{0}^{T} \psi \int_{T_N} \varepsilon \alpha \varrho^{\alpha-2} |\nabla_x \varrho|^2 \, dx \, dt
\]
\[
= \int_{0}^{T} \partial_t \psi \int_{T_N} \left[ \frac{1}{2} \varrho |u|^2 + \varrho f(\varrho, c) + \frac{1}{2} |\nabla_x c|^2 + \frac{\sqrt{\varepsilon}}{\alpha - 1} \varrho^\alpha \right] \, dx \, dt
\]
\[
- \varepsilon \int_{0}^{T} \psi \int_{T_N} \frac{\partial^2(\varrho f(\varrho, c))}{\partial \varrho^2} |\nabla_x \varrho|^2 \, dx \, dt - \varepsilon \int_{0}^{T} \psi \int_{T_N} \frac{\partial^2(\varrho f(\varrho, c))}{\partial \varrho \partial c} \nabla_x \varrho \cdot \nabla_x c \, dx \, dt
\]
\[
+ \int_{0}^{T} \psi \int_{T_N} \frac{1}{2} \sum_{k=1}^{\infty} \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_{0}^{T} \psi \int_{T_N} \frac{1}{2} \rho \frac{\partial^2 f(\varrho, c)}{\partial c^2} \sum_{k=1}^{\infty} \alpha_k^2 \sigma_k(c)^2 \, dx \, dt
\]
\[
+ \int_{0}^{T} \psi \int_{T_N} \varrho \mu \sigma(c) \, dx \, dt
\]
(5.5)

for any \( \psi \in C^1[0, T] \). Here

\[
\int_{T_N} \left[ \frac{1}{2} \varrho |u|^2 + \varrho f(\varrho, c) + \frac{1}{2} |\nabla_x c|^2 + \frac{\sqrt{\varepsilon}}{\alpha - 1} \varrho^\alpha \right] (0) \, dx
\]
\[
= \int_{T_N} \left[ \frac{1}{2} \varrho_0 |u_0|^2 + \varrho f(\varrho_0, c_0) + \frac{1}{2} |\nabla_x c_0|^2 + \frac{\sqrt{\varepsilon}}{\alpha - 1} \varrho_0^\alpha \right] \, dx.
\]
5.2 Vanishing artificial viscosity limit

We recall that our goal is to let \( R \to \infty \), \( m \to \infty \), and \( \varepsilon \to \infty \) in the approximate system \((3.1\text{--}3.3)\). We focus only on the last and most difficult step letting \( \varepsilon \to 0 \). We leave to the reader to work out the limits \( R \to \infty \) and \( m \to \infty \) that are easier and can be performed in a direct fashion. In addition, we also assume the initial data obey the law \( \Lambda_0 \) specified in Theorem 2.5.

The weak formulation of the approximate problem:

\[
d\rho + \text{div}_x (\rho \mathbf{u}) \, dt = \varepsilon \Delta_x \rho \, dt, \quad \rho(0, \cdot) = \rho_0;
\]

reads as follows:

\[
\left[ \int_{\mathcal{T}^N} \rho \mathbf{u} \cdot \varphi \, dx \right]_{t=0}^{t=T} = \int_0^T \int_{\mathcal{T}^N} \left[ \rho \mathbf{u} \cdot \partial_t \varphi + \rho \mathbf{u} \otimes \mathbf{u} : \nabla_x \varphi + (p(\rho, c) + \sqrt{\varepsilon} \rho^a) \text{div}_x \varphi \right] \, dx \, dt
\]

\[
+ \int_0^T \int_{\mathcal{T}^N} \varepsilon \rho \mathbf{u} \Delta_x \varphi - S(\nabla_x \mathbf{u}) : \nabla_x \varphi \, dx \, dt
\]

\[
+ \int_0^T \int_{\mathcal{T}^N} \left( \nabla_x c \otimes \nabla_x c - \frac{1}{2} |\nabla_x c|^2 \mathbb{I} \right) : \nabla_x \varphi \, dx \, dt,
\]

for any (deterministic) \( \varphi \in C^1([0, T] \times \mathcal{T}^N; \mathbb{R}^N) \);

\[
\left[ \int_{\mathcal{T}^N} \rho c \varphi \, dx \right]_{t=0}^{t=T} = \int_0^T \int_{\mathcal{T}^N} \left[ \rho c \left( \partial_t \varphi + \mathbf{u} \cdot \nabla_x \varphi \right) - \nabla_x \mu : \nabla_x \varphi + \varepsilon \nabla_x \rho \cdot \nabla_x (c \varphi) \right] \, dx \, dt
\]

\[
- \int_0^T \left( \int_{\mathcal{T}^N} \rho \sigma(c) \varphi \, dx \right) \, dW
\]

for any (deterministic) \( \varphi \in C^1([0, T] \times \mathcal{T}^N) \);

\[
\rho \mu = \frac{\partial f(\rho, c)}{\partial c} - \Delta_x c \text{ a.a. in } (0, T) \times \Omega.
\]

**Remark 5.2.** At this stage, meaning having performed the limits \( R \to \infty \) and \( m \to \infty \), the density is still sufficiently regular to satisfy equation \((5.6)\) in the strong sense, cf. [6, Chapter 7, Section 7.4].
In addition, we suppose solutions at this stage to satisfy the energy inequality:

\[
\left[ \psi \int_{\mathcal{T}} \left[ \frac{1}{2} \theta |u|^2 + \phi f(\theta, c) + \frac{1}{2} |\nabla_x c|^2 + \frac{\sqrt{\varepsilon}}{\alpha - 1} \theta \right] \, dx \right]_{t=0}^{t=\tau} + \int_{0}^{\tau} \psi \int_{\mathcal{T}} \left[ \frac{1}{2} \theta |u|^2 + \phi f(\theta, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx \, dt \\
\leq \int_{0}^{\tau} \partial_t \psi \int_{\mathcal{T}} \left[ \frac{1}{2} \theta |u|^2 + \phi f(\theta, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx \, dt - \varepsilon \int_{0}^{\tau} \psi \int_{\mathcal{T}} \frac{\partial^2 (\phi f(\theta, c))}{\partial \theta^2} |\nabla_x \theta|^2 \, dx \, dt - \varepsilon \int_{0}^{\tau} \psi \int_{\mathcal{T}} \frac{\partial^2 (\phi f(\theta, c))}{\partial \theta \partial c} \nabla_x \theta \cdot \nabla_x c \, dx \, dt \\
+ \int_{0}^{\tau} \psi \int_{\mathcal{T}} \frac{1}{2} \sum_{k=1}^{\infty} \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_{0}^{\tau} \psi \int_{\mathcal{T}} \frac{1}{2} \theta \sum_{k=1}^{\infty} \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt + \int_{0}^{\tau} \psi \left( \int_{\mathcal{T}} \phi \mu \sigma(c) \, dx \right) \, dW
\]

for a.a. \( \tau \in (0, T) \) and any (deterministic) \( \psi \in C^1[0, T], \psi \geq 0 \). Inequality (5.11) results from (5.5) after the limits \( \mathbb{R} \to \infty, m \to \infty \). The details of this process will be clear from the arguments presented below.

### 5.2.1 Uniform bounds

The desired uniform bounds will be deduced from the energy inequality (5.10). In the following manipulation, we make use of the specific form of the free energy,

\[
f(\theta, c) = a \theta^{-1} + \log(\theta) H(c) + f^c(c), \quad a > 0, \gamma > 3,
\]

satisfying hypothesis (2.1).

**Remark 5.3.** In future considerations, we will have to control the term

\[
-\varepsilon \int_{\mathcal{T}} \frac{\partial^2 (\phi f(\theta, c))}{\partial \theta^2} |\nabla_x \theta|^2 \, dx \, dt
\]

appearing on the right–hand side of the energy balance (5.4). Suppose that there is a function \( \Gamma = \Gamma(\theta) \) such that

\[
\theta \mapsto \theta f(\theta, c) + \Gamma(\theta)
\]

is convex as a function of \( \theta \) for any \( c \). Accordingly,

\[
-\varepsilon \int_{\mathcal{T}} \frac{\partial^2 (\phi f(\theta, c))}{\partial \theta^2} |\nabla_x \theta|^2 \, dx \, dt \leq \varepsilon \int_{\mathcal{T}} \frac{\partial^2 \Gamma(\theta)}{\partial \theta^2} |\nabla_x \theta|^2 \, dx \, dt = -\varepsilon \int_{\mathcal{T}} \frac{\partial \Gamma(\theta)}{\partial \theta} \Delta_x \theta \, dx \, dt \\
= -d \int_{\mathcal{T}} \Gamma(\theta) \, dx - \int_{\mathcal{T}} \frac{\partial \Gamma(\theta)}{\partial \theta} \text{div}_x (\theta |u|_R) \, dx \, dt \\
= -d \int_{\mathcal{T}} \Gamma(\theta) \, dx + \int_{\mathcal{T}} \left( \Gamma(\theta) - \theta \frac{\partial \Gamma(\theta)}{\partial \theta} \right) \text{div}_x [u]_R \, dx \, dt
\]
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In view of (2.11), (5.11), we may use Remark 5.3 with \( \Gamma(\varrho) = \varrho \log(\varrho) \) in order to estimate
\[
-\varepsilon \int_0^\tau \int_{\mathbb{T}^N} \frac{\partial^2 (\varrho f(\varrho, c))}{\partial \varrho^2} \left| \nabla_x \varrho \right|^2 \, dx \, dt \leq -\Gamma \left[ \int_{\mathbb{T}^N} \varrho \log(\varrho) \, dx \right]_{t=0}^{t=\tau} - \int_0^\tau \int_{\mathbb{T}^N} \varrho \text{div}_x u \, dx \, dt \quad (5.12)
\]
for some sufficiently large \( \Gamma > 0 \).

Next, we have to handle the integral
\[
\varepsilon \left| \int_0^\tau \int_{\mathbb{T}^N} \frac{\partial^2 (\varrho f(\varrho, c))}{\partial \varrho \partial c} \nabla_x \varrho \cdot \nabla_x c \, dx \, dt \right| = \varepsilon \left| \int_0^\tau \int_{\mathbb{T}^N} (1 + \log(\varrho)) H'(c) \nabla_x \varrho \cdot \nabla_x c \, dx \, dt \right|
\]
\[
\lesssim \int_0^\tau \int_{\mathbb{O}} \frac{1}{2} \left| \nabla_x c \right|^2 \, dx \, dt + \varepsilon^2 \int_0^\tau \int_\mathbb{O} (1 + \left| \log(\varrho) \right|)^2 \left| \nabla_x \varrho \right|^2 \, dx \, dt.
\]
To control the second integral, we use the renormalized version of (5.6), namely
\[
\text{db}(\varrho) + \text{div}_x (b(\varrho) u) \, dt + \left[ b'(\varrho) \varrho - b(\varrho) \right]\text{div}_x u \, dt = \varepsilon b'(\varrho) \Delta_x \varrho \, dt \quad (5.13)
\]
After integration, we obtain
\[
\varepsilon \int_0^\tau \int_{\mathbb{T}^N} b''(\varrho) \left| \nabla_x \varrho \right|^2 \, dx \, dt = - \left[ \int_{\mathbb{T}^N} b(\varrho) \, dx \right]_{t=0}^{t=\tau} + \int_0^\tau \int_{\mathbb{T}^N} \left[ b(\varrho) - b'(\varrho) \varrho \right]\text{div}_x u \, dx \, dt.
\]
Thus choosing \( b_\omega(\varrho) = \varrho \log(\varrho) + \varrho^{2+\omega} \), \( \omega > 0 \), we obtain
\[
\varepsilon \left| \int_0^\tau \int_{\mathbb{T}^N} \frac{\partial^2 (\varrho f(\varrho, c))}{\partial \varrho \partial c} \nabla_x \varrho \cdot \nabla_x c \, dx \, dt \right|
\]
\[
\lesssim \int_0^\tau \int_{\mathbb{O}} \frac{1}{2} \left| \nabla_x c \right|^2 \, dx \, dt - \varepsilon \left[ \int_{\mathbb{T}^N} b_\omega(\varrho) \, dx \right]_{t=0}^{t=\tau} + \varepsilon \int_0^\tau \int_{\mathbb{T}^N} \left[ b_\omega(\varrho) - b'_\omega(\varrho) \varrho \right]\text{div}_x u \, dx \, dt \quad (5.14)
\]
Finally, we recall Korn’s inequality
\[
\int_{\mathbb{T}^N} \mathbb{S}(\nabla_x u) : \nabla_x u \, dx \lesssim \int_{\mathbb{T}^N} \left| \nabla_x u \right|^2 \, dx \quad (5.15)
\]
Summing up (5.12), (5.14), (5.15) we deduce from (5.10):
\[
\left[ \int_{\mathbb{T}^N} \left( \frac{1}{2} \varrho |u|^2 + \varrho f(\varrho, c) + \frac{1}{2} \left| \nabla_x c \right|^2 + \Gamma \varrho \log(\varrho) + \frac{\sqrt{\varepsilon}}{\alpha - 1} \varrho^\alpha + \varepsilon b_\omega(\varrho) \right) \, dx \right]_{t=0}^{t=\tau}
\]
\[
+ \int_0^\tau \int_{\mathbb{T}^N} \left[ \left| \nabla_x u \right|^2 + \left| \nabla_x \mu \right|^2 \right] \, dx \, dt
\]
\[
\lesssim - \int_0^\tau \int_{\mathbb{T}^N} \Gamma \varrho \text{div}_x u \, dx \, dt + \varepsilon \int_0^\tau \int_{\mathbb{T}^N} \left[ b_\omega(\varrho) - b'_\omega(\varrho) \varrho \right]\text{div}_x u \, dx \, dt
\]
\[
+ \int_0^\tau \int_{\mathbb{T}^N} \left[ \left| \nabla_x c \right|^2 + \varrho |\log(\varrho)| \right] \, dx \, dt
\]
\[
+ \int_0^\tau \left( \int_{\mathbb{T}^N} \varrho \mu \sigma(c) \, dx \right) \, dW
\]
as long as \( \sigma \) complies with \([1.5]\).

As for the stochastic integral in \([5.16]\), we apply Burkholder–Davis–Gundy inequality

\[
E \left[ \sup_{t \in (0,T)} \left( \int_0^t \left( \int_{\mathbb{T}^N} g \mu \sigma(c) \, dx \right) \, dW \right)^\beta \right] \leq c(\beta) E \left[ \int_0^T \left( \sum_{k=1}^{\infty} \alpha_k^2 \left( \int_{\mathbb{T}^N} g \mu \sigma_k(c) \, dx \right)^2 \right)^{\beta/2} \right]
\]

\[
\leq c(\beta) E \left[ \int_0^T \left( \sum_{k=1}^{\infty} \alpha_k^2 \left( \int_{\mathbb{T}^N} (\varrho f(\varrho, c) \sigma(c) + \sigma'(c) |\nabla_x c|^2) \, dx \right)^2 \right)^{\beta/2} \right]
\]

\[
\leq c(\beta) E \left[ \left( \sup_{t \in (0,T)} \int_{\mathbb{T}^N} \varrho |f(\varrho, c)| + |\nabla_x c|^2 \, dx \right)^\beta \right].
\]

(5.17)

Finally, we observe that

\[
- \int_0^T \int_{\mathbb{T}^N} \Gamma \varrho \nabla_x u \, dx \, dt + \varepsilon \int_0^T \int_{\mathbb{T}^N} \left[ b_\omega(\varrho) - b_\omega'(\varrho) \varrho \right] \nabla_x u \, dx \, dt \\
\leq \frac{1}{2} \int_0^T \int_{\Omega} |\nabla_x u|^2 \, dx \, dt + c \int_0^T \int_{\Omega} (\varrho^2 + \varrho^{\varepsilon + 2\omega}) \, dx \, dt.
\]

(5.18)

Thus the last term, being of order \( \varepsilon \), is dominated by the integral \( \sqrt{\varepsilon}/(\alpha - 1) \int_{\mathbb{T}^N} \varrho^\alpha \, dx \) as soon as \( \alpha > 4 + 2\omega \).

Summing up \([5.16][5.18]\) and applying Gronwall’s inequality, we deduce the following bounds:

\[
E \left[ \sup_{\tau \in (0,T)} \left( \int_{\mathbb{T}^N} \varrho |u|^2 + \varrho^\gamma + \varrho c^2 + |\nabla_x c|^2 \, dx \right)^\beta \right] + E \left[ \left( \int_0^T \int_{\mathbb{T}^N} |\nabla_x u|^2 + |\nabla_x \mu|^2 \, dx \, dt \right)^{\beta/2} \right] \\
\leq c(\beta) \left( 1 + E \left[ \left( \int_{\mathbb{T}^N} \varrho_0 |u_0|^2 + \varrho_0^\gamma + \varrho_0 c_0^2 + |\nabla_x c_0|^2 \, dx \right)^\beta \right] \right)
\]

for any \( \beta \geq 1 \).

(5.19)

The inequality \([5.19]\) yields bounds on \( \nabla_x u \) and \( \nabla_x \mu \). In order to control \( u \) and \( \mu \), a suitable version of Poincaré inequality is needed.

**Lemma 5.4.** Let \( \Omega \subset \mathbb{R}^N, \ N \geq 2, \) be a bounded Lipschitz domain. Suppose that \( \varrho \in L^\gamma(\Omega) \), \( \varrho \geq 0, \int_\Omega \varrho \, dx \geq M > 0, \) where \( \gamma > \frac{2N}{N+2} \). Then

\[
\|v\|^2_{L^2(\Omega)} \leq c(\Omega, \gamma, M) \left( 1 + \|\varrho\|_{L^\gamma(\Omega)}^2 \|\nabla_x v\|^2_{L^2(\Omega; \mathbb{R}^N)} + \int_\Omega \varrho v \, dx \right)
\]

for any \( v \in W^{1,2}(\Omega) \).
Proof. By standard Sobolev–Poincaré inequality, we have

\[ \|v - \langle v \rangle\|_{L^q(\Omega)} \leq c(\Omega, q)\|\nabla v\|_{L^2(\Omega; \mathbb{R}^N)} \]

whenever \(1 \leq q < \frac{2N}{N-2}\),

where

\[ \langle v \rangle = \frac{1}{|\Omega|} \int_{\Omega} v \, dx. \]

In particular,

\[ \|v\|_{L^2(\Omega)} \leq c(\Omega) \left[ \|\nabla x v\|_{L^2(\Omega)} + |\langle v \rangle| \right]. \tag{5.20} \]

On the other hand,

\[ |\langle v \rangle| \leq \frac{1}{M} \left| \int_{\Omega} \rho \langle v \rangle \, dx \right| = \frac{1}{M} \left| \int_{\Omega} \rho (v - \langle v \rangle) \, dx - \int_{\Omega} \rho v \, dx \right| \]

\[ \leq \frac{1}{M} \left( \|\rho\|_{L^\gamma(\Omega)} \|v - \langle v \rangle\|_{L^{\gamma'}(\Omega)} + \left| \int_{\Omega} \rho v \, dx \right| \right) \]

\[ \leq \frac{c(\Omega; \gamma)}{M} \left( \|\rho\|_{L^\gamma(\Omega)} \|\nabla x v\|_{L^2(\Omega)} + \left| \int_{\Omega} \rho v \, dx \right| \right), \]

which, together with (5.20), completes the proof.

\[ \square \]

Using Lemma 5.4, we can deduce from (5.19) that

\[ \mathbb{E} \left[ \left( \int_0^T \left( \|u\|_{W^{1,2}(\Omega; \mathbb{R}^N)} + \|\mu\|_{W^{1,2}(\Omega)} \right) \, dt \right)^\beta \right] \]

\[ \lesssim c(\beta) \left( 1 + \mathbb{E} \left[ \left( \int_{\tau_N} \left[ |\rho_0| u_0|^2 + \rho_0^\gamma + \rho_0 c_0^2 + |\nabla x c_0|^2 \right] \, dx \right)^\beta \right) \right) \]

provided the total mass is bounded below by a deterministic constant,

\[ \int_{\tau_N} \rho \, dx = \int_{\tau_N} \rho_0 \, dx \geq M > 0 \text{ a.s.} \tag{5.22} \]

Indeed, we have

\[ \int_{\tau_N} \rho \mu \, dx = \int_{\tau_N} \rho \frac{\partial f(\rho, c)}{\partial c} - \Delta x c \, dx = \int_{\tau_N} \rho \frac{\partial f(\rho, c)}{\partial c} \, dx \]

bounded in terms of the initial data.
Finally, we follow the arguments used in Section 4.2.2 to deduce a bound on the modulus of continuity of $\rho_c$. To this end, we use the weak formulation (5.8), (5.9) of the Cahn–Hilliard equation. Given a test function $\phi \in C^1(T^N)$, the main task is to control the stochastic integral

$$\int_{\tau_1}^{\tau_2} \left( \int_{T^N} \rho \sigma(c) \phi \, dx \right) \, dW.$$ 

Similarly to Section 4.2.2, we use the Burkholder–Davis–Gundy inequality,

$$\mathbb{E} \left[ \sup_{\tau_1 \leq \tau \leq \tau_2} \left| \int_{\tau_1}^{\tau} \left( \int_{T^N} \rho \sigma(c) \phi \, dx \right) \, dW \right|^\beta \right] \leq c(\beta) \mathbb{E} \left[ \left( \int_{\tau_1}^{\tau_2} \sum_{k=1}^{\infty} \alpha_k^2 \left( \int_{T^N} \rho \sigma_k(c) \phi \, dx \right) \right)^{\beta/2} \right],$$

where, furthermore,

$$\sup_{\tau_1 \leq \tau \leq \tau_2} \left( \int_{T^N} \rho \sigma_k(c) \phi \, dx \right)^2 \lesssim \|\phi\|_{L^\infty(T^N)}^2 \left( \int_{T^N} \rho \, dx \right)^2 = \|\phi\|_{L^\infty(T^N)}^2 M^2.$$

Using Kolmogorov’s continuity criterion we may infer that

$$\mathbb{E} \left[ \|\rho_c\|_{C^\omega([0,T];W^{-\ell,2}(T^N))}^\beta \right] \lesssim c(\beta, \Lambda_0) \text{ for a certain } 0 < \omega < \frac{1}{2}, \ell > \frac{N + 2}{2}. \quad (5.23)$$

**Remark 5.5.** Recall that the test function $\phi$ was required to be continuously differentiable, meaning

$$\phi \in W^{\ell,2}(T^N) \hookrightarrow C^1(T^N) \text{ whenever } \ell > \frac{N + 2}{2}.$$ 

### 5.2.2 Stochastic compactness method

Let $[\varrho_\varepsilon, u_\varepsilon, c_\varepsilon, \nabla_x u_\varepsilon, \nabla_x c_\varepsilon, \Delta_x c_\varepsilon, \mu_\varepsilon]$ be a family of approximate solutions of the problem (5.6–5.9) for $\varepsilon > 0$. In the previous section we obtained that the following sequences are uniformly bounded:

- $\sqrt{\varrho_\varepsilon} u_\varepsilon \in L^{\beta}(\Omega, L^\infty(0, T, L^2(T^N)))$,
- $u_\varepsilon \in L^{\beta}(\Omega, L^2(0, T, W^{1,2}(T^N)))$,
- $\mu_\varepsilon \in L^{\beta}(\Omega, L^2(0, T, W^{1,2}(T^N)))$,
- $\varrho_\varepsilon \in L^{\beta}(\Omega, L^\infty(0, T, L^\gamma(T^N)))$,
- $\nabla_x c_\varepsilon \in L^{\beta}(\Omega, L^\infty(0, T, L^2(T^N)))$,
- $\varrho_\varepsilon c_\varepsilon \in L^{\beta}(\Omega, C^\omega([0, T]; W^{-\ell,2}(T^N)))$, for a certain $\omega \in (0, 1/2)$ and $l > \frac{N + 2}{2}$. 
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Now, using these uniform bounds, our ultimate goal is to apply a variant of the stochastic compactness method to obtain a sequence of approximate solutions converging in suitable topologies a.s. To this end, it is convenient to work in weak topologies, in particular, we use the negative Sobolev spaces $W^{-m,2}(T^N)$.

Weak convergence in $L^p$-spaces can be effectively described in terms of Young measures that conveniently capture possible oscillations in non-linear compositions, cf. e.g. Pedregal [17]. The crucial tool to accommodate this technique in the stochastic framework is the following result proved in [3, Chapter 2.8]:

**Proposition 5.6.** Let $\{\Omega, \mathcal{B}, \mathcal{P}\}$ be a complete probability space. Let

- $\{U_{0,\varepsilon}\}_{\varepsilon > 0}$ be a sequence of random variables ranging in a Polish space $Y_0$;
- $\{U_\varepsilon\}_{\varepsilon > 0}$ a sequence of random variables in $L^1(Q_T; \mathbb{R}^M)$;
- $\{W_\varepsilon\}_{\varepsilon > 0}$ a sequence of cylindrical Wiener processes.

Let, finally, $[\cdot] : W^{-m,2}(Q_T; \mathbb{R}^M) \to [0, \infty]$, $m > \frac{N+1}{2}$ be a Borel measurable function. Suppose that the family of laws of $\{U_{0,\varepsilon}\}_{\varepsilon > 0}$ is tight in $Y_0$. In addition, suppose that for any $\delta > 0$, there exists $\Gamma > 0$ such that

$$
\mathbb{P}\{ \|U_\varepsilon\|_{L^q(Q_T; \mathbb{R}^M)} > \Gamma \} < \delta
$$

for some $q \geq 1$;

$$
\mathbb{P}\{[[U_\varepsilon]] > \Gamma \} < \delta
$$

uniformly for $\varepsilon > 0$.

Then there exist subsequences of random variables $\{\tilde{U}_{0,\varepsilon(j)}\}_{j \geq 1}$ in $Y_0$, $\{\tilde{U}_\varepsilon(j)\}_{j \geq 1}$, $\tilde{U}_\varepsilon(j) \in L^1(Q_T; \mathbb{R}^M)$ and cylindrical Wiener processes $\{\tilde{W}_\varepsilon(j)\}_{j \geq 1}$ defined on the standard probability space $\{[0,1], \mathcal{B}[0,1], dy\}$ enjoying the following properties dy-a.s.:

- $[U_{0,\varepsilon(j)}, U_n(j), W_\varepsilon(j)] \sim [\tilde{U}_{0,\varepsilon(j)}, \tilde{U}_\varepsilon(j), \tilde{W}_\varepsilon(j)]$ (equivalence in law);

- $\tilde{U}_\varepsilon(j) \to U$ in $W^{-m,2}(Q_T; \mathbb{R}^M)$, $g(\tilde{U}_\varepsilon(j)) \to \overline{g(U)}$ weakly-$\ast$ in $L^\infty(Q_T)$ for any $g \in C_c(\mathbb{R}^M)$;

- $\tilde{U}_{0,\varepsilon(j)} \to U_0$ in $Y_0$, $\tilde{W}_\varepsilon(j) \to W$ in $C([0,T]; \mathbb{U}_0)$;

- $\sup_{j \geq 1}[[\tilde{U}_\varepsilon(j)]] < \infty$.

---

1Here and in all that follows, we denote the weak limit of nonlinear terms by the pointwise limit under the bar sign.
If, in addition \( q > 1 \), then a.a.

\[
\tilde{U}_\varepsilon(j) \to U \text{ weakly in } L^q(Q_T; \mathbb{R}^M), \quad f \left( \tilde{U}_\varepsilon(j) \right) \to f(U) \text{ weakly in } L^r(Q_T)
\]

for any \( f \in C(\mathbb{R}^M) \) such that

\[
|f(v)| \leq c\left(1 + |v|^s\right), \quad 1 \leq s < q, \quad r = \frac{q}{s} > 1.
\]

In the present case, the vector \( U_{0,\varepsilon} \) will represent the initial data,

\[
U_{0,\varepsilon} = [g_{0,\varepsilon}, u_{0,\varepsilon}, c_{0,\varepsilon}], \quad Y_0 = \left[ L^\gamma(T^N), L^2(T^N; \mathbb{R}^N), W^{1,2}(T^N) \right],
\]

while \( U_\varepsilon \) is the solution vector

\[
U_\varepsilon = [g_\varepsilon, u_\varepsilon, c_\varepsilon, \nabla_x u_\varepsilon, \nabla_x c_\varepsilon, \Delta_x c_\varepsilon, \mu_\varepsilon].
\]

The functional \([\cdot]\) includes all norms estimated in (5.19), (5.21), (5.23), specifically,

\[
\begin{align*}
[[g, u, c, \nabla_x u, \nabla_x c, \Delta_x c, \mu]] &= \text{ess sup} \sup_{\varepsilon \in \mathbb{R}} \left( \int_{T^N} g|u|^2 + g^\gamma + gc^2 + |\nabla_x c|^2 \, dx \right) \\
&\quad + \int_0^T \left( ||u||_{W^{1,2}(T^N; \mathbb{R}^N)}^2 + ||\mu||_{W^{1,2}(T^N)}^2 + ||\Delta_x c||_{L^q(T^N)}^2 \right) \, dt \quad (5.24)
\end{align*}
\]

where

\[
1 < q < \gamma \text{ if } N = 2, \quad \text{and } q = \frac{6\gamma}{\gamma + 6} \text{ if } N = 3.
\]

Indeed, relation (5.9) yields

\[
\Delta_x c = g \left( \frac{\partial_x H(c) + \partial_x f^c(c)}{\partial_x H(c) + \partial_x f^c(c)} \right) - g\mu;
\]

whence the bound for \( \Delta_x c \) follows from Hölder’s inequality.

In view of Proposition (5.16), we may change the probability space and obtain a family of random variables \( \tilde{g}_\varepsilon, \tilde{u}_\varepsilon, \tilde{c}_\varepsilon, \nabla_x \tilde{u}_\varepsilon, \nabla_x \tilde{c}_\varepsilon, \Delta_x \tilde{c}_\varepsilon, \mu_\varepsilon, \tilde{W}_\varepsilon \) such that the following holds a.s.:

- \( [\tilde{g}_\varepsilon, u_\varepsilon, c_\varepsilon, \nabla_x u_\varepsilon, \nabla_x c_\varepsilon, \Delta_x c_\varepsilon, \mu_\varepsilon, W] \sim [\tilde{g}_\varepsilon, \tilde{u}_\varepsilon, \tilde{c}_\varepsilon, \nabla_x \tilde{u}_\varepsilon, \nabla_x \tilde{c}_\varepsilon, \Delta_x \tilde{c}_\varepsilon, \tilde{\mu}_\varepsilon, \tilde{W}_\varepsilon] \) (equivalence in law);
- \( [\tilde{g}_\varepsilon, \tilde{u}_\varepsilon, \tilde{c}_\varepsilon, \nabla_x \tilde{u}_\varepsilon, \nabla_x \tilde{c}_\varepsilon, \Delta_x \tilde{c}_\varepsilon, \tilde{\mu}_\varepsilon, \tilde{W}] \) satisfies the same system of equations (5.6) (5.9), together with the energy inequality (5.16);
- the sequence \( \{[\tilde{g}_\varepsilon, \tilde{u}_\varepsilon, \tilde{c}_\varepsilon, \nabla_x \tilde{u}_\varepsilon, \nabla_x \tilde{c}_\varepsilon, \Delta_x \tilde{c}_\varepsilon, \tilde{\mu}_\varepsilon]\}_{\varepsilon > 0} \) generates a Young measure;
\[ \bar{\rho}_\varepsilon \to \rho \text{ weakly-(*) in } L^\infty(0, T; L^7(T^N)) \text{ and in } C([0, T]; W^{\ell, 2}(T^N)); \]
\[ \bar{u}_\varepsilon \to u \text{ weakly in } L^2(0, T; W^{1, 2}(T^N; R^N)); \]
\[ \bar{\rho}_\varepsilon \bar{u}_\varepsilon \to \rho u \text{ weakly in } L^2(0, T; W^{1, 2}(T^N)); \]
\[ \bar{c}_\varepsilon \to c \text{ weakly-(*) in } L^\infty(0, T; W^{1, 2}(T^N)) \text{ and weakly in } L^2(0, T; W^{2, 2}(T^N)); \]
\[ \bar{\rho}_\varepsilon \bar{c}_\varepsilon \to \rho c \text{ in } C([0, T]; W^{1, 2}(T^N)); \]
\[ \tilde{\mu}_\varepsilon \to \mu \text{ weakly in } L^2(0, T; W^{1, 2}(T^N)); \]
\[ \tilde{\omega}_\varepsilon \to W \text{ in } C([0, T]; \mathbb{U}^0). \]

Now, following the arguments of [1], we show strong convergence of \( \nabla_x \tilde{c}_\varepsilon \). To begin with, using the compactness results obtained previously, we claim that
\[ \bar{\rho}_\varepsilon \tilde{\rho}_\varepsilon \partial f(\bar{\rho}_\varepsilon, \bar{c}_\varepsilon) \partial c = \bar{\rho}_\varepsilon \tilde{\rho}_\varepsilon \to \rho c \text{ weakly in } L^2(Q_T) \text{ a.s.} \]
Indeed, as \( \gamma > 3 \), it follows that
\[ \bar{\rho}_\varepsilon \to \rho \in C([0, T]; W^{-1, 2}(T^N)) \text{ while } \tilde{\rho}_\varepsilon \to \rho \text{ weakly in } L^2(0, T; W^{1, 2}(T^N)), \]
which yields the claim.

Next, applying the same argument to \( \bar{\rho}_\varepsilon \bar{c}_\varepsilon \) and \( \tilde{\rho}_\varepsilon \), we get a.s.
\[ \bar{\rho}_\varepsilon \bar{c}_\varepsilon \tilde{\rho}_\varepsilon \to \rho c \mu \text{ weakly in } L^s(Q_T) \text{ for some } s > 1. \]

In particular
\[
\int_0^T \int_{T^N} \bar{\rho}_\varepsilon \bar{c}_\varepsilon \tilde{\rho}_\varepsilon \mu \, dx \, dt = \int_0^T \int_{T^N} \bar{\rho}_\varepsilon \partial f(\bar{\rho}_\varepsilon, \bar{c}_\varepsilon) \partial c + |\nabla_x \bar{c}_\varepsilon|^2 \, dx \, dt \to \int_0^T \int_{T^N} \rho \partial f(\rho, c) \partial c + |\nabla_x c|^2 \, dx \, dt.
\]

Finally, we repeat the arguments of [1, Section 2.6] to show
\[
\int_0^T \int_{T^N} \bar{\rho}_\varepsilon \partial f(\bar{\rho}_\varepsilon, \bar{c}_\varepsilon) \partial c \, dx \, dt \to \int_0^T \int_{T^N} \rho \partial f(\rho, c) \partial c \, dx \, dt,
\]
yielding the desired conclusion
\[ \nabla_x \tilde{c}_\varepsilon \to \nabla_x c \text{ in } L^2((0, T) \times T^N; \mathbb{R}^N). \]

At this stage, compactness of \( \{ \bar{\rho}_\varepsilon \}_{\varepsilon > 0} \) can be established by means of equations (5.6), (5.7) using the same deterministic arguments as in [1]. Finally, we may perform the limit in the stochastic
equation (5.8) using Lemma 4.3. The same can be done also for the energy inequality (5.10) obtaining:

\[
\psi \int_{T^N} \left[ \frac{1}{2} \rho |u|^2 + \rho f(\rho, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx \bigg|_{t=0}^{t=\tau} + \int_0^\tau \psi \int_{T^N} \left[ \mathbb{S}(\nabla_x u) : \nabla_x u + |\nabla_x \mu|^2 \right] \, dx \, dt
\]

\[
\leq \int_0^\tau \partial_t \psi \int_{T^N} \left[ \frac{1}{2} \rho |u|^2 + \rho f(\rho, c) + \frac{1}{2} |\nabla_x c|^2 \right] \, dx \, dt
\]

\[
+ \int_0^\tau \psi \int_{T^N} \frac{1}{2} \sum_{k=1}^\infty \alpha_k^2 |\nabla_x \sigma_k(c)|^2 \, dx \, dt + \int_0^\tau \psi \int_{T^N} \frac{1}{2} \rho \frac{\partial^2 f(\rho, c)}{\partial c^2} \sum_{k=1}^\infty \alpha_k^2 |\sigma_k(c)|^2 \, dx \, dt
\]

\[
+ \int_0^\tau \psi \left( \int_{T^N} \rho \mu \sigma(c) \, dx \right) \, dW
\]

for a.a. \( \tau \in (0, T) \) and any (deterministic) \( \psi \in C^1[0, T], \psi \geq 0 \).

We have proved Theorem 2.5.

6 Concluding remarks

The hypothesis of Theorem 2.5 are slightly more restrictive than in the purely deterministic case examined in [1], specifically, \( \gamma > 3, \nu_{\text{shear}} = \text{const}, \nu_{\text{bulk}} = 0 \), in contrast with \( \gamma > \frac{3}{2}, \nu_{\text{shear}} = \nu_{\text{shear}}(c), \nu_{\text{bulk}} = \nu_{\text{bulk}}(c) \) for \( N = 3 \) in [1]. We claim that the conclusion of Theorem 2.5 holds under the more general constitutive hypothesis imposed in [1]. The approximation scheme must be augmented by one level corresponding to the artificial pressure and the technique of [6, Chapters 6,7] must be used to overcome the problem of compactness in the Navier–Stokes system. Moreover, the hypotheses imposed on the diffusion coefficients \( \sigma_k \) can be relaxed as well. We leave to the interested reader to work out the details.
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