Abstract—Warts are noncancerous benign tumors caused by the Human Papilloma Virus (HPV). The success rates of cryotherapy and immunotherapy, two common treatment methods for cutaneous warts, are 44% and 72%, respectively. The treatment methods, therefore, fail to cure a significant percentage of the patients. This study aims to develop a reliable machine learning model to accurately predict the success of immunotherapy and cryotherapy for individual patients based on their demographic and clinical characteristics. We employed support vector machine (SVM) classifier utilizing a dataset of 180 patients who were suffering from various types of warts and received treatment either by immunotherapy or cryotherapy. To balance the minority class, we utilized three different oversampling methods—synthetic minority oversampling technique (SMOTE), borderline-SMOTE, and adaptive synthetic (ADASYN) sampling. F-score along with sequential backward selection (SBS) algorithm were utilized to extract the best set of features. For the immunotherapy treatment method, SVM with radial basis function (RBF) kernel obtained an overall classification accuracy of 94.6% (sensitivity = 96.0%, specificity = 89.5%), and for the cryotherapy treatment method, SVM with polynomial kernel obtained an overall classification accuracy of 95.9% (sensitivity = 94.3%, specificity = 97.4%). The obtained results are competitive and comparable with the congeneric research works available in the literature, especially for the immunotherapy treatment method, we obtained 4.6% higher accuracy compared to the existing works. The developed methodology could potentially assist the dermatologists as a decision support tool by predicting the success of every unique patient before starting the treatment process.

Index Terms—Wart Treatment, Cryotherapy, Immunotherapy, Over Sampling, SMOTE, Borderline-SMOTE, ADASYN, Support Vector Machine, Machine Learning.

I. INTRODUCTION

Warts are one type of benign tumors caused by the infection of Human Papilloma Virus (HPV) and commonly found in the feet, hands, face, and genitals. Though warts are noncancerous and usually painless, patients seek treatment for complete remedy because of primarily cosmetic reasons. Even though several wart treatment methods have been developed and in practice, there is no universal consensus regarding the best one. Moreover, the outcomes of the treatment methods vary from patient to patient. Immunotherapy and cryotherapy are the two most frequently followed methods by the dermatologists for the treatment of various types of nongenital cutaneous warts. In cryotherapy, liquid nitrogen is applied to the affected area of skin with the help of cryogun, an applicator of liquid nitrogen, or cotton swab [1-3]. Consequently, the wart cells are frozen and the blood supply is disrupted locally resulting in the lesions to die off. On the other hand, intraleisional immunotherapy stimulates the immune system of the body which recognizes the candida antigen and subsequently removes the HPV resulting in wart lesions to disappear [4-6]. The dermatologists choose a wart treatment method based on their personal experience. Previous studies showed that the cure rate of immunotherapy and cryotherapy are around 72% and 44%, respectively [1, 7]. Therefore, a significant portion of the patients does not get cured by these treatment methods. Choosing the right treatment method from the very beginning is highly important because there are several disadvantages of failed treatments. First, failed treatment causes various undesired side effects on the patients. Second, it jeopardizes the success of the next treatment method because the outcome of wart treatment is time sensitive. Studies showed that the success of many wart treatment methods is negatively associated with time [8]. Finally, failed treatment increases unnecessary expenses and it causes wastage of valuable resources of the hospitals.

The use of Artificial Intelligence (AI) is growing day by day and it has become ubiquitous in every aspect of life. Machine Learning (ML) is one of the most popular tools used in AI, and in recent years, it has gained significant attention in clinical studies. Many studies have been done related to the successful application of ML algorithms on disease diagnosis and treatment [9-12]. In literature, a number of studies are found related to the application of ML algorithms on wart treatment. Khozeimeh et al. [13] developed a fuzzy logic rule-based method to predict the success of cryotherapy and immunotherapy treatment methods. Putra et al. [14]
employed AdaBoost with classification and regression tree (CART) and random forest (RF) algorithms as weak learners for the prediction of cryotherapy and immunotherapy wart treatments, respectively. Akben [15] applied the ID3 decision tree algorithm for modeling wart treatment predictive models and the developed models were then converted into fuzzy informative images. Guimarães et al. [16] proposed fuzzy neural networks for the improvement of the prediction system for the immunotherapy approach. In another study, Abdar et al. [17] employed evolutionary-based diagnosis system (IAPSO-AIRS) as an improved method for wart treatment selection. The aforementioned wart treatment studies used the same data source [18, 19] for training their ML models, and the maximum reported classification accuracies are 90.0% and 96.4% for the immunotherapy and cryotherapy treatment methods, respectively [15, 20].

However, the accuracy of the prediction system can be improved, especially for the immunotherapy treatment method where the dataset is extremely imbalanced. The objective of this study is to develop highly reliable ML models to predict the success of cryotherapy and immunotherapy for the treatment of warts by utilizing patients’ demographic and clinical characteristics. Another objective is to rank the important features which play a crucial role in wart treatment success. A two-stage feature selection process is employed in our methodology to find out the best set of features for developing effective ML models. In the first stage, a filter algorithm is employed for ranking the features, and in the second stage, different ML models are employed as wrapper inside a sequential backward selection algorithm. The findings of this study would potentially help the dermatologists to choose the most appropriate method for individual patients before starting the treatment process.

Table 1. Descriptive statistics of the demographic and clinical attributes of the immunotherapy and cryotherapy datasets

| Sr. # | Features         | Type       | Immunotherapy | Mean (SD) | Cryotherapy | Mean (SD) |
|-------|------------------|------------|---------------|-----------|-------------|-----------|
| 1     | Gender           | Categorical| Male (41)     | -         | Male (47)   | -         |
|       |                  |            | Female (49)   | -         | Female (43) | -         |
| 2     | Age (years)      | Numerical  | 15-56         | 31.04 (12.23) | 15-67 | 28.6 (13.36) |
| 3     | Time elapsed before starting treatment (months) | Numerical | 0-12 | 7.23 (3.10) | 0-12 | 7.66 (3.4) |
| 4     | Number of warts (count) | Numerical | 1-19 | 6.14 (4.2) | 1-12 | 5.51 (3.57) |
| 5     | Type of warts    | Categorical| Plantar (22) | -         | Plantar (9) | -         |
|       |                  |            | Both (21)     | -         | Both (27)   | -         |
| 6     | Surface area of the largest wart (mm²) | Numerical | 6-900 | 95.7 (136.61) | 4-750 | 85.83 (131.73) |
| 7     | Induration diameter (mm) | Numerical | 2-70 | 14.33 (17.22) | - | - |
| 8     | Success of the treatment | Categorical| Yes (71)     | -         | Yes (48)   | -         |
|       |                  |            | No (19)       | -         | No (42)    | -         |

Note: SD= standard deviation; mm= millimeter

Fig. 1(a) shows the plot of the features for the immunotherapy dataset. Immunotherapy was successful for 71 patients while the treatment method was not successful for 19 patients. Consequently, the distribution of the response classes is skewed - 78.9% ‘Yes’ versus 21.1% ‘No’. According to the plots, immunotherapy showed a better success rate for younger patients, particularly whose age are within 30 years. Besides, this treatment method worked well for the patients who started the treatment process within 9 months of getting
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the disease. However, this treatment method appeared to be less successful for the patients suffering from only common type of warts compared to the patients suffering from plantar or both types of warts. For the rest of the features, no explicit trend is observed from the plots.

Fig. 1(b) shows the plot of the features for the cryotherapy dataset. The treatment method was successful for 48 patients while the method was not successful for 42 patients. Therefore, the distribution of the response classes is fairly balanced- 53.3% ‘Yes’ versus 46.7% ‘No’. Similar to the immunotherapy treatment method, Cryotherapy treatment showed comparatively poor performance to cure warts of the elderly patients compared to the younger patients, especially patients aged more than 30 years are significantly less likely to cure by this treatment method. Time elapsed before starting the treatment method also shows a significant impact on treatment success. For example, patients who started the cryotherapy treatment after 9 months of getting the disease show a substantially low cure rate. In addition, the treatment method was comparatively successful for patients with the common or plantar type of warts than patients with both types of warts. For the rest of the features, no explicit trend is observed from the plots.

III. RESEARCH METHODOLOGY

Fig. 2 illustrates the overall research methodology we followed in this study. The following sections describe the major steps of this methodology.
Fig. 2. The overall methodology followed in this study

A. Data preprocessing

In this step, the input data are shuffled first and then standardized. Data standardization is important because many ML algorithms perform efficiently and provide better results on standardized data [21]. The input dataset is standardized by subtracting the mean value of the corresponding features and dividing by the standard deviations as shown in (1).

$$x'_i = \frac{x_i - \bar{x}}{s}$$  \hspace{1cm} (1)

where $x = (x_1, x_2, ..., x_n)$, $x'_i$ is the i-th scaled data, $\bar{x}$ and $s$ are the mean value and standard deviation of the samples $x$, respectively.

B. Feature selection

Feature selection is one of the most important steps before training a model. For most of the ML models, the classification success largely depends on the selection of the right set of input features and the models might demonstrate very poor performance due to the inclusion of too many, too few, or insubstantial features. The feature selection methods can be broadly classified into two groups, i.e., filter type and wrapper type. In the filter type method, the feature selection algorithms utilize various feature evaluation functions to evaluate the importance of the features [22, 23].

On the other hand, in the wrapper method, the classifier itself is used as a fitness function to extract the important features [24-25]. In this study, we utilized a combination of filter and wrapper method to extract the best set of features for the ML algorithms. For the filter type algorithm, we utilized the F-score method which has been used successfully in many ML-based clinical studies [26-28]. The larger the F-value, the higher the importance of the feature. For a given feature vector $x_k \in \mathbb{R}$, $k = 1, 2, ..., n$, the F-score of the $i$-th feature can be calculated using (2) [29].

$$F_i = \frac{1}{n_p - 1} \sum_{k=1}^{n_p} (x^{(+)}_{ki} - \bar{x}^{(+)}_i)^2 + \frac{1}{n_+ - 1} \sum_{k=1}^{n_+} (x^{(-)}_{ki} - \bar{x}^{(-)}_i)^2$$  \hspace{1cm} (2)

where, $n_p$ and $n_+$ are the number of total instances, positive instances, and negative instances, respectively; $\bar{x}^{(+)}_i$ and $\bar{x}^{(-)}_i$ are the average value of the positive instances, average value of the negative instances, and overall average value of the $i$-th feature, respectively; $x^{(+)}_{ki}$ and $x^{(-)}_{ki}$ are the value of the $k$-th positive and negative instance of the $i$-th feature, respectively. Fig. 3 depicts the ranking of the features and their corresponding F-scores. As per the figure, the ranking of the first four features are same for the immunotherapy and cryotherapy datasets; the ranking is different for the remaining features.
C. Oversampling

In our study, the output classes of the cryotherapy dataset are fairly balanced, 53.3% ‘Yes’ versus 46.7% ‘No’; on the other hand, the immunotherapy dataset is highly imbalanced, 78.9% ‘Yes’ versus 21.1% ‘No’. There is a significant drawback of this imbalanced dataset. Most of the standard ML classifiers will lead to learning bias and consequently, the classification performance for the minority class (‘No’) will be poor [30, 31]. To overcome this problem, we balanced the immunotherapy dataset by creating synthetic samples of the minority class (‘No’) using three different oversampling algorithms such as synthetic minority oversampling technique (SMOTE) [32], Borderline-SMOTE [33], and adaptive synthetic (ADASYN) sampling [34].

SMOTE is the most popular oversampling technique in literature. The minority class samples are oversampled in SMOTE algorithm along with the k-nearest neighbors of the minority class. During oversampling, all the sample points of the minority class are given equal weight. However, the samples near the borderline are more likely to be misclassified compared to the samples lying far from the borderline. To address this issue, in Borderline-SMOTE, a variant of SMOTE algorithm, oversampling is performed only near the borderline which separates the majority and minority classes. On the other hand, in ADASYN algorithm, more focus is provided on the samples which are difficult to train compared to the samples which are easy to train. Consequently, relatively more synthetic samples are generated around the difficult to train minority samples. The new balanced dataset, therefore, not only minimizes the learning bias of ML classifier but also pushes the decision boundary to the hard to train sample points.

It is noted that the oversampling techniques are applied only on the training dataset, while the testing dataset is kept completely separate so that it cannot artificially increase the testing accuracy. We split the data randomly into 80% and 20% as the training set and testing set, respectively. We used the python library ‘imbalanced-learn 0.5.0’ [35] for the implementation of the mentioned oversampling algorithms.

Fig. 4 shows the 3-D scatter plot of the top three features (Age, Elapsed time before starting the treatment, and Wart type) of the immunotherapy dataset before and after oversampling by three different algorithms.
D. Sequential backward selection of the features

We applied the Sequential Backward Selection (SBS) algorithm [36], a wrapper type feature selection method to extract the best set of features for a given ML classifier. The SBS method works in a top-to-bottom manner. In this study, we implemented the following modified SBS algorithm.

Step 1: Train an initial model with all the \( p \) features and evaluate the performance of the model.

Step 2: Remove the feature with the lowest score obtained from the F-score method, train model with \( (p-1) \) features, and evaluate performance.

Step 3: Remove the feature with the 2nd lowest score, train model with \( (p-2) \) features, and evaluate performance. Continue this procedure until only one feature remains in the model.

Step 4: Select the subset of the features that achieved the highest model performance.

E. Hyperparameter optimization

Hyperparameter optimization is an important step for ML models since the classification performance greatly depends on choosing the appropriate values of the related hyperparameters. We utilized the grid search method to find out the best hyperparameter setting for our model. In our SVM classifier, the hyperparameters required to be optimized are penalty parameter: \( C \), and kernel function parameters: \( d \), \( \gamma \). First, we considered a discrete space of the hyperparameters \((C, d, \gamma)\) for the polynomial kernel, and \((C, \gamma)\) for the RBF kernel, where \( C, \gamma \in \{2^{-10}, 2^{-9}, ..., 2^{10}\} \), and \( d \in \{1, 2, ..., 5\} \). The exponential sequence of the hyperparameters \( C \) and \( \gamma \) is a practical method of discretization to complete the grid search process within a reasonable duration of time. Next, we trained our SVM classifier for every possible combination of the hyperparameters. Finally, we selected the hyperparameter values which provided the maximum classification accuracy.

F. Model Building

The whole dataset is divided into training and testing set. Randomly 80% of the data are assigned as training set and rest of the 20% of the data are assigned as testing set. In this study, we utilized the Support Vector Machine (SVM) algorithm to train our ML model utilizing the training dataset. SVM was first developed by Vapnik [37] and it has been proven as a very powerful method in many clinical studies [38-41]. SVM is a non-probabilistic binary classifier which works by creating an optimal hyperplane that maximizes the margin between two classes. Besides linear classification, SVM can effectively perform non-linear classification by applying kernel trick [42].

Given a training dataset containing instance-label pairs \( \{(x_i, y_i)\} | x_i \in \mathbb{R}^n, y_i \in \{-1, 1\}, \ForAll{i = 1, 2, ..., n} \). SVM [43,44] requires to solve the following primal optimization problem:

\[
\min_{w,b} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i
\]

subject to \( y_i (w^T x_i + b) \geq 1 - \xi_i \)

\( \xi_i \geq 0 \) and \( i = 1, 2, ..., n \)

Here, \( C \in \mathbb{R}^+ \) is the user defined penalty parameter of the error term, \( w \) is the weight vector which defines the direction of the separating hyperplane, \( b \) is the bias term, and \( \xi_i \) is a slack variable. The optimization problem defined by (3) and (4) can be solved efficiently by Lagrange multipliers method. After performing appropriate substitutions, we usually solve the below dual problem which is basically a convex constrained quadratic programming (CCQP) problem:

\[
\min \frac{1}{2} \sum_{i, j=1}^{n} a_i a_j y_i y_j (x_i^T x_j) - \sum_{i=1}^{n} a_i
\]

subject to \( \sum_{i=1}^{n} a_i y_i = 0, 0 \leq a_i \leq C \) and \( i = 1, 2, ..., n \)

Using primal dual relationship, once the optimization problem is solved, the optimum weight vectors satisfy (7):

\[
w_i = \sum_{j=1}^{n} y_j a_j x_j
\]

According to (7), the optimal weight vector is the linear combination of input samples. The decision function for new sample points can be computed utilizing (8):

\[
g(x) = \text{sgn} \left( \sum_{i=1}^{n} a_i y_i x_i + b \right)
\]

If it is not possible to separate the training data by a linear hyperplane, the input vectors \( x_i \) are mapped into a higher dimensional feature space with the help of kernel functions. In this case, the decision function can be formulated as (9):

\[
g(x) = \text{sgn} \left( \sum_{i=1}^{n} a_i y_i K(x_i, x_j) + b \right)
\]

The following three are the most popular kernel functions:

- Linear: \( K(x_i, x_j) = x_i^T x_j \)
- Polynomial: \( K(x_i, x_j) = (\gamma x_i^T x_j + 1)^d \), where \( \gamma \in \mathbb{R}^+ \) and \( d \in \mathbb{Z}^+ \) is the degree of the polynomial
- Radial Basis Function (RBF):

Copyright © 2020 MECS
\[ K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2), \quad \gamma \in \mathbb{R}^+ \]

In our study, we deployed all the three kernel functions for the cryotherapy and immunotherapy datasets and chose the best performing ones.

G. Model assessment

For the assessment of our ML model, we predicted the dependent variable, treatment outcome, utilizing the 20% testing dataset which are completely unseen to our trained ML model. For the performance evaluation, three statistical measures are used, which include sensitivity, specificity, and accuracy [45]. Sensitivity represents the probability of correctly identifying the True Positive (TP) class, \( Y = \text{‘Yes’} \), while specificity represents the probability of correctly identifying the True Negative (TN) class, \( Y = \text{‘No’} \). If the model predicts a class as negative while the actual class is positive, we define it as False Negative (FN). On the contrary, if the model predicts a class as positive while the actual class is negative, we define it as False Positive (FP). Overall, accuracy measures the probability of detecting the true class. Sensitivity, specificity, and accuracy were computed using (10-12).

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{10}
\]
\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{11}
\]
\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{12}
\]

IV. RESULTS AND DISCUSSION

Table 2 presents the performance of SVM classifier with the various subset of top features at different iterations based on feature ranking and SBS algorithm. For the immunotherapy dataset, the SVM classifier performed best when oversampled the minority class by ADASYN algorithm compared to the other two algorithms, SMOTE and Borderline-SMOTE. The accuracy shown in the table for the immunotherapy dataset is only for the ADASYN algorithm. According to the table, the accuracy of the SVM classifier gradually increased up to iteration 5, and then gradually decreased in the subsequent iterations 6 to 7. For this dataset, the SVM classifier performed best with the top three features- time elapsed before starting the treatment, patient’s age, and wart type. In a similar way, for the cryotherapy dataset, the accuracy of the classifier consistently increased up to iteration 3. For this dataset, the SVM classifier performed best with the top four features- time elapsed before starting the treatment, patient’s age, wart type, and surface area of the largest wart.

Table 3 summarizes the performance of our SVM classifiers with the optimized hyperparameter values. For the immunotherapy dataset, after oversampling utilizing ADASYN algorithm, RBF kernel with the top three features performed best with 94.6% overall classification accuracy (sensitivity = 96.0%, specificity = 89.5%). On the other hand, for the cryotherapy dataset, third order polynomial kernel outperformed rest of the kernel functions. The average classification accuracy for the SVM model was 95.9% (sensitivity = 94.3%, specificity = 97.4%).

Table 2. Performance of the feature subsets at different iterations based on feature ranking and SBS algorithm

| Immunotherapy | Cryotherapy |
|---------------|-------------|
| Model | Dimension | Selected features | Accuracy (%) | Model | Dimension | Selected features | Accuracy (%) |
| #1 | 7 | 3, 2, 5, 6, 4, 7, 1 | 79.5 | #1 | 6 | 3, 2, 5, 6, 1, 4 | 88.9 |
| #2 | 6 | 3, 2, 5, 6, 4, 7 | 81.8 | #2 | 5 | 3, 2, 5, 6, 1 | 94.6 |
| #3 | 5 | 3, 2, 5, 6 | 83.1 | #3 | 4 | 3, 2, 5, 6 | 95.9 |
| #4 | 4 | 3, 2, 5, 6 | 89.0 | #4 | 3 | 3, 2, 5 | 92.1 |
| #5 | 3 | 3, 2, 5 | 94.6 | #5 | 2 | 3, 2 | 87.5 |
| #6 | 2 | 3, 2 | 81.1 | #6 | 1 | 3 | 84.2 |
| #7 | 1 | 3 | 80.3 | | |

Note: Feature mapping: 1- Gender, 2- Age, 3- Time elapsed before starting treatment, 4- Number of warts, 5- Wart type, 6- Surface area of the largest wart, 7- Induration diameter
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Fig. 5 shows the comparison of the performance metrics,
accurate, accuracy, sensitivity, and specificity, when the
majority or minority class of the immunotherapy dataset is
oversampled by SMOTE, Borderline-SMOTE, and
ADASYN algorithms. According to the figure, the overall
classification accuracy is maximum for the ADASYN
algorithm. Though SMOTE algorithm provided maximum
sensitivity, the specificity and classification accuracy are
the lowest among the three oversampling methods.

Table 3. Performance summary of SVM classifier with optimized hyperparameters

| Dataset          | Selected features | Kernel function | C   | \(gamma\) | Accuracy | Sensitivity | Specificity |
|------------------|-------------------|-----------------|-----|-----------|----------|------------|------------|
| Immunotherapy (ADASYN oversampling) | Time elapsed, Age, Wart type | RBF    | \(2^{-2}\) | \(2^{3}\) | 94.6%    | 96.0%      | 89.5%      |
| Cryotherapy      | Time elapsed, Age, Wart type, Wart area | Polynomial (order = 3) | \(2^{-4}\) | \(2^{3}\) | 95.9%    | 94.3%      | 97.4%      |

Besides SVM classifier, we employed other well-known ML models for the immunotherapy and
cryotherapy datasets and the performance metrics are
summarized in Table 4. According to the table, the overall
performance of our proposed SVM classifier is better than
the rest of the ML models. However, K-Nearest Neighbors and Random Forest classifiers provided the
maximum specificity for the cryotherapy and
immunotherapy treatment methods, respectively.

Table 4. Performance of proposed method with popular classification algorithms

| Algorithms                  | Immunotherapy | Cryotherapy |
|-----------------------------|---------------|-------------|
|                             | Accuracy      | Sensitivity | Specificity |
| KNN                         | 80.9%         | 78.1%       | **93.6%**   |
| BLR                         | 76.3%         | 72.2%       | 80.0%       |
| LDA                         | 75.2%         | 74.0%       | 77.8%       |
| QDA                         | 75.2%         | 76.4%       | 72.6%       |
| CART                        | 85.3%         | 85.2%       | 88.4%       |
| RF                          | 92.7%         | 95.1%       | 84.8%       |
| Bagging                     | 90.7%         | 93.2%       | 78.1%       |
| Adaptive Boosting           | 84.9%         | 89.5%       | 64.2%       |
| Gradient Boosting           | 87.2%         | 90.8%       | 74.9%       |
| Proposed method             | **94.6%**     | **96.0%**   | 89.5%       |

|                              | Accuracy      | Sensitivity | Specificity |
|------------------------------|---------------|-------------|-------------|
| Khozeimeh et al. (2017) [13] | 83.3%         | 87.0%       | 71.0%       |
| Akben (2018) [15]            | 90.0%         | **97.2%**   | 63.2%       |
| Nugroho et al. (2018) [46]   | 84.4%         | 91.4%       | 55.0%       |
| Jain et al. (2018) [47]      | 88.1%         | Not reported | Not reported |
| Basarslan et al. (2018) [48] | 84.0%         | Not reported | Not reported |
| Degirmenci et al. (2018) [49]| 81.3%         | Not reported | Not reported |
| Akyol et al. (2018) [20]     | 89.3%         | 95.7%       | 60.0%       |
| Guimarães et al. (2019) [50] | 88.6%         | 93.0%       | 86.0%       |
| Abdar et al. (2019) [17]     | 84.4%         | Not reported | Not reported |
| Jia et al. (2019) [51]       | 76.2%         | Not reported | Not reported |
| This study                   | **94.6%**     | 96.0%       | **89.5%**   |

|                              | Accuracy      | Sensitivity | Specificity |
|-------------------------------|---------------|-------------|-------------|
| Akyol et al. (2018) [20]     | 96.4%         | 94.4%       | **100.0%**  |
| Guimarães et al. (2019) [50] | 84.3%         | **97.0%**   | 41.0%       |
| Abdar et al. (2019) [17]     | 94.4%         | Not reported | Not reported |
| This study                   | 95.9%         | 94.3%       | 97.4%       |

Table 5. Comparison of our results with previous studies

| Study and year               | Dataset        | Accuracy | Sensitivity | Specificity |
|------------------------------|----------------|----------|-------------|-------------|
| Khozeimeh et al. (2017) [13] | Immunotherapy  | 80.0%    | 82.0%       | 77.0%       |
| Akben.(2018) [15]            | Cryotherapy    | 94.4%    | 89.6%       | **100.0%**  |
| Nugroho et al. (2018) [46]   | Cryotherapy    | 93.3%    | 88.5%       | 98.0%       |
| Jain et al. (2018) [47]      | Cryotherapy    | 94.8%    | Not reported | Not reported |
| Basarslan et al. (2018) [48] | Cryotherapy    | 95.4%    | Not reported | Not reported |
| Degirmenci et al. (2018) [49]| Cryotherapy    | 93.1%    | Not reported | Not reported |
| Akyol et al. (2018) [20]     | Cryotherapy    | **96.4%**| 94.4%       | **100.0%**  |
| Guimarães et al. (2019) [50] | Cryotherapy    | 84.3%    | **97.0%**   | 41.0%       |
| Abdar et al. (2019) [17]     | Cryotherapy    | 94.4%    | Not reported | Not reported |
| This study                   | Cryotherapy    | 95.9%    | 94.3%       | 97.4%       |

**Note:** Bold faced numbers denote the best values
Table 5 compares the results of our study with previous studies in the literature regarding the applications of ML algorithms on wart treatment. For the immunotherapy treatment method, our classification model achieved 4.6% higher classification accuracy compared to the second-best model reported by Akben [15]. Although the study by Akben achieved the maximum sensitivity of 97.2%, the achieved specificity value was only 63.2%; therefore, the model is not reliable to detect the true negative class (Y = ‘No’). The author did not follow any preventive measures to balance the dataset; consequently, the trained model failed to learn to predict the minority class (Y = ‘No’) properly. On the other hand, for the cryotherapy dataset, our study achieved the second-highest classification accuracy, 95.9%. This value is competitive and comparable with the study by Akyol et al. [20] where the maximum classification accuracy of 96.4% was reported.

In our study, we followed a two-step process for finding the best set of features for training our ML model. In the first step, we employed the F-score method to rank the features and in the second step, different ML algorithms are applied. However, the ranking of the features could be different by employing other filter algorithms. In that case, the optimum set of features from the SBS algorithm could be different. In addition, to balance the minority class, we created synthetic samples of the training dataset by deploying oversampling algorithms. An alternative approach could be giving more weight values to the samples that belong to the minority class. Consequently, the cost function would be penalized more for misclassification of a minority class compared to a majority class. These alternative approaches might end up with different performance metrics.

V. CONCLUSION

In this study, we employed the SVM algorithm to develop an expert system to predict the effectiveness of immunotherapy and cryotherapy for the treatment of warts by analyzing patients’ demographic and clinical information. We combined the F-score algorithm, a filter method, with the SBS algorithm, a wrapper method, to develop predictive ML models. Besides, we employed different oversampling algorithms to overcome the imbalanced dataset problem. We compared our results with state-of-the-art methodologies found in the literature. The developed SVM models showed promising classification performances, especially for the immunotherapy dataset where the distribution of the target classes was highly skewed. The developed expert system could potentially assist the dermatologists as a decision support tool to choose between cryotherapy and immunotherapy as a wart treatment method for every unique patient by predicting the success before starting the treatment process. Therefore, early prediction of a treatment method success might possibly help to reduce the undesirable side effects for the patients and save valuable resources of the hospitals by minimizing the probability of treatment failures.

It should be noted that the dataset used in this study represents a particular race. In the future, more robust and generalized ML models can be developed by obtaining additional data on different groups of patients from different races and geographic locations. Furthermore, the specificity of the immunotherapy treatment method is still below 90%; therefore, there is still room for improvement of this performance metric.
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