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Abstract—We study the achievable performance of adaptive query procedures for the noisy 20 questions problem with measurement-dependent noise over a unit cube of finite dimension. The performance criterion that we consider is the minimal resolution, defined as the $L_\infty$ norm between the estimated and the true values of the random location vector of a target, given a finite number of queries constrained by an excess-resolution probability. Specifically, we derive the achievable resolution of an adaptive query procedure based on the variable length feedback code by Polyanskiy et al. (ITW 2011). Furthermore, we verify our theoretical results with numerical simulations and compare the performance of our considered adaptive query procedure with that of certain state-of-the-art algorithms, such as the sorted posterior matching algorithm by Chiu and Javadi (ITW 2016). In particular, we demonstrate that the termination strategy adopted in our adaptive query procedure can significantly enhance the asymptotic performance of adaptive query procedures, especially at moderate to large excess-resolution probability constraints.

I. INTRODUCTION

The noisy 20 questions problem (cf. [1]–[7]) arises when one aims to accurately estimate an arbitrarily distributed random variable $S$ by successively querying an oracle and using its noisy responses to form an estimate $\hat{S}$. A central goal in this problem is to find optimal query strategies that yield a good estimate $\hat{S}$ for the unknown target random variable $S$.

Depending on the query design strategy adopted, the 20 questions problem can either be adaptive or non-adaptive. In adaptive query procedures, the design of a subsequent query depends on all previous queries and noisy responses to these queries from the oracle. In non-adaptive query procedures, all the queries are designed independently in advance. For example, the bisection policy [5, Section 4.1] is an adaptive query procedure and the dyadic policy [5, Section 4.2] is a non-adaptive query procedure. Depending on whether or not the structure of the noise depends on the queries, the noisy 20 questions problem is classified into two categories: querying with measurement-independent noise (e.g., [5], [6]); and querying with measurement-dependent noise (e.g., [7], [8]). As argued in [8], measurement-dependent noise better models practical applications. For example, for target localization in a sensor network, the noisy response to each query can depend on the size of the query region due to possible presence of clutter. Another example is in human query systems where personal biases about the state may affect the response.

In earlier works on the noisy 20 questions problem, e.g., [5], [9], [10], the queries were designed to minimize the entropy of the posterior distribution of an one-dimensional target variable $S$. As pointed out in later works, e.g., [6]–[8], [11], other accuracy measures, such as the estimation resolution and the quadratic loss are often better criteria for localization, where the resolution is defined as the absolute difference between $S$ and its estimate $\hat{S}$ and the quadratic loss is $(\hat{S} - S)^2$.

In our previous work [12], we derived non-asymptotic and asymptotic bounds on the minimal achievable resolution of an optimal non-adaptive query procedure (see also [13, Theorems 1–3]). One may then wonder whether adaptive query procedures have strict benefit over non-adaptive query procedures, either non-asymptotically or asymptotically. In this work, we provide an affirmative answer to this question by deriving the achievable resolution of an adaptive query procedure based on the variable length feedback code in [14, Definition 1] for a multidimensional target. Furthermore, when specialized to a one-dimensional target and a measurement-dependent binary symmetric channel, we compare the non-asymptotic and asymptotic performances of our adaptive query procedure with those of certain state-of-the-art algorithms such as the sorted posterior matching algorithm in [11].

II. PROBLEM FORMULATION

Notation

Random variables and their realizations are denoted by upper case variables (e.g., $X$) and lower case variables (e.g., $x$), respectively. All sets are denoted in calligraphic font (e.g., $\mathcal{X}$). Let $X^n := (X_1, \ldots, X_n)$ be a random vector of length $n$. We use $\Phi^{-1}(\cdot)$ to denote the inverse of the cumulative distribution function (cdf) of the standard Gaussian. We use $\mathbb{R}$, $\mathbb{R}_+$ and $\mathbb{N}$ to denote the sets of real numbers, positive real numbers and integers respectively. For any real number $p \in (0, 1)$, we use $\text{Bern}_p(\cdot)$ to denote the Bernoulli distribution with parameter $p$, i.e., if $X \sim \text{Bern}_p(\cdot)$, then $\Pr\{X = 1\} = p$. Given any two integers $(m, n) \in \mathbb{N}^2$, we use $[m : n]$ to denote the set of integers $\{m, m + 1, \ldots, n\}$ and use $[m]$ to denote $[1 : m]$. Given any $(m, n) \in \mathbb{N}^2$, for any $m$ by $n$ matrix $\mathbf{a} = \{a_{i,j}\}_{i \in [m], j \in [n]}$, the infinity norm is defined as $\|\mathbf{a}\|_\infty := \max_{i \in [m], j \in [n]} |a_{i,j}|$. The set of all probability
distributions on a finite set $\mathcal{X}$ is denoted as $\mathcal{P}(\mathcal{X})$ and the set of all conditional probability distributions from $\mathcal{X}$ to $\mathcal{Y}$ is denoted as $\mathcal{P}(\mathcal{Y}|\mathcal{X})$. Furthermore, we use $\mathcal{F}(S)$ to denote the set of all probability density functions on a set $S$. All logarithms are base $e$. Finally, we use $\mathbb{1}(\cdot)$ to denote the indicator function.

A. Noisy 20 Questions Problem

Consider an arbitrary integer $d \in \mathbb{N}$. Let $S = (S_1, \ldots, S_d)$ be a continuous random vector defined on the unit cube of dimensional $d$ (i.e., $[0, 1]^d$) with arbitrary probability density function (pdf) $f_S$. Note that any searching problem over a bounded $d$-dimensional rectangular region with different lengths in each dimension is equivalent to a searching problem over the unit cube of dimension $d$ with normalization in each dimension.

In the estimation problem formulated under the adaptive query framework of noisy 20 questions, a player aims to accurately estimate the target random variable $S$ by sequentially posing queries to an oracle knowing $S$. At each time point $i \in \mathbb{N}$, the player poses a query asking whether the target lies in a Lebesgue measurable query set $A_i \subseteq [0, 1]$, where the design of $A_i$ depends on previous queries $(A_1, \ldots, A_{i-1})$ and the noisy responses to these queries. After receiving the query $A_i$, the oracle finds the binary answer $X_i = \mathbb{1}(S \in A_i)$ and passes the answer through a measurement-dependent channel yielding the noisy response $Y_i$. Given the accumulated noisy responses, the player decides whether to stop querying and making an estimate $\hat{S} = (\hat{S}_1, \ldots, \hat{S}_d)$ with a decoding function $g_i : \mathcal{Y} \rightarrow [0, 1]^d$ or to pose further queries to obtain further information. Throughout the paper, we assume that the alphabet $\mathcal{Y}$ for the noisy response is finite.

Note that in adaptive querying, the player needs to choose a stopping criterion, which may be random, determining the number of queries to make. A formal definition of an adaptive query procedure is provided in Definition 2.

B. The Measurement-Dependent Channel

We then briefly describe the measurement-dependent channel [5, 11], also known as a channel with state [15] Chapter 7. Given a query $A \subseteq [0, 1]^d$, the channel from the oracle to the player is denoted by $P_{Y|X}^A \in \mathcal{P}(\mathcal{Y}|\{0, 1\})$. Define the size $|A|$ of $A$ as its Lebesgue measure, i.e., $|A| = \int_{i \in A} dt$. We assume that the measurement-dependent channel $P_{Y|X}^A$ depends on the query $A$ only through its size, i.e., $P_{Y|X}^A$ is equivalent to a channel with state $P_{Y|X}^{|A|}$ where the state $q$ is a function of $|A|$.

We consider the case where the state of the channel is $q = f(|A|)$ where the function $f : [0, 1] \rightarrow \mathbb{R}_+$ is a bounded Lipschitz continuous function with parameter $K$, i.e., $|f(q_1) - f(q_2)| \leq K|q_1 - q_2|$ and $\max_{q \in [0, 1]} f(q) < \infty$. A simple choice of $f$ is the identity function, i.e., $f(|A|) = |A|$ and for this case $K = 1$. Furthermore, it is interesting to note that when $f(|A|)$ equals a constant for any query $A \subseteq [0, 1]^d$, the above measurement-dependent model actually reduces to a measurement-independent channel where the noisy channel remains the same regardless of the query posed to the oracle.

For any $q \in [0, 1]$, any $\xi \in (0, \min(q, 1 - q))$, we assume that the measurement-dependent channel is continuous in the sense that there exists a constant $c(q)$ depending on $q$ only such that

$$\max \left\{ \left\| \log \frac{P_{Y|X}^q}{P_{y+\xi|X}^q} \right\|_\infty, \left\| \log \frac{P_{Y|X}^q}{P_{y-\xi|X}^q} \right\|_\infty \right\} \leq c(q)\xi. \quad (1)$$

Here we recall one example of the measurement-dependent channel that data back to [11].

**Definition 1.** Given any $A \subseteq [0, 1]$, a channel $P_{Y|X}^A$ is said to be a measurement-dependent Binary Symmetric Channel (BSC) with parameter $\nu \in (0, 1]$ if $\mathcal{X} = \mathcal{Y} = \{0, 1\}$ and

$$P_{Y|X}^A(y|x) = (\nu f(|A|))^{1(y \neq x)}(1 - \nu f(|A|))^{1(y = x)}, \quad (2)$$

for any $(x, y) \in \{0, 1\}^2$.

Note that the output of a measurement-dependent BSC with parameter $\nu$ is the same as the input with probability $1 - \nu f(|A|)$ and flipped with probability $\nu f(|A|)$. It can be verified that the constraint in (1) is satisfied for the measurement-dependent BSC. For this case, a valid choice of the function $f(\cdot)$ should satisfy $\nu f(|A|) \leq 1$ for any $A \subseteq [0, 1]$. In particular, we only consider Lipschitz continuous function $f(\cdot)$ so that $\nu f(|A|) \leq \frac{1}{2}$ for any $A \subseteq [0, 1]$. This is because having a crossover probability greater than $\frac{1}{2}$ is impractical for a BSC.

C. Adaptive Query Procedures

An adaptive query procedure with resolution $\delta$ and excess-resolution constraint $\varepsilon$ is defined as follows.

**Definition 2.** Given any $(l, d, \delta, \varepsilon) \in \mathbb{R}_+ \times \mathbb{N} \times (0, 1]$ and $(l, d, \delta, \varepsilon)$-adaptive query procedure for the noisy 20 questions problem consists of

- a sequence of adaptive queries where for each $i \in \mathbb{N}$, the design of query $A_i \subseteq [0, 1]^d$ depends on all previous queries $\{A_j\}_{j \in [i-1]}$ and the noisy responses $Y^{i-1}$ from the oracle
- a sequence of decoding functions $g_i : \mathcal{Y} \rightarrow [0, 1]^d$ for $i \in \mathbb{N}$
- a random stopping time $\tau$ depending on noisy responses $\{Y_i\}_{i \in \mathbb{N}}$ and under any pdf $f_S$ of the target random variable $S$, the average number of queries satisfies

$$E[\tau] \leq l, \quad (3)$$

such that the excess-resolution probability satisfies

$$P_{e,a}(l, d, \delta) := \sup_{f_S \in \mathcal{F}(\mathcal{X}[0, 1]^d)} \Pr \left[ \exists i \in [d] : |\hat{S}_i - S_i| > \delta \right] \leq \varepsilon, \quad (4)$$

where $\hat{S}_i$ is the estimate of $i$-th element of the target $S$ using the decoder $g$ at time $\tau$, i.e., $g(Y^{\tau}) = (\hat{S}_1, \ldots, \hat{S}_d)$.

Examples of adaptive query procedures include Algorithm [1] and certain state-of-the-art algorithm such as the sorted posterior matching algorithm in [11] that builds on the result of Burnashev and Zigangirov in [2].
Given any \((l, d, \varepsilon) \in \mathbb{R}_+ \times \mathbb{N} \times [0, 1]\), we can define the fundamental resolution limit for adaptive querying as follows:

\[
\delta^*_n(l, d, \varepsilon) := \inf \{\delta \in \mathbb{R}_+ : \exists \text{an \((l, d, \delta, \varepsilon)\)-adaptive query procedure}\}, \tag{5}
\]

with analogous definition of mean sample complexity

\[
\ell^*(d, \delta, \varepsilon) := \inf \{\ell \in \mathbb{R}_+ : \exists \text{an \((l, d, \delta, \varepsilon)\)-adaptive query procedure}\}. \tag{6}
\]

Note that \(\ell^*(d, \delta, \varepsilon)\) is simply a function of \(\delta^*_n(l, d, \varepsilon)\) and thus it suffices to study \(\delta^*_n(l, d, \varepsilon)\). Furthermore, recall that the fundamental limit \(\delta^*_n(l, d, \varepsilon)\) for non-adaptive querying was defined in [13] Eq. (7) where \(n\) is the predetermined number of queries.

III. MAIN RESULTS

The proof of theoretical results are omitted due to space limitation and similarity to the proofs of the simple case of \(f(|A|) = |A|\) in [13]. The main purpose of this paper is to compare the performance of the adaptive query procedure in Algorithm 2 and the sorted posterior matching algorithm in [11], which was left as future work in [13].

A. Preliminaries

Given any \((p, q) \in [0, 1]^2\), let \(P_{Y|X}^{p,q}\) be the marginal distribution on \(Y\) induced by the Bernoulli distribution \(P_X = \text{Bern}(p)\) and the measurement-dependent channel \(P_{Y|X}^{p,q}\). Furthermore, define the following information density

\[
t_{p,q}(x; y) := \log \frac{P_{Y|X}^{p,q}(y|x)}{P_{Y}^{p,q}(y)}, \quad \forall \ (x, y) \in \mathcal{X} \times \mathcal{Y}. \tag{7}
\]

Correspondingly, given any \(n \in \mathbb{N}\), for any \((x^n, y^n) \in \mathcal{X}^n \times \mathcal{Y}^n\), we define

\[
t_{p,q}(x^n; y^n) := \sum_{i \in [n]} t_{p,q}(x_i; y_i) \tag{8}
\]

as the mutual information density between \(x^n\) and \(y^n\).

Let \(X^\infty\) be a collection of \(M^d\) random binary vectors \(\{X^\infty(i_1, \ldots, i_d)\}_{(i_1, \ldots, i_d) \in [M]^d}\), each with infinite length and let \(X^\infty\) denote a realization of \(X^\infty\). Furthermore, let \(Y^\infty\) be another random vector with infinite length where each element takes values in \(Y\) and let \(y^\infty\) be a realization of \(Y^\infty\). For any vector \(w = (w_1, \ldots, w_d) \in [0, 1]^d\) and any integer \(n \in \mathbb{N}\), given any sequence of queries \(A^n = (A_1, \ldots, A_n) \in [0, 1]^d\), define the following joint distribution of \((X^n, Y^n)\)

\[
P_{X^n,Y^\infty}(x^n, y^\infty) = \prod_{t \in [n]} \left( \prod_{(i_1, \ldots, i_d) \in [M]^d} \text{Bern}_p(x_t(i_1, \ldots, i_d)) \right) \times P_{Y|X}^{A^n}(y_t|x_t(w)). \tag{9}
\]

We can define \(P_{X^\infty,Y^\infty}^{A^n,w}\) as a generalization of \(P_{X^n,Y^n}^{A^n,w}\) with \(n\) replaced by \(\infty\). Since the channel is memoryless, such a generalization is reasonable.

Algorithm 1 Adaptive query procedure

**Input**: Three parameters \((M, q, \lambda) \in \mathbb{N} \times (0, 1) \times \mathbb{R}_+\)

**Output**: An estimate \((\hat{s}_1, \ldots, \hat{s}_d) \in [0, 1]^d\) of a \(d\)-dimensional target variable \((s_1, \ldots, s_d) \in [0, 1]^d\)

Partition the unit cube of dimension \(d\) (i.e., \([0, 1]^d\)) into \(M^d\) equal-sized disjoint regions \(\{S_{i_1,\ldots,i_d}\}_{(i_1, \ldots, i_d) \in [M]^d}\).

\[ t \leftarrow 1 \]

**while** \(t > 0\) **do**

Generate \(M^d\) binary random variables \(\{x_t(i_1, \ldots, i_d)\}_{(i_1, \ldots, i_d) \in [M]^d}\) independently from a Bernoulli distribution with parameter \(q\).

Form the \(t\)-th query as

\[ A_t := \bigcup \{S_{i_1,\ldots,i_d}\} \times x_t(i_1, \ldots, i_d) = 1 \]

Obtain the noisy response \(y_t\) from the oracle to the query \(A_t\).

Calculate accumulated mutual information densities \(t_{q,f(q)}(x_t(i_1, \ldots, i_d); y^t)\) for all \((i_1, \ldots, i_d) \in [M]^d\).

if \(\max_{(i_1, \ldots, i_d) \in [M]^d} t_{q,f(q)}(x_t(i_1, \ldots, i_d); y^t) \geq \lambda\) then \(t \leftarrow t\).

else \(t \leftarrow t + 1\).

end if

**end while**

Given \((d, M) \in \mathbb{N}^2\), define a function \(\Gamma : [M]^d \rightarrow [M]^d\) as follows: for any \((i_1, \ldots, i_d) \in [M]^d\)

\[ \Gamma(i_1, \ldots, i_d) = 1 + \sum_{j \in [d]} (i_j - 1) M^{d-j}. \tag{10} \]

Note that the function \(\Gamma(\cdot)\) is invertible. We denote \(\Gamma^{-1} : [M]^d \rightarrow [M]^d\) the inverse function. Furthermore, given any \(\lambda \in \mathbb{R}_+\) and any \(m \in [M]^d\), define the stopping time

\[ \tau_m(x^\infty, y^\infty) := \inf \{n \in \mathbb{N} : t_q(x^n(\Gamma^{-1}(m)); y^n) \geq \lambda\}. \tag{11} \]

B. Main Results and Discussions

Our non-asymptotic bound states as follows.

**Theorem 1.** Given any \((d, M) \in \mathbb{R}_+ \times \mathbb{N}\), for any \(q \in [0, 1]\) and \(\lambda \in \mathbb{R}_+\), Algorithm 1 is an \((l, d, \frac{1}{M}, \varepsilon)\)-adaptive query
Algorithm 2 Adaptive query procedure with Termination

Input: Four parameters \((M, p, \lambda, \varepsilon) \in \mathbb{N} \times (0, 1) \times \mathbb{R}_+ \times (0, 1)\)

Output: An estimate \((\hat{s}_1, \ldots, \hat{s}_d) \in [0, 1]^d\) of a \(d\)-dimensional target variable \((s_1, \ldots, s_d) \in [0, 1]^d\)

Generate a random number \(Z\) according to the Bernoulli distribution where \(Z\) takes value 1 with probability \(\varepsilon\)

if \(Z = 1\) then

End the algorithm and output \(\hat{s}_i = 0.5\) for all \(i \in [d]\)

else

Run Algorithm 2 with parameters \((M, p, \lambda)\)

end if

procedure where

\[
l \leq \mathbb{E}[\tau_1(X^\infty, Y^\infty)],
\]

\[
\varepsilon \leq (M^d - 1) \Pr\{\tau_1(X^\infty, Y^\infty) \geq \tau_2(X^\infty, Y^\infty)\},
\]

where the expectation and probability are calculated with respect to the probability distribution \(P_{X^\infty, Y^\infty}\) and \(A^n\) refers to the queries in Algorithm 2.

In the proof of Theorem 1 we use the proof techniques on variable length feedback code in [14] to analyze the performance of the query procedure in Algorithm 2.

Note that although the result in Theorem 1 holds for any \(M\) and any discrete memoryless channel, it is hard to compute exactly in general. To obtain insights on the fundamental limit of adaptive querying, we derive second-order approximation to the non-asymptotic performance of the termination version of Algorithm 1 as outlined in Algorithm 2. By termination, here we simply mean that the adaptive query procedure is not run with a certain probability (cf. [14]). This way, we can balance the complexity (i.e., the stopping time) and the performance (i.e., the achievable resolution), especially at relatively large excess-resolution probabilities.

Given Lipschitz continuous function \(f\) and measurement-dependent channels \(\{P_{Y|X}\}_{q \in [0, 1]}\), the channel “capacity” is defined as

\[
C_f := \max_{q \in [0, 1]} \mathbb{E}[q_f(q)(X; Y)],
\]

where \((X, Y) \sim \text{Bern}(q) \times P_{Y|X}^{f(q)}\). The asymptotic approximation to the performance of Algorithm 2 is stated as follows.

Theorem 2. For any \((l, d, \varepsilon) \in \mathbb{R}_+ \times \mathbb{N} \times (0, 1)\),

\[- \log \delta^*_a(l, d, \varepsilon) \geq \frac{lC_f}{d(1 - \varepsilon)} + O(\log l),\]

The proof of Theorem 2 uses Theorem 1 similarly to [14] and uses the change-of-measure technique to replace a measurement-dependent channel with a measurement-independent channel. In particular, the \(\varepsilon = 0\) case corresponds to the asymptotic performance of Algorithm 1.

We make two additional remarks. Firstly, a converse bound is necessary to establish the optimality of any adaptive query procedure under a measurement-dependent channel. However, a converse is elusive, since as pointed out in [8], under the measurement-dependent channel, each noisy response \(Y_i\) depends not only on the target vector \(S\), but also on the previous queries \(A^{i-1}\) and noisy responses \(Y^{i-1}\). This strong dependency makes it difficult to directly relate the current problem to channel coding with feedback [15]. New ideas and techniques are required to obtain a converse result.

Another remark concerns a measurement-independent channel, i.e., the Lipschitz continuous function satisfies that \(f(q) = \alpha\) with \(\alpha \in [0, 1]\) for all \(q \in [0, 1]\). In this case, the adaptive 20 questions problem is closely related to channel coding with feedback [5]. Therefore, using the non-asymptotic results on channel coding with feedback in [14], we conclude that the minimal achievable resolution \(\delta^*_a(l, d, \varepsilon)\) satisfies

\[- \log \delta^*_a(l, d, \varepsilon) \geq \frac{lC_{mi}}{d(1 - \varepsilon)} + O(\log l),\]

where \(C_{mi} := \max_{q \in [0, 1]} \mathbb{E}[q_f(q)(X; Y)]\) is the capacity of the above measurement-independent channel.

C. Comparisons with other Adaptive Query Procedures over a Measurement-Dependent BSC

In the following, we specialize Theorem 2 to a measurement-dependent BSC with parameter \(\nu\) and the Lipschitz continuous function \(f(\cdot)\) such that \(\max_{q \in [0, 1]} \nu f(q) \leq 0.5\). Given any \(q \in [0, 1]\), let \(\beta(\nu, q) := q(1 - \nu f(q)) + (1 - q)\nu f(q)\). The capacity of the measurement-dependent BSC with parameter \(\nu\) under the Lipschitz continuous function \(f\) is given by

\[
C_f(\nu) = \max_{q \in [0, 1]} \left( h_b(\beta(\nu, q)) - h_b(\nu f(q)) \right),
\]

where \(h_b(p) = -p \log(p) - (1 - p) \log(1 - p)\) is the binary entropy function. Furthermore, let

\[
C_{f,\text{sortPM}}(\nu) = \log(2) - h_b(\nu f(0)).
\]

Theorem 2 implies that for a measurement-dependent BSC with parameter \(\nu\), Algorithm 2 achieves the asymptotic resolution decay rate \(\frac{C_f(\nu)}{\log d}\) for a \(d\)-dimensional target when tolerating an excess-resolution probability of at most \(\varepsilon\). In contrast, for \(d = 1\), the sorted posterior matching (PM) algorithm in [11] achieves the resolution decay rate \(C_{f,\text{sortPM}}(\nu)\) regardless of the excess-resolution probability \(\varepsilon\).

Note that \(C_{f,\text{sortPM}}(\nu) = C_f(\nu)\) if the Lipschitz continuous function \(f(\cdot)\) is a constant value function. In other words, for a measurement-independent channel, unless for vanishing excess-resolution probability, i.e., \(\varepsilon = 0\), Algorithm 2 has a strict larger asymptotic resolution decay rate than the sorted PM algorithm due to the termination strategy which helps reduce the average stopping time and keep the same asymptotic resolution decay rate. Furthermore, Algorithm 2 has a lower time complexity \(O\left(\frac{1}{\varepsilon}\right)\) compared with \(O\left(\frac{1}{\log^2 \varepsilon}\right)\) of the sorted PM for a target resolution \(\delta\) which usually tends to 0 quickly with respect to the number of queries.

For a measurement-dependent channel, the Lipschitz continuous function \(f(q)\) is not a constant value function. If \(f(q)\) decreases in \(q\), we have \(C_f(\nu) \geq C_{f,\text{sortPM}}(\nu)\). Therefore,
Algorithm 2 usually outperforms the sorted PM algorithm in this case. A measurement-dependent channel with \( f(q) \) decreasing in \( q \) corresponds to the scenario where the oracle penalizes a query more if the query inspects a smaller region and is thus closer to the true answer, which is motivated by practical searching problems where fine-grained search can be more error-prone. On the other hand, if \( f(q) \) increases in \( q \), we have \( C_f(q) \geq C_{\text{sortPM}}(q) \) for large values of \( \varepsilon \) and small values of \( \nu \) if \( f(q) \) increases in its parameter \( q \). Therefore, the asymptotic resolution decay rate of Algorithm 2 can also be larger than the sorted PM algorithm for a measurement-dependent channel with \( f(q) \) increasing in \( q \). See Figure 1 for a numerical comparison of the asymptotic resolution decay rates for the latter case.

One can apply the termination strategy in Algorithm 2 to any other adaptive query procedure with vanishing excess-resolution probability including the sorted PM algorithm to improve the asymptotic resolution decay rate. In particular, the sorted PM algorithm with termination achieves the asymptotic resolution decay rate \( C_{\text{sortPM}}(\nu) \) for any termination probability \( \varepsilon \in (0, 1) \). Thus, with termination, the sorted PM can achieve a larger asymptotic resolution decay rate than Algorithm 2 for a measurement-dependent BSC if \( C_{\text{sortPM}}(\nu) \geq C_f(\nu) \), which holds true if \( f(q) \) increases in \( q \).

With the comparisons above, we find that Algorithm 2 and the sorted PM algorithm can outperform each other in certain cases. Therefore, a deeper investigation on the fundamental limit of adaptive querying is required to uncover the non-asymptotic and asymptotic performance of an optimal adaptive query procedure, even just for a measurement-dependent BSC.

D. Numerical Illustration

We numerically illustrate the achievable resolutions of Algorithm 1 and the sorted PM algorithm for a one-dimensional uniformly distributed target variable \( S \) over \([0, 1]\). The simulation settings and results are provided in Figure 2, which validate our theoretical analyses. Note that we do not simulate the termination version in Algorithm 2 because i) we would like the comparison to be fair because the sorted PM algorithm does not use termination and ii) to demonstrate the benefit of termination of Algorithm 2 we need to run simulations with very large number of queries, which is computationally intractable.

IV. Conclusion

We studied the achievable resolution of adaptive query procedures for a \( d \)-dimensional target using the framework of 20 questions estimation under the measurement-dependent noise channel. Our results implied the benefit of adaptivity for any measurement-dependent discrete memoryless channel. In future, one can nail down the exact fundamental limit of adaptive query procedures to either prove the tightness of our result under certain conditions or show that our bound can be further improved in general. It is also interesting to generalize the algorithm and the analysis of the sorted PM algorithm to other channels beyond the BSC. Finally, one can propose low-complexity (preferably polynomial in the number of queries) query procedures that achieve our derived theoretical results.
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