Fractional-Order Iterative Learning Control for Robotic Arm-PD$^2$D$^\alpha$ Type
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Abstract. In this paper, a new open-loop PD$^2$D$^\alpha$ type a fractional order iterative learning control (ILC) is studied for joint space trajectory tracking control of a linearized uncertain robotic arm. The robust convergent analysis of the tracking errors has been done in time domain where it is theoretically proven that the boundednesses of the tracking error are guaranteed in the presence of model uncertainty. The convergence of the proposed open-loop ILC law is proven mathematically using Gronwall integral inequality for a linearized robotic system and sufficient conditions for convergence and robustness are obtained.

1. INTRODUCTION

The science of robotics has grown tremendously over the past twenty years, fueled by rapid advances in computer and sensor technology, as well as theoretical advances in control theory, [1]. At present time, the vast majority of robot applications deal with industrial robot arms operating in factory environments. Robots are being deployed to accomplish tasks having strict requirements of accuracy, precision, repeatability, mass production and quality in addition to ease of human effort and cost-effectiveness, [2]. The investigation into the modeling of the dynamics and control of the robotic systems and mechanisms has been an active topic of research which is stimulated by the different applications and by the increasing demand for better performance of robotic systems, [3].

Taking advantage of the fact that robot manipulators are generally used in repetitive tasks, iterative learning control (ILC) schemes [4-7] have been proposed for robot manipulators in the past three decades to enhance the tracking accuracy from operation to operation for given systems. Also, various version ILC strategies are proposed for different type dynamical systems [8-12] that utilize given objective systems data and past information in the form of repetitions to track a reference trajectory over finite time intervals without detail modeling. The basic idea of ILC is to improve the current tracking performance by fully taking advantage of the past control experience. Since the structure of ILC can be viewed as a feedforward control methodology in the time domain and it is simple and easy to implement, the ILC method is suitable for designing a nonlinear tracking control system [13,14]. Also, many classical ILC algorithms have a restriction that involves the assumption that the coupling matrix [CB] has a full-column rank where B denotes the control matrix and C denotes the output matrix of state space for the linearized system. To

2010 Mathematics Subject Classification. 93C99
Keywords. iterative learning control, fractional-order; robot, convergence, tracking control
Received: 28 December 2020; Revised: 06 February 2021; Accepted: 17 February 2021
Communicated by Miodrag Spalević
This work was supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia under the project 451-03-68/2020-14/200105, and partially supported by the SerbianItalian bilateral project ADFOCMEDER.
Email addresses: boskocvetkovic@gmail.com (Boško P. Cvetković), mlazarevic@mas.bg.ac.rs (Mihailo P. Lazarević)
overcome this lack, we introduced [14], open-closed ILC PIDD2/PID type which successfully resolves this drawback.

Recently, increasing attention is dedicated to fractional differential equations and their applications in various science and engineering fields [15-17]. Moreover, increasing attention has been dedicated to fractional calculus (FC) and its application in the control and modeling of fractional-order systems [18-20].

Also, the application of ILC to the fractional-order system has become a new topic, [21-27] it does not only retain the advantages of the classical ILC, but also offers potential for better performances in a variety of complex physical processes. For example, a fractional-order D-type ILC algorithm was proposed in the frequency domain [21], and PDα type ILC in the time domain [22]. Most of the existing fractional-order ILC (FOILC) methods for fractional-order systems only focus on the regular and a few singular systems of fractional order.

On the other hand, in many practical robotic control applications, the robotic systems can be presented as nonlinear or linearized integer order dynamic systems. So, there is a difficulty to apply fractional order ILC scheme to integer order system. Recently, authors [28] proposed PDα type FOILC schemes for already obtained integer-order model (given as linear time-varying mechanical system) which is more practical for control practice. Motivated by the search for new FOILC law and their application to mechanical systems, the new open-loop PD2Dα-type FOILC law for a class of linearized robotic systems is suggested. Particularly, term D2 in the proposed FOILC serves to overcome well-known restriction the coupling matrix [CB] = 0 for a linear or linearized system [29], [30]. Sufficient conditions are derived in the time domain which are our main contributions. Consequently, one may conclude proposed FOILC type is good basis for further real-time robot control application.

"Preliminaries" section presents some of the norms and definitions of fractional derivative that are considered in this contribution. In "Main results" section, first problem formulation is stated and then convergence results for the proposed open-loop PD2Dα-type learning law are given. Finally, the "Conclusion" section concludes this contribution.

2. PRELIMINARIES

2.1. Notations, the λ-norm

In this paper, the following norms are adopted [6] for n-dimensional Euclidean space \( \mathbb{R}^n \) : sup-norm

\[
\|x\|_\infty = \sup_{1 \leq i \leq n} |x_i|, \quad x = [x_1, x_2, \ldots, x_n]^T
\]

matrix norm as \( \|A\|_\infty = \max_{1 \leq i \leq n} \left( \sum_{j=1}^{n} |a_{ij}| \right) \), \( A = [a_{ij}]_{n \times n} \) where \( \|A\|_\infty \) denotes the infinite norm of a matrix. Particularly, the standard \( \lambda \)-norm for a real function \( g(t), (t \in [0, T]), g : [0, T] \to \mathbb{R}^n \) is defined as:

\[
\|g(t)\|_\lambda = \sup_{t \in [0,T]} e^{-\lambda t} \|g(t)\|, \quad \lambda > 0
\]  

(1)

Especially when is norm \( \|\cdot\|_\infty \), it follows \( \|Ax\|_\infty \leq \|A\|_\infty \|x\|_\infty \). Also, for the previous norms, one can easily prove that the \( \lambda \)-norm is equivalent to the \( \infty \)-norm.

(i) Property 1: \( \lambda \) norm has the next property

\[
\sup_{t \in [0,T]} e^{-\lambda t} \int_0^t \|g(t)\|e^{\lambda(t-\tau)} d\tau = \sup_{t \in [0,T]} \int_0^t e^{-\lambda t} e^{\lambda(t-\tau)} \|g(\cdot)\|_\lambda d\tau \\
\leq \|g(\cdot)\|_\lambda \sup_{t \in [0,T]} \int_0^t e^{(\alpha-\lambda)(t-\tau)} d\tau \leq \|g(\cdot)\|_\lambda \frac{1 - e^{(\alpha-\lambda)T}}{\lambda - \alpha} \leq \frac{1}{\lambda - \alpha} \|g(\cdot)\|_\lambda
\]  

(2)

Before presenting the main results, we first introduce the following Lemma 2.1 [6].

Lemma 2.1. [6] Suppose a real positive series \( \{q_k\}_1^{\infty} \) satisfies

\[
q_k \leq \rho q_{k+1} + \varepsilon
\]  

(3)
where $\rho \geq 0$, $\varepsilon > 0$ and $p < 1$. Then the following holds:

$$\lim_{k \to \infty} q_k \leq \varepsilon/(1 - p)$$

(4)

One can notice that in case of $\varepsilon = 0$, $\lim_{k \to \infty} q_k \to 0$.

**Lemma 2.2.** (Bellman-Gronwall inequality) [31] Let $f_1(t), g_1(t)$, and $h_1(t)$ be nonnegative continuous functions in the interval $[0, T]$. Moreover, if there is a nonnegative constant $\alpha$ such that left inequality holds, then the right inequality also holds.

$$f(t) \leq h(t) + \int_0^t a f(\tau) d\tau + \int_0^t g(\tau) d\tau, \Rightarrow f(t) \leq h(t) + \int_0^t \exp(a \cdot (t - \tau)) [ah(\tau) + g(\tau)] d\tau$$

(5)

### 2.2. Preliminary notes on fractional calculus

The theory of fractional order calculus can be traced back to 300 years ago, and now, it plays role in modern science particularly in the field of control engineering [16,32]. In the present section, we shortly review some basic definitions and properties of Riemann-Liouville (RL) and Caputo fractional operators [16,17]. Let $f(.) \in AC[a,b]$ be a continuous function over the finite interval $[a,b]$ having the first derivative almost everywhere in $[a,b]$, being integrable, that is, it is in $L^1[a,b]$. Also, the space $AC^n((a,b))$ is the space of functions with continuous $n-1$ derivatives on $[a,b]$, and $m$-th derivative in $L^1[a,b]$. The definition of RL fractional integral of order $\mu$ is described by:

$$a^\mu D_I^\mu f(t) = a D_I^\mu f(t) = \frac{1}{\Gamma(\mu)} \int_a^t (t - \tau)^{\mu-1} f(\tau) d\tau, \mu \in \mathbb{R}^+$$

(6)

where $\Gamma(.)$ is the well-known Euler’s gamma function, which is defined by $\Gamma(z) = \int_0^\infty e^{-t} t^{z-1} dt$. The RL operator $a^\mu \ D_I^\mu (.)$ possesses the semigroup property, i.e. $a^\mu \ D_I^\mu \ D_I^\nu (f(t)) = a^{\mu + \nu} \ D_I^\mu f(t)$.

The RL derivative of the fractional order $\mu$ of a function $f(t)$ is given as

$$RL \ D_I^\mu f(t) = D^n (I_a^{(n-\mu)} f(t)) = \frac{d^n}{dt^n} (I_a^{(n-\mu)} f(t)) = \frac{1}{\Gamma(n-\mu)} \frac{d^n}{dt^n} \left[ \int_a^t (t - \tau)^{n-\mu-1} f(\tau) d\tau \right],$$

(7)

where $n - 1 \leq \mu < n \in \mathbb{Z}^+$ and $D^n(.) = d^n(.)/dt^n, n \in \mathbb{N}$ is the classical $n$-order derivative. If we introduce $n = [\mu] \in \mathbb{N}$ which stands for integer part of $\mu$, and $\alpha = (\mu - [\mu]) \in (0, 1)$ it follows next form for RL fractional order:

$$a^\mu \ D_I^\mu f(t) = a D_I^{[\mu]} D_I^\mu f(t) = a RL \ D_I^{(\mu-[\mu])} D_I^\mu f(t) \equiv \frac{d^{\mu+1}}{dt^{\mu+1}} (a I_t^{(1-\alpha)} f(t))$$

(8)

Also, the definition of Caputo derivative of fractional order $\mu$ is introduced [16,17] as follows:

$$C^\mu \ D_I^\mu f(t) = a C^\mu D_I^{(\mu-[\mu])} D_I^\mu f(t) = a I_t^{(\mu-[\mu]-1)} f^{(\mu)}(t) = a I_t^{1-\alpha} (f^{(\mu)}(t))$$

(9)

where $n - 1 < \mu < n \in \mathbb{Z}^+$. Also, we have:

$$C^\mu \ D_I^\mu f(t) = a C^\mu [(\mu-1) D_I^{(\mu-1)} D_I^\mu f(t) + (f^{(\mu-1)}(t)) = a I_t^{1-\alpha} (f^{(\mu-1)}(t))$$

(10)

In this case $n = 1$, for $0 \leq \alpha \leq 1$ we obtain:

$$RL \ D_I^\mu f(t) = \frac{d}{d^t} \left[ \int_a^t (t - \tau)^{-\alpha} f(\tau) d\tau \right],$$

$$C^\mu \ D_I^\mu f(t) = \frac{d}{d^t} \left[ \int_a^t (t - \tau)^{-\alpha} f(\tau) d\tau \right]$$

(11)
In the following sections, $D^a$ will denote $cD^a_1$, $RLD^a_1 D^a_1$ for the brevity of notation. If $f(0) = 0$, we can easily prove that in case $a = t_0$ it yields:

$$t_0D^a_1(u, D^a_1 f(t)) = f(t)$$ (12)

3. MAIN RESULTS

3.1. Problem formulation

It is well known that many different schemes of robot control exist in literature. Here we consider robot arm control, where dynamics of our robot can be obtained using the procedure for symbolic form computation of the complete dynamics of a robotic system with kinematic chain structures based on the Rodriguez approach, [33]. Differential equations of a robotic system can be presented in the covariant form of Lagrange equations with corresponding external generalized forces. Moreover, the robot arm dynamics can be obtained in compact form as:

$$a(q) \ddot{q} + (N(q, \dot{q}) - Q^p) = a(q)\dot{q} + n(q, \dot{q}) = Q^m$$ (13)

where $a(q) = [a_{ij}] \in \mathbb{R}^{n \times n}$ denotes inertia matrix, $N(q, \dot{q})$ is the matrix that includes centrifugal and Coriolis effects, and $Q^p$ and $Q^m = U$ are gravity term and motor torque vectors, respectively [2]. Here, a model based fractional order control scheme is introduced and implemented, which includes the application of the feedback linearization technique [34]. As result one can linearize the dynamics of robot as

$$\ddot{q}(t) = u(t)$$ (14)

where $u(t)$ is the new control signal, or in the case of the existence of the model uncertainty $\eta = \eta(t)$, we have:

$$\ddot{q}(t) = u(t) + \eta(t)$$ (15)

or in state-space

$$\dot{x}(t) = Ax(t) + Bu(t) + D\eta(t), A = \begin{bmatrix} 0 & I \\ 0 & 0 \end{bmatrix}, B = D = \begin{bmatrix} 0 \\ I \end{bmatrix},$$ (16)

$$y(t) = Cx(t) = \begin{bmatrix} I & 0 \end{bmatrix} x(t)$$ (17)

We introduce the following assumptions:

A1. The desired trajectories $y_d(t)$, $x_d(t)$ are continuously differentiable on $[0, T]$. A1 is a reasonable assumption that makes possible calculating $\ddot{e}_d(t) = \ddot{y}_d(t) - \ddot{x}_d(t), \dot{e}_d(t) = C\dot{x}_d(t) - \dot{\ddot{y}}_d(t), e_d(t) = C\dot{e}_d(t)$.

A2. The system (16), (17) is causal. Specifically, the existence of unique bounded control input $u_d(t)$ and $x_d(t)$ makes the output of the system (17) to be $u_d(t)$, i.e.

$$\dot{x}_d(t) = Ax_d(t) + Bu_d(t),$$ (18)

$$y_d(t) = Cx_d(t),$$ (19)

A3. The initial resetting conditions hold for all iterations, i.e.

$$x_i(0) = x_d(0), \ i = 0, 1, 2, \ldots,$$ (20)

Assumption A3 restricts the initial states or the initial outputs in each repetition operation should be equal with the desired initial ones so one can achieve a perfect tracking, from the beginning demands the perfect initial condition, that is, $\forall i, \delta x_i(0) = x_d(0) - x_i(0) = 0, e_i(0) = \dot{y}_d(0) - y_i(0) = 0$. Many practical control problems require such a perfect tracking over the entire transient period including the initial one.
A4. The uncertainty \( \eta_i(t) \in \mathbb{R}^n \), is uniformly bounded. In the sequel, we use positive constant \( d_\eta \), to denote the upper bounds for \( \eta_i(t) \), i.e, \( \forall t \in [0, T] \) and \( \forall i \to \| \eta_i(t) \| \leq d_\eta \). Assumption 4. puts the boundedness restrictions of the \( \eta_i(t) \) on given time interval \( \forall t \in [0, T] \). Based on contraction mapping, all existing ILC methods require Assumption 4. The reason is as follows. ILC methodology tries to use as little system prior knowledge as possible in its design, and the lack of such system knowledge, however, gives rise to a difficulty in designing a suitable (stable) closed-loop controller.

3.2. Convergence results

3.2.1. Open-loop PD\(^2\)D\(^\alpha\) learning law

As we stated previously, many ILC laws have a restriction which involves the assumption that the coupling matrix \([CB]\) has a full-column rank where \( B \) denotes the control matrix and \( C \) denotes the output matrix of state space for the linearized system (18)-(19). To resolve this drawback, as well as improving the performance of robot control taking into account the properties of fractional operators we consider the following open-loop PD\(^2\)D\(^\alpha\) learning law, see Figure 1:

\[
u_{i+1}(t) = u_i(t) + \Gamma_1 e_i(t) + R_1 \xi_1(t) + R_2 \xi^{(\alpha)}_1(t)
\]

where \( e_i(t) = y_d(t) - y_i(t) \) is the trajectory tracking error in \( i \)-th iteration, \( e_{i+1}(t) = y_d(t) - y_{i+1}(t) \) is the trajectory tracking error in \( i+1 \)-th iteration. \( r_1, R_1, R_2 \in \mathbb{R}^{nxn} \) denote open-closed-loop positive-definite diagonal learning matrices, i.e. \( R(i) = diag(r(i), r(i+1), \ldots, r(n)) \), \( \Gamma(i) = diag(\Gamma(1), \Gamma(2), \ldots, \Gamma(n)) \) .

Lemma 3.1. For the system (16), (17) and the reference system (18), (19) then there exists a sufficient large \( \lambda \) satisfying

\[
\| \delta x^{(\alpha)}_i(t) \|_1 \leq \rho_0^\prime \| \delta u_i(t) \|_1 + \varepsilon_\eta
\]

where \( o(\lambda^{-1}) = \frac{1 - e^{-\lambda T}}{\lambda} \leq \frac{1}{\lambda} \) and \( \rho_0^\prime = \rho_0 + h_0 o(\lambda^{-1}), \varepsilon_\eta = (h_1 + h_2 T) d_\eta, \rho_0, h_0, h_1, h_2, d_\eta \) some positive constants.

![Figure 1: Block diagram of the open-loop PD\(^2\)D\(^\alpha\) law for the robot control](image-url)
Proof.
We can obtain the solution of equation (17), that is, the state response $x_i(t)$ is expressed by

$$
x_i(t) = \Phi(t)x_i(0) + \int_0^t \Phi(t-\tau)Bu_i(\tau)d\tau + \int_0^t \Phi(t-\tau)D\eta_i(\tau)d\tau
$$

$$
= g_i(t) + \int_0^t \Phi(t-\tau)Bu_i(\tau)d\tau + \int_0^t \Phi(t-\tau)D\eta_i(\tau)d\tau
$$

as well as output response $y_i(t)$

$$
y_i(t) = Cx_i(t)
$$

Where $g_i(t) \in \mathbb{R}$ and $\Phi(t-\tau) \in \mathbb{R}^{m \times n}$ are continuously differentiable in $t$ and $\tau$, and $x_i(0)$ is an initial condition of state variable $x_i(t)$ for the $i$-th iteration. In similar manner, we have solution for the equation (18),

$$
x_d(t) = g_d(t) + \int_0^t \Phi(t-\tau)Bu_d(\tau)d\tau
$$

Applying $\alpha$-th order fractional derivative to the (25), (27) we obtain:

$$
x^{(\alpha)}_d(t) = g^{(\alpha)}_d(t) + \lim_{\tau \to 0+} \left[ \int_0^\tau \frac{\Phi(t-\tau)Bu_d(\tau)}{\tau^{\alpha-1}} d\tau \right] - \int_0^t \frac{\Phi(t-\tau)Bu_d(\tau)}{\tau^{\alpha-1}} d\tau
$$

Let

$$
\delta x_i = x_d(t) - x_i(t), \quad \delta \dot{x}_i = \dot{x}_d(t) - \dot{x}_i(t)
$$

$$
\delta u_i = u_d(t) - u_i(t), \quad \delta \dot{u}_i = \dot{u}_d(t) - \dot{u}_i(t)
$$

$$
D^\alpha(\delta x_i(t)) = \delta x^{(\alpha)}_i(t) - x^{(\alpha)}_i(t)
$$

Also, it follows from (26)-(28) it yields, [35]:

$$
\delta x^{(\alpha)}_i(t) = x^{(\alpha)}_d(t) - x^{(\alpha)}_i(t) = g^{(\alpha)}_d(t) - g^{(\alpha)}_i(t) + \lim_{\tau \to 0+} \left[ \int_0^\tau \frac{\Phi(t-\tau)Bu_d(\tau)}{\tau^{\alpha-1}} d\tau \right] - \lim_{\tau \to 0+} \left[ \int_0^\tau \frac{\Phi(t-\tau)Bu_i(\tau)}{\tau^{\alpha-1}} d\tau \right] - \lim_{\tau \to 0+} \left[ \int_0^\tau \frac{\Phi(t-\tau)D\eta_i(\tau)}{\tau^{\alpha-1}} d\tau \right]
$$

Taking into account assumption A3, it follows:

$$
g^{(\alpha)}_d(t) - g^{(\alpha)}_i(t) = 0.
$$

Hence, expression (29) takes the form:

$$
\delta x^{(\alpha)}_i(t) = \tau^{\alpha-1}(\Phi(t-\tau))B|_{\tau=0}\delta u_i(t) + \int_0^t \tau^{\alpha-1}(\tau)(\Phi(t-\tau))B\delta u_i(\tau)d\tau
$$

$$
- \left[ \int_0^t \tau^{\alpha-1}(\Phi(t-\tau))D\eta_i(\tau)d\tau \right] - \left[ \right]
$$
Taking $\lambda-$norm of (31) it yields:

$$
\|\delta x_i^a(t)\|_1 \leq \sup_{0 \leq t \leq T} \|D^{-1}_t \Phi(t-\tau)B\|_{\infty} \|\delta u_i(t)\|_1 + \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)B\|_{\infty} \int_0^t e^{-\lambda \tau} \|\delta u_i(\tau)\|_1 d\tau
$$

$$
+ \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)D\|_{\infty} \|\eta_i(t)\|_1 + \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)D\|_{\infty} \int_0^t e^{-\lambda \tau} \|\eta_i(\tau)\|_1 d\tau
$$

$$
+ \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)D\|_{\infty} \cdot \eta_i(t) + \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)D\|_{\infty} \int_0^t e^{-\lambda \tau} \eta_i(\tau) d\tau
$$

or

$$
\|\delta x_i^a(t)\|_1 \leq \rho_0 \|\delta u_i(t)\|_1 + h_0 \cdot \|\delta u_i(t)\|_1 \sup_{0 \leq t \leq T} \int_0^t e^{-(\lambda-\rho) \tau} \cdot d\tau + h_1 d_\eta + h_2 \eta_i \sup_{0 \leq t \leq T} \int_0^t e^{-\lambda \tau} d\tau
$$

$$
\|\delta x_i^a(t)\|_1 \leq \rho_0 \|\delta u_i(t)\|_1 + h_0 \|\delta u_i(t)\|_1 O(\lambda^{-1}) + h_1 d_\eta + h_2 \eta_i T
$$

where

$$
\rho_0 = \sup_{0 \leq t \leq T} \|D^{-1}_t \Phi(t-\tau)B\|_{\infty}, h_0 = \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)B\|_{\infty}, h_1 = \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)D\|_{\infty}, h_2 = \sup_{0 \leq t \leq T} \|D^\delta \Phi(t-\tau)D\|_{\infty}
$$

$$
o(\lambda^{-1}) = \frac{1-e^{-\lambda T}}{\lambda} \leq \frac{1}{\lambda}, \|\eta_i(\tau)\|_1 \leq d_\eta
$$

Thus, we have:

$$
\|\delta x_i^a(t)\|_1 \leq \rho_0 \|\delta u_i(t)\|_1 + \varepsilon_\eta
$$

where

$$
\rho_0 = \rho_0 + h_0 O(\lambda^{-1}), \varepsilon_\eta = (h_1 + h_2 T) d_\eta
$$

This completes the proof.

A sufficient condition for convergence of a proposed open-loop ILC is given by the Theorem 3.2 and proved as follows.

**Theorem 3.2.** Considering system (16), (17) under assumptions A1-A4. If

$$
\rho + \bar{\rho}_0 < 1
$$

where $\rho = \|(I - \Gamma_1 C A B)\|_{\infty}, \bar{\rho}_0 = \beta_3 \cdot \rho_0 = \|R_2 C\| \cdot \sup_{0 \leq t \leq T} \|D^{-1}_t \Phi(t-\tau)B\|_{\infty},$ then, the open-loop $PD^2 D^\alpha$ learning law (21) guarantees that when $i \to \infty$ bounds of the tracking errors $\|x_i(t) - x_i(t)\|, \|y_i(t) - y_i(t)\|,$ and $\|u_i(t) - u_i(t)\|$ converge asymptotically into the specified bounds. The bounds $\bar{\varepsilon}_x, \bar{\varepsilon}_y, \bar{\varepsilon}_u$ are given by $\bar{\varepsilon}_x = \frac{1}{1 - \bar{\rho}}, \bar{\varepsilon}_y = c \cdot \bar{\varepsilon}_x$ where $\bar{\rho} = \rho + \beta_3 (\rho_0 + h_0 O(\lambda^{-1})) + \beta_1 bO(\lambda^{-1}), \bar{\varepsilon} = \beta_1 d_\eta T + \beta_2 \eta + \beta_3 \varepsilon_\eta$
Proof: Note that the tracking error and its derivatives integer and fractional can be obtained:

\[ e_i = C\delta x_i, \quad \delta e_i^{(\alpha)} = CA^{\alpha}e_i, \quad \dot{e}_i = C\delta \dot{x}_i = C(A\delta x_i + B\delta u_i - D\eta_i) \]

where

\[ \dot{e}_i = C\delta \dot{x}_i = CA^2\delta x_i + CAB\delta u_i - CD\dot{\eta}_i - CAD\ddot{\eta}_i \]  

(38)

According to the proposed ILC law (21), we obtain

\[ \delta u_{i+1}(t) = u_d(t) - u_{i+1}(t) = \delta u_i(t) - \Gamma_1\dot{e}_i(t) - R_1\dot{\eta}_i(t) - R_2\dot{e}_i^{(\alpha)}(t) \]

(39)

Substituting (38) into (39) we can get

\[ \delta u_{i+1}(t) = [I - \Gamma_1 CAB]\delta u_i(t) - (\Gamma_1 CA^2 + R_1 C)\delta x_i(t) - R_2 C\delta x_i^{(\alpha)}(t) + \Gamma_1 CAD\dot{\eta}_i(t) + \Gamma_1 CD\ddot{\eta}_i(t) \]

(40)

One can observe, that in our case that the matrices \( CAB, CAD \) have a full column rank and the matrices \( CB, CD \) have not a full column rank, \( (|C|B| = 0), (|C|D| = 0) \). From previous eq. (28), we get:

\[ \delta u_{i+1}(t) = [I - \Gamma_1 CAB]\delta u_i(t) - (\Gamma_1 CA^2 + R_1 C)\delta x_i(t) - R_2 C\delta x_i^{(\alpha)}(t) + \Gamma_1 CAD\dot{\eta}_i(t) \]

(41)

Taking the standard norm for equation (41) and using the condition of Theorem 3.2 as well as assumption A4 we have

\[ \|\delta u_{i+1}(t)\| \leq \rho\|\delta u_i(t)\| + |||\Gamma_1 CA^2 + R_1 C||||\delta x_i(t)|| + ||\Gamma_1 CAD||\|\dot{\eta}_i(t)\| + ||R_2 C||\|\delta x_i^{(\alpha)}(t)\| \]

(42)

Then we can arrive

\[ \|\delta u_{i+1}(t)\| \leq \rho\|\delta u_i(t)\| + \beta_1\|\delta x_i(t)\| + \beta_2\|\dot{\eta}_i(t)\| + \beta_3\|\delta x_i^{(\alpha)}(t)\| \]

(43)

where

\[ \beta_1 = |||\Gamma_1 CA^2 + R_1 C|||, \quad \beta_2 = ||\Gamma_1 CAD||, \quad \beta_3 = ||R_2 C|| \]

(44)

Also, we have from (17) and (38)

\[ \delta x_i = \int_0^t (A\delta x_i(\tau) + B\delta u_i(\tau) - D\eta_i(\tau))d\tau \]

(45)

Taking the norm on the both sides of (33) it follows:

\[ \|\delta x_i\| = \int_0^t (a\|\delta x(\tau)\| + b\|\delta u_i(\tau)\| + d_1\|\dot{\eta}_i(\tau)\|d\tau \]

(46)

where \( a = ||A||, b = ||B||, d_1 = ||D|| \). From assumption A4, we have:

\[ d_1 \int_0^t (\|\dot{\eta}_i(\tau)\| d\tau \leq d_1 \cdot d_\eta T \]

(47)

which implies that

\[ \|\delta x_i\| \leq d_1 d_\eta T + \int_0^t (a\|\delta x(\tau)\| + b\|\delta u_i(\tau)\|)d\tau \]

(48)

Applying the Bellman-Grownwall lemma [28], we obtain

\[ \|\delta x_i\| \leq d_1 d_\eta Te^\alpha + \int_0^t e^{\alpha(\tau)}b\|\delta u_i(\tau)\|d\tau \]

(49)
and multiplying the previous inequality by $e^{-Mt}$, $\lambda > a$ and taking the $\lambda$-norm, we get

$$\|\delta x\|_\lambda \leq d_1d_\eta T + \frac{1 - e^{(\lambda-a)T}}{\lambda-a}b\|\delta u\|_\lambda \leq d_1d_\eta T + bo(\lambda_1^{-1})\|\delta u\|_\lambda , O(\lambda_1^{-1}) = \frac{1}{\lambda-a}$$  \hspace{1cm} (50)

Taking into account (43), and applying the $\lambda$-norm, we have

$$\|\delta u_{i+1}(t)\|_\lambda \leq \rho \|\delta u_i(t)\|_\lambda + \beta_1\|\delta x_i(t)\|_\lambda + \beta_2d_\eta + \beta_3\|\delta x_i^2(t)\|_\lambda$$  \hspace{1cm} (51)

Now, linking (22), (50) with (51), we can get

$$\|\delta u_{i+1}(t)\|_\lambda \leq \rho \|\delta u_i(t)\|_\lambda + \beta_1(d_1d_\eta T + bo(\lambda_1^{-1})\|\delta u_i\|_\lambda) + \beta_2d_\eta + \beta_3(\rho_0 \|\delta u_i(t)\|_\lambda + \epsilon_\eta)$$  \hspace{1cm} (52)

$$\|\delta u_{i+1}(t)\|_\lambda \leq \rho \|\delta u_i(t)\|_\lambda + \bar{\epsilon}$$  \hspace{1cm} (53)

where are

$$\bar{\rho} = \rho + \beta_3(\rho_0 + h_0o(\lambda_1^{-1})) + \beta_1bo(\lambda_1^{-1}), \bar{\epsilon} = \beta_1d_1d_\eta T + \beta_2d_\eta + \beta_3\epsilon_\eta$$  \hspace{1cm} (54)

Since $\rho + \beta_3\rho_0 < 1$ by assumption, it is possible to choose $\lambda$ sufficiently large so that $\bar{\rho} < 1$. Therefore, according to Lemma 2.1, it implies that:

$$\lim_{i \to \infty} \|\delta u_i\|_\lambda \leq \frac{1}{1 - \bar{\rho}} \bar{\epsilon} = \bar{\epsilon}_u$$  \hspace{1cm} (55)

Submitting eq. (55) into eq. (59), as well as into eq. (38) we have

$$\lim_{i \to \infty} \|\delta x_i\|_\lambda \leq c(d_1d_\eta T + bo(\lambda_1^{-1})\left(\frac{1}{1 - \bar{\rho}}\right)\bar{\epsilon}) = \bar{\epsilon}_x,$$

$$\lim_{i \to \infty} \|\epsilon_i\|_\lambda \leq c(d_1d_\eta T + bo(\lambda_1^{-1})\left(\frac{1}{1 - \bar{\rho}}\bar{\epsilon}\right)) = \bar{\epsilon}_y$$  \hspace{1cm} (56)

This concludes the proof.

**Remark 3.3.** In the case of without disturbance and uncertainty of the system, $\xi_i(t) = 0, \eta_i(t) = 0$, i.e. $d_\xi, d_\eta, d_\eta$ tend to zero, these bounds also tend to zero. Namely, one can obtain when $i \to \infty$ the bounds of the tracking errors $\|x_i(t) - x(t)\|, \|y_i(t) - y(t)\|, \|u_i(t) - u(t)\|$, converge asymptotically to zero. Proof is similar with the proof of Theorem 3.2, taking into account $\xi_i(t) = 0, \eta_i(t) = 0$, i.e. $\epsilon = \delta = 0$.

$$\lim_{i \to \infty} \|\delta u_i\|_\lambda = 0$$  \hspace{1cm} (57)

According to the existence and uniqueness theorem of integer-order differential equation, it is obtained that

$$\lim_{i \to \infty} y_i(t) = y_d(t)$$  \hspace{1cm} (58)

4. Conclusion

In this article, we studied the tracking problem of the robotic arm via ILC. For the first time the open-loop PD$^2$+D$^2$ type fractional-order ILC law is proposed for a given linearized robotic arm. The proposed FOILC scheme for the already obtained integer-order model of robotic arm is more practical for control practice. In particular, the sufficient conditions for the robust convergence in time domain of the proposed FOILC were defined, by the corresponding theorem, and proved. For analysis, it is found that the sufficient conditions of convergence not only depend on all of system dynamics, but also rely on learning matrices.
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