SHORT-INTERVAL SECTOR PROBLEMS FOR CM ELLIPTIC CURVES
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Abstract. Let $E/\mathbb{Q}$ be an elliptic curve that has complex multiplication (CM) by an imaginary quadratic field $K$. For a prime $p$, there exists $\theta_p \in [0, \pi]$ such that $p + 1 - \#E(\mathbb{F}_p) = 2\sqrt{p}\cos\theta_p$. Let $x > 0$ be large, and let $I \subseteq [0, \pi]$ be a subinterval. We prove that if $\delta > 0$ and $\theta > 0$ are fixed numbers such that $\delta + \theta < \frac{5}{24}$, $x^{1-\delta} \leq h \leq x$, and $|I| \geq x^{-\theta}$, then

$$\frac{1}{h} \sum_{x < p \leq x + h} \log p \sim \frac{1}{2} |I| \pi \in I + \frac{|I|}{2\pi},$$

where $1_{\pi/2 \in I}$ equals 1 if $\pi/2 \in I$ and 0 otherwise. We also discuss an extension of this result to the distribution of the Fourier coefficients of holomorphic cuspidal CM newforms.

1. Introduction and Statement of Result

Let $E : y^2 = x^3 + ax + b$ be an elliptic curve over $\mathbb{Q}$ of conductor $N_E$ that has complex multiplication (CM) by an imaginary quadratic field $K$. Such a field $K$ necessarily has class number 1, so all fractional ideals are principally generated and the ring of integers $\mathcal{O}_K$ of $K$ is a unique factorization domain. For a prime $p$, let $E(\mathbb{F}_p)$ be the group of $\mathbb{F}_p$-rational points on the reduction of $E$ modulo $p$. Hasse proved that there exists $\theta_p \in [0, \pi]$ such that

$$p + 1 - \#E(\mathbb{F}_p) = 2\sqrt{p}\cos\theta_p.\tag{1}$$

A classical result of Deuring states that for primes $p \nmid N_E$, we have that $\theta_p = \frac{\pi}{2}$ if and only if $p$ is inert in $K$. Such primes have density $\frac{1}{2}$. For the density $\frac{1}{2}$ subset of the primes $p \nmid D_K$ that split in $K$, the angles $\theta_p$ are equidistributed in $[0, \pi]$. This follows from work of Hecke; see [4, Section 7] and [11, Section 2]. The following theorem summarizes these results.

Theorem. Let $E/\mathbb{Q}$ be a CM elliptic curve. For a prime $p$, define $\theta_p$ by (1). For a fixed subinterval $I \subseteq [0, \pi]$, let $\mu(I) = \frac{|I|}{2\pi}$ if $\frac{\pi}{2} \notin I$ and $\mu(I) = \frac{1}{2} + \frac{|I|}{2\pi}$ if $\frac{\pi}{2} \in I$. We have that

$$\lim_{x \to \infty} \frac{1}{x} \sum_{x < p \leq 2x} \log p = \mu(I).\tag{2}$$

In this paper, we prove a result that contains several refinements of (2).

Theorem 1.1. Let $E/\mathbb{Q}$ be a fixed CM elliptic curve. Let $I \subseteq [0, \pi]$ be a subinterval, and for a prime $p$, define $\theta_p$ by (1). Let $\delta > 0$ and $\theta > 0$ be fixed and satisfy $\delta + \theta < \frac{5}{24}$. There exists a constant $c > 0$ such that if $x \geq 3$, $x^{1-\delta} \leq h \leq x$, and $|I| \geq x^{-\theta}$, then

$$\frac{1}{h} \sum_{x < p \leq x + h} \log p = \mu(I)\left(1 + O\left(\exp \left(-c\frac{(\log x)^{1/3}}{(\log \log x)^{1/3}}\right)\right)\right).$$


Theorem 1.1 implies (2) with much more uniformity, specifying the rate of convergence in the limit and showing that one can take $|I|$ to be small (so that the angles $\theta_p$ exhibit small-scale equidistribution) while localizing the primes themselves to a short interval. When $I = [0, \pi]$, our work shows that if $0 < \delta < \frac{2}{23}$ and $x^{-\delta} \leq h \leq x$, then $\frac{1}{h} \sum_{x < p \leq x+h} \log p \sim 1$. This was first proved with $\delta \leq \frac{1}{3300}$ by Hoheisel [5] and gives strong refinement of the classical prime number theorem

\[ \frac{1}{x} \sum_{x < p \leq 2x} \log p \sim 1. \]

In Section 2, we reduce the proof of Theorem 1.1 to the study of partial sums for Hecke Grössencharacters defined over an imaginary quadratic field of class number one. In Section 3, we use classical “explicit formulae” to relate the partial sums to the zeros of Hecke Grössencharacter $L$-functions, which are studied using a zero-free region and zero density estimate due to Coleman. In Section 4, we describe how our ideas extend to study the distribution of Fourier coefficients of holomorphic cuspidal Hecke eigenforms which are also newforms with complex multiplication.
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2. Preliminary manipulations

Let $E : y^2 = x^3 + ax + b$ be an elliptic curve defined over $\mathbb{Q}$ with conductor $N_E$. Suppose that $E / \mathbb{Q}$ has complex multiplication by an imaginary quadratic number field $K$ having ring of integers $\mathcal{O}_K$ and absolute norm $N = N_{K/\mathbb{Q}}$ defined by $N \mathcal{a} = |\mathcal{O}_K / \mathcal{a}|$ for a nonzero ideal $\mathcal{a}$ of $\mathcal{O}_K$. The field $K$ necessarily has class number one (so any fractional ideal $\mathcal{a}_1 / \mathcal{a}_2$ with $\mathcal{a}_1$ and $\mathcal{a}_2 \neq (0)$ ideals of $\mathcal{O}_K$ is principally generated), so $K$ must be of the form $\mathbb{Q}(\sqrt{-d})$ with $d \in \{1, 2, 3, 7, 11, 19, 43, 67, 163\}$. If $K = \mathbb{Q}(\sqrt{-d})$ with $d$ squarefree and $-d \equiv 1 \pmod{4}$, then the absolute discriminant $D_K$ is $|d|$; if $-d \not\equiv 1 \pmod{4}$, then $D_K = 4|d|$. The absolute discriminant $D_K$ divides $N_E$.

Let $I \subseteq [0, \pi]$ be a subinterval with indicator function $1_{I}(\theta)$, and let $1_{\frac{\pi}{2} \in I} = 1$ if $\frac{\pi}{2} \in I$ and 0 otherwise. Without loss of generality, we may suppose that $I$ is closed. For a prime $p$, let $\theta_p \in [0, \pi]$ be defined by (1). We study

\[ \sum_{x < p \leq x+h} 1_{I}(\theta_p) \log p \]

for $x > 100N_E$ (so that if $p > x$, then $p$ divides neither $N_E$ nor $D_K$). For now, we only assume that $\sqrt{x} \log x \leq h \leq x$. We will use the Brun–Titchmarsh bound [9] (1.12)]

\[ \sum_{X < p \leq X+Y} 1 \leq 2 \frac{Y}{\log Y}, \quad X > 0, \quad Y > 1. \]

2.1. Fourier analysis. For $p > x$, we have that $\theta_p = \frac{\pi}{2}$ if and only if $p$ is inert in $K$. Therefore, (3) equals

\[ \sum_{x < p \leq x+h \atop p \text{ splits in } K} 1_{I}(\theta_p) \log p + \sum_{x < p \leq x+h \atop p \text{ is inert in } K} \log p. \]
Let \( \chi_K \) denote the Kronecker character associated to \( K \). If \( p > x \), then

\[
\chi_K(p) = \begin{cases} 
1 & \text{if } p \text{ splits in } K, \\
-1 & \text{if } p \text{ is inert in } K.
\end{cases}
\]

It follows that (5) equals

\[
\mu(I)h + \mu(I) \left( \sum_{x < p \leq x+h} \log p - h \right) + (\mu(I) - 1_{\mathbb{E} \in I}) \sum_{x < p \leq x+h} \chi_K(p) \log p \\
+ \left( \sum_{x < p \leq x+h \atop p \text{ splits in } K} 1_{\mathbb{E}}(\theta_p) \log p - \frac{|I|}{\pi} \sum_{x < p \leq x+h \atop p \text{ splits in } K} \log p \right).
\]

Writing

\[
\delta(\chi) = \begin{cases} 
1 & \text{if } \chi = 1, \\
0 & \text{if } \chi = \chi_K,
\end{cases}
\]

we observe that

\[
\mu(I) \left( \sum_{x < p \leq x+h} \log p - h \right) + (\mu(I) - 1_{\mathbb{E} \in I}) \sum_{x < p \leq x+h} \chi_K(p) \log p \\
\ll \mu(I) \sum_{\chi \in \{1, \chi_K\}} \left| \sum_{x < p \leq x+h} \chi(p) \log p - \delta(\chi)h \right|.
\]

The following lemma enables us to address the contribution from the split primes.

**Lemma 2.1.** Let \( M \geq 1 \), and let \( I \subseteq [0, \pi] \) be a closed subinterval. There exist trigonometric polynomials

\[
S_M^-(\theta) = \sum_{0 \leq m \leq M} b_m^- \cos(m\theta), \\
S_M^+(\theta) = \sum_{0 \leq m \leq M} b_m^+ \cos(m\theta)
\]

such that the following properties hold.

1. If \( \theta \in [0, \pi] \), then \( S_M^- (\theta) \leq 1_I (\theta) \leq S_M^+ (\theta) \).
2. We have the bound \( b_m^+ = \frac{|I|}{\pi} + O(M^{-1}) \).
3. If \( 1 \leq m \leq M \), then \( |b_m^\pm| \ll \min\{|I|, m^{-1}\} + M^{-1} \).

**Proof.** Write \( I = [\alpha, \beta] \) and \( J = [\alpha/2\pi, \beta/2\pi] \). In [8, Lecture 1], it is proved that for all \( M \geq 1 \), there exist trigonometric polynomials

\[
F_M^-(\theta) = \sum_{|n| \leq M} B_n^- (n) e^{2\pi in\theta}, \\
F_M^+(\theta) = \sum_{|n| \leq M} B_n^+ (n) e^{2\pi in\theta}
\]

satisfying the following properties:

1. For all \( \theta \in [0, 1] \), we have \( F_M^- (\theta) \leq 1_J (\theta) \leq F_M^+ (\theta) \).
2. We have that \( F_M^+ (\frac{\alpha}{2\pi}) = F_M^+ (\frac{\beta}{2\pi}) = 1 \) and \( F_M^- (\frac{\alpha}{2\pi}) = F_M^- (\frac{\beta}{2\pi}) = 0 \).
3. We have \( B_M^+(0) = |J| + O(M^{-1}) \).
4. If \( 1 \leq |n| \leq M \), then \( |B_M^\pm(n)| \ll \min\{|J|, |n|^{-1}\} + M^{-1} \).

We take \( S_M^\pm (\theta) = F_M^\pm (\frac{\theta}{2\pi}) + F_M^\pm (-\frac{\theta}{2\pi}) \).
It follows from Lemma 2.1 that if $M \in [1, x]$ is an integer, then
\[
\sum_{0 \leq m \leq M} b_m^- \sum_{x < p < x + h \atop p \text{ splits in } K} \cos(m \theta_p) \log p \leq \sum_{x < p < x + h \atop p \text{ splits in } K} 1(I(\theta_p)) \log p \leq \sum_{0 \leq m \leq M} b_m^+ \sum_{x < p < x + h \atop p \text{ splits in } K} \cos(m \theta_p) \log p
\]
and
\[
\sum_{x < p < x + h \atop p \text{ splits in } K} 1(I(\theta_p)) \log p - \frac{|I|}{\pi} \sum_{x < p < x + h \atop p \text{ splits in } K} \log p \ll \frac{1}{M} \sum_{x < p < x + h} \log p + \sum_{1 \leq m \leq M} \left(\frac{1}{M} + \min \left\{ \frac{|I|}{m}, \frac{1}{m} \right\} \right) \sum_{x < p < x + h \atop p \text{ splits in } K} \cos(m \theta_p) \log p.
\]

Using (1) and partial summation, we find that $\sum_{x < p < x + h} \log p \ll h$. Therefore, in summary, if $x > 100N_E$, $1 \leq M \leq x$, and $\sqrt{x} \log x \leq h \leq x$, then
\[
(6) \quad \left| \sum_{x < p < x + h \atop \theta_p \in I} \log p - \mu(I)h \right| \ll \frac{h}{M} + \mu(I) \sum_{\chi \in \chi_K.I} \left| \sum_{x < p < x + h} \chi(p) \log p - \delta(\chi)h \right|
\]
\[
+ \sum_{1 \leq m \leq M} \left(\frac{1}{M} + \min \left\{ \frac{|I|}{m}, \frac{1}{m} \right\} \right) \sum_{x < p < x + h \atop p \text{ splits in } K} \cos(m \theta_p) \log p.
\]

2.2. Hecke Grössencharacters. The Hasse–Weil $L$-function of $E/\mathbb{Q}$ is
\[
L(s, E) = \left( \prod_{p \mid N_E} \frac{1}{1 - (2 \cos \theta_p/p)^{-s}} \right) \prod_{p \mid N_E} \frac{1}{1 - (2 \cos \theta_p/p^{s} + p^{-2s})}.
\]
Convergence is absolute for $\Re(s) > 1$. The completed $L$-function
\[
\Lambda(s, E) = \left( \frac{\sqrt{N_E}}{2\pi} \right)^s \Gamma \left( s + \frac{1}{2} \right) L(s, E)
\]
is entire of order one, and there exists $W(E) \in \{-1, 1\}$ such that for all $s \in \mathbb{C}$, we have that $\Lambda(s, E) = W(E)\Lambda(1 - s, E)$.

We now present the definition of a Hecke Grössencharacter from [6, Section 12.2]. Since $K$ has class number one, the multiplicative group $I_K$ be the multiplicative group of nonzero fractional ideals $a_1/a_2$ (where $a_1$ and $a_2$ are ideals of $O_K$) equals the group $P_K$ of principal ideals $\{(a) = aO_K : a \in K^\times\}$. Given a nonzero ideal $m$ of $O_K$, we denote by $P_m$ the subgroup of $(a) \in P$ such that $a \equiv 1 \mod m$ (that is, $a - 1 \in m$).

Given $a \in \mathbb{Z}$, consider the homomorphism $\xi_\infty : K^\times \to \{|z| = 1\}$ given by $\xi_\infty(a) = (a/|a|)^a$. In order to extend $\xi_\infty$ to a function on ideals, we let $U_K$ denote the unit group of $O_K$ and choose $m$ to satisfy $\ker(\xi_\infty) = U_m := \{ \eta \in U_K : \eta \equiv 1 \mod m \}$. We may then extend $\xi_\infty$ to a character $\xi$ of $P_m$—if $a = (a)$ with $a \equiv 1 \mod m$, then $\xi(a) = \xi_\infty(a)$.

If $\xi \mod m$ is a Grössencharacter, then any ideal $n$ of $O_K$ satisfying $n \subseteq m$ is also a modulus of $\xi$. Moreover, given $\xi \mod m$, there may exist a Grössencharacter $\xi^* \mod m^*$ with $m^* \subseteq m$ such that $\xi(a) = \xi^*(a)$ on $P_m$. The largest ideal $m^*$ with this property (which is the greatest common divisor of all such ideals) is the conductor of $\xi$. If $m = m^*$, then $\xi$ is called primitive. For any character $\xi \mod m$, there exists a unique primitive character
\(\xi^*(\text{mod } \mathbf{m}^*),\) such that \(\xi(a) = \xi^*(a)\) if \(\gcd(a, \mathbf{m}) = \mathcal{O}_K.\) A character \(\xi: P_{\mathbf{m}} \to \{|z| = 1\}\) extends to a (Hecke) Grössencharacter \(\xi: P_K \to \mathbb{C}\) by setting \(\xi(a) = 0\) if \(\gcd(a, \mathbf{m}) \neq \mathcal{O}_K.\)

Now, we introduce a crucial result of Deuring relating elliptic curves with complex multiplication to Grössencharacters.

**Theorem 2.2.** If \(E/\mathbb{Q}\) has CM by an imaginary quadratic field \(K\) of absolute discriminant \(D,\) then there exists an ideal \(\mathbf{m}\) of \(\mathcal{O}_K\) such that \(Nm = N_{E/D}K\) and a primitive Grössencharacter \(\xi \pmod{\mathbf{m}}\) (with \(u = 1\)) such that

\[
L(s, E) = L(s, \xi) := \prod_p \frac{1}{1 - \xi(p)Np^{-s}},
\]

where \(p\) ranges over the prime ideals of \(\mathcal{O}_K.\) In particular, if \(p \nmid N_E,\) then

\[
1 - (2 \cos \theta_p)p^{-s} + p^{-2s} = \begin{cases} 
(1 - \xi(p)Np^{-s})(1 - \xi(p)Np^{-s}) & \text{if } p \text{ splits, } (p) = pp, Np = p, \\
1 - \xi(p)Np^{-s} & \text{if } p \text{ is inert, } (p) = p, Np = p^2.
\end{cases}
\]

**Proof.** See Theorem II.10.5 and Exercises 2.30 and 2.32 (pp. 184-185) in [10]. \(\square\)

We will also use the \(L\)-functions attached to powers of \(\xi.\)

**Theorem 2.3.** Let \(\xi \pmod{\mathbf{m}}\) be as in Theorem 2.2. Let \(\xi_1 = \xi\) and \(\mathbf{m}_1 = \mathbf{m}.\) For each integer \(m \geq 2,\) let \(\xi_m \pmod{\mathbf{m}_m}\) be the primitive Grössencharacter that induces \(\xi^m.\) Define

\[
L(s, \xi_m) = \prod_p \frac{1}{1 - \xi_m(p)Np^{-s}}, \quad \text{Re}(s) > 1.
\]

For each \(m \geq 1,\) the following statements hold.

1. The function

\[
\Lambda(s, \xi_m) = \left(\frac{\sqrt{D_KNm_m}}{2\pi}\right)^s \Gamma\left(s + \frac{m}{2}\right)L(s, \xi_m)
\]

is entire of order one.

2. There exists a complex number \(W(\xi_m)\) of modulus one such that for all \(s \in \mathbb{C},\) we have that \(\Lambda(s, \xi_m) = W(\xi_m)\Lambda(1 - s, \xi_m).\)

3. \(Nm_m\) divides \(N_{E/D}K.\)

4. For each prime \(p\) and each integer \(j \geq 2,\) there exists a complex number \(a_m(p^j)\) such that (i) \(|a_m(p^j)| \leq 2,\) and (ii) if \(\text{Re}(s) > 1,\) then

\[
\frac{L'(s, \xi_m)}{L(s, \xi_m)} = \sum_{p \text{ splits in } K} \frac{2\cos(m\theta_p) \log p}{p^s} + \sum_{j=2}^{\infty} \sum_{p} a_m(p^j) \log p / p^{js}.
\]

**Proof.** Parts (1) and (2) follow from [6] Theorem 12.3. Part (3) follows since \(\mathbf{m}\) is a modulus for \(\xi^m.\) Part (4) follows from the relationship between \(\xi(p)\) and \(\theta_p\) in Theorem 2.2 \(\square\)

We also have:

**Theorem 2.4.** Let \(\chi \in \{1, \chi_K\}.\) Let \(q\) be the conductor of \(\chi.\) Define

\[
L(s, \chi_K) = \prod_p (1 - \chi(p)p^{-s})^{-1}, \quad L(s, 1) = \zeta(s) = \prod_p (1 - p^{-s})^{-1},
\]
where \( \zeta(s) \) denotes the Riemann zeta function. The Euler product for \( L(s, \chi) \) converges absolutely for \( \Re(s) > 1 \). Moreover, if

\[
\Lambda(s, \chi) = (s(s - 1)^{\delta(s/2 \pi s/2}) L(s, \chi),
\]

then \( \Lambda(s, \chi) \) is an entire function of order one, and there exists a complex number \( W(\chi) \) of modulus one such that \( \Lambda(s, \chi) = W(\chi) \Lambda(1 - s, \chi) \). If \( \Re(s) > 1 \), then

\[
-\frac{L'(s, \chi)}{L(s, \chi)} = \sum_{p} \sum_{j=1}^{\infty} \frac{\chi(p)^j \log p}{p^s}.
\]

Proof. See [3, §8–§12].

Consider the von Mangoldt function

\[
\Lambda(n) = \begin{cases} 
\log p & \text{if there exists a prime } p \text{ and an integer } j \geq 1 \text{ such that } n = p^j, \\
0 & \text{otherwise}.
\end{cases}
\]

Using Theorem 2.3, (4), and partial summation, we have that

\[
\left| \sum_{x<p \leq x+h} \cos(m \theta_p) \log p - \frac{1}{2} \sum_{x<n \leq x+h} a_m(n) \Lambda(n) \right| \leq \sum_{j=2}^{\infty} \sum_{x<p^j \leq x+h} \log p \ll \frac{h}{x}.
\]

\[
\left| \sum_{x<p \leq x+h} \chi(p) \log p - \sum_{x<n \leq x+h} \chi(n) \Lambda(n) \right| \leq \sum_{j=2}^{\infty} \sum_{x<p^j \leq x+h} \log p \ll \frac{h}{x}.
\]

If we assume that \( M \leq \sqrt{x} (\log x)^{-1} \), then our work shows that (6) is

\[
\left(7\right) \ll \frac{h}{M} + \sum_{1 \leq m \leq M} \left( \frac{1}{M} + \min \left\{ |I|, \frac{1}{m} \right\} \right) \left| \sum_{x<n \leq x+h} a_m(n) \Lambda(n) \right| + \mu(I) \sum_{\chi \in \chi \{1, \chi, \} \} \left| \sum_{x<n \leq x+h} \chi(n) \Lambda(n) - \delta(\chi) h \right|.
\]

3. PROOF OF THEOREM 1.1

The Euler product that defines \( L(s, \xi_m) \) converges absolutely for \( \Re(s) > 1 \), and it follows that \( L(s, \xi_m) \neq 0 \) in that region. By the functional equation of \( \Lambda(s, \xi_m) \), it follows that unless \( j \geq 0 \) is an integer and \( s = -j - \frac{m}{2} \), we have that \( L(s, \xi_m) \neq 0 \) for \( \Re(s) < 0 \). These trivial zeros arise as poles of \( \Gamma(s + \frac{m}{2}) \). Because \( \Lambda(s, \xi_m) \) is entire of order one, it exhibits a Hadamard factorization—there exist complex numbers \( A_m \) and \( B_m \) such that

\[
\Lambda(s, \xi_m) = e^{A_m + B_m s} \prod_{\rho_m} \left( 1 - \frac{s}{\rho_m} \right) e^{\rho_m},
\]

where \( \rho_m = \beta_m + i\gamma_m \) denotes a nontrivial zero of \( L(s, \xi_m) \). These zeros all satisfy \( 0 \leq \beta_m \leq 1 \). The nontrivial zeros are directly related to the partial sums of \( a_m(n) \Lambda(n) \) by means of an “explicit formula”. 
Lemma 3.1. If \( x > 100N_E \), \( 1 \leq m \leq M \leq \sqrt{x}(\log x)^{-1} \), and \( \sqrt{x}\log x \leq h \leq x \), then

\[
\sum_{n \leq x} a_m(n)\Lambda(n) = - \sum_{\rho_m = \beta_m + i\gamma_m} \frac{(x+h)^{\rho_m} - x^{\rho_m}}{\rho_m} + O\left(\frac{h(\log x)^2}{M}\right).
\]

Proof. Since at most two prime ideals of \( \mathcal{O}_K \) lie above a given rational prime \( p \nmid D_K \), we can view \( L(s, \xi_m) \) as an \( L \)-function with an Euler product of degree 2 over \( \mathbb{Q} \). The conductor of this \( L \)-function is \( D_K \mathfrak{n} \mathfrak{m} \) (which, since \( E \) is fixed and there are only nine imaginary quadratic fields of class number 1, is \( O(1) \) per Theorem 2.3), and the analytic conductor \( \mathfrak{q}_m \) (per [7, Equation 5.7]) satisfies \( \log \mathfrak{q}_m \asymp \log m \ll \log M \ll \log x \). By [7, Equation 5.53], it follows that

\[
\sum_{n \leq x} a_m(n)\Lambda(n) = - \sum_{\rho_m = \beta_m + i\gamma_m} \frac{x^{\rho_m} - 1}{\rho_m} + O\left(\frac{h(\log x)^2}{M}\right)
\]

and

\[
\sum_{n \leq x+h} a_m(n)\Lambda(n) = - \sum_{\rho_m = \beta_m + i\gamma_m} \frac{(x+h)^{\rho_m} - 1}{\rho_m} + O\left(\frac{h(\log x)^2}{M}\right).
\]

Subtracting the former from the latter, we obtain the desired result. \( \square \)

The corresponding results for Dirichlet \( L \)-functions are proved in [3, §15-§17,§19].

Lemma 3.2. Let \( \chi \in \{1, \chi_K\} \). If \( \rho_{\chi} = \beta_{\chi} + i\gamma_{\chi} \) denotes a nontrivial zero of \( L(s, \chi) \), \( x > 100N_E \), \( 1 \leq M \leq \sqrt{x}(\log x)^{-1} \), and \( \sqrt{x}\log x \leq h \leq x \), then

\[
\sum_{n \leq x+h} \chi(n)\Lambda(n) - \delta(\chi)h = - \sum_{\rho_{\chi} = \beta_{\chi} + i\gamma_{\chi}} \frac{(x+h)^{\rho_{\chi}} - x^{\rho_{\chi}}}{\rho_{\chi}} + O\left(\frac{h(\log x)^2}{M}\right).
\]

3.1. Reduction to the zeros. Let \( 0 < \varepsilon < \frac{5}{24} \). Choose \( \delta > 0 \) and \( \theta > 0 \) so that \( \delta + \theta \leq \frac{5}{24} - \varepsilon \), and let \( 0 < \varepsilon_1 < \theta \). Recall that \( x > 100N_E \), and assume that \( |I| \geq x^{\varepsilon_1 - \theta} \), \( M = x^\theta \), and \( x^{1-\delta} \leq h \leq x \). Using Lemma 3.1 and Theorem 3.2 we find that (7) is

\[
(8) \quad \ll \sum_{1 \leq m \leq M} \left( \frac{1}{M} + \min\left\{ |I|, \frac{1}{m} \right\} \right) \sum_{\rho_m = \beta_m + i\gamma_m} \left| \frac{(x+h)^{\rho_m} - x^{\rho_m}}{\rho_m} \right| + \mu(I) \sum_{\chi \in \{1, \chi_K\}} \sum_{\rho_{\chi} = \beta_{\chi} + i\gamma_{\chi}} \left| \frac{(x+h)^{\rho_{\chi}} - x^{\rho_{\chi}}}{\rho_{\chi}} \right| + \frac{h(\log x)^3}{M}.
\]

Note that \( 1/M \ll \mu(I)x^{-\varepsilon_1} \). Therefore, (8) is

\[
(9) \quad \ll \mu(I) \left( \sum_{\rho = \beta + i\gamma} \left| \frac{(x+h)^{\rho} - x^{\rho}}{\rho} \right| + hx^{-\varepsilon_1}(\log x)^3 \right).
\]
Here, $\rho$ ranges over all nontrivial zeros of
$$L(s, M) := \zeta(s)L(s, \chi_K) \prod_{1 \leq m \leq M} L(s, \xi_m).$$

Since $\rho = \beta + i\gamma$ with $0 \leq \beta \leq 1$ and $\gamma \in \mathbb{R}$, it follows that
$$\left| \frac{(x + h)\rho - x^\rho}{\rho} \right| = \left| \int_x^{x+h} t^{\rho-1} dt \right| \leq \int_x^{x+h} t^{\beta-1} dt \ll hx^{\beta-1},$$
so (9) is
$$\ll_{\varepsilon_1} \mu(I) h \left( \sum_{\rho = \beta + i\gamma} x^{\beta-1} + x^{-\varepsilon_1/2} \right).$$

Note that $L(s, \xi_m) = L(s, \overline{\xi}_m)$ and $L(s, \bar{\chi}) = L(s, \bar{\chi})$. Therefore, if $\beta + i\gamma$ is a nontrivial zero of $L(s, M)$, then so is $1 - \beta + i\gamma$. Consequently, (10) is
$$\ll_{\varepsilon_1} \mu(I) h \left( \sum_{\rho = \beta + i\gamma} x^{\beta-1} + x^{-\varepsilon_1/2} \right).$$

We now proceed as in the work of Hoheisel [5].

3.2. Zeros of Hecke Grössencharakter $L$-functions. Define
$$N(\sigma, M, T) := \# \{ \rho = \beta + i\gamma : |\gamma| \leq T, \beta \geq \sigma \},$$
where $\rho$ runs through the nontrivial zeros of $L(s, M)$ counted with multiplicity. By partial summation, (11) is
$$\ll_{\varepsilon_1} (1 + |I|) h \left( \log x \max_{\frac{1}{2} \leq \sigma \leq 1} x^{\sigma-1} N(\sigma, M, Mx/h) + x^{-\varepsilon_1/2} \right).$$

We use the following zero-free region for the $L$-functions in question.

Lemma 3.3. There exists a constant $c > 0$, independent of $M$, such that $L(s, M) \neq 0$ in the region
$$\Re(s) \geq 1 - \frac{c}{(\log(|\Im(s)| + 3M)^{2/3}(\log \log(|\Im(s)| + 3M)^{1/3}}.$$ 

Proof. This follows from work of Coleman [2, Theorem 2].

Lemma 3.3 implies that (12) is
$$\ll_{\varepsilon_1} \mu(I) h \left( \log x \max_{\frac{1}{2} \leq \sigma \leq 1} x^{\sigma-1} N(\sigma, M, Mx/h) + x^{-\varepsilon_1/2} \right).$$

We now employ a zero density estimate for Hecke Grössencharakter $L$-functions due to Coleman [1 Corollary 8.2], verifying that $N(\sigma, M, T)$ becomes very small as $\sigma \to 1^-$. This serves as a substitute for the yet-unproven generalized Riemann hypothesis for $L(s, M)$: If $\Re(s) > \frac{1}{2}$, then $L(s, M) \neq 0$.

Lemma 3.4. For all $\varepsilon > 0$, there exists a constant $B > 0$ such that if $M, T \geq 2$, then
$$N(\sigma, M, T) \ll_{\varepsilon} (M^2 + T^2)^{(\frac{5}{2} + \varepsilon)(1-\sigma)}(\log MT)^{B}, \quad \frac{1}{2} \leq \sigma \leq 1.$$
3.3. **Proof of Theorem 1.1.** We apply Lemma 3.4 to (13) to achieve the bound
\[
\max_{\frac{1}{2} \leq \sigma \leq 1 - \frac{1}{(2 \log x)^2/3 \log \log x}^3} x^{\sigma - 1} N(\sigma, M, Mx/h)
\ll_{\varepsilon} \left( \log x \right)^B \max_{\frac{1}{2} \leq \sigma \leq 1 - \frac{1}{(2 \log x)^2/3 \log \log x}^3} \frac{\left( \frac{Mx}{h} \right)^{2(\frac{4}{3} + \varepsilon)}}{x} \left( \frac{Mx/h}{x} \right)^{1-\sigma}.
\]

Our constraints on \( h, M, \delta, \) and \( \theta \) imply that the above display is
\[
\ll_{\varepsilon} \left( \log x \right)^B \frac{1}{2(\log x)^2/3 \log \log x} \ll_{\varepsilon} \left( \log x \right)^B \exp \left( - \frac{263c \varepsilon}{120} \frac{\left( \log x \right)^{1/3}}{\log \log x} \right).
\]

If \( \varepsilon_1 \) is chosen suitably in terms of \( \varepsilon \) and \( x \) is suitably large with respect to \( \varepsilon \), then (13) is (14)
\[
\ll_{\varepsilon} \mu(I) h \exp \left( - \frac{263c \varepsilon}{240} \frac{\left( \log x \right)^{1/3}}{\log \log x} \right).
\]

Theorem 1.1 now follows from (3)-(14).

4. **A further extension.**

We now describe a natural extension of our work to the study of Fourier coefficients of holomorphic cuspidal newforms. Let
\[
f(z) = \sum_{n \geq 1} \frac{\lambda_f(n)}{n^k} e^{2\pi i n z}
\]
be the Fourier series of a holomorphic cusp form of even integer weight \( k \geq 2 \) that transforms under a congruence subgroup \( \Gamma_0(N_f) \subset \text{SL}_2(\mathbb{Z}) \), where \( N_f \geq 1 \) is the level of \( f \). Suppose further that \( f \) is a newform, so that it is an eigenform of all of the Hecke operators.

The \( L \)-function \( L(s, f) \) associated to \( f \) is given by
\[
L(s, f) = \prod_p \frac{1}{1 - \lambda_f(p) p^{-s} + \chi(p) p^{-2s}}, \quad \text{Re}(s) > 1,
\]
where \( \chi \) (mod \( N_f \)) is the nebentypus character of \( f \). Suppose that \( f \) has complex multiplication by an imaginary quadratic field \( K \). Equivalently, for \( p \nmid N_f \), we have that \( \lambda_f(p) = 0 \) if and only if \( p \) is inert in \( K \). Unlike the case for elliptic curves, it could be the case that \( K \) has a class number larger than 1, so the ideal class group \( \text{Cl}_K \) given by the abelian quotient \( I_K/P_K \) is no longer a trivial group. The work of Deuring can be extended to show that there exists a primitive Grössencharacter \( \xi \) (mod \( m \)) defined over \( K \) with \( u = k - 1 \) and \( Nm = N_f/D_K \) such that \( L(s, f) = L(s, \xi) \). (See [6, Section 12.3] for details.) It follows that there exists \( \theta_p \in [0, \pi] \) such that \( \lambda_f(p) = 2 \cos \theta_p \), and for \( p \nmid N \), we have \( \theta_p = \frac{\pi}{2} \) if and only if \( p \) is inert in \( K \). We can now ask how the angles \( \theta_p \) are distributed in the interval \( [0, \pi] \). In order to relate the values \( \cos(m \theta_p) \) to the \( L \)-functions \( L(s, \xi^m) \) like we did for elliptic curves, we restrict our consideration to the primes \( p \) such that \( (p) \) is principally generated. In order to isolate such primes, we use the orthogonality of the characters \( \psi \) of \( \text{Cl}_K \). One can then relate the prime counting function
\[
\sum_{x < p \leq x + h, \theta_p \in I} \log p
\]
where \( (p) \) principally generated.
to the analytic properties of the $L$-functions of the primitive characters that induce $\xi^m\psi$.

Ultimately, the distribution of primes we are interested in reduces to an understanding of the distribution of zeros of these twisted $L$-functions. Lemmata 3.3 and 3.4 were proved in this level of generality in [1, 2], so our proofs will carry through with the aforementioned adjustments so that if $f$ is fixed, $\delta > 0$ and $\theta > 0$ are fixed and satisfy $\delta + \theta < \frac{5}{24}$, $x^{1-\delta} \leq h \leq x$, and $|I| \geq x^{-\theta}$, then $x$ is suitably large, then

$$
\frac{1}{h} \sum_{\substack{x < p \leq x + h \\
\delta p \leq I}} \log p = \frac{1}{|\text{Cl}_K|} \left( \frac{1}{2} \frac{1}{2\pi} I + \left| I \right| \right) \left( 1 + O \left( \exp \left( -c' \frac{1}{(\log x)^{1/3}} \right) \right) \right),
$$

where $c' > 0$ is a certain constant. Such a result contains Theorem 1.1 as a corollary via the modularity of elliptic curves, namely that for every elliptic curve $E/\mathbb{Q}$ of conductor $N_E$, there exists a weight 2 holomorphic cuspidal newform $f_E$ of level $N_E$ with trivial nebentypus character such that $L(s, E) = L(s, f_E)$. When $E/\mathbb{Q}$ has CM by an imaginary quadratic field, $f_E$ is explicitly given in [6, Theorem 12.5] via the Grössencharacter $\xi$ such that $L(s, E) = L(s, \xi)$.
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