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Abstract

We initiate the study of computational entropy in the quantum setting. We investigate to what extent the classical notions of computational entropy generalize to the quantum setting, and whether quantum analogues of classical theorems hold. Our main results are as follows. (1) The classical Leakage Chain Rule for pseudoentropy can be extended to the case that the leakage information is quantum (while the source remains classical). Specifically, if the source has pseudoentropy at least $k$, then it has pseudoentropy at least $k - \ell$ conditioned on an $\ell$-qubit leakage. (2) As an application of the Leakage Chain Rule, we construct the first quantum leakage-resilient stream-cipher in the bounded-quantum-storage model, assuming the existence of a quantum-secure pseudorandom generator. (3) We show that the general form of the classical Dense Model Theorem (interpreted as the equivalence between two definitions of pseudo-relative-min-entropy) does not extend to quantum states. Along the way, we develop quantum analogues of some classical techniques (e.g., the Leakage Simulation Lemma, which is proven by a Non-uniform Min-Max Theorem or Boosting). On the other hand, we also identify some classical techniques (e.g., Gap Amplification) that do not work in the quantum setting. Moreover, we introduce a variety of notions that combine quantum information and quantum complexity, and this raises several directions for future work.
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1 Introduction

Computational notions of entropy have many applications in cryptography and complexity theory. These notions measure how much (min-)entropy a source $X$ has from the eyes of a computationally bounded party who may hold certain “leakage information” $B$ that is correlated with $X$. They have several applications in cryptography, such as leakage-resilient cryptography [DP08], memory delegation [CKLR11], deterministic encryption [FOR12], zero-knowledge [CLP15], pseudorandom generators [HILL99] and other cryptographic primitives [HRVW09], and also have close connections to important results in complexity theory, such as Impagliazzo’s hardcore lemma [Imp95], and in additive number theory, such as the Dense Model Theorem [GT08, TZ08, RTTV08].

In this work, we initiate the study of computational entropy in the quantum setting, where $X$ and $B$ may become quantum states and the computationally bounded observer is modeled as a small quantum circuit. We find that some classical phenomena have (nontrivial) extensions to the quantum setting, but for others, the quantum setting behaves quite differently and we can even prove that the natural analogues of classical theorems are false. As an application of some of our results, we construct a quantum leakage-resilient stream-cipher in the bounded-quantum-storage model, assuming the existence of a quantum-secure pseudorandom generator. We expect that computational notions of quantum entropy will find other natural applications in quantum cryptography. Moreover, by blending quantum information theory and quantum complexity theory, our study may provide new insights and perspectives in both of these areas.

In the rest of the introduction, we give a high-level overview of our work, highlight some of our interesting findings. sec:quantum-indistinguishability.

1.1 Brief Review of Quantum Information and Computation

Recall that a pure state in an $n$-qubit quantum system is a unit vector $|\psi\rangle \in \mathbb{C}^2^n$. The standard (“computational”) basis is denoted by $\{|x\rangle : x \in \{0,1\}^n\}$ and represents the set of classical bit strings $x \in \{0,1\}^n$. Until they are measured (observed), quantum systems evolve via unitary operations $(2^n \times 2^n)$ complex matrices $U$ such that $UU^\dagger = I$, where $U^\dagger$ is the conjugate transpose. A projective binary measurement on the quantum system is given by a linear subspace $A \subseteq \mathbb{C}^2^n$. If the system is in state $|\psi\rangle \in \mathbb{C}^2^n$, then the result of the measurement is determined by the decomposition $|\psi\rangle = |\psi\rangle_A + |\psi\rangle_A^\perp$, where $|\psi\rangle_A$ is the orthogonal projection of $|\psi\rangle$ to $A$. With probability $\| |\psi\rangle_A \|_2^2$, the measurement returns 1 and the system collapses to state $|\psi\rangle_A / \| |\psi\rangle_A \|_2$, and with probability $\| |\psi\rangle_A^\perp \|_2^2$, the measurement returns 0 and the system collapses to state $|\psi\rangle_A^\perp / \| |\psi\rangle_A^\perp \|_2$. We abuse notation and write $A(|\psi\rangle)$ to denote the $\{0,1\}$ random variable that is the outcome of the measurement. There is a more general form of binary measurement (described by a “projective operator value measurement” (POVM)), but we only need a projective binary measurement to discuss most concepts in the introduction, and defer the definition of POVM to where we need it.

A mixed state $\rho$ of a quantum system can be specified by a probability distribution $\{p_i\}$ over pure states $\{|\psi_i\rangle\}$. If we evolve $\rho$ by applying a unitary transformation $U$, it will be in the mixed state given by distribution $\{p_i\}$ over the pure states $\{U |\psi_i\rangle\}$. If instead we perform a measurement $A$ on such a mixed state $\rho$, then, by definition, $\Pr[A(\rho) = 1] = \sum_i p_i \cdot \Pr[A(|\psi_i\rangle) = 1] = \sum_i p_i \cdot \| |\psi_i\rangle_A \|_2^2$. The representation of a mixed state as a probability distribution over pure states is not unique, in that two such representations can yield exactly the same behavior under all sequences of unitary
transformations and measurements. For example, the maximally mixed state $\sigma_{\text{mix}}$ is defined as the uniform distribution over the standard classical basis $\{|x\rangle : x \in \{0,1\}^n\}$, but using any orthonormal basis of $\mathbb{C}^{2^n}$ yields an equivalent mixed state (and thus all of them are regarded as the same mixed state $\sigma_{\text{mix}}$).

Recall that the min-entropy of a classical random variable $X$ is given by

$$H_{\text{min}}(X) = \min_x \log(1/\Pr[X = x]) = \frac{1}{\log (\max_x \Pr[A_x(X) = 1])},$$

where $A_x$ is the indicator function for $x$. When we have a mixed quantum state $\rho_X$ instead of a classical random variable $X$, we generalize from indicator functions to one-dimensional binary measurements [Ren05]. That is, if $\rho_X$ is a mixed quantum state, then:

$$H_{\text{min}}(X)^\rho = \frac{1}{\log (\max_{\psi} \Pr[A^\psi_x(\rho) = 1])},$$

where $A^\psi_x$ is the binary measurement given by the one-dimensional subspace spanned by $|\psi\rangle$. This generalizes the classical definition. If $\rho$ is given by a distribution $\{p_x\}$ over the classical basis $\{|x\rangle\}$, then the maximum value of $\Pr[A^\psi_x(\rho) = 1] = \sum_x p_x |\langle x|\psi\rangle|^2$ is $\max_x p_x$, obtained by taking $|\psi\rangle = |y\rangle$ for $y = \text{argmax}_x p_x$. On the other hand, if $\rho$ is a pure state, with all of its probability on a single unit vector $|\phi\rangle$, then the maximum probability is 1 (yielding zero min-entropy), obtained by taking $\psi = \phi$.

Informally, a quantum circuit computes on a quantum state (which may be a classical input $|x\rangle$ for $x \in \{0,1\}^n$) by applying a sequence of local gates, which are unitary transformations and measurements that apply to only a constant number of qubits in the state. Quantum circuits are also allowed extra ancilla qubits (in addition to the $n$ input qubits). We usually require those ancilla bits are initialized to be $|0^n\rangle$. The size of a quantum circuit is the number of gates.

1.2 Quantum Computational Notions

Quantum Indistinguishability. In many applications of cryptography and complexity theory, we only require the security against adversaries with restricted power. One of the most common restrictions is considering only polynomial time bounded circuits/algorithms. Certainly, “polynomial time” is meaningful only when we consider an ensemble of inputs and circuits.

In the classical world, there are two different computational models that are widely studied. First, in the nonuniform computation model, circuits can depend on the input size, while in the uniform computation model, the same algorithm is used for inputs of any size, or equivalently, there is an algorithm that can generate the ensemble of circuits. Once the universal gate set is fixed, we can define the size of a circuit. Then both models can be extended to the quantum setting naturally by replacing circuits with quantum circuits. In this article, we mostly focus on the nonuniform settings, as adversaries have more power in this model. Consider two quantum state ensembles $\{\rho_n\}$ and $\{\sigma_n\}$ where $n$ bounds the number of qubits in $\rho_n$ and $\sigma_n$ and serves as the security parameter. We say $\{\rho_n\}$ and $\{\sigma_n\}$ are quantum-indistinguishable if for every poly$(n)$-size nonuniform quantum algorithm $\{A_n\}$, we have $|\Pr[A_n(\rho_n) = 1] - \Pr[A_n(\sigma_n) = 1]| \leq \text{negl}(n)$. Sometimes, we consider the asymptotic setting implicitly by omitting the index $n$.

---

1 A unique representation of a mixed state is given by its density matrix $\sum_i p_i |\psi_i\rangle\langle\psi_i|$, which is a $2^n \times 2^n$ positive semidefinite matrix of trace one, and thus we use the density matrix formalism in the technical sections of the paper.
Classically, an equivalent way to define a nonuniform circuit ensemble is giving a uniform algorithm (e.g., a Turing machine) advice strings which only depend on input lengths. In the quantum setting, this formation of uniform algorithms with advice matches the above definition of nonuniform quantum circuits if we restrict the advice strings to be classical. But one can consider an even more general computational model by giving the circuits quantum advice. A simple way to incorporate quantum advice is to allow the quantum circuits have some of ancilla bits initialized to be the quantum advice. In this model, the quantum analogue of the classical complexity class $\mathbf{P}/\text{poly}$ is $\mathbf{BQP}/\text{qpoly}$, which was defined by Nishimura and Yamakami [NY04]. An intriguing and well known question is whether quantum advice provides more power in computation? i.e., does $\mathbf{BQP}/\text{qpoly} = \mathbf{BQP}/\text{poly}$ (and whether $\mathbf{QMA} = \mathbf{QCMA}$). One can also define the indistinguishability with quantum advice. Some of our results hold in this model as well. For the sake of simplicity, in the rest of the introduction, we only consider classical advice when it is not specified explicitly.

**Pseudorandom States.** In the classical setting, a distribution $X_n$ over $\{0,1\}^n$ is pseudorandom if $X$ is computationally indistinguishable from the uniform distribution $U_n$. Namely, for every probabilistic $\text{poly}(\kappa)$-size circuit $D$, the distinguishing advantage of $D$ is negligible, i.e., $|\Pr[D(X) = 1] - \Pr[D(U_n) = 1]| \leq \text{negl}(\kappa)$, where $\kappa$ is a security parameter. That $X$ is pseudorandom means $X$ has full $n$ bits of computational entropy. Pseudorandomness is a fundamental notion pervasive in cryptography.

In the quantum setting, the classical uniform distribution is represented as the maximally mixed state $\sigma_{\text{mix}}$, as defined earlier. Thus, the notion of pseudorandomness generalizes naturally: a mixed quantum state $\rho$ is pseudorandom if it is computationally indistinguishable from $\sigma_{\text{mix}}$ to quantum distinguishers. That is, for every $\text{poly}(\kappa)$-size quantum circuit $D$, $|\Pr[D(\rho) = 1] - \Pr[D(\sigma_{\text{mix}}) = 1]| \leq \text{negl}(\kappa)$. We note that pseudorandomness of classical distributions against quantum distinguishers has been studied extensively in the context of post-quantum cryptography (e.g., [Son14] and references therein). The difference here is that we consider pseudorandomness for quantum states.

An interesting observation is that there exist pure states that are pseudorandom, due to Brenner, Mora and Winter [BMW09], and Gross, Flammia and Eisert [GFE09]. In [BMW09], the existence of a pseudorandom pure state was viewed as a negative result, showing that random pure states are not useful for efficient quantum computation, since they can be replaced by uniform classical bits. However, from the perspective of pseudorandomness and computational entropy, it is a positive result, asserting the existence of a pseudorandom state that has zero entropy (as pure states have zero entropy). This is a sharp contrast from the classical setting, where a classical distribution needs min-entropy at least $\omega(\log n)$ to be pseudorandom. Indeed, the existence of pseudorandom pure states reveals a sharp contrast between the quantum setting and the classical setting: it says that a quantum state with zero entropy (i.e., a pure state) can be pseudorandom, whereas a classical distribution needs min-entropy at least $\omega(\log n)$ to be pseudorandom. We remark that this separation relies on our choice to consider quantum distinguisher with only classical advice. (If we allow quantum advice, it is an interesting open problem to determine the existence of a pseudorandom state of entropy $o(n)$).

As discussed in Section 1.6 below, we use the existence of pseudorandom pure states to show the separation of two classically equivalent notions of “computational relative entropy” in the quantum world.
Computational Quantum (Min-)Entropy We next investigate computational notions of entropy in the quantum setting. One of the most natural ways to define the computational min-entropy is that we say a state has computational min-entropy at least $k$ if it is indistinguishable (by poly-size quantum circuits) from a state with entropy at least $k$. If $k$ equals the number of qubits of the state, then this is simply the definition of pseudorandomness described above, as the maximally mixed state is the unique state of (min-)entropy $k$.

In the classical settings, this definition was first proposed by Håstad, Impagliazzo, Levin and Luby [HILL99], constructing a pseudorandom generator from any one-way function. There are a number of other ways to define computational min-entropy with many different applications and interesting connections to other fields. In Section 4, we give a systematic overview of classical definitions and known relations among them and discuss quantum analogues of these definitions and our findings.

In the rest of introduction, we focus on the HILL-style computational entropy definitions, which are the most widely used notions in the classical setting. Under this notion, we prove the quantum analogues of the “Leakage Chain Rule for HILL pseudoentropy” which has cryptographic applications. There remain many interesting open problems about understanding and relating quantum analogues of other definitions of pseudoentropy.

1.3 Leakage Chain Rule

Conditional Min-Entropy. Many applications require measures of conditional entropy $H(X|B)$, where $B$ often represents some leakage about $X$. A popular and useful measure of conditional min-entropy in the classical setting is the notion of average min-entropy by [DORS08], which has a nice operational meaning in terms of the guessing probability: Let $(X,B)$ be a joint distribution over $\{0,1\}^{n+\ell}$. The guessing probability of $X$ conditioned on $B$ is defined as the maximum probability that an algorithm can guess $X$ correctly given $B$. That is, $P_{\text{guess}}(X|B) \triangleq \max A \Pr[A(B) = X]$, where the maximum is taken over all (even computationally unbounded) algorithms $A$. Then the conditional min-entropy (as known as average min-entropy) of $X$ given $B$ is defined as $H_{\text{min}}(X|B) = -\log(P_{\text{guess}}(X|B))$.

The definition of conditional min-entropy $H(X|B)_\rho$ for bipartite quantum states $\rho_{XB}$ was given by [Ren05], which generalizes the aforementioned definition of average min-entropy as well as our earlier definition for (non-conditional) min-entropy of quantum states (in Section 1.1). A natural way to generalize the guessing game is, given $B$, the guesser apply a POVM indexed by a vector $|\psi\rangle$, then do the binary measurement on $X$ part given by the one-dimensional subspace spanned by $|\psi\rangle$. Then the guessing probability is the probability of getting 1. For the special case of classical $X$ and quantum $B$, which is called a classical-quantum-state (cq-state), König, Renner and Schaffner proved the generalized guessing game described above captures the conditional min-entropy definition [KRS09]. When two parts are quantum (a qq-state), the guessing probability may give higher entropy then Renner’s definition. (Instead, an operational interpretation of Renner’s definition is as the maximum achievable singlet fraction [KRS09].) In fact, when $\rho_{XB}$ is entangled, the conditional min-entropy can be negative, which is impossible to be captured by a guessing probability.

The cq-state case is particularly useful in quantum cryptography, such as quantum key distribution (QKD) [BB84, Ren05, VV14], device-independent cryptography [VV12, MS14, CSW14], and quantum-proof randomness extractors [DPVR12]. Also it has a more natural operational interpretation. Thus, we focus on conditional min-entropy for cq-states in this paper, and leave the study
of conditional min-entropy for \textit{qq}-states and computational analogues for future work.

**Conditional Pseudoentropy.** Classically, for a joint distribution \( (X, B) \), we say that \( X \) conditioned on \( B \) has \textit{conditional relaxed HILL pseudo(min-)entropy} at least \( k \) if there exists a distribution \((X', B')\) that is computationally indistinguishable from \((X, B)\) with \( H_{\text{min}}(X'|B') \geq k \). (This definition is called \textit{relaxed HILL pseudoentropy} because we do not require that \( B' \) is identically distributed to \( B \). For short, we will write \( r\text{HILL} \) to indicate that we are working with the relaxed definition.)

In the quantum setting, let \( \rho_{XB} \in X \otimes B \) be a bipartite cq-state with \( n + \ell \) qubits. We say that \( X \) conditioned on \( B \) has \textit{conditional quantum rHILL pseudo(min-)entropy} at least \( k \) (informally written as \( H_{r\text{HILL}}(X|B)_{\rho} \geq k \)) if there exists a quantum state \( \sigma_{XB} \) such that (i) \( H_{\text{min}}(X|B)_{\sigma} \geq k \) and (ii) \( \rho_{XB} \) and \( \sigma_{XB} \) are computationally indistinguishable by all \( \text{poly}(\kappa) \)-size quantum distinguishers, where again \( \kappa \) is the security parameter.

**Leakage Chain Rule for quantum HILL pseudoentropy.** The classical Leakage Chain Rule for \( r\text{HILL} \) pseudoentropy, first proved by [DP08, RTTV08] and improved by [FR12, Sko13], states that for a joint distribution \((X, Z, B)\) where \( B \) consists of \( \ell = O(\log \kappa) \) bits,

\[
H_{r\text{HILL}}(X|Z)_{\rho} \geq k \Rightarrow H_{r\text{HILL}}(X|Z,B)_{\rho} \geq k - \ell.
\]

(Note that under standard cryptographic assumptions, the analogous statement for (standard) HILL pseudoentropy is false [KPW13].) The leakage chain rule is an important property for pseudoentropy and has a number of applications in cryptography, such as leakage-resilient cryptography [DP08], memory delegation [CKLR11], and deterministic encryption [FOR15].

In this paper, we prove that this Leakage Chain Rule can be generalized to handle quantum leakage \( B \) when both the source \( X \) and the prior leakage \( Z \) remain classical.

**Theorem 1.1 (Quantum Leakage Chain Rule; informal).** Let \( \rho_{XZB} \) be a ccq-state, where \( X \) and \( Z \) are classical and \( B \) consists of \( \ell \) qubits, for \( \ell = O(\log \kappa) \), where \( \kappa \) is the security parameter. Then

\[
H_{r\text{HILL}}(X|Z)_{\rho} \geq k \Rightarrow H_{r\text{HILL}}(X|Z,B)_{\rho} \geq k - \ell.
\]

Theorem 1.1 is proved by a quantum generalization of the Leakage Simulation Lemma [TTV09, JP14, CLP15, VZ13] to its quantum analogue (which implies Theorem 1.1 immediately). There are two types of classical proofs for the Leakage Simulation Lemma: one based on Boosting and one based on the Min-Max Theorem. We develop quantum analogues of both proofs. We will demonstrate the boosting proof in Section 6.2, and leave the min-max proof in Appendix B as it is more involved. Both proofs also rely on efficient algorithms for quantum tasks such as POVM tomography and quantum circuit synthesis to construct efficient reductions. This leads to a variant of POVM tomography problem that merits further study.

An interesting open question is to prove the leakage chain rule when the source \( X \) and/or the prior leakage \( Z \) are quantum. In particular, handling a prior quantum leakage \( Z \) seems important for applications to leakage-resilient cryptography with quantum leakage. This is not likely to be a direct generalization of Theorem 1.1 as even the information theoretic leakage chain rule loses \( 2\ell \) [WTHR11] rather than \( \ell \) bits of entropy. We leave an investigation of computational analogues of this Leakage Chain Rule to future work. In Section 1.7, we discuss a general barrier to further generalizing our proof to handling quantum \( X \) and \( Z \) as well as to generalizing many other proofs of classical theorems.
1.4 Main Techniques

We first review a common technique for proving some classical theorems about indistinguishability and computational entropy (e.g., Impagliazzo’s Hardcore Lemma [Imp95], Regularity Lemma [TTV09] and Dense Model Theorem [RTTV08]). In those proofs, there is usually a step of “switching quantifiers”, and that is a place where the min-max theorem comes in. For instance, one wants to prove that \(X\) not having high \(H_{\text{ILL}}\) entropy against \(s\)-size circuits implies \(X\) does not having high metric entropy [BSW03]. From the assumption, we know for all distributions \(Y\) with high min-entropy, there exists an \(s\)-size circuit to distinguish \(X\) and \(Y\). We view it as a game between Player 1 who provides a distribution, and Player 2 who provides a distinguisher, so Player 2 always has a certain payoff by the assumption. Then by von Neumann’s Min-Max Theorem, Player 2 has a universal “mixed strategy,” which is a distribution over distinguishers that achieves high payoff for every distribution from Player 1’s strategy. It turns out that this statement almost gives us the desired conclusion, except we only got a distribution over \(s\)-size distinguishers instead of a small size distinguisher. One common remedy is a “sampling”. If we sample polynomially many distinguishers from the distribution over distinguishers, then by a Chernoff bound, with high probability, the average of the sampled distinguishers performs well for any fixed \(x\) in Player 1’s strategy space. Then by a union bound, the samples work well for all \(x\). Therefore, we can obtain a universal distinguisher with complexity roughly \(s\) times the (polynomial) number of samples we need.

Suppose we would like to generalize the above statement to the quantum settings, in which a strategy of Player 1 is a quantum state rather than a classical distribution. An immediate obstacle is that we cannot union bound over all possible pure states. A naive approach is to union bound over an “\(\varepsilon\)-net” of all possible pure states. In this way, one can still obtain a nonuniform min-max theorem. However, since the net is doubly exponentially large (c.f. Proposition B.1), the complexity of the universal circuit is too large for some applications. Therefore, another view of the min-max theorem that generalizes to the quantum setting better is desired.

Freund and Schapire [FS99] showed how to use the multiplicative weight update (MWU) method to prove von Neumann’s Min-Max Theorem. Moreover, the proof provides a constructive way to approximate the universal strategy. Inspired by Barak Hardt and Kale [BHK09], Vadhan and Zheng [VZ13] adopted the framework to show a uniform min-max theorem. Contrary to the above sampling method, which can only show the existence of the low complexity universal strategy, the uniform version provides an efficient way to find a universal strategy. As applications, they proved some aforementioned theorems (e.g., Impagliazzo’s Hardcore Lemma and Dense Model Theorem) with uniform security using the uniform min-max theorem. From this perspective of MWU, a (mixed) strategy of Player 1 is viewed as a weight vector. During the MWU procedure, we maintain the weight vectors over the support of \(X\). In each round, we update the weight vector according to some loss function. In an extension to the quantum setting, the Player 1’s strategy is a quantum state, which can be represented as a density matrix. Luckily, there is a generalization of MWU, called the matrix multiplicative update (MMWU) method [Kal07]. In an MMWU procedure, instead of maintaining a weight vector, we keep updating a weight matrix, which is semidefinite positive. The weight matrix can be seen as a quantum state in Player 1’s strategy space as long as it is Hermitian. In this work, we prove the quantum min-max theorem via MMWU and then are able to apply it to connect different pseudoentropy notions and the Quantum Leakage Chain Rule.

In [VZ13], the purpose of using the MWU approach was to obtain a constructive version of the min-max theorem. Since we use a similar argument in the quantum setting, in fact, we can also have a uniform version of the quantum min-max theorem. However, we have not found any further applications of the constructive version, so we still only state it as the quantum nonuniform
1.5 Application to Quantum Leakage-Resilient Stream-Ciphers

In this section, we demonstrate an application of computational quantum entropy to leakage-resilient cryptography, where we seek to construct cryptographic protocols that maintain the security even if the side information about the honest parties’ secrets leaks to an adversary. Specifically, we construct a leakage-resilient stream-cipher that is secure against quantum leakage.

Classical leakage-resilient stream-ciphers were investigated in the seminal work of Dziembowski and Pietrzak \[DP08\], where they consider the security of a stream-cipher \(SC\) in the “only computation leaks” model \[MR04\] with continual leakage. Specifically, let \(S_i\) denote the secret state of \(SC\). At each round \(i\) when the stream cipher evaluates \((S_{i+1}, X_{i+1}) = SC(S_i)\), an adversary can adaptively choose any leakage function \(f_i\) and learn the output of \(f_i\) applied to the part of \(S_i\) involved in the computation of \(SC(S_i)\). They assume that the leakage functions are efficient and of bounded output length \(\ell = O(\log \kappa)\),\(^2\) and proved the security property: the output of the \(i\)-th round remains pseudorandom given the output and leakage of the first \(i - 1\) rounds. Note that even though the length of each leakage is bounded, in total the adversary can collect a long leakage accumulated over many rounds.

Dziembowski and Pietrzak \[DP08\] gave the first construction of a leakage-resilient stream-cipher based on randomness extractors and pseudorandom generators (PRGs), and proved the security using the classical Leakage Chain Rule for HILL pseudoentropy. Pietrzak \[Pie09\] gave a simpler construction based on any weak pseudorandom functions (weak PRFs), and Jetchev and Pietrzak \[JP14\] gave an improved analysis of \[Pie09\] using the classical Leakage Simulation Lemma.

Now we consider the case that the leakage is quantum (while the stream-cipher remains classical). Namely, the output of the leakage functions is a bounded-length quantum state. It is conceivable that such an attack may exist in the future with the emergence of quantum computers. We also view this as a natural theoretical question that investigates problem information through a cryptographic lens. We show that the construction of Dziembowski and Pietrzak \[DP08\] remains secure against quantum leakage in the bounded-quantum-storage model \[DFSS05, KT08, WW08, Unr11\], where the adversary has a limited quantum memory (but no restriction on its classical memory. The model is investigated in the literature as a way to bypass impossibility results \[DFSS05, WW08, Unr11\] or to prove security \[KT08\].

**Theorem 1.2** (Quantum Leakage-Resilient Stream-Cipher; informal). Assuming the existence of quantum-secure pseudorandom generators against quantum distinguisher with quantum advice, there exists quantum leakage-resilient stream-cipher secure against bounded-quantum-storage adversaries with \(O(\log \kappa)\) quantum memory and \(\text{poly}(\kappa)\) circuit size, where \(\kappa\) is the security parameter.

Note that both bounds on the leakage and quantum storage are logarithmic in the security of the underlying primitives. If the PRG has exponential security, then the leakage and adversary’s quantum storage can be linear in the size of the secret state.

When proving the quantum security of classical cryptographic constructions (e.g., construction of PRGs), it often suffices to assume quantum security of the underlying primitives (e.g., one-way functions or lattice assumptions), since typically the security reductions are “nice” and can

\(^2\)Note that both assumptions are necessary. Without the efficiency assumption, the leakage function can invert the secret state and leak on the initial secret \(S_0\) bit by bit. Without the length bound, the adversary can learn the entire new secret state.
Several issues arise when we generalize the classical proofs to handle quantum leakage. We provide detailed discussion on the issues we encounter in Section 7, and here we only explain where the bounded-quantum-storage limitation comes from.

The classical proof of the security iteratively argues that the secret state $S_i$ of the stream-cipher remains pseudorandom to the adversary. When the adversary leaks up to $O(\log \kappa)$ bits on $S_i$, the Leakage Chain Rule for HILL pseudoentropy says that $S_i$ retains high HILL pseudoentropy given the adversary’s view. Thus, if the stream-cipher applies an extractor and a PRG, $S_i$ can be replaced with a new state $S_{i+1}$ that is pseudorandom (while also generating some pseudorandom output bits for the stream-cipher). The same argument works for a single round of leakage in the quantum setting using our Leakage Lemma for Quantum HILL pseudoentropy (Theorem 1.3). But over many rounds, the adversary can accumulate long quantum auxiliary information $Z$, and we do not know how to prove the leakage lemma in such a case. (The lemma does hold if $Z$ is classical.) Assuming bounded quantum storage prevents this accumulation (but still allows the accumulation of classical leakage information). Our proof formally proceeds by using our Quantum Leakage Simulation Lemma to efficiently simulate the adversary’s quantum state at each round. We leave it as an interesting open question to identify versions of Leakage Chain Rule or Leakage Simulation Lemma to efficiently simulate the adversary’s quantum state at each round. We leave it as an interesting open question to identify versions of Leakage Chain Rule or Leakage Simulation Lemma to efficiently simulate the adversary’s quantum state at each round.

### 1.6 The Dense Model Theorem and Computational Relative Min-Entropy

First, we review the two possible definitions of computational relative entropy in the classical case. Let $X$ and $Y$ be two distributions. The relative min-entropy from $X$ to $Y$ is defined as $\max_{x \in \text{Supp}(X)} \log(\Pr[X = x] / \Pr[Y = x])$. That is, $D(X\|Y) \leq \lambda$ iff $X$ is $2^{-\lambda}$-dense in $Y$, i.e., $\Pr[Y = x] \geq 2^{-\lambda} \Pr[X = x]$ for all $x$. And if $X$ is distributed over $n$-bit strings, then $D(X\|U_n) \leq \lambda$ iff $H_{\text{min}}(X) \geq n - \lambda$. We say the HILL-1 relative min-entropy from $X$ to $Y$ is at most $\lambda$ (informally written as $D^{\text{HILL-1}}(X\|Y) \leq \lambda$) if there exists a distribution $X'$ computationally indistinguishable from $X$ such that $D_{\infty}(X'\|Y) \leq \lambda$. We say that HILL-2 relative min-entropy from $X$ to $Y$ is at most $\lambda$ (informally written as $D^{\text{HILL-2}}(X\|Y) \leq \lambda$) if there exists a distribution $Y'$ computationally indistinguishable from $Y$ such that $D_{\infty}(X\|Y') \leq \lambda$. These definitions naturally generalize to the quantum setting by replacing the distributions with quantum states and taking the computational indistinguishability to be against polynomial-sized quantum distinguishers (with classical advice).

With the above definitions, the Dense Model Theorem of [RTTV08] can be equivalently stated as $D^{\text{HILL-2}}(X\|Y) \leq \lambda \Rightarrow D^{\text{HILL-1}}(X\|Y) \leq \lambda$ for $\lambda = O(\log \kappa)$, where $\kappa$ is the security parameter. We show that the proof of the Dense Model Theorem can be adapted to show the converse: $D^{\text{HILL-1}}(X\|Y) \leq \lambda \Rightarrow D^{\text{HILL-2}}(X\|Y) \leq \lambda$ for $\lambda = O(\log \kappa)$ (see Lemma 5.10). Therefore, the two notions of computational relative min-entropy are equivalent in the classical setting. In contrast, in the quantum setting, we show a separation of the two notions of HILL quantum relative min-entropy.

**Theorem 1.3** (Separation of HILL quantum relative min-entropy). For a security parameter $\kappa$
and every $n = \omega(\log \kappa)$, there exist two $n$-qubit mixed quantum states $\rho, \sigma \in \mathcal{H}$ such that

$$D_{\text{HILL}}^{-2}(\rho\|\sigma) \leq 1 \text{ but } D_{\text{HILL}}^{-1}(\rho\|\sigma) = \infty.$$  

The counterexample is based on the existence of pseudorandom pure states [BMW09, GFE09] (see Section 1.2). Specifically, we take $\sigma$ to be a pseudorandom pure state, and $\rho$ be a classical distribution with the first bit equal to 1, and the remaining $n - 1$ bits being uniform. First, $D_{\text{HILL}}^{-2}(\rho\|\sigma) \leq 1$ since $D_{\infty}(\rho\|\sigma_{\text{mix}}) = 1$ and $\sigma$ is pseudorandom. On the other hand, the fact that $\sigma$ is pure implies $D_{\infty}(\tau\|\sigma) = \infty$ for any $\tau \neq \sigma$. Also, $\rho$ and $\sigma$ can be distinguished by simply measuring and outputting the first bit. Therefore, $D_{\text{HILL}}^{-1}(\rho\|\sigma) = \infty$.

1.7 Barrier Result: Impossibility of Quantum Gap Amplification

Herein, we discuss the general barrier to extending proofs of many classical proofs to the quantum setting. Let us consider the following quantum gap amplification problem: Let $p > q > \varepsilon \in (0, 1)$ be parameters, and $A$ a quantum algorithm with $n$ qubits input and binary output. The task here is to perform a reduction that transforms $A$ into an “amplified” algorithm $R$ such that for every pure state input $|\psi\rangle$, if $\Pr[A(|\psi\rangle) = 1] = p$, then $\Pr[R(|\psi\rangle) = 1] \geq p'$ for $p' > p$; if $\Pr[A(|\psi\rangle) = 1] \leq q$, then $\Pr[R(|\psi\rangle) = 1] \leq q'$ for $q' < q$. A typical setting is $p = 2/3$, $q = 1/3$, $p' = 1 - \varepsilon$, and $q' = \varepsilon$. We show that the task is impossible to achieve even if the input is a single qubit.

**Theorem 1.4** (Impossibility of Quantum Gap Amplification; informal). For every $p' > p > q > q' \in (0, 1)$, there exists a quantum algorithm $A$ with 1 qubit input and binary output such that there does not exist any quantum algorithm $R$ that solves the gap amplification problem defined above with respect to $p$, $q$, $p'$, $q'$, and $A$.

This impossibility can be viewed as a strengthening of the no-cloning theorem [WZ82], which states that an unknown quantum pure state cannot be cloned perfectly. Indeed, if the input state could be cloned perfectly, the gap amplification problem can be solved by ordinary repetitions and ruling by the majority or a threshold.

For a complexity theory interpretation, we can consider a class of promise problems, where the instances are pure quantum states, and a promise problem is in the class if there is a (possibly resource-bounded) quantum algorithm $A$ that distinguishes YES instances from NO instances with error probability bounded by, say, $1/3$. Consequently, such a class is not robust to the choice of error probability; different choices yield different classes. This is in contrast to complexity classes such as BPP, BQP, and QMA, where error reduction is possible. The key difference is that, in these classes the input is classical, and hence can be cloned. In the case of QMA, there is a quantum witness, but the witness for the amplified algorithm can be allowed to consist of many copies of the original witness. (There is also a non-trivial way to do error reduction for QMA with single quantum witness [MW05]. It circumvents the impossibility since the amplification is only defined with respect to the correct quantum witness.)

To see the impossibility, we sketch a simple argument for the case $p = 0.4$, $q = 0.3$, and $\varepsilon = 0.1$. Consider a quantum algorithm $A$ that takes a single qubit input $\rho$, measures it in the computational basis, and outputs the outcome, and the following four pure states: $|0\rangle$, $|1\rangle$, $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$, and $|-\rangle = (|0\rangle - |1\rangle)/\sqrt{2}$. $A$ outputs 1 with probability 1 on $|1\rangle$, 0 on $|0\rangle$, and 0.5 on $|+\rangle$ or $|-\rangle$. Thus, by definition, $R$ has to accept $|0\rangle$ with probability at most 0.1, and accept $|1\rangle$, $|+\rangle$, $|-\rangle$ with probability at least 0.9. Now consider the behavior of $R$ on the maximally mixed state $\sigma_{\text{mix}}$, which can be equivalently described as the uniform distribution over $|0\rangle$ and $|1\rangle$,
or as the uniform distribution over $|+\rangle$ and $|-\rangle$. This means that the acceptance probability of $R$ on $\sigma_{\text{mix}}$ is the average of its acceptance probabilities on $|0\rangle$ and $|1\rangle$, but also the average of its acceptance probabilities on $|+\rangle$ and $|-\rangle$. However these two averages are at most $.55$ and at least $.9$, respectively.

Now, the barrier follows by observing that gap amplification is a common ingredient in many proofs of classical theorem based on reductions. When a reduction takes unknown quantum states as input, the impossibility of quantum gap amplification implies that the classical reduction proof that uses gap amplification cannot be directly generalized to the quantum setting. For example, in proving the Leakage Chain Rule for rHILL pseudoentropy, we need to construct a reduction $R$ showing that $X$ conditioned on $Z$ has less than $k$ bits of rHILL pseudoentropy; here $R$ takes both $X$ and $Z$ as input. Thus, it is difficult to generalize classical proofs of the Leakage Chain Rule (all of which utilize gap amplification) when $X$ or $Z$ is a quantum state. Nevertheless, we emphasize that this does not imply that quantum analogues of classical theorems are false, but that different techniques must be introduced.

## 2 Preliminaries

### 2.1 Quantum Information

**Quantum states.** We begin with some notation. Suppose $\mathcal{X}$ is a complex vector space with inner product. A vector in $\mathcal{X}$ is denoted by $|v\rangle$ and its conjugate transpose is denoted by $\langle \psi | = |\psi\rangle^\dagger$. The inner product and outer product of two vectors $|v\rangle, |w\rangle \in \mathcal{X}$ are denoted by $\langle v|w \rangle$ and $|v\rangle \langle w|$, respectively. The norm of $|v\rangle$ is defined by $||v||_2 = \sqrt{\langle v|v \rangle}$.

The set of all unit vectors in $\mathcal{X}$ is denoted by $\text{Ball}(\mathcal{X})$. Let $\text{Lin}(\mathcal{X})$ denote the set of all linear operators on $\mathcal{X}$, i.e., $\text{Herm}(\mathcal{X}) = \{X \in \text{Lin}(\mathcal{X}) : X^\dagger = X\}$, where $X^\dagger$ is the conjugate transpose of $X$. The Hilbert-Schmidt inner product on $\text{Lin}(\mathcal{X})$ is defined by $\langle X,Y \rangle = \text{Tr}(X^\dagger Y), \forall X,Y \in \text{Lin}(\mathcal{X})$.

A quantum state space $\mathcal{X}$ of $m$ qubits is the complex Euclidean vector space $\mathcal{X} = \mathbb{C}^{2^m}$. An $m$-qubit quantum state is represented by a density operator $\rho$ in $\text{Herm}(\mathcal{X})$, which is a positive semidefinite Hermitian operator on $\mathcal{X}$ with trace one. When $\rho$ is of rank one, it refers to a pure quantum state, which can also be represented by a unit vector $|\psi\rangle$ in $\text{Ball}(\mathcal{X})$. In that case, the density operator $\rho$ can be written as $|\psi\rangle\langle \psi|$. Otherwise, the density operator $\rho$ refers to a mixed quantum state. Thus in an appropriate basis (anyone that diagonalizes $\rho$) we can think of $\rho$ as a classical distribution on the basis elements. In general, the expression is not unique. The set of all quantum density operators on $\mathcal{X}$ is denoted by $\text{Dens}(\mathcal{X}) := \{\rho \in \text{Herm}(\mathcal{X}) : \rho \geq 0, \text{Tr}(\rho) = 1\} = \text{ConvexHull}\{|\psi\rangle\langle \psi| : |\psi\rangle \in \text{Ball}(\mathcal{X})\}$, where the notation $\rho \geq 0$ means that $\rho$ is positive semidefinite. Likewise, $\sigma \geq \rho$ means that $\sigma - \rho$ is positive semidefinite. Let $\text{id}_\mathcal{X}$ denote the identity operator on $\mathcal{X}$ (or $\text{id}_d$ when the dimension of $\mathcal{X}$ is known to be $d$). Then the maximally mixed state in $\mathcal{X}$ is $\sigma_{\text{mix}} = \frac{1}{\text{dim}(\mathcal{X})}\text{id}_\mathcal{X}$, where $\text{dim}(\mathcal{X})$ is the dimension of $\mathcal{X}$.
For a quantum system $X$, its state space is denoted by $\mathcal{X}$ and similarly for others. The state space of the composite system of two quantum systems $X$ and $Y$ is their tensor product space $\mathcal{X} \otimes \mathcal{Y}$, and similarly for multiple systems. For a multi-partite state, e.g., $\rho_{XYZ} \in \text{Dens}(\mathcal{X} \otimes \mathcal{Y} \otimes \mathcal{Z})$, its reduced state on some subsystem is represented by the same state with the corresponding subscript. For example, the reduced (marginal) state on system $X$ of $\rho_{XYZ}$ is $\rho_X = \text{Tr}_{YZ}(\rho_{XYZ})$, where $\text{Tr}_{YZ}(\cdot)$ denotes the partial trace operation over the system $Y \otimes Z$. That is, $\text{Tr}_{YZ}(|x_1\rangle\langle x_2| \otimes |y_1\rangle\langle y_2| \otimes |z_1\rangle\langle z_2|) = |x_1\rangle\langle x_2| \text{Tr}(|y_1\rangle\langle y_2| \otimes |z_1\rangle\langle z_2|)$, where $|x_i\rangle, |y_i\rangle, |z_i\rangle$ for $i = 1, 2$ are vectors in $\text{Ball}(\mathcal{X}), \text{Ball}(\mathcal{Y}), \text{Ball}(\mathcal{Z})$, respectively. It can be verified that if $\rho_{XYZ} \in \text{Dens}(\mathcal{X} \otimes \mathcal{Y} \otimes \mathcal{Z})$, then $\rho_X \in \text{Dens}(\mathcal{X})$. When all subscript letters are omitted, the notation represents the original state (e.g., $\rho = \rho_{XYZ}$). Any bipartite state $\rho_{XY}$ is called a product state if and only if $\rho_{XY} = \rho_X \otimes \rho_Y$.

If a system $X$ is a discrete random variable $X$ with distribution $p_x = \Pr[X = x]$, it can be represented by a density operator $\rho$ over a state space $\mathcal{X}$ so that $\rho = \sum_x p_x |x\rangle\langle x|$ where $\{|x\rangle\}$ is an orthonormal basis of $\mathcal{X}$. When restricted to the basis $|x\rangle$, we will say that the system $X$ is classical. A classical-quantum-state, or cq-state $\rho \in \text{Dens}(\mathcal{X} \otimes \mathcal{Y})$ indicates that subsystem $X$ is classical and subsystem $Y$ is quantum. We use lower case letters to denote specific values assigned to the classical part of a state. Then a cq-state can be represented by $\rho_{XY} = \sum_x p_x |x\rangle\langle x| \otimes \rho_Y(x)$, where $p_x = \Pr[X = x]$ and $\rho_Y(x) \in \text{Dens}(\mathcal{Y})$. It is also easy to see that the marginal state $\rho_Y$ is $\sum_x p_x \rho_Y(x)$.

**Quantum measurements.** Let $\Sigma$ be a finite nonempty set of measurement outcomes. A positive-operator valued measure (POVM) on the state space $\mathcal{X}$ with outcomes in $\Sigma$ is a collection of positive semidefinite operators $\{\Pi_a : a \in \Sigma\}$ such that $\sum_{a \in \Sigma} \Pi_a = \text{id}_\mathcal{X}$. When this POVM is applied to a quantum state $\rho \in \text{Dens}(\mathcal{A})$, the probability of obtaining outcome $a \in \Sigma$ is $\langle \rho, \Pi_a \rangle$. If outcome $a$ is observed, the quantum state $\rho$ will collapse to the state $\sqrt{\Pi_a} \rho \sqrt{\Pi_a} / \langle \rho, \Pi_a \rangle$, where $\sqrt{\Pi} = \sum_i \sqrt{\lambda_i} |a_i\rangle \langle a_i|$ if $\Pi$ is a normal operator that admits a spectral decomposition $\Pi = \sum_i \lambda_i |a_i\rangle \langle a_i|$. A density matrix $\rho$ is a normal operator that admits a spectral decomposition $\rho = \sum_i \lambda_i |a_i\rangle \langle a_i|$, where $\sum_i \lambda_i = 1$.

**Matrix Norms.** The trace norm of $X \in \text{Lin}(\mathcal{X})$ is defined as

$$\|X\|_{\text{tr}} = \text{Tr} \left( \sqrt{X^\dagger X} \right).$$

One important measure on the distance between two quantum states $\rho, \sigma \in \text{Dens}(\mathcal{X})$ is the trace distance $T(\rho, \sigma)$, defined by

$$T(\rho, \sigma) = \frac{1}{2} \|\rho - \sigma\|_{\text{tr}}. \quad (2.1)$$

The following inequality says that the trace distance of two quantum states is an upper bound on the difference of their probabilities of obtaining the same measurement outcome [NC00]:

$$T(\rho, \sigma) = \max_{0 \leq \Pi \leq \text{id}} \text{Tr} \left( \Pi (\rho - \sigma) \right). \quad (2.2)$$

The operator norm of $X \in \text{Lin}(\mathcal{X})$ is

$$\|X\|_{\text{op}} = \sup \{ \|X |v\|_2 : |v\rangle \in \mathcal{X} \text{ with } \| |v\rangle \|_2 = 1 \}.$$ 

When $X$ is Hermitian, the operator norm of $X$ coincides with the following quantity.

$$\|X\|_{\text{op}} = \sup_{\rho \in \text{Dens}(\mathcal{X})} | \langle X, \rho \rangle | \quad (2.3)$$

$$= \sup_{|\psi\rangle \in \text{Ball}(\mathcal{X})} | \langle \psi | X | \psi \rangle |$$

$$= \lambda_{\max}(X),$$
where $\lambda_{\text{max}}(X)$ is the largest eigenvalue of $X$. Once we fix an orthonormal basis $\{|(i)\rangle\}$ of $\mathcal{X}$, we can consider the max norm of any $X \in \text{Lin} (\mathcal{X})$, defined as $\|X\|_{\text{max}} = \max_{i,j} |X_{ij}|$ where $X_{ij} = \langle (i) | X | j \rangle$. We can connect $\|X\|_{\text{max}}$ to $\|X\|_{\text{op}}$ by the following inequality.

$$\|X\|_{\text{op}} \leq \text{dim}(\mathcal{X}) \cdot \|X\|_{\text{max}}.$$  \hfill (2.4)

For readers who are interested in the operational interpretation of these norms, we refer them to, for example, [IIJ86].

**Quantum Circuits.** The evolution of a closed quantum system $X$ is described by a unitary operator $U \in \text{Lin} (\mathcal{X})$, i.e., the operator $U$ satisfying $UU^\dagger = U^\dagger U = \text{id}_X$. The quantum system then evolves from state $\rho \in \text{Dens} (\mathcal{X})$ to $U \rho U^\dagger \in \text{Dens} (\mathcal{X})$. If $\rho = |\psi\rangle\langle \psi|$, then $U \rho U^\dagger = U |\psi\rangle\langle \psi| U^\dagger$ with $U |\psi\rangle \in \text{Ball} (\mathcal{X})$. Herein we consider a multiple system, where each subsystem is a two-dimensional quantum system $\mathbb{C}^2$ with an ordered computational basis $\{|0\rangle, |1\rangle\}$. A quantum state in $\text{Dens} (\mathbb{C}^2)$ is called a qubit (quantum bit), as opposed to a classical bit 0 or 1. Thus an $m$-qubit state space is $\mathbb{C}^{2^m}$ with a computational basis $\{|(i)\rangle : i = 0, \ldots, 2^m - 1\}$. Simple unitary operators that act non-trivially on a constant number of qubits are called elementary quantum gates. A set of elementary quantum gates is called universal if any unitary operator can be approximated arbitrarily close by a composition of gates from this set. Let us fix one universal gate set for the remaining of this paper.

Let $\mathcal{W} = \mathcal{X} \otimes \mathcal{A} = \mathbb{C}^{2^m}$ denote the work space of a quantum circuit $C$, which is an $m$-qubit space that consists of both an $\ell$-qubit input space $\mathcal{X} = \mathbb{C}^{2^\ell}$, taking some quantum/classical input $\rho \in \text{Dens} (\mathcal{X})$, and some $m - \ell$ ancilla qubits that are initialized to some state $\tau \in \text{Dens} (\mathcal{A})$. Depending on the model, $\tau$ could be $|0\rangle_A$ or any quantum state. A quantum circuit $C$ is a sequence of elementary quantum gates from the universal gate set, followed by some measurements. (In general, measurements can be deferred to the end of quantum circuits [NC00]) That is, $C$ applies a unitary $U_C = U_1 U_2 \cdots U_s$ where $U_i$ denotes the $i$th gate and $s$ is the number of elementary quantum gates, and the performs some measurements. We say the size of the quantum circuit $C$ is $s$. The number of quantum circuits of size $s$ is $s^{O(s)}$.

**Quantum Distinguisher.** In cryptography, we usually have a circuit with binary output as a distinguisher to determine how close two random variables are respect to the circuit. Here we define the quantum analogue. A quantum distinguisher is a quantum circuit with binary measurement outcome 0 or 1. Without loss of generosity, we assume that after applying a unitary $U_C$. That is, we measure $\rho' = U_C (\rho \otimes \tau) U_C^\dagger$, according to the POVM $\{\Pi_0, \Pi_1\}$, where $\Pi_i = |(i)\rangle\langle (i)| \otimes \text{id}_{2^{m-1}}$. Thus

$$\Pr[C \text{ outputs } i \text{ on input } \rho] = \langle \rho' \Pi_i \rangle = \langle U_C (\rho \otimes \tau) U_C^\dagger, |(i)\rangle\langle (i)| \otimes \text{id}_{2^{m-1}} \rangle = \langle \rho \otimes \tau, U_C^\dagger |(i)\rangle\langle (i)| \otimes \text{id}_{2^{m-1}} U_C \rangle = \langle \rho, \Pi_i \rangle,$$

where

$$\Pi_i = \text{Tr}_A \left( \text{id}_\mathcal{X} \otimes \tau \left( U_C^\dagger |(i)\rangle\langle (i)| \otimes \text{id}_{-i} U_C \right) \text{id}_\mathcal{X} \otimes \tau \right), \forall i \in \{0, 1\}. \hfill (2.5)$$

Consequently, this quantum circuit is equivalent to perform a POVM $\{\Pi'_0, \Pi'_1\}$ on the input space $\mathcal{X}$ as above. For our purpose, a quantum distinguishers will be considered as a binary POVM.
on the input space \( \mathcal{X} \). In this case, since \( \Pi_0 + \Pi_1 = \text{id} \), the POVM can be fully determined by \( \Pi_1 \). For convenience, we use the term BPOVM to represent the positive-operator \( \Pi_1 \) in a POVM. Especially, we can describe a quantum distinguisher by a BPOVM and vice versa.

One can easily generalize the binary output to larger domains. In that case, any quantum circuit can still be effectively deemed as a general POVM with a large outcome set. When the input state is a product state of a classical input \( x \) and a quantum input \( \rho \), we abuse the notation as follows

\[
C(x, \rho) = C(|x\rangle\langle x| \otimes \rho).
\]

We also consider more general quantum circuits that output general quantum states. These circuits can be deemed as mappings from \( \text{Dens}(\mathcal{X}) \) to \( \text{Dens}(\mathcal{Y}) \), where \( \mathcal{X} \) is the input space and \( \mathcal{Y} \) is the output space. (In general, these mappings are called super-operators from \( \text{Lin}(\mathcal{X}) \) to \( \text{Lin}(\mathcal{Y}) \).)

Similar to quantum distinguishers, a general quantum circuit \( C \) applies a unitary \( U_C \) on the space \( \mathcal{W} = \mathcal{X} \otimes \mathcal{A} \) consisting of an input and ancillas, and perform some measurements on \( \mathcal{B} \). Then it outputs a state in space \( \mathcal{Y} \) where \( \mathcal{W} = \mathcal{Y} \otimes \mathcal{B} \) is the decomposition of the space after applying \( U_C \).

We abuse the notation again for convenience as

\[
\rho \mapsto C(\rho) \in \text{Dens}(\mathcal{Y})
\]

for input \( \rho \in \text{Dens}(\mathcal{X}) \).

### 2.2 Information-Theoretic Notions

We will first define the relative min-entropy (a.k.a max-divergence) of two quantum states, which will be used to define the conditional quantum min-entropy [RW05]. Relative min-entropy can be seen as a distance between two quantum states. The distance measures, in logarithm, of how much more likely an event happens for one state than the other.

**Definition 2.1** (Quantum relative min-entropy). Let \( \rho \) and \( \sigma \) be two density operators on a space \( \mathcal{H} \). The relative min-entropy between two quantum states \( \rho \) and \( \sigma \) is defined as

\[
D_\infty(\rho||\sigma) \overset{\text{def}}{=} \inf \{ \lambda \in \mathbb{R} : \rho \leq 2^\lambda \sigma \}.
\]

Equivalently, quantum relative min-entropy can be defined in an operational way using binary measurement.

**Proposition 2.2.** Let \( \rho \) and \( \sigma \) be density operators on a state space \( \mathcal{H} \). Then

\[
D_\infty(\rho||\sigma) = \inf \{ \lambda \in \mathbb{R} : \forall A : \text{Dens}(\mathcal{H}) \to \{0,1\}, \text{E}[A(\rho)] \leq 2^\lambda \text{E}[A(\sigma)] \}.
\]

**Proof.** It suffices to show that for \( \gamma > 0 \), \( \gamma \sigma \geq \rho \) if and only if \( \gamma \text{E}[A(\sigma)] \geq \text{E}[A(\rho)] \) for every quantum circuit \( A \). Let \( \Pi \) be the BPOVM of \( A \), then \( \text{E}[A(\gamma \sigma - \rho)] = \langle \Pi, \gamma \sigma - \rho \rangle \).

If \( \gamma \sigma - \rho \geq 0 \), then \( \langle \Pi, \gamma \sigma - \rho \rangle \geq 0 \), since \( \langle A, B \rangle \geq 0 \) for \( A, B \geq 0 \). On the other hand, suppose \( \langle \Pi, \gamma \sigma - \rho \rangle \geq 0 \) for any BPOVM \( \Pi \). Then particularly, take \( \Pi = |\psi\rangle\langle \psi| \), \( \langle \psi\rangle\langle \psi|, \gamma \sigma - \rho = \langle \psi| \gamma \sigma - \rho |\psi\rangle \geq 0 \) for any \( |\psi\rangle \in \text{Ball}(\mathcal{H}) \). This concludes the proof. \( \square \)

The definition of quantum relative-min entropy agrees with the definition of classical max divergence definition when the two quantum states are equivalent to classical random variables.
Proposition 2.3. If \( \rho \) and \( \sigma \) are mixed quantum states corresponding to two classical random variables \( X \) and \( Y \) respectively, then

\[
D_{\infty}(\rho \parallel \sigma) = \log \max_{x \in \text{Supp}(Y)} \left( \frac{\Pr[X = x]}{\Pr[Y = x]} \right).
\]

Proof. By the assumption, we can write \( \rho = \sum x p_i |x\rangle\langle x| \) and \( \sigma = \sum x q_i |x\rangle\langle x| \) for \( \Pr[X = x] = p_x, \Pr[Y = x] = q_x \). Then

\[
D_{\infty}(\rho \parallel \sigma) = \inf_{\lambda} \{ \forall i p_i \leq 2^\lambda q_i \} = \log \max_{x} \left( \frac{p_i}{q_i} \right) = \log \max_{x} \left( \frac{\Pr[X = x]}{\Pr[Y = x]} \right).
\]

\[\square\]

Definition 2.4 (Conditional quantum min-entropy). Let \( \rho = \rho_{XB} \in \text{Dens}(X \otimes B) \) be a density operator describing a bipartite quantum system \((X, B)\). The min-entropy of system \( X \) conditioned on system \( B \) is defined as

\[
H_{\text{min}}(X|B)_\rho \overset{\text{def}}{=} \log |X| - \inf_{\sigma_B \in \text{Dens}(B)} \left\{ D_{\infty}(\rho_{XB} \parallel \sigma_B) \left\| \frac{1}{|X|} \text{id}_X \otimes \sigma_B \right\} \right\}.
\]

Proposition 2.5. If \( X \) and \( B \) are classical random variables, then

\[
H_{\text{min}}(X|B)_\rho = \frac{1}{\log \sum_b \max_x p_{xb}} = H_{\text{min}}(X|B).
\]

Proof. Since \( X, B \) are classical random variables, we abuse the notation \( X, B \) to be the finite spaces that \( X \) and \( B \) are distributed over, respectively. Let \( U_X \) be the uniform distribution over the set \( X \). Then by Definition 2.4,

\[
H_{\text{min}}(X|B)_\rho = \log |X| - \inf_{Q: \text{dist. over } B} \left\{ D_{\infty}(X, B||U_X, Q) \right\}
\]

\[
= \log |X| - \log \inf_{Q: \text{dist. over } B} \left\{ \max_{x,b} \frac{p_{xb}}{\Pr[(U_X, Q) = (x, b)]} \right\}
\]

\[
= -\log \inf_{\sum_b q_b = 1} \left\{ \max_b \frac{\max_x p_{xb}}{q_b} \right\},
\]

where \( q_b = \Pr[Q = b] \). The minimum happens when \( (\max_x p_{xb})/q_b \) are equal for all \( b \in B \) (Can be seen by Lagrange multiplier). Then we get

\[
H_{\text{min}}(X|B)_\rho = \inf_{\sum_b q_b = 1} \left\{ \max_b \frac{\max_x p_{xb}}{q_b} \right\} = -\log \left( \sum_b \max_x p_{xb} \right),
\]

which is exactly the definition of average min-entropy in the classical case [DORS08]. \[\square\]

While min-entropy in Definition 2.4 describes the average case that one can guess about a random source, we may also define the worst-case min-entropy as in the classical case [RW05].

Definition 2.6 (Worst-case conditional quantum min-entropy). Let \( \rho = \rho_{XB} \in \text{Dens}(X \otimes B) \) be a density operator describing a bipartite quantum system \((X, B)\). The worst-case min-entropy of system \( X \) conditioned on system \( B \) is defined as

\[
H_{\text{wst,min}}(X|B)_\rho \overset{\text{def}}{=} \log |X| - D_{\infty}(\rho_{XB} \parallel \frac{1}{|X|} \text{id}_X \otimes \rho_B),
\]

where \( \rho_B = \text{Tr}_X(\rho_{XB}) \).
If $X$ and $B$ are classical random variables, Definition 2.6 agrees with the classical definition of the worst-case min-entropy $H_{\text{wst}}(X|B) = -\log \max_{x,b} \Pr[X = x|B = b]$. Also it is clear that the two entropies are equal when system $B$ is trivial: $H_{\text{wst}}(X)_\rho = H_{\text{min}}(X)_\rho$. The following chain rule provides a connection between these two entropies.

**Proposition 2.7.** Let $\rho = \rho_{XB} \in \text{Dens}(X \otimes B)$ be a density operator describing a bipartite quantum system $(X, B)$. Suppose $B$ is an $\ell$-qubit system. Then

$$H_{\text{min}}(X|B)_\rho \geq H_{\text{wst}}(X,B)_\rho - \ell.$$  

**Proof.** Let $\lambda = \log |X| - H_{\text{wst}}(X,B)_\rho$. That is,

$$\rho_{XB} \leq 2^\lambda \frac{\text{id}_X}{|X|} \otimes \text{id}_B = 2^{\lambda + \ell} \frac{\text{id}_X}{|X|} \otimes \frac{\text{id}_B}{2^\ell}.$$  

Thus by Definition 2.4, $H_{\text{min}}(X|B)_\rho \geq H_{\text{wst}}(X,B)_\rho - \ell$. 

Another way to define min entropy is to use guessing probability. Here we only consider the case that $\rho_{XB}$ is a cq-state: $\rho_{XB} = \sum_x p_x |x\rangle \langle x| \otimes \rho_B^x$ for $\rho_B^x \in \text{Dens}(B)$. The probability of guessing $X$ correctly given $B$ by a given quantum circuit $C$ is

$$P_C^{\text{guess}}(X|B)_\rho = \sum_x \Pr[X = x] \langle \Pi_x, \rho_B^x \rangle,$$

where $\{\Pi_x\}$ is the effective POVM for $C$, demonstrating the guessing strategy. Accordingly, the probability of guessing $X$ correctly given $B$ is defined as

$$P^{\text{guess}}(X|B)_\rho = \max_C P_C^{\text{guess}}(X|B)_\rho,$$  

(2.6)

where the maximization is taken over arbitrary quantum circuits $C$ of unbounded size. As in the purely classical case [DORS08], the guessing probability captures the conditional min-entropy of $X$ given $B$:

**Lemma 2.8 ([KRS09]).** Suppose $\rho_{XB}$ is a cq-state on the space $X \otimes B$. Then

$$H_{\text{min}}(X|B)_\rho = -\log(P^{\text{guess}}(X|B)).$$

### 2.3 Leakage Chain Rules

One of our main result is the leakage chain rule for computational quantum min-entropy. The information-theoretic version of the Leakage Chain Rule is a necessary step in our proof.

**Theorem 2.9 ([WTHR11, Lemma 13] Leakage chain rule for quantum min-entropy).** Let $\rho = \rho_{XZB}$ be a state on the space $X \otimes Z \otimes B$. Let $d = \min\{\dim(X \otimes Z), \dim(B)\}$ and $\ell = \log \dim(B)$. Then

$$H_{\text{min}}(X|ZB)_\rho \geq H_{\text{min}}(X|Z)_\rho - 2\ell.$$  

We remark that Theorem 2.9 is tight. In the case that the dimensions of $X$ and $B$ are both $2^\ell$, $X$ and $B$ are maximally entangled, it is easy to verify that $H_{\text{min}}(X|B)_\rho = -\ell$ and $H_{\text{min}}(X) = \ell$. Also, the factor 2 is crucial for the application in proving the lower bound of superdense coding. For more detail, see [CCLW17].

On the other hand, when $B$ is separable from $(X, Z)$, the loss of the entropy is at most $\ell$ instead of $2\ell$. Specifically, when the leakage $B$ is classical, there is no entanglement between $Z$ and $B$. 
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**Theorem 2.10** (Chain rule for quantum min-entropy of separable states). Let \( \rho = \rho_{XZB} \) be a separable state on the space \( (X \otimes Z) \otimes B \). Namely, \( \rho_{XZB} = \sum_k p_k \rho_{XZ}^k \otimes \rho_B^k \). Suppose \( B \) is an \( \ell \)-qubit system. Then
\[
H_{\min}(X|ZB)_{\rho} \geq H_{\min}(X|Z)_{\rho} - \ell.
\]

### 2.4 Matrix Multiplicative Weights Update Method

Matrix Multiplicative Weights Update (MMWU) Method is a generalization of multiplicative weights algorithm. It is a fundamental technique in learning theory and provides a way to approximate an unknown function efficiently in an iterative way. Numerous applications on faster algorithms for SDPs [AHK12, Kal07] and classical simulations of quantum complexity classes [JW09, JJUW10, Wu10, GW13]. In the matrix generalization, a weight vector is generalized to a weight matrix. We will use the following abstraction of the MMWU method.

**Theorem 2.11** (Matrix multiplicative weights update method [Kal07, Thm. 10]). Fix \( \eta \in (0, 1/2) \) and let \( L^{(1)}, \ldots, L^{(T)} \) be arbitrary \( d \times d \) “loss” matrices with \( -c_1 \cdot \text{id}_d \leq L^{(t)} \leq c_2 \cdot \text{id}_d \forall t \in [T] \). Define \( d \times d \) weight matrices \( W^{(1)}, \ldots, W^{(T)} \) and density operators \( \rho^{(1)}, \ldots, \rho^{(T)} \in \text{Dens}(\mathbb{C}^d) \) by the following update algorithm.

1. Initialization: \( W^{(1)} = \text{id}_d \)
2. For \( t = 1, \ldots, T \),
   (a) Normalization: \( \rho^{(t)} = W^{(t)}/\text{Tr}(W^{(t)}) \)
   (b) Update: \( W^{(t+1)} = W^{(t)} \cdot \exp(-\eta L^{(t)}) \)

Then for all density operators \( \sigma \in \text{Dens}(\mathbb{C}^d) \), we have
\[
\frac{1}{T} \sum_{t=1}^{T} \langle \rho^{(t)}, L^{(t)} \rangle \leq \frac{1}{T} \sum_{t=1}^{T} \langle \sigma, L^{(t)} \rangle + (c_1 + c_2) \left( \eta + \frac{\ln d}{\eta T} \right).
\]

Particularly, let \( c_1 \) and \( c_2 \) be constants, and \( \eta = \sqrt{\ln d/T} \), we have
\[
\frac{1}{T} \sum_{t=1}^{T} \langle \rho^{(t)}, L^{(t)} \rangle \leq \frac{1}{T} \sum_{t=1}^{T} \langle \sigma, L^{(t)} \rangle + O \left( \frac{\sqrt{\log d}}{T} \right).
\]

### 2.5 Quantum Tomography

In a quantum tomography problem, one wants to learn the behavior or even a description of a quantum circuit or quantum state. In our applications, we specifically want to solve the following problem. We show more details and the proofs of related lemmas in Appendix A.

**Definition 2.12** (QCKT-Tomography Problem). The QCKT-Tomography \((s, d, \varepsilon, \gamma)\) problem is a computational problem defined as follows:

- **Input:** a description of a quantum circuit \( C : \text{Dens}(\mathbb{C}^d) \rightarrow \{0,1\} \) of size-\( s \), and an error parameter \( 0 < \varepsilon < 1 \).
• Task: let \( \Pi \) be the corresponding BPOVM of \( C \). Output an explicit description (as matrices) of BPOVM \( \tilde{\Pi} \) such that \( \| \Pi - \tilde{\Pi} \|_{op} \leq \varepsilon \) with probability \( 1 - \gamma \).

**Lemma 2.13.** There exists a (uniform) quantum algorithm that solves the QCkt-Tomography\((s, d, \varepsilon, \gamma)\) Problem in time \( \text{poly}(s, d, 1/\varepsilon, \log(1/\gamma)) \).

### 3 Quantum Indistinguishability / Pseudorandomness

#### 3.1 Quantum Indistinguishability

Computational indistinguishability is a fundamental concept of computational complexity and pseudorandomness. It provides a relaxed way to describe the similarity of two random objects. Informally, computational indistinguishability only requires that two random objects cannot be distinguished by efficient algorithms/circuits. Two objects may be indistinguishable by a bounded algorithm even if their entropies difference is significant.

We use \((s, \varepsilon)\)-indistinguishability to describe two objects cannot be distinguished with advantage more than \( \varepsilon \) by all \( s \)-size circuits with ancilla bits initialized to \( |0\rangle \)s. Contrary, we use \((s, \varepsilon)^*\)-indistinguishability when the ancilla bits can be initialized as any quantum states. Formally, we have the following definitions.

**Definition 3.1.** Quantum states \( \rho \) and \( \sigma \) on \( \mathcal{H} \) are \((s, \varepsilon)\)-quantum-indistinguishable if for all size-\( s \) quantum distinguishers \( D \) with ancilla bits initialized to \( |0\rangle \)s,

\[
| \mathbb{E}[D(\rho)] - \mathbb{E}[D(\sigma)] | \leq \varepsilon.
\]

Moreover, we say that \( \rho \) is an \((s, \varepsilon)\)-quantum-pseudorandom state if \( \rho \) is \((s, \varepsilon)\)quantum-indistinguishable from the maximally mixed state on \( \mathcal{H} \).

**Definition 3.2.** Quantum states \( \rho \) and \( \sigma \) on \( \mathcal{H} \) are \((s, \varepsilon)^*\)-quantum-indistinguishable if for all size-\( s \) quantum distinguishers \( D \) with arbitrary ancilla bits \( \tau \),

\[
| \mathbb{E}[D(\rho)] - \mathbb{E}[D(\sigma)] | \leq \varepsilon.
\]

Moreover, we say that \( \rho \) is an \((s, \varepsilon)^*\)-quantum-pseudorandom state if \( \rho \) is \((s, \varepsilon)^*\)quantum-indistinguishable from the maximally mixed state on \( \mathcal{H} \).

If we consider the indistinguishability in asymptotic settings, in the case that the algorithm with classical advice, equivalently, it can be described as an ensemble of nonuniform quantum circuits \( \{C_n\}_{n \in \mathbb{N}} \) where their ancilla bits are initialized to be all \( |0\rangle \)s. On the other hand, the algorithm with quantum advice can be described as an ensemble of quantum circuits \( \{C_n\}_{n \in \mathbb{N}} \) where their ancilla bits are initialized to be \( \{\tau_n\}_{n \in \mathbb{N}} \). Note that \( \tau_n \) can only depend on \( n \) and could be a state that cannot be generated efficiently.

**Definition 3.3.** Let \( s : \mathbb{N} \rightarrow \mathbb{N} \) and \( \varepsilon : \mathbb{N} \rightarrow \mathbb{R} \) be two functions. Let \( \{\rho_n\}_{n \in \mathbb{N}} \) and \( \{\sigma_n\}_{n \in \mathbb{N}} \) be two quantum state ensembles where \( \rho_n, \sigma_n \in \text{Dens}(\mathbb{C}^d) \). We say \( \{\rho_n\}_{n \in \mathbb{N}} \) and \( \{\sigma_n\}_{n \in \mathbb{N}} \) are \((s, \varepsilon)\)-quantum-indistinguishable (resp., \((s, \varepsilon)^*\)-quantum-indistinguishable), if for every non-uniform ensemble of quantum circuit with classical (resp. quantum) advice \( \{C_n\}_{n \in \mathbb{N}} \), and the size of \( C_n \) is at most \( s(n) \), we have for all \( n \in \mathbb{N} \),

\[
| \mathbb{P}[C_n(\rho_n) = 1] - \mathbb{P}[C_n(\sigma_n) = 1] | \leq \varepsilon(n).
\]
Now let’s consider the uniform setting. A quantum polynomial time algorithm is a uniform ensemble of quantum circuit \( \{ C_n \}_{n \in \mathbb{N}} \), which can be generated by a Turing machine in poly\((n)\) time. Without loss of generosity, we can still assume the ancilla bits are initialized to all \(|0\rangle\)s. If two ensembles are indistinguishable by all polynomial-time algorithms, they are computationally indistinguishable. Formally,\(^{\text{Definition 3.4.}}\) Let \( \{ \rho_n \}_{n \in \mathbb{N}} \) and \( \{ \sigma_n \}_{n \in \mathbb{N}} \) be two quantum state ensembles where \( \rho_n, \sigma_n \in \text{Dens}(\mathbb{C}^2^n) \).

We say \( \{ \rho_n \}_{n \in \mathbb{N}} \) and \( \{ \sigma_n \}_{n \in \mathbb{N}} \) are quantum-indistinguishable, if for every quantum polynomial time algorithm \( \{ C_n \}_{n \in \mathbb{N}} \) and any polynomial function \( p(\cdot) \), for all but finitely many \( n \), we have

\[
|\Pr[C_n(\rho_n) = 1] - \Pr[C_n(\sigma_n) = 1]| \leq \frac{1}{p(n)}.
\]

3.2 Pseudorandom Pure State

Classically, there exists a random variable ensemble \( \{ X_n \in \{0, 1\}^n \}_{n \in \mathbb{N}} \) that is far from the uniform distribution \( U_n \) but are computationally indistinguishable from \( U_n \) by any algorithm runs in poly\((n)\) time. Note that the min-entropy of such \( X_n \) strings is at least \( \omega(\log n) \). In the quantum setting, we have a pseudorandom state as an analogue. We will state the results in non-uniform settings. Also, we fix the security parameter for simplicity. The following result of Bremner, Mora, and Winter [BMW09] (stated in our language) says that a pseudorandom object can be a pure state, which has zero entropy.

**Theorem 3.5 ([BMW09]).** For all \( s \in \mathbb{N} \) and \( \varepsilon > 0 \), there exists an \( (s, \varepsilon) \)-quantum-pseudorandom pure state \( \rho = |\psi\rangle\langle \psi| \in \text{Dens}(\mathbb{C}^{2^m}) \) with \( m = O(\log(s/\varepsilon)) \) that is \( (s, \varepsilon) \)-pseudorandom. Furthermore, such \( \rho \) can be obtained by a uniformly random pure state \( |\psi\rangle\langle \psi| \in \text{Dens}(\mathbb{C}^{2^m}) \) with all but \( 2^{-\Omega(2^m)} \) probability.

We emphasize that the existence of a pseudorandom pure state only holds when we consider distinguishers without quantum advice. Otherwise, for a pure state \( \rho \), one can hardwire the same state as an advice, then it can be distinguished from a maximally mixed state by using Swap Test.

Here we provide a simpler sampling method to show the existence of pseudorandom pure state, whose coefficients are all \( 2^{-m/2} \) or \( 2^{m/2} \).

**Theorem 3.6.** For all \( s \in \mathbb{N} \) and \( \varepsilon > 0 \), there exists \( m = O(\log(s/\varepsilon)) \) such that, if we uniformly sample \( (\alpha_1, \ldots, \alpha_{2^m}) \) from \( \{-2^{-m/2}, -2^{-m/2} \}^{2^m} \) and let \( \rho = \sum_{i=1}^{2^m} \alpha_i |(i)\rangle \), then with all but \( 2^{-\Omega(2^m)} \) probability, \( \rho \) is an \( (s, \varepsilon) \)-quantum-pseudorandom pure state.

**Proof.** Let \( A : \text{Dens}(\mathbb{C}^{2^m}) \rightarrow \{0, 1\} \) be some fixed quantum distinguisher corresponding to a BPOVM \( \Pi \). Then

\[
\Pr[A(\rho_{\text{mix}}) = 1] = \frac{1}{2^m} \langle \Pi, \text{id}_{2^m} \rangle = \frac{1}{2^m} \sum_{(i)} \langle (i) | \Pi | (i) \rangle ,
\]

where the probability is over the measurement taken by \( A \). For a fixed \( \rho = |\psi\rangle\langle \psi| \) with \( |\psi\rangle = \sum_{(i)} \alpha_i |(i)\rangle \), we have

\[
\Pr[A(\rho) = 1] = \langle \Pi_1, |\psi\rangle\langle \psi| \rangle = \sum_{i, j \in [2^m]} \alpha_i^* \alpha_j \langle (i) | \Pi_1 | (j) \rangle = \sum_{(i)} |\alpha_i|^2 \langle (i) | \Pi_1 | (i) \rangle + \sum_{i \neq j} \alpha_i^* \alpha_j \langle (i) | \Pi_1 | (j) \rangle ,
\]
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Taking expectation over $\alpha = (\alpha_1, \ldots, \alpha_{2^m})$, we have
\[
E_\alpha [\Pr[A(\rho) = 1]] = E_\alpha \left[ \sum_i |\alpha_i|^2 \langle (i)|\Pi_1 |(i)\rangle \right] + E_\alpha \left[ \sum_{i \neq j} \alpha_i^* \alpha_j \langle (i)|\Pi_1 |j\rangle \right] = \frac{1}{2m} \sum_{(i)} \langle (i)|\Pi_1 |(i)\rangle = \Pr \left[ A(\rho^{(m)}_{\text{mix}}) = 1 \right].
\]

For a fixed distinguisher $A$, define the function on a hypercube $f : \{-2^{-m/2}, -2^{-m/2}\}^{2^m} \to [0, 1]$ as
\[
f(\alpha_1, \cdots, \alpha_{2^m}) = \Pr [A(\rho) = 1] = \alpha \Pi \alpha^\dagger.
\]

Now we are going to show the concentration using Talagrand’s inequality. To that end, we first find the \textit{Lipschitz constant} $\eta$ of the function $f$.
\[
|f(\alpha) - f(\beta)| = |\alpha \Pi \alpha^\dagger - \beta \Pi \beta^\dagger| \\
\leq |\alpha \Pi \alpha^\dagger - \alpha \Pi \beta^\dagger + \alpha \Pi \beta^\dagger - \beta \Pi \beta^\dagger| \\
\leq \|\alpha \Pi\|_2 \cdot \|\alpha - \beta\|_2 + \|\alpha^\dagger - \beta^\dagger\|_2 \cdot \|\Pi \beta^\dagger\|_2 \\
\leq 2 \|\Pi\|_{\text{op}} \|\alpha - \beta\|_2 \\
\leq 2 \|\alpha - \beta\|_2,
\]

where the second inequality follows from the Cauchy-Schwartz inequality of the Hilbert-Schmidt inner product of two operators. Therefore the Lipschitz constant $\eta$ of the function $f$ is at most 2. Also, $f$ is a convex function.
\[
f((\alpha + \beta)/2) \leq f((\alpha + \beta)/2) + f((\alpha - \beta)/2) = \frac{1}{2} \left( \alpha \Pi \alpha^\dagger + \beta \Pi \beta^\dagger \right) = \frac{1}{2} (f(\alpha) + f(\beta))
\]

Now we are ready to apply the Talagrand’s concentration inequality: Let $\alpha_1, \cdots, \alpha_M$ be independent random variables with $|X_i| \leq K$ and $f : \mathbb{R}^n \to \mathbb{R}$ be a $\eta$-Lipschitz convex function, then there exists a constant $C$ such that for all $t$
\[
\Pr_\alpha \left[ |f(\alpha) - E[f(\alpha)]| \geq Kt \right] \leq 2^{-Ct^2/\eta^2}.
\]

Take $M = 2^m$, $K = 2^{-m/2}$, $t = 2^{m/2} \varepsilon$ and $\eta = 2$, we have
\[
\Pr_\alpha \left[ \left| \Pr[A(\rho) = 1] - \Pr \left[ A(\sigma^{(m)}_{\text{mix}}) = 1 \right] \right| \geq \varepsilon \right] = \Pr_\alpha \left[ |f(\alpha) - E[f(\alpha)]| \geq \varepsilon \right] \leq 2^{-\Omega(\varepsilon^22^m)}.
\]

There are only $s^O(s) = 2^{O(s \log s)}$ many different quantum circuits of size $s$. We can choose some $m = O(\log(s/\varepsilon))$ such then by union bound, there exists a quantum state $\rho$ such that for every quantum circuit $A$ of size $s$, we have
\[
\left| \Pr[A(\rho) = 1] - \Pr \left[ A(\sigma^{(m)}_{\text{mix}}) = 1 \right] \right| \geq \varepsilon.
\]

$\square$
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An interesting follow-up question is that whether we can explicitly generate pseudorandom pure states, say as the output of a small quantum circuit (with no measurements) on input $|0^n\rangle$ — which we could think of as a “seedless” pseudorandom generator. If the generator is of polynomial size, then its output cannot be pseudorandom against all polynomial-sized distinguishers, because (measurement-free) quantum computation is reversible. But if we allow the generator circuit to be larger than the distinguishers then it is conceivable to have a pseudorandom pure state as output. As aforementioned, in [BHH12, BHH16], they use probabilistic method to show the existence of a generator circuit of size $n^{11k+9}$ that can fool all $n^k$-size quantum distinguishers. It would be interesting to construct such generators explicitly under plausible (quantum) complexity assumptions.

4 Quantum Computational Entropy

A uniform distribution can be seen as a special case that it has a full amount of (min-) entropy. Similar to the definition of pseudorandomness, one can naturally generalize the concept of entropy in information theory to pseudoentropies in computational settings. The pseudoentropy notions are useful in cryptography and constructions of pseudorandom generators because it suffices to handle adversaries with adversaries with limited computational resources.

As one can expect, there are different ways to define computational (min-) entropies. In this section, we will explore some of the possible relaxations of min-entropy and show some connections. First, we introduce the quantum analogue of non-uniform min-max theorem [VZ13], which is an elementary tool of proving the relationship between entropies and the Leakage Chain Rule of a computational min-entropy in Section 6.

4.1 Quantum Non-Uniform Min-Max Theorem

We begin with von Neumann’s Min-Max Theorem for the zero sum game with two players. Let the strategy spaces of Player 1 and Player 2 be $A$ and $B$, respectively, and the payoff function be $g : A \times B \rightarrow [-1, 1]$. The theorem says that if for every mixed strategy $A \in \text{Conv}(A)$, Player 2 can respond $b \in B$ so that the expected payoff $E_a[g(a, b)] \geq p$, then Player 2 has an universal mixed strategy $B \in \text{Conv}(B)$ that guarantees the same payoff regardless of the strategy of Player 1. Namely, for all $a \in A, E_b[g(a, b)] \geq p$. In many applications in cryptography and complexity theory, (e.g., [Imp95, RTTV08, DP08, GW11, VZ12]), people consider the strategy space $A$ to be a set of distributions over $\{0, 1\}^n$. Moreover, those applications require not only the existence of a universal mixed strategy, but also a strategy with low complexity (measured in the number of pure strategies of Player 2).

In this section, we generalize the classical non-uniform Min-max theorem in [VZ12] to the quantum setting. Specifically, the game we consider has the following structure. The strategy space $A$ is in $\text{Dens}(\mathbb{C}^d)$. The payoff function $g : \text{Conv}(A) \times B \rightarrow [0, 1]$ is restricted to the form $g(a, b) = \langle a, f(b) \rangle$ where $f$ is a function maps $B$ to a $d$-dimension matrix $M$ with $0 \leq M \leq \text{id}_d$. Note that if we restrict both player 1’s strategy and $M$ to be diagonal matrices, then it replicates the above classical definition with $d = 2^n$.

**Theorem 4.1 (Quantum Non-uniform Min-Max Theorem).** Consider the above quantum zero-sum game. Suppose that for every mixed strategies $a \in \text{Conv}(A)$ of Player 1, there exists a pure strategy $b \in B$ such that $g(a, b) \geq p$. Then for every $\varepsilon \in (0, 1/2)$, there exists some mixed strategy $\hat{B}$ of Player 2 such that for every strategy $a \in A$ of Player 1, $E_{\hat{b} \sim \hat{B}}[g(a, b)] \geq p - \varepsilon$. Moreover, $\hat{B}$ is the uniform distribution over a multi-set $S$ consists of at most $\tilde{O}(\log d/\varepsilon^2)$ strategies in $B$. 
Notice that we only assume $\text{Conv}(A)$ is contained in $\text{Dens}(\mathbb{C}^d)$ but not equal. Indeed, for the application in Section 4.2, $\text{Conv}(A)$ will be the set of all high entropy quantum states. As a result, directly applying the MMWU algorithm shown Theorem 2.11 by letting $\rho^{(t)} = a^{(t)}$ does not suffice for proving this theorem, because there is no guarantee that the (normalized) weight matrix still belongs $\text{Conv}(A)$ after the update. To fix that, we have to “project” the weight matrix back to the set $\text{Conv}(A)$.

**Definition 4.2 (KL Divergence of Quantum States).** Let $\rho$ and $\sigma$ be two density matrices, the KL divergence (relative entropy) between them is defined as

$$D(\rho || \sigma) = \text{Tr}(\rho (\log \rho - \log \sigma)).$$

**Definition 4.3 (KL Projection).** Let $\sigma$ be quantum states on $\text{Dens}(\mathbb{C}^d)$, which contains a convex set $A$. $\rho^*$ is a KL projection of $\sigma$ on $A$ if

$$\rho^* = \arg \min_{\rho \in A} D(\rho || \sigma)$$

**Proof.** We consider the following MMWU procedure (modified from ones in [TRW05, WK12]) to obtain the multi-set $S$:

**Procedure 4.1**

1. Initially, $W^{(1)} = \text{id}_d$, $a^{(1)} = \frac{1}{d} \text{id}_d$.
2. For $t = 1, \ldots, T$,
   (a) Obtain the best strategy of Player 2:

   $$b^{(t)} = \arg \max_{b \in B} g(a, b) = \arg \max_{b \in B} \langle a, f(b) \rangle.$$  

   (b) Update the weight matrix: $a^{(t+1)'} = \exp(\log a^{(t)} - \eta f(b^t))$ where $\eta = \sqrt{\frac{\ln d/T}{T}} < 1$.

   (c) Do a normalization to get a density matrix: $a^{(t+1)''} = a^{(t+1)'} / \text{Tr} \left( a^{(t+1)'} \right)$.

   (d) Let $a^{(t+1)}$ be a KL projection of $a^{(t+1)''}$ on $\text{Conv}(A)$.
3. Output $S = \{b^{(1)}, \ldots, b^{(T)}\}$.

We emphasize that the algorithm differs from the one in Theorem 2.11 in two places. First, as mentioned before, we have the step (d): project the weight matrix back to the convex set. Second, in the step (b), instead of multiply the update matrix to $a^{(t)}$, we put $a^{(t)}$ in the exponent. Note that they are not equivalent because matrix does not commute in multiplication generally. This modification is needed if we want to prove the same property using KL-divergence.

Considering the above procedure, similar to the Theorem 2.11, we have

$$\frac{1}{T} \sum_{t=1}^{T} \langle a, f(b^{(t)}) \rangle \geq \frac{1}{T} \sum_{t=1}^{T} \langle a^{(t)}, f(b^{(t)}) \rangle - O \left( \sqrt{\log d/T} \right)$$

Without the projection step, the above inequality was shown in [TRW05, WK12], they showed the above inequality when the procedure without step (d). Even though, when there is the projection step, the proof much follows the ones in [TRW05, WK12]. For the completeness, we prove it as Lemma C.2.
Additional to the inequality, by the fact that in the step 2(b), $b^{(t)}$ is the best strategy against $a^{(t)}$, we have for all $a \in A$,

$$\frac{1}{T} \sum_{t=1}^{T} \langle a, f(b^{(t)}) \rangle \geq \frac{1}{T} \sum_{t=1}^{T} \langle a^{(t)}, f(b^{(t)}) \rangle - O\left(\sqrt{\log d/T}\right) \geq p - O\left(\sqrt{\log d/T}\right)$$

Set $T = O(\log d/\varepsilon^2)$, we get

$$\forall a, \ E_{b \leftarrow S} [g(a, b)] = \frac{1}{T} \sum_{t=1}^{T} \langle a, f(b^{(t)}) \rangle \geq p - \varepsilon.$$

\[\Box\]

4.2 Computational Min-entropy

In the classical setting, a definition of computational entropy was given by Håstad et. al. [HILL99]. It says that a random variable $X$ has HILL pseudo-min-entropy (HILL pseudoentropy for short) at least $k$ if it is indistinguishable from some random variable $Y$ with (true) min-entropy (with $B$ trivial in Definition 2.4) at least $k$. Another natural definition of computational entropy is the Metric pseudo-(min)-entropy which switches the quantifiers in the definition of HILL pseudentropy. That is, $X$ has metric pseudoentropy at least $k$ if, for every efficient distinguisher, there exists a random variable $Y$ with min entropy at least $k$ such that $X$ and $Y$ cannot be distinguished by the distinguisher. One can also define computational entropies (when $X$ is classical) via guessing probabilities. Recall that using guessing probability, one can equivalently define the conditional min-entropy (cf. Lemma 2.8). We can also get a relaxed notion by restricting the complexity of guessing algorithms, and we call it guessing pseudoentropy. Below, we formally define the quantum analogues of those relaxed notions.

**Definition 4.4** (Conditional (relaxed-)HILL pseudoentropy). Let $\rho = \rho_{XB}$ be a bipartite quantum state in $\text{Dens}(X \otimes B)$. We say $X$ conditioned on $B$ has $(s, \varepsilon)$-relaxed-HILL pseudoentropy $H_{s,\varepsilon}^{\text{HILL}}(X|B)_{\rho} \geq k$ if there exists a bipartite quantum state $\sigma_{XB}$ on $\text{Dens}(X \otimes B)$ such that (i) $H_{\text{min}}(X|B)_{\sigma} \geq k$, and (ii) $\rho_{XB}$ and $\sigma_{XB}$ are $(s, \varepsilon)$-indistinguishable. In addition, if $\text{Tr}_X(\rho_{XB}) = \text{Tr}_X(\sigma_{XB})$, we say $X$ conditioned on $B$ has (regular) HILL pseudoentropy $H_{s,\varepsilon}^{\text{HILL}}(X|B)_{\rho} \geq k$.

As in the definition of conditional relaxed-HILL pseudoentropy [HLR07], we do not require the reduced states $\rho_B$ and $\sigma_B$ being equal in relaxed-HILL pseudoentropy. In the classical case, the relaxed HILL notion satisfies a chain rule even when a prior knowledge $Z$ is present, while for the regular HILL pseudoentropy, a counterexample exists (under a standard assumption) [KPW13]. Another remark here is that when the length of $B$ is $O(\log n)$, it is not hard to see that the two definitions are equivalent in the classical case. However, we do not know whether that is still the case if $B$ is a quantum state of $O(\log n)$ qubits.

**Definition 4.5** (Conditional (relaxed-)metric pseudoentropy). Let $\rho = \rho_{XB}$ be a bipartite quantum state in $\text{Dens}(X \otimes B)$. We say that $X$ conditioned on $B$ has $(s, \varepsilon)$-relaxed-metric pseudoentropy $H_{s,\varepsilon}^{\text{metric-relx}}(X|B)_{\rho} \geq k$ if for all size-$s$ quantum distinguisher $D$, there exists a bipartite quantum state $\sigma_{YC}$ on $\text{Dens}(X \otimes B)$ such that (i) $H_{\text{min}}(X|B)_{\sigma} \geq k$ and (ii) $|E[D(\rho_{XB})] - E[D(\sigma_{XB})]| < \varepsilon$. In addition, if $\text{Tr}_X(\rho_{XB}) = \text{Tr}_X(\sigma_{XB})$, we say $X$ conditioned on $B$ has (regular) metric pseudoentropy $H_{s,\varepsilon}^{\text{metric}}(X|B)_{\rho} \geq k$. 
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Definition 4.6 (Guessing pseudoentropy). Let $\rho_{XB} = \sum_{x \in \{0,1\}^n} p_x |x\rangle \otimes \rho_B^x$ be a cq-state. We say that $X$ conditioned on $B$ has $(s,\varepsilon)$-quantum guessing pseudoentropy $H_{s,\varepsilon}^{\text{guess}}(X|B)_{\rho} \geq k$ if for every quantum circuit $A$ of size $s$, the probability of guessing $X$ correctly given $B$ by the circuit $A$ is $P_A^{\text{guess}}(X|B) \leq 2^{-k} + \varepsilon$.

4.3 Connections between computational notions

HILL pseudoentropy v.s. metric pseudoentropy In the classical case, it is known that the HILL and metric entropies are interchangeable [BSW03] up to some degradation in the size of distinguishers. With the equivalence, metric pseudoentropy is a useful intermediate notion to obtain tighter security proof in a number of cases (e.g., [DP08, FOR15]). Here we will show the analogue transformation in the quantum case.

**Theorem 4.7** ((relaxed-)HILL $\iff$ (relaxed-)metric). Let $\rho_{XB}$ be a bipartite quantum system in $\text{Dens}(X \otimes B)$ where $\text{dim}(X) = N$ and $\text{dim}(B) = L$. If $H_{s,\varepsilon}^{\text{metric}}(X|B)_{\rho} \geq k$ (resp., $H_{s,\varepsilon}^{\text{metric-rel}}(X|B)_{\rho} \geq k$), then $H_{s,\varepsilon'}^{\text{HILL}}(X|B) \geq k$ (resp., $H_{s,\varepsilon'}^{\text{HILL-rel}}(X|B) \geq k$), where $\varepsilon' = \varepsilon + \delta$ and $s = s' \cdot O \left((\log N + \log L)/\delta^2\right)$ for any $\delta > 0$.

**Proof.** For the sake of contradiction, let $H_{s,\varepsilon'}^{\text{HILL}}(X|B)_{\rho} < k$. Then for all $\sigma_{XB} \in \text{Dens}(X \otimes B)$ with $H_{s,\varepsilon'}^{\text{metric}}(X|B)_{\sigma} \geq k$ and $\rho_B = \sigma_B$, there exists a quantum distinguisher $D : \text{Dens}(X \otimes B) \rightarrow \{0,1\}$ of size $s'$ such that

$$E[D(\rho_{XB})] - E[D(\sigma_{XB})] > \varepsilon'.$$

We define the following zero-sum game:

- The strategy space of Player 1 is $A = \{\sigma_{XB} \in \text{Dens}(X \otimes B) : H_{s,\varepsilon'}^{\text{metric}}(X|B)_{\sigma} \geq k\}$.
- The strategy space of Player 2 $B$ is a set of all distinguishers $D : \text{Dens}(X \otimes B) \rightarrow \{0,1\}$ of size $s'$.
- For the payoff function $g : A \times B \rightarrow [0,1]$, we first define the auxiliary mapping $f$. For an input distinguisher $D \in B$, let $\Pi$ be its BPOVM, we let

$$f(D) = \frac{1}{2} \left(E[D(\rho_{XB})] \cdot \id_{\dim(N+L)} - \Pi + \id_d\right).$$

Then

$$g(\sigma_{XB},D) = \langle \sigma_{XB}, f(D) \rangle = \left(E[D(\rho_{XB})] - E[D(\sigma_{XB})] + 1\right)/2.$$

Note that the strategy space $A$ is convex, and by the assumption, for all $\sigma_{XB} \in A = \text{Conv}(A)$, there exists a distinguisher $D \in B$ such that $g(\sigma_{XB}, D) > (1 + \varepsilon')/2$. By Theorem 4.1, there exists a circuit $\tilde{D}$ of size $s' \cdot O \left((\log N + \log L)/\delta^2\right)$ such that for all $\sigma_{XB}$ with $H_{s,\varepsilon'}^{\text{metric}}(X|B)_{\sigma} \geq k$

$$\left(E[\tilde{D}(\rho_{XB})] - E[\tilde{D}(\sigma_{XB})] + 1\right)/2 > (1 + \varepsilon')/2 - \delta/2$$

$$E[\tilde{D}(\rho_{XB})] - E[\tilde{D}(\sigma_{XB})] > \delta$$

which contradict the assumption $H_{s,\varepsilon'}^{\text{metric}}(X|B)_{\rho} \geq k$. \qed
Remark 4.8. In the above discussion, we define the computational entropies and state the theorems only respect to quantum distinguishers with classical advice. One can also consider HILL/metric pseudoentropy respect to quantum distinguishers with quantum advice. The transformation between metric and HILL pseudoentropy still works in this model, since in the proof, we view distinguishers as BPOVM matrices without utilizing the fact that the advice is classical.

Guessing pseudoentropy v.s. HILL pseudoentropyVadhan and Zheng showed that in the classical case, the HILL pseudoentropy and the guessing pseudoentropy are equivalent when \( n \) is logarithmic in the security parameter [VZ12]. In fact when \( n = 1 \), the equivalence between the HILL pseudoentropy and the guessing pseudoentropy implies Impagliazzo’s Hardcore Theorem [Imp95] and vice versa. However, in the quantum case, we do not know whether these two definitions are equivalent. All the proofs suffer the same barrier, and we will mention it in Section 8. Briefly speaking, a proof cannot be extended to the quantum case if it relies on estimating the acceptance probability of a given quantum state. Therefore, connections between guessing pseudoentropy and other pseudoentropy notions remain as interesting open problems.

5 Quantum Relative Min-Entropy

In this section, we consider relative min-entropy in the quantum setting. By definition, it can be seen as a generalization of min-entropy. That is, the relative min-entropy between a quantum state \( \rho \in \text{Dens}(C^{2^n}) \) and a \( 2^n \)-dimension maximally mixed state is exactly \( n \) minus the min-entropy of \( \rho \). As for min-entropy notions, we can also consider the computational relaxations of relative min-entropy. Since relative min-entropy defines a “distance” between two states, there are more possible ways to define its relaxed notions. Classically, some relations between different relaxations are described by the Dense Model Theorem [RTTV08]. In Section 5.2, we review the theorem and consider a variation to show more connections among the various notions. For the quantum case, we show in Section 5.3 that some notions are not equivalent, which can be interpreted as that a “Quantum Dense Model Theorem” does not hold.

5.1 Definition

Following the HILL-type generalization, there are already two ways to generalize the relative min-entropy (Definition 2.1) to computational notions. First, we can say if \( \rho \) has computational relative min-entropy with respect to \( \sigma \), then there exists \( \rho' \) that is \( (s, \varepsilon) \)-indistinguishable from \( \rho \) and has bounded relative min-entropy respective to \( \sigma \) entropy. Or, we can have \( \sigma' \) that is indistinguishable from \( \sigma \) as the bridge.

Definition 5.1 (HILL-1 relative min-entropy). Let \( \rho \) and \( \sigma \) be density operators of the same system. \( D_{s,\varepsilon}^{\text{HILL-1}}(\rho\|\sigma) \leq \lambda \) if there exists \( \rho' \) that is \( (s, \varepsilon) \)-indistinguishable from \( \rho \) and \( D_{\infty}(\rho'\|\sigma) \leq \lambda \).

Definition 5.2 (HILL-2 relative min-entropy). Let \( \rho \) and \( \sigma \) be density operators of the same system. \( D_{s,\varepsilon}^{\text{HILL-2}}(\rho\|\sigma) \leq \lambda \) if there exists \( \sigma' \) that is \( (s, \varepsilon) \)-indistinguishable from \( \rho \) and \( D_{\infty}(\rho\|\sigma') \leq \lambda \).

By switching the quantifiers, we can also have two metric-type generalizations.

Definition 5.3 (metric-1 relative min-entropy). Let \( \rho \) and \( \sigma \) be density operators of the same system. \( D_{s,\varepsilon}^{\text{metric-1}}(\rho\|\sigma) \leq \lambda \) if for all \( s \)-size quantum distinguisher \( A \), there exists \( \rho' \) such that (i) \( D_{\infty}(\rho'\|\sigma) \leq \lambda \). (ii) \( E[A(\rho)] - E[A(\rho')] < \varepsilon \).
**Definition 5.4** (metric-2 relative min-entropy). Let \( \rho \) and \( \sigma \) be density operators of the same system. \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma) \leq \lambda \) if for all s-size quantum distinguisher \( A \), there exists \( \sigma' \) such that (i) \( D_\infty(\rho \| \sigma') \leq \lambda \), (ii) \( E[A(\sigma)] - E[A(\sigma')] < \varepsilon \).

Another approach is to follow the “guessing-type” generalization. As in min-entropy, there is an equivalent way to define relative min-entropy, using unbounded circuits. Naturally, we can also relax the definition by restricting the size of the circuits.

**Definition 5.5** (Pseudo relative min-entropy). Let \( \rho \) and \( \sigma \) be density operators of the same system. Then \( D_{s,\varepsilon}^{\text{pseudo}}(\rho \| \sigma) \leq \lambda \) if for all s-size quantum distinguisher \( A \), we have \( E[A(\rho)] \leq 2^k E[A(\sigma)] + \varepsilon \).

By the definitions, we immediately have the following relations.

**Proposition 5.6.** Let \( \sigma_{\text{mix}} \) be the maximally mixed state in \( \text{Dens}(C^M) \). For any \( k, s, \in \mathbb{N}, \varepsilon, \lambda > 0 \) and quantum states \( \rho, \sigma \in \text{Dens}(C^M) \), we have

1. \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma_{\text{mix}}) \leq \log M - k \) if and only if \( H_{s,\varepsilon}^{\text{HILL}}(\rho) \geq k \).
2. \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma_{\text{mix}}) \leq \log M - k \) if and only if \( H_{s,\varepsilon}^{\text{metric}}(\rho) \geq k \).
3. If \( D_{s,\varepsilon}^{\text{HILL}}(\rho \| \sigma) \leq \lambda \), then \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma) \leq \lambda \) and \( D_{s,\varepsilon}^{\text{pseudo}}(\rho \| \sigma) \leq \lambda \).
4. If \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma) \leq \lambda \), then \( D_{s,\varepsilon}^{\text{HILL}}(\rho \| \sigma) \leq \lambda \) and \( D_{s,\varepsilon}^{\text{pseudo}}(\rho \| \sigma) \leq \lambda \).

Since we can switch the quantifiers using the quantum min-max theorem (Theorem 4.1), the HILL-type and metric-type relative min-entropies are also interchangeable up to some parameter loss.

**Theorem 5.7.** Let \( \sigma \) and \( \rho \) be quantum states in \( \text{Dens}(\mathcal{H}) \) where \( \dim(\mathcal{H}) = N \). If \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma) \leq \lambda \) (resp., \( D_{s,\varepsilon}^{\text{metric}}(\rho \| \sigma) \leq \lambda \)), then \( D_{s',\varepsilon'}^{\text{HILL}}(\rho \| \sigma) \leq \lambda \) (resp., \( D_{s',\varepsilon'}^{\text{metric}}(\rho \| \sigma) \leq \lambda \)), where \( \varepsilon' = 2\varepsilon \) and \( s = s' \cdot O(\log N/\varepsilon^2) \).

**Proof.** Suppose for contradiction that \( D_{s,\varepsilon}^{\text{HILL}}(\rho \| \sigma) > \lambda \), then for all \( \rho' \) with \( D(\rho' \| \sigma) > \lambda \), there exists an \( s' \)-size distinguisher \( A \) such that \( E[A(\rho)] - E[A(\rho')] > \varepsilon' \). We consider the following zero-sum game:

1. The strategy space of Player 1 is \( \{ \rho' \in \text{Dens}(\mathcal{H}) : D(\rho' \| \sigma) > \lambda \} \).
2. The strategy space of Player 2 is a set of all \( s' \)-size distinguisher \( A : \text{Dens}(\mathcal{H}) \rightarrow \{0,1\} \).
3. Let the BPOVM of a distinguisher \( A \) be \( \Pi \). Define the auxiliary mapping \( f \), which maps \( A \) to \( E[A(\rho)] \text{id}_{\dim(\mathcal{H})} - \Pi \). Then the payoff for the player strategies \( \rho' \) and \( A \) is
   \[ g(\rho', A) = \langle \rho', f(A) \rangle = E[A(\rho)] - E[A(\sigma)]. \]
   By the nonuniform Quantum Min-max Theorem (Theorem 4.1), there exists a universal distinguisher of size \( s = s' \cdot (\log(N)/\varepsilon^2) \) such that for all \( \rho' \) with \( D(\rho' \| \sigma) > \lambda \),
   \[ E[A(\rho)] - E[A(\sigma)] > \varepsilon' - \varepsilon = \varepsilon. \]
   By the definition of metric relative entropy, we get \( D_{s,\varepsilon}^{\text{metric}}(\rho, \sigma) > \lambda \), which yields a contradiction. Similarly, we can have the same argument for type-2 notions. Note that, the strategy space of Player 1 is convex in either case, so Theorem 4.1 can be applied.

In the rest of the section, we will only focus on the HILL-type and guessing notions.
5.2 Classical Dense Model Theorem

In the classical case, the relation between HILL-1, HILL-2 and pseudo relative min-entropies are partly captured by Dense Model Theorem. Specifically, the Dense Model Theorem [RTTV08] indicates that HILL-2 relative min-entropy implies HILL-1 relative min-entropy. Also the strong Dense Model Theorem\(^4\) says that pseudo relative min-entropy implies HILL-1 relative min-entropy [MPRV09]. Here we additionally show that HILL-1 relative min-entropy also implies HILL-2 relative min-entropy. Therefore, all those three notions are equivalent in the classical setting. (See Figure 1 for their relationships)

Recall the definition of “density”. Suppose \(X,Y\) are distributions over \(\{0,1\}^n\). We say \(X\) is \(\delta\)-dense in \(Y\) if
\[
\forall x \in \{0,1\}^n, \ Pr[X = x] \leq \frac{1}{\delta} Pr[Y = x].
\]

Then \(X\) is \(2^{-\lambda}\)-dense in \(Y\) if and only if \(D_\infty(X\|Y) \leq \lambda\).

The statement of Dense Model Theorem is as follows.

**Theorem 5.8** (Dense Model Theorem [RTTV08]). For any \(s,n \in \mathbb{N}\) and \(0 < \varepsilon, \delta < 1\), let \(X,Y,Z\) be three distributions over \(\{0,1\}^n\) such that \(X\) and \(Y\) are \((s,\varepsilon)\)-indistinguishable and \(Z\) is \(\delta\)-dense in \(X\). Then there exists a distribution \(M\) over \(\{0,1\}^n\) such that \(M\) is \(\delta\)-dense in \(Y\) and \(M\) is \((s',\varepsilon')\)-indistinguishable form \(Z\), where \(s' = \text{poly}(s,1/\varepsilon, \log(1/\delta))\) and \(\varepsilon' = O(\varepsilon/\delta)\).

Figure 2 is the visualization of the relationships between the distributions in Dense Model Theorem. The theorem gives the positive answer of the existence of the distribution \(M\).

**Corollary 5.9.** For any \(s,n \in \mathbb{N}\), \(0 < \varepsilon < 1\) and \(\lambda > 0\), let \(X, Y\) be two distributions over \(\{0,1\}^n\) such that \(D_{s,\varepsilon}^{\text{HILL-2}}(X\|Y) \leq \lambda\), then \(D_{s',\varepsilon'}^{\text{HILL-1}} \leq \lambda\) where \(s' = \text{poly}(s,1/\varepsilon, \lambda)\) and \(\varepsilon' = O(\varepsilon \cdot 2^\lambda)\).

\(^4\)Strong Dense Model Theorem refers the theorem as Theorem 5.8. But instead of having \(X\) such that \(Z\) dense in \(X\) and \(Y\) computationally close to \(X\), we only need the “pseudo-dense” condition between \(Z\) and \(Y\).
Following a similar proof technique, Mironov Pandey Reingold and Vadhan also showed that pseudo relative min-entropy also imply HILL-1 relative-min-entropy \cite{MPRV09} up to some parameter loss (we call it “Strong Dense Model Theorem”). However, to the best of our knowledge, it has not been shown that whether pseudo relative min-entropy is a weaker notion than HILL-2 relative min-entropy. In fact, we can show that HILL-1 relative min-entropy also implies HILL-2 relative min-entropy. We state the lemma in the density language.

Lemma 5.10. Let Y, Z, M be three distributions over \{0, 1\}^n such that M is \(\delta\)-dense in Y and Z and M are \((s, \varepsilon)\)-indistinguishable. Then there exists a distribution X over \{0, 1\}^n such that Z is \(\delta\)-dense in X and X is \((s, \varepsilon)\)-indistinguishable from Y.

Proof. Since M is \(\delta\)-dense in Y, there exists a distribution Q such that \(Y = \delta M + (1 - \delta)Q\). Let \(X = \delta Z + (1 - \delta)Q\), and then clearly Z is \(\delta\)-dense in X. Moreover, X and Y are \((s, \varepsilon)\)-indistinguishable due to the indistinguishability between M and Z. \(\square\)

Therefore, all the three notions, pseudo, HILL-1 and HILL-2 relative-min entropies are all equivalent up to some parameter losses in the classical case.

5.3 Impossibility of Quantum Dense Model Theorem

As discussed previously, HILL-1, HILL-2 and pseudo relative min-entropies are equivalent for classical distributions and the relative entropy bound is logarithmic. In this section we will show a separation between the \(D_{\text{HILL}}\) and \(D_{\text{HILL}}\) relative min-entropies for quantum states. More specifically, we show that there exist quantum states \(\rho\) and \(\sigma\) such that \(D_{\text{HILL}}(\rho\|\sigma) < \log(1/\delta)\) but \(D_{\text{HILL}}(\rho\|\sigma) = \infty\). To this end, we use the language of Dense Model theorem.

We first define the notion of density for quantum states.

Definition 5.11 (\(\delta\)-dense). Suppose \(0 < \delta \leq 1\). A quantum state \(\sigma \in \text{Dens}(\mathcal{H})\) is \(\delta\)-dense in another quantum state \(\rho \in \text{Dens}(\mathcal{H})\) if \(\sigma \leq \frac{1}{\delta} \rho\).

By Definitions 5.11 and 2.1, saying \(\sigma\) is \(\delta\)-dense in \(\rho\) is equivalent to saying that \(\sigma\) has relative min-entropy at most \(\log(1/\delta)\) with respect to \(\rho\). Note that if \(\sigma\) and \(\rho\) are classical distributions, Definition 5.11 matches the classical definition.

To be consistent with the classical notation, \(\rho^X, \rho^Y, \rho^Z\) and \(\rho^M\) are different quantum states in the same space \(\text{Dens}(\mathbb{C}^N)\). Recall the Dense Model Theorem statement and what the counterexample should achieve to show the non-existence of Quantum Dense Model Theorem. Suppose \(\rho^X\) and \(\rho^Y\) are two computationally indistinguishable quantum states and \(\rho^Z\) is a quantum state that is \(\delta\)-dense in \(\rho^X\). A Quantum Dense Model Theorem would imply that there exists \(\rho^M\) that is \(\delta\)-dense in \(\rho^Y\) and indistinguishable from \(\rho^Z\). However, we show that this is false by constructing \(\rho^X, \rho^Y\), and \(\rho^Z\) such that for every \(\rho^M\) that is \(\delta\)-dense in \(\rho^Y\), it can be distinguished from \(\rho^Z\).

Our counterexample is based on the following two observations: 1) the only state that is dense in a pure state is the pure state itself; 2) there exists a pseudorandom pure state (Theorem 3.6).

The following theorem says that a Quantum Dense Model Theorem does not exist.

Theorem 5.12. Given \(s, \varepsilon > 0\), for \(0 < \delta < 1 - 4\varepsilon\), integers \(m_1, m_2 > O(\log(s/\varepsilon))\), and \(n = m_1 + m_2\), there exist quantum states \(\rho^X, \rho^Y, \rho^Z \in \text{Dens}(\mathbb{C}^m)\) such that \(H_{\min}(X)_{\rho^X} = m_1, H_{\min}(Y)_{\rho^Y} = m_2, \rho^Z\) is \(\delta\)-dense in \(\rho^X\), and \(\rho^X, \rho^Y\) are \((s, \varepsilon)\)-indistinguishable, but for every quantum state \(\rho^M\) which is \(\delta\)-dense in \(\rho^Y\), there exists a constant-size quantum distinguisher \(A\) such that \(\|E[A(\rho^M)] - E[A(\rho^Z)]\| > \varepsilon\).
Proof. We first have the following two claims:

Claim 1. Suppose $|\psi\rangle \in \text{Ball}(\mathcal{H}_1)$ and $\rho \in \text{Dens}(\mathcal{H}_2)$. Let $0 < \delta \leq 1$. Then a density operator in \text{Dens}(\mathbb{C}^M \otimes \mathbb{C}^N) that is $\delta$-dense in $|\psi\rangle\langle\psi| \otimes \rho$ must be of the form $|\psi\rangle\langle\psi| \otimes \sigma$, where $\sigma$ is $\delta$-dense in $\rho$.

proof of Claim. Let $\rho = \sum_i p_i |\psi_i\rangle\langle\psi_i|$ be the spectral decomposition of $\rho$. Then $|\psi\rangle\langle\psi| \otimes \rho = \sum_i p_i |\psi_i\rangle\langle\psi| \otimes |\psi_i\rangle\langle\psi_i|$ for short. Suppose $\rho' = \sum_i q_i |\phi_i\rangle\langle\phi_i| \in \text{Dens}(\mathcal{H}_1 \otimes \mathcal{H}_2)$ is $\delta$-dense in $|\psi\rangle\langle\psi| \otimes \rho$. Assume that $q_j > 0$ and $\text{Tr}_{\mathcal{H}_2} (|\phi_j\rangle\langle\phi_j|) \neq |\psi\rangle\langle\psi|$.

Let $|v\rangle = \frac{|\phi_j\rangle - (|\psi_i\rangle\langle\phi_j|)|\psi_i\rangle}{\| |\phi_j\rangle - (|\psi_i\rangle\langle\phi_j|)|\psi_i\rangle\|}$, which is a unit vector orthogonal to $|\psi_i\rangle$ for all $l$ but not $|\phi_j\rangle$. Then $\langle v | \sigma' | v \rangle \geq q_j > 0$ but $\langle v | (|\psi\rangle\langle\psi| \otimes \rho) | v \rangle = 0$, which contradicts the assumption that $\sigma' \leq \frac{1}{\delta} |\psi\rangle\langle\psi| \otimes \rho$ for $\delta > 0$. \hfill \Box

Claim 2. Let $\rho_1 \in \text{Dens}(\mathbb{C}^{2m_1})$ and $\rho_2 \in \text{Dens}(\mathbb{C}^{2m_2})$ be two pure quantum states that are $(s, \varepsilon)$-pseudorandom. Then $\rho_1 \otimes \sigma^{(m_1)}_{\text{mix}}$ and $\sigma^{(m_2)}_{\text{mix}} \otimes \rho_2$ are $(s - O(\max\{m_1, m_2\}), 2\varepsilon)$-indistinguishable.

proof of Claim. Since it only takes $O(m_2)$ many ancilla qubits and $O(m_2)$ many Hadamard gates to prepare a maximally mixed state, $\rho_1 \otimes \sigma^{(m_2)}_{\text{mix}}$ and $\sigma^{(m_1)}_{\text{mix}} \otimes \rho_2$ are $(s - O(m_2), \varepsilon)$-indistinguishable. Similarly, $\sigma^{(m_1)}_{\text{mix}} \otimes \rho_2$ and $\sigma^{(m_1)}_{\text{mix}} \otimes \sigma^{(m_2)}_{\text{mix}}$ are $(s - O(m_1), \varepsilon)$-indistinguishable from $\sigma^{(m_1)}_{\text{mix}} \otimes \sigma^{(m_2)}_{\text{mix}}$. Therefore, $\rho_1 \otimes \sigma^{(m_1)}_{\text{mix}}$ and $\sigma^{(m_1)}_{\text{mix}} \otimes \rho_2$ are $(s - O(\max\{m_1, m_2\}), 2\varepsilon)$-indistinguishable from each other. \hfill \Box

By Claim 2, there exist $\rho_X = \sigma^{(m_1)}_{\text{mix}} \otimes \rho_2$ and $\rho_Y = \rho_1 \otimes \sigma^{(m_2)}_{\text{mix}}$ that are $(s, \varepsilon)$-indistinguishable where $\rho_1$ and $\rho_2$ are pure pseudorandom states. Thus the entropies of $\rho_X$ and $\rho_Y$ are $m_1$ and $m_2$, respectively.

Denote $\tau_0 = \frac{1}{2^{m_1-1}} |0\rangle\langle 0| \otimes \text{id}_{2^{m_1-1}}$ and $\tau_1 = \frac{1}{2^{m_1-1}} |1\rangle\langle 1| \otimes \text{id}_{2^{m_1-1}}$. Let

$$\rho_Z = \left( \min \left\{ \frac{1}{\delta}, 1 \right\} \tau_0 + \max \left\{ 0, 1 - \frac{1}{2\delta} \right\} \tau_1 \right) \otimes \rho_2.$$ 

Then $\rho_Z$ is $\delta$-dense in $\rho_X$. By Claim 1, for every $\rho^M$ that is $\delta$-dense in $\rho_Y$, $\rho^M$ must be of the form $\rho_1 \otimes \sigma_2$ for $\sigma_2 \in \text{Dens}(\mathbb{C}^{2m_2})$.

Now we define a quantum distinguisher $A$ with BPOVM $\Pi = |0\rangle\langle 0| \otimes \text{id}_{2^{m_1-1}} \otimes \text{id}_{2^{m_2}}$. Thus

$$E[A(\rho_Z)] = \langle \Pi, \rho_Z \rangle = \min \{1, 1/2\delta\} > \frac{1}{2} + 2\varepsilon.$$ 

On the other hand, since $\rho_1$ is $(s, \varepsilon)$ pseudorandom,

$$E[A(\rho^M)] = \langle \Pi, \rho^M \rangle = \langle |0\rangle\langle 0| \otimes \text{id}_{2^{m_1-1}}, \rho_1 \rangle \leq \frac{1}{2} + \varepsilon.$$ 

Therefore, the quantum distinguisher $A$ is as desired. \hfill \Box

Corollary 5.13. Given $s \in \mathcal{N}$, $\varepsilon > 0$, for $0 < \delta < 1/\varepsilon$ and $n > O(\log(\delta/s))$, there exist quantum states $\rho, \sigma \in \text{Dens}(\mathbb{C}^2)$ such that $D^\text{HILL}_{s,\varepsilon} (\rho \| \sigma) < \log(1/\delta)$ but $D^\text{HILL}_{O(1),O(1)} (\rho \| \sigma) = \infty$. 
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6 Computational Leakage Chain Rule

In this section, we will prove the leakage chain rule for quantum relaxed-HILL pseudoentropy with quantum leakage. First, we recall the statement of the classical leakage chain rule [DP08]. Suppose there is a joint distribution $(X, Z, B)$ (which will be a quantum state $\rho_{X Z B}$ in the quantum setting) where $X$, $Z$ and $B$ are viewed as a source, prior knowledge, and leakage, respectively. The leakage chain rule says that, if the pseudoentropy of $X$ conditioned on $Z$ is at least $k$, then the pseudoentropy of $X$ conditioned on both $Z$ and $B$ retains at least $k - \ell$, where $\ell$ is the length of $B$. In the asymptotic setting, we will focus on the case that the leakage $B$ is small ($O(\log \kappa)$ qubits) and the length of $X$ and $Z$ could be poly($\kappa$) bits, where $\kappa$ is the security parameter. The leakage chain rule cannot hold when $B$ is too long. For example, assume the existence of one-way function. Let $X = G(B)$ where $B$ is a uniform distribution and $G$ is a pseudorandom generator, and $Z$ is empty. Then $X$ has a full HILL entropy, while $X | B$ has zero.

If there is no prior knowledge $Z$ and $| B | = O(\log n)$, then HILL pseudoentropy and relaxed-HILL pseudoentropy are equivalent. If prior information $Z$ is allowed, Krenn et al. [KPW13] showed that the leakage lemma is unlikely to hold for standard HILL pseudoentropy. Specifically, assuming the existence of a perfect binding commitment scheme, they constructed random variables $X$, $Z$, and $B$, where $B$ is a single random bit, such that $H^{\text{HILL}}(X|Z) \geq n$, but $H^{\text{HILL}}(X,Z,B) \leq 1$. On the other hand, we know that the leakage chain rule holds for classical relaxed-HILL pseudoentropy [DP08, RTTV08, GW11]. Therefore, as a first-step study, we aim for proving a quantum leakage chain rule for relaxed-HILL pseudoentropy.

One main obstacle of proving the leakage chain rule for quantum entropies is that, contrary to the classical case, we cannot consider a probability conditioned on a fixed leakage $b$ (i.e., $\Pr[X|B = b]$) which blocks the possibility of handling cases with different $b$ separately. In fact, various proofs of the chain rule for entropies (e.g., [CKLR11, JP14]) rely on this property, including both HILL and relaxed-HILL entropies. Eventually, we adopt the proof via the Leakage Simulation Lemma.

Leakage Simulation Lemma. The leakage simulation lemma says that given a joint distribution $(X, B)$, there is a simulator circuit $C$ of small complexity such that $(X, B)$ and $(X, C(X))$ are indistinguishable. As we will show in Section 6.1, this lemma immediately implies Gentry and Wichs’ simulation lemma [GW11] and hence the chain rule. Those lemmas also have other interesting applications (e.g., [GW11, CLP15, TTV09]).

Theorem 6.1. Let $\rho_{X B} = \sum_{x \in \{0, 1\}^n} p_x | x \rangle \langle x | \otimes \rho_B^x \in \{0, 1\}^n \times \text{Dens} \left( \mathbb{C}^{2^\ell} \right)$ be a cq-state with $n$ classical bits and $\ell$ qubits. For any $s \in \mathbb{N}$ and $\varepsilon > 0$, there exists a quantum circuit $C : \{0, 1\}^n \to \text{Dens} \left( \mathbb{C}^{2^\ell} \right)$ of size $s' = \text{poly}(s, n, 2^\ell, 1/\varepsilon)$ such that the cq-state $\sum_{x \in \{0, 1\}^n} p_x | x \rangle \langle x | \otimes C(x)$ and $\rho_{X B}$ are $(s, \varepsilon)$-indistinguishable.

There are two ways to prove the quantum simulation leakage lemma: one is based on the boosting (multiplicative weight update) technique, and the other is via the (nonuniform) Min-max Theorem. We illustrate the former in the main body (Section 6.2) and leave the latter in Appendix B. In both proofs, the techniques that we need to convert a given circuit into its corresponding BPOVM, called quantum tomography, are detailed in Appendix A.
6.1 Leakage Chain Rule

**Theorem 6.2.** For any \( n, m, \ell, s' \in \mathbb{N} \) and \( \varepsilon > 0 \), the following holds for \( s = \text{poly}(s', n, 2^\ell, 1/\varepsilon) \) and \( \varepsilon' = O(\varepsilon) \). Let \( \rho_{XZB} = \sum_{x,z} p_x |x\rangle \langle x| \otimes \rho_{ZB}^x \) be a ccq-state with \( n + m \) classical bits and \( \ell \) qubits. If \( H_{s,\varepsilon}^{\text{HILL}}(X|Z) \geq k \), then we have \( H_{s',\varepsilon'}^{\text{HILL}}(X|Z, B) \geq k - \ell \).

**Proof.** We use the following lemma as an intermediate step to derive the Leakage Chain Rule.

**Lemma 6.3** (Generalization of [GW11] Lemma 3.2). For any \( n, \ell, s' \in \mathbb{N} \) and \( \varepsilon > 0 \), the following holds for \( s = \text{poly}(s', n, 2^\ell, 1/\varepsilon) \) and \( \varepsilon' = O(\varepsilon) \). Let \( \rho_{XB} = \sum_{x} p_x |x\rangle \langle x| \otimes \rho_B^x \) be a ccq-state with \( n \) classical bits and \( \ell \) qubits. For every \( Y \) that is \((s, \varepsilon)\)-indistinguishable from \( X \), there exists a (possibly inefficient) quantum circuit \( C \) such that the ccq-state

\[
\rho_{YC} = \sum_{y \in \{0,1\}^n} q_y |y\rangle \langle y| \otimes C(y)
\]

and \( \rho_{XB} \) are \((s', \varepsilon')\)-quantum-indistinguishable where \( q_y = \Pr[Y = y] \).

**Proof of Lemma 6.3.** By Theorem 6.1, there exists a circuit \( C : \{0,1\}^n \rightarrow \text{Dens}(\mathbb{C}^{2^t}) \) with size \( t = s' + \text{poly}(s', n, 2^\ell, 1/\varepsilon) \) such that \( \rho_{XB} \) and \( \rho_{XC(X)} \) are \((s', \varepsilon)\)-indistinguishable. Set \( s = 2t \). Since \( X \) and \( Y \) are \((s, \varepsilon)\)-indistinguishable, \( \sum_{x} p_x |x\rangle \langle x| \otimes C(x) \) and \( \sum_{y} q_y |y\rangle \langle y| \otimes C(y) \) are \((s - t = t, \varepsilon)\)-indistinguishable. By the transitivity of indistinguishability, \( \rho_{XB} \) and \( \rho_{YC} \) are \((\min\{s', t\} = s', 2\varepsilon)\)-indistinguishable.

Once we have Lemma 6.3, we can derive the chain rule for quantum relaxed HILL entropy from the chain rule of quantum min-entropy. Since \( \rho_{XZB} \) is a ccq-state, which is separable in on the space \((X \otimes Z) \otimes B\), losing only \( \ell \) bits HILL entropy instead of \( 2\ell \) as in Theorem 2.10 is possible.

\( H_{s,\varepsilon}^{\text{HILL}}(X|Z) \geq k \) implies there exists a joint distribution \((Y, Z')\) such that \((Y, Z')\) and \((X, Z)\) are \((s, \varepsilon)\)-indistinguishable and \( H_{\min}(Y|Z') \geq k \). By Lemma 6.3, there exists an \( \ell \)-qubit quantum system \( C \) such that \((X, Z, B)\) and \((Y, Z', C)\) are \((s', \varepsilon')\)-indistinguishable where \( s = \text{poly}(s', n, 2^\ell, 1/\varepsilon) \) and \( \varepsilon' = O(\varepsilon) \). By the chain rule of quantum min-entropy (Theorem 2.10), \( H_{\min}(Y|Z', C) \geq k - \ell \), which implies \( H_{s',\varepsilon'}^{\text{HILL}}(X|Z, B) \geq k - \ell \).

We have proved the quantum leakage chain rule for ccq-states. However, due to some barriers that we will mention in Section 8 and other obstacles, it is still open for the ccq-state case (the prior knowledge \( Z \) is quantum). The quantum leakage chain rule for ccq-states is desired because it might help one to improve the leakage-resilient protocol [DP08] to be secure against a quantum leakage.

**Open Problem 6.4.** Let \( \rho_{XZB} = \sum_{x} p_x |x\rangle \langle x| \otimes \rho_{BZ}^x \) be a ccq-state with \( n \) classical bits and \( \ell + m \) qubits. If \( H_{s,\varepsilon}^{\text{HILL}}(X|Z) \geq k \), can we show that \( H_{s',\varepsilon'}^{\text{HILL}}(X|Z, B) \geq k - \ell \) for some \( s' = \text{poly}(s, n, 2^\ell, 1/\varepsilon) \) and \( \varepsilon' = O(\varepsilon) \)?

On the other hand, it is not known whether quantum HILL and relaxed-HILL entropies are equivalent, even for the case that \( B \) is a single qubit. Thus our result does not imply a chain rule for quantum HILL entropies without prior knowledge.

**Open Problem 6.5.** Let \( \rho_{XZ} \) be a ccq-state with \( n + 1 \) qubits. If \( H_{s,\varepsilon}^{\text{HILL}}(X|Z) \geq k \), can we show that \( H_{s',\varepsilon'}^{\text{HILL}}(X|Z) \geq k \) for some \( s' = \text{poly}(s, n, 1/\varepsilon) \) and \( \varepsilon' = O(\varepsilon) \)?
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6.2 Leakage Simulation Lemma by MMWU

This section dedicates to a proof of the Leakage Simulation Lemma. In this proof, we generalize the idea in \[VZ13\] to the quantum setting. The overview of the algorithm is as follows. We will construct a simulator via MMWU method. Initially, the simulator outputs a maximally mixed state. If there exists a distinguisher can distinguish the output from $\rho_{XB}$, we use the best (or almost) distinguisher to update the simulator. Guaranteed by the MMWU method, we will get the desired simulator within polynomially many rounds.

However, due to the fact that quantum circuits are random, we cannot only consider deterministic distinguishers that output \{0, 1\}. Therefore, we adopt other techniques and have the simulator circuit much more complicated than in the classical setting. Roughly speaking, even though we cannot hope for the quantum circuits being deterministic, we can make it output the same result with high probability if we repeat more times and randomly shift the estimations.

In the following proof, we will picture the idea of building the simulator via Procedure 6.1 and its approximation version, Procedure 6.2. Those procedures are merely the abstracts for the simulator and do not handle the circuit complexity issue. Then we will show how to construct the simulator circuit in Procedure 6.3.

**Proof.** Let $d = 2^\ell$ be the dimension of the quantum space. Recall that we can use a $d$ by $d$ BPOVM matrix to describe a quantum distinguisher on $\text{Dens}(\mathbb{C}^d)$. Follow the same idea, we can also use a set of $d$ by $d$ BPOVM matrices $\{\Pi_x\}_{x \in \{0, 1\}^n}$ where $\Pi_x$ is the BPOVM matrix of the quantum circuit $A(x, \cdot)$ to characterize a quantum distinguisher of domain $\{0, 1\}^n \otimes \text{Dens}(\mathbb{C}^d)$. As a result, for an cq-state $\rho_{XB} = \sum_{x \in \{0, 1\}^n} p_x |x\rangle \langle x| \otimes \rho_x^B \in \{0, 1\}^n \otimes \text{Dens}(\mathbb{C}^d)$, we have

$$E[A(\rho_{XB})] = \sum_{x \in \{0, 1\}^n} p_x E[A(|x\rangle \langle x| \otimes \rho_x^B)] = \sum_{x \in \{0, 1\}^n} p_x \langle \Pi_x, \rho_x^B \rangle = E_{x \sim X}[\langle \Pi_x, \rho_x^B \rangle].$$

First, we consider the following MMWU procedure for a given $x$. 
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Procedure 6.1

**Input:** \( x \in \{0,1\}^n \) and an error parameter \( \varepsilon > 0 \)

**Output:** A quantum state \( \sigma \in \text{Dens}(\mathbb{C}^d) \)

1. Choosing \( T = O(\log d/\varepsilon^2) \) and \( \eta = \sqrt{\ln d/T} \).
2. Initially, let \( W_1(x) = \text{id}_d \).
3. For \( t = 1, \ldots, T \),
   - (a) Let \( \sigma_x^{(t)} = W_x^{(t)}/\text{Tr}(W_x^{(t)}) \).
   - (b) Let \( A^{(t)} \) be the best \( s \)-size distinguisher in distinguishing \( \rho_{XB} \) and \( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x^{(t)} \). Namely,
     \[
     A^{(t)} = \arg\max_{A \text{ of size } s} \mathbb{E}_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \rho_B^x) - \mathbb{E}_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \right] \right].
     \]
   - (c) Denote the corresponding BPOVM matrices of \( A^{(t)} \) to be \( \{\Pi_x^{(t)}\}_{x \in \{0,1\}^n} \), then define the loss matrix
     \[
     L_x^{(t)} = \mathbb{E}_{x \sim X} \left[ \langle \Pi_x^{(t)}, \rho_B^x \rangle \right] - \langle \Pi_x^{(t)}, \rho_B^x \rangle.
     \]
   - (d) Let \( W_x^{(t+1)} = W_x^{(t)} \cdot \exp(-\eta L_x^{(t)}) \).
4. Output \( \sigma_x = \frac{1}{T} \sum_{t=1}^T \sigma_x^{(t)} \).

**Claim 3.** Let \( \{\sigma_x\}_{x \in \{0,1\}^n} \) be the states obtained from Procedure 6.1. Then for every quantum distinguisher \( A \) of size \( s \), we have

\[
\mathbb{E}[A(\rho_{XB})] - \mathbb{E}
\left[
A\left(\sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x^{(t)}\right)\right] \leq \varepsilon
\]

**proof of Claim 3.** By Theorem 2.11, for any \( \tau \in \text{Dens}(\mathbb{C}^d) \)

\[
\frac{1}{T} \sum_{t=1}^T \langle \sigma_x^{(t)}, L_x^{(t)} \rangle \leq \frac{1}{T} \sum_{t=1}^T \langle \tau, L_x^{(t)} \rangle + \varepsilon
\]

when \( T \) is properly chosen. Particularly, if we take \( \tau = \rho_B^x \), we get

\[
\frac{1}{T} \sum_{t=1}^T \langle \sigma_x^{(t)}, L_x^{(t)} \rangle \leq \mathbb{E}_{x \sim X} \left[ \langle \Pi_x^{(t)}, \rho_B^x \rangle \right] - \langle \Pi_x^{(t)}, \rho_B^x \rangle + \varepsilon. \tag{6.1}
\]

By the definitions of \( A^{(t)} \) and \( L_x^{(t)} \), for any algorithm distinguisher \( A \),

\[
\mathbb{E}_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \rho_B^x) - A(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \right] \leq \mathbb{E}_{x \sim X} \left[ A^{(t)}(|x\rangle \langle x| \otimes \rho_B^x) - A^{(t)}(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \right]
\]
\[
\leq \langle \sigma_x^{(t)}, L_x^{(t)} \rangle. \tag{6.2}
\]
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Let \( \sigma_x = \frac{1}{T} \sum_{t=1}^{T} \sigma_x^{(t)} \). Combine Equation (6.1) and (6.2), and take the expectation over \( x \) from \( X \), we get

\[
E \left[ A(\rho_{XB}) \right] - E \left[ A \left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x \right) \right] = \sum_{x \in \{0,1\}^n} p_x \cdot \frac{1}{T} \sum_{t=1}^{T} \left( E_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \rho_x^B) \right] - A(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \right) \leq \varepsilon.
\]

In Protocol 6.1, one cannot easily obtain the precise BPOVM matrices \( \Pi_x^t \) from \( A^{(t)} \). First, it needs a quantum tomography technique to get BPOVM form of a distinguisher given the distinguisher (as a circuit or an oracle). Usually, the technique evolves sampling, so one cannot get a deterministic result. Second, due to the precision issue, one cannot hope to store or have a circuit outputs the precise BPOVM matrices. In the following procedure, we address the second concern. We will show that, approximations of the BPOVM matrices (even themselves are not valid BPOVM matrices) suffice for building a simulator.

**Procedure 6.2**

**Input:** \( x \in \{0,1\}^n \) and an error parameter \( \varepsilon > 0 \)

**Output:** A quantum state \( \sigma \in \text{Dens}(\mathbb{C}^d) \)

1. Choosing \( T = O(\log d/\varepsilon^2) \) and \( \eta = \sqrt{\ln d/T} \).
2. Initially, let \( W_x^{(1)} = \text{id}_d \).
3. For \( t = 1, \ldots, T \),
   a. Let \( \sigma_x^{(t)} = W_x^{(t)} / \text{Tr} \left( W_x^{(t)} \right) \).
   b. Let \( A^{(t)} \) be the best \( s \)-size distinguisher in distinguishing \( \rho_{XB} \) and \( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x^{(t)}(x) \). Namely,

   \[
   A^{(t)} = \arg \max_{A \text{ of size } s} E_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \rho_x^B) \right] - E_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \right].
   \]

   c. Denote the corresponding BPOVM matrices of \( A^{(t)} \) to be \( \{\Pi_x^{(t)}\}_{x \in \{0,1\}^n} \). Let \( \tilde{\Pi}_x^{(t)} \) be a matrix such that \( \|\Pi_x^{(t)} - \tilde{\Pi}_x^{(t)}\|_{\text{op}} \leq \varepsilon/4 \), then define the loss matrix

   \[
   \tilde{L}_x^{(t)} = E_{x \sim X} \left[ \langle \tilde{\Pi}_x^{(t)} , \rho_x^B \rangle \right] \text{id}_d - \tilde{\Pi}_x^{(t)}.
   \]

   d. Let \( W_x^{(t+1)} = W_x^{(t)} \cdot \exp \left( -\eta \tilde{L}_x^{(t)} \right) \).
4. Output \( \sigma_x = \frac{1}{T} \sum_{t=1}^{T} \sigma_x^{(t)} \).

**Claim 4.** Let \( \{\sigma_x\}_{x \in \{0,1\}^n} \) be the states obtained from Procedure 6.2. Then for every quantum
distinguisher $A$ of size $s$, we have

$$
E[A(\rho_{XB})] - E\left[ A\left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \otimes \sigma_x \right) \right] \leq \varepsilon.
$$

**proof of Claim 4.** Since $\|\Pi_x^{(t)} - \tilde{\Pi}_x^{(t)}\|_{op} \leq \varepsilon/4$, we have $-\frac{\varepsilon}{4} \text{id}_d \leq \tilde{\Pi}_x^{(t)} \leq (1 + \frac{\varepsilon}{4}) \text{id}_d$ and so $-\frac{\varepsilon}{4} \text{id}_d \leq \tilde{L}_x^{(t)} \leq (2 + \frac{\varepsilon}{4}) \text{id}_d$ for all $x \in \{0,1\}^n, t \in [T]$. By Theorem 2.11, for any $\tau \in \text{Dens}(\mathbb{C}^d)$

$$
\frac{1}{T} \sum_{t=1}^{T} \langle \sigma_x^{(t)} , \tilde{L}_x^{(t)} \rangle \leq \frac{1}{T} \sum_{t=1}^{T} \langle \tau, \tilde{L}_x^{(t)} \rangle + \frac{\varepsilon}{2}
$$

when $T$ is properly chosen. Particularly, if we take $\tau = \rho_B^x$, we get

$$
\frac{1}{T} \sum_{t=1}^{T} \langle \sigma_x^{(t)} , \tilde{L}_x^{(t)} \rangle \leq E_{x \sim X} \left[ \langle \Pi_x^{(t)} , \rho_B^x \rangle \right] - \langle \Pi_x^{(t)} , \rho_B^x \rangle + \frac{\varepsilon}{2}. \quad (6.3)
$$

By the definitions of $A^{(t)}$ and $\tilde{L}_x^{(t)}$, for any algorithm distinguisher $A$,

$$
E_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \rho_B^x) \right] - A(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \leq E_{x \sim X} \left[ A^{(t)}(|x\rangle \langle x| \otimes \rho_B^x) \right] - A^{(t)}(|x\rangle \langle x| \otimes \sigma_x^{(t)})
$$

$$
= E_{x \sim X} \left[ \langle \Pi_x^{(t)} , \rho_B^x \rangle \right] - \langle \Pi_x^{(t)} , \sigma_x^{(t)} \rangle
$$

$$
\leq E_{x \sim X} \left[ \langle \tilde{\Pi}_x^{(t)} , \rho_B^x \rangle \right] - \langle \tilde{\Pi}_x^{(t)} , \sigma_x^{(t)} \rangle + 2 \cdot \frac{\varepsilon}{4}
$$

$$
= \langle \sigma_x^{(t)} , \tilde{L}_x^{(t)} \rangle + \frac{\varepsilon}{2}. \quad (6.4)
$$

Let $\sigma_x = \frac{1}{T} \sum_{t=1}^{T} \sigma_x^{(t)}$. Combining Equation (6.3) and (6.4), and taking the expectation over $x$ from $X$, we get

$$
E \left[ A(\rho_{XB}) \right] - E \left[ A\left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \otimes \sigma_x \right) \right]
$$

$$
= \sum_{x \in \{0,1\}^n} p_x \frac{1}{T} \sum_{t=1}^{T} \left( E_{x \sim X} \left[ A(|x\rangle \langle x| \otimes \rho_B^x) \right] - A(|x\rangle \langle x| \otimes \sigma_x^{(t)}) \right)
$$

$$
\leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
$$

$\square$

Based on Procedure 6.2, we are going to build a small circuit $C : \{0,1\}^n \rightarrow \text{Dens}(\mathbb{C}^d)$ such that $C(x)$ will output approximates $\sigma_x$ with high probability. Intuitively, to calculate $\tilde{\Pi}_x^{(t)}$, one can simply use a tomography algorithm (see Appendix A) to obtain an approximation matrix $\tilde{\Pi}_x$. However, as mentioned before, the circuit is not deterministic, that means $A^{(t)}$ depends on $\tilde{\Pi}_x^{(t-1)}$ and we cannot afford to hardwire all possibilities of $A^{(t)}$. To deal with that, after finishing an
tomography algorithm, we shift each entry (both real and imaginary parts) a small amount, and round up to certain precision. If there exists a shift such that with high probability, each number uniquely round to a number, then the tomography algorithm will output the same result with high probability. Concretely, we consider the following circuit.

**Procedure 6.3**

**Input:** \( x \in \{0,1\}^n \) and an error parameter \( \varepsilon > 0 \)

**Output:** A quantum state \( \sigma \in \text{Dens}(\mathbb{C}^d) \)

1. Choosing \( T = O(\log d/\varepsilon^2) \) and let \( \eta = \sqrt{\ln d/T} \), \( \Delta = 24d^2T/\varepsilon \).
2. Let \( \delta \in [\Delta] \) be a nonuniform advice for the circuit.
3. Initially, let \( C^{(1)}(x) = \text{id}_d \).
4. For \( t = 1, \ldots, T \),
   - (a) Let \( \sigma_x^{(t)} = C^{(t)}(x)/\text{Tr} \left( C^{(t)}(x) \right) \).
   - (b) Let \( A^{(t)} \) be the best \( s \)-size distinguisher in distinguishing \( \rho_{XB} \) and \( \sum_{x \in \{0,1\}^n} p_x \left| x \right\rangle \left\langle x \right| \otimes \sigma^{(t)}(x) \). Namely,
     \[
     A^{(t)} = \arg\max_A \left\{ \mathbb{E}_{x \sim X} \left[ A(\left| x \right\rangle \left\langle x \otimes \rho_B^x \right|) - \mathbb{E}_{x \sim X} \left[ A(\left| x \right\rangle \left\langle x \otimes \sigma^{(t)}_x \right|) \right] \right] \right\}.
     \]
   - (c) Let the circuit \( C_{\text{tom}}^{(t)}(x, \cdot) \) be the circuit do the following.
      - i. Solve the quantum tomography problem (Definition 2.12) QCKT-TOMOGRAPHY\((s,d,\varepsilon/16d,\varepsilon/4T)\) for the distinguisher \( A^{(t)}(x, \cdot) \) and get the approximation matrix \( M_{\varepsilon}^{(t)}(x) \) (The problem and the algorithms are defined in Appendix A).
      - ii. Add \( \frac{\delta}{d} \cdot \frac{\Delta}{\varepsilon^2} (1+i) \) to the entries in upper triangle and \( \frac{\delta}{d} \cdot \frac{\Delta}{\varepsilon^2} (1-i) \) to ones in lower triangle in \( M \) and round each number to closest multiple of \( \varepsilon/16d \).
      - iii. Output the result matrix as \( \tilde{\Pi}^{(t)}_x \).
   - (d) Calculate the matrix
     \[
     \tilde{L}^{(t)}_x = \mathbb{E}_{x \sim X} \left[ \left\langle \tilde{\Pi}^{(t)}_x, \rho_B^x \right\rangle \right] \text{id}_d - \tilde{\Pi}^{(t)}_x.
     \]
   - (e) Let \( C^{(t+1)}(x) = C^{(t)}(x) \cdot \exp \left( -\eta \tilde{L}^{(t)}_x \right) \).
5. Based on the descriptions of quantum states \( C^{(t)}(x) \), output an \( \varepsilon/4 \)-approximation of \( \sigma_x = \frac{1}{T} \sum_{t=1}^{T} \sigma_x^{(t)} \).

**Claim 5.** For a fixed \( x \), if we randomly sample \( \delta \) from \( 1, \ldots, \Delta \), then with probability at least \( 1 - \varepsilon/2 \) over the choice of \( \delta \) and the executions of the circuits \( C^{(t)}_{\text{tom}}(x, \cdot) \) for \( t = 1, \ldots, T \), for each \( t \), the output matrices \( \tilde{\Pi}^{(t)}_x \) is fixed and \( \left\| \tilde{\Pi}^{(t)}_x - \Pi^{(t)}_x \right\|_{\text{op}} \leq \varepsilon/4 \) where \( \Pi^{(t)}_x \) is the BPOVM matrix of the distinguisher \( A^{(t)}(x, \cdot) \).

**proof of Claim 5.** Assume that \( \left\| M^{(t)}_x - \Pi^{(t)}_x \right\|_{\text{max}} \leq \varepsilon/16d \). After shifting every number of \( M^{(t)}_x \) with the amount at most \( \varepsilon/16d \) and rounding every number to a closest multiple of \( \varepsilon/16d \) to get
with parameter $2.13$, of all \( x \) poly(\( x \) for eventually, the trace distance between the quantum states outputted by the circuit $C_{\text{tom}}(x, \cdot)$ is fixed. Observe that, for a given number, if we shift the amount $\delta$ uniformly and randomly chosen from $1, \ldots, \Delta$. Then the probability that it locates less than $\frac{\epsilon}{2\Delta}$ distance to some multiple of $\frac{\epsilon}{2\Delta}$ is at most $3/\Delta \leq \epsilon/8d^2T$.

In the procedure, we do the shifting and rounding for $2 \cdot d^2T$ real numbers. By the union bound, with probability at least $1 - \frac{\epsilon}{8d^2T} \cdot 2d^2T = 1 - \epsilon/4$ over choosing the shifting, every number will end up to a fixed value (since they all are far from multiples of $\frac{\epsilon}{2\Delta}$).

Recall that the tomography algorithm also only guarantee that with probability $1 - \epsilon/4T$, we have $\| M^{(t)}_x - \Pi^{(t)}_x \|_{\text{max}} \leq \epsilon/16d$. Again, union bound this two events, we have the claim.

From the above claim, we know that a random shifting works for a fixed $x$ with probability at least $1 - \epsilon/2$. Simply by an averaging argument, we know there exists a shift $\delta$ such that it works for $x$ with probability at least $1 - \epsilon/2$ when $x$ is chosen from the distribution $X$. Let $W$ be the set of all $x$ that the shift $\delta$ works. Now we can apply Claim 4 with parameter $\epsilon/4$.

$$E[A(\rho_{XB})] - E \left[ A \left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x \right) \right] \leq \Pr[A(\rho_{XB}) = 1 \land x \in W] - \Pr \left[ A \left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x \right) = 1 \land x \in W \right] + \Pr[x \notin W] \leq \epsilon/2 + \epsilon/4 = 3\epsilon/4.$$ 

Eventually, the trace distance between the quantum states outputted by the circuit $C(x)$ and $\sigma_x$ is at most $\epsilon/4$. Then,

$$E[A(\rho_{XB})] - E \left[ A \left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes C(x) \right) \right] \leq E[A(\rho_{XB})] - E \left[ A \left( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \sigma_x \right) \right] + \frac{\epsilon}{4} \leq 3\epsilon/4 + \epsilon/4 = \epsilon.$$ 

By Lemma 2.13, the size of the circuit $C_{\text{tom}}^{A^{(t)}(x, \cdot)}$ is at most $\text{poly}(s, d, \epsilon/16d, \log(\epsilon/4T)) = \text{poly}(s, d, 1/\epsilon)$. The circuit $C_{\text{tom}}^{A^{(t)}(x, \cdot)}$ is executed $T = O(\log d/\epsilon^2)$ times. In the final step, the quantum state can be constructed from its description by a circuit of size polynomial in its description length and dimension [SBM05]. Summarily, the complexity of the circuit $C$ is $\text{poly}(s, d, 1/\epsilon) = \text{poly}(s, 2^d, 1/\epsilon)$.
Remark 6.6. We can also consider the leakage chain rule in the model that quantum distinguishers are given quantum advice. The same proof is still applicable as long as the simulator is allowed to have a quantum advice, since the only place that we need a quantum advice is that we use distinguishers \( A^{(i)} \) as an advice when constructing the simulator.

7 Application to Quantum Leakage-Resilient Cryptography

Classically, important applications of the Leakage Simulation Lemma and the Leakage Chain Rule are to Leakage-Resilient Cryptography, which aims to construct secure cryptographic protocols even if side information about the honest parties’ secrets leak to an adversary. For instance, the security of leakage-resilient stream cipher based on any weak pseudorandom function (weak PRF) was proved using the classical Leakage Simulation Lemma [Pie09, JP14], and the security of the construction based on a pseudorandom generator (PRG) was proved by the classical Leakage Chain Rule [DP08].

Here, we apply our Quantum Leakage Simulation Lemma to obtain a stream-cipher that is secure against quantum adversaries that can get quantum leakage as well as classical leakage, provided that the adversary has bounded quantum storage. (The classical storage of the adversary is unbounded.) The construction is the same as in [DP08] but instantiated with a PRG secure against quantum adversaries with quantum advice. Several issues arise when we generalize the classical proofs to handle quantum leakage. In particular, we do not know how to prove the security of the weak PRF-based construction of [Pie09] or the security against general quantum adversaries (with unbounded quantum storage). Furthermore, our proof generalizes the classical proof of [JP14], but with certain necessary modifications to make the proof go through in the quantum setting. We discuss the issues we encounter after describing the construction of [DP08].

7.1 Quantum Leakage-resilient Stream Cipher

In this section, we generalize the leakage-resilient stream-cipher defined in [DP08] to capture quantum leakage in the bounded-quantum-storage model. We first review the classical model informally. A stream-cipher is given by a function \( \text{SC} : \{0, 1\}^m \rightarrow \{0, 1\}^m \times \{0, 1\}^n \). Suppose the initial internal state is \( S^{(0)} \in \{0, 1\}^m \). In the \( i \)-th round, \( (S^{(i)}, X^{(i)}) = \text{SC}(S^{(i-1)}) \) is computed. When we recursively apply the function \( \text{SC} \), the internal state evolves and generates the output \( X^{(1)}, X^{(2)}, \ldots \). Informally, a stream cipher \( \text{SC} \) is secure if for all \( i \), \( X^{(i)} \) is pseudorandom given \( X^{(1)}, \ldots, X^{(i-1)} \).

Classical Leakage-resilient Stream Cipher Recall that for classical leakage-resilient stream cipher, at round \( i \), the adversary learns not only the output \( X^{(i)} \) but also some bounded length leakage about the internal state \( S^{(i-1)} \) that used for generating \( X^{(i)} \). More precisely, the security is captured by the following game. Suppose the adversary’s memory right before round \( i \) is \( V^{(i-1)} \), which could contain all the leakages and outputs ahead this round and any information that can be inferred from them. Also a leakage function \( f^{(i)} \) with range at most \( \ell \) bits is already chosen by the adversary. During round \( i \), when \( (S^{(i)}, X^{(i)}) = \text{SC}(S^{(i-1)}) \) is computed, the adversary \( A \) can learn some leakage information \( \Lambda^{(i)} = f^{(i)}(S^{(i-1)}) \) where \( S^{(i-1)} \) denotes the part of \( S^{(i-1)} \) that is used for evaluating \( \text{SC}(S^{(i-1)}) \) (namely, following the “only computation leak” model [MR04]). We say the stream cipher is \( (s, \varepsilon, q, \ell) \)-secure if for all \( 1 \leq i \leq q \), no distinguisher of size \( s \) can distinguish \( X^{(i)} \)

\(^5\)Here we use \( f^{(i)} \) to denote a leakage function used in the \( i \)-th round, but not applying the function \( i \) times.
from a uniformly random string with advantage more than $\varepsilon$ before round $i$ (before seeing $X^{(i)}$ and the leakage $\lambda^{(i)}$ of length at most $\ell$) with advantage more than $\varepsilon$.

**Bounded-quantum-storage Model** In the classical case, there is no restriction on the size of adversary’s memory, while in the bounded quantum storage model, we assume the adversary has an $\ell$-qubit quantum memory. Here we choose $\ell$ to be same as the maximal length of a leakage in each round for convenience. We use $(V^{(i-1)}, \tau^{(i-1)}) \in \{0, 1\}^* \otimes \text{Dens} \left( \mathbb{C}^{2^\ell} \right)$ to represent the memory state after round $(i-1)$.

The game in the quantum setting is different from the classical setting in the following way. At round $i$, the adversary receives an $\ell_i$-qubit leakage according to the leakage function $f^{(i)}$ where $\ell_i \leq \ell$. (Recall that $f^{(i)}$ can be chosen adaptively, so it can be correlated to $(V^{(i-1)}, \tau^{(i-1)})$. Also, $(V^{(i-1)}, \tau^{(i-1)})$ is the memory state after the $f^{(i)}$ is decided.) We use $\tau_{[j]}$ to denote the quantum state in the first $j$ bits system. Namely, the last $\ell - j$ qubits of $\tau$ are traced out. If we write a state $\tau$ as

$$\tau = \tau_{YZ} \in \text{Dens}(\mathcal{Y} \otimes \mathcal{Z}) = \text{Dens} \left( \mathbb{C}^{2^{\ell'}} \otimes \mathbb{C}^{2^{\ell''}} \right),$$

then $\tau_{[j]} = \text{Tr}_Z(\tau)$. Suppose $\lambda^{(i)} = f^{(i)}(\hat{S}^{(i-1)})$ is the (quantum) leakage in the $i$-th round. After receiving the leakage, the adversary replaces the last $\ell_i$ qubits in its quantum memory by $\lambda^{(i)}$. The memory state then becomes $((V^{(i-1)}, X^{(i)}), \tau_{[\ell - \ell_i]} \otimes \lambda^{(i)})$. Next, the adversary prepare the leakage function $f^{(i+1)}$ for the next round, and the memory state becomes $(V^{(i)}, \tau^{(i)})$.

Now we define a security game $G_0^m$ between a stream cipher $\text{SC}$ and an adversary $A$.

1. Initially, the cipher randomly generates a secret state $S^{(0)} \in \{0, 1\}^m$. Adversary $A$ generates the leakage function $f^{(1)}$. Let adversary’s memory state be $(V^{(0)}, \tau^{(0)})$.

2. For $i = 1, \ldots, q - 1$

   (a) $(S^{(i)}, X^{(i)}) = \text{SC}(S^{(i-1)})$, where $S^{(i)}$ is the new secret state, and $X^{(i)}$ is the output at round $i$.

   (b) An $\ell_i$-qubit quantum leakage $\lambda^{(i)} = f_i(\hat{S}^{(i-1)})$ where $\ell_i \leq \ell$ is given to the adversary. $\hat{S}^{(i-1)}$ denotes the part of $S^{(i-1)}$ that is used for evaluating $\text{SC}(S^{(i-1)})$.

   (c) After seeing $X^{(i)}$ and placing $\lambda^{(i)}$ in the last $\ell_i$ qubits of quantum memory, the adversary’s memory state becomes $((V^{(i-1)}, X^{(i)}), \tau_{[\ell - \ell_i]} \otimes \lambda^{(i)})$.

   (d) Adversary produces the leakage function $f^{(i+1)}$ for the next round. The memory state becomes $(V^{(i)}, \tau^{(i)})$.

3. $(S^{(q)}, X^{(q)}) = \text{SC}(S^{(q-1)})$.

4. The adversary $A$ is given $X^{(q)}$ and outputs a bit.

We use $A(G)$ to denote the output of the adversary $A$ in a game $G$. The game $G$ implicitly depends on the stream cipher $\text{SC}$. Also, we say two games $G_1$ and $G_2$ are $\varepsilon$-indistinguishable by $A$ if

$$\left| \Pr[A(G_1) = 1] - \Pr[A(G_2) = 1] \right| \leq \varepsilon.$$
To define the security of a stream cipher, we also consider the game $G_q^q$, which is identical to the game $G_0^q$, except $X(q)$ is replaced by a uniform random string with a same length at the end. Now we are ready to define the security of a quantum leakage-resilient stream cipher:

**Definition 7.1.** A quantum leakage-resilient stream cipher $\mathcal{SC} : \{0,1\}^m \rightarrow \{0,1\}^m \times \{0,1\}^n$ is $(s, \varepsilon, q, \ell)$-secure in the bounded quantum storage model if for every quantum adversary $A$ of size $s$ with an $\ell$-qubit memory and every $q' \in \{q\}$, $G_0^q$ and $G_0^q$ are $\varepsilon$-indistinguishable by $A$. Namely

$$\left| \Pr[A(G_0^q) = 1] - \Pr[A(G_0^q) = 1] \right| \leq \varepsilon.$$ 

### 7.2 Construction

The construction follows the one in [DP08]. First, we define a function $F : \{0,1\}^{k+n} \rightarrow \{0,1\}^{k+n}$, which serves as a building block of the construction.

$$F(K, X) = \text{Prg}(\text{Ext}(K, X), X)$$

where $\text{Ext} : \{0,1\}^{k+n} \rightarrow \{0,1\}^m$ is a quantum-proof strong randomness extractor (e.g., Trevisan’s extractor [Tre01, DPVR12]) and $\text{Prg} : \{0,1\}^m \rightarrow \{0,1\}^{k+n}$ is a pseudorandom generator secure against quantum adversary. The existence of quantum-secure PRGs can base on the quantum security of primitives implying PRG (e.g., lattice assumptions or quantum-secure one-way functions) [Son14]. More specifically,

- **Quantum-proof strong randomness extractor [DPVR12]:**
  
  We say $\text{Ext} : \{0,1\}^{k+n} \rightarrow \{0,1\}^m$ is an $(k_{\text{Ext}}, \varepsilon_{\text{Ext}})$-quantum-proof extractor if for all ccq-state $\rho_{KV}$ with $H_{\min}(K|V)_{\rho} \geq k_{\text{Ext}}$, the trace distance between two ccq-state

  $$(\text{Ext}(K, U_n), U_n, V) \text{ and } (U_m, U_n, V)$$

  is at most $\varepsilon_{\text{Ext}}$ where $m = k_{\text{Ext}} - 4\log(1/\varepsilon_{\text{Ext}}) - O(1)$. $U_m$ and $U_n$ are uniform distribution over $m$ and $n$ bits, respectively. (Two $U_n$s in the first state are the same sample from a uniform distribution.)

- **Quantum-secure pseudorandom generator:**
  
  We say $\text{Prg} : \{0,1\}^m \rightarrow \{0,1\}^n$ is an $(s_{\text{Prg}}, \varepsilon_{\text{Prg}})$-quantum-secure if for all quantum distinguisher $A$ of size $s_{\text{Prg}}$ with quantum advice,

  $$\left| \Pr[A(\text{Prg}(U_m)) = 1] - \Pr[A(U_n) = 1] \right| \leq \varepsilon_{\text{Prg}}.$$ 

Combine the properties of the extractor and the pseudorandom generator, we have the following claim:

**Claim 6.** Let $\text{Ext} : \{0,1\}^{k+n} \rightarrow \{0,1\}^m$ be a $(k_{\text{Ext}}, \varepsilon_{\text{Ext}})$-quantum-proof extractor, $\text{Prg} : \{0,1\}^{m+n} \rightarrow \{0,1\}^{k+n}$ be an $(s_{\text{Prg}}, \varepsilon_{\text{Prg}})$-quantum-secure and define $F : \{0,1\}^{k+n} \rightarrow \{0,1\}^{k+n}$ to be $F(K, X) = \text{Prg}(\text{Ext}(K, X), X)$. If a cq-state $\rho_{KV} \in \{0,1\}^k \otimes \text{Dens}(H)$ satisfies $H_{\min}(K|V)_{\rho} \geq k_{\text{Ext}}$, then for all $(s_{\text{Prg}})$-size quantum distinguisher $A$, we have

$$\left| \Pr_{X \sim U_n}[A(F(K, X), V) = 1] - \Pr[A(U_{k+n}, V) = 1] \right| \leq \varepsilon_{\text{Ext}} + \varepsilon_{\text{Prg}}.$$
Proof.

\[
\Pr_{X \sim U_n} \left[ A(F(K, X), V) = 1 \right] - \Pr_{X \sim U_n} \left[ A(U_{k+n}, V) = 1 \right]
\]
\[
= \Pr_{X \sim U_n} \left[ A(\text{Prg}(K, X), V) = 1 \right] - \Pr_{X \sim U_n} \left[ A(U_{k+n}, V) = 1 \right]
\]
\[
\leq \Pr_{X \sim U_n} \left[ A(\text{Prg}(U_m, X), V) = 1 \right] - \Pr_{X \sim U_n} \left[ A(U_{k+n}, V) = 1 \right] + \varepsilon_{\text{Ext}}
\]
\[
\leq \varepsilon_{\text{Prg}} + \varepsilon_{\text{Ext}}.
\]

The first inequality is because the trace distance between \((\text{Ext}(K, X), X, V)\) and \((U_m, X, V)\) is at most \(\varepsilon_{\text{Ext}}\). Applying a same function on two quantum states can only decrease the trace distance. The second inequality is due to the property of the quantum-secure pseudorandom generator defined above. Here \(V\) can be seen as a quantum advice.

Based on the function \(F\), we define the \(q\)-round stream cipher \(\text{SC}\) as follows. Let \(S^{(i)} = (K^{(i)}, K^{(i+1)}, X^{(i)})\) where \(K^{(i)} \in \{0, 1\}^k, X^{(i)} \in \{0, 1\}^n\). Define

\[
\text{SC}(S^{(i-1)}) = (S_i, X_i) = ((K^{(i)}, K^{(i+1)}, X^{(i)}), X^{(i)})\) where \((K^{(i+1)}, X^{(i)}) = F(K^{(i-1)}, X^{(i-1)})\).
\]

Note that we repeat \(X^{(i)}\) in the internal state \(S^{(i)}\) just to make the definition consistent with the definition of stream cipher previously. Clearly, \(K_i\) is intact when calculating \((S^{(i)}, X^{(i)})\) from \(S^{(i-1)}\), so \(S^{(i-1)} = K^{(i-1)}\).

Now we discuss the issues we encounter when we generalize the classical proofs of [DP08, Pie09, JP14]. The main problem is that many steps of the proofs require conditioning on the value of the leakage or the view of the adversary. Again, we cannot do such conditioning for a quantum state, and this is reminiscent to the difficulty of proving that a randomness extractor is secure with quantum side information. For example, the proofs of [DP08, Pie09] based on the Leakage Chain Rule proceeds by conditioning on the value of the leakage in the previous rounds. Also, the construction of [Pie09] relies on leakage-resilient weak PRFs, whose security proofs [Pie09, BDK+11] require to condition on the value of the leakage.\(^6\) Also, we mention that the security proof of [Pie09] for leakage-resilient weak PRF applies a gap application procedure to, which suffers our barrier result in Section 8.

Fortunately, when we apply the proof of [JP14] based on the classical Leakage Simulation Lemma to the construction of [DP08], and replace the classical lemma with our quantum Leakage Simulation Lemma, we avoid most of the issues of such conditioning. Roughly speaking, the Leakage Simulation Lemma allows us to simulate the leakage as an efficient function of the view of the adversary without any conditioning. However, in one step of the proof we need to argue that the extractor \(\text{Ext}(K^{(i)}, X^{(i)})\) can extract (pseudo)entropy from \(K^{(i)}\) using seed \(X^{(i)}\), which requires to argue the independence of \(K^{(i)}\) and \(X^{(i)}\). The classical proof establishes independence by conditioning on the view of the adversary [DP07]. However, such conditional independence does not hold when the leakage becomes quantum. We resolve this issue by observing that the independence can be established in the hybrids, which is sufficient to carry the proof.

\(^6\) More precisely, they show that the output of the weak PRF remains pseudorandom when the key has sufficiently high entropy, and use the fact that with high probability over the leakage value, the key conditioned on the leakage value has high entropy.
Theorem 7.2. Let $\varepsilon_{\text{Ext}} = \varepsilon_{\text{PRG}} = \varepsilon/8q$. There exists $s_{\text{PRG}} = \text{poly}(s, 2^q, 1/\varepsilon, q, n, k)$ such that if $\text{PRG} : \{0,1\}^m \rightarrow \{0,1\}^{k+n}$ is an $(s_{\text{PRG}}, \varepsilon_{\text{PRG}})$-quantum-secure pseudorandom generator and $\text{Ext} : \{0,1\}^{k+n} \rightarrow \{0,1\}^m$ is an $(\varepsilon_{\text{Ext}}, k - \ell)^*$-quantum-proof extractor, then the above construction for $\text{SC}$ is a $(s, \varepsilon, q, \ell)$-secure leakage-resilient stream cipher.

As one will see, the main reason that we can only handle the bounded-quantum-storage adversary is that we do not have a simulation leakage lemma for a quantum source. We have to treat the whole quantum state maintained by the adversary as a leakage.

Proof. Let $s_{\text{PRG}} = s + s_{\text{SC}} + s_g$ where $s_{\text{SC}}$ is the circuit size of the $q$-round stream cipher and $s_g = \text{poly}(s, s_{\text{SC}}, n, k, 2^q, 1/\varepsilon)$ is the circuit size of a "leakage simulator", which will be defined later. In this proof, for all $0 \leq i \leq q$, $X(i)$ and $\tilde{K}(i)$ represent independent uniform distributions over $\{0,1\}^n$ and $\{0,1\}^k$, respectively.

We will define the hybrid games $G_0^q, G_1^q, \ldots, G_{q-1}^q$. Then show that a bounded adversary cannot distinguish neighboring two games.

- From $G_i^q$ to $G_{i+1}^q$

$G_i^q$ and $G_{i+1}^q$ are identical until round $(i-1)$. At round $i$ of $G_{i+1}^q$, after the adversary queries $f(i)(\tilde{K}(i-1))$, its quantum memory becomes $g(i)(V(i-1), X(i), K(i+1))$ instead of $\tau_{[\ell-\ell_i]}(\tilde{K}(i-1)) \otimes f(i)(\tilde{K}(i-1))$. Here $g(i)$ is a quantum simulator of size $s_g = \text{poly}(s, s_{\text{SC}}, n, k, 2^q, 1/\varepsilon)$ such that

$\left(\begin{array}{c} V(i-1), X(i), K(i+1), \tau_{[\ell-\ell_i]}(\tilde{K}(i-1)) \otimes f(i)(\tilde{K}(i-1)) \end{array}\right)$ and $\left(\begin{array}{c} V(i-1), X(i), K(i+1), g(i)(V(i-1), X(i), K(i+1)) \end{array}\right)$

are $(s_{\text{SC}} + s, \varepsilon/4q)$-indistinguishable. The existence and the property of the simulator $g(i)$ is by the Leakage Simulation Lemma. Specifically, treating the $(V(i-1), X(i), K(i+1))$ as $X$ and $\tau_{[\ell-\ell_i]}(\tilde{K}(i-1)) \otimes f(i)(\tilde{K}(i-1))$ as $B$ in Theorem 6.1, then we show the existence of $g(i)$. Now we prove that the games $G_i^q$ and $G_{i+1}^q$ are $\varepsilon/4q$-indistinguishable by any $s$-size quantum distinguisher $A$.

Claim 7. For all $s$-size quantum distinguisher $A$,

$$\left| \Pr[A(G_i^q) = 1] - \Pr[A(G_{i+1}^q) = 1] \right| \leq \frac{\varepsilon}{4q}.$$ 

Proof. Let

$$L_i^q = \left(\begin{array}{c} V(i-1), X(i), K(i+1), \tau_{[\ell-\ell_i]}(\tilde{K}(i-1)) \otimes f(i)(\tilde{K}(i-1)) \end{array}\right)$$

and

$$L_{i+1}^q = \left(\begin{array}{c} V(i-1), X(i), K(i+1), g(i)(V(i-1), X(i), K(i+1)) \end{array}\right).$$

Assuming there exists an $s$-size quantum distinguisher $A$ for games $G_i^q$ and $G_{i+1}^q$, we define the distinguisher $A'$ for $L_i^q$ and $L_{i+1}^q$. When the input is $L_i^q$ (resp., $G_{i+1}^q$), the distinguisher $A'$ emulates the game $G_i^q$ (resp., $G_{i+1}^q$) between $\text{SC}$ and the adversary $A$ starting from the leakage in the $i$-th round, then output the decision of $A$. The state of the stream cipher after round $i$ is $(X(i), \tilde{K}(i), K(i+1))$. First two terms $X(i)$ and $K(i+1)$ are provided by both $L_i^q$ and $L_{i+1}^q$, while $\tilde{K}(i)$ is merely an uniform string. For the adversary’s memory in both
games, it can also be obtained from $L_i^q$ and $L_{i+1}^q$, respectively. Therefore, the size of the distinguisher $A'$ is $s_{SC} + s$. For such $A'$, we have

$$\left| \Pr[A'(L_i^q) = 1] - \Pr[A'(L_{i+1}^q) = 1] \right| = \left| \Pr[A(G_i^q) = 1] - \Pr[A(G_{i+1}^q) = 1] \right| > \frac{\varepsilon}{4q},$$

which contradicts the indistinguishability. □

- **From $G_{i\rightarrow i+1}^q$ to $G_{i+1}^q$**

We define the game $G_{i+1}^q$ from $G_{i\rightarrow i+1}^q$ as follows. After step (b) at round $i$, the output $X^{(i)}$ and part of the internal state $K^{(i+1)}$ are replaced by $\tilde{X}^{(i)}$ and $\tilde{K}^{(i+1)}$, respectively. Note that the replacements lead to the following changes.

1. In the step (c) of round $i$, the adversary sees $\tilde{X}^{(i)}$ instead, so the classical part of the memory becomes $(V^{(i-1)}, \tilde{X}^{(i)})$ after the $i$-th leakage in Game $G_{i+1}^q$.
2. $\tilde{\lambda}_i$ in the above is also changed implicitly, since it depends on $X^{(i)}$ and $K^{(i+1)}$. Namely, $\tilde{\lambda}^{(i)} = g_i(V^{(i-1)}, X^{(i)}, \tilde{K}^{(i+1)})$.
3. At round $(i + 2)$ (if exists), $\lambda^{(i+2)}$ is also changed to $f^{(i+2)}(\tilde{K}^{(i+1)})$.

We prove the following claim.

**Claim 8.** For all $s$-size quantum distinguisher $A$,

$$\left| \mathbb{E}[A(G_{i\rightarrow i+1}^q)] - \mathbb{E}[A(G_{i+1}^q)] \right| \leq \frac{\varepsilon}{4q}.$$

**Proof.** First, we argue that $(K^{(i+1)}, X^{(i)})$ is pseudorandom in $G_{i\rightarrow i+1}^q$ against the adversary right before the $i$-th leakage. The memory state of the adversary is $(V^{(i-1)}, \tau^{(i-1)})$ at that moment. Recall that $(K^{(i+1)}, X^{(i)}) = F(K^{(i-1)}, \tilde{X}^{(i-1)})$ in Game $G_{i\rightarrow i+1}^q$. As long as we can argue that

1. $(\tilde{K}^{(i-1)}, \tilde{X}^{(i-1)})$ are independent given $V^{(i-1)}, \tau^{(i-1)}$ and
2. $H_{min}(\tilde{K}^{(i-1)}|V^{(i-1)}, \tau^{(i-1)}) \geq k - \ell$,

then we can apply Claim 6 to prove that $(K^{(i+1)}, X^{(i)})$ is $(s_{PRG}, \varepsilon/4q)$-pseudorandom given $(V^{(i-1)}, \tau^{(i-1)})$.

For the first condition, we notice that before round $i$, $\tilde{K}^{(i-1)}$ was only used by the simulator $g^{(i-2)}$, so it is correlated to $(V^{(i-2)}, \tau^{(i-2)})$. On the other hand, $(V^{(i-1)}, \tau^{(i-1)})$ is decided from both $(V^{(i-2)}, \tau^{(i-2)})$ and $\tilde{X}^{(i-1)}$, which is generated after the adversary’s memory state became $(V^{(i-2)}, \tau^{(i-2)})$. Therefore, conditioned on $(V^{(i-1)}, \tau^{(i-1)})$, $\tilde{X}^{(i-1)}$ and $\tilde{K}^{(i-1)}$ are independent.

To show the second condition, clearly $\tilde{K}^{(i-1)}$ is uniform and has entropy $k$ before seeing any leakage related to $\tilde{K}^{(i-1)}$. Before the $i$-th round, the only information about $\tilde{K}^{(i-1)}$ learned by an adversary is $g^{(i-2)}(X^{(i-3)}, \tilde{X}^{(i-2)}, \tilde{K}^{(i-1)})$. After some operations on the leakage, the conditional entropy of $\tilde{K}^{(i-1)}$ can only increase. Therefore,

$$H_{min}(\tilde{K}^{(i-1)}|V^{(i-1)}, \tau^{(i-1)}) \geq H_{min}(\tilde{K}^{(i-1)}|g^{(i-2)}(X^{(i-3)}, \tilde{X}^{(i-2)}, \tilde{K}^{(i-1)})) \geq k - \ell.$$
The last inequality is from Lemma 2.10 and the fact that the length of $g^{(i-2)}(\bar{X}^{(i-3)}, \bar{X}^{(i-2)}, \bar{K}^{(i-1)})$ is at most $\ell$.

So far we have shown that $(K^{(i+1)}, X^{(i)})$ and $(\tilde{K}^{(i+1)}, \tilde{X}^{(i)})$ are $(s_{\text{prg}}, \varepsilon/4q)$-indistinguishable conditioned on $(V^{(i-1)}, \tau^{(i-1)})$. Assume there exists an $s$-size quantum distinguisher $A$ to distinguish the games $G^q_{i\rightarrow i+1}$ and $G^q_{i+1}$ with advantage more than $\varepsilon/4q$. Then we can construct an distinguisher $A'$ of size $s_{\text{prg}}$ to distinguish $(K^{(i+1)}, X^{(i)}, V^{(i-1)}, \tau^{(i-1)})$ from $(\tilde{K}^{(i+1)}, \tilde{X}^{(i)}, V^{(i-1)}, \tau^{(i-1)})$ with the same advantage. Namely,

$$\left| \Pr[A'(K^{(i+1)}, X^{(i)}) = 1] - \Pr[A'(\tilde{K}^{(i+1)}, \tilde{X}^{(i)}) = 1] \right| = \left| \Pr[A(G^q_{i\rightarrow i+1}) = 1] - \Pr[A(G^q_{i+1}) = 1] \right| > \varepsilon/4q.$$ 

Now we calculate the circuit size of $A'$. The distinguisher $A'$ emulates the game $G$ between SC and the adversary $A$ starting from the leakage in the $i$-th round, and output $A'$'s decision. The state of the stream cipher after the $i$-th leakage is $(X^{(i)}, K^{(i)}, K^{(i+1)})$. The terms $X^{(i)}$ and $K^{(i+1)}$ (or $\tilde{X}^{(i)}$ and $\tilde{K}^{(i+1)}$) are given as inputs of $A'$, and $\tilde{K}^{(i)}$ is merely an uniform string. For the adversary’s memory in both games, it is also provided by the input. In order to provide the simulated leakage in the $i$-th round, (since the leakage function $f^{(i)}$ is replaced by $g^{(i)}$), we have to run the simulation circuit $g^{(i)}$. To sum up, the size of $A'$ is at most $s + 2s_{\text{SC}} = s_{\text{prg}}$, which contradicts the pseudorandomness of $(K^{(i+1)}, X^{(i)})$.

We have shown that both $G^q_{i\rightarrow i+1}$ and $G^q_{i+1}$ are $\varepsilon/4q$-indistinguishable by an $s$-size quantum adversary with $\ell$-bounded quantum storage. By a hybrid argument, we have, for all $s$-size quantum adversary with $\ell$-bounded quantum storage,

$$\left| \Pr[A(G^q_{0}) = 1] - \Pr[A(G^q_{q}) = 1] \right| \leq q(s_{\text{prg}} + s_{\text{Ext}}) \leq \frac{\varepsilon}{2}. \tag{7.1}$$

Similarly, we can define games $\tilde{G}^q_i$ (resp., $\tilde{G}^q_{i\rightarrow i+1}$) with replacing $X_q$ by $\tilde{X}_q$ at the end of the games $G^q_i$ (resp., $G^q_{i\rightarrow i+1}$) for all $i$. By the same argument, we also have

$$\left| \Pr[A(\tilde{G}^q_0) = 1] - \Pr[A(\tilde{G}^q_q) = 1] \right| \leq \frac{\varepsilon}{2}.$$ 

Note that $G^q_q = \tilde{G}^q_q$. Combining both inequalities, we have that for all $s$-size quantum adversary with $\ell$-bounded quantum storage,

$$\left| \Pr[A(G^q_0) = 1] - \Pr[A(\tilde{G}^q_0)] \right| \leq \left| \Pr[A(G^q_0) = 1] - \Pr[A(G^q_q) = 1] \right| + \left| \Pr[A(\tilde{G}^q_0) = 1] - \Pr[A(\tilde{G}^q_q) = 1] \right| \leq \varepsilon,$$

which concludes the proof.

### 8 Barrier - Gap Amplification Problem

In Section 6, we have seen the leakage chain rule for quantum relaxed-HILL pseudoentropy for ccq-states. However, the chain rule for ccq-states, where the source and prior knowledge are both
quantum, is still unknown, and nor is the connection between the guessing pseudoentropy and HILB pseudointropy.

One of the main challenges in extending classical proofs from classical to quantum cases is due to the celebrated Wooters-Zurek no-cloning theorem [WZ82]. Here we exhibit another barrier — the gap amplification problem defined as follows. Given a quantum distinguisher $A$ (whose input is a quantum state $\rho$), where the acceptance probability is greater than $p$ for YES instances and less than $q$ for NO instances, can we have another quantum distinguisher $A'$ where the gap $p' - q'$ is larger than that in $A$? If we were able to clone an arbitrary quantum state, then the gap amplification would be easy (as discussed below). Thus, we can view the gap amplification problem as a special case of the no-cloning theorem. Moreover, we will show that the impossibility of amplifying the gap implies that imperfect cloning of a single qubit to within a constant in trace distance is impossible.

In the classical case, the gap amplification result provides the robustness of BPP definition in the way that no matter what the acceptance probabilities for both YES and NO instances are, the definitions for BPP are equivalent as long as the gap is non-negligible. Similarly, in the quantum setting, the gap amplification problem is connected to the amplification of the acceptance probability of quantum proofs in QMA. The gap amplification problem is trivial in the classical case of the no-cloning theorem. Moreover, we will show that the impossibility of amplifying the gap would be easy (as discussed below). Thus, we can view the gap amplification problem as a special case of the no-cloning theorem.}

Let the BPOVM of $A$ be $\Pi = \begin{bmatrix} a & -b + ci \\ -b - ci & d \end{bmatrix}$ for $0 \leq a, d \leq 1$ and appropriate real numbers $b$ and $c$ such that $\Pi \geq 0$. Assume that $A'$ is a $(p,q)$-amplified version of $A$ such that $\langle \Pi, |\psi\rangle \psi | \rangle > \sin^2 \alpha$ and $\langle \Pi, |\phi\rangle \phi | \rangle < \sin^2 \beta$. That is,

$$a \cos^2 \alpha - 2b \sin \alpha \cos \alpha + d \sin^2 \alpha > \sin^2 \alpha,$$

$$a \cos^2 \beta - 2b \sin \beta \cos \beta + d \sin^2 \beta < \sin^2 \beta.$$
After dividing the two inequalities by $\sin^2 \alpha$ and $\sin^2 \beta$, respectively, we obtain
\[
\begin{align*}
\quad a \cot^2 \alpha + d &> 1 + 2b \cot \alpha, \quad (8.1) \\
\quad a \cot^2 \beta + d &< 1 + 2b \cot \beta. \quad (8.2)
\end{align*}
\]

Since $d \leq 1$, we have $a > \frac{2b}{\cot \alpha}$ by Equation (8.1). On the other hand, subtracting Equation (8.1) from Equation (8.2) and dividing it by $(\cot \beta - \cot \alpha)$, which is positive by the choices of $\alpha$ and $\beta$, we get $a < \frac{2b}{\cot \beta + \cot \alpha} < \frac{2b}{\cot \alpha}$. That gives a contradiction.

Now we can prove the impossibility of imperfect cloning for a single qubit from Theorem 8.2.

**Theorem 8.3.** Let $C$ be a quantum circuit with input space $\text{Ball} \left( \mathbb{C}^2 \right)$ and output space $\text{Ball} \left( \mathbb{C}^{2^2} \right)$. For every $0 < \varepsilon < 0.002$, there exists $|\psi\rangle \in \text{Ball} \left( \mathbb{C}^2 \right)$ such that $T(C(|\psi\rangle), |\psi\rangle \otimes |\psi\rangle) > \varepsilon$.

**Proof.** Suppose the statement is false. That is, for all $|\psi\rangle \in \text{Ball} \left( \mathbb{C}^2 \right)$, we have $T(C(|\psi\rangle), |\psi\rangle \otimes |\psi\rangle) < \varepsilon$. Then given a quantum distinguisher $A$ with input space $\text{Ball} \left( \mathbb{C}^2 \right)$, we define a quantum distinguisher $A'$ with the same input space as follows.

1. Run $C$ on input $|\psi\rangle$.
2. Run $C \otimes C$ on $C(|\psi\rangle)$.
3. Run the algorithm $A \otimes A \otimes A \otimes A$ on $C \otimes C(C(|\psi\rangle))$ and obtain four binary outcomes.
4. Output the majority of the four outcomes. Randomly output 0 or 1 if we have a tie vote.

We claim that $A'$ is a $(2/3, 1/3)$-amplified version of $A$.
\[
T \left( C \otimes C \left( C(|\psi\rangle) \right), |\psi\rangle^{\otimes 4} \right) \leq T \left( C \otimes C \left( C(|\psi\rangle) \right), C \otimes C(|\psi\rangle^{\otimes 2}) \right) + T \left( (C(|\psi\rangle))^{\otimes 2}, |\psi\rangle^{\otimes 4} \right).
\]

Note that $T \left( C \otimes C \left( C(|\psi\rangle) \right), C \otimes C(|\psi\rangle^{\otimes 2}) \right) \leq T \left( C(|\psi\rangle), |\psi\rangle^{\otimes 2} \right) < \varepsilon$ since a trace-preserving quantum operation does not increase the trace distance [NC00]. On the other hand,
\[
T(\rho \otimes \rho, \sigma \otimes \sigma) \leq \frac{1}{2} T(\rho \otimes (\rho + \sigma), \sigma \otimes (\rho + \sigma)) + \frac{1}{2} T((\rho + \sigma) \otimes \rho, (\rho + \sigma) \otimes \sigma)
\]
\[
= \frac{1}{4} \text{Tr} \left| (\rho - \sigma) \otimes (\rho + \sigma) \right| + \frac{1}{4} \text{Tr} \left| (\rho + \sigma) \otimes (\rho - \sigma) \right|
\]
\[
= \frac{1}{2} \text{Tr} \left| \rho - \sigma \right| \text{Tr} \left| \rho + \sigma \right| = 2T(\rho, \sigma).
\]

Thus
\[
T \left( (C(|\psi\rangle))^{\otimes 2}, |\psi\rangle^{\otimes 4} \right) \leq 2T \left( C(|\psi\rangle), |\psi\rangle^{\otimes 2} \right) < 2\varepsilon.
\]

Therefore,
\[
T \left( C \otimes C \left( C(|\psi\rangle) \right), |\psi\rangle^{\otimes 4} \right) < 3\varepsilon.
\]
Suppose $A(|\psi\rangle) \geq 2/3 \triangleq p$ and $A(|\phi\rangle) \leq 1/3 = 1 - p$. Then

\[
\begin{align*}
\Pr[A'(|\psi\rangle) = 1] &> (p^4 - 3\varepsilon) + 4(p^3(1-p) - 3\varepsilon) + 3(p^2(1-p)^2 - 3\varepsilon), \\
\Pr[A'(|\phi\rangle) = 1] &> ((1-p)^4 + 3\varepsilon) + 4((1-p)^3p + 3\varepsilon) + 3(p^2(1-p)^2 + 3\varepsilon).
\end{align*}
\]

If we set $\varepsilon = 0.002$, then $\Pr[A'(|\psi\rangle) = 1] > 0.6927$ and $\Pr[A'(|\phi\rangle) = 1] < 0.3073$. This means that $A'$ is a $(2/3, 1/3)$-amplified version of $A$, which contradicts Theorem 8.2.

\[\square\]
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A Tomography

In a quantum tomography problem, one wants to learn the behavior or even a description of a quantum circuit or quantum state. In our applications to the MMWU proof of quantum simulation leakage lemma, one task is that, given a quantum distinguisher, find a corresponding BPOVM matrix. The task is precisely formulated in Definition A.4. Also in the min-max proof, which will be illustrated in Appendix B, we would like to find a quantum state that maximizes the acceptance probability of a given quantum distinguisher. This task is formulated in Definition A.6. In the most general parameters in the tomography problems, let the dimension of input space be $d$ and the circuit size is $s$. Then the desired algorithm complexity is $\text{poly}(s, \log d)$, which is too demanding to achieve. Fortunately, in our application, the $\text{poly}(s, d)$ time complexity is already satisfying. Our tomography algorithm also uses a solution to the QCkt-Value Problem (Definition A.1), described as follows.

**Definition A.1 (QCkt-Value Problem).** The QCkt-Value$(s, \varepsilon, \gamma)$ problem is a computational problem defined as follows:

- **Input:** a description of a quantum circuit $C$ of size $s$ with binary output $\{0,1\}$, and an error parameter $0 < \varepsilon < 1$.
- **Task:** with probability at least $1 - \gamma$, output an estimate $\hat{p}$ of the probability $p = \Pr[C = 1]$ such that $|\hat{p} - p| \leq \varepsilon$.

**Lemma A.2.** There exists a uniform quantum algorithm $A$ that solves QCkt-Value$(s, \varepsilon, \gamma)$ in time $O(s \log(1/\gamma)/\varepsilon^2)$.

**Proof.** The algorithm independently run the circuit $C$ $t$ times and let $\hat{p}$ be the number of times getting 1, divided by $t$. By Chernoff’s bound, we have

$$\Pr[|p - \hat{p}| > \varepsilon] < 2^{-\Omega(t \varepsilon^2)}.$$  

By choosing $t = O(\log(1/\gamma)/\varepsilon^2)$, $2^{-t \varepsilon^2} \leq \gamma$. Each trial takes $O(s)$ time. Therefore, the total running time is $O(s \log(1/\gamma)/\varepsilon^2)$.

**Remark A.3.** It is worth mentioning that by using a quantum speed-up (e.g., [Mon15]), one can improve the dependence on $1/\varepsilon$ quadratically, although this improvement is not crucial for our purposes.

**Definition A.4 (QCkt-Tomography Problem).** The QCkt-Tomography$(s, d, \varepsilon, \gamma)$ problem is a computational problem defined as follows:

- **Input:** a description of a quantum circuit $C: \text{Dens}(C^d) \to \{0,1\}$ of size-$s$, and an error parameter $0 < \varepsilon < 1$.
- **Task:** let $\Pi$ be the corresponding BPOVM of $C$. Output an explicit description (as matrices) of BPOVM $\tilde{\Pi}$ such that $\|\Pi - \tilde{\Pi}\|_{\text{op}} \leq \varepsilon$ with probability $1 - \gamma$.

**Lemma A.5.** There exists a (uniform) quantum algorithm that solves the QCkt-Tomography$(s, d, \varepsilon, \gamma)$ Problem in time $\text{poly}(s, d, 1/\varepsilon, \log(1/\gamma))$. 
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As discussed in the preliminary, one can mathematically derive $\Pi$ from the description of any quantum circuit $C$ (Equation (2.5)). However, this calculation is computationally heavy, e.g., involving matrix operations over $d \cdot 2^m$ dimensions, where $m$ is the number of ancilla qubits used by $C$, which can be as large as $s$, and thus fails to provide desired efficiency.

Proof. The strategy we use is to estimate each entry of $\Pi$, which is a $d$ by $d$ positive semidefinite matrix, by feeding special input states to circuit $C$ and observing the statistics of the output bit (i.e., a tomography process for the POVM $\Pi$ (e.g., [LFCR+09])).

Since we exploit a quantum machine to perform the circuit $C$ and the measurement, it only costs $O(s)$ for a quantum machine to execute $C$ once. The total running time then depends on the number of executions of $C$ for the desired efficiency.

To that end, we will leverage the following set of special input states, which form a basis for positive semidefinite operators over the input space. Let $\{ |1\rangle, \cdots, |d\rangle \}$ be any orthonormal basis in $\mathbb{C}^d$. Define the following set of density operators:

\begin{align}
\forall n = 1, \cdots, d, \quad & A_{n,n} = |n\rangle \langle n|, \quad (A.1) \\
\forall 1 \leq n < m \leq d, \quad & A_{n,m}^{re} = |\psi_{n,m}\rangle \langle \psi_{n,m}|, \quad |\psi_{n,m}\rangle = \frac{1}{\sqrt{2}}(|n\rangle + |m\rangle), \quad (A.2) \\
\forall 1 \leq n < m \leq d, \quad & A_{n,m}^{im} = |\phi_{n,m}\rangle \langle \phi_{n,m}|, \quad |\phi_{n,m}\rangle = \frac{1}{\sqrt{2}}(|n\rangle + i|m\rangle). \quad (A.3)
\end{align}

Also let

\begin{align*}
\alpha_{n,n}(\Pi) &= \text{Tr} (A_{n,n} \Pi) \\
\alpha_{n,m}^{re}(\Pi) &= \text{Tr} (A_{n,m}^{re} \Pi) \\
\alpha_{n,m}^{im}(\Pi) &= \text{Tr} (A_{n,m}^{im} \Pi)
\end{align*}

The collection of values $\alpha_{n,n}(\Pi)$ for $n = 1, \cdots, d$ and $\alpha_{n,m}^{re}(\Pi)$ and $\alpha_{n,m}^{im}(\Pi)$ for $1 \leq n < m \leq d$ uniquely determines any positive semidefinite operator $\Pi$.\textsuperscript{7} It suffices to collect these $\alpha$ values to within small error to approximate $\Pi$. We will invoke Lemma A.2 for each $\alpha$ value for that purpose. Overall, by a union bound, with probability $1 - \gamma$, we can collect a set of $\tilde{\alpha}$ values that approximate the original $\alpha$ values with an additive error $\eta$ in time $d^2 \cdot O(s \log(d/\gamma)/\eta^2) = \text{poly}(s, d, \log(1/\gamma), 1/\eta)$. Namely, for all $n, m$, we have

\begin{align*}
|\tilde{\alpha}_{n,n} - \alpha_{n,n}(\Pi)| &\leq \eta, \\
|\tilde{\alpha}_{n,m}^{re} - \alpha_{n,m}^{re}(\Pi)| &\leq \eta, \quad \text{and} \\
|\tilde{\alpha}_{n,m}^{im} - \alpha_{n,m}^{im}(\Pi)| &\leq \eta.
\end{align*}

We can thus solve the following semidefinite program (SDP) to recover an approximate $\tilde{\Pi}$:

\begin{align*}
\text{Goal:} \quad & \text{find a } \tilde{\Pi} \\
\text{Subject to:} \quad & |\tilde{\alpha}_{n,n} - \alpha_{n,n}(\tilde{\Pi})| \leq \eta, \\
& |\tilde{\alpha}_{n,m}^{re} - \alpha_{n,m}^{re}(\tilde{\Pi})| \leq \eta, \\
& 0 \leq \tilde{\Pi} \leq \text{id}.
\end{align*}

\textsuperscript{7}It is not hard to see that $\alpha_{n,n}(\Pi)$ determines all the diagonal entries. Every off-diagonal entry $(n, m)$ (or its conjugate at $(m, n)$) is then determined by $\alpha_{n,m}^{re}(\Pi)$ together with the information about the diagonal entry $(n, n)$ and $(m, m)$. 
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We claim that any feasible solution \( \tilde{\Pi} \) is a good approximate of \( \Pi \). This is because by definition and the triangle inequality, all the \( \alpha \) values of \( \Pi \) and \( \tilde{\Pi} \) are close. Namely,

\[
|\tilde{\alpha}_{n,n}(\tilde{\Pi}) - \alpha_{n,n}(\Pi)| \leq 2\eta, |\tilde{\alpha}^{\text{re}}_{n,m}(\tilde{\Pi}) - \alpha^{\text{re}}_{n,m}(\Pi)| \leq 2\eta, |\tilde{\alpha}^{\text{im}}_{n,m}(\tilde{\Pi}) - \alpha^{\text{im}}_{n,m}(\Pi)| \leq 2\eta.
\]

This implies the max norm of \( \tilde{\Pi} - \Pi \) is small, i.e.,

\[
\|\tilde{\Pi} - \Pi\|_\text{max} \leq O(\eta). \quad \text{By Equation (2.4), we have}
\]

\[
\|\tilde{\Pi} - \Pi\|_\text{op} \leq d \|\tilde{\Pi} - \Pi\|_\text{max} = O(d\eta).
\]

It then suffices to choose \( \eta = O(\varepsilon/d) \). Overall, the above circuit succeeds with probability at least \( 1 - \gamma \) and runs in \( \text{poly}(s,d,1/\varepsilon,\log(1/\gamma)) \) time.

**Definition A.6** (QCkt-Max-Sat Problem). The QCkt-Max-Sat \((s,d,\varepsilon,\gamma)\) problem is a computational problem defined as follows:

- **Input**: a description of a quantum circuit \( C : \text{Dens} (\mathbb{C}^d) \rightarrow \{0,1\} \) of size-\( s \), and an error parameter \( 0 < \varepsilon < 1 \).
- **Task**: Output an explicit description (as a density matrix) of a quantum state \( \rho \in \text{Dens} (\mathbb{C}^d) \) such that \( C(\rho) > \max_\sigma C(\sigma) - \varepsilon \) with probability \( 1 - \gamma \).

**Theorem A.7.** There exists a (uniform) quantum algorithm \( A \) that solves QCkt-Max-Sat\((s,d,\varepsilon,\gamma)\) problem in time \( \text{poly}(s,d,1/\varepsilon,\log(1/\gamma)) \).

**Proof.** This theorem follows from Lemma A.5 and an application of a spectrum decomposition. Let \( \Pi \) be the corresponding BPOVM of \( C \). By Lemma A.5, there exists an circuit \( A \) that runs in time \( \text{poly}(s,d,1/\varepsilon,\log(1/\gamma)) \) and outputs a description of \( \tilde{\Pi} \) such that \( \|\tilde{\Pi} - \Pi\|_\text{op} \leq \varepsilon/2 \) with probability \( 1 - \gamma \). That means for all \( \tau \in \text{Dens} (\mathbb{C}^d) \),

\[
|\langle \tilde{\Pi}, \tau \rangle - \langle \Pi, \tau \rangle| \leq \varepsilon/2. \quad \text{(A.4)}
\]

We then run a spectrum decomposition on \( \tilde{\Pi} \) and choose \( \rho = |\psi\rangle\langle\psi| \) to be the density operator corresponding to the eigenvector \( |\psi\rangle \) with the largest eigenvalue of \( \tilde{\Pi} \). This step can be done in \( \text{poly}(d) \) given that dimension of \( \Pi \) is \( d \) (e.g., by SDP). Thus, we have

\[
\langle \tilde{\Pi}, \rho \rangle \geq \max_\sigma \langle \tilde{\Pi}, \sigma \rangle. \quad \text{(A.5)}
\]

By Equation (A.4), we have

\[
\langle \Pi, \rho \rangle \geq \langle \tilde{\Pi}, \rho \rangle - \varepsilon/2 \\
\geq \max_\sigma \langle \tilde{\Pi}, \sigma \rangle - \varepsilon/2 \\
\geq \max_\sigma \langle \Pi, \sigma \rangle - \varepsilon/2 - \varepsilon/2 \\
= \max_\sigma \langle \Pi, \sigma \rangle - \varepsilon.
\]

The overall complexity is \( \text{poly}(s,d,1/\varepsilon,\log(1/\gamma)) \), which completes the proof. \( \square \)
B Leakage Simulation Lemma by Quantum Min-Max Theorem

In this section, we provide another proof of the Leakage Simulation Lemma via the nonuniform quantum min-max theorem. First, we introduce two techniques required in this proof – ε-net and quantum sampling lemma. Then we prove the leakage simulation lemma, which can lead to the Leakage Chain Rule as shown in Section 6.1.

B.1 Epsilon-nets for Quantum States and BPOVM.

An ε-net (or ε-net) of a certain set X is meant to be an approximation of every point in X with “error” at most ε by a collection of discrete points. Suppose X is a set with a metric Δ(·, ·). A subset N(X, ε) is an ε-net of X if for each x ∈ X, there exists y ∈ N(X, ε) such that Δ(x, y) ≤ ε.

We are interested in ε-nets of (1) the set of pure d-dimensional quantum states with respect to the trace distance and (2) the set of BPOVMs with respect to the operator norm.

Proposition B.1 (e.g., [Ver12]). For every 0 < ε < 0.01 and d ∈ N, there is an ε-net N(Ball(C^d), ε) of the complex d-dimensional unit sphere (which we view as the set of pure quantum states) with respect to the Euclidean norm such that the size of N(Ball(C^d), ε) is bounded by (1/ε)^O(d). Moreover, for any pure state |ψ⟩ ∈ Ball(C^d), there exists |φ⟩ ∈ N(Ball(C^d), ε) with ε < 0.01 such that for every quantum circuit C with binary output, we have

\[ |E[C(|ψ⟩⟨ψ|)] - E[C(|φ⟩⟨φ|)]| ≤ 2ε. \]

The set of all BPOVMs on a d-dimensional system is denoted by Γ(C^d). Namely, Γ(C^d) consists of all Hermitian operator II such that 0 ≤ II ≤ id_d and 0 ≤ id_d − II ≤ id_d.

Proposition B.2 (e.g., [SW15]). For every 0 < ε < 1/2 and d ∈ N, there is an ε-net N(Γ(C^d), ε) of d-dimensional BPOVMs with respect to the operator norm such that the size of N(Γ(C^d), ε) is bounded by (1/ε)^O(d^2). Moreover, for every quantum circuit C with d-dimension input and binary output, there exists a quantum circuit C' with BPOVM in N(Γ(C^d), ε) such that for all quantum states ρ ∈ Dens(C^d), we have

\[ |E[C(ρ)] - E[C'(ρ)]| < ε. \]

B.2 Derandomization via Sampling

The derandomization lemma says that for every distribution of circuits, there is a “small” circuit to approximate the distribution such a given set of functions cannot tell the difference. In the classical case, it has been used to prove many results, such as Impagliazzo’s Hardcore Lemma [Imp95], the nonuniform min-max theorem, Regularity Lemma [TTV09] and Dense Model Theorem [RTTV08]. This technique was formally defined as Lemma 3 of [CLP15]. Herein we generalize it to allow circuits with quantum inputs and outputs, and use the epsilon-net method to handle the fact that there are infinitely many quantum states in a state space.

Lemma B.3. Let X be a finite space with |X| = d_X and \( Y \) be a Hilbert space with dimension d_Y. Let \( C \) be a distribution over \( C \), a class of quantum circuits with input space X and output space Dens(Y). Then for every ε ∈ (0, 1/2), there exists a quantum distinguisher \( C' \) with complexity\(^*\) O(t) with respect to \( C \) such that

\(^*\) A circuit \( C' \) has complexity \( O(t) \) with respect to \( C \) if \( C' \) is composed of \( O(t) \) circuits in \( C \) and \( O(t) \) universal gates.
1) For all \( x \in X \) and a distinguisher \( D : X \times \text{Dens}(\mathcal{Y}) \rightarrow \{0,1\} \),
\[
\left| \mathbb{E}_{\hat{C} \sim \mathcal{C}} [D(x,C(x))] - \mathbb{E}_{\hat{C} \sim \mathcal{C}} [D(x,\hat{C}(x))] \right| \leq \varepsilon,
\]
and 2) \( t = O\left( \frac{1}{\varepsilon^2} (\log d_X + d_Y^2 \log(1/\varepsilon)) \right) \).

Proof. We sample a set of \( t \) circuits \( C_1, \ldots, C_t \) from the distribution \( \mathcal{C} \) and let \( \hat{C} \) be a circuit that randomly chooses one of \( \{C_1, \ldots, C_t\} \) to run. Then for every \( x \in X \),
\[
\mathbb{E}_{\hat{C} \sim \mathcal{C}} [C(x, \rho)] = \mathbb{E}_{\hat{C} \sim \mathcal{C}} [\hat{C}(x, \rho)] = \frac{1}{t} \sum_{i=1}^{t} \mathbb{E} [C_i(x, \rho)].
\]

For every \( x \in X \) and a distinguisher \( D \), by Chernoff bound, we have
\[
\Pr_{\hat{C} \sim \mathcal{C}} \left[ \left| \mathbb{E}_{\hat{C} \sim \mathcal{C}} [D(x,C(x))] - \mathbb{E}_{\hat{C} \sim \mathcal{C}} [D(x,\hat{C}(x))] \right| > \frac{\varepsilon}{2} \right] \leq 2^{-t\varepsilon^2/16}. \tag{B.1}
\]

Recall that a quantum distinguisher with input in \( \text{Dens} (\mathcal{C}^N) \) can be represented by a \( N \) by \( N \) BPOVM matrix. If we denote the BPOVM of the distinguisher \( D(x, \cdot) \) by \( \Pi_x \), then the distinguisher \( D \) by a set of BPOVM \( \{\Pi_x\}_{x \in X} \). Particularly, \( D(x, \rho) = \langle \Pi_x, \rho \rangle \). Thus, Equation (B.1) can be written as
\[
\Pr_{\hat{C} \sim \mathcal{C}} \left[ \left| \mathbb{E}_{\hat{C} \sim \mathcal{C}} [\langle \Pi_x, C(x) \rangle] - \mathbb{E}_{\hat{C} \sim \mathcal{C}} [\langle \Pi_x, \hat{C}(x) \rangle] \right| > \frac{\varepsilon}{2} \right] \leq 2^{-t\varepsilon^2/16}. \tag{B.2}
\]

Apply the union bound to Equation (B.1) over every \( x \in X \) and \( \Pi_x \in \mathcal{N} (\Gamma (\mathcal{Y}), \varepsilon/2) \), then
\[
\Pr_{\hat{C} \sim \mathcal{C}} \left[ \forall x \in X, \Pi_x \in \mathcal{N} (\Gamma (\mathcal{Y}), \varepsilon/2) \right] \cdot \left| \mathbb{E}_{\hat{C} \sim \mathcal{C}} [(x,C(x))] - \mathbb{E}_{\hat{C} \sim \mathcal{C}} [(x,\hat{C}(x))] \right| > \frac{\varepsilon}{2}
\leq |X| \cdot |\mathcal{N} (\Gamma (\mathcal{Y}), \varepsilon/2)| \cdot 2^{-t\varepsilon^2/16}.
\]

Since \( |\mathcal{N} (\Gamma (\mathcal{Y}), \varepsilon/2)| = (1/\varepsilon)^{O(d_Y^2)} \), we can choose \( t = O\left( \frac{1}{\varepsilon^2} (\log d_X + d_Y^2 \log(1/\varepsilon)) \right) \) such that the quantity on the right-hand side of the inequality is less than one. That implies there exists a choice of \( t \) circuits \( C_1, \ldots, C_t \) to form the circuit \( \hat{C} \) such that for all \( x \in X \) and \( \Pi_x \in \mathcal{N} (\Gamma (\mathcal{Y}), \varepsilon/2) \), \( \hat{C} \) and the expectation of \( C \) are \( \varepsilon/2 \)-close measured by \( \Pi_x \). Apply Proposition B.2, we can extend the above statement from a BPOVM in the net to any BPOVM (or equivalently, any quantum distinguisher) by losing another \( \varepsilon/2 \). Namely, we have that there exists a choice of \( t \) circuits \( \{C_1, \ldots, C_t\} \) to form the circuit \( \hat{C} \) such that
\[
\forall x \in X, D(x, \cdot) \quad \left| \mathbb{E}_{\hat{C} \sim \mathcal{C}} [D(x,C(x))] - \mathbb{E}_{\hat{C} \sim \mathcal{C}} [D(x,\hat{C}(x))] \right| > \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]
\( \Box \)
B.3 Leakage Simulation Lemma

**Theorem 6.1.** Let \( \rho_{XB} = \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes \rho_B^x \in \{0,1\}^n \times \text{Dens} \left( \mathbb{C}^{2^\ell} \right) \) be a cq-state with \( n \) classical bits and \( \ell \) qubits. For any \( s \in \mathbb{N} \) and \( \varepsilon > 0 \), there exists a quantum circuit \( C : \{0,1\}^n \rightarrow \text{Dens} \left( \mathbb{C}^{2^\ell} \right) \) of size \( s' = \text{poly}(s,n,2^\ell,1/\varepsilon) \) such that the cq-state \( \sum_{x \in \{0,1\}^n} p_x |x\rangle \langle x| \otimes C(x) \) and \( \rho_{XB} \) are \((s,\varepsilon)\)-indistinguishable.

Proof. Suppose for contradiction that for all size-\( s' \) quantum circuit \( C : \{0,1\}^n \rightarrow \text{Dens} \left( \mathbb{C}^{2^\ell} \right) \), there exists a quantum distinguisher \( D : \{0,1\}^n \rightarrow \text{Dens} \left( \mathbb{C}^{2^\ell} \right) \rightarrow \{0,1\} \) of size \( s \) such that

\[
E[D(\rho_{XB})] - E[D(X,C(X))] \geq \varepsilon.
\]

First we transform circuits of bounded size to distributions of circuits of bounded size via the following claim.

**Claim 9.** For every distribution \( C \) over size-\( s'' \) quantum circuit with \( s'' = s'' \cdot O((n+2^\ell)/\varepsilon^2) \), there exists a distinguisher \( D \) of size \( s \) such that \( E[D(\rho_{XB})] - E_{C \sim \mathcal{C}}[D(X,C(X))] < \varepsilon/2 \).

**Proof of Claim 9.** Suppose that there exists a distribution \( \mathcal{C} \) over size-\( s'' \) circuit such that for all size-\( s \) distinguisher \( D \),

\[
E[D(\rho_{XB})] - E_{C \sim \mathcal{C}}[D(X,C(X))] < \varepsilon/2.
\]

Apply Lemma B.3 with \( d_X = 2^n \) and \( d_Y = 2^\ell \), then there exists a circuit \( \tilde{C} \) of size \( s' = s'' \cdot O((n+2^\ell)/\varepsilon^2) \) such that \( E[D(\rho_{XB})] - E\left[D(X,\tilde{C}(X))\right] < \varepsilon/2 + \varepsilon/2 = \varepsilon \) which contradict the assumption.

Once we have Claim 9, we apply the nonuniform Quantum Min-Max Theorem (Theorem 4.1) using the following parameters. The strategy space of Player 1 is

\[
\mathcal{A} = \left\{ \text{cq-state } \sum_x p_x |x\rangle \langle x| \otimes C(x) \mid C : \{0,1\}^n \rightarrow \text{Dens} \left( \mathbb{C}^{2^\ell} \right) \text{ is a quantum circuit of size } s'' \right\},
\]

and the strategy space of Player 2 \( \mathcal{B} \) is the set of all distinguishers with size at most \( s \). The mapping \( f \) is defined to be

\[
f(D) = E[D(\rho_{XB})] \text{id}_{n+\ell} + \Pi_D.
\]

where \( \Pi_D \) is the BPOVM of \( D \). By the Quantum Min-Max Theorem, we know there exists a quantum distinguisher \( \tilde{D} \) of size \( s \cdot O \left( \frac{1}{\varepsilon^2}(n+\ell) \right) \) such that for all for all \( s'' \)-size circuit \( \tilde{C} \),

\[
E\left[\tilde{D}(\rho_{XB})\right] - E\left[\tilde{D}(X,\tilde{C}(X))\right] > \varepsilon/4. \tag{B.3}
\]

Express the BPOVM of \( \tilde{D}(x,\cdot) \) to be \( \Pi_x \) for \( x \in \{0,1\}^n \), then we have

\[
E\left[\tilde{D}(\rho_{XB})\right] = \sum_{x \in \{0,1\}^n} p_x \langle \Pi_x, \rho_B^x \rangle.
\]

Now, define the quantum circuit \( C \) as follows:
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1. For input \( x \in \{0, 1\}^n \), apply Lemma A.7 to solve the \((s, \ell, \varepsilon/8, \varepsilon/8)\)-QCkt-Max-Sat Problem with the quantum circuit \( \tilde{D}(x, \cdot) \) to get a description of the quantum state \( \sigma_x \) such that with probability \( 1 - \varepsilon/8 \),
\[
\langle \Pi_x, \sigma_x \rangle \geq \max_\rho \langle \Pi_x, \rho \rangle - \varepsilon/8.
\]

2. Construct the quantum state \( \sigma_x \) and output it.

The state can be constructed from its description by a circuit of size polynomial in its description length and dimension [SBM05]. So the running time of \( C \) is \( \text{poly}(s, n, 2^\ell, 1/\varepsilon) \). Eventually, we have
\[
E \left[ \tilde{D}(X, C(X)) \right] = \sum_{x \in \{0, 1\}^n} p_x \langle \Pi_x, \sigma_x \rangle \geq \left( 1 - \frac{\varepsilon}{8} \right) \left( \sum_{x \in \{0, 1\}^n} p_x \max_\rho \langle \Pi_x, \rho \rangle - \frac{\varepsilon}{8} \right)
\]
\[
\geq \left( 1 - \frac{\varepsilon}{8} \right) \left( \max_{C'} E \left[ \tilde{D}(X, C'(X)) \right] - \frac{\varepsilon}{8} \right)
\]
\[
\geq \max_{C'} E \left[ \tilde{D}(X, C'(X)) \right] - \frac{\varepsilon}{4},
\]
which contradicts Equation (B.3).

\[\Box\]

C Proof of MMWU Theorem via KL-projection

In this section, we proof the MMWU Theorem considering the setting in Section 4.1 and Procedure 4.1.

First, we have the following facts and lemmas.

**Fact 1.** For \( x < 1, -\ln(1 - x) \geq x + x^2/2 + x^3/3 \); for \( X \)

**Fact 2.** If \( B > C \), then \( \text{Tr} \left( AB \right) > \text{Tr} \left( AC \right) \).

**Lemma C.1.** Let \( Y \in \text{Dens} (\mathcal{H}) \) and \( A \) be a convex set in \( Y \in \text{Dens} (\mathcal{H}) \). Let \( Y^* \) be a KL-projection of \( Y \) on \( A \), then
\[
D \left( X \| Y^* \right) + D \left( Y^* \| Y \right) \leq D \left( X \| Y \right)
\]
Particularly, due to the non-negativity of the KL-divergence,
\[
D \left( X \| Y^* \right) \leq D \left( X \| Y \right)
\]

**Proof.** Let
\[
Z_\lambda = \lambda X + (1 - \lambda)Y^*.
\]
Since \( A \) is convex, \( Z_\lambda \in A \) for all \( 0 \leq \lambda \leq 1 \). Because the minimum of \( D \left( Z_\lambda \| Y \right) \) happens at \( \lambda = 0 \), the derivative of \( D \left( Z_\lambda \| Y \right) \) is nonnegative at \( \lambda = 0 \).
\[
\frac{d}{d\lambda} D \left( Z_\lambda \| Y \right) = \frac{d}{d\lambda} \text{Tr} \left( Z_\lambda \log Z_\lambda \right) - \text{Tr} \left( Z_\lambda \log Y \right)
\]
\[
= \text{Tr} \left( \frac{dZ_\lambda}{d\lambda} \log Z_\lambda \right) + \text{Tr} \left( Z_\lambda \frac{d\log Z_\lambda}{d\lambda} \right) - \text{Tr} \left( \frac{dZ_\lambda}{d\lambda} \cdot \log Y \right)
\]

It is straightforward to have $\frac{dZ}{d\lambda} = X - Y^*$. For $\text{Tr} \left( Z_\lambda \frac{d\log Z_\lambda}{d\lambda} \right)$,

$$
\text{Tr} \left( Z_\lambda \frac{d\log Z_\lambda}{d\lambda} \right) = \text{Tr} \left( Z_\lambda \frac{d}{d\lambda} \left( \sum_{n=1}^{\infty} -\frac{(1)^n}{n} (Z_\lambda - \text{id})^n \right) \right)
$$

$$
= \text{Tr} \left( Z_\lambda \sum_{n=1}^{\infty} -\frac{(1)^n}{n} \sum_{i=0}^{n-1} (Z_\lambda - \text{id})^i \cdot \frac{dZ_\lambda}{d\lambda} \cdot (Z_\lambda - \text{id})^{n-1-i} \right)
$$

$$
= \sum_{n=1}^{\infty} -\frac{(1)^n}{n} \sum_{i=0}^{n-1} \text{Tr} \left( Z_\lambda (Z_\lambda - \text{id})^i \cdot (X - Y^*) \cdot (Z_\lambda - \text{id})^{n-1-i} \right)
$$

$$
= \sum_{n=1}^{\infty} -\frac{(1)^n}{n} \sum_{i=0}^{n-1} \text{Tr} \left( Z_\lambda (Z_\lambda - \text{id})^n \cdot (X - Y^*) \right)
$$

$$
= \text{Tr} \left( Z_\lambda \sum_{n=1}^{\infty} -\frac{(1)^n}{n} \sum_{i=0}^{n-1} (X - Y^*) \right)
$$

$$
= \text{Tr} \left( Z_\lambda Z_\lambda^{-1} (X - Y^*) \right) = \text{Tr} (X - Y^*) = 0,
$$

where the equality (a) is due to the commutativity between $Z_\lambda$ and $(Z_\lambda - \text{id})$, and the invariance of trace under cyclic permutations. Therefore,

$$
\frac{d}{d\lambda} D(Z_\lambda \| Y) \bigg|_{\lambda=0} = \text{Tr} \left( (X - Y^*) \log Z_\lambda \right) - \text{Tr} \left( (X - Y^*) \cdot \log Y \right)_{\lambda=0}
$$

$$
= \text{Tr} \left( (X - Y^*) \log Y^* \right) - \text{Tr} \left( (X - Y^*) \cdot \log Y \right)
$$

$$
= \text{Tr} \left( X (\log X - \log Y) \right) - \text{Tr} \left( X (\log X - \log Y^*) \right) - \text{Tr} \left( Y^* (\log Y^* - \log Y) \right)
$$

$$
= D(X \| Y) - D(X \| Y^*) - D(Y^* \| Y) \geq 0,
$$

which yields the conclusion by an rearrangement.

**Lemma C.2.** Consider the setting in Section 4.1 and Procedure 4.1. We have for all $a \in A$,

$$
\frac{1}{T} \sum_{t=1}^{T} \langle a(t), f(b(t)) \rangle \leq \frac{1}{T} \sum_{t=1}^{T} \langle a, f(b(t)) \rangle + \left( \eta + \frac{\log d}{\eta T} \right).
$$

**Proof.** Let $L(t) = f(b^t)$. First, recall the definition of relative entropy (KL-divergence) of two quantum states $\rho, \sigma$:

$$
D(\rho \| \sigma) = \text{Tr} \left( \rho (\log \rho - \log \sigma) \right).
$$
For any density matrix $a$,
\[
D \left( a \left\| a^{(t)} \right\| \right) - D \left( a \left\| a^{(t+1)} \right\| \right) \\
= - \text{Tr} \left( a \log a^{(t)} + a \log a^{(t+1)} \right) \\
= - \text{Tr} \left( a \log a^{(t)} + a \log \left( \frac{\exp(\log a^{(t)} - \eta L^{(t)})}{\exp(\log a^{(t)} - \eta L^{(t)})} \right) \right) \\
= - \text{Tr} \left( a \log a^{(t)} + \text{Tr} \left( a \log (\exp(\log a^{(t)} - \eta L^{(t)})) \right) - \log \left( \text{Tr} \left( \exp(\log a^{(t)} - \eta L^{(t)}) \right) \right) \right) \\
\geq \text{Tr} \left( -\eta a L^{(t)} \right) - \log \left( \text{Tr} \left( a^{(t)} \exp(-\eta L^{(t)}) \right) \right) \\
= - \eta \left\langle a, L^{t} \right\rangle - \log \left( \text{Tr} \left( a^{(t)} (id_d - (id_d - \exp(-\eta L^{(t)}))) \right) \right) \\
= - \eta \left\langle a, L^{t} \right\rangle - \log \left( \text{Tr} \left( a^{(t)} \left( a^{(t)} (id_d - \exp(-\eta L^{(t)})) \right) \right) \right) \\
= - \eta \left\langle a, L^{t} \right\rangle - \log \left( 1 - \text{Tr} \left( a^{(t)} (id_d - \exp(-\eta L^{(t)})) \right) \right) \\
\geq - \eta \left\langle a, L^{t} \right\rangle + \text{Tr} \left( a^{(t)} (id_d - \exp(-\eta L^{(t)})) \right) \\
\geq - \eta \left\langle a, L^{t} \right\rangle + \text{Tr} \left( a^{(t)} (id_d - id_d + \eta L^{(t)} - (\eta L^{(t)})^2) \right) \\
= \eta \left\langle a^{(t)}, L^{t} \right\rangle - \eta \left\langle a, L^{t} \right\rangle - \eta^2.
\]

Inequality (a) is due to the Golden-Thompson inequality. For the inequality (b), notice that $0 < \eta L^{(t)} < id_d$, then $0 < id_d - \exp(-\eta L^{(t)}) < id_d$, so by Fact 2, $\text{Tr} \left( a^{(t)} (id_d - \exp(-\eta L^{(t)})) \right) < \text{Tr} \left( a^{(t)} id_d \right) = 1$. Finally, applying Fact 1, we get the inequality. For the inequality (c), it is due to the definition of an exponential of a matrix and Fact 1.

Since $a^{(t+1)}$ is the KL-projection of $a^{(t+1)}$, by Lemma C.1, we have
\[
D \left( a \left\| a^{(t+1)} \right\| \right) \leq D \left( a \left\| a^{(t+1)} \right\| \right),
\]
and so
\[
D \left( a \left\| a^{(t)} \right\| \right) - D \left( a \left\| a^{(t+1)} \right\| \right) \geq D \left( a \left\| a^{(t)} \right\| \right) - D \left( a \left\| a^{(t+1)} \right\| \right) \\
\geq \eta \left\langle a^{(t)}, L^{t} \right\rangle - \eta \left\langle a, L^{t} \right\rangle - \eta^2
\]

Now we do the telescoping from $t = 1$ through $t = T$, we get
\[
D \left( a \left\| a^{(1)} \right\| \right) - D \left( a \left\| a^{(T+1)} \right\| \right) \geq \eta \sum_{t=1}^{T} \left\langle a^{(t)}, L^{t} \right\rangle - \sum_{t=1}^{T} \eta \left\langle a, L^{t} \right\rangle - T \eta^2
\]

Since KL-divergence is always non-negative and when $a^{(1)} = \frac{1}{d} id_d$, $D \left( a \left\| a^{(1)} \right\| \right) = \log d - H(a)$ where
$H$ is the von Neumann entropy, we have

$$\log d \geq \eta \sum_{t=1}^{T} \langle a^{(t)}, L^t \rangle - \sum_{t=1}^{T} \eta \langle a, L^t \rangle - T\eta^2$$

$$\frac{1}{T} \sum_{t=1}^{T} \langle a^{(t)}, L^t \rangle \leq \frac{1}{T} \sum_{t=1}^{T} \langle a, L^t \rangle + \eta + \frac{\log d}{\eta T}.$$