Abstract

Information-theoretic lower bounds are often encountered in several branches of computer science, including learning theory and cryptography. In the quantum setting, Holevo’s and Nayak’s bounds give an estimate of the amount of classical information that can be stored in a quantum state. Previous works have shown how to combine information-theoretic tools with a counting argument to lower bound the sample complexity of distribution-free quantum probably approximately correct (PAC) learning. In our work, we establish the notion of Probably Approximately Correct Source Coding and we show two novel applications in quantum learning theory and delegated quantum computation with a purely classical client. In particular, we provide a lower bound of the sample complexity of a quantum learner for arbitrary functions under the Zipf distribution, and we improve the security guarantees of a classically-driven delegation protocol for measurement-based quantum computation (MBQC).

Introduction

In recent years machine learning algorithms found impressive applications in several domains, ranging from automated driving, speech recognition, fraud detection and many others. Among the theoretical models proposed for the analysis of such algorithms, the probably approximately correct (PAC) learning is undoubtedly the most successful. Introduced in 1984 by Leslie Valiant in the seminal work “A theory of the learnable” [1], this model is characterized by a twofold notion of error: given a target function \( f \), the learner is required to output a hypothesis function \( h \) which is close to \( f \) up to a tolerance \( \varepsilon \), with probability \( 1 - \delta \).

The origins of quantum computation also find roots in the 1980s, when Richard Feynman and others proposed harnessing quantum physics to create a novel model of computation [2, 3, 4]. Formalising this, we have now substantial theories built around this idea and how information can be transferred and processed in a quantum manner. This leads to quantum information theory and quantum computation respectively. In the modern day, Feynman’s vision is coming ever closer to realisation, in particular with the rapid development of small quantum computers. These devices with \( \sim 80 - 200 \) qubits are dubbed noisy intermediate scale quantum (NISQ) [5] computers. On the quantum communication side, we also have proposals for a ‘quantum internet’, enabled by the secure transfer of quantum information across large distances [6]. This era poses two interesting challenges. On the one hand, due the low number of qubits and the experimental noise, these devices cannot perform many of the algorithms (or protocols on the communication side) thought to demonstrate exponential speedups over classical algorithms. Thus, the quest for practical applications gained momentum over the last years, especially in the field of quantum machine learning [7, 8, 9, 10, 11, 12]. On the other hand, NISQ devices are only accessibly via a ‘quantum cloud’ [13] and hence we need reliable protocols to delegate private computations.
Figure 1: **Probably approximately correct quantum source coding.** An overview of PAC source coding and the two applications we study in this work. The results we derive place bounds on the receiver in a source coding protocol decoding the correct binary string, encoded in less qubits than information-theoretically required to perform a perfect decoding. The first application is in the quantum sample complexity of supervised learning under the Zipf distribution. Here, PAC source coding can be used to derive a sample complexity for quantum learners which may only be polylogarithmically better than using classical samples. The second is in proving bounds on the ability of an adversary in a delegated quantum computation protocol (in the measurement-based framework of quantum computing (MBQC)) to guess the client’s chosen computation.

Our contribution. In this work, we demonstrate that the *probably approximately correct* approach can be employed in quantum information theory, providing applications in quantum learning theory and classically-driven delegated quantum computation.

First, we show that the quantum sample complexity and the classical sample complexity of the class of arbitrary functions under the Zipf distribution are equal, up to polylogarithmic factors. Moreover, we strengthen the security guarantee of the delegation protocol introduced in [14], bounding the probability that server reconstruct an approximated version of the target computation. Whereas we stated our bounds with respect to quantum states, the classical versions of our results can be recovered as special cases. Indeed, we believe that the application of our approach to classical computer science can be of independent interest.

Despite these practical applications, our major contribution is conceptual: our tools contribute to bridge the gap between information theory, machine learning and delegated computation, and they could ignite further advancement in the future.

**Preliminaries**

The term *source coding* refers to the process of encoding information produced by a given source in a way that it may be later decoded. The initial result of this topic, the *source coding theorem*, was derived in the seminal work of Shannon [15], which describes how many bits are required to encode independent and identically distributed random variables, without loss of
information. One way to formalize this scenario is to consider a communication task, between two parties, Alice (A) and Bob (B). One generalisation of this theorem to the quantum world, is via Schumacher’s theorem [16, 17] which describes the number of qubits required to compress an $n$-fold tensor product of a quantum state, $\rho_A^\otimes n$, sent between Alice and Bob. In both cases, this number is directly related to the entropy of the random variable, or the quantum state. In the quantum scenario, the relevant quantity is the von Neumann entropy:

$$S(A) := S(\rho_A) := -\text{tr} (\rho_A \log \rho_A)$$  \hspace{1cm} (1)

This quantity generalises its classical counterpart, the Shannon entropy, which is the relevant object in the classical source coding theorem. From the entropy, one may define the mutual information, given in the quantum case by:

$$I(A;B) := S(A) + S(B) - S(AB)$$  \hspace{1cm} (2)

We use the notation $S(AB)$ to mean the entropy of the state, $\rho_{AB}$, shared between Alice and Bob, and $\rho_A = \text{tr}_B(\rho_{AB})$ is the reduced density matrix of this state with entropy, $S(A)$, and likewise for Bob.

However, all of the above applies to purely quantum sources, which is actually slightly too general for our purposes. Instead, we only require the source of Alice to quantumly encode classical information.

The setting is the following. Alice samples an $n$-bit random string, $X \leftarrow \{0,1\}^n$, from some distribution, $p : \{0,1\}^n \rightarrow [0,1]$. She will then encode $X$ into a quantum state, $\sigma(X) \in \mathbb{C}^{d \times d}$ and send it to Bob. This defines an ensemble, $\Sigma := \{\sigma(X), p(X)\}$. Finally, Bob performs a positive operator value measurement (POVM), $E := \{E_m\}_m$ on $\sigma$, and attempt to extract the encoded information. In reality, Bob will observe a string, $Z \in \{0,1\}^n$, and we wish to now bound the probability that he was successful, i.e. that $X = Z$.

First, we explore the minimum number of qubits Alice need to send to Bob to be successful in extracting the correct message? The answer comes from the Holevo’s bound [18] which states that the ‘accessible information’ of the ensemble, $\Sigma$, defined as:

$$I_{\text{Acc}}(\Sigma) = \max_{E} I(X;Z)$$  \hspace{1cm} (3)

is bounded by the ‘Holevo quantity’ of the ensemble, $\chi(\Sigma)$:

$$I_{\text{Acc}}(\Sigma) \leq \chi(\Sigma) \leq \log d$$  \hspace{1cm} (4)

From the Holevo’s bound, we know that at least $n$ qubits are required to send a classical message of length $n$. However, what if we do not have access to $n$ qubits, but instead only $m < n$. Now, we have no chance to output the correct string with certainty, but we can aim to bound the probability of decoding the correct string. In this setting, we have the following result known as ‘Nayak’s bound’ [19]:

**Lemma 1** (Nayak’s bound). If $X$ is a $n$-bit binary string, we send it using $m$ qubits, and decode it via some mechanism back to an $n$-bit string $Z$, then our probability of correct decoding is given by:

$$\Pr[X = Z] \leq \frac{2^m}{2^n} = 2^{m-n}$$  \hspace{1cm} (5)

Which intuitively states that our chance of correct decoding the string decreases exponentially with the difference between $m$ and $n$.

Next, we introduce three lemmata which shall be useful in our results. Firstly, as stated above, combinatorial tools play a central role in our treatment. As such, the following two bounds on binomial coefficients are relevant:
Lemma 2 (Binomial coefficient bounds). The following two bounds on the binomial coefficients hold true:
\[
\binom{n}{k} \leq 2^{nH\left(\frac{k}{n}\right)}, \quad \sum_{i=0}^{m} \binom{n}{i} \leq 2^{nH\left(\frac{m}{n}\right)} \quad \forall m \leq \frac{n}{2},
\] (6)
where, for $0 \leq p \leq 1$, $H(p)$ is the entropy of a binary random variable that takes value 1 with probability $p$ and value 0 with probability $1-p$, that is $H(p) := -p \log(p) - (1-p) \log(1-p)$.

Next, our second relevant lemma is an adaptation of Theorem 15 from [20].

Lemma 3. For $\alpha \geq 0$, $\varepsilon \in [0, 1/2)$, $\delta \in [0, 1]$, assume that $I_{\text{Acc}}(\Sigma) \leq \alpha$ and $d_H(X, Z) \leq \varepsilon n$ with probability at least $1 - \delta$. Then,
\[
(1 - \delta)(1 - H(\varepsilon))n - H(\delta) \leq \alpha.
\]

Proof (adapted from [20]). Since $I_{\text{Acc}}(\Sigma) \leq \alpha$, by definition of accessible information we have that:
\[
I(X : Z) \leq \alpha.
\]
Now, let $V$ be the indicator random variable for the event that $d_H(X, Z) \leq \varepsilon n$. Then $\Pr[V = 1] \geq 1 - \delta$. Conditioning to $V = 1$ and given $Z, X$ can range over a set of only $\sum_{i=0}^{\varepsilon n} \binom{n}{i} \leq 2^{nH(\varepsilon)} n$-bit strings (using Eq. (6)), we find that:
\[
H(X|Z, V = 1) \leq nH(\varepsilon)
\]
We then lower bound $I(X : Z)$ as follows:
\[
I(X : Z) = H(X) - H(X|Z)
\geq H(X) - H(X|Z, V) - H(V)
= H(X) - \Pr[V = 1]H(X|Z, V = 1) - \Pr[V = 0]H(X|Z, V = 0) - H(V)
\geq n - (1 - \delta)H(\varepsilon)n - \delta n - H(\delta)
= (1 - \delta)(1 - H(\varepsilon))n - H(\delta).
\]
Combining the two bounds we get the desired result:
\[
(1 - \delta)(1 - H(\varepsilon))n - H(\delta) \leq \alpha.
\]

Finally, we recall the last lemma, from [21]:

Lemma 4 (Lemma 5 in [21]). Let $m \geq 1$ be an integer and let $X, Y$ be correlated random variables. Let $\mu_x$ be the distribution of $Y|(X = x)$. Let $X', Y'$ represent joint random variables such that $X'$ is distributed identically to $X$ and the distribution of $Y'|{(X' = x)}$ is $\mu_x^m$ (m independent copies of $\mu_x$). Then,
\[
I(X' : Y') \leq mI(X : Y).
\]
Results

Now that we have discussed the required preliminaries, let us move to our results. To begin, let us recall how we discussed above that Nayak’s bound allows the string-decoding protocol to fail with some probability $0 \leq \delta < 1$. However, for our purposes, it is convenient to consider a further relaxation and the addition of a second error parameter, $0 \leq \varepsilon < 1$. We say that Alice and Bob succeed their task with probability $1 - \delta$ up to an approximation error $\varepsilon$ if

$$\Pr[d_H(X, Z) \leq \varepsilon] \geq 1 - \delta,$$

where $d_H$ is the Hamming distance between two strings of equal length, which is the number of positions at which the corresponding values are different.

In analogy with Probably Approximately Correct Learning as introduced above (and formalised in Sec. I), we refer to the above framework as Probably Approximately Correct Source Coding. In this context, we can prove the following generalization of the Nayak’s bound (Lemma 1).

**Lemma 5 (PAC Nayak bound).** If $X$ is an $n$-bit binary string, we send it using $m$ qubits, and decode it via some mechanism back to an $n$-bit string $Z$, then our probability of correct decoding up to an error $\beta n \geq 0$ in Hamming distance is given by

$$\Pr[d_H(X, Z) \leq \beta n] \leq \frac{2^m}{2^{n(1 - H(\varepsilon))}}.$$

**Proof of Lemma 5.** The proof is straightforward, we begin by explicitly expanding the left hand side of Eq. (7):

$$\Pr[d_H(X, Z) \leq \beta n] = \Pr[\exists i_1, \ldots, i_{\lceil (1 - \beta)n \rceil} : X_{i_1}, \ldots, X_{i_{\lceil (1 - \beta)n \rceil}} = Z_{i_1}, \ldots, Z_{i_{\lceil (1 - \beta)n \rceil}}] \leq \left( \frac{n}{\lceil \beta n \rceil} \right)^{\lceil (1 - \beta)n \rceil} \frac{2^m}{2^{n(1 - \beta - H(\varepsilon))}}.$$  

We use the union bound for the second term in Eq. (9), and Eq. (6).

Now, let us move from a success probability to a sample complexity result. In a PAC learning scenario, it is natural to assume that a classical message is transmitted through $m$ identical copies of a quantum state. This hypothesis stems from the definition of quantum sample reviewed in Eq. (14). Now, a natural question is to ask how many copies of such states are required in order to learn $X$ up to an error $\varepsilon$ in Hamming distance with probability $1 - \delta$. We can derive the following lower bound from Holevo’s bound.

**Lemma 6 (Learning a string with quantum data).** Let $\varepsilon \in [0, 1/2)$. Assume $X$ is an $n$-bit binary string sampled with probability $p$, we send it using $m$ copies of a quantum state $\rho \in \mathbb{C}^{2^\ell \times 2^\ell}$ and decode it via some mechanism back to an $n$-bit string $Z$. Let $d_H(X, Z) \leq \varepsilon n$ with probability $1 - \delta$. Then,

$$m \geq \frac{(1 - \delta)(1 - H(\varepsilon))n - H(\delta)}{\ell}$$
Proof. By Lemma 4, we have that $I_{Acc}(\Sigma = \{\rho^o m, p\}) \leq m I_{Acc}(\Sigma' = \{\rho, p\})$. Moreover, we also have that $I_{Acc}(\Sigma' = \{\rho, p\}) \leq \ell$ by Eq. (4). By applying Lemma 3 and taking $\alpha := m \ell$, we have that

$$(1 - \delta)(1 - H(\varepsilon))n - H(\delta) \leq m \ell.$$  

which completes the proof. \hfill \Box

Using the bounds above, we demonstrate two use cases in apparently distinct application areas. The first is an example in quantum learning theory, in which we prove a lower bound on the sample complexity of supervised learning algorithms relative to a specific distribution. The second is in the area of delegated quantum computation, where we use the bound to analyse and refine the security of the protocol of [14]. This protocol describes a method for a resource-limited ‘client’ to delegate a quantum computation to a powerful quantum ‘server’ in a manner to provide security guarantees to the data and information of the delegating client.

I Quantum learning theory

Before presenting our result, let us first briefly formalise our discussions of quantum learning theory, and how the above results can be useful there. As mentioned above, one of the most popular formalisms for a theory of learning is Probably Approximately Correct (PAC) learning. In PAC learning, one considers a concept class, usually Boolean functions, $C \subseteq \mathcal{F}_n := \{f | f : \{0, 1\}^n \rightarrow \{0, 1\}\}$. For a given concept (given Boolean function to be learned), $c \in C$, the goal of a PAC learner is to output a ‘hypothesis’, $h$, which is ‘probably approximately’ correct. In other words, the learner can output a hypothesis which agrees with the output of chosen function almost always. In order to be a ‘PAC learner for a concept class’, the learner must be able to do this for all $c \in C$. In this process, learners are given access to an oracle $O$, which outputs a sample from a distribution, $x \sim D$, along with the corresponding concept evaluation (the label) at that datapoint, $c(x)$. It is also important to distinguish between distribution-dependent learning, where $D$ is fixed, and distribution-free learning, where $D$ is arbitrary.

Now, we can formally define a PAC learner. Given a target concept class $C$, a distribution $D$ and $\varepsilon, \delta \in [0, 1]$, for any $c \in C$ a $(\varepsilon, \delta, D)$-PAC learner outputs a hypothesis $h$ such that

$$\ell(c, h) := \Pr_{x \sim D}[c(x) \neq h(x)] \leq \varepsilon$$

(13)

with probability at least $1 - \delta$.

In quantum PAC learning, we consider an alternative oracle $O^2$, as defined in [22], which outputs a quantum state that encodes both the concept class and the distribution, that is

$$\sum_{x \in \{0, 1\}^n} \sqrt{D(x)} |x\rangle |c(x)\rangle.$$  

(14)

A quantum oracle can easily simulate a classical one: it suffices to measure the first register of the state above in the computational basis. A key question is whether quantum learners may be

\footnote{Formally, this is a random example oracle for the concept class under the distribution, $O = PEX(c, D)$. The type of oracle the learner has access to may make the learning problem more or less difficult.}

\footnote{A quantum random example oracle, $O' = QPEX(c, D)$.}
able to learn concepts with a lower sample complexity than is possible classically. Early results in this direction were both positive and negative, with the distribution from which the examples are sampled being a crucial ingredient. For example, it was shown in [22] that exponential advantages for PAC learners were possible under the uniform distribution. On the other hand, in the distribution-free case, there is only a marginal improvement that quantum samples can hope to provide [20]. For our purposes, we analyse the sample complexity of quantum PAC learners, and use our tools to derive a lower bound on the learning problem, relative to another specific distribution (not simply the uniform one). The distribution in question is the Zipf distribution (which is a long-tailed distribution relevant in many practical scenarios, see [23, 24, 25] for example) over \( \{0, 1\}^n \), defined as follows:

\[
\text{Zipf}(k) := \frac{1}{k \cdot H_N}, \quad H_K := \sum_{k=1}^{K} \frac{1}{k} \in [\log k, \log k + 1]
\]  

(15)

In the following, we allow the target function to be completely arbitrary, i.e. we study the learnability of the concept class \( F_n \). Though this framework may look too simplistic, it captures prediction problems in which the domain doesn’t have any underlying structure. Examples of such structure could be a notion of distance on the domain. It has been thoroughly studied in [26], especially in relation to long-tailed distributions.

By applying Lemma 6, we can prove the following lower bound on the sample complexity of a quantum PAC learner for \( F_n \) relative to the Zipf distribution.

**Theorem 1.** Let \( N = 2^n \) and \( \beta \in [0, 1/2] \). For every \( \varepsilon \in [0, \frac{\beta}{n+1}) \) and \( \delta \in [0, 1] \), every \( (\varepsilon, \delta, \text{Zipf}) \)-PAC quantum learner for \( F_n \) has sample complexity:

\[
\Omega \left( \frac{(1 - \delta)(1 - H(\beta))N - H(\delta)}{n} \right). 
\]

(16)

**Proof.** Firstly, let \( h \) be the hypothesis produced by a quantum learner upon receiving \( m \) quantum samples as in Eq. (14), such that \( \ell(f, h) \leq \varepsilon \) with probability at least \( 1 - \delta \).

In this proof, we represent the target function and the hypothesis in \( N \)-bit strings: \( X = f(0)f(1) \ldots f(N) \) and \( Z = h(0)h(1) \ldots h(N) \). Let \( I \) be the subset of the indices where \( X \) and \( Z \) differ, i.e. \( I := \{i \in [N] : f(i) \neq h(i)\} \). The condition \( \ell(f, h) \leq \varepsilon \) can be restated as:

\[
\text{Zipf}(I) := \sum_{i \in I} \text{Zipf}(i) \leq \varepsilon < \frac{\beta}{n+1}.
\]

Now we lower bound the quantity above.

\[
\sum_{i \in I} \text{Zipf}(i) \geq |I| \min_{i \in [N]} \text{Zipf}(i) \geq \frac{|I|}{N(n+1)}.
\]

Combining these two inequalities, we get that \( |I| < \beta N < N/2 \). Furthermore, we can observe that that \( d_H(X, Z) = |I| < \beta N \).

Finally, by Lemma 6, since quantum samples exist in \( n \)-qubit states, the sample complexity of quantum learner can be lower bounded as follows:

\[
m \geq \frac{(1 - \delta)(1 - H(\beta))N - H(\delta)}{n},
\]

which completes the proof.\( \square \)
In particular, this result implies that we need at least $O(N/n)$ quantum samples to learn an arbitrary function under the Zipf distribution with approximation error $\varepsilon = O(1/n)$.

Finally, for any distribution $D$ over $\{0,1\}^n$, we exhibit a $(\varepsilon,\delta,D)$-PAC classical learner for $F_n$ with sample complexity $O\left(\frac{N\log N}{\varepsilon^2}\right)$. Informally, such learner memorizes the labels of the training examples, and assigns a random label to the remaining instances.

**Theorem 2.** Let $N = 2^n$ and let $D$ be a distribution over $[N]$. There exists a classical $(\varepsilon,\delta,D)$-PAC learner with sample complexity $O\left(\frac{N\varepsilon \log N}{\delta}\right)$.

**Proof.** We partition $X = [N]$ in two sets:

- $X_1 := \{i \in [N] : D(i) > \varepsilon/N\}$.
- $X_2 := \{i \in [N] : D(i) \leq \varepsilon/N\}$.

Observe that if $\forall x \in X_1 : h(x) = f(x)$, then the generalization error is at most $\varepsilon$.

Fix $m := \frac{N}{\varepsilon} \log \frac{N}{\delta}$. Let $S = \{(i_1,f(i_1)),\ldots,(i_m,f(i_m))\}$ be the examples.

The algorithm $A$ works as follows:

1. For each point $i$ in the sample $S$, memorize its label $f(i)$.
2. Assign a random label to the points that aren't in the sample $S$.

It suffices to prove that, with probability $1 - \delta$, the sample covers all the points in $X_1$, i.e. $X_1 \subseteq \{i_1,\ldots,i_m\}$. Consider the probability of not obtaining a point $i \in X_1$ after $m$ queries, which is given by:

$$(1 - D(i))^m \leq \left(1 - \frac{\varepsilon}{N}\right)^{\frac{N}{\varepsilon} \log \frac{N}{\delta}} < e^{\log \frac{\delta}{N}} = \frac{\delta}{N},$$

where we employed the inequality $(1 - \frac{1}{y})^y \leq \frac{1}{e}$ that is true for all $y \geq 1$. By the union bound, the probability that a point, $x$, in $X_1$ does not appear in the sample is given by

$$\Pr[\exists x \in X_1 : x \not\in \{i_1,\ldots,i_m\}] = \sum_{x \in X_1} \Pr[x \not\in \{i_1,\ldots,i_m\}] \leq N \frac{\delta}{N} = \delta.$$ 

Thus, with probability at least $1 - \delta$ every point in $X_1$ is contained the sample.

The former result implies that we can learn an arbitrary function under an arbitrary distribution with approximation error $\varepsilon = O(1/n)$ using at most $O(Nn^2)$ classical samples.

Putting these together, we can observe that if we receive $T_Q$ quantum samples as in Eq. (14) according to the Zipf distribution, we can achieve the same learning error with $T_C = n^3T_Q$ classical samples, i.e. the sample complexity decreases by at most of a factor $O(n^3)$.

**II Classically-driven delegated quantum computation**

In the previous sections, we demonstrated an application of our bounds in learning theory. Interestingly, the same mathematical tools can be applied in a completely different context, namely in the delegation of (quantum) computation. In this scenario, Alice takes the role of a ‘client’, who wishes to perform a quantum computation. However, she does not have the resources to implement the computation herself, and therefore must delegate the problem to the server, Bob. However, for any number of reasons, the client may not trust the server, if even only to preserve their own privacy. This situation is extremely relevant in the current NISQ era, in which quantum computers do exist solely in the ‘quantum cloud’ [13] and
will likely also be the norm for the near and far future, even perhaps when fully fault tolerant quantum computers are available. Delegated quantum computation has arisen to deal with this possibility and ensure computations are performed correctly and securely, with blind quantum computation being one of the primary techniques [27, 28, 29].

However, typically blind quantum computation requires Alice to have some minimal quantum resource, i.e. the ability to prepare single qubit states and send them to Bob. This presents its own issues however several efforts have been made to remove the quantum requirements from Alice [30, 31]. Doing so typically reduces the security of such delegation protocols from information-theoretic to simply computational in nature, based on primitives from post-quantum cryptography. Furthermore, based on assumptions in complexity theory, it is likely that information-theoretic security in this scenario is impossible without such quantum communication [32]. Nevertheless, it still may not be practical to demand quantum-enabled clients, and so in many cases classical communication to the server may be the best we can do.

In particular, we have in mind a protocol proposed by [14], which enables the delegation (by Alice) of a quantum computation to a remote server (Bob), using only classical resources (called classically driven blind quantum computing (CDBQC)). We remark that here the notion of blindness is weaker than in [27, 28, 29]. The CDBQC protocol is written in the language of measurement-based quantum computation (MBQC). Instead of using the quantum circuit model in which computation is driven by the operation of unitary evolutions on qubits, MBQC starts from a large entangled state (represented as a graph) and is driven by measurement of the qubits in the graph. In order to drive a blind computation, Alice needs to specify a set of measurement angles which describe the basis in which each qubit is measured.

Now, in the protocol of [14], she sends Bob $2^n$ bits in order to convey this information. However, it is shown in [14] how $T := 3.388n$ bits are required to be send for Bob to have a complete specification of the MBQC computation. These extra bits are required to convey also the ‘flow information’ which is, roughly speaking, the manner in which the desired computation flows through the graph. The work of [14] essentially hides this flow information from the server, so Bob does not know which computation is actually desired by Alice. By applying Nayak’s bound (Lemma 1), the analysis of [14] shows that the probability that the server decodes the entire computation is at most $2^{-0.41}T$.

Using the tools derived above, we can further refine the claim of [14]. In particular, it is natural to ask whether the server can even guess a significant portion of the computation (rather than the entire computation as [14]). In many realistic scenarios, an adversary leaking any part of a computation can be a serious threat to the client’s privacy.

Now, by applying Lemma 3 and Lemma 5 we can derive the following result:

**Theorem 3.** Let $C$ be a family of computations, such that each $C \in C$ can be encoded in a string of at least $T$ bits. Assume that a client delegates $C \in C$ to a server using at most $0.591T$ bits of communication. Then the following bounds hold:

1. For every $\varepsilon \in [0, 1]$, the server can guess $C$ up to an error $\varepsilon T$ in Hamming distance with probability at most $2^{(-0.41+\varepsilon+H(\varepsilon))T}$. This gives an exponentially small probability for every $\varepsilon < 0.06$.

2. Assume that server outputs $C'$ such that $d_H(C, C') \leq \varepsilon T$ with probability 1. Then $\varepsilon > 0.08$.

**Proof.** The first claim follows from a direct application of the PAC Nayak bound (Lemma 5). The server receives an input a string $Y$ of less than $0.591T$ bits, and she wants to decode a $T$-bit string $X$, with an approximation error of at most $\varepsilon T$ in Hamming distance. Hence, let $Z$ be a
A $T$-bit string output by the server. The success probability of a correct decoding is then given by:

$$P[d_H(X, Z) \leq \varepsilon T] \leq 2^{0.591 T} \leq 2^{|-0.41 + H(\varepsilon)| T}.$$ 

The second claim in Theorem 3 follows from an application of Lemma 3, choosing $\delta = 0$ and combining with Eq. (4). The accessible information can be upper bounded by $0.591 T$, and thus we have:

$$(1 - H(\varepsilon)) T \leq 0.591 T \implies \varepsilon > 0.08.$$ 

### Conclusion

In summary, we have contributed to the field of quantum coding theory by incorporating tools from quantum learning theory. We developed a generalisation of Nayak’s bound, a fundamental result in quantum source coding by incorporating notions of error in decoding quantumly-encoded messages sent between two parties trying to communicate. We then showed two applications of the bound in distinct areas of quantum information and computation. The first was achieved by revisiting quantum learning theory, and describing the number of quantum samples required to learn a concept class, under a specific probability distribution, namely the Zipf distribution. The second example was in the field of delegated quantum computation, an area which is becoming increasing relevant due to the development of the quantum internet. Here, we refined the security of a protocol based on flow ambiguity in the measurement based model of quantum computation. For future work, obvious directions are to revisit and analyse scenarios in which the original form of Nayak’s bound is used, or by using our bounds to extend the study of quantum learning theory, for example deriving sample complexities under alternative distributions in the PAC model.

Furthermore, one could hope that the bounds discussed in this paper have not only application in the areas we have presented, but also in a range of other areas. The most likely candidates are those areas which involve, or can be modelled as, some form of quantum communication between two parties.
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