Arabic speech recognition using phase parameter
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Abstract. In this paper, the main idea is to investigate the ability of the information presented in the speech signal phase in contributing in the speech recognition system. The database that we used is Arabic words (20 words) pronounced by 10 speakers in different times. The system adopts single frequency signals strategy by using filter bank in feature extraction stage. Gaussian model is used as a classifier. The results shows that will be absolutely error to ignore the phase parameter, especially in some system like MFCC and PLP models, which used only spectrum information. No comparisons are made; the paper is just examining the phase parameter under different circumstance, which include different Filterbank channels and different database styles (clean and noisy utterance).
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1. Introduction

Speech signal, which is a collection of many components presented in one signal, can carry much information about the speech and speaker alike [1]. In terms of speech recognition, the focus will on those parameters in speech that hold unchanged regardless of the sentence that the speaker going to say [2]. On the other hand, speech recognition technique is the way to recognise the words (or sentences) said by different speakers in different situation. In this case, the parameters that we are going to deal with will be completely different from those in the case of speaker recognition. For example, in speaker recognition, the goal of work is to select features that minimize within-speaker variability and, at the same time, maximize between-speaker variability [3]. In term of speech recognition, the goal is to find features that minimize within-words variability and, at the same time, maximize between-words variability. In cases, speech and speaker recognition, humans are extremely brilliant in identifying both speech and speaker from the spoken words. This ability to do so encourage us to ask what are the parameters that used by human brain which make it recognise the speaker and the spoken words instantaneously. In this, many models have been proposed. Some are based on the idea the speech signal constructed based on the source-filter model. Some examples of methods that adopt such model are linear predictive coding (LPC), Mel-frequency Cepstral coefficients (MFCCs), perceptual linear prediction (PLP) coefficients. Although, such method are fine and robust in both speech and speaker recognition. however, the performance decline dramatically with noisy channels since such parameters are very sensitive to changes in speaking conditions [4]. In this paper, the idea is to examine some new parameters that based on the
phase-relying features in terms on speech recognition only. The proposed model used the information presented in phase component in speech signal and encode them as parameters for speech recognition.

As it well-known, the main components presented in speech signal include both the energy parameters and phase parameters [5]. The energy parameter, as it mentioned before, have been used extensively in source-filter model. The phase parameter, on the other hand, paid little attention (neglected) because of the conception that the phase parameter hold or carry no useful information about the speech signal [6]. However, the work presented by [7] suggest that the phase parameter can carry an important information about the speech. However, in the processing of the speech signal this is not accepted idea, since it discard some important features of the speech. Therefore we suggest to use and investigate the phase parameter only since we already knew the importance of using the frequency or the energy parameters on speech signal precessing.

The main objective of this paper is to examine and investigate the potential characteristics of phase-parameter and used them in speech recognition system.

2. Phase parameter model and speech parameterization

In most speech signal processing systems, phase-parameters are usually neglected. The source-filter model, for example, is completely disregard the phase feature of speech when extract encoding parameters of the signal. The reason is the believe that the human perceptual system is deaf to phase. Although this model has led to great advances in speech processing, however, it is known to neglect some important information presented in the speech signal [8]. The phase-model try to compensate the luck of such useful information by examine the effective of using phase parameters in dealing with speech signal processing. Recently, some new work proposed new ways of construction and parameterization the speech signal. These try to take advantage of both spectral and phase features of speech.

An example of these works was proposed by [9] which adopt both energy and phase parameters in terms of text-independent speaker identification under different circumstance. In [10] the authors used the phase information along with the magnitude in order to improve the SNR measure for speech recognition. The work presented in [11] adopted two-dimensional entropy as a feature parameter for speaker identification. In terms of speech recognition, the work proposed by [12] suggest to use the phase space distribution in the time domain of the signal as parameter for speech recognition. Also, the model presented by [13] in to use the phase parameter for speaker identification.

In terms of Arabic language, which is a branch of phonetic speech language that contains combinations of letters, known as phones. A phone represents not continues sound in a language. Phones are used to create phonetic speech that assign how a word should be pronounced or spoken. The study presented in [14] used sub-neural-networks for Arabic speech analysis and shows that the system will achieve better results in the case of the phonologic duration. The work done by [15] is used the neural network in speech and speaker recognition with the MFCC parameters. Also, the method presented by [16] in to use framework the based on the feed-forward neural network in text-independent speaker classification and verification.

In this paper, the model that we suggest is to used the features only presented in the phase parameter and to encode them a signal features for speech recognition. The idea is to explore to what extent that the phase parameter can hold useful information for speech recognition. Generally, in order to estimate the feature coefficients of phase-relaying model, the signal must first pass through a multi-channel filter bank. The filter make it easy for the phase to be estimated around the central frequency of the filter channel. Normally, The outputs of the filter will represent both the spectral and phase coefficient of the signal in that channel. The model will rake in to account only the phase part of the filter to contribute in the feature vector. The reason is to examine the embedded information in the phase parameter. After Passing the speech signal through all the filter channels, the Discrete Cosine transform (DCT) is applied as a final step in the process. The importance of using the DCT stem from the fact that the filter output coefficients are correlate with each other. The DCT is used in this case in order to decorrelate and to eliminate the element of redundancy due to multi channels filter output [17].
The encoding of the input speech signal into a set of feature vectors is done using particular steps. It depends mainly on very general steps in speech signal processing. Usually, it start from dividing the signal into fixed-length frames of 20-30ms each. The frames are passed through a multi-channels complex valued filter bank of central frequencies and bandwidths that vary based on the mel-scale frequency distribution. In our model, these steps that adopted to extract the phase-relaying features of speech signal can be summarized as follows:

(i) Prepare the speech signal, which includes reading the signal and one pole high-pass filter for pre-emphasis high frequencies energy.

(ii) Divide the signal into fixed-length frame and do the winding processing.

(iii) Filter through a bank of $N$ bandpass Gabor filter-bank. Gabor filter is used for optimal representation of the filtered signal in both time and frequency domains.

(iv) For each waveform or one frequency band signal generated by Step 3, calculate the analytic signal using the Hilbert transform.

(v) Calculate the phase of the complex (analytic) signal using:

$$
\phi_n(t) = \arctan\left(\frac{\hat{y}_n(t)}{y_n(t)}\right)
$$

where, the $\phi_n(t)$ represent the phase part of the complex signal $y_n(t)$

The main steps of our suggested model is shown in Figure 1.

After passing the signal frames through all filter channels, the generated feature vector will represent the phase parameter of the signal. It will contain some redundancy values. DCT is used to decorrelate the phase parameter of the signal and produce less redundant coefficients. The DCT equation as described in [18]

$$
Dct(l) = \sum_{n=1}^{N} \phi(n). \cos\left(l \frac{\pi}{N} (n - .5)\right)
$$

where, $M$ is the number of DCT coefficients. In the last stage of processing, the classification stage, a mixture of $M$ Gaussians is used to describe each spoken word. The mixture density is a weighted sum of the $M$ density components Normally, for any input feature vector, the computational and discretion of the conditional probability of Gaussian mixture model is described in [9]:

3. The Speech Database

20 Arabic words pronounced by 10 speakers (5 males and 5 females) is a set of the available data speech are employed. The data is specifically designed and recorded for Arabic tongue speakers that can pronounce correctly with all letters pronounced right. In this corpus, each speaker saying each word 10 times with different times over one month. The speech data is taken in both clean and noisy cases. The test is first done using sound and clear data, then we add some noisy and do the second test under distorted data.

4. Experimental Evaluation and Results

The performance of any model about speech or speaker recognition is undoubtedly based on two main important criteria; first is to choose clear and good database. Second is to choose fine and effective feature extraction model. In our experiment, as mentioned above, the model used phase-parameter of speech to generate feature vector. The evaluation of the model is to use a closed-set of 20 Arabic words selected for speech recognition task. The workshop analysis of our system is to take 3 pronunciation of
Figure 1. Block diagram of the suggested frame-based method.

Each words in the database (the first 3 pronunciations of 3 different speakers) as a training materials. The test materials are extracted from the last 7 pronunciation of the words (7 different speakers).

The parameters of each 3 pronunciations (related to one word in the database) are collected together in one feature vector, which is used later as input to the classified model. The density of the GMM classifier model and the relative weights are estimated later form the training pronunciations.

In our experiments, each spoken word is modelled using 8-GMM components with diagonal covariance matrices. Results are obtained using two constructions of Filterbank (one used 30 channels and other used 40 channels). Also, the utterance is taken in two different style; in clean case and in noisy case.

Fig. 2 shows the speech recognition results obtained using clean and noisy utterance of 30 Channels
Figure 2. 20 isolated words speech recognition accuracy results of clean and noisy database.

Figure 3. clean database speech recognition results of 30 and 40 Gabor filter bank.

Gabor filter with 8 GMM components. The result obtained using modulated speech signal with 25ms framing and hamming windowed signal. only phase- part of the signal contributed in the feature with diagonal Gaussian type is used in classification stage.

Fig. 3 shows a comparison results between 30 and 40 channels filter bank of clean database. As it shown, no huge effect of using different number of bandpass channels in the filter bank. May be the reason implies in the selection of centers frequencies that appear to be similar in both case.

Fig. 4 explain the results of clear data speech with GMM classifier of 5 and 8 GMM components. We can notes the effect of the number of Gaussian components on the results. It is clear that using less GMM components in the classifier will degrade the system performance in all.
Figure 4. Clean database speech recognition results of 30 and 40 Gabor filter bank.

As it appears from the experimental results, we can conclude that ignoring the phase parameter in speech (or speaker) recognition is absolutely wrong. In both cases (speech and speaker recognition) discarding some parts of speech will cause to lose some important information in signal parameterization. This will definitely affect the system performance in total.

5. Conclusion

The work presented in this paper has examined the ability of phase parameters in capturing useful information about speech utterance in terms of speech recognition system. Also, demonstrate that ignoring some parts of speech could cause to lose some crucial information that are critical in system performance. Our experiment shows that the parameterization of the phase components in speech play an important role in estimating the utterance regardless of speaking person. Identifying words or sentences are not easy task, especially when noise involved in the signal or the pronunciation of words is not same or close in the train and test stages. These would put some type of difficulty to identify which speech parameterization are robust to what task we want to do. For this reason, this paper try to adopt and examine part of speech components and evaluate its performance in terms of speech recognition system. Results shows that the phase parameter can contribute greatly in speech recognition. This open the door for improve the selection of the speech features for both speech and speaker recognition systems.
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