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Abstract

In this paper we analyse the convergence properties of two-level, W-cycle and V-cycle agglomeration-based geometric multigrid schemes for the numerical solution of the linear system of equations stemming from the lowest order $C^0$-conforming Virtual Element discretization of two-dimensional second-order elliptic partial differential equations. The sequence of agglomerated tessellations are nested, but the corresponding multilevel virtual discrete spaces are generally non-nested thus resulting into non-nested multigrid algorithms. We prove the uniform convergence of the two-level method with respect to the mesh size and the uniform convergence of the W-cycle and the V-cycle multigrid algorithms with respect to the mesh size and the number of levels. Numerical experiments confirm the theoretical findings.
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1 Introduction

The Virtual Element Method (VEM) is a very recent extension of the Finite Element Method (FEM) originally introduced in [1] for the discretization of the Poisson problem on fairly general polytopal meshes. From its original introduction, the VEM has been applied to a variety of problems [2, 3]. However, the design of efficient solvers for the solution of the linear system stemming from the virtual element discretization is still a relatively unexplored field of research. So far, the few existing works in literature have mainly focused on the study of the condition number of the stiffness matrix due to either the increase in the order of the method or to the degradation of the quality of the meshes [4, 5] and on the development of preconditioners based on domain decomposition techniques [6, 7, 8, 9, 10]. Instead, the analysis of multigrid methods for VEM is much less developed. In particular, [11] presents the development of an efficient geometric multigrid (GMG) algorithm for the iterative solution of the linear system of equations stemming from the p-version of the Virtual Element discretization of two-dimensional Poisson problems, whereas [12] presents the development of an efficient algebraic multigrid (AMG) method for the solution of the system of equations related to the Virtual Element discretization of elliptic problems. To the best of our knowledge, the design and analysis of a GMG method for the h-version of the VEM has not been investigated yet.

In this paper, hinging upon the geometric flexibility of VEM, we consider agglomerated grids and focus on the analysis of geometric multigrid methods (two-level, W-cycle, V-cycle) for the h-version of the lowest order virtual element method. It is worth noticing that the idea of exploiting the flexibility of the element shape has been investigated in [13, 14] where...
multigrid methods for the numerical solution of the linear system of equations stemming from the discontinuous Galerkin discretization of second-order elliptic partial differential equations have been analysed.

Throughout this paper we mainly consider nested sequences of agglomerated meshes obtained from a fine grid of triangles by applying a recursive coarsening strategy. It is crucial to underline that even if the tessellations are nested, the corresponding multilevel discrete virtual element spaces are not. Therefore, our approach results into a non-nested multigrid method. A generalized framework for non-nested multilevel methods was developed by Bramble, Pasciak and Xu in \cite{15} and later extended by Duan, Gao, Tan and Zhang in \cite{16} to analyze the non-nested V-cycle methods. Following the so called BPX framework, we study the convergence of our method. In particular, we prove that, under suitable assumptions on the quality of the agglomerated coarse grids, our two-level iterative method converges uniformly with respect to the granularity of the mesh for inherited and non-inherited bilinear forms. Moreover, we prove that the W-cycle and V-cycle schemes with non-nested virtual element spaces converge uniformly with respect to the mesh size and the number of levels for both inherited and non-inherited bilinear forms. In the case of non-inherited bilinear form the W-cycle and V-cycle schemes are proved to converge provided that a sufficiently large number of smoothing steps is chosen. The theoretical results are confirmed by the numerical experiments.

The outline of the paper is as follows. In Section 2 we describe the model problem and its Virtual Element discretization. In Section 3 we introduce the two-level, the W-cycle and V-cycle multigrid virtual element methods. In Section 4 we present the coarsening strategy adopted to construct the sequence of nested meshes, while in Section 5 we define suitable prolongation operators that are a key ingredient in multilevel methods. In Section 6 we introduce the BPX framework for the theoretical convergence analysis of our multigrid schemes, while in Section 7 we analyse the convergence of our virtual element multigrid algorithm and state the main theoretical results. In Section 8 we present the algebraic counterpart of the algorithm focusing on the implementation details and we discuss some numerical results obtained applying the method to the numerical solution of the linear systems stemming from the h-version of the lowest order Virtual Element discretization of the Poisson equation. Finally, in Section 9 we draw some conclusions.

Throughout this paper, we use the notation \( x \lesssim y \) and \( x \gtrsim y \) instead of \( x \leq C y \) and \( x \geq C y \), respectively, where \( C \) is a positive constant independent of the mesh size. When needed the constant will be written explicitly. Moreover, \( \mathcal{P}_l(D) \) denotes the space of polynomials of degree less than or equal to \( l \geq 1 \) on the open bounded domain \( D \) and \( [\mathcal{P}_l(D)]^2 \) the corresponding vector-valued space.

## 2 Model problem

Let \( \Omega \subset \mathbb{R}^2 \) be a convex polygonal domain with Lipschitz boundary and let \( f \in L^2(\Omega) \). We consider the following model problem: find \( u \in V := H^1_0(\Omega) \) such that

\[
\mathcal{A}(u,v) = (f,v)_{L^2(\Omega)} \quad \forall v \in V,
\]

where \( \mathcal{A}(u,v) := (\mu \nabla u, \nabla v)_{L^2(\Omega)} \) with \( \mu \in L^\infty(\Omega) \) a positive constant. This problem is well-posed and its unique solution \( u \in H^2(\Omega) \) satisfies

\[
\|u\|_{H^2(\Omega)} \lesssim \|f\|_{L^2(\Omega)}.
\]

For the analysis under weaker regularity assumptions see, e.g., \cite{17}.

For the purposes of this work, we consider a sequence \( \{\mathcal{T}_j\}_{j=1}^J \) of tessellations of the domain \( \Omega \). Therefore, all the parameters characterizing a given tessellation \( \mathcal{T}_j \) will be denoted by the subscript \( j \). Each tessellation is made of disjoint open polytopic elements \( E_j \) such that \( \Omega := \bigcup_{E_j \in \mathcal{T}_j} E_j \), \( j = 1, \ldots, J \). For each element \( E_j \), we denote by \( \mathcal{E}_{E_j} \) the set of its edges and by \( \delta_{E_j} \) its diameter. The mesh size of \( \mathcal{T}_j \) is denoted by \( \delta_j := \max_{E_j \in \mathcal{T}_j} \delta_{E_j} \). We assume that the elements \( E_j \) of each tessellation \( \mathcal{T}_j \) satisfy the following assumptions \cite{18}.
A1. For any $j = 1, \ldots, J$, every element $E_j \in T_j$ is the union of a finite and uniformly bounded number of star-shaped domains with respect to a disk of radius $\rho_{E_j} \delta_{E_j}$ and every edge $e_j \in \mathcal{E}_{E_j}$ must be such that $|e_j| \geq \rho_{E_j} \delta_{E_j}$, being $|e_j|$ its length. Moreover, given a sequence of tessellations $\{T_j\}_{j=1}^J$ there exists a constant $\tau > 0$ such that

$$ \min_{E_j \in T_j} \delta_{E_j} \geq \tau \delta_j \quad \forall \delta_j > 0. $$

Moreover, $\{T_j\}_{j=0}^J$ satisfies a bounded variation hypothesis between subsequent levels, i.e., $\delta_{j-1} \lesssim \delta_j \leq \delta_{j-1} \forall j = 2, \ldots, J$.

We introduce the h-version of the enhanced Virtual Element Method and we associate to each $T_j$ the corresponding global virtual element space $V_j$ of order $k = 1$, constructed from the local element spaces $V_{E_j}$ defined on each element $E_j \in T_j$.

We define

$$ B_1(\partial E_j) := \left\{ v \in C^0(\partial E_j) : v_{|E_j} \in P_1(e_j) \quad \forall e_j \in \mathcal{E}_{E_j} \right\}, $$

and the local enhanced virtual element space $V_{E_j}$ of order $k = 1$ as

$$ V_{E_j} := \left\{ v \in H^1(E_j) : v_{|\partial E_j} \in B_1(\partial E_j), \quad \Delta v_{|E_j} \in P_1(E_j), \quad (v,p)_{L^2(E_j)} = (\Pi_{1,E_j}^V v, p)_{L^2(E_j)} \quad \forall p \in P_1(E_j) \right\}. $$

Here, $\Pi_{1,E_j}^V : H^1(E_j) \to P_1(E_j)$ is the $H^1(E_j)$-orthogonal operator, defined as

$$ (\nabla \Pi_{1,E_j}^V v, \nabla p)_{L^2(E_j)} = (\nabla v, \nabla p)_{L^2(E_j)} \quad \forall p \in P_1(E_j), $$

$$ (\Pi_{1,E_j}^V 1)_{L^2(\partial E_j)} = (v, 1)_{L^2(\partial E_j)}. $$

As a basis for the local polynomial space $P_1(E_j)$, we choose the set of scaled monomials defined as

$$ M_1(E_j) := \left\{ m \in P_1(E_j) : m(x, y) := \frac{(x - x_{E_j})^{\alpha_x}(y - y_{E_j})^{\alpha_y}}{\delta_{E_j}^{\alpha_x + \alpha_y}}, \quad 0 \leq \alpha_x + \alpha_y \leq 1 \right\}, $$

where $(x_{E_j}, y_{E_j})$ are the coordinates of the center of the disk in respect of which the element $E_j$ is star-shaped. We denote by $N_1 = 3$ the dimension of the local polynomial space $P_1(E_j)$.

As set of degrees of freedom of the local virtual element space $V_{E_j}$, we choose the standard set consisting of the values of $v \in V_{E_j}$ at the vertices of the polygon $E_j$. We denote by $N_{dof}^{E_j}$ the total number of degrees of freedom of $V_{E_j}$ and by $N(E_j)$ the set of the indices of the nodes relative to the element $E_j \in T_j$. Therefore, $N_{dof}^{E_j} := \#N(E_j)$. Moreover, we denote by

$$ \text{dof}_i(v) := v(x_i) \quad \forall i \in N(E_j), $$

the operator returning the $i$-th degree of freedom of $v \in V_{E_j}$.

As basis functions for $V_{E_j}$, we choose the Lagrangian shape functions with respect to the degrees of freedom of the element $E_j$, i.e., the $\varphi_{E_j}^i, i \in N(E_j)$ such that $\varphi_{E_j}^i(x_l) = \delta_{i,l} \quad \forall i, l \in N(E_j)$. Consequently, $v \in V_{E_j}$ can be written with respect to the local VEM basis as

$$ v = \sum_{i \in N(E_j)} \text{dof}_i(v) \varphi_{E_j}^i = \sum_{i \in N(E_j)} v(x_i) \varphi_{E_j}^i. $$

In addition, we consider the $L^2(E_j)$-projection $\Pi_{0,E_j}^V : V_{E_j} \to P_1(E_j)$ defined as

$$ (\Pi_{0,E_j}^V v, p)_{L^2(E_j)} = (v, p)_{L^2(E_j)} \quad \forall p \in P_1(E_j), $$

Therefore, $N_{dof}^{E_j} := \#N(E_j)$. Moreover, we denote by
and the projections of the derivatives \( \Pi_{0,E_j}^0 \frac{\partial}{\partial x} \), \( \Pi_{0,E_j}^0 \frac{\partial}{\partial y} \) : \( V^{E_j} \to \mathbb{P}_0(E_j) \) such that

\[
\left( \Pi_{0,E_j}^0 \frac{\partial v}{\partial x}, p \right)_{L^2(E_j)} = \left( \frac{\partial v}{\partial x}, p \right)_{L^2(E_j)} \quad \forall p \in \mathbb{P}_0(E_j), \forall v \in V^{E_j},
\]

\[
\left( \Pi_{0,E_j}^0 \frac{\partial v}{\partial y}, p \right)_{L^2(E_j)} = \left( \frac{\partial v}{\partial y}, p \right)_{L^2(E_j)} \quad \forall p \in \mathbb{P}_0(E_j), \forall v \in V^{E_j}.
\]

We denote by \( \Pi_{0,E_j}^0 \nabla v \) the vector having components \( \Pi_{0,E_j}^0 \frac{\partial}{\partial x}, \Pi_{0,E_j}^0 \frac{\partial}{\partial y} \) as components.

We recall the following result reported in [18].

**Lemma 1.** For all \( E_j \in \mathcal{T}_j \) and all smooth enough functions \( u \) on \( E_j \), it holds

\[
\| u - \Pi_{0,E_j}^0 u \|_{L^2(E_j)} \lesssim \delta_j^s | u |_{H^s(E_j)} \quad s \in \mathbb{N}, \quad s = \{1, 2\},
\]

where the hidden constant depends on \( \rho_0 \) defined as in Assumption A[1].

The global virtual element space \( V_j \) is defined as

\[
V_j := \{ v \in H^1_0(\Omega) : v|_{E_j} \in V^{E_j} \quad \forall E_j \in \mathcal{T}_j \}, \quad j = 1, \ldots, J.
\]

Its set of degrees of freedom can be defined similarly as for the local space. We denote by \( N^dof_j \) the total number of degrees of freedom of \( V_j \) and by \( \mathcal{N}(\mathcal{T}_j) := \cup_{E_j \in \mathcal{T}_j} \mathcal{N}(E_j) \) the set of the indices of all the nodes of all the elements \( E_j \) of the tessellation \( \mathcal{T}_j \) (excluding the nodes on the boundary of the domain \( \partial \Omega \)). Therefore, \( N^dof_j := |\mathcal{N}(\mathcal{T}_j)| \).

Similarly to the local space, we choose the Lagrangian set \( \varphi_i^j, i \in \mathcal{N}(\mathcal{T}_j) \) with respect to the global degrees of freedom as basis functions of \( V_j \). Consequently, \( v \in V_j \) can be written with respect to the global VEM basis functions as

\[
v = \sum_{i \in \mathcal{N}(\mathcal{T}_j)} \text{dof}_i(v) \varphi_i^j = \sum_{i \in \mathcal{N}(\mathcal{T}_j)} v(x_i) \varphi_i^j.
\]

We point out that \( \varphi_i^j|_{E_j} = \varphi_i^{E_j} \), with \( \varphi_i^{E_j} \) defined as above.

The VEM for the approximative solution of our model problem on the finest level grid \( J \) is: find \( u_j \in V_j \) such that

\[
A_J(u_j, v_j) = \langle f, v_j \rangle \quad \forall v_j \in V_j.
\]

The bilinear form \( A_J(\cdot, \cdot) \) in (7) is defined as

\[
A_J(u_j, v_j) := \sum_{E_j \in \mathcal{T}_j} A^{E_j}_J(u_j, v_j) := \sum_{E_j \in \mathcal{T}_j} \left[ (\mu \Pi_{0,E_j}^0 \nabla u_j, \Pi_{0,E_j}^0 \nabla v_j)_{L^2(E_j)} \right.
\]

\[
+ \| \mu \|_{L^\infty(E_j)} S^{E_j} \left( (I - \Pi^\nabla_{1,E_j}) u_j, (I - \Pi^\nabla_{1,E_j}) v_j \right),
\]

and the right-hand side \( \langle f, v_j \rangle \) is defined as

\[
\langle f, v_j \rangle := \sum_{E_j \in \mathcal{T}_j} \langle f, \Pi_{0,E_j}^0 v_j \rangle_{L^2(E_j)}.
\]

For the stabilization form \( S^{E_j} \) in (8) we consider the scalar product of the vectors of degrees of freedom of the two functions

\[
S^{E_j}(u_j, v_j) := \sum_{i \in \mathcal{N}(E_j)} \text{dof}_i \left( (I - \Pi_{1,E_j}^\nabla) u_j \right) \text{dof}_i \left( (I - \Pi_{1,E_j}^\nabla) v_j \right),
\]

where \( \text{dof}_i(\cdot) \) is defined as in eq. (4).

4
3 Multigrid algorithms

In this section we introduce the h-multigrid two-level, W-cycle and V-cycle schemes to solve the VEM discrete formulation (7).

Let $V_j$, $j = 1, \ldots, J$, be the sequence of finite-dimensional virtual element spaces defined in (9). In order to define the multigrid cycle, we introduce the following intergrid transfer operators. The prolongation operator (see Section 5) connecting the coarser space $V_{j-1}$ to the finer space $V_j$, $j = 2, \ldots, J$, is denoted by $I_{j-1}^j : V_{j-1} \to V_j$, whereas the restriction operator $I_{j-1}^j : V_j \to V_{j-1}$ connecting the finer space $V_j$ to the coarser space $V_{j-1}$, $j = 2, \ldots, J$, is defined as the adjoint of $I_{j-1}^j$ with respect to the inner product $(\cdot, \cdot)$, i.e.,

$$(I_{j-1}^j w_j, v_{j-1}) = (w_j, I_{j-1}^j v_{j-1}) \quad \forall v_{j-1} \in V_{j-1},$$

where $(\cdot, \cdot)$ is the $L^2$ scalar product on $V_j$, $j = 1, \ldots, J$.

Let $A_j(\cdot, \cdot)$ be the symmetric positive definite discrete bilinear form defined as in (6). On each level $j - 1$, with $j = 2, \ldots, J$, we define the symmetric and positive definite bilinear form $A_{j-1}(\cdot, \cdot) : V_{j-1} \times V_{j-1} \to \mathbb{R}$ as follows.

**Definition 3.1 (Inherited and non-inherited bilinear forms).** The inherited bilinear form $A_{j-1}(\cdot, \cdot)$ is defined as

$$A_{j-1}(u, v) := A_j(I_{j-1}^j u, I_{j-1}^j v) \quad \forall u, v \in V_{j-1}, \ j = 2, \ldots, J.$$  

The non-inherited bilinear form $A_{j-1}(\cdot, \cdot)$ is defined as in (8) but on the level $j - 1$.

We also introduce the operators $A_j : V_j \to V_j$, defined as

$$(A_j w, v)_j = A_j(w, v) \quad \forall w, v \in V_j, \ j = 1, \ldots, J.$$  

(10)

For the theoretical analysis, we also need the operator $P_{j-1}^j : V_j \to V_{j-1}$ for $j = 2, \ldots, J$, defined as

$$A_{j-1}(P_{j-1}^j w_j, v_{j-1}) = A_j(w_j, I_{j-1}^j v_{j-1}) \quad \forall v_{j-1} \in V_{j-1}, \ w_j \in V_j.$$  

As a smoothing scheme, we choose the symmetric Gauss-Seidel method. However, we point out that other smoothing schemes can be selected. We denote by $R_j : V_j \to V_j$ the linear smoothing operator and by $R^T_j$ the adjoint operator of $R_j$ with respect to the selected inner product $(\cdot, \cdot)$. We set $R^T_j$ equals to $R_j$ if $l$ is odd and $R^T_j$ if $l$ is even.

Now, we are ready to introduce the multigrid method (15). We denote by $\nu$ the number of smoothing steps. Then, at the level $j$ with $j = 1, \ldots, J$, the multigrid operator $B_j : V_j \to V_j$ is defined by induction in the following way. We set $B_1 := A_1^{-1}$ and given an initial iterate $x_0$, we define $B_j g \in V_j$ for $g \in V_j$ as in algorithm (1).

The quantity $p$ is assumed to be a positive integer. We focus on the cases $p = 1$ and $p = 2$ that correspond to the symmetric $V$-cycle and the symmetric $W$-cycle, respectively. We underline that in Step 2 of the algorithm, we alternate between $R_j$ and $R^T_j$, whereas in Step 4, we use their adjoints applied in the reverse order.

Furthermore, we introduce the following notation that will be useful in the convergence analysis. We set $K_j := I - R_j A_j$, where $I$ is the identity operator, and we define its adjoint with respect to $A_j(\cdot, \cdot)$ as $K_j^* := I - R^T_j A_j$. Moreover, we set

$$K_j^{(\nu)} := \begin{cases} (K_j^* K_j)^{\nu} & \text{if } \nu \text{ is even}, \\ (K_j^* K_j)^{\nu-1} K_j^* & \text{if } \nu \text{ is odd}. \end{cases}$$

It can be proved (see (19)) that the following fundamental recursive relation for the multigrid operators $B_j$ introduced above holds true for $j = 2, \ldots, J$

$$I - B_j A_j = (K_j^{(\nu)})^*(I - P_{j-1}^j P_{j-1}^{-1}) + P_{j-1}^j (I - B_{j-1} A_{j-1})^p P_{j-1}^{-1} [K_j^{(\nu)}].$$  

(11)

The quantity $I - B_j A_j$ is known as the error propagation operator.
Algorithm 1 Multigrid algorithm (MG) \( B_{j}g = MG(p, j, g, x^{0}, \nu) \)

1. Set \( q^{0} = 0 \).
2. Define \( x^{l} \) for \( l = 1, \ldots, \nu \) by
   \[ x^{l} = x^{l-1} + R_{j}^{(l+\nu)}(g - A_{j}x^{l-1}). \]
3. Set \( r_{j-1} = I_{j}^{l-1}(g - A_{j}x^{l}) \).
4. Define \( q^{l} \) for \( i = 1, \ldots, p \) by
   \[ q^{l} = MG(p, j - 1, r_{j-1}, q^{l-1}, \nu) \]
5. Set \( y^{\nu} = x^{\nu} + I_{j-1}^{l}q^{\nu} \).
6. Define \( y^{l} \) for \( l = \nu + 1, \ldots, 2\nu \) by
   \[ y^{l} = y^{l-1} + R_{j}^{(l+\nu)}(g - A_{j}y^{l-1}). \]
7. Set \( B_{j}g = y^{2\nu} \).

4 Coarsening strategy

In this section, we describe the construction of the sequence of tessellations \( \{T_{j}\}_{j=1} \) by means of an agglomeration strategy. Given the open bounded connected domain \( \Omega \subset \mathbb{R}^{2} \), we introduce a tessellation \( T_{j} \) of triangular elements \( E_{j} \) having characteristic mesh size \( \delta_{j} \). Starting from this tessellation \( T_{j} \), by agglomeration we generate a sequence of coarser nested meshes \( \{T_{j}\}_{j=1} \), where \( j \) refers to the level of the agglomeration process. For instance, \( j = J - 1 \), denotes the mesh at level \( J - 1 \), i.e., the mesh \( T_{J-1} \) generated by the agglomeration of the mesh \( T_{J} \). Examples of coarsening strategy are reported in Figure 3, each column is obtained by the coarsening strategy.

The elements of each mesh \( T_{j}, j = 1, \ldots, J \) can be expressed as the union of the triangular elements of the original fine mesh \( T_{J} \). More formally, each mesh \( T_{j} \) satisfies the following requirements.

- \( T_{j-1} \) represents a disjoint partition of \( \Omega \) into elements obtained by a suitable cluster of elements of the mesh \( T_{j} \).
- Each element \( E_{j-1} \in T_{j-1} \) is an open bounded connected subset of the domain \( \Omega \) and it is possible to find a set \( T_{E_{j-1}} \subset T_{j} \) such that \( E_{j-1} = \bigcup_{E_{j} \in T_{E_{j-1}}} E_{j} \).
- For every open polytopic element \( E_{j} \in T_{j} \) there exists \( T_{E_{j}} \subset T_{j} \) such that \( E_{j} = \bigcup_{E_{j} \in T_{E_{j}}} E_{j} \).

Remark 1. Given a fine-level tessellation \( T_{J} \) consisting of uniformly star-shaped triangular elements, a finite number of agglomeration steps will produce a sequence of tessellations such that every element \( E_{j} \in T_{j}, j = 1, \ldots, J - 1 \), satisfies the above requirements and it is the union of a finite and uniformly bounded number of star-shaped domains with respect to a disk of radius \( \rho_{E_{j}} \delta_{E_{j}} \) as required by Assumption A. In particular, we can select the \( \rho_{0} \) in Assumption A to be the infimum of the values achieved by \( \rho_{E_{j}} \) on all the considered tessellations \( T_{j} \).

As explained, the coarse tessellation \( T_{j-1} \) is obtained by agglomeration of the fine tessellation \( T_{j} \) and, in practice, each \( E_{j-1} \) will be given by the bounded union of elements \( E_{j} \in T_{j} \). Consequently, in practical applications, the bounded variation hypothesis \( \delta_{j-1} \lesssim \delta_{j} \leq \delta_{j-1}, j = 2, \ldots, J \) in Assumption A is usually satisfied by construction.

Remark 2. In general, what follows applies also to other nested meshes satisfying the following boundary compatibility condition, i.e., the edges of the element \( E_{j} \in E_{j-1}^{l-1} \) that lie on the boundary of the element \( E_{j-1} \) share the same nodes of the element \( E_{j-1} \). In Figure 1, we report an example of nested elements that satisfy and that do not satisfy the boundary compatibility condition.

Since the coarse level \( T_{j-1}, j = 2, \ldots, J \), is obtained by agglomeration from \( T_{j} \), the partitions \( \{T_{j}\}_{j=1}^{J} \) are nested and this is of fundamental importance for the theoretical analysis that we
Figure 1: Example of (a) admissible nested elements and (b) non-admissible nested elements. Circles and squares represent the nodes of $E_j$ and $E_{j-1}$, respectively. The green cross markers in (b) highlight nodes violating the boundary compatibility condition.

will perform. We underline that even if the partitions satisfies a nestedness property, in general the finite-dimensional spaces $\{V_j\}_{j=1}^J$ are non-nested. Indeed, $V_{j-1} \not\subset V_j$, $j = 2, \ldots, J$. Consequently, the analysis of the proposed method will make use of the general framework of non-nested multigrid methods.

5 Prolongation operator

We underline that since in general $V_{j-1} \not\subset V_j$, the prolongation operator $I_{j-1}^j$ cannot be chosen as the classical injection operator. In order to define the prolongation operator $I_{j-1}^j : V_{j-1} \rightarrow V_j$, we introduce the following notation.

Let $T_{E_{j-1}}$ the subset of $T_j$ made of elements $E_j \in T_j$ introduced in Section 4, i.e., $T_{E_{j-1}} := \bigcup\{E_j \in T_j, E_j \subset E_{j-1}\}$. We introduce the virtual element space $V_{j-1}^{E_{j-1}}$ given by a patch of local virtual element spaces $V_{j-1}^{E_j}$ where $E_j \in T_{E_{j-1}}$, i.e.,

$$V_{j-1}^{E_{j-1}} := \{u \in H^1(E_{j-1}) \cap C^0(E_{j-1}) : u\vert_{E_j} \in V_{j-1}^{E_j}, E_j \in T_{E_{j-1}}\}.$$

We denote by $N(T_{E_{j-1}}) := \bigcup_{E_j \in T_{E_{j-1}}} N(E_j)$ the set of the indices of the nodes of all the elements $E_j \in T_{E_{j-1}}$ and, finally, by $N(T_{E_{j-1}} \setminus E_{j-1}) := N(T_{E_{j-1}}) \setminus N(E_{j-1})$ the set of the indices of the nodes that belong to the elements $E_j \in T_{E_{j}}$, but not to the element $E_{j-1}$. In Figure 2 we provide a graphic example of the different sets of nodes.

We choose $I_{j-1}^j$ as the operator locally defined as

$$I_{j-1}^j u_{j-1}\vert_{E_{j-1}} := \sum_{i \in N(E_{j-1})} \text{dof}_i(u_{j-1}) \varphi_i^{E_j} + \sum_{i \in N(T_{E_{j-1}} \setminus E_{j-1})} \text{dof}_i(\Pi_{j-1}^{E_j} u_{j-1}) \varphi_i^{E_j},$$

with $I_{j-1}^j u_{j-1}\vert_{E_{j-1}} \in V_{j-1}^{E_{j-1}}$.

To better clarify the local construction of the prolongation operator, let us consider the example shown in Figure 2. In this picture the coarse element $E_{j-1}$ consists of six elements $E_j$. Given the VEM function $u_{j-1} \in V_{j-1}$ restricted to the element $E_{j-1}$, i.e., $u_{j-1}\vert_{E_{j-1}} \in V_{j-1}^{E_{j-1}}$, the prolongation operator gives the VEM function $I_{j-1}^j u_{j-1}\vert_{E_{j-1}} \in V_{j}^{E_{j-1}}$. As $I_{j-1}^j u_{j-1}\vert_{E_{j-1}}$ is a VEM function on $V_{j}^{E_{j-1}}$, then it is also a VEM function of the local virtual element space $V_{E_j}$ defined on each of the six elements $E_j$. Therefore, it is locally defined as the linear combination of the local VEM basis functions $\varphi_i^{E_j}$, $i \in N(T_{E_{j-1}})$. As coefficients of the linear combination we select the values assumed by $u_{j-1}$ in the nodes $x_i, i \in N(E_{j-1})$ (squared nodes) and the values assumed by its local polynomial projection $\Pi_{j-1}^{E_j} u_{j-1}$ in the nodes $x_i, i \in N(T_{E_{j-1}} \setminus E_{j-1})$ (circles nodes).
6 The BPX framework

In the following section, we apply the BPX multigrid framework to the theoretical convergence analysis of our multigrid virtual element method. The BPX multigrid theory was firstly developed by Bramble, Pasciak and Xu in [15] for the analysis of multigrid methods with non-nested and non-inherited quadratic forms. Then, it was later extended in [16].

First, we introduce the assumptions that stands at the basis of the BPX theory and then we recall the theorems that guarantee the convergence of the method under these assumptions.

The BPX multigrid theory is based on the following assumptions.

A3. \( \exists C_{A3} > 0 \) such that for any \( j = 2, \ldots, J \)
\[
A_j(I_{j-1}^j u, I_{j-1}^j u) \leq C_{A3} A_{j-1}(u, u) \quad \forall u \in V_{j-1},
\]
where \( C_{A3} \) is independent of \( j \).

A4. Approximation property: \( \exists C_{A4} > 0 \) such that
\[
|A_j((I - I_{j-1}^j P_{j-1}^j) u, u)| \leq C_{A4} \frac{\|A_j u\|_j^2}{\lambda_j} \quad \forall u \in V_j, \quad j = 2, \ldots, J,
\]
where \( \lambda_j \) is the largest eigenvalue of \( A_j \), \( C_{A4} \) is independent of \( j \), and \( \|\cdot\|_j \) is the norm induced by \((\cdot, \cdot)_j\).

A5. Smoothing property: \( \exists C_{A5} > 0 \) such that
\[
\frac{\|u\|_j^2}{\lambda_j} \leq C_{A5}(\tilde{R}_j u, u)_j \quad \forall u \in V_j, \quad j = 1, \ldots, J,
\]
where \( \tilde{R}_j = (I - K_j^j K_j) A_j^{-1} \) and \( C_{A5} \) is independent of \( j \).

The validity of Assumptions A3 and A5 is proved in Section 7. Concerning Assumption A4 in [16] it has been proved that the following hypotheses are sufficient for the validity of Assumption A4. In Section 7, we prove that Hypotheses H1-H7 are satisfied in our framework involving the elliptic problem (1) satisfying the elliptic regularity assumption (2).

H1. \( A_j(\cdot, \cdot) : V_j \times V_j \to \mathbb{R} \) is a symmetric, positive definite and bounded bilinear form and we define
\[
\|\cdot\|_{1,j} := \sqrt{A_j(\cdot, \cdot)} \quad \forall u \in V_j, \quad \forall j.
\]

H2. There exists an interpolation operator \( I^j : H^2(\Omega) \to V_j \) such that for all \( j = 2, \ldots, J \),
\[
\|u - I^j u\|_{L^2(\Omega)} + \delta_i \|u - I^j u\|_{1,i} \leq C \delta_i \|u\|_{H^2(\Omega)} \quad i = j - 1, j.
\]

H3. For all \( j = 2, \ldots, J \), it holds
\[
\|I_{j-1}^j v\|_{L^2(\Omega)} \leq C_{H4} \|v\|_{L^2(\Omega)} \quad \forall v \in V_{j-1}.
\]
H4. For all \( j = 1, \ldots, J \), it holds
\[
C^{-1} \|v\|_{L^2(\Omega)} \leq \|v\|_j \leq C \|v\|_{L^2(\Omega)} \quad \forall v \in V_j.
\] (17)

H5. For all \( j = 1, \ldots, J \), the following inverse inequality holds
\[
\|v\|_{1,j} \leq C_\delta^{-1} \|v\|_{L^2(\Omega)} \quad \forall v \in V_j.
\] (18)

H6. Let \( f \in L^2(\Omega) \). Let \( u \in V \) and \( u_i \in V_i \) be respectively the solution of
\[
A(u, u) = (f, v)_{L^2(\Omega)} \quad \forall v \in V,
\]
\[
A_i(u_i, v) = (f, v)_{L^2(\Omega)} \quad \forall v \in V_i.
\] (19)

For all \( j = 2, \ldots, J \), we require that
\[
\|u - u_i\|_{L^2(\Omega)} + \delta_i \|u - u_i\|_{1,i} \leq C\delta_i \|f\|_{L^2(\Omega)} \quad i = j - 1, j.
\] (19)

H7. The following estimate holds true
\[
\|I_{j}w - I_{j-1}I_{j-1}^{-1}w\|_{L^2(\Omega)} \leq C_{H7} \delta_i^2 \|w\|_{H^2(\Omega)} \quad \forall w \in H^2(\Omega).
\]

The convergence analysis of the multigrid method is stated in the following two theorems \[15, 16\] that prove that under Assumptions A3, A4, and A5, the error propagation operator \( I - B_jA_j \) defined in (11) satisfies
\[
|\mathcal{A}_j((I - B_jA_j)u, u)| \leq \sigma \mathcal{A}_j(u, u) \quad \forall u \in V_j, \quad \forall j \geq 1,
\] (20)
with constant \( \sigma < 1 \). In particular, theorem 1 and theorem 2 state the convergence of the symmetric V-cycle method and W-cycle methods, respectively. They include both the case in which the bilinear form \( \mathcal{A}_j(\cdot, \cdot) \) is inherited and non-inherited as in definition 3.1.

**Theorem 1.** \[15, Theorem 2; 16, Theorem 3.1\] If Assumption A3 holds with \( C_{A3} = 1 \) and if Assumptions A4 and A5 hold, then for the V-cycle multigrid \( (p = 1) \) inequality (20) holds true with
\[
\sigma = \frac{M}{M + \nu},
\] (21)
where \( M \) depends on \( C_{A4} \) and \( C_{A5} \), and \( \nu \) is the number of smoothing steps. Moreover, if Assumptions A3, A4, and A5 hold, then for the V-cycle multigrid \( (p = 1) \) inequality (20) holds true with
\[
\sigma = \frac{C_{A4}C_{A5}}{\nu - C_{A4}C_{A5}},
\] (21)
provided that \( \nu > 2C_{A4}C_{A5} \).

**Theorem 2.** \[15, Theorems 3 and 7\] If Assumption A3 holds with \( C_{A3} = 1 \) and if Assumptions A4 and A5 hold, then for the W-cycle multigrid \( (p = 2) \) (20) holds true with \( \sigma \) defined as in (21). Moreover, if Assumptions A3, A4, and A5 hold, then for the W-cycle multigrid \( (p = 2) \) (20) holds true with \( \sigma \) defined as in (21) provided that \( \nu \) is chosen sufficiently large.

In the rest of the paper, we prove the validity of Hypotheses H1-H7 and of Assumptions A3 and A5 for the two-level method. Therefore, we set \( J = 2 \) and we consider the two non-nested spaces \( \tilde{V}_{j-1} \) and \( V_j \). Next, we generalize the analysis to the V-cycle and the W-cycle.

### 7 Convergence analysis

In this section we prove the validity of all Hypotheses H1-H7 and of Assumptions A3 and A5. In Section 7.1 we focus on the convergence of the two-level method and then, in Section 7.2 we extend the results to the analysis of the convergence of the V-cycle and the W-cycle multigrid schemes.
7.1 Convergence analysis of the two-level method

Hypothesis\(H_1\) is satisfied since by construction the forms \(A_j(\cdot, \cdot)\) are symmetric, positive definite and bounded bilinear forms for all \(j\).

We set \(\|u\|_{1,E_j} := \sqrt{A_j^{E_j}(u, u)}\). Therefore,
\[
\|u\|_{1,j}^2 = \sum_{E_j \in T_j} \|u\|_{1,E_j}^2 = \sum_{E_j \in T_j} A_j^{E_j}(u, u) = A_j(u, u).
\]

In particular, proceeding as in \([20]\), it can be proved that for any \(u \in V_{E_j}\), the following norm equivalence holds
\[
|u|_{H^1(E_j)}^2 \approx A_j^{E_j}(u, u).
\]

As a consequence, we conclude that
\[
\|u\|_{1,j} \approx |u|_{H^1(\Omega)}
\]
and we will use this equivalence in the following proofs.

As interpolation operator, we consider the operator \(\mathcal{I}^j : H^2(\Omega) \rightarrow V_j\) defined as
\[
dof_i(u - \mathcal{I}^j u) = 0 \quad \forall u \in V_j, \quad i \in \mathcal{N}(T_j).
\]

For the enhanced virtual element framework, Hypothesis\(H_2\) follows from the following proposition given in \([21]\).

**Proposition 1.** Assume that Assumption\(A_1\) is satisfied. Then, for \(E_i \in T_i, \ i = j - 1, j\) and
for every \(u \in H^2(E_j)\), the interpolant \(\mathcal{I}^j u \in V_j\) defined in \([23]\) satisfies
\[
\|u - \mathcal{I}^j u\|_{L^2(E_j)} + \|u - \mathcal{I}^j u\|_{H^1(E_j)} \lesssim \delta_j^2 |u|_{H^2(E_j)},
\]
the hidden constant depends on \(\rho_0\) defined in Assumption\(A_1\).

If we choose \((\cdot, \cdot)_{E_j}\) as the \(L^2\)-inner product, then Hypothesis\(H_4\) is satisfied. In the following,
we denote by \(#C_{E_j-1}\) the set of elements \(E_j \in T_{E_{j-1}}\) having the node \(x_i\) as vertex and by \(\#C_{E_{j-1}}\)
its cardinality.

**Proposition 2.** \([20]\) Corollary 4.6] For any \(u \in V_{E_j}, \ E_j \in T_j\), the following norm equivalence holds true
\[
\delta_j \left( \sum_{i \in N(E_j)} (\dof_i(u))^2 \right)^{1/2} \lesssim \|u\|_{L^2(E_j)} \lesssim \delta_j \left( \sum_{i \in N(E_j)} (\dof_i(u))^2 \right)^{1/2}.
\]
Moreover, for any \(u \in V_{E_{j-1}}, \ E_{j-1} \in T_{j-1}\), the following norm equivalence holds
\[
\delta_j^2 \sum_{i \in N(T_{j-1})} \#C_{E_{j-1}}(i) (\dof_i(u))^2 \lesssim \|u\|_{L^2(E_{j-1})} \lesssim \delta_j^2 \sum_{i \in N(T_{j-1})} \#C_{E_{j-1}}(i) (\dof_i(u))^2.
\]

Hypothesis\(H_5\) can be proved from the inverse inequality of a VEM function reported in the following theorem \([20]\).

**Theorem 3.** \([20]\) Theorem 3.6] The following inverse inequality holds true
\[
\|\nabla u\|_{L^2(E_j)} \lesssim \delta_j^{-1} \|u\|_{L^2(E_j)} \quad \forall u \in V_{E_j}.
\]

Assuming \(f \in H^1(\Omega)\), Hypothesis\(H_6\) results from \([22]\) and the following theorem reported in \([21]\).

**Theorem 4.** \([21]\) Theorem 3] Let \(u\) be the solution to the problem \(A(u, u) = (f, v)_{L^2(\Omega)}\), \(\forall v \in V\)
and let \(u_i \in V_i, \ i = j - 1, j\) be the solution to the discrete problem \(A_i(u_i, v) = (f, v)_{L^2(\Omega)}\), \(\forall v \in V_i\).
Assume further that \(\Omega\) is convex, that the right-hand side \(f\) belongs to \(H^1(\Omega)\), and that the exact solution \(u\) belongs to \(H^2(\Omega)\).
Then the following estimate holds true
\[
\|u - u_i\|_{L^2(\Omega)} + \delta_i \|u - u_i\|_{H^1(\Omega)} \lesssim \delta_i^2 \|u\|_{H^2(\Omega)}.
\]

where the hidden constant is independent of \(\delta_i\).
We apply proposition 2 to where the hidden constant depends on $C$.

Estimate (27) together with estimate (28) leads to

Finally, summing on all $E_{j-1} \in T_{j-1}$, we obtain

where $C_{H4} = C_{H4}\left(\frac{\delta_j}{\delta_{j-1}}\right)^2 \#C_{E_{j-1}}$ and the proof is complete.

In order to verify Hypothesis $H_f$ we first prove the following preliminary results.

**Remark 3.** We underline that with respect to the standard BPX theory, we need to require $f \in H^1(\Omega)$ in order to have Hypothesis $H_3$ satisfied.

**Proposition 3.** Let $I_{j-1}$ be the prolongation operator defined as in [12]. The stability estimate Hypothesis $H_3$ holds true.

**Proof.** To begin with, let us focus on the element $E_{j-1} \in T_{j-1}$. We show that

$$\|I_{j-1}^1 u_{j-1}\|_{L^2(E_{j-1})} \lesssim \|u_{j-1}\|_{L^2(E_{j-1})} \quad \forall u_{j-1} \in V_{j-1}.$$ 

Next, we bound each of the two terms on the right-hand side separately. For the first one, we use the definition of the prolongation operator $I_{j-1}^1$. Moreover, we define $\#C_{E_{j-1}} := \max_{i \in \mathcal{N}(T_{E_{j-1}})} \#C_{E_{j-1}}$

$$\|I_{j-1}^1 u_{j-1}\|_{L^2(E_{j-1})}^2 \lesssim \sum_{i \in \mathcal{N}(T_{E_{j-1}})} C_{E_{j-1}}^i |\text{dof}(I_{j-1}^1 u_{j-1})|^2$$

$$= \delta_j \sum_{i \in \mathcal{N}(T_{E_{j-1}})} C_{E_{j-1}}^i \|I_{j-1}^1 u_{j-1}(x_i)\|^2 \leq \sum_{i \in \mathcal{N}(T_{E_{j-1}})} |I_{j-1}^1 u_{j-1}(x_i)|^2$$

$$= \delta_j \#C_{E_{j-1}} \left( \sum_{i \in \mathcal{N}(E_{j-1})} |u_{j-1}(x_i)|^2 + \sum_{i \in \mathcal{N}(T_{E_{j-1}} \setminus E_{j-1})} |\Pi_{0,1,E_{j-1}}^0 u_{j-1}(x_i)|^2 \right).$$

Next, we bound each of the two terms on the right-hand side separately. For the first one, we apply proposition 2 for $\Pi_{0,1,E_{j-1}}^0 u_{j-1} \in V_{j-1}$, $E_{j-1} \in T_{j-1}$ to obtain

$$\sum_{i \in \mathcal{N}(E_{j-1})} |u_{j-1}(x_i)|^2 \lesssim \frac{1}{\delta_{j-1}^2} \|u_{j-1}\|_{L^2(E_{j-1})}^2.$$ 

For the second one, firstly, we add positive quantities and then we make use of proposition 2 and of the $L^2(E_{j-1})$-stability of the projection operator $\Pi_{0,1,E_{j-1}}^0$

$$\sum_{i \in \mathcal{N}(T_{E_{j-1}} \setminus E_{j-1})} |\Pi_{0,1,E_{j-1}}^0 u_{j-1}(x_i)|^2 \lesssim \sum_{i \in \mathcal{N}(T_{E_{j-1}} \setminus E_{j-1})} |\Pi_{0,1,E_{j-1}}^0 u_{j-1}(x_i)|^2$$

$$\lesssim \sum_{i \in \mathcal{N}(T_{E_{j-1}} \setminus E_{j-1})} C_{E_{j-1}}^i \Pi_{0,1,E_{j-1}}^0 u_{j-1}(x_i)|^2 \lesssim \frac{1}{\delta_j^2} \|\Pi_{0,1,E_{j-1}}^0 u_{j-1}\|_{L^2(E_{j-1})}^2 \lesssim \frac{1}{\delta_j^2} \|u_{j-1}\|_{L^2(E_{j-1})}^2.$$ 

Estimate (27) together with estimate (28) leads to

$$\|I_{j-1}^1 u_{j-1}\|_{L^2(E_{j-1})}^2 \lesssim \left[\left(\frac{\delta_j}{\delta_{j-1}}\right)^2 + 1\right] \#C_{E_{j-1}} \|u_{j-1}\|_{L^2(E_{j-1})}^2.$$ 

Finally, summing on all $E_{j-1} \in T_{j-1}$, we obtain

$$\|I_{j-1}^1 u_{j-1}\|_{L^2(E_{j-1})} \lesssim \left[\left(\frac{\delta_j}{\delta_{j-1}}\right)^2 + 1\right] \#C_{E_{j-1}} \|u_{j-1}\|_{L^2(E_{j-1})}.$$ 

where $C_{H4} = C_{H4}\left(\frac{\delta_j}{\delta_{j-1}}\right)^2 \#C_{E_{j-1}}$ and the proof is complete.

**Lemma 2.** For any $u_{j-1} \in V_{j-1}^{E_{j-1}}$, $E_{j-1} \in T_{j-1}$, the following estimate holds

$$\|\Pi_{0,1,E_{j-1}}^0 u_{j-1} - I_{j-1}^1 u_{j-1}\|_{L^2(E_{j-1})} \lesssim \|\Pi_{0,1,E_{j-1}}^0 u_{j-1} - u_{j-1}\|_{L^2(E_{j-1})},$$

where the hidden constant depends on $\frac{\delta_j}{\delta_{j-1}}$ and $\#C_{E_{j-1}}$. 

\[11\]
Proof. To begin with, we apply proposition\ref{prop:approximation} to the left hand side term of \eqref{ineq:U1} and then use the definition of the prolongation operator $P_{j-1}$

\[
\|P_{1,E_{j-1}}^0 u_{j-1} - P_{j-1}^0 u_{j-1}\|_{L^2(E_{j-1})} \lesssim \delta_j^2 \sum_{i \in N(T_{E_{j-1}})} \#C_{E_{j-1}}^2 |\text{dof}(P_{1,E_{j-1}}^0 u_{j-1} - P_{j-1}^0 u_{j-1})|^2 \\
= \delta_j^2 \sum_{i \in N(T_{E_{j-1}})} \#C_{E_{j-1}}^2 \|P_{1,E_{j-1}}^0 u_{j-1}(x_i) - P_{j-1}^0 u_{j-1}(x_i)\|^2 \\
\lesssim \delta_j^2 \max_{i \in N(T_{E_{j-1}})} \#C_{E_{j-1}}^2 \sum_{i \in N(T_{E_{j-1}})} \|P_{1,E_{j-1}}^0 u_{j-1}(x_i) - P_{j-1}^0 u_{j-1}(x_i)\|^2 \\
\leq \delta_j^2 \#C_{E_{j-1}} \left( \sum_{i \in N(E_{j-1})} \|P_{1,E_{j-1}}^0 u_{j-1}(x_i) - u_{j-1}(x_i)\|^2 + \sum_{i \in N(T_{E_{j-1}} \setminus E_{j-1})} \|P_{1,E_{j-1}}^0 u_{j-1}(x_i) - P_{1,E_{j-1}}^0 u_{j-1}(x_i)\|^2 \right).
\]

\[
(30)
\]

The second term of the last inequality of \eqref{ineq:U1} is zero. Therefore, we only need to estimate the first term. Using proposition\ref{prop:approximation} we obtain

\[
\delta_j^2 \#C_{E_{j-1}} \sum_{i \in N(E_{j-1})} \|P_{1,E_{j-1}}^0 u_{j-1}(x_i) - u_{j-1}(x_i)\|^2 \\
\lesssim \#C_{E_{j-1}} \left( \frac{\delta_j}{\delta_{j-1}} \right)^2 \|u_{j-1} - P_{1,E_{j-1}}^0 u_{j-1}\|_{L^2(E_{j-1})}^2 \lesssim \|u_{j-1} - P_{1,E_{j-1}}^0 u_{j-1}\|_{L^2(E_{j-1})}^2,
\]

where the hidden constant depends on $\frac{\delta_j}{\delta_{j-1}}$ and $\#C_{E_{j-1}}$. \qed

Lemma 3. For any $w \in H^2(E_{j-1})$, $E_{j-1} \in T_{j-1}$, the following estimate holds

\[
\|P_{1,E_{j-1}}^0 w - P_{1,E_{j-1}}^0 T^{j-1} w\|_{L^2(E_{j-1})}^2 \lesssim \delta_j^4 \|w\|^2_{H^2(E_{j-1})},
\]

\[
(31)
\]

where the hidden constant depends on $\frac{\delta_{j-1}}{\delta_j}$.

Proof. First, adding and subtracting $w - T^{j-1} w$ and applying the triangle inequality yields

\[
\|P_{1,E_{j-1}}^0 w - P_{1,E_{j-1}}^0 T^{j-1} w\|_{L^2(E_{j-1})} \leq \|w - T^{j-1} w\|_{L^2(E_{j-1})} + \|(I - P_{1,E_{j-1}}^0)(w - T^{j-1} w)\|_{L^2(E_{j-1})}.
\]

\[
(32)
\]

Next, we bound each of the two terms on the right-hand side of \eqref{eq:triangle} separately. For the first term, since $w \in H^2(E_{j-1})$, we can apply proposition\ref{prop:interpolation} Then

\[
\|T^{j-1} w - w\|_{L^2(E_{j-1})}^2 \lesssim \delta_{j-1}^4 \|w\|^2_{H^2(E_{j-1})} \lesssim \left( \frac{\delta_{j-1}}{\delta_j} \right)^4 \delta_j^4 \|w\|^2_{H^2(E_{j-1})} \lesssim \delta_j^4 \|w\|^2_{H^2(E_{j-1})}.
\]

\[
(33)
\]

For the second term, we notice that $T^{j-1} w \in V_{j-1} \subset H^1(\Omega)$ and $w \in H^2(\Omega)$. Therefore, $w - T^{j-1} w \in H^1(\Omega)$. Consequently, we can apply lemma\ref{lemma:interpolation}.

\[
\|(I - P_{1,E_{j-1}}^0)(w - T^{j-1} w)\|_{L^2(E_{j-1})}^2 \lesssim \delta_{j-1}^2 \|w - T^{j-1} w\|^2_{H^1(E_{j-1})}.
\]

\[
(34)
\]

Since $w \in H^2(E_{j-1})$, we can apply proposition\ref{prop:interpolation} and we obtain

\[
\delta_{j-1}^2 |w - T^{j-1} w|^2_{H^1(E_{j-1})} \lesssim \delta_{j-1}^4 \|w\|^2_{H^2(E_{j-1})} \lesssim \left( \frac{\delta_{j-1}}{\delta_j} \right)^4 \delta_j^4 \|w\|^2_{H^2(E_{j-1})} \lesssim \delta_j^4 \|w\|^2_{H^2(E_{j-1})}.
\]

\[
(35)
\]

Combining estimates \eqref{ineq:inequality}, \eqref{ineq:inequality2} and \eqref{ineq:inequality3} leads to \eqref{ineq:U1}.

Using the previous lemmata, we prove that the following holds true.
Proposition 4. Let \( \mathcal{T} \) be the interpolation operator defined in (23). Then, Hypothesis H7 holds true.

Proof. Let us focus on the element \( E_{j-1} \in \mathcal{T}_{j-1} \). We want to show that

\[
\| \mathcal{T}^j w - I_{j-1}^j \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})} \lesssim \delta_j^4 \| w \|_{H^3(E_{j-1})} \quad \forall w \in H^2(\Omega). \tag{36}
\]

By adding and subtracting \( w - \Pi^0_{1,E_{j-1}} w + \Pi^0_{1,E_{j-1}} \mathcal{T}^{j-1} w \) and applying the triangle inequality, we obtain

\[
\| \mathcal{T}^j w - I_{j-1}^j \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})} \leq \| \mathcal{T}^j w - w \|_{L^2(E_{j-1})} + \| \Pi^0_{1,E_{j-1}} w - \Pi^0_{1,E_{j-1}} \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})} \tag{37}
\]

In order to estimate the first term on the right-hand side of (37), we use proposition \( \Pi \) to obtain

\[
\| \mathcal{T}^j w - w \|_{L^2(E_{j-1})} \lesssim \sum_{E_j \in \mathcal{T}_{j-1}} \delta_j^4 \| w \|_{H^3(E_{j-1})}^2. \tag{38}
\]

To estimate the second term on the right-hand side of (37), we use lemma \( \Pi \)

\[
\| w - \Pi^0_{1,E_{j-1}} w \|_{L^2(E_{j-1})}^2 = \sum_{E_j \in \mathcal{T}_{j-1}} \| w - \Pi^0_{1,E_{j-1}} w \|_{L^2(E_{j-1})}^2 \tag{39}
\]

To estimate the third term on the right-hand side of (37), we use lemma \( \Pi \)

\[
\| \Pi^0_{1,E_{j-1}} w - \Pi^0_{1,E_{j-1}} \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})}^2 \lesssim \delta_j^4 \| w \|_{H^3(E_{j-1})}^2. \tag{40}
\]

It remains to estimate the fourth term on the right-hand side of (37). Firstly, we apply lemma \( \Pi \) then we add and subtract the term \( \Pi^0_{1,E_{j-1}} w - w \) and we apply the triangle inequality, to obtain

\[
\| \Pi^0_{1,E_{j-1}} \mathcal{T}^{j-1} w - I_{j-1}^j \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})} \lesssim \| \Pi^0_{1,E_{j-1}} \mathcal{T}^{j-1} w - \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})} \tag{41}
\]

An estimate for the first term on the right hand side of (41) is provided in lemma \( \Pi \) whereas for the second term we use lemma \( \Pi \) as done in (39) and for the third term we use proposition \( \Pi \)

Therefore, we obtain

\[
\| \Pi^0_{1,E_{j-1}} \mathcal{T}^{j-1} w - I_{j-1}^j \mathcal{T}^{j-1} w \|_{L^2(E_{j-1})} \lesssim \delta_j^4 \| w \|_{H^3(E_{j-1})}. \tag{42}
\]

Combining (38), (39), (40) and (42), we obtain (36). Finally, summing on all \( E_{j-1} \in \mathcal{T}_{j-1} \), we obtain the thesis with constant \( C_{H7} = C_{H7} \left( \delta_j, \# C_{E_{j-1}} \right) \).

If the bilinear form \( A_{j-1}((\cdot, \cdot) \)) is inherited, cf. definition 3.1 then Assumption A8 is trivially satisfied with \( C_{A3} \equiv 1 \). Consequently, it remains to prove the following proposition.

Proposition 5. Let \( A_{j-1}((\cdot, \cdot) \) be the non-inherited bilinear form defined as in definition 3.1

Then, Assumption A3 holds true.
Proof. Let $\bar{u}_{E_{j-1}}$ be the mean value of $u$ on $E_{j-1}$. By the continuity of $A_j(\cdot, \cdot)$ and noticing that $I_{j-1}^{E_j} \bar{u}_{E_{j-1}} = \bar{u}_{E_{j-1}}$, we obtain

$$A_j(I_{j-1}^E u, I_{j-1}^E u) = \sum_{E_j \in T_j} A_j^{E_j}(I_{j-1}^E u, I_{j-1}^E u) \leq \sum_{E_j \in T_j} \|\nabla I_{j-1}^E(u)\|_{L^2(E_j)}^2$$

$$\leq \sum_{E_j \in T_j} \|\nabla (I_{j-1}^E u - \bar{u}_{E_{j-1}})\|_{L^2(E_j)}^2 \leq \sum_{E_j \in T_j} \|\nabla I_{j-1}^E(u - \bar{u}_{E_{j-1}})\|_{L^2(E_j)}^2.$$ 

Next, we apply the inverse inequality eq. (26) for VEM function on $V^{E_j}$ and the stability of $I_{j-1}^E$ in $L^2(E_{j-1})$ proved in proposition 3.

Finally, we apply the Poincaré inequality to the virtual element function $u - \bar{u}_{E_{j-1}}$ that has zero mean on $E_{j-1}$ by definition of $\bar{u}_{E_{j-1}}$ and we conclude by the coercivity of $A_j(\cdot, \cdot)$

$$\frac{\delta_{j-1}}{\delta_j} E_{j-1} \sum_{E_{j-1} \in T_{j-1}} \|u - \bar{u}_{E_{j-1}}\|_{L^2(E_{j-1})}^2 \leq \left(\frac{\delta_{j-1}}{\delta_j}\right)^2 \sum_{E_{j-1} \in T_{j-1}} \|\nabla (u - c_{E_{j-1}})\|_{L^2(E_{j-1})}^2$$

$$= \left(\frac{\delta_{j-1}}{\delta_j}\right)^2 E_{j-1} \sum_{E_{j-1} \in T_{j-1}} \|\nabla u\|_{L^2(E_{j-1})}^2 \leq \left(\frac{\delta_{j-1}}{\delta_j}\right)^2 \|A_{j-1}(u, u)\|_{A_{j-1}(\cdot, \cdot)}.$$ 

Therefore, Assumption A3 holds true with constant $C_{A3} = C_{A3}\left(\frac{\delta_{j-1}}{\delta_j}\right).$ \hfill \tiny $\Box$

We prove Assumption A5 relying on the abstract results reported in [22] for smoothing operators defined in terms of subspace decomposition such as Parallel Subspace Correction (PSC) and Successive Subspace Correction (SSC). Indeed, the Gauss-Seidel method can be interpreted as a SSC method. Let us consider the following decomposition of the global virtual element space $V_j$ defined in eq. (6)

$$V_j = \sum_{i=1}^{N_{dof}^j} V_j^i,$$ 

(43)

where $V_j^i := \text{span}\{v_j^i\}$. Moreover, let $A_{j,i} : V_j^i \to V_j^i$ be defined by $(A_{j,i} v, u)_j = (A_j v, u)_j \forall v \in V_j^i$, and $Q_j^i : V_j \to V_j^i$ be the projection onto $V_j^i$ with respect to the inner product $(\cdot, \cdot)_j$. Let $w \in V_j$. Given the subspace decomposition $V_j$ of $V_j$, the SSC operator $R_j : V_j \to V_j$ is defined in algorithm 2.

Algorithm 2 Successive subspace correction method (SSC) $R_j w = SSC(j, w)$

1. Set $v_0 = 0$.
2. Define $v_i$ for $i = 1, \ldots, N_{dof}^j$ by

$$v_i = v_{i-1} + A_{j,i}^{-1} Q_j^i (w - A_j v_{i-1}).$$

3. Set $R_j w = v_N$.

In [22], it is shown that Assumption A5 holds for $R_j$ defined as in algorithm 2.
Theorem 5. [22, Theorem 3.2] Let $R_j$ be defined as in algorithm 2 and let the projection $P_j^i : V_j \rightarrow V_j^i$ be defined by

$$(A_j P_j^i v, u)_j = (A_j v, u)_j \quad \forall u \in V_j^i.$$ 

Moreover, define $\kappa_{im} = 0$ if $P_j^i P_m^i = 0$ and equal to 1 otherwise, and set $n_0 = \max_i \sum_{m=1}^{N_{dof}} \kappa_{im}$. Assume that the following two conditions hold:

1. The subspaces satisfy a limited interaction property, i.e., $n_0 \leq c_1$, with $c_1$ independent of $j$.

2. There exists a positive constant $c_0$ not depending on $j$ such that for each $u \in V_j$ there is a decomposition $u = \sum_{i=1}^{N_{dof}} u_i$ with $u_i \in V_j^i$ satisfying

$$\sum_{i=1}^{N_{dof}} ||u_i||^2_j \leq c_0 ||u||^2_j.$$ 

Then (14) holds with

$$C_{A5} = 2c_0 (1 + c_1^2).$$ (44)

In particular, it turns out that $\kappa_{im}$ is different from zero only if $\Omega_j^i \cap \Omega_j^m \neq \emptyset$, where we denote by $\Omega_j^i$ the support of the Lagrangian basis function $\varphi_j^i$, $i = 1, \ldots, N_{dof}^j$. Consequently, we can take $c_1$ as the maximum number of supports $\{|\Omega_j^i|\}$ of the basis functions $\{|\varphi_j^i|\}$ that intersect $\Omega_j^i$. Due to the mesh regularity requirements of Assumption A2, we assume a bounded variation hypothesis between subsequent levels, then both $c_0$ and $c_1$ are bounded. Moreover, we can set $c_0 = 1$. Therefore, the two conditions stated in theorem 5 are satisfied and we conclude that Assumption A5 holds with $C_{A5}$ defined as in (44) in case we choose $R_j$ to be the linear smoothing operator induced by the Gauss-Seidel smoother.

7.2 Convergence analysis of the V-cycle and W-cycle methods

In this section we briefly deal with the convergence of V-cycle and W-cycle, i.e., when $J > 2$, by generalizing the proof of the convergence of the two-level method. To this aim, let us first remark that a closer inspection to the proofs of Hypotheses H2, H4, H5 and H6 reveals that the constants appearing in (15), (17), (18) and (19) depend on the considered level $j$. Consequently, Assumption A3 defined as in (14) in case we choose $R_j$ to be the linear smoothing operator induced by the Gauss-Seidel smoother.

8 Numerical results

In this section we describe the implementation of the multigrid method introduced in Section 3 and then we present some numerical results to assess the convergence properties of our h-multigrid virtual element algorithm.
8.1 Implementation details

The algebraic linear system of equations stemming from the virtual element discretization (7) of the Poisson equation on the finest grid $T_J$ is in the form

$$A_J u_J = f_J,$$

where $u_J \in \mathbb{R}^{N_{dof}}$ represents the vector of the degrees of freedom of $u_J \in V_J$ with respect to the VEM basis, $A \in \mathbb{R}^{N_{dof} \times N_{dof}}$ represents the matrix associated to the operator $A_J$ defined in (10) and $f_J \in \mathbb{R}^{N_{dof}}$ is the vector associated to $f_J \in V_J$ defined as $(f_J, v)_{L^2(\Omega)} = \sum_{E,J \in T_J} (f, \Pi_{0, E,J} v)_{L^2(E,J)} \forall v \in V_J$.

The algebraic counterpart of the restriction operator $P_{J-1} : V_J \rightarrow V_{J-1}$ is locally defined as

$$(P_{J-1})_{it} := \begin{cases} \sum_{g=1}^{N_{^J}} \text{dof}_{\mathbb{P}_1(E_{j-1})} (\Pi_0^{E_{j-1}})_{g} m_g(x_i) & i \in N(T_{E_{j-1}} \setminus E_{j-1}), \\ 1 & i = t, \ i \in N(E_{j-1}), \\ 0 & i \neq t, \ i \in N(E_{j-1}), \end{cases}$$

where $\text{dof}_{\mathbb{P}_1(E_{j-1})}(\cdot)$ is the operator returning the degrees of freedom with respect to the basis of $\mathbb{P}_1(E_{j-1})$ consisting of the set of scaled monomials $\mathcal{M}_1(E_{j-1})$ introduced in (3). The algebraic counterpart of the restriction operator $P_{J-1} : V_J \rightarrow V_{J-1}$ is denoted by $P_{J-1} \in \mathbb{R}^{N_{dof} \times N_{dof}^{J-1}}$ and the algebraic counterpart of the operator $A_{J-1}$ is denoted by $A_{J-1} \in \mathbb{R}^{N_{dof} \times N_{dof}^{J-1}}$.

As a smoothing iteration, we have selected the Gauss-Seidel method. The algebraic counterparts of the operators $R_j : V_j \rightarrow V_{j-1}$ and $R_j^T$ are the matrix $R_j \in \mathbb{R}^{N_{dof} \times N_{dof}^{j-1}}$ and $R_j^T \in \mathbb{R}^{N_{dof} \times N_{dof}^{j-1}}$, respectively. We set $R_j \equiv R_j$ if $l$ is odd and equals to $R_j^T$ if if $l$ is even.

Now, we are ready to introduce the algebraic counterpart of the multigrid method introduced in Section 3. In algorithm 3, we outline the multigrid iteration algorithm for the computation of $u_J$. MG$_p(J, f_J, u_k, \nu)$ represents either one iteration of the non-nested W-cycle ($p = 2$) or one iteration of non-nested V-cycle ($p = 1$).

Algorithm 3 Multigrid iteration for the solution of problem (15)

1. Initialize $u_J^0$.
2. for $k = 0, 1, \ldots$ do
   1. $u_J^{k+1} = \text{MG}_p(J, f_J, u_J^k, \nu)$;
3. end for

In particular, algorithm 3 represents the solution obtained after one iteration of either the W-cycle ($p = 2$) or the V-cycle ($p = V$) method with initial guess $x^0$ and $\nu$ Gauss-Seidel iterations of pre-smoothing and post-smoothing. The two-level method is a particular case of algorithm 3 corresponding to $J = 2$.

8.2 Tests

In this section we present some numerical results to assess the convergence properties of our h-multigrid virtual element algorithm for the solution of the Poisson equation on the unit square $\Omega = (0, 1) \times (0, 1)$ with $\mu = 1$, $f(x,y) = -2(x(x-1) + y(y-1))$ and homogeneous Dirichlet boundary conditions. We consider both the case in which the bilinear form is inherited and non-inherited, cf. definition (3.4).

We consider the set of agglomerated meshes shown in Figure 3. The coarsening strategy has been realized through a code developed by the authors. The first row of Figure 3 shows the sequence of initial fine grids corresponding to decreasing mesh sizes $\delta_J$. They consist of shape-regular triangle tessellations with 511 (Figure 3a), 1034 (Figure 3b), 1939 (Figure 3c) and 3915 (Figure 3d) elements, respectively. The triangle mesh have been generated using the
Algorithm 4 \( p \)-cycle Multigrid (\( p = 1 \) or \( p = 2 \)) \quad y = \text{MG}_p(j, g, x^0, \nu)

Set \( q^0 = 0 \).

if \( j = 1 \) then

\[ y = \text{MG}_p(1, g, x^0, \nu) = A_1^{-1} g. \]

else

Pre-smoothing:

for \( l = 1, \ldots, \nu \) do

\[ x^l = x^{l-1} + R^{(l+\nu)}(g - A_j x^{l-1}); \]

end for

Coarse grid correction:

\[ r_{j-1} = I_{j-1}^{-1}(g - A_j x^0); \]

for \( i = 1, \ldots, p \) do

\[ q^i = \text{MG}_p(j-1, r_{j-1}, q^{i-1}, \nu); \]

end for

\[ y^\nu = x^\nu + I_{j-1} q^p; \]

Post-smoothing:

for \( l = \nu + 1, \ldots, 2\nu \) do

\[ y^l = y^{l-1} + R^{(l+\nu)}(g - A_j x^{l-1}); \]

end for

\[ y = y^{2\nu}. \]

end if

Triangle library [23]. The remaining rows of Figure 3 show the sequence of agglomerated nested coarsened meshes.

Our aim is to analyse the performance of the two-level, the W-cycle and the V-cycle \( h \)-multigrid schemes based on the virtual element method of order \( k = 1 \). We set a relative tolerance of \( 10^{-8} \) as a stopping criterion.

In tables 1 to 4, we report the iteration counts (or cycles) needed to reduce the relative residual below the chosen tolerance and the computed convergence factor defined as

\[ \rho := \exp \left( \frac{1}{N} \ln \frac{\|r_N\|_2}{\|r_0\|_2} \right), \]

where \( r_N \) and \( r_0 \) are the final and the initial residual vectors, respectively. The number of iterations is presented as function of the number of levels and the number of smoothing steps. The results are shown for the two-level (TL), the W-cycle and the V-cycle multigrid. In particular, in tables 1 and 2, we report the results obtained in case the inherited bilinear form is chosen, whereas in tables 3 and 4 we report the results obtained in case the non-inherited bilinear form is selected. From the results of tables 1 to 4, we notice that for a given number of smoothing iterations \( \nu \), the number of iterations needed to reduce the relative residual below the fixed tolerance does not vary significantly with respect to the dimension of the underlying algebraic system, as predicted by theorems 1 and 2. Moreover, as expected, the iteration counts decrease for larger values of \( \nu \). From tables 3 and 4, we further observe that the assumption on the number of smoothing steps needed to guarantee convergence in the case of non-inherited bilinear form does not seem to play a key role for the considered test case.

In table 1, for each set of tessellations, we report also the number of iterations \( N_{\text{CG}}^\text{it} \) for the Conjugate Gradient (CG) method and the number of iterations \( N_{\text{PCG}}^\text{it} \) for the Preconditioned Conjugate Gradient (PCG) method accelerated with a Modified Incomplete Cholesky with dual threshold preconditioner. The comparison shows that the proposed method performs better than the CG and the PCG scheme in terms of number of iterations required to achieve convergence within the prescribed tolerance even for a small value of smoothing steps.

We observe that even if the agglomerated grids obtained by the considered coarsening strategy, in general, do not necessarily strictly satisfy the quasi-uniformity Assumption A2, the numerical results agree with the theoretical expected behaviour. This is probably due to the use of a limited number of agglomeration levels. If a larger number of level \( j \) is considered, ad hoc post-processing techniques can improve the quality of the meshes and enforce the satisfaction of Assumption A2. This will be the object of further investigations.
Figure 3: Sequences of agglomerated grids for testing the h-multigrid method. The corresponding fine grids \( T_j \) consist of 511 (a), 1034 (b), 1939 (c) and 3915 (d) elements, respectively.
## 9 Conclusions

In this work we have proposed two-level, W-cycle and V-cycle geometric multigrid schemes on agglomeration-based nested polygonal grids and we have theoretically analysed their convergence. In particular, we have focused on the solution of the linear system stemming from a primal Virtual Element discretization of order $k = 1$ of the Poisson equations. The novelty of our approach lies in exploiting the flexibility of VEM in dealing with rather general element shapes to generate nested sequences of tessellations via a geometric agglomeration procedure. However, the nestedness of the tessellation does not guarantee the nestedness of the virtual element spaces. This crucial aspect has asked for the use of the general BPX framework [15, 16] for non-nested multigrid methods to prove that our multigrid schemes converge uniformly with respect to the mesh size and number of levels. In the case of non-inherited bilinear form the convergence of the W-cycle scheme is obtained for a sufficiently large number of smoothing steps. Finally, we have validated the effectiveness of our algorithm though numerical experiments.
| $\nu$ | TL | W-cycle | TL | W-cycle |
|------|-----|---------|-----|---------|
| 2    | 8 (0.0815) | 8 (0.0818) | 8 (0.0974) | 8 (0.0975) |
| 4    | 6 (0.0345) | 6 (0.0327) | 6 (0.0397) | 6 (0.0399) |
| 6    | 5 (0.0260) | 5 (0.0207) | 5 (0.0207) | 5 (0.0208) |
| 8    | 5 (0.0151) | 5 (0.0151) | 5 (0.0123) | 5 (0.0123) |

| $\nu$ | TL | W-cycle | TL | W-cycle |
|------|-----|---------|-----|---------|
| 2    | 8 (0.0885) | 8 (0.0890) | 8 (0.0958) | 8 (0.0958) |
| 4    | 6 (0.0299) | 6 (0.0300) | 6 (0.0340) | 6 (0.0341) |
| 6    | 5 (0.0160) | 5 (0.0161) | 5 (0.0189) | 5 (0.0189) |
| 8    | 5 (0.0112) | 5 (0.0112) | 5 (0.0126) | 5 (0.0126) |

Table 3: (Non-inherited case). Iteration counts and convergence factor (within parenthesis) for both the two-level (TL) and the W-cycle algorithms as function of $\nu$ and for the W-cycle scheme as function of the number of levels. The sequence of agglomerated meshes is shown in Figure 3.

| $\nu$ | V-cycle | V-cycle |
|------|---------|---------|
| 2    | 8 (0.0924) | 9 (0.1112) | 9 (0.1101) | 9 (0.1259) |
| 4    | 6 (0.0421) | 7 (0.0563) | 6 (0.0459) | 7 (0.0690) |
| 6    | 6 (0.0273) | 6 (0.0351) | 5 (0.0249) | 6 (0.0375) |
| 8    | 5 (0.0197) | 5 (0.0238) | 5 (0.0161) | 6 (0.0267) |

| $\nu$ | V-cycle | V-cycle |
|------|---------|---------|
| 2    | 8 (0.0898) | 9 (0.1275) | 8 (0.0972) | 9 (0.1218) |
| 4    | 6 (0.0369) | 7 (0.0619) | 6 (0.0370) | 7 (0.0565) |
| 6    | 5 (0.0219) | 6 (0.0401) | 5 (0.0220) | 6 (0.0352) |
| 8    | 5 (0.0162) | 6 (0.0298) | 5 (0.0158) | 6 (0.0256) |

Table 4: (Non-inherited case). Iteration counts and convergence factor (within parenthesis) for the V-cycle scheme as function of $\nu$ and of the number of levels. The sequence of agglomerated meshes is shown in Figure 3.
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