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Abstract—We propose a novel neural network module that transforms an existing single-frame semantic segmentation model into a video semantic segmentation pipeline. In contrast to prior works, we strive towards a simple, fast, and general module that can be integrated into virtually any single-frame architecture. Our approach aggregates a rich representation of the semantic information in past frames into a memory module. Information stored in the memory is then accessed through an attention mechanism. In contrast to previous memory-based approaches, we propose a fast local attention layer, providing temporal appearance cues in the local region of prior frames. We further fuse these cues with an encoding of the current frame through a second attention-based module. The segmentation decoder processes the fused representation to predict the final semantic segmentation. We integrate our approach into two popular semantic segmentation networks: ERFNet and PSPNet. We observe an improvement in segmentation performance on Cityscapes by 1.7% and 2.1% in mIoU respectively, while increasing inference time of ERFNet by only 1.5ms. Source code is available at https://github.com/mattpfr/lmanet.

I. INTRODUCTION

Semantic segmentation is one of the core computer vision tasks that paves the way towards scene understanding. It entails assigning a label to each pixel of an image, where a label generally represents an element in a predefined set of classes. It is useful in a growing number of applications, including augmented reality, surveillance and robotics (autonomous cars and drones), where scene understanding is key to build better and safer systems. In these scenarios, however, the input to the vision pipeline most often consists of a video stream, and not only a single frame. It is natural to exploit the temporal dimension instead of processing each input frame independently. In this work, we therefore address the problem of video semantic segmentation.

Considering a sequential input instead of a single-frame can be beneficial to solve the semantic segmentation task, as we can leverage the additional temporal dimension. Indeed, in most cases, one can reasonably assume a certain level of temporal consistency from one frame to the next. This temporal cue has the potential to reduce inference time by avoiding redundant computations, improve the accuracy of the prediction, or find a better trade-off between speed and accuracy. In practice however, exploiting video data is a very challenging problem. Introducing the temporal dimension can easily lead to inertia, which can be problematic for dynamic content. In particular, the model should avoid propagating errors over time and allow for rapid changes in the scene produced by events such as occlusions or new objects. Efficiency is also a concern with video architectures, as they need to run fast enough and require a lot of data to train and evaluate.

In comparison to its single-frame counterpart, video semantic segmentation has received much less attention despite its potential advantages. Existing approaches exploit video input by using either dense optical flow directly [37], [40], [30], [11] or by combining it with recurrent neural networks (RNNs) [34], [27]. However, these often lead to marginal improvements relative to the added complexity and increased frame rates of those architectures. In contrast, methods trying to reduce complexity and inference time by avoiding redundancies and propagating information between frames usually have unsatisfactory accuracy compared to their baselines [30], [23], [37]. In this work, we set out to address these issues.

We introduce a novel neural network architecture to convert single-frame semantic segmentation models into video pipelines. Our network consists of three components. Following the recent success of attention-based approaches [29], [22], [24], [15], [16], we employ a Memory module that
aggregates semantic information from several past frames. It holds a rich representation of the past and is updated over time with incoming frames. Contrary to previous attention-based alternatives [22], [15], [16], we propose a local attention mechanism. It ensures efficient reading from the memory, given the current Query frame, while preserving the segmentation performance of the standard dot-product attention [36]. We combine the extracted memory representation with features form the Query frame itself with an attention-based Fusion module. The fused representation serves as input for the decoder to make the final prediction. Our approach does not rely on optical flow or other expensive operations, and thus has a minimal impact on inference time. We integrate our approach into two popular semantic segmentation architectures, namely ERFNet [32] and PSPNet [39]. With ERFNet, our approach achieves 1.67% increase in mIoU on Cityscapes [8] while only increasing inference time by 1.5ms.

II. RELATED WORK

The simplest way of tackling video semantic segmentation is to perform semantic segmentation independently in each frame. Although this approach ignores the temporal dimension of the input, it provides a natural baseline to assess the performance of video segmentation methods. Dedicated video semantic segmentation pipelines have been receiving more attention in the recent years. However, generating accurate dense annotations for video semantic segmentation is costly. Only synthetic data sets such as GTA5 [31] or Sinetl [4] provide large-scale densely annotated training and test sets. Thus, most real-world video data sets are sparsely annotated [1], [12], [8]. Consequently, most video semantic segmentation approaches [25], [33], [23], [37], [30], [40], [34], [27], [11] evaluate their results based on a single frame annotated per sequence. Their basis is a single-frame classifier, such as a random forest or a CNN. Temporal consistency is introduced by considering consecutive predictions or propagating semantic information. The goal is to either improve the segmentation masks or to decrease the average inference time.

Some methods address video semantic segmentation by looking at the problem from a broader angle: using tracking [21], motion segmentation [28], or even exploiting the 3D structure of the scene. The latter usually rely on 3D point clouds to improve 2D segmentation predictions [2], [10], [19], [3] which is computationally expensive and potentially error-prone. Other methods focusing on improving the segmented outputs model the temporal consistency by introducing inter-frame and intra-frame pixel connections in large graphs structures, mostly relying on 2D or 3D conditional random fields across the video inputs [6], [26], [20], [35].

Propagating semantic information and features was explored in different ways, for instance by using long short-term memories (LSTMs) [25] to embed the temporal aspect in the pipeline structure or scheduling key frames to fully segment and propagate semantic information in between [33], [23], [37], [30]. These methods in general offer different operating points leading to different trade-offs between efficiency and accuracy.

One of the popular ways to propagate information between frames is to explicitly use dense optical flow. This is usually done with two different objectives in mind. First it may be reduced to the average inference time. The authors of [37], [40] use state-of-the-art GPU methods [9], [17], adding to the complexity of their pipeline. In [30], the authors suggest a simpler approach relying on a fast optical flow running on CPU [18] to propagate semantics across frames and achieve higher frame rates. However, all of these methods reduce the segmentation accuracy. The second objective of using optical flow is to improve the baseline accuracy. For instance, some pipelines learn temporal consistency between consecutive feature maps with the help of gated recurrent units (GRUs) [34], [27]. Others warp features directly at different depths of their baseline [11]. Unfortunately, these frameworks have relatively small gains over their baselines, and the added complex and slow optical flow structure around them makes them impractical to use in real-time scenarios.

The transformer model [36] was introduced as an alternative to RNNs, such as LSTMs and GRUs. Transformer networks and self-attention are mostly used in the field of Natural Language Processing but are rapidly gaining interest in computer vision topics such as image recognition [14], object detection [5], video object segmentation [29] or semantic segmentation [24]. Attention mechanisms were recently used for video semantic segmentation to leverage temporal information and improve both intra-frame and inter-frame semantic information. The authors of [22] introduce two attention mechanisms to combine features while others embed the attention mechanism in the backbone over several frames [15], [16]. In contrast, we aim at a simpler architecture and integrate a local attention mechanism to ensure efficiency.

III. PROPOSED METHOD

We propose Local Memory Attention Networks (LMANet), that transforms an existing single frame semantic segmentation model into a video semantic segmentation pipeline. Our approach, summarized in Fig. 2, aggregates an encoded representation from several past frames into a Memory module described in section III-A. We describe how this memory is accessed via an attention-based module in section III-B and III-C. Finally, in section III-D, we detail how the features map from the Query frame are fused with the aggregated features read from the Memory to provide an input for the Decoder.

A. Memory

Having a representation of the temporal information from previous frames is a way to leverage the additional dimension offered by videos. Previous work trying to model this use a combination of optical flow and GRUs [34], [27]. However, RNNs are often difficult to train, requiring long sequences.
More importantly, the hidden state can easily get corrupted over time, severely affecting the performance during inference. In contrast, we propose to use a memory which holds semantic information from past frames as a core component of our framework. Following the success of attention based models for video semantic segmentation [22], [15], [16], we construct the memory using keys ($K_M$) and values ($V_M$) for each cell, such that the dimensionality of the Keys is much lower than the one of the Values. This strategy allows us to efficiently read out semantic information, stored in the values, by matching keys.

We build and update the memory using consecutive inputs. For each input frame $I_t$, we generate 2 pairs of (Key,Value) features: one for the Memory ($K_M^t$, $V_M^t$) and one for the Query ($K_Q^t$, $V_Q^t$). Those features are all obtained from the same backbone Encoder output, each with its own simple convolution layer that preserves their spatial size, while reducing the dimensionality of the keys. To keep a simple and explicit temporal representation of the Memory, the two sets of feature maps $K_M$ and $V_M$ are obtained by concatenating the keys and values from the previous frames, as follows:

We define $V_M = [V_M^1, \ldots, V_M^{L-1}] \in R^{H \times W \times D_K \times (L-1)}$ and $K_M = [K_M^1, \ldots, K_M^{L-1}] \in R^{H \times W \times D_K \times (L-1)}$. With $S = \{1, \ldots, L - 1 \}$ we denote the list of indices of the frames included in memory.

### B. Local Key Matching

In order to segment a new frame, we need to access the semantic information from the Memory. This is done by matching the feature maps from the Memory and the Query, respectively $K_M$ and $K_Q$. Those feature maps have a spatial size of $H \times W$ and a dimensionality of $D_K$. We let $K_M(i, j)$ and $K_Q(k, l)$ denote the features vectors of dimension $R^{D_K}$ at their respective spatial locations $(i, j), (k, l) \in \{1, \ldots, H\} \times \{1, \ldots, W\}$.

Previous approaches using transformers network architectures for NLP [36] or video object segmentation [29] perform an all-vs-all matching of their feature maps. However, this is memory-consuming and computationally expensive. The similarities between all pairs of spatial locations in the Memory and Query feature maps can be written as a 4D tensor $G(K_M, K_Q) \in R^{H \times W \times H \times W}$ defined as:

$$G(K_M, K_Q) = K_M(i, j)^T K_Q(k, l). \quad (1)$$

Particularly in our case, a global matching can be problematic for three reasons. The spatial size of feature maps and their dimensionality not only makes it harder to fit reasonable batch sizes and consecutive frames in GPU memory during training, but it also degrades inference time. Moreover, matching features at completely different locations can introduce wrong correlations between similar classes or instances in the scene.

To address these issues, we exploit the temporal prior given by our input video. In general, the content of the current frame at a given position is more likely to be found in a similar position in the previous few frames. For each feature location in the current frame, we thus only read from the memory in its spatial neighborhood. We show that this operation can be efficiently implemented as a correlation layer, commonly used in optical flow networks [9].

Formally, the pairwise similarities between all the locations in the Query and their corresponding neighborhood in the Memory can be written as a 4D tensor $C(K_M, K_Q) \in R^{H \times W \times R \times R}$, where $R$ defines the radius of the local neigh-
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C. Local Memory Attention

The Memory reading operation is the core part of our method. It enables us to access the relevant features contained in the Memory at the right location in an efficient way, thanks to the matching described in the previous section. It is performed in three steps. First, the Query key is matched against all the keys in the Memory. We thus define

\[ C(K_M, K_Q) = K_M(i, j)^T K_Q(i + k, j + l). \quad (2) \]

In this case, \((i, j) \in \{1, \ldots, H\} \times \{1, \ldots, W\}\) and \((k, l) \in \mathcal{R} = (-R, \ldots, R)^2\) represents the search region for the correlation. \((k, l)\) therefore represents the displacement relative to the reference frame location \((i, j)\), constrained to a radius \(R\).

We choose \(R\) such that \(R < < H, W\). While the local correlation cannot match features that are located outside the limited search region, we can immensely reduce the complexity in memory and computation time for feature maps of a large spatial size, from \(O((HW)^2)\) to \(O((HW) \times R^2)\).

The Memory reading operation is the core part of our method. It enables us to access the relevant features contained in the Memory at the right location in an efficient way, thanks to the matching described in the previous section. It is performed in three steps. First, the Query key is matched against all the keys in the Memory. We thus define

\[ C_{kl}^q(i, j) = C(K_M^q, K_Q) = K_M^q(i, j)^T K_Q(i + k, j + l). \quad (3) \]

Then, we transform feature correlation maps into a set of probability maps using a SoftMax layer, expressed as

\[ P_{kl}^q(i, j) = \frac{\exp(C_{kl}^q(i, j))}{\sum_{k,l} \exp(C_{kl}^q(i, j))}. \quad (4) \]

The resulting probability maps represent the multiplicative attention weights, visualized in Figure 3. These weights are crucial for the last step of the Memory Reading operation as they allow us to weight the features read from the Memory in both spatial and temporal dimensions. The module thus only reads from the parts of the Memory that contain the most relevant information for each location. Formally, the output tensor \(\hat{V}_M\) read from the Memory at each location \((i, j)\) can be written as

\[ \hat{V}_M(i, j) = \sum_{k,l} P_{kl}^q(i, j)V_M^q(i + k, j + l). \quad (5) \]

The read operation is a weighted sum of all values of the memory \(V_M^q\) over the temporal domain \(S\) and the spatial domain \(\mathcal{R}\). By construction, its dimensions are identical to the dimensions of the Query value tensor: \(V_Q, \hat{V}_M \in \mathbb{R}^{H \times W \times D_Q}\).

D. Memory Fusion

As described in the previous section, the semantic features read from the Memory \(\hat{V}_M\) contain a rich information from the aggregation of the semantics of previous frames. The features extracted in the Query \(V_Q\) contain the encoded semantic segmentation of the current frame. The role of the Fusion module is to combine \(V_Q\) and \(\hat{V}_M\) and provide a meaningful input the Decoder that can then make the most accurate prediction for the current frame. The naive approach that would consist in concatenating feature maps would not allow the network to select the best features from both sources of information. Indeed, the model ideally has to learn to trust more the Memory for parts of the scene that have a consistent behaviour over time (static classes, regular or slow motions, etc.) while taking into account the current frame features that might introduce sudden changes (objects entering the scene, occlusions, irregular motions, etc.).

In order to overcome this limitation, we extend the concatenation solution by adding one attention branch per Fusion input, see Fig. 4. Each branch uses its corresponding Fusion input and the concatenated inputs. Those attention branches, with the help of sigmoid activated gates inspired by RNNs, are controlling the information flowing through them. This structure therefore allows to select which features from the Query or from the Memory will be sent to the Decoder. Formally, if we let \(\sigma\) be the sigmoid activation function and \(\cdot\) be the element-wise tensor multiplication, the output of the Fusion module can be written as

\[ F(V_Q, \hat{V}_M) = \sigma(A_Q(V_Q, \hat{V}_M)) \cdot E_Q(V_Q) \]

\[ + \sigma(A_M(V_Q, \hat{V}_M)) \cdot E_M(\hat{V}_M). \quad (6) \]

The Fusion output \(F(V_Q, \hat{V}_M) \in \mathbb{R}^{H \times W \times D}\) is a 3D tensor with the same dimensions as the Encoder output. \(E_Q, A_Q, A_M, E_M\) represent respectively the learned convolution layers of the Query attention and Memory attention branches, as shown in Figure 4.

E. Training method

Our goal is to enable single-frame semantic segmentation models to deal with video inputs, thus we need a simple and efficient training routine. However, two obstacles stand in
the way. First, we have a limited amount of annotated data. Second, we need to fit a large enough amount of images on the GPU while keeping reasonable batch sizes.

Assuming that the backbone Encoder and Decoder are trained beforehand on single frames, we propose to train our module in two steps. First, we freeze the parameters of both the Encoder and the Decoder while we train our Memory layers and Fusion module from scratch for a small amount of epochs. We choose the number of epochs between 20 and 50, so that the accuracy of our model reaches the range of the baseline accuracy without aiming for convergence. This allows the layers of our modules to get a rough initialization before we move on to the next step, where we jointly train our modules and the Decoder until convergence.

IV. Evaluation

A. Experimental setup

We run all our experiments on the Cityscapes dataset [8], as it is commonly used to benchmark both single frame and video semantic segmentation methods. It contains diverse urban street scenes across 50 different cities which makes it relevant for autonomous driving applications. Its training, validation and testing sets contain respectively 2975, 500 and 1525 images with a resolution of 1024 × 2048 pixels. Each of those images represent the 20th frame of a corresponding 30 frames video sequence. The training and validation sets provide dense ground truth annotations, but only for the 20th frame of each sequence. We therefore train and evaluate our approach on video snippets but report mean Intersection over Union (mIoU) results on the provided 20th frame.

Our experimental setup consists of several Intel Xeon Gold 6242 CPUs running at 3.5GHz and several NVIDIA GeForce RTX 2080Ti GPUs. We use Python 3.7, PyTorch 1.2, CUDA 10.2 and cuDNN 7.6. While simple inference can be run on a single GPU, training is usually performed on several GPUs to either speed up training or overcome GPU memory limitations. For training, we use the Adam optimizer with an initial learning rate of 2e-4. We use an adaptive scheduling based on the train loss: the learning rate is kept constant until the loss reaches a minimum plateau, after which we decrease it by 20%. We keep this strategy until the learning rate reaches a minimum value of 1e-8.

B. Ablation study

We perform an ablation study to highlight the role of each component of our method and its impact on the performance of the pipeline. We thus focus on the critical parameters of our modules: the search region for the correlation layer, the size of the Memory used during inference and the fusion strategy. We run this ablation study using ERFNet [32] as backbone for efficiency reasons.

Memory size $S$: The first and foremost important aspect of our method is the size of its Memory. Especially in the context of autonomous driving, it is important to make sure to look at the past frames without holding on too old information. At the same time, we have to make sure that the memory is long enough to have meaningful temporal information to use. This part of the study aims at determining the impact of the memory size $S$ on the final prediction accuracy. The case $S = 0$ represents our single-frame baseline ERFNet [32]. Table I summarizes the results and highlights two aspects. First, all memory sizes improve the baseline from $+1.29\%$ to $+1.67\%$, which means that there is indeed meaningful information to retain from past frames and that our method uses it to improve the final prediction. Second, even though a single frame in the memory already improves the baseline, best results are achieved with a bigger memory, with a peak for $S = 4$.

| TABLE I |
| --- |
| IMPACT OF THE SIZE OF THE MEMORY ON THE RESULTS. |
| mIoU(%) | $S = 0$ | $S = 1$ | $S = 2$ | $S = 3$ | $S = 4$ | $S = 5$ |
| LMA, $R = 21$ | 72.05 | 73.34 | 73.41 | 73.37 | 73.72 | 73.46 |

Search Region $R$: This part of the study aims at validating the design choice of the keys matching step in our pipeline. As it is the pillar supporting the Memory reading operation, we want to compare an all-vs-all matching to a local one and measure the impact of the search region size on the resulting mIoU. Table II summarizes the results. These numbers should be compared to the single frame baseline ($S = 0$) which has a mIoU of 72.05%.

Here we investigate and validate three aspects of our approach. First, all settings combinations yield final mIoU improvements compared to the single frame baseline, ranging from $+0.85\%$ to $+1.67\%$. Second, we observe the importance of actually considering a local neighborhood for the features matching when considering temporal information: matching at the same location ($R = 1$) improves results from the baseline, but is far from the improvements observed with bigger search regions. Third, we confirm that using a global matching is counter productive, as local matching with a search radius between $R = 21$ and $R = 41$ seems to yield the best results. This suggests that local matching with a reasonable search region $R$ is the best option to avoid mismatches that could happen across the whole image while accounting for the temporal information accumulated in the Memory.

| TABLE II |
| --- |
| ACCURACY COMPARISON BETWEEN GLOBAL ($G$) AND LOCAL CORRELATIONS WITH DIFFERENT SEARCH REGION SIZES ($R << G$). |
| mIoU(%) | $G$ | $R = 41$ | $R = 21$ | $R = 11$ | $R = 1$ |
| $S = 3$ | 73.38 | 73.50 | 73.37 | 73.21 | 72.90 |
| $S = 4$ | 73.49 | 73.64 | 73.72 | 73.21 | 72.94 |

Fusion Strategy: The last part of our method combines features from the Query and the Memory, which hold different kinds of information. The former contains the current frame features while the latter is an aggregation of the information from past frames. Table III compares our results to a simple concatenation of the semantic maps and confirms that a more complex fusion with attention branches generates more
accurate results (+0.33%). This seems to indicate that the probabilistic weighting done by the Fusion is helpful to guide the Decoder.

TABLE III
MIOU COMPARISON BETWEEN CONCATENATION AND OUR FUSION.

| Baseline | LMA\(_{S=3,R=21}\) (Concat.) | LMA\(_{S=3,R=21}\) (Fusion) |
|----------|-------------------------------|-----------------------------|
| 72.05%   | 73.14%                        | 73.37%                      |

C. Memory and computation time

As we strive towards a simple and general method for fast video semantic segmentation applications, an important aspect to tackle is its efficiency, both in terms of GPU memory consumption and inference time. We therefore study the impact of our method on those variables on the existing backbone ERFNet [32]. As reported previously, a relatively small memory size of 3 to 5 frames is reasonable for our benchmarks, so we focus on the impact of the search radius \(R\), with a fixed memory size of \(S = 3\) and report the results in Table IV.

TABLE IV
INFERENDE TIME AND GPU MEMORY CONSUMPTION ON THE 500 VALIDATION SEQUENCES OF CITVSCAPES [8]. EACH SEQUENCE HAS A LENGTH OF L = 4 FRAMES AND THE MEMORY SIZE S = 3. RESULTS ARE DISPLAYED AS AN AVERAGE OF 10 RUNS UNDER THE SAME CONDITIONS.

|                | Baseline | \(G\) | \(R = 41\) | \(R = 21\) | \(R = 11\) |
|----------------|----------|-------|-----------|-----------|-----------|
| Total time Ti(s) | 62.4     | 96.8  | 114       | 71.4      | 67.5      |
| \(\Delta T\)    | -        | + 55% | + 83%     | + 14%     | + 8%      |
| GPU Mem. M(MiB) | 1553     | 4125  | 2116      | 1749      | 1606      |
| \(\Delta M\)    | -        | + 166%| + 36%     | + 13%     | + 3%      |

These measurements confirm that an all-vs-all matching of the feature maps is not a viable option for our problem. Indeed, a 166% increase in GPU memory is not desirable during inference in a real-life scenario. It also would complicate the learning phase, where bigger batch sizes are usually beneficial. At the same time, we see that our pipeline adds a very small memory footprint onto the existing backbone when using a local correlation approach, only 13% for \(R = 21\), which yields the highest mIoU.

Furthermore, we show that the search radius \(R\) is crucial when it comes to inference efficiency, and that a bigger correlation region directly impacts the inference time, while not necessarily yielding the best accuracy results. For a search radius of 21 pixels, we get a limited impact both on the GPU memory (+13%) and on the inference time (+14%).

D. Comparison to state-of-the-art

Since current state-of-the-art approaches conduct experiments with different baselines, backbones, input resolutions and hardware, providing a completely fair comparison is virtually impossible. In order to provide the fairest comparison, we report results from the original paper of the single-frame baseline along with the corresponding video-based improvements.

Based on the ablation study, we choose the settings that yield the best mIoU, which is with a search radius \(R = 21\), and we compare our framework with other video semantic segmentation methods. To provide a better comparison and validate our approach on a different backbone, we apply our method to two of the most popular backbones, ERFNet [32] and PSPNet [39] and report results in Table V.

ERFNet: While it does not reach the current state-of-the-art semantic segmentation accuracy, ERFNet [32] remains a good compromise between frame rate and accuracy compared to heavier and slower methods such as PSPNet [39] and DeepLab [7]. It is therefore important to see whether our approach can help increasing the accuracy of its predictions while keeping a low inference time. Table V shows that our approach can improve the baseline mIoU by 1.67% while increasing the runtime by only 1.5 ms. This gain in accuracy is bigger than any other existing methods and the very good inference time inherent to ERFNet [32] is preserved. In comparison, EVS [30] improves its baseline by only 0.3% with a similar additional inference time. Attention based approaches such as TDNet [15] or FANet [16] bring relatively smaller mean IoU improvements to their backbones, at the price of more complex architectures. Other methods starting from baselines below 80% [37], [40] still yield a mIoU vs. inference time ratio that is much worse than our approach.

Figure 5 shows the qualitative improvements that our approach can bring through the usage of the Memory with attention mechanisms. In some situations, it increases the temporal consistency of the predictions for fixed objects, for instance barriers and traffic lights.

PSPNet: The state-of-the-art and publicly available results for PSPNet [39] are achieved by running multiple inferences on image crops of resolution 713 \(\times\) 713. In order to get the final prediction on the 1024 \(\times\) 2048 resolution, the authors define a grid of 8 overlapping crops and combine the results of independent predictions. They also present results in two flavors, a single scale version that simply runs at the original scale and another that combines 6 different scales together. We refer in the table to the single-scale and multi-scale versions of the multi-crop inference as PSP-SS-MC and PSP-MS-MC, respectively.

As we propose a general framework to work with video inputs, such a multi-scale and multi-crop inference on each frame is not practical. First, from an architecture complexity point of view, the implications it would have on our query/memory structure would have to be studied further. Second, it would multiply the average inference time per frame. Therefore, we focus our study on a single-scale and single-crop version of PSPNet, as in DVSNet [37]. We refer it as PSP-SS-SC. In this setup, our approach not only improves the accuracy of a complex backbone, but also generalizes to other single-frame models. Moreover, while our approach has a bigger impact on the inference time when using the PSPNet backbone, compared to the ERFNet case, the relative improvement we gain from our simple structure outperforms other more complex approaches.
### TABLE V
Comparison between our methods and other existing methods. As we focus on the temporal aspect, we report the single-frame baseline for each method and the relative changes it brings in terms of mean IOU and inference time. The fields marked with “N.a.” denote data that was not available in the corresponding publications.

| Method | Backbone | Single-frame baseline mIoU (%) | Time (ms) | mIoU (%) | Time (ms) | Video approach ΔmIoU(%) | ΔT(ms) | Resolution |
|--------|----------|-------------------------------|-----------|----------|-----------|--------------------------|--------|------------|
| LMA_{S=4,R=21} | ERFNet [32] | 72.05 | 10.1 | 73.72 | 11.6 | +1.67 | +1.5 | 1024 × 512 |
| LMA_{S=3,R=21} | PSP-SS-SC [39] | 76.34 | 406 | 78.48 | 758 | +2.14 | +352 | 1024 × 512 |
| TDNet [15] | BiseNet*18 [15] | 73.8 | 20 | 75.0 | 21 | +1.2 | +1 | n.a. |
| TDNet [15] | BiseNet*34 [15] | 76.0 | 27 | 77.5 | 14 | +0.5 | +0 | 2048 × 1024 |
| FAFFet [16] | FAFFet-16 [16] | 76.3 | 17 | 77.6 | 17 | +0.4 | +0 | 2048 × 1024 |
| GRFNet [27] | PSP-SS-MC [39] | 79.7 | n.a | 80.2 | n.a | +0.5 | +335 | 512 × 512 |
| GRFNet [27] | PSP-MS-MC [39] | 80.9 | n.a | 81.3 | n.a | +0.4 | +335 | 512 × 512 |
| NetWarp [11] | PSP-SS-MC [39] | 79.4 | 3000 | 81.5 | 3040 | +0.7 | +200 | 713 × 713 |
| LLVS [23] | ResNet-101 [13] | 72.05 | 10.1 | 73.72 | 11.6 | +1.67 | +1.5 | 1024 × 512 |
| LLVS [23] | ResNet-101-13 [13] | 80.2 | 360 | 81.5 | 30500 | +0.7 | +200 | 713 × 713 |
| EVS [30] | ICNet [38] | 67.3 | 26 | 66.2 | 13 | -1.1 | -13 | n.a. |
| EVS [30] | ICNet [38] | 67.3 | 26 | 67.6 | 27 | +0.3 | +1 | 2048 × 1024 |

**ERFNet (Single frame baseline)**

**LMANet (Ours)**

**Ground truth**
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Qualitative results comparison between our method LMA_{S=4,R=21} and the single-frame ERFNet [32]. Different scenarios are highlighted in the orange boxes and show improvements over the baseline. The top example shows cleaner segmentation masks around a mixture of barrier, motorbike and car. The bottom example shows better classification of a road sign at the edge of the scene.

### TABLE VI
Comparison with two backbones (ERFNet and PSPNet) on class-wise improvements brought with our method LMA (Ours).

| Method | Total | road | s.walk | build. | wall | fence | pole | flight | sign | veg. | terrain | sky | person | rider | car | truck | bus | train | motorcycle | bicycle |
|--------|-------|------|--------|--------|------|-------|------|--------|------|------|---------|-----|--------|-------|-----|-------|-----|-------|-------------|---------|
| ERFNet | 72.05 | 97.65 | 81.28 | 90.68 | 49.31 | 54.89 | 59.93 | 62.31 | 72.07 | 91.25 | 60.83 | 93.36 | 75.91 | 53.28 | 92.84 | 72.77 | 78.77 | 63.78 | 46.35 | 71.74 |
| LMA, R = 21, S = 4 | 73.72 | 97.73 | 81.81 | 90.83 | 51.65 | 55.32 | 60.87 | 63.48 | 74.21 | 91.50 | 61.17 | 93.43 | 77.08 | 57.97 | 93.21 | 75.63 | 81.66 | 69.51 | 51.18 | 72.48 |
| PSPNet | 76.34 | 98.05 | 84.71 | 92.47 | 54.66 | 60.71 | 64.05 | 71.22 | 79.09 | 92.64 | 63.49 | 94.71 | 82.46 | 62.43 | 94.96 | 73.87 | 82.51 | 58.70 | 61.70 | 78.04 |
| LMA, R = 21, S = 3 | 78.48 | 98.06 | 85.06 | 92.73 | 50.13 | 62.57 | 64.20 | 70.22 | 78.20 | 92.40 | 64.17 | 94.35 | 81.68 | 63.16 | 95.14 | 80.77 | 87.93 | 76.86 | 67.24 | 76.21 |

#### E. Class-wise analysis

The mean intersection over union only offers a partial view on the improvements achieved by our approach. In this section, we propose an overview of the results we get with our LMANet for each class, on both backbones ERFNet [32] and PSPNet [39], see Table VI. Two aspects stand out with ERFNet [32]. First, the set of classes that were already well segmented (road, building, vegetation, terrain, sky, car) do not change too much from the baseline. They mostly get improved by a small margin, or slightly degrade. Second, smaller and dynamic classes that are the most critical to understand the dynamics of the scene get improvements ranging from 0.5% to almost 6%. This is especially relevant in the context of autonomous driving and flying.

With PSPNet [39], the trend is similar but with some noticeable differences. While bigger classes, including mov-
ing dynamic ones (train, truck, bus, motorcycle, wall) are improving substantially, smaller objects do not benefit in the same manner as before. This might be due to the stronger feature representation provided by the ResNet-101 backbone along with the higher resolution of the feature map: 256 × 128 × 2048 compared to 128 × 256 × 128 for ERFNet.

V. CONCLUSION

We present a novel neural network architecture that transforms an existing single frame semantic segmentation model into a video semantic segmentation pipeline. In contrast to prior methods, we strive towards a simple structure that can easily be integrated and trained together with any single-frame semantic segmentation model. Our approach aggregates the semantic information from past frames into a memory module and uses local attention mechanisms both to access the features stored in the Memory and to fuse them with the input Query frame. We validate our approach on two popular semantic segmentation networks and show that we increase the segmentation performance of ERFNet on Cityscapes by almost 2% while preserving its real-time performance.
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In this supplementary material, we provide detailed results and deeper analysis of the experiments performed in the paper. We provide the results obtained for each class and compare them for different operating points and backbones in section I. Finally, we further investigate the memory size in section II.

I. CLASS-WISE ANALYSIS

The mean intersection over union only offers a partial view on the improvements achieved by our approach. In this section we propose an overview of the results and improvements we get with our LMANet for each class, on both backbones ERFNet [32] and PSPNet [39] (Based on ResNet-101 [13]). We also show the impact of the Memory size and search radius on those classes.

A. ERFNet backbone

**Influence of the Memory size \( S \):** For a fixed search radius \( R = 21 \), we analyze the impact of the Memory size on each individual class of the Cityscapes [8] validation set for ERFNet [32]. Table S1 summarizes the absolute IoU for each class while Figure S1 shows visually the relative improvements we obtain.

What stands out at first from the results is the fact that a set of classes that were already well segmented (road, building, vegetation, terrain, sky, car) do not change too much from the baseline. They mostly get improved by a small margin, or slightly degrade. Other classes on the other hand, get improvements ranging from 0.5% to almost 6%, which is very interesting, as many of those classes are either small and/or dynamic classes that are critical to understand the dynamics of the scene in the case of autonomous driving. Besides, it seems that the best improvements are in general yielded for bigger Memory sizes, while on average improvements are less striking.

In that category, the following classes are worth mentioning for our best operating point \( (S = 4, R = 21) \): wall (+2.34%), traffic light/sign (+1.17% / +2.14%), person/rider (+1.17% / +4.69%), truck (+2.86%), bus (+2.89%), train (+5.73%), motorcycle (+4.83%). We can also note that, for that operating point, all the classes are improving compared to the single-frame baseline.

**Influence of the Search Radius \( R \):** Similarly, for a fixed Memory size \( S = 3 \), we analyze the impact of the search radius on each individual class of the Cityscapes [8] validation set for ERFNet [32]. Table S2 summarizes the absolute IoU for each class while Figure S2 shows visually the relative improvements we obtain.

The results are consistent with the previous section, the same classes follow the same trend, for all search radii. What is most interesting to see here, is that except for the two classes train and bus, the all-vs-all matching yield worse results compared to a local matching, which is the behaviour we observed in our ablation study on average.

B. PSPNet backbone

Finally, we analyze the improvements obtained on the Cityscapes [8] validation set for PSPNet [39]. Table S3 summarizes the absolute IoU for each class while Figure S3 shows visually the relative improvements we have.

In this case the trend is similar but with some noticeable differences. While bigger classes, including moving dynamic ones (train, truck, bus, motorcycle, wall) are improving substantially, smaller objects do not benefit in the same manner as before. This might be due to the stronger feature representation provided by the ResNet-101 backbone along with the higher resolution of the feature map: \( 256 \times 128 \times 2048 \) compared to \( 128 \times 256 \times 128 \) for ERFNet.

II. INFLUENCE OF THE MEMORY SIZE DURING INFERENCE

This last experiment consist in evaluating the impact of performing inference with a different Memory size than the model was trained for. In this example, we trained our model with \( S = 4 \), and try the inference with bigger Memory sizes, as shown in Table S4.

This shows the robustness of our approach, since the accuracy does not degrade with an increased Memory size. In fact, we even see a slight improvement when using a much larger Memory, meaning that our method can still make use of the additional information in a meaningful way.
Fig. S1. Per class IoU difference between ERFNet and LMA (Ours) for different Memory sizes \( S \) with a search radius \( R = 21 \).

### TABLE S1
Comparison between ERFNet and LMA (Ours) for different Memory sizes \( S \), with \( R = 21 \).

| Method   | Total | road | s.walk | build. | wall | fence | pole | traffic | light | sign | veg. | terrain | sky | person | rider | car | truck | bus | train | motorcycle | bicycle |
|----------|-------|------|--------|--------|------|-------|------|---------|-------|------|------|----------|-----|---------|-------|-----|-------|----|-------|-------------|--------|
| ERFNet   | 72.05 | 97.65| 81.28  | 90.68  | 49.31| 54.89 | 59.93| 62.31   | 72.07 | 91.25| 60.83| 93.36    | 75.91| 53.28   | 92.84 | 72.77| 76.77 | 63.78| 46.35 | 71.74       |
| LMA, \( S = 1 \) | 73.34 | 97.73| 81.77  | 90.90  | 52.2 | 53.41 | 60.96| 64.60   | 74.17 | 91.42| 61.00| 93.34    | 76.85| 57.40   | 93.23 | 74.36| 80.56 | 66.74| 48.95 | 71.92       |
| LMA, \( S = 2 \) | 73.41 | 97.69| 81.57  | 90.81  | 52.36| 56.31 | 60.91| 64.08   | 74.05 | 91.42| 61.03| 93.19    | 77.15| 58.01   | 93.12 | 72.06| 80.25 | 67.84| 50.65 | 72.35       |
| LMA, \( S = 3 \) | 73.37 | 97.73| 81.64  | 90.82  | 52.08| 55.72 | 60.90| 64.06   | 74.24 | 91.49| 60.72| 93.07    | 76.93| 56.96   | 93.27 | 74.57| 81.27 | 66.06| 50.17 | 72.36       |
| LMA, \( S = 4 \) | 73.72 | 97.73| 81.81  | 90.83  | 51.65| 55.32 | 60.87| 63.48   | 74.21 | 91.50| 61.17| 93.43    | 77.08| 57.97   | 93.21 | 75.63| 81.66 | 69.51| 51.18 | 72.48       |

### TABLE S2
Comparison between PSPNet and LMA (Ours) with \( S = 3 \) and \( R = 21 \).

| Method   | Total | road | s.walk | build. | wall | fence | pole | traffic | light | sign | veg. | terrain | sky | person | rider | car | truck | bus | train | motorcycle | bicycle |
|----------|-------|------|--------|--------|------|-------|------|---------|-------|------|------|----------|-----|---------|-------|-----|-------|----|-------|-------------|--------|
| PSPNet   | 76.34 | 98.05| 84.71  | 92.47  | 54.66| 60.71 | 64.05| 71.22   | 79.09 | 92.64| 63.49| 94.71    | 82.46| 62.43   | 94.96 | 87.38| 82.51 | 58.70| 61.70 | 78.04       |
| LMA, \( S = 3 \) | 78.48 | 98.06| 85.06  | 92.73  | 60.13| 62.57 | 64.20| 70.22   | 78.20 | 92.40| 64.17| 94.35    | 81.68| 63.16   | 95.14 | 80.77| 87.93 | 76.86| 67.24 | 76.21       |

### TABLE S3
Comparison between PSPNet and LMA (Ours) with \( S = 3 \) and \( R = 21 \).

| Method   | \( S = 4 \) | \( S = 5 \) | \( S = 6 \) | \( S = 7 \) | \( S = 8 \) | \( S = 9 \) | \( S = 10 \) | \( S = 11 \) | \( S = 12 \) | \( S = 13 \) | \( S = 14 \) | \( S = 15 \) | \( S = 16 \) | \( S = 17 \) | \( S = 18 \) | \( S = 19 \) |
|----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| LMA, \( R = 21 \) | 73.72 | 73.69 | 73.73 | 73.72 | 73.72 | 73.71 | 73.72 | 73.72 | 73.72 | 73.72 | 73.73 | 73.73 | 73.77 | 73.78 | 73.78 | 73.77 |

### TABLE S4
Impact of the size of the Memory during inference on the final mIoU(%), based on a model trained with an ERFNet backbone and a Memory size of \( S = 4 \).
Fig. S2. Per class IoU difference between our ERFNet baseline and LMA (Ours) for different search radius $R$ with a Memory size $S = 3$. 
Fig. S3. Per class IoU difference between PSPNet and LMA (Ours) with $S = 3$ and $R = 21$. 