GROUND STATES AND HYPERUNIFORMITY OF THE HIERARCHICAL COULOMB GAS IN ALL DIMENSIONS
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ABSTRACT. Large ensembles of points with Coulomb interactions arise in various settings of statistical mechanics, random matrices and optimization problems. Often such systems due to their natural repulsion exhibit remarkable hyperuniformity properties, that is, the number of points landing in any given region fluctuates at a much smaller scale compared to that of a set of i.i.d. random points. A well-known conjecture from physics appearing in the works of Jancovici, Lebowitz, Manificat, Martin, and Yalcin (see [40, 43, 36]), states that the variance of the number of points landing in a set should grow like the surface area instead of the volume unlike i.i.d. random points. In a recent beautiful work [17], Chatterjee gave the first proof of such a result in dimension three for a Coulomb type system, known as the hierarchical Coulomb gas, inspired by Dyson’s hierarchical model of the Ising ferromagnet [21, 22]. However, the case of dimensions greater than three had remained open. In this paper, we establish the correct fluctuation behavior up to logarithmic factors in all dimensions greater than three, for the hierarchical model. A key intermediate step is to obtain precise results about the ground states of such models whose behavior can be interpreted as hierarchical analogues of various crystalline conjectures predicted for energy minimizing systems, and could be of independent interest.
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1. INTRODUCTION

In this article, we consider certain finite particle models of the Coulomb Gas which in general can be studied in the framework of Gibbs measures on point processes (finite or infinite) interacting in a potential. Informally, this is a model of n particle interacting gas in an ambient space such as \( \mathbb{R}^d \) or \([0,1]^d\), which is a probability measure on points \((x_1, x_2, \ldots, x_n)\) having a joint density,

\[
\frac{1}{Z} \exp \left( -\beta \sum_{i \neq j} w(x_i, x_j) - \beta n \sum_{i=1}^{n} V(x_i) \right)
\]

where \(w(x, y)\) is a symmetric interaction term, \(V\) is an external potential, and \(Z = Z(\beta, n)\) is the partition function or normalizing constant making the above a probability measure. Throughout this article we will focus on finite point processes even though there is a rich literature devoted
to infinite systems which are often defined as a limit of their finite counterparts. The standard Coulomb interaction has the following dimension dependence:

\[
w(x, y) = \begin{cases} 
  |x - y| & d = 1, \\
  \log |x - y| & d = 2, \\
  |x - y|^{2-d} & d \geq 3,
\end{cases}
\]

(1.2)

and additionally \( V(x) \) is taken to be \(|x|^2\). Before describing the precise setting and results in this paper, we start by briefly reviewing the rich history of the study of Coulomb systems. This account will be far from complete and we refer the interested reader to [51] and the references therein for a detailed account of the various recent progress made in different fronts. Classical Coulomb systems are ubiquitous statistical mechanics models. The one-dimensional Coulomb gas is an integrable model, while the two-dimensional Coulomb gas has several connections to random matrices; for e.g., the \( \beta = 1 \) case is related to the Ginibre ensemble; similarly there are connections between the so called one-dimensional ‘log-gases’ and the classical Gaussian matrix ensembles, (see [24], and [1]). For general \( \beta \), even though the two-dimensional Coulomb gas is not exactly solvable, there has still been a lot of progress: see for e.g. [5, 47, 32] for large deviation principles, which were extended to higher dimensions in [15, 50], while concentration inequalities were proved in [16]. However in general many things remain rather unclear in dimensions bigger than two.

1.1. Fluctuation Theory. A fundamental statistic of interest is the fluctuation of the number of particles \( N(U) \) landing in a domain \( U \). A first order of business is often to estimate the number variance, \( \text{Var}(N(U)) \). As in Poisson processes, in many natural examples, one has \( \text{Var}(N(U)) \) growing like the volume of \( U \). In such cases, the model is said to be extensive. However, many models that exhibit some form of repulsion, turn out to be very rigid, or as they are called in the physics literature, hyperuniform or superhomogeneous; where the growth of fluctuations is much slower. In fact, in such cases it is often predicted to grow like the surface area of \( U \). Such situations are termed sub-extensive. Many one and two-dimensional examples have been mathematically shown to exhibit hyperuniformity. For instance, [18, 19] established the phenomenon for random unitary matrices; while random hermitian matrices were treated in [45, 9, 10, 11, 26, 54, 23]. The spectrum of non-hermitian random matrices are also known to exhibit rigidity: see for e.g., [8, 12, 13, 29]. Furthermore, random analytic functions in this context has been analyzed to great detail in [35, 44, 27, 30, 25, 29]. For a model of a different nature, [46, 34], investigated the related question of deletion tolerance for the models of a perturbed lattice with Gaussian noise.

1.1.1. Rigidity for Coulomb type systems. Hyperuniformity of the two-dimensional Coulomb gas has recently been established in [3, 2, 39]. But as far as we know, before Chatterjee’s results, no such results establishing rigidity for systems in dimensions three and higher were available, although very precise information about the partition function in such contexts had recently been obtained in [49, 38]. Nonetheless, there is a considerable physics literature on this topic. We point the reader to the recent survey of Ghosh and Lebowitz [28], for a detailed account. In particular, as indicated previously, [43, 42, 40] suggest that for any domain \( U \), the fluctuation of the number of particles i.e., \( N(U) - \mathbb{E}(N(U)) \) grows like \( \sqrt{|\partial U|} \) and hence the model is sub-extensive. Moreover,

\[
\frac{N(U) - \mathbb{E}(N(U))}{\sqrt{|\partial U|}}
\]

(1.3)

is predicted to converge to a Gaussian distribution as \(|U| \to \infty\) along dilations of a fixed region, say \( U_0 \).
1.2. **Ground states.** Another major area of research is the study of zero temperature version of the models discussed in the previous section, i.e., when one takes $\beta = \infty$ in (1.1). In that case the measure is supported on the so called ground states or energy minimizing configurations. It is predicted that in many situations, the minimizing energy configurations have a crystalline/lattice structure. However rigorous results are only known for very special examples which do not include Coulomb type interactions, see for e.g., [55, 14, 33, 53, 48]. Often such questions also have a number theoretic flavor; in particular the planar case is connected to the so called Epstein-Zeta function. However, the picture in high dimensions remains far from being understood. See [49] for an elaboration of the above points. Also, very recently there has been some work in [4] towards the well known Smale’s seventh problem [52], where the authors approximate the ground state in a two dimensional Coulomb system of $N$ particles by considering a typical configuration at low temperatures. More precisely, [4] shows that when the temperature is $O\left(\frac{1}{N}\right)$, with high probability the interaction energy of a typical configuration will be within $O(\log(N))$ of the ground state energy.

1.3. **Our contributions.** The starting point of this paper is the recent beautiful work of Chatterjee [17] who considered the so called Hierarchical Coulomb gas model and established the correct fluctuation behavior up to logarithmic corrections in dimensions 3, matching the previously alluded to prediction, in [40, 43, 36] (The arguments work in dimensions 1 and 2 as well). Building on this, the goal of this paper is two fold:

1. Have a refined understanding of the ground state configurations for the Hierarchical model and their energy. They turn out to have certain interesting number theoretic features which allow us to obtain precise estimates.

2. Extend Chatterjee’s result by establishing the fluctuation conjecture in any dimension. The proof of this part uses crucially the results obtained about the ground states.

After having stated the precise definitions and the main results in the next section, in Section 3 we will describe in some detail Chatterjee’s method and the new techniques needed to go beyond, to prove the main results in this paper.

2. **Model definitions and Main results**

We start by specializing the general definition stated in (1.1) to our case. We will be considering a probability measure on points $(x_1, x_2, \ldots, x_n)$ in $[0, 1)^d$, by taking $V = 0$ on the hypercube and $\infty$ outside. Thus the density in (1.1) reduces to

$$\frac{1}{Z} \exp \left(-\beta \sum_{i \neq j} w(x_i, x_j)\right).$$

We now have the following description of the hierarchical interaction $w(\cdot, \cdot)$, taken from [17] (we will only describe the regime $d \geq 3$). Consider the tree of dyadic sub-cubes by sub-dividing the unit cube $[0, 1)^d$ into $2^d$ sub-cubes of side-length $1/2$, and iteratively sub-dividing each of them. For any pair of distinct points $x$ and $y$ in $[0, 1)^d$, we define

$$w(x, y) = 2^{(d-2)(k-1)},$$

where $k$ is the smallest integer such that $x$ and $y$ do not belong to the same dyadic cube of side-length $2^{-k}$. Thus the minimum potential between two points in this definition is 1. It is worth pointing out that in [17], $w(x, y)$ was defined to be $2^{(d-2)k}$ which is a constant multiple of our definition, but it would be convenient later for us to assume our setting. Note that the above definition does not cover points that lie on the boundaries of the cubes. However we choose to ignore such measure
zero set of points. Also observe that \( w \) is symmetric but clearly not translation invariant. Finally we record the expression for the partition function which will be one of the central objects we will analyze en route our results.

\[
Z_n = Z(n, \beta) = \int \exp \left( -\beta \sum_{i \neq j} w(x_i, x_j) \right) \, dx_1 dx_2 \ldots dx_n. \tag{2.2}
\]

Before proceeding further, it would be convenient to define some notations.

2.1. Notations. For brevity, we will often use \( \mathbf{x} \) to denote the tuple \((x_1, x_2, \ldots, x_n)\) and \( H_n(\mathbf{x}) = \sum_{i \neq j} w(x_i, x_j) \), to denote the Hamiltonian. As already mentioned, we will work with the semi-open unit cube \([0,1)^d\). Recall that a dyadic sub-interval of \([0,1)\) is of the form \([\frac{i}{2^k}, \frac{i+1}{2^k})\), where \( k \geq 0 \) and \( 0 \leq i \leq 2^k - 1 \) and a dyadic sub-cube of \([0,1]^d\) is of the form \( I_1 \times I_2 \times I_3 \times \ldots \times I_d \), where \( I_1, I_2, \ldots, I_d \) are dyadic sub-intervals of \([0,1)\) of length \( \frac{1}{2^k} \) for some \( k \geq 0 \). Thus let

\[
D_k = \left\{ \left[ \frac{i_1}{2^k}, \frac{i_1+1}{2^k} \right) \times \ldots \times \left[ \frac{i_d}{2^k}, \frac{i_d+1}{2^k} \right): 0 \leq i_1, i_2, \ldots, i_d \leq 2^k - 1 \right\}
\]

be the set of all dyadic sub-cubes of \([0,1]^d\) of side length \( 2^{-k} \), and let

\[
D := \bigcup_{k=0}^{\infty} D_k, \tag{2.3}
\]

denote the set of all dyadic sub-cubes of \([0,1]^d\). Not surprisingly, it would be important for us to exploit the natural tree structure on \( D \), with each node having \( 2^d \) children. We will often use terminology typically associated to describing a tree such as child, parent, ancestor, descendant, generation/level etc. to denote the obvious corresponding objects in \( D \).

Hierarchical models were introduced by Dyson in statistical mechanics to study a variant of the one-dimensional Ising model \([21, 22]\). Subsequently, the so called Dyson’s hierarchical model has led to a lot of activity, see for e.g., \([6, 41, 20, 37, 7, 31]\) for results about the two-dimensional hierarchical Coulomb gas. However, before \([17]\) not much was known about this model in any dimension greater than 2.

2.2. Statements of the theorems. To state the main results, we first set things up following some of the definitions in \([17]\). For any \( d \geq 3 \), let \( U \) be a nonempty open subset of \( \mathbb{R}^d \) and \( \partial U \) denote the boundary of \( U \). For every \( \varepsilon > 0 \), we will denote the set of all points, at a distance of at most \( \varepsilon \) from \( \partial U \), by \( \partial U_\varepsilon \), and the diameter of \( U \) will be called \( \text{diam}(U) \). The boundary of \( U \) will be said to be regular if there exists some constant \( C \) such that for all \( 0 < \varepsilon \leq \text{diam}(U) \),

\[
\text{Leb}(\partial U_\varepsilon) \leq C \varepsilon,
\]

where \( \text{Leb} \) denotes the Lebesgue measure. Note that if the boundary is a smooth, closed, orientable surface, then it is regular. Finally as mentioned before, \( N(U) \) will be used to denote the number of points in \( U \). We are now in a position to state our main result which proves the correct variance bound for \( N(U) \) up to logarithmic factors under the above stated regularity properties.

**Theorem 1** (Macroscopic Hyperuniformity). Let \( U \) be a non empty connected open subset of \([0,1)^d\) with a boundary that is a smooth, closed, orientable surface. Then there exists positive constants \( C(U, \beta), c(U, \beta) \) such that,

\[
c(U, \beta)n^{-\frac{d-1}{d}} \leq \text{Var}(N(U)) \leq C(U, \beta)n^{-\frac{d-1}{d}} \log^{13} n.
\]
The lower bound, is in fact a corollary of the following stronger fact about anti-concentration: there are constants $c > 0$ and $p < 1$, depending only on $U$ and $\beta$, such that for all large enough $n$ we have

$$\mathbb{P}(a \leq N(U) \leq b) \leq p,$$

for any $a \leq b \in \mathbb{R}$ with $b - a \leq cn^{\frac{d-1}{2d}}$.

As discussed around (1.3), the logarithmic factors in the upper bound are artifacts of the proof and are expected to be superfluous. We next state a key property of the hierarchical model which states that the dyadic boxes exhibit much stronger hyperuniformity. This is a significant improvement over the corresponding result in [17] which for $d = 3$, proves a $O(n^{\frac{5}{3}})$ bound on the same.

**Theorem 2** (Strong rigidity estimates for dyadic cubes). For any $D \in \mathcal{D}_1$,

$$\text{Var}(N(D)) \leq K(\beta) \log^{12}(n),$$

where $K(\beta)$ is a non-increasing function of $\beta$. Moreover the hierarchical structure of the model and that $K(\beta)$ is non-increasing, implies the same bound for $\text{Var}(N(D))$ for any dyadic box $D \in \mathcal{D}$.

A crucial ingredient in the proofs of the above theorems is the following estimate on the ground state energy. Let

$$L_n := \min_x H_n(x),$$

where the infimum is taken over point processes which do not intersect the boundaries of the sub-cubes.

**Theorem 3** (Ground state energy). For any $m \in \mathbb{N}$, let

$$m = \sum_{i=0}^{k_m} c_i^{(m)} 2^{di},$$

where $0 \leq c_i^{(m)} \leq 2^d - 1$ for all $i \leq k_m$ and $c_{k_m}^{(m)} > 0$ be the representation of $m$ in base $2^d$. Then,

$$L_n = \frac{(C_d + 2)(n + 1)n}{2} - C_d \sum_{m=0}^{k_m} \sum_{i=0}^{k_m} c_i^{(m)} 2^{(d-2)i},$$

where $C_d := \frac{2^{d-1} - 2}{3 \cdot 2^{d-2}}$.

**Remark 2.1.** Note that the above implies in particular that $L_n = \frac{(C_d + 2)n^2}{2} - O(n^{d-2} + 1)$, which already follows from Chatterjee’s method to bound $L_n$ (see [17, Theorem 2.2]) based on an elegant application of the Cauchy-Schwarz inequality.

Our final result gives a description of the ground states. As mentioned in the introduction, there has been a lot of activity around identifying energy minimizing configurations which for Coulomb systems are predicted to exhibit certain crystalline or lattice structures. The next result can be thought of as an analogue of such statements in the hierarchical setting where the problem is much easier to analyze.

**Theorem 4** (Ground state configurations). A configuration $\sigma$ is a ground state iff for any vertex $D \in \mathcal{D}$, if $D_1, D_2, \ldots, D_{2^d}$ denote the children of $v$ then the following two conditions are satisfied:

1. $N(D) = \sum_{i=1}^{2^d} N(D_i)$.
2. $|N(D_i) - \bar{N}(D_j)| \leq 1$ for all $i, j$. 


Note that the first condition is implicit in the definition of a configuration. So the only non-trivial constraint says that, a configuration is a ground state if and only if inside any dyadic box, the particles are partitioned as uniformly as possible among the dyadic boxes of the next level.

3. Ideas of the proofs

The advantage of working with the hierarchical model is that, often a necessary coarse graining of the potential field is in built in to the definition. Thus under this setting, a natural first choice of the set $U$ in the context of the discussion around (1.3), would be a dyadic box of side length $1/2$. Now note that in dimension $d$ there are $2^d$ such boxes. Let $P$ be a random configuration of $n$ points in $[0,1]^d$ sampled according the hierarchical Coulomb gas measure and for any dyadic box $v$ recall that $N(v)$ denotes the number of points landing in $v$.

We will now specialize to the case $d = 3$ to describe briefly the approach in Chatterjee’s work and then the new ideas needed to go beyond dimension 3. Let $v_1, v_2, \ldots, v_8$ denote all the eight dyadic boxes of side length $1/2$. Since the expected number of particles in each $v_i$ by symmetry is $\frac{n}{8}$, it is natural to compute the probability of the event

$$N(v_i) = \frac{n}{8} + k_i, \quad (3.1)$$

for $i = 1, 2, \ldots, 8$, for a given vector of integers $(k_1, k_2, \ldots, k_8)$ with $\sum_{i=1}^8 k_i = 0$. Now it is not too hard to observe that,

$$\mathbb{P}(N(v_i) = n_i \text{ for } i = 1, 2, \ldots, 8, \text{ is } 8^{-n} \frac{n!}{n_1!n_2! \ldots n_8!} e^{-\beta \sum_{1 \leq i \neq j \leq 8} n_i n_j \prod_{i=1}^8 Z(2\beta, n_i)} Z(\beta, n). \quad (3.2)$$

The $8^{-n}$ factor accounts for the fact that the volume of each dyadic box is $\frac{1}{8}$. The multinomial factor comes from choosing the labels of the points landing in the boxes $v_1, v_2, \ldots, v_8$. Now given these points, the Hamiltonian or the interaction energy comprises of two terms:

$$e^{-\beta \sum_{1 \leq i \neq j \leq 8} n_i n_j}$$

is the contribution of the interaction across different boxes. The remaining effect from both the interaction inside the dyadic boxes, as well as the entropy of the precise location of the points inside them appear as the product of the partition functions $\prod_{i=1}^8 Z(2\beta, n_i)$, since the hierarchical nature of the model implies that the particle systems restricted to each of the cubes are themselves independent hierarchical coulomb systems with $\beta$ replaced by $2\beta$ ($2^{d-2}\beta$ in general).

Thus, pretending for the purpose of the sketch that $n$ is a multiple of 8, the key step in [17] is to compare $\mathbb{P}(N(v_i) = n_i \text{ for } i = 1, 2, \ldots, 8, \text{ is } 8^{-n} \frac{n!}{n_1!n_2! \ldots n_8!} e^{-\beta \sum_{1 \leq i \neq j \leq 8} n_i n_j \prod_{i=1}^8 Z(2\beta, n_i)} Z(\beta, n). \quad (3.2)$, it becomes crucial to obtain sharp estimates of the following types of ratio of partition functions,

$$\frac{Z(\beta, m + k)}{Z(\beta, m)} \quad (3.3)$$

for some integers $m, k$ and any $\beta > 0$. However it suffices to understand $\frac{Z(\beta, m + 1)}{Z(\beta, m)}$, since, one can iterate it $k$ times to obtain the sought estimate. This is similar in flavor to the so called Cavity method in Spin Glasses where one adds one more spin to the system and analyzes its effects. We will now briefly outline Chatterjee’s argument to upper and lower bound $\frac{Z(\beta, m + 1)}{Z(\beta, m)}$. Start by observing that

$$\frac{Z(\beta, m + 1)}{Z(\beta, m)} = \mathbb{E}\left(e^{-2\beta \sum_{j=1}^m w(X_j, U)}\right) \quad (3.4)$$
where \((X_1, \ldots, X_m)\) forms a Coulomb system of size \(m\) and \(U\) is an independent uniformly distributed over \([0, 1]^3\) random variable. Now by Jensen’s inequality,
\[
\mathbb{E}\left( e^{-2\beta \sum_{j=1}^{m} w(X_i, U)} \right) \geq e^{-2\beta \sum_{j=1}^{m} \mathbb{E}w(X_i, U)} = e^{-2\beta \alpha m},
\]
where \(\alpha = \int \int w(x, y) \, dx \, dy\), since for each \(i\) the variable \(X_i\) is uniformly distributed as well and independent of \(U\). Now to prove an upper bound on \(\frac{Z(\beta, m+1)}{Z(\beta, m)}\), Chatterjee proves a lower bound on \(\frac{Z(\beta, m)}{Z(\beta, m+1)}\) instead. Again similar to (3.4) one can observe that
\[
\frac{Z(\beta, m)}{Z(\beta, m+1)} = \mathbb{E}\left( e^{2\beta \sum_{j=1}^{m} w(X_i, X_{m+1})} \right) \geq \exp\left( 2\beta \sum_{j=1}^{m} \mathbb{E}w(X_i, X_{m+1}) \right)
\]
\[
= \exp\left( \frac{\beta m}{m+1} \sum_{1 \leq i < j \leq m+1} \mathbb{E}w(X_i, X_j) \right)
\]
(3.5)
where \((X_1, \ldots, X_{m+1})\) forms a Coulomb system of size \(m+1\). Note that the last equality is just a consequence of the exchangeability of the sequence \((X_1, \ldots, X_{m+1})\). Now the proof is complete by observing that \(\sum_{1 \leq i < j \leq m+1} w(X_i, X_j) \geq L_{m+1}\), where \(L_{m+1}\) is the ground state energy. Thus one obtains,
\[
\frac{Z(\beta, m+1)}{Z(\beta, m)} \leq e^{-\frac{2\beta m}{m+1} L_{m+1}}.
\]
At this point, Chatterjee using the Cauchy-Schwarz inequality, proves:
\[
L_m = \alpha m (m + 1) - O(m^{4/3}),
\]
(3.7)
using which one obtains the following estimate:
\[
e^{-2\beta \alpha m} \leq \frac{Z(m+1)}{Z(m)} \leq e^{-2\beta \alpha m + O(m^{1/3})}.
\]
(3.8)
Iterative the above yields :
\[
\prod_{i=1}^{8} \frac{Z(\beta, m + k_i)}{Z(\beta, m)} \leq e^{-\beta C \sum_{i=1}^{8} k_i^2 + \sum_{i=1}^{8} O(|k_i|) n^{1/3}}.
\]
(3.9)
for some constant \(C\). It turns out that the above bound holds even after taking into account the remaining factors in (3.2). Hence (3.9) shows that the probability that any \(k_i \geq C n^{1/3}\) for a large enough constant \(C\), decays like \(e^{-\Theta(n^{2/3})}\). This proves the upper bound. We will skip the argument for the lower bound for now. However in dimension 4, instead of (3.7), one has \(L_m = \alpha m^2 - O(m^{3/2})\). Thus applying the same argument one obtains the bound
\[
\prod_{i=1}^{16} \frac{Z(\beta, m + k_i)}{Z(\beta, m)} \leq e^{-C \beta \sum_{i=1}^{16} k_i^2 + \sum_{i=1}^{16} O(|k_i|) n^{1/2}},
\]
(3.10)
which only implies a \(O(\sqrt{n})\) bound on the fluctuation and this progressively becomes worse as the dimension increases. For e.g., this provides a bound of \(n^{5/7} \gg n^{1/2}\) in dimension 5.

To get around this, we take a more direct approach by first identifying exactly the ground state configurations and hence the precise value of \(L_n\) for any \(n\) as stated in Theorem 3. As indicated in Section 1.2, there are several predictions stating that the energy minimizing configurations of the standard Coulomb system should look like certain lattices. We obtain an analogous statement
for the hierarchical model as mentioned in Theorem 4. The proof relies on an inductive argument and local modifications to pass from a non-optimal configuration to another one where the energy strictly decreases. The argument is quite general and does not rely on the exact nature of the Coulomb potential. However for the Coulomb potential, the value of $L_n$ turns out to have a rather interesting dimension dependent number theoretic description. Precise details are provided in Section 4.

Given this sharp understanding, we then proceed to obtain the following very precise estimate of the partition function $Z_n$:

$$Z_n^{\text{Gr}} \leq Z_n \leq Z_n^{\text{Gr}} e^{\log^6 n},$$

(3.11)

where $Z_n^{\text{Gr}}$ is the contribution to the partition function from all the ground state configurations. Our analysis of the ground states yields sharp estimates for $Z_n^{\text{Gr}}$ which along with the above inequality, imply similar bounds for $Z_n$. This is proved in Section 5.3, relying on the key estimate recorded in Proposition 5.5.

We end this section with a short sketch of the key idea in the proof of (3.11). Recall that to specify a configuration we have to specify the number of points landing in each dyadic sub-cube. Now for arbitrary configurations, it is quite hard to control the interaction between particles and thus estimate the Hamiltonian. But in order to exploit our understanding of the ground state energies, we construct an interpolation or a chain/sequence of configurations between the ground states and a generic configuration in the following way: the configuration at step $i$ (say $\mathcal{P}^{(i)}$) of the sequence has the property that the restriction to dyadic boxes in $D_i$ (of side length $2^{-i}$) are ground state configurations, and the configurations at step $i+1$ of the sequence and those at step $i$ agree for the first $i$ levels (see Figure 1 for an illustration). We can now perform a refined energy vs entropy comparison at every step of this interpolating sequence. The argument consists of broadly three steps:
(1) We first prove an estimate on the increase in energy i.e., $H(\mathcal{P}^{(i+1)}) - H(\mathcal{P}^{(i)})$ as a function of an Euclidean type distance between the vectors say $a_i$ and $e_i$ denoting the partition of points induced by $\mathcal{P}^{(i)}$ and $\mathcal{P}^{(i+1)}$ respectively at level $i+1$ (on the elements of $D_{i+1}$). This is stated in Lemma 5.4. As a consequence, if $i = \Omega(\log \log(n))$ then one obtains that

$$Z(\mathcal{P}^{(i+1)}) \leq e^{-c_1 \beta (d-2)^i \text{dist}(a_i, e_i)^2} Z(\mathcal{P}^{(i)}),$$

(3.12)

for some constant $c$, where $Z(\mathcal{P})$ denotes the contribution to the partition function by $\mathcal{P}$. The precise formulation along with a formal definition of dist(·, ·) appears in (5.21).

(2) In the next step we show that under the assumption $i = \Omega(\log \log n)$ the energy increase in step (1) recorded in (3.12) is large enough to beat the entropy of the number of possible distortions of the vector $a_i$ into $e_i$ keeping dist$(a_i, e_i)$ fixed. Thus summing over all such distortions, one obtains the estimate

$$Z_n^{(i+1)} Z_n^{(i)} \leq \left(1 + C e^{-c_1 \beta (d-2)^i}\right),$$

(3.13)

whenever $i \geq m_0$, where $Z_n^{(i)}$ denotes the contribution to the partition function by configurations at step $i$ of the interpolation i.e., those whose restrictions to elements of $D_i$ form ground state configurations (thus $Z_n^{(1)} = Z_n^{Gr}$) (this is precisely formulated in (5.25) and the discussion following it). We then use the telescopic product

$$\frac{Z_n}{Z_n^{Gr}} = \prod_{i=1}^{\infty} \frac{Z_n^{(i+1)}}{Z_n^{(i)}}$$

and the bound (3.13), to show that

$$Z_n - Z_n^{(m_0)} \leq C_0 n^{-c_0} Z_n,$$

(3.14)

for some constants $c_0, C_0 > 0$, and $m_0 = \Theta(\log \log n)$ (the precise value of $m_0$ will be specified later). We believe this approach of transferring estimates on ground state energies to partition functions by the method of interpolation could be useful in other related contexts.

(3) Equipped with these estimates we can now follow Chatterjee’s approach closely to obtain $\text{Var}(N(D)) = O(\log \log n)$ for any dyadic cube $D$.

At this point the reader might be wondering how the above is consistent with the conjecture recorded in (1.3). It turns out that while for the actual coulomb potential, the conjecture is supposed to hold for every set $U$, for the hierarchical model, the square root of the surface measure gives the right order of fluctuation only for “generic” sets assumed in the hypothesis of Theorem 1. For a quick sketch of the idea behind the argument regarding the lower bound we refer the reader to Figure 2, leaving precise details for later.

3.1. Further Remarks. There are several related fluctuation bounds besides Theorem 1, that one should be able to obtain using the methods in this paper. As mentioned in Section 1.1, one can consider fluctuations for smooth linear statistics, i.e., $\sum_{x_i \in X} f(x_i)$ for some smooth function $f$. The estimates obtained in this paper along with arguments in [17], should yield logarithmic bounds on the variance. Similarly one can pursue understanding microscopic behavior of the point process by considering blowing up the system centered at a given point. Again, one should be able to prove rigidity estimates at such microscopical scales as well. Furthermore, a closer look at the proof shows that the dependence on the exact nature of the Coulomb potential is not very important and we expect that one should be able to extend the methods of this paper to other singular interactions as well, such as the setting of Riesz gases. However such studies are not pursued here and will
be taken up in future projects. Finally, we end this discussion by reiterating the open problem mentioned in (1.3) about proving a central limit theorem for $N(U)$ at scale $n^{\frac{d-1}{2}}$, which is a natural extension of Theorem 1.

3.2. Organization of the article. In Section 4 we prove the statements about the ground states (Theorem 3, Theorem 4). Section 5 is devoted to Theorem 2 which contains most of the key new ideas in this paper, using heavily the results about the ground states obtained in Section 4. This section is rather long and for the ease of the reader a detailed roadmap is provided at the beginning of the section, indicating what the subsequent subsections achieve. Assuming Theorem 2, the proof Theorem 1 is completed by following the arguments in [17] closely. For completeness, we sketch the key points in Section 6.

3.3. Acknowledgement. We thank Sourav Chatterjee for several discussions that inspired us to work on this problem. We also thank Paul Bourgade, Manjunath Krishnapur, and Sylvia Serfaty for many helpful comments.

4. Identifying ground states and the minimum energy

In this section, we prove Theorems 3 and 4. We will in fact prove Theorem 4 first. We start by defining a point process $z = (z_1, z_2, \ldots, z_n)$ such that $H(z) := H_n(z) = L_n$. Note that by the hierarchical nature of the definition in (2.1), $H(z)$ is not quite a function of the points, but of the number of points landing in each dyadic cube. Hence it suffices to specify the partition $\mathcal{P}$ (number
of particle landing in each element of \( D \) induced by \( z \). Subsequently, for any partition \( P \) we will let \( H(P) := H(z) \), for any point process \( z \) corresponding to the partition \( P \).

Recalling our convention (see (2.3)) of identifying the dyadic cubes with the vertices of the \( 2^d \) ary tree we will freely denote cubes by vertices of the tree and use standard terminology such as: two cubes \( v \) and \( w \) will be called siblings if the vertices have the same parent in the tree. Also, \( P(v) \) will denote the number of points landing in \( v \) under the partition \( P \).

Let \( P_{\text{min}} := P_{\text{min}}^{(n)} \) be a partition which has the property that for any pair of siblings \( v \) and \( w \) (under the above mentioned identification) we have

\[
|P(v) - P(w)| \leq 1.
\]

Note that given \( n \), there is a unique such partition up to natural symmetries. It is easy to define this inductively. Namely the following: Let \( v_1, v_2, \ldots, v_{2^d} \) be adjacent to the root. Then

\[
P_{\text{min}}(v_i) = \begin{cases} \left\lceil \frac{n}{2^d} \right\rceil + 1 & 1 \leq i \leq r, \\ \left\lfloor \frac{n}{2^d} \right\rfloor + 1 & r < i. \end{cases}
\]

where \( n = 2^d \left( \frac{n}{2^d} \right) + r \). Given the above if \( w_1, w_2, \ldots, w_{2^d} \) are the children of \( v_j \) for any \( 1 \leq j \leq 2^d \). Then define \( P_{\text{min}}(w_i) \) as in (4.1) by replacing \( n \) by \( P_{\text{min}}(v_j) \). Given the above notations we now show that \( H(P_{\text{min}}) = L_n \) to prove Theorem 4.

4.1. Proof of Theorem 4. The proof is by induction on \( n \) and some local operations which modifies a partition not satisfying (4.1) to obtain another one with a smaller energy. The first non-trivial case is \( n = 2 \) where the theorem is easily seen to hold. Let us now prove it for \( n \) assuming the statement for all \( m < n \). Consider a configuration \( P_\ast \) such that the partition induced on the children \( (v_1, v_2, \ldots, v_{2^d}) \) of the root is \( (a_1, a_2, \ldots, a_{2^d}) \), such that \( \sum_{i=1}^{2^d} a_i = n \) and \( H(P_\ast) = L_n \).

It is clear that \( a_i \) is strictly less than \( n \) for all \( 1 \leq i \leq 2^d \). Since otherwise if \( a_1 = n \) then the configuration obtained by removing one point from the dyadic cube \( v_1 \) to the dyadic cube \( v_2 \) strictly decreases the energy and contradicts the hypothesis that \( H(P_\ast) = L_n \). Now since \( a_i < n \) for all \( i \), by induction hypothesis even if there could be multiple ground states, without loss of generality we can assume that \( P_\ast \big|_{v_i} = P_{\text{min}}^{(a_i)} \) defined in (4.1) with \( n \) replaced by \( a_i \), and \( P_\ast \big|_{v_i} \) denotes the partition \( P_\ast \) restricted to the sub-tree rooted at \( v_i \) (identified naturally with the whole tree). Note that we will now be done once we show that \( |a_i - a_j| \leq 1 \) for all \( 1 \leq i, j \leq 2^d \). We will prove this by contradiction.

Suppose not, and also without loss of generality using the underlying symmetry we can assume \( a_1 - a_2 \geq 2 \). Now let \( (w_1, w_2, \ldots, w_{2^d}) \) and \( (z_1, z_2, \ldots, z_{2^d}) \) be the children of \( v_1 \) and \( v_2 \) respectively. Let \( P_\ast (w_i) = b_i \) and \( P_\ast (z_i) = c_i \). Thus

\[
\sum_{i=1}^{2^d} b_i = a_1, \quad \text{and similarly,} \quad \sum_{i=1}^{2^d} c_i = a_2.
\]

Since we have assumed that \( a_1 - a_2 \geq 2 \) and induction hypothesis tells us the values of \( b_i \) and \( c_i \) up to symmetries, it follows that we can choose the permutations of the \( b_i \)'s and \( c_i \)'s to ensure that

\[
b_1 - c_1 \geq 1, \quad b_2 - c_2 \geq 1 \quad \text{and} \quad b_i \geq c_i \quad \text{for all} \quad 2 < i \leq 2^d.
\]

Note that the above says the following: Induction hypothesis allows us to conclude that \( a_1 - a_2 \geq 2 \) implies at least two \( b_i \)'s are bigger than the corresponding \( c_i \)'s. This is where we crucially use that the partition inside \( v_1 \) and \( v_2 \) are given by \( P_{\text{min}}^{(a_1)} \) and \( P_{\text{min}}^{(a_2)} \) respectively and their special structure.

We will now create a modified configuration \( P' \) which will improve the energy. The modified configuration is illustrated in Figure 3 (for \( d = 2 \)). Namely to get from \( P_\ast \) to \( P' \) we keep the
Figure 3. The figure illustrates the modification scheme in the proof of Theorem 3 in the planar case (although the proof is written for \(d \geq 3\)), where \(b_1 + b_2 + \ldots + b_4 \geq c_1 + c_2 + \ldots + c_4 + 2\) and the \(b'_i\)s and the \(c'_i\)s themselves form ground state partitions by induction hypothesis. Then the partition obtained by switching \(b_1\) and \(c_1\) yields a better partition where the ordering of the \(b_i\) and \(c_i\) are chosen to satisfy (4.3).

configuration unchanged in the dyadic cubes \(v_i\) for all \(i \geq 3\). Now in \(P|_{v_1}\) and \(P|_{v_2}\) there are \(a_1\) and \(a_2\) points respectively. We also keep the environments \(P|_{w_i}\) and \(P|_{z_i}\) unchanged for \(i \geq 2\). However the only change we make is to interchange the environments \(P|_{w_1}\) and \(P|_{z_1}\).

In other words \(P'|_{z_1} = P|_{w_1}\) and \(P'|_{w_1} = P|_{z_1}\). We now have the following lemma

**Lemma 4.1.** Under the above assumptions \(H(P') < H(P)\).

Before proving the above, let us see how this implies Theorem 4. As mentioned above, the lemma implies that \(|a_i - a_j| \leq 1\) for all \(1 \leq i, j \leq 2^d\). Induction then takes care of the structures inside \(v_i\) for \(1 \leq i \leq 2^d\). \(\Box\)

**Proof of Lemma 4.1.** The intuition is that \(P'\) is more uniformly spread than \(P\) and hence the energy should decrease. To formalize the above it would be convenient to separate the contributions from pairs of vertices depending on which dyadic cube they lie in. We need to develop some notation first. For any \(v \in D\), and a partition \(P\), let \(H(P|_{v})\) denote the total energy from the interactions inside \(v\) i.e.,

\[
H(P|_{v}) = \sum_{x_s \neq x_t \in P|_{v}} w(x_s, x_t)
\]

Similarly for \(u \neq v\) let \(H(P|_{u}, P|_{v})\) denote the energy from the interactions across the vertices \(u\) and \(v\) i.e.,

\[
H(P|_{u}, P|_{v}) = \sum_{x_s \in P|_{u}, x_t \in P|_{v}} w(x_s, x_t).
\]

Given these notations, for brevity, \(1 \leq i \neq j \leq 2^d\) let

\[
E_i := H(P|_{v_i}), \quad E'_i := H(P'|_{v_i}),
\]

\[
E_{i,j} := H(P|_{v_i}, P|_{v_j}), \quad E'_{i,j} := H(P'|_{v_i}, P|_{v_j}).
\]
Thus $E_i, E'_i, E_{i,j}E'_{i,j}$ denote the interactions in $v_i$, and between $v_i$ and $v_j$ in the partitions $\mathcal{P}_*$ and $\mathcal{P}'$ respectively.

$$H(\mathcal{P}_*) = \sum_{i=1}^{2^d} E_i + \sum_{1 \leq i \neq j \leq 2^d} E_{i,j} \quad \text{and similarly,} \quad H(\mathcal{P}') = \sum_{i=1}^{2^d} E'_i + \sum_{1 \leq i \neq j \leq 2^d} E'_{i,j}. \quad (4.4)$$

Now by construction of $\mathcal{P}'$ from $\mathcal{P}_*$, the following lemma follows.

**Lemma 4.2.** The following holds:

1. $E_i \neq E'_i$ for $i \leq 2$.
2. $E_i = E'_i$ for all $i \geq 3$.
3. If $i,j = E'_{i,j}$ if $\min(i,j) \geq 3$.
4. Even though for any $j \geq 3$ we have $E_{1,j} \neq E'_{1,j}$ as well as $E_{2,j} \neq E'_{2,j}$ it follows that $E_{1,j} + E_{2,j} = E'_{1,j} + E'_{2,j}$.

**Proof.** The first three observations are trivial. The last observation follows by noticing that for any $j \neq 1,2$, given the number of points in $v_j$, the quantity, $E_{1,j} + E_{2,j}$ only depends on the total number of points in $v_1$ and $v_2$. Now our method of obtaining $\mathcal{P}'$ from $\mathcal{P}_*$ clearly conserves the last quantity and hence the observation.

This along with (4.4) shows that it suffices to show that $E_1 + E_2 + 2E_{1,2} > E'_1 + E'_2 + 2E'_{1,2}$.

We will now further decompose $E_1, E'_1$ in to contributions from the various $w'_i$s and similarly $E_2, E'_2$ in to contributions from $z'_i$s respectively. Thus for $i,j = 1,2,\ldots,2^d$, let us define,

$$F_i := H(\mathcal{P}_* \mid w_i), \quad F'_i := H(\mathcal{P}' \mid w_i),$$

$$G_i := H(\mathcal{P}_* \mid z_i), \quad G'_i := H(\mathcal{P}' \mid z_i),$$

$$F_{i,j} := H(\mathcal{P}_* \mid w_i, \mathcal{P}_* \mid w_j), \quad F'_{i,j} := H(\mathcal{P}' \mid w_i, \mathcal{P}' \mid w_j),$$

$$G_{i,j} := H(\mathcal{P}_* \mid z_i, \mathcal{P}_* \mid z_j), \quad G'_{i,j} := H(\mathcal{P}' \mid z_i, \mathcal{P}' \mid z_j),$$

$$H_{i,j} := H(\mathcal{P}_* \mid z_i, \mathcal{P}_* \mid w_j), \quad H'_{i,j} := H(\mathcal{P}' \mid z_i, \mathcal{P}' \mid w_j),$$

Thus $F_i, G_i, F_{i,j}, G_{i,j}, H_{i,j} \text{ and } F'_i, G'_i, F'_{i,j}, G'_{i,j}, H'_{i,j}$ denote the interactions in $w_i, z_i$ between the pairs $(w_i, w_j), (z_i, z_j)$ and $(z_i, w_j)$ in the partitions $\mathcal{P}_*$ and $\mathcal{P}'$ respectively. With the above notation we have

$$E_1 = \sum_{i=1}^{2^d} F_i + \sum_{1 \leq i \neq j \leq 2^d} F_{i,j}, \quad E'_1 = \sum_{i=1}^{2^d} F'_i + \sum_{1 \leq i \neq j \leq 2^d} F'_{i,j}, \quad (4.5)$$

$$E_2 = \sum_{i=1}^{2^d} G_i + \sum_{1 \leq i \neq j \leq 2^d} G_{i,j}, \quad E'_2 = \sum_{i=1}^{2^d} G'_i + \sum_{1 \leq i \neq j \leq 2^d} G'_{i,j},$$

$$E_{1,2} = \sum_{1 \leq i,j \leq 2^d} H_{i,j}, \quad E'_{1,2} = \sum_{1 \leq i,j \leq 2^d} H'_{i,j}.$$
Thus we have to show (1), (2), (5) are trivial. (3) and (4) follow since for two points \( x, y \) in \( w_1, w_2 \) \( w(x, y) = 2^{d-2} \) while for two points \( x, y \) in \( w_1, z_1 \) \( w(x, y) = 1 \). □

Recall that we have to show \( E_1 + E_2 + 2E_{1,2} > E'_1 + E'_2 + 2E'_{1,2} \). From (4.5) and Lemma 4.3 it follows that

\[
E_1 - E'_1 = F_1 - F'_1 + 2 \sum_{j \neq 1} (F_{1,j} - F'_{1,j})
\]

\[
E_2 - E'_2 = G_1 - G'_1 + 2 \sum_{j \neq 1} (G_{1,j} - G'_{1,j})
\]

\[
E_{1,2} - E'_{1,2} = \sum_j (H_{1,j} + H_{1,j,1}) - (H'_{1,j} + H'_{1,j,1})
\]

Thus using the above it follows that we have to show

\[
\sum_{j \neq 1} (F_{1,j} - F'_{1,j}) + \sum_{j \neq 1} (G_{1,j} - G'_{1,j}) > \sum_j (H'_{1,j} + H'_{1,j,1}) - (H_{1,j} + H_{1,j,1}) \text{ or}
\]

\[
2^{d-2} \left[ \sum_{j \neq 1} (H'_{j,1} - H_{j,1}) + \sum_{j \neq 1} (H'_{1,j} - H_{1,j}) \right] > \sum_{j \neq 1} (H'_{1,j} + H'_{1,j,1}) - (H_{1,j} + H_{1,j,1}) \text{ or}
\]

\[
2^{d-2} \sum_{j \neq 1} (H'_{j,1} + H'_{1,j}) > 2^{d-2} \sum_{j \neq 1} (H_{j,1} + H_{1,j}).
\]

Now recalling (4.2), observe that for \( j \neq 1 \), up to a deterministic multiplicative constant

\[
H_{1,j} = b_1 c_j, H'_{1,j} = c_1 b_j, H_{1,j,1} = c_1 b_j, H'_{1,j,1} = b_1 b_j
\]

Thus we have to show

\[
\sum_{j \neq 1} (b_1 b_j + c_1 c_j) > \sum_{j \neq 1} (c_1 b_j + b_1 c_j) \text{ or}
\]

\[
\sum_{j \neq 1} (b_1 - c_1) b_j > \sum_{j \neq 1} (b_1 - c_1) c_j
\]

Now by (4.3), \( (b_1 - c_1) \geq 1 \) and \( \sum_{j \geq 2} b_j > \sum_{j \geq 2} c_j \) and hence we are done. □

Given our understanding of the ground states from the above discussion, we now proceed to finding an expression for the minimal energy stated in Theorem 3.
4.2. **Proof of Theorem 3.** We now find $L_n$ by a recursion. In fact it will actually be useful to define the recursion in terms of the difference term $D_n := L_{n+1} - L_n$.

**Lemma 4.4.** $D_n$ satisfies the following recursion:

$$D_n := 2^{d-2}D_{\lfloor \frac{n}{2^d} \rfloor} + 2(n - \lfloor \frac{n}{2^d} \rfloor).$$

**Proof.** The proof is a straightforward consequence of Theorem 4. To see this, let $P_1$ and $P_2$ be two ground state partitions for $n$ and $n + 1$ respectively given by Theorem 4. Now by definition of these partitions (see (4.1)), it follows that there exists $1 \leq i \leq 2^d$, which without loss of generality, we can assume to be 1, such that:

$$P_1 \mid v_1 = P_1 \mid v_i,$$

for $2 \leq i \leq 2^d$, $P_2(v_1) = P_1(v_1) + 1$ and moreover, $P_1(v_1) = \lfloor \frac{n}{2^d} \rfloor$.

Now, noting that the energy obtained due to interaction between points both of which are outside $D$ is the same in $P_1$ and $P_2$, one has $H(P_2) - H(P_1) = A_1 + A_2$, where $A_1$ is the difference in $P_1$ and $P_2$ of the contribution of pairs of points both of which lie in $v_i$. Similarly $A_2$ is the difference in $P_1$ and $P_2$ of the contribution of pairs of points, only one of which is in $v_i$. Now by the definition of the hierarchical potential, the latter is only the interaction of the extra point in $P_2 \mid v_i$ not in $P_1 \mid v_i$, with all the points in $P_2 \mid v_j$ for $j \neq i$. Since $P_1$ and $P_2$ agree outside $v_1$, it follows that the number of such points is

$$n - P_1(v_1) = n - \lfloor \frac{n}{2^d} \rfloor.$$

Let $x_{n+1} \in v$ be the newly added point and $y$ be any of the $n - \lfloor \frac{n}{2^d} \rfloor$ points mentioned above. Then $w(x_{n+1}, y) = 1$ by definition of the potential. Thus

$$A_2 = 2(n - \lfloor \frac{n}{2^d} \rfloor)$$

(the extra factor 2 is because the energy functional $H_n$ counts $w(x_{n+1}, y)$ as well as $w(y, x_{n+1})$). We now claim $A_1 = 2^{d-2}D_{\lfloor \frac{n}{2^d} \rfloor}$. To see this, note that by the recursive nature of the ground state partition, the partitions $P_1$ and $P_2$ attain the ground states with $\lfloor \frac{n}{2^d} \rfloor$ and $\lfloor \frac{n}{2^d} \rfloor + 1$ particles respectively. Moreover since $v$ is a cube of side length 1/2, due to the nature of the potential

$$H(P_1 \mid v) = 2^{d-2}L_{\lfloor \frac{n}{2^d} \rfloor}$$

and similarly $H(P_2 \mid v) = 2^{d-2}L_{\lfloor \frac{n}{2^d} \rfloor + 1}$. Thus $A_1 = 2^{d-2}(L_{\lfloor \frac{n}{2^d} \rfloor + 1} - L_{\lfloor \frac{n}{2^d} \rfloor}) = 2^{d-2}D_{\lfloor \frac{n}{2^d} \rfloor}$. Putting the above together the lemma follows. $\square$

Henceforth, it will be slightly convenient to work with the sequence $E_n = D_n - 2n$. Using Lemma 4.4, it follows that,

$$E_n = 2^{d-2}E_{\lfloor \frac{n}{2^d} \rfloor} + (2^{d-1} - 2)\lfloor \frac{n}{2^d} \rfloor.$$  \hspace{1cm} (4.9)

To solve the above recursion it will cleaner to write $n$ in base $2^d$. Let $n = \sum_{i=0}^{k} c_i 2^d$. Let $n, \ldots, k$ be the following lemma.

**Lemma 4.5.** For $d \geq 3$,

$$E_n = C_d \left[n - \sum_{i=0}^{k} c_i 2^{(d-2)i}\right]$$

and hence $D_n = (C_d + 2)n - C_d \sum_{i=0}^{k} c_i 2^{(d-2)i}$, where $C_d = \frac{2^{d-1} - 2}{3 \cdot 2^d - 2}$, was defined in Theorem 3.

**Proof.** The statement about $E_n$ follows by applying recursion (4.9) repeatedly and using the boundary condition that $E_0 = 0$. The second statement follows by using the relation between $D_n$ and $E_n$. $\square$
We can now finish the proof of Theorem 3.

**Proof of Theorem 3.** This follows directly from the expression of $D_n$ in Lemma 4.5 by computing $\sum_{i=1}^n D_i$ to get $L_n$. □

**Remark 4.6.** It is instructive to note that in the special cases when $n = c_k 2^{dk}$ for some $1 \leq c_k < 2^d$, one obtains

$$L_n = \frac{(C_d + 2)n^2}{2} - C_d n 2^{(d-2)k} \left( \frac{(2^d - 1)2^{d-1}}{2^{d-2} - 1} + \frac{(c_k - 1)}{2} \right) + O(n),$$

where $C_d$ is as in Theorem 3. Now by choosing different values of $1 \leq c_k \leq 2^d - 1$ and $k$ going to infinity, the above sequence of examples show that

$$\frac{L_n - \frac{(C_d+2)n^2}{2}}{n^{2d-2}} = \Theta(1)$$

but does not have a limit as $n \to \infty$.

Before jumping in to the proof of Theorems 1, 2, as a warm up, we see how the above estimates already allow us to obtain a sharper estimate of $Z(n, \beta)$ than the one appearing in [17].

**Lemma 4.7.** There exists an universal constant $C$ such that for all large enough $n$ and any $\beta$ the following holds,

$$-\beta L_n - Cn \leq \log Z(n, \beta) \leq -\beta L_n$$

Before proving the above, we record a lemma which follows immediately from the proof of Theorem 4.

**Lemma 4.8.** Given $n$, let $k$ be such that $2^d (k-1) < n \leq 2^d k$. Then there exists a configuration $P_{\min}$ as in (4.1) where each element of $D_k$ contains at most one point.

Note that as mentioned before $P_{\min}$ is not necessarily unique.

**Proof.** We will compare the optimal configurations $P_1$ and $P_2$ described recursively by (4.10) for $n$ and $m = 2^d k$. As in (4.10), for $v_1, v_2, \ldots, v_{2^d}$ denoting the members of $D_1$ arranged in some order,

$$P_1(v_i) = \begin{cases} \left\lfloor \frac{n}{2^i} \right\rfloor + 1 & 1 \leq i \leq r, \\ \frac{n}{2^i} & r < i. \end{cases}$$

(4.10)

where $n = 2^d \left\lfloor \frac{n}{2^k} \right\rfloor + r$. Now similarly note that for all $v_i$, $P_2(v_i) = 2^{d(k-1)}$. Thus applying the recursive structure of the definitions of $P_1$ and $P_2$ and simple induction, it follows that for all $v \in D_k$

$$P_1(v) \leq P_2(v) = 1$$

and hence we are done. □

We now provide the proof of Lemma 4.7.

**Proof.** Since $\log Z(n, \beta) \leq -\beta L_n$ is trivially true; we will focus on the other inequality. Let $k$ be as in the previous lemma and consider $P_2$. Let $D_{k, \text{occ}} \subset D_k$ be the set of all cubes $v$ such that $P_2(v) = 1$ Since the particles are exchangeable, there are $n!$ possible ways to arrange the above. Moreover the volume of every sub-cube $v$ is $\frac{1}{2^i} \geq \frac{1}{2^k n}$. Thus using (2.2) it follows that

$$Z_n \geq e^{-\beta L_n} \frac{n!}{(2^d n)^n} \geq e^{-\beta L_n} - (\log 2^d + 1)^n.$$ □

We are now ready to proceed with the key section in this paper, proving Theorem 2.
5. Strong hyperuniformity bounds for dyadic cubes

This section contains many of the new ideas in the paper. However it is quite long and technical and hence for the reader’s benefit we start with the following roadmap describing what the various subsections achieve.

(1) In Subsection 5.1 we record some useful definitions and lemmas to be used throughout the rest of the section.

(2) Subsection 5.2 contains some of the key new techniques in this paper which are used to perform a refined Peierls argument type Energy vs Entropy comparison as outlined in Section 3 to establish formal versions of (3.12) and (3.13) stated earlier. These are then used to prove (3.14) which estimates contributions from configurations which are not ground states beyond level $m_0 = \Theta(\log \log n)$. The key result in this section is Proposition 5.5.

(3) In Subsection 5.3, using the above results, we obtain a precise estimate of the partition function comparing it with the contribution of the ground states as was stated in (3.11).

(4) In Subsection 5.4, putting everything together we finish the proof of Theorem 2.

We start with some more notations. We will let $\Omega = \Omega_n$ be the set of all partitions of $n$ in to the different sub-cubes of the tree $\mathcal{D}$. Furthermore, for any set $A$ of configurations, we define

$$Z(A) := \int_{x \in A} e^{-\beta H(x)} dx. \quad (5.1)$$

We shall call the various hierarchical steps as levels, for $i = 0, 1, 2, \ldots$, the $i$-th level has sub-cubes of side length $2^{-i}$. In the tree notation, all vertices that are at a graph distance of $i$ from the root are said to level $i$, for $i = 0, 1, 2, \ldots$. For any dyadic sub-cube $v$, $\text{Lev}(v)$ will denote the level of the cube.

5.1. Some useful lemmas. In this subsection, we record and prove some lemmas that will be needed in the following subsections. Skipping the proofs in this subsection at first read will not affect the ability to perceive the logic of the arguments in the subsequent sections. For convenience, we introduce another notation; consider the base $2^d$ representation of $n$, that is $n = \sum_{i=0}^{k} c_i 2^{id}$, where $0 \leq c_i \leq 2^d - 1$ and $c_k > 0$. Define

$$\gamma(n) := \sum_{i=0}^{k} c_i 2^{i(d-2)} \leq 4n^{\frac{d-2}{d}} \quad (5.2)$$

where the last inequality follows by using that the function $x \rightarrow x^{\frac{d-2}{d}}$ is concave and hence sub-additive. We next show that the function $\gamma(\cdot)$ is sub-additive.

Lemma 5.1. For $d \geq 3$, $n, r \in \mathbb{N}$,

$$\gamma(n + r) \leq \gamma(n) + \gamma(r).$$

Proof. First we prove that for any $m$, with $m = \sum_{i=0}^{s} a_i 2^{id}$,

$$\gamma(m + 1) \leq \gamma(m) + 1. \quad (5.3)$$

To see this, observe that, if the smallest $i \in \{0, 1, 2, \ldots, s\}$ such that $a_i < 2^d - 1$ is $t$, then

$$\gamma(m + 1) = \sum_{i=t+1}^{s} a_i 2^{i(d-2)} + (a_t + 1)2^{(d-2)t}.$$
Now, if \( t = 0 \), then clearly \( \gamma(m + 1) = \gamma(m) + 1 \). If \( t \geq 1 \), then for \( d \geq 3 \),
\[
(2^d - 1) \sum_{i=0}^{t-1} 2^{i(d-2)} = \frac{(2^d - 1)(2^t(d-2) - 1)}{2^{d-2} - 1} \geq 2^{(d-2)t}.
\]
Thus,
\[
\gamma(m + 1) = \sum_{i=t+1}^{s} a_i 2^{i(d-2)} + (a_t + 1)2^{(d-2)t} = \sum_{i=t}^{s} a_i 2^{i(d-2)} + 2^{(d-2)t}
\]
\[
\leq \sum_{i=t}^{s} a_i 2^{i(d-2)} + (2^d - 1) \sum_{i=0}^{t-1} 2^{i(d-2)} = \sum_{i=0}^{s} a_i 2^{i(d-2)} = \gamma(m).
\]

Now, consider the base \( 2^d \) representations of \( r \) as \( r = \sum_{i=0}^{\ell} b_i 2^{id} \), and let \( r_i = b_i 2^{id} \) for \( i = 0, 1, \ldots, \ell \). Clearly \( r = \sum_{i=0}^{\ell} r_i \) and
\[
\gamma(r) = \sum_{i=0}^{\ell} \gamma(r_i).
\] (5.4)

Now, for any \( m \), we show that for all \( i = 0, 1, \ldots, \ell \),
\[
\gamma(m + r_i) \leq \gamma(m) + \gamma(r_i).
\] (5.5)

Let \( m = \sum_{i=0}^{s} a_i 2^{id} \). If \( a_i + r_i \leq 2^d - 1 \), then \( \gamma(m + r_i) = \gamma(m) + \gamma(r_i) \). On the other hand, if \( a_i + r_i = 2^d + q \) with \( 0 \leq q \leq 2^d - 2 \), define \( m'_i = \sum_{j=0}^{s-i-1} a_i 2^{jd} \), and observe that
\[
\gamma(m + r_i) = \gamma(m'_i + 1)2^{(i+1)(d-2)} + q2^{i(d-2)} + \sum_{j=0}^{i-1} a_j 2^{j(d-2)},
\]
\[
\leq (\gamma(m'_i) + 1)2^{(i+1)(d-2)} + q2^{i(d-2)} + \sum_{j=0}^{i-1} a_j 2^{j(d-2)},
\]
\[
= \gamma(m'_i)2^{(i+1)(d-2)} + (2^{d-2} + q)2^{i(d-2)} + \sum_{j=0}^{i-1} a_j 2^{j(d-2)},
\]
\[
< \gamma(m'_i)2^{(i+1)(d-2)} + (a_i + r_i)2^{i(d-2)} + \sum_{j=0}^{i-1} a_j 2^{j(d-2)} = \gamma(m) + \gamma(r_i),
\]
where the first inequality follows from (5.3) and the second inequality follows because \( a_i + r_i = 2^d + s > 2^{d-2} + s \). Finally, by a repeated application of (5.5)
\[
\gamma(n + r) = \gamma(n + r_0 + r_1 + \ldots + r_\ell) \leq \gamma(n + \sum_{i=0}^{\ell-1} r_i) + \gamma(r_\ell) \leq \gamma(n) + \sum_{i=0}^{\ell} \gamma(r_i) = \gamma(n) + \gamma(r),
\]
where the last inequality follows from (5.4). \( \square \)

Using the above we have,

**Lemma 5.2.** There exists a constant \( C \) such that for all \( n, r \in \mathbb{N} \),
\[
\gamma(n + r) \leq \gamma(r) + 4r^{d-2}.
\]

**Proof.** By Lemma 5.1 and (5.2), \( \gamma(n + r) - \gamma(n) \leq \gamma(r) \leq 4r^{d-2} \).
\( \square \)
To prove results of the form (3.14), we need estimates on the number of different ground states. This is formally defined next. Let

\[ h_n := \left\lceil \frac{\log n}{\log 2^d} \right\rceil. \tag{5.6} \]

Note that by Theorem 4, for any ground state each cube at level \( h_n \) has at most one particle. We will call \( h_n \) as the base level. If we enumerate the sub-cubes at the base level (there are \( 2^{dh_n} \) of them), then the number of points in each sub-cube (which is either 0 or 1) determines the ground state configuration.

**Definition 5.1.** Let \( b_n \) denote the number of ground state configurations with \( n \) points.

Note that the positions of the points in the base sub-cubes do not matter. Also, here we do not enumerate the points, so that the permutation of the points going to the various sub-cubes is not considered. Thus, \( b_n \) denotes the number of ways of choosing the \( n \) dyadic sub-cubes at the base level that are occupied in a ground state configuration. Then for any ground state, \( 2^{-ndh_n} \) is the product of the volumes of the \( n \) sub-cubes at the base level, each of which contains one of the \( n \) points. Armed with these notations, we state the following technical lemma comparing \( b_n, h_n \) and \( b_{n+1}, h_{n+1} \) which will be used in the later sections.

**Lemma 5.3.** There exists a positive constant \( c \) such that for all \( n \in \mathbb{N} \cup \{0\} \),

\[ e^{-c\log(n+2)} \leq \frac{b_{n+1}2^{-(n+1)dh_{n+1}}}{b_n2^{-ndh_n}} \leq e^{c\log(n+2)}. \]

As an immediate consequence we get for any \( k \in \mathbb{Z} \), with \( n+k \geq 0 \), for a slightly large constant \( c \),

\[ \frac{b_{n+k}2^{-(n+k)dh_{n+k}}}{b_n2^{-ndh_n}} \leq e^{c|k|\log(n+2)} \text{ for } k < 0, \quad \frac{b_{n+k}2^{-(n+k)dh_{n+k}}}{b_n2^{-ndh_n}} \leq e^{c|k|\log(n+k+2)} \text{ for } k \geq 0. \tag{5.7} \]

**Proof.** We first prove the first statement. Note that \( h_{n+1} - h_n \in \{0, 1\} \). Thus we break the proof into two cases.

- **\( h_{n+1} = h_n \)**: Given a ground state with \( n \) particles, we bound the number of ways to place the \( n+1^{th} \) point to obtain a ground state with \( n+1 \) particles. At every level, there are at most \( 2^d \) sub-cubes where the extra particle can be placed. Since \( h(n) \leq c \log n \) for some constant \( c > 0 \), we have the upper bound. (In fact, one gets one as an upper bound in this case.) For the lower bound, we start with a ground state of size \( n+1 \) and remove a point to obtain one of size \( n \). We proceed by choosing one of the \( 2^{h_n}d \) sub-cubes in \( D_{h_{n+1}} \) and removing the point in it, if it has one. So

\[ \frac{b_n}{b_{n+1}} \leq 2^{h_n}d = 2^d2^{(h_n-1)d} \leq 2^d n, \]

since \( 2^d(h_n-1) \leq n \leq 2^{dh_n} \). This gives the lower bound.

- **\( h_{n+1} = h_n + 1 \)**: In this case, \( n = 2^{h_n}d, b_n = 1, b_{n+1} = 2^{-1}n(2^d - 1)(2^d)^n \). To see \( b_{n+1} \), observe that, there are \( n \) choices for the sub-cube where the extra point is placed, and in the next level, each point that singly occupies a sub-cube choses one of the \( 2^d \) many children to move to, and the only sub-cube that has two points in it has \( \left( \begin{array}{c} 2^d \\ 2 \end{array} \right) \) choices for the two children that will each contain one point. Thus

\[ \frac{b_{n+1}2^{-(n+1)dh_{n+1}}}{b_n2^{-ndh_n}} = \frac{2^d - 1}{2^d + 1}, \]

which satisfies both the inequalities. The second statement now follows by iterating the first statement \(|k|\) times. \( \square \)
5.2. **Key estimates: Entropy vs. energy comparisons.** The main goal of this subsection is to show that configurations that differ from ground state configurations at certain levels away from the root, do not contribute much to the partition function; in the process making precise the steps indicated in (3.12) and (3.13). We start with a few more notations. Recall that for a partition $\mathcal{P}$ and any sub-cube $v$, $\mathcal{P}(v)$ denotes the number of points in $v$ under the partition $\mathcal{P}$. For two partitions $\mathcal{P}_1$ and $\mathcal{P}_2$ that specify the number of points landing in the different dyadic cubes, if

$$\mathcal{P}_1(v) = \mathcal{P}_2(v)$$

for all vertices $v$ such that $\text{Lev}(v) \leq r$, they will be said to agree till level $r$. If for any partition $\mathcal{P}$, and any dyadic cube $v$,

$$\mathcal{P} \mid_v = \mathcal{P}_{\min}^{(\mathcal{P}(v))},$$

where $\mathcal{P}_{\min}$ is some ground state partition as defined in (4.1) and $\mathcal{P} \mid_v$ is the partition $\mathcal{P}$ restricted to the subtree rooted at $v$, we say that the subtree rooted at $v$ has a ground state configuration. If

$$\mathcal{P} \mid_v = \mathcal{P}_{\min}^{(\mathcal{P}(v))},$$

for all $v$ with $\text{Lev}(v) = r$, we say that the partition has a ground state configuration at levels beyond $r$ (we will need to define further notation describing such situations, for the sake of exposition later in the article). Also, for any finite sequence/vector $x = (x_1, x_2, \ldots, x_t)$, with $x_i \in \mathbb{Z}_{\geq 0}$, define the set of vectors obtained by permuting the coordinates; i.e.,

$$[x] = \{(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(t)}): (\sigma(1), \ldots, \sigma(t)) \text{ is a permutation of } (1, 2, \ldots, t)\}.$$

For two vectors $x_1$ and $x_2$ of the same size, define

$$\text{dist}(x_1, x_2) = \sqrt{\min\{d_2^2(z_1, z_2): z_1 \in [x_1], z_2 \in [x_2]\}}, \tag{5.8}$$

where $d_2(\cdot, \cdot)$ is the $L_2$ distance between two vectors. By a standard rearrangement inequality, the minimum is attained in the above expression when the vectors $x_1$ and $x_2$ are ordered similarly (say both in decreasing order). Also, given any vector $k = (k_1, k_2, \ldots, k_t)$ of the same size as that of $x$, we say

$$[x] + k = [y], \tag{5.9}$$

for some $y = (y_1, \ldots, y_t)$ if

$$y_{\sigma'(i)} = x_{\sigma(i)} + k_i, \quad \text{for } i = 1, 2, \ldots, t,$$

where $\sigma$ and $\sigma'$ are two permutations of $(1, 2, \ldots, t)$ such that $y_{\sigma'(1)} \geq y_{\sigma'(2)} \geq \ldots \geq y_{\sigma'(t)}$ and $x_{\sigma(1)} \geq x_{\sigma(2)} \geq \ldots \geq x_{\sigma(n)}$. Clearly, then $\text{dist}(x, y) = \|k\|_2 = \sqrt{\sum_{i=1}^t k_i^2}$.

For the following lemma, consider two partitions $\mathcal{P}_1$ and $\mathcal{P}_2$ that agree till level $m - 1$. Let $\mathcal{P}_1 = (a_1, a_2, \ldots, a_{2d(m-1)})$, where $a_i = (a_{i,1}, \ldots, a_{i,2d})$ denotes the number of points in the $2^d$ descendants of the $i$th sub-cube (from left to right in the natural planar embedding of the $2d$–ary tree $D$) at level $m - 1$. And, suppose $\mathcal{P}_2 = (e_1, e_2, \ldots, e_{2d(m-1)})$ has a ground state configuration at levels beyond $m - 1$, where $e_i = (e_{i,1}, \ldots, e_{i,2d})$ denotes the number of points in the $2d$ descendants of the $i$th sub-cube at level $m - 1$.

Recalling from Section 4, the notation $H(\mathcal{P})$ for the value of the Hamiltonian for the partition $\mathcal{P}$, the next lemma gives a quantitative lower bound on $H(\mathcal{P}_1) - H(\mathcal{P}_2)$.

**Lemma 5.4.** There exists a positive constant $c'$ such that for all $m \in \mathbb{N}$, all $d \geq 3$, and all partitions $\mathcal{P}_1, \mathcal{P}_2$ defined as above,

$$H(\mathcal{P}_1) \geq H(\mathcal{P}_2) + c'2^{(d-2)m} \sum_i \text{dist}^2(a_i, e_i).$$
Observe that, it is important to have the dist(·, ·) function defined in terms of the permutations of the vectors \(a_i\) and \(e_i\) as in (5.8). For instance, if \(a_i\) and \(e_i\) are permutations of each other for each \(i\) and \(P_1, P_2\) both have ground state configurations beyond level \(m\), then they are two different ground state configurations beyond level \(m - 1\), and as a consequence \(H(P_1) = H(P_2)\). Thus in this case dist\((a_i, e_i)\) ought to be zero for each \(i\).

Proof. Since we are proving a lower bound, it suffices to assume that \(P_1\) has a ground state configuration beyond level \(m\). Furthermore, it is enough to restrict ourselves to the descendants of an individual sub-cube in \(D_{m-1}\), since the contributions to \(H(P_1)\) or \(H(P_2)\) by the interactions between particles across sub-cubes in \(D_{m-1}\), are the same. We start by considering the descendants of the first sub-cube only. Let us call the \(2^d\) descendant sub-cubes of the first sub-cube of \((m - 1)\)-th level as \(v_1, v_2, \ldots, v_{2^d}\). Also, if \((v^{(i)}_1, v^{(i)}_2, \ldots, v^{(i)}_{2^d})\) denotes the points corresponding to the \(i\)-th partition for \(i = 1, 2\), we define

\[
H(P_i, v_j) = \sum_{s \neq u; x^{(i)}_s, x^{(i)}_u \in v_j} w(x^{(i)}_s, x^{(i)}_u) \quad \text{for } i = 1, 2; j = 1, 2, \ldots, 2^d,
\]

i.e., the energy coming from the interaction inside the sub-cube \(v_j\). Furthermore, if \(v(x)\) denotes the vertex in \(D_{m-1}\), that contains the point \(x\), let

\[
I(P_i) = \sum_{v(x^{(i)}_s) \neq v(x^{(i)}_u)} w(x^{(i)}_s, x^{(i)}_u) \quad \text{for } i = 1, 2,
\]

i.e., the energy coming from the interaction across sub-cubes \(\{v_j : j = 1, 2, \ldots, 2^d\}\). Before giving a full proof of Lemma 5.4, as a warm up, we first compare the energies of some pairs of partitions that differ only in a small number of sub-cubes.

**Partitions differing only in two coordinates:** To begin with, consider two partitions \(f_1 := (b_1 + 1, b_2 - 1, b_3, \ldots, b_{2^d})\) and \(f_2 := (b_1, b_2, \ldots, b_{2^d})\) with \(b_1 \geq b_2\), where the vector entries denote the number of points in the vertices \((v_1, v_2, \ldots, v_{2^d})\). Recall that by hypothesis both the partitions have ground state configurations beyond level \(m\). Then,

\[
H(f_1) - H(f_2) = \sum_{i=1,2} H(f_i, v_i) - \sum_{i=1,2} H(f_2, v_i) + I(f_1) - I(f_2).
\]

By definition (see Section 2), we have,

\[
I(f_1) - I(f_2) = 2^{(d-2)(m-1)}((b_1 + 1)(b_2 - 1) - b_1b_2) = -2^{(d-2)(m-1)}(b_1 - b_2 + 1).
\]

And since the partitions have ground state configurations beyond level \(m\), recalling the notations from Lemma 4.4, we get,

\[
\sum_{i=1,2} (H(f_1, v_i) - H(f_2, v_i)) = 2^{(d-2)m} \sum_i (L_{b_1+1} + L_{b_2-1} - L_{b_1} - L_{b_2}) = 2^{(d-2)m}(D_{b_1} - D_{b_2-1}),
\]

where \(D_b = L_{b+1} - L_b\). Also, recall from (5.2), that

\[
\gamma(m) := \sum_{i=0}^k c_i 2^{(d-2)i}
\]
where \( m = \sum_{i=0}^{k} c_i 2^{d_i} \). Clearly \( \gamma(m) \leq \sum_{i=0}^{k} c_i 2^{d_i} = m \). Then by Lemma 4.5,

\[
D_{b_1} - D_{b_2 - 1} = (C_d + 2)(b_1 - b_2 + 1) - C_d(\gamma(b_1) - \gamma(b_2 - 1)) \\
= C_d[b_1 - b_2 + 1 - (\gamma(b_1) - \gamma(b_2 - 1))] + 2(b_1 - b_2 + 1).
\]

Now, by Lemma 5.1, we have \( \gamma(b_1) - \gamma(b_2 - 1) \leq \gamma(b_1 - b_2 + 1) \leq b_1 - b_2 + 1 \). Thus

\[
C_d[b_1 - b_2 + 1 - (\gamma(b_1) - \gamma(b_2 - 1))] \geq 0 \quad \text{and hence,}
\]

\[
D_{b_1} - D_{b_2 - 1} \geq 2(b_1 - b_2 + 1).
\]

Putting all this together, we have,

\[
H(f_1) - H(f_2) \geq 2^{(d-2)m + 1}(b_1 - b_2 + 1) - 2^{(d-2)(m-1)}(b_1 - b_2 + 1) \geq 2^{(d-2)m}(b_1 - b_2 + 1),
\]

for \( d \geq 3 \). Next, we consider two partitions \( f_1 := (b_1 + k, b_2 - k, b_3, \ldots, b_{2d}) \) and \( f_2 := (b_1, b_2, \ldots, b_{2d}) \) with \( b_1 \geq b_2 \) and \( k \in \mathbb{N} \). We can move from \( f_2 \) to \( f_1 \) in \( k \) steps as follows;

\[
(b_1, b_2, \ldots, b_{2d}) \rightarrow (b_1 + 1, b_2 - 1, \ldots, b_{2d}) \rightarrow \ldots (b_1 + k - 1, b_2 - (k - 1), \ldots, b_{2d}) \rightarrow (b_1 + k, b_2 - k, \ldots, b_{2d}),
\]

where we move one point each time, such that, at all every step, the first two vector entries are arranged in a non-increasing order, and the corresponding partition has a ground state configuration beyond level \( m \). Thus, we can apply the previous argument \( k \) times to get

\[
H(f_1) - H(f_2) \geq 2^{(d-2)m} \sum_{i=0}^{k-1} (b_1 - b_2 + 1 + 2i) \geq 2^{(d-2)m} k^2,
\]

since \( b_1 \geq b_2 \).

- **Partitions with only the first coordinate increasing:** Next, we consider the situation where \( f_1 := (b_1 + k, b_2 - k, b_3, \ldots, b_s - k, b_s + 1, \ldots, b_{2d}) \) and \( f_2 := (b_1, b_2, \ldots, b_{2d}) \) with \( b_1 \geq b_i \) for \( i = 2, 3, \ldots, s \) and \( k_1, \ldots, k_s \in \mathbb{N} \), \( 2 \leq s \leq 2^d \) such that \( k_1 = k_2 + \ldots + k_s \), and the partitions have ground state configurations beyond level \( m \). Then we move from \( f_2 \) to \( f_1 \) as

\[
(b_1, b_2, \ldots, b_{2d}) \rightarrow (b_1 + k_2, b_2 - k_2, \ldots, b_{2d}) \rightarrow (b_1 + k_2 + k_3, b_2 - k_2, b_3 - k_3, \ldots, b_{2d}) \rightarrow \ldots \rightarrow (b_1 + k_2, b_2 - k_2, \ldots, b_s - k_s, b_s + 1, \ldots, b_{2d}).
\]

Applying the above arguments \( s - 1 \) times, we have (we use the convention that \( \sum_{i=a}^{b} c_i = 0 \) for \( b < a \))

\[
H(f_1) - H(f_2) \geq 2^{(d-2)m} \sum_{j=2}^{k} \sum_{i=0}^{k-1} \left( b_1 + \sum_{r=2}^{j-1} k_r - b_j + 1 + 2i \right)
\]

\[
\geq 2^{(d-2)m} \sum_{j=2}^{k} \sum_{i=0}^{k-1} \left( b_1 + \sum_{r=2}^{j-1} k_r - b_j + 1 + i \right)
\]

\[
\geq 2^{(d-2)m} \sum_{j=2}^{k} \sum_{i=0}^{k-1} \left( \sum_{r=2}^{j-1} k_r + 1 + i \right)
\]

\[
= 2^{(d-2)m} \sum_{i=1}^{k_2 + \ldots + k_s} i \geq 2^{(d-2)m} \frac{k_2^2}{2}.
\]

Here the third inequality follows because \( b_1 \geq b_i \) for \( i = 2, 3, \ldots, s \).
- **General case:** Combining the above observations, we now finish proof of the general case for two partitions \(P_1\) and \(P_2\). Recall that we have assumed that \(P_1\) has a ground state configuration beyond level \(m\), as otherwise, \(H(P_1)\) only increases. And as argued before, we just consider the partition restricted to the descendants of the first sub-cube in \(D_m\). Let \(a_1 \geq a_2 \geq \ldots \geq a_{2^d}\) and \(e_1 \geq \ldots \geq e_{2^d}\) be the numbers in \(a_1 = (a_{1,1}, \ldots, a_{1,2^d})\) and \(e_1 = (e_{1,1}, \ldots, e_{1,2^d})\), arranged in decreasing order. Let

\[
a_i = e_i + k_i, \quad \text{where } k_i \in \mathbb{Z}, \ i = 1, 2, \ldots, 2^d.
\]

Then, as mentioned already, a simple rearrangement inequality implies,

\[
\text{dist}^2(a_1, e_1) = \sum_{i=1}^{2^d} k_i^2.
\]

Now recall that \(e\) partitions the particles according to a ground state given the configuration at level \(m - 1\). Thus by Theorem 4,

\[
e_i - e_j \in \{0, 1\}
\]

for any \(1 \leq i \leq j \leq 2^d\). Now this along with the facts that

\[
a_1 \geq a_2 \geq \ldots \geq a_{2^d}; \quad e_1 \geq e_2 \geq \ldots \geq e_{2^d};
\]

and

\[
\sum_i a_i = \sum_i e_i
\]

imply that all the positive \(k_i\)'s appear before the negative \(k_i\)'s. Let \(k_i \geq 0\) for \(i = 1, 2, \ldots, s\) and \(k_i \leq 0\) for \(i > s\) for some \(s \in \{1, 2, \ldots, 2^d\}\). Then, using the arguments in (5.10) repeatedly, we have

\[
H(a_1) - H(e_1) \geq c2^{(d-2)m} \sum_{i=1}^{2^d} k_i^2 \mathbf{1}(k_i > 0) = c2^{(d-2)m} \sum_{i=1}^{s} k_i^2 \geq c'2^{(d-2)m} \sum_{i=1}^{2^d} k_i^2,
\]

where \(c' = \frac{2^{2-d}}{1+2^{-d}}\). For the last inequality, we have used the fact that

\[
k_1^2 + \ldots + k_s^2 \geq s^{-1}(k_1 + \ldots + k_s)^2 \geq 2^{-d}(k_{s+1} + \ldots + k_{2^d})^2 \geq 2^{-d}(k_{s+1}^2 + \ldots + k_{2^d}^2),
\]

since \(k_1 + \ldots + k_s = k_{s+1} + \ldots + k_{2^d}\). This proves the lemma. \(\square\)

The next result Proposition 5.5 is the key result of this section, making precise (3.14). However we need to develop some more notations first.

5.2.1. **More Notations:** Let \(G = G_n\) denote the set of all ground state configurations. It would also be convenient to define \(G^{(r)} := G_n^{(r)}\) to be the set of all partitions that are ground states beyond level \(r\) i.e., the partitions restricted to any dyadic box of size \(2^{-r}\) is a ground state partition. Thus, given any vector \(a\) of size \(2^{dm}\) that assigns the number of particles in the various sub-cubes in \(D_m\) (from left to right in the natural planar embedding of \(D\)), we will be identifying it with the subset of partitions in \(G^{(m)}\) whose partition at level \(m\) is equal to \(a\). We will call this set as \(G(a) := G_n(a) = G_n^{(m)}(a)\). Let

\[
s(a) = (s_1, s_2, \ldots, s_{2^{dm}})
\]

denote a ground state partition at level \(m+1\), where \(s_i\) is a vector of length \(2^d\), denoting the partition restricted to the descendants of the \(i\)-th sub-cube in \(D_m\) (arranged from left to right). Furthermore, to avoid ambiguity we assume that for each \(i\), the entries of the vector \(s_i\) are arranged in decreasing order. Now, given a vector \(a\) as above, we would need to consider the set of all configurations

\[
G^{(m+1)}(a) := G_n^{(m+1)}(a) \subset G_n^{(m+1)},
\]

(5.12)
which induce partition \(a\) on \(D_m\), i.e., all partitions which agree with \(a\) on \(D_m\) and are ground states restricted to elements of \(D_{m+1}\) but might not be elements of \(G(a)\).

To do this the following notation would be quite convenient. Consider a collection of vectors

\[
g_1 := (k_1, k_2, \ldots, k_{2dm})
\]

Here each \(k_i\) will be a vector of length \(2^d\) with entries in \(\mathbb{Z}\) which add to 0, and is the vector that gives the differences in the numbers of particles in various descendants of the \(i\)th sub-cube in \(D_m\) from the vector \(s_i\). Formally by (5.9) we identify \(G^{(m+1)}(a)\) with the union of the following vectors of size \(2^{d(m+1)}\):

\[
\bigcup_{g_1} ([s_1] + k_1) \times ([s_2] + k_2) \cdots \times ([s_{2dm}] + k_{2dm}),
\]

where the union is over all vectors \(g_1\) for which the above objects make sense (i.e., \(g_1\) cannot have a huge negative entry etc.) Thus the above gives us a way to identify subsets of \(G^{(m+1)}(a)\) with the vectors \(g_1\). Note that according to this notation, \(G(a) = G^{(m)}(a)\) can be identified with \(g_1 = 0\). However for our purposes, we will need to consider slightly more complicated version of the above.

Similar to (5.12), we define for any \(r > 0\),

\[
G^{(m+r)}(a) := G^{(m+r)}(a) \subset G^{(m+r)}
\]

as the set of all partitions on \(D_{m+r}\) which induce partition \(a\) on \(D_m\). Thus similar to (5.13) we will identify the same with \(r\) tuples of vectors \((g_1, g_2, \ldots, g_r)\). To this end we define for any \(m, r \in \mathbb{N}\), the set

\[
\Gamma^{(r)}_m = \{(g_1, g_2, \ldots, g_r)\},
\]

where the vectors \(g_r\) are of the following form.

\[
g_r = (k_1^{(r)}, k_2^{(r)}, \ldots, k_{2d(m+r-1)}^{(r)})
\]

such that for each \(i = 1, 2, \ldots, 2^{d(m+r-1)}, k_i^{(r)} = (k_{i1}^{(r)}, k_{i2}^{(r)}, \ldots, k_{i2^d}^{(r)})\) with \(k_{ij}^{(r)} \in \mathbb{Z}\) for \(j = 1, 2, \ldots, 2^d\) and \(\sum_{j=1}^{2^d} k_{ij}^{(r)} = 0\). We will also consider the natural embedding of \(\Gamma^{(r)}_m \subset \Gamma^{(r+1)}_m\) where we choose \(g_{r+1}\) to be \((0, 0, \ldots, 0)\). Finally let,

\[
\Gamma_m = \bigcup_{j \geq 0} \Gamma^{(j)}_m.
\]

Now by the above correspondence, for any such partition \(a\) of length \(2^{dm}\) and any vector \(\nu = (g_1, \ldots, g_r) \in \Gamma^{(r)}_m\), we denote by \(\nu(a)\), the subset of partitions in \(G^{(m+r)}(a)\) corresponding to \(\nu\),
i.e., where the difference vectors at subsequent levels up to permutations are given by the vectors \( g_1, g_2, \ldots, g_m \). The formal definition is by induction:

- If \( r = 0 \), \( \nu(a) = a \) (so for \( r = 0 \) we get \( G^{(m)}(a) \)).
- Now, letting \( \nu' = (g_1, \ldots, g_{r-1}) \in \Gamma_m^{r-1} \), and by induction having defined \( \nu'(a) \subset G^{(m+r-1)}(a) \) we now proceed to defining \( \nu(a) \). For any \( \sigma \in \nu'(a) \), let \( s(\sigma) = (s_1', s_2', \ldots, s_{2^d(m+r-1)}') \) as defined in (5.11). For each \( i = 1, 2, \ldots, 2^d(m+r-1) \), consider the equivalence class

\[
[s_i] = [s_i'] + k_i^{(r)},
\]

(5.15)

where per our convention \( s_i \) is the unique vector in \( [s_i'] + k_i \) which is sorted in decreasing order, \( g_r = (k_1^{(r)}, \ldots, k_{2^d(m+r-1)}^{(r)}) \) and the operation on equivalence classes was defined in (5.9) (provided the definition makes sense, that is \( (s_1, s_2, \ldots, s_{2^d(m+r-1)}) \) is a valid partition of \( n \) points). Given the above let

\[
A_\sigma = [s_1] \times [s_2] \times \ldots \times [s_{2^d(m+r-1)}]
\]

(5.16)

We finally define

\[
\nu(a) = \bigcup_{\sigma \in \nu'(a)} A_\sigma
\]

to be the union of the sets of configurations corresponding to different elements of \( \nu'(a) \). Thus

\[
G^{(m+r)}(a) = \bigcup_{\nu \in \Gamma_m^{(r)}} \nu(a)
\]

(5.17)

and hence we will identify \( G^{(m+r)}(a) \) and \( \Gamma_m^{(r)} \). Note that \( G^{(m+r)} \subset G^{(m+r+1)} \) since \( \Gamma_m^{(r)} \subset \Gamma_m^{(r+1)} \).

We now state the following key result which roughly says that the set of all configurations, that are not ground state configurations beyond level \( \Theta(\log \log n) \), does not contribute much to the partition function. Recall that \( \Omega \) denotes the set of all partitions.

**Proposition 5.5.** Let \( m_0 = m_0(\beta) \) be the smallest integer such that

\[
c' \beta 2^{(d-2)m_0} \geq \max\{4c \log n, 8 \log (2n + 1)\},
\]

where \( c \) is as in Lemma 5.3 and \( c' \) is as in Lemma 5.4. Then for all large enough \( n \),

\[
Z(\Omega \setminus G^{(m_0)}) \leq C_0 n^{-c_0} Z_n,
\]

for some constants \( c_0, C_0 > 0 \) and \( Z_n \) was defined in (2.2).

Recalling the notations \( b_n \) and \( h_n \) from Lemma 5.3 we first record a simple but useful observation.

**Lemma 5.6.** Given \( m \), and a vector \( a = (n_1, n_2, \ldots, n_{2^d m}) \), with \( \sum_{i=1}^{2^d m} n_i = n \),

\[
Z(G(a)) := \int_{x \in G(a)} e^{-\beta H(x)} dx = e^{-\beta H(G(a))} \int_{x \in P} dx = e^{-\beta H(G(a))} n! \prod_{i=1}^{2^d m} b_{n_i} 2^{-n_i d(m + h_{n_i})},
\]

(5.18)

where \( H(G(a)) \) is the common value of the Hamiltonian for all configurations in \( G(a) \).

**Proof.** The first equality follows by the fact which has been observed before that the value of the Hamiltonian only depends on the partition and not the precise location of the points. To see the last equality, note that there are \( n! \) ways to arrange the particles once we have chosen the \( n \) sub-cubes where they are placed. By definition of \( b_n \), for any \( m \), the number of ground state configurations (that determine the sub-cubes at the base level that are occupied) is \( \prod_{i=1}^{2^d m} b_{n_i} \). Furthermore, by the definition of \( h_m \), the description of a ground state partition below the \( i \)th vertex in \( D_m \), will
go down to \( D_{m+h_n} \). Each such cube has volume \( 2^{-d(m+h_n)} \) and \( n_i \) such cubes will be occupied as each has at most one particle (see Figure 5).

The following corollary is immediate.

**Lemma 5.7.** Recalling that \( G_n \) denotes the set of all ground state configurations with \( n \) points,

\[
Z(G_n) = e^{-\beta L_n} n! b_n 2^{-ndh_n}.
\]

Given the above preparation we now embark on proving the above proposition. The argument will involve some computations but the key idea will be an energy-entropy comparison outlined in Section 3.

**Proof of Proposition 5.5.** Let \( \nu = (g_1, \ldots, g_r) \in \Gamma_{m_0}^{(r)} \), where \( g_r = (k_1, \ldots, k_{2d(m_0+r-1)}) \) with \( k_i = (k_{i1}, \ldots, k_{i2d}) \) (we are suppressing the \( r \) dependence on the \( k_i \)'s for brevity). Let \( \nu' = (g_1, \ldots, g_{r-1}) \), Also fix a partition \( a \) of length \( 2^{d_{m_0}} \) and any \( \sigma \in \nu'(a) \). We shall compare \( Z(A_\sigma) \) with that of \( Z(\sigma) \) (recall the definition of \( A_\sigma \) from (5.16)). Recalling (5.11), let \( s(\sigma) = (s'_1, \ldots, s'_{2d(m_0+r-1)}) \) with \( s'_i = (s'_{i,1}, \ldots, s'_{i,2d}) \). By (5.16), \( \sigma \) and \( A_\sigma \) are identified with subsets of \( G^{(m_0+r)}(a) \) given by

\[
|s'_1| \times |s'_2| \times \ldots \times |s'_{2d(m_0+r-1)}|, \text{ and } |s_1| \times |s_2| \times \ldots \times |s_{2d(m_0+r-1)}|
\]

respectively where \( |s_i| = |s'_i| + k_i \). Note that, for all configurations \( \tau \in A_\sigma \), \( H(\tau) \) is a constant, and thus we shall use \( H(A_\sigma) \) to denote the common value. By Lemma 5.4 and the definition of \( \text{dist}() \), we have

\[
H(A_\sigma) \geq H(\sigma) + c' 2^{d(m_0+r)} \sum_{i=1}^{2d(m_0+r-1)} \sum_{j=1}^{2d} k_{i,j}^2.
\]

Next, define

\[
\mathcal{J}(\sigma) = \prod_{i=1}^{2d(m_0+r-1)} |s'_i|, \quad \mathcal{J}(A_\sigma) = \prod_{i=1}^{2d(m_0+r-1)} |s_i|,
\]

where \( |\cdot| \) denotes the cardinality of a set. Then, using (5.18), we get

\[
Z(\sigma) = e^{-\beta H(\sigma)} n! \mathcal{J}(\sigma) \prod_{i,j} b_{s'_{i,j}} 2^{-s'_{i,j} d m_0+r+h_{s'_{i,j}}},
\]

\[
Z(A_\sigma) = e^{-\beta H(A_\sigma)} n! \mathcal{J}(A_\sigma) \prod_{i,j} b_{s_{i,j}} 2^{-s_{i,j} d m_0+r+h_{s_{i,j}}},
\]
Note that the proposition asks us to bound the ratio \( \frac{Z(Ω(G^{(m_0)}))}{Z_n} \). We will start by bounding \( \frac{Z(A_σ)}{Z(σ)} \).

If \( k_i = 0 \) (the vector \((0,0,\ldots,0)\)) for some \( i \), then \( [s_i] = [s_i'] \) and that factor cancels in the ratio \( 2^d \) times \( \mathcal{J}(A_σ)/\mathcal{J}(σ) \). For all other \( i \), since \( [s_i]/[s_i'] \leq 2^d! = e^{2^d \log(2^d)} \), one has

\[
\frac{\mathcal{J}(A_σ)}{\mathcal{J}(σ)} \leq e^{2^d \log(2^d)} \sum_i 1(k_i \neq 0).
\]

Using this along with the expressions of \( Z(σ) \) and \( Z(A_σ) \), we get

\[
\frac{Z(A_σ)}{Z(σ)} \leq \frac{e^{-βH(A_σ)}e^{2^d \log(2^d)} \sum_i 1(k_i \neq 0) \prod_{i,j} b_{s_{i,j}} 2^{-s_{i,j}d(m_0+r+h_{s_{i,j}})}}{e^{-βH(σ)} \prod_{i,j} b_{s'_{i,j}} 2^{-s'_{i,j}d(m_0+r+h'_{s'_{i,j}})}}.
\]

From here, using (5.19), we have

\[
\frac{Z(A_σ)}{Z(σ)} \leq \frac{e^{-c_1β2^d(m_0+r)} \sum_{i,j} k_{i,j}^2 e^{2^d \log(2^d)} \sum_i 1(k_i \neq 0) \prod_{i,j} b_{s_{i,j}} 2^{-s_{i,j}d(m_0+r+h_{s_{i,j}})}}{\prod_{i,j} b_{s'_{i,j}} 2^{-s'_{i,j}d(m_0+r+h'_{s'_{i,j}})}}.
\]

Now our choice of \( m_0 \) implies that for \( r \geq 0 \) (and for all large enough \( n \)),

\[
\frac{c_1}{2} 2^d(m_0+r) \sum_{i,j} k_{i,j}^2 \geq 2^d \log(2^d) \sum_{i,j} k_{i,j}^2 \geq 2^d \log(2^d) \sum_i 1(k_i \neq 0).
\]

Using this the above simplifies to

\[
\frac{Z(A_σ)}{Z(σ)} \leq \frac{e^{-c_1β2^d(m_0+r)} \sum_{i,j} k_{i,j}^2 \prod_{i,j} b_{s_{i,j}} 2^{-s_{i,j}d(m_0+r+h_{s_{i,j}})}}{\prod_{i,j} b_{s'_{i,j}} 2^{-s'_{i,j}d(m_0+r+h'_{s'_{i,j}})}},
\]

(5.20)

where \( c_1 = \frac{c'}{2} \). Since \( \sum_{i,j} s_{i,j} = \sum_{i,j} s'_{i,j} = n \), (5.20) is the same as

\[
\frac{e^{-c_1β2^d(m_0+r)} \sum_{i,j} k_{i,j}^2 \prod_{i,j} b_{s_{i,j}} 2^{-s_{i,j}d(h_{s_{i,j}})}}{\prod_{i,j} b_{s'_{i,j}} 2^{-s'_{i,j}d(h_{s'_{i,j}})}}.
\]

Finally, since \([s_i] = [s'_i] + k_i\), we will use the second statement of Lemma 5.3 to compare the factors \( b_{s'_{i,j}} 2^{-s'_{i,j}d(h_{s'_{i,j}})} \) and \( b_{s_{i,j}} 2^{-s_{i,j}d(h_{s_{i,j}})} \) appearing in the products above (we will use the fact that \( s'_{i,j}, s_{i,j} \leq n \)). Plugging all of these we get,

\[
\frac{Z(A_σ)}{Z(σ)} \leq \frac{e^{-c_1β2^d(m_0+r)} \sum_{i,j} k_{i,j}^2 \prod_{i,j} b_{s_{i,j}} 2^{-s_{i,j}d(h_{s_{i,j}})}}{\prod_{i,j} b_{s'_{i,j}} 2^{-s'_{i,j}d(h_{s'_{i,j}})}} \leq e^{-c_1β2^d(m_0+r)} \sum_{i,j} k_{i,j}^2 + \sum_{i,j} c|k_{i,j}| \log n \leq e^{-c'β2^d(m_0+r)} \sum_{i,j} k_{i,j}^2,
\]

(5.21)
\[ c'' = \frac{c_1^2}{2}. \]

Here, the last inequality follows because for \( r \geq 0 \),
\[
\frac{c_1^2 \beta 2^{(d-2)(m_0+r)}}{2} \sum_{i,j} k_{i,j}^2 \geq c \log n \sum_{i,j} k_{i,j}^2 \geq c \log n \sum_{i,j} |k_{i,j}|, \tag{5.22}
\]

(this is where we crucially use our choice of \( m_0 \)). Since \( \nu(a) = \bigcup_{\sigma \in \nu'(a)} A_{\sigma} \) and it follows from definition that \( \frac{Z(A_{\sigma})}{Z(\sigma)} \) is independent of our choice of \( \sigma \in \nu'(a) \), we finally have
\[
\frac{Z(\nu(a))}{Z(\nu'(a))} \leq \sup_{\sigma \in \nu'(a)} \frac{Z(A_{\sigma})}{Z(\sigma)} \leq e^{-c'' \beta 2^{(d-2)(m_0+r)} \sum_{i,j} k_{i,j}^2}. \tag{5.23}
\]

Now recalling the identification between \( G^{(m_0+r)}(a) \) and \( \Gamma_m^{(r)} \) we see that
\[
\frac{Z(G^{(m_0+r)}(a))}{Z(G^{(m_0+r-1)}(a))} = \sum_{\nu' \in \Gamma_m^{(r-1)}} \sum_{\nu \in \nu'(a)} Z(\nu(a)) \sum_{\nu' \in \nu'(a)} Z(\nu'(a))
\]

where \( \nu' = (g_1, \ldots, g_{r-1}) \) and \( \nu = (\nu', g_r) \). Thus using (5.23) we get that the RHS above is bounded by
\[
\sum_{g_r} \exp \left\{ -c'' \beta 2^{(d-2)(m_0+r)} \sum_{i=1}^{2d} \sum_{j=1}^{2d} |k_{i,j}^{(r)}|^2 \right\}, \tag{5.24}
\]

where \( g_r = (k_1^{(r)}, k_2^{(r)}, \ldots, k_{2d}^{(r)}) \). Hence, defining \( G^{(\infty)}(a) = \bigcup_{r=1}^{\infty} G^{(m_0+r)}(a) \) we get
\[
\frac{Z(G^{(\infty)}(a) \setminus G^{(m_0)}(a))}{Z(G^{(m_0)}(a))} \leq \sum_{r=1}^{\infty} \sum_{g_r \neq 0, g_r \neq 0, \text{at least one } k_{i,j}^{(r)} \neq 0} \exp \left\{ -c'' \beta \sum_{r} 2^{(d-2)(m_0+r)} \sum_{i,j} |k_{i,j}^{(r)}|^2 \right\},
\]
\[
\leq \prod_{r=1}^{\infty} \left( 1 + \sum_{g_r \neq 0, g_r \neq 0} \exp \left\{ -c'' \beta 2^{(d-2)(m_0+r)} \sum_{i,j} |k_{i,j}^{(r)}|^2 \right\} \right) - 1. \tag{5.25}
\]

Now, if
\[
q(g_r) = \sum_{i,j} 1(k_{i,j}^{(r)} \neq 0),
\]
then for any fixed \( q \in \mathbb{N} \), there are at most \( 2^{d(m_0+r)}(2n+1)^q \leq 2^{d(m_0+r)q} (2n+1)^q \)-many vectors \( g_r \) such that \( q(g_r) = q \). To see this, observe that each of the non-zero entries in \( g_r \) can take values in \( \{-n, -n+1, \ldots, n\} \). Thus, for any \( r \in \mathbb{N} \), again using
\[
\frac{c'' \beta}{2} 2^{(d-2)(m_0+r)} \geq \log(2n+1), \quad \text{and} \quad \sum_{i,j} |k_{i,j}^{(r)}|^2 \geq q \text{ for } q = q(g_r),
\]
we get,
Proof. The lower bounds is obvious by Lemma 5.7 since Proposition 5.8. For 5.3. Sharp estimate of partition function.

where \( c_2 = \frac{c''}{4} \). Note the choice of \( m_0 \) is used in the last inequality. Thus,

\[
\sum_{\mathbf{g}_c \neq 0} \exp \left\{ -c'' \beta 2^{(d-2)(m_0 + r)} \sum_{i,j} [k_{i,j}^{(r)}]^2 \right\} \leq 2^{d(m_0 + r)q(2n + 1)^q} e^{-c'' \beta 2^{(d-2)(m_0 + r)}} \leq e^{-c_2 \beta 2^{(d-2)(m_0 + r)}},
\]

where \( c_2 = \frac{c''}{4} \). Note the choice of \( m_0 \) is used in the last inequality. Thus,

\[
\sum_{\mathbf{g}_c \neq 0} \exp \left\{ -c'' \beta 2^{(d-2)(m_0 + r)} \sum_{i,j} [k_{i,j}^{(r)}]^2 \right\} \leq \sum_{q=1}^{\infty} e^{-c_2 \beta 2^{(d-2)(m_0 + r)}} \leq C e^{-c_2 \beta 2^{(d-2)(m_0 + r)}},
\]

for some \( C > 0 \). Hence, from (5.25), using the inequality \( 1 + x \leq e^x \) and the fact that

\[
c_2 \beta 2^{(d-2)m_0} = \frac{c'}{16} \beta 2^{(d-2)m_0} \geq \frac{c}{4} \log n,
\]

we have

\[
\frac{Z(G^{(\infty)}(a)) \setminus G^{(m_0)}(a))}{Z(G^{(m_0)}(a))} \leq \prod_{r=1}^{\infty} \left( 1 + C e^{-c_2 \beta 2^{(d-2)(m_0 + r)}} \right) - 1 \leq \exp \left( \sum_{r=m_0}^{\infty} C e^{-c_2 \beta 2^{(d-2)(r+1)}} \right) - 1 \\
\leq \exp \left( C' e^{-c_2 \beta 2^{(d-2)(m_0 + 1)}} \right) - 1 \leq \exp \left( C' e^{-\frac{\beta}{4} \log n} \right) - 1 \\
= \exp \left( C' n^{-\frac{\beta}{4}} \right) - 1 \leq C_1 C' n^{-\frac{\beta}{4}},
\]

where the last inequality follows since \( \frac{e^x - 1}{x} \leq C_1 \) for all \( x \in (0, 1) \) and we can choose \( n \) large enough so that \( C' n^{-\frac{\beta}{4}} \leq 1 \). Now noting that \( \Omega = \bigcup_{a} G^{(\infty)}(a) \) and \( G^{(m_0)}(a) = \bigcup_{a} G^{(m_0)}(a) \), summing up over all possible partitions \( a \) at level \( m_0 \), we have the proposition with \( C_0' = C_1 C' \) and \( c_0 = \frac{c}{4} \). \( \square \)

Using the previous result we finally arrive at the crucial estimate on the partition function hinted in Section 3. Note the improvement over the warm-up result Lemma 4.7.

5.3. Sharp estimate of partition function.

**Proposition 5.8.** For \( d \geq 3 \),

\[
e^{-\beta L_n n! b_n 2^{-ndh_n}} \leq Z_n \leq e^{-\beta L_n n! b_n 2^{-ndh_n} + C_1(\beta) \log^6 n! b_n 2^{-ndh_n}},
\]

where \( C_1(\beta) > 0 \) is a decreasing function of \( \beta \).

**Proof.** The lower bounds is obvious by Lemma 5.7 since \( Z_n \geq Z(G_n) \). For the upper bound, we shall use the results from the previous section. By Proposition 5.5, \( Z(G^{(m_0)}) \geq \frac{Cn}{2^{md}} \), for large \( n \). We will now compare \( Z(G^{(m_0)}) \) and \( Z(G_n) \). Observe first that by our choice of \( m_0 \), we have

\[
2^{d m_0} \leq C \left( \frac{\log n}{\beta} \right)^{\frac{d-2}{2}},
\]

for some universal constant \( C > 0 \). Now by the same arguments as in (5.21), (5.23) and (5.24) we get (by taking \( m = 1 \)),

\[
\frac{Z(G^{(m_0)})}{Z(G_n)} \leq \prod_{r=1}^{m_0} \sum_{\mathbf{g}_c} \exp \left\{ -c' \beta 2^{(d-2)r} \sum_{i,j} [k_{i,j}^{(r)}]^2 + \sum_{i,j} c|k_{i,j}^{(r)}| \log n \right\} \leq \frac{Z(G^{(m_0)})}{Z(G_n)},
\]

(5.26)
Note that since \( r \leq m_0 \) above we do not use the full conclusion of (5.21) using (5.22) and keep the term \( \sum_{i,j} c|k_{i,j}^{(r)}| \log n \). If \( |k_{i,j}^{(r)}| \geq \frac{c}{c'} \log n \) for some \( i,j \), where \( c, c' \) are as in the above display, then
\[
\exp \left( -c'2^{(d-2)r}|k_{i,j}^{(r)}|^2 + c \log n |k_{i,j}^{(r)}| \right) \leq 1.
\] (5.27)

And if \( |k_{i,j}^{(r)}| \leq \frac{c}{c'} \log n \), then
\[
\left( -c'2^{(d-2)r}|k_{i,j}^{(r)}|^2 + c \log n |k_{i,j}^{(r)}| \right) \leq \left( \frac{c^2}{c' \beta^2} \log^2 n \right).
\] (5.28)
Since \( r \leq m_0 \) we get
\[
- c'2^{(d-2)r} \sum_{i,j} |k_{i,j}^{(r)}|^2 + c \log n \sum_{i,j} |k_{i,j}^{(r)}| \leq 2^{d m_0} \left( \frac{c^2}{c' \beta^2} \log^2 n \right).
\]
Putting this together along with our choice of \( m_0 \), we get that the exponential term in (5.26), is at most \( \exp \left( C(\beta) (\log n)^{\frac{d-2}{2}} + 2 \right) \) where \( C(\beta) = \max \left\{ \frac{c^2 C}{c' \beta^2 + 1}, \frac{C \log(2^d)}{\beta^2} \right\} \) is a decreasing function of \( \beta \). Since the number of possible vectors \( g_r \) of size \( 2^{dr} \) is at most
\[
(2n+1)^{2^{dr}} \leq (n+1)^{2^{d m_0}} \leq e^{C(\beta)(\log n)^{\frac{d}{2}+1}},
\]
where \( C(\beta) = 2C\beta^{-\frac{d}{2}} \) is a decreasing function of \( \beta \), we have from (5.26), as in (5.25),
\[
\frac{Z(G(m_0))}{Z(G_n)} \leq \sum_{g_r, r=1,2,\ldots,m_0} e^{\sum_{r=1}^{m_0} C(\beta)(\log n)^{\frac{d}{2}+2}}
\]
\[
\leq e^{m_0 C(\beta)(\log n)^{\frac{d}{2}+1}} \times e^{m_0 C(\beta)(\log n)^{\frac{d}{2}+2}}
\]
\[
\leq e^{C_1(\beta)(\log n)^{\frac{d}{2}+2}} \\ \leq e^{C_1(\beta)(\log n)^{\frac{d}{2}+3}} \leq e^{C_1(\beta)(\log n)^6},
\]
for \( d \geq 3 \) and hence we are done. Here we have used that \( m_0 \leq C_0(\beta) \log \log n \), where \( C_0(\beta) \) is a decreasing function of \( \beta \). Thus, \( C_1(\beta) := C_0(\beta) C(\beta) \) is decreasing in \( \beta \). \( \Box \)

The above gives us a sharp estimate on the ratio of partition functions which as indicated in Section 3, (see (3.8)) will be used to prove Theorem 2.

**Lemma 5.9.** For \( d \geq 3 \) and any \( \beta > \), there exists \( C(\beta) > 0 \), a decreasing function of \( \beta \), such that
\[
e^{-\beta D_n - C(\beta) \beta \log^6 n} \leq \frac{Z(n+1, \beta)}{Z(n, \beta)} \leq e^{-\beta D_n + C(\beta) \beta \log^6 n},
\]
where we recall \( D_n = L_{n+1} - L_n \) from Lemma 4.4.

**Proof.** Using Proposition 5.8, we have
\[
\frac{Z(n+1, \beta)}{Z(n, \beta)} \leq e^{-\beta D_n + C_1(\beta) \log^6 n} \left( 1 + \frac{1}{n} \right) \frac{b_{n+1} 2^{-n(n+1)d_{n+1}}}{b_n 2^{-nd_h n}} \leq e^{-\beta D_n + C_1(\beta) \log^6 n} \left( 1 + \frac{1}{n} \right) e^{c \log n}
\]
\[
\leq e^{-\beta D_n + C_2(\beta) \log^6 n + c \log n + 1} \leq e^{-\beta D_n + C_2(\beta) \log^6 n} = e^{-\beta D_n + C_2(\beta) \log^6 n},
\]
where \( C_2(\beta) = C_1(\beta) + c + 1 \) is a decreasing function of \( \beta \) where \( C_1(\beta) \) is as defined in Lemma 5.8, and \( C(\beta) := \frac{C_2(\beta)}{\beta} \) is also a decreasing function of \( \beta \). Here the first inequality follows from the upper bound in Lemma 5.3. Similarly, one has the lower bound using Proposition 5.8 and the lower bound in Lemma 5.3. \( \Box \)
Finally we are ready to prove Theorem 2.

5.4. Variance bounds: Proof of Theorem 2. Following the notations in [17, Lemma 2.5], let

\[ f(n_1, \ldots, n_{2d}) := \frac{n!}{n_1! \ldots n_{2d}!}; \quad g(n_1, \ldots, n_{2d}) := e^{-2^{d-2}\beta \sum_i n_i n_j}; \quad h(n_1, \ldots, n_{2d}) := \prod_{i=1}^{2d} Z(n_i, 2^{d-2}\beta). \]

Now, choose non-negative integers \( m_i \) such that \( \sum_{i=1}^{2d} m_i = n \) and \( m_i \in \{[2^{-d}n], [2^{-d}n]+1\} \). And take \( k_i \in \mathbb{Z} \) such that \( \sum_{i=1}^{2d} k_i = 0 \) and \( 0 \leq m_i + k_i \leq n \) for each \( i \). Then,

\[
\begin{align*}
\frac{h(m_1 + k_1, \ldots, m_{2d} + k_{2d})}{h(m_1, \ldots, m_{2d})} &= \prod_{i=1}^{2d} Z(m_i + k_i, 2^{d-2}\beta) Z(m_i, 2^{d-2}\beta) \\
&\leq \prod_{i=1}^{2d} \exp \left(-2^{d-2}\beta (L_{m_i+k_i} - L_{m_i}) + C(\beta) \beta |k_i| \log^6 n \right) \\
&= \exp \left(-2^{d-2}\beta \sum_{i=1}^{2d} (L_{m_i+k_i} - L_{m_i}) + C(\beta) \beta \log^6 n \sum_{i=1}^{2d} |k_i| \right),
\end{align*}
\]

where the inequality follows from a repeated application of Lemma 5.9. Now from Theorem 3, we have \( L_n = \frac{(C_d+2)^n(n+1)}{2} - C_d \sum_{r=0}^{n} \gamma(r) \), where \( \gamma(m) \) was defined in (5.2). Again, since \( \sum k_i = 0 \) and \( |m_i - [2^{-d}n]| \leq 1 \) for each \( i \),

\[
\begin{align*}
\frac{C_d + 2}{2} \sum_i ((m_i + k_i)(m_i + k_i + 1) - m_i(m_i + 1)) &= \frac{C_d + 2}{2} \left( \sum_i k_i^2 + 2 \sum_i m_i k_i \right) \\
&= \frac{C_d + 2}{2} \left( \sum_i k_i^2 + R \right),
\end{align*}
\]

where \( |R| \leq \sum_i 2|k_i| \). Next, without loss of generality, we assume that the first \( s \) many of the \( k_i \)'s are non-negative, and the rest are negative. Also, let \( m_i = [2^{-d}n] + \varepsilon_i \), where \( \varepsilon_i \in \{0,1\} \) for all \( i \). Then, by Lemma 5.2, for all \( i \in \{1, 2, \ldots, 2d\} \) such that \( k_i \geq 0 \) and all \( z \in \{0,1, \ldots, k_i\} \)

\[
\gamma([2^{-d}n]+1+z) \leq \gamma([2^{-d}n]+1) + C k_i^{\frac{d-2}{d}}.
\]

And for all \( i \) such that \( k_i < 0 \), and all \( z \in \{0,1, \ldots, |k_i|\} \)

\[
\gamma([2^{-d}n]+1) \leq \gamma([2^{-d}n]+1-z) + C |k_i|^{\frac{d-2}{d}}.
\]
Thus,
\[
\sum_{i=1}^{2^d} \left( \sum_{r=0}^{m_i+k_i} \gamma(r) - \sum_{r=0}^{m_i} \gamma(r) \right) = \sum_{i=1}^{s} \left( \sum_{r=m_i+1}^{m_i+k_i} \gamma(r) - \sum_{r=m_i}^{m_i+k_i+1} \gamma(r) \right) = \sum_{i=1}^{s} \left( \sum_{r=|2^{-d}n|+\varepsilon_i+k_i}^{2^{-d}n+\varepsilon_i+k_i} \gamma(r) - \sum_{r=|2^{-d}n|+\varepsilon_i}^{2^{-d}n+\varepsilon_i} \gamma(r) \right) \leq \sum_{i=1}^{s} k_i \left( \gamma([2^{-d}n] + 1) + Ck_i^{\frac{d-2}{d}} \right) + \sum_{i=s+1}^{2^d} |k_i| \left( -\gamma([2^{-d}n] + 1) + C|k_i|^{\frac{d-2}{d}} \right).
\]

Thus
\[
\sum_{i=1}^{2^d} (L_{m_i+k_i} - L_{m_i}) \geq \frac{C_d + 2}{2} \sum_{i=1}^{2^d} k_i^2 - C' \sum_{i} |k_i|^{1+\frac{d-2}{d}} - C \sum_{i} |k_i|.
\]

Plugging this in (5.29), we get
\[
\frac{h(m_1 + k_1, \ldots, m_{2^d} + k_{2^d})}{h(m_1, \ldots, m_{2^d})} \leq \exp \left( -2^{d-3}(C_d + 2)\beta \sum_{i=1}^{2^d} k_i^2 + C \beta \sum_{i} |k_i|^{1+\frac{d-2}{d}} + C(\beta) \beta \log^6 n \sum_{i=1}^{2^d} |k_i| \right).
\]

The remainder of the proof is quite similar to the proof of [17, Lemma 2.5]. We include the details for completeness. By definition it follows that
\[
\frac{g(m_1 + k_1, \ldots, m_{2^d} + k_{2^d})}{g(m_1, \ldots, m_{2^d})} \leq \exp \left( 2^{d-2} \beta \sum_{i=1}^{2^d} (2|k_i| + k_i^2) \right).
\]

Therefore,
\[
\frac{\mathbb{P}(N_1 = m_1 + k_1, \ldots, N_{2^d} = m_{2^d} + k_{2^d})}{\mathbb{P}(N_1 = m_1, \ldots, N_{2^d} = m_{2^d})} \leq \frac{f(m_1 + k_1, \ldots, m_{2^d} + k_{2^d})}{f(m_1, \ldots, m_{2^d})} \exp \left( -C_0 \beta \sum_{i=1}^{2^d} k_i^2 + C_1(\beta) \beta \log^6 n \sum_{i=1}^{2^d} |k_i| \right),
\]

where \(C_0 > 0\) and \(C_1(\beta) = C(\beta) + 4\) is a decreasing function of \(\beta\). Thus, for \(C_2(\beta) := \max \left\{ \frac{2^{d+1}C_1(\beta)}{C_0}, 1 \right\}\) and \(C_3 := \frac{C_0}{2}\), if \(\max_{1 \leq i \leq 2^d} |k_i| \geq C_2(\beta) \log^6 n\), then
\[
-C_0 \beta \sum_{i=1}^{2^d} k_i^2 + C_1(\beta) \beta \log^6 n \sum_{i=1}^{2^d} |k_i| \leq -C_0 \beta \max |k_i|^2 + 2^{d+1}C_1(\beta) \beta \log^6 n \max |k_i| \leq \frac{C_0 \beta}{2} \max |k_i|^2 \leq C_3 \beta \log^{12} n,
\]

and therefore,
\[
\frac{\mathbb{P}(N_1 = m_1 + k_1, \ldots, N_{2^d} = m_{2^d} + k_{2^d})}{\mathbb{P}(N_1 = m_1, \ldots, N_{2^d} = m_{2^d})} \leq \frac{f(m_1 + k_1, \ldots, m_{2^d} + k_{2^d})}{f(m_1, \ldots, m_{2^d})} e^{-C_3 \beta \log^{12} n}.
\]
If $A$ denotes the set of all $(n_1, \ldots, n_{2^d})$ such that each $n_i$ is a non-negative integer, $n_1 + \ldots + n_{2^d} = n$ and
\[
\max_{1 \leq i \leq 2^d} |n_i - m_i| \geq C_2(\beta) \log^6 n,
\]
then, using the multinomial formula and Stirling’s approximation, which yields
\[
\sum_{k_1, \ldots, k_{2^d}} f(m_1 + k_1, m_2 + k_2, \ldots, m_{2^d} + k_{2^d}) \leq n^{2^{d-1}} f(m_1, m_2, \ldots, m_{2^d}),
\]
we get,
\[
\mathbb{P}((N_1, \ldots, N_{2^d}) \in A) \leq \sum_{(n_1, \ldots, n_{2^d}) \in A} \frac{\mathbb{P}(N_1 = m_1 + k_1, \ldots, N_{2^d} = m_{2^d} + k_{2^d})}{\mathbb{P}(N_1 = m_1, \ldots, N_{2^d} = m_{2^d})} \leq C_4 n^{2^{d-1}} e^{-C_3 \beta \log^{12} n}.
\]
Therefore for each $i$,
\[
\text{Var}(N_i) \leq \mathbb{E}(N_i - m_i)^2 \leq C_2(\beta)^2 \log^{12} n + n^2 \mathbb{P}((N_1, \ldots, N_{2^d}) \in A) \leq C_2(\beta)^2 \log^{12} n + C_4 n^{2^{d-1}+2} e^{-C_3 \beta \log^{12} n}.
\]
Thus, since $C_2(\beta)$ is a decreasing function of $\beta$, we get \( \text{Var}(N_i) \leq K(\beta) \log^{12} n \), where $K(\beta)$ is a decreasing function of $\beta$. The proof for any dyadic box is similar with some new ingredients. This is presented in Lemma 6.2 later.

We now have all the ingredients to finish the proof of Theorem 1.

6. Sub-extensive fluctuations for sets with smooth boundaries

As indicated before, given the above inputs, the proof of Theorem 1 follows using Chatterjee’s arguments closely. However for completeness we sketch the main steps referring the interested reader to [17] for the precise details. The key object to analyze is a Doob martingale adapted to the filtration given by the various levels of the $2^d$–ary tree. Recall from (2.3) that $D_k$ denotes the set of all dyadic sub-cubes at level $k$. For any nonempty open set $U \subseteq [0, 1)^d$ with a regular boundary, we will now need to define a class of sets:

\[
U := \{ D \in D : D \subseteq U, \ D' \not\subset U \} \quad \text{and} \quad U_j := U \cap D_j
\]

where $D'$ is the parent of $D$. Also

\[
\mathcal{V}_j := \{ D \in D_j : D \not\subset U, \ D \not\subset U^c \},
\]

i.e., that intersect both $U$ and $U^c$. For any dyadic cube $D$, let $p(D) = \frac{\text{Leb}(D \cap U)}{\text{Leb}(D)}$. We now explicitly describe the Doob Martingale $M_j = \mathbb{E}(N(U) \mid \mathcal{F}_j)$ where $\mathcal{F}_j$ is the $\sigma$-algebra generated by the random variables $\{N(D) : D \in D_j\}$, by defining $M_0 = \text{Leb}(U)n$ and for every $j \geq 1$, setting

\[
M_j := \sum_{i=0}^j \sum_{D \in D_i} N(D) + \sum_{D \in \mathcal{V}_j} p(D)N(D).
\]

(see [17, Lemma 2.11] for a formal proof that this is indeed a martingale). We now proceed to proving the upper bound in Theorem 1. The proof is slightly simpler than the one appearing in [17] since the strong hyperuniformity bound established in Theorem 2 allows us to be more crude in our arguments at the cost of paying some logarithmic factors in the statement of the upper bound in Theorem 1. We start with a series of simple but useful lemmas.
Lemma 6.1. [17, Lemma 2.7] For any $D \in \mathcal{D}_j$, and $D'$ a child of $D$ we have

$$
\mathbb{E}(D' \mid \mathcal{F}_j) = \frac{N(D)}{2^d},
$$

and

$$
\text{Var}(N(D') \mid \mathcal{F}_j) \leq K(\beta) \max(\log^{12}(N(D)), 1),
$$

where $K(\beta)$ is a decreasing function of $\beta$.

Proof. The proof of expectation is immediate by exchangeability of particles. The variance bound follows by using the hierarchical structure of the model and the already proven part of Theorem 2. □

Lemma 6.2. [17, Lemma 2.8] (Unconditional variance) For any $D \in \mathcal{D}$, $\text{E}(N(D)) = \text{Leb}(D)n$ and $\text{Var}(N(D)) \leq K(\beta)[\log^{12}\text{E}(N(D)) + 1]$, where $K(\beta)$ is a decreasing function of $\beta$. In particular for any $D$ using $\text{E}(N(D)) \leq n$ we get $\text{Var}(N(D)) \leq O(K(\beta)\log^{12}(n))$, and for any $D$ such that $\text{E}(N(D)) = O(1)$ we get $\text{Var}(N(D)) = O(1)$.

The first half of the result completes the proof of the final statement of Theorem 2.

Proof. The statement about expectation is just a consequence of the fact that each point is marginally uniformly distributed on $[0, 1]^d$, so we focus on the variance. Let $D \in \mathcal{D}_j$ and $D' \in \mathcal{D}_{j-1}$ be its parent. Then using the form of $\text{E}(\mathcal{F}_{j-1})$ and the previous lemma we get,

$$
\text{E}(N^2(D)) = \text{E}(\text{Var}(N(D) \mid \mathcal{F}_{j-1})) + 2^{-2d}\text{E}(N^2(D'))
$$

$$
\leq K(\beta)\text{E} \log^{12}(N(D') + c) + 2^{-2d}\text{E}(N^2(D'))
$$

$$
\leq K(\beta)\log^{12}(\text{E}(N(D')) + c) + 2^{-2d}\text{E}(N^2(D'))
$$

where $c > 0$ is chosen such that $\log^{12}(x + c)$ is concave for $x > 0$. Iterating this we obtain

$$
\text{E}(N^2(D)) \leq K(\beta)\log^{12}(\text{E}(N(D)) + c)(1 + \frac{\log^{12}(2d)}{2^{2d}} + \frac{\log^{12}(2^{2d})}{2^{4d}} + \ldots) + 2^{-2d}n^2
$$

Since $\text{E}(N(D)) = 2^{-d}n$ we obtain $\text{Var}(N(D)) = K(\beta)\log^{12}(\text{E}(N(D)) + c)$. □

The next lemma bounds the variance of the martingale $M_j$ defined in (6.1).

Lemma 6.3. [17, Lemma 2.12] Let $k$ be the smallest integer such that $2^{dk} \geq n$. For all $j \leq k$

$$
\text{Var}(M_j) \leq O(\log^{12}(n)\frac{d-1}{\alpha}) + \text{Var}(M_{j-1}).
$$

In particular this implies $\text{Var}(M_k) = O(\log^{13}(n)\frac{d-1}{\alpha})$.

Proof. It is easy to check (decomposition of variance property of martingales) that

$$
\text{Var}(M_j) = \text{E}(\text{Var}(M_j \mid \mathcal{F}_{j-1})) + \text{Var}(M_{j-1}).
$$

Now by (6.1),

$$
\text{Var}(M_j \mid \mathcal{F}_{j-1}) = \text{Var} \left( \sum_{D \in \mathcal{U}_j \cup \mathcal{V}_j} p(D)N(D) \right) = \sum_{D, D' \in \mathcal{U}_j \cup \mathcal{V}_j} p(D)p(D') \text{Cov}(N(D), N(D') \mid \mathcal{F}_{j-1}).
$$
Now conditional on $\mathcal{F}_{j-1}$, $N(D)$ and $N(D')$ are independent, if $D$ and $D'$ are not siblings. Otherwise Cauchy-Schwarz inequality and Lemma 6.1 yields that $\text{Cov}(N(D), N(D') \mid \mathcal{F}_{j-1}) \leq K(\beta) \log^{12}(n)$. Thus
\[
\text{Var}(M_j \mid \mathcal{F}_{j-1}) \leq \sum_{D, D' \in U \cup V_j \atop D, D' \text{ are siblings}} p(D)p(D') \text{Cov}(N(D), N(D') \mid \mathcal{F}_{j-1})
\leq O(\log^{12}(n)|U_j \cup V_j|) = O(\log^{12}(n)n^{\frac{d-1}{2}}).
\]
where the last inequality uses that the number of siblings of any $D \in D$ is bounded by $2^d$ and the observation that $|U_j \cup V_j| \leq |U_k \cup V_k| = O(n^{\frac{d}{d-1}})$, for all $j \leq k$, by our choice of $k$, and the hypothesis of regularity on $U$, (for the precise geometric details see [17, Pg 21]).

Using the above preparation we can now finish the proof of the upper bound in Theorem 1.

**Proof of Upper bound.** Let $k$ be as in the previous lemma. Using the decomposition
\[
U = \left( \bigcup_{j=0}^k U_j \right) \cup \left( \bigcup_{D \in V_k} (D \cap U) \right),
\]
we get
\[
N(U) = \sum_{j=0}^k \sum_{D \in U_j} N(D) + \sum_{D \in V_k} N(D \cap U).
\]
Since $\mathbb{E}(N(U) \mid \mathcal{F}_k) = M_k$ we get
\[
\text{Var}(N(U)) = \mathbb{E}(\text{Var}(N(U) \mid \mathcal{F}_k)) + \text{Var}(M_k). \tag{6.2}
\]
Since $\sum_{j=0}^k \sum_{D \in U_j} N(D)$ is measurable with respect to $\mathcal{F}_k$ we have,
\[
\text{Var}(N(U) \mid \mathcal{F}_k) = \mathbb{E} \left( \sum_{D \in V_k} N(D \cap U) \bigg| \mathcal{F}_k \right) = \sum_{D \in V_k} \text{Var}(N(D \cap U) \mid \mathcal{F}_k) \tag{6.3}
\leq \sum_{D \in V_k} \mathbb{E}(N(D \cap U)^2 \mid \mathcal{F}_k) \leq \sum_{D \in V_k} N(D)\mathbb{E}(N(D \cap U) \mid \mathcal{F}_k) \leq \sum_{D \in V_k} p(D)N(D)^2.
\]
Now for any $D$ in the sum above, since $\mathbb{E}(N(D)) = O(1)$ by our choice of $k$, using $\mathbb{E}(N(D)^2) = O(1)$ (Lemma 6.2) and $p(D) \leq 1$ for all $D \in D$, we get
\[
\mathbb{E}(\text{Var}(N(U) \mid \mathcal{F}_k)) \leq O(|V_k|) = O(n^{\frac{d}{d-1}}).
\]
Thus by (6.2) and Lemma 6.3 it follows that \(\text{Var}(N(U)) = O(\log^{13}(n)n^{\frac{d-1}{2}})\).

We finish with an outline of the proof of the lower bound in Theorem 1 following the arguments in the proof of [17, Theorem 1.2].

**Proof of lower bound.** Recall the sketch from Figure 2. First, one can observe that the geometric lemmas [17, Lemmas 2.14, 2.15, 2.16] with trivial modifications work in dimension $d$ to imply the following statement analogous to [17, Lemmas 2.17, 2.18]: For any set $U$ satisfying the conditions
in Theorem 1, there exists \( c, K_1 > 0 \) and some \( j_1 \geq 1 \) depending only on \( U \), such that for any \( j \geq j_1 \), there exists a set of at least \( K_1 2^{(d-1)j} \) cubes \( D \in \mathcal{D}_j \) satisfying
\[
c \leq \frac{\text{Leb}(D \cap U)}{\text{Leb}(D)} \leq 1 - c, \tag{6.4}
\]
and the diameter of the union of all these cubes is at most \( \text{diam}(U)/3 \). Also, the bound in [17, Lemma 2.19] on the probability of a dyadic cube having multiple points, in dimension \( d \) becomes the following. For any \( n \geq 1, \beta > 0, j \geq 0 \) and \( D \in \mathcal{D}_j \),
\[
\mathbb{P}(N(D) \geq 2) \leq \exp \left(-2^{(d-2)(j+1)} \beta + (C_d + 2) \binom{n}{2} \right). \tag{6.5}
\]
Now, we choose \( k \) such that \( 2^d k = O(n) \). Then, using Lemma 6.2, one has \( \mathbb{E}(N(D)^2) = O(1) \) for any \( D \in \mathcal{D}_k \). Again, for any \( D \in \mathcal{D}_k \), and \( j > k \), let \( \mathcal{D}_j(D) \) be the set of elements of \( \mathcal{D}_j \) which are descendants of \( D \). Now, for \( m \) a large enough fixed constant, using (6.5), we get a \( j > k \) with \( j - k = O(1) \) such that the event \( E \) defined as
\[
E = \{ N(D) \leq m, N(D') \geq 2, \text{ for some } D \in \mathcal{D}_k, D' \in \mathcal{D}_j(D) \},
\]
has a probability that decays with \( n \). Given such a \( j \), we get a set \( \mathcal{D}' \subseteq \mathcal{D}_j \) such that \( |\mathcal{D}'| = \Theta(n^{d-1}) \) and the elements satisfy (6.4). Let \( \mathcal{D} \) denote the set of ancestors of the elements of \( \mathcal{D}' \) in \( \mathcal{D}_k \). Now define
\[
q := \frac{|\{ D \in \mathcal{D} : 0 < N(D) \leq m \}|}{|\mathcal{D}|}.
\]
To lower bound \( q \), one observes that a lower bound on \( \frac{|\{ D \in \mathcal{D} : 0 < N(D) \}|}{|\mathcal{D}|} \) and an upper bound on \( \frac{|\{ D \in \mathcal{D}, N(D) \leq m \}|}{|\mathcal{D}|} \) follows by the second moment method or Paley-Zygmund inequality (to make the second moment method go through, one uses \( \mathbb{E}(N(D)^2) = O(1) \) for \( D \in \mathcal{D}_k \) which was proved in Lemma 6.2) and Markov’s inequality respectively. Combining we obtain,
\[
\mathbb{P} \left( q \geq \frac{C}{m} \right) \geq \frac{1}{C},
\]
for some \( C > 1 \). Now, if \( \mathcal{D}_0 \) is the set of all elements of \( \mathcal{D}' \) that are contained in some \( D \in \mathcal{D} \) such that \( 0 < N(D) \leq m \), then the fact that \( q \geq \Theta(1) \) with a probability bounded away from zero, implies that
\[
\mathbb{P}(|\mathcal{D}_0| \geq Kn^{\frac{d-1}{d}}) \geq c > 0,
\]
for some constant \( K > 0 \). Next define
\[
\mathcal{C} := \{ D \in \mathcal{D}_0 : N(D) = 1 \}.
\]
Because of the bound on \( |\mathcal{D}_0| \) and the fact that \( E^c \) is a high probability event, we get
\[
\mathbb{P}(|\mathcal{C}| \geq Kn^{\frac{d-1}{d}}) \geq c > 0. \tag{6.6}
\]
Finally, define
\[
M := \sum_{D \in \mathcal{C}} N(D \cap U).
\]
Since the random variables \( \{ N(D \cap U) : D \in \mathcal{D}_j \} \) are independent given \( \mathcal{F}_j \), the conditional distributions of \( \{ N(D \cap U) : D \in \mathcal{C} \} \) given \( \mathcal{F}_j \) are independent Bernoulli random variables with
probabilities \( p(D) \) satisfying \( p(D) \in [c, 1 - c] \). Thus, for any interval \( I \),
\[
\mathbb{P}(M \in I|\mathcal{F}_j) \leq O \left( \frac{|I|}{\sqrt{|C^*|}} \right).
\] (6.7)
Since
\[
N(U) = \sum_{D \in \mathcal{D}_j} N(D \cap U) = \sum_{D \in \mathcal{D}_j \setminus \mathcal{C}} N(D \cap U) + M,
\]
and conditional on \( \mathcal{F}_j \), the two terms on the RHS are independent, the anti-concentration statement in Theorem 1 now follows easily from here using (6.6) and (6.7). \( \square \)
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