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Abstract

We present a novel definition of variable-order fractional Laplacian on \( \mathbb{R}^n \) based on a natural generalization of the standard Riesz potential. Our definition holds for values of the fractional parameter spanning the entire open set \((0, n/2)\). We then discuss some properties of the fractional Poisson’s equation involving this operator and we compute the corresponding Green’s function, for which we provide some instructive examples for specific problems.
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1. Introduction

The Laplace operator, or Laplacian, is a linear elliptic second-order ordinary differential operator defined on \( \mathbb{R}^n \), with \( n \in \mathbb{N} \), as the divergence of the gradient of a sufficiently regular function, i.e., \( \Delta f(x) := \text{div} \left[ \nabla f(x) \right] \). This operator is ubiquitous in mathematical physics and finds applications ranging from wave dynamics, electrodynamics, gravity to biophysics and probability theory.

The increasing number of experimental observations of anomalous physical phenomena, such as super- or sub-diffusion processes, recently motivated the development of novel nonlocal models for these scenarios. These anomalous phenomena provide the perfect playground for fractional calculus, which is inherently a nonlocal theory, and, incidentally, provides us with several generalizations of the classical Laplacian. More precisely, the fractional Laplacian of order \( s \in (0, 1) \) can be defined in many equivalent ways on the whole \( \mathbb{R}^n \) (see, e.g., [9]); however, once these definitions are restricted to bounded subsets of \( \mathbb{R}^n \), they generally lead to different operators, thus spoiling the uniqueness of the definition of the fractional Laplacian. Yet, this is a very common trait of fractional operators [11, 14] and it does not represent a reason of concern. For a more detailed overview on the topic we refer the interested reader to [10, 16, 9, 3].
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In recent years, some attention has been devoted to the study of fractional models displaying a continuous transition between different fractional orders to describe highly heterogeneous systems. Such scenarios have motivated the development of variable-order fractional operators, for which the order itself becomes a function of time and/or space. This effort has therefore led to the formulation of several inequivalent definitions of variable-order fractional derivatives and integrals (see, e.g., [17, 13, 5, 15, 2, 1]).

Beside the non-uniqueness issue coming with variable-order fractional operators, there is also the problem of providing a proper physical motivation for each of these definitions. In the largest part of the literature, the choice of the specific representation of these operators is often based on their aptness to reconcile the proposed mathematical model with experimental data. However, this approach not only leads to representations that might be restricted to a limited range of fractional orders, disregarding physically-relevant cases, but also lacks a proper justification that would follow from a bottom-up derivation of the mathematical model relying solely on basic principles of physics.

While there is no simple way of formulating a definition of the fractional Laplacian as an operator in the real space for a general $s > 0$, this complication disappears if such operator is defined starting from the Fourier space. Indeed, by means of the spectral representation one can define the fractional Laplacian for $0 < s < n/2$. This is done at the cost of trading an explicit real-space representation in favour of a larger range for $s$ taking advantage of a somewhat weaker definition for the operator. In contrast, the inverse fractional Laplacian is a well-defined operator in both real and Fourier spaces for all $s > 0$. Clearly, a real space definition is essential if one wishes to extend these notions to the case of space-varying order. To this end we shall combine the definitions of inverse fractional Laplacian and the spectral representation to define the fractional Laplacian with $s = s(x)$. As a result we do not propose a direct definition of the variable-order fractional Laplacian in the real space since this is problematic when $1 < s < n/2$. Furthermore, since most of modern physics relies on the spectral decomposition of physical operators, this formulation of variable-order fractional Laplacian comes in handy for several potential applications. Indeed, it is worth mentioning that this approach finds part of its motivation in some recent results emerging from the theoretical study of galaxy rotation curves. In a nutshell, in [6, 7] it was argued that the phenomenology typically ascribed to dark matter can be understood as a modification of Newtonian gravity at galactic scales, thus without assuming the existence of an exotic and mysterious form of matter. This scenario then requires the field equation for the gravitational potential to become a variable-order fractional
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Poisson’s equation with fractional order $s(x)$ ranging from $(1, 3/2)$ in three spatial dimensions.

It is particularly relevant to note that the range $1 < s < n/2$ seems to be largely neglected in the literature on the variable-order fractional Laplacian and, to some extent, also for the case of the constant order one. This is mostly due to the fact that the vast majority of variable-order generalizations of this operator rely on real-space representations of the fractional Laplacian that typically force the restriction $0 < s < 1$. For instance, this is the case of definitions that take advantage of the singular integral representation of the fractional Laplacian. The latter in fact is known to fail for $s \notin (0, 1)$. We will come back to this point in Section 3.

Note that this study aims at providing a novel perspective on variable-order fractional models providing a new tool for potential physical applications. For this reason a rigorous mathematical analysis of the presented operators will be discussed elsewhere.

Paper outline. This work is organized as follows. In Section 2 we review some basic results on the standard fractional Laplacian, Riesz potential, and the fractional Poisson’s equation. In Section 3 we present a new definition of the variable-order fractional Laplacian and we derive the Green’s function for the corresponding variable-order fractional Poisson’s equation. In Section 4 we provide two instructive examples where we further discuss the properties of the Green’s function of the variable-order fractional Poisson’s equation on $\mathbb{R}^3$ for $0 < s(x) < 1$ and $1 < s(x) < 3/2$.

2. Preliminaries

2.1. The classical Laplacian. One of the key properties of the classical Laplacian is given by its spectral representation. Let $\mathcal{S}(\mathbb{R}^n)$ be the Schwartz space on $\mathbb{R}^n$, $f \in \mathcal{S}(\mathbb{R}^n)$, and $|\mathbf{k}|^2 := \mathbf{k} \cdot \mathbf{k}$. The Fourier transform of $f(x)$ is denoted by

$$\hat{f}(\mathbf{k}) \equiv \mathcal{F}[f(x); \mathbf{k}] := \int_{\mathbb{R}^n} e^{-i \mathbf{k} \cdot \mathbf{x}} f(x) \, d^n x,$$

so that

$$\mathcal{F}[(-\Delta) f(x); \mathbf{k}] = |\mathbf{k}|^2 \hat{f}(\mathbf{k}).$$

Thus, the spectrum of the classical Laplacian is given by $\sigma(-\Delta) = [0, \infty)$.

Setting aside the Laplace equation, that constitutes the fundamental features of harmonic functions and plays an important role when seeking vacuum solutions for various physical problems, we focus on the Poisson’s equation, i.e.,

$$\Delta f(x) = g(x). \quad (2.1)$$
In this context, the spectral decomposition of the Laplacian provides an easy way to compute the fundamental solution of Eq. (2.1) through the method of Green’s functions. Specifically, consider
\[ \triangle G(x) = \delta(x), \] (2.2)
on the space of tempered distribution \( \mathcal{S}'(\mathbb{R}^n) \), with \( \delta(x) \) the Dirac delta in \( n \)-dimensions. For \( n \geq 3 \), by taking the Fourier transform of (2.2), solving for \( \hat{G}(k) \), and inverting back to the coordinate space one finds
\[ G_n(x) = -\frac{\Gamma \left( \frac{n}{2} - 1 \right)}{4\pi^{n/2}} \frac{1}{|x|^{n-2}}, \] (2.3)
with \( \Gamma(z) \) denoting Euler’s gamma function. Note that the case \( n = 2 \) displays a logarithmic behavior that can be rigorously derived exploiting the divergence theorem and Green’s identities. Then, the fundamental solution of Eq. (2.1) reads
\[ f(x) = (G_n \ast g)(x) \equiv \int_{\mathbb{R}^n} G_n(x - y) g(y) \, dy. \] (2.4)

2.2. Fractional calculus. Fractional calculus \([11, 14, 4]\) is a theory that provides a generalization of ordinary calculus based on weakly singular Volterra-like linear integro-differential operators. Within this theory one can provide a generalization of the notion of Laplacian following various routes (see, e.g., \([16]\)). The simplest definition of fractional Laplacian, as well as the least restrictive for the order of the resulting operator, relies on the spectral representation of the standard Laplacian, as we describe below.

**Definition 2.1 (Spectral representation).** Let \( f \in \mathcal{S}(\mathbb{R}^n) \) and \( s \in (0, n/2) \). We define the fractional Laplacian \((-\triangle)^s\) as the linear operator such that
\[ \mathcal{F} [(-\triangle)^s f(x); k] = |k|^{2s} \hat{f}(k), \] (2.5)
with \( s \) denoting the (fractional) order of the operator.

**Remark 2.1.** The results discussed in this work can be extended to a space of functions larger than \( \mathcal{S}(\mathbb{R}^n) \). However, the precise characterization of these spaces is not germane to the main message and motivation of this study. For details on this matter we refer the reader to, e.g., \([9]\).

In the literature it is possible to find plenty of different representations of \((-\triangle)^s\) holding for \( s \in U \subset (0, n/2) \), in most cases \( U = (0, 1) \). However, these alternative representations turn out to be equivalent to the spectral
ON THE FRACTIONAL LAPLACIAN . . . 5

representation in Definition 2.1 at least for some subsets of (0, 1) and given some restrictions on the domain of applicability of the specific representation, see [9].

Since we are interested in the fundamental solution of the fractional Poisson’s equation, i.e.,

\[ (-\triangle)^s f(x) = -g(x), \quad (2.6) \]

it is natural to wonder about the existence of an “inverse fractional Laplacian” \((-\triangle)^{-s}\) that would allow to read-off the solution for any given source term \(g(x)\). Indeed, such an operator exists and it is related to the well-known Riesz potential [12], defined as follows.

**Definition 2.2 (Riesz potential).** Let \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) and \( \alpha \in (0, n) \), we define the Riesz potential \( I_\alpha f \) as

\[ I_\alpha f(x) := \frac{\Gamma \left( \frac{n-\alpha}{2} \right)}{2^\alpha \pi^{\frac{n}{2}} \Gamma \left( \frac{\alpha}{2} \right)} \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} \, dy. \quad (2.7) \]

By defining the kernel

\[ K_s(x) := \frac{\Gamma \left( \frac{n}{2} - s \right)}{4^s \pi^{\frac{n}{2}} \Gamma \left( s \right)} \frac{1}{|x|^{n-2s}}, \quad (2.8) \]

we see that \( I_{2s} f(x) = (K_s * f)(x) \). Then, by noting that

\[ \hat{K}_s(k) = |k|^{-2s} \]

one can prove the following theorem.

**Theorem 2.1.** Let \( s \in (0, n/2) \), then

\[ (-\triangle)^s I_{2s} f(x) = I_{2s} (-\triangle)^s f(x) = f(x) \quad (2.9) \]

for any \( f \in S(\mathbb{R}^n) \). In other words, \((-\triangle)^{-s} = I_{2s}\).

3. **Variable-order fractional Laplacian**

The standard approach to the variable-order fractional Laplacian relies on the singular integral representation of \((-\triangle)^s\), i.e.,

\[ (-\triangle)^s f(x) = \frac{4^s \Gamma \left( \frac{n}{2} - s \right)}{\pi^{\frac{n}{2}} |\Gamma(-s)|} \text{P.V.} \int_{\mathbb{R}^n} \frac{f(x) - f(y)}{|x-y|^{n+2s}} \, dy \]

\[ = \lim_{\epsilon \to 0} \frac{4^s \Gamma \left( \frac{n}{2} - s \right)}{\pi^{\frac{n}{2}} |\Gamma(-s)|} \int_{\mathbb{R}^n \setminus B_\epsilon(x)} \frac{f(x) - f(y)}{|x-y|^{n+2s}} \, dy \quad (3.1) \]
which is well defined for \( s \in (0, 1) \), with \( B_{\epsilon}(x) \) denoting the ball radius \( \epsilon \) centered at \( x \). The variable-order fractional Laplacian can then be obtained in several ways. The most straightforward extension consists in making \( s \) a space-dependent quantity in Eq. (3.1), see, e.g., [5, 15]. Similarly to this approach, paper [2] defines \( s \) as a two-point space-dependent parameter, i.e., \( s(x, y) \). Both these procedures have the caveat that the resulting variable-order operator is constrained by the condition \( 0 < s(x) < 1 \), for a sufficiently regular \( s(x) \), and do not span the whole set of values allowed by the spectral representation in Definition 2.1. Furthermore, this representation complicates both the analytical and numerical aspects of the study of fractional partial differential equations involving such an operator.

In this work we propose an alternative definition of variable-order fractional Laplacian with the purpose of circumventing the issues mentioned above. Before getting into the details of our proposal, it is convenient to introduce a few notions that will come in handy in what follows. Let us define the radial function

\[
K_s(x) := \frac{\Gamma \left( \frac{n}{2} - s(|x|) \right)}{4^{s(|x|)} \pi^{\frac{n}{2}} \Gamma \left( s(|x|) \right) |x|^{n-2s(|x|)}},
\]

(3.2)

where \( s(|x|) \) is a sufficiently regular function with range \((0, n/2)\), then we have the following definition.

**Definition 3.1 (Variable-order fractional Laplacian (VOFL)).** Let \( s \in C^1[\mathbb{R}^n; (0, n/2)] \) such that

\[
\lim_{|x| \to 0} s(x) = s_1 \in (0, n/2),
\]

\[
\lim_{|x| \to \infty} s(x) = s_2 \in (0, n/2),
\]

and so that \( K_{s(.)} \) in Eq. (3.2) has a non-vanishing, sufficiently regular Fourier transform \( \widehat{K}_{s(.)}(k) \) for which \( \widehat{f}(k) / \widehat{K}_{s(.)}(k) \) admits an inverse Fourier transform for any \( f \in S(\mathbb{R}^n) \). Then, the variable-order fractional Laplacian \( (-\Delta)^{s(.)} \) is defined as the operator satisfying the condition

\[
\mathcal{F} \left[ (-\Delta)^{s(.)} f(x) ; k \right] = \frac{\widehat{f}(k)}{K_{s(.)}(k)}.
\]

(3.3)

**Remark 3.1.** We stress the fact that, compared to the variable-order definitions mentioned above, here, \( s \) is a radial function. The reasons of this choice will be clear in Remark 3.3.
Remark 3.2. The continuity condition and the requirements on the asymptotic behavior of $s(x)$ tell us that $K_{s(\cdot)} \in L^1_{\text{loc}}(\mathbb{R}^n)$ and it decays at infinity as $1/|x|^{n-2s}$. This means that $K_{s(\cdot)}(x)$ can be Fourier-transformed and $\hat{K}_{s(\cdot)} \in S'(\mathbb{R}^n)$.

Furthermore, if we define a variable-order Riesz potential $I_{2s(\cdot)}$ as

$$I_{2s(\cdot)}f(x) := (K_{s(\cdot)} * f)(x),$$

for a sufficiently regular function $f(x)$ one can show that

$$(-\triangle)^{s(\cdot)} I_{2s(\cdot)}f(x) = I_{2s(\cdot)}(-\triangle)^{s(\cdot)} f(x) = f(x),$$

taking advantage of the spectral representation of $I_{2s(\cdot)}$ and of Definition 3.1. Note that in order to identify the variable-order Riesz potential as the inverse of the VOFL these two operators have to be bijections between function spaces. A precise characterization of the function spaces involved in Definition 3.1 is beyond the scope of this Letter and it is left to future studies.

This new definition of VOFL extensively simplifies the analytical treatment of problems involving this operator, though they still remain somewhat problematic at the numerical level when $s \geq 1$. For instance, with the operator in Definition 3.1 one can compute the Green’s function for the variable-order Poisson’s equation

$$(-\triangle)^{s(\cdot)} \Phi(x) = -\delta(x).$$

Indeed, taking the Fourier transform of both sides of the latter equation and multiplying by $\hat{K}_{s(\cdot)}(k)$ on gets

$$\hat{\Phi}(k) = -\hat{K}_{s(\cdot)}(k).$$

Then, computing the inverse Fourier transform one finds

$$\Phi(x) = -K_{s(\cdot)}(x) = -\frac{\Gamma\left(\frac{n}{2} - s(|x|)\right)}{4^{s(|x|)}\pi^{\frac{n}{2}} \Gamma\left(s(|x|)\right)|x|^{n-2s(|x|)}}. \tag{3.8}$$

Hence, given a source function $g(x)$ the solution of

$$(-\triangle)^{s(\cdot)} f(x) = -g(x),$$

simply reads

$$f(x) = (\Phi * g)(x) = -\left(K_{s(\cdot)} * g\right)(x). \tag{3.10}$$

Remark 3.3. Note that the kernel in Eq. (3.2) is a radial function, i.e., it depends solely on $|x|$. This choice aims at preserving the invariance under rotations of the Green’s function for the proposed VOFL. In other
words, we required the Green’s function for the variable-order Poisson’s equation to be scalar (i.e., invariant) under rotations.

Finally, it is worth pointing out that the specific choice of (3.2) and the assumptions in Definition 3.1 select \((a \text{ priori})\) a specific asymptotic behaviour for the Green’s function of (3.6), namely both \(\Phi(x)\) and \(|\nabla \Phi(x)|\) vanish as \(|x| \to \infty\).

4. Two instructive examples

4.1. First example. We consider the fundamental solution, in \(n = 3\) dimensions, of Eq. (3.6) with

\[
s(r) = \frac{6 + 9r}{10(1 + r)},
\]

where \(r = |x|\). Then \(s \in C^1[\mathbb{R}^3; (0.6, 0.9)]\) and

\[
\begin{align*}
s(r) &= 6/10 + \mathcal{O}(r), \quad \text{as } r \to 0, \\
s(r) &= 9/10 + \mathcal{O}(r^{-1}), \quad \text{as } r \to \infty,
\end{align*}
\]

satisfying the conditions on \(s(r)\) in Definition 3.1 and granting that \(K_{s(r)} \in L^1_{\text{loc}}(\mathbb{R}^3)\). Furthermore, we can prove the following lemma.

**Lemma 4.1.** The function \(p(r) = rK_{s(r)}(r)\) is positive decreasing function on \(r > 0\) such that

\[
\lim_{r \to 0} p(r) = +\infty, \quad \lim_{r \to \infty} p(r) = 0.
\]

**Proof.** First, \(p(r)\) is positive since it is defined as the product of two positive functions. Second, the two limits are obtained by studying the asymptotic behavior of \(p(r)\), i.e.,

\[
p(r) = \frac{\Gamma \left( \frac{9}{10} \right)}{2^{6/5}\pi^{3/2} \Gamma \left( \frac{3}{5} \right)} \frac{3\Gamma \left( \frac{9}{10} \right)}{10 \cdot 2^{6/5}\pi^{3/2} \Gamma \left( \frac{3}{5} \right)} \times
\]

\[
\times \left[ -2 \log r + \log 4 + \psi \left( \frac{3}{5} \right) + \psi \left( \frac{9}{10} \right) \right] + \mathcal{O}(r^{6/5})
\]

as \(r \to 0\),

\[
p(r) = \frac{\Gamma \left( \frac{3}{5} \right)}{2^{9/5}\pi^{3/2} \Gamma \left( \frac{9}{10} \right)} \frac{1}{r^{1/5}} + \mathcal{O}(r^{-6/5})
\]

as \(r \to \infty\).

with \(\psi(z) := \frac{d}{dz} \log \Gamma(z)\) denoting the digamma function. Finally, in order to prove the monotonicity of \(p(r)\), we compute its first derivative with
respect to $r$, here denoted with the prime:

$$p'(r) = -\frac{K_{s(r)}(r)}{10(1 + r)^2} \left\{ 2r(r + 5 + \log 8) - 6r \log r + 8 
+ 3r \left[ \psi \left( \frac{9r + 6}{10(r + 1)} \right) + \psi \left( \frac{3}{10} \left( 2 + \frac{1}{r+1} \right) \right) \right] \right\}$$

By taking advantage of the monotonicity of the digamma function (see the Bohr-Mollerup Theorem in [8], and, also, [19]) we have proved that $p'(r) < 0$ for all $r > 0$.

One can then use this result to prove the following proposition.

**Proposition 4.1.** The function $K_{s(r)}(r)$ with $s(r)$ as in Eq. (4.1) has a positive Fourier transform.

**Proof.** First, let us recall that the Fourier transform of a radial function, in three space dimensions, reads

$$\hat{K}_{s(r)}(k) = \frac{4\pi}{k} \int_0^\infty rK_{s(r)}(r) \sin(kr) \, dr = \frac{4\pi}{k} \int_0^\infty p(r) \sin(kr) \, dr.$$

In other words, computing $\hat{K}_{s(r)}(k)$ corresponds to computing the Fourier-Sine transform of $p(r)$ defined as in Lemma 4.1. Since $p(r)$ is a positive, decreasing function of $r$ with a weak singularity at $r = 0$ and vanishing as $r \to \infty$, its Fourier-Sine transform is positive [18], thus implying $\hat{K}_{s(r)}(k) > 0$ for $k > 0$.

This result shows that $\hat{K}_{s(r)}(k)$ does not vanish on $k > 0$, thus proving explicitly that $K_{s(r)}(k)$ satisfies the requirements in Definition 3.1. In Figure 1 we report plots of $\hat{K}_{s(r)}(k)$ and of the fundamental solution of the variable-order Poisson’s equation (i.e., the solution of (3.6)) with $s(r)$ as in (4.1), together with the two limiting cases $s = 0.6$ and $s = 0.9$.

**4.2. Second example.** We consider the same setting as in Section 4.1 with

$$s(r) = \frac{1}{10} \frac{11 + 13r}{1 + r},$$

(4.2)
which, again, belong to $C^1[\mathbb{R}^3; (1.1, 1.3)]$ and such that
\[ s(r) = 11/10 + O(r), \quad \text{as } r \to 0, \]
\[ s(r) = 13/10 + O(r^{-1}), \quad \text{as } r \to \infty, \]
\textit{i.e.}, $1 < s(r) < 3/2$ for $r > 0$, thus satisfying the conditions on $s(r)$ in Definition 3.1 and yielding $K_{s(\cdot)} \in L^1_{\text{loc}}(\mathbb{R}^3)$.

This case is more difficult to compute numerically because the Fourier transform is only defined as a generalized function or distribution. As indicated previously, using radial symmetry in 3D, we use:
\[
\hat{K}_{s(\cdot)}(k) = 4\pi k \int_0^\infty r K_{s(\cdot)}(r) \sin(kr) \, dr.
\]
This integral is defined in the classical sense only when $r K_{s(\cdot)}(r) \to 0$ for $r \to \infty$. This was the case in Example 1 but for Example 2, we need to consider the following definition:
\[
\hat{K}_{s(\cdot)}(k) = \lim_{\lambda \to 0^+} \frac{4\pi}{k} \int_0^\infty e^{-\lambda r} r K_{s(\cdot)}(r) \sin(kr) \, dr.
\]
To estimate this integral numerically, we partition it using the period of $\sin(kr)$:
\[
\int_0^\infty e^{-\lambda r} r K_{s(\cdot)}(r) \sin(kr) \, dr = \sum_{i=0}^{\infty} \int_{i2\pi/k}^{(i+1)2\pi/k} e^{-\lambda r} r K_{s(\cdot)}(r) \sin(kr) \, dr.
\]
For $r$ sufficiently large, we have:

$$e^{-\lambda r}rK_{s}(r) \propto e^{-\lambda r}r^{a},$$

with $a = 1 - n + 2s(\infty) = 0.6$ (in this example). We can then estimate the integral over one period of $\sin(kr)$ (for $i$ sufficiently large):

$$\Delta \hat{K}_{s(i),i} = \int_{2\pi/k}^{(i+1)2\pi/k} e^{-\lambda r}rK_{s}(r) \sin(kr) \, dr = \frac{8\pi^{2}}{k^{3}} (\lambda - \frac{a}{r^{i}}) e^{-\lambda r_{i}}r_{i}K_{s}(r_{i}) + O(e^{-\lambda r_{i}}k^{-4}), \quad (4.3)$$

$$r_{i} = (i + 1/2)\frac{2\pi}{k}.$$ 

We see that the sum over $i$ is convergent as expected. In Figure 2, we show $\hat{K}_{s(i)}$ and the value of $\Delta \hat{K}_{s(i),i}$ vs the period number $i$.

**Figure 2.** Plots of $\hat{K}_{s(i)}$ for different values of $\lambda$ vs the frequency $k$ (left) and $\Delta \hat{K}_{s(i),i}$ for $k = 5$ for different values of $\lambda$ vs the period number $i$ (right). As expected the convergence is slower for small $\lambda$. The positive local maximum for $\Delta \hat{K}_{s(i),i}$ occurs around $i \approx ak\lambda^{-1}$.

Using this analysis, we can estimate the error when numerically truncating the sum over $i$. We can use the following estimate for $I$ sufficiently large:

$$\left| \int_{2\pi I/k}^{\infty} e^{-\lambda r}rK_{s}(r) \sin(kr) \, dr \right| = \frac{e^{-\lambda r_{I}}r_{I}K_{s}(r_{I})}{k} + O(e^{-\lambda r_{I}}k^{-2}), \quad (4.4)$$

with $r_{I} = 2\pi I/k$. 
In Figure 3 we show $\Delta \hat{K}_{s(i)}$, computed numerically and using Eq. (4.3), and the truncation error for $\hat{K}_{s(i)}$ vs the period $i$ computed numerically and with Eq. (4.4).

Figure 3. Plots of $\Delta \hat{K}_{s(i), i}$ computed numerically and with Eq. (4.3) (left) and the truncation error estimated numerically and with Eq. (4.4) (right) for $k = 5$.

When $s(\infty) < 1$, $a < 0$ and the integral converges even when $\lambda = 0$. This was the case in Example 1.

For $s(\infty) > 1$ and $a > 0$, the convergence with respect to $\lambda \to 0^+$ is more difficult to establish and we will rely simply on the numerical benchmarks for that.

In Figure 4, we report plots of $\hat{K}_{s(i)}(k)$ and of the fundamental solution of the variable-order Poisson’s equation with $s(r)$ as in Eq. (4.1), together with the two limiting cases $s = 1.1$ and $s = 1.3$.

5. Discussion and outlook

We presented a novel definition of the variable-order fractional Laplacian based on a natural generalization of the constant-order Riesz potential. A remarkable feature of this definition is that it extends the range of the fractional parameter $s(x)$ from $(0, 1)$ to the entire set $(0, n/2)$, with $n$ denoting the number of spatial dimensions. Also, we investigated the properties of the generalized Poisson’s equation involving this operator and we computed its Green’s function. Lastly, we provided two explicit realizations of
Figure 4. Plots of $\hat{K}_{s(\cdot)}(x)(k)$ and $\Phi = -K_{s(\cdot)}(r = |x|)$.

this Green’s function, specifically for $0.6 < s(x) < 0.9$ and $1.1 < s(x) < 1.3$. Although for the first example we can rigorously check that $K_{s(\cdot)}(x)$ satisfies the requirements of Definition 3.1, this is not the case for the second example and one can only verify these conditions numerically.

This novel definition provides a valuable tool for studying various physical scenarios displaying nonlocal properties. As an example, the VOFL as in Definition 3.1 may provide insights for validating fractional Newtonian gravity [6, 7] against astrophysical observations. In other words, by using a regression procedure based on observations, one could identify the optimal $\hat{K}$, from which $K$ can be then computed.

It is worth pointing out that this work is intended as a “proof of concept” aimed at paving a new way for the study of variable-order fractional problems on $\mathbb{R}^n$. This approach thus begs for further investigations in the realm of function spaces and, more in general, for a more rigorous underlying mathematical structure. This is, however, not the scope of this study and therefore this matter is left to future works.
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