Test cost and misclassification cost trade-off using reframing
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Abstract

Many solutions to cost-sensitive classification (and regression) rely on some or all of the following assumptions: we have complete knowledge about the cost context at training time, we can easily re-train whenever the cost context changes, and we have technique-specific methods (such as cost-sensitive decision trees) that can take advantage of that information. In this paper we address the problem of selecting models and minimising joint cost (integrating both misclassification cost and test costs) without any of the above assumptions. We introduce methods and plots (such as the so-called JROC plots) that can work with any off-the-shelf predictive technique, including ensembles, such that we reframe the model to use the appropriate subset of attributes (the feature configuration) during deployment time. In other words, models are trained with the available attributes (once and for all) and then deployed by setting missing values on the attributes that are deemed ineffective for reducing the joint cost. As the number of feature configuration combinations grows exponentially with the number of features we introduce quadratic methods that are able to approximate the optimal configuration and model choices, as shown by the experimental results.
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1 Introduction

The feature space (including both input and output variables) characterises a data mining problem [29]. In predictive (supervised) problems, the quality and availability of features determines the predictability of the dependent variable, and the performance of data mining models in terms of misclassification or regression error. Good features, however, are usually difficult to obtain. It is usual that many instances come with missing values, either because the actual value for a given attribute was not available or because it was too expensive (e.g., in medical domains, where attributes usually correspond to diagnostic tests). This frequently represents a utility or cost-sensitive learning dilemma [35, 11] between misclassification (or regression error) costs and tests costs, both being integrated into a joint cost.

One possible option is known as missing value imputation [37], but this approach is not usually appropriate when test costs are considered. First, imputing missing values “is regarded as unnecessary for cost-sensitive learning that also considers the test costs” [36]. Second, expensive attributes (e.g., in diagnosis) are usually missing for many other instances as well and it is difficulty to infer them from other instances or attributes.

The most common option is to train models that are able to do reasonably good predictions with the available attributes. However, a more powerful approach is to find a trade-off (in terms of minimising joint cost) about how many (and which) attributes need to be used. Retraining with all the attribute subsets (possibly using feature selection) does not seem to be a good option, because for \( n \) attributes we typically have \( 2^n \) possible combinations. As a result, one common option is to use techniques that lead to models that can use any subset of attributes. Decision trees are the usual choice [30, 36, 31] because the use of attributes can be customised in many different ways. Similarly, we could also try —if not already done— to design cost-sensitive versions of many other families of techniques, such as Bayesian models, neural networks, logistic
regression, kernel methods, etc., with varying success. This would lead to two problems. One one hand, we would need to have a library of specific cost-sensitive algorithms for classification and regression, which would also limit our range of options and the use of the ultimate learning techniques (until cost-sensitive versions appear and are implemented). On the other hand, even assuming that this is possible, we would require some tools to properly select which model is better, as we do not know in advance (in training time) what the misclassification (or regression error) cost and test cost context will be during deployment. In fact, each instance may have a different subset of missing values and a different cost context, so any choice performed during the training stage will be specific and biased.

In this paper, we explore an alternative, more general approach that can use off-the-shelf machine learning methods. The procedure is simple: we use any data mining technique that accepts missing values during training and prediction and learn a predictive model with our training data as usual. Then, we evaluate the model (on a validation dataset) by exploring the lattice of attribute subsets, with a very straightforward mechanism: we set missing values on purpose for each combination in the lattice. As a result, we know how well our model behaves for any attribute subset. From here, once the model needs to be deployed on unlabelled data, and whenever a new instance appears (with a possibly particular cost context) we decide which attributes the model requires to get the lowest expected joint cost. This is done by calculating the expected joint cost for each point in the lattice. In this sense, each prediction is associated with a possibly different operating condition, and the best attribute subset is chosen.

Interestingly, we can use the previous approach for more than one model, and see that some models dominate for some operating conditions over the rest. This is exactly the way ROC analysis works (for classification [34, 19, 24, 13, 32] and for regression [23]). We will introduce graphical plots and procedures to make this selection and also to reduce the number of combinations in the lattice that need to be explored in order to make a good selection.

The goal of the paper is then to introduce new methods to make optimal choices in terms of joint cost (i.e., considering both misclassification and test costs) when using off-the-shelf data mining models. An optimal choice is understood as selecting the right model with the right subset of attributes. In this paper we will focus on classification, but many of the ideas could be extended to regression as well.

Section 2 reviews the notion of misclassification and test costs, cost context, and motivates the possibility of solving the problem of cost minimisation and model selection in a different way. Section 3 proposes the idea of reframing an existing model to a new cost context by setting (or letting) some of the attributes as missing. Several examples show that good results can be obtained by setting most of the attributes missing during deployment, and show that the approach can be applied to any kind of predictive technique, including ensembles. Section 4 introduces a more effective way of analysing and finding the trade-off between test cost (TC) and misclassification cost (MC), by plotting TC on the x-axis and MC on the y-axis, and finding the optimal feature and model configuration using isometrics on these plots. The notion of convex hull and dominance are also introduced. After realising that there are $2^m$ feature configurations for $m$ features, section 5 explores hull approximations by performing a quadratic selection on the number of configurations that need to be explored. Section 6 evaluates these approximations on several datasets and cost context. Section 7 closes the paper with some recommendations and take-away messages about how to use the methods and plots introduced here. Several extensions are proposed as future work.

## 2 Motivation

We will focus on classification problems, characterised by a multivariate input domain $X$, i.e., a tuple of elements of sets $X_1, X_2, \ldots, X_m$, where $m$ is the number of features or input attributes, possibly containing the null value, and a univariate output domain $Y \subseteq \{l_1, l_2, \ldots, l_c\}$, where $c$ is the number of classes or labels of the output attribute. The domain space $D$ is then $X \times Y$. Examples or instances are just pairs $\langle x, y \rangle \in D$, and datasets are subsets (actually multi-sets) of $D$. The length of a dataset will usually be denoted by $n$. A crisp or hard classification model $\hat{f}$ is a function $\hat{f} : X \rightarrow Y$. We just represent the true value by $y$ and the estimated value by $\hat{y}$. Subindices will be used when referring to more than one example.

---

1. Given an example with some non-missing and some missing values we may decide increase the number of non-missing values. Given a case for which we have not still retrieved any of the attributes (tests) we decide how many (and which) attributes we are going to ask for.
in a dataset. Given an example $i$, the values of the $m$ input attributes are denoted by $x_{i,1}, x_{i,2}, \ldots, x_{i,m}$. Throughout the paper we will use several classifiers from Weka \[22\]. In this paper we are especially interested in using the techniques as they are, being able to use techniques that are, in principle, inattentive to the use of all the attributes, such as kernel methods, ensembles, etc. In particular, we will use SMO (a support vector machine), IBk (a k-nearest neighbour), J48 (a decision tree), Adaboost (an ensemble method with J48 decision trees) and Bagging (an example method with J48 decision trees). All of them will be used with their default parameters.

Once this common setting for classification is set, we may wonder how models are created and deployed. In fact, models are usually learned under some contextual information but possibly deployed several times under changing conditions. Reuse of learned models is of critical importance in the majority of knowledge-intensive application areas, particularly because the operating context can be expected to vary from training to deployment and we need to make the best decision according to that context \[34, 19\]. One kind of context is related to the way inputs (i.e., features) can vary from training to deployment. Among these changes, we can mention two important ones: attributes may not be available (missing values) or may have different test costs. Another type of context depends on how class distribution and misclassification costs affect the output variable. Note that these context changes may happen for each problem instance individually. For instance, in a medical domain, some tests may not be applicable to some patients (as can be contraindicated or risky), and other tests may be more or less expensive depending on the patient (her insurance policy). Also, for the output variable, a wrong diagnosis usually has asymmetric costs, as a false negative is usually worse (and economically more expensive in the long term) than a false positive. Again, these costs may be different for each example.

These two types of costs (test costs and misclassification costs) are highly intertwined. In fact, as Turney \[35\] points out, we can only rationally determine whether it is worthwhile to pay the cost of test when we know the cost of misclassification errors. If the cost of misclassification errors is much greater than the cost of tests, then it is rational to purchase all tests that seem to have some predictive value. But if the cost of misclassification errors is much less than the cost of tests, then it is not rational to purchase any tests.

Let us define these types of cost formally:

**Definition 1.** A misclassification cost function is any function $M : \mathbb{Y} \times \mathbb{Y} \rightarrow \mathbb{R}$ which compares elements in the output domain. For convenience, the first argument will be the estimated value, and the second argument the actual value.

As $\mathbb{Y}$ is a discrete set, typically we refer to $M$ as the misclassification cost matrix. We will assume that the diagonal of the matrix is zero (i.e., $\forall y : M(y, y) = 0$) and that the other elements of the matrix are greater than or equal to 0.

We can have a different matrix for each example, denoted by $M_i$. From above, we define the misclassification cost $MC$ of an example $i$ as $MC_i \triangleq M_i(\hat{y}_i, y_i)$. Only when the matrix is the same for all the examples, we can just calculate the average $MC$ as the Frobenius product between the confusion matrix for the whole dataset and the cost matrix, divided by $n$.

**Definition 2.** The test cost vector is a real vector of size $m$, i.e., $(t_1, t_2, \ldots, t_m)$, where $m$ is the number of attributes. The test cost function $T_j$ is any function as follows:

$$T_j(x) \triangleq \begin{cases} t_j & \text{if } x \text{ is not null} \\ 0 & \text{otherwise} \end{cases}$$

We can have a different test cost function for each example and attribute, denoted by $T_{i,j}$. From above, we define the test cost $TC$ of an example $i$ as $TC_i \triangleq \sum_{j=1}^{m} T_{i,j}(x_{i,j})$. Only when $T_{i,j}$ are independent of the example $i$ we can just calculate the average $TC$ as the dot product between the use vector (how many times each attribute has been used for the dataset) and the test cost vector, divided by $n$.

We want to integrate both the misclassification cost and the test cost in one single measure of cost:

**Definition 3.** The joint cost for example $i$ is:

$$JC_i \triangleq \alpha \cdot MC_i + (1 - \alpha) \cdot TC_i$$

with $\alpha \in [0, 1]$. 

The value \( \alpha \) will be better explained later on, but clearly sets more relevance to misclassification or test costs. If \( \alpha = 1 \) only the misclassification cost matters, and if \( \alpha = 0 \) only the test cost matters. \( M, T \) and \( \alpha \) configure the cost context or operating condition. With \( m \) attributes and \( c \) classes, there are \( m + c(c - 1) - 1 \) degrees of freedom (assuming the cost matrix has a zero diagonal).

**Example 1.** Consider the iris dataset [7], created by R.A. Fisher, which is composed of four attributes: SL, SW, PL and PW and three classes: setosa, versicolour and virginica.

Assume that we have an example where the test cost vector is \((3, 2, 10, 5)\) and the misclassification cost matrix \( M \) is defined as follows:

\[
\begin{array}{ccc}
\text{setosa} & \text{versicolour} & \text{virginica} \\
\text{setosa} & 0 & 20 & 15 \\
\text{versicolour} & 5 & 0 & 15 \\
\text{virginica} & 30 & 15 & 0 \\
\end{array}
\]

where columns represent the actual value and rows the predicted value. Consider also that we have three models to be applied to the same instance. Model 1 requires attributes SL and PL and predicts virginica, model 2 requires attributes SL and SW and predicts setosa, and model 3 requires all attributes and predicts versicolour. If the true label is versicolour, then we have \( JC = MC + TC = 15 + (3 + 10) = 28 \) for model 1, \( JC = MC + TC = 20 + (3 + 2) = 25 \) for model 2, and \( JC = MC + TC = 0 + (3 + 2 + 10 + 5) = 20 \) for model 3.

In the previous example, model 3 is better than the other two for this example. Of course, in general, we need to make the decision of which model to use without knowing the actual label, and that will depend on the reliability of the models and the class frequencies. This is then a decision problem that can be solved by determining the model with lowest expected cost.

Interestingly, we may wonder what would happen if we removed attribute PW for model 3. Even if we are told that model 3 was trained to work with that attribute, it is not difficult to guess what the model could do without it and still give a prediction. As we will see in more detail below, there are (at least) two ways to do it. First, we could set PW to null (i.e., make it missing) and see what happens. Second, we could consider as range values for the attribute and get the most frequently predicted class. Clearly, none of these methods actually requires the attribute but allows us to use model 3. Imagine that, by using any of these two methods, model 3 still predicts versicolour. Our cost would have been lowered down to 15.

So, the question we want to address in this paper is not only what model to choose but also the subset of attributes that we will use (‘buy’). How can we analyse this problem systematically? Can we use any kind of technique in machine learning, statistics and data mining, including ensembles, kernel methods, etc., where the tests costs are originally high.

### 3 Reframing the model with missing values on purpose

There has been an extensive work in the past decades on how the performance of a predictive technique evolves with different feature subsets. This is the core of feature selection techniques. In fact, model performance can even be increased by using a subset of the original attributes. Also, if we think about costs, most works on minimising costs have taken this approach [30, 36, 31].

However, we can also consider that the model has already been trained (with possibly all the attributes) and we may just want to apply the model with fewer available attributes, e.g., when missing values appear or when we cannot afford ‘buying’ some of the tests included in the model. It is important to say that we consider models that may have been developed by experts or by automated predictive analysis tools, or both. Re-training can be a bad choice on many occasions: when we have an expert (human-made) model, when we are using ensembles or other techniques with high training costs, when the training data is no longer available, or when the cost context changes recurrently, even for each example.

What can we do instead of re-training? What we do is to **reframe** the original model to a situation with fewer attributes, a different feature configuration. But, how do models behave when we remove attributes from them?

First, we need to clarify how we can get predictions from a model that takes \( m \) attributes when we only provide \( m' < m \). There are two possible ways of reframing a model in order to do this:
1. Setting the attribute to null. Many models can just work with missing values for test instances. However, on some occasions the model cannot take null values (e.g., logistic regression is usually one of these techniques). Nonetheless, it highly depends on the implementation of the technique (or the model).

2. Instead, we can invent or negotiate over the attribute \( \text{[4]} \). This means that if it is a nominal attribute, we can just ask the model to give a prediction for all the possible values for the attribute, get the predictions, and calculate the most frequently predicted class. If it is a numerical attribute, we can just use a sampling or discretisation and then behave similarly. If we have information about the attribute value distribution, we can also use it, as in missing value imputation.

This second approach is more powerful (and related to missing value imputation and feature selection). In fact, on occasions, we may even realise that we get the same prediction for whatever value of the attribute (i.e., this is said to be a non-negotiable attribute in terms of \( \text{[4]} \)) so we can clearly save the cost of getting the value for this attribute. However, for simplicity, we will work with the first way, as using a null value works for many DM/ML techniques and libraries, without further modification of our models. In our case, it just worked smoothly with Weka \([22]\).

Once we know a simple procedure to reduce the attribute set, let us analyse how models behave. Figure \([1]\) shows the evolution of accuracy\(^2\) for all the possible subsets of the iris and the diabetes dataset (the subset lattice). Models are trained for \( \frac{2}{3} \) of the data and evaluated with the rest. We see many interesting things here. First, the general pattern is to get more accuracy as more attributes are used. But, obviously, some attributes are more important than others, leading to a sawtooth picture. Second, and more interestingly, the minimum is found at the majority-class classifier, i.e., if we are not given any information about any attribute, the best thing that we can do is to predict the majority class (or the class with lowest expected loss if misclassification costs are taken into account). Third, now surprisingly, we see that for some models and problems (Figure \([1]\) right), the maximum is not obtained with all the attributes. In fact, it is obtained at several other places, one of them with six attributes removed (of the possible eight).

We can show the specific values of \( MC \), \( TC \) and the aggregate \( JC \) for a given context of \( M \), \( T \) and \( \alpha \).  

\(^2\text{We show accuracy, but we could show other measures such as AUC or MSE \([16, 29]\).\)
Figure 2: Evolution of $MC$, $TC$ and $JC$ according to attribute selection for a SMO (SVM) model using the uniform context (see definition [4]). Left: iris dataset. The configuration which minimises the $JC$ is given by the use of only attribute 4 (removing -1-2-3) Right: Pima Indian diabetes dataset. The configuration that minimises the $TC$ is given by only two attributes (removing six).

We will first consider a ‘uniform’ operating context:

**Definition 4.** The uniform operating context $\theta_U$ is defined by a uniform test cost vector $(1/m, 1/m, \ldots, 1/m)$ and a uniform misclassification cost matrix $M$ where $\forall y_1, y_2 : M(y_1, y_2) = c/(c - 1)$ if $y_1 \neq y_2$ and 0 otherwise. Also, $\alpha = 0.5$.

The parameters of this context have the property that given a problem whose classes are perfectly balanced, the expected $MC$ of a random classifier is 1 and the expected $TC$ of a classifier using all the attributes is 1. As a consequence, $JC = 1$. For this context, any model with $JC > 1$ is clearly a model to be discarded. In fact, as a random classifier does not need to use any of the attributes, any $JC > 0.5$ is also discardable for this context. It is easy to see that if $T$ is the uniform test cost vector and $M$ is the uniform misclassification cost matrix, we have that $\sum T = 1$ and $\sum M = c^2$. This property will be known as a context being normalised.

Figure 2 shows the evolution of $MC$, $TC$ and the aggregate $JC$ for the uniform context described above. We see that the information shown is very similar to that evolution of Figure 1. However, for other operating contexts, things might be different. Let us see this.

The new (non-uniform) operating context is defined as follows for the problems “iris” and “Pima Indian diabetes”.

The operating context $\theta_1$ for “iris” is just the one in example [1]. The operating context $\theta_2$ for “Pima Indian diabetes” is defined as a test cost vector is $(2, 50, 5, 5, 20, 3, 10, 1)$, which means that the most expensive tests correspond to ‘plasma glucose concentration’, ‘2hour serum insulin’ and ‘diabetes pedigree function’. The misclassification cost matrix $M$ is defined as follows:

\[
\begin{array}{c|cc}
& \text{negative (0)} & \text{positive (1)} \\
\hline
\text{negative (0)} & 0 & 200 \\
\text{positive (1)} & 50 & 0 \\
\end{array}
\]

where columns represent the actual value and rows the predicted value. The value of $\alpha$ is 0.5.

With these operating contexts, Figure 3 shows the same plots as Figure 2 with a different result.
Figure 3: Evolution of $MC$, $TC$ and $JC$ according to attribute selection for a SMO (SVM) model. Left: iris dataset using context $\theta_1$. The configuration that minimises the $TC$ is given by attribute 4. Right: Pima Indian diabetes dataset using context $\theta_2$. The configuration that minimises the $TC$ is given by removing all the attributes.

4 The MC/TC trade-off: JROC plots

The plots seen in the previous section are very informative for a given operating context. If the plots are drawn on a validation set, we will just choose the model and feature configuration that minimises the $JC$. However, there are some problems with the previous plots: if we have several models, the plot gets too crowded. Also, the curves are usually too sawtooth. Finally, we need to change the curves whenever we change the operating context.

While some of the above problems are difficult to solve completely, most especially because we have $m + c(c - 1) - 1$ degrees of freedom, we can see a more convenient alternative that minimises these problems. The alternative is based on a graphical visualisation of the MC/TC trade-off that we call JROC plots.

Definition 5. A JROC plot shows the test cost ($TC$) on the $x$–axis and misclassification cost ($MC$) on the $y$–axis.

Figure 4 shows JROC plots for iris and Pima Indian diabetes. For iris, as it has four attributes, we see $2^4 \times 3$ points, $2^4$ for each model. For diabetes, as it has eight attributes, we see $2^8 \times 3$ points, $2^8$ for each model. Those models and configurations which go closer to the bottom left corner are better than those that are placed on the top right area of the plot. There is always a point with $0$ $TC$ and a usually high misclassification cost, frequently matching the majority class model. However, as mentioned earlier on, the minimum $MC$ is not always achieved with maximum $TC$. In this particular case, the minimum $MC$ for diabetes is obtained with a $TC$ of 0.22.

Figure 5 shows a similar plot with different cost contexts. Here, we also see how the points are now located in different places. Even though the classifiers are the same, the distribution of the points is very different.

Intentionally, we have not shown $\alpha$ on the plots, even though, according to definition 3, we cannot calculate $JC$ unless this value is fixed. The following lemma shows that the same plot can be used to calculate $JC$ for any value of $\alpha$, with the notion of cost isometrics.

Proposition 1. Given a value of $\alpha$ the points which are connected by a line with slope $\frac{1-\alpha}{\alpha}$ have the same $JC$.  
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Figure 4: JROC plots for the three models: decision trees, SMO and IBk. We use the uniform operating context $\theta_U$. We show test cost ($TC$) on the $x$-axis and misclassification cost ($MC$) on the $y$-axis. Left: iris dataset. Right: Pima Indian diabetes dataset. For iris we see that decision trees and kNN (IBk) perform better, as the points which are most on the bottom left are of these models. However, for diabetes, it seems that SMO and kNN get closer to the desired bottom left corner.

Figure 5: JROC plots for the three models: decision trees, SMO and IBk. We show test cost ($TC$) on the $x$-axis and misclassification cost ($MC$) on the $y$-axis. Left: iris dataset with the operating context $\theta_1$. Right: Pima Indian diabetes dataset with the operating context $\theta_2$. Compare to Figure 4 which uses a different cost context.
From definition \ref{eq:1}, we have that $JC = \alpha \cdot MC + (1 - \alpha) \cdot TC$. Consequently, two points $a$ and $b$ have the same $JC$ iff $\alpha \cdot MC_a + (1 - \alpha) \cdot TC_a = \alpha \cdot MC_b + (1 - \alpha) \cdot TC_b$. Operating with this equation, we get:

$$\begin{align*}
\alpha \cdot MC_a + (1 - \alpha) \cdot TC_a &= \alpha \cdot MC_b + (1 - \alpha) \cdot TC_b \\
MC_a + \frac{1 - \alpha}{\alpha} \cdot TC_a &= MC_b + \frac{1 - \alpha}{\alpha} \cdot TC_b \\
MC_a - MC_b &= \frac{1 - \alpha}{\alpha} \cdot (TC_b - TC_a) \\
MC_a - MC_b &= \frac{1 - \alpha}{\alpha} \\
\frac{MC_a - MC_b}{TC_a - TC_b} &= \frac{1 - \alpha}{\alpha}
\end{align*}$$

As the last expression is the change in $y$ divided by the change in $x$, the expression $\frac{1 - \alpha}{\alpha}$ is the slope of this line.

If $\alpha = 1$ only the misclassification cost matters and the slope is 0, and if $\alpha = 0$ only the test cost matters and the slope is infinite. It is clear that $\alpha$ only represents one of the $m + c(c - 1) - 1$ degrees of freedom, but it is able to consider the most important one: the relative relevance between misclassification and test costs.

As in classical ROC analysis, if we slide an isometric line given by a value of $\alpha$ from the point $(0, 0)$ in the opposite direction (towards the top-right part of the plot), we will eventually find one point (or more) on the plot. This is the best point according to the operating condition.

Figure \ref{fig:6} shows three different isometrics given by operating conditions $\alpha = 0.03$, $\alpha = 0.5$ and $\alpha = 0.9$ and where they touch on the cloud of points. As we can see, different feature configurations and models are chosen for each operating condition.

Finally, if we consider all possible values of $\alpha \in [0, 1]$ we see that some points are never chosen. This is exactly the notion of convex hull:

\begin{definition}
A JROC convex hull of a model is the convex hull of the set of points on the JROC space that are defined using all the attribute subsets.
\end{definition}

Figure \ref{fig:7} shows the convex hull for each of the three models. We can also see the regions of dominance. For diabetes, IBk dominates for high values of $\alpha$, while the decision tree dominates for low values of $\alpha$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{iso}
\caption{We show the same plots as \ref{fig:5} but now we show isometrics for operating condition $\alpha = 0.03$, $\alpha = 0.5$ and $\alpha = 0.9$. Left: iris dataset with the operating context $\theta_1$. Right: Pima Indian diabetes dataset with the operating context $\theta_2$.}
\end{figure}
Figure 7: We show the same plots as [3] but now the convex hulls for the three models are also drawn. Left: iris dataset with the operating context $\theta_1$. Right: Pima Indian diabetes dataset with the operating context $\theta_2$.

From here we can calculate the regions of dominance for $\alpha$ and choose the best model accordingly, in the very same way as in ROC analysis.

5 Approximating the JROC hull

The previous procedure allows us to determine the best model and configuration given the operating condition. We only need to calculate where all the points lie, compute the convex hull and find the one that corresponds for each possible $\alpha$ in application time. While this looks easy to do, there is one big issue. As the number of attributes increase, the number of points for a model grows exponentially: a lattice for $\theta$ attributes has $2^m$ nodes. For instance, for a model with 16 attributes, we would have $2^{16} = 65536$ points. Navigating the complete lattice of attribute subsets, and calculating their expected $TC$ and $MC$ would be infeasible. So we need to explore some ways to reduce the number of configurations that are evaluated, while still having a good approximation of the JROC hulls in order to do the correct decisions and get the optimal cost.

We will consider how to reduce the number of configurations from an exponential growth ($O(2^m)$), given by a full method, to a quadratic growth ($O(m^2)$). We consider four possible methods:

- Backward $MC$-guided (BMC): we start with one case with the $m$ attributes, we evaluate with the $m$ cases removing one attribute, and choose the best one in terms of $MC$, then we evaluate the $m - 1$ cases removing one attribute from the previous one, and so on. This leads to exactly $1 + (m) + (m - 1) + (m - 2) + \ldots + 1 = m(m+1)/2 + 1$, which has an order of $O(m^2)$.
- Backward $TC$-guided (BTC): as BMC but using $TC$ instead. It has the same order and number of points.
- Backward $JC$-guided (BJC): as BMC but using $JC$ instead. It has the same order and number of points.
- Monte Carlo (RND): a random sample over the lattice. In order to make comparison fair, we will also consider the same number of elements.

3There would also be the forward versions as well. We rule these possibilities out here for the simplicity of exposition, and also because we think that the results would be similar, but they could also be considered in practice.
Figure 8: We show the points and the hull of the combinations selected by the method BMC. There are $m(m + 1)/2 + 1$ points for each model instead of $2^m$. Compare with Figure 7. Left: iris dataset with the operating context $\theta_1$. Right: Pima Indian diabetes dataset with the operating context $\theta_2$.

| # | Dataset name | m | n  | c  |
|---|-------------|---|----|----|
| 1 | iris        | 4 | 150| 3  |
| 2 | diabetes    | 8 | 768| 2  |
| 3 | balance-scale| 5 | 625| 3  |
| 4 | breast-w    | 11| 320| 2  |
| 5 | breast-cancer| 10| 286| 2  |
| 6 | glass       | 9 | 214| 5  |

Table 1: Description of the datasets used in the experiments.

It is easy to show that if the misclassification cost matrix is uniform, then BTC and BJC are equivalent. If the test cost vector then BMC and BJC are equivalent. If both the misclassification cost matrix and the cost vector are uniform (i.e., the uniform operating context $\theta_U$) then BMC, BTC and BJC are equivalent.

Figure 8 shows the results for the BMC method for our two datasets and operating contexts $\theta_1$ and $\theta_2$.

Similarly, we have the results for the BTC, BJC and RND methods on figures 9, 10 and 11. If we compare with Figure 7, we see that the hulls are much worse for BTC, and notably worse for BJC and RND. However, we see that the results for BMC are good, almost identical to Figure 7. Does this observation hold in general? This (and other things) are explored in the experiments.

6 Experiments

Now we are going to explore whether the JROC plots are effective, and also whether their quadratic approximation suffers from a degradation. In order to do that, we consider six datasets of the UCI repository, with number of attributes between 4 and 11, as shown in Table 1. We could not use larger datasets in this first experiment because the Full method is too slow as the number of elements to explore in the lattice grows exponentially.

We consider two different contexts: a uniform context $\theta_u$ and a random context where each value of the misclassification cost matrix and test cost vector are obtained by multiplying the original value of the
Figure 9: We show the points and the hull of the combinations selected by the method BTC. There are $m(m + 1)/2 + 1$ points for each model instead of $2^m$. Compare with Figure 7. Left: iris dataset with the operating context $\theta_1$. Right: Pima Indian diabetes dataset with the operating context $\theta_2$.

Figure 10: We show the points and the hull of the combinations selected by the method BJC. There are $m(m + 1)/2 + 1$ points for each model instead of $2^m$. Compare with Figure 7. Left: iris dataset with the operating context $\theta_1$. Right: Pima Indian diabetes dataset with the operating context $\theta_2$. 
Figure 11: We show the points and the hull of the combinations selected by the method RND. There are \( m(m + 1)/2 + 1 \) points for each model instead of \( 2^m \). Compare with Figure 7. Left: iris dataset with the operating context \( \theta_1 \). Right: Pima Indian diabetes dataset with the operating context \( \theta_2 \).

uniform context by \( k \), where \( k = e^{\beta \times (k_0 - 0.5)} \), \( k_0 \) is obtained as a random number between 0 and 1 using a uniform distribution, and \( \beta \) is a factor of how irregular we want the vector and matrix to be. We set \( \beta = 10 \) for the following experiments. Once this function is applied, the test cost vector \( T \) and the misclassification cost matrix \( M \) are normalised such that \( \sum T = 1 \) and \( \sum M = c^2 \).

For each dataset of size \( n \), we split it into a work dataset (\( 2n/3 \) of the data) and the remaining data (\( n/3 \)) for test. With the work dataset, we perform a split of the work dataset into two halves. We train four models (SMO, IBk, Adaboost with J48, Bagging with J48) with the first half of the data (\( n/3 \)) and calculate all the points (i.e., \( TC \) and \( MC \)) according to the full method, and the BMC, BTC, BJC and RND methods with the other half. Next, we choose 5 values of \( \alpha \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \) and determine the best configuration of model and feature subset for each of the five methods. We use the configurations given by the five methods (Full, BMC, BTC, BJC and RND) for the test set and calculate the \( JC \).

We repeat the experiment 4 times. This gives us, \( 4 \times 5 = 20 \) results for each of the 4 methods for each of the 6 datasets.

6.1 Uniform context

First we give the results for the uniform context. Table 2 shows the mean and standard deviation of the results for each dataset and method. We see that Full cannot be improved by the other methods, as it explores all the possibilities. In general, the RND method is worse than the backward methods, except for dataset 1 (the smaller one, iris, where the number of explored configurations is \( 4 \times 5 + 1 = 11 \) in front of a total of 16, which is not a big difference). In fact, for the big datasets, where the difference in explored configuration grows exponentially, we see that the backward methods get close to the Full methods, which gives support to these approximation.

Table 3 shows the results aggregated for all datasets but showing each value of \( \alpha \). This means (8 datasets with 10 repetitions). In this case, we can see that the backward methods are consistently better than the RND method and are reasonable close to the Full method. The influence of \( \alpha \) is not particularly clear, the approximation is similar for all of them.

Finally, we want to see the whole picture and perform a statistical test. In order to assess the significance of the experimental results we will use a custom procedure, following [28] and [18, ch.12], which in turn is mostly based on [9]. Since we will not have any baseline method, we will use a Friedman test to tell whether
| Dataset | Full | BMC | BTC | BJC | RND |
|---------|------|-----|-----|-----|-----|
| 1       | 0.166 ± 0.0713 | 0.222 ± 0.105 | 0.207 ± 0.0909 | 0.222 ± 0.105 | 0.181 ± 0.0779 |
| 2       | 0.124 ± 0.0358 | 0.138 ± 0.0487 | 0.132 ± 0.0436 | 0.138 ± 0.0487 | 0.192 ± 0.0429 |
| 3       | 0.281 ± 0.156  | 0.286 ± 0.158  | 0.29 ± 0.162   | 0.286 ± 0.158  | 0.344 ± 0.122  |
| 4       | 0.289 ± 0.138  | 0.295 ± 0.142  | 0.293 ± 0.142  | 0.295 ± 0.142  | 0.358 ± 0.097  |
| 5       | 0.303 ± 0.123  | 0.328 ± 0.122  | 0.333 ± 0.13   | 0.328 ± 0.122  | 0.374 ± 0.0943 |
| 6       | 0.275 ± 0.129  | 0.28 ± 0.132   | 0.278 ± 0.131  | 0.28 ± 0.132   | 0.297 ± 0.126  |

Table 2: JC results (mean and standard deviation) of the 20 results (5 values of alpha with 4 repetitions) for each of the 5 methods (columns: Full, BMC, BTC, BJC, RND) and each of the 6 datasets (rows: 1 to 6), with the uniform context.

| α         | Full         | BMC          | BTC          | BJC          | RND          |
|-----------|--------------|--------------|--------------|--------------|--------------|
| 0.1       | 0.0776 ± 0.0175 | 0.082 ± 0.0219 | 0.082 ± 0.0219 | 0.082 ± 0.0219 | 0.187 ± 0.0726 |
| 0.3       | 0.204 ± 0.0366 | 0.233 ± 0.0476 | 0.22 ± 0.0482 | 0.233 ± 0.0476 | 0.259 ± 0.0696 |
| 0.5       | 0.294 ± 0.0914 | 0.329 ± 0.0919 | 0.319 ± 0.0867 | 0.329 ± 0.0919 | 0.335 ± 0.085  |
| 0.7       | 0.33 ± 0.121   | 0.345 ± 0.115 | 0.352 ± 0.122 | 0.345 ± 0.115 | 0.359 ± 0.122  |
| 0.9       | 0.292 ± 0.155  | 0.302 ± 0.15  | 0.305 ± 0.154 | 0.302 ± 0.15  | 0.315 ± 0.163  |

Table 3: JC results (mean and standard deviation) of the 24 results (6 datasets with 4 repetitions) for each of the 5 methods (columns: Full, BMC, BTC, BJC, RND) and each of the 5 possible values of α (rows 0.1 to 0.9), with the uniform context.

The difference between several methods is significant and then we will apply the Nemenyi post-hoc test. We agree with [21] that the Nemenyi test is a “very conservative procedure and many of the obvious differences may not be detected”, but we prefer to be conservative given our experimental setting and the use of a 0.95 confidence level. In some result tables we will show the means (even though in many cases they are not commensurate) and in some other tables we will show the average ranks (from which the Friedman and Nemenyi tests are calculated). We will also include the critical difference for the Nemenyi test, so we will be able to simply tell whether the difference between two algorithms is significant if the difference between their average ranks is greater than the critical difference.

Table 4 shows the results of several data, where we are particularly interested in knowing which of the three backward methods is best. As we can see, the three methods behave almost equally. In fact, BMC and BJC are exactly equal, which is a consequence of the use of a uniform context.

### 6.2 Variable context

In order to see what happens in a more realistic situation, let us see the results for the non-uniform context. Table 5 shows the mean and standard deviation of the results for each dataset and method. Here we see that not all backward methods are equivalently, but interestingly we see that BMC is now consistently better than RND for all datasets.

Again, Table 6 shows the results aggregated for all datasets but showing each value of α. This means (8 datasets with 10 repetitions). Now we see that the results are not especially different according to α.

Finally, if we look at the whole picture and using a statistical test, we see in Table 7 that the backward methods are better than the RND method, but now we find difference between them. In fact, BTC is significantly better than BMC and BJC.

Although some more definitive conclusions of which method is best in general would require more datasets and repetitions (although the results are significant enough here), these experiments show the potential of the backward methods.
Table 4: This figure shows the JC means for the 4 repetitions for each of the 5 methods (Full, BMC, BTC, BJC, RND). The 30 rows are given by 6 datasets and 5 possible values of $\alpha$ with the uniform context. The ‘Avg’ row shows the averages of the first 30 rows. Finally, the ‘AR’ row shows the average rank for each method. With these ranks the Friedman test is applied and gives a Friedman statistic of 62.51 which is greater than the critical value of 10.97. Consequently, the null hypothesis is rejected (significance level: 0.05) and we conclude that the methods do not perform equally. In order to see which methods are significantly different from the rest, we look at the critical difference for the Nemenyi post-hoc test, which is 0.2965. This means that the Full method is statistically better than the rest, and that the RND method is statistically worse than the rest, but there is no statistically significant difference between the three methods BMC, BTC and BJC.

|    | Full | BMC  | BTC  | BJC  | RND  |
|----|------|------|------|------|------|
| 1  | 0.0953 | 0.1058 | 0.1058 | 0.1058 | 0.1388 |
| 2  | 0.2122 | 0.2767 | 0.2642 | 0.2767 | 0.2122 |
| 3  | 0.2250 | 0.3362 | 0.3013 | 0.3362 | 0.2562 |
| 4  | 0.2047 | 0.2715 | 0.2528 | 0.2715 | 0.2047 |
| 5  | 0.0905 | 0.1217 | 0.1092 | 0.1217 | 0.0915 |
| 6  | 0.0674 | 0.0674 | 0.0674 | 0.0674 | 0.2220 |
| 7  | 0.1532 | 0.2001 | 0.1581 | 0.2001 | 0.2023 |
| 8  | 0.1504 | 0.1649 | 0.1660 | 0.1649 | 0.2146 |
| 9  | 0.1340 | 0.1340 | 0.1340 | 0.1340 | 0.1834 |
| 10 | 0.1169 | 0.1238 | 0.1338 | 0.1238 | 0.1397 |
| 11 | 0.0542 | 0.0542 | 0.0542 | 0.0542 | 0.2028 |
| 12 | 0.1797 | 0.1797 | 0.1797 | 0.1797 | 0.2380 |
| 13 | 0.3125 | 0.3264 | 0.3264 | 0.3264 | 0.3595 |
| 14 | 0.4002 | 0.4036 | 0.4068 | 0.4036 | 0.4429 |
| 15 | 0.4571 | 0.4649 | 0.4807 | 0.4649 | 0.4774 |
| 16 | 0.0738 | 0.0738 | 0.0738 | 0.0738 | 0.2090 |
| 17 | 0.2074 | 0.2074 | 0.2074 | 0.2074 | 0.3211 |
| 18 | 0.3262 | 0.3457 | 0.3311 | 0.3457 | 0.3779 |
| 19 | 0.4186 | 0.4277 | 0.4295 | 0.4277 | 0.4416 |
| 20 | 0.4168 | 0.4213 | 0.4217 | 0.4213 | 0.4393 |
| 21 | 0.0975 | 0.1117 | 0.1117 | 0.1117 | 0.2225 |
| 22 | 0.2419 | 0.3001 | 0.2790 | 0.3001 | 0.3511 |
| 23 | 0.3736 | 0.4035 | 0.3958 | 0.4035 | 0.4188 |
| 24 | 0.3904 | 0.3988 | 0.4521 | 0.3988 | 0.4321 |
| 25 | 0.4137 | 0.4254 | 0.4273 | 0.4254 | 0.4454 |
| 26 | 0.0775 | 0.0793 | 0.0793 | 0.0793 | 0.1282 |
| 27 | 0.2309 | 0.2309 | 0.2309 | 0.2309 | 0.2309 |
| 28 | 0.3792 | 0.3980 | 0.3916 | 0.3980 | 0.3829 |
| 29 | 0.4346 | 0.4346 | 0.4346 | 0.4346 | 0.4475 |
| 30 | 0.2550 | 0.2550 | 0.2550 | 0.2550 | 0.2974 |
| Avg | 0.2397 | 0.2581 | 0.2554 | 0.2581 | 0.2911 |
| AR  | 1.5000 | 3.0500 | 3.0667 | 3.0500 | 4.3333 |
Table 5: JC results (mean and standard deviation) of the 20 results (5 values of alpha with 4 repetitions) for each of the 5 methods (columns: Full, BMC, BTC, BJC, RND) and each of the 6 datasets (rows: 1 to 6), with the variable context.

| Dataset | Full         | BMC          | BTC          | BJC          | RND          |
|---------|--------------|--------------|--------------|--------------|--------------|
| 1       | 0.0079 ± 0.011 | 0.011 ± 0.013 | 0.015 ± 0.025 | 0.018 ± 0.028 | 0.017 ± 0.04 |
| 2       | 0.016 ± 0.016 | 0.023 ± 0.024 | 0.016 ± 0.017 | 0.025 ± 0.033 | 0.032 ± 0.033 |
| 3       | 0.037 ± 0.035 | 0.039 ± 0.035 | 0.037 ± 0.035 | 0.039 ± 0.036 | 0.045 ± 0.044 |
| 4       | 0.045 ± 0.049 | 0.052 ± 0.057 | 0.05 ± 0.057  | 0.052 ± 0.057 | 0.058 ± 0.057 |
| 5       | 0.0026 ± 0.0036 | 0.004 ± 0.0056 | 0.0033 ± 0.0037 | 0.0034 ± 0.004 | 0.0048 ± 0.0046 |
| 6       | 0.012 ± 0.017 | 0.02 ± 0.028  | 0.024 ± 0.041 | 0.024 ± 0.041 | 0.023 ± 0.03  |

Table 6: JC results (mean and standard deviation) of the 24 results (6 datasets with 4 repetitions) for each of the 5 methods (columns: Full, BMC, BTC, BJC, RND) and each of the 5 possible values of α (rows 0.1 to 0.9), with the variable context.

| α | Full         | BMC          | BTC          | BJC          | RND          |
|---|--------------|--------------|--------------|--------------|--------------|
| 0.1| 0.0055 ± 0.0064 | 0.0081 ± 0.01 | 0.006 ± 0.0067 | 0.0061 ± 0.0067 | 0.012 ± 0.021 |
| 0.3| 0.014 ± 0.021 | 0.018 ± 0.028 | 0.015 ± 0.023 | 0.022 ± 0.034 | 0.024 ± 0.032 |
| 0.5| 0.025 ± 0.034 | 0.037 ± 0.047 | 0.04 ± 0.054 | 0.042 ± 0.055 | 0.046 ± 0.06  |
| 0.7| 0.022 ± 0.027 | 0.025 ± 0.028 | 0.024 ± 0.028 | 0.025 ± 0.028 | 0.031 ± 0.032 |
| 0.9| 0.033 ± 0.044 | 0.036 ± 0.044 | 0.035 ± 0.044 | 0.039 ± 0.045 | 0.038 ± 0.045 |

7 Conclusion

In the introduction we argued that we were looking for a flexible approach that could be used in a variety of circumstances. In fact, we were motivated by the following considerations:

1. The method must work for any kind of predictive model, either human-made or trained from data using any off-the-shelf predictive modelling technique.
2. Each example may have a different subset of missing values.
3. Retraining the model for each example (using a subset of the examples with similar feature subsets) is not an option (because of 2 above or other reasons).
4. Both misclassification cost (MC) and test cost (TC) must be considered.

We have presented some graphical tools and an optimisation method that meets these requirements. In fact, this has to be compared to the usual approach which is specific on decision trees, with several approaches according to [38, 41]: (a) KV, a tree is rebuilt when missing values are found, (b) Null strategy: replace by an extra label (model is not rebuilt), (c) Internal node: creates nodes for examples with missing values (model is not rebuilt), and (d) C4.5 strategy: probabilistic approach (model is not rebuilt). Option (a) is infeasible if the situation holds.

All the above options are specific to decision trees, so they are not able to take advantage of many other off-the-shelf techniques of our preferred data mining suite or machine learning library. This is an important limitation as many of the most powerful machine learning techniques used today, such as ensemble methods (using or not decision trees as base classifiers), support vector machines, etc., are much more difficult to adapt for minimising test costs.

The take-away message of this paper is that we can use any machine learning technique, train a model on a dataset with the available attributes and possibly containing missing values, and reframe it for a different deployment context where we have fewer available attributes, a different distribution of missing values, a different misclassification matrix and test cost vector. While the Full approach is intractable in general, we have introduced some approximations that are just quadratic, which are feasible for hundreds of attributes, which is already a high number of attributes if we are considering test costs. Also, during all the process we can explore the performance of several models using JROC curves. In fact, these curves are not specific for...
Table 7: This figure shows the JC means for the 4 repetitions for each of the 5 methods (Full, BMC, BTC, BJC, RND). The 30 rows are given by 6 datasets and 5 possible values of $\alpha$ with the variable context. The ‘Avg’ row shows the averages of the first 30 rows. Finally, the ‘AR’ row shows the average rank for each method. With these ranks the Friedman test is applied and gives a Friedman statistic of 67.27 which is greater than the critical value of 10.97. Consequently, the null hypothesis is rejected (significance level: 0.05) and we conclude that the methods do not perform equally. In order to see which methods are significantly different from the rest, we look at the critical difference for the Nemenyi post-hoc test, which is 0.2965. This means that the Full method is statistically better than the rest, and that the RND method is statistically worse than the rest. In this case, we see that the BTC method is significantly better than BMC and BJC.
the methods we have introduced here; they could be used for the traditional methods used for decision trees or for the analysis of any cost context considering both MC and TC.

This work opens many new avenues of future work. For instance, in section 3 we discuss that an alternative to the use of missing values is the use of ranges (see bullet 2). The approach presented here could also be compared or explored in combination to the mimetic technique to get models that use fewer attributes [17][12][6][7][5]. Another interesting idea would be the problem of quantification with test costs, which could be applied to both classification and regression [2][3]. We have also been suggested to use decision stump ensembles, where the elements in the ensemble could be pruned a posteriori when the test cost is known.

More comparison with the area of feature selection could lead to a better understanding of the possibilities of reframing and better methods. For instance, the use of the attribute correlation can be used to an approximate notion of dominance (e.g., if two attributes have high correlation, the cost is expected to be related to the lowest test cost for any of them). As for the relation to other problems, we could also consider that the output domain may be null, as in abstaining classifiers [15][33] and the notion of delegation [14] could be applied to this case. In fact, a missing value on purpose can be seen as the parallel of a reject option or abstention for the output value.

The notion of JROC curve could be further explored and extended. For instance, we could figure out other ways of drawing these curves, by using attribute correlation or some other order on the attributes. The issue of representing operating conditions when the the matrix and vector are not fixed could lead to more dimensions, or the inclusion of the cost matrix. At least in the case of binary classifiers we could have 3D surfaces, using, e.g., TPR, FPR and TC. As for any curve representing cost for each operating condition, we wonder whether the area over the JROC curve means something, as in ROC analysis [8][20]. Also we could ask the question of whether we can draw cost plots as in [10][25][27].

Finally, there are more more ambitious ideas. We could investigate which attributes to use for each example. We could use reliability measures (especially in probabilistic classifiers) to make better decisions on whether to remove an attribute or not. We could analyse what to do when new attributes appear, using, e.g., the correlation to other attributes to derive the old attributes, or thinking about more general ways of representing the feature space. Finally, we think that there is no reason why most of the ideas introduced here could not work equally well for regression, combining the test cost with any regression loss.
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