Ethical Testing in the Real World: Evaluating Physical Testing of Adversarial Machine Learning
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Abstract

This paper critically assesses the adequacy and representativeness of physical domain testing for various adversarial machine learning (ML) attacks against computer vision systems involving human subjects. Many papers that deploy such attacks characterize themselves as “real world.” Despite this framing, however, we found the physical or real-world testing conducted was minimal, provided few details about testing subjects and was often conducted as an afterthought or demonstration. Adversarial ML research without representative trials or testing is an ethical, scientific, and health/safety issue that can cause real harms. We introduce the problem and our methodology, and then critique the physical domain testing methodologies employed by papers in the field. We then explore various barriers to more inclusive physical testing in adversarial ML and offer recommendations to improve such testing notwithstanding these challenges.

1 Introduction

Advances in machine learning (ML) techniques have enabled computer vision systems such as facial and person recognition to erode expectations of privacy and anonymity online and in person. These systems are already being employed to track dissidents and identify protesters [13][26]. Adversarial ML attacks are one way for individuals to combat surveillance. Unfortunately, the limited adversarial ML attacks that exist are not yet ready for the “real world” [17]. In this paper, we turn a critical lens on the adequacy and representativeness of physical domain testing for various adversarial ML attacks against computer vision systems involving human subjects. Many papers that use physical adversarial attacks characterize themselves as “real world” or “practical” [19][37][39] and many receive glowing write ups in popular news outlets (see Table 2). In practice, however, we found that physical or real-world testing was minimal, papers provided few details about testing subjects, and testing was often conducted as an afterthought or as a demonstration. The hype around adversarial ML attacks has tangible implications: multiple authors of this paper have been approached by advocates who wish to use adversarial machine learning techniques in high risk, real world contexts.

Representative testing is an ethical, scientific, and health/safety issue. Adversarial research without representative trials or ethically limited testing violate the central moral principles at the heart of research ethics—autonomy, beneficence, non-maleficence, and justice—[5][27]—and can cause real harms, not only to participants. Those harms are not just unreliable and unscientific results or
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Table 1: List of Papers Analyzed

| Paper | Type                  | Sample Size | Demographics          |
|-------|-----------------------|-------------|-----------------------|
| [34]  | Adversarial Patch     | Unknown     | None                  |
| [39]  | Adversarial Cap       | 1           | None                  |
| [19]  | Adversarial Cap       | 10          | Age, Gender           |
| [38]  | Adversarial T-Shirt   | 5           | Gender                |
| [37]  | Adversarial T-Shirt   | 1           | None                  |
| [32]  | Adversarial Eyewear   | 3           | Age, Gender, Race     |
| [6]   | Adversarial Eyewear   | 5           | None                  |

Vulnerable and less secure ML systems, but that failing to meaningfully test these technologies may result in the publication of results that contribute to broader societal problems of systemic racism, discrimination, prosecution, and marginalization, particularly for vulnerable minority groups and communities.

We first describe our methodology, including the criteria used to select three different categories of adversarial ML papers for review, and then critique the physical domain testing methodologies they employed. Having set out those critiques, we explore various barriers to more diverse and representative study populations and testing in adversarial ML, and offer recommendations to improve such testing in notwithstanding these challenges.

2 Physical Adversarial Attack Study Methods

In our evaluation, we focused on authors who chose to demonstrate physical adversarial attacks in the computer vision domain involving human subjects, and excluded non-human subjects like stop signs [12]. For a full list of papers analyzed, see Table 1. We paid particular attention to papers that got widespread press coverage (see Appendix), independent of their publication status. This resulted in three different categories of papers: adversarial hats, adversarial clothing/patches, and adversarial eyewear – each of which when worn, could evade person detection in general, or facial recognition, in particular.

To be clear, we do not evaluate the veracity of the results in the digital domain or on datasets. We merely attempt to understand the testing protocol followed when testing the attacks in the physical domain, and point out how such testing falls short of what might be required to make generalizable claims. Below, we summarize a number of key critiques of the physical testing of adversarial attacks.

2.1 Critique 1: Digital ≠ Physical

Scholarship around physical adversarial ML generally evaluate the efficacy of their attacks in two steps: results are demonstrated against a digital dataset (which in our paper we call a “digital attack”) as well as results are shown in the actual physical domain (which in our paper we call a “physical attack”), often accompanied by a photograph.

Perhaps the most important point with the human testing physical adversarial attack literature is that testing in the digital domain or using a wide variation of digital datasets does not eliminate the need for testing in the physical domain. In fact, some of the papers themselves make this point quite directly, such as Wu et al. and Xu et al., who both noted the divergence between physical attacks and digital attacks [37][38].

But that message has not universally sunk in. In some papers we reviewed, the authors did not robustly test the tech in real life, or if they did, did not describe it in a way that allowed for either evaluation or replication of their methods. For example, in Thys et al., the authors created patches to attack person detection [34]. Their primary testing was on the Inria dataset, and they digitally transformed the patches and inserted them into existing images. They then did a real world test. It is unclear how that test was controlled, who it was on, or whether there was any IRB approval for the physical testing. Nonetheless, the authors made broad claims regarding the real applications of their work: “From our real-world test with printed out patches we can also see that our patches work
quite well in hiding persons from object detectors, suggesting that security systems using similar detectors might be vulnerable to this kind of attack” [34].

Other papers, such as Wu et al, do a better job of explaining their physical methodology or cabining their analysis [37]. But even so, their public claims seem to suggest broad applicability of their technology that is not based on what their testing demonstrates [1]. Judiciousness in non-paper claims is vital, because in real world contexts where people may deploy these adversarial ML attacks or tools to evade detection or protect themselves, they may face great risks and danger if those attacks are not reliably or adequately tested.

2.2 Critique 2: No Consent Procedures and Potential Harm to Participants

None of the studies we reviewed discussed consent procedures or formal approval. This is striking because when human subjects are involved in research, United States researchers are legally required to consult an institutional review board (IRB). Although digital research with human subjects is also subject to IRB approval, physical testing is the reason why IRBs were created.

Without formal consent procedures, it may have been unclear to test subjects what the authors would do with their images or with the results, and the options for withdrawal of consent may not have been articulated. In addition, it may have been unclear what harms might have resulted from participation in the various studies.

Only one of the papers we studied discussed potential harm to participants. This paper involved pointing IR-producing diodes at someone’s face, and noted that the authors “didn’t recruit a large number of volunteers to participate in our experiments, because we cannot afford potential medical risks resulted from IR” [39].

As above, it is possible that the lack of IRB approval and/or discussion of harm to participants was because the authors did not view the users of these technologies as study participants, either because they tested upon themselves or on friends. This may also explain the varying approaches to blurring faces - some papers, such as the one involving the Adversarial T-Shirt in [38], blurred the participant’s images, but most did not. However, if authors are making generalized claims as to the use of their technologies in the real world, it is unethical to fail to consult an IRB.

2.3 Critique 3: Small Sample Size, Low Sample Diversity, and Other Sampling Problems

Finally, all of the papers we reviewed had noticeably small sample sizes. Even when there is a wide variation in testing environments, the studies only included data from one or two people [37, 39]. With many of these technologies, the characteristics of the test population, including their gender, race, and age could inform the generalizability of the results. Many papers do not even report this information (see Table 1).

For papers where it was unclear who the test population was, we reached out to the authors to get more information and we found a significant lack of participant diversity. That is, because authors were often testing on themselves or friends/colleagues, the sample was one of convenience rather than a deliberate choice.

Across many papers, there was no opportunity to observe whether there even could be variance across human test subjects. For some technologies, we could theorize a physical way in which an attack might interact with different skin colors, skin textures, etc. Likewise, in clothing testing, there was rarely variation in the person’s weight and height, or how the clothes were worn, meaning that it is unclear how widely generalizable the results are to other circumstances [38].

In our view, this is a significant flaw in the approach of physical attack testing or demonstrations - as readers, we do not even know whether the characteristics of the test population matter. Individuals historically excluded from research studies may have similar or divergent experiences from those historically included [25, 33].

3 Barriers to More Representative Testing and Recommendations

Adversarial ML research without representative trials or testing that is then relied upon by other researchers, industry, government, and the press, can cause real harms. In this section, we will
discuss some potential barriers to improved testing, along with recommendations for addressing these barriers and creating more representative trials for adversarial ML research. Some of these recommendations are specific to adversarial ML, but others address broader harms and challenges resulting from non-representative trials and testing. With them, we hope to open a dialogue around ways adversarial ML research can be conducted with further diversity, value alignment, and harm awareness.

3.1 Lack of Diversity

Many of the research participants were the authors themselves and/or colleagues. If participants in adversarial ML research are primarily also adversarial ML researchers themselves, a systemic barrier to more representative trials and testing in adversarial ML research is the lack of diversity in the research community itself [28, 8]. These diversity challenges may be even greater within adversarial ML because adversarial ML remains a new and “emerging” ML field wherein expertise and training is arguably even more specialized and discrete than the broader ML field [29].

Recommendation to Researchers: Lack of diversity in adversarial ML research community should not stop diversifying the test pool based on gender, racial and cultural diversity. More directly, it is especially important to include participants disproportionately subject to surveillance such as Black people and other people of color, trans, non-binary and gender nonconforming people, sex workers, and those at the intersections of these identities. Testing/trials should also include anthropometric factors (height, weight, body shape and size), and ability (mobility, vision, etc.) relevant to their research project, and test in varied real world environments with different perspectives (front, side, back, etc.). Contextualize the research in terms of the population who might seek to use it; different populations will have different cultural contexts [4]. In addition to including a wide group of participants in research studies (no more testing on 1 participant), it is essential to carefully document methods used to enable replication by other researchers.

3.2 Lack of Infrastructure / Support / Incentives

Lack of infrastructure, support, and incentives for increasing diversity in research and testing are all are common barriers in fields including and beyond ML [15]. One challenge in the adversarial ML field is that most research escapes ethical oversight by traditional research infrastructure like ethical review committees (ERCs) and institutional review boards [23]. These research ethics bodies in universities should, in the normal course, raise issues related to consent in research testing and design. However, algorithmic methods, like those employed in adversarial attacks, often escape oversight when data sets are public, pre-existing, or “the abstraction inherent in machine learning” obscures links to human subjects or [23, 24]. Without human subjects, IRB oversight can be circumvented.

Even where IRBs do provide oversight, they have failed to address some diversity issues, in part due to the same diversity challenges in wider academia, but also other systemic problems as well—like lack of expertise and training among IRB and ERC members [21]. In “big data” research like adversarial ML, privacy and data-protection issues tend to dominate IRB and ERC concerns, with little priority given to issues of fairness and risks of discrimination [21]. Industry lacks even these most basic research and ethical infrastructure and the few efforts to establish similar such institutions, like Facebook’s internal IRB or Google’s Advisory Council, have failed [8].

Finally, there are often no incentives across corporate, academic, and governmental sectors for stronger diversity, representative study and testing groups in research. While the NSF, ACM [16] (and even NeurIPS), requires Broader Impacts statements, these statements rarely reflect deep consideration of the consequences of the research. Additionally, research with negative or non-significant findings—like an unsuccessful attack—may not be publishable. Works neglecting these issues are also rarely penalized: with growing expectations for the amount and quality of publications for advancement, academics often have little incentive to conduct studies with larger, more diverse populations, rather than moving on to the next paper.

Recommendation to Institutions and Research Journals: Publication venues should place stringent requirements on researchers to clearly highlight the limitations of their trials in the methodology, introduction and conclusions of papers. For example, PETS, a security conference, requires authors acknowledge the limitations of their work with regards to particular populations [5].
4 Conclusion

"Invisibility cloak", "Invisible Mask" [39, 37]. Glowing media reports for adversarial attacks on ML systems designed to evade facial recognition technology or object/person detectors abound. For the “Invisibility Cloak,” the New Yorker published a lengthy story on point entitled “Dressing for the Surveillance Age” [31] and Ars Technica declared, “Some shirts hide you from cameras—but will anyone wear them?” [7]. The “invisible mask” was heralded by Boing Boing as a tool that “can fool facial recognition software into thinking anyone is anyone else” [10]. Yet each was only tested in the physical domain on one person, raising serious questions about their reliability in real world contexts.

We acknowledge that the media frequently exaggerates ML research, and though the researchers have titled their paper such, no where do the researchers claim they invented an invisibility cloak or mask. When physical adversarial ML research garners a lot of attention, researchers must be deliberate in their methodology. Computer scientists and ML researchers, trained in dataset-driven testing, may not have the skills or desire to do extensive human subjects research as part of their work, let alone conduct representative, diverse trials. However, if adversarial ML researchers wish to make claims about “real world” attacks, actual real world testing is necessary.

Broader Impact

Our paper is proposing increased physical testing of adversarial ML techniques, especially with participants already disproportionately subject to surveillance such as Black people and other people of color, trans, non-binary and gender nonconforming people, sex workers, and those at the intersections of these identities. Increased physical testing of adversarial ML techniques, especially with groups from diverse backgrounds, will increase knowledge about the effectiveness of these techniques across populations, potentially leading to improved understanding and effectiveness of adversarial ML attacks.

Our suggestions, if followed, will produce more robust and representative physical testing of adversarial ML attacks involving human subjects. This, in turn, may produce more effective adversarial ML attacks that can help protect those historically marginalized from invasive surveillance, especially through facial recognition technologies. At the very least, we hope that our paper will result in increased discussion of the limitations of current physical testing of adversarial ML attacks, which should improve the field as a whole. Our paper suggests changes in how the adversarial ML field approaches its work to better distribute its benefits and produce more rigorous science.

If our recommendations are taken, and adversarial ML researchers improve their testing, any increased effectiveness of adversarial ML attacks will “work both ways” – the same techniques developed to prevent surveillance could be used against these same groups. Adversarial ML attacks could also be used by those evading law enforcement. Overall, we question the need for state surveillance of the magnitude experienced today, and consider more agency among individual people to outweigh state security concerns.

Another potential concern is that researchers who lack experience with physical testing with marginalized populations may cause harm while attempting to include members of those populations in their testing. However, we hope that IRBs or ERCs may provide a stop gap for this, as well as to address this in future work.

Acknowledgments and Disclosure of Funding

We would like to thank Bruce Schneier for his continued support and encouragement of this team and our work. This work did not receive specific financial support.

References

[1] RageOn! - World’s Largest All-Over-Print Online Store! https://www.rageon.com/u/users/invisibilitycloak.
[2] Adversarial Patch on Hat Fools SOTA Facial Recognition. Synced, August 2019.
[3] PETS Conference. https://petsymposium.org/, 2020.

[4] Article 19. Apps, arrests and abuse in Egypt, Lebanon and Iran. Technical report, February 2018.

[5] Tom L. Beauchamp and James F. Childress. *Principles of Biomedical Ethics*. Oxford University Press, 2001.

[6] Xinyun Chen, Chang Liu, Bo Li, Kimberly Lu, and Dawn Song. Targeted backdoor attacks on deep learning systems using data poisoning. *arXiv preprint arXiv:1712.05526*, 2017.

[7] Kate Cox. Some shirts hide you from Cameras—but will anyone wear them? *Ars Technica*, April 2020.

[8] Kate Crawford, Roel Dobbe, Theodora Dryer, Genevieve Fried, Ben Green, Elizabeth Kaziunus, Amba Kak, Varoon Mathur, Erin McElroy, Andrea Nill Sánchez, Deborah Raji, Joy Lisi Rankin, Rashida Richardson, Jason Schultz, Sarah Myers West, and Meredith Whittaker. *AI Now 2019 Report*. Technical report, 2019.

[9] Maria Dermentzi. AI won’t see you if you hold this color printout. So steer clear of any and all self-driving vehicles. *Mashable*, April 2019.

[10] Cory Doctorow. Invisible, targeted infrared light can fool facial recognition software into thinking anyone is anyone else. *Boing Boing*, March 2018.

[11] Luke Dormehl. LED Baseball Cap is Able to Fool Facial Recognition Tech. *Digital Trends*, March 2018.

[12] Kevin Eykholt, Ivan Evtimov, Earlence Fernandes, Bo Li, Amir Rahmati, Chaowei Xiao, Atul Prakash, Tadayoshi Kohno, and Dawn Song. Robust Physical-World Attacks on Deep Learning Models. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 1625–1634, July 2017.

[13] Clare Garvie and Laura M Moy. America under watch: Face surveillance in the united states. *The Center on Privacy & Technology at Georgetown Law*, 2019.

[14] Dave Gershgon. All it takes to steal your face is a special pair of glasses. *Quartz*, November 2016.

[15] Lauren M. Hamel, Louis A. Penner, Terrance L. Albrecht, Elisabeth Heath, Clement K. Gwede, and Susan Eggly. Barriers to Clinical Trial Enrollment in Racial and Ethnic Minority Patients with Cancer. *Cancer control : journal of the Moffitt Cancer Center*, 23(4):327–337, October 2016.

[16] B. Hecht, L. Wilcox, J.P. Bigham, J. Schöning, E. Hoque, J. Ernst, Y. Bisk, L. De Russis, L. Yarosh, B. Anjum, D. Contractor, and C. Wu. It’s Time to Do Something: Mitigating the Negative Impacts of Computing Through a Change to the Peer Review Process, March 2018.

[17] Kashmir Hill. This tool could protect your photos from facial recognition. *The New York Times*, 2020.

[18] Aaron Holmes. These clothes use outlandish designs to trick facial recognition software into thinking you’re not human. *Business Insider*, June 2020.

[19] Stepan Komkov and Aleksandr Petiushko. Advhat: Real-world adversarial attack on arcface face id system. *arXiv preprint arXiv:1908.08705*, 2019.

[20] Rachel Kraus. The future of anti-surveillance fashion is bright (because the world is going to hell). *Mashable SEA*, September 2020.

[21] Marcello Lenca, Agata Ferretti, Samia Hurst, Milo Puhan, Christian Lovis, and Effy Vayena. Considerations for ethics review of big data health research: A scoping review. *PLOS ONE*, 13(10):e0204937, October 2018.

[22] Madison Margolin. These Glasses Fool Facial Recognition Into Thinking You’re Someone Else. November 2016.

[23] Dan McQuillan. People’s Councils for Ethical Machine Learning. *Social Media+ Society*, 4(2):2056305118768303, 2018.

[24] Jacob Metcalf and Kate Crawford. Where are human subjects in Big Data research? The emerging ethics divide. *Big Data & Society*, 3(1):205395171665021, January 2016.
[25] Heidi Moseson, Noah Zazanis, Eli Goldberg, Laura Fix, Mary Durden, Ari Stoeffler, Jen Hastings, Lyndon Cudlitz, Bori Lesser-Lee, Laz Letcher, Aneidys Reyes, and Juno Obedin-Maliver. The Imperative for Transgender and Gender Nonbinary Inclusion. *Obstetrics & Gynecology*, 135(5):1059–1068, 2020.

[26] Paul Mozur. In hong kong protests, faces become weapons. *The New York Times*, 2019.

[27] National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research. The Belmont Report: Ethical principles and guidelines for the protection of human subjects of research. Technical report, April 1979.

[28] National Science Foundation. S&E Indicators. Technical report, 2018.

[29] Nick Rahimi, Jordan Maynor, and Bidyut Gupta. Adversarial Machine Learning: Difficulties in Applying Machine Learning Existing Cybersecurity Systems. In *CATA*, pages 40–47, 2020.

[30] Dina-Temple Raston. Adversarial AI : Short Wave. *NPR.org*, October 2019.

[31] John Seabrook. Dressing for the Surveillance Age. *The New Yorker*, March 2020.

[32] Mahmood Sharif, Sruti Bhagavatula, Lujo Bauer, and Michael K Reiter. A general framework for adversarial examples with objectives. *ACM Transactions on Privacy and Security (TOPS)*, 22(3):1–30, 2019.

[33] Cara Tannenbaum, Robert P. Ellis, Friederike Eyssel, James Zou, and Londa Schiebinger. Sex and gender analysis improves science and engineering. *Nature*, 575(7781):137–146, November 2019.

[34] Simen Thys, Wiebe Van Ranst, and Toon Goedemé. Fooling automated surveillance cameras: Adversarial patches to attack person detection. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops*, 2019.

[35] James Vincent. This colorful printed patch makes you pretty much invisible to AI. *The Verge*, April 2019.

[36] Kyle Wiggers. Researchers foil people-detecting AI with an ‘adversarial’ T-shirt. *VentureBeat*, October 2019.

[37] Zuxuan Wu, Ser-Nam Lim, Larry Davis, and Tom Goldstein. Making an invisibility cloak: Real world adversarial attacks on object detectors. *European Conference on Computer Vision*, 2020.

[38] Kaidi Xu, Gaoyuan Zhang, S. Liu, Quanfu Fan, Mengshu Sun, H. Chen, Pin-Yu Chen, Yanzhi Wang, and X. Lin. Adversarial t-shirt! Evading person detectors in a physical world. *arXiv: Computer Vision and Pattern Recognition*, 2019.

[39] Zhe Zhou, Di Tang, Xiaofeng Wang, Weili Han, Xiangyu Liu, and Kehuan Zhang. Invisible mask: Practical attacks on face recognition with infrared. *arXiv preprint arXiv:1803.04683*, 2018.
## Table 2: Media Coverage

| Paper | Type               | Sample Size | Media Coverage                  |
|-------|--------------------|-------------|---------------------------------|
| 34    | Adversarial Patch  | Unknown     | Mashable [9], Verge [35], Business Insider [18] |
| 39    | Adversarial Cap    | 1           | Boing Boing [10], DigitalTrends [11] |
| 19    | Adversarial Cap    | 10          | Synced [2]                      |
| 38    | Adversarial T-Shirt| 5           | Synced [2]                      |
| 37    | Adversarial T-Shirt| 1           | New Yorker [31], Mashable [20], ArsTechnica [7] |
| 32    | Adversarial Eyewear| 3           | Quartz [14], Vice [22]          |
| 6     | Adversarial Eyewear| 5           | NPR [50]                        |