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Abstract

Video clickstream behaviors such as pause, forward, and backward offer great potential for educational data mining and learning analytics since students exhibit a significant amount of these behaviors in online courses. The purpose of this study is to investigate the predictive relationship between video clickstream behaviors and students’ test performance with two consecutive experiments. The first experiment was performed as an exploratory study with 22 university students using a single test performance measure and basic statistical techniques. The second experiment was performed as a conclusive study with 16 students using repeated measures and comprehensive data mining techniques. The findings show that a positive correlation exists between the total number of clicks and students’ test performance. Those students who performed a high number of clicks, slow backward speed or doing backwards or pauses achieved better test performance than those who performed a lower number of clicks, or who used fast-backward or fast-forward. In addition, students’ test performance could be predicted using video clickstream data with a good level of accuracy (Root Mean Squared Error Percentage (%RMSE) ranged between 15 and 20). Furthermore, the mean of backward speed, number of pauses, and number/percentage of backwards were found to be the most important indicators in predicting students’ test performance. These findings may help educators or researchers identify students who are at risk of failure. Finally, the study provides design suggestions based on the findings for the preparation of video-based lectures.
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1 Introduction

Video-based learning has become widely popular and accessible due to the rapid developments in Massive Open Online Courses (MOOCs) and video-sharing platforms such as YouTube and Vimeo (Ilioudi et al., 2013). Educational films, educational television programs, and video cassettes also historically contributed to the development of the video-based learning (Kleftodimos, 2016; Yousef et al., 2014). The availability of increased internet network bandwidth and the variety of digital devices now in play have facilitated widespread access to video lectures for the masses (Ronchetti, 2013). In addition, as a consequence of the COVID-19 pandemic, many educational institutions have adopted video-based lecturing as a core element of their distance education model (El Aouifi et al., 2021). The field of video-based learning analytics has emerged to measure the effectiveness of educational videos since video clickstream behaviors can be used together with analytical approaches to improve learning (Giannakos et al., 2013a).

Analysis of video viewing behaviors based on clickstream interactions such as pause, forward, and backward can reveal insights into students’ preferences and learning styles (De Boer et al., 2011; Dissanayake et al., 2018). Understanding these behaviors can aid the design of learning environments (Li et al., 2015), and for implementing timely interventions aimed at improving students’ learning performance (Kleftodimos & Evangelidis, 2014; Lu et al., 2018).

A limited number of studies have investigated video clickstream behaviors on video-based learning platforms to predict students’ learning or test performance (Atapattu & Falkner, 2018). A few studies have tracked the video clickstream behaviors of learners without elaborating on the relationship between video clickstream behaviors and the students’ academic success. In addition, the existing studies generally employ a single measure to analyze video clickstream behaviors. The current study investigates the correlations between video clickstream behaviors and students’ test performance based on repeated measures. It also aims to predict grades and to reveal significant predictors of students’ test performance by using data mining techniques that have yet to be explored in detail in the context of educational data mining; a relatively new field of study that aims to improve learning through the mining for and analysis of data from educational settings. The output of the current study is suggested to be of value in the designing of video lectures as well as for intervention-related video-based studies.

In addition, the proposed approach may also be applied to e-learning systems since it provides input for real-time interventions during video lectures. As the number of courses in such platforms increases at a fast pace, there is usually no data or only a limited amount available from these new courses. However, the proposed method shows that behavioral data from previous related videos may be used to infer users’ performance on such platforms; making it possible for necessary timely interventions to be applied during the teaching and learning process. When there is sufficient data for users and courses, the proposed method is expected to perform well in terms of predicting students’ test performance. The results of the current study are also expected to be of significant value for
researchers interested in learning analytics and educational data mining, as they may prove useful as a guide for the application and evaluation of these techniques within the education domain.

2 Literature review

The literature is presented in two complementary subsections within the scope of the study: (1) Video-Based Learning Analytics and (2) Prediction of Students’ Performance. The first addresses the advantages of using analytics in video-based learning and the studies based on users’ watching behaviors. The second subsection presents the previous studies about learning or test performance prediction based on video clickstream behaviors.

2.1 Video-based learning analytics

Video-based learning analytics, or video analytics for short, can be defined as “the collection, measurement, and analysis of such data for the purposes of understanding how learners use videos” (Mirriahi & Vigentini, 2017, p. 251). It emerged as a subfield of learning analytics; thereby, video-based learning analytics targets the enhancement of learning using educational data obtained from platforms that offer video lectures (Giannakos et al., 2016).

The Workshop on Analytics on Video-Based Learning (WAVe; Giannakos et al., 2013b), which was organized as part of the 3rd Conference on Learning Analytics and Knowledge (LAK; Suthers et al., 2013), pioneered the use of video analytics in learning since it was the initial formal event held within the field. Brooks et al. (2013) applied visualization techniques that mostly showed rewatching behaviors or video watching time to reveal students’ watching behaviors. Chorianopoulos and Giannakos (2013) defined a novel video analytics tool that captured learners’ interaction with video lectures. Moreover, Ronchetti (2013) explained potential improvements to the subject of video analytics, and highlighted how meaningful data may be extracted from the videos.

In 2014, Giannakos et al. introduced a further improved tool named SocialSkip, and discussed how video analytics could be applied in the field of learning. In that same year, other significant studies that contributed to the literature in this area were also presented at the Workshop on Modeling Large Scale Social Interaction in Massive Open Online Courses held at the Conference on Empirical Methods in Natural Language Processing (EMNLP; Rose & Siemens, 2014). The presented studies generally aimed their focus on predicting student drop-out in MOOCs, with some applying different types of machine learning algorithms to predict drop-out based on video clickstream behaviors. Sinha et al. (2014a) identified a group of behavioral actions leading to high or low levels of information processing. In a separate study, Sinha et al. (2014b) employed both video lecture clickstream behavior data and discussion forum activities to predict drop-out to a moderate level. Kloft et al. (2014) employed various data resources in addition to videos, and stated that whilst the prediction accuracy of drop-out can be seen as low at the beginning, it can increase over time.
These studies present good examples of how video clickstream behaviors can yield significant results, and especially for MOOC designers. In addition to these studies, Kleftodimos and Evangelidis (2014) examined video viewing behaviors in order to cluster learner engagement and video popularity. They identified two clusters based on video popularity and seven for learner engagement. However, they also suggested the need for further investigation on the factors that can affect these behaviors.

Giannakos et al. (2015) focused on the number of views per second of video lectures, and revealed a relationship between repeated views and the level of cognition/thinking required for a particular video segment. Li et al. (2015) also investigated the relationship between video interaction patterns and certain variables deemed important such as perceived video difficulty and learning performance. Their findings revealed a relationship between some of these patterns or clusters and the aforementioned variables.

Kleftodimos (2016) demonstrated that a click-based learning environment may be used to track both video clickstream behaviors and navigational behaviors for learning analytics, and went on to cluster these behaviors and explain each cluster. Then, Dimitrova et al. (2017) took video analytics that one step further and attempted to develop nudges from video comments in order to increase active watching times.

Lau et al. (2018) used mainly view counts and mean percentages as a way to evaluate video lectures, and from that showed how students’ retention decreased over time. Atapattu and Falkner (2018) used video clickstream behaviors in their research, and revealed a positive correlation between several discourse features and video interactions. In addition, Akçapınar and Bayazıt (2018) investigated video viewing behaviors and concluded that surface learners and deep learners performed different types of video interactions.

Yoon et al. (2021) also applied video analytics as a means to investigate behavioral patterns and learner clusters from watching video lectures. Their study revealed four patterns that may prove useful in determining active versus passive learners. Furthermore, Yürüm et al. (2022) also used video clickstream behaviors to develop an intervention framework that could be utilized to transform linear videos into interactive videos.

In summary, video-based analytics have been employed for descriptive, predictive, and prescriptive purposes. Descriptive studies use historical video viewing behaviors in order to understand student behaviors, with studies generally focused on finding behavioral patterns and attempting to explain them. Predictive studies use video analytics to predict a set of learning variables such as video popularity and drop-out, whilst prescriptive studies utilize video analytics to develop interventions aimed at increasing the efficiency of video lecturing.

Considering these varied prior research, the following benefits to video-based learning analytics stand out in their significance:

- To better understand learner behaviors and to design video lectures aimed at increasing these behaviors.
- To predict learning variables in order to identify students who are at risk of failure/drop-out.
- To intervene in a timely manner so as to increase student success and retention.
In order to realize these benefits, studies have utilized general properties such as video popularity, watching time, and numbers of views or clickstream interactions such as pause, forward, and backward. Atapattu and Falkner (2018) classified these video-watching behaviors as either implicit factors (e.g., pause, backward, etc.) or explicit factors (e.g., views, etc.), but specifically they emphasized there being a research gap in the literature regarding the use of implicit factors. The published studies that have focused on clickstream interactions or implicit factors have concentrated either on transitions or sequences between click types in order to identify similar user behaviors or the number of clickstream interactions.

Various video clickstream interactions have been employed in studies based on students’ video-watching behaviors. These video clickstream interactions have also been referred to as “events” in some studies. Whilst the existing studies generally include some of these behaviors, it was also discovered that play and pause are the most widely used interactions in research studies as well as backward and forward have also been utilized in a significant number of studies (Seidel, 2017). Notably, “rewind” is also used interchangeably with backward, whilst “seek” is used to represent both backward and forward in certain studies.

2.2 Prediction of students’ performance

Developing prediction models or determining predictors of learning performance is shown to help identify students who are at risk of academic failure or drop-out (Mubarak et al., 2021). These predictions can provide insights regarding the timing of interventions (Lu et al., 2018). Numerous studies have focused on predicting students’ learning or test performance (Brinton et al., 2015; Guo et al., 2015; Hussain et al., 2022; Soni et al., 2018), with most having used navigational or demographic data (Gardner & Brooks, 2018; Shahiri et al., 2015). However, only a limited number of studies have focused on the video clickstream behaviors of students in order to predict their performance.

Ullrich et al. (2013) aimed to predict a set of variables with a k-Nearest Neighbors (kNN) classifier by using students’ viewing patterns that were determined based on video clickstream behaviors such as backward and forward. Their study showed that some predictions, including whether or not a student would pass, are possible, even if the prediction accuracy is at just a moderate level (F1 score = 0.63). In their study, Ullrich et al. (2013) used certain default settings for their predictions and emphasized the importance of detailed analysis, including parameter tuning to obtaining better models that utilized machine learning approaches.

Brinton et al. (2015) studied the relationship between sequential clickstream interaction patterns and Correct on First Attempt (CFA) in a quiz. They found that certain behavioral patterns have a positive relationship with CFA, and that three prediction models constructed based on transitions or positions of the interactions proved to be significantly more successful than the baseline model. Nevertheless, the accuracy of the models ranged from 0.64 to 0.66, and with F1 scores between 0.69 and 0.74, but the study did not focus on the individual predictive relationship between learning performance and video clickstream behaviors.
Li et al. (2016) used additional features derived from personal, exercise, and quiz information together in addition to video clickstream behaviors in order to predict students’ grades in MOOCs. They applied regression and neural network models to deliver predictions with a high degree of accuracy. However, a significant amount of information is required in order to put the model into practice. In addition, their results may be said to have been expected, since the students’ past performance information was used as input in building the study’s prediction models.

Yang et al. (2017) also employed recurrent neural networks to predict students’ test performance, and used past quiz performance data and clickstream data together as input to the prediction of average CFA quiz scores. However, aggregating numerous output measurements into one single average measure may be said to go somewhat against the nature of employing repeated measures.

Lu et al. (2018) investigated several features such as out-of-class practice behaviors, homework, and quiz scores, as well as video clickstream behaviors to predict students’ learning performance for a blended course on calculus. The authors revealed seven critical factors, including the number of backward clicks per week and the number of plays per week in their study.

Yu et al. (2019) used seven behavioral patterns based on the sequences of viewing behaviors to predict students’ pass/fail scores with kNN, Support Vector Machines (SVM), and Artificial Neural Network (ANN) algorithms, with ANN providing the highest rate of prediction accuracy.

The study published by Hasan et al. (2020) aimed to predict higher education students’ performance by utilizing various features such as student academic information, students’ activities, and students’ video interactions, and then compared their predictive performance using various data mining algorithms. The Random Forest algorithm was shown to provide the best results. However, the individual impact of video clickstream behaviors on students’ test performance could not be inferred from the study’s results since the students’ previous coursework scores and exam scores were also included as input into the prediction models. Mbozao et al. (2020) also focused on video interaction features in their study, and used time-related metrics to predict whether students would likely pass or fail; showing that these metrics could be employed to predict students’ performance. Van Goidsenhoven et al. (2020) utilized a number of features, some of which are related to navigation, forum, and problem to predict student success in a blended learning environment. However, a considerable amount of data is needed in order to properly apply the prediction model.

El Aouifi et al. (2021) focused on video viewing sequences and reportedly predicted learning performance with limited accuracy (65.07%) using educational data mining techniques; whereas Mubarak et al. (2021) used deep neural network (LSTM), but revealed no predictive relationship between each of the analyzed video clickstream behaviors and learning performance separately.

As can be understood from the current literature, many different algorithms have been used in various attempts to predict learning performance. While some have focused only on video clickstream behaviors, others also used additional features. However, as yet, it is not possible to infer which video clickstream behavior is the more critical when compared to all the others. Moreover, many studies have used
either similar features or aggregated features obtained from several videos, but disregarded the notion that students may of course exhibit different behaviors for different videos. The existing studies also do not provide any detailed or systematic explanation as to the approaches employed in their analyses, which inherently impairs the potential reproducibility of the results.

The current study, however, differs from the existing literature in that it aims to show the significant features of video clickstream behaviors and their relationships to predict students’ test performance. These behaviors are defined in numerous dimensions, such as the number of clicks, the relative percentage of clicks, and forward and backward clicking speeds. Repeated measures analysis is used to model the repeated measures obtained from the students, which successfully considers both within-subject and between-subject factors. Finally, the XGBoost model is applied in predicting scores using a comprehensive evaluation strategy, and significant features are also shown. This study explains the applied analytical approaches with step-by-step detail.

3 Research method

The current study includes two experiments based on the one-group posttest-only design (also termed “one-shot case study design” by Fraenkel et al. (2012, p. 269)). The first one takes a single measure and aims to reveal whether or not a correlation exists between the video clickstream behaviors and test performance. Feedback from the first experiment is then used to design the second experiment as a repeated measure study. The first experiment also showed potential improvement points for the development of the second experiment. Table 1 defines the steps performed during this research:

3.1 Research questions

The research questions of the study are based on video clickstream behaviors and students’ test performance. The students’ test performance data can be obtained through post-tests, whilst video clickstream behaviors can be tracked up until the post-tests are administered. One single test group is sufficient since the study is focused on predictive relationships, but does not go on to compare the impact of any intervention on different groups; hence, the one-group posttest-only design was selected for the current study. Applying an exploratory experiment strengthened the second experiment in order to reach conclusions to answer the study’s research questions. The second experiment provides repeated measures so as to answer the research questions using comprehensive data mining techniques (see Table 1).

The following two research questions were formed to guide the study:

RQ1 Are there any correlations between students’ video clickstream behaviors and their test performance?
| Study       | Method                        | Type          | Analysis techniques              | Steps                                                                 |
|------------|-------------------------------|---------------|---------------------------------|----------------------------------------------------------------------|
| 1. First Experiment | One-group posttest-only design | Exploratory   | Basic statistical techniques    | 1. Student watches three video lectures via the learning management system (LMS).  
2. Student takes a midterm exam.                                                                                                   |
| 2. Second Experiment | One-group posttest-only design with repeated measures | Conclusive    | Comprehensive data mining techniques | 1. Student watches the first video lecture via an online platform.  
2. Student takes the first video quiz.  
3. Student watches the second video lecture via an online platform.  
4. Student takes the second video quiz.  
5. Student watches the third video lecture via an online platform.  
6. Student takes the third video quiz.                                                                                          |
RQ2 Which video clickstream behaviors and to what extent can these behaviors predict students’ test performance?

For each research question, several sub-questions were also developed. For the first research question (RQ1), the number of clicks and the speed of clicks form the main focus of the study. Therefore, the following sub-questions further define the first research question:

RQ1.1 Is there a significant correlation between the number of clicks (total, pause, backward, and forward) and the students’ test performance?

RQ1.2 Is there a significant correlation between the speed of clicks (mean backward speed and mean forward speed) and the students’ test performance?

The second research question aims to establish which of the learners’ video clickstream behaviors better predict their learning performance. Two different models were attempted. The first, XGBoost, a well-known machine learning model, was chosen for modeling since it has been shown in the literature to offer superior performance in many data mining tasks (Shi et al., 2019; Tadesse et al., 2018). The second model, the Robust Linear Mixed Model, is a well-known statistical method that can model repeated measures and also cope with contamination or outliers on any level. Baseline models were also constructed for comparison purposes. Therefore, this second research question includes the following sub-questions:

RQ2.1 Does the XGBoost algorithm predict students’ test performance better than the baseline models?

RQ2.2 Does the Robust Linear Mixed Model predict students’ test performance better than the baseline models?

3.2 First experiment

The first experiment aimed to measure whether or not a correlation exists between students’ video clickstream behaviors and their test performance, and to help design the second experiment.

3.2.1 Participants

The convenience sampling strategy was applied in this study because the participants were easily accessible to the researchers. The first experiment was performed with 28 students registered to the Principles and Methods of Instruction (CEIT 216) course offered at the Department of Computer Education and Instructional Technology. A total of 22 participants watched the video lectures.
3.2.2 Data collection instruments

Two data types were collected in the study, (1) Students’ video clickstream behavior data and (2) Students’ midterm grade data. The clickstream behaviors of the students were collected via an LMS over a 3-week period where a video analytics tool was integrated into the LMS. The test performance scores of the students were obtained from the midterm exam which the students took within a face-to-face classroom environment.

The metrics collected via the LMS included the video clickstream behaviors based on the participant students’ clickstream interactions for Play, Pause, Forward, and Backward. The midterm exam consisted of 40 questions, of which 35 were multiple-choice, and five were true/false type questions. The midterm exam, which was conducted as a closed-book exam, included questions about the content that was provided in the course video lectures.

The video lectures were on the subject of famous educational psychologists, and the same producer developed each video. The videos in the first experiment were: (1) “Piaget’s Developmental Theory: An Overview” (27:06 min), (2) “Play: A Vygotskian Approach” (26:13 min), and (3) “Maria Montessori: Her Life and Legacy” (35:10 min).

3.2.3 Procedure

In total, 22 students watched the videos linearly over a 3-week period in their own time. The videos were embedded into the LMS, with the students’ basic clickstream behaviors tracked by the plug-in application called “SocialSkip” (Chorianopoulos et al., 2011). Two weeks after the video-watching period, the students each sat a scheduled midterm exam that was significantly weighted in terms of the overall course grade. The students’ midterm exam scores were graded out of 100. Table 2 presents the number of interactions (video clickstream behaviors) that the students performed for each video. There were a total of 2,192 clicks performed by all the participants while watching all three videos of the first experiment. The total number of clicks for play, pause, backward, and forward were 930, 862, 264, and 136, respectively.

| Table 2  Number of interactions per interaction type for each video used in the first experiment |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Video | Play | Pause | Backward | Forward | Total |
| 1 | 370 | 348 | 125 | 63 | 906 |
| 2 | 376 | 338 | 94 | 56 | 864 |
| 3 | 184 | 176 | 45 | 17 | 422 |
| **Total** | **930** | **862** | **264** | **136** | **2,192** |
3.2.4 First experiment results

A positive relationship was found between the total number of interactions (i.e., all interaction types) that the students performed and the test performance (the correlation coefficient \( r = 0.59, \ p < 0.01 \)). Figure 1 shows the correlations between interaction numbers per interaction type and test performance. In particular, both the number of backward click interactions \( r = 0.65, \ p < 0.01 \) and the number of pauses \( r = 0.58, \ p < 0.01 \) were found to be highly correlated with the students’ test performance. The number of forward clicks, however, was not found to be significantly correlated with the performance.

This study was conducted with a single measure (one midterm score). There may be various factors that could affect the students’ midterm exam scores. Therefore, a second experiment was designed in which the students were set a quiz immediately following each video to better observe the relationships between the features.

The first experiment also showed that a dedicated video analytics tool, having more metrics and tracking features, might be better in revealing students’ video watching behaviors. Therefore, additional interaction types such as “full screen on/off” or “mute/unmute” were planned for the second experiment.

![Figure 1: Pearson correlation results between the interaction numbers per interaction type (all video lectures) and students’ test performance (midterm grade)](image-url)

Fig. 1 Pearson correlation results between the interaction numbers per interaction type (all video lectures) and students’ test performance (midterm grade)
3.3 Second experiment

The study’s second experiment adopted a repeated measure approach to analyze the results.

3.3.1 Participants

The convenience sampling method was also used in the second experiment. The participants were students registered to a course on Instructional Principles and Methods (EDS212) that was given during the 2019/2020 Fall semester, and who were neither participants in the study’s first experiment (the content was the same as the course content in the first experiment), nor had they taken the course previously. There were initially 22 registered students; however, two later dropped the course. Sixteen of the remaining students watched more than one video lecture. Table 3 presents the number of interactions for each participant based on each video. For example, the first participant (P01) performed 89 interactions (including 35 plays, 34 pauses, one forward, and 12 backwards, plus others such as volume up, full screen on, and mute) in the first video lecture, 29 interactions in the second video lecture, and 118 interactions in the third video lecture. The total number of interactions for the first participant were therefore 236.

|               | First video lecture | Second video lecture | Third video lecture | Total |
|---------------|--------------------|----------------------|---------------------|-------|
|               | NPI    | NP     | NF     | NB | T   | NPI    | NP     | NF     | NB | T   | NPI    | NP     | NF     | NB | T   |     |
| P01           | 35     | 34     | 1      | 12 | 89  | 9      | 7      | 0      | 5  | 29  | 53     | 52     | 0      | 6   | 118 | 236 |
| P02           |        |        |        |    |     | 3      | 2      | 0      | 1  | 13  | 2      | 1      | 0      | 10  | 23  |     |
| P03           | 2      | 1      | 0      | 5  | 5   |        |        |        |    |     | 2      | 1      | 5      | 0   | 15  | 20  |
| P04           | 4      | 3      | 0      | 1  | 11  | 6      | 6      | 3      | 4  | 31  | 24     | 23     | 0      | 8   | 65  | 107 |
| P05           |        |        |        |    |     | 11     | 11     | 5      | 15 | 50  | 16     | 15     | 15     | 17  | 68  | 118 |
| P06           | 22     | 17     | 32     | 30 | 127 | 20     | 18     | 17     | 41 | 104 | 24     | 23     | 6      | 26  | 86  | 317 |
| P07           | 3      | 0      | 0      | 10 | 10  | 6      | 5      | 10     | 0  | 30  | 1      | 0      | 0      | 0   | 2   | 42  |
| P08           | 3      | 0      | 0      | 0  | 11  | 4      | 0      | 0      | 0  | 11  | 33     | 31     | 3      | 22  | 100 | 122 |
| P09           | 16     | 16     | 2      | 11 | 48  | 8      | 7      | 1      | 3  | 25  |        |        |        |     |     | 73  |
| P10           |        |        |        |    |     | 3      | 2      | 7      | 0  | 16  | 2      | 2      | 8      | 1   | 15  | 31  |
| P11           | 67     | 67     | 6      | 13 | 160 | 64     | 63     | 17     | 46 | 198 | 3      | 2      | 0      | 0   | 8   | 366 |
| P12           | 49     | 48     | 1      | 9  | 117 |        |        |        |    |     | 7      | 6      | 15     | 1   | 32  | 149 |
| P13           | 9      | 6      | 3      | 20 | 46  | 3      | 2      | 0      | 2  | 9   | 6      | 4      | 0      | 3   | 21  | 76  |
| P14           | 9      | 8      | 7      | 9  | 38  | 9      | 8      | 0      | 3  | 23  | 14     | 13     | 17     | 11  | 58  | 119 |
| P15           | 1      | 1      | 0      | 1  | 5   | 18     | 18     | 7      | 12 | 58  | 11     | 11     | 3      | 7   | 40  | 103 |
| P16           | 4      | 3      | 0      | 0  | 11  | 4      | 4      | 0      | 1  | 11  | 8      | 7      | 1      | 0   | 28  | 50  |
| **Total**     | 228    | 206    | 52     | 106 |692  | 151    | 138    | 55     | 117| 529 | 186    | 173    | 50     | 84  | 573 | 1,794 |

*NPI = # of Plays, NP = # of Pauses, NB = # of Backwards, NF = # of Forwards, T = Total Interactions (including other types)*
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3.3.2 Data collection instruments and procedure

The clickstream behaviors of the participants were collected via an online platform including the additional metrics of “volume up/down,” “mute/unmute,” and “full screen on/off.” The students’ performances were measured with a quiz after they had watched each video lecture. A total of three video lectures from the same producer were presented: (1) “Maria Montessori: Her Life and Legacy” (35:10 min), (2) “Erik H. Erikson: A Life’s Work” (30:42 min), and (3) “John Dewey: His Life and Work” (29:55 min). It was observed that play, pause, backward, and forward were the most performed interactions in the study. However, the students did not perform a noticeable number of newly added interactions during their watching of the three video lectures. In addition, since the number of pauses and the number of plays were highly correlated, only the basic interactions of pause, backward, and forward were considered (except for calculating the total number of clicks). The features were derived from these three interaction types during the analysis phase of the study.

The video quizzes, as related to the content of each specific video lecture, included multiple-choice and true/false type questions. The difficulty level of all three quizzes matched; however, they consisted of different questions at various levels compared to the first experiment. The number of questions varied from eight to nine according to the video lecture, and each quiz was graded out of 100 points. Table 4 shows the number of interactions that the students performed for each video, with Video 1 having received a higher number of interactions than the other two.

4 Results

The results of this study are presented in two subsections: (1) Relationship between Video Clickstream Behaviors and Test Performance, and (2) Predicting Test Performance with XGBoost and Robust Linear Mixed Models. The first shows the relationship results for repeated measures, whilst the second shows the predictors of test performance and to what extent students’ test performance can be predicted based on video clickstream behaviors using the two different models.

| Table 4 | Number of interactions in the second experiment |
|---------|-----------------------------------------------|
| Video   | Play  | Pause | Forward | Backward | Total |
| 1       | 228   | 206   | 52      | 106      | 692   |
| 2       | 151   | 138   | 55      | 117      | 529   |
| 3       | 186   | 173   | 50      | 84       | 573   |
| Total   | 565   | 517   | 157     | 307      | 1,794 |

© Springer
4.1 Relationship between video clickstream behaviors and test performance

The first research question aimed at investigating the relationship between the students’ video clickstream behaviors and their test performance. The research sub-questions measured the correlation between the total number of interactions, number of pauses, number of backward clicks, number of forward clicks, the mean backward speed, the mean forward speed, and their test performance. Repeated measures correlation analysis was employed, which is a statistical method used to evaluate the general within-individual relationship between paired measures that are being measured on two or more occasions (Bakdash & Marusic, 2017). The Repeated Measures Correlation (rmcorr) package was used in R.

The speed for backward clicks BS, and the speed for forward clicks FS for each interaction were calculated by dividing the amount of skipped time by each video’s duration:

$$BS_{i,j} = \frac{BT_{i,j}}{VT_{i,j}}$$
$$FS_{i,j} = \frac{FT_{i,j}}{VT_{i,j}}$$

where \(i\)=related user id, \(j\)=related video lecture id, \(BT\)=mean skipping time for backward clicks, \(FT\)=mean skipping time for forward clicks, and \(VT\)=video duration.

Since all 16 students did not watch all three video lectures, there were a total of 42 observations subjected to analysis, rather than 48 (16 students \(\times\) 3 videos). In total, 29 observations included backward-click interactions, whilst 25 observations had forward-click interactions, after removing a few backward and forward click interactions that did not reflect the student’s interaction pattern in terms of their usual speed. Therefore, the number of observations analyzed varied according to the research sub-question.

For RQ1.1, the results revealed

- a significant positive correlation between the total number of clicks and test performance \((n=42, r=0.66, p=0.00)\).
- a significant positive correlation between the number of pauses and test performance \((n=42, r=0.62, p=0.00)\).
- a significant positive correlation between the number of backward clicks and test performance \((n=42, r=0.48, p=0.01)\).
- no significant correlation between the number of forward clicks and test performance \((n=42, r=0.32, p=0.10)\).

For RQ1.2, the results revealed

- a significant negative correlation between the mean backward speed and test performance \((n=29, r=-0.65, p<0.01)\).
- no significant correlation between the mean forward speed and test performance \((n=22, r=-0.28, p>0.05)\).
4.2 Test performance prediction with XGBoost and robust linear mixed models

In this section, the XGBoost (Chen & Guestrin, 2016) and Robust Linear Mixed Model (Koller, 2016) algorithms were employed. XGBoost was preferred since it is known to be scalable and effective using gradient boosting trees, and works well with small-sized datasets (Chen et al., 2015). Robust LMM was preferred as it makes no assumptions, with the exception that the model parameters are estimable and considered suitable for repeated measures (Koller, 2016). Especially, smaller-sized samples have the potential to include outliers or non-Gaussian distributions (Demidenko, 2013); hence, Robust LMM can be used for non-normal distributed residuals when the assumptions for LMM are not met (Schielzeth et al., 2020).

As an observation may belong to any one of the 16 participant students, multiple observations for each student may not be able to be treated as independent and residuals may be considered non-normal. Hence, a Robust Linear Mixed Method (RLMM) model was selected to be used as a linear additive model for multiple levels by groups, where the random effect within group is additive to the fixed effect between groups:

\[ Y_i = X_i \beta + Z_i b_i + \varepsilon_i \]

where \( Y \) is the vector of the response variable (quiz grade), \( X \) is the fixed effect (video interaction features), \( \beta \) is the vector of the fixed effects coefficients, \( Z \) is the random effects (each user), \( b \) is the vector of random effects coefficients, \( i \) is the related group, and \( \varepsilon \) is the error for random effects (Fox, 2002).

Eight features related to the video clickstream behaviors of the students were used as input to predict their test performance scores. These are each related with the number, percentage, and speed based on the three click types: Number of Pauses, Number of Forwards, Number of Backwards, Mean Forward Speed, Mean Backward Speed, Percentage of Pauses, Percentage of Backwards, and Percentage of Forwards.

In addition, the features detailed in Section 4.1, Percentage of Pauses (\( PP \)), Percentage of Forwards (\( PB \)), and Percentage of Backwards (\( PB \)), were each calculated by dividing the number of interactions for the related click type by the total number of interactions for these three types as follows:

\[ PP_{ij} = NP_{ij} / (NP_{ij} + NB_{ij} + NF_{ij}) \]
\[ PB_{ij} = NB_{ij} / (NP_{ij} + NB_{ij} + NF_{ij}) \]
\[ PF_{ij} = NF_{ij} / (NP_{ij} + NB_{ij} + NF_{ij}) \]

where \( i \) = related user id, \( j \) = related video lecture id, \( PP \) = % Pauses, \( PB \) = % Backwards, \( PF \) = % Forwards, \( NP \) = # Pauses, \( NB \) = # Backwards, and \( NF \) = # Forwards.

The following steps were performed for each model:

1. Feature Selection
2. Comparison with a Baseline Model (Nested 5-fold Stratified Cross-Validation)
3. Comparison with a Baseline Model (One Person Leave Out)
4. Comparison with a Baseline Model (One Video Leave Out)
4.2.1 Feature selection

Three steps were followed to select the input features for model building: (1) parameter tuning (not necessary for Robust LMM), (2) feature ranking, and (3) determining the number of features respectively for both algorithms.

**Step 1: Parameter Tuning for XGBoost**

To find the best parameters, the dataset was split into a training dataset and a testing dataset using stratified random sampling with five folds. Stratified means the distribution of test performance scores in the original dataset was preserved in the samples. The parameters giving the best scores on the validation dataset were selected. Table 5 shows both the parameters and the values used for hyperparameter tuning of the XGBoost algorithm. This configuration was used for all the experiments in the study.

**Step 2: Feature Ranking with XGBoost**

Using the XGBoost algorithm, the features were ranked according to the mean feature importance rate in five iterations.

**Step 3: Determining the Number of Features for XGBoost**

| Feature               | Iteration 1 | Iteration 2 | Iteration 3 | Iteration 4 | Iteration 5 | Mean  | Rank |
|-----------------------|-------------|-------------|-------------|-------------|-------------|-------|------|
| Number of Pauses      | 0.145       | 0.125       | 0.176       | 0.174       | 0.143       | 0.153 | 1    |
| Number of Backwards   | 0.134       | 0.108       | 0.166       | 0.181       | 0.195       | 0.150 | 2    |
| Mean Backward Speed   | 0.153       | 0.170       | 0.132       | 0.138       | 0.131       | 0.124 | 4    |
| Number of Forwards    | 0.144       | 0.086       | 0.121       | 0.131       | 0.109       | 0.111 | 7    |
| Percentage of Pauses  | 0.109       | 0.207       | 0.097       | 0.101       | 0.097       | 0.115 | 6    |
| Percentage of Backwards| 0.108      | 0.106       | 0.130       | 0.112       | 0.118       | 0.111 | 7    |
| Mean Forward Speed    | 0.142       | 0.102       | 0.119       | 0.083       | 0.109       | 0.080 | 8    |
| Percentage of Forwards| 0.066       | 0.095       | 0.059       | 0.079       | 0.101       |       |      |

Table 5  Hyperparameter tuning (parameters and values) for XGBoost used for a grid search

| Parameter                | Values           |
|--------------------------|------------------|
| learning_rate            | 0.01, 0.1        |
| max_depth                | 3, 5, 7          |
| min_child_weight         | 1, 2, 3, 4, 5    |
| subsample                | 0.5, 0.7         |
| colsample_bytree         | 0.5, 0.7         |
| n_estimators             | 400, 500, 600    |
| objective                | Mean Squared Error |

Table 6  Importance of features obtained with XGBoost
Root Mean Square Error (RMSE) scores were calculated for each feature set iteratively to determine the optimum number of features. The features were added one by one according to their rank. The top three features were selected as they had the lowest RMSE and were differentiated from the others in terms of their feature importance (see Mean values in Table 6). In addition, Wilcoxon Signed Rank Test, a non-parametric test for comparing two-related groups (Field, 2018), was performed as a significance test. Table 7 shows that using the first three features (RMSE = 14.56, MAE = 11.11, \(SD = 9.53\), Standardized Test Statistic (Z) = 605, \(p = 0.055\)) gave better results (less Mean Absolute Error) than using all eight features (RMSE = 16.38, MAE = 12.75, \(SD = 10.40\), even though the results were not found to be significant. This shows that adding more than three features did not improve the model and justified the feature selection.

As a result, the top three features were selected and reordered among themselves based on their feature importance (see Table 8):

Multicollinearity was also checked for each feature with Variance Inflation Factor (VIF). If VIF is less than 5, it indicates no multicollinearity (Akinwande et al., 2015).

**Step 1: Feature Ranking with Robust LMM**

Using the Robust LMM, the features were ranked according to their significance value in the model. Table 9 shows the significance of each feature according to its rank.

**Step 2: Determining the Number of Features for Robust LMM**

One variable can be repressed by another due to interaction between the variables. Therefore, backward feature selection was used to select the variables for

---

### Table 7  Comparison of three features and eight features with XGBoost

| No | Model                     | \(N\) (Observations) | RMSE | MAE  | SD       | Z      | \(p\)  |
|----|--------------------------|-----------------------|------|------|----------|--------|-------|
| 1  | XGBoost with 3 features  | 42                    | 14.56| 11.11| 9.53     | 605    | 0.055 |
| 2  | XGBoost with 8 features  | 42                    | 16.38| 12.75| 10.40    |        |       |

### Table 8  Importance of the selected features obtained with XGBoost

| Feature               | Iteration 1 | Iteration 2 | Iteration 3 | Iteration 4 | Iteration 5 | Mean Rank |
|-----------------------|-------------|-------------|-------------|-------------|-------------|-----------|
| Number of Pauses      | 0.392       | 0.355       | 0.419       | 0.379       | 0.336       | 0.376     | 1         |
| Mean Backward Speed   | 0.345       | 0.376       | 0.332       | 0.302       | 0.265       | 0.324     | 2         |
| Number of Backwards   | 0.263       | 0.269       | 0.249       | 0.319       | 0.399       | 0.300     | 3         |

* VIF\(_1\) = 1.53, VIF\(_2\) = 1.03, VIF\(_3\) = 1.53
the final model. Features were removed from the model according to their rank on a one-by-one basis until RMSE increased, or a feature exceeded the $p$-value threshold. As a result, the first three features were selected since both RMSE was the lowest and the $p$-values were within the threshold for the three features. Wilcoxon Signed Rank Test showed that using three features (RMSE = 15.11, MAE = 11.27, SD = 10.19) provided better results (less MAE) than using all eight features (RMSE = 16.40, MAE = 12.66, SD = 10.54, $Z=462$, $p=0.185$) (see Table 10). There was no need to utilize all eight features since adding the additional features would not improve the model.

Since the overall goal was to predict students’ test performance, the $p$-value threshold was selected as 0.15 rather than 0.05 as the feature selection stop criteria (Faraway, 2002). Therefore, the number of pauses, as the third variable in Robust LMM, was also selected for the model during backward selection (see Table 11). In addition, using it in the model decreased RMSE. However, using other variables caused the $p$-value to exceed the 0.15 threshold, hence the model

### Table 9: Significance of the features with Robust LMM

| Rank | Variable                  | Estimate | Standard Error (SE) | t    | p   |
|------|---------------------------|----------|---------------------|------|-----|
| 0    | Intercept                 | 72.57    | 7.55                | 9.61 | 0.00|
| 1    | Mean Backward Speed       | -161.51  | 58.99               | -2.74| 0.01|
| 2    | Percentage of Backwards   | 37.59    | 18.51               | 2.03 | 0.05|
| 3    | Number of Pauses          | 0.26     | 0.21                | 1.28 | 0.21|
| 4    | Percentage of Pauses      | 7.63     | 10.08               | 0.76 | 0.45|
| 5    | Percentage of Forwards    | 18.99    | 27.72               | 0.69 | 0.50|
| 6    | Mean Forward Speed        | 0.11     | 0.79                | 0.14 | 0.66|
| 7    | Number of Forwards        | -53.15   | 119.40              | -0.45| 0.69|
| 8    | Number of Backwards       | -0.07    | 0.53                | -0.13| 0.90|

### Table 10: Comparison of three features and eight features with Robust LMM

| No  | Model                        | N (Observations) | RMSE | MAE  | SD  | Z   | p     |
|-----|-------------------------------|------------------|------|------|-----|-----|-------|
| 1   | RLMM with 3 features          | 42               | 15.11| 11.27| 10.19| 462 | 0.185 |
| 2   | RLMM with 8 features          | 42               | 16.40| 12.66| 10.54|     |       |

### Table 11: Fixed effects of final Robust LMM

| Rank | Variable                  | Estimate | SE | t    | p   |
|------|---------------------------|----------|----|------|-----|
| 0    | Intercept                 | 79.83    | 3.78| 21.14| 0.00|
| 1    | Mean Backward Speed       | -162.14  | 51.48| -3.15| 0.00|
| 2    | Percentage of Backwards   | 32.53    | 11.95| 2.72 | 0.01|
| 3    | Number of Pauses          | 0.26     | 0.13| 1.96 | 0.06|

* VIF$_1 = 1.09$, VIF$_2 = 1.10$, VIF$_3 = 1.07$
presented in Table 11 was selected for the Robust LMM. Table 11 presents the fixed effects summary for the final Robust LMM model.

4.2.2 Comparing XGBoost and robust LMM with baseline (Nested stratified k-fold cross-validation)

Nested k-fold cross-validation was used where the original dataset was split into training and testing datasets, and stratified random sampling was used with five folds, five times, the same as in Step 1 of Section 4.2.1. In each iteration, one fold was set aside as an unseen testing dataset and the remaining four folds were used to validate the model, find the best model parameters, and for training purposes. The results for XGBoost showed that RMSE was 14.76 ($M_{cv} = 14.68$, $SD_{cv} = 1.90$). For Robust LMM, there was no need to perform hypermeter tuning. The results for Robust LMM showed that RMSE was 15.11 ($M_{cv} = 14.286$, $SD_{cv} = 3.73$).

However, the RMSE scores for XGBoost and Robust LMM are not meaningful without the use of a baseline for comparative purposes. Therefore, their results were each compared with a baseline model that predicted the test performance as the mean test performance scores calculated from the training dataset for all the data points in the test dataset.

A Friedman test (aka Friedman’s ANOVA), a statistical analysis method used for comparing means of several related groups having non-parametric distributions (Field, 2018), was conducted to compare the XGBoost and Robust LMM performances with that of the baseline. The results revealed a significant difference ($\chi^2(2) = 12.905, p = 0.002$) (see Table 12). Wilcoxon-Bonferroni post hoc tests were conducted for pairwise comparison. The comparisons showed that both XGBoost ($RMSE = 14.76$, $MAE = 11.50$, $SD = 9.36$) and Robust LMM ($RMSE = 15.11$, $MAE = 11.27$, $SD = 10.19$) performances were significantly higher than the baseline model ($RMSE = 18.12$, $MAE = 15.51$, $SD = 9.48$), $p(XGBoost—Baseline) = 0.024$ and $p(\text{Robust LMM—Baseline}) = 0.009$. However, there was no significant difference established between XGBoost and Robust LMM, $p(XGBoost—\text{Robust LMM}) = 1.000$.

RMSE percentage (aka relative RMSE or normalized RMSE) was also used for comparison (see Tables 12, 13, and 14) (Jamieson et al., 1991; Jeong et al., 2014; Li et al., 2013):

$$\%RMSE = \frac{RMSE}{X} \times 100$$

| No | Model       | N (Observations) | %RMSE | RMSE  | MAE  | SD   | $X^2$  | $p$    |
|----|-------------|------------------|-------|-------|------|------|--------|--------|
| 1  | XGBoost     | 42               | 17.20 | 14.76 | 11.50| 9.36 | 12.905 | 0.002  |
| 2  | Robust LMM  | 42               | 17.61 | 15.11 | 11.27| 10.19|        |        |
| 3  | Baseline    | 42               | 21.12 | 18.12 | 15.51| 9.48 |        |        |
Figure 2 shows the test performance predictions for each student on each video. Both the XGBoost and Robust LMM models were considered good at predicting high values in a “nested 5-fold cross-validation” evaluation scheme. However, the models were shown to predict test performance of 70 or higher, except for P07, P08,
P15 in Video 1 and P02 in Video 2, which had generally among the lowest scores in the related quizzes. Even where the models predicted test performance with low scores, they were not as low as the actual test performance scores. Similarly, P02, P07, P10, and also P11 received the lowest scores in the third video. Even if the error rates were considered high for each of them, the models’ predictions were generally seen as lower for those participants with higher-end scores. This result may be explained by the limited prediction range of the models.

### 4.2.3 Comparison of XGBoost and robust LMM with baseline (One Person Leave Out)

This evaluation scheme aimed to measure the generalization capability of the proposed models for predicting new students’ test performance using the existing video watching behaviors of other students. One student’s data belonging to all three videos were left out for testing, with the remainder used for training and validation purposes. This process was conducted 16 times, which resulted in a total of 42 observations (videos). The baseline model was constructed to predict a new student’s test performance, per quiz, based on the mean test performance of the other students (calculated using the training dataset). The results for XGBoost showed that RMSE was 15.73 ($M_{cv}=13.60$, $SD_{cv}=8.60$), whilst for Robust LMM the RMSE value was 15.26 ($M_{cv}=13.37$, $SD_{cv}=7.75$).

The Friedman test showed that a significant difference was found between the models ($\chi^2(2)=8.143$, $p=0.017$) (see Table 13). Wilcoxon-Bonferroni post hoc tests showed that both XGBoost (RMSE = 15.73, MAE = 11.63, $SD = 10.71$) and Robust LMM (RMSE = 15.26, MAE = 11.52, $SD = 10.14$) performances were significantly higher than the baseline according to the “mean” strategy (RMSE = 19.10, MAE = 16.60, $SD = 9.56$), $p$(XGBoost—Baseline) = 0.045 and $p$(Robust LMM—Baseline) = 0.000. However, there was no significant difference found between XGBoost and Robust LMM, $p$(XGBoost—Robust LMM) = 1.000.

As can be seen in Fig. 3, the predictions of each model were slightly worse than the “nested stratified 5-fold cross-validation” evaluation scheme. Both models produced high test performance scores with a high degree of accuracy; nevertheless, XGBoost was the more successful in predicting low scores, whilst less successful in predicting high scores than Robust LMM. Since the number of high scores was more than the number of low scores, Robust LMM appears to have provided better prediction scores. On the other hand, it was not easy to predict test performance for those students who had zero interaction or who had a low number of backward click interactions. For example, P02, P03, P07, and also P11 did not perform any backward click interactions when watching the third video. As a result, calculating their test performance was difficult since the number/percentage of backward clicks and their mean backward speed were all zero.

### 4.2.4 Comparing XGBoost and robust LMM with baseline (One Video Leave Out)

This evaluation scheme aimed to measure the generalization capability of the models for predicting student quiz grades after having watched a new video by utilizing their previous video watching behaviors. The students’ video watching behaviors
for two previous videos were used for the training dataset, with one “new” video used for testing purposes. This process was performed three times, since there were three video lectures and therefore resulted in a total of 42 observations. The baseline models were constructed using the mean of the previous quiz grades for each student. Cross-validation was performed for XGBoost using the parameters and values presented in Table 5. The results for XGBoost showed that RMSE was 17.04 ($M_{cv} = 16.57$, $SD_{cv} = 3.92$), whilst for Robust LMM the RMSE value was 18.24 ($M_{cv} = 17.82$, $SD_{cv} = 4.09$). The comparative results presented in Table 14 show that the XGBoost model outperformed both the Robust LMM and the baseline models.

The Friedman test showed that a significant difference was found between the models based on the “one video leave out” test scenario ($\chi^2(2) = 11.423$, $p = 0.003$) (see Table 14). Wilcoxon-Bonferroni post hoc tests showed that both the XGBoost (RMSE = 17.04, MAE = 11.99, $SD = 12.25$) and the Robust LMM (RMSE = 18.24, MAE = 13.61, $SD = 12.29$) performances were significantly higher than that of the baseline model (RMSE = 23.85, MAE = 18.76, $SD = 14.90$), $p$(XGBoost—Baseline) = 0.006 and $p$(Robust LMM—Baseline) = 0.024. However, there was no significant difference found between XGBoost and Robust LMM, $p$(XGBoost—Robust LMM) = 1.000.

Figure 4 shows the individual prediction of the models based on the “one video leave out” evaluation scheme. The success rate seen from this evaluation scheme was lower than for both the “random split” and “one person leave out” schemes. XGBoost and Robust LMM appear to be more successful when students receive

![Fig. 3 Predictions of students’ test performance (based on one person leave out) for 42 observations](image-url)
high scores rather than low scores, as seen in the previously examined schemes. Correspondingly, it is not easy to predict the students’ test performance based on the “one video leave out” evaluation scheme when students receive test performance scores far removed from the general tendency. For example, P07 and P11 both obtained a very low score in the quiz for the third video, even though both XGBoost and Robust LMM produced a lower error rate when compared to the baseline model. In addition, the number of student video lectures used within the construction of a model can play an important role in its prediction success. Therefore, the success of the models based on the “one video leave out” scenario would most probably increase if the number of videos increased.

The results based on the three evaluation validation strategies (Random Split, One Person Leave Out, and One Video Leave Out) showed that both XGBoost and Robust LMM performances were significantly higher than the baseline models.

5 Discussion and conclusion

In this study, the relationship between students’ video clickstream behaviors and their test performance in both a midterm exam and multiple quizzes was investigated. The study’s results showed that the total number of interactions had a significant and positive relationship with the students’ subsequent test performance. That is, the more a student performed clickstream interactions when viewing video
lectures, the higher their test performance was found to be. This is an important evidence that students need learner-content interaction in order to be successful during online courses (Zimmerman, 2012). The results also showed a negative correlation between the mean of backward speed and students’ test performance. This indicates that clicking backward to the closest point demonstrates that the students had a desire to learn (i.e., to go back and review something they perhaps missed or did not fully understand), whereas clicking backward to a more remote point indicates that the students did not focus on their learning. The basic interaction types of pause click, backward click, and forward click were also investigated in detail, and the results showed that the numbers of pauses and backwards had a positive relation to the students’ test performance. The findings obtained during the first experiment, which was based on a single measure, provided limited features; however, that analysis was then further supported by the second experiment which was based on repeated measures, and involved more detailed features and more in-depth analysis.

In summary, those students who performed high numbers of clickstream activities, slow backward speed, or those who preferred backward clicks or pauses received higher test performance scores than those students who performed a low number of clickstream activities, a fast backward speed, or those who preferred forward clicking when watching video lectures. These findings help to provide an informed perspective as to how best to design video-based lectures, and to help guide instructors as to which student behaviors are considered the most important in online learning. Behaviorism, one of the more popular learning theories, emphasizes that all behaviors can be gained through interactions with the environment (Graham, 2019). Accordingly, interactive videos can trigger desired behaviors by providing the appropriate level of interaction and the opportunity to do so. Especially, the use of embedded questioning techniques within interactive videos can help to improve students’ learning and the efficiency of the time spent viewing video lectures (Vural, 2013). They can also contribute to a mental review or replay of video lectures as a means to achieving specified learning goals (Van der Meij & Böckmann, 2021). Therefore, to increase the number of backward clicks, pauses, high volume clicking, and slow backward speed, we suggest that *interactive questions (to promote high volume clicking) that provide students with the opportunity and need to search for and process information (for high numbers of backward clicks or pauses) can be added/embedded periodically (for slow backward speed) to the design of video-based lectures*. This approach could also help students learn by encouraging them to practice what they learn through interactive and inquisitive questioning.

Finally, the features that may be best used to predict students’ test performance were investigated during the study. The XGBoost algorithm, one of the most powerful algorithms used for small-sized study samples, and the Robust Linear Mixed Model (RLMM), one of the most suitable algorithms for repeated measures, were used to compare the results, both with baseline models and with each other. While the XGBoost algorithm was shown to better predict students’ test performance based on the “nested stratified 5-fold cross-validation” and “one video leave out” approaches, the Robust LMM gave better results when the model was validated based on the “one person leave out” approach. However, no significant statistical difference was found to exist between them. Therefore, both algorithms (XGBoost
and Robust LMM) may be used for repeated measures collected from a small-sized sample. In addition, they both performed better than the baseline models. Therefore, we can conclude that students’ test performance can be predicted with an error in the range of approximately 15 to 20 points (%RMSE) over a 100-point range. The obtained RMSE percentage reveals that students’ test performance can be successfully predicted using video clickstream interactions modeled either with the XGBoost or Robust LMM since a value of 15–20 is considered good for %RMSE in prediction (Li et al., 2013).

Mean of backward speed, number of pauses, and number/percentage of backward clicks are seen as the most important indicators that can be used in predicting success or failure in the models. These indicators are compatible with the findings reported in the literature, even though none have previously been explicitly mentioned in any single study in terms of predicting students’ learning or test performance. Lan et al. (2017) showed that the number of pauses and rewinds (i.e., backward clicks) were among the features that promoted learner engagement the most, which can be said to implicitly show consistency with the findings of the current study, as engagement positively contributes to the students’ learning performance. Furthermore, Hasan et al. (2020) indicated that pausing videos many times or progressing slowly through videos increases the probability of students successfully passing a course. Lu et al. (2018) found that the number of backward clicks per week was also a relevant factor in predicting learning performance. This also justifies our findings from the current study, even though the number of backward clicks was not used for each video as a feature in Lu et al.’s (2018) study.

All of these findings suggest candidate potential algorithms for modeling and the use of video interaction features in different ways, but that the use of single scores for multiple video lectures together with different algorithms does not necessarily provide the sole means to predict grade outcomes of learners (Solli et al., 2018). However, these algorithms and features may be used for the implementation of timely interventions to increase the students’ successes and to decrease their rate of failure (Van Goidsenhoven et al., 2020).

The existing studies in the literature that have been performed in the sphere of higher education have either not directly indicated the significance of certain video-related features (Hasan et al., 2020), or have remained only at the descriptive level (Yoon et al., 2021). Viberg et al. (2018) also emphasized that most studies focusing on learning analytics in the higher education context adopt a descriptive approach; a situation seen more clearly in the study of video analytics, which is a sub-field of learning analytics. Moreover, little is known about how to make best use of predictive learning analytics in the higher education context (Herodotou et al., 2019). Therefore, the current study contributes to the literature in terms of the usage of predictive analytics in video-based learning since it used a predictive approach, and which was shown to assist in improving educational quality by revealing critical situations (Doleck et al., 2020). With the help of predictive analytics, both educational institutions and course instructors can make better, more informed decisions and act accordingly based on actual data (Daniel, 2015).

In addition, the current study solely used the most basic of video clickstream behaviors, which require no additional information to be collected, and explained
step-by-step how to analyze these behaviors. The study’s results demonstrated that with just a few significant variables, the test performance of students can be predicted with a high degree of accuracy. For the first time in the related literature, the current study employed experiments that were conducted comprehensively with three different evaluation schemes. The results of these experiments revealed that the variables—number of pauses, mean backward speed, number of backwards, and percentage of backwards—were effective in predicting the performance of both new student users on existing videos or existing users on new videos.

The findings of the current study may therefore be considered as beneficial for all stakeholders working in the field of education. Firstly, students are the most important stakeholder group since the overriding priority in education is to deliver effective student learning. The study revealed which behaviors are the best indicators of measuring success in video-based learning. These indicators can be used for the early detection of problems regarding video-based materials or students’ learning (i.e., the potential for failure). Then, any necessary revisions to course materials or interventions may be developed and implemented in a timely manner. In addition, instructors and MOOC designers can consider revising their lectures to increase the positive video clickstream behaviors of their learners. Finally, researchers or video-based learning platform developers can utilize the proposed educational data mining approach in order to create smart learning systems.

The results of the current study may also be seen as helpful for MOOC platforms that offer several courses, as well as for few courses taken by small groups, which make use of video lectures as supporting materials or as the sole teaching medium. In particular, the approach demonstrated in this study may be applied to any higher education course that adopts video-based learning, since it does not necessarily rely upon a large-sized sample to be effective.

In conclusion, the findings of the current study may be summarized as follows:

- Video clickstream behaviors can be used to detect students who are at risk of failure.
- The approach introduced in this study may also be applied to small classes with only limited numbers of students.
- The study has shown which video clickstream behaviors are considered important in the prediction of students’ academic performance.
- The findings of the study can help teachers to better design their lectures.
- Applying the findings of the study can enable students to learn more effectively.
- The findings of the study can assist both researchers and developers in the application and evaluation of suitable educational data mining approaches that utilize video clickstream interactions.

6 Limitations and future work

Even though this study presents important findings on how to utilize video clickstream data to predict students’ test performance and makes suggestions for designing instructional videos, it has a notable limitation: the study was
conducted with a small number of participants. One of the most important reasons for this was there being only one suitable course whose instructor was also willing to work within the prescribed experimental study settings over two different semesters. In order to deal with this limitation, educational data mining techniques suited to a small sample were employed. Importantly, the total number of interactions performed by the study’s participants were considered adequate in number so as to be able to legitimately investigate the behaviors.

In addition, each of the videos selected for analysis was approximately 30 min in duration, and were otherwise identical, albeit with different verbalized topics. The results of the study may therefore be considered generalizable to other video lectures of similar length, and that also present verbalized topics. However, in order to generalize the results to short videos or quantitative videos, additional research would be required.

In a future work, we are planning to investigate the reasons behind certain clicking behaviors. Having greater knowledge about students’ video clickstream behaviors, and the reasons behind them, could provide valuable insight into learners’ academic performance such as what click rates are the most effective. If the reasons are known by researchers and instructors, the possibility to predict students’ test performance will likely increase. Therefore, we aim to investigate video clickstream behaviors and clickstream reasoning together in order to better predict students’ test performance.

Moreover, we also see the benefits of using advanced data mining on a specific type of instructional material (video) upon which to base learning analytics. Analytical approaches can also be used and investigated specifically by future researchers for each type of learning object: e-books, audio, presentations, animations, and simulations, which may lead to the rise of a different sub-field of learning analytics such as reading analytics or e-book-based learning analytics.
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