Quality of the thermodynamic uncertainty relation for fast and slow driving
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Abstract
The thermodynamic uncertainty relation originally proven for systems driven into a non-equilibrium steady state (NESS) allows one to infer the total entropy production rate by observing any current in the system. This kind of inference scheme is especially useful when the system contains hidden degrees of freedom or hidden discrete states, which are not accessible to the experimentalist. A recent generalization of the thermodynamic uncertainty relation to arbitrary time-dependent driving allows one to infer entropy production not only by measuring current-observables but also by observing state variables. A crucial question then is to understand which observable yields the best estimate for the total entropy production. In this paper we address this question by analyzing the quality of the thermodynamic uncertainty relation for various types of observables for the generic limiting cases of fast driving and slow driving. We show that in both cases observables can be found that yield an estimate of order one for the total entropy production. We further show that the uncertainty relation can even be saturated in the limit of fast driving.
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1. Introduction

Recent progresses in the field of non-equilibrium statistical physics have reshaped our perspective on conventional thermodynamic notions such as work, heat or entropy production.
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Defining these thermodynamic observables along single fluctuating trajectories is the key step to build up a theoretical formalism nowadays called stochastic thermodynamics [1–4]. As a key property of these small mesoscopic systems fluctuations and their relation to universal non-equilibrium properties are of special interest from a theoretical as well as from an operational or experimental point of view. A well-established paradigm for such a connection is the fluctuation–dissipation theorem (FDT) relating equilibrium fluctuations to the dissipation rate in driven systems near equilibrium [5]. Milestones in the field of stochastic thermodynamics inter alia deal with similar connections for systems far away from equilibrium: from fluctuation theorems [6–15] and generalizations of the FDT [16–20] to the Harada–Sasa relation connecting the violation of the FDT to energy dissipation [21, 22].

A more recent development in this line up is the so-called thermodynamic uncertainty relation (TUR), which connects the fluctuations or precision of any current in the system to the total entropy production rate [23, 24]. For an overdamped Langevin system or a Markovian system on a discrete set of states driven into an NESS the TUR for finite observation times $T$ reads [25, 26]

\[
D_J(T) \sigma(T) / J(T)^2 \geq 1
\]

with current $J(T)$, its diffusion coefficient $D_J(T)$ quantifying fluctuations and the total entropy production rate $\sigma(T)$. Beyond considering the TUR as a trade-off relation between precision and dissipation leading to bounds on the efficiency of biological processes or molecular machines [27–29] it has been established as a useful tool for inferring entropy production [30–33]. Hence, numerous attempts have been made to extend the range of applicability of the TUR including underdamped dynamics [34–42], ballistic transport between different terminals [43], heat engines [28, 44–46], periodic driving [47–51], stochastic field theories [52, 53], generalizations to observables that are even under time-reversal [54–56], first-passage time problems [57–59] and quantum systems [43, 60–67]. Moreover, several works have focused on comparing the quality of different uncertainty relations [68] and on the optimal choice of observables [69–71].

In the vast lineup of generalizations and ramifications of the TUR each relation has its own region of validity. A unifying uncertainty relation for arbitrary time-dependent driving including the TUR for finite observation times [25, 26], for relaxation processes [72, 73] and for periodically driven systems [51] has been found recently [74]. This relation reads

\[
D_J(T, v) \sigma(T, v) / J(T, v)^2 \geq [1 + \Delta J(T, v) / J(T, v)]^2,
\]

where the speed of driving $v$ enters as the second argument and $\Delta J(T, v)$ describes the change of the current with respect to the observation time $T$ and the speed of driving $v$. A similar inequality involving the total entropy production rate can also be derived for state variables [74]. Since their origin lies in the response of the system with respect to a time rescaling by using a virtual perturbing force [75], these relations should be clearly distinguished from so-called generalized TURs that are solely a consequence of the fluctuation theorem [76, 77]. Furthermore, the TUR for time-dependent driving (2) involves operationally accessible observables and hence, preserves the desired property of being a trade-off relation between those. It thus remains a useful tool for inferring entropy production, in principle. However, the question remains, which observables yield the best estimate for entropy production.

In this paper, we analyze the quality of the TUR for time-dependent driving (2) in the limiting cases of fast and slow driving for overdamped Langevin systems. These theoretically interesting and analytically accessible limiting cases are especially relevant for heat engines [78–81] and bit erasure protocols [82–84]. The slow driving limit is essential for heat engines
since they typically reach maximum efficiency when driven quasistatically, whereas the fast driving limit is important for bit erasure as practical information processing can require fast erasure. We show that in each limiting case at least one optimal class of observable exists that generically yields an estimate of order one for the total entropy production rate. We further show that the time-dependent uncertainty relation in reference [74] simplifies to the conventional form of the steady-state TUR in references [23, 24] in the fast-driving limit. We demonstrate that in this limiting case a current proportional to the total entropy production rate can saturate the TUR. For the slow-driving limit we show that the choice of the optimal observable depends on whether or not a non-conservative force is applied. Moreover, we show that these results hold not only for systems with continuous degrees of freedom, but also for systems with a discrete set of states as we illustrate for a driven three-state model.

2. Setup

2.1. Dynamics

We consider a system with one continuous degree of freedom \( x(t) \). The dynamics is given by an overdamped Langevin equation

\[
\dot{x}(t) = \mu F(x(t), \lambda_t) + \zeta(t),
\]

where \( \zeta(t) \) is a zero-mean Gaussian white noise satisfying

\[
\langle \zeta(t) \rangle = 0, \quad \langle \zeta(t) \zeta(t') \rangle = 2D \delta(t - t').
\]

The system is driven by a time-dependent force

\[
F(x, \lambda_t) \equiv f(\lambda_t) - \partial_x V(x, \lambda_t),
\]

which consists of a non-conservative force \( f(\lambda_t) \) and a conservative part \( -\partial_x V(x, \lambda_t) \). Both contributions depend on a time-dependent protocol \( \lambda_t \equiv \lambda(vt) \). Here, \( v \) denotes the speed of driving and \( D \equiv \mu/\beta \) is the diffusion constant, where \( \mu \) is the mobility and \( \beta \) is the inverse temperature. Equivalently, we can use a Fokker–Planck equation

\[
\partial_t p(x, t) = -\partial_x (\mu F(x, \lambda_t) - D \partial_x) p(x, t)
\]

(7)

describing the dynamics for the probability \( p(x, t) \) to find the system in state \( x \) at time \( t \). The system is observed up to time \( T \), where the protocol \( \lambda_t \) evolves from value \( \lambda(0) \) to \( \lambda(\tau_f) \equiv \lambda T \). In the following, we keep the final value \( \tau_f \) of the protocol fixed, i.e. the observation time \( T = \tau_f/v \) is coupled to the speed of driving. Equation (7) describes probability conservation and hence, is a continuity equation for the probability current

\[
j(x, t) \equiv (\mu F(x, \lambda_t) - D \partial_x)p(x, t).
\]

In this paper, we derive our main results for systems with a single continuous degree of freedom. These results can generically be adapted to systems with multiple time-dependently driven degrees of freedom, in principle. A discussion about possible deviations in special cases is given in a concluding perspective at the end of this paper.
2.2. Observables

The framework of stochastic thermodynamics allows us to define several types of observables for arbitrary time-dependently driven systems [3, 74]. These observables depend on the state \( x(t) \) of the system or the velocity \( \dot{x}(t) \equiv \partial_t x(t) \). The first type of observable we are focusing on is called a state variable \( a(x, \lambda_t) \). This variable can be either observed at a fixed observation time

\[
a_T \equiv a(x_T, \lambda_T)
\]

(9)
or it can be time-averaged over a finite-time \( T \)

\[
A_T \equiv \frac{1}{T} \int_0^T dt \, a(x_t, \lambda_t),
\]

(10)
where \( x_t \equiv x(t) \). The second kind of observable is a current, which is odd under time reversal. Here, we distinguish between a current depending on the time spent in a certain state

\[
J^b_T \equiv \frac{1}{T} \int_0^T dt \, b(x_t, \lambda_t),
\]

(11)
which depends on the time-derivative of a state variable \( \dot{b}(x_t, \lambda_t) \equiv (\partial_t \lambda_t) \partial_t b(x_t, \lambda) |_{\lambda=\lambda_t} \) and a current depending on the velocity, i.e.

\[
J^d_T \equiv \frac{1}{T} \int_0^T dt \, d(x_t, \lambda_t) \odot \dot{x_t},
\]

(12)
where \( d(x_t, \lambda_t) \) is a function of the state and \( \odot \) denotes the Stratonovich product. Examples for the currents defined in equations (11) and (12) are the power by choosing \( b(x_t, \lambda_t) = V(x_t, \lambda_t) \) and the heat flux by choosing \( d(x_t, \lambda_t) = \beta F(x_t, \lambda_t) \), respectively. A further important observable of interest is the mean total entropy production rate

\[
\sigma(T, v) \equiv \frac{1}{T} \int_0^T dt \int dx \, \frac{\dot{\rho}(x, t)}{D\rho(x, t)}.
\]

(13)
The fluctuations around the mean value \( \langle X_T \rangle \) of any of the above introduced observables \( X_T \in \{ a_T, A_T, J^b_T, J^d_T \} \) are quantified by the diffusion coefficient

\[
D_X(T, v) \equiv \frac{T}{2} \left( \langle X_T^2 \rangle - \langle X_T \rangle^2 \right) / 2,
\]

(14)
where \( \langle \cdot \rangle \) denotes the mean value.

2.3. Quality factors and the thermodynamic uncertainty relation

The recent generalization of the TUR to arbitrary time-dependent driving [74] can be applied to all types of observables defined in equations (9)–(12). For current-type observables \( J_T \in \{ J^b_T, J^d_T \} \) the uncertainty relation

\[
1 \geq \frac{R_J(T, v)}{D_J(T, v)\sigma(T, v)}
\]

(15)
imposes a bound in terms of the response term

\[
R_J(T, v) \equiv [J(T, v) + \Delta J(T, v)]^2
\]

(16)
with mean value \( J(T, v) \equiv \langle J_T \rangle \) and operator \( \Delta \equiv \partial_T - v \partial_v \). The term \( \Delta J(T, v) \) describes the change of the current with respect to a slight change of the observation time \( T \) and the speed of driving \( v \). For state variables \( A_T \in \{ a_T, A_T \} \) the uncertainty relation

\[
1 \geq \frac{\mathcal{R}_A(T, v)}{D_A(T, v) \sigma(T, v)}
\]

involves a modified response term

\[
\mathcal{R}_A(T, v) \equiv [\Delta A(T, v)]^2,
\]

where \( A(T, v) \equiv \langle A_T \rangle \) denotes the mean value of a state variable.

For both relations equations (15) and (17) we define the quality factors as

\[
Q_J \equiv \frac{\mathcal{R}_J(T, v)}{D_J(T, v) \sigma(T, v)}
\]

and

\[
Q_A \equiv \frac{\mathcal{R}_A(T, v)}{D_A(T, v) \sigma(T, v)},
\]

respectively. Both quality factors are always larger than zero and smaller than one. If a quality factor is zero, no information can be inferred about the entropy production by observing the response and fluctuations of an observable. However, if a quality factor is one, the uncertainty relation is saturated and we can determine the total entropy production exactly.

### 2.4. Time scale separation

The aim of this paper is to analyze the limits of fast driving and slow driving. Hence, it is useful to introduce a time-scale separation between the time scale of the system \( t_{\text{sys}} \) and the time scale of the driving \( v^{-1} \). If the relaxation time scales in the system are approximately of the same order of magnitude, we can choose the basic time scale of the system \( t_{\text{sys}} \) as this order of magnitude. However, if the relaxation time scales have different orders of magnitudes, e.g. due to a complex topology like energy barriers in the system, we have to distinguish between the limiting cases of fast driving and slow driving: for the fast-driving limit the basic time scale of the system \( t_{\text{sys}} \) has to be chosen as the relaxation time scale describing the fastest relaxation. In contrast, for the limit of slow driving we have to choose \( t_{\text{sys}} \) as the time scale that describes the slowest relaxation. Depending on the above discussed cases, the fastest or slowest relaxation time scale in the system is proportional to the inverse of the mobility \( \mu \). Hence, the mobility is proportional to the inverse of the time scale \( t_{\text{sys}} \) of the system. This circumstance allows us to define a scaled mobility

\[
\tilde{\mu} \equiv \mu t_{\text{sys}},
\]

Plugging equation (21) into equation (7) and using the substitution \( \tau \equiv vt = \tau_f t_{\text{sys}} \) leads to the scaled Fokker–Planck equation

\[
\partial_\tau \tilde{p}(x, \tau) = - \left( \frac{T}{\tau_f t_{\text{sys}}} \right) \partial_x (\tilde{\mu} F(x, \lambda_x) - \tilde{D} \partial_x) \tilde{p}(x, \tau)
\]

with a scaled diffusion constant \( \tilde{D} \equiv \mu / \beta \). The density \( \tilde{p}(x, \tau) \equiv p(x, \tau / v) \) depends on the speed of driving \( v \), i.e.

\[
\tilde{p}(x, \tau) = p(x, \tau; v).
\]
We further define the scaled probability current as
\[
\tilde{j}(x, \tau; v) \equiv (\tilde{\mu}F(x, \lambda\tau) - \tilde{D}\partial_x)\tilde{p}(x, \tau; v).
\] (24)

For the sake of simplicity, we change the notation \(\tilde{p}(x, \tau; v) \rightarrow p(x, \tau; v)\) and \(\tilde{j}(x, \tau; v) \rightarrow j(x, \tau; v)\) in the following. The scaled Fokker–Planck equation (22) then reads
\[
\partial_\tau p(x, \tau; v) = (vt_{\text{sys}})^{-1}\hat{L}_{\text{FP}} (x, \lambda\tau) p(x, \tau; v),
\] (25)

with the scaled Fokker–Planck operator
\[
\hat{L}_{\text{FP}} (x, \lambda\tau) \equiv -\partial_x (\tilde{\mu}F(x, \lambda\tau) - \tilde{D}\partial_x).
\] (26)

The general solution of equation (25) for a given initial distribution \(p(x, 0)\) reads
\[
p(x, \tau; v) = \hat{U} (x, \tau, 0) p(x, 0),
\] (27)

where
\[
\hat{U} (x, \tau_2, \tau_1) \equiv \exp \left( \int_{\tau_1}^{\tau_2} d\tau (vt_{\text{sys}})^{-1}\hat{L}_{\text{FP}} (x, \lambda\tau) \right)
\] (28)
is the time evolution operator and \(\exp(\cdot)\) denotes a time-ordered exponential. Via equation (28) we can define the propagator as
\[
p(x_2, \tau_2 | x_1, \tau_1) \equiv \hat{U} (x_2, \tau_2, \tau_1) \delta(x_2 - x_1),
\] (29)

where \(\tau_2 \geq \tau_1\) and \(\delta(\cdot)\) denotes a Dirac delta.

The mean values of the state variables (9) and (10) in terms of the scaled time \(\tau = vt = \tau_f t/T\) are given by
\[
a(T, v) \equiv \int dx a(x, \lambda\tau_f) p(x, \tau_f; v)
\] (30)

and
\[
A(T, v) \equiv \frac{1}{\tau_f} \int_0^{\tau_f} d\tau \int dx a(x, \lambda\tau_f) p(x, \tau_f; v),
\] (31)

respectively, whereas the mean values of the currents (11) and (12) are given by
\[
J_b(T, v) \equiv \frac{1}{\tau_f} \int_0^{\tau_f} d\tau \int dx \dot{b}(x, \lambda\tau_f) p(x, \tau_f; v)
\] (32)

and
\[
J_d(T, v) \equiv \frac{1}{t_{\text{sys}}\tau_f} \int_0^{\tau_f} d\tau \int dx d(x, \lambda\tau_f) j(x, \tau_f; v),
\] (33)

respectively. Here, \(\dot{b}(x, \lambda\tau) \equiv \partial_\tau b(x, \lambda\tau)\) is the time-derivative in terms of time scale \(\tau\) and
\[
j(x, \tau; v) \equiv (\tilde{\mu}F(x, \lambda\tau) - \tilde{D}\partial_x) p(x, \tau; v)
\] (34)
is the scaled probability current. Moreover, the mean total entropy production rate \((13)\) in terms of the scaled quantities is given by
\[
\sigma(T, v) \equiv \frac{1}{t_{sys}} \int_0^{\tau_f} d\tau \int dx \frac{\hat{p}(x, \tau; v)}{Dp(x, \tau; v)}.
\] (35)

The diffusion coefficients of the quantities defined in equations (9)–(12) can be written in terms of correlation functions between state variables and hence, depend on the propagator \((29)\). Their explicit expressions in terms of the scaled time \(\tau\) can be found in appendix A.1.

3. Fast driving

We first consider the limit of fast driving, where the driving is much faster than the fastest relaxation time scale of the system. The limit of fast driving requires the parameter
\[
\epsilon_f \equiv \frac{1}{v t_{sys}} \ll 1
\] (36)
to be small, i.e. \(v^{-1} \ll t_{sys}\) or equivalently, \(T \ll \tau_f t_{sys}\). This means that the time scale of the driving \(v^{-1} = T/\tau_f\) is much shorter than the time scale \(t_{sys}\) on which the fastest relaxation of the system takes place. The time evolution operator in equation \((28)\) can be expanded in terms of \(\epsilon_f\), i.e.
\[
\hat{U}(x, \tau_2, \tau_1) = 1 + \epsilon_f \int_{\tau_1}^{\tau_2} d\tau \hat{L}_{FP}(x, \lambda \tau) + \mathcal{O}(\epsilon_f^2).
\] (37)

Via equation \((27)\) the density is given by
\[
p(x, \tau; v) = p^{(0)}(x, \tau) + \epsilon_f p^{(1)}(x, \tau) + \mathcal{O}(\epsilon_f^2)
\] (38)
with zeroth and first order
\[
p^{(0)}(x, \tau) = p(x, 0),
\] \(39\)
\[
p^{(1)}(x, \tau) = \hat{L}_{eff}(x, \tau, 0) p(x, 0),
\] \(40\)
respectively, and
\[
\hat{L}_{eff}(x, \tau, 0) \equiv \int_0^\tau d\tau' \hat{L}_{FP}(x, \lambda \tau')
\] \(41\)
being the time-averaged Fokker–Planck operator. The probability current is analogously given by
\[
j(x, \tau; v) = j^{(0)}(x, \tau) + \epsilon_f j^{(1)}(x, \tau) + \mathcal{O}(\epsilon_f^2)
\] (42)
with zeroth and first order
\[
j^{(0)}(x, \tau) = (\tilde{\mu} F(x, \lambda \tau) - \tilde{D} \partial_x) p(x, 0),
\] \(43\)
\[
j^{(1)}(x, \tau) = (\tilde{\mu} F(x, \lambda \tau) - \tilde{D} \partial_x) \hat{L}_{eff}(x, \tau, 0) p(x, 0),
\] \(44\)
respectively. The leading order of the density \((39)\) shows that the fast driving leaves the initial distribution over the observation time unchanged. The density can then approximately be
values and diffusion coefficients can be written as equations (A.1)–(A.4), as well as the scaled total entropy production rate (35). Here, all mean and
response terms, their corresponding diffusion coefficients, that the fast driving conserves the initial distribution. In contrast to the state variables
with zeroth and first order leading orders of the propagator (29), i.e. (43)
depend only on the protocol. Furthermore, we can use (37) to get the
leading orders of the propagator (29), i.e.

\[ p(x_2, \tau_2|x_1, \tau_1) = p^{(0)}(x_2, \tau_2|x_1, \tau_1) + \epsilon_f p^{(1)}(x_2, \tau_2|x_1, \tau_1) + \mathcal{O}(\epsilon_f^2). \]  

(45)

with zeroth and first order

\[ p^{(0)}(x_2, \tau_2|x_1, \tau_1) = \delta(x_2 - x_1), \]  

(46)

\[ p^{(1)}(x_2, \tau_2|x_1, \tau_1) = \tilde{L}_{\text{eff}}(x_2, \tau_2, \tau_1) \delta(x_2 - x_1), \]  

(47)

respectively.

To determine the leading orders of the quality factors for the different types of observables, we use equations (38) and (42) as well as (45) to determine the leading orders of the scaled mean values, equations (30)–(33), their response terms, their corresponding diffusion coefficients, equations (A.1)–(A.4), as well as the scaled total entropy production rate (35). Here, all mean values and diffusion coefficients can be written as

\[ X(T, v) \equiv \sum_{n=0}^{\infty} (\epsilon_f)^n X_n(T, v) \]  

(48)

and

\[ D_X(T, v) \equiv \sum_{n=0}^{\infty} (\epsilon_f)^n D_{X_n}(T, v), \]  

(49)

respectively with mean values \( X(T, v) \in \{ a(T, v), A(T, v), \epsilon_f J_d(T, v), J_d(T, v) \} \) and diffusion coefficients \( D_X(T, v) \in \{ D_{a}(T, v), D_{A}(T, v), \epsilon_f D_{J_d}(T, v), D_{J_d}(T, v) \} \). Their leading orders and the resulting quality factors are shown in Table 1 (see appendix B for details of the derivation). The response terms of the state variables vanish like \( \epsilon_f^2 \), whereas the response terms of the current observables are of \( \mathcal{O}(1) \). The diffusion coefficients of the state variables vanish like \( \epsilon_f \) because their variances are of \( \mathcal{O}(1) \). This circumstance is a consequence of the fact that the fast driving conserves the initial distribution. In contrast to the state variables \( a(T, v) \) and \( A(T, v) \) the diffusion coefficient for currents depending on the residence time \( D_{J_d} \) diverges proportional to \( \epsilon_f^{-1} \) due to the additional time-derivative of the increment. Together with the fact that the mean total entropy production rate is of \( \mathcal{O}(1) \) these results imply quality factors that vanish linearly with \( \epsilon_f \) for all observables except for the quality factor \( Q_{J_d} \), which is of \( \mathcal{O}(1) \).

| Observable \( X \) | Response term \( R_X \) | \( D_X \) | \( \sigma(T, v) \) | \( Q_X \) |
|------------------|-----------------|--------|-----------|--------|
| \( X = a(T, v) \) | \( [\Delta a(T, v)]^2 = \mathcal{O}(\epsilon_f^2) \) | \( \mathcal{O}(\epsilon_f) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(\epsilon_f) \) |
| \( X = A(T, v) \) | \( [\Delta A(T, v)]^2 = \mathcal{O}(\epsilon_f^2) \) | \( \mathcal{O}(\epsilon_f) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(\epsilon_f) \) |
| \( X = J_d(T, v) \) | \( [\Delta J_d(T, v)]^2 = \mathcal{O}(1) \) | \( \mathcal{O}(\epsilon_f^1) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(\epsilon_f) \) |
| \( X = J_a(T, v) \) | \( [\Delta J_a(T, v)]^2 = \mathcal{O}(1) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(1) \) |

Table 1. Leading orders of the total entropy production rate, the response terms, the diffusion coefficients and the quality factors of the observables in the limit of fast driving.
factor reads (see appendix B)

\[ Q_{12} \approx \frac{\left[ \int_0^\tau d\tau \int dx d(x, \lambda; p(x, 0)) f(0)(x, \lambda; p(x, 0)) \right] \left[ \int_0^\tau d\tau \int dx \{ f(0)(x, \lambda; p(x, 0)) \}^2 / (\tilde{D} p(x, 0)) \right]}{\left[ \int_0^\tau d\tau \int dx d(x, \lambda; p(x, 0)) p(x, 0) \right] \left[ \int_0^\tau d\tau \int dx \{ f(0)(x, \lambda; p(x, 0)) \}^2 / (\tilde{D} p(x, 0)) \right]} \]  

(50)

Here, the term \( \Delta J_d(T, v) \) vanishes, which implies that equation (15) simplifies to the conventional form of the steady-state uncertainty relation in references [23, 24]. Furthermore, equation (50) shows that the TUR for time-dependent driving can be saturated for the choice

\[ d(x, \lambda; p(x, 0)) = \left( \mu F(x, \lambda; p(x, 0)) - D \left[ \partial_x p(x, 0) / p(x, 0) \right] / \tilde{D} = f(0)(x, \lambda; p(x, 0)) / (\tilde{D} p(x, 0)) \right) \]  

(51)

i.e. when the current is chosen to be the total entropy production rate. We remark that choosing the total entropy production as a current in equation (15) is in general not allowed due to the fact that the increment for the entropy production \( d_\sigma \equiv j(x, \tau; v) / p(x, \tau; v) \) is not a function of the protocol, i.e. \( d_\sigma \neq d_\sigma(x, \lambda; \tau) \) (see derivation in reference [74]). However, in the fast-driving limit the probability current becomes a function of the protocol, i.e. \( j(x, \tau; v) = f(0)(x, \lambda; \tau) + O (\epsilon_s) \) and, thus, the total entropy production rate fulfills the uncertainty relation (15). Moreover, for a constant protocol the result in equation (50) for fast driving reduces to the result for steady-states in references [32, 33] in the limit of short observation times. As a consequence, we have generalized this result to arbitrary time-dependent driving and shown that the total entropy production rate can always saturate the TUR in the short-time limit beyond steady-states for arbitrary driving.

4. Slow driving

As the second limiting case we consider the limit of slow driving, where the time-dependent driving is much slower than the slowest relaxation time of the system. In this limit the parameter

\[ \epsilon_s \equiv \nu t_{\text{sys}} \ll 1 \]  

(52)

is assumed to be small. Here, the time scale of the driving \( \nu^{-1} = T / \tau_f \) is large compared to the time scale of the system \( t_{\text{sys}} \) describing the slowest relaxation in the system. If the system is initially prepared in an arbitrary distribution \( p(x, 0) \) it will relax into the stationary state at fixed \( \lambda_0 \). This relaxation process occurs on a time scale that is much faster than the time scale of the external driving. In the following, we focus on the slow time scale on which the protocol is changing. Therefore, we assume that the system has already relaxed into the stationary state at \( \lambda_0 \).

The density depending only on the slow time scale

\[ p(x, \tau; v) = p^{(0)}(x, \tau) + \epsilon_s p^{(1)}(x, \tau) + O (\epsilon_s^2) \]  

(53)

relaxes instantaneously into the stationary state

\[ p^{(0)}(x, \tau) = p(x, \lambda; \tau) \]  

(54)

at fixed \( \lambda; \), i.e. it fulfills

\[ \tilde{L}_{fp}(x, \lambda; p^{(0)}(x, \tau) = 0. \]  

(55)

Equation (55) follows by inserting equation (53) into (25) and by comparing the zeroth orders in \( \epsilon_s \). The time dependence of the density (54) is given through the protocol \( \lambda; \). The density
corresponds either to an NESS or an equilibrium state at a fixed protocol \( \lambda_\tau \). If the density is that of an NESS at fixed \( \lambda_\tau \), the probability current
\[
j(x, \tau; v) = j^{(0)}(x, \tau) + \epsilon_s j^{(1)}(x, \tau) + \mathcal{O}(\epsilon_s^2) \tag{56}
\]
converges to a finite value
\[
j^{(0)}(x, \tau) = (\bar{\mu} F(x, \lambda_\tau) - \bar{D} \partial_x p(x, \lambda_\tau)). \tag{57}
\]
In contrast if the density is an equilibrium state at fixed \( \lambda_\tau \), the driving is quasi-static and the probability current vanishes such that
\[
j(0)(x, \tau) = 0 \quad \text{and} \quad j(x, \tau; v) = \epsilon_s j^{(1)}(x, \tau) + \mathcal{O}(\epsilon_s^2). \tag{58}
\]

The time evolution operator (28) converges to the leading order
\[
\hat{U}^{(0)}(x, \tau_2, \tau_1) \equiv \lim_{\epsilon_s \to 0} \exp \left( \int_{\tau_1}^{\tau_2} \! dt \, \epsilon_s^{-1} \hat{L}_{FP}(x, \lambda_\tau) \right), \tag{59}
\]
which satisfies
\[
\hat{U}^{(0)}(x, \tau_2, \tau_1) \rho(x, \tau_1) = p'(x, \lambda_{\tau_2}) \tag{60}
\]
for an arbitrary density \( \rho(x, \tau) \). Equation (60) shows that the time evolution operator transforms any density into the stationary state at fixed \( \lambda_\tau \). As a consequence, the leading order of the propagator is given by
\[
p(x_2, \tau_2 | x_1, \tau_1) = p(x_2, \lambda_{\tau_2}) + \mathcal{O}(\epsilon_s). \tag{61}
\]

We now use equations (53), (56) and (61) to determine the leading orders of the scaled mean values, equations (30)–(33), their response terms, their corresponding diffusion coefficients, equations (A.1)–(A.4), as well as the scaled total entropy production rate (35). We assume that all mean values and diffusion coefficients can be written as
\[
X(T, v) \equiv \sum_{n=0} \epsilon_s^n X^{(n)}(T, v) \tag{62}
\]
and
\[
D_X(T, v) \equiv \sum_{n=0} \epsilon_s^n D^{(n)}_X(T, v) \tag{63}
\]
respectively, with mean values \( X(T, v) \in \{ \alpha(T, v), A(T, v), J_{a,d}(T, v) \} \) and diffusion coefficients \( D_X(T, v) \in \{ \epsilon_s D_a(T, v), D_a(T, v), D_{a,d}(T, v), D_{b,d}(T, v) \} \). Their leading orders and the resulting quality factors are shown in table 2 (see appendix C for details of the derivation).

The response terms of the state variables vanish like \( \epsilon_s^2 \) due to the fact that in the stationary state at fixed \( \lambda_\tau \) the state variables are invariant under a perturbation that scales the time [74, 75, 85]. The same argument holds for the response term of the current \( J_d(T, v) \), which vanishes like \( \epsilon_s^2 \). The additional power of two comes from the time-derivative of the increment. If a non-conservative force is applied, the system is driven into an NESS at fixed \( \lambda_\tau \). In this case, the current \( J_d(T, v) \) gets rescaled after applying the latter mentioned perturbation of rescaling the time. Hence, the response term of this current is equal to its squared mean value up to order \( \epsilon_s \) which implies a response term of \( \mathcal{O}(1) \). However, if only a conservative force is applied, this
the current factors: if a non-conservative force is applied, all quality factors except the quality factor for system in a discrete state vanish. In this limit we have to distinguish whether a non-conservative force is applied or not: if a non-conservative force is applied the system is in an NESS at fixed \( \lambda \). Consequently, the response term vanishes like \( \epsilon^2 \).

The diffusion coefficient of the state variable \( A(T, v) \) and the current \( J_d(T, v) \) are of \( O(1) \) because their fluctuations are finite in the stationary state at fixed \( \lambda \). The instantaneous state variable diverges proportional to \( \epsilon^{-1} \) due to the factor of \( T \) in the definition of its diffusion constant. The diffusion coefficient of the current \( J_{\delta}(T, v) \) vanishes like \( \epsilon \) due to the time-derivative of its increment. The total entropy production rate is of \( O(1) \), if a non-conservative force is applied. In this case the probability currents do not vanish and are of \( O(1) \). In contrast, if the system is only driven by a conservative force, the total entropy production rate is of \( O(\epsilon^2) \). In this case the system is in an equilibrium state at fixed \( \lambda \) and hence, the probability currents vanish like \( \epsilon \). Combining these results yields to the leading orders of the quality factors: if a non-conservative force is applied, all quality factors except the quality factor for the current \( J_d(T, v) \) vanish. In contrast, if only a conservative force is applied, the quality factors of the state variable \( A(T, v) \) and of the current \( J_{\delta}(T, v) \) are of \( O(1) \). The other quality factors vanish asymptotically. To summarize, a useful estimate for the entropy production rate is only possible for the current \( J_d(T, v) \), if a non-conservative force is applied or for both, the state variable \( A(T, v) \) and the current \( J_{\delta}(T, v) \), if the system is driven by a conservative force only.

### 5. Systems with discrete states

#### 5.1. General approach

For a system with discrete degrees of freedom the dynamics for the probability to find the system in a discrete state \( i \) is described by the master equation

\[
\partial_t p_i(t; v) = -\sum_j j_{ij}(t; v) \tag{64}
\]

with probability current

\[
j_{ij}(t; v) \equiv p_i(t; v)k_{ji}(\lambda) - p_j(t; v)k_{ij}(\lambda), \tag{65}
\]

where we introduced the dependence with respect to the speed parameter \( v \) as the second argument for both, the probability to find the system in a state \( i \) and the probability current between...
two states \(i\) and \(j\). The transition rates \(k_{ij}(\lambda_t)\) between two states \(i\) and \(j\) are time-dependent through the protocol \(\lambda_t\) and fulfill the local detailed balance condition

\[
\frac{k_{ij}(\lambda_t)}{k_{ji}(\lambda_t)} = \exp\{ -\beta [E_j(\lambda_t) - E_i(\lambda_t)] - A_{ij}(\lambda_t) \},
\]

(66)

where \(\beta\) denotes the inverse temperature, \(E_i(\lambda_t)\) denotes the time-dependent energy of state \(i\) and \(A_{ij}(\lambda_t)\) is a driving affinity, which drives the system additionally to the time-dependent energies into a non-equilibrium state.

In the following, we are interested in the discrete counterparts of the several types of observables discussed in section 2.2. As an example for the instantaneous state variable, we consider the variable

\[
d_i^T = \delta_{i,j(T)},
\]

(67)

Its mean value is the probability to find the system in state \(i\) at the end of the observation time \(T\). Here, \(\delta_{i,j(t)}\) is one, if the trajectory \(i(t)\) is in state \(i\) and zero, otherwise. We are further interested in the time-average over this variable

\[
A_i^T = \frac{1}{T} \int_0^T dt \delta_{i,j(t)},
\]

(68)

which is the overall fraction of time the system has spent in state \(i\) up to the finite observation time \(T\). For the current-observables we consider the power

\[
P_i^T = \frac{1}{T} \int_0^T dt \dot{E}_i(\lambda_t) \delta_{i,j(t)}
\]

(69)

exerted at energy level \(i\), which is an example for the current \(J_i^p\) and the rate of directed number of transitions between state \(i\) and \(j\)

\[
J_{ij}^T = \frac{1}{T} \int_0^T dt \left[ \dot{n}_{ij}(t) - \dot{n}_{ji}(t) \right],
\]

(70)

which is an example for the current \(J_{ij}^d\). Here, \(n_{ij}(t)\) denotes the number of transitions between states \(i\) and \(j\) up to time \(t\) along a trajectory \(i(t)\). The average value of equation (70) is the time-averaged probability current between state \(i\) and \(j\). Furthermore, the total entropy production rate for a discrete system is defined as

\[
\sigma(T, v) = \frac{1}{T} \int_0^T dt \sum_{i>j} J_{ij}(t; v) \ln \left( \frac{p_i(t; v) k_{ij}(\lambda_t)}{p_j(t; v) k_{ji}(\lambda_t)} \right).
\]

(71)

The master equation (64) can be written in terms of a generator matrix \(L_{ij}(\lambda_t) \equiv k_{ij}(\lambda_t) - \sum_j k_{ji}(\lambda_t) \delta_{i,j}\) and the density, i.e. it has the same structure as the Fokker–Planck equation (25). As a consequence, the analysis of the limiting cases of fast and slow driving is straightforward after defining an appropriate time-scale describing the fastest or slowest relaxation in the system. It thus leads to the same scaling behavior of the mean values as for the continuous systems. For evaluating the fluctuations, the propagator in equation (29) can be defined similarly for discrete systems by using the generator matrix \(L_{ij}(\lambda_t)\). Hence, the calculation of the correlation functions follows essentially the same steps as for systems with continuous degrees of freedom. Therefore, the quality factors of discrete systems have the same scaling behavior as for systems with continuous degrees of freedom. While the scaling behavior of the total
Figure 1. Topology of the two models A and B for the three-state system (a) and schematic of the three-state system with time-dependent energy levels (b). In model A there is a link between states 1 and 3 such that an NESS can be reached by applying a non-conservative force \( f \). In model B there is no link between states 1 and 3, which limits the net number of transitions up to a finite observation time \( T \) between two states. The three energy levels have initially the same value \( E_i(0) = 0 \) and are decreased over time to a fixed final value \( E_i(\lambda \tau f) = -E_i^0 \tau^2 f \).

Figure 2. Quality factors of the probability \( a_1(T, v) \) to find the system in state 1, of the fraction of time \( A_1(T, v) \) the system has spent in state 1, of the power \( P_1(T, v) \) applied to state 1 and of the current \( J_{31}(T, v) \) between states 3 and 1. The quality factors are plotted against \((v t_{sys})^{-1}\) for \( f = 1.5 \) (a) and for \( f = 0 \) (b). Here, we have set \( \beta = 1.0, E_1^0 = 0.5, E_2^0 = 1.0 \) and \( E_3^0 = 2.0 \).

entropy production rate is also similar, the logarithm entering in equation (71) prevents the uncertainty relation to be saturated in the limit of fast driving far away from equilibrium. Only for discrete systems close to equilibrium the TUR can be saturated [24, 30].

5.2. Three-state system

We illustrate our main results by using a system with three discrete states, where the energy levels of the states are driven time-dependently through a protocol \( \lambda_t \). The topology of this network is shown in figure 1(a). We distinguish between two models: model A contains a link between state 1 and 3. In addition to the time-dependent driving of the energy levels, the system is driven by a constant non-conservative force \( f \). In model B there is no link between state 1 and 3. As a consequence the net number of transitions between two states is zero or \( \pm 1 \), which
Figure 3. Quality factors in the limit of fast driving for the power (a), for the fraction of time spent in a certain state (b), for the probability to find the system in a certain state (c) and for the time-averaged probability current between two states (d). The quality factors are plotted against the parameter \( \epsilon_f^{-1} \) and shown for a finite non-conservative force \( f = 1.5 > 0 \) and for a vanishing force \( f = 0 \). Here, we have set \( \beta = 1.0, E_0^1 = 0.5, E_0^2 = 1.0 \) and \( E_0^3 = 2.0 \).

implies that their fluctuations are not time-extensive. The energy levels of the three states

\[ E_i(\lambda_t) \equiv -E_0^i \lambda_t, \]

are driven by a quadratic protocol

\[ \lambda_t \equiv (vt)^2, \]

where \( E_0^i \) is the amplitude of the driving and \( v \) is the speed parameter. The rates are chosen according to the local detailed balance condition (66) and read

\[ k_{ij}(\lambda_t) \equiv k_{ij}^0 \exp(-\beta [E_j(\lambda_t) - E_j(\lambda_0)] / 2 - f / 6), \]

\[ k_{ji}(\lambda_t) \equiv k_{ij}^0 \exp(\beta [E_j(\lambda_t) - E_j(\lambda_0)] / 2 + f / 6), \]

where we have chosen the driving affinity as a constant \( A_{ij}(\lambda_t) = -A_{ji}(\lambda_0) = f / 3 \) with \( i > j \). The rate amplitudes \( k_{ij}^0 \) determine time scale of the system \( t_{\text{sys}} \). In the following, we set all the rate amplitudes to the same value \( k_{ij}^0 \equiv k_0 = 1 \) and choose all other parameters \( \beta, E_i(\lambda_t) \) and \( f \) of \( O(1) \). As a consequence all relaxation times in system are of the same order of magnitude and hence, we are able to choose \( t_{\text{sys}} \equiv 1 / k_0 = 1 \) as outlined in section 2.4. Moreover, we
choose the initial distribution $p_i(0)$ as the stationary state at fixed $\lambda_0$ at the beginning of the driving.

In the following we plot inter alia $Q_X/\epsilon_s$ against $\epsilon_s^{-1}$ to analyze the scaling of the quality factor for an observable $X$. Here, $Q_X/\epsilon_s$ converges to a constant value for the correct power $n$ (see tables 1 and 2) in the limit of fast-driving $\epsilon_f^{-1} \to \infty$ and slow-driving $\epsilon_s^{-1} \to \infty$, i.e. $\epsilon_f \to 0$ and $\epsilon_s \to 0$, respectively.

5.3. Model A

The topology of model A in figure 1(a) allows the system to reach a NESS by applying a non-conservative force $f$ or to converge to an equilibrium system by applying only a conservative force. These distinct two cases are especially relevant for the limit of slow driving.

Figure 2 shows the quality factors of the different types of observables defined in equations (67)–(70) for a finite non-conservative force $f \geq 0$ (a) and for a vanishing non-conservative force $f = 0$ (b). Comparing the results for fast driving in table 1 and for slow driving in table 2 for the three-state model let us conclude that either the current $J_{31}(T, v) \equiv \langle J_{31} \rangle$ between state 3 and 1 or the time-averaged state variable $A_1(T, v) \equiv \langle A_1 \rangle$ as well as the power $P_1(T, v) \equiv \langle P_1 \rangle$ are the best choice to infer the total entropy production in the respective limiting cases. However, the instantaneous state variable, the probability $a_1(T, v) \equiv \langle a_1 \rangle$ to find the system in state 1, is not an optimal choice for both limiting cases as its quality factor vanishes as shown in figures 2(a) and (b). In contrast, we expect that the quality factor for the instantaneous state variable has a maximum and is of $O(1)$ for a speed of driving comparable with the time scale.
Quality factors in the limit of slow driving for the power (a), for the fraction of time spent in a certain state (b), for the probability to find the system in a certain state (c) and for the time-averaged probability current between two states (d). The quality factors are plotted against the parameter $\epsilon^{-1}$ and shown for a finite force $f = 0$. Here, we have set $\beta = 1.0$, $E^{0}_{1} = 0.5$, $E^{0}_{2} = 1.0$ and $E^{0}_{3} = 2$.

of the system, i.e. $(v t_{\text{sys}})^{-1} \sim 1$. This can be seen for the three-state model in figures 2(a) and (b), where the instantaneous state variable yields about 50% of the total entropy production rate.

Next, we analyze the quality factors for the observables defined in equations (67)–(70) in the limit of fast-driving. The quality factors for the power, for the fraction of time the system has spent in a certain state, for the probability to find the system in a state and for the time-averaged current between two states are shown in figures 3(a)–(d). As predicted by table 1, the quality factors for the state variables $A_{i}(T, v)$ and $a_{i}(T, v)$ and the current depending on the residence time $P_{i}(T, v)$ are proportional to $\epsilon_{f}$ as their quality factors divided by $\epsilon_{f}$ converge to a constant value in the limit $\epsilon_{f}^{-1} \to \infty$ (see figures 3(a)–(c)). The quality factor for the current $J_{ij}(T, v)$ converges to a constant value and is of $O(1)$ as shown in figure 3(d). The scaling of these quality factors are independent of the force $f$.

In contrast, in the limit of slow driving the scaling of the quality factors depend on the non-conservative force $f$. For $f > 0$, the system converges to a NESS at a constant $\lambda$, whereas for a vanishing force $f = 0$ the system converges to an equilibrium state at constant $\lambda$. We first focus on the case of a non-vanishing force $f > 0$. The quality factors for the power, for the fraction of time the system has spent in a certain state, for the probability to find the system in a state and for the time-averaged current between two states are shown in figures 4(a)–(d). The quality factors for the current $P_{i}(T, v)$ and the time-averaged state variable $A_{i}(T, v)$ scale like $\epsilon_{s}^{2}$, whereas it scales for the instantaneous state variable like $\epsilon_{s}^{3}$. In contrast, only the quality factor of the current $J_{ij}(T, v)$ yields to a quality factor of $O(1)$. There are three quality factors.
Figure 6. Quality factors in the limit of slow driving for the power (a), for the fraction of time spent in a certain state (b), for the probability to find the system in a certain state (c) and for the time-averaged probability current between two states (d). The quality factors are plotted against the parameter $\epsilon_s^{-1}$. Here, we have set $\beta = 1.0$, $E_0^1 = 0.5$, $E_0^2 = 1.0$ and $E_0^3 = 2$.

of the time-averaged probability current for each link: $Q_{J_{21}}$, $Q_{J_{31}}$, and $Q_{J_{32}}$. While all three of the quality factors are different in the region of small $\epsilon_s^{-1}$, where the slow-driving limit is not yet reached, they converge asymptotically identical to the same value in the limit of slow driving ($\epsilon_s^{-1} \to \infty$). This can be understood as follows. When the system is driven slowly enough, it passes different NESSs in the course of time. In each NESS all three currents are identical. As a consequence the quality factors must also be identical. To summarize, the optimal observable leading to a useful estimate for the total entropy production rate is a current $J(T, v)$ depending on the velocity or, equivalently, depending on the number of transitions between two discrete states. All other observables yield a quality factor that vanishes at least of order $\epsilon_s^2$ as predicted in table 2.

Next, we consider the limit of slow driving for a vanishing force $f = 0$, where the system is in an equilibrium state at fixed $\lambda$. The quality factors for the power, for the fraction of time the system has spent in a certain state, for the probability to find the system in a certain state and for the time-averaged current between two states are shown in figures 5(a)–(d). In contrast to the case with $f > 0$, where the quality factors of the current $P_i(T, v)$ and the state variable $A_3(T, v)$ vanish like $\epsilon_s^2$ (see figures 4(a) and (b)), they both converge to a value of $O(1)$ as shown in figures 5(a) and (b). In the latter case, the time-average state variable $A_3(T, v)$ yields over 60% of the total entropy production rate. The quality factor for the power $P_3(T, v)$ even nearly saturates due to the fact that the total power $P_{tot}(T, v) \equiv \sum_i P_i(T, v)$ converges to the entropy production rate in the limit of slow driving. The power $P_3(T, v)$ contributes the most to the total power (due to $E_0^3 > E_0^2 > E_0^1$ as sketched in figure 1(b) and hence, yields to the
best estimate for the total entropy production rate. As shown in figures 5(c) and (d) the quality factors for the state variable $a_i(T, v)$ and the for the current $J_{ij}(T, v)$ vanish like $\epsilon_1$ and $\epsilon_2$, respectively. This is an important contrast to the case $f > 0$, where the quality factor for the current $J_{ij}(T, v)$ is of $\mathcal{O}(1)$.

5.4. Model B

Model B cannot be driven into an NESS due to its topology depicted in figure 1(a). Hence, the system can only reach an equilibrium state, which leads to the generic scaling for the quality factors in the limit of slow driving as shown in table 2 (second columns). However, in this system the topology of the network leads to deviations of the predicted scaling behavior of these quality factors, which are shown in figures 6(a)–(d). Only the state variable $A_i(T, v)$ and the current $P_i(T, v)$ yield an estimate for the entropy production of $\mathcal{O}(1)$ as shown in figures 6(a) and (b). The quality factors for the instantaneous variable $a_i(T, v)$ and for the current $J_{ij}(T, v)$ vanish. However, the quality factor of the current $J_{ij}(T, v)$ does not vanish like $\epsilon_2$ as generically predicted in table 2 but scales like $\epsilon_1$. This circumstance follows from the fact that the net number of transitions between two states and, consequently, also their fluctuations cannot become arbitrary large. As a consequence, the diffusion coefficient of the current is not of $\mathcal{O}(1)$ but vanishes proportional to $\epsilon_1$. This leads to the modified scaling of $\mathcal{O}(\epsilon_1)$ as shown in figure 6(d).

6. Conclusion

In this paper, we have analyzed the quality of the TUR for the limiting cases of fast and slow driving.

For a one-dimensional Langevin dynamics, we have reached a fairly comprehensive classification. In the limit of fast driving, the generic optimal observable is the current-observable that depends on the velocity. The quality factors of all other observables vanish asymptotically. We have further shown that in the limit of fast driving a current proportional to the total entropy production rate can saturate the uncertainty relation. In the limit of slow driving, one has to distinguish whether a driving affinity is additionally applied to the system or not in order to choose the optimal observable. If the system is driven by a driving affinity the optimal observable is the current that depends on the velocity. However, if there is no driving affinity only the current that depends on the residence time or the time-averaged state variable yields a useful estimate for the total entropy production rate. All other quality factors vanish generically with a power law in the ratio of the relevant time scales. The quality factor of the instantaneous state variable vanishes in both limiting cases.

For multi-dimensional Langevin systems, we expect the behavior for the one-dimensional case to remain generic if the driving affects all degrees of freedom in a qualitatively similar manner. Deviations from this generically predicted scaling may occur if some degrees of freedom of the system are not driven. As an example, consider two interacting particles initially prepared in equilibrium, where one particle is time-dependently driven by an external force. In the limit of fast driving the current of the externally driven particle is finite whereas the current of the other one vanishes. As the leading order of the current of the externally driven particle is finite we get the scaling behavior for the quality factor predicted in this paper. However, since the leading order of the current of the second particle vanishes, for this current deviations of the predicted scaling behavior occur. An exhaustive listing of all cases is impossible. Still, for any specific system an analysis following the methods developed in this paper should allow one to extract the behavior of the quality factor for the observable of interest.
In systems with discrete degrees of freedom, the quality factors will generically show also power law behavior in the limits of slow and fast driving. Again, a systematic analysis for all kind of network topologies is prohibitive. For two simple three-state networks, we have illustrated the fact that the results derived for the one-dimensional Langevin system can be applied as well. The first model, model A, shows that although the quality factors of the instantaneous state variable vanishes generically for fast and slow driving it still yields a useful estimate when the speed of driving is comparable with the relaxation time scales in the system. For the second three-state model, model B, we have shown that depending on the topology of the system deviations of the generic scaling of the quality factors can occur.

With these results we have introduced first steps for optimizing inference schemes using the TUR for time-dependent driving. Optimizing these schemes is especially relevant for biophysical systems with possibly hidden states, e.g. the folding and unfolding process of a protein driven by a time-dependent force [86]. An example for such a folding process has been observed for Calmodulin, which has been experimentally investigated in reference [87]. This system has a complex topology with multiple relaxation time scales. In reference [74], we have analyzed the quality factors for various types of observables in this system. The results for fast and slow driving coincide with our predictions, e.g. for the instantaneous state variable in figure 2(b) in reference [74]. However, especially in the limiting case of fast driving in more complex systems where the leading orders strongly depend on the initial condition one can construct currents for which the leading order vanishes implying a potentially different scaling behavior.

In this paper, we have focused on the scaling behavior of various classes of observables. In a next step, one could investigate which observable is optimal within each class. Moreover, it would be possible to use a superposition of two observables or to involve correlations between them in order to optimize the bounds on entropy production [88]. Lastly, a further open question is how the quality of the TUR behaves as a function of system size in more complex models.
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Appendix A. Diffusion coefficients and correlation functions

A.1. Diffusion coefficients

In this section, we give the explicit expressions for the diffusion coefficients of the observables defined in equations (9)–(12). The diffusion coefficients of the state variables (9) and (10) in terms of the scaled time $\tau$ are given by

$$D_a(T, v) = T \left( \int dx a(x, \lambda, \tau) p(x, \tau; v) - a(T, v)^2 \right) / 2 \quad (A.1)$$

and

$$D_A(T, v) = \frac{T}{\gamma} \int_0^\gamma d\tau \int_0^\gamma d\tau' \int dx \int dx' a(x, \lambda, \tau) p(x, \tau | x', \tau') a(x', \lambda, \tau) \times p(x', \tau; v) - T / 2 A(T, v)^2, \quad (A.2)$$
respectively. Analogously, the diffusion coefficient of the current (11) is given by

\[
D_{\mu}(\mathcal{T}, v) = \frac{v}{\tau_f} \int_0^{\tau_f} d\tau \int_0^{\tau_f} d\tau' \int dx \langle dx' \cdot b(x, \lambda, \tau) p(x, \tau | x', \tau') b(x', \lambda) \rangle \times p(x', \tau; v) - \mathcal{T}/2J_d(\mathcal{T}, v)^2. \tag{A.3}
\]

In order to write the diffusion coefficient of the current in equation (12) in terms of correlation functions between state functions, we use the relation (A.6) in appendix A.2. Plugging equation (A.6) into the diffusion coefficient (14) of the current depending on the velocity and changing to the time scale \(\tau\) yields

\[
D_{\mu}(\mathcal{T}, v) = \frac{1}{\tau_{sys}} \int_0^{\tau_f} d\tau \int dx \tilde{D} f(x, \lambda) p(x, \tau; v) \\
+ \left(\frac{v_{sys}}{\tau_{sys}}\right)^{-1} \int_0^{\tau_f} d\tau \int_0^{\tau_f} d\tau' \int dx \langle dx' \cdot \tilde{J}(x, \tau) p(x, \tau | x', \tau') \rangle \\
\times \{ J(x', \tau') p(x', \tau'; v) - 2\tilde{D} \langle d(x', \lambda, \tau) p(x', \tau'; v) \rangle \} - \frac{\mathcal{T}}{2} J_d(\mathcal{T}, v)^2 \tag{A.4}
\]

with

\[
\tilde{J}(x, \tau) \equiv d(x, \lambda) j(x, \tau; v)/p(x, \tau; v) + \tilde{D} \{ d(x, \lambda) p(x, \tau; v) \} \langle p(x, \tau; v) \rangle. \tag{A.5}
\]

### A.2. Correlation functions

Throughout this section, we use the original notation for the Fokker–Planck equation introduced in equation (7) and not the time-scaled notation introduced in section 2.4. In the following, we derive the relation

\[
\langle d(x, \lambda) \circ \dot{x} d(x', \lambda') \circ \dot{x}' \rangle = 2D\langle d^2(x, \lambda) \rangle \delta(t - t') + \theta(t - t') \langle J(x', \tau) \rangle J(x, t) \\
- 2D \langle d(x, \lambda) p(x, \tau; v) \rangle \langle p(x, \tau; v) \rangle \\
+ \theta(t' - t) \langle J(x, t) \rangle \langle J(x', \tau) \rangle \\
- 2D \langle d(x, \lambda) p(x, \tau; v) \rangle \langle p(x', \tau'; v) \rangle \tag{A.6}
\]

with

\[
J(x, t) \equiv d(x, \lambda) j(x, \tau; v)/p(x, \tau; v) + D \{ d(x, \lambda) p(x, \tau; v) \} \langle p(x, \tau; v) \rangle, \tag{A.7}
\]

where

\[
\{ d(x, \lambda) p(x, \tau; v) \} \equiv \partial_x d(x, \lambda) p(x, \tau) |_{x=x_i}. \tag{A.8}
\]

We introduce the shorthand notation \(C_i \equiv C(x_i, \lambda)\) for an arbitrary state function \(C(x_i, \lambda)\). First, we use the Langevin equation (3) to rewrite the expression

\[
\langle d_i \circ \dot{x}_i d_{i'} \circ \dot{x}_{i'} \rangle = \langle d_i \circ \xi d_{i'} \circ \xi_{i'} \rangle - \langle d_i \mu F_i d_{i'} \mu F_{i'} \rangle + \langle d_i \mu F_i d_{i'} \circ \dot{x}_{i'} \rangle + \langle d_{i'} \mu F_i d_i \circ \dot{x}_i \rangle \tag{A.9}
\]
in terms of the noise. Then, we use Itô’s lemma [89] to write the first term in equation (A.9) in terms of non-anticipating functions and the noise, i.e.

\[ \langle d_t \cdot \zeta_{d_j} \cdot \zeta_{d_k} \rangle = \langle d_t \cdot \zeta_{d_j} \cdot \zeta_{d_k} \rangle - D^2 \langle d_{t'} \cdot \zeta_{d_j} \rangle + \langle Dd_{t'} \cdot [\zeta_{d_k} - \mu_{F_{d_j}}] \rangle \]

Using equations (A.10) and (A.12) we can rewrite equation (A.9) as

\[ \langle d_t \cdot \zeta_{d_j} \cdot \zeta_{d_k} \rangle = 2D\delta(t - t')\langle d_{t'}^2 \rangle. \]

Next, we use Itô’s isometry [89] to evaluate the first term in equation (A.10), which reads

\[
\langle d_t \cdot \zeta_{d_j} \cdot \zeta_{d_k} \rangle = \int_0^t dt d_x dt d_x .
\]

Using equations (A.10) and (A.12) we can rewrite equation (A.9) as

\[
\langle d_t \cdot \zeta_{d_j} \cdot \zeta_{d_k} \rangle = \int_0^t dt d_x dt d_x .
\]

Now, we rewrite the last two terms of equation (A.13) in terms of correlation functions between state functions. To do so, we define a variable \( B(x, \lambda) \) such that \( \partial_t B(x, \lambda) = d(x, \lambda) \) and hence, \( d(x, \lambda) \circ \dot{x}_t = B(x, \lambda) - \lambda \partial_x B(x, \lambda) |_{\lambda = \lambda_t} \), where \( B(x, \lambda) \equiv (d/dt)B(x, \lambda) \) is the total time-derivative of the state function \( B(x, \lambda) \). The last term in equation (A.13) can be written as

\[
\langle d_{t'} \cdot \mu_{F_{d_j}} + Dd_{t'} \rangle \circ \dot{x}_{t'} = \langle A_t \circ B_{t'} - \lambda \partial_x B(x, \lambda) |_{\lambda = \lambda_t} \rangle,
\]

with \( A_t \equiv \partial_t B_{t'} + Dd_{t'} \). Next, we can rewrite the first term on the rhs of equation (A.14) by applying the derivative after averaging because average values and time derivatives commute in the Stratonovich convention [90], i.e.

\[
\langle A_t \circ B_{t'} \rangle = (d/dt') \int dx A(x, \lambda) U \left( x, t, t' \right) B(x, \lambda)
\]

for \( t > t' \) and

\[
\langle A_t \circ B_{t'} \rangle = (d/dt') \int dx A(x, \lambda) U \left( x, t', t \right) A(x, \lambda)
\]

for \( t' > t \) with time evolution operator

\[
U \left( x, t', t \right) \equiv \exp \left( \int_t^{t'} dt'' L_{FP} (x, \lambda_{t''}) \right)
\]

and Fokker–Planck operator

\[
L_{FP} (x, \lambda) \equiv -\partial_x (\mu F(x, \lambda) - D\partial_x).
\]
Using \( \langle d/dt \rangle U (x, t, t') = \mathcal{L}_{FP} (x, t') U (x, t, t') \) and \( \langle d/dt \rangle U (x, t, t') = U (x, t, t') \mathcal{L}_{FP} (x, t') \) for equations (A.15) and (A.16) yields the following expression

\[
\langle A_\nu B_\nu \rangle = \theta(t - t') \langle A_\nu \left[ 2\nu_\nu d_\nu - \mu F_\nu - D d_\nu + \lambda \partial_\nu B(x, \lambda) \right] \rangle + \theta(t' - t) \langle A_\nu \left[ \mu F_\nu d_\nu + D d_\nu + \lambda \partial_\nu B(x, \lambda) \right] \rangle,
\]

(A.19)

where \( \theta() \) is the Heaviside function and \( \nu_\nu \equiv \dot{j}(x, \lambda)/p(x, \lambda) \) is the mean local velocity. Finally, inserting equation (A.19) into equation (A.13) leads to

\[
\langle d_\nu \circ \dot{x}_\nu \circ \dot{x}_\nu \rangle = 2D \delta(t - t') \langle d_\nu^2 \rangle + \theta(t - t')\left[ \mu F_\nu d_\nu + D d_\nu \right] \left[ 2\nu_\nu d_\nu - \mu F_\nu d_\nu - D d_\nu \right]
\]

\[
+ \theta(t' - t)\left[ \mu F_\nu d_\nu + D d_\nu \right] \left[ 2\nu_\nu d_\nu - \mu F_\nu d_\nu - D d_\nu \right],
\]

(A.20)

which is identical to equation (A.6) when identifying the terms \( J(x, \lambda) = \mu F_\nu d_\nu + D d_\nu \) and \( J(x, \lambda) = 2Dd_\nu d_\nu \lambda \frac{d \lambda}{dx} \). It follows immediately from equation (A.20) for equidistant \( x_\nu = x / \lambda \) that

\[
\langle d_\nu \circ \dot{x}_\nu \circ \dot{x}_\nu \rangle = 2D \delta(t - t') \langle d_\nu^2 \rangle + 2\nu_\nu \frac{d \lambda}{dx} \left[ \mu F_\nu d_\nu + D d_\nu \right] \left[ 2\nu_\nu d_\nu - \mu F_\nu d_\nu - D d_\nu \right]
\]

\[
+ \lambda \partial_\nu B(x, \lambda) \left[ \mu F_\nu d_\nu + D d_\nu \right] \left[ 2\nu_\nu d_\nu - \mu F_\nu d_\nu - D d_\nu \right].
\]

\section*{Appendix B. Limit of fast driving}

In this section, we derive the scaling properties of the quality factors in the limit of fast driving shown in table 1.

First, we determine the leading order of the total entropy production rate by inserting equations (38) and (42) into equation (35), which yields

\[
\sigma(T, v) = \frac{1}{t_{sys}} \sigma^0(T, v) + \mathcal{O} (\epsilon_f / t_{sys}) \equiv \frac{1}{t_{sys} \tau_f} \int_0^{\tau_f} d\tau \int dx \frac{\int_0^x (x, \tau_f)^2}{D p(x, 0)} + \mathcal{O} (\epsilon_f / t_{sys}).
\]

(B.1)

Obviously, the entropy production rate is of \( \mathcal{O} (1) \) in the limit of fast driving.

Next, we determine the leading orders of the mean values and their response terms. Inserting equations (38)–(40) into (30) leads to an expression for the instantaneous state variable

\[
a(T, v) = a^0(T, v) + \epsilon_f a^{(1)}(T, v) + \mathcal{O} (\epsilon_f^2)
\]

(B.2)

with

\[
a^0(T, v) \equiv \int dx a(x, \lambda_T) p(x, 0)
\]

(B.3)

and

\[
a^{(1)}(T, v) \equiv \int dx a(x, \lambda_T) \hat{L}_{eff} (x, \tau_f, 0) p(x, 0).
\]

(B.4)

The response term of \( a(T, v) \) is consequently given by

\[
\mathcal{R}_a(T, v) \equiv |\Delta a(T, v)|^2 = \left[ a^{(1)}(T, v) \right]^2 \epsilon_f^2 + \mathcal{O} (\epsilon_f^3)
\]

(B.5)

due to the fact that \( \Delta f (\tau_f = v T) = 0 \) for an arbitrary function depending only on \( \tau_f \) and not depending separately on \( v \) and \( T \). For time-averaged state variables (31) one gets a similar behavior by following the analogous steps above, which leads to the response term

\[
\mathcal{R}_a(T, v) \equiv |\Delta A(T, v)|^2 = \left[ A^{(1)}(T, v) \right]^2 \epsilon_f^2 + \mathcal{O} (\epsilon_f^3)
\]

(B.6)
with

\[ A^{(1)}(T, v) \equiv \frac{1}{\tau_f} \int_0^{\tau_f} \int \, dx \, a(x, \lambda_\tau) \hat{L}_{\text{eff}} \left( x, \tau, 0 \right) p(x, 0). \quad (B.7) \]

Furthermore, for the current defined in equation (32) one finds the following expression for the current

\[ J_b(T, v) = \frac{1}{\epsilon_f t_{\text{sys}}} \left( J_b^{(0)}(T, v) + \epsilon_f J_b^{(1)}(T, v) + \mathcal{O} \left( \epsilon_f^2 \right) \right) \quad (B.8) \]

with zeroth order

\[ J_b^{(0)}(T, v) \equiv \frac{1}{\tau_f} \int_0^{\tau_f} \int \, dx \, \dot{b}(x, \lambda_\tau) p(x, 0) \quad (B.9) \]

and first order

\[ J_b^{(1)}(T, v) \equiv \frac{1}{\tau_f} \int_0^{\tau_f} \int \, dx \, \dot{b}(x, \lambda_\tau) \hat{L}_{\text{eff}} \left( x, \tau, 0 \right) p(x, 0) \quad (B.10) \]

Using these expressions leads to the response term

\[ R_{J_b}(T, v) \equiv \left[ J_b(T, v) + \Delta J_b(T, v) \right]^2 = \left[ J_b^{(1)}(T, v) \right]^2 \left( 1/t_{\text{sys}}^2 \right) + \mathcal{O} \left( \epsilon_f \right). \quad (B.11) \]

Moreover, for the current depending on the velocity we insert equations (42) and (43) into equation (34), which leads to

\[ J_d(T, v) = \frac{1}{t_{\text{sys}}} J_d^{(0)}(T, v) + \mathcal{O} \left( \epsilon_f/t_{\text{sys}} \right) \quad (B.12) \]

with zeroth order

\[ J_d^{(0)}(T, v) \equiv \frac{1}{\tau_f} \int_0^{\tau_f} \int \, dx \, d(x, \lambda_\tau) f^{(0)}(x, \tau). \quad (B.13) \]

The response term consequently reads

\[ R_{J_d}(T, v) \equiv \left[ J_d(T, v) + \Delta J_d(T, v) \right]^2 = \left[ J_d^{(0)}(T, v) \right]^2 \frac{1}{t_{\text{sys}}^2} + \mathcal{O} \left( \epsilon_f/t_{\text{sys}}^2 \right). \quad (B.14) \]

Now we derive the leading order of the diffusion coefficients. First, using the leading order of the density in (39) and plugging it into equation (A.1) yields

\[ D_a(T, v) = t_{\text{sys}} \tau_f \epsilon_f D_a^{(1)}(T, v) + \mathcal{O} \left( \epsilon_f^2 \right) \quad (B.15) \]

with

\[ D_a^{(1)}(T, v) \equiv \frac{1}{2} \left( \int \, dx \, a(x, \lambda_\tau)^2 p(x, 0) - \left[ \int \, dx \, a(x, \lambda_\tau) p(x, 0) \right]^2 \right) \quad (B.16) \]

for the instantaneous state variable. For all other diffusion coefficients it is sufficient to use the zeroth order of the propagator defined in equation (46). Plugging this leading order into the diffusion coefficient (A.2) for time-averaged state variable leads to

\[ D_A(T, v) = t_{\text{sys}} \tau_f \epsilon_f D_A^{(1)}(T, v) + \mathcal{O} \left( \epsilon_f^2 \right) \quad (B.17) \]
with
\[ D_{A}^{(1)}(\mathcal{T}, v) = \frac{1}{\tau_f} \int_{0}^{\tau_f} dt \int_{0}^{\tau_f} dt' \int dx \, a(x, \lambda_r) a(x, \lambda_r') p(x, 0) - \frac{1}{2} \sigma^{(0)}(\mathcal{T}, v)^2, \] (B.18)

where
\[ \sigma^{(0)}(\mathcal{T}, v) = \frac{1}{\tau_f} \int_{0}^{\tau_f} dt \int dx \, a(x, \lambda_r) p(x, 0) \] (B.19)
is the leading zeroth order of the time-averaged state variable. Furthermore, plugging equation (46) into (32) yields the diffusion coefficient
\[ D_{b} = \frac{\tau_f}{\tau_{sys} \epsilon_f} \left( D_{b}^{(0)}(\mathcal{T}, v) + \mathcal{O}(\epsilon_f) \right) \] (B.20)
of the current \( J_b(\mathcal{T}, v) \) with
\[ D_{b}^{(0)}(\mathcal{T}, v) = \frac{1}{\tau_f} \int_{0}^{\tau_f} dt \int_{0}^{\tau_f} dt' \int dx \, \dot{b}(x, \lambda_r) \dot{b}(x, \lambda_r') p(x, 0) - \frac{1}{2} \sigma^{(0)}(\mathcal{T}, v)^2, \] (B.21)
where \( J_b^{(0)}(\mathcal{T}, v) \) is defined in equation (B.9). For diffusion coefficient of the current depending on the velocity, we insert equation (46) into (A.4), which leads to
\[ D_{d} = \frac{1}{\tau_{sys}} D_{d}^{(0)}(\mathcal{T}, v) + \mathcal{O}(\epsilon_f / \tau_{sys}) \] (B.22)
with leading order
\[ D_{d}^{(0)}(\mathcal{T}, v) = \frac{1}{\tau_f} \int_{0}^{\tau_f} dt \int dx \, d^2(x, \lambda_r) p(x, 0). \] (B.23)

Finally, we use the above derived results to determine the leading orders of all quality factors. First, by using equations (B.1), (B.5) and (B.15) we can determine the quality factor
\[ Q_a = \frac{\mathcal{R}_a(\mathcal{T}, v)}{\sigma(\mathcal{T}, v) D_{A}(\mathcal{T}, v)} \approx \frac{[a^{(1)}(\mathcal{T}, v)]^2}{\sigma^{(0)}(\mathcal{T}, v) \tau_f D_{A}^{(0)}(\mathcal{T}, v) \epsilon_f} \] (B.24)
for the instantaneous state variable \( a(\mathcal{T}, v) \). Furthermore, via equations (B.1), (B.6) and (B.17) we get the asymptotic behavior of the quality factor
\[ Q_A = \frac{\mathcal{R}_A(\mathcal{T}, v)}{\sigma(\mathcal{T}, v) D_{A}(\mathcal{T}, v)} \approx \frac{[A^{(1)}(\mathcal{T}, v)]^2}{\sigma^{(0)}(\mathcal{T}, v) \tau_f D_{A}^{(0)}(\mathcal{T}, v) \epsilon_f} \] (B.25)
for the time-averaged observable. Moreover using equations (B.1), (B.11) and (B.20) yields the quality factor
\[ Q_b = \frac{\mathcal{R}_b(\mathcal{T}, v)}{\sigma(\mathcal{T}, v) D_{b}(\mathcal{T}, v)} \approx \frac{[J_b^{(1)}(\mathcal{T}, v)]^2}{\sigma^{(0)}(\mathcal{T}, v) \tau_f D_{b}^{(0)}(\mathcal{T}, v) \epsilon_f} \] (B.26)
for the current depending on the time spent in a certain state. Last but not least, using equations (B.1), (B.14) and (B.22) leads to the expression for the quality factor
\[ Q_d = \frac{\mathcal{R}_d(\mathcal{T}, v)}{\sigma(\mathcal{T}, v) D_{d}(\mathcal{T}, v)} \approx \frac{[J_d^{(0)}(\mathcal{T}, v)]^2}{\sigma^{(0)}(\mathcal{T}, v) D_{d}^{(0)}(\mathcal{T}, v) \epsilon_f} \] (B.27)
for the current depending on the velocity. We remark, that the explicit expression for the quality factor (B.27) is given by equation (50) in the main text, which can be verified by using equations (B.1), (B.12) and (B.22).

**Appendix C. Limit of slow driving**

In this section, we derive the generic scaling properties of the quality factors in the limit of slow driving shown in table 2. A system prepared in an arbitrary initial condition relaxes into the stationary state at $\lambda_0$ on a timescale that is much shorter than the timescale of the external driving on which the protocol changes. We are interested in the dynamics on a timescale that is comparable with the timescale of the driving and hence, we assume that the system has already reached the stationary state at $\lambda_0$.

We first derive an expression for the total entropy production rate. For this, we insert equations (53) and (56) into equation (35), which leads to

$$\sigma(T, v) = \frac{1}{t_{\text{sys}}T} \int_0^{\tau f} \int_0^x \left( \frac{f^{(0)}(x, \tau) + \epsilon_s f^{(1)}(x, \tau)}{Dp^{(0)}(x, \tau)} \right)^2 \, dx \, d\tau. \quad (C.1)$$

If the system is driven around an equilibrium state, the entropy production rate vanishes, i.e. $\sigma(T, v) = O(\epsilon_s)$. If the system is driven around an NESS, the entropy production rate is finite and hence, $\sigma(T, v) = O(1)$.

Next, we derive the leading orders of the mean values and their response terms. Due to the fact, that the density (54) is a function of the protocol in the leading order, the response term of the zeroth order of the instantaneous state variable vanishes. As a consequence, the response term of this quantity is given by

$$R_a(T, v) = [b^{(1)}(T, v)]^2 \epsilon_s^2 + O(\epsilon_s^3), \quad (C.2)$$

where we used that $\Delta \epsilon_s = -\epsilon_s$. This implies that the response terms for the time-averaged state variable

$$R_A(T, v) = [A^{(1)}(T, v)]^2 \epsilon_s^4 + O(\epsilon_s^6) \quad (C.3)$$

as well as for the current depending on the residence time

$$R_{Jb}(T, v) = [J_b^{(2)}(T, v)]^2 \epsilon_s^4 / t_{\text{sys}}^2 + O(\epsilon_s^6) \quad (C.4)$$

vanish asymptotically. The response term for the current depending on the velocity is given by

$$R_{Jd}(T, v) = [J_d^{(0)}(T, v) - \epsilon_s^2 J_d^{(1)}(T, v) + O(\epsilon_s^3)] \epsilon_s / t_{\text{sys}}^2 \quad (C.5)$$

where the linear term in $\epsilon_s$ of the current vanishes due to $\Delta \epsilon_s = -\epsilon_s$. Depending on whether a non-conservative force is applied or not, the response term (C.5) is either of $O(1)$ or $O(\epsilon_s^3)$, respectively.

Now, we derive the leading orders of the diffusion coefficients. First, for the instantaneous state variable we plug equation (53) into (A.1) and obtain

$$D_a(T, v) = \frac{\tau f_{\text{sys}}}{\epsilon_s} \left[ D_a^{(0)}(T, v) + O(\epsilon_s) \right] \quad (C.6)$$
with
\[ D_a^{(0)}(T, v) \equiv \frac{1}{2} \int dx \, a^2(x, \lambda_{\tau_f})p^{(0)}(x, \tau_f) - \left[ \int dx \, a(x, \tau_f)p^{(0)}(x, \tau_f) \right]^2. \] (C.7)

For the time-averaged observables, we insert the propagator (61) in the limit of slow driving into the diffusion coefficients (A.2)–(A.4). The leading order of the variance of the time-averaged state variable vanishes such that its diffusion coefficient is given by
\[ D_A(T, v) = \tau_{f_{sys}}D_A^{(0)}(T, v) + O(\epsilon_s). \] (C.8)

with leading order \( D_A^{(0)}(T, v) \). Analogously, for the current \( J_b(T, v) \) we find
\[ D_{J_b}(T, v) = \frac{\epsilon_s^2}{\tau_{f_{sys}}}D_{J_b}^{(2)}(T, v) + O(\epsilon_s^3) \] (C.9)

with leading order \( D_{J_b}^{(2)}(T, v) \). Furthermore, the diffusion coefficient for the current \( J_d(T, v) \) converges to
\[ D_{J_d}(T, v) = \frac{1}{l_{sys}}D_{J_d}^{(0)}(T, v) + O(\epsilon_s) \] (C.10)

with leading order \( D_{J_d}^{(0)}(T, v) \) as the last two terms in equation (A.4) compensate each other, when using (61).

Lastly, we determine the leading orders of all quality factors by using the above derived results. Using equations (C.1), (C.2) and (C.6) leads to the quality factor
\[ Q_a \equiv \frac{R_a(T, v)}{\sigma(T, v)D_A(T, v)} \approx \frac{[a^{(1)}(T, v)]^2}{D_A^{(0)}(T, v)\int_0^{\tau_f} d\tau \int dx \frac{(p^{(0)}(x, \tau_f) + \epsilon_s p^{(1)}(x, \tau_f))^2}{Dp^{(0)}(x, \tau_f)}}. \] (C.11)

of the instantaneous state variable. Depending on whether a non-conservative force is applied or not the quality factor (C.11) vanishes like \( \epsilon_s^2 \) or \( \epsilon_s \), respectively. The quality factor of the time-averaged state variable can be calculated by using equations (C.1), (C.3) and (C.8) and reads
\[ Q_A \equiv \frac{R_A(T, v)}{\sigma(T, v)D_A(T, v)} \approx \frac{[A^{(1)}(T, v)]^2}{D_A^{(0)}(T, v)\int_0^{\tau_f} d\tau \int dx \frac{(p^{(0)}(x, \tau_f) + \epsilon_s p^{(1)}(x, \tau_f))^2}{Dp^{(0)}(x, \tau_f)}}. \] (C.12)

This quality factor is either of \( O(\epsilon_s^2) \) or \( O(1) \) depending on whether the system is in an NESS or in an equilibrium state at fixed \( \lambda_{\tau} \). Furthermore, we use equations (C.1), (C.4) and (C.9) to determine the leading order of the quality factor for current \( J_b(T, v) \)
\[ Q_{J_b} \equiv \frac{R_{J_b}(T, v)}{\sigma(T, v)D_{J_b}(T, v)} \approx \frac{[J_{b}^{(2)}(T, v)]^2}{D_{J_b}(T, v)\int_0^{\tau_f} d\tau \int dx \frac{(p^{(0)}(x, \tau_f) + \epsilon_s p^{(1)}(x, \tau_f))^2}{Dp^{(0)}(x, \tau_f)}}. \] (C.13)

which vanishes like \( \epsilon_s^2 \), if a non-conservative force is applied and is of \( O(1) \), when only conservative forces are applied. Using equations (C.1), (C.5) and (C.10) yields the quality factor
for the current $J_d(T, v)$

$$Q_{J_d} \equiv \frac{R_{J_d}(T, v)}{\tau(T, v)D_{J_d}(T, v)} \approx \frac{\left[J_d^{(0)}(T, v) - e_i^2 J_d^{(2)}(T, v)\right]^2}{D_{J_d}^{(0)}(T, v) f^r_0 \int \int dx (j^{(0)}(x, \tau) + e_i' j^{(1)}(x, \tau))}. \quad (C.14)$$

The quality factor (C.14) is of $O(1)$, if a non-conservative force is applied and vanishes like $e_i^2$, if only conservative forces are present.
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