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Abstract—Virtual Reference Feedback Tuning (VRFT) is a well known and very successful data-driven control design method. It has been initially conceived for linear plants and this original formulation has been much explored in the literature, besides having already found many practical applications. A nonlinear version of VRFT has been proposed early on, but not much explored later on. In this paper we highlight various issues involved in the application of nonlinear VRFT and propose the inclusion of $L_1$ regularization in its formulation. We illustrate by means of two simple examples the critical role played by two aspects: the $L_1$ regularization and the choice of dictionary used to describe the nonlinearity of the controller.

I. INTRODUCTION

Data-driven (DD) control is a research topic that has received considerable attention at least since the early 1990’s [16], and that more recently has experienced a large boost. Most of the early work on this subject turned around the classical model reference paradigm, and many different design methods have been developed along this line, usually known by their acronyms, like IFT [16], CbT [17], VRFT [5], OCI [4], among others. These methods have been extensively analyzed, enhanced, tested and applied, to the point that this has become a rather mature field [1]. More recently, DD control theory started spreading towards various other control design paradigms, opening huge new perspectives and opportunities that are being intensely explored - see [7], [19]–[21], for example. Meanwhile, the more traditional model reference approach is still seeing novelties, and this paper follows along this line.

In this paper we concentrate on Virtual Reference Feedback Tuning (VRFT), which is arguably the simplest, most well-known, and most widely applied data-driven control design method. VRFT has been first presented in [5] for linear plants. Many later publications have extended VRFT’s scope and improved its performance: it has been extended for nonminimum phase plants in [3] and for multivariable plants in [9], [14], and reformulated to optimize the response to disturbances in [8]. It has also been adapted to obtain improved statistical properties [12]. VRFT has been very successful in various practical applications using this linear formulation [10], [11], [18].

A nonlinear version of VRFT appeared in [6], but this nonlinear design method has not received similar attention in the literature. The application of the method in a nonlinear setting presents new challenges that, to the most part, have not yet been properly described, let alone solved. These challenges are more easily perceived recalling that VRFT, like all methods based on the model reference paradigm, can be seen as estimation of an ideal controller. The ideal controller is the one that, if put in the loop, would provide exactly the performance that has been specified. In the linear setting, the ideal controller is a linear object, so it is rather easy to devise a controller parametrization that would be appropriate to estimate it approximately. Moreover, this parametrization will be of very low dimension for the majority of problems - never larger than twice the order of the plant. It is also possible, though not so easy, to understand how undermodeling affects the closed-loop performance and how to cope with this issue [1].

When the object to be estimated - in this case the ideal controller - is a nonlinear map, one has to be concerned not only with its dynamic order but also with the nature of the nonlinearities involved. These are mostly unknown, since no knowledge of the plant’s model can be assumed. As a result, even the simplest examples will require large dictionaries to obtain a decent estimator, which has two major consequences. One is that the resulting controller, with such large number of parameters, is in most cases very undesirable and in many cases not viable. The other one is that the statistical properties of the estimate will tend to be poor. The use of regularization is thus in order to obtain more appropriate statistical properties and more parsimonious controllers.

In this paper we explore the application of VRFT to nonlinear plants. We discuss the above issues of parametrization and optimization, and propose the use of Lasso to solve the VRFT design problem. The paper is organized as follows. In Section II we introduce the model reference control problem for a nonlinear plant. This sets the stage to present, in III, the VRFT method in a general nonlinear setting, with the inclusion of $L_1$ regularization, that we call the LASSO-VRFT. In Section IV we illustrate the performance of VRFT and LASSO-VRFT in two simulation case studies. These are simple examples that serve to highlight the possibilities and limitations of each tool: VRFT and its LASSO counterpart, dictionaries, regularization. Some conclusions and future directions of work are briefly discussed in Section V.

II. MODEL REFERENCE CONTROL DESIGN

We are given a discrete-time SISO plant, which can be described as

$$y(t) = P[u(t)] + v(t)$$

(1)
where \( y(t) \) is the output, which must track a reference signal \( r(t) \), \( u(t) \) is the control input, and \( v(t) \) is the measurement noise, a stationary process. The input-output map \( P[\cdot] \) is such that, for any finite control signal \( u(t) \), the solutions of (1) exist and are unique.

The closed-loop performance is specified by the reference model \( T_d(z) \), which is a transfer function representing the desired input-output behavior in closed-loop, that is, from the reference \( r(t) \) to the output \( y(t) \). The control objective is thus to make the closed-loop map from \( r(t) \) to \( y(t) \) to be as close as possible to the given linear map \( T_d(z) \), while maintaining internal stability.

It has been shown in [6] that, if the map \( P[\cdot] \) is invertible, there exists an ideal controller

\[
u(t) = C_0[r(t) - y(t)]
\]

which results in the desired closed-loop behavior if put in the loop. Thus, the design of a controller in the model reference framework can be seen as the exercise of estimating this ideal controller.

We define the control law, which is aimed at approximating the ideal controller, in a linearly parameterized way:

\[
u(t) = \sum_{i=1}^{m} \rho_i \psi_i(z(t)) = C(\rho, z(t)), \quad (2)
\]

where \( z(t) \) is the set of measurements, \( \psi_i(z(t)) \), \( i = 1, \ldots, m \) contains a dictionary of functions and/or functionals, and \( \rho = [\rho_1 \ldots \rho_m]^T \) is the parameter vector.

Given a reference model \( T_d(z) \), a controller class in the form (2), and input-output data collected from the plant \( u(t), y(t), t = 1, \ldots, N \), the best controller will be the one minimizing the cost function

\[
J(\rho) = \sum_{i=1}^{N} [y_d(t) - y(t, \rho)]^2 \quad (3)
\]

where \( y_d(t) = Z^{-1}\{T_d(z)R(z)\} \) is the desired closed-loop response and \( y(t, \rho) \) is the actual closed-loop response to \( r(t) \) obtained with the control law \( C(\rho, e(t)) \).

III. NONLINEAR VRFT AND REGULARIZATION

A. The VRFT concept

The cost function \( J(\rho) \) in (3) is dependent, through \( y(t, \rho) \), on the plant model, which is not available for the designer. Moreover, it is nonconvex, even with a linearly parameterized controller as (2). VRFT is a design method that substitutes the cost function \( J(\rho) \) with the function

\[
J^V(\rho) = \sum_{i=1}^{N} [u(t) - (\sum_{i=1}^{m} \rho_i \psi_i(\bar{z}(t)))]^2 \quad (4)
\]

where \( \bar{z}(t) \) is a virtual version of the measurement, that is, one in which every instance of the reference signal \( r(t) \) is substituted by the virtual reference \( \bar{r}(t) = Z^{-1}\{T_d^{-1}(z)Y(z)\} \). Under ideal conditions \( J^V(\cdot) \) has the same global minimum as \( J(\cdot) \), but \( J^V(\cdot) \) does not depend explicitly on the plant model, so it can be minimized without knowledge of such model, using only input-output data from the plant. Moreover, with a linear parametrization like (2), this is a quadratic function of the parameters to be designed and thus can be minimized by least squares.

The VRFT method is well-known and has been extensively applied to all sorts of linear plants, including MIMO and nonminimum-phase plants [10], [11], [18]. These applications include many experimental ones and also actual industrial applications, so it is a well established and successful control design methodology. For nonlinear plants and controllers, the theory has been provided in [6] but applications are hard to find in the literature [2], even at the simulation level.

B. The VRFT Regression

The VRFT control design consists in solving the regression defined by (4). In the nonlinear setting, a large dictionary of nonlinear functions must be used in most cases. Indeed, without knowledge of a model for the plant, one does not know a priori which nonlinear functions must be present in the dictionary, so a large number of candidate functions must be employed. This contrasts with the linear case, in which a “linear dictionary” is used and thus the number of terms is at most twice the controller’s order, which is usually quite low. Priors on the plant’s nature will be very welcome to allow a reasonable choice of the dictionary’s structure - polynomial, trigonometrical, rational, etc. Without any priors, all sorts of functions must be included.

But even if one restricts the dictionary to a particular class of functions, the dimension \( m \) grows very rapidly. Take the example of a first order error feedback controller; then there are typically three signals in \( z(t) \): \( e(t) \), \( e(t-1) \) and \( u(t-1) \). If we take a modest third-order polynomial dictionary we’ll have nineteen terms already. With a second-order error feedback controller and the same third-order polynomial structure for the dictionary, 251 terms. Ordinary least squares is unlikely to handle properly such quantities of parameters, and the statistical properties will likely deteriorate very rapidly. Moreover, even if least squares would provide a statistically sound solution, one does not want to implement a controller with more than two hundred parameters; a more parsimonious controller is desired in any case. Thus, some sort of regularization is asked for, to achieve parsimony and improved statistical properties.

C. LASSO-VRFT

In order to cope with the large dimension of the dictionary and the case in which the ideal controller is not in the controller set, we propose to apply \( L_1 \) regularization to the optimization cost \( J^V(\cdot) \). The least squares regression with \( L_1 \) regularization is also known as the LASSO - acronym for Least Absolute Shrinkage and Selection Operator - and

\[2\]Though this issue is outside the scope of this paper, it is worth mentioning that regularization can also play a more conceptual and versatile role in DD control design [7].
consists, in our case, in minimizing the cost function

\[ J^*(\rho) = \sum_{t=1}^{N} |u(t) - (\sum_{i=1}^{m} \rho_i \psi_i(z(t)))|^2 + \alpha \sum_{i=1}^{m} |\rho_i| \]  

(5)

where \( \alpha \) is the shrinking factor, to be chosen. Any regular-
ization reduces the magnitudes of the parameters. Due to its
geometric features, the \( L_1 \) norm tends to yield solutions in
which some parameters are exactly zero. Thus, the LASSO
is known to work as a selection mechanism, providing parsimony to the solution [15].

The larger the value of \( \alpha \), the more parameters will be
exactly zero. In this work, the Python package Scikit was
used to minimize the criterion 5. This package uses the
coordinate descent algorithm to find the parameters that
minimize the LASSO criterion. All simulations in this work
used \( \alpha = 0.001 \), which allowed to reduce the number of
parameters without a significant loss of performance, and
the optimization algorithm was limited to use a maximum
of 100,000 iterations. Some techniques for automatic choice
of \( \alpha \) are still under investigation, including the Akaike
information criterion (AIC), the Bays Information criterion
(BIC) and Cross Validation techniques.

IV. CASE STUDIES

In this Section we present simulation studies for two dif-
ferent plants. We collect input-output data from two discrete-
time nonlinear plants excited by two different input signals:
a uniformly distributed zero-mean random sequence, and a
sequence of steps, both filtered by a transfer function

\[ F(z) = T_d(z) \left(1 - T_d(z)\right) \frac{\alpha}{z - 1}, \]

as recommended in [6], and for numerical reasons we tune
the parameter \( \alpha \) so that \( F(1) = 1 \). These two input signals
are presented in Figure 1, and they are both of length
\( N = 1,000 \). The output measurement is contaminated by
zero-mean gaussian white noise with varying energy levels.
Each one of the following subsections presents the results
for a different plant. The results obtained with the two input
signals are very similar, so we will present in detail only the
ones obtained with the random input.

For both plants there is a specification of zero steady
state tracking error for constant references, which requires
an integrator in the controller. We thus define the simplest
controller structure possible under this constraint, which is
an integrator followed by a nonlinear static element, that
is, the measurement set is just \( z(t) = \sum_{\tau=1}^{t-1} \epsilon(\tau) \), the
control law is \( u(t) = \varphi(z(t)) \), and the nonlinear function is
what must be estimated by the VRFT regression: \( \varphi(z(t)) \approx \sum_{i=1}^{m} \rho_i \psi_i(z(t)) \).

The exact plant models are not used in any design, so they
are not relevant to our presentation, except for transparency;
their presentation is thus delayed to Subsection IV-C. We
also collect data from both plants with a (nonfiltered) step
sequence just to have a ballpark estimate of the settling time.

The step responses reveal settling times around twenty-five
samples for both plants, with plant #1 faster than plant #2,
A. Ideal scenario - plant #1

We have run the standard VRFT regression (4) and the LASSO-VRFT (5) with the polynomial dictionary using various values of \( m \), using the data originated from the random input. For each design we assess the performance of each controller by evaluating the closed-loop response to a sequence of reference steps.

The closed-loop response resulting from the controller obtained with \( m = 20 \) is presented in Figure 2, along with the desired response \( y_d(t) = Z^{-1}\{T_d(z)R(z)\} \); the performance is not impressive. This somewhat expensive controller still results in a large error with respect to the desired response, and we have found that increasing \( m \) improves the performance very slowly. In all cases, when comparing the results with VRFT and with the LASSO-VRFT, we have observed that the regularization did not reduce significantly the number of parameters. So, we have been left with either a poor performance or with hundreds of parameters - hence no satisfactory solution. We have repeated the experiments with the filtered step input and they have yielded very similar results. We have also repeated these experiments with various levels of output noise, as measured by the noise’s variance \( \sigma \), with similar results up to \( \sigma = 0.1 \). For larger noise energies the closed-loop performance deteriorates rapidly in all designs. From now on all results presented are for \( \sigma = 0.05 \).

Judging by the observation of the data, this is not a plant with a complex dynamics. Yet, even if we collect data free of noise we are not able to achieve a parsimonious solution with good performance. Clearly, the controller structure is very simple, which limits severely the performance that can be achieved, but in fact the choice of dictionary is also to blame for this disappointing result. In order to assess the dictionary, we plot the estimated function \( \hat{\phi}(\cdot) \) obtained with \( m = 400 \), seen in Figure 3. The regularization in the LASSO-VRFT has only mildly reduced the number of parameters, to 384, and yet it can be seen in the Figure that it has changed considerably the character of the estimated function. Thus, it can be inferred that the 384 terms are necessary to provide a good approximation for the function \( \phi(\cdot) \).

This plot looks like a piecewise affine function, which is hard to approximate with a polynomial basis, since it is not analytic. We thus pick a different dictionary, more suited to describe piecewise affine functions, which is formed by various deadzones. This dictionary is

\[
\hat{\phi}(x) = \sum_{i=1}^{m} \rho_i ZM_i(x) \quad (7)
\]

where \( ZM_i(\cdot) \) is the deadzone nonlinearity:

\[
ZM_i(x) = \begin{cases} 
\frac{x + 10(i-1)}{200 - 10(i-1)} & x < -10(i-1) \\
\frac{x - 10(i-1)}{200 - 10(i-1)} & x > 10(i-1) \\
0 & -10(i-1) < x < 10(i-1)
\end{cases} \quad (8)
\]

and we choose initially \( m = 20 \). We run VRFT and LASSO-VRFT again with the same data and \( \sigma = 0.05 \), now with this new dictionary. The responses of the closed-loop system with the resulting controllers, to the same reference steps as those in Figure 2, are presented in Figure 4. The performance is very close to the desired one and the regularization has reduced the number of parameters from twenty to only four without significant change of performance.

With this we have successfully concluded a data-driven design with LASSO-VRFT. In order to learn more about the behavior of the dictionary and the role of the regularization, we have tried a larger dictionary with the deadzone basis: \( m = 400 \). This new dictionary will have the same definition as is (7) but with each occurrence of the number 10 replaced by 0.5. We have run the LASSO-VRFT (VRFT is not of interest for this exercise) and obtained the results in Figure 5, with the regularization having reduced the number of nonzero parameters to 47. The regularization was successful in reducing drastically the number of nonzero parameters and providing good closed-loop performance. Equally important is the fact that the regularization has proven indispensable in this case: the controller obtained without regularization
Fig. 4. Closed-loop responses of plant #1 with the controllers obtained from the deadzone dictionary with $m = 20$, with VRFT (dashed line) and LASSO-VRFT (dotted line).

presented many parameters with very large magnitudes and resulted in an unstable closed-loop.

B. Non-ideal scenario - plant #2

When we run LASSO-VRFT with the polynomial dictionary, the map’s estimate $\hat{\phi}(\cdot)$ shown in Figure 6 is obtained. Notice how the regularization zeroes only twenty parameters and how this completely changes the map’s character to an almost linear map. Moreover, the controller obtained without regularization is not even stabilizing. In this case the polynomial dictionary is a complete failure; even if we were willing to implement a controller with several hundred parameters, the result would either be an unstable closed-loop (VRFT) or poor performance with no compensation of the nonlinear features of the plant (LASSO-VRFT).

Fig. 5. Closed-loop response of plant #1 with the controller obtained from the deadzone dictionary with $m = 400$ with LASSO-VRFT

We next try the deadzone dictionary (7), first with $m = 20$ and then with $m = 400$. The LASSO-VRFT reduced the number of parameters from 400 to 52, and from $m = 20$ to 8. The closed-loop performance is shown in Figure 7, where it is seen that the performances obtained with the LASSO-VRFT with $m = 20$ and $m = 400$ are virtually indistinguishable.

C. Examination

Though the plants’ models were used to get the data, the control design was performed without using any knowledge of them, except the assumption that the plants were delay-free. Let us now disclose what are the plants and the ideal controllers to better understand what happened and why.

Both plants consist of Hammerstein systems, with the
The same piecewise affine nonlinear function

\[
\phi(x) = \begin{cases} 
2x - 2, & x < -2 \\
5x + 4, & -2 < x < -1 \\
x, & |x| < 1 \\
5x - 4, & 1 < x < 2 \\
2x + 2, & x > 2
\end{cases}
\]

in front of a linear block.

The linear block of plant #1 is a first-order system with transfer function

\[
G(z) = \frac{0.2}{z - 0.8}
\]

whereas in plant #2 the transfer function is

\[
G(z) = \frac{0.04 z}{(z - 0.8)^2}
\]

It can be verified without much effort that the ideal controller is in the controller class for plant #1, and is given by:

\[
\begin{align*}
 v(t) &= v(t-1) + 0.05\phi(t) \\
 u(t) &= \phi^{-1}(v(t))
\end{align*}
\]

where \(\phi^{-1}(\cdot)\) is the left-inverse of \(\phi(\cdot)\), that is, \(\phi^{-1}(\phi(x)) = x\). It is easily seen that the nonlinear function presented in Figure 3 is a close approximation to the left inverse of \(\phi(\cdot)\) multiplied by a constant factor 0.05. Hence, the polynomial dictionary estimated a controller that is very close to the ideal controller, but for that it needed hundreds of parameters. On the other hand, the deadzone dictionary was able to get very close to the ideal controller with a parsimonious controller; this was true also for the case \(m = 400\). The choice of dictionary has played a critical role for this very simple example, and the \(L_1\) regularization was also very important.

Concerning plant #2, the ideal controller does not belong to the controller class; it is given by

\[
\begin{align*}
 V(z) &= \frac{0.25(z - 0.8)}{z(z - 1)} E(z) \\
 u(t) &= \phi^{-1}(v(t))
\end{align*}
\]

where \(V(z) = Z\{v(t)\}\) and \(E(z) = Z\{e(t)\}\). For this plant, regularization played a more critical role than for the first plant, where the ideal controller belongs to the controller class. Indeed, without regularization both dictionaries were unable to provide a stabilizing controller.

V. Conclusions

We have discussed the difficulties found in the application of the VRFT method to nonlinear plants, and proposed the inclusion of \(L_1\) regularization in the regression problem to cope with these difficulties. Two simple case studies have been presented that illustrated these difficulties and highlighted two main points: the important role played by the regularization and the criticality of the choice of dictionary to describe the controller. For the case in which the ideal controller is not in the control class, regularization proved to be more critical to the success of the design. Future work concentrates on the application of these ideas to the design of controllers for more complex plants, also with other DD control design methods.
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