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Abstract—Re-identification (ReID) is to identify the same instance across different cameras. Existing ReID methods mostly utilize alignment-based or attention-based strategies to generate effective feature representations. However, most of these methods only extract general feature by employing single input image itself, overlooking the exploration of relevance between comparing images. To fill this gap, we propose a novel end-to-end trainable dynamic convolution framework named Instance and Pair-Aware Dynamic Networks in this paper. The proposed model is composed of three main branches where a self-guided dynamic branch is constructed to strengthen instance-specific features, focusing on every single image. Furthermore, we also design a mutual-guided dynamic branch to generate pair-aware features for each pair of images to be compared. Extensive experiments are conducted in order to verify the effectiveness of our proposed algorithm. We evaluate our algorithm in several mainstream person and vehicle ReID datasets including CUHK03, DukeMTMC- reID, Market-1501, VeRi776 and VehicleID. In some datasets our algorithm outperforms state-of-the-art methods and in others, our algorithm achieves a comparable performance.

Index Terms—Re-identification, dynamic convolution.

I. INTRODUCTION

Re-IDEN TIFICATION (ReID) is a fundamental and challenging task in computer vision, aiming at matching a specific instance in distributed and non-overlapping camera views. Given a query image and a large set of gallery, ReID represents each image as a feature embedding and ranks the gallery in the light of the feature similarity between the query and images in the gallery, thus obtaining the closest match.

Due to its application in fields like intelligent surveillance and tracking, ReID has attracted explosive attention in the community and made great progress. Nevertheless, there are several challenges that still exist in the practical unconstrained scenarios. Those challenges may arise from view misalignment, background perturbation, view-angle changes, pose variations and noisy labels, etc. Tremendous efforts have been devoted to overcoming the mentioned difficulties. Some algorithms [31], [8] fuse the body part information to construct the final features for mitigating the impact of misalignment and occlusion. Attention-based methods [3], [41], [28] have also been widely used to strengthen the noteworthy areas and suppress the interference via generating highly context-related responding masks. However, all those methods represent each image in a fixed mould and can hardly flexibly learn the instance-level specific feature which is crucial for instance identifying. Moreover, the mutual correlation between the instances to be identified is given few consideration during the process of extracting feature in the existing researches.

To tackle these issues above, in this paper we propose a novel three-branch Instance and Pair-Aware Dynamic Network (IPAD) as shown in Figure 1. For ReID algorithm, it is significant to obtain discriminative and instance-specific feature for each input. Considering the lack of flexibility and specificity in regular convolution operations, we apply the dynamic convolution blocks to further facilitate feature representation, instead of merely resorting to static filters. Through those dynamic layers, we can augment representation capability of the model with increasing slight parameters. On the basis of this theory, we creatively design the self-guided dynamic branch and the mutual-guided dynamic branch. The self-guided dynamic branch aims to extract specific and discriminative features via customized kernels for each input image. And the purpose of mutual-guided dynamic branch is to capture the subtle but mutually discriminative visual cues between pairwise images. In such network architecture, different guidance instances it employs provide complementary perspectives to achieve self-adaptivity and mutual-adaptivity, thus gaining sightly performance improvement.

In summary, we have made two major contributions:

- We propose a novel and powerful three-branch network IPAD, incorporating a self-guided dynamic branch, a
global branch and a mutual-guided dynamic branch. Such framework can mutually provide complementary information and assist to enhance the robustness of our model. Moreover, the applicability and compatibility of IPAD have been validated through carefully designed experiments.

- Rich ablation study has been conducted to prove the effectiveness of our novel and delicate model branches. And extensive experiments demonstrate the superiority of the proposed IPAD over a wide range of ReID models on several mainstream benchmarks.

The rest of the paper is organized as follows: Section II reviews the related works of our paper. In Section III we elaborate the proposed ReID method. The experimental results are reported in Section IV. And we conclude the paper in Section V.

II. RELATED WORK

In this section, we review some recent researches referring the dynamic convolution and Re-identification.

A. Dynamic Convolution

In recent researches, more and more attention has been paid to the use of dynamic mechanism in various computer vision tasks.

Yang et al. [37] proposed to replace the traditional convolution by the conditionally parameterized convolution, in the purpose of improving the performance and inference cost trade-off of some existing neural networks. Chen et al. [35] pointed that aggregating those kernels in a non-linear way via attention makes the convolution more powerful in terms of representation competence. Zhang et al. [39] introduced adaptive generated convolution kernels according to the images contents in order to reduce the redundancy among previous static filters and performs outstandingly.

Above all, it is reasonable to infer that dynamic mechanism does contribute to produce more content-adaptive filters and more instance specific features. It can make the model more flexible and adaptive to the diverse inputs. In our algorithm, we not only apply the regular self-guided dynamic convolution module, but further dig into the mutual-adaptivity between images and therefore construct a mutual-guided dynamic branch.

B. Re-Identification

Re-Identification is a challenging task to associate individual identities across different time and locations. Nowadays, ReID has embraced abundant attention from researches in computer vision.

Person Re-identification. Many algorithms make use of both global features and local features simultaneously to exploit their respective advantages. Wang et al. [35] carefully designed a multiple granularity network, which consists of one branch for global features and two branches for local feature representations. Several algorithms devote to overcoming impact from inaccurate person detection via alignment-based methods. PCB [31] is a method based on horizontal splits to match the part features in the purpose of suppressing the occlusion and tackling the misalignment. Besides the algorithms mentioned above, a serials of attention-based algorithms [41], [28], [2], [35] have been employed in ReID and made competitive performance through augmenting the most salient feature area through correlation analysis. Zhang et al. [41] introduced an RGA model which learns the correlation/affinity from all the feature positions and feature itself. In addition, Si et al. [28] proposed a DuATM network which conducts feature comparison with dual attention mechanism. There are many other ReID works [29], [13], [34], [35], [25], [17], as well.

Vehicle Re-identification. Vehicle ReID has prevailed since the past few years. Khorramshahi et al. [14] utilized 20 vehicle keypoints to generate attention maps by categorizing keypoints into four groups, yet the keypoint annotation is hard to acquire in real-world scenarios. Wang et al. [36] proposed an attention based framework which is able to capture the discriminative parts of vehicle instance with via additional annotation.

Although those mentioned approaches did make effects on ReID tasks, they mostly learn the representation in a fixed module. Thus the mapping relationship in their network is not strong and diverse enough to represent different images in the way according to the contents of inputs, making the algorithm less flexible and the learned feature less distinguishable. Even for the pair-aware attention-based module such as the DuATM, it only adopts the weighted pooling mechanism for feature augmentation whose transformation function is not strong enough to produce instance-specific feature representations. Several other algorithms based on pair-aware matching have also been presented, such as Contrastive CNN [9] designed by Han et al., which explores the difference between local grid of comparing face images to perform contrastive convolution. However, the misalignment of instance to be identified makes it not applicable to ReID task.

As for our IPAD, the dynamic module applied in our algorithm generates customized filters for each input image which contribute to much more complex mapping relationship. This module makes for the construction of more diverse and specific features and benefit the matching process.

In addition, we constitute a cross-referring mechanism to exploit mutually discriminative cues via introducing mutual-guidance in the feature extraction phase. Combining the cross-referring mechanism and dynamic module together, our algorithm presents strong capability and robustness.

III. APPROACH

In this section we elaborate on the detail of the proposed Instance and Pair-Aware Dynamic Networks (IPAD). Our algorithm is detailed in the following lines.

A. Overall Framework

In this paper, we seek to explore an effective algorithm which is able to capture the discriminative person features, so as to enhance the capability of our model. Besides, we argue that the discriminative feature of each person image is composed with two-folds, ie the salient areas of input image
In order to adequately capture these discriminative features, we design a Instance and Pair-Aware Dynamic Network (IPAD) consists of three branches, namely global branch, self-guided dynamic branch and mutual-guided dynamic branch.

In our algorithm, the global branch is a vanilla convolution module which adopts the Resnet50 [10] pretrained in ImageNet [6] as the backbone model. The extracted naive convolutional features (global features) from this branch will then be send to the other two dynamic branches for further refinement. In the self-guided dynamic branch, we design a dynamic convolution module as illustrated in Figure 3. This branch could capture salient areas of each input person image by a carefully designed self-guided dynamic module. In employed dynamic module, a controller module is constructed to transform global features to a series of customize dynamic kernels. Thereafter, we adopt these generated kernels which preserve the identity information to perform convolution on global features, so as to capture the itself and the distinguishable areas with other compared image.

Beyond the self-guided dynamic branch, a mutual-guided dynamic branch has been established to obtain pair-aware instance-specific features for each pair of input images. In this branch, each pair of input images mutually provide dynamic kernels for further feature refinement. In this cross-referring mechanism, images belonging to the same ID tends to be represented more closely in the embedding space and those not would show significant difference thanks to the customized kernels.

Extensive ablation studies we designed demonstrate the mutual-guided dynamic branch and the self-guided dynamic branch could mutually provide complementary information and further reinforce the capability of our model.

**B. Global Branch**

The global branch is designed to extract holistic-level feature by adopting a simple global average pooling over the convolution maps generated by the backbone model. Besides, a batch normalization layer is inserted after the pooling layer in order to ensure convergence. Meanwhile, we utilize two widely used losses to train the ReID module, namely Triplet Loss and Cross Entropy Loss. The loss function of this branch can be formulated as,

$$L_{global} = L_{triplet} + L_{cls}$$

Noting that in all the experiments mentioned in the manuscript, the Label Smooth Algorithm [32] and the Hard Sample Strategy [11] have been adopted to enhance the performance of our model.
C. Self-guided Dynamic Branch

In this subsection, we expand on the detail of the self-guided dynamic branch in our algorithm. Different from the regular convolution layer whose kernels are static and shared among all input images, our self-guided dynamic convolution module generates customized kernels for each input image. The sketch of our self-guided dynamic branch is shown in Figure 3.

It can be seen from the Figure 3 the self-guided dynamic branch is composed of two components, termed controller module and self-guided dynamic convolution layer. Firstly, the controller module will be described in detail. In fact, the controller can be regarded as a shallow network module which converts the holistic-level feature to dynamic convolution kernels. Therefore, we adopt a shallow network as the controller which can be formulated as following,

$$\pi(X) = \sigma(WX + \beta)$$

where the $\pi(\cdot)$ represents the shallow network module, the $\sigma$ represents ReLU activation, the $\beta$ and $W$ are trainable parameters representing the biases and a three-step transformation function mapping $\mathbb{R}^{C_o} \mapsto \mathbb{R}^{C_o/d} \mapsto \mathbb{R}^{C_o/d} \mapsto \mathbb{R}^{C_i}$ with $C_o$, $d$ and $C_i$ being the original feature dimension, squeezing rate and output feature dimension. Thereafter, we adopt the F2 Normalization over the generated kernels to ensure convergence.

In parallel with the controller module, the detail of the dynamic convolution layer will be described. During the feature extraction phase, we firstly compress the dimension of holistic-level feature from 2048 to 512 through a shallow network to mitigate the computational consumption. In our algorithm, three layers of convolution inserted with ReLU and batch normalization have been employed as the channel compression module. Thereafter, we construct a $1 \times 1$ dynamic convolution layer whose input dimension and output dimension are both 512. The output features from the dynamic convolution layer are utilized for distance and output computation. To be consistent with the size of dynamic kernel which is $512 \times 512 \times 1 \times 1$, the output size of controller has been set to $2048 \times 16 \times 8/1024 \times 16 \times 16$ for person/vehicle instances.

We argue that the self-guided dynamic convolution module is favorable to capture the instance-level discriminative feature. As it can be found in Figure 4 compared with the holistic-level features from global branch, features produced by self-guided dynamic convolution tend to capture discriminative parts which are crucial for distinguishing a particular instance from others.

D. Mutual-guided Dynamic Branch

In this subsection, the proposed mutual-guided dynamic branch will be illustrated in detail. Firstly, we would like to elaborate on the motivation of constructing this branch. In order to capture the subtle but mutually discriminative cues between input images, we not only ought to depend on the input image itself but should turn to the image to be compared as well. To this end, during the feature extraction phase we regard each pair of input images as independent unit in which they mutually provide dynamic convolution kernels to extract pair-aware instance-specific features.

In addition to the motivation of constructing this branch, the structure of mutual-guided dynamic convolution module we adopted in this branch will be demonstrated in detail. The sketch of our mutual-guided dynamic convolution branch is shown in Figure 5. Similar as the self-guided dynamic branch, we firstly apply a channel compression module in this branch. The output feature dimension of the channel compression module has been set as $128/256$ for person/vehicle instance. Beyond the channel compression module, a $1 \times 1$ dynamic convolution layer whose input and output dimensions are both $128/256$ has been employed in this branch. While, the controller module shown in Figure 5 is also a shallow network which has the same structure as described above. To be consistent with the size of dynamic kernel, the output size of controller is set to $128 \times 16 \times 8$ for person instances while for vehicle instances the output size is set to $256 \times 16 \times 16$.

Meanwhile, the training scheme adopted in our mutual-guided dynamic branch would be described. Primarily, we would like to explain the reason we abandon the ID Loss in this branch. Because of the pair-aware property in this branch, each input image will be represented $N$ times via the different parameters representing the biases and a three-step transformation function mapping $\mathbb{R}^{C_o} \mapsto \mathbb{R}^{C_o/d} \mapsto \mathbb{R}^{C_o/d} \mapsto \mathbb{R}^{C_i}$ with $C_o$, $d$ and $C_i$ being the original feature dimension, squeezing rate and output feature dimension. Thereafter, we adopt the F2 Normalization over the generated kernels to ensure convergence. In parallel with the controller module, the detail of the dynamic convolution layer will be described. During the feature extraction phase, we firstly compress the dimension of holistic-level feature from 2048 to 512 through a shallow network to mitigate the computational consumption. In our algorithm, three layers of convolution inserted with ReLU and batch normalization have been employed as the channel compression module. Thereafter, we construct a $1 \times 1$ dynamic convolution layer whose input dimension and output dimension are both 512. The output features from the dynamic convolution layer are utilized for distance and output computation. To be consistent with the size of dynamic kernel which is $512 \times 512 \times 1 \times 1$, the output size of controller has been set to $2048 \times 16 \times 8/1024 \times 16 \times 16$ for person/vehicle instances.

We argue that the self-guided dynamic convolution module is favorable to capture the instance-level discriminative feature. As it can be found in Figure 4 compared with the holistic-level features from global branch, features produced by self-guided dynamic convolution tend to capture discriminative parts which are crucial for distinguishing a particular instance from others.
Different colors represent specific identity in which the red ones denote positive instances. The axis $x/y$ represents the distances of feature before/after the dynamic convolution module. Distances shown above have been normalized. The circles/triangles represent features generated from mutual-guided/self-guided dynamic branch. Beyond that, the sizes of circles/triangles are proportional to the absolute feature distance after dynamic module. It can be clearly found that both the Self-Guided Dynamic Convolution Module and the Mutual-Guided Dynamic Convolution Module assist to reduce the distance between positive pairs and vastly increase that between negative instances.

The essence of Triplet Loss can be regarded as such as Triplet Loss definitely fit our mutual-guided dynamic mechanism. The comparison with attention-based methods.

Comparison with attention-based methods.

To be best of our knowledge, quit a few existing attention-based algorithms have been constructed with similar motivation as our IPAD. Most of these methods seek to capture discriminative representations via weighting salient local human part. Despite the advances of attention-based modules, we argue that they still face sightly deficiencies. Existing attention-based methods have solved “where to focus” which have been proved by visualization and experimental results. However, they neglect exploring more effective feature augment function rather than directly weighing input convolutional feature with generated attention maps.

To this end, in this paper we devote to explore a robust visual feature augment function which is capable to convert the vanilla convolutional feature into much more effective representations. The dynamic convolution mechanism employed in our framework can flexibly provide effective feature augment function and it is well compatible with ReID module, thus we construct multi-guidance dynamic convolution branch to promote capability of our module. In order to verify the superiority of our proposed IPAD over attention-based methods, we carefully design a series of ablation studies. The experiments detail will be illustrated in section IV-C.

Table I. The experimental results of “Baseline” and “IPAD” on diverse mainstream ReID datasets. It can be found that our IPAD slightly promote the capability of re-identification module in all these ReID datasets.

Table II. The performance comparison on DukeMTMC-reID dataset. In order to verify the performance gain of our “IPAD” is consistent with various backbone, we exchange several mainstream backbone model to the Baseline Module and our IPAD. It can be found that our “IPAD” can always achieve performance improvement while combining with all these mainstream backbone model. It denotes that our “IPAD” is pluggable and compatible with various backbone models.
A. Evaluation Protocols and Implementation Details

In our experiments, we adopt Resnet50 pre-trained on ImageNet as backbone. In the training phase, we flip images horizontally with a probability of 0.5 for data augmentation. After that, we resize each person (vehicle) image into 256 × 128 (256) pixels and pad the resized image 10 pixels with zero values. Then we randomly crop it into a 256 × 128 (256) rectangular image. The mini-batch size is set to 16 × 4 = 64, with 16 identities and 4 images for each ID. We adopt Adam optimizer whose initial learning rate is $3.5 \times 10^{-4}$ and is decreased by 0.1 at the 40th epoch and 70th epoch respectively. In our experiments, all models are trained for 160 epochs. During the test phase, we both extract the features of original images and the horizontally flipped versions, then use the average of these as the final features. After that, we fuse the distance matrices from three branches of IPAD for the final matching. We adopt the popular mean Average Precision (mAP) and Cumulative Matching Cure (CMC) as evaluation criteria.

B. Datasets

In this subsection we introduce the widely used ReID datasets being employed in our experiments.

**Person ReID Datasets:**

- **Market1501** [42] is constructed with 32,668 images belonging to 1,501 instances, among which 12,936 images are separated into training set, 3,368 images are in the query set and 15,913 images are in the gallery set. **DukeMTMC-reID** [27] is also a mainstream dataset for person ReID, which consists of 36,411 images belonging to 1,812 instances in which 16,522 images are in the training set, 2,228 images are in query set, and 17,661 images are in gallery set. **CUHK03** [16] is composed of two subset one of them labeled pedestrian boxes manually (CUHK03-Label), the other one is constructed with the assistance of detected algorithm (CUHK03-Detect). CUHK03-Label/CUHK03-Detect consists of 7,368/7,365 training images, 1,400/1,400 query images and 5,328/5,332 gallery images.

**Vehicle ReID Datasets:**

- **VehicleID** [18] is a large scale vehicle ReID dataset. It consists of 221,763 images belonging to 26,267 vehicle instances. It has defined three test sets according to their size (i.e. small, medium and large). **VeRi776** [20] contains 37,778 images in training set, 1,678 images in query set and 9,901 images in gallery set.

C. Ablation Experiments

In this subsection, we design several experiments to fully test our proposed model from various aspects.

**Comparisons with baseline model.** The first group of Table ?? shows comparisons of our model with baseline model in several widely used ReID datasets. In our experiments, we treat the vanilla Resnet50 trained with Triplet Loss and ID Loss as the “Baseline” model. As it can be found in Table ??, our Instance and Pair-Aware Dynamic Network (IPAD) significantly improves model performance both in the vehicle and person ReID dataset ie 3.8/2.7 mAP/CMC-1 on average. It denotes the proposed IPAD is capable and effective to identify vehicle and person instance.

**Consistency in performance gain with various backbones.** To verify the performance gain of our IPAD is consistent with various backbone, we exchange several mainstream backbone models including VGG19_bn, Resnet34, Resnet50, SE-Resnet50 and MobileNetv2 to IPAD and the baseline model. After that, we train and test the exchanged versions in DukeMTMC-reID dataset. The experimental results are shown in the second group of Table ?? It can be found that our IPAD can always achieve performance improvement while combining with all these mainstream backbone model. It denotes that our IPAD is pluggable and compatible with various backbone models.

**Effects of branches.** To show how each branch of the proposed model contributes to the final ReID performance, we gradually add components during training phase based on the baseline naive global branch and compare the performance improvements on DukeMTMC-reID dataset. The experiential results are shown in the third group of Table ?? Compared with the baseline model, “IPAD_V1” is trained with an additional mutual-guided dynamic branch. It shows that the mutual-guided dynamic branch can bring an additional improvement of 1.0% mAP and 0.5% CMC-1 to the baseline module. Meanwhile, the “IPAD_V2” model is trained with an additional self-guided dynamic branch. As it can be found in Table ??, “IPAD_V2” model achieves a performance improvement of 1.9% mAP, and 1.9% CMC-1. In the integrated IPAD model, all the three branches are combined together. The results of IPAD model are significantly better than those of other compared models. To be exact, it can get an additional improvement of 3.1% mAP, and 2.0%
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Fig. 7. Three examples of how dynamic branches assist to enhance model capability. The chosen examples are difficult for identifying and return many falsely matched images. Green box denotes same ID as query while red box represents different ID from query.

CMC-1 over the baseline method. The experimental results denote that both the mutual-guided dynamic branch and the self-guided dynamic benefit instance identifying while they can also mutually provide complementary information.

Beyond the experimental results, we show several matched results of the global branch and the integrated IPAD in Figure 7. As it shown in Figure 7, global module attaches more importance to the holistic-level similarity which leads to the shown falsely retrieved cases. For the matched results of our integrated model, it slightly surpasses the naive global branch via the effective and instance-specific features extracted by employed dynamic branches.

Comparison with attention-based methods.
In order to verify the superiority of our proposed IPAD over those attention-based methods, we exchange the self-guided dynamic convolution layer and the mutual-guided dynamic convolution layer in our IPAD to self-attention and co-attention mechanism. To compare in a fair setting, we adopt the same implementation details to train and test our IPAD and the attention-based version on DukeMTMC-reID. Besides, the feature dimension of self-attention branch (co-attention branch) has also been compressed to 512 (128) to be consistent with our dynamic branches. The experimental results show that the mAP/CMC-1 of our IPAD is 0.8/0.7 higher than it of the attention-based version which proves our argument.

D. Comparison with State-of-the-art Approaches
In this subsection, we compare the proposed IPAD with other state-of-the-art algorithms in several mainstream datasets to verify the effectiveness of our proposed model.

Evaluation on the vehicle ReID datasets In Table IV and Table V we show the experimental results of our IPAD and other compared methods on VeRi776 and VehicleID datasets. In these compared algorithms, several algorithms require additional annotation information such as MTML and RAM. The other some are based on the view-angle alignment just like PVEN and VAMI. Beyond that, the MOV1+BS is a strong ReID baseline model and the HPGN aims to explore the spatial significance of feature maps.

All compared algorithms aim at mining discriminative cues only relying on the input images itself while our IPAD novelly proposes a mutual-guided dynamic branch to extract instance-specific features through pair-aware mutual-referring between input images. Therefore, our IPAD achieved slightly better performance than these compared algorithms on VeRi776 dataset. However, different from the VeRi776, the image view-angles in VehicleID are very limited whose distribution concentrates in the front and behind views. In addition, the appearance gap between different views of vehicle instances is so huge that the crucial cross-referring mechanism in the mutual-guided branch can hardly work to its best. Nevertheless, the performance of our IPAD on VehicleID is still comparable with those algorithms.

Evaluation on the person ReID dataset In Table IV and Table VI we show the comparison of our IPAD with other compared algorithms on DukeMCMT-reID and Market1501. Some of these compared algorithms focus on extracting effective feature through attention-based methods such as RGA-SC and CAMA. Besides, several algorithms aim at enhancing algorithms capability by using the alignment-based methods just like PABR. Meanwhile, some other algorithms such as AANet and DSA-reID hammer at generating more discriminative feature representations with the assistance of additional annotation information.

For our IPAD, we do not utilize any additional annotation while we both apply a self-guided dynamic branch to mining effective feature and construct a mutual-guided dynamic branch to generate pair-aware instance-specific features. It can be found that the mAP and CMC-5 of our IPAD outperform these compared methods while the CMC-1 of our IPAD is comparable with others.
Table IV. Performance comparison of our IPAD with other state-of-the-art algorithms on VeRi776 and VehicleID datasets. It can be found that our IPAD outperforms other compared algorithms on VeRi776. Meanwhile, our IPAD achieved a comparable performance on VehicleID due to the limited image view-angle changes in VehicleID.

| Method   | Reference          | mAP  | CMC-1 | CMC-5 | mAP  | CMC-1 | CMC-5 | mAP  | CMC-1 | CMC-5 |
|----------|--------------------|------|-------|-------|------|-------|-------|------|-------|-------|
| DuanMT [28] | CVPR2018          | 64.6 | 81.8  | 90.2  |      |       |       |      |       |       |
| PCB+RPP [31] | ECCV2018          | 69.2 | 83.3  | N/A   |      |       |       |      |       |       |
| PABR [29]  | ECCV2018          | 69.3 | 84.4  | 92.2  |      |       |       |      |       |       |
| SPReID [43] | CVPR2018          | 71.0 | 84.4  | N/A   |      |       |       |      |       |       |
| Manes [34] | ECCV2018          | 71.8 | 84.9  | N/A   |      |       |       |      |       |       |
| MGN [35]   | MM2018            | 78.4 | 88.7  | N/A   |      |       |       |      |       |       |
| PGFA [25]  | ICCV2019          | 65.5 | 82.6  | N/A   |      |       |       |      |       |       |
| CAMA [38]  | ICCV2019          | 72.9 | 85.8  | N/A   |      |       |       |      |       |       |
| P2-Net [8] | ICCV2019          | 73.1 | 86.5  | 93.1  |      |       |       |      |       |       |
| IANet [12] | ICCV2019          | 73.4 | 87.1  | N/A   |      |       |       |      |       |       |
| CASN+PCB [43] | CVPR2019      | 73.7 | 87.7  | N/A   |      |       |       |      |       |       |
| AAANet [33] | CVPR2019          | 74.3 | 87.7  | N/A   |      |       |       |      |       |       |
| DSA-reID [40] | CVPR2019       | 74.3 | 87.2  | N/A   |      |       |       |      |       |       |
| SCSN [41]  | CVPR2020          | 79.0 | 91.0  | N/A   |      |       |       |      |       |       |
| IPAD       | -                 | 79.5 | 88.7  | 95.0  |      |       |       |      |       |       |

Table V. The performance comparison on DukeMTMC-reID dataset. It can be found that our IPAD It can be found that our IPAD achieves promising performance.

| Method   | Reference          | mAP  | CMC-1 | CMC-5 | mAP  | CMC-1 | CMC-5 | mAP  | CMC-1 | CMC-5 |
|----------|--------------------|------|-------|-------|------|-------|-------|------|-------|-------|
| DuanMT [28] | CVPR2018          | 76.6 | 91.4  | 97.1  |      |       |       |      |       |       |
| PCB+RPP [31] | ECCV2018          | 81.6 | 93.8  | 97.5  |      |       |       |      |       |       |
| PABR [29]  | ECCV2018          | 79.6 | 91.7  | 96.9  |      |       |       |      |       |       |
| SPReID [43] | CVPR2018          | 81.3 | 92.5  | N/A   |      |       |       |      |       |       |
| Manes [34] | ECCV2018          | 82.3 | 93.1  | N/A   |      |       |       |      |       |       |
| MGN [35]   | MM2018            | 86.9 | 95.7  | N/A   |      |       |       |      |       |       |
| PGFA [25]  | ICCV2019          | 76.8 | 91.2  | N/A   |      |       |       |      |       |       |
| CAMA [38]  | CVPR2019          | 84.5 | 94.7  | 98.1  |      |       |       |      |       |       |
| P2-Net [8] | ICCV2019          | 85.6 | 95.2  | 98.2  |      |       |       |      |       |       |
| IANet [12] | ICCV2019          | 83.1 | 94.4  | N/A   |      |       |       |      |       |       |
| CASN+PCB [43] | CVPR2019      | 82.8 | 94.4  | N/A   |      |       |       |      |       |       |
| AAANet [33] | CVPR2019          | 83.4 | 93.9  | N/A   |      |       |       |      |       |       |
| DSA-reID [40] | CVPR2019       | 87.6 | 95.7  | N/A   |      |       |       |      |       |       |
| SCSN [41]  | CVPR2020          | 88.5 | 95.7  | N/A   |      |       |       |      |       |       |
| RGA-SC [41] | CVPR2020          | 88.4 | 96.1  | N/A   |      |       |       |      |       |       |
| IPAD       | -                 | 88.7 | 95.2  | 99.1  |      |       |       |      |       |       |

Table VI. The performance comparison on Market-1501 dataset. It can be found that our IPAD achieves promising performance.

V. Conclusion

In this paper, we propose an Instance and Pair-Aware Dynamic Network model to extract expressive features via customized filters for each input images and capture the subtle but pairwise mutually discriminative visual cues. The proposed framework is able to generate instance-specific features for each input instance by the self-guided dynamic competent while it can also capture pair-aware discriminative features through employing the mutual-guided dynamic module. Extensive visualisation and experimental results show that the IPAD can promote the capability of ReID module while achieve promising results on many mainstream ReID benchmark. In some datasets our algorithm outperforms state-of-the-art methods and in the other employed datasets our algorithm achieves a comparable performance.

REFERENCES

[1] Y. Bai, Y. Lou, F. Gao, S. Wang, Y. Wu, and L. Duan. Group-sensitive triplet embedding for vehicle reidentification. In *IEEE Trans. Multimedia*, 2018.

[2] B. Chen, W. Deng, and J. Hu. Mixed high-order attention network for person re-identification. In *ICCV*, pages 371–381, 2019.

[3] T. Chen, S. Ding, J. Xie, Y. Yuan, W. Chen, Y. Yang, Z. Ren, and Z. Wang. Abd-net: Attentive but diverse person re-identification. In *ICCV*, pages 8351–8361, 2019.

[4] X. Chen, C. Fu, Y. Zhao, F. Zheng, J. Song, R. Ji, and Y. Yang. Salience-Guided Cascaded Suppression Network for Person Re-identification. In *Proc. IEEE Conf. Comp. Vis. Patt. Recogn.*, 2020.

[5] Y. Chen, X. Dai, M. Liu, D. Chen, L. Yuan, and Z. Liu. Dynamic Convolution: Attention over Convolution Kernels. In *Proc. IEEE Conf. Comp. Vis. Patt. Recogn.*, 2020.

[6] D. Deng, W. Dong, R. Socher, L. Li, K. Li, and F. Li. Imagenet: A large-scale hierarchical image database. In *Proc. IEEE Conf. Comp. Vis. Patt. Recogn.*, 2009.

[7] H. Guo, C. Zhao, Z. Liu, J. Wang, and H. Lu. Learning coarse-to-fine structured feature embedding for vehicle reidentification. In *Proc. Conf. AAAI*, 2018.

[8] J. Guo, Y. Yuan, L. Huang, C. Zhang, J. Yao, and K. Han. Beyond Human Parts: Dual Part-Aligned Representations for Person Re-Identification. In *Proc. IEEE Int. Conf. Comp. Vis.*, 2019.

[9] C. Han, S. Shan, S. W. M. Kan, and X. Chen. Face recognition with contrastive convolution. In *Proc. Eur. Conf. Comp. Vis.*, 2018.

[10] K. He, X. Ren, and et al. Deep residual learning for image recognition. In *Proc. IEEE Conf. Comp. Vis. Patt. Recogn.*, 2016.

[11] A. Hermans, L. Beyer, and B. Leibe. In defense of the triplet loss for person re-identification. *arXiv preprint arXiv:1703.07737*, 2017.

[12] R. Hou, B. Ma, H. Chang, X. Gu, S. Shan, and X. Chen. Interaction-and-Aggregation Network for Person Re-identification. In *Proc. IEEE*
Y. Sun, M. Li, and J. Lu. Part-based Multi-stream Model for Vehicle Re-identification. In Proc. IEEE Int. Conf. Patt. Recogn., 2019.

Y. Suh, J. Wang, S. Tang, T. Mei, and K. Lee. Densely Semantically Aligned Person Re-identification. In Proc. IEEE Int. Conf. Patt. Recogn., 2019.

Z. Zhang, C. Lan, W. Zeng, and Z. Chen. Relation-Aware Global Attention for Person Re-identification. In Proc. IEEE Conf. Comp. Vis. Patt. Recogn., 2020.

L. Zheng, D. Shen, L. Tian, S. Wang, J. Wang, and Q. Tian. Scalable person re-identification: A benchmark. In ICCV, 2015.

M. Zheng, S. Karaman, Z. Wu, and R. Radke. Re-Identification with Consistent Attentive Siamese Networks. In Proc. IEEE Conf. Comp. Vis. Patt. Recogn., 2019.

Y. Zhou and L. Shao. Viewpoint-aware Attentive Multi-view Inference for Vehicle Re-identification. In Proc. IEEE Conf. Comp. Vis. Patt. Recogn., 2019.

J. Zhu, H. Zeng, Z. Lei, S. Liao, L. Zheng, and C. Cai. A Shortly and Densely Connected Convolutional Neural Network for Vehicle Re-identification. In Proc. Int. Conf. Patt. Recogn., 2018.