COGROWTH SERIES FOR FREE PRODUCTS OF FINITE GROUPS
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ABSTRACT. Given a finitely generated group with generating set $S$, we study the cogrowth sequence, which is the number of words of length $n$ over the alphabet $S$ that are equal to one. This is related to the probability of return for walks the corresponding Cayley graph. Muller and Schupp proved the generating function of the sequence is algebraic when $G$ has a finite-index free subgroup (using a result of Dunwoody). In this work we make this result effective for free products of finite groups: we determine bounds for the degree and height of the minimal polynomial of the generating function, and determine the minimal polynomial explicitly for some families of free products. Using these results we are able to prove that a gap theorem holds: if $S$ is a finite symmetric generating set for a group $G$ and if $a_n$ denotes the number of words of length $n$ over the alphabet $S$ that are equal to $1$ then $\limsup_n a_n^{1/n}$ exists and is either 1, 2, or at least $2\sqrt{2}$.
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1. Introduction

Given a group $G$ with finite generating set $S$ the cogrowth problem considers elements in the free monoid, $S^*$, on $S$ whose images in $G$ are equal to the identity; this is a sublanguage of $S^*$. We denote the set of these elements by $\mathcal{L}(G;S)$, or simply $\mathcal{L}$ when the context is clear. For many classes of groups the word problem is decidable (i.e., there exists a decision procedure for determining if a word on a set of generators is equal to the identity). This includes free groups, one-relator groups, polycyclic groups and fundamental groups of closed orientable two-manifolds of genus greater than one. On the other hand, there exist groups with unsolvable word problem, with the first such example being given by Novikov [16].

Here we consider an enumerative version of this problem, in which we are interested in the number of words of a given length in $\mathcal{L}$. This is called the cogrowth function and we denote the number of words of length $n$ by $\text{CL}(n;G,S)$. The generating function of this counting sequence, $F_{G,S}(t)$, is called the corresponding cogrowth series and is defined

\begin{equation}
F(t) = F_{G,S}(t) := \sum_{n \geq 0} \text{CL}(n;G,S)t^n.
\end{equation}
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This enumeration problem gives rise to three different notions of complexity. First, there is the complexity of the language \( \mathcal{L}(G,S) \), which can be understood using the Chomsky-Schützenberger hierarchy of grammars. Next there is the complexity of the associated generating series, where we regard the class of rational power series as being simplest, with algebraic power series, \(D\)-finite series, and differentially algebraic series being viewed as increasingly complex classes of power series. Finally, there is the complexity of the group itself, which is typically understood in terms of desirable group theoretic properties.

When one works at the very simplest level, the three notions of complexity coincide: the language \( \mathcal{L}(G,S) \) is a regular language if and only if \( G \) is finite \([2]\) and this occurs if and only if \( F_{G,S}(t) \) is rational. Beyond this there are other well known connections: the generating function of an unambiguous context-free language satisfies a polynomial equation and hence is an algebraic power series \([11, \text{Chapter III}]\), and a result of Muller and Schupp \([14]\) gives that this occurs precisely when \( G \) has a finite-index free subgroup (i.e., \( G \) is virtually free). Although, virtually free groups are in some respect complex (e.g., they are non-amenable except in the cyclic-by-finite case), the word problem is relatively straightforward for this class of groups and thus in the sense of complexity of the word problem the class of virtually free groups is “simple”.

While there is a strong overlap between the various notions of complexity (group theoretic, language theoretic, and complexity of power series), there are nevertheless some families of groups which are typically regarded as being structurally well behaved whose corresponding cogrowth series are complex according to our notion of complexity. For example, it is shown in \([3]\) that a finitely generated amenable group that is not virtually nilpotent can never have a generating series that satisfies a non-trivial homogeneous linear differential equation with rational function coefficients.

In this work we focus on groups that are virtually free; specifically these are groups that have a finite-index free subgroup. As remarked earlier, the cogrowth series are algebraic in this case, and in many cases it is useful to understand the polynomial equation that these generating functions satisfy.

Using a combinatorial argument, we are able to determine a grammar to generate the language \( \mathcal{L}(G,S) \) when \( G \) is the free product of a finite number of groups in which the groups are either finite or infinite cyclic. From the grammar it is then straightforward to deduce a family of algebraic equations which yield the cogrowth series. We use this system to find some explicit expressions for series. We also outline a second strategy using free probability to determine bounds \([13]\) on the degree and height of a bivariate polynomial \( \Lambda(t,z) \in \mathbb{Z}[t,z] \) such that \( \Lambda(t,F(t)) = 0 \). Such bounds can be combined with strategic guessing techniques in order to deterministically compute \( \Lambda \).

The Cayley graphs of free products of finite groups provide a graph-theoretic interpretation of this language. Recall, that the Cayley graph of a group \( G \) with given generating set \( S \) is the directed graph denoted \( \mathcal{X}(G;S) \) with vertex set given by the elements of \( G \) with edge set \( \{(g,gs) : s \in S\} \). If the generating set is closed under taking inverses, then we identify the edges \((g,gs)\) and \((gs,g)\) and the graph is considered to be undirected. The words in \( \mathcal{L}(G;S) \) are in bijection with walks on \( \mathcal{X}(G;S) \) that start and end at the group identity element. Figure 1 illustrates subgraphs of Cayley graphs of some virtually free groups, specifically neighbourhoods of the identity. To imagine the full graph, recall that Cayley graphs are vertex transitive, and hence these graphs are all infinite, and fractal in nature.

The precise statements of the results that we can obtain are as follows. We give explicit bounds on the degree and height of the minimal polynomial of the cogrowth series for a group that is the free product of a finite number of groups. This is proved in \( \S3 \).

**Theorem 1.1.** Let \( G_1, \ldots, G_r \) be finite groups with generating sets \( S_1, \ldots, S_r \) respectively, let \( G = G_1^{r_1} \ast \cdots \ast G_r^{r_r} \), and let \( S := \bigcup_{i=1}^r \bigcup_{j=1}^{m_i} S_i^{(j)} \subseteq G \), where for each \( i \), \( S_i^{(1)}, \ldots, S_i^{(m_i)} \) are copies of \( S_i \) in the corresponding copies of \( G_i \) used in the formation of \( G \). Then the cogrowth series
Figure 1. Cayley graphs $X(G;S)$ of some virtually free groups. Each group is a free products of two cyclic groups $G = \mathbb{Z}/m\mathbb{Z} \ast \mathbb{Z}/n\mathbb{Z} = \langle x, y | x^m = 1, y^n = 1 \rangle$ with generating set $S = \{x, x^{-1}, y, y^{-1}\}$.

$F(t) := F_{G;S}(t)$ of $G$ with respect to $S$ is algebraic and satisfies $\Lambda(t, F(t)) = 0$, where $\Lambda(t, z)$ is a nonzero polynomial with rational coefficients with

$$\deg_t(\Lambda), \deg_z(\Lambda) \leq \left( \prod_{i=1}^{r} \Delta_i \right) \left( 1 + \sum_{i=1}^{r} \frac{1}{\Delta_i} \right),$$

where $\Delta_i$ is the sum of the degrees of the irreducible representations of $G_i$ for $i = 1, \ldots, r$. In particular, the degrees do not depend on $m_1, \ldots, m_r$ when we choose $S$ as above.

In fact, we are able to compute the polynomials $\Lambda(t, z)$ in the statement of Theorem 1.1 for several families of free products. The results in Theorem 1.2 are worked out in §2.1.

**Theorem 1.2.** We have the following results.

(a) Let $d, m \geq 2$. If $G = \langle x_1 \mid x_1^d = 1 \rangle \ast \cdots \ast \langle x_m \mid x_m^d = 1 \rangle \cong (\mathbb{Z}/d\mathbb{Z})^m$ and $S = \{x_1, \ldots, x_m\}$, then $F(t) = F_{G;S}(t)$ is the unique solution to the equation

$$m^d t^d F(t)^d = (F(t) - 1)(F(t) + m - 1)^{d-1}$$

with $F(0) = 1$, and $F(t)$ has radius of convergence $(d - 1)^{(d-1)/d}/(d(m - 1)^{1/d})$.

(b) Let $m, s \geq 0$ be integers with $m + 2s \geq 2$. If $G = \langle x_1 \mid x_1^2 = 1 \rangle \ast \cdots \ast \langle x_m \mid x_m^2 = 1 \rangle \ast \langle y_1, \ldots, y_s \rangle \cong (\mathbb{Z}/2\mathbb{Z})^m \ast \mathbb{Z}^{2s}$ and $S = \{x_1, \ldots, x_m, y_1^{-1}, \ldots, y_s, y_s^{-1}\}$ then $F(t) = F_{G;S}(t)$ is the unique solution to the equation

$$(m + 2s)^2 t^2 F(t)^2 = (F(t) - 1)(F(t) + m + 2s - 1)$$

with $F(0) = 1$, and $F(t)$ has radius of convergence $1/(2 \cdot (m + 2s - 1)^{1/2})$. 
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(c) If $n \geq 2$ and $G = \langle x \mid x^2 = 1 \rangle \ast \langle y \mid y^n = 1 \rangle \cong \mathbb{Z}/2\mathbb{Z} \ast \mathbb{Z}/n\mathbb{Z}$ and $S = \{x,y\}$ then

$$F_{G,S}(t) = (1 - tD) / ((1 - tD)^2 - t^2),$$

where $D$ is the unique power series solution to the equation

$$t^{n-1} (1 - tD)^{n-1} = (1 - tD - t^2)^{n-1}D$$

whose expansion begins $t^{n-1}$ + higher degree terms.

We compute the power series $D$ in Theorem 1.2 (b) for small values of $n$ in Example 2.10. Additionally, as a consequence of Theorem 1.2, we are able to prove a gap result.

**Theorem 1.3.** Let $G$ be a finitely generated group with finite symmetric generating set $S$ and let $\rho_{G,S}$ denote the radius of convergence of the cogrowth generating series of $G$ with respect to $S$. Then $\rho_{G,S}^{-1} \in \{1, 2\} \cup [2\sqrt{2}, \infty)$.

We suspect that all values in $[2\sqrt{2}, \infty)$ can occur as the inverse of the radius of convergence of a cogrowth series, since the groups for which $2\sqrt{2}$ is realized as the inverse of a radius of convergence have uncountably many homomorphic images, although we have no evidence that all values in this interval can be realized; it is an interesting problem to determine the possible radii of convergence for a cogrowth generating series for a group with a symmetric generating set $S$.

Finite free products of finite groups and cyclic groups are virtually free, and so there is a pushdown automaton that accepts the language of words on $S$ equal to the identity. In theory, one can translate the automaton theoretic description to a give a description in terms of grammars, and one can then use this to find a system of equations. Kuksov [12] directly describes a recursive system which he solves to find generating series for some of the cases of Theorem 1.2 under the condition that one does not allow “doubling back” on the Cayley graph; that is, one does not allow a symbol $x$ to appear immediately next to the symbol $x^{-1}$ in the words considered. Nevertheless, it appears our systems resolve more cases than were previously known. Kuksov [12] also obtained the result of Theorem 1.2(a) in the case when $d = 2, 3$. These two counting sequences appear the Online Encyclopedia of Integer Sequences [18] as sequences A183135 and A265434. Alkauskas [1] worked out Theorem 1.2(c) in the case when $m = 2$ and $n = 3$, refining it to actually get the cubic equation for the cogrowth series (this is of special significance because this corresponds to the group $\text{PSL}_2(\mathbb{Z})$). Theorem 1.3 was noticed as a curiosity coming from computations done while proving Theorem 1.2 and working out other examples.

The outline of this paper is as follows: In $\S 2$, we give equations for computing the cogrowth of finite free groups and cyclic groups. We also prove the equations have a unique set of solutions in power series with a given initial condition and that the solutions are algebraic, although, as noted earlier, the algebraicity follows from the Chomsky-Schützenberger Theorem [6] and the work of Muller and Schupp [14]. In $\S 2.1$ we work out several examples, which are listed in the statement of Theorem 1.2; The main result of $\S 3$ is a general bound on the degree of the minimal polynomial of co-growth series for the free products of finite groups, which gives Theorem 1.1 as a consequence. These results use ideas from free probability, which were suggested to two of the authors by one of the referees for the earlier paper [3]. In $\S 4$ we prove the gap result for radii of convergence given in Theorem 1.3, using the results from the preceding sections.

2. A GRAMMAR CONSTRUCTION AND SYSTEM OF EQUATIONS

Computing the cogrowth of free products of free groups has been done in a number of cases [1], [12], [10]. We note that Kuksov’s work is the most general, but as we have already remarked, he computes cogrowth using an altered definition. In particular, he only counts reduced words in the generating set $S$ that are equal to 1; that is, if $x, x^{-1} \in S$ then he does not allow $x$ to immediately follow $x^{-1}$ or $x^{-1}$ to immediately follow $x$ in the words he considers. We prove an analogue of
his result that allows “doubling back” on the Cayley graph. We give an explicit algebraic system satisfied by the generating function. Alkauskas [1] does a computation for $\text{PSL}_2(\mathbb{Z})$, which is a free product of a cyclic group of order 2 and a cyclic group of order 3, using a non-symmetric generating set of size 2.

We fix the following notation for use throughout this section. We let $m$ be a positive integer and we let $G_1, \ldots, G_m$ be groups; We let $S_i \subseteq G_i$ be a generating set for $G_i$ for $i = 1, \ldots, m$; We let $S = \cup S_i \subseteq G_1 \ast \cdots \ast G_m =: G$ be a generating set for the free product of $G_1, \ldots, G_m$, where we identify $G_i$ with its image in the free product under the canonical inclusion when forming $S$.

For each $g \in G$, and $X \subseteq G$, we let $L_{g,X}(S)$ (or simply $L_{g,X}$ if $S$ is understood) be the language of words with the property that $s_1 \cdots s_n \in L_{g,X}(S)$ for a word $s_1 \cdots s_n$ of length $n$ over the alphabet $S$, if $s_1 \cdots s_n = g$ and for $1 \leq i < n$ we have $s_1 \cdots s_i \notin X$. In this case, we say that all proper prefixes of $s_1 \cdots s_n$ avoid $X$. We let $F_{g,X}(t)$ be the ordinary generating function for the language $L_{g,X}(S)$.

In the following lemma, we take $+$ to be combinatorial sum, i.e. disjoint union, and $\cdot$ to be concatenation, and for a statement $P$ we take $\chi(P)$ to be 1 if $P$ is true and 0 if $P$ is false; in the case that $Z$ is a set, we take $\chi(P)Z$ to be empty if $P$ is false; and the set $Z$ if $P$ is true.

**Lemma 2.1.** Adopt the notation above. Then for $i \in \{1, \ldots, m\}$, each $g \in G_i$, and $X \subseteq G_i$, we have the following combinatorial relations:

\begin{align*}
(2.2) \quad L_{g,X} &= (\chi(g \in S_i \cap X) \{g\}) + \bigcup_{s \in S_i \setminus X} \{s\} \cdot L_{s^{-1}g,s^{-1}X} \quad 1 \in X, g \neq 1; \\
(2.3) \quad L_{g,X} &= L_{1,X} \cdot L_{g,X \cup \{1\}} \quad 1 \notin X, g \neq 1; \\
(2.4) \quad L_{1,X} &= \epsilon + \left( L_{1,X} \cdot (L_{1,X \cup \{1\}} \setminus \epsilon) \right), \quad 1 \notin X; \\
(2.5) \quad L_{1,X} &= \epsilon + \bigcup_{s \in S_i S_i} \{s\} \cdot L_{s^{-1},(s^{-1})} + \bigcup_{s \in S_i \setminus X} \{s\} \cdot L_{s^{-1},s^{-1}X} \quad 1 \in X.
\end{align*}

**Proof.** There are two main ideas in this proof. If $X$ does not contain 1, then we can factor a walk based on its last passage through 1. If it does contain 1, then the fact that the $G_i$ are disjoint gives a restriction that allows us to decompose walks uniquely according to their first step.

Suppose first that $g \in G_i \setminus \{1\}$ for some $i \in \{1, \ldots, m\}$ and that $1 \in X$. If it is that $s_1 \cdots s_n = g$ and $s_1 \in G_j \setminus \{1\}$ with $j \neq i$ then if $s_1 \cdots s_n = g$, the universal property for free products gives that some prefix of $s_1 \cdots s_n$ must be equal to 1. Hence every word of length $n$ starting with $s_1 \notin G_i$ that is equal to $g$ must pass through $X$. Thus if $s_1 \cdots s_n = g$ and every proper prefix avoids $X$ then $s_1$ must be in $G_i$. If $n = 1$, it may be that $g \in X$ however, if $n > 1$ then $s_1 \notin X$, otherwise it contradicts the prefix condition. Then $s_2 \cdots s_n = s_1^{-1}g$ and every prefix of $s_2 \cdots s_n$ avoids $s_1^{-1}X$. Moreover, if $s_2 \cdots s_n = s_1^{-1}g$ and every prefix of $s_2 \cdots s_n$ avoids $s_1^{-1}X$ then appending $s_1$ at the beginning gives a word of length $n$ that is equal to $g$ and such that every prefix avoids $X$. Hence we see that

$$L_{g,X} = \chi(g \in S_i)g + \bigcup_{s \in S_i \setminus X} \{s\} \cdot L_{s^{-1}g,s^{-1}X}.$$ 

Next, if $g \in G_i \setminus \{1\}$ for some $i \in \{1, \ldots, s\}$ and $1 \notin X$ then we can factor the words in $L_{g,X}$ uniquely by taking the largest prefix whose product is equal to 1. In particular, if $s_1 \cdots s_n \in L_{g,X}$, we let $i < n$ denote the largest index such that $s_1 \cdots s_i = 1$. (We note that $i = 0$ is possible.) In this case we have a decomposition of $s_1 \cdots s_n$ into a product $ab$ with $a = s_1 \cdots s_i$ being equal to 1 and such that every prefix of $a$ avoids $X$ and the word $b = s_{i+1} \cdots s_n$, which is equal to $g$ and such that every proper prefix avoids $X$ and also 1. Thus we get

$$L_{g,X} = L_{1,X} \cdot L_{g,X \cup \{1\}}.$$
The cases when \( g = 1 \) are similar, although we must account for the empty word, which, by convention, evaluates to 1. More precisely, if \( X \subseteq G_i \) and \( 1 \in X \) then for \( s \in S_i \), if we count words \( s_1 \cdots s_n \) that are equal to 1 and such that \( s_1 = s \notin X \) and such that every prefix avoids \( X \) then for \( n \geq 1 \) there is a bijection between the collection of words of length \( n \) and words \( s_2 \cdots s_n \) of length \( n - 1 \) that are equal to \( s_1^{-1} \) and such that every prefix avoids \( s_1^{-1}X \). Then

\[
\mathcal{L}_{1,X}(t) = 1 + \bigcup_{j=1}^{m} \bigcup_{s \in S_j \setminus X} \{s\} \cdot \mathcal{L}_{s^{-1},s^{-1}X},
\]

\( \square \)

There is a classical translation of these combinatorial equivalences to give a system of functional equations for the corresponding ordinary generating functions.

**Corollary 2.2.** Adopt the notation above. Then we have the following relations:

\[
(2.6) \quad F_{g,X}(t) = \chi(g \in S_i \cap X)t + \sum_{s \in S \setminus X} tF_{s^{-1},g,s^{-1}X}(t) \quad \text{if } 1 \in X, \: g \neq 1;
\]

\[
(2.7) \quad F_{g,X}(t) = F_{1,X}(t)F_{g,X \cup \{1\}}(t) \quad \text{if } 1 \notin X, \: g \neq 1;
\]

\[
(2.8) \quad F_{1,X}(t) = 1 + F_{1,X}(t)(F_{1,X \cup \{1\}}(t) - 1) \quad \text{if } 1 \notin X;
\]

\[
(2.9) \quad F_{1,X}(t) = 1 + \sum_{s \in S \setminus S_i} tF_{s^{-1},s^{-1}X}(t) + \sum_{s \in S_i \setminus X} tF_{s^{-1},s^{-1}X}(t) \quad \text{if } 1 \in X.
\]

**Proof.** This is done via a well known translation, as in [8]. \( \square \)

**Remark 2.3.** Although the system in Lemma 2.1 is not \textit{a priori} finite when the groups are not finite, one can easily adapt this construction to handle the case where some of the \( G_i \) are infinite cyclic groups with \( S_i = \{x, x^{-1}\} \) with \( x \) a generator for \( G_i \). The reason for this is that if a word \( s_1 \cdots s_n \) has some proper prefix equal to \( x^i \) with \( i > 0 \) then it has a proper prefix equal to \( x^j \) for \( 0 < j < i \); similarly, if it has a proper prefix equal to \( x^i \) with \( i < 0 \) then it has a proper prefix equal to \( x^j \) for \( j < 0 \) with \( j > i \). Thus we only need to consider \( X \) with at most three elements (potentially one positive exponent, one negative exponent, and the identity), since if \( x^i \) and \( x^j \) are in \( X \) with \( i > j > 0 \) then \( F_{g,X} = F_{g,x\setminus \{x\}} \) and an analogous result holds for negative exponents. Also, if \( i > j > 0 \) then and \( x^j \in X \) then \( F_{x^j,X} = 0 \) and similarly in the negative case. Thus if one uses these facts and looks at the dependency tree that arises when looking at equations from Lemma, then we see that in the case that \( G_i \) is an infinite cyclic group with generator \( x \), we only need to consider \( F_{g,X} \) for \( g \in G_i \) and \( X \subseteq G \) with \( g \in \{x^{-1}, 1, x\} \) and \( X \subseteq \{x^{-1}, 1, x\} \). See Example 2.8 for a case where this is implemented.

2.1. **Examples.** We now give some examples in which we use the systems above to compute cogrowth series for certain free products. For the following examples, we generated the system given by the equations, and applied simplifications. The solvable examples generally possess an exploitable symmetry, so although in theory one might have to manipulate \( \sum_{m=1}^{\infty} |G_i|^2 |G| \) equations, in practice there are far fewer. We incrementally eliminated the variables\(^1\) to determine the algebraic equation satisfied by \( F_{1,\emptyset} \). When listed, the OEIS numbers refer to the Online Encyclopedia of Integer Sequences [18]. Table 1 in the Appendix summarizes the sequences. We start with the following infinite family of groups.

\(^1\)Specifically, we have used the \texttt{eliminate} command of Maple 2018.
Example 2.4. Let \( d, m \geq 2 \) and let \( G = (\mathbb{Z}/d\mathbb{Z})^m = \langle x_1 \mid x_1^d = 1 \rangle \star \cdots \star \langle x_m \mid x_m^d = 1 \rangle \) and let \( S = \{ x_1, \ldots, x_m \} \). Then the generating series, \( Z(t) \) for \( \operatorname{CL}(n; G, S) \), is the unique power series satisfying the equation
\[
m^d t^d Z^d = (Z - 1)(Z + m - 1)^{d-1}
\]
with initial condition \( Z(0) = 1 \).

Below we prove this using the grammar, however in Section 3.2 we give a second proof as a consequence of a more general result obtained by methods from free probability.

**Proof.** It is straightforward to solve the system from Lemma 2.1 with an additional remark. We let
\[
A := F_{1,\{x_1\}}(t), B = F_{1,\{1,x_1\}}(t), C = F_{x_1^{-1},\{x_1^{-1}\}}(t).
\]
Notice that a word \( s_1 \cdots s_n \in S^n \) that is equal to \( x_1^{-1} \) and has no proper prefix equal to \( x_1^{-1} \) can be decomposed uniquely in the form \( w_1 x_1 w_2 x_1 \cdots w_{d-1} x_1 \), where each \( w_i \) is a word in \( s_1, \ldots, s_m \) that is equal to 1 with no proper prefix equal to \( x_1 \). This then gives us the equation
\[
t^{d-1} A^{d-1} = C.
\]
Equation (2.4) of Lemma 2.1 gives that \( A = 1 + A(B - 1) \); that is, \( A = 1/(2 - B) \). Finally, by symmetry we can rewrite Equation (2.5) of Lemma 2.1 as
\[
B = 1 + (m - 1)tC.
\]
Using the fact that \( A = 1/(2 - B) \) then gives that \( A = (1 - (m - 1)tC)^{-1} \) and so Equation (2.11) yields
\[
t^{d-1} = C(1 - (m - 1)tC)^{d-1}.
\]
Let \( W = F_{1,\{1\}}(t) \) and \( Z = F_{1,\emptyset}(t) \). Then \( Z \) is the generating series for the cogrowth. Equation (2.4) of Lemma 2.1 gives
\[
Z = 1 + Z(W - 1)
\]
and Equation (2.5) of Lemma 2.1, again using symmetry, gives
\[
W = 1 + mtC.
\]
Using Equations (2.14) and (2.15), we see \( Z = (1 - mtC)^{-1} \), so substituting \( C = (Z - 1)/(mtZ) \) into Equation 2.13 gives
\[
mt^d Z = (Z - 1)(1 - (m - 1)(Z - 1)/mZ)^{d-1},
\]
or equivalently
\[
m^d t^d Z^d = (Z - 1)(Z + m - 1)^{d-1},
\]
as claimed. To see uniqueness of the solution once we impose the initial condition \( Z(0) = 1 \), note that if there is a unique polynomial solution of degree \( n - 1 \) to this equation mod \( (t^n) \) for \( n \geq 1 \) then we get a unique polynomial solution of degree \( n \) to this equation mod \( (t^{n+1}) \) by Hensel’s lemma and so by induction there is a unique power series solution with this initial condition. \( \square \)

We discovered the equation in Example 2.4 by solving the system on Maple for \( d \) with \( d \leq 9 \), and symbolic \( m \), and we were able to use the Maple package \texttt{gfun} \cite{gfun} to guess the general form of the algebraic equation satisfied by the cogrowth. This then suggested a method for proving this fact. We are also able to determine dominant singularity of the cogrowth generating functions appearing in Example 2.4.

**Lemma 2.5.** Let \( \beta > 0 \) and let
\[
P(z) = m^d \beta^d z^d - (Z - 1)(Z + m - 1)^{d-1}.
\]
Then \( P(z) \) has a repeated root if and only if \( \beta = (d - 1)^{(d-1)/d} / (d(m - 1)^{1/d}) \).
Proof. Suppose that $P(z)$ has a repeated root. Then the system $P(z) = P'(z) = 0$ has at least one solution. Notice that

$$P'(z) = 0 \iff dm^d \beta dz^{d-1} = (z + m - 1)^{d-1} + (d - 1)(z - 1)(z + m - 1)^{d-2}.$$  

It is easy to see that if $P(z) = 0$ then $z \neq 0, 1, -m + 1$. If $P(z) = 0$ then we have $m^d \beta dz^d = (z - 1)(z + m - 1)^{d-1}$, so dividing the equation

$$dm^d \beta dz^{d-1} = (z + m - 1)^{d-1} + (d - 1)(z - 1)(z + m - 1)^{d-2}$$
onumber

on the left by $m^d \beta dz^d$ and on the right by $(z - 1)(z + m - 1)^{d-1}$, we see that if $P(z)$ and $P'(z)$ are both equal to zero, then we must have

$$d/z = 1/(z - 1) + (d - 1)/(z + m - 1).$$

Multiplying by $(z - 1)(z + m - 1)$ then gives the equation

$$d(z - 1)(z + m - 1) = z(z + m - 1) + (d - 1)z(z - 1),$$

which has the unique solution $z = z_0 := (m - 1)d/(dm - d - m)$.

Thus if $P(z) = P'(z) = 0$ then we must have $z = z_0$ and so we substitute $z = z_0$ into $P(z)$ and use the fact that $P(z_0)$ must be zero to get

$$m^d \beta d(m - 1)^d/(d - 2)^d - (m - d + 1)/(d - 2) \cdot (m - 1)^{d-1}(d - 1)^{d-1} / (d - 2)^{d-1},$$

which has the solution

$$\beta^d = (d - 1)^{d-1} / ((m - 1)d^d),$$

which has the unique positive solution

$$\beta = (d - 1)^{(d-1)/d} / (d(m - 1)^{1/d}).$$

Thus we have shown that $P(z)$ has a double root only when $\beta = (d - 1)^{(d-1)/d} / (d(m - 1)^{1/d})$, and this double root occurs at

$$z = ((m - 1)d/(dm - d - m)).$$

We also get that $P'(z_0) = P(z_0) = 0$ for this value of $\beta$, and so the result follows.  

\[\square\]

**Corollary 2.6.** Let $m, d \geq 2$. The radius of convergence of the cogrowth generating function for

$$G = \langle x_1 \mid x_1^2 = 1 \rangle \ast \cdots \ast \langle x_m \mid x_m^d = 1 \rangle \simeq (\mathbb{Z}/d\mathbb{Z})^{*m}$$

with respect to $S = \{x_1, \ldots, x_m\}$ is

$$\frac{(d - 1)^{\frac{d-1}{2}}}{d(m - 1)^{\frac{1}{2}}}.$$  

**Proof.** The singularities of an algebraic power series $F(t)$ satisfying a polynomial equation

$$\Lambda(t, F(t)) = 0$$

for some polynomial $\Lambda(t, z) \in \mathbb{C}[t, z]$ are in the set $T$, where $T$ is the set of zeros of the leading coefficient of $\Lambda(t, z)$ as a polynomial in $z$ and the zeros of the discriminant of $\Lambda(t, z)$ with respect to $z$ (see Flajolet and Sedgewick [8, §7.36]). In the case that $F(t)$ is the cogrowth generating function of $G$ with respect to $S$, we have $F(t)$ is a root of $\Lambda(t, z)$, where

$$\Lambda(t, z) = m^d dz^d - (z - 1)(z + m - 1)^{d-1},$$

which has leading coefficient $m^d d - 1$. We showed that $\Lambda(t, z)$ can only have repeated roots for $t \geq 0$ at $t = (d - 1)^{(d-1)/d} / (d(m - 1)^{1/d})$. Thus the only positive singularities of $F(t)$ are in $T \cap (0, \infty) = \{(d - 1)^{(d-1)/d} / (d(m - 1)^{1/d}, 1/m\}$. Since $F(t)$ has nonnegative coefficients, it has a singularity at $t = \rho$, where $\rho > 0$ is the radius of convergence. If $d, m \geq 2$ and $(d, m) \neq (2, 2)$, then $G$ is nonamenable, and a strengthening of Kesten’s criterion due to Gray and Kambites [9, Corollary 6.6] gives that the radius of convergence is strictly less than $1/|S| = 1/m$. Thus the
radius of convergence is \((d - 1)^{(d-1)/d}/(d(m - 1)^{1/d})\) for \((d, m) \neq (2, 2)\). When \(d = m = 2\), \(G\) is amenable and \((d - 1)^{(d-1)/d}/(d(m - 1)^{1/d}) = 1/m\), so the result follows. 

\[\square\]

**Remark 2.7.** Kuksov [12] did this computation when \(d = 2\) and \(d = 3\), but did not do the general case. The case \(d = 2\) is classical, as it can be interpreted in terms of rooted closed walks of length \(2n\) on the infinite rooted \(m\)-ary tree. The cases \(d = 2\) and \(d = 3\) appear in the OEIS as entries A126869 and A265434, respectively.

**Example 2.8.** Let \(G = \langle x \mid x^2 = 1 \rangle \ast \langle y \rangle\) and let \(S = \{x, y, y^{-1}\}\). Then the cogrowth series for \(G\) with respect to \(S\) is equal to

\[
Z = \frac{1}{2} \cdot \left(1 - 3\sqrt{1 - 8t^2}\right) / (1 - 9t^2).
\]

**Proof.** Using the fact that \(F_{y,Y} = F_{y^{-1},Y^{-1}}\), which follows from the obvious symmetry and using the equations in Lemma 2.1 along with Remark 2.3 about how to apply them in the infinite cyclic case, we get the equations:

\[
\begin{align*}
(1) \quad & F_{x,\{1,x\}}(t) = t; \\
(2) \quad & F_{x,\{x\}}(t) = tF_{1,\{x\}}(t); \\
(3) \quad & F_{1,\{x\}}(t) = 1 + F_{1,\{x\}}(t)(F_{1,\{1,x\}}(t) - 1); \\
(4) \quad & F_{1,\{1,x\}}(t) = 1 + 2tF_{y,\{y\}}(t); \\
(5) \quad & F_{y,\{y\}}(t) = 1 + F_{1,\{y\}}(t)(F_{1,\{1,y\}}(t) - 1); \\
(6) \quad & F_{1,\{y\}}(t) = F_{1,\{1,y\}}(t)F_{y,\{1,y\}}(t); \\
(7) \quad & F_{y,\{1,y\}}(t) = t; \\
(8) \quad & F_{1,\{1,y\}}(t) = 1 + tF_{x,\{x\}}(t) + tF_{y,\{y\}}(t); \\
(9) \quad & F_{1,\{1\}}(t) = 1 + tF_{x,\{x\}} + 2tF_{y,\{y\}}(t); \\
(10) \quad & F_{1,\{0\}}(t) = 1 + F_{1,\{0\}}(t)(F_{1,\{1\}}(t) - 1).
\end{align*}
\]

Then we solve this equation using Maple and find that \(Z = F_{1,\{0\}}(t)\) satisfies the polynomial equation

\[
(3t - 1)(3t + 1)(t - 1)(t + 1)Z^3 + (-10t^2 + 2)Z^2 + (2t^2 - 2)Z - 2 = 0,
\]

which factors as

\[
((9t^2 - 1)Z^2 - Z + 2)((t^2 - 1)Z - 1) = 0.
\]

Now \(Z\) is a power series whose initial terms are \(1 + 3t^2 + \cdots\) and so we see that it is a root of the first factor, which we can solve:

\[
Z = \frac{1}{2} \cdot \left(1 - 3\sqrt{1 - 8t^2}\right) / (1 - 9t^2).
\]

The dominant singularity comes from the branch cut, and the radius of convergence is \(1/(2\sqrt{2})\).

**Remark 2.9.** We note that the cogrowth series for \(\mathbb{Z}/2\mathbb{Z} \ast \mathbb{Z}\) given above is the same as the series for \(d = 2\), \(m = 3\) in Example 2.4; that is, for the free product of three copies of the cyclic group of order 2. The reason for this can be seen by the fact that if \(u, v\) are elements of order two that generate an infinite dihedral group and if \(x, x^{-1}\) generate an infinite cyclic group, then if we let \(f_i(u) = x, f_i(v) = x^{-1}\) for \(i\) odd and let \(f_i(u) = x^{-1}\) and \(f_i(v) = x\) for \(i\) even then we have a map \(g : \{u, v\}^* \to \{x, x^{-1}\}^*\) given by \(g(a_1 \cdots a_n) = f_1(a_1)f_2(a_2) \cdots f_n(a_n)\) for \(a_1, \ldots, a_n \in \{u, v\}\) and a straightforward induction shows that this map gives that these two groups have the same cogrowth.

We note that this bijective argument holds more generally: the group \(\mathbb{Z} \ast H\) and the group \((\mathbb{Z}/2\mathbb{Z})^2 \ast H\) have the same cogrowth, for any finitely generated \(H\): Suppose \(\{x, x^{-1}\}\) are the generators for \(\mathbb{Z}\), \(u\) and \(v\) are order 2 elements generating \(\mathbb{Z}/2\mathbb{Z}\) and \(T\) generates \(H\), then if we have a word on \(\{u, v\} \cup T\), \(1 = \mu_1 \tau_1 \mu_2 \tau_2 \cdots \mu_r \tau_r\), with the \(\tau_i\) a word on \(T\) and \(\mu_i\) a word in the \(u, v\).
We can define \( f_1 \) are above, and apply it to the the associated word \( \mu_1, \mu_2, \ldots, \mu_r \) to get \( \mu'_1, \mu'_2, \ldots, \mu'_r \) in \( x \) and \( x^{-1} \). We interlace this with the \( \tau_i \) to create \( \mu'_1 \tau_1 \mu'_2 \tau_2 \cdots \mu'_r \tau_r \), the image of the word in \((\mathbb{Z}/2\mathbb{Z})^2 \ast H\).

**Example 2.10.** Let \( G = \mathbb{Z}/2\mathbb{Z} \ast \mathbb{Z}/n\mathbb{Z} = \langle x \mid x^2 = 1 \rangle \ast \langle y \mid y^n = 1 \rangle \) and let \( S = \{ x, y \} \) and let \( F(t) \) denote the cogrowth generating series for \( G \) with respect to \( S \). Then

\[
F(t) = (1 - tD) / ((1 - tD)^2 - t^2),
\]

where \( D \) is the unique power series solution to the equation

\[
t^{n-1}(1 - tD)^{n-1} = (1 - tD - t^2)^{n-1} D
\]

whose expansion begins \( t^{n-1} + \) higher degree terms.

**Proof.** We let

\[
A_1 := F_{1,{1}}(t), B_1 = F_{1,{1,1}}(t), C = F_{x^{-1},{x^{-1}}} (t)
\]

and

\[
A_2 := F_{1,{y}}(t), B_2 = F_{1,{1,y}}(t), D = F_{y^{-1},{y^{-1}}} (t).
\]

Notice that a word \( s_1 \cdots s_n \in S^n \) that is equal to \( x^{-1} \) and has no proper prefix equal to \( x^{-1} \) can be decomposed uniquely in the form \( w_1 x \), where each \( w_i \) is a word in \( s_1, \ldots, s_m \) that is equal to 1 with no proper prefix equal to \( x \). This then gives us the equation

\[
tA_1 = C.
\]

Similarly, we have

\[
t^{n-1} A_2^{n-1} = D.
\]

We now make use of Lemma 2.1 (2.2)–(2.5). Equation (2.4) gives us that \( A_1 = 1/(2 - B_1) \) and \( A_2 = 1/(2 - B_2) \). Equation (2.5) gives

\[
B_1 = 1 + tD \quad \text{and} \quad B_2 = 1 + tC.
\]

Combining these equations then gives that \( t = (1 - tD)C \) and we have \( t^{n-1} = (1 - tC)^{n-1} D \). Thus we see that \( D \) is a solution to the equation

\[
t^{n-1}(1 - tD)^{n-1} = (1 - tD - t^2)^{n-1} D.
\]

Finally, Equation (2.5) gives \( F_{1,1}(t) = 1 + t(C + D) \) and Equation (2.4) gives \( F(t) = F_{1,0}(t) = 1/(1 - tC - tD) \), and so if we use the fact that \( C = t/(1 - tD) \), we see that

\[
F(t) = (1 - tD) / ((1 - tD)^2 - t^2) = \frac{1}{2} (1/(1 - t - tD) + 1/(1 + t - tD)).
\]

Uniqueness of \( D \) after imposing the initial conditions follows from a standard application of Hensel’s lemma.

For \( n = 3, 4, 5 \) we get the following expressions for the minimal polynomial of \( F(t) \) using Maple. (Note that the case \( n = 2 \) is done is the case \( m = d = 2 \) in Example 2.4.)

**n = 3:**

\[
((t - 1)^3 + t^3)((t + 1)^3 - t^3)Z^3 + (t^5 - t^4 + t^3 + 2t^2 - 1)Z^2 + (t^3 - t^2 + 1)Z + 1
\]

**n = 4:**

\[
((t^4 - (t - 1)^4)((t + 1)^4 - t^4)Z^4 + 2(4t^6 - 2t^4 + 3t^2 - 1)Z^3 + t^4(t^2 + 3)Z^2 + (t^4 - 2t^2 + 2)Z + 1
\]

**n = 5:**

\[
((t - 1)^5 + t^5)((t + 1)^5 - t^5)Z^5 + A Z^4 + B Z^3 + C Z^2 + Z + 1.
\]
Here
\[ A = 3(t^9 - t^8 + 6t^7 + 4t^6 + t^5 - 6t^4 + 4t^2 - 1) \]
\[ B = 2(4t^7 + t^6 + 3t^5 - 3t^4 + 3t^2 - 1) \]
\[ C = (t^7 + 4t^5 + 2t^4 - 4t^2 + 2) \]
\[ D = (t^5 - 3t^2 + 3). \]

We computed the minimal polynomials for some higher \( n \) too, but the expressions became increasingly unwieldy and we could not discern any obvious patterns governing the coefficients of the annihilating polynomials. One exception is the leading term which is predicted to be:

\[(2.21) - ((t + 1)^n - t^n)((1 - t)^n - t^n)Z^n.\]

\[ \square \]

The case when \( n = 3 \) was previously worked out by Alkauskas [1] and our formula appears in his Theorem 1. It corresponds to the cogrowth of \( \text{PSL}_2(\mathbb{Z}) \) as a semigroup generated by two elements, one of order 2 and another of order 3. Again, we apply standard techniques to this algebraic equation to deduce that the singularities of \( F \) are contained in the set of zeros of the leading coefficient and the discriminant. For the radius of convergence, we are only interested in real singularities in the range \([1/2, \infty)\). In the case of zeros of the leading coefficient in the interval \([1/2, \infty)\), we need \((t - 1)^3 + t^3) = 0\); that is, \( t = 1/2\). In the case of zeros of the discriminant, we compute the discriminant and find that it is
\[(t^{13} - 8t^{12} + 4t^{11} + 164t^{10} - 392t^9 + 404t^8 - 752t^7 + 260t^6 - 512t^5 - 128t^4 - 160t^3 - 64t^2 + 64) t^3,\]
which has a unique solution in \([1/2, \infty)\) that we numerically estimate to be .5072330945... The radius of convergence is one of these two values. Since the cogrowth function is bounded above by \(2^n\) and since \( F(t) \) has a singularity at its radius of convergence by Pringsheim’s theorem. We again invoke [9, Corollary 6.6] to get that the radius of convergence is strictly greater than \(1/2\), since \( \text{PSL}_2(\mathbb{Z}) \) is non-amenable, and so the radius of convergence is 0.50723... For similar reasons, for general \( n \) we predict the radius of convergence will be a zero of the discriminant, and not of the leading coefficient.

We can now prove Theorem 1.2

**Proof of Theorem 1.2.** Part (a) follows from Example 2.4 and Corollary 2.6. For part (b), observe that Remark 2.9 shows that \((\mathbb{Z}/2\mathbb{Z})^* \star (\mathbb{Z})^*\) has the same cogrowth as \((\mathbb{Z}/2\mathbb{Z})^{*(m+2s)}\), and so the result follows from (a). Part (c) follows from Example 2.10. \[\square\]

As motivated by Remark 2.9, it would be interesting to know whether one can find all pairs of non-isomorphic groups with symmetric generating sets whose cogrowth series are the same.

### 3. Bounding the Degree of the Minimal Polynomial

In this section, we seek upper bounds for the degree of the minimal polynomials of various cogrowth generating functions. With knowledge of such upper bounds, along with sufficiently many terms in the series, we can apply Pade approximant techniques [5] and undetermined coefficient methods to obtain the precise minimal polynomial.

#### 3.1. A bound for free products of finite groups.

Finite groups have rational cogrowth generating functions, for which the degree of the numerator and denominator can be effectively bounded in terms of the degrees of their irreducible representations. Since the free product of groups is the coproduct in the category of groups, we will use \( \prod_i G_i \) to denote the free product of groups. We will also use \( G^{*m} \) to denote \( \prod_{i=1}^m G_i \).
We first set up some notation. Let $G_1, \ldots, G_r$ be finite groups with generating sets $S_1, \ldots, S_r$ respectively, and let $m_1, \ldots, m_r$ be positive integers. Consider the free product,

$$G := \prod_{i=1}^r G_i^{*m_i}.$$  

For $i = 1, \ldots, r$, let $S_i^{(1)}, \ldots, S_i^{(m_i)}$ denote copies of $S_i$ in the respective copies of $G_i$ used in the formation of $G$. We take

$$S := \bigcup_{i=1}^r \bigcup_{j=1}^{m_i} S_i^{(j)}$$

to be our generating set for $G$. We now adopt some notation from free probability. For each $i$, let $\alpha_i = \sum_{s \in S_i} s \in \mathbb{C}[G_i]$. For the group $G$ defined above, we let $\phi : \mathbb{C}[G] \to \mathbb{C}$ be the expectation operator: the map that extracts the coefficient of $1_G$ from an element of the group algebra. Furthermore, for each $\beta \in \mathbb{C}[G]$, we consider its Cauchy Transform

$$C_\beta(t) := \sum_{n \geq 0} \phi(\beta^n)t^{-n-1} \in \mathbb{C}[[t^{-1}]].$$

Observe that each element of $\mathbb{C}[G_i]$ can be canonically identified with an element of $\mathbb{C}[G]$ using any one of the $m_i$ copies of $G_i$ in $G$. Moreover, the value of the operator $\phi$ applied to an element of the group algebra $\mathbb{C}[G]$ is independent of the choice of embedding into $G$. Hence, we may define $C_\rho(t)$ for $\rho \in \mathbb{C}[G_i]$ without any confusion. We let $K_\beta(t)$ denote the compositional inverse of $C_\beta(t)$. Since we are working with power series in $t^{-1}$ this is saying

$$C_\beta \circ K_\beta(t) = K_\beta \circ C_\beta(t) = t^{-1}.$$

Finally, let

$$\alpha = \sum_{i=1}^r \sum_{j=1}^{m_i} \sum_{s \in S_i^{(j)}} s \in \mathbb{C}[G].$$

Notice that by our choice of $\alpha$,

$$C_\alpha(t) = t^{-1}F_{G;S}(t^{-1}).$$

Recall that each $F_{G;S}(t)$ is a rational function with integer coefficients. We can deduce further results regarding the degrees of the numerator and the denominator.

**Lemma 3.1.** Let $H$ be a finite group with $d$ (inequivalent) irreducible representations with degrees given by $n_1, \ldots, n_d$ respectively, let $T$ be a generating set for $H$, and let $F(t) := F_{H;T}(t) = \sum_{n \geq 0} \phi(\alpha^n)t^n$, where $\alpha = \sum_{s \in T} s \in \mathbb{C}[H]$, and $\phi$ is the expectation operator. Then $F(t)$ is the power series expansion of a rational function $P(t)/Q(t)$ where $P, Q \in \mathbb{Z}[t]$ are polynomials with $Q(0) = 1$ and the degrees of $P$ and $Q$ are bounded by respectively $n_1 + \cdots + n_d - 1$ and $n_1 + \cdots + n_d$. In particular, the degrees of $P$ and $Q$ are at most respectively $|H| - 1$ and $|H|$ and equality can only occur if $H$ is abelian.

**Proof.** By the Artin-Wedderburn theorem [7] and Maschke’s theorem, we have a $\overline{\mathbb{Q}}$-algebra isomorphism

$$\Psi : \overline{\mathbb{Q}}[H] \to M_{n_1}(\overline{\mathbb{Q}}) \times \cdots \times M_{n_d}(\overline{\mathbb{Q}}).$$

Then under this isomorphism $\Psi$, the element $\alpha$ is sent to a $d$-tuple of matrices $(Y_1, \ldots, Y_d)$. Observe that $\Psi$ induces a $\overline{\mathbb{Q}}$-algebra isomorphism between the power series rings $\overline{\mathbb{Q}}[H][[t]]$ and

$$\left( M_{n_1}(\overline{\mathbb{Q}}) \times \cdots \times M_{n_d}(\overline{\mathbb{Q}}) \right) [[t]].$$
and under this isomorphism $\sum \alpha^nt^n$ is sent to the series

$$\sum_{n\geq 0} (Y_1^n, \ldots, Y_d^n)t^n.$$ 

This series satisfies a linear recurrence of length $n_1 + \cdots + n_d$ by the Cayley-Hamilton theorem, and thus the series is the power series expansion in $t$ of a series of the form $P(t)/Q(t)$ with $P$ and $Q$ polynomials with coefficients in $\mathbb{Q}$ and $Q(0) \neq 0$ and $\gcd(P, Q) = 1$ and $\deg(Q) \leq \sum n_i$ and $\deg(P) \leq \sum n_i - 1$. By rescaling, we may assume that $Q(0) = 1$. Since $F(t)$ has integer coefficients, $P/Q$ must be invariant under the action of $\text{Gal}(\mathbb{Q}, \mathbb{Q})$ and so since $Q(0) = 1$, we see that $P$ and $Q$ have rational coefficients. Now notice that $Q(t)F(t) = P(t)$. We can show that the roots of $Q(t^{-1})$ must be algebraic integers and so $Q(t)$ is an integer polynomial and we can then have $P$ is an integer polynomial, since $P = FQ$ and $F$ and $Q$ have integer coefficients.

Finally, if $\deg P + 1 = |H|$ or $\deg Q = |H|$, then we must have $\sum n_i = |H|$. Since $\sum n_i^2 = |H|$, this can only occur when each $n_i = 1$, and so $H$ must be abelian. □

We can build equations that are simpler than those that arise from the direct combinatorial interpretation using free probability. The following equation relates the inverse Cauchy Transforms of $\alpha$ and the $\alpha_i$ (see [15, Theorem 12.7]):

$$(3.25) \quad K_\alpha(t) = \left( \sum_{i=1}^r m_i K_{\alpha_i}(t) \right) - (m_1 + \cdots + m_r - 1) t^{-1}.$$ 

For $i = 1, \ldots, r$, we let $\Delta_i$ denote the sum of the degrees of the irreducible representations of $G_i$. Let $G_1, \ldots, G_r$ be finite groups with cogrowth series $F_i(t) := P_i(t)/Q_i(t)$ respectively, and let $\Delta_i = \max\{\deg(P_i) + 1, \deg(Q_i)\}$. By definition, $K_{\alpha_i}(t^{-1})$ and $tF_i(t)$ are compositional inverses, so

$$t^{-1} = K_{\alpha_i}(t) \cdot P_i(K_{\alpha_i}(t))/Q_i(K_{\alpha_i}(t)).$$

In particular, $K_{\alpha_i}(t)$ is a root of the polynomial

$$(3.26) \quad \lambda_i(t, z) := Q_i(z) - tzP_i(z) \in \mathbb{Q}[t, z].$$

It follows that $\deg_z(\lambda_i) = \Delta_i$, and $\deg_t \lambda_i = 1$, so $K_{\alpha_i}(t)$ is algebraic.

Hence $K_{\alpha_i}(t)$ lies in a field extension $E_i$ of $\mathbb{Q}(t)$ of degree at most $\Delta_i$. Consequently, $K_{\alpha_i}(t)$ lies in the compositum, $E$, of $E_1, \ldots, E_r$, which is an extension of degree at most

$$(3.27) \quad \Delta := \Delta_1 \cdots \Delta_r.$$ 

We now bound the height\footnote{If the cogrowth series, $F(t)$, has a minimal polynomial $\eta(t, z)$, We refer to $\deg_z \eta$ and $\deg_z \eta$ as the height and degree of $F(t)$ respectively.} and degree of $F(t) := F_{G; S}(t)$. Consider the $\mathbb{Q}(t)$-vector space $V$ with basis $e_{j_1, \ldots, j_r}$ with $0 \leq j_i < \deg_z \lambda_i = \Delta_i$ for $i = 1, \ldots, r$. Then we have a surjective $\mathbb{Q}(t)$-linear map $\Phi$ from $V$ to $E$, given by

$$\Phi(e_{j_1, \ldots, j_r}) = \prod_{i=1}^r K_{\alpha_i}(t)^{j_i}$$

for $1 \leq i \leq r$, $0 \leq j_i < \Delta_i$. Notice that by Equation (3.26) we have

$$(3.28) \quad \sum_{\ell=0}^{\Delta} c_{i, \ell}(t)K_{\alpha_i}(t)^{\ell} = 0,$$
where each $c_{i\ell}(t) = [z^\ell]\lambda_i$ has degree at most 1, $c_{i\Delta_i} \neq 0$, and $c_{i0}(t) = 1$ since $Q_i(0) = 1$. Notice that multiplication by $K_\alpha(t)$ induces a $\overline{Q}(t)$-linear endomorphism of $V$ of degree $\prod_{i=1}^d c_{i,\Delta_i}(t)$, where each $c_{i\Delta_i}(t)$ is expressible as a sum of terms that are $\Delta_i$-fold products of rational functions of the form $\frac{a(t)}{\prod_{i\in I} c_{i,\Delta_i}(t)}$, where $\deg(a(t)) \leq |I|$. In particular, for a fixed $i$, since the number of standard basis elements, $e_{j_1,\ldots,j_r}$, for which $j_i = \Delta_i - 1$ is $\Delta_i/\Delta_i$, we see that the coefficients of $\det(xI - Y)$ are of the form $\frac{b(t)}{\prod_{i=1}^d c_{i,\Delta_i}(t)^{\Delta_i/\Delta_i}}$, with $\deg(b) \leq \sum_i \Delta_i/\Delta_i$. Considering

$$M(t) := \prod_{i=1}^d c_{i,\Delta_i}(t)^{\Delta_i/\Delta_i},$$

we deduce that the characteristic polynomial of $Y$ is expressible as

$$x^\Delta + \sum_{\ell=0}^{\Delta - 1} \frac{b_\ell(t)}{M(t)} x^\ell,$$

where each $b_\ell(t)$ has degree at most $\sum_i \Delta_i/\Delta_i$. Thus, the characteristic polynomial of $Z$ is of the form

$$(x + (m_1 + \cdots + m_r - 1)t)^{\Delta} + \sum_{\ell=0}^{\Delta - 1} \frac{b_\ell(t)}{M(t)} (x + (m_1 + \cdots + m_r - 1)t)^\ell.$$

It follows that $R(t, K_\alpha(t)) = 0$, where

$$R(t, z) := M(t)(tz + (m_1 + \cdots + m_r - 1))^\Delta + \sum_{\ell=0}^{\Delta - 1} t^{\Delta - \ell} b_\ell(t)(tz + (m_1 + \cdots + m_r - 1))^\ell.$$

Notice that $\deg_z R \leq \Delta + \Delta'$, where $\Delta' := \sum_i \Delta_i/\Delta_i$; and $\deg_z R = \Delta$. By the change of variables $t^{-1} = uF(u)$, we deduce that

$$R(uF(u), u^{-1}) = 0.$$

Thus $F(t)$ is the root of the polynomial

$$R_0(t, z) := z^\Delta R(tz, z^{-1}).$$

It follows from standard polynomial manipulation, that $\deg_{\epsilon_1} R_0, \deg_{\epsilon_2} R_0 \leq \Delta + \Delta' = \Delta + \sum_{i=1}^r \Delta_i/\Delta_i$. In particular, we have the following theorem.
Theorem 3.2. Let $G_1, \ldots, G_r$ be finite groups with generating set $S_1, \ldots, S_r$ respectively, and cogrowth series $F_{G_i,S_i}(t) = P_i(t)/Q_i(t)$, where $P_i, Q_i \in \mathbb{Z}[t]$ are polynomials with constant term 1. For each $i = 1, 2, \ldots, r$, let $\Delta_i := \max\{1 + \deg P_i, \deg Q_i\}$. Then the cogrowth series $F(t) := F_{G,S}(t)$ of $G = \prod G_i^{m_i}$, is algebraic and satisfies $\Lambda(t,F(t)) = 0$, where $\Lambda(t,z) \in \mathbb{Z}[t,z]$ with $\deg_t(\Lambda)$ and $\deg_z(\Lambda)$ both at most

$$\left( \prod_{i=1}^r \Delta_i \right) \left( 1 + \sum_{i=1}^r \frac{1}{\Delta_i} \right).$$

In particular, the degrees do not depend on $m_1, \ldots, m_r$ when we choose $S$ as above.

Observe that each $\Delta_i$ is at most the degree sum of the irreducible representations of $G_i$. We therefore immediately obtain Theorem 1.1.

Proof of Theorem 1.1. The real-valued function on $(0, \infty)^r$ given by

$$(y_1, \ldots, y_r) \mapsto (y_1 \cdots y_r)(1 + y_1^{-1} + \cdots + y_r^{-1})$$

is increasing in each of the $y_i$. Hence, the result follows directly from Lemma 3.1 and Theorem 3.2.

The following remark shows how one can directly apply Theorem 1.1 to determine explicit algebraic equations satisfied by the cogrowth series.

Remark 3.3. If $A(t) \in \mathbb{C}[[t]]$ is a power series that is a solution to $\eta(t,A(t)) = 0$ where $\eta(t,z)$ is an irreducible polynomial whose degrees in $t$ and $z$ are bounded by $\Delta_t$ and $\Delta_z$ respectively, then Bostan et al. [4] show that $A(t)$ is $D$-finite and that it is annihilated by a differential operator

$$\sum_{i=0}^k p_i(t)\partial_t^i$$

with $k \leq \Delta_z$ and $\deg(p_i) \leq ((2k-1)\Delta_z + 2k^2 - 4k + 3)\Delta_t - k(k-1)/2$. By the irreducibility of $\eta$ and Theorem 1.1, we can consider

$$\Delta_t = \Delta_z = \prod_{i=1}^r \Delta_i \left( 1 + \sum_{i=1}^r 1/\Delta_i \right).$$

It follows that the above differential operator has coefficients in $\mathbb{C}[t]$, each of degree at most

$$N := ((2\Delta_z - 1)\Delta_z + 2\Delta_z^2 - 4\Delta_z + 3)\Delta_z - \Delta_z(\Delta_z - 1)/2 = (8\Delta_z^3 - 11\Delta_z^2 + 7\Delta_z)/2.$$ 

Therefore, the coefficients $a_n$ of $A(t)$ satisfy a polynomial linear recurrence of the form

$$\sum_{i=0}^{N+\Delta_z} q_i(n)a_{n-i} = 0$$

with $q_i(x)$ of degree at most $\Delta_z$, and so one can theoretically “guess-and-prove” the recurrences with the $q_i$ and sufficient many terms in $\{a_n\}$.

3.2. Determining the cogrowth via methods from free probability. In some cases it is straightforward to derive the minimal polynomial $\Lambda(t,z)$ for the cogrowth series of a virtually free group. The proof of Theorem 3.2 gives an outline of how to do this. In the case of cyclic factors, Liu [13] gave a slight improvement to Theorem 3.2. We now illustrate how to compute the polynomial equation satisfied by the cogrowth series for the group $G = (\mathbb{Z}/d\mathbb{Z})^m$. This is a different approach from that used in the proof of Corollary 2.6, although we obtain the same conclusion. We again let $x_1, \ldots, x_m$ denote generators for the copies of $\mathbb{Z}/d\mathbb{Z}$ and we let $S = \{x_1, \ldots, x_m\}$. 


Using the notation in §3.1, we see by Equation 3.25 that
\[ K_{\alpha}(t) = mK_{\alpha_1}(t) - (m-1)t^{-1}, \]
where \( \alpha_1 = x_1 \in \mathbb{C}[\mathbb{Z}/d\mathbb{Z}] \) and \( x_1 \) is a generator for \( \mathbb{Z}/d\mathbb{Z} \). Since \( C_{\alpha_1}(t) = t^{-1} \cdot 1/(1 - t^{-d}) \)
By Equation (3.23), we see that
\[ t^{-1} = K_{\alpha_1}(t)^{-1} \cdot 1/(1 - K_{\alpha_1}(t)^{-d}) \]
In particular, \( z = K_{\alpha_1}(t) \) is a solution to the equation
\[ (z^d - 1) = z^{d-1}t, \]
and since \( K_{\alpha_1} = m^{-1}K_{\alpha} + (m-1)/m \), we have that
\[ (m^{-1}K_{\alpha}(t) + (m-1)m^{-1}t^{-1})^d - 1 = (m^{-1}K_{\alpha}(t) + (m-1)m^{-1}t^{-1})^{d-1}t. \]
We now let \( t = C_{\alpha}(u) \) and we see
\[ (m^{-1}u^{-1} + (m-1)m^{-1}C_{\alpha}(u)^{-1})^d - 1 = (m^{-1}u^{-1} + (m-1)m^{-1}C_{\alpha}(u)^{-1})^{d-1}C_{\alpha}(u). \]
Letting \( x = u^{-1} \) and using Equation (3.24), we see
\[ (m^{-1}x + (m-1)m^{-1}x^{-1}F_{G,S}(x)^{-1})^d - 1 = (m^{-1}x + (m-1)m^{-1}x^{-1}F_{G,S}(x)^{-1})^{d-1}xF_{G,S}(x). \]
In particular, after simplifying we see that \( z = F_{G,S}(t) \) is a solution to \( \Lambda(t, z) = 0 \), where
\[ \Lambda(t, z) = m^{d}t^{d}z^{d} - (z-1)(z+m-1)^{d-1}, \]
which is consistent with the result obtained in Example 2.4 via the use of combinatorial grammars. The language theoretic approach, however, has the added advantage of giving a mechanism for describing the language \( \mathcal{L}(G,S) \).

4. A GAP RESULT FOR RADI OF CONVERGENCE

In this section we prove Theorem 1.3. We first prove an elementary estimate.

**Lemma 4.1.** Let \( \phi : G \rightarrow H \) be a group homomorphism and let \( S \) be a symmetric generating set for \( G \). If the restriction of \( \phi \) is injective on \( S \) then \( \mathrm{CL}(n; G,S) \leq \mathrm{CL}(n; H, \phi(S)). \)

**Proof.** Observe that if \( s_1, \ldots, s_n \in S \) and \( s_1 \cdots s_n = 1 \) then \( \phi(s_1) \cdots \phi(s_n) = 1 \) and so the inequality is immediate. \( \square \)

**Proof of Theorem 1.3.** Suppose that \( H \) is a group with symmetric generating set \( S \) and let \( s_1, \ldots, s_p \) be the elements of order 2 in \( S \) and let \( u_1^{\pm 1}, \ldots, u_q^{\pm 1} \) be the remaining elements of \( S \). Then \( p + 2q = |S| \). We claim that if either \( p \geq 3, q \geq 2 \) or \( p, q \geq 1 \) then \( \rho_{H,S}^{-1} \geq 2\sqrt{2} \). To do this, we deal with a few cases.

**Case I:** \( p \geq 3 \). Let \( G \) be the free product of 3 copies of \( \mathbb{Z}/2\mathbb{Z} \) with generators \( x_1, x_2, x_3 \) Then we have a group homomorphism \( \phi : G \rightarrow H \) sending \( x_i \rightarrow s_i \) for \( i = 1, 2, 3 \) and this is injective on \( T := \{x_1, \ldots, x_3\} \). Thus \( \mathrm{CL}(n; G,T) \leq \mathrm{CL}(n; H,S) \) and hence \( 1/\rho_{G,T} \leq 1/\rho_{H,S} \). By Theorem 1.2 (a), with \( d = 2, m = 3 \), we have that the cogrowth generating function for \( G \) with respect to \( T \) is
\[ 4/ \left( 1 + 3\sqrt{1 - 8t^2} \right), \]
which has radius of convergence \( (2\sqrt{2})^{-1} \) and so \( \rho_{H,S}^{-1} \geq 2\sqrt{2} \) in this case.

**Case II:** \( q \geq 2 \). In this case, we let \( G \) be the free product of two copies of \( \mathbb{Z} \) with generating set \( T = \{y_1, y_1^{-1}, y_2, y_2^{-1}\} \). Then we have a homomorphism \( \phi : G \rightarrow H \) sending \( y_i \rightarrow u_i \) for \( i = 1, 2 \). Then we again have \( \mathrm{CL}(n; G,T) \leq \mathrm{CL}(n; H,S) \) and hence \( 1/\rho_{G,T} \leq 1/\rho_{H,S} \). Taking \( m = 0 \) and \( s = 2 \) in Theorem 1.2 (b), we have that the cogrowth series of \( G \) with respect to \( T \) is given by
the series $3/(1 + 2\sqrt{1-12x^2})$ using the work of Chomsky and Schützenberger [6] (see also OEIS A035610). This series has $1/\rho_{H,S} \geq 1/\rho_{G,T} = \sqrt{12} > 2\sqrt{2}$ and so we get the result in this case.

**Case III:** $p, q \geq 1$. In this case, we let $G$ be the free product of $\mathbb{Z}/2\mathbb{Z}$ (with generator $x$) with $\mathbb{Z}$ (with generating set $y, y^{-1}$). We let $T$ be the symmetric generating set $\{x, y, y^{-1}\}$ and we have a homomorphism from $G \to H$ sending $x$ to $s_1$, $y \mapsto u_1$. Then this is injective on $T$ and sends $T$ into $S$, so $C(n; H, S) \geq CL(n; G, T)$, and Theorem 1.2 (b) gives that the cogrowth generating series for $G$ has radius of convergence $1/2\sqrt{2}$, so we get the result in this case.

We see that it suffices to consider the case when $p \leq 2$, $q \leq 1$, and $pq = 0$, and hence $(p, q) \in \{(2, 0), (1, 0), (0, 1)\}$. In this case, we see that $H$ is a homomorphic image of either $D_\infty$ or $\mathbb{Z}$, and hence it is amenable and so by Kesten’s criterion $\rho_{H,S}^{-1} = |S| \in \{1, 2\}$. The result follows.  

We pose the following question.

**Question 4.2.** Does there exist $\alpha \in [2\sqrt{2}, \infty)$ that cannot be realized as $1/\rho_{G,S}$ for some finitely generated group $G$ and finite symmetric generating set $S$?

---
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Table 1. The examples considered in Section 2.1. The algebraic equations satisfied by the generating functions are found in that section. Here, we use \( \{x\} \) as a generating set for \( \mathbb{Z}_n / n\mathbb{Z} = \langle x \mid x^n = 1 \rangle \), and we use \( \{x, x^{-1}\} \) for \( \mathbb{Z} = \langle x \rangle \). If \( S_i \subseteq G_i \) is the generating set for \( G_i \), the above cogrowth series is given with respect to \( S = \cup S_i \subseteq G_1 \cdots G_m \).