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Abstract

This paper presents a fast algorithm for computing transport properties of two-dimensional Dirac operators with linear domain walls, which model the macroscopic behavior of the robust and asymmetric transport observed at an interface separating two two-dimensional topological insulators. Our method is based on reformulating the partial differential equation as a corresponding volume integral equation, which we solve via a spectral discretization scheme.

We demonstrate the accuracy of our method by confirming the quantization of an appropriate interface conductivity modeling transport asymmetry along the interface, and moreover confirm that this quantity is immune to local perturbations. We also compute the far-field scattering matrix generated by such perturbations and verify that while asymmetric transport is topologically protected the absence of back-scattering is not.

1 Introduction

Two-dimensional Dirac operators appear naturally in the analysis of topological phases of matter [1, 2] and one-particle models of topological insulators and topological superconductors [3, 4, 5, 6, 7, 8, 9, 10]. This paper focuses on efficient numerical simulation of the transport properties of one such operator, which for concreteness we take as

\[
 H_V = D_x \sigma_1 + D_y \sigma_2 + m(y) \sigma_3 + V = \begin{pmatrix}
 m(y) + V_{11} & D_x - iD_y + V_{12} \\
 D_x + iD_y + V_{12}^* & -m(y) + V_{22}
 \end{pmatrix}.
\] (1)

Here, \( \sigma_{1,2,3} \) are the standard Pauli matrices (which along with the identity matrix \( \sigma_0 = I_2 \) form a basis of \( 2 \times 2 \) Hermitian matrices), \( D_a = -i \partial_a \) for \( a = x, y \), \( m(y) = y \) is a linear domain wall, and \( V(x,y) \) is an arbitrary local Hermitian-valued perturbation with
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compact support. Physically, the scalar component of $V$ corresponds to an electric potential, the components of $V$ in front of $\sigma_{1,2}$ to a magnetic potential, and the component in front of $\sigma_3$ to a local perturbation of the domain wall $m(y) = y$. We also use the notation $H_V = H + V$ with $H$ the unperturbed Dirac operator.

The domain wall $m(y)$ models a topological phase transition between two bulk phases \[3, 7, 9\], one in the domain $y > 0$ where $m(y) > 0$ and one in the domain $y < 0$ with $m(y) < 0$. A striking feature of topologically non-trivial materials is that transport (say, electronic) along the interface $y \sim 0$ is asymmetric, in the sense that we observe stronger transport towards negative values of $x$ than transport in the opposite direction. Moreover, this transport asymmetry is quantized and related to a difference of bulk topological invariants following the celebrated bulk-edge correspondence \[3, 4\] (more precisely in fact a bulk-difference invariant \[11\] in the context of Dirac operators). Finally, the topological nature of the asymmetry ensures its robustness to perturbations. In our context, the transport asymmetry is independent of any perturbation $V(x, y)$ (no matter how large or how oscillatory) that vanishes at infinity sufficiently rapidly.

The robustness of this asymmetric transport is one of the main practical appeals of such materials. It stands in sharp contrast to topologically trivial materials, for instance modeled by a one-dimensional wave equation along the interface $y = 0$, where transmission is exponentially suppressed by Anderson localization in the presence of strong perturbations \[4, 12, 13\] (so that incoming signals may be fully back-scattered). However, robust asymmetric transport does not imply the absence of back-scattering; rather, merely that some quantized transmission is guaranteed. See \[4, 14, 15, 16\] for references on topologically-protected asymmetric transport in numerous applications.

In order to understand the transport properties of models such as \((1)\), we develop an efficient algorithm to compute its generalized eigenvectors. This allows us to estimate a conductivity quantifying asymmetric transport and scattering matrices generated by the perturbation $V$. For $\psi_{in}$ an incoming plane wave solution of \((H - E)\psi_{in} = 0\), we look for outgoing solutions of

\[(H + V - E)\psi_{out} = -V\psi_{in}.\]  

We will construct explicitly the (unique) outgoing Green’s function, i.e., the kernel of the operator \((H - E)^{-1} \equiv (H - (E - i0^+))^{-1}\). The above equation can then be reduced to a volume integral equation for a new unknown $\rho$ which we will refer to as the density corresponding to $\psi_{out}$. Specifically,

\[\psi_{out} = (H - E)^{-1}\rho \quad \implies \quad \rho + V(H - E)^{-1}\rho = -V\psi_{in}.\]  

A computational advantage of the latter integral equation is that by construction, $\rho(x, y; E)$ is supported on the same domain as $V$. Numerical methods to solve such Fredholm integral equations of the second kind are discussed, e.g., in \[17\].

The Green’s function $G(x, y; x_0, y_0; E)$, the $2 \times 2$ matrix-valued kernel of \((H - (E - i0^+))^{-1}\), does not admit a simple, explicit expression. It may, however, be efficiently written in a basis of Hermite functions in the $y-$variable. The construction is detailed in section \[2.2\] The Green’s function admits two main features. One in the singularity at the source location where the Green’s function is inversely proportional to the distance between $(x, y)$ and $(x_0, y_0)$ as for any two-dimensional Dirac operator. Another
feature is the behavior of the Green’s function ‘at infinity’ along the $x$ axis reflecting the wave-guide nature of the model generated by the domain wall as well as the transport asymmetry along the edge $y \sim 0$.

For $V \in C^\infty_c(\mathbb{R}^2; \mathbb{M}_2)$ a smooth compactly supported matrix-valued perturbation, solving the volume integral equation for $\rho$ requires inverting an operator of the form $I + K$ with $K$ a compact operator (from $H^k(\mathbb{R}^2; \mathbb{C}^2)$ to itself for each integer $k \geq 0$). When $-1$ is not an eigenvalue of $K$ (this is independent of $k$), we thus obtain that the unique solution $\rho$ of (3) is itself smooth in $C^\infty_c(\mathbb{R}^2; \mathbb{C}^2)$. The numerical simulation of (3) thus boils down to efficiently approximating the integral operator $V(x, y) \int_X G(x, y; x_0, y_0)\rho(x_0, y_0)dx_0dy_0$ for $X$ a domain including the support of $V$.

Due to the nature of the problem, it is natural to discretize $\rho$ using a finite Cartesian product basis of Legendre polynomials in the $x$ direction and Hermite functions in the $y$ direction. The details of the construction and demonstration of convergence are presented in section 3.1.

We accelerate the computation of the density $\rho$ using a hierarchical merging approach in the $x$-direction. First, the $x-$axis is subdivided into adjacent small slabs which we refer to as leaves. The full transmission-reflection matrix (solution operator) for each small leaf is then computed explicitly. A standard algebraic merging procedure, described in section 3.2, is then used to solve for $\rho(x, y)$ globally. This approach is a slight generalization of the method in [15] for solving two point boundary value problems. More broadly, it is closely related to fast direct solver methods for constructing compressed representations of Green’s functions for linear PDEs ([19, 20, 21, 22, 23, 24, 25, 26, 27, 28]). Additionally, similar techniques are frequently employed in electromagnetic waveguide problems to solve the PDE directly, often though not always with the additional assumption that $V$ is piecewise constant in the direction of propagation. See, for example, the $S$-matrix propagation algorithm [29], the reflection-transmission coefficient matrix (RTCM) method [30], and the transfer-matrix method (TMM) [31], as well as the references therein. In particular, see [32] for an example of TMM applied to the Dirac equation in a different context. Finally, we also note that equation (1) shares some similarities with the gravity Helmholtz equation, which arises in the study of the ionosphere, nano-scale optical devices, seismology, and acoustics (see [33] and the references therein).

We next describe applications of the above algorithm to compute accurate approximations of several relevant transport properties of (1). The interface conductivity, a physical observable describing asymmetric transport may be defined as follows. Let $P_{x_0}(x, y) = P_{x_0}(x)$ be the Heaviside function equal to 1 for $x > x_0 \in \mathbb{R}$ and equal to 0 for $x < x_0$. For notational convenience, in the following we will suppress the dependence of $P$ on $x_0$. For $\psi$ a solution of the Schrödinger equation $i\partial_t\psi = H\psi$, we define $\langle P \rangle = \langle \psi | P | \psi \rangle$, which physically corresponds to the probability that the particle with wavefunction $\psi$ is on the right of the line $x = x_0$. The time derivative

$$\frac{d}{dt} \langle P \rangle = \langle \psi | i[H, P] | \psi \rangle$$

then describes the probability current crossing the line $x = x_0$.

Let $(E_1, E_2)$ be an energy interval and $\chi(h)$ a smooth non-negative scalar function such that $\chi(h) = 0$ for $h < E_1$ and $\chi(h) = 1$ for $h > E_2$. Thus, $\chi'(h)$ may be interpreted
as a density of states confined to the energy range \((E_1, E_2)\). The conductivity modeling asymmetric transport for this choice of density of states is then given by

\[ 2\pi \sigma_I = 2\pi \text{Tr} \ i[H, P] \chi'(H). \]  

(4)

For the Dirac operator, \(2\pi \sigma_I\) is quantized and equals \(-1\) \([9, 34]\), indicating that the overall current integrated over the states present in the system always equals \(-1\) independent of the choice of \(V\) and of the energy interval \((E_1, E_2)\). See \([9, 11, 3, 35, 36, 37, 38]\) for details and context on the above observable describing asymmetric transport. The theoretical computation of (4) is often greatly simplified by appealing to the bulk-edge correspondence, relating it to the difference of topological invariants of the two insulating phases; for derivations and applications of such a correspondence see \([3, 39, 38]\).

In section 6.1, we show how \(\sigma_I\) may be related to the generalized eigenfunctions \(\psi_{\text{out}}(E)\) computed in (2); see (39) below. The explicit expression involves a number of propagating modes that depends on the energy range \((E_1, E_2)\). To simplify the presentation, we will assume \(E_2 = E_1\) there.

Another natural transport property of (1) is the scattering matrix generated by the perturbation \(V\). The scattering matrix describes the far field behavior of \(\psi_{\text{out}}\) away from the support of \(V\) associated in (2) to any incoming plane wave \(\psi_{\text{in}}\). The description of the \(E\)-dependent plane waves \(\psi_{\text{in}}\) is described in section 2.1 while scattering matrices are defined and computed numerically in section 6.2.

This paper focuses on the Dirac model (1) with a linear (unbounded) domain wall \(m(y) = y\) so that the Green’s function given by the kernel of \((H - E)^{-1}\) is explicitly constructed. We note that a method to compute \(\sigma_I\) for a large class of partial differential operators was developed in \([40]\) along with a rate of convergence estimate. While the latter method does not require knowledge of an unperturbed Green’s function, it is based on embedding a domain of interest in a larger box augmented with periodic boundary conditions. The method proposed in this paper is considerably faster numerically as the solutions \(\rho\) in (3) are computed only on the support of \(V\) and no artificial boundary conditions are necessary; see also \([41]\) and references there for a computation of invariants for discrete (tight-binding) Hamiltonians.

Generalizations of the above integral formulation to bounded domain wall profiles \([40]\), where high-energy bulk propagation is possible, and other partial differential models \([15, 16]\) will be considered elsewhere. We also note that the above transport descriptions are purely spectral. For an analysis of localized wavepackets propagating along curved domain walls (the domain wall \(y\) above is replaced by a more general function \(m(x, y)\)), we refer the reader to \([42, 43, 44]\).

An outline for the rest of the paper is as follows. Section 2 presents the integral equation (3) for the density \(\rho\) following a spectral decomposition of the unperturbed Dirac operator in section 2.1 and a computation of the associated Green’s function in 2.2. Numerical approximations of the objects appearing in the integral equation (3) are given in section 3 and an efficient merging algorithm in section 3.2. The algorithm to solve (3) is then described in detail in section 4. Numerical results on accuracy and convergence are displayed in section 5. Applications to transport calculations, including the computation of the quantized line conductivity and of scattering matrices of illustrative choices of the perturbation \(V\) are given in section 6. Evidence for the
presence of point spectrum (localized modes) embedded in the continuous spectrum is also presented in section 6.3. Section 7 offers some concluding remarks.

2 Integral formulation of the perturbed system

This section derives the integral equation (3) and presents several relevant properties of its solutions. We first provide a spectral decomposition of the unperturbed ($V = 0$) operator in section 2.1 and construct the associated Green’s function in section 2.2. The integral equation for $\rho$ when $V \neq 0$ and its properties are detailed in section 2.3.

To simplify calculations, we perform a unitary transformation replacing $H$ in (1) by $QHQ^*$, which, with some slight abuse of notation we still call $H$, and where $Q = \frac{1}{\sqrt{2}}(\sigma_1 + \sigma_3)$. We observe that $Q^* = Q$ and that $Q(\sigma_1, \sigma_2, \sigma_3)Q = (\sigma_3, -\sigma_2, \sigma_1)$. In this new basis, we thus observe that

$$H = D_\sigma^3 - D_\sigma^2 + m(y)\sigma_1$$  \hspace{1cm} (5)

We also still denote by $V$ the transformed perturbation $QVQ^*$ so that $HV = H + V$ in the new basis as well.

2.1 Spectral decomposition of the unperturbed operator

The objective of this section is to find solutions in the kernel of $H - E$ for $E \in \mathbb{R}$ when the perturbation $V = 0$. This provides a description of the propagating and evanescent modes we need later on and of the branches of absolutely continuous spectrum of the operator.

The unperturbed operator $H$ in (5) is invariant under translations in the $x-$variable. Denoting by $\xi$ the dual Fourier variable to $x$ and $F$ the corresponding transform, we observe that $H = F^{-1}\hat{H}(\xi)F$ satisfies

$$\hat{H}(\xi) - E = \xi\sigma_3 - D_\sigma^2 + y\sigma_1 - E.$$  \hspace{1cm} (6)

Let $a = \partial_y + y$ and define $\varphi_n(y) = a_n(a^*\varphi_0)(y)$, the normalized (in $L^2(\mathbb{R}_y)$), $a_n$ is normalizing factor) Hermite functions satisfying,

$$a^*a\varphi_n = 2n\varphi_n, \quad a\varphi_n = \sqrt{2n}\varphi_{n-1}, \quad a^*a\varphi_n = \sqrt{2n+2}\varphi_{n+1}, \quad \varphi_0(y) = \pi^{-\frac{1}{4}}e^{-\frac{1}{2}y^2}.$$  

They form an orthonormal basis of $L^2(\mathbb{R}_y)$.

We define the countable set $M$ as the union of the following (pairs of) indices $m$. For $\mathbb{N} \ni n \geq 1$, we define $m = (n, \epsilon_m)$ with $\epsilon_m = \pm 1$, while for $n = 0$, we define $m = (0, -1)$. In particular, $(0, 1) \notin M$.

While a description of the continuous spectrum of $H$ involves the branches $\xi \rightarrow E_m(\xi)$, we will need a characterization of the propagating and evanescent modes described by the ‘inverse’ maps $E \rightarrow \xi_m(E)$.

We thus fix energy $E \in \mathbb{R}$. The solutions to $E^2 = \xi^2 + 2n$ are given explicitly by

$$\xi_m = \epsilon_m(E^2 - 2n)^\frac{1}{2}, \quad m \in M,$$  \hspace{1cm} (6)
with the choice \((E^2 - 2n)^{\frac{1}{2}} = \sqrt{E^2 - 2n}\) when \(E^2 \geq 2n\) and \((E^2 - 2n)^{\frac{1}{2}} = i\sqrt{-E^2 + 2n}\) when \(E^2 \leq 2n\).

We then define \(\phi_m\) to be the solution of

\[
(\hat{H}(\xi_m) - E)\phi_m = \begin{pmatrix} \xi_m - E \\ a^* \\ -(\xi_m + E) \end{pmatrix} \phi_m = 0.
\]

The normalized solutions are given by \(\xi\) when \(E\) with the choice \((\xi_m - E)\phi_0 = 0\) when \(m = (0, -1)\) and for \(n \geq 1\) otherwise by

\[
\phi_m = c_m \begin{pmatrix} a \varphi_n \\ (E - \xi_m) \varphi_n \end{pmatrix} = c_m \begin{pmatrix} \sqrt{2n} \varphi_{n-1} \\ (E - \xi_m) \varphi_n \end{pmatrix}, \quad c_m^{-2} = 2n + |E - \xi_m|^2.
\]

We observe that for \(m = (n, \varepsilon_m)\) and \(q = (p, \varepsilon_q)\) such that \(n \neq p\),

\[
(\phi_m, \phi_q)_y = 0,
\]

where \((\cdot, \cdot)_y\) is the usual inner product on \(L^2(\mathbb{R}_y; \mathbb{C}^2)\). When \(n = p\) while \(\varepsilon_m \neq \varepsilon_q\), \(\phi_m\) and \(\phi_q\) are linearly independent vectors in

\[
\text{span}\{\varphi_{n-1} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \varphi_n \begin{pmatrix} 0 \\ 1 \end{pmatrix}\}.
\]

The functions \(\phi_m(y; E)\) may be shown to be complete and thus form a basis of \(L^2(\mathbb{R}_y; \mathbb{C}^2)\).

In particular, we find that if \(\psi_m\) is defined via the following formula

\[
\psi_m(x, y; E) = e^{i\xi_m x} \phi_m(y; E)
\]

then \((H - E)\psi_m(x, y; E) = 0\). Moreover, when \(\xi_m\) is real-valued (i.e., when \(E^2 \geq 2n\)), \(\psi_m(x, y; E)\) is a (bounded) generalized eigenvector (plane wave) of \(H\) associated with energy \(E\). These generalized eigenvectors form the set of incoming plane waves \(\psi_in\) mentioned in the introduction, section [1]. We refer to them as propagating modes.

When \(\xi_m\) is purely imaginary, the corresponding \(\psi_m(x, y; E)\) is an evanescent mode. Accounting for evanescent modes is necessary in the presence of perturbations \(V\) and in the computation of the Green’s function described in the next section.

The above calculations described propagating and evanescent modes depending on the reality of \(\xi_m\). The same calculations provide a complete spectral decomposition of \(H\) as follows. Define

\[
E_m(\xi) = \varepsilon_m \sqrt{\xi^2 + 2n}, \quad \phi_m = c_m \begin{pmatrix} a \varphi_n \\ (E_m - \xi) \varphi_n \end{pmatrix}, \quad c_m^{-2} = 2n + |E_m - \xi|^2.
\]

Each \(\xi \to E_m(\xi)\) is a branch of absolutely continuous spectrum with generalized eigenvectors solving \((H - E_m(\xi))\psi_m = 0\) and given by \(\psi_m(x, y; \xi) = e^{i\xi x} \phi_m(y; \xi)\).

Thus, \(\sigma(H) = \sigma_{ac}(H) = \mathbb{R}\), i.e., the whole real line is absolutely continuous spectrum, with the following energy-dependent structure; see also Fig[1].

In the range \(E^2 < 2\), we obtain a unique branch of absolutely continuous spectrum \(m = (0, -1)\) parameterized by a simple branch of generalized eigenvectors \(\psi_{(0, -1)}(x, y; \xi)\).
with group velocity equal to $\partial E(\xi)/\partial \xi = -1$ (straight, blue curve in Fig.1). In this energy range, no mode displays a positive group velocity. A perturbation $V$ of $H$ can only generate a phase shift that does not perturb the particle density. Back-scattering is therefore entirely suppressed in this energy range, both for topological and energetic reasons.

The spectrum is symmetric in $E \to -E$ and it therefore suffices to assume $E \geq 0$. For $2 < E^2 < 4$, the absolutely continuous spectrum has a degeneracy equal to 3 corresponding to three propagating modes $\psi^j_{\text{in}}$ for $1 \leq j \leq 3$ and generating corresponding outgoing modes $\psi^j_{\text{out}}$ solution of (2) (see level set $E = 1.8$ in Fig.1). When $V = 0$, two modes propagate towards negative values of $x$ while one propagates in the opposite direction. In terms of asymmetric transport, $-2 + 1 = 2\pi\sigma_I$ is valid. When $V \neq 0$, the three propagating modes interact via the perturbation as we will demonstrate in section 6.2. Back-scattering is then clearly present even though the ‘topology’ of the Dirac operator is still non-trivial. We will present numerical simulations showing that the structure of the scattering matrix strongly depends on the choice of perturbation $V$ while $2\pi\sigma_I = -1$ holds up to arbitrary (i.e., at least 14 digits here) accuracy even in the presence of strong perturbations $V$.

Figure 1: Three branches of absolutely continuous spectrum of the unperturbed operator $H$ with dots describing the propagating modes for different fixed energy levels $E$. While no backscattering is present for $|E| < \sqrt{2}$, this is no longer true for $|E| > \sqrt{2}$.

More generally, the degeneracy of the spectrum is equal to $2n + 1$ for energies in the range $2n < E^2 < 2(n + 1)$. The perturbation $V$ then generates $(2n + 1) \times (2n + 1)$ (far field) scattering matrices; see level set $E = 2.2$ in Fig.1 when $n = 2$. We illustrate such computations for $n = 0, 1, 2$ in section 6.2.

2.2 Green’s Function of the unperturbed system

We now construct the outgoing Green’s function of the operator $(H - E)$ for $E \in \mathbb{R}$ (i.e., the Green’s function of $H - (E - i0^+)$) when the perturbation $V = 0$. We will in fact avoid a set of (Lebesgue) measure zero and assume that $E^2 \neq 2n$ for $n \in \mathbb{N}_*$. 
Consider the Green's function $G$ which is the solution of the following equation

$$(H - E)G = \delta(x - x_0)\delta(y - y_0)I.$$ 

Without loss of generality, since $H$ is translationally invariant in $x$, we can assume that $x_0 = 0$. Then,

$$(H + E)(H - E)G = (H^2 - E^2)G = (H + E)\delta(x)\delta(y - y_0)I,$$

$$\implies G = (H + E)(H^2 - E^2)^{-1}\delta(x)\delta(y - y_0)I,$$

where we have used the fact that clearly $(H - E)$ and $(H + E)$ commute. Additionally, we note that here

$$H^2 - E^2 = \left(\begin{array}{cc}
D_x^2 - E^2 + aa^* & 0 \\
0 & D_x^2 - E^2 + a^*a 
\end{array}\right)$$

is a diagonal matrix of scalar operators. We thus need to solve two similar equations

$$(-\partial_x^2 - \partial_y^2 + y^2 \pm 1 - E^2)G_{\pm} = \delta(x)\delta(y - y_0),$$

and then observe that the complete Green's function is given by

$$G = (H + E)\text{Diag}(G_+, G_-).$$

We recall that $a^*a\varphi_n = 2n\varphi_n$ and $aa^*\varphi_n = (2n + 2)\varphi_n$ and assume that $E^2 \neq 2n$ for each $n$.

Expanding $G_-$ in the basis $\varphi_n$, and applying the operator $D_x^2 - E^2 + 2n$, we see that if

$$G_- = \sum_n G_{-,n}(x)\varphi_n(y), \quad \text{then} \quad (D_x^2 - E^2 + 2n)G_{-,n}(x) = \delta(x)\varphi_n(y_0).$$

When $2n > E^2$, we obtain from the jump condition at $x = 0$ the evanescent modes

$$G_{-,n}(x) = \frac{1}{2\sqrt{2n - E^2}}e^{-\sqrt{2n - E^2}|x|}\varphi_n(y_0), \quad 2n > E^2.$$ 

When $2n < E^2$, two propagating modes satisfy the above scalar equation for $G_-$. Keeping only the outgoing mode since we are interested in computing the outgoing Green's function, (i.e., keeping $e^{ikx}$ for $k$ and $x$ positive while $e^{-ikx}$ would be considered incoming), we thus observe that

$$G_{-,n}(x) = \frac{1}{-2i\sqrt{E^2 - 2n}}e^{i\sqrt{E^2 - 2n}|x|}\varphi_n(y_0), \quad 2n < E^2. \quad (10)$$ 

To combine the above calculations into a single expression, we define

$$\theta_n = i\sqrt{E^2 - 2n} = i\xi_{(n,1)}. \quad (11)$$

The complex numbers $\theta_n$ are thus related to $\xi_m$ introduced earlier in the analysis of the Dirac operator.
We thus find
\[ G_-(x, y; y_0) = \sum_{n \geq 0} \frac{1}{2\theta_n} e^{\theta_n|x|} \varphi_n(y) \varphi_n(y_0). \] (12)

For \( G_+ \), we have the same expression except that \( 2n \) is replaced by \( 2n + 2 \):
\[ G_+(x, y; y_0) = \sum_{n \geq 0} \frac{1}{2\theta_{n+1}} e^{\theta_{n+1}|x|} \varphi_n(y) \varphi_n(y_0). \] (13)

It remains to apply \( H + E \) to get the final result
\[ G = \begin{pmatrix} (D_x + E)G_+ & aG_- \\ a^*G_+ & (-D_x + E)G_- \end{pmatrix}. \] (14)

Note that \( G \) is a 2 \times 2 matrix-valued function. We also use the notation \( G(x, y; x_0, y_0) = G(x-x_0, y; y_0) \). See also (22) below for an explicit expression of each entry of the matrix.

**Numerical Green’s Function.** As a numerical illustration, consider the Green’s function \( G(x, y, x_0, y_0) \) with \( E = 1.8 \). The source is located at \((x_0, y_0) = (0, 1)\). In Fig.2 we plot contours of absolute values of the four entries of \( G \). For the first plots, we truncate the series expansion for \( G \) at \( n_y = 10^5 \), and then show how the \(|x - x_0|^{-1}\) singularity near the source [45] is captured as \( n_y \) varies in Fig.3. We observe in Fig.3 that the Green’s function is asymmetric in the \( x \) direction, which is a manifestation of the transport asymmetry of the unperturbed operator. In the \( y \) direction, which is confined by the domain wall, the Green’s function decreases exponentially as \(|y|\) increases.

In Fig.3, we investigate the local behaviour of the Green’s function. It is known that \( G \) has a \( \frac{1}{r} \) singularity. In [14], the spectral series expansions of \( G_+ \), see [13], and \( G_- \), see [12], converge slowly and have oscillations when \( n \) is small near the source.

**Remark 2.1** The convergence of the spectral decomposition of \( G \) is necessarily slow since \( G \) is singular. However, in the algorithm described below to compute generalized eigenfunctions and densities \( \rho \), only the integration of \( G \) against smooth functions is involved.

### 2.3 Generalized eigenfunctions and integral formulation

We now use the above unperturbed Green’s function to solve for generalized eigenfunctions of the perturbed operator \( H_V = H + V \). Let \( \psi_{in} \) be an incoming plane wave, e.g. \( \psi_m \) as described in [8] with \( E^2 > 2n \) so that \( \xi_m \) is real-valued. We then look for solutions of \((H + V - E)\psi = 0\) of the form
\[ \psi = \psi_{in} + \psi_{out}, \]
so that
\[ (H + V - E)\psi_{out} = -V\psi_{in}, \] (15)
Figure 2: Absolute value (truncated to [0, 1]) of the components of the Green’s function with $x_0 = 0$, $y_0 = 1$, and $n_y = 100000$.

Figure 3: Local behaviour of approximations of $|G_{11}|$ near $(x_0, y_0) = (0, 1)$ for several values of $n_y$. 

(a) in $x$ direction, $y = y_0 + 10^{-2}$

(b) in $y$ direction, $x = x_0 + 10^{-2}$
where we assume $\psi_{\text{out}}$ to be outgoing. In other words, using the unperturbed outgoing Green’s function constructed in the preceding section, we look for

$$\psi_{\text{out}}(x, y) = \int G(x, y; x_0, y_0)\rho(x_0, y_0)dx_0dy_0,$$  \hspace{1cm} (16)

where $\rho(x, y)$ is an unknown density. Since $G$ is the kernel of the integral operator $(H - E)^{-1}$ (with outgoing conditions), we readily obtain that $\rho$ satisfies the integral equation

$$\rho(x, y) + V(x, y)\int G(x, y; x_0, y_0)\rho(x_0, y_0)dx_0dy_0 = -V(x, y)\psi_{\text{in}}(x, y).$$  \hspace{1cm} (17)

In what follows, we assume that $V$ is a smooth Hermitian matrix-valued compactly supported function. As is apparent from the above formulation, the density $\rho$ vanishes outside of the support of $V$. The above formulation is therefore convenient numerically as only the support of $V$ needs to be discretized in practice.

Remark 2.2 For ease of exposition, here we only consider the case in which the right-hand side of (17) is generated by an incoming propagating mode. It is relatively straightforward to modify the approach to include more general (compactly-supported) right-hand sides.

Properties of the density $\rho(x, y)$. The above equation for $\rho$ can be re-written in the form

$$\rho + VG\rho = -V\psi_{\text{in}}$$  \hspace{1cm} (18)

with $G = (H - E)^{-1}$ the linear operator with kernel $G(x, y; x_0, y_0)$. Since the Dirac operator is elliptic, the inverse $G$ maps $H^k(\mathbb{R}^2; \mathbb{C}^2)$ to $H^{k+1}(\mathbb{R}^2; \mathbb{C}^2)$, where $H^k(\mathbb{R}^2; \mathbb{C}^2)$ is the space of $\mathbb{C}^2$ valued functions with square integrable derivatives of order up to $k$. Since $V$ is smooth and compactly supported, we obtain that $VG$ is a compact operator from $H^k(\mathbb{R}^2; \mathbb{C}^2)$ to itself for any $k \geq 0$.

The above equation thus admits a unique solution provided $-1$ is not an eigenvalue of $VG$ (in any $H^k(\mathbb{R}^2; \mathbb{C}^2)$). The complement of the latter condition is then equivalent to the existence of a normalized (in $L^2(\mathbb{R}^2; \mathbb{C}^2)$) solution of the problem

$$(H + V - E)\psi = 0. \hspace{1cm} (19)$$

While solutions of (19) for Schrödinger and Dirac (with constant mass term) operators $H$ are known not to exist for $E$ in the continuous spectrum of $H$ when $V$ is compactly supported, see for instance [46] and [47, Theorem XIII.58], the confinement afforded by the domain may in fact generate such point spectrum. We revisit the question in section 6.3, where we show the presence of localized modes for certain choices of $V$ which are compactly supported in $x$.

When $-1$ is not in the spectrum of the compact operator $VG$, we apply the Fredholm alternative to (18) and formally define

$$\rho = -(I + VG)^{-1}V\psi_{\text{in}}. \hspace{1cm} (20)$$
Since \( V\psi_{\text{in}} \) is smooth and supported on the support of \( V \), we obtain that \( \rho \) is itself smooth and compactly supported and therefore an element in \( C^\infty_c(\mathbb{R}^2; \mathbb{C}^2) \).

We now show that \(-1\) may be in the spectrum of \( VG \) only for discrete values of \( E \) when \( V \) is compactly supported (exponential decay being sufficient). Indeed, following the proof in, e.g., [18, Theorem XI.45], \( E \to VG \) is analytic in the vicinity \( \mathcal{V} \) of any interval \([E_1, E_2] \subset \mathbb{R}\) such that \( \{2n; \ n \in \mathbb{N}\} \cap [E_1, E_2^2] = \emptyset \). Since \( H + V \) is self-adjoint, \(-1\) cannot be an eigenvalue of \( VG \) as soon as \( E \in \mathcal{V} \) is not purely real. The analytic Fredholm theory [19, Theorem VI.14] then states that \(-1\) is an eigenvalue of \( VG \) only for discrete (real) values of \( E \). For the rest of the paper, we assume that \( E \) does not belong to any of these discrete sets or to \( \{\sqrt{2n}; \ n \in \mathbb{N}\} \).

**Basis expansion of the density \( \rho \).** In the following derivation, we denote

\[
\rho(x, y) = \sum_{i,n} \rho_{i,n} P_i(x) \varphi_n(y), \tag{21}
\]

where \( P_i \) denotes the \( i \)-th Legendre polynomial and \( \varphi_n \) denotes \( n \)-th order Hermite functions, while \( \rho_{i,n} \in \mathbb{C}^2 \) are the corresponding generalized Fourier coefficients. The generalized eigenfunction solution of \((H+V−E)\psi=0\) is then given by \( \psi = \psi_{\text{in}} + G\rho \).

From the expression (14) for the Dirac Green’s function, we observe that the integral operator in (17) involves explicit integrals given by

\[
\int G(x, y; x_0, y_0) \begin{pmatrix} \varphi_n(y_0) \\ 0 \end{pmatrix} dy_0 = \begin{pmatrix} 
\frac{1}{2}(i \text{sign}(x-x_0) - \frac{E}{\theta_{n+1}}) e^{\theta_{n+1}|x-x_0|} \varphi_n(y) \\
-\frac{\sqrt{2n+2}}{2\theta_{n+1}} e^{\theta_{n+1}|x-x_0|} \varphi_{n+1}(y)
\end{pmatrix}, \tag{22}
\]

\[
\int G(x, y; x_0, y_0) \begin{pmatrix} 0 \\ \varphi_n(y_0) \end{pmatrix} dy_0 = \begin{pmatrix} 
-\frac{\sqrt{2n}}{2\theta_n} e^{\theta_n|x-x_0|} \varphi_{n-1}(y) \\
\frac{1}{2}(-i \text{sign}(x-x_0) - \frac{E}{\theta_n}) e^{\theta_n|x-x_0|} \varphi_n(y)
\end{pmatrix}. \tag{23}
\]

We may then compute \( \psi_{\text{out}} \) from \( \rho \) using (16). Outside of the support of \( \rho \), we observe that the approximation of \( \psi_{\text{out}} \) decays exponentially as \(|y|\) increases and is a sum of propagating modes that oscillate in the \( x \)-variable along the interface \( y \equiv 0 \) and of evanescent modes that decay exponentially away from the support of \( \rho \).

### 3 Numerical preliminaries

#### 3.1 Global discretization

In order to obtain a numerical approximation of the density \( \rho \), we truncate the expansion of \( \rho \) in (21), keeping a finite number of coefficients. In the following, we denote the solution of this truncated system by \( \hat{\rho} \). Additionally, we denote the finite product space consisting of products of linear combinations of the first \( n_x-1 \) Legendre polynomials in \( x \) with linear combinations of the first \( n_y \) Hermite functions in \( y \) by \( \mathcal{V}_{n_x,n_y} \). In particular, \( \mathcal{V}_{n_x,n_y} = \mathcal{P}_{n_x} \otimes (\Phi_{n_y} + \Phi_{n_y}) \), where \( \mathcal{P}_{n_x} \) denotes the span of the first \( n_x \) Legendre polynomials in \( x \), and \( \Phi_{n_y} \) denotes the span of the first \( n_y \) Hermite functions in \( y \). In the sequel we use \( \mathcal{V} \) for short. Empirically, we observe that in this basis the solution of the projected system converges spectrally (super-algebraically) in \( n_x \) and \( n_y \) to the
solution of the original system, given sufficient regularity of the potential $V$. Interested readers can refer to [50] for applicable theorems on convergence.

Clearly, there are two linear operators in (17) which must be truncated and whose action must be computed numerically: integration with $G$ and multiplication of $V$.

- **Kernel integration with $G$.** The integration with respect to $y_0$ is analytically available, given by equations (22) and (23). In the $x$ direction, the integrands have a singularity in their derivatives when $x_0 = x$. Thus, using the $n_x$ point quadrature rule for Legendre polynomials (i.e. the $n_x$ Gauss-Legendre quadrature rule) leads to slow convergence of the integral over the support of $V$ in $x$, which we denote by $[x_L, x_R]$. To circumvent this issue, for any fixed $x \in [x_L, x_R]$, we divide the interval $[x_L, x_R]$ into two subintervals $[x_L, x]$ and $[x, x_R]$. On both intervals, the integrand is smooth and we can apply standard smooth quadrature rules to compute the integral of the Green’s function (after integrating over $y_0$ analytically) against the basis functions (i.e. suitably rescaled, shifted, and dilated Legendre polynomials). Furthermore, we observe that by choosing the values of $x$ at which to evaluate the integrals as the nodes of the $n_x$-point Gauss-Legendre quadrature rule, the map from values at these nodes to the coefficients in an $n_x$-th order Legendre expansion is invertible and stable. We let $\hat{G}$ denote the $2n_x n_y \times 2n_x n_y$ square matrix obtained by discretizing the application of the Green’s function in this way.

- **Multiplication by $V$.** We recall that by assumption, $V$ is smooth and compactly supported in both the $x$ and $y$ directions. Evidently, pointwise multiplication by $V$ is a linear operator, and in the orthonormal basis $\mathcal{V}$, has matrix entries given by $(\mathcal{V}_i, V \mathcal{V}_j)_{x,y}$, where $\mathcal{V}_i$ and $\mathcal{V}_j$ are two basis functions from $\mathcal{V}$. To compute it, we first evaluate $\mathcal{V}_j$ on a tensor product of Legendre and Hermite quadrature nodes. The orders of these quadrature rules should be large than $n_x$ and $n_y$, respectively. Indeed, using standard estimates from approximation theory it is possible to derive explicit upper bounds for the oversampling required as a function of the smoothness and support of $V$. In practice, we observe that for most of the examples considered here, increasing the integration orders by no more than 20 suffices, though obviously this would need to be increased for rougher $V$’s. One then computes the product of $\mathcal{V}_i$, $\mathcal{V}_j$, and $V$, at these nodes and sums against the quadrature weights. This process generates a $2n_x n_y \times 2n_x n_y$ square matrix $\hat{V}$ which encodes this transformation.

In addition to the previously defined $\hat{G}$ and $\hat{V}$, we denote $\Pi_V$ as the quadrature projection to the product basis $\mathcal{V}$. Using these matrices, the discretization of our integral formulation is given by

$$(I + \hat{V} \hat{G})\hat{\rho} = -\hat{V} \Pi_V \psi_{in}.$$ 

The last step in computing the generalized eigenfunctions is to recover $\psi_{out}$ from the integral representation (16). The eigenfunction $\psi$ is given by

$$\psi(x, y) = \psi_{in}(x, y) + \int G(x, y; x_0, y_0) \hat{\rho}(x_0, y_0) dx_0 dy_0. \tag{24}$$
It is worth emphasizing that after the computation of \( \rho \) we are not restricted to evaluate \( \psi_{\text{out}} \) only within the support of \( V \). Indeed, again using the integral representation \([16]\), \( \psi_{\text{out}} \) can be computed directly by numerically evaluating \( \int G(x, y; x_0, y_0) \rho(x_0, y_0) dx_0 dy_0 \) at any point \((x, y)\). The discretization of this integral is similar to the one employed in the construction of \( \hat{G} \), i.e., in the \( x \) direction, we can split the domain of integration, if necessary, at \( x_0 = x \), while in the \( y \) direction, \([22]\), \([23]\) give analytic expressions for the integrals.

3.2 Computing eigenfunctions by merging TR matrices

In this section, we use the transmission reflection (TR) matrix formalism (see \([30]\) and the references therein, for example) to solve the integral equation \((17)\) on large domains.

We begin by defining the TR matrices. To that end, first suppose that \( V \) is compactly supported in the \( x \) direction on the interval \([x_L, x_R]\) and \( \psi \) is the eigenfunction of \( H - E + V \) given some incoming condition. We decompose \( \psi \) as

\[
\psi(x, y) = \sum_{m \in M} \alpha_m(x) \phi_m(y),
\]

(25)

with \( \alpha_m(x) = (\phi_m(y), \psi(x, y)) \) proportional to \( e^{i \xi_m x} \) outside of the support of \( V \) and \( \phi_m \) defined in \([7]\). In this way, instead of mapping the incoming field to the outgoing field in the far field, we consider the linear map right at the boundary of \([x_L, x_R]\). The incoming condition is then the coefficients of the right traveling modes \( \phi_m (\epsilon_m > 0) \) at left boundary and the left traveling modes \( \phi_m (\epsilon_m < 0) \) at the right boundary, namely \( \alpha_+(x_L) \) and \( \alpha_-(x_R) \). The outgoing solution consists of the coefficients of the left traveling modes \( \phi_m (\epsilon_m < 0) \), at left boundary and the right traveling modes \( \phi_m (\epsilon_m > 0) \) at right boundary, namely \( \alpha_- (x_L) \) and \( \alpha_+ (x_R) \). In summary, the TR matrix for \( V \) restricted to the interval \([x_L, x_R]\), denoted by \( M \), can be defined as,

\[
\begin{pmatrix}
\alpha_- (x_L) \\
\alpha_+ (x_R)
\end{pmatrix}
= \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix}
\begin{pmatrix}
\alpha_- (x_R) \\
\alpha_+ (x_L)
\end{pmatrix}.
\]

(26)

In numerical computation, if we restrict the density \( \rho \) to \( \Phi_{n_y} \) in the \( y \) direction, in which case the TR matrix is a \((2n_y - 1) \times (2n_y - 1)\) matrix. \( M_{11} (M_{22}) \) denotes the left (right) transmission coefficients, and \( M_{21} (M_{12}) \) denotes the left (right) reflection coefficients.

Merging Two TR Matrices

It is of particular interest in physics to consider the case when there is an elongated perturbation near the interface. The TR matrix in this case will depend on the length of interface, \( l \), in the \( x \) direction. Obtaining the TR matrix requires solving for the total field \( \psi \) for each of the \( 2n_y - 1 \) independent modes as incoming conditions. When solving \( \psi \), if the support of \( V \) in the \( x \) direction is large, accurate computation of \( \rho \) requires very high order quadrature rules in the \( x \) direction in order to resolve the local structure of \( V \) and \( \rho \) in a relatively long interval. Clearly, a naive implementation then leads to a significant computational cost (both in time and memory), as well as possible numerical instabilities. To avoid this, we break the problem up into small intervals or leaves in the \( x \) direction and compute the TR matrices of these
sub-problems. It is then possible to merge two TR matrices for adjacent intervals to obtain a TR matrix for their union. We can continue merging in this way until the TR matrix for the entire domain is obtained.

To that end, let \( L \) and \( R \) denote the TR matrices of two adjacent intervals in the \( x \) direction, \( I_L \) and \( I_R \), respectively. Then the TR matrix for \( I_L \cup I_R \) is

\[
\begin{pmatrix}
L_{11}(I - R_{12}L_{21})^{-1}R_{11} & L_{11}(I - R_{12}L_{21})^{-1}R_{12}L_{22} + L_{12} \\
R_{22}(I - L_{21}R_{12})^{-1}L_{21}R_{11} + R_{21} & R_{22}(I - L_{21}R_{12})^{-1}L_{22}
\end{pmatrix}
\] (27)

Furthermore, given incoming waves at the left and right boundary, we can also calculate the Fourier coefficient at the intersection of two merging intervals. Specifically, the intersection coefficient matrix \( M \) is defined by,

\[
\begin{pmatrix}
\alpha_{-}^{-, M} \\
\alpha_{+}^{-, M}
\end{pmatrix} =
\begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}
\begin{pmatrix}
\alpha_{-}^{-, R} \\
\alpha_{+}^{-, R}
\end{pmatrix},
\] (28)

where \( \begin{pmatrix}
\alpha_{-}^{-, M} \\
\alpha_{+}^{-, M}
\end{pmatrix} \) denotes the Fourier coefficient projected to unperturbed eigenfunction basis \( \{\phi_m\} \) at the intersection. \( M \) can be directly calculate by,

\[
M =
\begin{pmatrix}
(I - R_{12}L_{21})^{-1}R_{11} & (I - R_{12}L_{21})^{-1}R_{12}L_{22} \\
(I - L_{21}R_{12})^{-1}L_{21}R_{11} & (I - L_{21}R_{12})^{-1}L_{22}
\end{pmatrix}
\] (29)

**Binary merging and recovering the eigenfunctions inside the material** Merging TR matrices is independent of interval position and length, so for a general partition of a single interval we can compute the TR matrix first for each leaf by Alg.1 and merge them. Here we apply a binary merging strategy. To be more precise, we first partition the whole interval into \( 2^L \) leaves \( \{I_i\}_{i=1:2^L} \) of equal length. Here \( L \) denotes the total number of levels. We compute the TR matrices on each interval \( I_i \) and merge two adjacent intervals \( I_2k - 1 \) and \( I_2k \) where \( k = 1 \cdots 2^L - 1 \). We continue this merging \( L \) times (i.e. at each level) until we have the TR matrix for the whole interval. When merging two adjacent intervals, the TR matrix reflects the outgoing waves as a linear transform of incoming waves. The intersection coefficient matrix then reveals the Fourier coefficient \( \alpha \) at intersection is a linear function of incoming waves at the boundaries. In this way, after merging all the intervals, we can recover \( \alpha \) from the last level of merging back to the first level. The full algorithm is summarized in Alg.2. An illustration of the algorithm is given by Fig.4 where, for concreteness, we compute the TR matrix of \([0, 8]\).

### 4 The algorithm

In this section we summarize our algorithms for computing generalized eigenfunctions for compact smooth perturbations of Dirac equations with linear domain walls. The first algorithm (Alg.1) computes the density and eigenfunction in a single slab without merging. As input, it takes in a perturbation \( V \) (a compactly supported smooth, \( 2 \times 2 \) Hermitian matrix-valued function), an interval \([x_l, x_R]\) containing the support of
$V$ in the $x$-direction, an integer $n_y$ giving the order of the Hermite expansion to be used, an integer $n_x$ giving the order of the Legendre expansion to be used. It also requires as input two vectors $(\alpha_+, \alpha_-) \in \mathbb{C}^{n_y-1} \times \mathbb{C}^{n_y}$ corresponding to the amplitudes of the incoming waves. As output it returns a tensor-product (piecewise) Legendre - Hermite approximation to the density $\rho$ and outgoing amplitudes $\alpha_-(x_L)$ and $\alpha_+(x_R)$.

**Algorithm 1** Computing density and eigenfunction in a single slab (leaf)

**Require:** Potential Field $V$; Interval of $V$ that is compactly supported $I = [x_L, x_R]$; Level of binary merging $L$; Incoming wave condition $\alpha_+(x_L)$ and $\alpha_-(x_R)$; discretization configuration $(n_x, n_y)$.

**Ensure:** Density $\hat{\rho} = \hat{\rho}^{n_x, n_y}$ and eigenfunction $\hat{\psi}$ given incoming condition; outgoing wave $\alpha_-(x_L)$ and $\alpha_+(x_R)$.

1. Construct $\hat{V}$ and $\hat{G}$ projected to $n_x$ Legendre polynomials and $n_y$ Hermite functions.
2. Compute $\Pi_V \hat{\psi}_{\text{in}}$ with $\alpha_-(x_L)$ and $\alpha_+(x_R)$.
3. Solve $\hat{\rho} = -(I + \hat{V} \hat{G})^{-1} \hat{V} \Pi_V \hat{\psi}_{\text{in}}$.
4. Recover $\hat{\psi}$ by $\hat{\psi}(x, y) = \psi_{\text{in}}(x, y) + \int G(x, y; x_0, y_0) \hat{\rho}(x_0, y_0) dx_0 dy_0$.*
5. Extract $\alpha_-(x_L)$ by $\alpha_{n,-}(x_L) = \int \phi_{n,-}(y) G(x_L, y; x_0, y_0) \hat{\rho}(x_0, y_0) dx_0 dy_0 dy_0$.*
6. Extract $\alpha_+(x_R)$ by $\alpha_{n,+}(x_R) = \int \phi_{n,+}(y) G(x_R, y; x_0, y_0) \hat{\rho}(x_0, y_0) dx_0 dy_0 dy_0$.*

* $(I + \hat{V} \hat{G})^{-1}$ can be re-used when constructing TR matrix.

* optional step

The second algorithm (Alg. 2) describes the hierarchical merging that compute generalized eigenfunctions efficiently. In addition to inputs that are required by Alg. 1, we used $L$ to specify the total level of merging.
Algorithm 2 Computing eigenfunctions in a slab with potential $V$

Require: Potential Field $V$; Interval of $V$ that is compacted supported $I = [x_L, x_R]$; Level of binary merging $L$; Incoming wave condition $\alpha_+(x_L)$ and $\alpha_-(x_R)$.

Ensure: TR matrix of interval $I$, $M_I$; eigenfunctions given incoming wave, $\alpha$.

1: Partition $I$ to be $2^L$ intervals. Denote the intervals as $\{I_k\}$, $k = 1, 2, \cdots, 2^L$ and the grid points as $x_k$, $k = 0, 1, \cdots, 2^L$.
2: for $k$ in $1, \cdots, 2^L$ do
3: \hspace{1em} Compute TR matrix $M_{0,k}$ with potential field $V$ limited on interval $I_k$ by Alg.1
4: end for
5: for $l$ in $1 \to L$ do
6: \hspace{1em} for $k$ in $1 \to 2^{(L-l)}$ do
7: \hspace{2em} Merge $M_{l,2k-1}$ with $M_{l,2k}$:
8: \hspace{2em} Calculate the TR matrix $M_{l+1,k}$ for $[x_{(k-1)2^l}, x_{k2^l}]$ from (27)
9: \hspace{2em} Calculate intersection coefficient matrix $M_{l+1,k}$ at $x_{k2^l-2^{l-1}}$ from (29).
10: end for
11: end for
12: for $l$ in $L \to 1$ do
13: \hspace{1em} for $k$ in $1, \cdots, 2^{(L-l)}$ do
14: \hspace{2em} \((\alpha_-(x_{(2k-1)2^{l-1}}), \alpha_+(x_{(2k-1)2^{l-1}})) = M_{l+1,k} \left( \begin{array}{c} \alpha_-(x_{k2^l}) \\ \alpha_+(x_{(k-1)2^l}) \end{array} \right) \)
15: end for
16: end for
17: for $k$ in $1, \cdots, 2^L$ do
18: \hspace{1em} Recover $\rho|_{[x_{k-1}, x_k]}$ by $\alpha_+(x_{k-1})$ and $\alpha_-(x_k)$ via Alg.1
19: end for

"optional step, we can then compute values of $\psi_{out}$ at any point by [10]."

Remark 4.1 For ease of exposition, here we have restricted our attention to uniform leaf size. The method described above generalizes naturally to the non-uniform case, in which the leaf size is chosen to depend on the local smoothness of $V$. Moreover, it can also be easily extended to the fully adaptive case in which, after a coarse solve, leaves are refined adaptively until the solution $\rho$ is fully resolved. See [51] for a description of this approach in the context of ODE solvers.

5 Numerical results

Numerical solution in one interval. As a first example, we consider a single interval with potential $V = V_1 \chi_I$ where

\[ V_1 = \exp \left(-y^2\right) y \cos \left((\xi_{0,-1} - \xi_{1,1}) x\right), \tag{30} \]

and it is supported on $I = [-1, 1]$. For the incoming field we choose $\psi_{in} = e^{i\xi_{0,-1}x} \phi_{0,-1}(y)$. It is a left traveling plane wave in $x$ direction. We compute $\rho$ via Alg.1 with $n_x = 20$.
and $n_y = 108$ (we will justify the accuracy in the following paragraph). In Fig.5 we recover the generalized eigenfunction obtained via the formula (24).

Looking at Fig.5, we note that our integral formulation preserves the plane wave structure outside the support of $V$, i.e. the interval $I$. Moreover, in comparing the plot of $\psi_1$ with $\psi_2$, one can clearly observe the difference in wavelength. This is expected, since the $(0, -1)$ mode vanishes in the first entry of $\psi$ and hence the dominant wavelength in $\psi_2$ is $\frac{2\pi}{\sqrt{E^2 - 2}} \approx 5.64$ and the dominant wavelength in $\psi_1$ is $\frac{2\pi}{E} \approx 3.49$.

**Verification of spectral convergence.** Next, we discuss the results of a self-convergence study to verify the spectral convergence in computing $\rho$ by Alg.1. In Fig.6 we show the error between the reference solution and the solutions with different discretization orders ($n_x$ or $n_y$). The error in our experiment is an approximated $L_2$ relative error. Recalling definition of $\rho_{i,n}$ in (21), we denote $\hat{\rho}_{i,n}^{n_x,n_y} = (P_i \phi_n, \hat{\rho}^{n_x,n_y})_{x,y}$, where $\hat{\rho}^{n_x,n_y}$ is the numerical solution computed in Alg.1 on the product space of $n_x$ Legendre polynomial and $n_y$. 

Figure 4: An Illustration of Merging/Recovering Algorithm
Figure 5: Solution $\psi = \psi_{\text{in}} + \psi_{\text{out}}$
Hermite basis. Then the error in the convergence study is defined as,

\[ e_{n_x,n_y} = \sqrt{\frac{\sum_{i,n} \left( \rho_{in}^{n_x,n_y} - \rho_{in}^{n_x',n_y'} \right)^2}{\sum_{i,n} (\rho_{in}^{n_x,n_y})^2}}, \]

(31)

where \(\rho^{n_x,n_y}_{in}\) is the solution computed from finer discretization, which is considered as ground truth. In our study, we take \(n_x' = 16, n_y' = 300\) on the interval \(I = [0, 100/1024]\).

Clearly, \(\hat{\rho}\) converges to around machine precision \((10^{-15})\) when \(n_x \geq 10\). We remark that the convergence with respect to \(n_x\) is significantly faster than the convergence with respect to \(n_y\), since we are considering a relatively thin leaf in the \(x\) direction, so the decay of coefficients is faster in the \(x\) direction. In Fig.6(b), in addition to the error, we also plot the norm of the Fourier coefficients of the corresponding Hermite function basis. Clearly the error decays at a similar rate to the ground truth coefficients.

![Figure 6: Convergence of \(\rho\)](image)

(a) Convergence with respect to \(n_x\), i.e. \(e_{n_x,n_y'}\) versus \(n_x\)
(b) Convergence with respect to \(n_y\), i.e. \(e_{n_x',n_y}\) versus \(n_y\)

**Convergence of scattering matrices by Alg.2** Now we are going to investigate the error of computing scattering matrix by by Alg.2. We consider \(V = V_1\chi_I\), see (30), on the interval \(I = [-1, 1]\) and \(E = 1.8\). The the scattering matrix under consideration is a 3 \(\times\) 3 square matrix representing the incoming/outgoing coefficients between \((0,-1)\), \((1,1)\) and \((1,-1)\) mode. We apply Alg.2 with \(n_x' = 30, n_y' = 200\) and \(L = 0\) to generate ground truth scattering matrix matrix. In Fig.7 we show the Frobenius norm of error in computing scattering matrix with various \(n_x\) and \(n_y\) configuration and different levels of merging.

In Fig.7 we compare the performance of our merging algorithm, Alg.2 with direct solving on the whole interval, Alg.1. We the claim that the leaf-and-merge algorithm is very efficient and accurate in computing eigenfunctions in a long slab. This is because, we can divide the slab to arbitrary small pieces. For each piece, the discretization in \(x\) direction only takes few modes (6, see dashed line in Fig.7(a)). Meanwhile the overall
accuracy is high as the merge/recover procedure is purely algebraic and its error comes from roundoff in the computation procedure (see difference of dashed and solid line when \( n_x \) or \( n_y \) is sufficiently large in Fig.7(a) and Fig.7(b)). In Fig.7(c), compare the outcome of the algorithm with different overall level configuration while keeping \( n_x = 6 \) to be the same in each leaf.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7}
\caption{Convergence of scattering matrix with Alg.2, error measured by Frobenius norm}
\end{figure}

6 Applications to conductivity and scattering matrix computations

This section presents three applications for the above algorithm. Firstly, in section 6.1, we derive an expression for the conductivity \( \sigma_t \) in (4) in terms of generalized eigenfunctions of the perturbed system \((H + V - E)\psi = 0\) and show that it is indeed quantized and equal to \(-1\) with high accuracy independent of the energy range described by \( \varphi'(E) \) and of the perturbation \( V \).

In a second application, described in section 6.2, we study the far-field scattering matrix associated with the generalized eigenvectors of \((H + V - E)\psi = 0\) in the presence of a compactly supported perturbation \( V \). We derive the relationship between scattering matrix and conductivity in (40). We also investigate how the scattering matrix is related to length of the slab.

Lastly, in section 6.3, we present a special case that \( V \mathcal{G} \) has an eigenvalue equal to \(-1\). In such situation, the corresponding eigenfunction \( \rho_{loc} \) recovers an eigenfunction of \( H + V - E \), namely \( \psi_{loc} \), that vanishes outside the support of \( V \) in \( x \) direction.

6.1 Asymmetric transport conductivity

Current conservation. Before presenting and computing the line conductivity modeling asymmetric transport, we consider the related notion of current conservation.

For \( \psi(x, y) \) a generalized eigenfunction of the problem \((H + V - E)\psi = 0\) (including both incoming and outgoing components), we define the current as

\[
\tilde{j}_{\psi}(x) = (\psi(x, \cdot), \sigma_3 \psi(x, \cdot)) y,
\]
where we recall that \((\cdot, \cdot)_y\) is the standard inner product on \(L^2(\mathbb{R}_y; \mathbb{C}^2)\).

For a (non-local) Hermitian perturbation \(V\) that only couples propagating modes, it was shown in [13] that the current \(\tilde{j}_\psi(x)\) was conserved, i.e., independent of \(x \in \mathbb{R}\). We now generalize this current conservation to local (pointwise-multiplication) Hermitian perturbations \(V\).

First we decompose \(\psi\) as,

\[
\psi(x, y) = \sum_{m \in M} \beta_m(x) \psi_m(x, y),
\]

with \(\alpha_m(x) = \beta_m(x) e^{i \xi_m x}\) in (25) so that \(\beta_m(x)\) is constant when \(V = 0\). For \(M \ni m = (n, \epsilon_m)\) and \(M \ni q = (p, \epsilon_q)\), we observe that

\[
(\psi_m, \sigma_3 \psi_q)_y = e^{i \xi_m x} e^{i \xi_q x} (\phi_m, \sigma_3 \phi_q)_y.
\]

When \(n \neq p\), then \((\psi_m, \sigma_3 \psi_q)_y = 0\) by orthogonality of the Hermite functions \(\varphi_n\). When \(n = p\), then

\[
(\psi_m, \sigma_3 \psi_q)_y = e^{i \xi_m x} e^{i \xi_q x} c_m c_q (2n - (E - \xi_m)(E - \xi_q)).
\]

For propagating modes, \(\xi_m \in \mathbb{R}\) so that (33) vanishes when \(\xi_m = -\xi_q\) while for \(\xi_m = \xi_q\),

\[
(\psi_m, \sigma_3 \psi_m)_y = \frac{2n - (E - \xi_m)^2}{2n + (E - \xi_m)^2} = \frac{\xi_m}{E} \neq 0.
\]

For evanescent mode \(i \xi_m \in \mathbb{R}\), then (35) vanishes when \(\xi_m = \xi_q\). When \(\xi_m = -\xi_q\), we find that \(e^{i \xi_m x} e^{i \xi_q x} = 1\), and hence,

\[
(\psi_m, \sigma_3 \psi_q)_y = \frac{2n - E^2 - i \epsilon_m E \sqrt{2n - E^2}}{2n} \neq 0.
\]

Here we used

\[
2n - (E + \xi_m)^2 = 2(2n - E^2 - \xi_m E), \quad c_m^{-2} = c_q^{-2} = 2n + |E - \xi_m|^2 = 4n = (\epsilon_m c_q)^{-1}.
\]

Define \(\widehat{m} = \left\{ \begin{array}{ll} m & \xi_m \in \mathbb{R} \\ -m & i \xi_m \in \mathbb{R} \end{array} \right\}\). Then from the above, \((\psi_m, \sigma_3 \psi_{m'})_y\) is a nonzero constant independent of \(x\) when \(m' = \widehat{m}\) while it vanishes otherwise. We observe that

\[
D_x(\psi, \sigma_3 \psi)_y = D_x(\sum_{m, m'} (\beta_{m'} \psi_{m'}, \sigma_3 \beta_m \psi_m)_y) = \sum_m D_x(\overline{\beta_{\widehat{m}}} \beta_m)(\psi_{\widehat{m}}, \sigma_3 \psi_m)_y.
\]

Substituting (33) in \((H + V - E)\psi = 0\) yields

\[
\sum_{m'} (D_x \beta_{m'}) \sigma_3 \psi_{m'} + \beta_m V \psi_m = 0.
\]

Multiplying the above by \(\overline{\beta_{\widehat{m}}} \psi_{\widehat{m}}\) and integrating over \(y\) yields

\[
\overline{\beta_{\widehat{m}}} D_x \beta_{\widehat{m}} = -\overline{(\beta_{\widehat{m}} \psi_{\widehat{m}}, V \sum_{m'} \beta_{m'} \psi_{m'})}_y.
\]
Similarly, taking the conjugate of (37) and multiplying by $\beta_m \psi_m$, we observe

$$\beta_m \overline{D_x \beta_m} = -(V \sum_{m'} \beta_{m'} \psi_{m'} \beta_m \psi_m)_y.$$  

Using (36), we finally obtain

$$D_x(\psi, \sigma_3 \psi)_y = (V \sum_{m'} \beta_{m'} \psi_{m'}, \sum_m \beta_m \psi_m)_y - (\sum_m \beta_m \psi_m, V \sum_{m'} \beta_{m'} \psi_{m'})_y$$

$$= (V \sum_{m'} \beta_{m'} \psi_{m'}, \sum_m \beta_m \psi_m)_y - (\sum_m \beta_m \psi_m, V \sum_{m'} \beta_{m'} \psi_{m'})_y = 0.$$  

The last identity holds since $V$ is Hermitian. This concludes our derivation that $\tilde{j}_\psi(x)$ is independent of $x$ and hence current is conserved.

**Numerical verification of current conservation.** As an example, we consider the potential $V = V_1 x I$ in (30), with support in $I = [0, 100]$. We use 10 levels in Alg.2 ($L = 10$) to compute the eigenfunctions of the slab with $n_x = 12$ and $n_y = 100$ in each leaf. In the convergence study in (Fig.7), empirically we saw that for these parameters, the error in a leaf of a corresponding size (length $\approx 0.1$) was almost machine precision. Since the merging algorithm is purely algebraic, we expect similar errors (up to accumulated rounding errors) in the computation of the final TR matrix and the subsequent solution of $\rho$.

As an example, we consider the case where the energy $E$ is 1.8. Since for this value $2 < E^2 < 4$, $\xi_m$ is real-valued for three modes $\psi \equiv \psi^V_m = \psi_{m,in} + \psi_{m,out}$ solution of $(H + V - E)\psi^V_m = 0$ corresponding to $m = (0, -1), m = (1, 1),$ and $m = (1, -1)$. Fig.8 shows the variations in the current about their average $\tilde{j}_\psi(x) - \bar{j}_\psi(x)$ for each of these propagating modes. We observe that current is indeed preserved up to numerical errors of order $10^{-13}$.

The average values of the currents corresponding to (a), (b), and (c) in the figure are given approximately by $4.6610^{-3}, 3.0610^{-6},$ and $-0.62$, respectively. These numbers may be explained as follows. The current of mode $(1, -1)$ is close to the value it would have when $V_1 = 0$ since this mode is only moderately affected by the potential $V_1$. Since the latter has oscillations in the $x$ variable that concentrate near $\xi_{(0,-1)} - \xi_{(1,1)}$, it effectively couples the modes $(0, -1)$ and $(1, 1)$. As a result, significant backscattering occurs and the resulting currents associated to modes $(0, -1)$ and $(1, 1)$ are correspondingly smaller. See discussion in the subsequent section 6.2 for additional detail on transmission and reflection coefficients.

**Computation of line conductivity.** The interface conductivity $\sigma_I$ introduced in (4) is a physical observable that models asymmetric transport along the interface $y \sim 0$. Observing current for modes at energy $E$ and at the interface point $x_0$, we consider the specific conductivity

$$2\pi \sigma_I(E, x_0) = \text{Tr} \ 2\pi i [H_V, P] \chi'(H_V)$$  

with $P' = \delta(x - x_0)$ and $\chi'(H) = \delta(H - E)$ formally. Computations of general conductivities as in (4) may be obtained as a superposition of such conductivities $2\pi \sigma_I(E, x_0)$.  
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In the unperturbed case with $V = 0$, the generalized eigenfunctions of $H$ are given by $\psi_m(x; \xi) = e^{ix\xi} \tilde{\phi}_m(\xi)$ in (7). Then $\chi'(H)$ can be represented spectrally by

$$\chi'(H) = \mathcal{F}^{-1}(\chi'(\hat{H}(\xi))) = \sum_m \mathcal{F}^{-1}(\chi'(E_m(\xi)))\Pi_m(\xi)\mathcal{F},$$

with $\mathcal{F}$ Fourier transform in the first variable and $\Pi_m(\xi) = \phi_m(\xi) \otimes \phi_m(\xi)$ the rank-one projector for the $m$th branch at wavenumber $\xi$ corresponding to an energy $E_m(\xi) = \epsilon_m \sqrt{\xi^2 + 2n}$. With this, the Schwartz kernel of the operator $\chi'(H)$ is given by

$$K_{\chi'(H)}(x, x') = \sum_m \int_{\mathbb{R}} \frac{d\xi}{2\pi} \chi'(E_m(\xi))\psi_m(x; \xi) \otimes \psi_m(x'; \xi).$$

For the Dirac equation, $i[H, P] = P'(x)\sigma_3$, so that for $\chi'(H) = \delta(H - E)$,

$$\text{Tr} \ 2\pi i[H, P]\chi'(H) = \sum_m \int_{\mathbb{R}} d\xi \chi'(E_m(\xi))\left(\psi_m(x_0; \xi), \sigma_3\psi_m(x_0; \xi)\right)_y = \sum_m \left| \frac{\partial\psi_m}{\partial E}\right| \left(\psi_m(x_0; \xi_m), \sigma_3\psi_m(x_0; \xi_m)\right)_y,$$

where we have defined the points $\xi_m$ such that $E_m(\xi_m) = E$. They are given by $\xi_m = \epsilon_m \sqrt{E^2 - 2n}$ and are real-valued as the above sum over $m$ involves only propagating modes since $(\phi_m, \sigma_3\phi_m) = 0$ for evanescent modes. Here we have implicitly used the results obtained in, e.g., [9, 34] that the trace in (38) may be computed as the integral along the diagonal of the Schwartz kernel of the operator $2\pi i[H_V, P]\chi'(H_V)$.

Now, when $V \neq 0$ is compactly supported, the Fourier transform may formally be replaced by a generalized Fourier transform, where on each branch, $e^{ix\xi} \tilde{\phi}_m(\xi)$ is replaced by $\psi_m^V(x; \xi)$; see [52] for similar completeness results for the Schrödinger equation.

Here, $\psi_m^V(x; \xi_m)$ is the solution in the kernel of $H_V = E$ with incoming condition given by $e^{ix_0^V} \phi_m(\xi_m)$ for $\xi_m$ solving $E = E_m(\xi)$, i.e. $\xi_m = \epsilon_m \sqrt{E^2 - 2n}$.

We thus formally obtain the following expression for the conductivity:

$$2\pi \sigma_I = \sum_m \left| \frac{\partial\psi_m}{\partial E}\right| \left(\psi_m^V(x_0; \xi_m), \sigma_3\psi_m^V(x_0; \xi_m)\right)_y \left| \frac{\partial\xi_m}{\partial E}\right| = \frac{E}{\sqrt{E^2 - 2n}}. \quad (39)$$

Figure 8: Spatial fluctuations of the currents $\tilde{j}_\psi(x) - \tilde{j}_\psi(\cdot)$ for different incoming condition, mean current $\tilde{j}_\psi(\cdot)$ is shown in the legend.
The above expression relates the conductivity describing asymmetric transport to the generalized eigenvectors that our algorithm may estimate robustly and accurately. For simplicity of presentation, we decompose the conductivity as follows

\[ 2\pi \sigma_I = \sum_m j_m(x), \quad j_m(x) := \left| \frac{\partial \xi_m}{\partial E} \right| \left( \psi_m(x, \cdot; \xi_m), \sigma_3 \psi_m(x, \cdot; \xi_m) \right)_y. \] (40)

Due to the current conservation shown above, \( j_m(x) \) is in fact independent of \( x \).

**Numerical Example: Conductivity dependence.** The computation of the conductivity for a given energy \( E \) involves all generalized eigenfunctions of the operator \( H + V - E \). We consider a potential that couples the propagating modes of the unperturbed system given by \( V = V_0 \chi_{[-1,1]} \), where

\[
V_0 = \exp(-y^2)y \cos(x(\xi_{(0,-1)} - \xi_{(1,1)})) + \exp(-y^2)y \cos(x(\xi_{(0,-1)} - \xi_{(1,-1)})) + \exp(-y^2) \cos(x(\xi_{(1,-1)} - \xi_{(1,1)})).
\] (41)

Note that in this construction, \( V_0 \) and hence \( V \) depend on \( E \) implicitly since the wavenumbers \( \xi_m \) also do. We then apply Alg.2 with four levels to calculate the generalized eigenfunctions \( \psi_V \) in the interval \([-1,1]\) with \( L = 4 \) level binary merging. In each leaf, we have \( n_x = 10, n_y = 100 \) to achieve sufficient accuracy. The conductivity is evaluated at \( x_0 = 0 \) and \( 2 < E^2 < 4 \) (\( E > 0 \)). Then we have two branches \( m = (0, -1) \) and \( m = (1, \pm 1) \) crossing \( E \) with the first branch crossing at \( \xi = -E \) and the second branch crossing at \( \xi_{1\pm} = \pm \sqrt{E^2 - 2} \).

In Fig.9, we show \( j_m \) defined in (40) for different energy levels and different scalings \( \lambda \) of the (energy dependent) potential (where the perturbation \( V \) is replaced by \( \lambda V \)). We observe that the individual terms in the sum (39) depend on \( E \) and \( V \). The change of the current of a particular eigenfunction given some fixed incoming waves is due to the change of scattering coefficients when varying \( E \) and \( V \). However, as a topological invariant, as expected \( \sum_m j_m \) is close to \(-1\) with high accuracy (13 correct digits in this example).

![Figure 9: Current and conductivity dependence on \( E \) and scale \( \lambda \) of \( V \) (currents of generalized eigenvectors of \( (H + \lambda V_0 \chi_{[-1,1]} - E) \)).](image)

We also consider the setting of a fixed energy \( E_0 = 1.8 \) with \( V_0 = V_0(E_0 = 1.8) \) in (41) with wavenumbers \( \xi_m = \xi_m(E_0) \). We present in Fig.10 the currents as a function
of $E$ close to $E_0$ and $\lambda$ associated to the generalized eigenvectors of $(H + \lambda V(E_0 = 1.8) - E)$. As above, we observe quantization of the line conductivity while its individual components (continuously) depend on the energy and potential fluctuations.

![Figure 10: Current and conductivity dependence on $E$ and scale $\lambda$ of $V$ (current of generalized eigenvectors of $(H + \lambda V_0(E_0 = 1.8) \chi_{[-1,1]} - E)$).](image)

### 6.2 Computation of far-field scattering matrices

**Line conductivity and scattering matrix.** Given a potential $V$ compactly supported on $I = [x_L, x_R]$ in the variable $x$, the far-field scattering matrix may be extracted from the computed TR matrix by only considering propagating modes. Note from (40) that $\sqrt{E/|\xi_m|} \psi_m$ carries normalized current equal to $\pm 1$.

For example, when $E = 1.8$, the scattering matrix is the $3 \times 3$ submatrix of the TR matrix related to the propagating modes $(0, -1), (1, 1)$ and $(1, -1)$.

In general, assuming $k$ propagating modes travelling right (with positive current) and $k+1$ modes travelling left (with negative current so that the sum of all currents is $2\pi \sigma_I = -1$), the scattering matrix $S$ is defined by,

$$S = \begin{pmatrix} R_+ & T_- \\ T_+ & R_- \end{pmatrix}$$

where $R_+$ is the $k \times (k + 1)$ matrix of reflection of the modes from left to left, $T_+$ the $(k + 1) \times (k + 1)$ transmission matrix of the same modes to the right (positive values of $y$), $R_-$ the $(k + 1) \times k$ matrix of reflection of the modes from right to right and $T_-$ the $k \times k$ matrix of transmission of those modes to the left. Then, from the definition of the TR matrix, we deduce that

$$
\begin{align*}
R_{+,pn} &= e^{ix_L \xi_{(n,1)} - ix_R \xi_{(p,-1)}} \sqrt{\frac{\xi_p}{\xi_n}} M_{(p,-1),(n,1)} \\
T_{+,pn} &= e^{ix_L \xi_{(n,1)} - ix_R \xi_{p+}} \sqrt{\frac{\xi_p}{\xi_n}} M_{(p,1),(n,1)} \\
R_{-,pn} &= e^{ix_L \xi_{(n,-1)} - ix_R \xi_{(p,1)}} \sqrt{\frac{\xi_p}{\xi_n}} M_{(p,1),(n,-1)} \\
T_{-,pn} &= e^{ix_L \xi_{(n,-1)} - ix_R \xi_{(p,-1)}} \sqrt{\frac{\xi_p}{\xi_n}} M_{(p,-1),(n,-1)}.
\end{align*}
$$
The scattering matrix is constrained by the quantization of the asymmetric transport \(2\pi\sigma_I = -1\). Substituting the decomposition (25), \(\psi = \sum_m \alpha_m \phi_m\) into the individual term of the conductivity in (40), we obtain

\[
j_m(x_0) = \frac{\partial \xi_m}{\partial E} \left| \sum_{q, q'} \alpha'_{q, m}(x_0) \alpha_{q'; m}(x_0)(\phi'_q, \sigma_3 \phi_q) \right|,
\]

here \(q = (p, \varepsilon_q), m = (n, \varepsilon_m)\), and \(\alpha_{q, m}\) denotes the Fourier coefficients of \(\psi^V_m\) projected onto the \(\{\psi\}\) basis. Since evanescent modes vanish outside of the support of \(V\), while we proved current remains constant in \(x_0\), we may choose \(|x_0| \to \infty\) in (42) to limit the summation to propagating modes only.

More precisely, when \(\varepsilon_m > 0\), the incoming condition is a right travelling modes. We take \(x_0 \to \infty\) in (42) and also substitute \((\phi'_q, \sigma_3 \phi_q) = \delta_q(q') \frac{\xi_m}{E}\) to get,

\[
j_m(x_0) = \frac{E}{|\xi_m|} \sum_q |\alpha_{q, m}|^2(x_0) \frac{\xi_q}{E} = \sum_{\varepsilon_q > 0} |\alpha_{q, m}|^2(x_0) \frac{\xi_q}{|\xi_m|}.
\]

The second equation is due to incoming condition \(\psi^V_{m; m} = \psi_m\) which is solely right travelling. Still for \(\varepsilon_m > 0\), we have

\[|\alpha_{q, m}|^2(x_0) \frac{\xi_q}{\xi_m} = |M_{q, m}|^2 \frac{\xi_q}{\xi_m} = |T_{+; m}|^2,
\]

so that

\[
j_m = \sum_p |T_{+; m}|^2.
\]

For \(\varepsilon_m < 0\), we consider \(x_0 \to -\infty\) instead since each \(j_m(x)\) is independent of \(x\) and obtain that

\[
j_m = - \sum_p |T_{-; m}|^2.
\]

Summing up the above calculations, we thus deduce that the conductivity in (40) is given by

\[2\pi\sigma_I = \text{tr} T^*_+ T_+ - \text{tr} T^*_- T_-.
\]

**Scattering matrix of a slab of length** \(l\). We now investigate the properties of the scattering matrix beyond the above quantized constraint, and in particular how it depends on the potential \(V\).

For computational purpose, instead of the binary merging proposed in Alg.2, we merge the leaves sequentially. More precisely, for \(i = 1 \cdots N\), let \(M_i\) be the sequence of leaf TR matrices on the interval \(I_i\). We start from the first leaf TR matrix \(M_1\) and merge it with the adjacent \(M_2\) to get a scattering matrix \(I_1 \cup I_2\). Iterating the process until \(k = N - 1\) to get the TR matrix of \(I_1 \cup \cdots \cup I_k\), we merge it with \(M_{k+1}\) to get the TR matrix for \(I_1 \cup \cdots \cup I_k \cup I_{k+1}\). This modified merging procedure is slightly more convenient for showing the relationship between the length of the interval and the corresponding scattering matrix.
Topologically non-trivial back-scattering. Fig. 11 displays the scattering matrix for energy $E = 1.8$ (so that $2 < E^2 < 4$) corresponding to the three propagating modes $(0, -1)$, $(1, -1)$, and $(1, 1)$; recall Fig. 1. The parameters used in the simulation are identical to those used for the current calculation, i.e., for computing the results in numerical verification of current conservation in section 6.1.

The main observation is that in the presence of sufficiently strong fluctuations $V$ (i.e., when the support of $V$ is sufficiently large), the modes $(0, -1)$ and $(1, 1)$ are almost fully back-scattered while the mode $(1, -1)$ is almost fully transmitted. The absence of backscattering is therefore not topologically protected. Only the global asymmetry $2\pi\sigma_I = -1$ is, which is consistent with the analysis in [13] in the presence of random fluctuations $V$.

We note that the oscillations in the scattering coefficient of the $(1, -1)$ mode, while small, are not numerical artifacts. These oscillations, which depend on the choice of $V$, are significantly larger than accuracy of the algorithm as exemplified by current conservation in, e.g., Fig. 8. Although we chose a potential $V = V_0 \chi_{[0,l]}$ to maximize coupling between the $(0, -1)$ and $(1, 1)$ mode, this does not guarantee that the remaining modes are exactly protected.

![Graphs showing back-scattering](image)

Figure 11: Entries of scattering matrix against length of slab $l$, $V = V_1 \chi_{[0,l]}$, $E = 1.8$

The above strong backscattering is in sharp contrast with the setting of energies $0 < E^2 < 2$. In that case, the only allowed propagating mode is $(0, -1)$. Backscattering is then obviously absent since no mode carries a positive current. We thus obtain a back-scatter-free setting for a combination of topological ($\sigma_I = 1$) and energetic
(\(E^2 < 2\)) reasons.

Consider the case \(E = 1.2\) with a potential \(V = V_4 \chi_{[0,l]}\) where

\[
V_4(x, y) = \exp(-y^2) \cos(E x)
\]

In Fig.12 we find the scattering coefficient \((0, -1) \to (0, -1)\), which is a \(1 \times 1\) (transmission) matrix. The coefficient oscillates as a periodic function of \(l\) with absolute value necessarily equal to 1. However, the potential does have an influence on the phase of this mode; see Fig.12(b).

![Figure 12](image)

(a) \(|S_{(1, -1),(1, -1)}| - 1\)

(b) \(\arg(S_{(1, -1),(1, -1)})\)

Figure 12: Scattering coefficient \((1, -1) \to (1, -1)\) against length of slab \(l\), \(V = V_4 \chi_{[0,l]}\), \(E = 1.2\)

**Coupling generating oscillatory transmission.** We now consider the potential

\[
V = V_2 \chi_{[0,l]}, \quad V^2 = \exp(-y^2) y \cos \left( \left( \xi_{(0, -1)} - \xi_{(1, -1)} \right) x \right),
\]

which couples the two left travelling modes \((0, -1)\) and \((1, -1)\). The computational configuration is the same as for \(V = V_1 \chi_{[0,l]}\) above. In Fig.13 we show the entries of the scattering matrix as a function of the length of the slab \(l\).

Recall that for \(V = V_1 \chi_{[0,l]}\), increasing the length of the scattering interval increases the coupling between the modes \((0, -1)\) and \((1, 1)\), which are eventually fully backscattered.

In contrast, when \(V = V_2 \chi_{[0,l]}\), the modes with negative current \((0, -1)\) and \((1, -1)\) are efficiently coupled, which results in the periodic pattern observed in Fig.13.

**Scattering matrix at higher energy.** Our algorithm allows us to compute generalized eigenfunctions of arbitrary energy level and matrix-valued (Hermitian) perturbations. Consider \(E = 2.2\), which corresponds to 5 propagating modes, i.e., \((0, -1)\), \((1, \pm)\), \((2, \pm)\), and a perturbation of the form \(V = V_3 \chi_{[-1,1]}\) with

\[
V_3 = \begin{pmatrix}
\exp(-y^2) \cos((\xi_{(1, -1)} - \xi_{(1, 1)})x) & 0 \\
0 & \exp(-y^2) \cos((\xi_{(2, -1)} - \xi_{(2, 1)})x)
\end{pmatrix},
\]
which couples \((0, -1)\) with \((2, \pm)\) and \((1, -1)\) with \((1, 1)\) modes. Since \(V_3\) is an even function, there is no coupling between modes with adjacent energy, e.g. 0 (or \((2, \pm 1)\)) with \((1, \pm 1)\). In Fig.14 we show the absolute value of the scattering matrix associated to these 5 modes. Firstly, we see that computed coefficients that are supposed to vanish between the non-coupled modes are indeed so up to machine precision, (see (b), (c), (f), (i), (j), (k), (n), (o), (q), (r), (v), (w)). Secondly, all modes except \((0, -1)\) are significantly back-scattered when the slab is long enough, while the \((0, -1)\) mode strongly propagates, although it admits moderate coupling with \(2\pm\) modes.

We next compute the currents \(j_m\) from the scattering matrix using (43) and (44). In Fig.15 we see that the currents vanish for the \((1, \pm 1)\) and \((2, 1)\) modes due to (essentially) complete back-scattering while for \((0, -1)\) and \((2, -1)\) mode, they oscillate as the slab length increases. These calculations also confirm the asymmetric transport properties of the topological insulator.

### 6.3 Existence of Localized Modes

In section 2.3 we argued that \(I + V\mathcal{G}\) with \(\mathcal{G} = (H - E)^{-1}\) (with outgoing conditions) was invertible as soon \(-1\) was not an eigenvalue of the compact operator \(V\mathcal{G}\). We now show that \(-1\) may indeed be in the spectrum of \(\mathcal{G}\) for a scalar perturbation \(V(x)\) independent of \(y\) and compactly supported in \(x\). Specifically, we assume that \(V(x, y) = V_0\chi_I(x)\), where \(V_0\) is a fixed constant and \(I = [0, l]\) is an interval. We now identify values of
Figure 14: Entries of scattering matrix against length of slab \( l \), \( V = V_3 \chi_{[0,l]} \), \( E = 2.2 \).

\((E, l, V_0)\) such that \(-1\) is in the point spectrum of \( VG \).

Assume the existence of \( n \in \mathbb{N} \) such that \( E^2 - 2n < 0 \) while \((E - V_0)^2 - 2n > 0\). Thus, \( \psi_{n,\pm 1} \) is evanescent outside of \([0, l]\) and propagating inside \([0, l]\). Denote

\[
\phi_\pm = c_{(n,\pm 1)} \left( \frac{a \varphi_n}{(E - \xi_{(n,\pm 1)}) \varphi_n} \right) = c_\pm \left( \sqrt{2n} \varphi_{n-1} \right),
\]

where \( c_\pm^2 = 2n + |E \mp \xi|^2 \) and \( \xi = \sqrt{E^2 - 2n} \in i\mathbb{R} \) and

\[
\phi_{\pm} = c'_{(n,\pm 1)} \left( \frac{a \varphi_n}{(E - \xi'_{(n,\pm 1)}) \varphi_n} \right) = c'_\pm \left( \sqrt{2n} \varphi_{n-1} \right),
\]

where \((c'_\pm)^{-2} = 2n + |E' \mp \xi'|^2\), \( \xi' = \sqrt{E'^2 - 2n} \in \mathbb{R}^+ \), and \( E' = E - V_0 \).
We seek a solution \((H + V - E)\psi = 0\) given by \(\psi = e^{iξ(x-l)}φ_+\) for \(x \geq l\), which vanishes at \(+\infty\). At \(x = l\), we have by continuity
\[
ψ(l, y) = a_+ φ'_+(y) + a_- φ'_-(y), \quad \begin{pmatrix} a_+ \\ a_- \end{pmatrix} = (φ'_+, φ'_-)^{-1} φ_+.
\]

Here, \((φ'_+, φ'_-)\) is a \(2 \times 2\) matrix with columns \(φ'_±\). Solving the above equation over \(x \in [0, l]\) yields
\[
ψ(0, y) = a_+ e^{-iξl} φ'_+(y) + a_- e^{iξl} φ'_-(y).
\]
The function \(ψ \in L^2(\mathbb{R}^2; \mathbb{C}^2)\) is normalizable only if \(ψ\) is proportional to \(e^{-iξx} φ_-\) for \(x < 0\), which in turn is equivalent to
\[
b_+ a_+ e^{-iξl} + b_- a_- e^{iξl} = 0,
\]
where \((b_+, b_-)\) is the first row of \((φ_+, φ_-)^{-1}(φ'_+, φ'_-)\).

Simple but tedious calculations show that
\[
\frac{b_+ a_+}{b_- a_-} = -\frac{(E - E' + ξ + ξ')(E - E' - ξ - ξ')}{(E - E' - ξ + ξ')(E - E' + ξ - ξ')}.
\]
Recalling \(ξ \in i\mathbb{R}\) and \(ξ' \in \mathbb{R}\), we have \(|\frac{b_+ a_+}{b_- a_-}| = 1\) and thus need:
\[
\text{Arg}(\frac{(E - E' + ξ + ξ')(E - E' - ξ - ξ')}{(E - E' - ξ + ξ')(E - E' + ξ - ξ')}) = 2ξ' l + 2kπ, \quad k = 0, ±1, ±2, \cdots.
\]
Any solution \((E, V_0, l)\) of the above equation provides a localized model associated to the eigenvalue \(E\) of the operator \(H + V\).

As an illustration, we consider the case with \(E = 1.8, \xi' = 1\) and \(n = 2\) while \(k = 0\). We then find the numerical approximation \(l \approx 1.5422\).

In the discretization of Alg.1, we let \((n_x, n_y) = (60, 20)\) to resolve local modes related to \(\phi_{(2, \pm 1)}\). At step 3, we found that \(I + \hat{V}\hat{G}\) was not stably invertible. Numerically, by applying singular value decomposition on \(I + \hat{V}\hat{G}\), we found that the condition number, equal to the ratio of largest and smallest eigenvalues, is \(3.619 \times 10^{15}\). The smallest two singular values are \(0.5431\) and \(4.88 \times 10^{-16}\). Let \(\hat{\rho}\) be the eigenvector associated with the latter, which forms the null space of \(I + \hat{V}\hat{G}\). As a verification, we compute that 

\[
| (I + \hat{V}\hat{G}) \hat{\rho} |_2 \approx 0 \quad (2.029 \times 10^{-15})
\]

In Fig.16 we present the corresponding localized mode \(\psi = \int G\hat{\rho} \) solution of \((H + V - E)\psi \approx 0\).

![Figure 16: Localized mode computed by \(\psi = \int G\hat{\rho}\).](image)

7 Conclusions

This paper presented a fast and accurate algorithm to compute generalized eigenfunctions of two-dimensional operators displaying a domain wall that separates two insulating half-spaces. The main assumption in our construction is that the Green's function of the unperturbed operator may be described reasonably explicitly. Eigenfunctions of perturbed operators are then computed using an integral formulation for a density \(\rho\) supported on the same domain as the perturbation. This allows us to construct generalized eigenfunctions with support in the whole of \(\mathbb{R}^2\) from a compactly supported density.

Our main application was a Dirac operator with linear domain wall, which finds applications in the analysis of topological phases of matter. Potential generalizations of the algorithm include block-diagonal systems of Dirac operators, which also appear naturally in the study of topological insulators \([2, 13]\), as well as three dimensional generalizations to high-order topological insulators \([34]\).

We showed a number of applications of the algorithm to quantify the transport properties of Dirac operators with domain wall. In particular, we derived an expression for a quantized interface conductivity describing asymmetric transport in terms of the computed generalized eigenfunctions. We were then able to confirm numerically that the conductivity was indeed integral valued up to very high accuracy. We also computed the full far-field scattering matrix generated by the perturbations. This matrix took the form of a \(2n+1\) times \(2n+1\) matrix for all energies \(E\) such that \(2n < E^2 < 2n + 2\). Such
matrices may be computed for energies $E$ not belonging to the point spectrum of the perturbed operator $H + V$. Note that such a point spectrum is necessarily embedded in the (absolutely) continuous spectrum $\sigma_{ac}(H + V) = \mathbb{R}$, a fact that would not be allowed for Schrödinger or Dirac operators in the absence of a domain wall. As future research, we plan to use the algorithm to analyze the structure of the point spectrum and possibly resonances for Dirac and related operators.
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