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Abstract. A map between operator spaces is called completely coarse if the sequence of its amplifications is equi-coarse. We prove that all completely coarse maps must be $\mathbb{R}$-linear. On the opposite direction of this result, we introduce a notion of embeddability between operator spaces and show that this notion is strictly weaker than complete $\mathbb{R}$-isomorphic embeddability (in particular, weaker than complete $\mathbb{C}$-isomorphic embeddability). Although weaker, this notion is strong enough for some applications. For instance, we show that if an infinite dimensional operator space $X$ embeds in this weaker sense into Pisier’s operator space $OH$, then $X$ must be completely isomorphic to $OH$.

1. Introduction

Throughout, $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$. Recall that a (concrete) $\mathbb{K}$-operator space is a closed subspace $X$ of $B(H)$, where $H$ is a $\mathbb{K}$-Hilbert space and $B(H)$ denotes the $C^*$-algebra of all bounded $\mathbb{K}$-linear operators on $H$. This naturally induces a norm on each of the spaces $M_n(X)$ of $n \times n$ matrices with entries in $X$, inherited from the identification $M_n(B(H)) = B(H^n)$ where $H^n$ is the Hilbert space given by the direct sum of $n$ copies of $H$ endowed with the $\ell_2$-sum norm. The theory of $\mathbb{C}$-operator spaces is by now very well-developed as a (noncommutative) quantization of Banach spaces, see e.g. [ER00, Pis03]. The theory for $\mathbb{R}$-operator spaces has not received as much attention, but a number of important results from the complex case also hold in the real one: see [Rua03c, Rua03b, Sha14].

If $X$ and $Y$ are $\mathbb{K}$-operator spaces and $f : X \to Y$ is a (not necessarily linear) function, its amplifications are the functions $f_n : M_n(X) \to M_n(Y)$ that are defined by applying $f$ entry-wise. The morphisms between $\mathbb{K}$-operator spaces are the completely bounded maps, that is, $\mathbb{K}$-linear maps $f : X \to Y$ with finite completely bounded norm $\|f\|_{cb} := \sup_n \|f_n\|$. Amplifications of nonlinear maps have also been considered for a long time: classical results of Schoenberg and Rudin [Sch42, Rud59] characterize functions on $\mathbb{R}$ which are completely positive, that is, whose amplifications map positive-semidefinite matrices to positive-semidefinite matrices.

In the last 20 years or so, the nonlinear geometry of Banach spaces has increasingly attracted the attention of many Banach space theorists (see, e.g. the surveys [Kal08, GLZ14] and references therein), hence it is natural...
to search of an “appropriate” theory for the nonlinear geometry of operator spaces. With this goal in mind, Sinclair together with the first named author have considered amplifications of various types of nonlinear maps from a metric perspective \[\text{[BS19]}\]: a map $f : X \to Y$ between operator spaces is called completely Lipschitz (resp. completely uniformly continuous, completely coarse) if the family of all its amplifications is equi-Lipschitz (resp. equi-uniformly continuous, equi-coarse), see Section 2 for the precise definitions.

The objective of this note is to show that the approach of \[\text{[BS19]}\] does not give rise to a genuine nonlinear theory of operator spaces. Precisely, the following is the main theorem of this paper.

**Theorem 1.1.** Let $X$ and $Y$ be $\mathbb{K}$-operator spaces, and let $f : X \to Y$ be completely coarse. If $f(0) = 0$, then $f$ is $\mathbb{R}$-linear.

Therefore, if $\mathbb{K} = \mathbb{R}$, then the class of completely coarse maps is precisely the class of completely bounded operators and, if $\mathbb{K} = \mathbb{C}$, the complex structures of the operator spaces is the only restriction for completely coarse maps to be linear.

Continuing the search for an “appropriate” framework for a theory of the nonlinear geometry of operator spaces, in the second half of this paper, we introduce the notion of almost complete coarse embeddability between $\mathbb{K}$-operator spaces and show that this is indeed weaker than complete $\mathbb{R}$-isomorphic embeddability (see Definition 1.1 and Theorem 1.2). Although this notion is strictly weaker than complete $\mathbb{R}$-isomorphic embeddability, it is not clear whether this is the “correct” weakening to look at. Precisely, although we show that almost complete coarse embeddability is a strong enough notion in order to give us interesting applications (see Proposition 4.4 and Theorem 1.2), we still do not know if this is an genuinely nonlinear notion (see Question 4.3).

Nevertheless, not only we show that almost complete coarse embeddability is strictly weaker than complete $\mathbb{R}$-isomorphic embeddability, but we also show that this notion of embeddability is strong enough to recover complete $\mathbb{R}$-isomorphic results (which implies that almost complete coarse embeddability is a worthstudying notion). For instance, we show that almost complete coarse embeddability between $\mathbb{K}$-operator spaces $X$ and $Y$ imply that $X$ completely $\mathbb{R}$-isomorphically embeds into any ultrapower $Y^N/\mathcal{U}$, for an nonprincipal ultrafilter $\mathcal{U}$ on $\mathbb{N}$ (see Proposition 4.4). As an application, we obtain that, despite the fact that recovering $\mathbb{C}$-linearity from a $\mathbb{R}$-linear

---

\[1\] The first named author would like to say that since the new findings contained in these notes make \[\text{[BS19]}\] obsolete, he and Sinclair decided to leave \[\text{[BS19]}\] unpublished.
map is usually not possible\(^2\) the scenario is different if one considers Pisier’s operator space \(\text{OH}(I)\). Precisely, we prove the following:

**Theorem 1.2.** Let \(I\) be an index set. If a \(\mathbb{C}\)-operator space \(X\) almost completely coarsely embeds into \(\text{OH}(I)\), then \(X\) is completely \(\mathbb{C}\)-isomorphic to \(\text{OH}(J)\) for some index set \(J\).

In particular, the theorem above implies that if an infinite dimensional \(\mathbb{C}\)-operator space almost completely coarsely embeds into \(\text{OH}\), then it must be completely \(\mathbb{C}\)-isomorphic to \(\text{OH}\).

2. **Preliminaries**

Throughout this paper, either \(\mathbb{K} = \mathbb{R}\) or \(\mathbb{K} = \mathbb{C}\). The reader can either follow our note with an unfixed \(\mathbb{K}\) in mind or pick their favorite field and proceed. We made this presentation choice since the paper deals in essence with when certain maps are automatically \(\mathbb{R}\)-linear and when certain non-linear embeddability notions can be replaced by \(\mathbb{C}\)-linear notions. We will always be clear both when we are working with a specific choice of \(\mathbb{K}\) or with an unfixed \(\mathbb{K}\).

A subset of a \(\mathbb{K}\)-operator space is called a \(\mathbb{K}\)-operator metric space. Equivalently, \(E\) is a \(\mathbb{K}\)-operator metric space if \(E\) is a subset of \(B(H)\), for some \(\mathbb{K}\)-Hilbert space \(H\). Given \(n \in \mathbb{N}\), we consider \(M_n(E)\) with the natural norm \(\|\cdot\|_{M_n(E)}\) given by the canonical inclusion \(M_n(E) \subset B(H^n)\) (in particular, this norm defines a metric on \(M_n(E)\)). For simplicity, we often write \(\|\cdot\|_n\) for \(\|\cdot\|_{M_n(E)}\). Elements in \(M_n(E)\) are denoted by \([x_{ij}]_{ij=1}^n\), or simply \([x_{ij}]\) (or even \([x_{ij}]\)).

2.1. **Nonlinear maps between \(\mathbb{K}\)-operator spaces.** If \(E\) and \(F\) are \(\mathbb{K}\)-operator metric spaces and \(f : E \to F\) is a map, we can still consider the amplifications \(f_n : M_n(E) \to M_n(F)\). The map \(f\) is a complete isometry, or a complete isometric embedding, if \(f_n\) is an isometry for all \(n \in \mathbb{N}\), and \(E\) and \(F\) are called completely isometric if there exists a bijective complete isometry \(E \to F\).

Recall, if \((A, d_A)\) and \((B, d_B)\) are metric spaces, and \(f : A \to B\) is a map, its modulus of uniform continuity is given by

\[
\Delta_f(t) = \sup \{d_B(f(x), f(y)) \mid d_A(x, y) \leq t\}
\]

for all \(t \geq 0\). When working with \(\mathbb{K}\)-operator spaces, [BS19] has introduced a complete version of this modulus: given \(\mathbb{K}\)-operator metric spaces \(E\) and \(F\) and a map \(f : E \to F\), we define its complete modulus of uniform continuity by

\[
\Delta_f^\phi(t) = \sup_{n \in \mathbb{N}} \Delta_{f_n}(t)
\]

\(^2\)Recall, Bourgain showed that there are nonisomorphic \(\mathbb{C}\)-Banach spaces which are isomorphic as \(\mathbb{R}\)-Banach spaces [Bou88] and Ferenczi strengthened this result showing that there are \(\mathbb{C}\)-Banach spaces which are \(\mathbb{R}\)-linearly isomorphically to each other but so that one does not \(\mathbb{C}\)-linearly embed into the other [Fer07].
for all $t \geq 0$. Given $\mathbb{K}$-operator metric spaces $E$ and $F$, and a map $f : E \to F$, we say that $f$ is:
(a) completely Lipschitz if $\sup_{t>0} \frac{\Delta^c_f(t)}{t} < \infty$,
(b) completely uniformly continuous if $\lim_{t \to 0} \Delta^c_f(t) = 0$,
(c) completely coarse if for all $t > 0$ it holds that $\Delta^c_f(t) < \infty$,
(d) a complete Lipschitz embedding if $f^{-1} : \text{Im}(f(E)) \to E$ exists and both $f$ and $f^{-1}$ are completely Lipschitz,
(e) a complete uniformly continuous embedding if $f^{-1} : \text{Im}(f(E)) \to E$ exists and both $f$ and $f^{-1}$ are completely uniformly continuous,
Moreover, we say that maps $f, g : E \to F$ are completely close if
\[ \sup_{n \in \mathbb{N}} \sup_{x \in X} \|f_n(x) - g_n(x)\|_{M_n(F)} < \infty \]
and we say that $f$ is:
(f) a complete coarse embedding if $f$ is completely coarse and there is a completely coarse map $h : \text{Im}(f(E)) \to E$ so that $h \circ f$ and $f \circ h$ are completely close to $\text{Id}_E$ and $\text{Id}_f(E)$, respectively.

The following is elementary and it is the operator space version of [Kal08, Lemma 1.4].

**Proposition 2.1.** Let $H$ be a $\mathbb{K}$-Hilbert space, and $E$ and $F$ be $\mathbb{K}$-vector subspaces of $B(H)$. Then a map $f : E \to F$ is completely coarse if and only if there is $C > 0$ so that
\[ \|f([x_{ij}]) - f([y_{ij}])\|_n \leq C\|[x_{ij}] - [y_{ij}]\|_n + C \]
for all $n \in \mathbb{N}$ and all $[x_{ij}] \in M_n(E)$. Moreover, if $f$ is completely uniformly continuous, then $f$ is completely coarse. \hfill \Box

### 2.2. Hadamard matrices.
Recall that a Hadamard matrix is a square matrix whose entries are either $+1$ or $-1$ and whose rows are mutually orthogonal. It is easy to see that an $n \times n$ Hadamard matrix has norm $\sqrt{n}$, since dividing the matrix by $\sqrt{n}$ yields an orthogonal matrix. It can be shown that Hadamard matrices of arbitrarily large sizes do exist, for example by using Sylvester’s construction: define
\[ A_2 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad A_{2^{k+1}} = \begin{pmatrix} A_{2^k} & A_{2^k} \\ A_{2^k} & -A_{2^k} \end{pmatrix} = A_2 \otimes A_{2^k}. \]

We denote the $n \times n$ matrix all of whose entries are 1 by $\mathbb{1}_n$. It is easy to see that $\|\mathbb{1}_n\| \geq n$, by applying $\mathbb{1}_n$ to a vector of all 1’s.

### 2.3. Obtaining linearity.
The following lemma is what will allow us to conclude linearity. The proof is a standard functional equation argument as in, e.g. [Eng98, Chap. 11], but we provide a sketch for completeness.

**Lemma 2.2.** Let $X$ be a normed $\mathbb{R}$-vector space, and let $f : X \to X$ be a function such that $f(0) = 0$, $f$ is bounded on a neighborhood of 0, and $f\left(\frac{1}{2}(x + y)\right) = \frac{1}{2}(f(x) + f(y))$ for all $x, y \in X$. Then $f$ is $\mathbb{R}$-linear.
Proof. Setting $y = 0$ yields $f(x/2) = f(x)/2$. It follows that $f(x + y) = f(x) + f(y)$ for any $x, y \in X$, i.e. $f$ is additive. Setting $y = x$ yields $f(2x) = 2f(x)$; by induction we get $f(nx) = nf(x)$ for all $x \in X$ and $n \in \mathbb{N}$. Let $r, M > 0$ be such that $\|f(x)\| \leq M$ whenever $\|x\| \leq r$. Fix $x \in X$ with $\|x\| \leq r$, and define $g_x : \mathbb{R} \to X$ by $g_x(t) = f(tx) - tf(x)$. Note that $g_x$ is bounded by $2M$ on $[-1, 1]$. Moreover, by the additivity of $f$ we have $g_x(t+1) = f(tx + x) - (t+1)f(x) = g_x(t)$, i.e. $g_x$ is periodic with period 1 and hence $g_x$ is bounded. If there existed a $t_0 \neq 0$ such that $g_x(t_0) \neq 0$, it would follow that the sequence given by $g_x(nt_0) = ng_x(t_0)$, $n \in \mathbb{N}$ is unbounded, a contradiction. Therefore, $f(tx) = tf(x)$ for all $t \in \mathbb{R}$, and thus we conclude $f$ is $\mathbb{R}$-linear.

2.4. Miscellaneous facts on operator theory. The following Proposition is well-known in the complex case, and the real one can be proved similarly: it is an easy consequence of the fact that for a matrix $(a_{ij}) \in M_n(\mathbb{K})$,

\[(a_{ij})\|_{M_n(\mathbb{K})} = \sup \left\{ \left| \sum_{i,j=1}^n a_{ij} w_i z_j \right| : w, z \in \mathbb{K}^n, \|w\|_{\ell_2^2}, \|z\|_{\ell_2^2} \leq 1 \right\} . \]

Proposition 2.3. Let $X$ be an $\mathbb{R}$-operator space, and $\phi : X \to \mathbb{R}$ a continuous $\mathbb{R}$-linear functional. Then $\phi$ is completely bounded. \hfill $\Box$

Finally, a small remark regarding certain vector-valued matrices: if $X \subseteq B(H)$ is a $\mathbb{K}$-operator space, $x \in X$, and $A \in M_n(\mathbb{K})$, then

\[\|A \otimes x\|_{M_n(X)} = \|A\|_{M_n(\mathbb{K})} \|x\|_X . \]

3. The main result

We prove Theorem [17] in this section. In order to illustrate the strategy of our proof, we take a moment to show an example that encapsulates the essence of the argument.

Proposition 3.1. Let $f : \mathbb{K} \to \mathbb{K}$ be given by $f(x) = |x|$. Then $f$ is not completely Lipschitz.

Proof. Consider Hadamard matrices $(A_{2^k})_{k=1}^\infty$ as above. Observe that $f_{2^k}(A_{2^k}) = 1_{2^k}$. Since $\|A_{2^k}\| = \sqrt{2^k}$ and $\|1_{2^k}\| \geq 2^k$, it follows that the Lipschitz constant of $f_{2^k}$ is at least $\sqrt{2^k}$; therefore, $f$ is not completely Lipschitz. \hfill $\Box$

We now prove our main result.

Proof of Theorem [17]. Let $X$ and $Y$ be $\mathbb{K}$-operator spaces and $f : X \to Y$ be a completely coarse map so that $f(0) = 0$. Fix $x_0 \in X$ and $h \in X \setminus \{0\}$. Let $\phi : X \to \mathbb{K}$ be a $\mathbb{K}$-linear continuous functional such that $\phi(h) = 1$, and set $y_0 = [f(x_0 + h) - f(x_0 + h)]/2$. Define $g : X \to Y$ by $g(x) = f(x) + \phi(x)y_0$. Observe that $g(x_0 + h) = g(x_0 - h)$, and $g$ is completely coarse, because so
are \( f \) and \( \phi \). By Proposition 2.1 there exists a constant \( C > 0 \) such that for any \( n \in \mathbb{N} \) and \( [x_{ij}]_{ij}, [y_{ij}]_{ij} \in M_n(X) \),

\[
\left\| [g(x_{ij}) - g(y_{ij})]_{ij} \right\|_{M_n(Y)} \leq C \left\| [x_{ij} - y_{ij}]_{ij} \right\|_{M_n(X)} + C.
\]

(3.1)

Once again, consider Hadamard matrices \((A_{2k})_{k=1}^{\infty}\) as above. For each \( k \in \mathbb{N} \), write \( A_{2k} = [a_{i,j}^{k}]_{i,j=1}^{2k} \). Consider the matrices in \( M_{2k}(X) \) given by

\[
1_{2k} \otimes x_0 + A_{2k} \otimes h = [x_0 + ha_{ij}^{k}]_{i,j=1}^{2k}, \quad 1_{2k} \otimes x_0 = [x_0]_{i,j=1}^{2k}.
\]

By (3.1),

\[
\left\| [g(x_0 + ha_{ij}^{k}) - g(x_0)]_{i,j=1}^{2k} \right\|_{M_{2k}(Y)} \leq C \| A_{2k} \otimes h \|_{M_{2k}(X)} + C.
\]

Since \( g(x_0 + h) = g(x_0 - h) \), this means

\[
\| g(x_0 + h) - g(x_0) \| \cdot \| 1_{2k} \| \leq C \cdot \| h \| \cdot \| A_{2k} \| \leq C \cdot \sqrt{2^k} + C,
\]

which yields

\[
\| g(x_0 + h) - g(x_0) \| \leq C \| h \| \sqrt{2^k} + C.
\]

Since this must hold for all \( k \in \mathbb{N} \), we conclude that \( g(x_0 + h) - g(x_0) = 0 \), so \( g(x_0) = g(x_0 + h) \). That is, \( f(x_0) + \phi(x_0)y_0 = f(x_0 + h) + \phi(x_0 + h)y_0 \), from where

\[
f(x_0) = f(x_0 + h) + y_0 = f(x_0 + h) + \frac{f(x_0 - h) - f(x_0 + h)}{2},
\]

which implies \( f(x_0) = \frac{1}{2}(f(x_0 + h) + f(x_0 - h)) \). This means that \( f \) satisfies the conditions of Lemma 2.2 (note that since \( f \) is completely coarse, in particular it is bounded on a neighborhood of 0), and therefore \( f \) is \( \mathbb{R} \)-linear.

Notice that complete coarseness is a weaker property than both complete uniform continuity and complete Lipschitzness (see Proposition 2.1). Therefore, we can get the following corollary of Theorem 1.1.

**Corollary 3.2.** Let \( X \) and \( Y \) be \( K \)-operator spaces, and \( f : X \rightarrow Y \) be a map with \( f(0) = 0 \). The following are equivalent:

1. \( f \) is a complete coarse embedding,
2. \( f \) is a complete uniformly continuous embedding,
3. \( f \) is a complete Lipschitz embedding, and
4. \( f \) is a complete \( \mathbb{R} \)-isomorphic embedding.

**Proof.** By the comments preceding the corollary, we only need to show that \( \Box \) implies \( \Box \). For that, suppose \( f : X \rightarrow Y \) is a complete coarse embedding. Then, by Theorem 1.1 \( f \) is \( \mathbb{R} \)-linear, hence \( f \) is a completely bounded operator. In particular, \( F = f(X) \) is a \( \mathbb{K} \)-linear subspace of \( Y \). As \( f \) is a complete coarse embedding, there is a completely coarse map \( g : F \rightarrow X \) so that \( f \circ g \) and \( g \circ f \) are (completely) close to \( \text{Id}_F \) and \( \text{Id}_X \), respectively.
Notice that although Theorem 1.1 is stated for $\mathbb{K}$-operator spaces, i.e., for complete $\mathbb{K}$-linear subspaces of $B(H)$, completeness of the spaces are not used in its proof. Therefore, Theorem 1.1 implies that $g$ is also $\mathbb{R}$-linear, so both $f \circ g$ and $g \circ f$ are $\mathbb{R}$-linear. Then, $\mathbb{R}$-linearity and closeness of those maps to $\text{Id}_F$ and $\text{Id}_X$, respectively, imply that $f \circ g = \text{Id}_F$ and $g \circ f = \text{Id}_X$. This implies that $F$ is indeed a $\mathbb{K}$-operator space and that $f$ is a complete $\mathbb{R}$-isomorphic embedding. \hfill \Box

4. A WEAKER NOTION OF EMBEDDABILITY

In this section, we introduce a notion of nonlinear embeddability between operator spaces which is strictly weaker than complete $\mathbb{R}$-isomorphic embeddability but which it is still strong enough so that it preserves some features of the $\mathbb{R}$-operator space structure — and in some cases even the $\mathbb{C}$-operator space structure.

**Definition 4.1:** Let $X$ and $Y$ be $\mathbb{K}$-operator spaces. We say that $X$ *almost completely coarsely embeds into $Y$* if there are functions $\omega, \rho : [0, \infty) \to [0, \infty)$ so that $\lim_{t \to \infty} \rho(t) = \infty$ and a sequence of maps $(f^n : X \to Y)_n$ so that

$$\rho(||[x_{ij}]-[y_{ij}]||_n) \leq f^n([x_{ij}]) - f^n([y_{ij}])||_n \leq \omega(||[x_{ij}]-[y_{ij}]||_n)$$

for all $n \in \mathbb{N}$ and all $[x_{ij}], [y_{ij}] \in M_n(X)$. If the maps $(f^n)_n$ are $\mathbb{K}$-linear, we say that $X$ *almost completely $\mathbb{K}$-isomorphically embeds into $Y$*. 

**Theorem 4.2.** There are $\mathbb{C}$-operator spaces $X$ and $Y$ so that $X$ almost completely $\mathbb{C}$-isomorphically embeds into $Y$, but so that $X$ does not completely $\mathbb{R}$-isomorphically embed into $Y$.

In the proof below, we use the minimal operator space structure of a Banach space. Precisely, if $E$ is a $\mathbb{K}$-Banach space, there is a canonical $\mathbb{K}$-linear isometric embedding of $E$ into the $C^*$-algebra of continuous functions on $(B(E^*, \sigma(E^*, E)))$. This inclusion induces an operator space structure on $E$ and we call this operator space $\text{MIN}(E)$. If $F$ is a $\mathbb{K}$-operator space and $u : F \to \text{MIN}(E)$ is a $\mathbb{K}$-linear bounded map, then $u$ is completely bounded, moreover, $\|u\|_{cb} = \|u\|$ (see [BLM04, Subsection 1.2.21]). Furthermore, if $u : F \to \text{MIN}(E)$ is a $\mathbb{R}$-linear bounded map, then analogous arguments show that $u$ is also completely bounded, in fact $\|u\|_{cb} \leq 4\|u\|$.

**Proof of Theorem 4.2.** Let $\ell_2(\mathbb{C})$ be the $\mathbb{C}$-Hilbert space of square summable functions $\mathbb{N} \to \mathbb{C}$ and let $R \subset B(\ell_2(\mathbb{C}))$ be the Hilbertian row $\mathbb{C}$-operator space, i.e.,

$$R = \{ a \in B(\ell_2(\mathbb{C})) \mid \forall m \neq 1, \langle ae_n, e_m \rangle = 0 \},$$

where $(e_n)_n$ is the standard unit basis of $\ell_2(\mathbb{C})$. For each $n \in \mathbb{N}$, let $\text{MIN}_n(R)$ be the $\mathbb{C}$-operator space considered in [OR04, Section 2]. Precisely, $\text{MIN}_n(R)$

\[3\text{Notice that both Proposition 2.1 and Lemma 2.2 hold for $\mathbb{R}$-vector subspaces of $B(H)$}.\]
is the $\mathbb{C}$-Banach space $R$ with the following $\mathbb{C}$-operator space structure: for all $m \in \mathbb{N}$ and all $x \in M_m(M\!(R))$ we have

$$\|x\|_{M_m(M\!(R))} = \sup \left\{ \|(Id_{M_m} \otimes u)x\|_{mn} \mid u \in CB(R, M_n(\mathbb{C})), \|u\|_{cb} \leq 1 \right\}.$$ 

Then, the identity $R \to M\!(n)(R)$ induces $\mathbb{C}$-linear isometries $M_k(R) \to M_k(M\!(n)(R))$ for all $k \leq n$ (see [OR04, Lemma 2.1]).

Notice that $M\!(n)(R)$ is completely $\mathbb{C}$-isomorphic to the $\mathbb{C}$-operator space $M\!(R)$ for all $n \in \mathbb{N}$. Indeed, let $I : M\!(R) \to M\!(n)(R)$ be the identity. Then, by the properties of $M\!(R)$ mentioned above, $I^{-1}$ is completely bounded. Moreover, $I$ is also completely bounded by [OR04, Proposition 2.2].

Let

$$Y = \bigoplus_{n \in \mathbb{N}} M\!(n)(R)$$

be the $\infty$-direct sum operator space (see [BLM04, 1.2.17]). Clearly, $R$ almost completely $\mathbb{C}$-isomorphically embeds into $Y$.

We are left to notice that $R$ does not completely $\mathbb{R}$-isomorphically embed into $Y$. Suppose otherwise and let $u : R \to Y$ be such embedding. For each $n \in \mathbb{N}$, let $p_n : Y \to M\!(n)(R)$ be the canonical projection. If there exists $n \in \mathbb{N}$ so that $p_nu : R \to M\!(n)(R)$ is not completely strictly singular, then there is an infinite dimensional $\mathbb{C}$-vector subspace of $R$ which completely $\mathbb{R}$-isomorphically embeds into $M\!(R)$. As $R$ is a homogeneous $\mathbb{C}$-operator space (see [Pis03, Section 9.2] and [OR04, Lemma 2.5]), [Pis96, Proposition 9.2.1] implies that all $\mathbb{C}$-vector subspaces of $R$ are completely $\mathbb{C}$-linearly isometric to $R$. So we conclude that $R$ completely $\mathbb{R}$-linearly isomorphically embeds into $M\!(R)$. By the comments preceding this proof, this implies that every $\mathbb{R}$-linear bounded map $E \to R$ is completely bounded; contradiction.

Therefore, $p_nu$ is completely strictly singular for all $n \in \mathbb{N}$. Since $p_nu$ is completely strictly singular for all $n \in \mathbb{N}$, a simple sliding hump argument gives us a contradiction to the complete $\mathbb{R}$-linear embeddability of $R$ into $Y$, we leave the details to the reader. 

\[\square\]

**Question 4.3:** Is almost complete coarse embeddability strictly weaker than almost complete $\mathbb{R}$-isomorphic embeddability? I.e., are there $\mathbb{K}$-operator spaces $X$ and $Y$ so that $X$ almost completely coarsely embeds into $Y$, but $X$ does not almost completely $\mathbb{R}$-isomorphically embeds into $Y$?

The next result shows that this weaker form of complete embeddability is already strong enough so that the $\mathbb{R}$-operator space local structure of $Y$ passes to $X$. Given a $\mathbb{K}$-operator space $Y$ and an ultrafilter $U$ on $\mathbb{N}$, we let $Y^{\mathbb{N}}/U$ be the $\mathbb{K}$-operator ultraproduct space (see [BLM04, Section 1.2.31]).

\[\text{An $\mathbb{R}$-linear map } u : X \to Y \text{ between $\mathbb{C}$-operator space is completely strictly singular if its restriction to any infinite dimensional $\mathbb{C}$-vector subspace of } X \text{ is not a complete $\mathbb{R}$-linear isomorphic embedding.}\]
Proposition 4.4. If a \( K \)-operator space \( X \) almost completely coarsely embeds into an \( \mathbb{K} \)-operator space \( Y \), then \( X \) completely \( \mathbb{K} \)-isomorphically embeds into \( Y^N/\mathcal{U} \) for any nonprincipal ultrafilter \( \mathcal{U} \) on \( N \).

Proof. Let \( (f^n)_n \) be a sequence which witnesses that \( X \) almost completely coarsely embeds into \( Y \) and let \( \mathcal{U} \) be a nonprincipal ultrafilter on \( N \). Without loss of generality, assume that \( f^n(0) = 0 \) for all \( n \in \mathbb{N} \). Define \( F : X \to Y^N/\mathcal{U} \) by letting \( F(x) = [(f^n(x))_n] \) for all \( x \in X \). Since \( \|f^n(x)\| \leq \omega(\|x\|) \) for all \( x \in X \), this map is well defined.

Given \( k \in \mathbb{N} \) and \( [x_{ij}], [y_{ij}] \in M_k(X) \), for any \( n \geq k \), denote by \( [\bar{x}_{ij}], [\bar{y}_{ij}] \) the image of \( [x_{ij}] \) and \( [y_{ij}] \) under the canonical isometry \( M_k(X) \to M_n(X) \). Then we have that

\[
\|f^n([x_{ij}]) - f^n([y_{ij}])\|_k = \|f^n([\bar{x}_{ij}]) - f^n([\bar{y}_{ij}])\|_n \\
\leq \omega(\|\bar{x}_{ij} - \bar{y}_{ij}\|_n) \\
= \omega(\|x_{ij} - y_{ij}\|_k).
\]

Since \( \mathcal{U} \) is nonprincipal, this implies that

\[
\|F([x_{ij}]) - F([y_{ij}])\|_k \leq \omega(\|x_{ij} - y_{ij}\|_k)
\]

for all \( k \in \mathbb{N} \) and all \( [x_{ij}], [y_{ij}] \in M_k(X) \). I.e., \( F \) is completely coarse and Theorem 4.1 implies that \( F \) is \( \mathbb{R} \)-linear. Clearly, \( \|F\|_{cb} \leq \omega(1) \).

Similarly as in the inequalities above, the nonprincipality of \( \mathcal{U} \) gives that

\[
\|F([x_{ij}]) - F([y_{ij}])\|_k \geq \rho(\|x_{ij} - y_{ij}\|_k)
\]

for all \( k \in \mathbb{N} \), and all \( [x_{ij}], [y_{ij}] \in M_k(X) \). As \( \lim_{t \to \infty} \rho(t) = \infty \), this implies that \( F \) is injective. Moreover, \( \lim_{t \to \infty} \rho(t) = \infty \) also implies that \( F^{-1} \) is completely bounded. Hence, \( F \) is a complete \( \mathbb{R} \)-isomorphic embedding. \( \square \)

4.1. Application to \( \text{OH} \). We now show that almost complete coarse embeddability into Pisier’s operator Hilbert space implies complete \( \mathbb{C} \)-isomorphic embeddability (see Theorem 4.2). But first, we recall the complexification of a real operator space. Given an \( \mathbb{R} \)-vector space \( X \), we define the complexification of \( X \), denoted by \( X_\mathbb{C} \), as the direct sum

\[
X_\mathbb{C} = X \oplus iX = \{ x + iy \mid x, y \in X \},
\]

where

\[
(x_1 + iy_1) + (x_2 + iy_2) = (x_1 + x_2) + i(y_1 + y_2)
\]

for all \( x_1, x_2, y_1, y_2 \in X \), and

\[
(\alpha + i\beta)(x + iy) = (\alpha x - \beta y) + i(\beta x + \alpha y)
\]

for all \( \alpha, \beta \in \mathbb{R} \) and all \( x, y \in X \). So \( X_\mathbb{C} \) is a \( \mathbb{C} \)-vector space.

If \( H \) is an \( \mathbb{R} \)-Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \| \) given by this inner product, we define an inner product (which we still denote by \( \langle \cdot, \cdot \rangle \)) on \( H_\mathbb{C} \) by letting

\[
\langle x_1 + iy_1, x_2 + iy_2 \rangle = \langle x_1, x_2 \rangle + \langle y_1, y_2 \rangle + i\langle y_1, x_2 \rangle - \langle x_1, y_2 \rangle
\]
for all $x_1, x_2, y_1, y_2 \in H$. This inner product gives a norm $\| \cdot \|_C$ on $H_C$ so that
\[
\|x + i0\|_C = \|x\| \quad \text{and} \quad \|x + iy\|_C = \|x - iy\|_C
\]
for all $x, y \in H$. It is easy to see that
\[
\mathcal{B}(H_C) = \mathcal{B}(H) \oplus i\mathcal{B}(H) = \mathcal{B}(H)_C
\]
and this gives us a natural $C$-operator space structure on $\mathcal{B}(H)_C$.

We conclude that if $X$ is an $\mathbb{R}$-operator space in $\mathcal{B}(H)$, then $X_C$ has a canonical $\mathbb{C}$-operator space structure inherited by the inclusion $X_C \subset \mathcal{B}(H)_C = \mathcal{B}(H_C)$. We refer the reader to [Rua03a, Section 2] for more details on this complexification.

Recall, given $K$-operator spaces $X$ and $Y$, we write $X \oplus Y$ (resp. $X \oplus_1 Y$) to denote the $\ell_\infty$-sum (resp. $\ell_1$-sum) of $X$ and $Y$. Given $p \in [1, \infty]$, we write
\[
X \oplus_p Y = (X \oplus Y, X \oplus_1 Y)_{1/p},
\]
where $(X \oplus Y, X \oplus_1 Y)_{1/p}$ is the complex interpolation space of $X \oplus Y$ and $X \oplus_1 Y$ (here we make the convention that $1/\infty = 0$) — see [Pis03, Section 2.7] for the definition of interpolation spaces.

Given a $\mathbb{C}$-Banach space $X$, $X^*$ denotes the conjugate of $X$, i.e., $X^* = X$ and the scalar multiplication on $X^*$ is given by $\alpha x = \overline{\alpha} x$ for all $\alpha \in \mathbb{C}$ and all $x \in X$. Then, given a $\mathbb{C}$-operator space $Y \subset \mathcal{B}(H)$, $Y^*$ denotes the conjugate operator space of $Y$, i.e., $Y^* = Y$ and the operator space structure on $Y$ is given by the canonical inclusion $\overline{Y} \subset \mathcal{B}(H) = \mathcal{B}(H^*)$.

**Proposition 4.5.** If a $\mathbb{C}$-operator space $X$ completely $\mathbb{R}$-isomorphically embeds into a $\mathbb{C}$-operator space $Y$, then $X$ completely $\mathbb{C}$-isomorphically embeds into $Y \oplus_p Y^*$ for any $p \in [1, \infty]$.

**Proof.** First notice that considering $X$ as an $\mathbb{R}$-operator space, we can look at its complexification $X_C = X \oplus IX$ — we use $I$ instead of $i$ here because $X$ is already a complex operator space. Then the map
\[
x \in X \mapsto x + I(-ix) \in X_C
\]
is a complete $\mathbb{C}$-isomorphic embedding. Let $f : X \to Y$ be a complete $\mathbb{R}$-isomorphic embedding. Since the map
\[
x + Iy \in X_C \mapsto (f(x) + if(y), f(x) - if(y)) \in Y \oplus_p Y^*
\]
is a complete $\mathbb{C}$-isomorphic embedding, we are done. \hfill $\square$

We need one last result before proving Theorem 1.2. Given an index set $I$, let $\text{OH}(I)$ be the operator Hilbert space introduced by Pisier in [Pis96, Theorem 1.1].

**Proposition 4.6.** Let $I$ be an infinite index set, then $\text{OH}(I)$ is completely $\mathbb{C}$-linearly isometric to $\text{OH}(I) \oplus_2 \overline{\text{OH}(I)}$.
Proof. Let $\ell_2(I, \mathbb{C})$ denote the $\mathbb{C}$-Hilbert space of all square summable functions $I \to \mathbb{C}$, and let $(e_i)_{i \in I}$ denote its standard basis. Let $R(I)$ and $C(I)$ be the row and column $\mathbb{C}$-operator spaces of $\ell_2(I, \mathbb{C})$, respectively, i.e., fix $i_0 \in I$ and let

$$C(I) = \{ a \in B(\ell_2(I, \mathbb{C})) \mid \forall i \neq i_0, \langle ae_i, e_j \rangle = 0 \};$$

$R(I)$ is defined similarly (cf. Proof of Theorem 4.2). By [Pis96, Corollary 2.6], we have that $OH(I)$ is completely $\mathbb{C}$-linearly isometrically. Hence, by the uniqueness property of $OH(I)$, the conclusion of the proposition follows. □

Proof of Theorem 1.2. Let $U$ be a nonprincipal filter on $\mathbb{N}$. By Proposition 4.4, the hypothesis imply that $X$ completely $\mathbb{R}$-isomorphically embeds into $OH(I)[N]/U$. By [Pis96, Lemma 3.1(ii)], $OH(I)[N]/U$ is completely $\mathbb{C}$-linearly isometric to $OH(L)$ for some set $L$. Hence by Proposition 4.5 we have that $X$ completely $\mathbb{C}$-isomorphically embeds into $OH(L) \oplus_2 OH(L)$. The conclusion then follows from Proposition 4.6 □
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References

[BLM04] D. Blecher and C. Le Merdy, Operator algebras and their modules—an operator space approach, London Mathematical Society Monographs. New Series, vol. 30, The Clarendon Press, Oxford University Press, Oxford, 2004, Oxford Science Publications. MR 2111973

[Bou86] J. Bourgain, Real isomorphic complex Banach spaces need not be complex isomorphic, Proc. Amer. Math. Soc. 96 (1986), no. 2, 221–226. MR 818448
[BS19] Bruno M. Braga and Thomas Sinclair, *A Ribe theorem for noncommutative $L_1$-spaces and Lipschitz free operator spaces*, arXiv:1911.05505 [math.OA] (2019).

[Eng98] Arthur Engel, *Problem-solving strategies*, Problem Books in Mathematics, Springer-Verlag, New York, 1998. MR 1485512

[ER00] Edward G. Effros and Zhong-Jin Ruan, *Operator spaces*, London Mathematical Society Monographs. New Series, vol. 23, The Clarendon Press, Oxford University Press, New York, 2000. MR 1793753

[Fer07] Valentin Ferenczi, *Uniqueness of complex structure and real hereditarily indecomposable Banach spaces*, Adv. Math. 213 (2007), no. 1, 462–488. MR 2331251

[GLZ14] G. Godefroy, G. Lancien, and V. Zizler, *The non-linear geometry of Banach spaces after Nigel Kalton*, Rocky Mountain J. Math. 44 (2014), no. 5, 1529–1583. MR 3295641

[Kal08] N. Kalton, *The nonlinear geometry of Banach spaces*, Rev. Mat. Complut. 21 (2008), no. 1, 7–60. MR 2408035

[OR04] T. Oikhberg and É. Ricard, *Operator spaces with few completely bounded maps*, Math. Ann. 328 (2004), no. 1-2, 229–259. MR 2030376

[Pis96] G. Pisier, *The operator Hilbert space OH, complex interpolation and tensor norms*, Mem. Amer. Math. Soc. 122 (1996), no. 585, viii+103. MR 1342022

[Pis03] Gilles Pisier, *Introduction to operator space theory*, London Mathematical Society Lecture Note Series, vol. 294, Cambridge University Press, Cambridge, 2003. MR 2006539

[Rua03a] Z.-J. Ruan, *Complexifications of real operator spaces*, Illinois J. Math. 47 (2003), no. 4, 1047–1062. MR 2036989

[Rua03b] Zhong-Jin Ruan, *Complexifications of real operator spaces*, Illinois J. Math. 47 (2003), no. 4, 1047–1062. MR 2036989

[Rua03c] Zhong Jin Ruan, *On real operator spaces*, vol. 19, 2003, International Workshop on Operator Algebra and Operator Theory (Linfen, 2001), pp. 485–496. MR 2014029

[Rud59] Walter Rudin, *Positive definite sequences and absolutely monotonic functions*, Duke Math. J. 26 (1959), 617–622. MR 109204

[Sch42] I. J. Schoenberg, *Positive definite functions on spheres*, Duke Math. J. 9 (1942), 96–108. MR 5922

[Sha14] Sonia Sharma, *Real operator algebras and real completely isometric theory*, Positivity 18 (2014), no. 1, 95–118. MR 3167068

(B. M. Braga) UNIVERSITY OF VIRGINIA, 141 CABELL DRIVE, KERCHOF HALL, P.O. BOX 400137, CHARLOTTESVILLE, USA

E-mail address: demendoncabraga@gmail.com

(J. A. Chávez-Domínguez) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF OKLAHOMA, NORMAN, OK 73019-3103, USA

E-mail address: jachavezd@ou.edu