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We construct a map between the quantum field theory of free Weyl or Majorana fermions and the probability distribution of a classical statistical ensemble for Ising spins or discrete bits. More precisely, a Grassmann functional integral based on a real Grassmann algebra specifies the time evolution of the real wave function \( q_\tau(t) \) for the Ising states \( \tau \). The time dependent probability distribution of a generalized Ising model obtains as \( p_\tau(t) = q_\tau^2(t) \). The functional integral employs a lattice regularization for single Weyl or Majorana spinors. We further introduce the complex structure characteristic for quantum mechanics. Probability distributions of the Ising model which correspond to one or many propagating fermions are discussed explicitly. Expectation values of observables can be computed equivalently in the classical statistical Ising model or in the quantum field theory for fermions.

I. INTRODUCTION

It has recently been shown that quantum mechanics can be obtained from a classical statistical ensemble \[2\]. This requires a suitable law for the time evolution of the probability distribution \( p_\tau(t) \) for the states \( \tau \) of the classical statistical ensemble, and an appropriate selection of observables and their correlations describing sequences of measurements. An important criterion for the selection of the appropriate evolution law and observables is the compatibility with a “coarse graining” of the information to an isolated subsystem, for which only part of the information contained in \( \{ p_\tau(t) \} \) is available and used.

The general setting how familiar “no go theorems” based on Bell’s inequalities \[2,3\] or the Kochen-Specker theorem \[3\] are circumvented has been discussed in \[1\] both on the abstract level and by simple concrete examples. For a practical use of the equivalence between quantum mechanics and a suitable classical statistical ensemble one needs an implementation for realistic systems, as a quantum particle in a potential or quantum field theories. We have presented a classical probability distribution in phase space which can describe a quantum particle in a potential, including all characteristic “quantum features” as interference in a double slit situation, tunneling and the discreteness of stationary states \[3\]. For this purpose one has to postulate a specific “unitary time evolution” for the probability density in phase space which replaces the Liouville equation and is no longer compatible with the notion of particles following classical trajectories. While the choice of this evolution law can be motivated by the experimental success of quantum mechanics, one would also like to establish simple criteria for the fundamental time evolution law for probabilities in a classical statistical ensemble which do not rely anymore on the notion of individual trajectories. We believe that the answer to this problem is rooted on a more fundamental level, namely quantum field theory for many particle systems, from which the notion of a single particle in a potential emerges as a special case.

For the description of a quantum particle by a classical statistical ensemble in phase space the position and momentum observables are “statistical observables”. The expectation values of statistical observables are computable from the probability distribution, despite the fact that statistical observables have no fixed value in the “classical states” (which correspond to points in phase space in this case). While statistical observables are familiar in classical statistical physics - an example is the entropy - they are usually not employed on a microscopic level. This raises the interesting question if the statistical observables on the level of one particle states can be obtained on a more fundamental level from classical observables which take a fixed value in every state \( \tau \). It seems natural that this fundamental level corresponds to a quantum field theory. Indeed, we have demonstrated \[2\] that statistical observables and non-commutative products of observables can arise naturally from classical observables on a more fundamental level.

A natural goal for the embedding of quantum mechanics into a fundamental description by “classical” probabilities seems to be the explicit construction of a classical statistical ensemble whose probability distribution describes a quantum field theory. As a first step, we have constructed the “classical” probability distribution for a quantum field theory of free massless fermions in two dimensions \[2\]. This employs classical states \( \tau \) which correspond to the states of Ising spins on a one-dimensional lattice or chain. For every point \( x \) one introduces an occupation number \( n(x) \) which can take the values one or zero. (Equivalently we could use the Ising spins \( s(x) = 2n(x) - 1 \) which have values \( \pm 1 \).) A classical state \( \tau \) is a sequence of occupation numbers \( \{ n(x) \} \). The analogy to occupation numbers for fermions is very direct. Indeed, one has a map between states \( \tau \) and basis elements \( g_\tau \) of a real Grassmann algebra \[2\] and one can associate the probability distribution \( p_\tau(t) \) to a Grassmann functional integral \[2\].

In this paper we take a second step and construct the probability distribution which describes a quantum field theory of massless Weyl or Majorana fermions in four dimensions. We will generalize this setting to Dirac spinors in an electromagnetic field in a forthcoming publication, but already the case of massless fermions has to circumvent a few obstacles and provides for important lessons. The basic setting is a generalization of ref. \[2\]. The space points...
$\vec{x}$ are now on a cubic three dimensional lattice, and we employ
four different occupation numbers $n_\gamma(\vec{x}), \gamma = 1 \ldots 4$.

The states of the classical ensemble are given by sequences of
occupation numbers, $\tau = \{n_\gamma(\vec{x})\}$.

An important ingredient for the formulation of a fundamental
evolution law for the probability distribution $\{p_\tau(t)\}$ is the “classical”
wave function $q_\tau(t)$ $[3, 2]$. For every time $t$ this associates a real number $q_\tau$ to
every state $\tau$. The probabilities $p_\tau$ are the squares of $q_\tau$ and therefore
automatically positive, $p_\tau = q_\tau^2$. The normalization of the
probability distribution requires

$$\sum_\tau p_\tau = \sum_\tau q_\tau^2 = 1. \quad (1)$$

In turn, the wave function can be obtained from the
probability distribution up to a sign $s_\tau = \pm 1$, $q_\tau = s_\tau \sqrt{p_\tau}$. For all
quantities that can be computed from $\{p_\tau\}$ the choice
of the signs $s_\tau$ corresponds to a choice of gauge without obser-
vable consequences. (Convenient gauge choices respect
continuity and differentiability of $q_\tau(t)$, which excludes
arbitrary “jumps” of $s_\tau$ and fixes $s_\tau$ to a large extent by the
properties of $\{p_\tau\}$. Then $\{q_\tau\}$ is essentially computable
from $\{p_\tau\}$, up to a few remaining “overall signs” $\{3\}$. The
concept of the classical wave function permits the formula-
lion of simple time evolution laws $[8]$ which preserve the
normalization of the probabilities. It is sufficient that the
time evolution is described by a rotation of the real vector $q_\tau$,

$$q_\tau(t') = \sum_\rho R_{\tau,\rho}(t',t) q_\rho(t), \quad R^TR = 1. \quad (2)$$

The simplest evolution laws are linear - the rotation matrix $R_{\tau,\rho}(t',t)$ does not depend on
the wave function $\{q_\tau(t)\}$.

The classical wave function $\{q_\tau(t)\}$ is a property of
the classical statistical ensemble and resembles in certain aspects
to the Hilbert space formulation of classical mechani-
ces by Koopman and von Neumann $[9]$. In contrast to ref.
$[8]$ it is, however, a real function. This avoids the intro-
duction of additional degrees of freedom which would cor-
respond to the phases of a complex wave function. On the
other hand, the physics of phases is one of the most char-
acteristic features of quantum physics. We therefore have
to implement a complex structure which maps the real
classical wave function $\{q_\gamma(t)\}$ to an associated complex
quantum wave function. For four dimensional fermions a
natural complex structure can be associated to the equiva-
ience between Majorana and Weyl spinors $[10, 11]$. Weyl
spinors are directly formulated as complex entities, and
the wave function for a single propagating Weyl fermion is
indeed a complex function. On the other hand, a real
representation of the Clifford algebra can be employed for
Majorana fermions. The real wave function for a single
particle can then be mapped to the complex wave function
for Weyl spinors.

We will extract the real wave function $\{q_\tau(t)\}$ and its
time evolution from a Grassmann functional integral based
on a real Grassmann algebra. The action will involve four
“real” Grassmann fields $\psi_\gamma(t, x)$, but nothing separate conjugate

fields $\tilde{\psi}_\gamma(t, x)$ or $\tilde{\psi}_\gamma(t, x)$. So far, the construction of
the classical wave function from a Grassmann functional inte-
gral has been based on pairs of conjugate Grassmann vari-
bles $\psi$ and $\tilde{\psi}$. We have to generalize this construction for
the case where no conjugate fields $\tilde{\psi}$ are available. Fur-
thermore, a well defined setting requires a regularization of
the functional integral that we implement on a space-time
lattice. Since we want to be able to describe single prop-
agating Weyl or Majorana fermions we have to develop a
discretization for single Weyl spinors without “lattice
doublers”. These constructions are all performed explicit-
ly and we end with a real Grassmann functional integral which
describes a single species of massless Weyl or Major-
ana spinors in Minkowski space. We explicitly infer the
wave functions for multi-particle and hole states. As usual
in quantum mechanics, they depend on “initial conditions”
set by the wave function $\{q_\gamma(t_{in})\}$ a same initial time $t_{in}$.

For a given action specifying the quantum field theory
our construction allows the explicit computation of the
quantum wave function $\{q_\gamma(t)\}$ for an arbitrary initial wave function $\{q_\gamma(t_{in})\}$. We may therefore ask what are the pos-
sibilities for static wave functions that are invariant under
Poincaré transformations in the continuum limit. Any such
wave function characterizes a possible “vacuum state”. We
find by explicit construction that the vacuum state is not
unique for a quantum field theory of free massless fermions.
For every possible vacuum state we can construct one-
particle and one-hole excitations corresponding to single
propagating fermions. Their wave function obeys a free
Dirac equation. Also the construction of multi-fermion
states by applying appropriate annihilation and creation
operators to the vacuum state is the same for all possible
vacuum states.

The physical meaning of the degeneracy of vacuum states
has not yet been elucidated. It is an interesting speculation
that they cannot be distinguished by “macroscopic observ-
able”. In this case a “coarse graining” which averages
over different vacuum states (and the associated excita-
tions) would seem appropriate. Some light may be shed on
this question by an investigation of massive Dirac spinors in
an external electromagnetic field. Massless Dirac spinors
can be understood as two species of massless Majorana
spinors, but we do not know at the present stage the effect
of the mass and the external potential on the degeneracy
of the vacuum or more general ground states.

For any given vacuum state we construct the one-particle
wave function and discuss explicitly the corresponding
probability distribution of the generalized Ising model. The
time evolution of the wave function obeys the relativistic
Dirac equation for a free massless Majorana particle or an
equivalent Weyl-fermion. We specify observables for the
position of the particle both as classical observables for the
Ising-type model and as Grassmann operators. Expecta-
tion values of those observables can be computed equiva-
tently from the classical statistical ensemble for the gen-
eralized Ising model, or from the Grassmann functional of
the quantum field theory for fermions. We also discuss gen-
eralized one-particle states. For appropriate versions both
momentum and position of a single particle can be formulated
as classical observables. We introduce the non-commuting product of observables which underlies the measurement correlations of arbitrary functions of position and momentum.

This paper is organized as follows. We introduce in sect. I the action as an element of a real Grassmann algebra based on “real” Grassmann variables \( \psi_\gamma(t, x) \). We employ a lattice discretization and establish the Lorentz-symmetry of the continuum limit. We also define a regularized Grassmann functional integral. Sect. II discusses the map between this setting and the probability distribution of a generalized Ising model. The Grassmann functional integral permits to compute the probability distribution \( \{ p_\gamma(t) \} \) for every time \( t \). It obtains by “integrating out” the Grassmann variables for \( t' > t \) and \( t' < t \).

In sect. IV we turn to the time evolution of \( \{ p_\gamma(t) \} \) and the associated “classical wave function” \( \{ q_\gamma(t) \} \) which is induced by the action formulated in sect. I. We show that it is “unitary”, corresponding to a rotation (2) of the induced by the action formulated in sect. II. We investigate the notion of a conjugate wave function and use this to establish for the “partition function” the normalization \( Z = 1 \). In the continuum limit the evolution equation becomes a type of Schrödinger equation for the real wave function \( \{ q_\gamma(t) \} \) which leaves the norm of the wave function invariant. On the level of the classical probabilities \( p_\gamma(t) \) the evolution is non-linear. We also establish the evolution equation for the associated Grassmann wave function. In sect. V we discuss the classical observables of the generalized Ising model in the usual setting of a classical statistical ensemble. They can be mapped to associated Grassmann operators, and the time evolution of expectation values can be described by a type of Heisenberg evolution equation. In particular, we discuss in this language the conserved quantities of our Ising type model.

In sect. VI we turn to the interpretation of our system in terms of particles. The Ising model describes an arbitrary number of massless free propagating Majorana spinors or the associated holes. One particle states obey a Lorentz covariant Dirac equation. We translate this description of Majorana spinors to an equivalent description of Weyl spinors. In this language the one-particle wave function becomes complex. The general solutions for the one-particle or one-hole states are most easily discussed in this setting. The generalization to multi-fermion states is simple and leads to the usual totally antisymmetric wave functions for fermions. We discuss the associated symmetries, including continuous chiral symmetries and parity.

In sect. VII we discuss more systematically the complex structure which is associated to the equivalence between Majorana and Weyl spinors. We group the four “real” Grassmann variables \( \psi_\gamma \) into two complex Grassmann variables \( \zeta_\gamma \). This maps the real Grassmann algebra constructed from \( \psi_\gamma \) to an associated complex Grassmann algebra based on \( \zeta_\gamma \). The transformation between \( \psi_\gamma \) and \( (\zeta_\gamma, \zeta^\ast_\gamma) \) is a complex similarity transformation. Real Grassmann operators built from \( \psi_\gamma \) and \( \partial/\partial \psi_\gamma \) are mapped to complex Grassmann operators constructed from \( \zeta_\gamma, \partial/\partial \zeta_\gamma \) etc. Employing this complex structure, the action becomes the familiar complex action for free Weyl spinors.

In sect. VIII we address the particle-hole conjugation. On the level of the classical Ising model this corresponds to an exchange of occupied and empty bits, or to a flip of sign of the Ising spins \( s_\gamma(x) \). The particle-hole conjugation is realized by a map within the Grassmann algebra which is closely related to the exchange of conjugate elements. (It should not be associated to the usual charge conjugation in particle physics: Majorana spinors are invariant under charge conjugation or simply flip sign.) The particle-hole conjugation maps states with \( n \) particles into states with \( n \) holes. In particular, we have investigated possible vacuum states that are static, Lorentz-invariant and symmetric under particle-hole conjugation. We show that with these conditions the vacuum state is not unique. In this section we also discuss position and momentum observables for various versions of one-particle states. Conclusions are presented in sect. X.

II. QUANTUM FIELD THEORY FOR FERMIONS IN FOUR DIMENSIONS

In this section we formulate the quantum field theory for free Majorana spinors in four dimensions in terms of a Grassmann functional based on a real Grassmann algebra. The functional integral is regularized on a lattice.

1. Action

Let us consider the action

\[
S = \int_{t,x} \left\{ \psi_\gamma \partial_k \psi_\gamma - \psi_\gamma(T_k)_{\gamma \delta} \partial_k \psi_\delta \right\}.
\]

(3)

It involves four Grassmann functions \( \psi_\gamma(t, x), \gamma = 1 \ldots 4, x = (x_1, x_2, x_3) \). The integral extends over three dimensional space and time, with \( \partial_t = \partial/\partial t \) and \( \partial_k = \partial/\partial x_k \).

The real symmetric matrices \( T_k = (T_k)^T \) are given by

\[
T_1 = \begin{pmatrix} 0, 0, 1, 0 \\ 0, 0, 0, 1 \\ 1, 0, 0, 0 \\ 0, 1, 0, 0 \end{pmatrix}, \quad T_2 = \begin{pmatrix} 0, 0, 0, 1 \\ 0, 0, -1, 0 \\ 0, -1, 0, 0 \\ 1, 0, 0, 0 \end{pmatrix}, \quad T_3 = \begin{pmatrix} 1, 0, 0, 0 \\ 0, 1, 0, 0 \\ 0, 0, -1, 0 \\ 0, 0, -1 \end{pmatrix},
\]

(4)

and we deal with a real Grassmann algebra. Summation over repeated indices is implied. Within the Grassmann algebra the operation of transposition amounts to a total reordering of all Grassmann variables. The action (3) is antisymmetric under this operation,

\[
S^T = -S.
\]

(5)

If we define formally the “Minkowski action” \( S_M = iS \), the latter is hermitean, \( S_M = S_M^\dagger \), since \( S_M^* = -S_M \). We will, however, not use the Minkowski action for our formulation.
2. Lorentz symmetry

The action (13) is invariant with respect to four-dimensional Lorentz-transformations, as defined infinitesimally by \( \psi_\gamma(t, x) \rightarrow \psi_\gamma'(t, x) + \delta \psi_\gamma(t, x) \), with \( \epsilon_{\mu \nu} = -\epsilon_{\nu \mu}, \mu = (0, k) \):

\[
\delta \psi_\gamma = -\frac{1}{2} \epsilon_{\mu \nu} (\Sigma^{\mu \nu})_{\gamma \delta} \psi_\delta,
\]

and \( \psi'_\gamma(t, x) = \psi_\gamma(t, x) - (\xi^0 \partial_0 + \xi^k \partial_k) \psi_\gamma(t, x) \) accounting for the Lorentz transformed time and space coordinates. The matrices \( \Sigma^{\mu \nu} \) are given by

\[
\Sigma^{0k} = -\frac{1}{2} \mathcal{I}_k, \quad \Sigma^{kl} = -\frac{1}{2} \epsilon^{klm} \mathcal{I}_m,
\]

with

\[
\mathcal{I} = \begin{pmatrix} 0, & -1, & 0, \\ 1, & 0, & 0, \\ 0, & 0, & 0, \\ -1, & 0, & 0 \end{pmatrix} = \mathcal{I}_1 \mathcal{I}_2 \mathcal{I}_3.
\]

The Lorentz invariance of the action \( S \) is most easily established by employing the real matrices

\[
\gamma^0 = \begin{pmatrix} 0, & 0, & 0, & 1 \\ 0, & 0, & 1, & 0 \\ 0, & -1, & 0, & 0 \\ -1, & 0, & 0, & 0 \end{pmatrix}, \quad \gamma^k = -\gamma^0 \mathcal{I}_k,
\]

such that

\[
S = -\int_{t, x} \bar{\psi} \gamma^\mu \partial_\mu \psi, \quad \bar{\psi} = (\psi^T \gamma^0)^T = \bar{\psi}^T \gamma^0,
\]

where \( \partial_0 = \partial_t \) and \( \bar{\psi}_\gamma = \psi_\delta (\gamma^0) \delta_\gamma \). (We consider \( \psi \) here as a vector with components \( \psi_\gamma \) and suppress the vector indices.) The real \( 4 \times 4 \) Dirac matrices \( \gamma^\mu \) obey the Clifford algebra

\[
\{ \gamma^\mu, \gamma^\nu \} = 2 \eta^{\mu \nu},
\]

with signature of the metric given by \( \eta_{\mu \nu} = \text{diag}(-1, 1, 1, 1) \). This can be easily verified by using the relations

\[
\{ T_k, T_l \} = 2 \delta_{kl}, \quad \{ \gamma^0, T_k \} = 0.
\]

Furthermore, one finds

\[
(\gamma^0)^T = -\gamma^0, \quad (\gamma^k)^T = \gamma^k,
\]

and the relations

\[
[T_k, \mathcal{I}] = 2 \epsilon^{klm} \mathcal{I}_m, \quad [T_k, \mathcal{I}] = 0, \quad \mathcal{I}^2 = -1, \quad \gamma^0 \gamma^1 \gamma^2 \gamma^3 = \mathcal{I}, \quad \{ \gamma^0, \mathcal{I} \} = 0, \quad \{ \gamma^k, \mathcal{I} \} = 0.
\]

The Lorentz generators (7) obtain from the Dirac matrices as

\[
\Sigma^{\mu \nu} = -\frac{1}{4} [\gamma^\mu, \gamma^\nu].
\]
Here we employ
\[ \hat{\partial}_k \psi_\gamma(x) = \frac{1}{2\Delta} \left[ \psi_\gamma(x + \Delta k) - \psi_\gamma(x - \Delta k) \right] \] (26)
and
\[ \hat{\partial}_k \psi_\gamma(x) = \frac{1}{2\Delta} \left\{ \psi_\gamma(x + \Delta k) + \psi_\gamma(x - \Delta k) - 2\psi_\gamma(x) \right\}, \] (27)
with \( \Delta k \) the unit lattice vector of length \( \Delta \) in the \( k \)-direction, \( \Delta^2 = \Delta^2 \). Details of the choice of the discretization and properties of the lattice derivative are discussed in appendix A. For our purpose it is important that the discretization does not introduce any fermion doubling, such that we can describe single Weyl or Majorana spinors. The term \( \sim \hat{\partial}_k \), which prevents the occurrence of doublers, vanishes in the continuum limit \( \Delta \to 0 \).

In appendix A we also specify the omitted term \( \sim 0(\epsilon) \) in eq. (24) which vanishes for \( \epsilon \to 0 \) or \( \Delta \to 0 \). This term is needed in order to guarantee that the Grassmann element \( B_\gamma(x,t) \) has the same normalization as \( \psi_\gamma(x,t) \). In other words, we can obtain \( B_\gamma \) from \( \psi_\gamma \) by a rotation
\[ B_\gamma(x) = \sum_y R_{\gamma\delta}(x,y) \psi_\delta(y), \]
\[ \sum_y \bar{R}_{\eta\delta}(z,y) R_{\gamma\delta}(x,y) = \delta_{\eta\gamma}\delta(z,x). \] (28)
We may take the limit \( \epsilon \to 0 \) first. At this stage the model is formulated on a discrete space lattice. The continuum limit in the space direction, \( \Delta \to 0 \), can be taken at the end. We observe that the space-continuum limit, leading to the action (3), also involves a rescaling of the Grassmann variables by a factor \( \Delta^{(-3/2)} \). The Lorentz symmetry is realized in the continuum limit where both \( \epsilon \) and \( \Delta \) approach zero.

The functional integral is defined by the partition function
\[ Z = \int \mathcal{D}\psi \bar{g}_f \left[ \psi(t_f) \right] e^{-S_{in} \left[ \psi(t_{in}) \right]}, \] (29)
with the functional measure
\[ \int \mathcal{D}\psi = \prod_{t,x} \int \left( d\psi_4(t,x) \ldots d\psi_1(t,x) \right). \] (30)
The boundary terms \( g_{in} \) and \( \bar{g}_f \) only depend on the Grassmann variables \( \psi(t_{in}) \) and \( \psi(t_f) \), respectively. As we will see below, the boundary terms \( \bar{g}_f \) and \( g_{in} \) are related to each other, such that the functional integral (29) is fully specified by the choice of \( g_{in} \).

III. PROBABILITY DISTRIBUTION AND WAVE FUNCTION

In this section we associate to the Grassmann functional integral (29) a family of classical probability distributions \( \{p_\tau(t)\} \). For every given time \( t \) this probability distribution associates to each classical state \( \tau \) a classical probability \( p_\tau(t) \), which is positive and normalized
\[ p_\tau(t) \geq 0, \quad \sum_\tau p_\tau(t) = 1. \] (31)
The positivity and normalization of the probabilities holds for an arbitrary choice of \( g_{in} \), provided \( \bar{g}_f \) is related to \( g_{in} \) appropriately. For every given \( g_{in} \), the probability distribution \( \{p_\tau(t)\} \) is uniquely computable for all \( t \), such that the functional integral (29) also specifies the time evolution of the probability distribution.

The states \( \tau \) of the classical statistical ensemble are discrete if we use the formulation of the functional integral on a space lattice. If we assume a cubic lattice with \( L^3 \) lattice points we associate to every point \( x \) four bits (or Ising spins) \( n_\gamma(x) \) that can take the values 1 or 0. The states \( \tau \) are then given by the sequences of bits, \( \tau = \{ n_\gamma(x) \} \), each \( \tau \) corresponding to an ordered chain of \( 4L^3 \) numbers 1 or 0. There are a total of \( 2^{4L^3} \) different states \( \tau \).

1. Grassmann wave function

The construction of the probability distribution \( \{p_\tau\} \) will rely on the isomorphism between states \( \tau \) and the basis elements \( g_\tau \) of a Grassmann algebra that can be constructed from the Grassmann variables \( \psi_\gamma(x) \) for fixed \( t \). Each basis element \( g_\tau \) is a product of Grassmann variables
\[ g_\tau = \psi_{\gamma_1}(x_1)\psi_{\gamma_2}(x_2) \ldots \] (32)
which is ordered in some convenient way. To be specific, we define some linear ordering of the lattice points and place variables with “smaller \( x \)” to the left, and for each \( x \) place smaller \( \gamma \) to the left. If a Grassmann element \( g_\tau \) contains a given variable \( \psi_\gamma(x) \) we may put the number \( n_\gamma(x) \) in the sequence \( \tau \) to 0, while we take \( n_\gamma(x) \) to 1 if the variable \( \psi_\gamma(x) \) does not appear in the product (32). This specifies the map between the \( 2^{4L^3} \) independent basis elements \( g_\tau \) of the Grassmann algebra and the states \( \tau \).

Our first step computes for the functional integral (29) a Grassmann wave function \( g(t) \), which is an element of the Grassmann algebra constructed from the Grassmann variables \( \psi_\gamma(t,x) \) at given \( t \). In order to define this Grassmann wave function we decompose the action (33)
\[ S = S_\prec + S_\succ, \]
\[ S_\prec = \sum_{t' < t} L(t'), \quad S_\succ = \sum_{t' \geq t} L(t'). \] (33)
The wave function \( g(t) \) obtains by integrating out all Grassmann variables for \( t' < t \)
\[ g(t) = \int \mathcal{D}\psi(t') e^{-S_\prec g_{in}}. \] (34)
We observe that \( g(t) \) depends on the Grassmann variables \( \psi(t) \). More precisely, it can be constructed from linear combinations of products of the Grassmann variables \( \psi_\gamma(t,x) \) for fixed \( t \).
2. Classical probabilities and wave function

We next expand \( g \) in terms of the basis elements \( g_\tau \) of this algebra

\[
g(t) = \sum_\tau g_\tau(t) g_\tau[\psi(t)]. \tag{35}
\]

We would like to associate the real coefficients \( q_\tau(t) \) with the classical wave function, such that the classical probabilities obtain as \( p_\tau(t) = q_\tau^2(t) \). This requires for every \( t \) the normalization \( \sum_\tau q_\tau^2(t) = 1 \). We will show in the next section that this normalization condition is indeed obeyed, provided it holds for the initial wave function \( g(t_{in}) = g_{in}[\psi_{in}(t_{in}, x)] \).

The conjugate wave function is defined as

\[
\tilde{g}(t) = \int \mathcal{D}\psi(t') g(t)e^{-\int t}\mathcal{D}\tilde{\psi}(t)\tilde{g}(t)g(t), \tag{36}
\]

Again, this is an element of the Grassmann algebra constructed from \( \psi(t) \). In terms of \( g \) and \( \tilde{g} \) the partition function reads

\[
Z = \int \mathcal{D}\psi(t)g(t), \tag{37}
\]

where the Grassmann integration \( \int \mathcal{D}\psi(t) \) extends only over the Grassmann variables \( \psi_\gamma(t, x) \) for a given time \( t \). The conjugate basis elements of the Grassmann algebra \( \tilde{g}_\tau \) are defined \( \tilde{g}_\tau \) by the relation

\[
\tilde{g}_\tau g_\tau = \prod_\gamma \psi_\gamma(x) \tag{38}
\]

(no sum over \( \tau \)) and the requirement that no variable \( \psi_\gamma(x) \) appears both in \( \tilde{g}_\tau \) and \( g_\tau \). They obey

\[
\int \mathcal{D}\psi(t) \tilde{g}_\tau[\psi(t)] g_\rho[\psi(t)] = \delta_{\tau\rho}. \tag{39}
\]

Expanding

\[
\tilde{g}(t) = \sum_\tau \tilde{g}_\tau(t) g_\tau[\psi(t)] \tag{40}
\]

yields

\[
Z = \sum_\tau \tilde{g}_\tau(t) q_\tau(t) \tag{41}
\]

We will see in the next section that for a suitable choice of \( \tilde{g}_\tau \) the conjugate wave function obeys for all \( t \) the relation \( \tilde{g}_\tau(t) = q_\tau(t) \). Together with the normalization condition \( \sum_\tau q_\tau^2(t) = 1 \) this guarantees \( Z = 1 \).

In consequence, we can express the classical probabilities \( p_\tau(t) \) directly in terms of the Grassmann functional integral

\[
p_\tau(t) = \int \mathcal{D}\psi \tilde{g}_\tau P_\tau(t) e^{-\int t}\mathcal{D}\psi \tag{42}
\]

with \( P_\tau(t) \) a projection operator

\[
P_\tau(t) g_\rho[\psi(t)] = g_\tau[\psi(t)] \delta_{\tau\rho}, \tag{43}
\]

The formal expression of \( P_\tau \) in terms of the Grassmann variables \( \psi(t) \) and derivatives \( \partial/\partial\psi(t) \) can be found in ref. \( \text{[6]} \).

The interpretation of the Grassmann functional integral in terms of classical probabilities is based on the map \( g(t) \rightarrow \{p_\tau(t)\} \), which in turn is related to the map \( \{q_\tau\} \rightarrow \{q_\tau^2\} \). The opposite direction of a map \( \{p_\tau(t)\} \rightarrow g(t) \) is also possible, provided we choose an appropriate sign convention for \( s_\tau = \pm 1 \) in

\[
q_\tau(t) = s_\tau(t)\sqrt{p_\tau(t)}. \tag{44}
\]

This sign convention corresponds to a choice of gauge which does not matter if all expectation values and correlations can finally be expressed in terms of the probabilities \( \{p_\tau(t)\} \). The map \( g(t) \leftrightarrow \{q_\tau(t)\} \) is invertible. A given “quantum state” or equivalent classical statistical ensemble may be specified by the “initial value” at some time \( t_0 \), \( g(t_0) \), or the associated wave function \( \{q_\tau(t_0)\} \) or classical probability distribution \( \{p_\tau(t_0)\} \). This is equivalent to the specification of \( g_{in} = g(t_{in}) \) in the functional integral.

IV. TIME EVOLUTION

In this section we compute the time evolution of the wave function \( \{q_\tau(t)\} \) and the associated probability distribution \( \{p_\tau(t)\} = \{q_\tau^2(t)\} \). This will lead to a type of Schrödinger equation for the real wave function \( \{q_\tau(t)\} \), as well as an associated evolution equation for the Grassmann wave function \( g(t) \). We will use the properties of this evolution equation in order to establish that the norm \( \sum_\tau q_\tau^2(t) \) is conserved, such that \( \{q_\tau^2(t)\} \) can indeed be interpreted as a time dependent probability distribution.

Due to the particular form of the action \( \mathcal{S} \), which only involves one type of Grassmann variables (and no conjugate variables as in ref. \( \text{[2]} \)) the discrete formulation of the functional integral is crucial. We will see that \( g(t) \) jumps between two neighboring time points, while it is smooth between \( g(t + 2\epsilon) \) and \( g(t) \). We will therefore distinguish between even and odd time points and use the definition \( \text{[33]} \) of the wave function only for even times. For odd times we employ a different definition, which will guarantee the smoothness of the time evolution of \( \{q_\tau(t)\} \) for both even and odd point times. In the continuum limit, \( \epsilon \to 0 \), the time evolution of the wave function is then described by a continuous rotation of the vector \( \{q_\tau(t)\} \). In Appendix B we show that by a distinction between even and odd time points, with \( \psi_\tau(t, x) = \psi_\tau(t + \epsilon, x) \) for \( t \) even, we can actually map our formalism to the formalism of ref. \( \text{[7]} \) with conjugate spinors \( \tilde{\psi} \).

The time evolution of the Grassmann wave function obeys

\[
g(t + \epsilon) = \int \mathcal{D}\psi e^{-\int t}\mathcal{D}\tilde{\psi} \tag{45}
\]

This determines \( \{q_\tau(t + \epsilon)\} \) in terms of \( \{q_\tau(t)\} \). Thus the action \( \mathcal{S} \) \( \text{[18]} \), \( \text{[21]} \) specifies the dynamics how the probability distribution \( \{p_\tau(t)\} \) evolves in time. The particular
dynamics of a given model is determined by the term \( \sim \epsilon F_\gamma \) in eq. (21). This will play the role of the Hamiltonian in quantum mechanics.

1. Trivial time evolution

In order to understand the structure of the evolution law (15) we first consider the case \( F_\gamma = 0 \). For a vanishing Hamiltonian this should describe a trivial time evolution with a static probability distribution. For \( F_\gamma = 0 \) the evolution equation (15) reads

\[
g(t + \epsilon) = \int D\psi(t) \exp \left\{ -\sum_x \sum_\gamma \psi_\gamma(t,x)\psi_\gamma(t + \epsilon, x) \right\} g(t).
\]

We may write \( g(t) \) in a product form

\[
g(t) = \prod_x \prod_\gamma \left[ a_\gamma(t,x) + b_\gamma(t,x)\psi_\gamma(t,x) \right],
\]

with some fixed ordering convention of the factors assumed, e.g. smaller \( \gamma \) to the left for given \( x \), and some linear ordering of the lattice points, with "lower" points to the left. In the product form eq. (46) yields

\[
g(t + \epsilon) = \int D\psi(t) \prod_x \prod_\gamma \left[ a_\gamma(t,x) + b_\gamma(t,x)\psi_\gamma(t,x) \right] \left[ 1 - \psi_\gamma(t,x)\psi_\gamma(t + \epsilon, x) \right] [a_\gamma(t,x) + b_\gamma(t,x)\psi_\gamma(t,x)]
\]

\[
= \prod_x \prod_\gamma \left[ b_\gamma(t,x) + \eta_\gamma a_\gamma(t,x) \psi_\gamma(t + \epsilon, x) \right].
\]

Here we use the fact that each individual Grassmann integration \( \int d\psi_\gamma(t,x) \) can be performed easily,

\[
\int d\psi(1 - \psi_\varphi)(a + b\psi) = b - a\varphi,
\]

and \( \eta_\gamma = \pm 1 \) results from the anticommuting properties of the Grassmann variables \( \varphi \), with

\[
\eta_1 = \eta_3 = 1, \quad \eta_2 = \eta_4 = -1.
\]

As a result, we can write

\[
g(t + \epsilon) = \sum_\tau q_\tau(t) C g_\tau \left[ \psi_\gamma(t + \epsilon, x) \right],
\]

where \( C g_\tau \) obtains from \( g_\tau \) by the following replacements: (i) for every factor \( \psi_\gamma(x) \) in \( g_\tau \) one has a factor 1 in \( C g_\tau \); (ii) for every pair \( (x, \gamma) \) for which no \( \psi_\gamma(x) \) is present in \( g_\tau \) one inserts a factor \( \eta_\gamma \psi_\gamma(x) \) in \( C g_\tau \). The ordering of the factors \( \eta_\gamma \psi_\gamma(x) \) is the same as the ordering assumed in the product (47). This implies that we can indeed write the action of \( C \) on the product (47) as

\[
C g(t) = \prod_x \prod_\gamma \left[ b_\gamma(t,x) + \eta_\gamma a_\gamma(t,x) \psi_\gamma(t,x) \right].
\]

The conjugation operator \( C \) maps every basis element \( g_\tau \) into its conjugate element \( \tilde{g}_\tau \) up to a sign \( \sigma_\tau = \pm 1 \),

\[
C g_\tau = \sigma_\tau \tilde{g}_\tau.
\]

Applying \( C \) twice on the product (47) multiplies each factor by \( \eta_\gamma \). The factors \( \eta_\gamma \) drop out due to the even number of minus signs, such that \( C \) is an involution, \( C^2 = 1 \), or

\[
C^2 g_\tau = g_\tau.
\]

This has the consequence that \( g(t + 2\epsilon) \) obtains from \( g(t) \) by simply replacing the arguments \( \psi_\gamma(t,x) \) by \( \psi_\gamma(t + 2\epsilon, x) \), or

\[
q_\tau(t + 2\epsilon) = q_\tau(t).
\]

The trivial static evolution of the wave function is realized between \( t \) and \( t + 2\epsilon \).

The jump between \( g \) and \( C g \) for neighboring time points, \( g(t + \epsilon) = C g(t) \), suggests the use of eq. (55) for the definition of the wave function \( \{q_\tau(t)\} \) only for "even time points", namely those that obey \( t_n = t_{in} + 2m\epsilon, m \in \mathbb{N} \). For odd time points, \( t_n = t_{in} + (2m - 1)\epsilon \), we employ a different definition, namely

\[
g(t) = \sum_\tau q_\tau(t) C g_\tau \left[ \psi(t) \right].
\]

With this definition one finds that for \( F_\gamma = 0 \) the wave function \( \{q_\tau(t)\} \) is indeed time independent, \( g_\tau(t) = g_\tau(t_{in}) \).

Similarly, we use the definition (46) for \( \tilde{g}_\tau(t) \) only for even \( t \), while for odd \( t \) it is replaced by

\[
\tilde{g}(t) = \sum_\tau \tilde{q}_\tau(t) \tilde{C} g_\tau \left[ \psi(t) \right].
\]

The map \( \tilde{C} \) acts similarly as \( C \), with \( \eta_\gamma \) replaced by \( \tilde{\eta}_\gamma = -\eta_\gamma, \tilde{\eta}_1 = \tilde{\eta}_3 = -1, \tilde{\eta}_2 = \tilde{\eta}_4 = 1 \), and \( \tilde{C}^2 = 1 \). One observes

\[
\tilde{C} g_\tau = \eta_\sigma g_\tau,
\]

with \( \eta_\sigma = -1 \) if \( g_\tau \) contains an odd number of Grassmann variables, while \( \eta_\sigma = 1 \) for an even number. Relation (58) follows from \( C^2 = 1 \) or

\[
C g_\tau = \sigma_\tau g_\tau,
\]

together with the property that \( \tilde{C} \) obtains from \( C \) by an additional minus sign for every \( \psi \)-factor

\[
\tilde{C} g_\tau = \eta_\sigma C g_\tau.
\]

The relation (58) implies

\[
\int D\psi \tilde{C} g_\rho C g_\sigma = \delta_{\tau,\rho}
\]

such that the identity (11) holds both for \( t \) even and \( t \) odd. Employing the identity

\[
\tilde{g}(t - \epsilon) = \int D\psi(t) \tilde{g}(t) e^{-L(t - \epsilon)},
\]

one finds for \( F_\gamma = 0 \)

\[
\tilde{g}(t - \epsilon) = \sum_\tau \tilde{q}_\tau(t) \tilde{C} g_\tau \left[ \psi_\gamma(t - \epsilon, x) \right],
\]

where

\[
\tilde{g}(t + \epsilon) = \int D\psi(t) \tilde{g}(t) e^{L(t + \epsilon)}.
\]
and therefore a time independent \( \tilde{\gamma}_r(t) \). With \( \tilde{g}(t_f) = \tilde{g}_f \) we can choose \( \tilde{g}_f = \sum_r \gamma_r(t_\text{in}) \tilde{g}_r[\psi(t_f)] \) for \( t_f \) even, or \( \tilde{g}_f = \sum_r \gamma_r(t_\text{in}) \tilde{C} \tilde{g}_r[\psi(t_f)] \) for \( t_f \) odd. Then the relation \( \tilde{g}_r(t) = \gamma_r(t) \) holds for all \( t \). We conclude that for \( F_\gamma = 0 \) the dynamics is trivial, with time independent \( \tilde{g}_r(t) = \gamma_r(t) \) and therefore a time independent probability distribution \( \{p_r\} \).

2. Unitary time evolution

We next turn to the dynamics which is described by the Lorentz-invariant action (3) or the corresponding regularized form (18), (21), with \( F_\gamma \) given by eq. (24). In consequence, we have to replace in eq. (16) \( \psi_\gamma(t + \epsilon, x) \) by \( B_\gamma(t + \epsilon, x) \) according to eq. (20)

\[
L(t) = \sum_x \sum_\gamma \psi_\gamma(t,x)B_\gamma(t + \epsilon, x).
\]

This implies (for even \( t \))

\[
g(t + \epsilon) = \sum_\tau \psi_\gamma(t,x)C_\gamma[t + \epsilon, x].
\]

Since \( B_\gamma(x) \) is related to \( \psi_\gamma(x) \) by a rotation (28), it is straightforward to show that \( g_\gamma[B_\gamma(x)] \) is also connected to \( g_\gamma[\psi_\gamma(x)] \) by a rotation among the basis elements

\[
g_\gamma[B_\gamma(x)] = \sum_\rho g_\rho[\psi_\gamma(x)] R_{\rho\gamma},
\]

\[
\sum_\rho R_{\rho\gamma}R_{\gamma\sigma} = \delta_{\tau\sigma}.
\]

One infers

\[
g(t + \epsilon) = \sum_\tau g_\gamma(t + \epsilon)C_\gamma[t + \epsilon, x]R_{\rho\gamma}
\]

\[
= \sum_\tau g_\gamma(t + \epsilon)C_\gamma[t + \epsilon, x]
\]

with a rotated wave function

\[
q_\gamma(t + \epsilon) = \sum_\rho R_{\rho\gamma}q_\rho(t).
\]

An analogous argument leads to the same evolution (68) for \( t \) odd.

Rotations preserve the length of the vector \( \{q_\gamma\} \) such that \( \sum_\tau q_\gamma^2(t) \) is independent of \( t \). Choosing \( g_\gamma = \sum_\tau g_\gamma(t_\text{in}) g_\gamma[\psi(t_\text{in})] \) with \( \sum_\tau q_\gamma^2(t_\text{in}) = 1 \) one infers \( \sum_\tau q_\gamma^2(t) = 1 \) for all \( t \). Therefore \( \{p_\tau(t)\} = \{q_\gamma^2(t)\} \) has indeed for all \( t \) the properties of a probability distribution, namely positivity of all \( p_\tau \) and the normalization \( \sum_\tau p_\tau = 1 \). In analogy to quantum mechanics we call a time evolution which preserves the norm of \( \{q_\gamma(t)\} \) a “unitary time evolution”. A unitary time evolution is crucial for the probability interpretation of the functional integral.

3. Evolution of conjugate wave function

We next want to show the relation (for \( t \) even)

\[
\tilde{g}(t - \epsilon) = \sum_\tau \tilde{q}_\gamma(t) \tilde{C} R_{\rho\gamma} \tilde{g}_\rho[\psi_\gamma(t - \epsilon, x)].
\]

The definition (77) of the conjugate wave function \( \tilde{q}_\gamma \)

\[
\tilde{g}(t - \epsilon) = \sum_\tau \tilde{q}_\gamma(t - \epsilon) \tilde{C} \tilde{g}_\gamma[\psi_\gamma(t - \epsilon, x)],
\]

then implies

\[
\tilde{q}_\gamma(t - \epsilon) = \sum_\rho \tilde{q}_\rho(t) R_{\rho\gamma},
\]

such that

\[
\tilde{q}_\gamma(t) = \sum_\rho R_{\rho\gamma} \tilde{q}_\rho(t - \epsilon).
\]

Comparing with eq. (68) one infers that \( q_\gamma(t) \) and \( \tilde{q}_\gamma(t) \) obey the same evolution equation. (By an analogous argument eq. (72) also holds for \( t \) odd.) If \( q \) and \( \tilde{q} \) are equal for some particular time \( t_0 \), they will remain equal for all \( t \).

In order to show eq. (69) we employ eq. (62),

\[
\tilde{g}(t - \epsilon) = \int D\psi(t) \tilde{g}(t) \exp \left\{ - \sum_x \psi_\gamma(t - \epsilon, x)B_\gamma(t, x) \right\}
\]

\[
= \int D\psi(t) \tilde{g}(t) \exp \left\{ - \sum_{x,y} \psi_\gamma(t - \epsilon, x) \tilde{R}_{\gamma\delta}(x,y) \psi_\delta(t, y) \right\}
\]

\[
= \int D\psi(t) \tilde{g}(t) \exp \left\{ - \sum_x \tilde{B}_\gamma(t - \epsilon, x) \psi_\gamma(t, x) \right\}
\]

which replaces in eq. (69) \( \psi_\gamma(t - \epsilon, x) \) by \( \tilde{B}_\gamma(t - \epsilon, x) \),

\[
\tilde{B}_\gamma(t, x) = \sum_y \psi_\delta(t, y) \tilde{R}_{\gamma\delta}(x,y),
\]

\[
= \sum_y (\tilde{R}^{-1})_{\gamma\delta}(x,y) \psi_\delta(t, y),
\]

leading to

\[
\tilde{g}(t - \epsilon) = \sum_\tau \tilde{q}(t) \tilde{C} \tilde{g}_\gamma[\tilde{B}_\gamma(t - \epsilon, x)].
\]

Eq. (69) then follows from the relation

\[
\tilde{g}_\gamma[\tilde{B}_\gamma(t, x)] = \sum_\rho R_{\rho\gamma} \tilde{g}_\rho[\psi_\gamma(t, x)].
\]

Indeed, we can expand \( \tilde{g}_\gamma[\tilde{B}_\gamma(t, x)] \) in terms of the complete set of basis elements \( \tilde{g}_\rho[\psi_\gamma(t, x)] \),

\[
\tilde{g}_\gamma[\tilde{B}_\gamma(t, x)] = \sum_\rho \tilde{A}_{\rho\gamma} \tilde{g}_\rho[\psi_\gamma(t, x)],
\]
with
\[ A_{\tau\rho} = \int \mathcal{D}q(t) \tilde{g}_r \left[ \tilde{B}_r(t, x) g_{\rho} \left[ \psi_{\gamma}(t, x) \right] \right] \]
\[ = \int \mathcal{D}q(t) \tilde{g}_r \left[ \psi_{\gamma}(t, x) \right] g_{\rho} \left[ B_{\gamma}(t, x) \right] \]
\[ = \sum_{\sigma} \int \mathcal{D}q(t) \tilde{g}_r \left[ \psi_{\gamma}(t, x) \right] g_{\sigma} \left[ \psi_{\gamma}(t, x) \right] R_{\sigma\rho} = R_{\tau\rho}. \]

The second line uses the fact that \( \tilde{R} \tilde{B} = \psi \) and the invariance of the functional measure \( \int \mathcal{D}q(t) \) under rotations \( \psi \rightarrow \tilde{R} \psi \). This concludes the proof of eq. (69).

4. Partition function
If \( \{ \tilde{q}_r(t_0) \} \) equals \( \{ q_r(t_0) \} \) for some time \( t_0 \) we can use \( \tilde{q}_r(t) = q_r(t) \) for all \( t \) and infer from eq. (41)
\[ Z = \sum_{\tau} \tilde{q}_\tau(t). \]
(79)

As it should be, \( Z \) remains invariant under rotations \( (88) \) of the vector \( \{ q_r \} \) and is therefore independent of \( t \). Inversely, we may actually use the fact that the relation (41) holds for all \( t \) in order to show that \( \{ \tilde{q}_r \} \) and \( \{ q_r \} \) must obey the same time evolution provided \( q(t + \epsilon) \) obtains from \( q(t) \) by a rotation. Assume
\[ q_r(t + \epsilon) = \sum_{\rho} A_{\tau\rho} q_{\rho}(t), \]
\[ \tilde{q}_r(t + \epsilon) = \sum_{\rho} \tilde{A}_{\tau\rho} \tilde{q}_{\rho}(t) \]
(80)
for some arbitrary regular matrices \( A \) and \( \tilde{A} \). The time independence of eq. (41) then implies in a matrix notation
\[ Z = \tilde{q}^T(t + \epsilon) q(t + \epsilon) = \tilde{q}^T(t) \tilde{A}^T A q(t) = \tilde{q}^T(t) q(t). \]
(81)
This holds for arbitrary \( q \) and \( \tilde{q} \) (corresponding to arbitrary \( g_{in}, \tilde{g}_f \) ) provided
\[ \tilde{A}^T A = 1, \quad \tilde{A} = (A^T)^{-1}. \]
(82)
If \( A \) describes a rotation the matrices \( \tilde{A} \) and \( A \) coincide. The relation (82) demonstrates that the time evolution of \( q_r \) by a rotation (83) is a sufficient and necessary condition for \( \tilde{q}(t) = q(t) \) and therefore for the expression (42) of the probability in terms of the Grassmann functional integral. If \( A \) is not a rotation matrix, the relation \( \tilde{q}(t) = q(t) \) cannot be maintained for arbitrary \( t \) and arbitrary \( q(t_0) \).

These remarks allow for straightforward generalizations of our setting. Whenever we can write
\[ L(t) = \sum_{x} \psi_{\gamma}(t, x) B_{\gamma}(t + \epsilon, x), \]
(83)
with \( B_{\gamma}(t + \epsilon, x) \) containing terms with an arbitrary odd number of Grassmann variables \( \psi_{\gamma}(t + \epsilon, x) \), then eq. (66) is sufficient to guarantee \( \sum_{\tau} \tilde{q}_{\tau}^T = \text{const.} \) and \( \tilde{q}(t) = q(t) \) provided \( \tilde{q}(t_0) = q(t_0) \).

5. Boundary terms
The final point we have to settle in order to establish the normalization \( Z = 1 \) and the expression (42) concerns the equality of \( \tilde{q}(t_0) \) and \( q(t_0) \) for some arbitrary time \( t_0 \). This is achieved by a proper choice of the relation between the boundary terms \( \tilde{g}_f \) and \( g_{in} \) in eq. (29). For this purpose we may imagine that we (formally) solve the evolution equation (68) in order to compute \( \{ q_r(t_f) \} \) in terms of \( \{ \tilde{q}_r(t_0) \} \). \( \tilde{g}_f = \sum_{\tau} g_r(t_0) \tilde{g}_r(\psi(t_0)). \) Let us assume that \( t_f \) is even such that
\[ g(t_f) = \sum_{\tau} q_r(t_f) g_r(\psi(t_f)), \]
(84)
\[ \tilde{g}(t_f) = \sum_{\tau} \tilde{q}_r(t_f) \tilde{g}_r(\psi(t_f)) = \tilde{g}_f. \]
(85)
It is then sufficient to choose \( \tilde{g}_f \) such that \( \tilde{q}_r(t_f) = q_r(t_f) \). Equivalently, we may specify the wave function \( \{ q_r(t_0) \} = \{ \tilde{q}_r(t_0) \} \) at some arbitrary time \( t_0 \) and compute the corresponding \( g_{in} \) and \( \tilde{g}_f \) by a solution of the evolution equation, using the fact that the rotation (88) can be inverted in order to compute \( q(t - \epsilon) \) form \( q(t) \).

6. Continuous evolution equation
Finally, we cast the evolution law (68) into the form of a differential time evolution equation by taking the limit \( \epsilon \rightarrow 0 \). We employ eq. (65) consecutively for two time steps
\[ \partial_t g(t) = \frac{1}{2\epsilon} \left[ g(t + 2\epsilon) - g(t) \right] \]
\[ = \frac{1}{2\epsilon} \sum_{\tau} g_r(t) \left\{ g_r(\psi_{\gamma}(x) - 2\epsilon F_{\gamma}(x)) - g_r(\psi_{\gamma}(x)) \right\} \]
\[ = \sum_{\tau, \rho} g_r(t) g_{\rho} \left[ \psi_{\gamma}(x) \right] K_{\rho\tau} \]
\[ = \sum_{\tau} \partial_t q_r(t) g_r(\psi_{\gamma}(x)), \]
(86)
resulting in a Schrödinger type equation for the real wave function \( \{ q_r(t) \} \)
\[ \partial_t q_r(t) = \sum_{\rho} K_{\rho\tau} q_{\rho}(t). \]
(87)
(In eq. (86) we use a fixed basis, corresponding to the basis elements \( g_r \) constructed from \( \psi(t) \) for \( g(t) \), and from \( \psi(t + 2\epsilon) \) for \( g(t + 2\epsilon) \).) Since the evolution describes a rotation, the matrix \( K \) is antisymmetric
\[ K_{\rho\tau} = -K_{\tau\rho}. \]
(88)
We identify this evolution equation with the Schrödinger equation for a quantum wave function for the special case of a real wave function and purely imaginary and hermitean Hamiltonian \( H = i\hbar K \).

The time evolution (87) translates directly to the probabilities (no summation over \( \tau \) here)
\[ \partial_t p_{\tau} = 2 \sum_{\rho} K_{\tau\rho} s_{\tau} s_{\rho} \sqrt{p_{\tau} p_{\rho}}. \]
(89)
Once the signs \( s_\tau(t_0) \) are fixed by some appropriate convention at a given time \( t_0 \), the signs \( s_\tau(t) \) are computable in terms of the probabilities. This follows since for all \( t \) the wave function \( q_t(t) \) is uniquely fixed by \( q_t(t_0) \) or \( p_\tau(t_0) \), and \( p_\tau(t) \) is uniquely determined by \( q_t(t) \). In principle, it is therefore possible to formulate the time evolution law for the probabilities uniquely in terms of the probabilities. In particular, the positive roots \( \sqrt{p_\tau} \) obey

\[
\partial_t \sqrt{p_\tau} = \sum_{\rho} s_\tau s_\rho K_{\tau \rho} \sqrt{p_\rho}. \tag{90}
\]

This is a standard linear equation for \( \sqrt{p_\tau} \), except for the additional sign information stored in \( \{ s_\tau(t) \} \). The role of the sign is to prevent \( \sqrt{p_\tau} \) to become negative during the evolution and to maintain the normalization condition \( \sum_\tau p_\tau = 1 \). Whenever for a fixed sign \( s_\tau \) the evolution \( \text{(90)} \) would lead to \( \sqrt{p_\tau} \) crossing zero, the sign \( s_\tau \) flips such that \( \sqrt{p_\tau} \) increases in the following times instead of decreasing to negative values. In principle, this provides for an algorithm of keeping track of the appropriate signs \( \{ s_\tau(t) \} \). Whenever \( p_\tau(t_0) = 0 \) for some time \( t_0 \), only one choice of \( \sigma_\tau(t_0 + \epsilon) \) compatible with \( p_\tau(t_0 + \epsilon) \geq 0 \) and \( \sum_\tau p_\tau(t_0 + \epsilon) = 1 \). This condition decides if \( \sigma_\tau \) jumps at \( t_0 \) or not.

The elegant way of keeping track of the sign information is, of course, the use of the wave function. The linear evolution law \( \text{(57)} \) is very convenient for the description of the classical ensembles which obey an evolution law of the type \( \text{(90)} \). More generally, the general form of the evolution law \( \text{(57)} \) allows for the construction of simple time evolution laws for classical probability distributions. For a general evolution law the basic property to be respected is the condition of unit norm of the probability distribution. This can be quite cumbersome for a general evolution equation for \( \{ q_\tau \} \), but it is extremely simple on the level of \( \{ q_\tau \} \) where only the length of a real vector has to be preserved.

### 7. Grassmann evolution equation

The matrix \( K \) can be extracted from the Grassmann evolution equation

\[
\partial_t g = Kg, \tag{91}
\]

with Grassmann operator \( K \) given by

\[
K = \sum_x \frac{\partial}{\partial \psi_\gamma(x)} (T_k)_\gamma \delta \partial_x \psi_\delta(x). \tag{92}
\]

In order to proof the relation \( \text{(91), (92)} \) we consider the Grassmann operator

\[
W_\gamma(x) = \frac{\partial}{\partial \psi_\gamma(x)} \psi_\gamma(x) + \left[ \psi_\gamma(x) - 2\epsilon F_\gamma(x) \right] \frac{\partial}{\partial \psi_\gamma(x)} = 1 - 2\epsilon F_\gamma(x) \frac{\partial}{\partial \psi_\gamma(x)}. \tag{93}
\]

Its action on an arbitrary Grassmann element \( g \) results in the replacement of the particular Grassmann variable \( \psi_\gamma(x) \) by \( \psi_\gamma(x) - 2\epsilon F_\gamma(x) \). In terms of these operators we can write

\[
g(t + 2\epsilon) = \left( \prod_{x,\gamma} W_\gamma(x) \right) g(t) = U(t + 2\epsilon, t)g(t), \tag{94}
\]

with \( U \) the Grassmann evolution operator \( \text{[7], [6]} \). (In eq. \( \text{(94)} \) we only have kept contributions up to linear order in \( \epsilon \).) We can now verify the relations

\[
K = \sum_{x,\gamma} K_{\gamma}(x),
\]

\[
K_{\gamma}(x) = -(T_k)_\gamma \delta \partial_k \psi_\delta(x) \frac{\partial}{\partial \psi_\gamma(x)},
\]

\[
W_\gamma(x) = \exp \{ 2\epsilon K_{\gamma}(x) \}, \tag{95}
\]

such that eq. \( \text{(91)} \) results in

\[
g(t + 2\epsilon) = \exp(2\epsilon K) g(t) = g(t) + 2\epsilon Kg(t), \tag{96}
\]

thus establishing eq. \( \text{(91)} \). (Again, at several steps we have neglected corrections \( \sim \epsilon^2 \) that vanish in the continuum limit.)

From the expansion of \( Kg_\tau \) in the basis elements \( g_\rho \),

\[
Kg_\tau = \sum_\rho g_\rho K_{\rho\tau}, \tag{97}
\]

we infer the matrix element

\[
K_{\rho\tau} = \int D\psi \tilde{g}_\rho K_{\gamma} \psi_\delta(x). \tag{98}
\]

Taking finally the space-continuum limit by rescaling \( \psi_\gamma(x) \) and \( \partial/\partial \psi_\gamma(x) \) such that

\[
\left\{ \frac{\partial}{\partial \psi_\gamma(x)}, \psi_\delta(y) \right\} = \delta_{\gamma\delta} \delta^3(x - y), \tag{99}
\]

we arrive at the continuum form of the Grassmann evolution equation

\[
\partial_t g = Kg, \quad K = \int_x \frac{\partial}{\partial \psi_\gamma(x)} (T_k)_\gamma \delta \partial_k \psi_\delta(x). \tag{100}
\]

This evolution equation will be the basis for the interpretation of the time dependent wave function \( \{ q_\tau(t) \} \) and probability distribution \( \{ p_\tau(t) \} \) in terms of propagating fermionic particles in section \( \text{VI} \).

### V. OBSERVABLES

Classical observables \( A \) take a fixed value \( A_\tau \) for every classical state \( \tau \). In classical statistics the possible outcomes of measurements of \( A \) correspond to the spectrum of possible values \( A_\tau \). The expectation value of \( A \) obeys

\[
\langle A \rangle = \sum_\tau p_\tau A_\tau. \tag{101}
\]
Our description of the system will be based on these classical statistical rules. For example, we may consider the observable measuring the occupation number \( N_\gamma(x) \) of the bit \( \gamma \) located at \( x \). The spectrum of possible outcomes of measurements consists of values 1 or 0, depending if a given state \( \tau = [n_\gamma(x)] \) has this particular bit occupied or empty.

1. Grassmann operators

For the Grassmann basis element \( g_\tau \) associated to \( \tau \) one finds \( N_\gamma(x) = 0 \) if \( g_\tau \) contains a factor \( \bar{\psi}_\gamma(x) \), and \( N_\gamma(x) = 1 \) otherwise. We can associate to this observable a Grassmann operator \( \mathcal{N}_\gamma(x) \) obeying (no summation here)

\[
\mathcal{N}_\gamma(x) g_\tau = (N_\gamma(x))_x g_\tau, \quad \mathcal{N}_\gamma(x) = \frac{\partial}{\partial \psi_\gamma(x)} \bar{\psi}_\gamma(x).
\]

(102)

Two occupation number operators \( \mathcal{N}_{\gamma_1}(x_1) \) and \( \mathcal{N}_{\gamma_2}(x_2) \) commute if \( \gamma_1 \neq \gamma_2 \) or \( x_1 \neq x_2 \).

In general, we may associate to each classical observable \( A \) a diagonal quantum operator \( \hat{A} \) acting on the wave function, defined by

\[
\langle \hat{A} q \rangle_\tau = A_q g_\tau.
\]

(103)

This yields the quantum rule for expectation values

\[
\langle A \rangle = \langle q \hat{A} q \rangle = \sum_{\tau, \rho} q_\tau \hat{A}_{\tau \rho} q_\rho,
\]

(104)

with \( \hat{A} \) a diagonal operator \( \hat{A}_{\tau \rho} = A_{\tau \rho} \delta_{\tau \rho} \). In the Grassmann formulation one uses the associated Grassmann operator \( \mathcal{A} \) obeying

\[
\mathcal{A} g_\tau = A_q g_\tau
\]

(105)

such that

\[
\langle A \rangle = \int \mathcal{D} \bar{\psi} \bar{g} \mathcal{A} g.
\]

(106)

Here \( \bar{g} \) is conjugate to \( g \), i.e. for \( g = \sum_\tau q_\tau g_\tau \) one has \( \bar{g} = \sum_\tau q_\tau \bar{g}_\tau \).

2. Time evolution of expectation values

In classical statistics the time evolution of the expectation value is induced by the time evolution of the probability distribution

\[
\langle A(t) \rangle = \sum_\tau p_\tau(t) A_\tau.
\]

(107)

This corresponds to the Schrödinger picture in quantum mechanics

\[
\langle A(t) \rangle = \langle q(t) \hat{A} q(t) \rangle,
\]

(108)

or the corresponding expression in terms of the Grassmann algebra

\[
\langle A(t) \rangle = \int \mathcal{D} \bar{\psi} \bar{g}(t) \mathcal{A} g(t).
\]

(109)

Using \( \partial_t q = K q \) we infer for the time evolution of the expectation value the standard relation

\[
\partial_t \langle A \rangle = \langle q \partial_t \hat{A} \rangle q.
\]

(110)

Similarly, we use \( \partial_t g = K g \) and

\[
\partial_t \bar{g} = -K^T \bar{g},
\]

(111)

with \( K^T \) obeying for arbitrary Grassmann elements \( f \) and \( g \) the relation

\[
\int \mathcal{D} \psi K^T \bar{g} f = \int \mathcal{D} \bar{\psi} g K f.
\]

(112)

One infers

\[
\partial_t \langle A \rangle = \int \mathcal{D} \bar{\psi} \bar{g} [\mathcal{A}, K] g.
\]

(113)

3. Conserved quantities

Conserved quantities correspond to Grassmann operators \( \mathcal{A} \) that commute with \( K \). Let us consider operators of the type

\[
B_{\epsilon \eta}(y) = \frac{\partial}{\partial \psi_\gamma(y)} B_{\epsilon \eta}(y) \psi_\eta(y),
\]

(114)

with \( B_{\epsilon \eta} \) depending on \( y \) and derivatives with respect to \( y \). They obey the commutator relation

\[
[ B_{\epsilon \eta}(y), K ] = \partial_k \left\{ \frac{\partial}{\partial \psi_\gamma(T_k) \gamma} B_{\epsilon \eta} \psi_\eta \right\} \]

(115)

\[
+ \frac{\partial}{\partial \psi_\gamma} \left\{ B_{\epsilon \eta}(T_k) \epsilon \partial_k \psi_\eta - (T_k) \gamma \partial_k (B_{\epsilon \eta} \psi_\eta) \right\},
\]

where all quantities on the r.h.s. depend on \( y_k \) and \( \partial_k = \partial/\partial y_k \). We can use eq. (115) in order to find the conserved quantities

\[
B_1 = \int_y \frac{\partial}{\partial \psi_\gamma} b_1(\partial_k \psi_\gamma), \quad B_2 = \int_y \frac{\partial}{\partial \psi_\gamma} \bar{I}_z d_2(\partial_k \psi_\delta).
\]

(116)

Here we use the property that \( \bar{I} \) commutes with \( T_k \) and \( b_1, b_2 \) contain only derivatives with respect to \( y \). Hermitean (symmetric) operators are found if \( b_1 \) only involves even numbers of derivatives and \( b_2 \) only odd numbers. We observe the presence of off-diagonal conserved quantities as

\[
\mathcal{P}_k = -\int_y \frac{\partial}{\partial \psi} \bar{I} \partial_k \psi,
\]

(117)

which are not classical statistical observables with fixed values in every state \( \tau \), but can nevertheless be useful for the understanding of the system.
VI. PARTICLE STATES

Our system admits a conserved particle number, corresponding to the Grassmann operator $\mathcal{N}$,

$$\mathcal{N} = \int_y \frac{\partial}{\partial \gamma(y)} \psi(y) , \quad [\mathcal{N}, K] = 0. \quad (118)$$

The particle number is Lorentz invariant. We can decompose an arbitrary Grassmann element into eigenstates of $\mathcal{N}$

$$g = \sum_m A_m g_m , \quad \mathcal{N} g_m = mg_m. \quad (119)$$

The time evolution does not mix sectors with different particle number $m$, such that the coefficients $A_m$ are time independent

$$\partial_t g = \sum_m A_m \partial_t g_m , \quad \partial_t g_m = Kg_m. \quad (120)$$

We can restrict our discussion to eigenstates of $\mathcal{N}$.

1. Vacuum

Let us consider some static vacuum state $g_0$ with a fixed particle number $m_0$,

$$K g_0 = 0 , \quad \mathcal{N} g_0 = m_0 g_0 , \quad \int \mathcal{D} \psi g_0 g_0 = 1. \quad (121)$$

An example for a possible vacuum state is the totally empty state $g_0 = |0\rangle$, with

$$|0\rangle = \prod_\alpha \psi_\alpha = \prod_x \prod_\gamma \psi_\gamma(x) = \prod_x (\psi_1 \psi_2 \psi_3 \psi_4), \quad \mathcal{N} |0\rangle = 0. \quad (122)$$

It obeys

$$\int \mathcal{D} \psi |0\rangle = 1 , \quad \langle 0 | = 1. \quad (123)$$

Another example is the totally occupied state $g_0 = 1$, with $m_0 = B$. We shift the particle number by an additive “renormalization” $n = m - m_0$, such that the vacuum corresponds to $n = 0$, and $g = A_n g_n$. An eigenstate of $\mathcal{N}$ with eigenvalue $m = m_0 + n$ is called a $n$-particle state if $n$ is positive, and a $n$-hole state for negative $n$.

We recall that in a formulation with discrete time steps $g(t)$ refers to even $t$. For odd $t$ and continuous time evolution the Grassmann wave function is given by $g(t_{\text{odd}}) = \mathcal{C} g(t)$. The conjugation $\mathcal{C}$ interchanges the role of particles and holes. Thus for $g(t) = |0\rangle$ one has $g(t_{\text{odd}}) = |1\rangle = 1$, such that the vacuum Grassmann wave function flips between fully empty and fully occupied for $t$ even and odd. Similarly, the excitations flip between particles and holes. Possible vacuum states with the same Grassmann wave function for $t$ even and odd, as $g_0 = (|0\rangle + |1\rangle)\sqrt{2}$, will be discussed in sect. EX.

2. One-particle and one-hole states

We next define creation and and annihilation operators $a_\gamma^\dagger(x), a_\gamma(x)$ as

$$a_\gamma^\dagger(x) g = \frac{\partial}{\partial \psi_\gamma(x)} g , \quad a_\gamma(x) g = \psi_\gamma(x) g. \quad (124)$$

They obey the standard (anti-)commutation relations

$$\{ a_\gamma^\dagger(x), a_\epsilon(y) \} = \delta_\gamma^\epsilon \delta(x-y) , \quad \mathcal{N} = \int_x a_\gamma^\dagger(x) a_\gamma(x), \quad [a_\gamma^\dagger(x), \mathcal{N}] = -a_\gamma^\dagger(x) , \quad [a_\gamma(x), \mathcal{N}] = a_\gamma(x). \quad (125)$$

Acting with the creation operator on the vacuum produces one-particle states

$$g_1(t) = \int_x \tilde{q}_\gamma(t,x) a_\gamma(x) g_0 = G_1 g_0, \quad (\mathcal{N} - m_0) g_1 = g_1, \quad (126)$$

while a one-hole state with $n = -1$ obtains by employing the annihilation operator

$$g_{-1}(t) = \int_x \tilde{q}_\gamma(t,x) a_\gamma(x) g_0 \quad = - \int_x \tilde{q}_\gamma(t,x)(\gamma^0)_{\gamma\delta} a_\delta(x) g_0 = G_{-1} g_0, \quad (127)$$

with

$$\tilde{q}_\gamma = \tilde{q}_\delta (\gamma^0)_{\gamma\delta}. \quad (128)$$

If we transform the one-particle wave function $q_\gamma(t,x)$ infinitesimally according to

$$\delta q_\gamma = -\frac{1}{2} \epsilon_{\mu\nu} (\Sigma^{\mu\nu})_{\gamma\delta} q_\delta \quad (129)$$

the operator $G_1$ is Lorentz invariant. (We omit here the part resulting from the change of coordinates.) Similarly, $\tilde{q}_\gamma$ transforms as $q_\gamma$ and the corresponding infinitesimal transformation

$$\delta \tilde{q}_\gamma = \frac{1}{2} \epsilon_{\mu\nu} \tilde{q}_\delta (\Sigma^{\mu\nu})_{\delta\gamma} \quad (130)$$

results in an invariant $G_{-1}$. If the vacuum $g_0$ is Lorentz invariant, the Lorentz transformations $[120, 130]$ of the one-particle or one-hole wave functions will obey the same evolution equations as the original wave functions.

The time evolution of the one particle wave function $q_\gamma$ is given by

$$\partial_t g_1 = K g_1 = \int_x (\partial_t q_\gamma \frac{\partial}{\partial \psi_\gamma(x)}) g_0 = \int_x q_\gamma \left[ K, \frac{\partial}{\partial \psi_\gamma(x)} \right] g_0. \quad (131)$$

and similar for the hole. With

$$\left[ K, \frac{\partial}{\partial \psi_\gamma(x)} \right] = -\partial_k \frac{\partial}{\partial \psi_\gamma(x)} (T_k)_{\gamma\gamma} \quad (132)$$

where
and
\[ [K, \psi_\gamma(x)] = -\partial_k \psi_\gamma(x)(T_k)_{\gamma\gamma}, \]  
(133)

one obtains Dirac equations for real wave functions (with \( \partial_0 = \partial_t \))
\[ \gamma^\mu \partial_\mu q = 0, \quad (\gamma^\mu)^T \partial_\mu \bar{q} = 0. \]  
(134)

We emphasize that these equations follow for arbitrary static states \( g_0 \) which obey \( K g_0 = 0 \).

If needed, we may multiply \( g_1 \) with an appropriate normalization factor such that the wave function obeys
\[ \int_x \sum_\gamma q_\gamma^2(x) = 1, \]  
(135)

and \( g_1 \) has a standard normalization. (No such factor is needed for \( g_0 = |0\rangle \).) We observe that the existence of particles and / or holes depends on the vacuum state \( g_0 \). For the example \( g_0 = |0\rangle \) no hole states are present, while for \( g_0 = 1 \) no particle states are allowed.

3. Weyl and Majorana spinors

Let us consider \( g_0 = |0\rangle \) where \( a_s(x)|0\rangle = 0 \) implies that no hole states exist. There are then only particle states and the propagating degrees of freedom correspond to Majorana fermions. In four dimensions Majorana spinors are equivalent to Weyl spinors. Indeed, we may introduce a complex structure by defining a two-component complex spinor
\[ \varphi(x) = \begin{pmatrix} \varphi_1(x) \\ \varphi_2(x) \end{pmatrix}, \quad \varphi_1 = q_1 + iq_2, \quad \varphi_2 = q_3 + iq_4. \]  
(136)

The matrices \( T_k = \gamma^0 \gamma^k \) are compatible with this complex structure. They are translated to the complex Pauli matrices
\[ T_k = \gamma^0 \gamma^k \rightarrow \tau_k, \]  
(137)

while the operation \( \varphi \rightarrow i \varphi \) corresponds to the matrix multiplication \( q \rightarrow i q \). The operator \( P_k \) in eq. (117) acts on the one-particle states as the usual momentum operator
\[ P_k \varphi = -i \partial_k \varphi. \]  
(138)

The Dirac equation reads in the complex basis
\[ \partial_4 \varphi = \tau_k \partial_k \varphi, \quad i \partial_4 \varphi = -\tau_k P_k \varphi, \]  
(139)

and the Lorentz generators are given by
\[ \Sigma_{kl} = \frac{i}{2} \epsilon_{klm} \tau_m, \quad \Sigma_{0k} = -\frac{1}{2} \tau_k. \]  
(140)

In contrast, the multiplications with \( \gamma^0 \) cannot be represented by a multiplication of \( \varphi \) with a complex \( 2 \times 2 \) matrix, since
\[ q \rightarrow \gamma^0 q = \varphi \rightarrow -i \tau_2 \varphi^*. \]  
(141)

If we express \( \varphi^* \) in terms of the two-component complex vector
\[ \chi = E \varphi^* = -i \tau_2 \varphi^* = \begin{pmatrix} -q_3 + iq_4 \\ q_1 - iq_2 \end{pmatrix}, \]  
(142)

the transformation \( q \rightarrow \gamma^0 q \) corresponds to
\[ \varphi \rightarrow -i \chi, \quad \chi \rightarrow -i \varphi. \]  
(143)

We may now introduce the complex four component vector
\[ \Psi_M = \begin{pmatrix} \varphi \\ \chi \end{pmatrix}, \]  
(144)

for which all matrix multiplications \( q \rightarrow \gamma^\mu q \) can be represented by multiplication with complex matrices of the Clifford algebra,
\[ \gamma^0 = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}, \quad \gamma^k = \begin{pmatrix} 0 & -i \tau_k \\ i \tau_k & 0 \end{pmatrix}, \]  
(145)

\[ \Sigma^{0k} = -\frac{i}{2} \begin{pmatrix} \tau_k & 0 \\ 0 & -\tau_k \end{pmatrix}, \quad \Sigma^{kl} = -\frac{i}{2} \epsilon_{klm} \begin{pmatrix} \tau_m & 0 \\ 0 & \tau_m \end{pmatrix}. \]  
(146)

We can also define the matrix
\[ \bar{\gamma} = -i \gamma^0 \gamma^1 \gamma^2 \gamma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \]  
(147)

for which \( \varphi \) and \( \chi \) are eigenvectors with eigenvalues \( \pm 1 \). (Often \( \bar{\gamma} \) is denoted as \( \gamma^5 \)). The transformation \( q \rightarrow i Q \) acts on \( \psi_M \) as \( \psi_M \rightarrow i \bar{\gamma} \psi_M \). Thus the representation \( \bar{\gamma} \), \( \bar{\gamma} = -i \bar{I} \), is consistent with the complex structure.

Since \( \chi \) is not independent of \( \varphi \) the spinor \( \Psi_M \) obeys the Majorana constraint.

\[ B^{-1} \Psi_M^* = \Psi_M, \quad B = B^{-1} = -\gamma^2 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \]  
(148)

where \( B \gamma^\mu B^{-1} = (\gamma^\mu)^* \). The real Dirac matrices \( \gamma^\mu_M \) in the "Majorana representation" and the complex Dirac matrices \( \gamma^\mu_W \) in the "Weyl representation" are related by a similarity transformation,
\[ q = \frac{1}{\sqrt{2}} A \Psi_M, \quad \gamma^\mu_W = A^{-1} \gamma^\mu_M A, \]  
(149)

with
\[ A = \frac{1}{\sqrt{2}} \begin{pmatrix} 1, & 0, & 0, & 1 \\ -i, & 0, & 0, & i \\ 0, & 1, & -1, & 0 \\ 0, & -i, & -i, & 0 \end{pmatrix}, \]  
(150)

and
\[ A^{-1} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1, & i, & 0, & 0 \\ 0, & 0, & 1, & i \\ 0, & 0, & -1, & i \\ 1, & -i, & 0, & 0 \end{pmatrix} = A^\dagger. \]  
(151)
4. Weyl particles

The propagating degrees of freedom correspond to the solutions of the evolution equation. They are most simply discussed in terms of the complex equation \( \hat{\psi}(t,p) = \int \dd[3]{p} \hat{\psi}(t,p)e^{ipx} = \int \dd[3]{p} \Phi(t,p)e^{ipx} \), (151) such that the evolution equation becomes diagonal in momentum space,

\[
i\partial_\tau \hat{\psi}(t,p) = -p_\tau \hat{\psi}(t,p).
\]

(152)

The general solution of eq. (139) obeys

\[
\hat{\psi}(t,p) = \exp(ip_\tau \tau_\tau)(p),
\]

(153)

with arbitrary complex two-component vectors \( \hat{\psi}(p) \).

We may consider modes with a fixed momentum \( p \). (As familiar in quantum mechanics, these modes are not normalizable for infinite volume and may be considered as limiting cases of normalizable wave packets.) For every given \( p \neq 0 \) we can define

\[
H(p) = \frac{p_\tau \tau_\tau}{|p|}, \quad H^2(p) = 1, \quad p_k p_k = |p|^2,
\]

(154)

such that \( H(p) \) has eigenvalues \( \pm 1 \). Decomposing \( \hat{\psi}(p) \) according to the eigenvalues of \( H(p) \),

\[
H(p)\hat{\psi}_\pm(p) = \mp\hat{\psi}_\pm(p)
\]

(155)

we obtain

\[
\hat{\psi}(t,p) = \exp\left\{-i\omega_+(p)t\right\}\hat{\psi}_+(p) + \exp\left\{-i\omega_-(p)t\right\}\hat{\psi}_-(p),
\]

(156)

with dispersion relation

\[
\omega_\pm(p) = \pm |p|.
\]

(157)

We observe positive and negative energies \( \omega_\pm(p) \). For the complex conjugate of \( \varphi(x) \) or \( \hat{\psi}(p) \) the sign of \( \omega \) is reversed. In a four-component representation \( \{144\} \) we can keep modes with positive energy \( \omega > 0 \) as the independent modes, and relate the other components to them by eq. \( \{147\} \). Thus \( \varphi \) accounts for one mode \( \hat{\psi}_+ \) with negative helicity, \( H\hat{\psi}_+ = -\hat{\psi}_+ \), and \( \chi \) has a propagating mode \( \hat{\chi}_- \) with positive helicity, \( H\hat{\chi}_- = \hat{\chi}_- \). We may associate \( \varphi \) with a left-handed neutrino or electron, and \( \chi \) with a right-handed anti-neutrino or positron. The matrix \( \gamma \{146\} \) projects on the left- and right-handed components,

\[
\varphi = \frac{1}{2}(1 + \gamma)\Psi_M, \quad \chi = \frac{1}{2}(1 - \gamma)\Psi_M.
\]

(158)

We observe that \( \hat{\psi}(p) \) involves for every \( t \) two complex or four real functions of momentum. This accounts for two independent propagating charged particle states. The specific state of the propagating modes is determined by the initial data \( \hat{\psi}_+(t_0) \) and \( \hat{\psi}_-(t_0) \) (or equivalently \( \hat{\chi}_-(t_0) \)).

We conclude that a particular propagating one-particle state can be characterized by the two complex functions \( \hat{\psi}_+(p) \) and \( \hat{\psi}_-(p) \), corresponding to positive and negative helicity of the particle. Then \( \varphi(t,x) \) and \( q_\gamma(t,x) \) can be computed according to eqs. \( \{151\}, \{136\} \). This fixes the Grassmann element \( g_\gamma(t) \) by eq. \( \{129\} \) and therefore the coefficients \( q_\gamma(t) \). For the vacuum \( g_0 = |0\rangle \) the classical wave function \( q_\gamma(t) \) differs from zero only for those bit chains \( \tau = [n_\gamma(x)] \) for which precisely one bit is occupied. The probabilities of the corresponding classical ensemble, \( p_\gamma(t) = q_\gamma^2(t) \), are given for each \( \tau \) for which the occupied bit is located at position \( x \) and of type \( \gamma \) by the simple relation \( p_\gamma(t) = q_\gamma^2(t,x) \). This gives a direct realization of a one-particle state in a relativistic quantum field theory by a classical statistical ensemble with time evolution \( \{83\} \).

As a concrete example we consider \( \hat{\psi}_-.(p) \) nonvanishing only for a single momentum \( p = (0,0,p_3), p_3 > 0 \). This implies

\[
\hat{\psi}_1(t,p) \sim \exp\{ip_3 t\} \delta(p - (0,0,p_3)), \quad \hat{\psi}_2(t,p) = 0,
\]

and therefore

\[
\varphi_1(t,x) = L^{-3/2} \exp\{ip_3(t + x_3)\},
\]

(159)

and

\[
q_1(t,x) = L^{-3/2} \cos(p_3(t + x_3)),
\]

(160)

\[
q_2(t,x) = L^{-3/2} \sin(p_3(t + x_3)),
\]

(161)

\[
q_3(t,x) = q_4(t,x) = 0.
\]

The probabilities \( p(x,\gamma) \) for the Ising model are given by

\[
p(x,1) = L^{-3} \cos^2(p_3(t + x_3)),
\]

(162)

\[
p(x,2) = L^{-3} \sin^2(p_3(t + x_3)),
\]

and obey

\[
p(x,1) + p(x,2) = L^{-3}, \quad p(x,3) = p(x,4) = 0.
\]

(163)

With equal probability a bit is occupied for every point \( x \), and only the relative probabilities for the occupation of a bit of species \( \gamma = 1 \) or \( \gamma = 2 \) oscillates in time and in the coordinate \( x_3 \). A state with momentum \( (p_1,0,0), p_1 > 0 \), is realized by

\[
\varphi_1(t,x) = \varphi_2(t,x) = \frac{1}{\sqrt{2}} L^{-3/2} \exp\{ip_3(t + x_1)\}
\]

(164)

or

\[
p(x,1) = p(x,3) = \frac{1}{2} L^{-3} \cos^2(p_3(t + x_1)),
\]

(165)

\[
p(x,2) = p(x,4) = \frac{1}{2} L^{-3} \sin^2(p_3(t + x_1)).
\]

5. Multi-fermion states

States with arbitrary \( n \) describe systems of \( n \) fermions. This is not surprising in view of our translation of the classical statistical ensemble to a Grassmann functional integral. For \( g_0 = |0\rangle \) there are only \( n \)-particle states, and no
hole states. They can be constructed by applying \( n \) creation operators \( a_{\alpha}^\dagger(x) \) on the vacuum. For example, the two-fermion state obeys

\[
g_2(t) = \frac{1}{\sqrt{2}} \int_{x,y} q_{\gamma}(t,x,y)a_{\gamma}^\dagger(x)a_{\eta}^\dagger(y)g_0. \tag{166}
\]

Due to the anticommutation relation

\[
\{a_{\alpha}^\dagger(x), a_{\eta}^\dagger(y)\} = \left\{ \frac{\partial}{\partial \psi_{\gamma}(x)}, \frac{\partial}{\partial \psi_{\gamma}(y)}\right\} = 0 \tag{167}
\]

the two-particle wave function is antisymmetric, as appropriate for fermions

\[
q_{\gamma}(t,x,y) = -q_{\gamma}(t,y,x). \tag{168}
\]

The Grassmann elements \( g_2 \) describe states with two Weyl spinors. A particular class of states can be constructed as products of appropriately normalized one particle states \( q^{(1)}, q^{(2)} \)

\[
q_{\gamma}(x,y) = q^{(1)}_\gamma(x)q^{(2)}_\eta(y) - q^{(2)}_\gamma(y)q^{(1)}_\eta(x). \tag{169}
\]

General two particle states are superpositions of such states.

It is instructive to specify the probabilities for the Ising model that correspond to one particle with momentum \((0,0,p_y)\) and another with momentum \((p_1,0,0)\). The probabilities \( p_\gamma \) are now nonvanishing precisely when two bits are occupied, and may be denoted by \( p(x, \gamma, y, \delta) = p(y, \delta, x, \gamma) = p_{2\gamma}(x,y) \) for the state where the occupied bits are \((x, \gamma)\) and \((y, \delta)\). For the single particle wave functions \( \psi^{(1)}, \psi^{(2)} \) eq. \( \psi^{(1)}_\gamma(\vec{r}) \) yields

\[
p(x, \gamma, y, \delta) = 1 - \cos \{ p_3(t + x_3) \cos \{ p_1(t + y_1) \} + \sin \{ p_3(t + x_3) \sin \{ p_1(t + y_1) \} \}
\]

\[
+ \cos \{ p_3(t + x_3) \} \cos \{ p_1(t + y_3) \} - 2 \cos \{ p_3(t + x_3) \} \cos \{ p_1(t + x_1) \}
\]

\[
\times \sin \{ p_3(t + y_3) \} \sin \{ p_1(t + y_1) \} \]. \tag{170}
\]

The first two terms are not distinguished and represent the product of the probabilities \( p(x, 1) \) and \( p(y, 1) \) written in a symmetrized form. The last term in eq. \( \psi^{(1)}_\gamma(\vec{r}) \) reflects the characteristic interference for quantum particles, with a negative sign as appropriate for fermions. Similarly, one has

\[
p_{12}(x,y) = \frac{1}{4} L^{-6} \left[ \cos \{ p_3(t + x_3) \} \sin \{ p_1(t + y_1) \} + \sin \{ p_3(t + x_3) \} \cos \{ p_1(t + y_1) \} 
\]

\[
- 2 \cos \{ p_3(t + x_3) \} \cos \{ p_1(t + x_1) \}
\]

\[
\times \sin \{ p_3(t + y_3) \} \sin \{ p_1(t + y_1) \} \right]. \tag{171}
\]

while \( p_{22}(x,y) \) and \( p_{21}(x,y) \) obtain from \( p_{11}(x,y) \) and \( p_{12}(x,y) \) by exchanging \( \cos \leftrightarrow \sin \), and we observe

\[
\sum_{\gamma, \delta = 1,2} p_{\gamma \delta}(x,y) = \frac{1}{2L^6} \left[ 1 - \cos \{ p_3(x_3 - y_3) - p_1(x_1 - y_1) \} \right]. \tag{172}
\]

One also finds

\[
p_{13}(x,y) + p_{23}(x,y) + p_{14}(x,y) + p_{24}(x,y) = \frac{1}{2L^6}, \tag{173}
\]

and \( p_{31}(x,y) = p_{41}(x,y) = p_{43}(x,y) = 0 \). Due to the interference term \( \sim \cos \) in eq. \( \psi^{(1)}_\gamma(\vec{r}) \) the sum of the probabilities over all species for two given positions \((x,y)\), \( p(x,y) = \sum_{\gamma, \delta} p_{\gamma \delta}(x,y) \) now oscillates in dependence on \( x - y \) around a mean value \( L^{-6} \). Summing over positions \( x \) or \( y \) the interference term vanishes, \( \bar{p}(x) = \sum_y \bar{p}(x,y) = L^{-3} \), such that the probability \( \bar{p}(x) \) to find a particle of an arbitrary species at \( x \) is uniform.

One may wonder why the interference term is necessary. If we drop the interference term in eqs. \( \psi^{(1)}_\gamma(\vec{r}) \) or \( \psi^{(1)}_\gamma(\vec{r}) \) we obtain a perfectly valid probability distribution. However, it does not obey the simple time evolution law \( \psi^{(1)}_\gamma(\vec{r}) \). Interference effects are a necessary consequence of this law. It is not obvious at all if interesting and nevertheless reasonably simple evolution laws for Ising type systems exist that avoid interference effects. In any case, interference is a very natural consequence of the simple evolution law \( \psi^{(1)}_\gamma(\vec{r}) \). We note that due to interference the probability of finding a particle of any species at \( x \) and another at \( y \) are correlated. For our example, these correlations persist for arbitrary large separations \((x - y)\). If we replace the momentum eigenstates by wave packets with finite local extension one will find interference and correlations only for regions where the two one-particle wave packets overlap.

\[ \text{VII. SYMMETRIES} \]

\section{Continuous symmetries}

Besides Lorentz symmetry the action \( \mathcal{S} \) is also invariant under global SO(2) rotations

\[
\psi' = \cos \alpha \psi_1 - \sin \alpha \psi_2, \quad \psi'_2 = \sin \alpha \psi_1 + \cos \alpha \psi_2, \\
\psi'_3 = \cos \alpha \psi_3 - \sin \alpha \psi_4, \quad \psi'_4 = \sin \alpha \psi_3 + \cos \alpha \psi_4. \tag{174}
\]

This is easily seen from the infinitesimal transformation

\[
\tilde{\delta} \psi_\gamma = \alpha \tilde{I}_{\gamma \delta} \psi_\delta \tag{175}
\]

and the relations \( \tilde{I}^2 = -1, \tilde{I} \varphi = -\tilde{I}, [\tilde{I}, T_k] = 0 \). These rotations carry over, to the one-particle and one-hole wave functions \( q_\gamma \) and \( q_\gamma \).

Correspondingly, the complex two component wave functions \( \varphi \) and \( \chi \) transform as

\[
\varphi' = e^{-i \alpha} \varphi, \quad \chi' = e^{-i \alpha} \chi. \tag{176}
\]

The SO(2) rotations are now realized as \( U(1) \) phase rotations. If we define for a general complex field \( \eta \) the charge \( \tilde{Q} \) by the transformation

\[
\eta' = e^{i \alpha} \tilde{Q} \eta \tag{177}
\]

we infer that \( \varphi \) carries charge \( \tilde{Q} = 1 \), while \( \chi \) has opposite charge \( \tilde{Q} = -1 \). If \( \varphi \) describes degrees of freedom of an
electron, $\chi$ describes the corresponding ones for a positron. We note that charge eigenstates exist only in connection with a complex structure. The real wave function $q_\gamma$ can be encoded both in $\varphi$ and $\chi$ and may therefore describe degrees of freedom with opposite charge.

2. Discrete symmetries

The action (3) or (18), (21), (24) is further invariant with respect to discrete symmetries. Among them a parity type reflection maps

$$\psi(x) \rightarrow \bar{P}\psi(x),$$

(178)

with

$$(\bar{P}\psi(x))_\gamma = (\gamma^0)_{\gamma\delta}\psi_\delta(-x),$$

(179)

and we note $\bar{P}^2 = -1$. We will associate $\bar{P}$ with a CP-transformation since it is realized for Majorana spinors which we may take as eigenstates of charge conjugation $C, C\psi_\gamma = \psi_\gamma$. The action (3) is further invariant under the discrete transformation $\psi \rightarrow \bar{I}\psi$. The continuum limit is therefore also invariant under a parity type transformation where $\bar{P}$ is replaced by $\bar{I}\bar{P}$.

The implementation of time reflection is more subtle. It is realized by a map that involves Grassmann variables at different times. In a discrete setting for time it acts as

$$\psi(t,x) \rightarrow \bar{I}\psi(t,x),
\bar{I}\psi(t,x) = \bar{I}\psi(-t,x) \ \text{for} \ t \ \text{even},
\bar{I}\psi(t,x) = -\bar{I}\psi(-t,x) \ \text{for} \ t \ \text{odd},$$

(180)

where the matrix $\bar{I}$ obeys

$$\bar{I} = \bar{I}\gamma^0, \bar{I}^T\bar{I} = 1, \bar{I}^T\bar{T}_k\bar{I} = -\bar{T}_k.$$  

(181)

The different transformation of spinors at even or odd time points for the discrete formulation is crucial, since otherwise the invariance of $\sum_{t,x} q_\gamma(t)\psi_\gamma(t + \epsilon)$ could not be realized by an orthogonal matrix $\bar{I}$. The action (3), (21), (24) is invariant under the time reflection (180). The relative minus sign in the transformation of the two spinors in the action (3) - one at even, the other at odd $t$ - has to be remembered for the invariance of the continuum action. We can combine the transformations (179), (180) to a PT transformation

$$\psi(t,x) \rightarrow \bar{I}\psi(-t,-x) \ \text{for} \ t \ \text{even}
\psi(t,x) \rightarrow -\bar{I}\psi(-t,-x) \ \text{for} \ t \ \text{odd}.$$  

(182)

For Majorana spinors this plays the role of CPT symmetry.

VIII. COMPLEX STRUCTURE

We have formulated the classical statistical description of a quantum field theory for Majorana spinors in terms of a real Grassmann algebra. All quantities in the functional integral (29) and the action (3) or (18), (21), (24) are real.

The introduction of complex Weyl spinors in eq. (136) or (132) reveals the presence of a complex structure in this real formulation. This will be discussed in more detail in the present section.

1. Complex Grassmann variables

Complex Grassmann variables may be introduced in analogy to eq. (136)

$$\zeta_1 = \frac{1}{\sqrt{2}}(\psi_1 + i\psi_2), \ \zeta_2 = \frac{1}{\sqrt{2}}(\psi_3 + i\psi_4).$$

(183)

Together with the complex conjugate Grassmann variables

$$\bar{\zeta}^*_1 = \frac{1}{\sqrt{2}}(\psi_1 - i\psi_2), \ \bar{\zeta}^*_2 = \frac{1}{\sqrt{2}}(\psi_3 - i\psi_4)$$

(184)

we have for every $x$ and $t$ four independent Grassmann variables $\zeta_1, \bar{\zeta}^*_1, \zeta_2, \bar{\zeta}^*_2$, which replace $\bar{\psi}_1, \bar{\psi}_2, \bar{\psi}_3, \bar{\psi}_4$.

A general element of a complex Grassmann algebra can be expanded as

$$g_c = \sum_{k,l} c_{\alpha_1...\alpha_k,\bar{\alpha}_1...\bar{\alpha}_l}(x_1...x_k,\bar{x}_1...\bar{x}_l)$$

$$\zeta_{\alpha_1}(x_1)...\zeta_{\alpha_k}(x_k)\bar{\zeta}^*_{\bar{\alpha}_1}(\bar{x}_1)...\bar{\zeta}^*_{\bar{\alpha}_l}(\bar{x}_l),$$

(185)

with complex coefficients $c$. (For a real Grassmann algebra the coefficients $c$ are restricted by $g^* = g$.) From a general complex $g_c$ we can obtain elements of a real Grassmann algebra as

$$g = \frac{1}{2}(g_c + g^*_c), \ \ g' = -\frac{i}{2}(g_c - g^*_c).$$

(186)

On every factor $\zeta$ the action of $\bar{I}$ amounts to a multiplication with $i$. More precisely, we can interpret eq. (183) as a map $\psi \rightarrow \zeta \psi$ with the property $[\bar{I}\psi] = i\zeta[\psi]$. For the complex conjugate one has $\zeta^*[\bar{I}\psi] = -i\zeta^*[\psi]$. For the infinitesimal transformation (175) one concludes

$$\delta[\zeta_{\alpha_1}(x_1)...\zeta_{\alpha_k}(\bar{x}_1)] = i\alpha \bar{Q}\zeta_{\alpha_1}(x_1)...\zeta^*_{\alpha_k}(\bar{x}_1),$$

(187)

where the charge $\bar{Q}$ counts the number of factors $\zeta$ minus the number of factors $\zeta^*$ for a given term in the expansion (186). In other words, products with $Q+$ factors $\zeta$ and $Q-$ factors $\zeta^*$ are charge eigenstates with $Q = Q+ - Q-$. States with a given $\bar{Q}$ are degenerate since many different choices of $Q+, Q-$ lead to the same $\bar{Q}$. For a real Grassmann algebra we use eq. (186). Every term in $g_c$ with $Q \neq 0$ is accompanied by a term with opposite axial charge, similar to $\psi_\gamma$ in eq. (174).

2. Complex Grassmann algebra

It will often be convenient to use a complex Grassmann algebra, where the coefficients $c$ in eq. (183) are arbitrary and charge eigenstates belong to the Grassmann algebra also for $Q \neq 0$. This can be mapped at the end to a real
Grassmann algebra by eq. \[186\]. The action of \( \bar{Q}_\pm \) on \( g_c \) is represented as
\[
\bar{Q}_+ = \int_y \zeta_\alpha(y) \frac{\partial}{\partial \zeta_\alpha(y)}, \quad \bar{Q}_- = \int_y \bar{\zeta}_\alpha(y) \frac{\partial}{\partial \bar{\zeta}_\alpha(y)},
\] (188)
with
\[
\frac{\partial}{\partial \zeta_1(y)} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial \psi_1(y)} - i \frac{\partial}{\partial \psi_2(y)} \right),
\] (189)
and
\[
\frac{\partial}{\partial \zeta_\alpha(y)} = \left( \frac{\partial}{\partial \zeta_\alpha(y)} \right)^*,
\] (190)
and similar for \( \partial/\partial \zeta_2(y) \) and \( \partial/\partial \zeta_\alpha(y) \), with \( \psi_{1,2} \) replaced by \( \psi_{3,4} \).

The Grassmann derivatives \( \partial/\partial \zeta_\alpha \) obey the standard anticommutation relations
\[
\left\{ \frac{\partial}{\partial \zeta_\alpha(x)}, \zeta_\beta(y) \right\} = \delta_{\alpha\beta} \delta(x-y), \quad \left\{ \frac{\partial}{\partial \bar{\zeta}_\alpha(x)}, \bar{\zeta}_\beta(y) \right\} = 0.
\] (191)
For \( \bar{Q} = \bar{Q}_+ - \bar{Q}_- \) eq. \[188\] yields
\[
-i \bar{Q} = \int_y \frac{\partial}{\partial \psi_1(y)} \bar{\psi}_1(y)
\] (192)
and we recognize the conserved quantity \( B_2 \) in eq. \[116\] with \( b_2 = 1 \). On the other hand, the sum yields the conserved quantity \( N \) via \( \bar{Q}_+ + \bar{Q}_- = B - N \).

In the complex basis we can write the time evolution equation in the form
\[
i \partial_t g_c = \mathcal{H} g_c
\] (193)
with
\[
\mathcal{H} = i \int_x \left[ \frac{\partial}{\partial \zeta_\alpha}(\tau_k \partial \zeta_\alpha) + \frac{\partial}{\partial \bar{\zeta}_\alpha}(\tau_k^* \partial \bar{\zeta}_\alpha)^* \right].
\] (194)
Both \( \bar{Q}_+ \) and \( \bar{Q}_- \) commute with \( \mathcal{H} \). The operators creating one hole or one particle states read
\[
\hat{Q}_1 \psi_\gamma = \frac{1}{\sqrt{2}} (\phi_\alpha^* \zeta_\alpha + \bar{\phi}_\alpha \zeta_\alpha^*),
\]
\[
\hat{Q}_2 \frac{\partial}{\partial \psi_\gamma} = \frac{1}{\sqrt{2}} (\bar{\phi}_\alpha \frac{\partial}{\partial \zeta_\alpha} + \phi_\alpha^* \frac{\partial}{\partial \bar{\zeta}_\alpha}^*). \quad (195)
\]

### 3. Similarity transformation

Defining four component vectors \( \psi = (\psi_1, \psi_2, \psi_3, \psi_4) \) and \( \zeta_d = (\zeta_1, \zeta_2, \zeta_3, \zeta_4) \) the relations \[183\], \[184\] can be written as a similarity transformation
\[
\psi = G \zeta_d, \quad \zeta_d = G^{-1} \psi = G^\dagger \psi,
\]
\[
G^\dagger G = 1, \quad \det G = 1,
\] (196)
with
\[
G = \frac{1}{\sqrt{2}} \begin{pmatrix}
1, & 0, & 1, & 0 \\
1, & 0, & i, & 0 \\
0, & 1, & 0, & 1 \\
0, & -i, & 0, & 0
\end{pmatrix},
\] (197)
\[
G^{-1} = \frac{1}{\sqrt{2}} \begin{pmatrix}
1, & i, & 0, & 0 \\
-1, & 0, & 0, & 1 \\
0, & 0, & 1, & i \\
0, & 0, & i, & -1
\end{pmatrix}.
\]
(198)
The Grassmann derivatives \( \partial/\partial \zeta_d \) obey the standard anticommutation relations (cf. eq. \[191\])
\[
\frac{\partial}{\partial \zeta_d} = G^\dagger \frac{\partial}{\partial \psi}, \quad \left\{ \frac{\partial}{\partial \zeta_{d,u}}, \zeta_{d,v} \right\} = \delta_{uv}.
\] (199)

Grassmann bilinears transform as \( \psi^T M \psi = \zeta_d^T M \zeta_d \) with \( M = G^\dagger M G \). In particular, one finds
\[
G^\dagger T_k G = \begin{pmatrix} 0, 1 \ 1, 0 \end{pmatrix}, \quad (T_k^\dagger \zeta_d = T_k G^\dagger T_k G = \begin{pmatrix} 0, \tau_k^* \ 0, \tau_k \end{pmatrix},
\]
such that the action \[43\] reads
\[
S = \int \{ \zeta_i^\dagger (\partial_t - \tau_k \partial \bar{\zeta}_k) \zeta_i + \zeta_i^\dagger (\partial^T - \tau_k^* \partial \bar{\zeta}_k) \zeta_i^* \}
\]
\[
= 2 \int \{ \zeta_i^\dagger (\partial_t - \tau_k \partial \bar{\zeta}_k) \zeta_i^* \}, \quad (200)
\]
Up to the factor 2, which may be removed by a rescaling of \( \zeta \), this is the action for a free Weyl spinor.

Transferring a linear transformation \( \psi' = L \psi \) to \( \zeta_d, \zeta_d' = L \zeta_d \) requires the transformation property \( L' = G^{-1} L G = G^\dagger L G \). We note the difference between the transformation property of the kernel of a bilinear \( M \) which involves \( G^\dagger \), and the transformation of \( L \) which involves \( G^{-1} \). In particular, one finds
\[
G^\dagger T_k G = \begin{pmatrix} \tau_k, 0 \ 0, \tau_k^* \end{pmatrix}.
\] (201)
This difference is connected to the additional factor \( G^\dagger G \) appearing in the transformation of the bilinear
\[
(G^\dagger T_k G) (G^\dagger T_k G) = (T_k \zeta_d
\]
If we define bilinears in terms of
\[
\zeta_d^\dagger \zeta_d^T (G^\dagger T_k G) \zeta_d = (\zeta_d^T)^* = (\zeta^*, \zeta), \quad (203)
\]
i.e. by \( \zeta_d^\dagger \bar{M}_\zeta \zeta_d \), then \( \bar{M}_\zeta \) has the same transformation property as \( L \). One finds
\[
G^\dagger \bar{I} G = \begin{pmatrix} i, 0 \ 0, -i \end{pmatrix} \quad (204)
\]
and the generators \( \Sigma \) of the Lorentz group \[15\] are transformed to
\[
G^\dagger \Sigma G = \begin{pmatrix} \Sigma', 0 \ 0, \Sigma'^* \end{pmatrix} \quad (205)
\]
with $2 \times 2$-matrices $\Sigma'$ given by eq. (140).

More explicitly, the infinitesimal Lorentz transformations of the complex two-component spinors $\zeta, \delta \zeta = -\frac{1}{2} \epsilon_{mn} \Sigma^{mn} \zeta$, are represented by the complex $2 \times 2$ matrices $\Sigma^{mn}$ given by eq. (140). We also observe that $\bar{\zeta} = E \zeta = -i \bar{v} \zeta$ transforms as $\delta \bar{\zeta} = -\frac{1}{2} \epsilon_{mn}(\Sigma^{mn})^* \bar{\zeta}$ such that

$$\frac{1}{2} \bar{\zeta}^T \zeta = \zeta_1 \zeta_2 = \frac{1}{2} \left[ \psi_1 \psi_3 - \psi_2 \psi_4 + i (\psi_1 \psi_4 + \psi_2 \psi_3) \right]$$  \hspace{1cm} (206)

is a Lorentz scalar. The same holds for $\zeta_1^* \zeta_2^*$ such that the bilinears $\psi_1 \psi_3 - \psi_2 \psi_4$ and $\psi_1 \psi_4 + \psi_2 \psi_3$ are separately Lorentz scalars. Also the product

$$\zeta_1 \zeta_2^* \zeta_1^* \zeta_2 = \psi_1 \psi_2 \psi_3 \psi_4 = \frac{1}{24} \epsilon^{\alpha \beta \gamma \delta} \psi_\alpha \psi_\beta \psi_\gamma \psi_\delta$$  \hspace{1cm} (207)

is a Lorentz scalar. The functional measure obeys

$$\int d\psi_1 d\psi_2 d\psi_3 d\psi_4 = \prod_\gamma d\psi_\gamma$$

$$= \int d\zeta_1 d\zeta_2 \int d\zeta_1^* d\zeta_2^* = \int d\zeta d\zeta^*.$$  \hspace{1cm} (208)

4. Complex structure for real Grassmann algebra

In a real even-dimensional vector space a complex structure is given by the existence of an involution $K$, together with a map $I$, obeying

$$K^2 = 1 , \quad I^2 = -1 , \quad \{ K, I \} = 0.$$  \hspace{1cm} (209)

The matrix $K$ has eigenvalues $\pm 1$ and we may denote eigenstates with positive eigenvalues by $v_R$ and those with negative ones by $v_I, K v_R = v_R, K v_I = -v_I$. The matrix $I$ is a map between $v_R$ and $v_I$, implying that the number of independent $v_R$ and $v_I$ are equal. We can choose the $v_I$ such that $I v_R = v_I, I v_I = -v_R$ and use these properties for defining a map from the real vectors $v$ to complex vectors $c = v_R + i v_I = c(v)$, with the properties $c(K v) = [c(v)]^*$, $c(I v) = i c(v)$. An example is the map (150) acting on $v = \{ q \}$

$$K = \tilde{K} = \begin{pmatrix} \tau_3, & 0 \\ 0, & \tau_3 \end{pmatrix}, \quad I = \tilde{I}.$$  \hspace{1cm} (210)

Complex structures can also be defined for $K$ and $I$ acting only on subspaces.

We may define a complex structure on the space of the Grassmann variables, $v = \psi_\gamma$, using eq. (210). This results in the map $\zeta[v]$ given by eq. (153), with

$$\zeta[\tilde{K} \psi] = \zeta^*[\psi], \quad \zeta[\tilde{I} \psi] = i \zeta[\psi],$$  \hspace{1cm} (211)

where $\zeta$ plays the role of $c$. A transformation $\psi \to A \psi$ is compatible with this complex structure if $A$ obeys

$$[A, \tilde{I}] = 0.$$  \hspace{1cm} (212)

In this case $A$ can be represented by complex matrix multiplication acting on $\zeta$,

$$\zeta[A \psi] = \tilde{A} \zeta[\psi].$$  \hspace{1cm} (213)

The matrices $T_k$ commute with $\tilde{I}$ and are therefore compatible with the complex structure

$$\zeta[T_k \psi] = \tau_k \zeta[\psi].$$  \hspace{1cm} (214)

Also $\tilde{I}$ and $\Sigma^{\mu \nu}$ (cf. eq. (4)) are compatible with the complex structure, where the action of $\Sigma^{\mu \nu}$ on $\zeta$ is given by eq. (140). The matrices $A$ obeying eq. (212) form a group, since the product of two matrices $A_1 A_2$ again commutes with $\tilde{I}$. This product is represented by complex matrix multiplication of $A_1$ and $A_2$, $\zeta[\hat{A}_1 \hat{A}_2 \psi] = A_1 A_2 \zeta[\psi]$. In contrast, the matrices $\gamma^\mu$ anticommute with $\tilde{I}$, cf. eq. (13). They are therefore not compatible with the complex structure (201). (No set of four mutually anticommuting complex $2 \times 2$ matrices exists.) One finds

$$\zeta[\gamma^0 \psi] = -i \tau_2 \zeta^*.$$  \hspace{1cm} (215)

Eq. (210) defines a complex structure for the Grassmann elements involving only one factor of $\psi$. One can extend this complex structure to Grassmann elements with an arbitrary number of factors $\psi$, except for the elements $\{ 0 \}$ and $\{ 1 \}$. The complex conjugation corresponding to eqs. (153), (154) reverses the sign of all basis elements $g_r$ which have an odd number of factors $\psi_2$ or $\psi_4$. We will not discuss this issue further. It should be mentioned, however, that many different complex structures can be defined for the Grassmann algebra. For example, one could use for the involution $K$ the conjugation $C$.

IX. PARTICLE-HOLE CONJUGATION

The time evolution of the probability distribution $\{ p_\tau(t) \}$ for the classical statistical ensemble is invariant under the exchange of occupied and empty bits. For every classical state $\tau = \{ n_\gamma(x) \}$ we can define the anti-state $\bar{\tau} = \{ \bar{n}_\gamma(x) \}$ with $\bar{n}_\gamma(x) = 1 - n_\gamma(x)$. The particle-hole conjugation map $\tau \to \bar{\tau}$ transforms occupied bits to empty bits and vice versa. The particle number of a state $\tau$, given by $N_\tau = \sum_\gamma \sum_x n_\gamma(x) = m$, corresponds for the anti-state to $N_{\bar{\tau}} = \sum_\gamma \sum_x (1 - n_\gamma(x)) = B - m$. The particle-hole conjugate of a probability distribution $\{ p_\tau \}$ exchanges the role of $\tau$ and $\bar{\tau}$, i.e. $C(\{ p_\tau \}) = \{ p_{\bar{\tau}} \}$, with $p_{\bar{\tau}} = p_\tau$.

1. Particle-hole conjugate wave functions

On the level of the Grassmann algebra the particle-hole conjugation maps Grassmann elements $g_m \leftrightarrow \pm g_{B - m}$. Two probability distributions or associated Grassmann elements which are related by particle-hole conjugation obey the same evolution equation. This is expressed by the invariance of the evolution operator $K$ (110) under the exchange of $\psi_\gamma(x)$ and $\psi_\gamma^*(x)$, and in the identical evolution equations for $q$ and $\bar{q}$ in eq. (134).

The particle-hole conjugation of Grassmann elements $g(\psi)$ can be realized by the operation $C$ which maps $\psi_\gamma(x)$ factors into factors $1$, and inserts $n_\gamma(x)$ for the places ($\gamma, x$) where no such factor was present. In sect. 111 we
have defined the conjugate Grassmann element $\tilde{g}_r$ (no sum over $\tau$)
\[ \tilde{g}_r g_r = |0\rangle, \quad C g_r = \sigma_r \tilde{g}_r, \quad C \tilde{g}_r = \sigma_r g_r. \] (216)

We may define the operation $\bar{K} g \rightarrow \bar{K} \tilde{g}$, which multiplies each factor $\psi_\gamma(x)$ by $\eta_\gamma$, cf. eq. (211). This can be used to write
\[ C = \bar{K} C_{ph}, \quad C^2_{ph} = 1, \] (217)
where $C_{ph}$ replaces $\psi_\gamma(x) \leftrightarrow \eta_\gamma$ without additional sign factors. (The operation $\bar{K}$ could be used for defining a complex conjugation, $\bar{K}^2 = 1$.) The operation $C_{ph}$ is another realization of the particle-hole conjugation of the probability distribution $\{p_\tau\}$, since $C$ and $C_{ph}$ only differ by signs of the components of the wave function $g_r$.

The particle-hole conjugation $C_{ph}$ obeys the relations
\[ C_{ph} \psi_\gamma(x) C_{ph} g = \frac{\partial}{\partial \psi_\gamma(x)} g, \quad C_{ph} \frac{\partial}{\partial \overline{\psi}_\gamma(x)} C_{ph} g = \overline{\psi}_\gamma(x) g. \] (218)

For an arbitrary Grassmann operator $A$ we define the particle-hole conjugate operator $A^c$ as
\[ A^c = C_{ph} A C_{ph}. \] (219)

Since we can write $A$ as a sequence of suitable operators $\psi_\gamma(x)$ and $\partial/\partial \psi_\gamma(x)$ we conclude from eq. (218) that the operator $A^c$ obtains from $A$ by exchanging $\psi_\gamma(x) \leftrightarrow \partial/\partial \overline{\psi}_\gamma(x)$. We observe
\[ C_{ph} \left( \frac{\partial}{\partial \psi_\gamma(x)} |0\rangle \right) = C_{ph} \left( - \tilde{\psi}_\gamma(x) \right) = \psi_\gamma(x), \]
\[ C_{ph} \psi_\gamma(x) = - \overline{\psi}_\gamma(x). \] (220)

The conjugate of the totally empty possible vacuum state $g_0 = |0\rangle$ is given by the totally occupied sequence $g_0 = |1\rangle$, represented by the Grassmann element $1$, with $\bar{N} g_0 = \bar{B} g_0 = m_0 g_0$. Correspondingly, the particle wave functions $q_\gamma(x)$ for an expansion around $|0\rangle$ are mapped by $C_{ph}$ into the hole wave functions $\tilde{q}_\gamma(x)$ for an expansion around $|1\rangle$, replacing the creation operators $a_\gamma^q$ by annihilation operators $\tilde{a}_\gamma$. The discussion of hole states is then completely parallel to the particle states. We observe that the particle-hole conjugate states can also be described in the expansion around the vacuum $|0\rangle$. For example, the one hole state $a_\gamma(x)|1\rangle$ obtains by applying $B - 1$ creation operators on $|0\rangle$. The direct construction by applying the particle-hole conjugation to a one particle state is a simple way of constructing these states. In the following we will use a generalized definition of one-hole states as the particle-hole conjugate of the one-particle states. These states are always contained in the Grassmann elements $g_r$. For a particle-hole symmetric vacuum $g_0$ this generalized notion coincides with the definition (127). If $C_{ph} g_0 = \tilde{g}_0$ does not coincide with $g_0$ we replace eq. (127) by
\[ g_{-1}(t) = \int x \tilde{q}_\gamma(x) a_\gamma(x) \tilde{g}_0. \] (221)

For $\bar{N} g_0 = m_0 g_0, \bar{N} \tilde{g}_0 = (B - m_0) \tilde{g}_0$ one has now
\[ N g_{-1} = (B - m_0 - 1) g_{-1}. \] (222)

Two states which are related by particle-hole conjugation have the same Lorentz transformation properties. This follows from the observation that for a Lorentz invariant $g_0$ also $\tilde{g}_0$ is Lorentz invariant, together with the transformation properties of the creation and annihilation operators. In particular, the one-hole wave function $\tilde{q}_\gamma(x)$ transforms in the same way as the one-particle wave function $q_\gamma(x)$.

We may represent the one-hole wave function by a complex two-component spinor
\[ \hat{\Psi}(x) = \left( \begin{array}{c} \tilde{q}_1(x) + i \tilde{q}_2(x) \\ \tilde{q}_3(x) + i \tilde{q}_4(x) \end{array} \right) \] (223)
and use similar to eq. (132)
\[ \hat{\chi} = E \hat{\phi}^* = \left( \begin{array}{c} -\tilde{q}_3 + i \tilde{q}_4 \\ \tilde{q}_1 - i \tilde{q}_2 \end{array} \right). \] (224)

In the representation by the complex two-component spinor $\hat{\chi}$ one finds
\[ T_k = \gamma_\alpha^{0k} - 2\Sigma^{0k} \rightarrow -\tau_k, \]
\[ \Sigma^{kl} = -\frac{1}{4}[T_k, T_l] \rightarrow -\frac{i}{2} \epsilon^{klm} \tau_m. \] (225)

In this representation the particle-hole conjugation $C_{ph}$ maps a left handed particle with charge $\bar{Q} = 1$ into a right handed hole with charge $\bar{Q} = -1$.

We could combine the one-particle and one-hole states and define a complex four component spinor $\Psi_{ph}$ similar to eq. (144),
\[ \Psi_{ph} = \left( \begin{array}{c} \varphi \\ \tilde{\chi} \end{array} \right). \] (226)

The Dirac matrices acting on $\Psi_{ph}$ have the representation given by eqs. (143), (146). The Majorana constraint (147) does no longer hold, however, since $\varphi$ and $\tilde{\chi}$ are independent. The spinor $\Psi_{ph}$ describes now a type of Dirac spinor which contains degrees of freedom for both particles and holes, corresponding to the eight real functions $q_\gamma(x)$ and $\tilde{q}_\gamma(x)$. We may denote the particle-hole conjugate Dirac spinor by
\[ \Psi_{hp} = B^{-1} \Psi_{ph}. \] (227)

As it should be, it obtains from $\Psi_{ph}$ by $q_\gamma \rightarrow \tilde{q}_\gamma$.

One may be tempted to identify $\tilde{\varphi}$ with the left-handed positron and $\tilde{\chi}$ with the right-handed electron. However, the spinors $\varphi$ and $\tilde{\varphi}$ have both $\bar{Q} = 1$, while $\chi$ and $\tilde{\chi}$ carry both $\bar{Q} = -1$. The upper two and lower two components of $\Psi_{ph}$ carry a different charge $\bar{Q}$, such that $\tilde{\chi}$ cannot be identified with the right handed electron. (This should carry the same charge as the left-handed one.) The Dirac spinor (226) describes a left handed particle and a right handed hole with opposite charge, including the complex conjugate states. This amounts to two independent Majorana-spinors, or equivalently to two left-handed Weyl spinors.
φ and ϕ with identical charge. If we want to describe the usual electron and positron we would need φ and χ to carry the same charge.

2. Particle-hole symmetric vacua

An interesting situation arises for a vacuum state \( g_0 \) which is invariant under the particle-hole conjugation,

\[
C_{ph}g_0 = g_0. \tag{228}
\]

An example is the linear superposition

\[
g_0 = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) \tag{229}
\]

and we will discuss other examples below. For a particle-hole symmetric vacuum obeying eq. (228) both particle and hole states are present in the expansion around \( g_0 \), applying either creation or annihilation operators. (One has to adapt the normalization of eqs. (120), (127).

The particular vacuum state (228) has not a fixed particle number, since \( N(0) = 0, N(1) = B/2 \). It corresponds to a classical probability distribution with probability 1/2 if either all \( n_x = 1 \) or if all \( n_x = 0 \).

A perhaps more interesting candidate for a particle-hole symmetric vacuum is a half-filled state with \( N = B/2 \). A possible candidate is given in the complex representation (188), (206) by

\[
g_{c,0} = \prod_x \{\zeta_1(x)\zeta_2(x)\} , \quad g_0 = \frac{1}{\sqrt{2}}(g_{c,0} + g_{c,0}^*). \tag{230}
\]

This state is Lorentz invariant and obeys

\[
C_{ph}g_{c,0} = g_{c,0}^*, \quad N_{c,0} = \frac{B}{2} g_{c,0},
\]

\[
\bar{Q}g_{c,0} = \frac{B}{2} g_{c,0} , \quad g_{c,0}^* = -\frac{B}{2} g_{c,0}, \tag{231}
\]

and correspondingly \( C_{ph}g_{c,0} = g_{c,0}^*, \quad N_{c,0} = \frac{B}{2} g_{c,0}, \quad \bar{Q}g_{c,0} = -\frac{B}{2} g_{c,0}^* \), such that \( g_0 \) is invariant under particle-hole conjugation and normalized, \( g_0^2 = |0\rangle \).

In order to show that \( g_0 \) is a static state we use discrete time steps such that \( g(t + \epsilon) \) obtains from \( g(t) \) by the replacement

\[
\zeta(t) = \left( \begin{array}{c} \zeta_1(x) \\ \zeta_2(x) \end{array} \right) \rightarrow A\zeta(x) - \epsilon \tau_k \partial_x \zeta(x). \tag{232}
\]

If \( g_{c,0}(t) \) has the form (230) one infers from eq. (232)

\[
g_{c,0}(t + \epsilon) = \prod_x \left\{ A^2 \zeta_1(x) \zeta_2(x) + \frac{A}{\Delta} \left[ \zeta_2(x) (\tau_k)_{10} - \zeta_1(x) (\tau_k)_{20} \right] + 4 \zeta_1(x) (\tau_k)_{12} \right\} \cdot \tag{233}
\]

The combinatorics of this expression looks at first sight complicated. However, eq. (233) contains precisely B/2 factors \( \zeta \) which have to be distributed on B/4 sites \( x \). For every \( x \) we can have at most two factors of \( \zeta \), since \( \zeta_1^2(x) = \zeta_2^2(x) = 0 \). The only nonvanishing contribution must therefore have precisely one factor of \( \zeta_1 \) and one factor of \( \zeta_2 \) for every \( x \), and we conclude

\[
g_{c,0}(t + \epsilon) = \kappa g_{c,0}(t). \tag{234}
\]

We next show that the proportionality constant \( \kappa \) is real, \( \kappa^* = \kappa \). Indeed, an imaginary part of this coefficient could only arise from terms in eq. (233) which involve an odd number of \( \tau_2 \)-factors. On the other hand, all terms involving an odd number of factors \( \tau_2 \) for any \( k \) must vanish. Such terms have an odd number of \( \zeta \)-factors displaced by one lattice unit \( \pm \Delta_k \), and this is not compatible with having two \( \zeta \)-factors for every \( x \). Finally, we have seen that the time evolution preserves the normalization of \( g(t) \) and conclude \( \kappa = 1 \). Thus \( g_0 \) in eq. (230) is indeed a static state, \( \kappa g_0 = 0 \). In consequence of eq. (233) the state \( g_0 \) is Lorentz-invariant and we can define one particle and one hole states by applying annihilation and creation operators. We notice, however, that \( g_0 \) is not a state with zero axial charge \( Q \).

The classical ensemble which corresponds to the half-filled vacuum (230) has equal static probabilities for \( 4L^2/2 \) Ising states, while the other Ising states have zero probability. The states with nonzero probability can be characterized as follows: (i) On every lattice site two bits are occupied and two bits are empty. (ii) The occupied bits on every site are in one of the allowed combinations of species \((1, 3), (1, 4), (2, 3), (2, 4)\). This follows from the property

\[
\zeta_1(x) \zeta_1^\dagger(x) g_0 = \zeta_2(x) \zeta_2^\dagger(x) g_0 = 0. \tag{235}
\]

which forbids the species combinations \((1, 2)\) and \((3, 4)\). (iii) Only \( K \)-even states have nonvanishing probability. The \( K \)-even states have an even number of occupied bits of the species 2 and 4, while \( K \)-odd states have an odd number of occupied bits of this type. This follows from the map \( K \) which maps \( g_{c,0} \rightarrow g_{c,0}^* \) and reverses the sign of all terms in \( g \) with an odd number of Grassmann variables \( \psi_2 \) or \( \psi_4 \).

3. Particle and hole states for the half-filled vacuum

The normalized one particle state in an expansion around \( g_0 \) (230) is given by the Grassmann element

\[
g_{1}(t) = \int_x q_1(t, x) a_1^\dagger(x)(g_{c,0} + g_{c,0}^*) \tag{236}
\]

\[
= \frac{1}{\sqrt{2}} \int_x \left\{ \varphi(x) \frac{\partial}{\partial \varphi(x)} g_{c,0} + \varphi(x) \frac{\partial}{\partial \varphi(x)} g_{c,0}^* \right\}. \tag{237}
\]

Similarly, the one hole state reads

\[
g_{-1}(t) = \int_x \tilde{q}_1(t, x) a_1(x)(g_{c,0} + g_{c,0}^*) \tag{238}
\]

\[
= \frac{1}{\sqrt{2}} \int_x \left\{ \tilde{\varphi}(x) \frac{\partial}{\partial \tilde{\varphi}(x)} g_{c,0} + \tilde{\varphi}(x) \frac{\partial}{\partial \tilde{\varphi}(x)} g_{c,0} \right\}, \tag{239}
\]

and we infer that \( \varphi \) and \( \tilde{\varphi} \) both carry axial charge \( \bar{Q} = 1 - B/2 \). For all \( t \) one finds the relation

\[
g_{-1}(t) g_{1}(t) = \frac{1}{2} \int_x \left( \varphi(x) \tilde{\varphi}(x) + \varphi(x) \tilde{\varphi}(x) \right) |0\rangle. \tag{238}
\]
For $\varphi_\alpha(x) = \varphi_\alpha(x)$ the one hole state $g_{-1}$ is the particle-hole conjugate state of $g_1$, such that with the normalization of the wave function
\[ \int_x \varphi_\alpha^*(x)\varphi_\alpha(x) = 1 \] (239)
one has
\[ \int D\psi g_{-1}(t)g_1(t) = 1. \] (240)

The one-particle or one-hole states (236) and (237) differ from the states \( G_0 \{ 0 \} \) and \( G_{-1} \{ 1 \} \). By now we have already found four Grassmann elements for which the wave function \( g_1(x) \) or \( \bar{g}_1(x) \) obeys the Dirac equation (136). They are all eigenstates of \( \tilde{N} \) with eigenvalues \( 1, B - 1, B/2 + 1 \) and \( B/2 - 1 \). All these states are described by the functional integral (29) for a suitable choice of the boundary term \( g_\gamma \). They correspond to different time sequences of classical probability distributions \( p_\tau(t) \). The question to what extent these different states have to be considered as different particles or should be identified with the same macroscopic particle is open at this stage. It seems also conceivable that many more states obey the one particle Dirac equation. We postpone this issue to a future investigation. At this point we only emphasize that this feature is present in the standard quantum field theoretic formulation of a Grassmann functional integral for massless Majorana spinors. It is not a particularity of the realization by a classical ensemble for an Ising type model.

4. Observables for excitations of the half-filled vacuum

A convenient set of classical observables for the characterization of excitations of the half filled vacuum is given by \( N_\gamma(x) \) which takes the value \( (N_\tau(x))_\gamma = 1/2 \) if the bit \( (x, \gamma) \) is occupied, and \( (N_\gamma(x))_\gamma = -1/2 \) if it is empty. This classical observable corresponds to the Grassmann operator
\[ N_\gamma(x) = \frac{1}{2} \left[ \frac{\partial}{\partial \psi_\gamma(x)} \psi_\gamma(x) - \psi_\gamma(x) \frac{\partial}{\partial \bar{\psi}_\gamma(x)} \right] \] (241)
for which the basis elements \( g_\tau \) are eigenstates
\[ N_\gamma(x)g_\tau = (N_\gamma(x))_\gamma g_\tau, \] (242)
with eigenvalues \( \pm 1/2 \). (The eigenvalue \(-1/2\) is found if \( g_\tau \) contains a factor \( \psi_\gamma(x) \).) We can write
\[ N_\gamma(x) = \tilde{N}_\gamma(x) - \frac{1}{2}. \] (243)

A local particle number can be defined as
\[ \tilde{N}^\prime(x) = \sum_\gamma N_\gamma(x) = \sum_\gamma \tilde{N}_\gamma(x) - 2. \] (244)

Its spectrum has the values \((-2, -1, 0, 1, 2)\). We further may employ the total particle number
\[ \tilde{N} = \sum_x \tilde{N}(x) = \tilde{N} - B/2, \] (245)
with spectrum \((-B/2, -B/2 + 1, \ldots B/2 - 1, B/2)\).

In the complex basis we find the expressions
\[ N_\gamma^1(x) = \frac{1}{2} \left\{ \left( \frac{\partial}{\partial \tilde{N}_1(x)} + \frac{\partial}{\partial \tilde{N}_1^*(x)} \right) (\tilde{N}_1(x) + \tilde{N}_1^*(x)) - 1 \right\}, \]
\[ N_\gamma^2(x) = \frac{1}{2} \left\{ \left( \frac{\partial}{\partial \tilde{N}_2(x)} - \frac{\partial}{\partial \tilde{N}_2^*(x)} \right) (\tilde{N}_1(x) - \tilde{N}_1^*(x)) - 1 \right\}, \]
\[ N_\gamma^3(x) = \frac{1}{2} \left\{ \left( \frac{\partial}{\partial \tilde{N}_3(x)} + \frac{\partial}{\partial \tilde{N}_3^*(x)} \right) (\tilde{N}_2(x) + \tilde{N}_2^*(x)) - 1 \right\}, \]
\[ N_\gamma^4(x) = \frac{1}{2} \left\{ \left( \frac{\partial}{\partial \tilde{N}_4(x)} - \frac{\partial}{\partial \tilde{N}_4^*(x)} \right) (\tilde{N}_2(x) - \tilde{N}_2^*(x)) - 1 \right\}, \] (246)

and we define the combinations
\[ N_\gamma^1(x) = N_\gamma^1(x) + N_\gamma^2(x) = N_1(x) + N_2(x) - 1 \]
\[ = \frac{\partial}{\partial \tilde{N}_1(x)} \tilde{N}_1(x) + \frac{\partial}{\partial \tilde{N}_1^*(x)} \tilde{N}_1^*(x) - 1 \]
\[ = \frac{\partial}{\partial \psi_1(x)} \psi_1(x) + \frac{\partial}{\partial \bar{\psi}_2(x)} \bar{\psi}_2(x) - 1, \]
\[ N_\gamma^3(x) = N_\gamma^3(x) + N_\gamma^4(x) = N_3(x) + N_4(x) - 1 \]
\[ = \frac{\partial}{\partial \bar{\psi}_1(x)} \bar{\psi}_1(x) + \frac{\partial}{\partial \bar{\psi}_4(x)} \bar{\psi}_4(x) - 1 \] (247)

with
\[ N^\prime(x) = N_\gamma^1(x) + N_\gamma^2(x). \] (248)

The half filled vacuum state \( g_0 \) is an eigenstate of \( \tilde{N}_1(x) \) and \( \tilde{N}_1^*(x) \),
\[ N_\gamma^1(x)g_0 = 0, N_\gamma^2(x)g_0 = 0 \] (249)
and obeys therefore also
\[ N^\prime(x)g_0 = 0, N^\prime g_0 = 0. \] (250)

On the other hand, \( g_0 \) is not an eigenstate of the difference observables \( \tilde{N}_1(x) - \tilde{N}_2(x) \) or \( \tilde{N}_2(x) - \tilde{N}_4(x) \).

The one-particle state \( g_1 \) is an eigenstate of \( \tilde{N}^\prime \), and similarly for the one-hole state \( g_{-1} \).
\[ \tilde{N}^\prime g_1 = g_1, \tilde{N}^\prime g_{-1} = g_{-1}. \] (251)

This follows from the commutation relations
\[ \left[ a_\gamma^\dagger(x), N^\prime_\gamma(y) \right] = -a_\gamma^\dagger(x) \delta_\gamma \delta(x, y), \]
\[ \left[ a_\gamma(x), N^\prime_\gamma(y) \right] = a_\gamma(x) \delta_\gamma \delta(x, y), \] (252)
which imply that \( a_\gamma^\dagger(x)g_0 \) and \( a_\gamma(x)g_0 \) are eigenstates of \( \tilde{N}_\gamma(x) \) and \( \tilde{N}_\gamma(y) \), with eigenvalues \( 1 \) or \(-1\), respectively,
\[ \tilde{N}_\gamma^1(y)a_\gamma^\dagger(x)g_0 = A_\gamma \delta(x, y) a_\gamma^\dagger(x)g_0, \]
\[ \tilde{N}_\gamma^2(y)a_\gamma^\dagger(x)g_0 = A_\gamma \delta(x, y) a_\gamma^\dagger(x)g_0, \]
\[ \tilde{N}_\gamma^3(y)a_\gamma(x)g_0 = -A_\gamma \delta(x, y) a_\gamma(x)g_0, \]
\[ \tilde{N}_\gamma^4(y)a_\gamma(x)g_0 = -A_\gamma \delta(x, y) a_\gamma(x)g_0, \] (253)
where
\[ A_{\gamma} = \begin{cases} 
1 & \text{for } \gamma = 1, 2 \\
0 & \text{for } \gamma = 3, 4
\end{cases}, \]
\[ A_{1\gamma} = \begin{cases} 
0 & \text{for } \gamma = 1, 2 \\
1 & \text{for } \gamma = 3, 4
\end{cases}. \]  
(254)

With
\[ \mathcal{N}'(y)a_\gamma^\dagger(x)g_0 = \delta(x, y)a_\gamma^\dagger(x)g_0, \]
\[ \mathcal{N}'(y)a_\gamma(x)g_0 = -\delta(x, y)a_\gamma(x)g_0, \]  
(255)
eq (251) follows directly.

The Grassmann operators \( \mathcal{N}'(x) \) can be used for defining a position operator for a single particle as
\[ \hat{X} = \int_x x \mathcal{N}'(x). \]  
(256)

For one-particle states its expectation value is given by
\[ \langle \hat{X} \rangle = \int_x x w(x), \quad w(x) = \langle \mathcal{N}'(x) \rangle, \]  
(257)

where according to eq. (106) one has
\[ w(x) = \int \mathcal{D}g \tilde{g}_1 \mathcal{N}'(x) g_1 \]
\[ = \int_{y,z} q_\gamma(y)q_\gamma(z) \int \mathcal{D}g \tilde{g}_1 \epsilon(y) \mathcal{N}'(x) g_1 \gamma(z), \]
where
\[ g_1 \gamma(z) = \sqrt{2}a_\gamma^\dagger(z)g_0 \]  
(259)
is normalized according to
\[ \int \mathcal{D}g \tilde{g}_1 \gamma(y) g_1 \gamma(z) = \delta_{c\gamma} \delta(y, z). \]  
(260)

Using eq. (255) and the normalization (260) yields
\[ w(x) = \sum_\gamma q_\gamma^2(x) = \sum_\alpha \varphi_\alpha^*(x) \varphi_\alpha(x). \]  
(261)

Thus \( w(x) \geq 0 \) and \( \int_x w(x) = 1 \), and we can associate \( w(x) \) with the probability to find a particle at position \( x \).

The probabilistic interpretation of \( w(x) \) allows us to define operators corresponding to general functions of \( x \),
\[ f(\hat{X}) = \int_x f(x) \mathcal{N}'(x), \]  
(262)

with expectation value
\[ \langle f(\hat{X}) \rangle = \int_x f(x) w(x). \]  
(263)
Since \( f(\hat{X}) \) is a linear combination of operators \( \mathcal{N}'(x) \) and therefore of \( \mathcal{N}'(x) \) it has a direct correspondence with a classical observable which takes in a state \( \tau \) the value
\[ \langle f(\hat{X}) \rangle_\tau = \int_x f(x) \left[ \sum_\gamma (N_\gamma(x))_\tau - 2 \right]. \]  
(264)

It expectation value obeys the standard statistical law
\[ \langle f(\hat{X}) \rangle = \sum_\tau p_\tau \langle f(\hat{X}) \rangle_\tau. \]  
(265)

We define an operator product between operators
\[ \hat{X}_1 \hat{X}_1 = \int_x x_k x_1 \mathcal{N}'(x). \]  
(266)

It maps the classical observables characterized by \( \langle \hat{X}_1 \rangle_\tau \) and \( \langle \hat{X}_1 \rangle_\tau \) to a new observable specified by \( \langle \hat{X}_1 \hat{X}_1 \rangle_\tau \). In particular, we may define the dispersion observable
\[ \Delta^2 = \sum_k (\hat{X}_1 - \langle \hat{X}_1 \rangle)^2. \]  
(267)

Its expectation value has the familiar probabilistic interpretation
\[ \langle \Delta^2 \rangle = \int_x w(x) \sum_k (x_k - \langle x_k \rangle)^2. \]  
(268)

It seems rather obvious that the product (266) is appropriate for the description of the distribution of position of a particle.

The classical observable product reads
\[ \langle \hat{X}_1 \hat{X}_1 \rangle_\tau = \langle \hat{X}_1 \rangle_\tau \langle \hat{X}_1 \rangle_\tau \]
\[ = \int_{x,y} x_k y_l \langle \mathcal{N}'(x) \rangle_\tau \langle \mathcal{N}'(y) \rangle_\tau. \]  
(269)

It coincides with the product (266) only for those classical states \( \tau \) for which
\[ \langle \mathcal{N}'(x) \rangle_\tau \langle \mathcal{N}'(y) \rangle_\tau = \langle \mathcal{N}'(x) \rangle_\tau \delta(x, y). \]  
(270)

The classical states \( \tau \) for which the probability \( p_\tau \) is non-vanishing for a pure one-particle state \( g_1 \) are precisely of this type. Indeed, the Grassmann basis elements \( g_\gamma \) which contribute to \( g_1 \gamma(z) \) in eq. (259) obey \( N'(z)g_\gamma = y_\gamma, N'(y)g_\gamma = y_\gamma, N'(y \neq z)g_\gamma = 0 \), such that all involved classical states have \( \langle \mathcal{N}'(x) \rangle_\tau \neq 0 \) only for one particular position \( x = z \).

Extending the definition of the position operator (266) to more general states the product (266) will no longer coincide with the classical product (269) 0.

From eqs. (257), (261) we infer that the expectation value of the position observable can be computed according to the standard quantum rule from the wave function in position space
\[ \langle \hat{X}_k \rangle = \int_x \varphi_\alpha^*(x) x_k \varphi_\alpha(x), \]
\[ \langle f(\hat{X}) \rangle = \int_x \varphi_\alpha^*(x) f(x) \varphi_\alpha(x). \]  
(271)

The product (266) corresponds to the operator product in quantum mechanics and may therefore be called “quantum product” 0. The formalism of quantum mechanics can be
used for a representation of eq. (271) in an arbitrary basis, e.g. the momentum basis where $\hat{X}$ involves a derivative with respect to momentum.

The definition of the position observable has been adapted to the one-particle state. For a one-hole state we have to replace $\mathcal{N}'(x)$ by $-\mathcal{N}'(x)$. For this purpose we replace $\mathcal{N}'(x)$ in eq. (266) by the product $\mathcal{N}(x) = \mathcal{N}'(x)\mathcal{N}'$ which coincides with $\mathcal{N}'(x)$ and $-\mathcal{N}'(x)$ for the one-particle or one-hole states, respectively. This extends the definition of the position observable to states which are superpositions of one-particle and one-hole states. We now have

$$w(x) = \sum_{\gamma} \langle \hat{q}_{\gamma}^2(x) \rangle,$$  \hspace{1cm} (272)

where the correct normalization of $q$ and $\hat{q}$ corresponds to $\int_x w(x) = 1$.

5. Generalized one-particle states

The notion of a position observable is appropriate for generalized one-particle states. (For generalized two-particle states a pair of two positions is appropriate.) For such generalized one-particle states one may replace in eq. (266) $\mathcal{N}'(x)$ or $\mathcal{N}(x)$ by some operator $J(x)$ with the properties

$$\int_x J(x) = 1, \hspace{0.5cm} \langle J(x) \rangle \geq 0.$$ \hspace{1cm} (273)

Then $w(x) = \langle J(x) \rangle$ defines a probability and $f(\hat{X})$ can be defined according to eq. (262). The product (266) will coincide with the classical product only if eq. (270) holds for $J(x)$.

There exists a wide class of possible notions of generalized one-particle states and the choice of $J(x)$ is not unique. As a first example, which is close to a possible experimental setting, we may cover some region of space by a grid of detectors, with centers placed on a cubic lattice with lattice points $\bar{x}$ and lattice distance $a$. To any given detector we associate a cube $I_\gamma(\bar{x})$ covering all points in the intervals $\bar{x}_k - a/2 < x_k < \bar{x}_k + a/2$. We define a “detector observable” $J_\gamma(\bar{x})$ by $\langle J_\gamma(\bar{x}) \rangle = 1$ if $\langle \mathcal{N}'(x) \rangle \neq 0$ for any one of the points $x \in I_\gamma(\bar{x})$, and $\langle J_\gamma(\bar{x}) \rangle = 0$ if $\langle \mathcal{N}'(x) \rangle = 0$ for all points in the interval $I_\gamma(\bar{x})$. In other words, the detector “fires” if a microscopic particle is present at any point of its “detection region” $I_\gamma(\bar{x})$.

A classical state $\tau$ describes a generalized one-particle state if the detector observables obey

$$\sum_{\bar{x}} \langle J_\gamma(\bar{x}) \rangle = 1,$$ \hspace{1cm} (274)

i.e. if precisely one detector of the array fires. We can define the position observable by

$$(\hat{X}_\gamma)_\tau = \sum_{\bar{x}} \bar{x} \langle J_\gamma(\bar{x}) \rangle,$$ \hspace{1cm} (275)

and use the probability that a detector at $\bar{x}$ fires

$$w_\gamma(\bar{x}) = \langle J_\gamma(\bar{x}) \rangle = \sum_{\tau} p_\tau \langle J_\gamma(\bar{x}) \rangle,$$ \hspace{1cm} (276)

where the sum over $\tau$ is restricted to the generalized one particle states. For the associated Grassmann operators $\mathcal{J}_\gamma(\hat{x})$ the basis elements $g_\tau$ are eigenstates with eigenvalues 1 or 0 according to

$$\mathcal{J}_\gamma(\hat{x}) g_{\tau} = \langle J_\gamma(\hat{x}) \rangle g_{\tau}.$$ \hspace{1cm} (277)

Another example may describe a microscopic particle in a typical situation where many local or “mesoscopic” particles or holes are excited. For this purpose we associate to a given state $\tau$ “function observables” $f_{\gamma,\tau}(\bar{x})$. We choose the value of $f_\gamma$ at $\bar{x}$ to be proportional to the number of microscopic particles of species $\gamma$ in the interval $I_\gamma(\bar{x})$,

$$f_{\gamma,\tau}(\bar{x}) = c_\tau \sum_{x \in I_\gamma(\bar{x})} \langle \mathcal{N}'(x) \rangle \gamma,$$ \hspace{1cm} (278)

with normalization $c_\tau$ chosen such that

$$\sum_\gamma \sum_{x} f^2_{\gamma,\tau}(\bar{x}) = 1.$$ \hspace{1cm} (279)

We observe that $f_{\gamma,\tau}$ is negative if more holes than particles are present in the interval $I_\gamma(\bar{x})$. For a suitable subset of states $\tau$ that we associate with generalized one particle states we can define

$$(\mathcal{J}_\gamma(\hat{x})) = \sum_{\gamma} f^2_{\gamma,\tau}(\bar{x}),$$ \hspace{1cm} (280)

and use eqs. (273), (266) for the definition of a position observable. Eq. (270) is no longer obeyed and the “quantum product” (266) for observables differs from the classical product (269). If the grid of points $\bar{x}$ is fine enough we can associate $f_{\gamma,\tau}(\bar{x})$ with functions of a continuous variable $\bar{x}$.

The “mesoscopic wave function” $f_{\gamma,\tau}(\bar{x})$ can be viewed as a set of classical observables, one for every value of $\gamma$ and $\bar{x}$. Derivatives of $f_{\gamma,\tau}$ with respect to $\bar{x}$ are therefore also classical observables. In particular, the components of “mesoscopic momentum”

$$\langle \hat{P}_{\gamma,\delta}(\bar{x},\bar{y}) \rangle = -\sum_{\bar{x},\bar{y}} f_{\gamma,\tau}(\bar{x}) \hat{I}_{\gamma,\delta}(\bar{x})$$ \hspace{1cm} (281)

are classical observables which take fixed values for a given state $\tau$ of the Ising model. We define a mesoscopic density matrix by

$$\rho_{\gamma,\delta} = \sum_{\bar{x}} f_{\gamma,\tau}(\bar{x}) f_{\delta,\tau}(\bar{x}).$$ \hspace{1cm} (282)

In terms of $\rho$ the expectation values of position and momentum of mesoscopic particles find an expression familiar from quantum mechanics

$$\langle \hat{X}_\gamma \rangle = \text{Tr}(\hat{X}_\gamma \rho), \hspace{0.5cm} \langle \hat{P}_\delta \rangle = \text{Tr}(\hat{P}_\delta \rho),$$ \hspace{1cm} (283)

with trace $\text{Tr}$ taken in internal space ($\gamma, \delta$) and position space $(\bar{x}, \bar{y})$. The operators in eq. (283) are given by

$$\langle \hat{X}_{\gamma,\delta}(\bar{x},\bar{y}) \rangle = \delta_{\gamma,\delta} \delta(\bar{x},\bar{y}) g_{\tau},$$

$$\langle \hat{P}_{\gamma,\delta}(\bar{x},\bar{y}) \rangle = -\hat{I}_{\gamma,\delta}(\bar{x},\bar{y}) \frac{\partial}{\partial \bar{y}_k}. \hspace{1cm} (284)$$
A quantum product between the classical observables $(\hat{X}_k)_{\gamma}$ and $(\hat{P}_k)_{\gamma}$ is induced \( [\hat{a}] \) by the product of the associated operators given in eq. (253). This product is non-commutative. The expectation values of quantum products involving arbitrary powers the mesoscopic observables $\hat{X}_k$ and $\hat{P}_k$ can be computed in terms of the density matrix similar to eq. (253). In contrast, classical products of the mesoscopic observables cannot be computed in terms of $\rho$.

We may employ a complex formulation using

$$\varphi_{1,\gamma}(\bar{\hat{x}}) = f_{1,\gamma}(\bar{\hat{x}}) + if_{2,\gamma}(\bar{\hat{x}}),$$

$$\varphi_{2,\gamma}(\bar{\hat{x}}) = f_{3,\gamma}(\bar{\hat{x}}) + if_{4,\gamma}(\bar{\hat{x}}).$$ \hspace{1cm} (285)

The complex density matrix

$$\rho_{\alpha\beta}(\bar{x}, \bar{y}) = \langle \varphi_{\alpha}^{(a)}(\bar{x}) (\varphi_{\beta}^{(a)}(\bar{x}))^* \rangle$$ \hspace{1cm} (286)

obeys the standard conditions for a quantum density matrix, i.e. positivity, hermiticity and normalization,

$$\rho^\dagger = \rho, \quad tr\rho = 1.$$ \hspace{1cm} (287)

In the complex representation we find the standard representation of position and momentum operators of quantum mechanics (in units with $\hbar = 1$)

$$\hat{X}_k = x_k, \quad \hat{P}_k = -i\frac{\partial}{\partial x_k},$$ \hspace{1cm} (288)

and therefore the standard commutation relation between $\hat{X}_k$ and $\hat{P}_k$.

The mesoscopic observables $\hat{X}$ and $\hat{P}$ and their quantum products are well defined classical observables for the Ising type model and the associated Grassmann functional integral. The question remains if they can be used in practice for a realistic situation of a mesoscopic particle. For example, we may want to describe an atom as a mesoscopic particle, with microscopic scale at the Planck length or even shorter. Indeed, an atom involves many microscopic fluctuations, as gluons in its nucleons etc. The answer to our question depends to a large extent on the time evolution of the density matrix (282). This is dictated by the underlying evolution of the probability distribution $\{q_{\tau}(t)\}$ or the classical wave function $\{q_{\tau}(t)\}$, using information beyond $\rho$, is presumably less a formal task. It rather involves physical understanding as illustrated by our example of atoms. In this context we note that there are many different ways \( [\hat{a}] \) for the definition of function observables $f_{\gamma,\tau}(\bar{\hat{x}})$ which obey the normalization condition (279) and therefore define a density matrix (282).

### 6. Particle-hole identification

The wave function for single particle or a single hole obey the same Dirac equation (141). Similarly, multi-particle states and multi-hole states obey the same evolution equation. For a particle-hole symmetric vacuum it is therefore easy to describe particle-hole symmetric excitations. The eigenstates of the $C_{ph}$ operator are given for the one-particle and one-hole states by

$$q_{\pm, \gamma}(x) = \frac{1}{\sqrt{2}} \left( q_{\gamma}(x) \pm \dot{q}_{\gamma}(x) \right).$$ \hspace{1cm} (291)

and similarly for multi-particle states. The eigenstates of $C_{ph}$ with eigenvalue +1 have the property that the time evolution of the Grassmann wave function $g(t)$ is smooth for neighboring time points $t$ and $t + \epsilon$, if $g(t)$ contains only elements with an even number of Grassmann variables $\psi_2$ or $\psi_4$. For an odd number it changes sign. This follows from eq. (217) which implies $C_{g\tau} = K_{g\tau}$ in eq. (64). A particle-hole symmetric initial state $C_{ph}g_{in} = g_{in}$ remains particle-hole symmetric for all even times, $C_{ph}g(t) = g(t)$.

Particle-hole symmetric states are linear superpositions of particle and hole wave functions which do not allow anymore any distinction between particles and holes. A "one-particle state" should therefore be seen as a particle-hole superposition. It can be simply obtained by identifying $\dot{q}_{\gamma}(x) = q_{\gamma}(x)$, with an appropriate normalization.

In terms of the classical statistical ensemble for the Ising type model this simply means that the probabilities for the particle and hole excitations of the particle hole symmetric vacuum state are equal.

### X. CONCLUSIONS AND DISCUSSION

In conclusion, the real Grassmann functional integral based on the action (49), or its regularized discretized version (18), (21), (24), defines a fully consistent quantum field theory for free massless Majorana or Weyl spinors. No complex numbers are needed at this stage. Nevertheless, the time evolution of the associated multi-particle wave function is unitary. One-particle wave functions obey the Dirac equation. Multi-particle wave functions are totally antisymmetric, as appropriate for fermions.

The central result of this paper states that this system can equivalently be described by a classical statistical ensemble for an Ising type model, with a suitable time evolution law for the probability distribution. This constitutes an explicit realization of quantum mechanics by a classical statistical ensemble, in contrast to widespread belief that this is impossible. When formulated in terms of the probabilities the time evolution law (69) is non-linear. It
takes, however, a very simple linear form once formulated in terms of the classical wave function which corresponds to a “root” of the probability distribution.

We explicitly indicate the probability distribution for the Ising model which corresponds to a quantum state for a propagating fermion. A particularly simple example is a probability distribution that vanishes whenever more than one bit is occupied or if all bits are empty. The states \( \tau \) of the Ising model for which \( p_\tau \) differs from zero can then be associated with the single occupied bits \( (x, \gamma) \), \( p_\tau \approx p(x, \gamma) \). The normalization of the corresponding probabilities \( p(x, \gamma) \) obeys \( \sum_x \sum_{\gamma} p(x, \gamma) = 1 \). A state with a fixed momentum \( p_3 > 0 \) in the 3-direction is given by a probability distribution

\[
\begin{align*}
p(0,0,p_3)(x,1) &= L^{-3}\cos^2\{p_3(t + x_3)\}, \\
p(0,0,p_3)(x,2) &= L^{-3}\sin^2\{p_3(t + x_3)\},
\end{align*}
\]  

(292)

and \( p(x,3) = p(x,4) = 0 \). The probability oscillates in time and space between species 1 and 2. For states with two occupied bits one finds the interference effects characteristic for fermions.

The evolution of the probability distribution can be expressed in a simple way by a wave function

\[
q(x,1) = L^{-3/2}\cos\{p_3(t + x_3)\},
\]

(293)

and \( q(x,2) \), while continuity and differentiability of \( q \) fix the relative signs for different \( x \) and \( t \). The complex structure is introduced by a complex wave function

\[
\varphi(x) = q(x,1) + iq(x,2) = L^{-3/2}\exp\{ip_3(t + x_3)\},
\]

(294)

with

\[
\sum_x \varphi^*(x)\varphi(x) = 1.
\]

(295)

It obeys the simple evolution law for a relativistic particle propagating in the \( x_3 \)-direction

\[
\partial_t \varphi = \partial_{3}\varphi.
\]

(296)

This can be generalized to one-particle excitations of a more general vacuum, as the half filled vacuum - in this case one may add a constant to \( N_\gamma(x) \) in order to guarantee \( \sum_x N_\gamma(x) = 0 \) for the vacuum state. The observables \( f(\bar{X}) \) replace in eq. \( 297 \) \( \bar{x} \) by \( f(\bar{x}) \). Expectation values of \( f(\bar{X}) \) at arbitrary \( t \) can be equivalently computed from the classical ensemble for the generalized Ising model or from the quantum wave function. The relation between the expectation values and the results of measurements can be directly inferred from the standard classical statistical setting. In our setting the interference effects characteristic for quantum mechanics do not pose any conceptual challenge. For example, the interference pattern of a double slit experiment simply reflects the probabilities to find a particle at a certain position of the detector. In principle, these probabilities can be computed using only the evolution law for the probability distribution. In practice, the concept of a “classical wave function” \( \{q_\tau(t)\} \), with \( \{p_\tau(t)\} = \{\hat{q}_\tau^2(t)\} \), is very convenient, however.

For sequences of measurements one needs to define the appropriate “measurement correlation” which is based on conditional probabilities \( [1] \). There are many different consistent possible choices of measurement correlations or the associated observable products. In principle, the choice of the correct correlation function depends on the specific setting for the measurements, reflecting how a first measurement affects the outcome of a second one. For many situations the measurement correlation differs from the classical correlation function. We have explicitly indicated an example of a mesoscopic particle where momentum and position are both classical statistical observables of the Ising model which can be expressed in terms of \( N_\gamma(x) \). For this example we have defined a non-commuting product of observables...
such that the associated correlation functions reflect precisely the quantum correlations.

We emphasize that all formal and mathematical aspects of our discussion of the classical statistical ensemble for the generalized Ising model are specified by the regularized quantum field theory for Majorana spinors. Inversely, none of our formal findings depends on the map to the classical statistical ensemble. They are properties of a standard Grassmann functional integral describing a quantum field theory for fermions. This concerns, in particular, the issue of different vacua raised in sect. IX. Our setting can be generalized to Dirac particles in an external electromagnetic field which will be described in a separate publication. In this case the single particle wave function will evolve in presence of a potential according to the Dirac-equation. It remains to be seen if the mapping to an equivalent Ising type classical statistical ensemble can also be used for practical purposes beyond the conceptual advances in the understanding of quantum physics.

APPENDIX A: DISCRETIZATION

1. Lattice Fourier transform

The lattice Fourier transform expands (we omit the index $\gamma$)

$$\psi_m = \frac{1}{\sqrt{2L^3}} \sum_q \left\{ \cos(\Delta \vec{m} \cdot \vec{q}) \psi_R(\vec{q}) - \sin(\Delta \vec{m} \cdot \vec{q}) \psi_I(\vec{q}) \right\}$$

(A.1)

with Fourier modes $\psi_R, I(\vec{q})$ constrained by

$$\psi_R(-\vec{q}) = \psi_R(\vec{q}) \ , \ \psi_I(-\vec{q}) = -\psi_I(\vec{q}).$$

(A.2)

The number of different $j_k$ is $L$, such that the number of Grassmann variables $\psi_R(q), \psi_I(q)$ for each species remains $L^3$, since the doubling into $\psi_R$ and $\psi_I$ is compensated by the identifications for $\psi(q)$ and $\psi(\pi + q)$ in eq. (A.2). The transformation (A.1) can therefore be regarded as a similarity transformation among the $4L^3$ Grassmann variables. We note that $q_k = 0$ or $q_k = \pi/\Delta$ is not contained among the possible values in eq. (A.1). The minimal and maximal values of $q_k$ are $-\pi/\Delta + \pi/L$ and $\pi/\Delta - \pi/L$. In the continuum limit this amounts to $|q_k| \leq \pi/\Delta$. We may consider $q_k$ as periodic variables by identifying $q_k$ and $q_k + 2\pi/\Delta$. The mode with $\bar{j} = (0, 0, 0)$ corresponds to

$$\psi(x) = \frac{1}{\sqrt{2L^3}} \left\{ \cos \left( \frac{\pi(x_1 + x_2 + x_3)}{l} \right) \psi_R - \sin \left( \frac{\pi(x_1 + x_2 + x_3)}{l} \right) \psi_I \right\}$$

(A.3)

and is antiperiodic in all coordinates $x_k$.

We may employ complex variables $\psi(q) = \frac{1}{\sqrt{2}} \{ \psi_R(q) + i\psi_I(q) \}$, with a standard complex discrete Fourier transform

$$\psi_m = L^{-\frac{3}{2}} \sum q e^{i\Delta \vec{m} \cdot \vec{q}} \psi(q), \ \psi(-q) = \psi^*(q).$$

(A.4)

The identities (for $m, k, N$ integer)

$$\sum_{m=-N}^{N} \exp \left\{ \frac{2\pi i km}{2N+1} \right\} = (2N+1)\delta_{k,0} \mod 2N+1,$$

$$\sum_{m=-N}^{N-1} \exp \left\{ \frac{\pi i km}{N} \right\} = 2N\delta_{k,0} \mod 2N,$$

(A.5)

imply the relations

$$\sum_{m} \exp \left( i\Delta \vec{m} \cdot (\vec{q} - \vec{p}) \right) = L^3 \delta_{q,p},$$

$$\sum_{m} \cos(\Delta \vec{m} \cdot \vec{q}) \cos(\Delta \vec{m} \cdot \vec{p}) = \frac{L^3}{2} (\delta_{q+p,0} + \delta_{q,p}),$$

$$\sum_{m} \sin(\Delta \vec{m} \cdot \vec{q}) \sin(\Delta \vec{m} \cdot \vec{p}) = \frac{L^3}{2} (\delta_{q+p,0} + \delta_{q,p}),$$

$$\sum_{m} \cos(\Delta \vec{m} \cdot \vec{q}) \sin(\Delta \vec{m} \cdot \vec{p}) = 0,$$

(A.6)

with $\delta_{q,p} = 1$ for $j_{q,k} = j_{p,k} \mod L$, and zero otherwise. The identities (A.5), (A.6) allow us to establish

$$\sum_{x} \varphi(x)\psi(x) = \sum_{m} \varphi_m \psi_m$$

$$= \frac{1}{2} \sum_{q} \left\{ \varphi_R(q)\psi_R(q) + \varphi_I(q)\psi_I(q) \right\}$$

(A.7)

$$= \sum_{q} \varphi^*(q)\psi(q) = \sum_{q>\pi/\Delta} \varphi_R(q)\psi_R(q) + \varphi_I(q)\psi_I(q).$$

In the last line we employ $q_s$ which may be defined by the condition $q_s > 0$. The linear transformation between the independent spinors $\psi_{R,\gamma}(q_s), \psi_{I,\gamma}(q_s)$ and $\psi_\gamma(x)$ is therefore a rotation with unit Jacobian, such that the functional measure in terms of $\psi_{R, I}(q_s)$ and $\psi(x)$ is the same. (This may be seen by taking $\psi = \psi(t + \epsilon)$ and $\varphi = \psi(t).$

2. Next neighbor interactions

For neighboring lattice sites, with $\Delta_k$ the unit lattice vector in the $k$ direction, $|\Delta_k| = \Delta$, one obtains the relation

$$\sum_{x} \varphi(x)\psi(x + \Delta_k)$$

$$= \frac{1}{2} \sum_{q} \left\{ \cos(\Delta q_k) \left[ \varphi_R(q)\psi_R(q) + \varphi_I(q)\psi_I(q) \right] - \sin(\Delta q_k) \left[ \varphi_R(q)\psi_I(q) - \varphi_I(q)\psi_R(q) \right] \right\}$$

(A.8)

This can be used in order to show that the derivative (26) obeys

$$\sum_{x} \varphi(x)\tilde{\delta}_k \psi(x)$$

(A.9)

$$= -\frac{1}{2\Delta} \sum_{q} \sin(\Delta q_k) \left[ \varphi_R(q)\psi_I(q) - \varphi_I(q)\psi_R(q) \right].$$
We may also define
\[ \tilde{\delta}_k \psi(x) = \frac{1}{2\Delta} \{ \psi(x + \Delta_k) + \psi(x - \Delta_k) - 2\psi(x) \}, \] (A.10)
such that
\[ \sum_x \varphi(x) \tilde{\delta}_k \psi(x) \]
\[ = \frac{1}{2\Delta} \sum_q [\cos(\Delta q_k) - 1] [\varphi_R(q)\psi_R(q) + \varphi_I(q)\psi_I(q)]. \] (A.11)

Our version of a lattice derivative will be introduced by considering the combination of Grassmann variables \( \tilde{F}_\gamma(x) \) similar to eq. (24),
\[ \tilde{F}_\gamma(x) = \sum_k \{(T_k)_{\gamma}\delta_k \psi_\delta(x) + aS_{\gamma}\delta_k \psi_\delta(x) \}. \] (A.12)
This can be expressed as a linear transformation acting on \( \psi(x) \)
\[ \tilde{F}_\gamma[\psi(t + \epsilon); x] = \sum_y P_{\gamma\delta}(x, y)\psi_\delta(t + \epsilon, y), \] (A.13)
with
\[ P_{\gamma\delta}(x, y) = \frac{1}{2\Delta} \sum_k \{(T_k)_{\gamma}\delta(x, y - \Delta_k) - \delta(x, y + \Delta_k) \}
- aS_{\gamma}\delta(x, y - \Delta_k) + \delta(x, y + \Delta_k) - 2\delta(x, y) \}. \] (A.14)

We want \( P \) to be an antisymmetric matrix
\[ P_{\delta\gamma}(x, y) = -P_{\gamma\delta}(x, y). \] (A.15)
This is achieved for an antisymmetric matrix \( S \), i.e. \( S_{\delta\gamma} = -S_{\gamma\delta} \). We will further require the properties
\[ S^2 = -1, \ \{S, T_k\} = 0, \ S^T = -S. \] (A.16)
This is obeyed for \( S = \pm \gamma^0 \) or \( S = \pm \tilde{\gamma}^0 \).

3. Lattice dispersion relation

The combination \( \tilde{F}_\gamma \) in eq. (A.12) is chosen such that “lattice doublers” are avoided. Our setting can therefore describe a single species of Majorana or Weyl fermions. With
\[ \sum_x \psi_\gamma(t, x)\tilde{F}_\gamma[\psi(t + \epsilon); x] = -\frac{1}{2\Delta} \sum_q \sum_k \]
\[ \left\{ \sin(\Delta q_k) [\psi_{R,\gamma}(t, q)(T_k)_{\gamma\delta}\psi_{I,\delta}(t + \epsilon, q) + \psi_{I,\gamma}(t, q)(T_k)_{\gamma\delta}\psi_{R,\delta}(t + \epsilon, q) \right\}
-a[1 - \cos(\Delta q_k)] [\psi_{R,\gamma}(t, q)S_{\delta\gamma}\psi_{R,\delta}(t + \epsilon, q) + \psi_{I,\gamma}(t, q)S_{\delta\gamma}\psi_{I,\delta}(t + \epsilon, q)] \right\}, \] (A.17)
we can express the Fourier transform of \( P \) as a matrix in the space of \( (\psi_R(q), \psi_I(q)) \), which is diagonal in momentum space,
\[ \sum_x \psi_\gamma(t, x)\tilde{F}_\gamma[\psi(t + \epsilon); x] = \frac{1}{2} \sum_q \tilde{\psi}_\gamma^T(t, q)P_{\gamma\delta}(q)\tilde{\psi}_\delta(t + \epsilon, q). \] (A.18)
Here we use
\[ \tilde{\psi}_\gamma(q) = \left( \begin{array}{c} \psi_{R,\gamma}(q) \\ \psi_{I,\gamma}(q) \end{array} \right), \] (A.19)
and \( P(q) = -P^T(q) \) obeys
\[ P(q) = -\frac{1}{\Delta} \sum_k \left( \frac{a(1 - c_k)S}{T_k s_k} \right), \] (A.20)
with
\[ s_k = \sin(\Delta q_k) \quad c_k = \cos(\Delta q_k). \] (A.21)
The properties (A.10) of the matrix \( S \) ensure that \( P^2 \) is proportional to the unit matrix,
\[ P^2(q) = -\frac{1}{\Delta^2} \left\{ \sum_k s_k^2(q) + a^2 \left( \sum_k [1 - c_k] \right)^2 \right\}. \] (A.22)
All eigenvalues of \( P^2 \) are thus negative or zero. For \( a \neq 0 \) zero eigenvalues only occur if for all \( k \)
\[ s_k(q) = 0, \ c_k(q) = 1. \] (A.23)
This is realized only for \( \bar{q} = 0 \). This contrasts to the case \( a = 0 \) where the zeros of \( P(q) \) for both \( q_k = 0 \) and \( q_k = \pi/\Delta \) lead to the familiar doubling problem for lattice fermions. No doubling is present for \( a \neq 0 \), since
\[ P^2 \left( \frac{\pi}{\Delta}, 0, 0 \right) = -\frac{4a^2}{\Delta^2} \] (A.24)
and similar for other modes where \( q_k = \pi/\Delta \). Except for \( \bar{q} = 0 \), where \( P(\bar{q}) = 0 \), one finds that all eigenvalues of \( P(q) \) are purely imaginary.

The matrix \( P(q) \) is closely related to the inverse fermion propagator in momentum space and to the dispersion relation which relates frequencies or energies \( \omega \) to \( \bar{q} \) (cf. main text). The energy eigenvalues obey
\[ (\omega^2 + P^2(\bar{q}))\tilde{\psi}(q) = 0 \] (A.25)
or a dispersion relation
\[ \omega^2(\bar{q}) = -P^2(\bar{q}). \] (A.26)
All squared frequencies \( \omega^2 \) are strictly positive except for \( \bar{q} = 0 \) where \( \omega(\bar{q}) = 0 \). For small \( |\bar{q}| \) one finds the relativistic dispersion relation \( |\omega| = |\bar{q}| \).

4. Lattice derivative and continuum limit

Since \( \tilde{F}_\gamma(x) \) as defined by eq. (A.12) has all the desired properties we define the lattice derivative \( \partial_k \) by
\[ \tilde{F}_\gamma(x) = \sum_k (T_k)_{\gamma\delta}\partial_k \psi_\delta(x), \] (A.27)
and identify
\[ \partial_k = \tilde{\partial}_k - \frac{a}{2} \sum_{l,m} \epsilon_{klm} T_l T_m \tilde{I} S \delta_k. \] (A.28)

For definiteness we may take \( a = 1/2 \). We observe that this lattice derivative is compatible with the cubic lattice symmetry of the space lattice. The object \( \sum_k \tilde{\delta}_k \) transforms proportional to a lattice Laplacian and \( S, \tilde{I} \) are invariant, such that \( \tilde{F}_\gamma(x) \) has the same transformation property as \( \psi(x) \).

The continuum limit is associated to the behavior of \( P(q) \) close to its zeros. It can be taken as the limit \( \Delta \to 0 \) for a fixed value of \( q \), and we concentrate on momenta where \( P^2(q) \) remains finite in this limit. This happens for \( \Delta^2 \ll q^2 \), where in eq. (A.28) we can replace \( s_k = \Delta q_k \), \( -1 - c_k = \Delta^2 q_k^2/2 \). The diagonal elements of \( P(q) \) vanish in the continuum limit and we observe the linear dispersion relation
\[ P(q) = \sum_k \left( \begin{array}{cc} 0 & -T_k q_k \\ T_k q_k & 0 \end{array} \right), \quad P^2(q) = -q^2. \] (A.29)

As we discuss in sect. VI the continuum time evolution equation for a one particle wave function \( q(x) \) is given by the Dirac equation
\[ \partial_t q(x) = \sum_k T_k \partial_k q(x) = \int_y P(x, y) q(y). \] (A.30)

In momentum space, with \( \tilde{q}(p) = [q_R(p), q_I(p)] \), this reads
\[ \partial_t \tilde{q}(p) = P(p) \tilde{q}(p). \] (A.31)

In a complex formulation with \( q_e(p) = \sqrt{2} (q_R(p) + i q_I(p)) \), eq. (A.31) yields
\[ \partial_t q_e(p) = i \sum_k p_k T_k q_e(p). \] (A.32)

5. Symmetries

We emphasize that our definition of the lattice derivative (A.28) or the corresponding definition (A.12) for \( \tilde{F}_\gamma \) is not compatible with the complex structure (210). No matrix \( S \) exists which anticommutes with all \( T_k \) and commutes with \( \tilde{I} \). (Otherwise we could find a complex \( 2 \times 2 \) matrix which anticommutes with all three Pauli matrices \( \tau_k \), which is not possible.) We will take for definiteness
\[ S = \gamma^0, \quad \{S, \tilde{I}\} = 0, \] (A.33)

which makes the discrete formulation compatible with the parity transformation (179) and time reversal (180). The action of the lattice derivative (A.28) on the complex Grassmann variable \( \zeta \) becomes then
\[ \partial_k \zeta = \tilde{\partial}_k \zeta - \frac{ia}{2} \sum_{l,m} \epsilon_{klm} \tau^*_l \tau^*_m \tau_2 \delta_k \zeta^*. \] (A.34)

For \( a \neq 0 \) this mixes \( \zeta \) and \( \zeta^* \).

This incompatibility of \( \partial_k \) with the complex structure is closely related to the observation that the “regulator term” \( \sim a \) violates the symmetry of continuous rotations (172)-(175). Indeed, the transformation (175) implies
\[ \delta(\psi, \tilde{F}_\gamma(\psi)) = a \left[ \tilde{F}_\gamma(\psi) \right] \gamma + \psi \tilde{F}_\gamma(\tilde{F}_\gamma(\psi)) \] (A.35)

From \( \{S, \tilde{I}\} = 0 \) one infers
\[ \tilde{I} \tilde{F} = \tilde{I} \sum_k (T_k \partial_k + a S \delta_k) \psi \] (A.36)

In our case of free fermions this symmetry violation can be neglected in the continuum limit.

The violation of the \( U(1) \)-symmetry acting on \( \zeta \) by the regulator term reflects the well known fact that the \( U(1) \) symmetry for a single Weyl spinor may remain anomalous for an extended theory even in the continuum limit. Our functional measure is invariant under the transformation (174), (175). If one could find a regulated action for a single Weyl spinor that is invariant under \( U(1) \) transformations this would constitute an anomaly free realization of this symmetry. In our setting, the \( U(1) \)-symmetry is preserved only for \( a = 0 \). In this case, however, we encounter fermion doubling and the model no longer describes a single Weyl spinor. This is consistent with the expectations from the Nielsen-Ninomiya theorem (13).

6. Rotation of Grassmann variables

The quantity \( F_\gamma(x) \) in eq. (24) coincides with \( \tilde{F}_\gamma(x) \), as defined by eq. (A.12), only in the limit \( \epsilon \to 0 \). For finite \( \epsilon \) we use the relation (A.13) in a generalized matrix notation
\[ \tilde{F} = P \psi \] (A.37)
in order to define
\[ F = \frac{1}{\epsilon} \left[ 1 - \exp(-\epsilon P) \right] \psi = P \psi + 0(\epsilon^2). \] (A.38)

(This yields a corresponding modification of the lattice derivative \( \partial_k \) for finite \( \epsilon/\Delta \).) The reason for this modification is that we can now write
\[ B = \psi - \epsilon F = \exp(-\epsilon P) \psi = R \psi. \] (A.39)

Since \( P^T = -P \) we infer that \( R \) is indeed a rotation, \( R^T R = 1 \).

APPENDIX B: FUNCTIONAL INTEGRAL WITH CONJUGATE GRASSMANN VARIABLES

In this appendix we reformulate the Grassmann functional integral (29) with action (18)-(20) on a coarse grained time lattice with time points \( t_m, m \in \mathbb{Z}, t_{m+1} -
We observe the Lorentz invariance of $\int_x \hat{\psi}_\gamma(x)\psi_\gamma(x)$. Together with the invariance of the functional measure $\int D\psi D\hat{\psi}$ this guarantees that also the measure $\int D\psi = \int D\psi D\hat{\psi} \exp \{ \int_x \hat{\psi}_\gamma(x)\psi_\gamma(x) \}$ is invariant. Therefore the relations between $\hat{\psi}_\gamma$ and $\psi_\gamma$ are the same in all systems related by Lorentz transformations.

2. Wave function

On the coarse grained time lattice (with only even $t$) our formulation has the structure of a Grassmann functional integral with conjugate Grassmann variables, which has been discussed extensively in ref. [7]. The construction of the classical wave function and the classical probability density can be taken over. We will omit the correction term $C(t)$ in eq. (B.3). (This corresponds to a different regularization of the functional integral.) The results in the continuum limit should not depend on this. We also rename $\hat{\epsilon} \rightarrow \epsilon$, such that the regularized action reads

$$S = \sum_{t=t_m}^{t_f} L(t),$$

$$L(t) = \sum_x \left\{ \psi_\gamma(t,x)\psi_\gamma(t + \epsilon, x) + \psi_\gamma(t + \epsilon, x)\psi_\gamma(t + 2\epsilon, x) \right\}$$

with $\hat{\epsilon} = 2\epsilon$ and $\sum_{\gamma} = \sum_{m} = \hat{\epsilon}^{-1} \int_t$. This yields the dynamical term of the action in the formalism of ref. [1]. For $\hat{\epsilon} \rightarrow 0$ the continuum version reads $S = \int_{t,x} \hat{\psi}_\gamma \partial_t \psi_\gamma$. Here we have chosen $t_f$ even. We next add the term involving $F_\gamma$, namely

$$\Delta L(t) = -\epsilon \sum_x \left\{ \psi_\gamma(t,x)(T_{\gamma})_\gamma^\delta \partial_k \hat{\psi}_\delta(t,x) \right\}$$

$$+(A - 1) \sum_x \left\{ \psi_\gamma(t,x)\psi_\gamma(t + 2\epsilon, x) \right\}$$

$$= -\hat{\epsilon} \sum_x \hat{\psi}_\gamma(t,x)(T_{\gamma})_\gamma^\delta \partial_k \psi_\delta(t + \hat{\epsilon}, x)$$

$$+(A - 1) \sum_x \hat{\psi}_\gamma(t,x)\psi_\gamma(t + \hat{\epsilon}, x) + C(t),$$

with $\hat{A}^2 = 1 - 3\epsilon^2/(2\Delta^2)$. The correction term $C(t)$ vanishes in the continuum limit $\hat{\epsilon} \rightarrow 0$, where

$$S = \int_{t,x} \left\{ \hat{\psi}_\gamma \partial_t \psi_\gamma - \hat{\psi}_\gamma(T_{\gamma})_\gamma^\delta \partial_k \psi_\delta \right\}.$$ 

The conjugate Grassmann variables $\hat{\psi}_\gamma$ obey the same Lorentz-transformations as $\psi_\gamma$, and the manifestly Lorentz invariant form of $S$ can be written as

$$S = -\int_{t,x} \bar{\psi} \gamma^\mu \partial_\mu \psi_\mu, \quad \bar{\psi} = \tilde{\psi}^T \gamma^0.$$ 

We have seen in sect. [IV] eq. (83) that $\bar{g}_f$ is conjugate to $g[\psi(t_f)]$. In turn $\hat{g}_f[\hat{\psi}(t_f)]$ is conjugate to $\hat{g}[\psi(t_f)]$ in the formulation with conjugate spinors [7]. As a consequence,
it obtains from \( g_f[\psi_s(t_f, x)] \) by replacing each Grassmann variable \( \psi_s(t_f, x) \rightarrow \tilde{\psi}_s(t_f, x) \), and by a total reordering of all Grassmann variables. In turn, \( g_f \) will be related to \( g_{in} \) as a solution of a time evolution equation and is therefore not an independent quantity.

For some given time \( t \) we split

\[
S = S_\leq + S_\geq - \int_x \tilde{\psi}(t, x)\psi(t, x),
\]

\[
S_\leq = \sum_{t\leq t'} L(t'),
\]

\[
S_\geq = \sum_{t \geq t'} L(t') + \int_x \tilde{\psi}(t, x)\psi(t, x),
\]

such that \( S_\leq \) depends only on \( \psi(t, x) \) for \( t \leq t' \) and \( \tilde{\psi}(t, x) \) for \( t' \leq t \) while \( S_\geq \) involves \( \psi(t, x) \) and \( \tilde{\psi}(t, x) \) for \( t \geq t' \) and \( t' \leq t \), respectively.

For any given time \( t \) we can specify the state of the system by the Grassmann element

\[
g(t) = g[\psi(t)] = \int \mathcal{D}\psi(t' \leq t) D\tilde{\psi}(t' < t) e^{-S_\leq} g_{in}.
\]

(B.11)

It belongs to the Grassmann algebra which can be constructed from \( \psi_s(t, x) \) for a fixed \( t \). The conjugate element obeys

\[
\tilde{g}(t) = \tilde{g}[\tilde{\psi}(t)] = \int \mathcal{D}\psi(t' > t) D\tilde{\psi}(t' > t) \tilde{g}_{ef} e^{-S_\geq}.
\]

(B.12)

It obtains from \( g(t) \) by the replacement \( \psi(t) \rightarrow \tilde{\psi}(t) \) and total reordering. The proof of this property requires the hermiticity of \( S_M \). The quantity \( g(t) \) plays the role of the wave function for a quantum state in the Grassmann formulation.

As in the main text, the Grassmann element \( g(t) \) can be expanded in a complete basis of the Grassmann algebra which is constructed from Grassmann variables \( \psi_s(t, x) \) at a fixed time \( t \),

\[
g(t) = q_r(t) g_r.
\]

(B.13)

For \( L^3 \) space points we have \( B = 4L^3 \) Grassmann variables and therefore \( 2^B \) independent basis elements \( g_r \). Each \( \tau \) will be associated with a state of a classical statistical ensemble, which is characterized by an ordered chain of \( B \) bits taking the values 1 (occupied or spin up) or 0 (empty or spin down), \( \tau = [a_n] = \{\alpha_n(x)\} \). For every \( \alpha_n \) appearing in \( g_r \) we take the bit \( \alpha \) empty, while the bit \( \alpha \) is occupied if \( \psi_{\alpha} \) does not appear in \( g_r \). As an example, we can associate the Grassmann element \( g_r = \psi_1 \psi_2 \psi_3 \psi_4 \ldots \) with the bit chain \( \tau = [0, 1, 0, 1, 0, 1, \ldots] \). In our case, the states \( r \) of the classical statistical ensemble can be identified with a three dimensional array of four “species” of bits in a computer, or with the possible states of a four-component Ising model in three dimensions. In terms of the “classical wave function” \( \{q_r(t)\} \) the probability distribution \( \{p_r(t)\} \) of the classical statistical ensemble is given by

\[
p_r(t) = q_r^2(t).
\]

(B.14)

The positivity of \( p_r \) is obvious and the normalization

\[
\sum_r p_r(t) = \sum_r q_r(t)q_r(t) = N_p(t) = 1
\]

(B.15)

can be written in the formulation of this appendix as

\[
N_p(t) = \int \mathcal{D}\psi(t)\tilde{g}(t)g(t),
\]

(B.16)

\[
\int \mathcal{D}\psi(t)\tilde{D}\psi(t) \exp\{\int_x \tilde{\psi}(t, x)\psi(t, x)\}.
\]

Here we use the definition of the conjugate Grassmann element

\[
\tilde{g}(t) = q_r(t)g_r.
\]

(B.17)

In eq. (B.17) the Grassman element \( g_r \) is conjugate to the basis element \( g_r \), obeying

\[
\int \mathcal{D}\psi \tilde{g}_r g_p = \delta_{rp}.
\]

(B.18)

(For the example \( g_r = \psi_1 \psi_2 \psi_3 \psi_4 \ldots \) one has \( \tilde{g}_r = \psi_1 \psi_2 \psi_3 \psi_4 \ldots \).) If \( \tilde{g}(t) \) as defined by eq. (B.12) coincides with the conjugate of \( g(t) \) as defined by eq. (B.13), it is easy to see that \( N_p(t) \) is independent of \( t \). The definitions (B.11) and (B.12) imply \( N_p(t) = Z \). In turn, it is sufficient to choose a properly normalized \( g_{in} \) with \( N_p(t) = 1 \) in order to guarantee \( Z = 1 \).

3. Time evolution

We have seen in the main text that for the action \( \mathcal{L} \), the time evolution of the real vector \( \{q_r(t)\} \) is given by a rotation, which guarantees the normalization \( (B.15) \) if \( g_{in} \) is properly normalized. It is instructive to show the “unitary time evolution” also in the formalism of this appendix in terms of conjugate Grassmann variables \( \psi \). We start with

\[
g(t + \epsilon) = \int d\psi(t) d\tilde{\psi}(t) \exp\{-L(t)\} g(t)
\]

(B.19)

\[
= \int \mathcal{D}\psi(t)\delta(\psi(t) - \psi(t + \epsilon)) e^{iK} g(t),
\]

with \( K \) given by eq. (211). Here the Grassmann integration extends over all variables \( \psi_s(t, x) \) and \( \tilde{\psi}_s(t, x) \) at a given time \( t \). Similarly, the Grassmann \( \delta \)-function extends over all \( \psi_s(t, x) \). We recall that \( g(t) \) and \( \exp\{iK\} g(t) \) depends on the variables \( \psi(t) \), while \( g(t + \epsilon) \) involves \( \psi(t + \epsilon) \). The shift in variables is provided by the \( \delta \)-function, which corresponds to the first term in \( L(t) \) (B.6) (not involving \( T_{\tau} \delta_\theta \)). The infinitesimal formulation with continuous time avoids the ordering problems of the operator \( \exp\{iK\} \) by neglecting corrections \( \sim \epsilon \). This holds provided that the wave function \( q_r(t) \) depends on time in a sufficiently smooth way.

(For details of the construction cf. ref. [10].)

For our case we infer from eq. (B.6)

\[
g(t + \epsilon) = \prod_{x,y} \left[ \int d\psi_s(t, x) \int d\tilde{\psi}_s(t, x) \right]
\]

(B.20)

\[
\times \exp \{ \tilde{\psi}_s(t, x) [\psi_s(t, x) - B_\tau(\tau)] \} g(t),
\]
with $B_\gamma$ depending linearly on $\psi(t + \epsilon)$

$$B_\gamma(t+\epsilon, x) = \hat{A}\psi_\gamma(t+\epsilon, x) - \epsilon(T_k)_{\gamma\delta}\partial_k\psi_\delta(t+\epsilon, x). \quad (B.21)$$

The integral over $\hat{\psi}_\gamma$ yields a $\delta$-function, such that

$$g(t+\epsilon) = \prod_{x,y} \left[ \int d\psi_\gamma(t, x)\delta(\psi_\gamma(t, x) - B_\gamma(t+\epsilon, x)) \right] \times g[\hat{\psi}_\gamma(t, x)] = g[B_\gamma]. \quad (B.22)$$

In other words, $g(t+\epsilon)$ obtains from $g(t)$ by replacing each Grassmann variable $\psi_\gamma(t, x) \rightarrow B_\gamma(t+\epsilon, x)$. As eq. 28, $B_\gamma$ is a rotation of $\psi_\gamma$, such that $g_\tau(t+\epsilon)$ obtains from $g_\tau(t)$ by a rotation, and similarly for $q_\tau(t+\epsilon)$. In the formalism with conjugate spinors the time evolution of the expectation value is given by

$$\partial_t\langle A \rangle = \langle q[A, K]g \rangle = \int D\hat{g}[A, K]g, \quad (B.23)$$

with

$$\partial_t\hat{g} = -\hat{K}^T\hat{g}, \quad (B.24)$$

and $\hat{K}^T$ obeying

$$\int D\psi\hat{K}^T\hat{g}f = \int D\psi\hat{g}\hat{K}f \quad (B.25)$$

for arbitrary Grassmann elements $f$.  

### 4. Symmetries

The formalism with conjugate spinors is convenient for the discussion of those symmetries where Grassmann variables at even and odd time points transform differently. We will concentrate on continuous symmetries of the action which involve transformations between $\psi$ and $\hat{\psi}$. Grouping the four-component vectors $\psi_\gamma$ and $\hat{\psi}_\gamma$ into an eight component real vector $\tilde{\psi}$,

$$\tilde{\psi} = \begin{pmatrix} \psi \\ \hat{\psi} \end{pmatrix}, \quad (B.26)$$

the action is invariant under infinitesimal transformations

$$\delta\tilde{\psi} = \epsilon_{\gamma}V\tilde{\psi} \quad (B.27)$$

if the $8 \times 8$ matrix $V$ obeys (with $T_k = \text{diag}(T_k, T_k)$)

$$[V, T_k] = 0, \quad V^T = -CVC, \quad C = \begin{pmatrix} 0, 1 \\ 1, 0 \end{pmatrix}. \quad (B.28)$$

Independent matrices obeying the condition 28 are

$$V = \{ \hat{I}, \hat{C}\hat{I}, N, \hat{I}W \}, \quad (B.29)$$

where $\hat{I} = \text{diag}(\hat{I}, \hat{I})$, $\hat{I}C = C\hat{I}$, and

$$N = \begin{pmatrix} -1, 0 \\ 0, 1 \end{pmatrix}, \quad W = \begin{pmatrix} 0, -1 \\ 1, 0 \end{pmatrix}. \quad (B.30)$$

The transformations generated by $V$ (B.29) commute with the Lorentz transformations. For $V = \hat{I}$ we recover eq. (175), while the antisymmetric matrix $V = C\hat{I} = -(C\hat{I})^T$ describes an abelian $SO(2)$ rotation between $\psi$ and $\hat{\psi}$.

In analogy to eq. (B.26) we can group the one-particle and one-hole wave functions $q$ and $\hat{q}$, or $\varphi$ and $\hat{\varphi}$, into a common wave function $\tilde{\Phi}$. For the complex four component spinor $\tilde{\Phi}$

$$\tilde{\Phi} = \begin{pmatrix} \varphi \\ \hat{\varphi} \end{pmatrix}, \quad \tilde{\Phi} = \begin{pmatrix} \hat{q}_1 + i\hat{q}_2 \\ \hat{q}_3 + i\hat{q}_4 \end{pmatrix} \quad (B.31)$$

the first two symmetries are given by

$$\tilde{\Phi}' = e^{i\alpha}\tilde{\Phi}, \quad \tilde{\Phi}' = e^{i\beta}\tilde{\Phi} \quad (B.32)$$

The other two possibilities for $V$ are symmetric, $N^T = N$, $(\hat{I}W)^T = \hat{I}W$, and therefore do not belong to the generators of eight-dimensional rotations. For example, the transformation associated to the generator $N$ describes a scaling

$$\psi \rightarrow e^{-\gamma}\psi, \quad \hat{\psi} \rightarrow e^{\gamma}\hat{\psi}. \quad (B.33)$$

The action of $N$ and $\hat{I}$ does not mix $\psi$ and $\hat{\psi}$. It can therefore be defined for the Grassmann basis elements $g_\tau$ and by extension for arbitrary Grassmann elements $g$. For a Grassmann element $g_\tau = \prod_{k=1}^n \psi_{\gamma_k}(x_k)$ the infinitesimal transformation associated to $N$ reads

$$\delta g_\tau = -n\epsilon_N g_\tau = -(B - n)\epsilon_N g_\tau, \quad (B.34)$$

such that $Ng_\tau = (n - B)g_\tau$. We can identify $N$ with the (shifted) particle number operator (118), $N = N - B$. The scaling symmetry (B.33) is associated to the conserved particle number.

$$\hat{\psi}(x) \rightarrow \hat{P}\hat{\psi}(x) \quad (\hat{P}\hat{\psi}(x))_\gamma = (\gamma^0)_{\gamma\delta}\hat{\psi}_{\delta}(-x), \quad (B.35)$$

The action (3) is invariant under a particle-hole conjugation transformation which exchanges $\psi_{\gamma}(x)$ and $\hat{\psi}_{\gamma}(x)$,

$$C_{\text{ph}}: \quad \psi_{\gamma}(x) \leftrightarrow \hat{\psi}_{\gamma}(x). \quad (B.36)$$

This symmetry commutes with the Lorentz transformations. It reflects the invariance of the evolution equation for the probability distribution of the classical statistical ensemble under the exchange of empty and occupied bits.
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