Metal Sulfide Nanoparticle Synthesis with Ionic Liquids – State of the Art and Future Perspectives
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Metal sulfides are among the most promising materials for a wide variety of technologically relevant applications ranging from energy to environment and beyond. Incidentally, ionic liquids (ILs) have been among the top research subjects for the same applications and also for inorganic materials synthesis. As a result, the exploitation of the peculiar properties of ILs for metal sulfide synthesis could provide attractive new avenues for the generation of new, highly specific metal sulfides for numerous applications. This article therefore describes current developments in metal sulfide nanoparticle synthesis as exemplified by a number of highlight examples. Moreover, the article demonstrates how ILs have been used in metal sulfide synthesis and discusses the benefits of using ILs over more traditional approaches. Finally, the article demonstrates some technological challenges and how ILs could be used to further advance the production and specific property engineering of metal sulfide nanomaterials, again based on a number of selected examples.

1. Introduction

Transition metal sulfide (TMS) nano- and microparticles have gained tremendous attention due to their interesting electrical, optical, chemical, catalytic, or mechanical properties. One of the most appealing aspects of metal sulfide nanoparticles is their diverse chemical compositions, particle morphologies, size, shape, and properties. As a result, changes in the chemical composition via doping, via the formation of solid solutions, or via the combination of multiple metals in a sulfide nanoparticle will provide access to a tremendous number of different types of nanoparticles with very specific (electro)chemical and physical properties. For example, metal sulfide nanoparticles have been studied for use in batteries, catalysts, light emitting diodes, solar cells, and many other fields.

Solar cells are among the most promising devices for solar energy conversion but challenges remain. For example, the current commercial silicon-based solar cell has disadvantages such as high cost, low energy efficiency, and lack of flexibility due to the rigid and thick wafer. As a result, thin-film solar cells (TSCs) have gained increasing interest as a replacement technology for conventional silicon solar cells. Due to their excellent optical and electrical properties, metal sulfide nanoparticles have been explored as functional components in various TSC types such as perovskite, copper indium sulfide (CIS), copper indium gallium sulfide (CIGS), copper indium gallium disulfoselenide (CIGSSe), organic, or dye sensitized solar cells (DSSC).

In this context, metal sulfide nanoparticles are predominantly explored for their potential as absorbers or charge (hole or electron) transport layers. Advantages of such an approach include (1) low cost, (2) light weight, (3) high flexibility in the design of the chemical and physical properties, (4) improved chemical and photochemical stability of the particles used in solar cell construction, and (5) good scalability via roll-to-roll processes compatibility with flexible materials. Consequently, numerous studies have addressed the fabrication of solar cells using metal sulfide nanoparticles as functional components with enhanced performance.

For example, Dowland et al. have fabricated CdS nanoparticle/polymer films using controlled thermal decomposition of a single-source metal xanthate precursor complex in solid-state poly(3-hexylthiophen-2,5-diyl), P3HT, polymer films as an active layer in heterojunction organic photovoltaic (OPV) cells. The resulting hybrid CdS/P3HT (5:1 wt%) film with a thickness of 100 nm annealed at 160 °C leads to an enhanced power conversion efficiency (PCE) from 1.45% to 2.17% with improved short circuit current ($I_{sc}$) of 4.848 mAcm$^{-2}$, open circuit voltage ($V_{oc}$) of 0.842 V and fill factor (FF) of 66%. This is attributed to the temperature-dependent nanomorphology of the CdS/P3HT film. Annealing at 160 °C results in CdS/P3HT hybrid active layers with small domains with sizes below 40 nm. This produces a higher charge photogeneration yield.

Yang et al. successfully generated CdS and Sb$_2$S$_3$ nanocrystals inside P3HT/PC$_{61}$BM (phenyl-C$_{61}$-butyric acid methyl ester) hybrids via simply mixing cadmium or antimony xanthate precursors and a polymer solution and a subsequent annealing step at 160 °C for 30 min. The resulting 3 wt% CdS nanoparticles embedded in the polymer film provide improved optical absorption, improved hole mobility, and improved surface roughness compared to the pristine polymer absorbing layer. The addition of CdS or Sb$_2$S$_3$ nanoparticle improves $J_{sc}$ of the device due to the high hole mobility of the two TMSs of 1.53×10$^{-4}$ cm$^2$V$^{-1}$S$^{-1}$ and 1.69×10$^{-4}$ cm$^2$V$^{-1}$s$^{-1}$ respectively. Higher hole mobilities reduce the carrier imbalance in the active layer and therefore they improve $J_{sc}$, FF, and thus the PCE to 2.91% and 2.92%.

Bi et al. showed that NIS and CoS nanoparticle-coated graphene layers are suitable DSSC counter electrodes. The authors made NIS and CoS nanoparticles directly on graphene films by thermal decomposition of nickel ethyl xanthate Ni(C$_5$H$_5$OS)$_2$ and cobalt ethyl xanthate Co(C$_5$H$_5$OS)$_2$. This process results in 5–20 nm hexagonal NIS and cubic CoS$_5$ nanoparticles with high electrocatalytic activity and cell
efficiencies of 5.25 % (NiS) and 5.04 % (CoS$_2$), respectively, compared to 5.00 % of the pure graphene film with a conventional Pt electrode. The main advantage here is not necessarily the fact that the efficiency is somewhat higher but also that the rather expensive Pt catalyst can be replaced by much cheaper alternatives.

In the same vein, semiconductor nanoparticle-sensitized solar cells (NSSCs), which are conceptually derived from DSSCs, are low-cost alternatives to conventional photovoltaic devices. Similar to the study just described, Boon et al. successfully introduced ternary Pb$_x$Cd$_{1-x}$S nanoparticles into the counter electrode of NSSCs via a two-stage sequential ionic layer adsorption reaction (SILAR) method.$^{[21]}$ The band gap of the metal sulfide nanoparticles was tuned by the Pb contents to improve the light-absorbing window from 500 to 720 nm, producing cells with efficiencies of 8.48 %, $V_{oc}$ of 0.60 V, $J_{sc}$ of 0.19, and an FF of 73.5 %.

As metal sulfides often have high hole concentrations, sulfides like nickel sulfide (NiS) and copper sulfide (CuS) are often exploited as p-type hole transport layers in organic solar cells or as dopants in perovskite solar cells to overcome the poor charge transport in the polymer layer.$^{[32]}$ Hamed et al. incorporated NiS nanoparticles into conventional carbon paste and this nickel-carbon composite hole transport layer resulted in an improved conversion efficiency compared to a pure NiS electrode from 1.87 % to 5.20 %.$^{[23]}$ The authors assigned this improvement to the existence of local surface plasmon resonance absorption and light scattering processes.

Moreover, metal sulfides have also been studied as electron transport layers (ETLs) in perovskite solar cells due to their availability, suitable energy-level and room temperature processability. However, these approaches use evaporated thin films rather than nanoparticles.$^{[33]}$

Besides solar cells, electroluminescent-quantum dot light emitting diodes (EL-QLED) are another interesting field of application for metal sulfide nanoparticles.$^{[24]}$ EL-QLEDs are explored as technology platforms for next generation displays. They are expected to overcome the disadvantages of conventional organic light emitting diodes (OLED), such as burn-in phenomena, short lifetime, high cost, and complexity of materials development.$^{[25]}$

The most common component in EL-QLED devices consisting of metal sulfides is the emissive layer. Chalcopyrite CuInS$_2$ nanoparticles are representative emissive materials with low band gap of 1.5–2.0 eV with high quantum yield, broad color tunability, and wide absorption window. Moreover, CuInS$_2$ has the added advantage that it contains no toxic Cd and Pb. For example, Kim et al. reported high efficiency CuInS$_2$ EL-QLEDs with over 7 % of external quantum efficiency and outstanding current efficiency of 18.2 cd/A.$^{[26]}$

Similarly, PbS nanoparticles are characterized by their long emission wavelength of over 1100 nm which renders them suitable for infrared (IR) EL-QLED, IR sensors, bioimaging, and other long wavelength applications. Marus et al. reported bright and stable halide-capped PbS-based EL-QLED in combination with a thin aluminum oxide layer, which can suppress the electron mobility to adjust the charge balance in the active layer.$^{[26]}$ This resulted in 7 Wsr$^{-1}$ m$^{-2}$ peak radiance at 1.3 m wavelength.

Besides applications exploiting the optical or electronic properties of metal sulfide nanoparticles, the electrochemical and chemical properties of these materials have also attracted attention. Two major fields have been explored: applications in (electro)catalysis and batteries. Among others, bimetallic sulfides (BMSs) with high (theoretical) capacity and outstanding redox reversibility has shown great promise as high-performance anode materials for conventional lithium-ion batteries (LIB) and next-generation energy storage systems, such as sodium ion batteries (SIB) and sodium magnesium ion batteries (SMIB)$^{[1,27,28]}$

Specifically, due to the effective lithium storage in metal sulfides through reversible Li$_x$S conversion and Li-metal alloying, metal sulfide anodes can outperform the current electrode materials in LIB with two or three times higher capacities.$^{[25,30]}$
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However, the large volume expansion of metal sulfide during lithium conversion leads to poor electrochemical properties of lithium-ion batteries.\[29\] This problem has been addressed by combining metal sulfides with carbon materials, such as graphene, carbon nanotubes (CNTs), and spherical carbon producing materials with high conductivity, flexibility, large surface area, and chemical stability.\[32-34\]

Zhang et al. successfully grew ZnS nanoparticles on the surface of CNTs supported by the defect site on the CNTs as effective reaction active sites. ZnS–CNTs exhibit fast electron transfer caused by the conductive CNT network, as well as enhanced electrochemical reaction, and quick ion transport from homogeneously distributed ZnS nanoparticle.\[33\] This composite structure achieves good rate performance and excellent cyclability at high current density (reversible capacity of 451.3 mAh g\(^{-1}\)) after 1200 cycles at 5 A g\(^{-1}\), 377.8 mAh g\(^{-1}\) at 8 A g\(^{-1}\)).

Besides anodes, metal sulfides have also been studied in cathodes, for example in alkali metal-sulfur batteries.\[23,30\] This is not a recent development, but metal sulfide-based cathodes have attracted increasing attention in the recent past.\[37,38\] For example, Xiao et al. have reported a general approach towards various metal sulfides with a wide range of morphologies.\[39\] The major advance in this study is a proof-of-concept experiment showing that CuS deposited on a Cu foil acts as a binder-free cathode with an initial reversible capacity of 588 mAh g\(^{-1}\) at 56 mA g\(^{-1}\) with a rather small capacity fading rate of 0.17% per cycle over the course of 100 cycles. Moreover, this material exhibits a good high-rate capability of up to 463 mAh g\(^{-1}\) at 2.8 A g\(^{-1}\).

Among others, metal sulfide/carbon composites have been studied for their performance in cathodes.\[40\] For example, He et al. demonstrated that the combination of a rather open carbon support (“carbon sponge”) with metal sulfide nanodots leads to an increased performance largely by successful suppression of the Li-polysulfide shuttle effect. Similarly, Nazar and coworkers demonstrated that metallic Co,S with an interconnected sheet-like morphology resembling graphene is an efficient material to control dissolution and precipitation in an electrochemical cell and therefore leads to highly improved performance in Li–S batteries.\[41\] Overall, these few examples clearly show that the high compositional and structural variability makes metal sulfide interesting candidates for both cathode and anode materials.

Furthermore, transition metal sulfides have gained significant attention as electrode material for electrochemical supercapacitor (ESs) because of their good electrical conductivity and high specific capacity.\[229\] ESs have been investigated as future flexible energy storage devices due to their high-power density, fast charging, and good cyclability and TMSs have been identified as a key component for their high performance.\[230-231\] For instance, Liu et al. made ternary Co,S\(_{x}\)Fe\(_{1-x}\)S\(_{2}\) nanoparticles by sulfidation on graphene nanosheets. The resulting materials exhibit superior electrochemical characteristics with nearly complete capacitance retention of 102.2% even after 10,000 cycles.\[229\] The electrochemical activation of the electrode surface after the sulfidation leads to an improved capacitance retention which the authors have assigned to the improved wettability of electrode material.

Finally, metal sulfides are effective catalysts for a series of chemical reactions including industrial processes.\[30-45\] Recent examples include electrocatalytic ammonia formation or water splitting.\[46,47\] For example, Girault and coworkers showed that ternary molybdenum sulfides MMoS\(_{x}\) (M = Fe, Co, Ni, Mn) are attractive alternatives to noble metal catalysts for hydrogen formation using a heterogeneous system at the polarized water/dichloromethane interface using decamethylferrocene.\[48\] Also using a composite sulfide approach, Hong et al. have shown that the combination of various transition metal sulfides can provide effective catalysts for photochemical hydrogen evolution.\[49\] In a particularly elegant example, Kudo and coworkers have shown that a Z-type architecture involving a variety of p-type semiconductor metal sulfides can lead to effective catalysts for H\(_2\) evolution.\[50\] Finally, Chen et al. demonstrated the synthesis and application of a porous Ni,S\(_{2}\)-based electrode for both the hydrogen (HER) and the oxygen evolution reaction (OER).\[51\]

Considering all of the above and beyond, it is clear that metal sulfides are a highly interesting class of materials with a tremendous application potential (Figure 1). In spite of their broad diversity and the high number of synthesis protocols that are available, metal sulfides are far from being perfect and a number of challenges remain: for example, (1) suitable synthesis protocols are not always available, (2) scalability of the synthesis may be an issue, (3) some synthetic protocols use high temperatures which often lead to thermodynamic rather than kinetic products, and (4) nonstoichiometric compositions are not always easily accessible. As a result, scalable low-temperature syntheses able to also produce unstable or metastable metal sulfide nanoparticles are still highly sought after. Ideally, these processes should also be lower cost and environmentally friendly.

---

**Figure 1.** General overview of synthetic methods and selected applications of TMSs. Other applications include environmental materials, photo- and electrocatalysts.
One approach that may provide some of these possibilities is the synthesis of metal sulfides in and from ionic liquids (ILs). ILs provide an interesting and highly flexible synthesis environment for inorganic (materials) synthesis and therefore ILs have been explored for nanoparticle synthesis as well. Some of the key advantages are (1) their high solubilizing power for many salts and organic compounds, (2) their often high thermal and electrochemical stability, (3) their very low vapor pressure, and (4) their very high structural and chemical variability, which provides access to a wide range of IL properties. Moreover, as they are ionic in nature, they provide an ideal reaction medium for the synthesis of materials based on charged building blocks such as metal cations.\textsuperscript{[52–56]}

The current article therefore highlights some approaches using ILs for the synthesis of metal sulfides. In particular, we show that there are different approaches, different groups of compounds, and interesting materials properties that can be generated by using a suitable combination of precursor, IL, and reaction condition to produce a wide variety of often highly interesting sulfides with high application potential.

### 2. Metal Sulfide Nanoparticle Synthesis Without ILs

Before discussing the synthesis involving ILs it is worthwhile to briefly reflect on existing metal sulfide synthesis approaches that do not use ILs. This will help to better understand and distinguish the effects that are generally known from metal sulfide synthesis from those that are rather unique or at least prominent to IL-based synthesis approaches.

One of the important early advances that was widely publicized in the 1990s is the concept of controlled single jet and double jet precipitation (CSJP and CDJP, respectively).\textsuperscript{[57]} In this approach, using a syringe pump, solutions containing precursors are added to a large volume of liquid typically containing a second component. Upon addition of the precursor solutions to the liquid volume, the two reaction partners can react and form nano- or microparticles. The approach has two interesting aspects: (1) the concentration of precursors is very high at the addition point and thus this is the only location in the reaction volume where nucleation occurs. Additionally (2) the reaction conditions can be adjusted by varying the concentrations of the precursor solution, the solvents, and in particular, the addition rate. As a result, there are numerous studies exploiting the use of these techniques for the controlled synthesis of (among others) various metal sulfide particles, most of them in the micrometer size range.\textsuperscript{[58,59]}

Later on, the quest for smaller particles led to the development of various other approaches such as methods involving temperature ramps (heating up methods) or the hot injection approaches.\textsuperscript{[60,61]} Generally, hot injection exploits the fact that hot solutions containing the metal precursor are an efficient reaction medium to very rapidly nucleate nanoparticles. This is largely due to the fact that the reaction temperature leads to a rapid sulfur (i.e. $\text{H}_2\text{S}$) release from the injected sulfur sources and hence a rapid and very uniform crystal nucleation and growth is typically observed.\textsuperscript{[52–60]}

In contrast, temperature ramp methods involve the preparation of a suitable precursor solution at room temperature, subsequent heating (often exploiting specific temperature profiles), and a cooling step. These reactions are based on the use of sulfur sources that are stable at room temperature but decompose at higher temperatures and again form the metal sulfide via intermediate $\text{H}_2\text{S}$ formation, similar to the hot injection approaches just described. In fact, the sulfur sources used in the heating up syntheses are often quite similar, such as alkyl thiols, ammonium sulfide, carbamates, or elemental sulfur.\textsuperscript{[62–66]} Other examples also include cysteine, which is interesting from a sustainability viewpoint.\textsuperscript{[67]} Figure 2 illustrates some examples of metal sulfides made using a variety of sulfur sources.

Hydrothermal and solvolithermal reactions have also attracted interest for metal sulfide synthesis. To a large extent this is inspired by the fact that hydrothermal vents produce a large variety of metal sulfides.\textsuperscript{[74]} For example, Ikkurthi et al. have shown that hydrothermal reactions are effective for the production of $\text{CoS, CuS, FeS}$, and NiS powders for supercapacitor electrodes.\textsuperscript{[68]} Similarly, Bolagam and Um have used a related approach to produce $\text{CoRuS}_2$ for application in pseudocapacitors.\textsuperscript{[69]} Ermadi et al. used a variety of (renewable) sulfur sources to synthesize a wide range of (transition) metal sulfides.\textsuperscript{[70]} In a very interesting study, Pring and coworkers demonstrated that quite complex metal sulfides can be synthesized via hydrothermal reactions. The main advantage as pointed out by the authors is the fact that their approach of hydrothermal dissolution-reprecipitation is highly suitable for the synthesis of thermally less stable materials.\textsuperscript{[71]} (Figure 3). Furthermore, Moore et al. showed that greigite nanoparticles can be synthesized via hydrothermal reaction and that only the hydrothermal reaction yielded the desired greigite products. A

**Figure 2.** Left: TEM images of (a, top) 6 nm, (b, middle) 8 nm, and (c, bottom) 9 nm sized PbS nanocrystals. Right: TEM images of CdS nanocrystals. (a) Mixture of rods, bipods, and tripods with an average size of 5.4 nm (thickness) $\times$ 20 nm (length); inset is a HRTEM image of a single CdS bipod-shaped nanocrystal. (b) Spherical nanoparticles with an average diameter of 5.1 nm. Reprinted with Permission from Joo et al., *Journal of the American Chemical Society* 2003/25 (36), 11100–11105. Copyright 2020 American Chemical Society.
standard precipitation route failed.\(^{[78]}\) This clearly shows that hydrothermal reactions are useful in shifting the outcome to products that cannot be accessed otherwise or at least not as easily.

Finally, microwave and ultrasound synthesis of metal sulfide nanoparticles has been described. Both approaches have attracted interest because they can introduce rather high amounts of energy into a reaction vessel in very short times. Often, this produces very homogeneous reaction conditions throughout the reaction vessel yielding uniform products.\(^{[79,80]}\) For example, Cao and coworkers have shown that microwave reactions can provide access to metal sulfides such as CoS\(_x\) with application potential as electrocatalysts for water splitting.\(^{[81]}\) (Figure 4). Among others, copper sulfide nanomaterials have also been shown to exhibit plasmonic coupling, a feature that could be interesting for non-noble metal based plasmonics.\(^{[82]}\) Such approaches and materials have been studied for a number of different applications, such as Li ion batteries, supercapacitors, photocatalysts, or materials for solar cells. Similar reports exist for ultrasound assisted reactions.\(^{[39,83–88]}\)

A further development that goes along with these methodological approaches is the use of a wide variety of precursors. Many approaches involve simple metal salts and a wide variety of sulfur sources, most of which decompose at higher temperatures to produce the final metal sulfides.\(^{[62–72,82]}\) A particularly interesting approach, however, is the use of single source precursors, where a precursor molecule contains both the sulfur atom(s) and all metal ions required for the formation of the final product,\(^{[89–93]}\) (Figure 5). Examples of such single source precursors include xanthates, dithiocarbamates, thiooxalates, and others.\(^{[62,82,94–104]}\)

The specific appeal of single source precursors is not only that all components of the products can be present in one single compound but also that the stoichiometry can directly be pre-programmed and as such allows for a quite straightforward tuning of the composition (and hence the physical properties) of the final product. This is particularly interesting if unusual or otherwise challenging structures and compositions are desired.

A further possibility for metal sulfide synthesis is the use of mechanosynthetic approaches but as the major focus of this article is on liquid phase synthesis, this will not be discussed here.\(^{[106–109]}\) Excellent recent reviews on the subject can be found in refs.\(^{[110,111]}\)

3. Metal Sulfide Nanoparticle Synthesis with ILs

Over the last decades, ionic liquids (ILs) have gathered a lot of interest as a research field. Traditionally, ILs are salts with melting points below ca. 100 °C, although this boundary is rather arbitrary. ILs have been explored for the synthesis of
Chalcogenides acting as a reaction medium or as a starting material.\textsuperscript{[112–115]} Hereby, metal-containing ionic liquids (MILs) are a particularly interesting class of starting materials for the IL-assisted metal chalcogenide synthesis. Some of these MILs have been termed ionic liquid precursors (ILPs)\textsuperscript{[116,117]} because they can act as a solvent, a metal precursor, and a template for particle formation at the same time (although no single source precursor ILPs have been reported so far — the sulfur always needs to be added separately to the reaction).\textsuperscript{[52,118–131]} Consequently, MILs have gathered a lot of attention as “all-in-one solvent-template-reactants”.\textsuperscript{[123]}

ILs show interesting and unusual properties, such as high thermal and chemical stability, non-flammability, electronic and ionic conductivity, negligible vapor pressure, and a broad electrochemical stability window.\textsuperscript{[124,128,132–134]} Furthermore, ILs are highly effective solvents for both organic and inorganic compounds and can also be used in high vacuum environments.\textsuperscript{[135,136]} Additionally, the use of ILs is also applicable to environments where water and other polar solvents cannot be used.\textsuperscript{[137–139]}

Another advantage of ILs is the high flexibility in their chemical composition. As a result, specific chemical, physical, or biological properties of ILs can be tailored by changing the anionic or cationic part of the IL or by altering specific functional groups.\textsuperscript{[128,133]} This unique possibility to adjust chemical, physical, and biological properties over a very wide range has led to ILs being used in virtually infinite numbers of applications such as electrolytes in batteries, photovoltaic cells, fuel cells, and actuators.\textsuperscript{[140–144]} Due to their many advantages and beneficial properties, ILs have also been used in a multitude of different synthetic approaches, including materials and particle synthesis.

Some work has also been dedicated to exploring the potential of ILs for the synthesis of metal sulfide (nano) materials. The following paragraphs will describe and discuss these approaches and attempt at providing an overview over the concepts, successes, and open questions in the general field of metal sulfide synthesis using ILs. While the focus is on synthetic approaches, the characteristics of the products and the application potential of some materials will also be highlighted. Table 1 summarizes these studies and the text below will provide further details.

Very similar to reactions in molecular liquids, hot injection reactions are among the most common synthetic approaches for metal sulfide synthesis. Usually, the sulfur source is added to a preheated solution, which contains the metal precursor.
| Exp. Approach | Metal source | IL | Sulfur Source | Exp. Parameters | Morphology | Crystal Structure | E<sub>s</sub> | Ref |
|----------------|-------------|----|--------------|-----------------|-------------|------------------|--------|-----|
| Hot Injection | Cu<sub>2</sub>(S<sub>2</sub>CN(C<sub>2</sub>H<sub>5</sub>)<sub>2</sub>, H<sub>2</sub>O) | (THTDIP)Ni(NCN)<sub>2</sub> | Cu<sub>2</sub>(S<sub>2</sub>CN(C<sub>2</sub>H<sub>5</sub>)<sub>2</sub>)<sub>2</sub> | 3 h, 120/180/240 °C | Cubic (43 nm, 120 °C), rhombohedral (30 nm, 180 °C); monoclinic (22 nm, 240 °C) | Cu<sub>2</sub>S (digenite) at 120–180 °C, C<sub>14</sub>SO<sub>3</sub> at 240 °C | Cu<sub>2</sub>S 2.2 eV, C<sub>14</sub>SO<sub>3</sub> 1.4 eV, C<sub>14</sub>H<sub>2</sub>S 1.75 eV | [112] |
|               | Cu<sub>4</sub>(S<sub>2</sub>CN(C<sub>2</sub>H<sub>5</sub>)<sub>2</sub>, H<sub>2</sub>O) | (THTDIP)NiTF<sub>2</sub> | Cu<sub>4</sub>(S<sub>2</sub>CN(C<sub>2</sub>H<sub>5</sub>)<sub>2</sub>)<sub>2</sub> | 3 h, 120/180/240 °C | Cubic (120 °C)/rhombohedral (180 °C)/monoclinic (240 °C) NC, 43–30–22 nm | Cu<sub>4</sub>S (digenite) at 120–180 °C, C<sub>14</sub>SO<sub>3</sub> at 240 °C | Cu<sub>4</sub>S 2.2 eV, C<sub>14</sub>SO<sub>3</sub> 1.4 eV, C<sub>14</sub>H<sub>2</sub>S 1.75 eV | [112] |
|               | (C<sub>x</sub>P<sub>y</sub>)(CuCl<sub>2</sub>) | (TAA) | (TMS)<sub>2</sub>S | 4 h, 120 °C | hexagonal plates NP, 30–680 nm | – | – | [113] |
| Heating Up    | Pb(OAc)<sub>2</sub>×3H<sub>2</sub>O | (EMIm)(CH<sub>3</sub>SO<sub>3</sub>) | Na<sub>2</sub>S | 30 min, 150/200 °C | 200 °C: cubic/hexagonal NP 45–86 nm; 250 °C: 45–86 nm | – | – | [145] |
|               | Pb(OAc)<sub>2</sub>×3H<sub>2</sub>O | (EMIm)(CH<sub>3</sub>SO<sub>3</sub>) | Na<sub>2</sub>S | 30 min, 150/200 °C | 150 °C: rectangular/hexagonal, 38 nm; 200 °C: branched/spherical, 37 nm | – | – | [145] |
| Solid state   | ZnCl<sub>2</sub> | – | CaS/Na<sub>2</sub>S | Steel ball mill, Ar atm. | Cubic NP 10 nm | cubic space group Fm3 m | Cu<sub>2</sub>S 2.2 eV, C<sub>14</sub>SO<sub>3</sub> 1.4 eV, C<sub>14</sub>H<sub>2</sub>S 1.75 eV | [112] |
|               | CdCl<sub>2</sub> | – | CaS/Na<sub>2</sub>S | Steel ball mill, Ar atm. | Hexagonal/ cubic NP, 4–8 nm | – | Cds (wurtzite/sphalerite) | – |
|               | CeCl<sub>3</sub> | – | CaS/Na<sub>2</sub>S | Steel ball mill, Ar atm. | Tetragonal/ cubic NP, 20–32 nm | – | β-Ce<sub>2</sub>S<sub>3</sub>, γ-Ce<sub>2</sub>S<sub>3</sub> | – |
|               | Zn(OAc)<sub>2</sub> | – | Na<sub>2</sub>S | Steel ball mill, 350 rpm, 2–10 h, Ar atm. | Hexagonal NP, 2–5 nm | ZnS (sphalerite/wurtzite) | 3.87 eV | [107] |
|               | Pb(OAc)<sub>2</sub> | – | Na<sub>2</sub>S | Steel ball mill, 350 rpm, 2–10 h, Ar atm. | Cubic NP, 8–25 nm | PbS (galena) | 3.54 eV | – |
|               | Cd(OAc)<sub>2</sub> | – | Na<sub>2</sub>S | Steel ball mill, 350 rpm, 2–10 h, Ar atm. | Cubic/ hexagonal NP, 8–13 nm | CsS (wurtzite/greenockite) | 3.65 eV | – |
|               | Cu(OAc)<sub>2</sub> | – | Na<sub>2</sub>S | Steel ball mill, 350 rpm, 2–10 h, Ar atm. | Shapeless NP, 6–8 nm | Cu<sub>2</sub>S (covalite), Cu<sub>2</sub>SO (bonelite) | 3.54 eV | – |
| Ultrasound    | Zn(OAc)<sub>2</sub>×2H<sub>2</sub>O | (C<sub>x</sub>MIm)NTF<sub>2</sub> | TAA | 60 min, 15 °C, 20 kHz, 10 min, RT, 20 kHz | cubic NP (12 nm) | – | 4.86–5.77 eV | [148] |
|               | SnCl<sub>2</sub> | (BMIm)BF<sub>4</sub> | TAA | 10 min, RT, 20 kHz | polygonal NP, Grape-like NP, Potato-like NP, 350–450 nm | Orthorhombic SnS | 1.7–2.3 eV | [115] |
|               | Cd(OAc)<sub>2</sub> | (EMIm)(EtSO<sub>3</sub>) | TAA | 60 min, RT, 23 kHz | IL + H<sub>2</sub>O: (nearly) spherical (150-300 nm); IL: 50–100 nm, all aggro. | – | 2.42 eV | [149] |
Table 1. continued

| Exp. Approach | Metal source | IL | Sulfur Source | Exp. Parameters | Morphology | Crystal Structure | E<sub>g</sub> | Ref |
|---------------|--------------|----|---------------|-----------------|------------|------------------|-----------|-----|
| Microwave     | Bi<sub>2</sub>O<sub>3</sub> | (BMIm)BF<sub>4</sub> | Na<sub>2</sub>S<sub>2</sub>O<sub>3</sub> | 30 min/10 min, 190 °C | nanorods (300: < 80 nm; 10 min: < 60 nm) | – | – | [150] |
|               | Sb<sub>2</sub>O<sub>3</sub> | (BMIm)BF<sub>4</sub> | Na<sub>2</sub>S<sub>2</sub>O<sub>3</sub> | 40 min, 165 °C | nanorods (length 3 μm, diameter 200 nm) | – | – | |
|               | Zn(NO<sub>3</sub>)<sub>2</sub>×2H<sub>2</sub>O | (BMIm)BF<sub>4</sub> | Na<sub>2</sub>S×9H<sub>2</sub>O | 10 min, 100 °C | spherical NP (3.5 nm) | – | – | [151] |
|               | CdCl<sub>2</sub>×2.5H<sub>2</sub>O | (BMIm)BF<sub>4</sub> | Na<sub>2</sub>S×9H<sub>2</sub>O | 10 min, 100 °C | spherical NP (7 nm) | – | – | |
|               | Zn(NO<sub>3</sub>)<sub>2</sub>×2H<sub>2</sub>O | (EMIm)(EtSO<sub>4</sub>) | TAA | 4 min, RT | spherical NP (1:1 H<sub>2</sub>O/IL: 200-600 nm; 1:4 H<sub>2</sub>O/IL: smaller) | – | – | [152] |
|               | Zn(NO<sub>3</sub>)<sub>2</sub> | (C<sub>4</sub>MIm)NTf<sub>2</sub> | TAA | 60 min, 15 °C | cubic NP (6 nm) | – | 4.86–5.77 eV | [148] |
| Ionothermal  | Pb(NO<sub>3</sub>)<sub>2</sub> | (BMIm)BF<sub>4</sub> | ChCl | 15 h, 150/180 °C | Octahedrally shaped crystals (300 nm) | – | – | [153] |
| (autoclave) |               | TAA/ChCl | | | spherical NP (30 nm) | | | |
|               | Cd(NO<sub>3</sub>)<sub>2</sub> | (BMIm)BF<sub>4</sub> | ChCl | 15 h, 150/180 °C | polyhedral (2-8 μm) | – | – | |
|               | AgNO<sub>3</sub> | ChCl | TAA/ChCl | 15 h, 150/180 °C | platelets (200 nm), microsphere (4.5 μm) | – | – | |
|               | Zn(NO<sub>3</sub>)<sub>2</sub> | (BMIm)BF<sub>4</sub> | ChCl | 15 h, 150/180 °C | platelets (200 nm), microsphere (4.5 μm) | – | – | |
|               | Bi(NO<sub>3</sub>)<sub>3</sub> | ChCl | TAA/ChCl | 15 h, 150/180 °C | flowers composed of nanowires (30 nm) | – | – | |
|               | Sb(NO<sub>3</sub>)<sub>3</sub> | ChCl | TAA/ChCl | 15 h, 150/180 °C | stacked sheets (50 nm), after 350 °C: rods agglomerated to plates | – | – | |
|               | Cu(NO<sub>3</sub>)<sub>2</sub> | (BMIm)BF<sub>4</sub> | ChCl | 15 h, 150/180 °C | hexagonal plates (20–70 μm) | – | – | |
|               | CuCl<sub>2</sub>×2H<sub>2</sub>O | (BMIm)BF<sub>4</sub> | S8, CS2 | 24 h, 130 °C | nestlike hollow spheres composed of flake-like microcrystals (5-8 μm) | – | – | [154] |
|               | Zn(NO<sub>3</sub>)<sub>2</sub>×2H<sub>2</sub>O | (BMIm)BF<sub>4</sub> | TAA | 5 h, 180 °C | Hexagonal planes NP 3 nm | – | – | [146] |
|               | Cd(NO<sub>3</sub>)<sub>2</sub> | (BMIm)(MeSO<sub>4</sub>) | TAA | 5 h, 180 °C | hexagonal CdS NP (4 nm) | – | – | |
|               | Cu(NO<sub>3</sub>)<sub>2</sub> | (BMIm)BF<sub>4</sub> | TAA | 5 h, 180 °C | hexagonal CdS NP (7 nm) | – | – | |
|               | AgNO<sub>3</sub> | (BMIm)BF<sub>4</sub> | TAA | 5 h, 180 °C | hexagonal CdS Nanorods (7 nm) | – | – | |
|               | Cu(NO<sub>3</sub>)<sub>2</sub> | (BMIm)PF<sub>6</sub> | TAA | 5 h, 180 °C | hexagonal CdS NP (13 nm) | – | – | |
| Precipitation | Cu(OAc)<sub>2</sub>×H<sub>2</sub>O | (C<sub>4</sub>C<sub>8</sub>O)OHIm | NTF<sub>2</sub> | Na<sub>2</sub>S | plate-like nanostructures, self-assembled large plates | – | – | [155] |
|               | Cu(OAc)<sub>2</sub>×H<sub>2</sub>O | (C<sub>4</sub>C<sub>8</sub>O)OHIm | NTF<sub>2</sub> | Na<sub>2</sub>S | plate-like nanostructures, form rough spheroidic structures | – | – | |
|               | AgNO<sub>3</sub>, AgNO<sub>3</sub>, Au—NP/O | OLHS | OLHS | OLHS in MSTL | NP 8–9 nm | acanthite Ag,S | – | [65] |
|               | LOA | OLHS | OLHS in MSTL | OLHS, H<sub>2</sub>S | Janus-particles (Au@Ag<sub>2</sub>S), 8–9 nm | acanthite Ag,S | – | |
|               | CuOAc | OLHS | OLHS in MSTL | 80 °C, 20 min→26 h RT | spherical NP, 4–7 nm | chalcopyrite Cu,S | – | |
In a recent study, the same authors have shown that not only CuS, but also CuCo2S4 can be made using a closely related approach. The advantage of the approach is that the bimetallic ILP, (C5Py)[CuCo2S4]Cl, is a precursor for CuCo2S4 (carollite) nano- and microparticles eliminating the need for two individual precursors (Cu and Co precursor). A second advantage is that the Cu/Co ratio in the final metal sulfide particles is essentially identical to the Cu/Co ratio in the ILP. Moreover, the materials exhibit a very high efficiency in the electrocatalytic oxygen evolution reaction (OER). This latter feature is largely due to the high electrochemical surface area and the large number of catalytically active sites on the particle surfaces. While the reason for the high electrochemical surface area is not clear yet, it may likely stem from a very specific interaction of the IL template/precursor with the growing metal sulfide nanoparticles.

Besides these studies, we have recently evaluated two further heating up approaches, which will briefly be summarized here. First, we have studied the reaction of sodium thiosulfate with (C5Py)[CuCl4]. The amount of sodium thiosulfate added to the reaction has a direct influence on the amount and the type of metal sulfide formed (Figure 6). EDX data shows that during reactions where 0.55 and 1.1 equivalents of Na2S2O3 were used, only CuS was formed and no Mn could be observed in the final products, Table 2. Manganese can only be found in products of reactions, where the amount of the sulfur source exceeded the amount of the MIL by at least 1.5 times. EDX data also show the presence of oxygen even after purification. XRD data agrees very well with that of typical CuS (covellite, JCPDS No. 79-2321 ICSD 98-006-7581), while the reflections do not match up with MnS (alabandite, JCPDS 01-1089, ICSD 98-001-8007) or MnS2 (hauerite, JCPDS 25-0549, ICSD 98-003-6545).

We currently hypothesize that the Mn is bound in the CuS forming Cu1.5Mn0.5S. Indeed, XRD data shows that between 1.0–1.5 and then from 1.5 to 2.0 equivalents of Na2S2O3 used in the
be a Cu$_{1-y}$Mn$_y$(S$_{1-y}$O$_y$) compound. There is, however, no oxide species that can be identified from the XRD data. Overall, a clear answer to these question will need more detailed X-ray data possibly supported by EXAFS or XPS measurements.

In a further study, we have also investigated the reaction of oleylamine-sulfur with [CP$_2$]

[CuCl$_4$]$_3$. In this reaction, relatively homogenous Cu$_x$S nanoparticles were synthesized by the heating up method at the relatively low temperature of 140 °C (Figure 7). TEM shows that the average size of the particles is 63.8 ± 36.3 nm and the particle size distribution is rather uniform. The optical band gap as determined by photoelectron spectroscopy and Tauc plot analysis is 2.64 eV and the HOMO level is 4.35 eV. The UV/Vis data show an increase of a long wavelength absorption at over 700 nm. Samples prepared at 60 °C show a low absorption, while samples prepared at 140 °C show an intense and very broad absorption at these long wavelengths. Samples prepared at even higher temperatures show again a rather low absorption. Possibly, this change in the optical properties vs. synthesis temperature is related to a structural transition as described previously.$^{[134,135]}

Lastly, Tsemese et al. reported the synthesis of lead sulfide nanoparticles using a dual source precursor method, as well as a single molecule precursor method.$^{[136]}$ For the dual source precursor method, lead acetate and the IL 1-ethyl-3-methylimidazolium methanesulfonate (EMIm)(CH$_3$SO$_3$) were used as the metal precursor and the reaction medium and solvent, while the sulfur precursor dodecanthiol or sodium sulfide was injected into the solution. This resulted in cubic and hexagonal galena nanoparticles ranging from 45 to 86 nm, while using dodecanthiol, and rectangular, spherical and branched monodisperse galena nanoparticles with a size of around 38 nm, while using sodium sulfide. For the single source precursor method, a lead ethyl xanthogenate complex (Pb(S$_2$CO$_2$CH$_3$)$_2$) was injected into the preheated IL. This process produced cubic and hexagonal galena nanoparticles, with sizes ranging from 55 to 160 nm. Tsemese et al. also demonstrated that with increasing temperature, the size distribution of the particles also increases.

As stated in chapter 2 above for the synthesis in molecular solvents, another frequently used and popular synthetic approach is the heating-up method. Here, the different starting materials are brought together in a solvent and then collectively heated to start product formation. Biswas et al. report the successful synthesis of lead sulfide nanoparticle using lead acetate as a metal precursor, the IL 1-butyl-3-methylimidazolium tetrafluoroborate (BMIm)BF$_4$ as a solvent and reaction medium, and thioacetamide (TAA) as a sulfur precursor.$^{[137]}$ The resulting particles are cubic galena (space group Fm3m) with diameter of 10 nm and a monodisperse and narrow size distribution.

In a direct comparison between heating-up and hot injection, Estrada et al. reported that various copper sulfide nanoparticle phases are not dependent on the temperature profile during synthesis, since both hot injection and heating up method result in the same phases provided that the final temperature and the solvent are the same in both cases.$^{[132]}$ Thus, both digenite (Cu$_3$S) and djurleite (Cu$_4$S$_3$) phases in the

---

**Figure 6.** SEM and XRD data of metal sulfides synthesized by reaction of MIL with varying amounts of Na$_2$S$_2$O$_3$ (0.55 to 2.0 equivalents referring to the IL). In all cases, metal and sulfur precursors were ground and then heated up in a round flask to 190 °C for 6 h without any other solvent. XRD data were collected using a PANalytical Empyrean powder X-ray diffractometer operating at 40 kV and 40 mA. The diffractometer was configured with a focusing X-ray mirror for Cu radiation (λ = 1.5419 Å) and a PIXcel1D detector. Scans were run for 61 min over a 2θ range of 4–70° with a step size of 0.0131°.

**Table 2.** EDX data of metal sulfides obtained by the reaction of MIL with varying amounts of Na$_2$S$_2$O$_3$. SEM and EDXs experiments were done on a JEOL JSM-6510 with a W filament operated at 15 kV and equipped with an Oxford Instruments INCAx-act detector. Bulk samples were deposited on a carbon glue pad followed by sputtering with carbon using a Polaron CC7650 Carbon Coater. The Back Scattered Electron (BSE) detector was used for material contrast, the Secondary Electron (SEE) detector for topographic images at 15 kV.

| Sample   | Cu [atom%] | Mn [atom%] | S [atom%] | O [atom%] |
|----------|------------|------------|-----------|-----------|
| 0.55 equiv. | 34.4       | –          | 53.1      | 8.7       |
| 1.1 equiv.  | 38.8       | –          | 61.2      | –         |
| 1.5 equiv.  | 19.8       | 0.7        | 68.1      | 9.5       |
| 2 equiv.    | 18.5       | 7.7        | 65.0      | 7.5       |

---

By analyzing the XRD data and comparing with theoretical predictions, it can be concluded that the structure of the nanoparticles is consistent with the expected phase (Cu$_3$S or Cu$_4$S$_3$). The presence of O in the EDX spectra suggests that some of the sample may be oxidized. However, this can also be a result of the synthesis method and the presence of residual sulfur species in the material.
In contrast to high temperature reactions, metal sulfide syntheses via mechanochemical procedures, which do not involve ILs, are widely known. Tsuzuki et al. showed the successful synthesis of different transition metal sulfides using pure metal sulfide nanoparticles.

Unlike the experimental approaches described above, which revolve around temperature control in liquid phase reactions, typical inorganic solid-state reactions rely on mechanical preparation of the solid precursors prior to starting the (high temperature) solid state reaction. Those include, for example, grinding or milling followed by high temperature treatment. However, there appear to be no current examples using ILs at the moment. Likely, this is due to the fact that higher temperatures also lead to degradation of the organic components of the IL producing carbonaceous materials but not the pure metal sulfide nanoparticles.

In contrast to high temperature reactions, metal sulfide syntheses via mechanochemical procedures, which do not involve ILs, are widely known. Tolia et al. showed the successful synthesis of different transition metal sulfides using the respective chlorides as metal precursors, as well as calcium sulfide and sodium sulfide as sulfur precursors.\cite{106,147} The materials were ground under argon in a steel ball mill. The synthesis resulted in cubic zinc sulfide (zinc blende/sphalerite) nanoparticles ranging from 6 to 30 nm, hexagonal and cubic cadmium sulfide (wurtzite/sphalerite) nanoparticles ranging from 4 to 8 nm, and tetragonal and cubic cerium sulfide (\(\beta\)-Ce\(_2\)S\(_5\), \(\gamma\)-Ce\(_2\)S\(_5\)) nanoparticles with a size of 8 to 13 nm.

Tolia et al. reported the synthesis of metal sulfides using the same mechanochemical approach involving grinding the respective materials.\cite{107} The respective (transition) metal acetates functioned as the metal precursors, while sodium sulfide acted as the sulfur precursor. The materials were ground for 2 to 10 h under argon in a steel ball mill. The syntheses resulted in hexagonal zinc sulfide (sphalerite, wurtzite) nanoparticles ranging from 2 to 5 nm, cubic lead sulfide (galena) nanoparticles ranging from 8 to 25 nm, cubic and hexagonal cadmium sulfide (hawleyite and greenockite) nanoparticles ranging from 8 to 13 nm, and agglomerated copper sulfide (covellite) nanoparticles ranging from 6 to 8 nm. ILs have indeed also been used in mechanochemical syntheses in the last couple of years, as shown by the use of the term “ionic liquid assisted grinding (ILAG)”, although so far not many details on the process have been published.\cite{165,166}

Furthermore, ultrasound-assisted reactions have been used in IL-based nanoparticle syntheses. The main advantage of sonochemical approaches is the extreme reaction parameters created by acoustic cavitition involving the formation, growth, and implosive collapse of bubbles in liquid phases, which influence the formation of nanoparticles.\cite{108} For example, Goharshadi et al. demonstrated the successful synthesis of zinc sulfide nanoparticles using sonochemistry.\cite{115} Here, a variety of 1-alkyl-3-methylimidazolium bis(trifluoromethylsulfonyl)-imide ([C\(_x\)MIm]NTf\(_2\), \(x = 4–8\)) ILs were used as the solvent and reaction medium in connection with distilled water. Zinc acetate and thioacetamide functioned as the respective metal and sulfur precursors. The mixture was held at 60 °C for 15 min under stirring, using a frequency of 20 kHz and a total acoustic power of 44 ± 0.5 W. The synthesis resulted in cubic zinc sulfide nanoparticles with a size of 12 nm and a band gap ranging from 4.86 to 5.77 eV.

Similarly, Garcia-Gomez et al. reported the sonochemical synthesis of tin sulfide nanoparticles using tin chloride and thioacetamide as the precursor materials.\cite{115} The IL (BmIm)BF\(_4\) and ethanol were used as the solvents. The reaction was done at room temperature using a frequency of 20 kHz and a total acoustic power of 100 W. Polygonal and spherical tin sulfide nanoparticles can be synthesized using a batch heating up method.
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(orthorhombic herzenbergite) with a size of 350 to 450 nm and a band gap of 1.8 eV were obtained. The authors also report that the use of an ethanol-IL-mixture instead of the pure IL increases the crystallinity of the product.

In the same manner, Barzegar et al. successfully synthesized cadmium sulfide nanoparticles. Again, the corresponding metal acetate and thiocetamide were used as the precursor materials. A mixture of 1-ethyl-3-methylimidazolium ethylsulfate ((EMIm)(EtSO₄)) and distilled water was the reaction medium and solvent. The reaction took place at room temperature for 60 min with a frequency of 23 kHz, a total acoustic power of 140 W, and under magnetic stirring. The authors describe a significant impact of the water on the reaction outcome. While the use of distilled water leads to the growth of slightly bigger (nearly) spherical cadmium sulfide (cubic hawleyite) nanoparticles with a size of 5 to 6 nm, those particles seem to be slightly less agglomerated. In contrast, the use of pure IL leads to the growth of marginally smaller nanoparticles with a size of 3 to 5 nm, which seem to be slightly more agglomerated. In both cases, the resulting nanoparticles have a band gap of 2.42 eV.

Besides ultrasound-assisted synthesis, microwave-assisted syntheses protocols have been popular for nanoparticle synthesis. The main advantages of microwave chemistry are high reaction rates, rapid heating, dramatic decrease of reaction time, and increase of yield.

In contrast to more traditional approaches like oil bath heating, microwave heating leads to heat being produced mostly inside the reaction vessel rather than induced externally via oil baths or heating mantles. Dipolar polarization and ionic conduction triggered by microwave irradiation leads to increased particle migration and movement due to their electric and magnetic components, which results in a higher number of collisions and friction among the molecules. ILs have proven as successful reaction media and additives, since (as a result of the presence of large positively charged organic ions with high polarizability and the overall high ionic conductivity in ILs) they are excellent absorbers for microwaves. The combination of microwaves with ILs therefore provides a simple yet powerful tool for materials synthesis.

For example, Jiang et al. reported the successful synthesis of bismuth(III) sulfide and antimony(III) sulfide nanoparticles. The respective oxides were used as metal sources and sodium thiosulfate was used as the sulfur source. A mixture of the IL (BMIm)BF₄ and ethylene glycol or ethanolamine, as well as hydrochloric acid (37 wt%) was used as the reaction medium. For bismuth(III) sulfide nanoparticles the reaction was held at 190 °C for 30 s or 10 min, while for antimony(III) sulfide nanoparticles the synthesis was done at 165 °C for 40 min. Regarding the Bi₂S₃ nanoparticles, the synthesis resulted in single-crystalline nanorods (orthorhombic bismuthinite) with a length of about 80 nm after 30 s of microwaving and 60 nm after 10 min of microwaving. Interestingly, the authors also report that the presence of the IL leads to longer and thinner nanorods and suggest that it may function as a surfactant during the formation of the structures. The synthesis of Sb₂S₃ nanoparticles also resulted in single-crystalline nanorods (orthorhombic stibnite) with a length of about 3 nm and diameters of 200 nm. The authors also describe a significant influence of the IL on the morphology of the nanoparticles.

Furthermore, Jiang et al. also reported the synthesis of zinc sulfide and cadmium sulfide nanoparticles in a previous article. In this study, zinc acetate and cadmium chloride were used as the respective metal sources. In both cases, the metal precursor was dissolved in (BMIm)BF₄ and heated to 100 °C before an aqueous sodium sulfide solution was added. The reaction mixture was held at 100 °C for 10 min under magnetic stirring and resulted in cubic ZnS (zinc blende/sphalerite) and hexagonal CdS (greenockite). In both cases spherical nanoparticles with an average size of 3.5 nm (ZnS) and 7 nm (CdS) were produced.

Similarly, Esmaili et al. synthesized spherical zinc sulfide nanoparticles using microwave synthesis. While zinc acetate provided the necessary metal ions, thiocetamide (TAA) was used as the sulfur source and a mixture of (EMIm)(EtSO₄) and water functioned as the reaction medium. The precursors were dissolved in the IL and irradiated for 4 min at 55% power output at room temperature. The synthesis also resulted in cubic zinc sulfide (zinc blende/sphalerite) nanoparticles with a spherical shape and a size of approximately 2.4 nm. The authors furthermore report that the nanocrystalline ZnS particles aggregate to clusters ranging from 200 to 1000 nm, with a decreased particle size with an increased IL content of the solvent. The resulting nanoparticles have an increased band gap of 3.90 eV compared to bulk ZnS, which according to the authors is a result of the quantum confinement in nanocrystalline ZnS.

In line with the two aforementioned synthetic approaches, which rely on different physical phenomena to create extreme reaction conditions, autoclave-chemistry is a well-known and common experimental route used to create nanoparticles. Here, extreme reaction parameters like high temperature and high pressure are produced within the autoclave restricting the reaction volume. Hydrothermal and solvothermal approaches have been discussed above, but the analogous ionothermal reactions shall be discussed now. Ionothermal reactions share a number of features with hydro- or solvothermal reactions but are different in the sense that the pressure in ionothermal reactions is often lower and that thermal conductivities and thermal conditions in these reactions are often not directly comparable.

Using an ionothermal approach, Ruck et al. made a series of metal sulfides, including PbS, CdS, Ag₂S, ZnS, Bi₂S₃, Sb₂S₃ and CuS. A series of metal acetates (Pb, Cd, Sb) and nitrates (Ag, Zn, Bi, Cu) functioned as the respective metal precursors, while a mixture of choline chloride (CHCl₃) and thiocetamide (TAA) functioned as the sulfur source and a deep eutectic solvent analogous to ILs. In all cases, the metal salts were dissolved in the TAA/CHCl₃ mixture at 70 °C and then transferred into an autoclave, where the reaction was held at 150 °C or 180 °C for 15 h. Although the pressure was not increased on purpose by the authors, it did exceed 1 atm over the course of the reaction. The authors did not comment on the reasons. As stated above,
however, it must clearly be noted that the pressures are much lower than what is common in regular solvothermal reactions.

The reactions involving the metal acetates resulted in polyhedrally shaped monoclinic Ag₂S (acanthite, P₂₁/n) particles ranging from 2 to 8 μm, cubic and hexagonal ZnS platelets and microspheres (sphalerite and wurtzite) ranging from 200 nm to 4.5 μm, orthorhombic Bi₂S₃ (bismuthinite, Pnma) microflowers composed of nanowires with a size of 30 nm, and hexagonally shaped CuS plates (covellite, P₆₃/mmc) ranging from 20 to 70 μm, (Figure 8). Reactions starting from the respective metal nitrates resulted in octahedrally shaped cubic PbS (galena) crystals with a size of 300 nm, spherically shaped hexagonal CdS (gallionite type, space group P₆₃/mmc) with a size of 30 nm, and stacked orthorhombic Sb₂S₃ sheets (stibnite, Pnma) with a size of 50 nm.

In a further study, Ge et al. reported the successful synthesis of hollow CuS spheres using an ionothermal approach. Here, CuCl₂ was used as metal source, while a mixture of sulfur powder (S₃) and carbon disulfide (CS₂) functioned as the sulfur source. The IL ([BMIm]BF₄) was added as the solvent. After the precursor materials were dissolved in the IL, the reaction flask was sealed in an autoclave and the reaction was held at 130 °C for 24 h. The synthesis resulted in nestlike hollow spheres of hexagonal CuS (covellite, P₆₃/mmc) consisting of flakelike microcrystallites, with a size of 5 to 8 μm. The authors highlight the morphology-controlling effect of the IL by showing that microspheres could only be obtained with ([BMIm]BF₄). The authors also describe a distinct blue-shift of the absorption behavior of the CuS spheres, which they attribute to the quantum size (or quantum confinement) effect. Figure 9 shows a schematic illustration of the proposed formation mechanism.

Additionally, Biswas et al. reported the successful synthesis of ZnS and CdS nanoparticles while investigating the effect of the IL on the morphology. The authors used the respective metal acetates as the metal source and thiouacetic acid (TAA) as the sulfur source in combination with the ILs ([BMIm]BF₄, [BMIm]MeSO₄), and ([BMIm]PF₆. The precursor materials and the IL were sealed in an autoclave at 180 °C and the reaction was held at this temperature for 5 h. The synthesis involving zinc acetate resulted in hexagonally shaped ZnS plates (wurtzite, P₆₃/mmc) with a size of 3 nm. Analogous reactions with cadmium acetate resulted in hexagonal CdS nanoparticles (space group P₆₃/mmc) with sizes between 4 and 13 nm and the nanoparticle size strongly depends on the anion of an imidazolium-based IL, an effect that has also been shown for gold nanoparticles.

Moreover, a well-known and thoroughly studied experimental approach is precipitation. Precipitation is a very popular and simple synthesis route, since it usually does not need extreme reaction conditions. Using this approach, Fan et al. successfully synthesized CuS nanoparticles. The authors used a mixture of 1-butyl-3-carboxymethylimidazolium bis(trifluoromethylsulfonyl)imide ([C₄C₁₀OIm][NTf₂] and water, along with 1-methylimidazole, as the solvent and the reaction medium. The 1-methylimidazole also acted as a complexing ligand to ensure the transfer of the copper ions into the IL phase. In separate syntheses, TAA and Na₂S functioned as the respective sulfur source, while a Cu(OAc)₂ solution acted as the metal precursor. In all cases, the water phase of the copper acetate solution was removed after mixing to remove the undissolved Cu(OAc)₂. Afterwards, the sulfur source was added to the IL mixture under stirring for 15 min. The reaction took
place at room temperature when Na$_2$S was used, or at 80°C with TAA. After a color change indicated the formation if CuS, ethanol was added to dissolve the IL phase to precipitate CuS. The synthesis involving Na$_2$S resulted in self-assembled large plate-like nanostructures. The authors did not provide the size distribution of the nanoparticles because the particles tend to agglomerate to a large extent, but TEM images suggest that the nanoparticles are smaller than 200 nm. Synthesis involving TAA resulted in rough and spheroid nanostructures. Again, the size distribution was not described due to agglomeration, but TEM images suggest a size below 50 nm, while SEM images show a rather polydispersity size distribution of both the nanoparticle and the aggregates.

Additionally, Yuan et al. reported the successful syntheses of multiple metal sulfide nanoparticles, including Ag$_2$S, Cu$_2$S, PbS, Bi$_2$S$_3$, and Au@Ag$_2$S Janus particles, using the precipitation route. Different metal salts, including acetates and nitrates, were used as metal sources, while the IL oleylammonium hydrosulfide (OLAHS) was used as the sulfur source and the reaction medium or solvent. Mostly, mesitylene was added to OLAHS to decrease the viscosity and facilitate handling at room temperature. The synthesis resulting in Ag$_2$S involved AgNO$_3$, which was dissolved in oleylamine (OLA) and toluene, before OLAHS was added under stirring in air at room temperature and the mixture was stirred for about 60 min producing monodisperse Ag$_2$S nanoparticles (acanthite, P2$_1$/n) with a diameter of 8 to 9 nm.

The authors also describe the synthesis of Au@Ag$_2$S Janus nanoparticles, which involved silver acetate and previously made gold nanoparticles dissolved in OLA and toluene. The reaction was held at 80°C for 10 min before H$_2$S was added at room temperature to form OLAHS in situ. This resulted in monodisperse nanoparticles with a diameter of 8 to 9 nm. The synthesis of Cu$_2$S nanoparticles involved copper(I) acetate, which was dissolved in OLA and heated to 80°C to ensure the metal precursor is completely dissolved. Then, OLAHS in mesitylene was added and the reaction was held at room temperature for 26 h. The Cu$_2$S nanoparticles were precipitated using acetone. The synthesis resulted in spherical Cu$_2$S nanoparticles (chalcopyrite) with a size of 4 to 7 nm.

To produce PbS nanoparticles, PbCl$_2$ was mixed with OLA and toluene was added. Afterwards, H$_2$S was added under mechanical stirring to form the OLAHS in situ and the reaction was held at room temperature for 35 min. The synthesis resulted in spherical PbS nanoparticles (galena) with a diameter of 5 to 7 nm. Lastly, Bi$_2$S$_3$ nanoparticles were successfully synthesized using OLAHS in mesitylene, which was injected in a mixture of OLA and bismuth neodecanoate (Bi(OCOC(CH$_3$)$_2$CH$_2$)$_3$) under stirring and the reaction was held at room temperature for 2 h. As a result, Bi$_2$S$_3$ (bismuthinite, Pnma) nanowires were successfully produced. Figure 10 illustrates the approach and compares it to more traditional approaches involving H$_2$S.

Lastly, another approach, which is increasingly becoming popular, is electrodeposition. This approach is based on the movement and deposition of charged particles influenced by an electric field onto a conductive electrode, which leads to a coherent coating and films of varying thicknesses. The main advantages of this approach are the high purity of the synthesized films, the wide range of materials this can be applied to, the uniformity of the coatings, the relatively high speed of the process, and the easy control of the composition.

By using an electrochemical route, Chen et al. reported the successful synthesis of CuS nanoparticles. Copper(II) bis (trifluoromethanesulfonylimide (Cu(TFSI)$_2$) was used as the metal source, while elemental sulfur functioned as the sulfur source. The IL (EMIm)TFSI acted as the solvent and reaction medium. Both precursors were first dissolved in the IL to create the electrolytic bath. Afterwards, platinum working and counter electrodes were used alongside a silver reference electrode. The reaction temperature was initially 120°C and later increased to 200°C. The synthesis resulted in stacked flake-like CuS nanoparticles (covellite, P6$_3$/mmc) at 120°C with a width of 1 μm and a thickness of 50 nm, and in round CuS nanoparticles (covellite, P6$_3$/mmc) at 200°C with sizes under 1 μm.

Figure 10. Comparison of educts and products for metal sulfide nanoparticle syntheses using a) traditional approaches and b) the OLAHS-approach developed by Yuan et al. M and S stand for metal and sulfur respectively, while MS$_x$ describes a metal sulfide compound. The labeling the black boxes "traditional approach" and "this work" refer to the original article and are part of the original figure.
Additionally, Chen et al. successfully synthesized CoS and FeS nano- and microparticles using electrodeposition.[135] Here, cobalt(II) bis(trifluoromethanesulfonylimide) (Co(TFSI)2) and anhydrous iron(III) chloride were used as the metal precursors and elemental sulfur was used as the sulfur source. Again, the IL (EMIm)TFSI was used in the electrolytic bath as the solvent for both precursor materials and reaction medium. A typical three-electrode-setup was used, consisting of Pt working and counter electrodes and a silver reference electrode. The electrodeposition reactions were done at 120°C for 60 min at −0.25 V and −0.85 V, respectively. As a result, irregularly shaped cobalt sulfide nanoparticles (cubic Co2S3, Fm3m) with sizes between 50 and 100 nm, and irregularly shaped iron sulfide microparticles (cubic pyrite, Pa3, and orthorhombic marcasite, Pnmm) with sizes between 3 to 5 μm were obtained.

Furthermore, Murugesan et al. reported the successful synthesis of germanium sulfide particles using electrodeposition.[138] Germanium chloride (GeCl4) and 1,4-butanedithiol served as the metal and sulfur precursor materials, while N-methyl-N-propylpipеридинium bis (trifluoromethanesulfonylimide) (PP3,N)TFSI was used as the solvent and reaction medium. A glassy carbon working electrode and a platinum counter electrode was used alongside a silver quasi-reference electrode. The electrodeposition was done at room temperature for 10 min at −2.7 V. The reaction resulted in a porous structure with spherical particles consisting of germanium sulfide (GeS2, monoclinic and amorphous GeS2) with particle sizes between 3 to 5 μm.

In summary, ILs have provided a number of interesting approaches and materials but the nucleation, growth, and final product formation are not always straightforward and more details about the formation of metal sulfides from ILs are necessary to develop a rational design approach. This includes advanced experimental and theoretical tools.

4. Computational Tools for Understanding Particle Formation and Structure

The toolbox of theoretical and computational chemistry can support the experimental procedure by answering questions where the empirical data is missing or unavailable. Aiming at providing experimental results can be pointed out and can be clarified by theoretical chemistry, e.g., by providing otherwise unavailable data. Hence, computational chemistry can yield important insights helping the design of synthetic materials.

The role of computational chemistry can be split into the need of achieving physical properties through the (1) design of a target nanoparticle, the (2) synthetic approach and experimental conditions – in order to realize the material with the desired properties – and the (3) characterization of the nanoparticles produced by the synthesis route.

Firstly, the application of a targeted nanoparticle is strongly correlated to the necessity of fulfilling characteristic demands of the chosen application. As an example, in the case of a solar cell with a single p-n junction, the major goal is the design of a nanoparticle with an optical bandgap close to the Shockley-Queisser limit of 1.34 eV.[136] An area in which density functional theory (DFT) has had a long history of impact is the bandgap and solving the bandgap problem with hybrid functionals or many-body theory approaches like GW.[179-181] Hence a prediction and screening of the bandgap of pure and mixed bulk metal sulfide nanoparticles is accessible through computational chemistry (database: materials project) or theoretical chemistry (advanced DFT calculations).[182,183] Table 3 shows relevant examples of the computed direct bandgaps of bulk ternary sulfides where the properties were calculated on the DFT (generalized gradient approach, GGA) level without spin-orbit coupling. The magnetic anisotropic energy (MAE) is about 0.6 eV due to the low level of theory used in the database which tends to underestimate the bandgap. Therefore, some compounds are predicted to be metallic, even if they are not.

In terms of nanoparticles, the quantum size effect has a major impact on the optical properties. This is due to the confinement effect, which opens up the optical gap depending on the size of the particles. This can be included qualitatively in the design strategy. A more systematic method for the prediction of the optical gap of nanoparticles might be the use of ab initio calculations which, however, is quite expensive compared to other methods. Therefore, numerous research groups currently evaluate and implement heuristic models to address the question of calculating optical gaps of nanostructures bigger than a few nanometers.[184-186]

Secondly, as described in chapter 1, typical synthetic protocols often include the use of high temperatures, thus leading to the thermodynamic products. Consequently, the information about the phase diagram of a multicomponent system is crucial for the prediction of the phase and structural outcome of the synthetic protocol under the chosen experimental conditions. Constructing a phase diagram manifesting the equilibrium thermodynamic properties of the system by assessing the thermodynamic properties of all the single phases in the system leads to a powerful tool to adjust the experimental conditions in a synthetic protocol regarding the temperature, pressure and chemical potential of the used precursors as it has been shown for the case of Cu2ZnSnS4 (CZTS) and Cu2ZnSnSe4 (CZTSe).[187]

In contrast to the thermodynamic modeling that strongly depends on empirical data sets, ab initio thermodynamics can reveal all necessary variables of the subsystems to build a phase diagram on top of first principal calculations without the necessity of experimental data. This is shown in Figure 11 for the subsystems covellite and digenite and their thermodynamic behavior under different reaction parameters, specifically T and the activity a of the precursors. The DFT/time dependent DFT (TD-DFT) calculations were done using an all electron numerical atom-centered orbital (NAO) basis set – on the tier 2 level – implemented in the FHI-aims code by using the Perdew-Burke-Ernzerhof (PBE) functional for geometry optimization, ground state energies and phonon calculations in the quasi harmonic level based on the supercell approach with the finite displacement method included in the phonopy package.[188-190]
The key quantity regarding the construction of a phase diagram is the study of a \((T,p)\) ensemble of the Gibbs free energy \(G\), by solving the equation shown in Figure 12.

Calculations on the DFT level, which is the state of the art in computational material sciences, gives access to the electronic structure which lies in the time and length scale of the microscopic regime, whereas thermodynamic phenomena are being covered in the meso- and macroscopic regime and are linked via the multiscale modeling approach which is described in detail elsewhere.\(^{191}\)

In the equation in Figure 12, the leading term of the total Energy \(E_0\) is acquired by the electronic structure calculation for instance DFT, whereas the second term \(F_{\text{vib}}\) involves the contributions that occurs by vibration and includes the zero-

Table 3. Overview of calculated direct bandgaps on the level of DFT(GGA) for crystals with the composition \(M_yM_zS_x\) (\(M = \text{Mn, Cu, Zn, Cd}\)) extracted from the materials project database. Bandgaps indicated with a * have been calculated without a band structure calculation and might be different in reality.\(^{183}\)

| Formula             | Space group | Crystal System      | Formation Energy [eV] | \(E_g\) [eV] | Theoretical |
|---------------------|-------------|---------------------|-----------------------|--------------|-------------|
| Mn(CuS)\(_2\)       | F43m        | cubic               | -0.464                | 0.302*       | TRUE        |
| Mn,ZnS\(_2\)        | Fd3m        | cubic               | -0.972                | 0            | FALSE       |
| Mn,CdS\(_2\)        | H\(_3\)m    | orthorhombic        | -0.545                | 0*           | TRUE        |
| Mn,ZnS\(_2\)        | R3m         | trigonal            | -0.806                | 0*           | TRUE        |
| Mn,CdS\(_2\)        | H\(_3\)m    | tetragonal          | -0.789                | 0            | TRUE        |
| Mn,ZnS\(_2\)        | R3m         | trigonal            | -0.933                | 0*           | TRUE        |
| Mn,CdS\(_2\)        | Cm          | monoclinic          | -0.932                | 0*           | TRUE        |
| Mn,CdS\(_2\)        | Cm          | monoclinic          | -0.952                | 0.609*       | TRUE        |
| Mn,CdS\(_2\)        | R3m         | trigonal            | -0.936                | 0.253*       | TRUE        |
| Mn,CdS\(_2\)        | P3m1        | trigonal            | -0.907                | 0.546        | TRUE        |
| Mn,CdS\(_2\)        | R3m         | trigonal            | -0.906                | 0.536        | TRUE        |
| Mn,ZnS\(_2\)        | P3m1        | trigonal            | -1.064                | 0.548        | TRUE        |
| Mn,ZnS\(_2\)        | Cm          | monoclinic          | -1.081                | 1.208*       | TRUE        |
| Mn,ZnS\(_2\)        | P3m1        | trigonal            | -1.078                | 0.375*       | TRUE        |
| Mn,ZnS\(_2\)        | P3m1        | trigonal            | -0.989                | 0.506        | TRUE        |
| Mn,ZnS\(_2\)        | P21/c       | monoclinic          | -0.815                | 0*           | TRUE        |
| Zn,CdS\(_2\)        | P43m        | cubic               | -1.085                | 1.68         | TRUE        |
| Zn,CdS\(_2\)        | P3m1        | trigonal            | -1.083                | 1.546*       | TRUE        |
| Zn,CdS\(_2\)        | R3m         | trigonal            | -0.809                | 0*           | TRUE        |
| Zn,CdS\(_2\)        | P43m        | cubic               | -1.004                | 1.216        | TRUE        |
| Zn,CdS\(_2\)        | P4m2        | tetragonal          | -1.04                 | 1.369        | TRUE        |
| Zn,CdS\(_2\)        | P3m1        | trigonal            | -1.024                | 1.328        | TRUE        |
| Mn(CuS)\(_2\)       | F43m        | cubic               | -0.464                | 0.302*       | TRUE        |

Figure 11. Creating a phase diagram from ab initio thermodynamics with the subsystems of a) covellite and b) digenite by merging the information to show the stability window of covellite with respect to c) the chemical potential and d) the chemical activity of the precursors at the reaction temperature and the thermodynamic standard temperature.

The key quantity regarding the construction of a phase diagram is the study of a \((T,p)\) ensemble of the Gibbs free energy \(G\), by solving the equation shown in Figure 12. Calculations on the DFT level, which is the state of the art in computational material sciences, gives access to the electronic structure which lies in the time and length scale of the microscopic regime, whereas thermodynamic phenomena are being covered in the meso- and macroscopic regime and are linked via the multiscale modeling approach which is described in detail elsewhere.\(^{191}\)

In the equation in Figure 12, the leading term of the total Energy \(E_0\) is acquired by the electronic structure calculation for instance DFT, whereas the second term \(F_{\text{vib}}\) involves the contributions that occurs by vibration and includes the zero-
Figure 12. The Gibbs free energy as the key parameter in phase stability and phase diagram construction disentangled in the different contributions that can be calculated via ab initio DFT.

...point energy and vibrational entropy. The finite displacement method or the linear response formalism are used to provide this information from a phonon frequencies analysis, based on a DFT calculation. The third term $F_n$ accounts for the free electronic energy with the mixing contribution of the excited states into the ground state electronic structure and can therefore be calculated by TDDFT. Lastly, the configurational entropy $F_c$, the magnetic free energy $F_{mag}$ and the pV term play a significant role in calculating the Gibbs free energy under specific conditions (for alloys, magnetic systems and extreme conditions, respectively). Hence they can be neglected in the case of TMSs and are only shown in the equation for completeness.

Although DFT has become a standard tool for electronic structure calculations it has its limitations due to the fact that approximations are essential for in silico calculations. Considering thermochemistry, the fact that DFT is strictly only valid at $T = 0$ K and $p = 0$ atm has to be mentioned here. In spite of this, benchmark tests are available to classify the outcome of a DFT calculation, which is an advantage due to the fact that no computational gold standard for solids is available so far.\textsuperscript{[190]} Moreover, these drawbacks of DFT can be compensated by the benefit of the systematical improvement of the accuracy of DFT calculations (Jacob’s ladder) and the fact that already reasonable results can be obtained for the formation enthalpies of TMSs, as described by Stevanovic et al. with an MAE of 0.05 eV/atom.\textsuperscript{[193,194]} Hence the quantifier of the equation shown in Figure 12, namely the formation enthalpy – which in a first approximation is the DFT total energy – can be captured accurately within the DFT framework.

Last, the interpretation of other data obtained from TMS nanoparticles or from the IL precursors might be challenging due to the lack of comparable data. Especially XRD is a powerful technique to investigate the crystal structure and properties of nanoparticles, which in most cases cannot be classified to a single crystal structure. Modeling the crystal structure with electronic structure theory and the XRD patterns with the theoretical basis of solid-state physics (Bragg, Laue, and Fourier’s theorems) are routinely described in literature.\textsuperscript{[195]} For instance, within this framework it is possible to simulate the diffractogram of a precursor used in the TMS nanoparticle synthesis as it has been done in the case of $[C_{12}Py]_2[CuCl_4]$ as shown in Figure 13.\textsuperscript{[118]}

5. Future Perspectives and Challenges

As stated in the sections 2 and 3 above, there is a large number of studies on metal sulfide nanoparticle synthesis and there is also a fairly good understanding of the properties of these materials. However, there is, like in many other materials synthesis fields, still a lack of control of individual bond formation in the sense that we know it from synthetic organic or macromolecular chemistry. While in these cases, there is a true molecular understanding of activation, reaction mechanisms, and product formation, including the respective thermodynamic and kinetic controls, the very same understanding is much more difficult for nanomaterials formation. Among others, this is due to the fact that in molecular chemistry there are many different types of bonds with specific properties, accessibilities, relative geometries, electronic details, etc. that make them different from most, if not all, other bonds in a given molecule.

In contrast, (nano)particle formation is largely controlled by stochastic events, in particular when considering the fact that a certain minimum of atoms or ions must meet to form a nucleus.\textsuperscript{[196–198]} Moreover, the formation of a nanoparticle or nanocrystal involves the formation of a large number of essentially identical or at least very similar chemical bonds. While still electronic, charge, and steric requirements must be met to form a nanoparticle, the specific differentiation of an individual bond vs. all other bonds surrounding this particular...

Figure 13. Example of modeling the XRD patterns by known compositions and a close enough test structure for an IL precursor used for the TMS synthesis.\textsuperscript{[118]}
bond is rather difficult to non-existent. In summary, this implies that we are still far from rationally designing inorganics a priori at the same level we are now able to do this for organic molecules. As a result, additional pathways and strategies towards new or improved nanoparticles are still important. It is therefore worthwhile considering, which advantages can be brought into a nanomaterials synthesis and design approach via ILs, ILPs, and related systems.

Clearly, ILs have advantages (or shall we say, different properties that may be useful) compared to conventional liquid phase synthesis. For example, ILs dissolve a number of compounds that cannot be dissolved otherwise or at least not under mild conditions. The most famous example likely is cellulose, but other organic and inorganic compounds have successfully been dissolved in ILs as well. A successful dissolution process of an otherwise insoluble compound clearly provides access to materials that cannot easily be made otherwise. For example, the synthesis of cellulose/inorganic composites is greatly enhanced by the fact that there are ILs that dissolve both the cellulose and the inorganic precursors. The resulting materials show high levels of complexity and often an ordered hybrid nanoarchitecture. Similar observations can, for example, also be made for silk fibroin/inorganic composites.

Moreover, ILs can provide very specific reaction environments, because they can provide strongly segregated domains with different characteristics of the individual domains. This includes ionic liquid crystal phases with highly polar ionic domains that are perfectly suited for (nano)crystal formation even at elevated temperatures. For example, various ILs and ionic liquid crystals (ILCs) have been used to imprint morphologies onto inorganic crystalline materials that would otherwise have a different morphology. The unifying aspect of these studies and many other results is that often sheetlike or platelike particles form when using ILs as the reaction medium even at elevated temperatures in the isotropic phase (which typically is referred to as non-ordered).

Indeed, a recent study suggests that ILs and ILCs have some remaining order in the form of short-range ordered smectic clusters even above the clearing point. This is interesting and potentially useful because such an observation implies that an ILC may template 2D structures although they are not in a clear smectic arrangement. Clearly, more data are needed on this subject but ILCs will likely become very useful tools for morphology control in particle formation reactions. In particular, ILs and ILCs appear to exhibit quite stable mesostructural features that extend to higher temperatures than in lyotropic mesophases. As a result, ILs and ILCs extend the usable temperature ranges for templating nanocrystal formation – this in turn should provide access to materials that are not accessible via templating using lyotropic mesophases.

Further on, ILs are highly ionic species and the constituent ions strongly interact with other ions and surfaces. As a result, a direct effect on the surfaces of the produced nanomaterials is likely. Indeed, we have recently demonstrated that the formation of CuS and CuCo,S from ILs produces a surprisingly high electrochemical surface area compared to the same compounds made via other synthetic approaches. This indicates that ILs are not only efficient templates in an interesting temperature range but also that their specific ionic nature may be a tool to engineer surface details that may have an impact on catalytic reactions such as the oxygen (OER) or the hydrogen evolution reaction (HER). Again, the available datasets are far from complete and more work will be needed to (1) understand and (2) control such IL-surface interactions and their role in surface design.

A further point of interest is the concept of ionic liquid precursors (ILPs). ILPs can be designed to include a number of elements into one compound that can then be used to synthesize nanomaterials. This is particularly interesting when considering the synthesis of compounds with more complex compositions: suitable ILPs can be made to contain all metal ions needed for product formation and thus possibly also provide access to non-stoichiometric compounds that are not easily accessible otherwise. While this concept is just being established, we have recently demonstrated that a wide variety of ILPs with different metal/metal ratios and various metal/metal combinations are accessible. Clearly, following the concept recently demonstrated, these and other ILPs are attractive for the formation of (metal sulfide) nanoparticles with a highly flexible and potentially quite unusual composition.

Similar observations can also be made for the sulfur sources, not only for metal containing ILs. While there are sulfur sources available, ILs may also provide access to single source precursors with both the metal and sulfur being part of the IL. Examples that come to mind as sulfur containing IL precursors with both the metal and sulfur being part of the IL. While this is not a new concept and has been far, the advantages of microwave reactions in ILs should not be underestimated. While this is not a new concept and has been discussed throughout the text, microwave synthesis in ILs will continue to provide fast, efficient, and versatile approaches towards new inorganic nanomaterials.

6. Challenges for Industry

One of the obvious challenges in materials development is the laboratory-to-market bottleneck. Clearly, a large number of the articles cited and discussed so far claim an application potential, yet the respective particles or materials will not be developed all the way to a product. This observation is certainly not unique to the materials described here but as some of the authors of the current article are employees of the Fraunhofer Society (https://www.fraunhofer.de/), Germany’s largest society for technology development and transfer, a few thoughts may be in order. So, let us ask the question “why are most of the nanoparticles published in the literature not making it into a product?”

To answer this question, several aspects, which are partly not even technology related, have to be considered. One
examples is the phase between research/invention and successful innovation, the so called "valley of death". While the valley of death is often attributed to a funding gap for the process of translating inventions into commercial products, there are also claims that the valley of death is more likely to be relevant for publicly funded research.\cite{218-220}

Emerging concepts like open innovation in science (OIS) may help to overcome this discrepancy for publicly funded research.\cite{221} Briefly summarized, OIS aims at making research more relevant and impactful by "[...] purposively enabling, initiating, and managing inbound, outbound, and coupled knowledge flows and (inter/transdisciplinary [...] collaboration across organizational and disciplinary boundaries and along all stages of the scientific research process, from the formulation of research questions and the obtaining of funding or development of methods (i.e. conceptualization) to data collection, data processing, and data analyses (exploration and/or testing) and the dissemination of results through writing, translation into innovation, or other forms of codifying scientific insight (i.e. documentation)".\cite{222}

Besides these non-technical aspects, there clearly are also technology-related challenges that need to be overcome. The difficulty of technology transfer in nanoparticle synthesis and design is illustrated, e.g., by the fact that even after Park et al. published an astonishingly universal synthetic method for various ultra-fine metal and metal oxide nanoparticles (iron, iron oxide, cobalt oxide, manganese oxide) over a 40 g scale in 2004 and Hanwha Chemical (now Hanwha Solutions), one of the biggest chemical companies in South Korea signed a memorandum of understanding (MOU) in 2008 on the technology transfer, there is no sign of mass production of such nanoparticles in the market yet.\cite{222} Size control and reproducibility of nanoparticles are the main issue of the production of them in a larger scale product.\cite{222} As the batch process is the commonly used synthetic method for nanoparticles, it is challenging to keep synthetic parameters, such as pressure, temperature, reagent concentration, reaction time, heating rates, stirring speed, identical between each batch.

Additionally, a recent study by Jean et al. highlights some specific aspects of the commercialization of nanoparticles as exemplified by lead sulfide and perovskite nanoparticles.\cite{224} According to the authors, who used a Monte Carlo modeling study for evaluation, the overall cost of present-day quantum dots (QDs) production far exceeds economically viable ranges for photovoltaic devices. The authors calculated median costs of 11 to 59 $ per g for PbS QDs and 73 $ per g for CsPbI\(_2\) QDs. Considering the performance, this results in 0.15 to 0.84 $ per W for PbS (20% efficient photovoltaic cell) and to 0.74 $ per W in the case of CsPbI\(_2\). Moreover, the preparation of the QD inks necessary for device preparation adds 6.3 $ per g of QDs, which amounts to an additional 0.09 $ per W. In total, the authors state that QDs cause up to 55% of the price of the entire module. As a result, even roll-to-roll-processed modules remain much more expensive than conventional silicon modules. Overall, this study clearly shows that not the performance or the development of new materials is the limiting step in the production of competitive QD modules for photovoltaics but the cost. Although this study does not specifically address other fields it is clear that the same argument can be made for other areas as well. Figure 14 shows a summary of direct contributions to the cost of QDs as described in this study.

The challenges regarding batch processes and production costs are surprising considering that there are technical solutions available that can overcome these issues. For example, flow reactors eliminate many of the drawbacks of batch processing. Flow processes are easily scalable and reduce production costs significantly.\cite{225–227} More recently, flow reactors have even been combined with machine-learning tools to create an autonomous quantum dot synthesis bot, which can optimize these complex nanoparticle reactions very efficiently.\cite{228} Nevertheless, unless these technological developments themselves are able to cross the valley of death to evolve into commercial production, the success will be limited. The same has been pointed out by Faria et al.\cite{229} who pointed out that a recent study by Jean et al.\cite{221} and Wang et al.\cite{222} has not considered process engineering issues like purity, scale up, operation, and safety.

Figure 14. Monte Carlo cost modeling of colloidal QD synthesis. Each modeled process sequence consists of 3 distinct process steps: synthesis, crashout, and cleaning/preparation. Synthesis refers to the primary synthetic step (hot injection, heating up a precursor solution, or continuous flow synthesis). Crashout includes repeated precipitation and redispersal, characterization, and analysis of the QD product. Cleaning includes glassware cleaning and drying, followed by preparation for the next synthesis (degassing precursors and setting up equipment). Figure is from Jean et al., Energy Environ. Sci., 2018, 11, 2295–2305.\cite{221} under the Open Access Attribution 3.0 Unported (CC BY 3.0).
into a commercially available technology, it is unlikely that they will carry technologies like the nanoparticles over the valley of death to make it into a product at the market.

Combined with the aspects mentioned in the beginning, that
a) the research is maybe not relevant enough (e.g., it may not apply to a real world problem as specifically as viewed by the scientists) and needs significantly more development to be applicable,
b) there is likely a funding gap for this further development,
c) that funding gap might suppress entrepreneurial ambitions because of the high risk involved, and
d) complementary, but necessary technologies are still not commercially available and still need development in their own right before commercialization,

this leads to very low chances of commercialization of the respective nanoparticle systems. OIS may be one approach to overcome certain aspects by helping to define more real-world problem-oriented research questions e.g. in co-creation processes together with society or industry, thus not only making the research more relevant from the beginning but also reducing the funding gap that will likely arise at the transition between laboratory and market.

7. Conclusions

In conclusion, metal sulfides are a broad and complex class of materials with a high application potential. As a result, metal sulfides have been studied intensely and new approaches and examples are coming out every week. The current article is a first attempt to highlight the power of ionic liquids for the synthesis of metal sulfides. Clearly, there are promising approaches, for example in microwave reactions, but IL-based metal sulfide synthesis is currently not fully developed and holds promise for further metal sulfide production strategies. This is not to be seen as an antagonistic approach with respect to existing methods. Rather, ILs offer pathways that complement more established routes and IL-based synthesis of metal sulfides thus holds promise for further advancing the functional (nano)materials research and development in conjunction with other approaches.
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