A.E. MULTIPLE RECURRENCE FOR WEAKLY MIXING COMMUTING ACTIONS

I. ASSANI

ABSTRACT. Let \((X, \mathcal{A}, \mu)\) be a probability measure space and let \(T_i, 1 \leq i \leq H\), be commuting invertible measure preserving transformations on this measure space. We prove the pointwise convergence of the averages

\[
\frac{1}{N} \sum_{n=1}^{N} f_1(T_1^n x) f_2(T_2^n x) \cdots f_H(T_H^n x)
\]

for every function \(f_i \in L^\infty(\mu)\) when each transformation is weakly mixing. This result is a consequence of a more general result for commuting measure preserving homeomorphisms on compact metric spaces.

1. INTRODUCTION

Let \((X, \mathcal{A}, \mu)\) be a probability measure space. Let \(T_i, 1 \leq i \leq H\), be invertible measure preserving transformations on this measure space. For \(f_i \in L^\infty(\mu), 1 \leq i \leq H\), we look at the well known open problem of the pointwise convergence of the nonconventional ergodic averages

\[
\frac{1}{N} \sum_{n=1}^{N} \prod_{i=1}^{H} f_i(T_i^n x).
\]

The case \(H = 1\) corresponds to the classical ergodic averages for which the pointwise convergence is known by Birkhoff ergodic theorem. In [10], H. Furstenberg asked if for a measure preserving transformation \(T\) on \((X, \mathcal{A}, \mu)\), bounded functions \(f, g\) and \(m\) a positive
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integer \( m \neq 1 \) the averages \( \frac{1}{N} \sum_{n=1}^{N} f(T^n x)g(T^{mn} x) \) converge a.e. J. Bourgain [7] proved that this was indeed the case. The natural question then became; for any positive integer \( H \), and bounded functions \( f_1, f_2, \ldots, f_H \) do we have the pointwise convergence of the averages \( \frac{1}{N} \sum_{n=1}^{N} f_1(T^n x) \cdots f_H(T^{Hn} x) \)? Partial results were obtained in [9] for K-systems and in [1] for weakly mixing systems \( T \) for which the restriction to the Pinsker algebra had singular spectrum. The arguments in this last paper relied in part on J. Bourgain result [7]. We provided a simplification of Bourgain’s proof for a class of ergodic dynamical systems in [3] and gave some consequences of this simplification in [2]. Beyond these results little progress has been made in this direction.

For the norm convergence the situation is pretty much settled. In their initial work, J.P. Conze and E. Lesigne [8] proved the norm convergence of the averages \( \frac{1}{N} \sum_{n=1}^{N} f \circ T_1^n f_2 \circ T_2^n \) for commuting measure preserving transformations \( T_1 \) and \( T_2 \) on the same probability measure space. In [11], B. Host and B. Kra and independently T. Ziegler [13], proved the norm convergence of the averages \( \frac{1}{N} \sum_{n=1}^{N} f_1 \circ T_1^n f_2 \circ T_2^n \cdots f_H \circ T_H^n \). In [12], T. Tao extended their result by proving that for commuting measure preserving transformations \( T_i \), \( 1 \leq i \leq H \) on the same probability measure space the averages \( \frac{1}{N} \sum_{n=1}^{N} f_1 \circ T_1^n f_2 \circ T_2^n \cdots f_H \circ T_H^n \) converge in norm for every bounded function \( f_i \), \( 1 \leq i \leq H \). See also [5] for another proof. M. Walsh [15] extended Tao’s result to the case where the maps \( T_i \), \( 1 \leq i \leq H \) generate a nilpotent group. In view of the negative result provided by V. Bergelson and A. Leibman [6] for solvable groups this is the best possible case for convergence in norm.

Our goal is to present a new approach to the pointwise convergence of these non-conventional ergodic averages. This approach will enable us to prove the following results.
Theorem 1. Let \((X, A, \mu)\) be a probability measure space and let \(H\) be a positive integer. Let \(T_i, 1 \leq i \leq H\) be \(H\) commuting weakly mixing transformations on \((X, A, \mu)\). For every bounded functions \(f_i, 1 \leq i \leq H\) the averages \(\frac{1}{N} \sum_{n=1}^{N} \prod_{i=1}^{H} f_i(T_i^n x)\) converge a.e. to \(\prod_{i=1}^{H} \int f_i d\mu\).

Theorem 1 is a consequence of the following theorem.

Theorem 2. Let \(X\) be a compact metrizable space and let \(A\) its Borelian \(\sigma\)-algebra. Let \(T_i, 1 \leq i \leq H\) be commuting homeomorphims on \(X\) each preserving the same Borel measure \(\mu\). We denote by \(\phi : X^H \to X^H\) the homeomorphism given by the equation \(\phi(z) = (T_1 z_1, T_2 z_2, ..., T_H z_H)\). We denote by \(\mu_\Delta\) the diagonal measure on \((X^H, A^H)\) and by \(\nu\) the probability measure defined on \((X^H, A^H)\) by

\[
\nu(A) = \frac{1}{3} \sum_{n=-\infty}^{\infty} \frac{1}{2|n|} \mu_\Delta(\phi^{-n}(A)).
\]

Assume that

\[
(1) \quad \nu\{z \in X^H : \{\phi^n z ; n \in \mathbb{Z}\} \text{ is dense in } X^H\} = 1.
\]

Then for every function \(f_i \in L^\infty(\mu), 1 \leq i \leq H\), the averages

\[
\frac{1}{N} \sum_{n=1}^{N} f_1(T_1^n x)f_2(T_2^n x)\cdots f_H(T_H^n x)
\]

converge \(\mu\) a.e.

We first give a proof of Theorem 2. Then we will show how to derive from it Theorem 1.
2. Proof of Theorem 2 for H=2

2.1. Preliminaries- Notations. We assume that $X$ is a compact metric space, $\mathcal{A}$ is the set of Borelian subsets of $X$ and $T_1$ and $T_2$ are commuting homeomorphisms on $X$ preserving the same measure $\mu$ on $\mathcal{A}^2$.

We consider now the diagonal measure $\mu_\Delta$ as the unique measure defined on $(X \times X, \mathcal{A}^2)$ by the equation

$$\mu_\Delta(A) = \int 1_A(x, y) d\mu_\Delta = \int 1_A(x, x) d\mu$$

for any measurable subset $A$ of $X \times X$. In particular we have for each measurable function $f$ and $g$,

$$\int f(x)g(x) d\mu = \int f(x)g(y) d\mu_\Delta.$$  \hspace{1cm} (2)

We denote by $\mathcal{L}$ the algebra of finite linear combinations of product functions $f_i \otimes g_i$ defined on $X \times X$ where $f_i$ and $g_i$ are bounded and measurable on $X$. The norm convergence result for two commuting measure preserving transformations gives us an operator $R$ defined on $\mathcal{L}$ such that for all function $F \in \mathcal{L}$ and for all measurable subset $W \in \mathcal{A}^2$

$$\lim_{L} \int 1_W(x, x) \frac{1}{L} \sum_{l=0}^{L-1} F(T_1^n x, T_2^n y) d\mu = \lim_{L} \int 1_W(x, y) \frac{1}{L} \sum_{l=0}^{L-1} F(T_1^n x, T_2^n y) d\mu_\Delta$$

$$= \int 1_W(x, y) R(F)(x, y) d\mu_\Delta$$ \hspace{1cm} (3)

More can be said about the limit function $R$.

**Lemma 1.** For any two invertible commuting measure preserving transformations, $T_1$ and $T_2$ on the probability measure space $(X, \mathcal{A}, \mu)$ and any two $L^\infty(\mu)$ functions, $f_1$ and $f_2$, let us denote by $R(f_1 \otimes f_2)$ the norm limit of the averages

$$\frac{1}{N} \sum_{n=0}^{N-1} f_1 \circ T_1^n f_2 \circ T_2^n.$$
If $\mathcal{I}$ is the $\sigma$-algebra of the invariant sets for the measure transformation $T_1 \circ T_2^{-1}$ we have

$$\lim_N \int \left( \frac{1}{N} \sum_{n=0}^{N-1} f_1(T_1^n x) f_2(T_2^n x) \right) d\mu(x) = \int \mathbb{E}[f_1|\mathcal{I}] \mathbb{E}[f_2|\mathcal{I}] d\mu.$$  

So there exists a measure $\omega$ on $(X \times X, \mathcal{A}^2)$ defined by

$$(4) \quad \omega(f_1 \otimes f_2) = \int \mathbb{E}[f_1|\mathcal{I}] \mathbb{E}[f_2|\mathcal{I}] d\mu = \int R(f_1 \otimes f_2)(x, y) d\mu_{\Delta}.$$  

In particular if $T_1 \circ T_2^{-1}$ or $T_2 \circ T_1^{-1}$ is ergodic then $\omega = \mu \otimes \mu$.

**Proof.** This follows from the commuting property of the transformations $T_1$ and $T_2$ and the mean ergodic theorem as the limit is equal to

$$\lim_N \int f_1(x) \frac{1}{N} \sum_{n=0}^{N-1} f_2(T_2 \circ T_1^{-1})^n(x) d\mu = \int f_1 \mathbb{E}(f_2|\mathcal{I}) d\mu.$$  

where $\mathcal{I}$ is the $\sigma$-algebra of invariant subsets of $\mathcal{A}$ for the transformation $T_2 \circ T_1^{-1}$. The equation

$$\omega(f_1 \otimes f_2) = \int \mathbb{E}[f_1|\mathcal{I}] \mathbb{E}[f_2|\mathcal{I}] d\mu$$  

easily defines a measure on $(X \times X, \mathcal{A}^2)$. The remaining part of the lemma follows directly from the equation $(4)$. Finally if $T_1 \circ T_2^{-1}$ is ergodic then the conditional expectations $\mathbb{E}[f_1|\mathcal{I}]$ and $\mathbb{E}[f_2|\mathcal{I}]$ are respectively the integral of $f_1$ and $f_2$ with respect to the measure $\mu$. The equality $\omega = \mu \otimes \mu$ follows easily from this last remark.  

In the setting we defined above lemma 1 applies to continuous function $F$ defined on $X^2$. We have the following inequalities

$$(5) \quad \int F(x, y) d\omega = \lim_L \int \frac{1}{L} \sum_{l=0}^{L-1} F(T_1^l x, T_2^l x) d\mu.$$
Furthermore for any open subset $O$ of $X^2$ we have

$$
\int 1_O(x,y)\,d\omega \leq \liminf L \sum_{l=0}^{L-1} 1_O(T_1^lx, T_2^l)\,d\mu.
$$

The last equation follows from the fact that the characteristic function of an open set is an increasing limit of continuous functions. From now on we fix $\varepsilon$ a positive real number and $f_1$ and $f_2$ two continuous real valued functions on $X$. We denote by $F$ the function defined on $X^2$ as $f_1 \otimes f_2$ and by $M_L(F)(z)$ the averages $\frac{1}{L} \sum_{n=0}^{L-1} F(T_1^n x, T_2^n y) = \frac{1}{L} \sum_{n=0}^{L-1} F(\phi^n(z))$ where $z = (x,y)$ and $\phi^n(z) = (T_1^n x, T_2^n y)$. Our main goal is to transfer the problem of the pointwise convergence of the averages $\frac{1}{L} \sum_{n=0}^{L-1} f_1(T_1^n x)f_2(T_2^n x)$ with respect to $\mu$ to the one on $X^2$ for the averages $M_L(F)(z)$ with respect to a probability measure on $(X^2, \mathcal{A}^2)$ for which $\phi$ is nonsingular. To this end we start with the diagonal measure $\mu_\Delta$ and introduce the measure $\nu : \mathcal{A}^2 \to [0,1]$ where $\nu(A) = \frac{1}{3} \sum_{n=-\infty}^{\infty} \frac{1}{2|n|} \mu_\Delta(\phi^{-n}(A))$. It is simple to check that if $\nu(A) = 0$ then $\nu(\phi^{-1}(A)) = 0$ property which makes $\phi$ nonsingular with respect to $\nu$.

Therefore we put ourselves in the setting of the nonsingular transformation $\phi$ and the measure space $(X^2, \mathcal{A}^2, \nu)$. We note that a null set for $\nu$ is also a null set for $\mu_\Delta$ and so establishing the pointwise convergence with respect to $\nu$ will automatically imply the same result with respect to $\mu_\Delta$.

The second main new idea in our approach is the quantity $\inf_{k \in \mathbb{Z}} M^*(F)(\phi^k z)$.

**Definition 1.** Given $F$ a continuous function on $X^2$ and $M^*(F)(z) = \sup_N \frac{1}{N} \sum_{n=1}^{N} F(\phi^n z)$ we denote by $V(F) : X^2 \to \mathbb{R}$ the quantity defined pointwise by the equation $V(F)(z) = \inf_{k \in \mathbb{Z}} M^*(F)(\phi^k z)$. 
Lemma 2. Let \((Y, \mathcal{G}, \rho, S)\) be a measure preserving system and \(F\) a \(L^1(\rho)\) function. If \(\mathcal{J}\) denotes the \(\sigma\) algebra of the invariant subsets of \(\mathcal{G}\) then for a.e. \(\rho\) we have \(V(F)(y) = \inf_{k \in \mathbb{Z}} M^*F(\phi^k y) = \mathbb{E}(F|\mathcal{J})(y)\) where \(\mathbb{E}(F|\mathcal{J})(y)\) denotes the conditional expectation of \(F\) with respect to \(\mathcal{J}\) and \(M^*F(y) = \sup_N \frac{1}{N} \sum_{n=1}^N F(S^ny)\).

Proof. Without loss of generality we can assume that the map \(S\) is ergodic (by taking an ergodic decomposition of \(\rho\)). We have the inequality

\[
V(F)(y) \geq \limsup_N \frac{1}{N} \sum_{n=1}^N F(S^ny) = \int Fd\rho
\]

by the pointwise ergodic theorem.

The invariance of \(V(F)\) added to the ergodicity of \(S\) with respect to \(\rho\) gives us a constant \(\alpha\) such that \(\alpha = V(F)(y)\) for \(\rho\) a.e. We just need to show that \(\alpha \leq \int Fd\rho\). To this end we use the maximal inequality which says that

\[
\lambda \rho\{y : M^*F(y) > \lambda\} \leq \int_{\{y: M^*F(y) > \lambda\}} Fd\rho
\]

for each \(\lambda \in \mathbb{R}\). This inequality follows from the inequality \(\int_{\{M^*F(y) > \lambda\}} Fd\rho \geq 0\) and applying it to \(F - \lambda\). By taking \(\lambda = \alpha\) we obtain the inequality \(\alpha \leq \int Fd\rho\). Combining this with (7) we get the equality \(V(F)(y) = \int Fd\rho\). \(\square\)

2.2. End of the proof of Theorem 2 for \(H=2\). We consider \(F = f_1 \otimes f_2\) where \(f_i\) for \(1 \leq i \leq 2\) is a continuous function on \(X\). The measure \(\omega\) in Lemma 1 is invariant with respect to \(T_1 \times T_2\), which implies that we have

\[
V(F)(y) = \mathbb{E}[F|\mathcal{W}(y)]
\]
for \( \omega \) a.e. \( y \in X^2 \), where \( \mathcal{W} \) denotes the \( \sigma \)-algebra of functions invariant with respect to \( \phi \).

We fix \( \varepsilon > 0 \). We denote by \( A_N \) the set \( \{ z : M^*(F)(z) \leq \sup_{1 \leq n \leq N} M_n(F)(z) + \varepsilon \} \). Since the function \( M^*(F) \) is lower semicontinuous each set \( A_N \) is closed. Furthermore we have \( \bigcup_{N=1}^\infty A_N = X^2 \). By Baire’s theorem one of these sets \( A_N \) contains a non empty open ball \( B(\gamma, \delta) \). We have the inequality

\[
1_{B(\gamma, \delta)} M^*(F) \leq 1_{B(\gamma, \delta)} \left( \sup_{1 \leq n \leq N} M_n(F) + \varepsilon \right)
\]

(10)

Applying \( \phi \) to both sides we get

\[
1_{B(\gamma, \delta)} \circ \phi M^*(F) \circ \phi \leq 1_{B(\gamma, \delta)} \circ \phi \left( \sup_{1 \leq n \leq N} M_n(F) \circ \phi + \varepsilon \right).
\]

(11)

By combining both inequalities if we denote by \( M^*_N(F) \) the quantity \( \sup_{1 \leq n \leq N} M_n(F) \) we conclude that

\[
1_{B(\gamma, \delta) \cup \phi^{-1}(B(\gamma, \delta))} \min(M^*(F), M^*(F) \circ \phi) \leq 1_{B(\gamma, \delta) \cup \phi^{-1}(B(\gamma, \delta))} \left( \min(M^*_N(F), M^*_N(F) \circ \phi) + \varepsilon \right).
\]

By induction on \( k \in \mathbb{Z} \) we derive the inequality

\[
1_{\bigcup_{k \in \mathbb{Z}} \phi^k (B(\gamma, \delta))} V(F) \leq 1_{\bigcup_{k \in \mathbb{Z}} \phi^k (B(\gamma, \delta))} \left( \inf_{k \in \mathbb{Z}} M^*_N(F) \circ \phi^k + \varepsilon \right).
\]

(12)

If \( (O_n)_n \) is a countable basis for the topology on \( X^2 \), the set of points \( z \in X^2 \) having a dense orbit is equal to \( D(\phi) = \bigcap_n \bigcup_{m=-\infty}^\infty \phi^m(O_n) \). Note that \( \nu(D(\phi)) = 1 \). Noticing that each of the points \( z \) having a dense orbit must be contained in \( \mathcal{O} = \bigcup_{k \in \mathbb{Z}} \phi^k (B(\gamma, \delta)) \) we conclude that \( \nu(\mathcal{O}) = 1 \). Going back to (12) and picking a point \( z \in D(\phi) \) we have \( V(F)(z) \leq \inf_{k \in \mathbb{Z}} M^*_N(F)(\phi^k z) + \varepsilon \). If we take any point \( y \in X^2 \) the continuity of the function \( M^*_N(F) \) implies that \( V(F)(z) \leq M^*_N(F)(y) + \varepsilon \), for every \( y \in X^2 \). The point \( y \)
being arbitrary we also have $V(F)(z) \leq M^s_k(F)(\phi^k y) + \epsilon$ for each $k \in \mathbb{Z}$. As a consequence for every $z \in D(\phi)$ and every $y \in X^2$ we get the inequality

$$V(F)(z) \leq V(F)(y) + \epsilon$$

To get rid of $\epsilon$ we just need to let $\epsilon$ ranges through a countable sequence $\epsilon_r$ converging to zero. Each $\epsilon_r$ corresponds to an open set $O_r$ with $\nu$ measure 1 which contains $D(\phi)$. By taking $z$ in $D(\phi)$ and letting $\epsilon_r$ go to 0 we derive the inequality

$$V(F)(z) \leq V(F)(y)$$

for all $y \in X^2$ and $z \in D(\phi)$. Using (9) we get for every $z \in D(\phi)$ and for $\omega$ a.e $y \in X^2$, (the null set here is independent of $z$), $V(F)(z) \leq E[F|W](y)$. Noticing that the invariance of $\limsup M_n(F)$ with respect to $\phi$ implies the inequality

$$\limsup_n M_n(F)(z) \leq V(F)(z) \leq E[F|W](y).$$

So we can integrate with respect to $\nu$ and $\omega$. This gives us the inequality

$$\int \limsup_n M_n(F)(z)d\nu(z) \leq \int F(y)d\omega.$$

Finally observing that the diagonal measure $\mu_\Delta$ and $\nu$ take the same value on invariant sets we obtain

$$\int \limsup_n M_n(F)(x)d\mu \leq \int F(y)d\omega.$$

It remains to prove the reverse inequality. It is derived from the norm convergence of the averages $M_N(F)$ with respect to $\mu$ to $R(F)$ We can find a subsequence $M_{N_k}(F)$ converging
μ a.e. to \( R(F) \). We conclude that \( \int Fd\omega \leq \int \limsup_n M_n(F)(x)d\mu \). So we have shown that

\[
\int \limsup_n M_n(F)(x)d\mu = \int Fd\omega.
\]

To get the pointwise convergence of the averages it is enough to apply (16) to the function \(-F\). We get \( -\int \liminf_n M_n(F)(x)d\mu = -\int Fd\omega \) and this combined with (18) proves that \( \int \limsup_n M_n(F)(x)d\mu = \int \liminf_n M_n(F)(x)d\mu \). This concludes the proof of Theorem 2 for \( H = 2 \).

2.3. **Proof of Theorem 2 for** \( H \geq 2 \). The reader can observe that the arguments developed for the case \( H = 2 \) apply equally well to the general case.

We only sketch them. We start with the new Lemma 1 that we state in the general context of invertible measure preserving transformations as we did for the case \( H = 2 \).

**Lemma 3.** Let \( T_i, 1 \leq i \leq H \) be commuting invertible measure preserving transformations on the probability measure space \((X, \mathcal{A}, \mu)\). Let \( f_i, 1 \leq i \leq H \) be functions in \( L^\infty(\mu) \). We denote by \( R(f_1, f_2, \cdots, f_H) \) the limit in norm of the averages \( \frac{1}{N} \sum_{n=1}^{N} f_1 \circ T_1^n f_2 \circ T_2^n \cdots f_H \circ T_H^n \). Then there exists a measure \( \omega \) defined on \((X^H, \mathcal{A}^H)\) and invariant under \( T_1 \times T_2 \cdots \times T_H \) such that \( \int R(f_1, f_2, \cdots, f_H)d\mu = \int f_1 \otimes f_2 \cdots \otimes f_H d\omega \). Furthermore if each \( T_i \) is weakly mixing then the limit in norm, \( R(f_1, f_2, \cdots, f_H) \) is equal to \( \prod_{i=1}^{H} \int f_i d\mu \).

Now we assume that the transformations \( T_i \) are commuting homeomorphisms defined on the compact metric space \( X \). We assume that preserve the same probability measure on \((X, \mathcal{A})\) where denotes the \( \sigma \)-field of Borelian subsets of \( X \).

**Step 1**

We define the homeomorphism \( \phi : X^H \to X^H \) which sends \( z = (z_1, z_2, \cdots, z_H) \) to \( \phi(z) = \)
We also define the measure \( \nu : A \in \mathcal{A}^H \rightarrow [0,1] \) such that
\[
\nu(A) = \frac{1}{3} \sum_{n=-\infty}^{\infty} \frac{1}{2^n} \mu_\Delta(\phi^n(A))
\]

**Step 2**

We take \( H \) continuous functions \( f_i \) on \( X \) and denote by \( F \) the function on \( X^H \) equal to \( f_1 \otimes f_2 \otimes \cdots \otimes f_H \). By the same argument as the one given at the end of the case \( H = 2 \), for \( \varepsilon > 0 \), by Baire’s theorem, we can find an open set \( O \) invariant under \( \phi \) which contains the set \( D(\phi) \) of points \( z \in X^H \) having dense orbit in \( X^H \).

**Step 3**

This last property leads to the inequality
\[
V(z) \leq V(y)
\]
for each \( z \in D(\phi) \) and every \( y \in X^H \), where \( V(z) = \inf_{k \in \mathbb{Z}} M^*(F)(\phi^k z) \).

**Step 4**

Integrating both sides with respect to \( \mu_\Delta \) we get
\[
\int \lim \sup_n M_n(F) d\mu = \int \lim \sup_n M_n(F) d\nu \leq \int F d\omega.
\]

**Step 5**

Finally by changing \( F \) to \(-F\) in the last equation we obtain the equation
\[
\int \lim \inf_n M_n(F) d\mu = \int F d\omega = \int \lim \sup_n M_n(F) d\mu \text{ and so } M_n(F)(x) \text{ converges } \mu \text{ a.e.}
\]

### 3. Proof of Theorem 💫

In this section we want to show how to derive Theorem 💫 from Theorem 2. We just do it in the case \( H = 2 \), the general case being similar. We start then with two weakly mixing commuting invertible transformations \( T_1, T_2 \) on the probability measure space \((X, \mathcal{A}, \mu)\). Both preserve the measure \( \mu \). To avoid a trivial case we assume that \( T_1 \neq T_2 \). We can observe that the action of the group generated by \( T_1 \) and \( T_2 \) is ergodic as one member of
this group is ergodic. Therefore we can use B. Weiss’ generalization of Jewett and Krieger isomorphism theorem for $\mathbb{Z}^2$-actions. Under this isomorphism we get the following properties.

1. First the new maps that we denote again by $T_1$ and $T_2$ are commuting homeomorphisms on a compact metrizable space. These homeomorphisms are weakly mixing preserving a new measure that we also denote by $\mu$.

2. Secondly this new measure $\mu$ is such that for any not empty open set $V \subset X$ we have $\mu(V) > 0$.

3. Thirdly the measure $\omega$ given by Lemma 1 is the product measure $\mu \otimes \mu$.

In order to apply Theorem 2 we need to show that the assumption (1) is satisfied. Because the set of points $D(\phi)$ in $X^2$ having a dense orbit is invariant, its $\nu$ measure is the same as its $\mu_\Delta$ measure. We recall that if $O_n$ is a countable basis of open sets for the topology of $X^2$ the set $D(\phi)$ is equal to $\cap_m \cup_{n=-\infty}^{\infty} \phi^n(O_m)$. It is enough to show that each open set $P_m = \cup_{n=-\infty}^{\infty} \phi^n(O_m)$ has $\mu_\Delta$ measure equal to one. By the mean ergodic theorem (which is much simpler to prove in the weakly mixing case) [12], we can extract after a diagonal process a subsequence of integers $N_k$ such that for any continuous functions $F$ on $X^2$ we have $\lim_k \frac{1}{N_k} \sum_{n=1}^{N_k} F(T_1^n x, T_2^n x) = \int F d\mu \otimes \mu$. off a single null set for $\mu$. As the characteristic function of an open set is an increasing limit of continuous functions we derive that $1_{P_m}(x, x) = \limsup_k \frac{1}{N_k} 1_{P_m}(T_1^n x, T_2^n x) \geq \mu \otimes \mu(P_m) > 0$ because in this setting the measure of a non empty open set is positive. The map $T_1 \times T_2$ being ergodic with respect to $\mu \otimes \mu$ we have $\mu \otimes \mu(P_m) = 1$. We conclude that $\mu_\Delta(P_m) = 1$ and this implies that $\mu_\Delta(\cap_m P_m) = 1$. 
Remarks

The proof of Theorem 1 can be used to show that in the general setting of commuting measure preserving homeomorphisms, we have the pointwise convergence of the averages $M_n(F)$ on the $D(\phi)$ part of the space $X^H$. This is done more explicitly in [1].
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