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ABSTRACT

In this paper we derive an exact full expression for the 2D probability distribution of the ellipticity of an object measured from data, only assuming Gaussian noise in pixel values. This is a generalization of the probability distribution for the ratio of single random variables, that is well known, to the multivariate case. This expression is derived within the context of the measurement of weak gravitational lensing from noisy galaxy images. We find that the third flattening, or $\epsilon$-ellipticity, has a biased maximum likelihood but an unbiased mean; and that the third eccentricity, or normalized polarization $\chi$, has both a biased maximum likelihood and a biased mean. The very fact that the bias in the ellipticity is itself a function of the ellipticity requires an accurate knowledge of the intrinsic ellipticity distribution of the galaxies in order to properly calibrate shear measurements. We use this expression to explore strategies for calibration of biases caused by measurement processes in weak gravitational lensing. We find that upcoming weak-lensing surveys like KiDS or DES require calibration fields of the order of several square degrees and 1.2 mag deeper than the wide survey in order to correct for the noise bias. Future surveys like Euclid will require calibration fields of order 40 square degree and several magnitude deeper than the wide survey. We also investigate the use of the Stokes parameters to estimate the shear as an alternative to the ellipticity. We find that they can provide unbiased shear estimates at the cost of a very large variance in the measurement. The Python code used to compute the distributions presented in the paper and to perform the numerical calculations are available on request.
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1 INTRODUCTION

Weak gravitational lensing has become a powerful and standard tool to probe the formation of structures in the Universe (e.g. Schrabback et al. 2010; Kilbinger et al. 2013) and properties of the gravitational field of massive structures such as galaxies or galaxy clusters (e.g. Hoekstra et al. 2013). Moreover, because the correlation of the weak-lensing signal depends on both the geometry of the Universe and the growth of structure, it has the power to test the acceleration of the expansion history of the Universe, thereby shedding light on the nature of dark energy (e.g. Bartelmann & Schneider 2001).

The weak-lensing effect generates spin-2 distortions (that have a 180° symmetry), referred to as ‘shear’, on the observable shape of distant galaxies induced by some intervening gravitational tidal field. Because galaxies are not intrinsically spherical in nature, but in general are elliptical, the gravitationally induced spin-2 distortion cannot be disentangled from the intrinsic ellipticity of a galaxy on an object-by-object basis. Hence statistics over spin-2 distortion measurements from a large number of galaxies have to be taken in order to isolate the averaged distortion induced by the gravitational tidal field, or the higher order moments of the gravitational tidal field. Weak lensing therefore requires a large number of galaxies to constrain properties of dark matter and dark energy, in order to overcome the shape noise introduced in any statistic used, caused by the intrinsically elliptical nature of galaxies.

Traditionally, the spin-2 distortion in the light distribution of distant galaxies is measured in terms of a galaxy ‘ellipticity’. This is a very good estimator of the shear field, and in the limit that a galaxy is measured at infinite signal-to-noise ratio it can be proved that the average ellipticity of many galaxies in a given area of the sky is an unbiased estimator for the shear in that particular region – assuming that the shear is coherent across such a region. There are many advantages in using the ellipticity as a proxy for the shear. First it is an ‘intuitive’ quantity, that has a simple geometric interpretation on an image, and it is relatively straightforward to measure from the data. Secondly it is fully specified by only two numbers, an amplitude and a phase, which are also bounded between 0 and 1,
and 0 and 2π, respectively. Both of these properties are desirable mathematically and from a perspective of efficient computation.

The ellipticity is always defined as a ratio of two quantities (the polarization and a measurement of the galaxy size, or the semimajor and semiminor axis of the galaxy to mention just two possibilities) and therefore requires some non-linear combination of the image pixels. This leads to some subtleties with the use of ellipticity in any realistic case, where noise is present in the image. In particular it has been shown by Melchior & Viola (2012) that the very fact that the ellipticity is defined as a ratio of two correlated noisy quantities undermines the possibility of measuring the ellipticity of a galaxy in an unbiased way. Similar results were derived independently by Refregier et al. (2012) and Miller et al. (2013). However ‘noise bias’ has been known for more than a decade in weak-lensing literature. Early works were done by Kaiser (2000) and Bernstein & Jarvis (2002) who briefly discussed the problem and proposed some approximate corrections, and by Hirata & Seljak (2004) who obtained an analytic description of the dependence of this bias on the size of the galaxy.

We remind the reader in this paper that the noise bias is not a novel problem, or peculiar to weak lensing but is in fact a well-known effect, and has been discussed for over 50 years in the literature. Such an effect on stellar polarization measurements was first discussed and measured in Serkowski (1958) in a study of the polarization and reddening of the double cluster Perseus. Similar effects are well known in the radio astronomy community where a correction scheme proposed by Wardle & Kronberg (1974) is commonly used. The distribution function for normalized Stokes parameters was first derived in Clarke et al. (1983), and the probability distribution for a ratio of two random Gaussian distributed variables derived in Marsaglia (1965) and Tin (1965). In this paper we generalize the Marsaglia–Tin distribution to the case of two ratios constructed from three, correlated, random variables; the case that is relevant for ellipticity measurements.

In this paper we explore the probability distribution for ellipticity, and examine the magnitude of any bias in shear measurement that this causes. We will explore possible ways to calibrate bias for current and future generations of survey. Moreover we will explore different possible ways to measure the spin-2 distortions induced by the gravitational tidal field which do not require a definition of an ellipticity, namely the use of the Stokes parameters directly, and we will compare them to the standard approach.

In Section 2 we outline the problem and explain why, in general, ellipticity measurements are biased in the presence of noise in the pixels, in Section 3 we provide an analytical expression for the 2D noisy ellipticity distribution and we investigate its properties. In Section 4 we present a way to propagate requirements on the knowledge of the shear bias into requirements on the knowledge of the intrinsic ellipticity distribution and in Section 5 we discuss possible calibration strategies for current and future surveys. In Section 6 we show how the noise bias could be avoided by using the Stokes parameters rather than ellipticity to measure the shear at the price of a higher variance in the final measurement. We conclude in Section 7.

2 THE PROBLEM

Measurements of the shear field have always relied on measurements of the ellipticity of the galaxies because the galaxy ellipticity is a direct tracer of the gravitational tidal field along the line of sight (Bartelmann & Schneider 2001). In fact there is a simple relation between the third flattering (ε-ellipticity hereafter) defined

| Symbol | Name | Geometrical definition | Geometrical name |
|--------|------|------------------------|------------------|
| ε      | ε-ellipticity | $\frac{a-b}{a+b} \exp(2\phi)$ | Third flatter |
| χ      | Normalized polarization | $\frac{a+b}{a-b} \exp(2\phi)$ | Third eccentricity |

As $ε = [(a – b)/(a + b)]\exp(2i\phi)$ in terms of the semimajor and semiminor axis, and the shear $g$:

$$ε^i = \frac{ε - g}{1 - g^* ε},$$

where $ε^i$ is the intrinsic ellipticity of the object and $ε$ the observed one (Seitz & Schneider 1997). This relation is valid for $|g| < 1$, but a similar one can be written for the case $|g| > 1$. All quantities in the above equation are complex numbers and $g^*$ is the conjugate of $g$.

A similar relation exists between the third eccentricity (hereafter normalized polarization $χ$) and the shear (Schneider & Seitz 1995). Under the assumption that galaxies in the Universe do not have any preferred orientation, the shear can then be estimated by averaging over many galaxies in a region where the gravitational tidal field can be considered constant:

$$g = \int p(ε)d^2 ε = \int p(ε^i)d^2 ε^i,$$

where $p(ε)$ is the observed ε-ellipticity distribution, and we write this in the continuous case.

At this point a semantic clarification is required. In the rest of the paper we will use the term ellipticity and the letter $ε$ when generically referring to some spin-2 dimensionless property of the object, otherwise we will make the distinction between ε-ellipticity and normalized polarization $χ$. A summary of the notation and terminology used in the paper is provided in Table 1.

If the ε-ellipticity of an object is perfectly measured (i.e. with zero error) then the shear can be perfectly recovered independently of the intrinsic ellipticity distribution $p(ε^i)$ as shown in Seitz & Schneider (1997). In Appendix A, for completeness, we also include a derivation of the full posterior for shear $p(g)$ that equation (1) implies.

However in practice one can never perform a perfect measurement, and many things undermine the ability of perfectly measuring the object’s ellipticity such as poor knowledge of the point spread function (PSF hereafter) with which the galaxy profile is convolved when observed through a telescope, a wrong determination of the galaxy model or more generally and inescapably, the presence of noise in the data. Such effects in general cause biases in the measured ellipticity, and hence the shear. The bias in the estimation of the ellipticity of an object is usually parametrized (Heymans et al. 2006; Massey et al. 2007; Bridle et al. 2009; Kitching et al. 2012) in terms of a multiplicative ($m$) and an additive ($c$) bias:

$$ε_{obs} \simeq (1 + m)ε^i + c.$$  

1 In fact Heymans et al. (2006), Massey et al. (2007) and Bridle et al. (2009) only used such a relation to parametrize bias in the shear of an object $g$, but more generally it is applied to ellipticity measurements.
These biases can be propagated into the power spectrum of shear estimates (Kitching et al. 2012) and relate to properties of instrument PSF and detector effects (Massey et al. 2013). Any bias in the ellipticity translates immediately into a bias in the shear, as is clear from equation (2), and eventually in a bias in the value of cosmological parameters (Bartelmann et al. 2012).

2.1 The measurement

Methods to measure weak lensing are generically and colloquially referred to as ‘shape measurement’ methods or techniques. To date there are two general classes of method for extracting ellipticity information from images, that we refer to as ‘model based’ and ‘moment based’. In general we refer to ‘moment based’ as those methods that directly measure moments of a galaxy pixel distribution, i.e. there is an explicit single-valued function that maps pixels to an estimate of a quadrupole moment. Note that in a statistical sense they are not free (independent) of any model assumption since at a minimum a weight function must be used to regularize the measurement process. The most general definition we define here is that such methods are ‘many to one’ in that from many pixel values only the moments are extracted in a direct way. Such algorithms are a mapping from pixel space to moments space. Approaches such as KSB (Kaiser, Squires & Broadhurst 1995) and DEIMOS (Melchior et al. 2010) are examples of such algorithms.

The alternatives are ‘model-based’ approaches that we refer to as any method that finds the extremum of a loss function \( L(f[p]) \) over the pixel values, given a space of alternative functions \( \{ f \} \) or (models) that may represent the data. For each candidate function there is a value representation in the loss function, i.e. \( L(f[p]) \) is defined for all \( f \). A maximum likelihood fitting routine would be an example of such an approach. The most general definition here is that such methods are ‘many to many’ in that from the set of pixel values \( \{ p \} \) a set of probabilistic values are extracted via the loss function, where the number of probability values can be much larger than the number of generating pixels. These algorithms can then be written as a mapping from pixel space to probability space (given a set of functions \( \{ f \} \) or models): \( \{ p \} \rightarrow L. \) Lensfit (Miller et al. 2007; Kitching et al. 2008) is an example of such an algorithm.

2.2 Sources of bias

There are in general three sources of bias, with completely different origins. These are model bias, method bias and noise bias.

(i) Model bias arises when a wrong galaxy model is used to describe the data (e.g. Voigt & Bridle 2010). A trivial example might be using a Gaussian model to describe a model with an exponential profile. This bias may be common to fitting techniques, in which the ellipticity is computed as a suitable combination of the second-order moments of a galaxy profile perfectly known (Melchior & Viola 2012; Refregier et al. 2012; Miller et al. 2013). It is important to note that this is present even at high signal-to-noise ratio (the noise is never zero) to some degree, hence it is simply a feature of ellipticity measurement not a separable bias term per se. In this paper we show that it is a fundamental feature of the probability distribution expected for any ellipticity measurement.

In practice these three effects act simultaneously and the resulting bias is a combination of the three. We refer to Kacprzak et al. (2013) for a recent investigation of the interaction between model bias and noise bias.

All these three effects can cause both an additive and a multiplicative bias. However in the case the ellipticity of the PSF is perfectly known at the position of galaxies and the detector effects (such as charge transfer inefficiency) are perfectly corrected the bias in shear measurements is purely multiplicative (Massey et al. 2013). In this work we are not interested in investigating the impact of a poor PSF model on shape measurements nor of detector effects. Hence in the following we will investigate only multiplicative biases.

Different shape measurement techniques might be more or less prone to the model and the noise bias depending on their complexity and specific implementation. We refer to Kitching et al. (2012) for a recent analysis of systematics errors associated with different shape measurement algorithms.

2.3 Notation

We start by defining the \( i + j \) order moments of the object surface brightness \( I(x, y) \):

\[
\{Q\}_{ij} = \int I(x, y) x^i y^j \, dx \, dy.
\]

The zeroth moment \( \{Q\}_{00} \) is the object’s flux, the first-order moments \( \{Q\}_{01} \) and \( \{Q\}_{10} \) correspond to the object’s centroid, while the second-order moments can be used to characterize the object’s polarization. In particular it is convenient to map the three second-order moments into the so-called Stokes parameters:

\[
\begin{pmatrix}
\{Q\}_{20} \\
\{Q\}_{02} \\
\{Q\}_{11}
\end{pmatrix}
= \begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 2 \\
1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
u \\ v \\ s
\end{pmatrix}
\]

They characterize the polarization of the light along the \( x \)-axis (\( u \)), along an axis rotated by \( \pi/4 \) with respect to the \( x \)-axis (\( v \)) and the total intensity of the polarization (\( s \)). This later quantity is tightly related to the area of the 2D surface brightness of the object.

The second-order moments of the light distribution (or analogously the Stokes parameters) can also be used in order to define the normalized polarization \( \chi \) and the \( \epsilon \)-ellipticity of the object:

\[
\chi = \frac{\{Q\}_{20} - \{Q\}_{02} + 2i\{Q\}_{11}}{\{Q\}_{20} + \{Q\}_{02}} = \frac{u + iv}{s}
\]

or

\[
\epsilon = \frac{\{Q\}_{20} - \{Q\}_{02} + 2i\{Q\}_{11}}{\{Q\}_{20} + \{Q\}_{02} + 2\sqrt{\{Q\}_{20}\{Q\}_{02} - \{Q\}_{11}^2}}.
\]
The two definitions are related through:

$$\chi = \frac{2\epsilon}{1 + |\epsilon|^2}. \quad (7)$$

The $\chi$-normalized polarization has a simple definition in terms of $Q_{ij}$: it is in fact the only dimensionless spin-2 combination of second-order moments which does not require products of moments. Furthermore normalized polarization $\chi$ can be written as a simple ratio of the Stokes parameters. This definition of an object’s ellipticity is commonly used in moment-based methods, in particular those that include variations of the KSB algorithm. However it is not an unbiased shear estimator in the sense of equation (2) (Schneider & Seitz 1995). On the other hand the $\epsilon$-ellipticity requires products of quadrupole moments in its definition, but it is an unbiased shear estimator. This definition of the ellipticity is commonly used by model-based methods such as lensfit (Miller et al. 2007; Kitching et al. 2008; Miller et al. 2013) as well by DEIMOS (Melchior et al. 2010).

We assume in this work that the pixel noise is homoscedastic, that is uncorrelated and Gaussian (e.g. in the case of uniform sky noise):

$$\langle N(x_p, y_p)N(x_q, y_q) \rangle = \sigma_n^2 \delta_{pq}. \quad (8)$$

This means that the noise $N$ in the image’s pixels is independently drawn from a Gaussian distribution with variance $\sigma_n^2$ for any two positions $(x_p, y_p)$ and $(x_q, y_q)$. Hence we can write the observed moments as

$$\{ Q_{ij} \}_{\text{obs}} = \int W(x, y) I(x, y) + N(x, y) + N_p(x, y) |x| y^i y^j \, dx \, dy,$n\quad (9)$$

where $W(x, y)$ is an arbitrary weighting function which is employed to suppress noise at large scales. The first term in the square bracket is the true weighted $i + j$ order moment, the second term is contribution to the measurement from the background noise and the third term is the contribution from the Poisson noise (shot noise) due to the image. Using the above equation we can compute the moment error:

$$\sigma_{ij}^2 = \sigma_n^2 \int W^2(x, y) x^i y^j \, dx \, dy + \int I(x, y) W(x, y) x^i y^j \, dx \, dy. \quad (10)$$

The first term dominates at low signal-to-noise ratio, while the second term, being the expected variance assuming Poisson photon noise, becomes important when the signal-to-noise ratio becomes higher. In the following calculations we will need to make use of the moments and the Stokes parameter’s covariance matrix. This has in general a quite complicated form. It is possible however to simplify the calculation by rotating first the object by an angle $\theta$ such that $v = 0$ after rotation:

$$\begin{pmatrix} u^{\text{rot}} \\ v^{\text{rot}} \\ s^{\text{rot}} \end{pmatrix} = \begin{pmatrix} \cos(\theta) & \sin(\theta) & 0 \\ -\sin(\theta) & \cos(\theta) & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} u \\ v \\ s \end{pmatrix}. \quad (11)$$

In the rotated frame the moment’s covariance matrix can be written as

$$\Sigma_Q = \begin{pmatrix} \sigma_{20}^2 & \sigma_{11}^2 & 0 \\ \sigma_{11}^2 & \sigma_{20}^2 & 0 \\ 0 & 0 & \sigma_{11}^2 \end{pmatrix}$$

and

$$\rho_{ij} = \frac{\sigma_{ij}}{\sigma_{20} \sigma_{20}}, \quad (12)$$

where $\rho_{ij}$ are the correlation coefficients between the second-order moments. From the equation above we can read $\rho_{22} = \rho_{33} = 0$ and

$$\rho_{11} = \frac{\sigma_{11}^2}{\sigma_{20} \sigma_{20}}. \quad (13)$$

in the case of Gaussian object and Gaussian weighting function $\rho_{ij} = 1/3$ independently of the size and the ellipticity of the object. Moreover this correlation is also largely unaffected by changes to the radial profile of the source (Melchior & Viola 2012).

Finally the covariance matrix of the Stokes parameters in the original reference frame can be easily computed as

$$\Sigma_{u,v,s} = R^{-1} M \Sigma_Q (R^{-1} M)^T. \quad (14)$$

When investigating effects that depend on the noise properties of the data it is of paramount importance to define the signal-to-noise ratio of an object clearly. The signal-to-noise ratio of an object is defined in this paper as the ratio between the observed flux and the error on the observed flux

$$v = \frac{\int I(\bar{x}) W(\bar{x}) \, d\bar{x}}{\sqrt{\int \sigma_n^2 W(\bar{x})^2 \, d\bar{x} + \int I(\bar{x}) W(\bar{x})^2 \, d\bar{x}}}, \quad (15)$$

where $\bar{x} = (x, y)$. Typically weak-lensing objects are faint and small objects, hence the noise comes mostly from the background. However for the sake of completeness we include in the following calculations also the shot-noise contribution.

### 3 THE PROBABILITY DISTRIBUTIONS OF ELLIPTICITY

We discuss in this section how it is possible to characterize mathematically the distribution of ellipticity measured from data that contain some level of noise. We assume here that the noise is homoscedastic, uncorrelated and Gaussian (those are the same assumptions entering in the signal-to-noise ratio definition in equation 15).

#### 3.1 Probability distribution of the normalized Stokes parameter: the Marsaglia–Tin distribution

The probability distribution function of the Stokes parameters in the presence of noise can be described in terms of a trivariate Gaussian with correlation coefficients $\rho_{ij}$ between each of the variables such that the covariance matrix is

$$\Sigma_{u,v,s} = \begin{pmatrix} \sigma_u^2 & \rho_{uv} \sigma_u \sigma_v & \rho_{us} \sigma_u \sigma_s \\ \rho_{uv} \sigma_u \sigma_v & \sigma_v^2 & \rho_{vs} \sigma_v \sigma_s \\ \rho_{us} \sigma_u \sigma_s & \rho_{vs} \sigma_v \sigma_s & \sigma_s^2 \end{pmatrix} \quad (16)$$

In fact in order to turn $\chi$ into a shear estimate knowledge of the intrinsic ellipticity distribution is required.
and the mean in each dimension is given by \((\mu_x, \mu_y, \mu_z)\). The full expression for the correlated trivariate Gaussian is
\[
p_{x,y,z}(u, v, s) = \frac{1}{(2\pi)^2\sigma_x\sigma_y\sigma_zD^2} \exp \left( -\frac{1}{2D}\left[ a\Delta_x^2 + d\Delta_y^2 + f\Delta_z^2 + 2b\Delta_x\Delta_y + 2c\Delta_x\Delta_z + 2e\Delta_y\Delta_z \right] \right),
\]
where we define the following variables
\[
\begin{align*}
\Delta_x &= (x - \mu_x);
D &= 1 + 2\rho_{xy}\rho_{xz} - \rho_{xx}^2 - \rho_{yy}^2 - \rho_{zz}^2;
\end{align*}
\]
a\(=\frac{1}{\sigma_x^2} - \rho_{xx}^2;
\]
d\(=\frac{1}{\sigma_y^2} - \rho_{yy}^2;
\]
f\(=\frac{1}{\sigma_z^2} - \rho_{zz}^2;
\]
b\(=\frac{\rho_{xy}\rho_{xz} - \rho_{xx}}{\sigma_x\sigma_z} ;
\]
c\(=\frac{\rho_{xz}\rho_{yz} - \rho_{xx}}{\sigma_x\sigma_y} ;
\]
e\(=\frac{\rho_{yz}\rho_{zy} - \rho_{yy}}{\sigma_y\sigma_z} ;
\]
the variables \(a, \ldots, f\) are the components of the inverse covariance, which is symmetric.

The 2D probability distribution for the normalized polarization \(\chi\) defined as \((u/s, v/s)\) can be derived starting from the 3D probability distribution for the Stokes parameters. First of all we transform the distribution \(p_{x,y,z}(u, v, s)\) into \(p(\chi_1, \chi_2, s)\) by a change of variable and then we marginalize over \(s\)
\[
p(\chi_1, \chi_2) = \int_{-\infty}^{\infty} ds^2 p_{x,y,z}(\chi_1 s, \chi_2 s, s); \tag{19}
\]
which results in
\[
p(\chi_1, \chi_2) = \frac{1}{(2\pi)^2\sigma_{\chi_1}\sigma_{\chi_2}D^2} \left( \frac{2\pi D}{D\chi(\chi_1, \chi_2)} \right)^{1/2} \times \exp \left( \delta + \frac{\phi^2(\chi_1, \chi_2)}{2D\chi(\chi_1, \chi_2)} \right) \left[ \phi(\chi_1, \chi_2)^2 + D\alpha(\chi_1, \chi_2) \right], \tag{20}
\]
where \(\delta\) and \(\phi\) are given by
\[
\alpha(z, z') = az^2 + dz'^2 + 2czz' + 2bz + 2 ez' + f
\]
and
\[
\phi(z, z') = (a\mu_x + c\mu_y + b\mu_z)z
+ (c\mu_y + d\mu_x + e\mu_z)z'
+ (b\mu_x + e\mu_y + f\mu_z)
\]
the variables \(a, \ldots, f\) are the components of the inverse covariance, which is symmetric.

The derivation is then a matter of substituting the Gaussian trivariate Gaussian into the multivariate quotient equation (19) and performing the integration over the range \((-\infty, \infty)^3\). This results in
\[
p(\chi_1, \chi_2) = \frac{1}{(2\pi)^2\sigma_{\chi_1}\sigma_{\chi_2}D^2} \left( \frac{2\pi D}{D\chi(\chi_1, \chi_2)} \right)^{1/2} \times \exp \left( \delta + \frac{\phi^2(\chi_1, \chi_2)}{2D\chi(\chi_1, \chi_2)} \right) \left[ \phi(\chi_1, \chi_2)^2 + D\alpha(\chi_1, \chi_2) \right], \tag{20}
\]
where \(\delta\) and \(\phi\) are given by
\[
\alpha(z, z') = az^2 + dz'^2 + 2czz' + 2bz + 2 ez' + f
\]
and
\[
\phi(z, z') = (a\mu_x + c\mu_y + b\mu_z)z
+ (c\mu_y + d\mu_x + e\mu_z)z'
+ (b\mu_x + e\mu_y + f\mu_z)
\]
with the exception that \(\alpha\) and \(\phi\) are not bijective. This is a consequence of the fact that \(\chi\) is mapped on the unit sphere in its domain, which are necessary conditions such that \(\chi > 1\). The second non-linear term in the denominator of equation (6b) that restricts \(\chi > 1\) to be measured. However those measurements are purely theoretical, in the sense that there is a bijective mapping between \(\chi\) and the measurable values.

Hence to compute the \(\epsilon\) pdf we first truncate the \(\chi\) pdf such that it vanishes outside the unit circle, we then apply equation (25), and

\[
\delta = -\frac{1}{2D} \left( a\mu_x^2 + d\mu_y^2 + f\mu_z^2 \right) - \frac{1}{2D} \left( 2c\mu_x\mu_y + 2b\mu_x\mu_z + 2e\mu_y\mu_z \right) \tag{23}
\]

\[
\beta(z, z') = \frac{\phi^2}{a D}, \tag{24}
\]
where the other variables are defined in equation (18). Note that \(\mu_i\) have to be considered as the weighted 'true' values of the Stokes parameters (those which would be measured if there was zero noise). We note that the 1D Marsaglia–Tin distribution was derived by Marsaglia (1965) and Tin (1965), and that this 1D expression, used in Melchior & Viola (2012) in the weak-lensing context, can be derived from equation (20) by a further marginalization over \(\chi_2\). We remind the reader that in order to derive this pdf we only assume that the pixel noise is Gaussian and that the centroid is known. We further assume a Gaussian weighting function later in this paper in order to get an analytic expression for the \(\sigma_i\) themselves. We refer to this expression as the (multivariate) Marsaglia–Tin distribution or \(\chi\) probability distribution.

To transform \(p(\chi_1, \chi_2, s)\) to other expressions for the ellipticity one simply applies a Jacobian to the distribution
\[
p(n_1, n_2) = \left| \frac{\partial X_i}{\partial n_j} \right|_{i,j=1,2} p(\chi_1, \chi_2), \tag{25}
\]
where \(n_1, n_2\) are variables of the new distribution.

The \(\chi\) probability distribution is defined as \(R^2\) and not bounded to the unit circle despite \(\chi\) being theoretically bounded, in the sense that no object can exist that has \(\chi > 1\). This is a consequence of equation (6a) and in particular it comes from the fact that the values that moments can assume in the presence of noise, are unbounded. In particular a random negative fluctuation can cause values of \(\chi > 1\) to be measured. However those measurements are purely noise driven since no such object can exist in reality.\(^1\) Hence the part of the probability distribution outside the unit circle has to be regarded as unphysical. This fact becomes relevant when the pdf of \(\epsilon\) is derived from the pdf of \(\chi\).

Computing the pdf of a variable \(y\) which is a function of a variable \(x\), for which the pdf is known, as shown in equation (25), implies that there is a bijective mapping between \(x\) and \(y\). In the case of \(\epsilon\) and \(\chi\) this is true only inside the unit circle. In fact a point on the unit circle in \(\epsilon\) space can be mapped either outside or inside the unit circle in \(\chi\) space. A point outside the unit circle in \(\chi\) space is mapped on the unit in \(\epsilon\) space and hence the mapping is also not bijective. This is a consequence of the fact that \(|\epsilon|\) cannot be larger than 1 even in the presence of noise: the reason is the second non-linear term in the denominator of equation (6b) that restricts the measurable values.

Mathematically it is possible to construct a surface brightness profile such that \(\chi > 1\). For example:
\[
f(x, y) = (1 - 2(1 - e)x^2 + (1 + e)y^2) \exp( - (1 - e)x^2 - (1 + e)y^2), \tag{26}
\]
where \(e\) is an arbitrary number between \([-1, 1]\). However we do not expect the galaxy surface brightness to change sign and be non-monotonic in its domain, which are necessary conditions such that \(\chi > 1\). Those conditions might be fulfilled in real data in the presence of noise (as extensively discussed in the paper) or if mistakes in the data reduction have been made (e.g. a wrong background subtraction or deblending).
finally we re-normalize the pdf (this last step is required due to the truncation of the $\chi$ pdf):

$$p(\epsilon_1, \epsilon_2) = \frac{4(1 - |\epsilon|^2)}{(1 + |\epsilon|^2)^2} p_x\left( \frac{2\epsilon_1}{1 + |\epsilon|^2}, \frac{2\epsilon_2}{1 + |\epsilon|^2} \right).$$

(27)

The reason to truncate the part of the pdf of $\chi$ outside the unit circle is then a mathematical necessity rather than a practical issue (which would be eliminating part of the pdf inside the unit circle because for example very elliptical objects cannot be measured by a certain algorithm).

Similar transformations can be easily calculated for the amplitude and position angle parametrization of ellipticity $(|\epsilon|, \theta)$:

$$X_1 = \frac{|\epsilon|}{\sqrt{1 + \tan^2(2\theta)}}$$

$$X_2 = \frac{|\epsilon|}{\sqrt{1 + [\tan^2(2\theta)]^{-1}}}$$

(28)

from which

$$p(|\epsilon|, \theta) = \frac{|\epsilon|(2\cos(\theta) \sin(\theta) - \sin(6\theta))}{\cos(2\theta)} \times p_x\left( \frac{|\epsilon|}{\sqrt{1 + \tan^2(2\theta)}}, \frac{|\epsilon|}{\sqrt{1 + [\tan^2(2\theta)]^{-1}}} \right).$$

(29)

In Fig. 1 we show an example of the normalized polarization $\chi$ and $\epsilon$-ellipticity distributions for an object with $\epsilon = (0.6, 0.0)$ and a noise level $\nu = 5$ (as defined in equation 15).

The Marsaglia–Tin distribution is applicable for moment-based methods, that are necessarily governed by it. However, it is also applicable for model-based methods, in which any model parameters can be projected into the space of the moments. If such a projection results in a trivariate Gaussian, then the Marsaglia–Tin is exactly applicable, but if the projection results in a non-Gaussian distribution the final probability distribution for ellipticity will be more involved. For example if the moments of the model are fitted to the data, and the centroid of the distribution is measured the moments will be a trivariate Gaussian and the ellipticity distribution will follow the Marsaglia–Tin distribution. However in the case a model is fitted to the data, it is easy to see that the moments are non-linear parameters in the model and hence their probability distribution may not be a trivariate Gaussian.

3.2 Properties of the Marsaglia–Tin distribution

The Marsaglia–Tin distribution, derived in the previous section, is the probability of measuring an ellipticity given a noise level and a true ellipticity value. It depends on several quantities as given below.

(i) The root mean square $\sigma_\epsilon$ of the image background. This number can be measured from the data.

(ii) The weighting function used to compute the moments. The shape and the size of the weighting function are arbitrary. The weighting function is used to compute the errors on the moments. The form of the weighting function determines the measured correlation between the Stokes parameters (via the error on the moments, as in equation 10), while the true or intrinsic correlation is determined by the object ellipticity. In the case that the noise in the image is dominated by the background (low signal-to-noise ratio) the measured correlation between the Stokes parameters vanishes, as well as in the case that the size of the weighting function is very small compared to the size of the galaxy. In general the correlation depends on the signal-to-noise ratio level and on the weighting function size as we show in Fig. 2.

(iii) The values of the weighted Stokes parameters $\mu_i$. Those can be calculated once the weighting function, the galaxy profile and morphology are specified.

In its original derivation the Marsaglia–Tin distribution represents the probability of measuring a normalized polarization $\chi$. However we showed in the previous section how it can be transformed into the probability of measuring an $\epsilon$-ellipticity. Depending on how the ellipticity is defined in terms of moments, or semimajor and semiminor axis, the form and the properties of the Marsaglia–Tin are different as we will show. We investigate in the following section the bias in the mean and maximum of the Marsaglia–Tin distribution as a function of the ellipticity. The bias is here defined as the difference between the mean (or the maximum) of the Marsaglia–Tin distribution and the true ellipticity.

We start by choosing an ‘optimal’ weighting function that exactly matches the radial profile, ellipticity and size of the object. This is an ideal scenario that in practice never possible to reach. In this case, even in the presence of noise, the correlation between the Stokes parameters is the right one given the size and an ellipticity of the object. Furthermore Melchior et al. (2011) noted that as long as the
weighting function used to measure the moments has the same radial profile, size and ellipticity as the galaxy, the correlations between the Stokes parameters (and hence the shape of the Marsaglia–Tin distribution) is virtually unchanged. For this reason and sake of simplicity we will use in the following a Gaussian profile for all the calculations. We do not investigate the cross-talk between model and noise bias here, which would correspond to the case of employing in the measurement of the moments a weighting function with a different profile than the galaxy. We refer to Kacprzak et al. (2013) for a recent investigation of this matter. In Fig. 3 we show the multiplicative bias on the maximum likelihood and mean of the ellipticity probability distributions as a function of the amplitude of the ellipticity. We will show biases only as a function of the amplitude of the ellipticity because the angle \((1/2)\tan^{-1}(\chi^2/\chi^2)\) is always unbiased (Wardle & Kronberg 1974).

We note that when \(\chi\) is used as a definition for the ellipticity both the mean and the maximum of the Marsaglia–Tin distribution are biased, while in the case that \(\epsilon\) is used only the maximum is biased while the mean is unbiased independent of the signal-to-noise ratio level.

### 3.3 Properties of \(\epsilon\)-ellipticity

#### 3.3.1 Bias from truncation

The mean of the \(\epsilon\) distribution is unbiased only if the average is computed as an integral over the full ellipticity range: from 0 to 1. However in practice highly elliptical objects could either be not detected or heavily affected by pixelization. Hence the average is commonly computed as an integral between 0 and some \(\epsilon_{\text{max}}\). This truncation introduces a bias in the measurements of the mean \(\epsilon\) even in the ideal case of a weighting function that matches perfectly the galaxy profile. The amplitude of this truncation bias is shown in Fig. 4 as a function of ellipticity. It is typically lower than \(10^{-3}\) for ellipticities smaller than \(\epsilon \sim 0.5\) at signal-to-noise ratio \(\nu = 10\). At lower signal-to-noise ratio level the bias coming from truncation of the ellipticity space becomes larger due to the fact that the Marsaglia–Tin distribution becomes wider exceeding the unit circle, and at \(\nu = 5\) it exceeds \(10^{-3}\) even for small values of the ellipticity.

#### 3.3.2 Bias from using a weighting function

In practical applications the weighting function used to measure the moments of the light distribution is either chosen to be a circular Gaussian with a size matching the size of the object (as is implemented in KSB for example), or it is matched iteratively to the galaxy profile (as is implemented in DEIMOS for example). We consider here the effect of using a circular weighting in a moment-based method, since the effect of an iterative matching would translate to a very complicated observed ellipticity distribution which is impossible to describe analytically.
Employing a weighting function which does not match the galaxy profile changes the measured ellipticity. This effect does not depend on the noise but it is simply a mathematical consequence of the multiplication of the galaxy profile with the weighting function. Using higher order moments of the object it is possible to recover the original unweighted ellipticity. This is a common practice in moment-based method. However in the low signal-to-noise ratio regime those high-order moments are typically very noisy and hence the correction for the application of the weighting function can be done only approximately. We are not interested here in investigating this particular problem (which in a moment-based method can be accounted for as model bias), therefore we always correct the measured ellipticity to account for the weighting function. The correction can be exactly computed if the galaxy profile is known. In fact the weighted quadrupole moments can be written as a sum of the unweighted quadrupole moments and weighted high-order moments. The latter can be precisely computed if the galaxy profile is known. By using the relation between weighted and unweighted quadrupole moments it is possible to derive a relation between the weighted and the unweighted ellipticity that can be inserted directly into the Marsaglia–Tin distribution. However it is much easier from a practical point of view to compute the unweighted Marsaglia–Tin distribution numerically. We summarize here the main steps.

(i) We assign an ellipticity and a size to the object (having an elliptical Gaussian profile in this work) and we specify the object’s signal-to-noise ratio and a weighting function.
(ii) We rotate the object in a reference frame such that $e_2 = 0$, and we keep the record of the original phase.
(iii) We compute the weighted moments and their errors using a circular weighting function.
(iv) We sample values of the weighted moments $Q_{20}$ and $Q_{02}$ from a correlated bi-variate Gaussian having the correct variances and correlations as per equation (14), while $Q_{11}$ is sampled from a Gaussian distribution with zero mean (for a more technical discussion we refer the interested reader to appendix in Melchior & Viola 2012).
(v) We deweight the noisy moments. This is done numerically as described in Appendix B.
(vi) We define an ellipticity using the deweighted moments and we finally rotate back the galaxy in its original reference frame.
(vii) The observed ellipticity is computed as an average over $10^8$ noise realizations.

As we previously discussed and showed in Fig. 2, the effect of employing in the measurements a weighting function which has a different size and ellipticity than the underlying object is to modify the correlation between the Stokes parameters. The amplitude of the correlation is quite important to define the actual shape of the Marsaglia–Tin distribution as we show in Fig. 5. In particular, the more the Stokes parameters are correlated the more the Marsaglia–Tin distribution shrinks in the ellipticity direction for fixed signal-to-noise ratio level and galaxy properties.

In the following we investigate the bias in the measured unweighted ellipticity coming from employing a weighting function with a size that is defined as a fraction of the objects semimajor axis. This particular choice of the weighting function is motivated by the fact that we do not want to truncate the object by applying a weighting function that is too small compared to the galaxy size. We warn the reader that the results presented in the rest of the paper depend significantly on the choice of the weighting function. The way they depend is however easy to understand and we will take great care in explaining it.

We start investigating the variation of measured correlation between the Stokes parameters for this particular choice of the weighting function. The results are shown in Fig. 6 as a function of $e$-ellipticity and for three different values of the size of the weighting function (1.2, 1.5 and 2.0 times the object semimajor axis). We note that the correlation is always lower than the true one (defined as the correlation measured at infinite signal-to-noise ratio or in the case the weighting function is matched to the galaxy profile), and it tends to be zero as the size of the weighting function becomes larger.

Furthermore another consequence of our choice of the weighting function is that the signal-to-noise ratio of the quadrupole moments decreases with increasing ellipticity (bottom panel of Fig. 6). This is simply a consequence that for an elliptical object most of the area inside the weighting function is filled by noise.

Different choices of the size or shape of the weighting function would lead to similar plots as Fig. 6. In particular, as the weighting function becomes close to the galaxy profile the measured correlation becomes closer to the intrinsic one, and the bias will be lower.

Finally we quantify the amplitude of the bias as a function of ellipticity and signal-to-noise ratio. The result is shown in Fig. 7. For a fixed value of signal-to-noise ratio the amplitude of the bias is driven by two factors: the correlation between the Stokes parameters and the signal-to-noise ratio on the quadrupole moments (or the ellipticity of the object). This is not a surprising behaviour. In the case that the ellipticity is low, the Marsaglia–Tin distribution is almost entirely confined inside the unit circle. Hence the bias is driven by the skewness of the distribution, and as we explained in Section 3 the Marsaglia–Tin distribution tends to be skewed towards large ellipticities in case the correlation between the Stokes parameters is lower than the true one. In case the ellipticity is high, and the signal-to-noise ratio is low, the Marsaglia–Tin distribution is not confined inside the unit circle anymore. Hence the bias is driven by the truncation of the distribution at the unit circle. In the first case the bias tends to be positive, while in the second case it tends to be negative.
3.4 The effect of the PSF

We have so far neglected the fact that the object is convolved with the PSF. Working in moment space has the advantage that the effect of the PSF convolution (and deconvolution) can be analytically accounted for in each moment. In fact the moments of the galaxy \( \{ Q \}_{i,j} \), the PSF \( \{ P \}_{i,j} \) and the convolved object \( \{ Q^* \}_{i,j} \) are related:

\[
\{ Q^* \}_{i,j} = \sum_k \sum_l \left( \binom{i}{k} \binom{j}{l} \{ Q \}_{k,l} \{ P \}_{i-k,j-l} \right)
\]  

(30)
\[ \bar{\chi} = \chi_1 + \frac{\chi_{\text{PSF}}}{1 + R}. \] (32)

Hence the probability distribution of the deconvolved normalized polarization \( \chi \) can be derived by combining equations (20) and (32):

\[ p(\chi_1^{\text{dec}}, \chi_2^{\text{dec}}) = p_R \left( \frac{\chi_1}{1 + (1/R)} + \frac{\chi_{\text{PSF}}}{1 + R}, \frac{\chi_2}{1 + (1/R)} + \frac{\chi_{\text{PSF}}}{1 + R} \right) \times \frac{1}{1 + (1/R)} p(R) dR, \] (33)

where \( p(R) \) is the probability distribution of the resolution as defined in equation (31). This latter probability distribution can also be described as a Marsaglia–Tin distribution, given the fact that \( R \) is defined as a ratio between the trace of the quadrupole tensor and the flux of the object (assuming that the PSF moments are perfectly known). In practice we evaluate the above probability distribution numerically following the same procedure as described in the previous section, but including a convolution and deconvolution step. The deconvolution is done in moment space, following equation (30), for each quadrupole moment. The convolved moments are noisy quantities and the deconvolution involves the ratio of the sum of quadrupole moments and the flux. Consequently the ellipticity probability distribution in the presence of the PSF is broader and the mean of the distribution shifts towards the ellipticity of the PSF as the resolution goes to zero as we show in Fig. 8.

The bias of the observed \( \epsilon \)-ellipticity as a function of the object resolution is shown in Fig. 9. When the object is much larger than the PSF the ellipticity bias is the same as the one discussed in the previous section and its amplitude and direction can be understood from the properties of the Marsaglia–Tin distribution. If the size of the object becomes comparable to the size of the PSF then the probability distribution of the convolved ellipticity is the convolution of the Marsaglia–Tin distribution with the probability distribution of the resolution \( R \) as shown in equation (33).

### 3.5 The observed noisy ellipticity distribution

For a moment-based approach each measured ellipticity can be seen as one possible realisation of a Marsaglia–Tin distribution, defined with respect to some true ellipticity (which is unknown) and a signal-to-noise ratio level.

The observed noisy ellipticity distribution measured from the data is in fact a combination of the Marsaglia–Tin distribution and the sheared intrinsic ellipticity distribution convolved with the PSF. To be more precise, it is a marginal joint probability distribution where the marginalization is performed over the intrinsic ellipticity distribution:

\[ p(e^{\text{obs}} | \nu) = \int p_M(e^{\text{obs}} | e^s, \nu) p_s(e^s) de^s, \] (34)

where \( p_M(x) \) is the Marsaglia–Tin distribution (either in its original form in the case the galaxy is well resolved, or modified according to equation 33) and \( p_s(e^s) \) the convolved (sheared) intrinsic ellipticity distribution.

In this sense the Marsaglia–Tin distribution is the most fundamental probability function in lensing measurement since the observed ellipticity distribution and eventually the shear are derived from it. In the case of infinite signal-to-noise ratio, the Marsaglia–Tin distribution reduces to a delta function and therefore the observed ellipticity distribution corresponds to the convolved sheared intrinsic ellipticity distribution.

Given the likelihood distributions for \( \chi \) and \( \epsilon \), it is straightforward to generalize this to a Bayesian framework by including appropriate prior distributions. A comprehensive review of how to include such
priors in polarization distributions is given in (Quinn 2012, see also Vaillancourt 2006). Polarization measurements assume that the Stokes parameters are uncorrelated, which is not the case in weak lensing, however a similar exercise can be performed. Given an expected posterior distribution for $\chi$ from the measurements, one approach would be to include this distribution directly in theoretical estimates of the cosmic shear power spectrum; we reserve this for future work.

As the mean of the Marsaglia–Tin distribution does not correspond in general to the true input ellipticity value, the average of the marginalized joint probability of the Marsaglia–Tin distribution and an intrinsic ellipticity distribution does not correspond to the true shear. This has been already shown for example in fig. 9 of Melchior & Viola (2012). In the rest of the paper we will refer to this bias in shear as the Marsaglia bias.

3.6 Intrinsic ellipticity distribution and shear bias

We have studied so far how much the measurement of an object’s ellipticity is affected by noise. Here we propagate the bias in the $\epsilon$-ellipticity into a bias in the shear. The shear is always computed as an average of the ellipticity over a population of objects in order to remove the effect of their random orientation. Since the Marsaglia bias is a function of the ellipticity, the bias on the shear will depend (among other things) on the form of intrinsic ellipticity distribution. This is a crucial point that has often been neglected in weak-lensing analyses (see Kitching et al. (2008) for an investigation into its effect on lensfit shape measurement). In order to illustrate the effect that the ellipticity distribution has on the amplitude of the bias, we consider the same three cases as illustrated in Fig. 9, namely a bias in $\epsilon$-ellipticity coming from employing a circular weighting function in the moment measurements and coming from the deconvolution of the PSF.

We assume that the intrinsic $\epsilon$-ellipticity distribution can be described in terms of a Rayleigh distribution

$$p(\epsilon|\sigma_\epsilon) = \frac{|\epsilon|}{\sigma_\epsilon} \exp\left(-\frac{|\epsilon|^2}{2\sigma_\epsilon^2}\right).$$

This particular function form is motivated by fitting the $\epsilon$-ellipticity distribution as measured in the GEMS catalogue (Haussler et al. 2009). Typically $\sigma_\epsilon \sim 0.3$. The multiplicative bias in the shear is then computed by averaging the multiplicative bias in the $\epsilon$-ellipticity over this distribution.\(^5\) The results are shown in Fig. 10 for three different values of the intrinsic $\epsilon$-ellipticity dispersion, $\sigma_\epsilon = 0.27, 0.3$ and 0.33. The bias is typically negative at low signal-to-noise ratio and it tends to be zero at high signal-to-noise ratio. It is interesting to note that it can also be positive for some intermediate range of $\nu$ and low intrinsic ellipticity dispersion. This is due to the fact that the $\epsilon$-ellipticity bias can be positive for low values of the ellipticity as discussed in the previous section.

\(^5\)The fact that the ellipticity multiplicative bias depends on the ellipticity is not only responsible for a shear multiplicative bias but also for an additive bias scaling with $\langle m(\epsilon)\rangle$, where the average is taken over the intrinsic ellipticity distribution.

---

Figure 8. Left-hand panel: probability distribution of the absolute value of the $\epsilon$-ellipticity given a true galaxy ellipticity of $\epsilon = (0.4, 0.0)$ and zero PSF ellipticity. The cyan line corresponds to the case of using a weighting function which is matched perfectly to the galaxy profile and no PSF convolution, the red line to the case of using a circular weighting function with size 1.2 times the galaxy semimajor axis and a resolution of $R = 5.0$, the green line to a resolution of 2.5 and the blue line to a resolution of 1.2. Note that in all cases we removed objects having an unphysical combination of second-order moments ($Q_{00}Q_{20} - Q_{11}^2 < 0$). Right-hand panel: as in the left-hand panel but for the normalized polarization $\chi$. In this case we removed objects with an ellipticity larger than unity. The galaxy signal-to-noise ratio is in both cases $\nu = 10$. We note that the signal-to-noise ratio level determines the minimal width of the distribution (cyan histogram), while the resolution of the galaxies causes the distribution to become broader and skewed (red, green and blue histograms).

Figure 9. Multiplicative bias $m$ as a function of the object ellipticity for three different resolutions $R = (1.2, 2.0, 5.0)$. The signal-to-noise ratio is $\nu = 10$ and the weighting function has been chosen to be 1.2 times the object semimajor axis. The solid lines correspond to the case when $\chi$ is used as an ellipticity estimator, while the dashed lines to the case when $\epsilon$ is defined as an ellipticity estimator.
The Marsaglia bias, in combination with the model bias and the method bias contributes to the total multiplicative and additive bias present in an ellipticity catalogue. How large this bias can be depends on the width and the depth of a given survey, or more generally it depends on its statistical power. In short, the requirements on the multiplicity on the bias are always defined such that the systematic bias is lower than the statistical error. In this way the full statistical power of the survey can be exploited. For a more specific discussion on how the requirements on the multiplicative bias are set we refer to Massey et al. (2013). Current surveys typically require the noise (multiplicative) bias to be lower than $10^{-2}$, for upcoming surveys, like KiDS\(^6\) or DES,\(^7\) lower than $2 \times 10^{-3}$ and for future surveys, such as Euclid\(^8\) (Laureijs et al. 2011), lower than $5 \times 10^{-4}$.

It is important to notice that these are actually not requirements on the absolute amplitude on the bias, but rather on its knowledge.

Typically, the shear multiplicative bias is a function of galaxy morphology, signal-to-noise ratio, resolution, PSF size, as investigated in detail by e.g. Bridle et al. (2009) and Kitching et al. (2012). Furthermore the bias depends also on the intrinsic ellipticity distribution of the galaxies. We stress here again that this is a consequence of the fact that the bias in the ellipticity is a function of the ellipticity itself. We can Taylor expand the shear multiplicative bias as

$$m(\theta, \sigma_\epsilon) \simeq m_0(\theta) + \frac{\partial m(\theta)}{\partial \sigma_\epsilon} \text{d}\sigma_\epsilon,$$

(36)

where $\theta = (\nu, R, \ldots)$ is a vector of the object properties. We denote with $m_0$ the multiplicative bias function which is computed for a fiducial intrinsic ellipticity distribution. $m_0$ was the only multiplicative term estimated in Heymans et al. (2006), Massey et al. (2007) and Bridle et al. (2009). In Kitching et al. (2012) both the $m_0$ multiplicative term and also the variation (first derivative) of $m$ as a function of PSF ellipticity and size were evaluated (referred to as $\sigma_\epsilon$ in that paper).

The first-order term indicates the variation of the multiplicative bias function as a function of the width of the intrinsic ellipticity distribution. The amplitude of this term is crucial to quantify how calibratable a method is, as it will become evident in the following.

It is then apparent that the requirements that the multiplicative bias after calibration $(m - m_0)$ has to be smaller than a given number, translates immediately into requirements on the knowledge of the intrinsic ellipticity distribution. A larger dependence of the multiplicative bias on the intrinsic ellipticity distribution (i.e. larger the ellipticity bias as a function of the ellipticity) translates into a tighter requirement on the knowledge of $\sigma_\epsilon$.

From equation (36) it is clear that in the limiting case of a perfectly realistic simulation in all points in the $\theta$-parameter space or of an extremely deep version of the data any method can be perfectly calibrated independently of the amplitude of the original bias. In fact in this case all the partial derivatives will vanish and the only quantity that has to be measured is $m_0$.

In all other cases it is crucial to propagate the requirements on the multiplicative bias to requirements either on the knowledge of some physical quantities describing galaxy morphology, such as intrinsic ellipticity and size, which have a strong influence on the amplitude of the bias, or on the requirements on the observational depth of some fields that might be used for calibration.

### 4.1 Requirements on the intrinsic ellipticity distribution

We propagate here the requirements on the amplitude of the multiplicative bias into requirements on the knowledge of the intrinsic $\epsilon$-ellipticity distribution. This can be done by looking at the variation of the multiplicative bias $\Delta m = m(\sigma_\epsilon) - m(\sigma_\epsilon_0)$ as a function of the variation of the $\epsilon$-ellipticity dispersion $\Delta \sigma_\epsilon_{\text{pixel}} = \sigma_\epsilon - \sigma_\epsilon_0$. In Fig. 11 we show the result for the cases described in the previous section at signal-to-noise ratio $\nu = 10$.

![Figure 11](https://example.com/fig11.png)

**Figure 11.** Variation of the shear multiplicative bias $m$ as a function of the relative variation of the width of the intrinsic $\epsilon$-ellipticity distribution. We assume here as a fiducial value $\sigma_\epsilon = 0.30$ and a signal-to-noise ratio of $\nu = 10$. The PSF is circular and the object resolution is $R = 1.2, 2.0, 5$. The shaded areas correspond to the allowed region in the $\Delta m/\Delta \sigma_\epsilon$ plane such that the residual multiplicative bias $\Delta m$ is lower than $10^{-5}$ (current survey), $2 \times 10^{-5}$ (upcoming survey) and $5 \times 10^{-5}$ (future survey) for the case $\nu = 10$ and $R = 1.2$.  

\(^6\)http://kids.strw.leidenuniv.nl/  
\(^7\)http://www.darkenergysurvey.org/  
\(^8\)http://www.euclid-ec.org
The galaxy resolution is fixed to be $R = 1.2$ and the PSF is assumed to be circular symmetric (hence the additive bias is zero). Given the fact that the multiplicative Marsaglia bias does not depend on the ellipticity of the PSF, the latter assumption is not restrictive.

In general the variation of $m$ as a function of variation of $\sigma_\epsilon$ is well approximated by a linear relation

$$\Delta m \simeq t \frac{\Delta \sigma_\epsilon}{\sigma_\epsilon}. \quad (37)$$

The steepness of the line $t$ depends in general on signal-to-noise ratio, galaxy properties and the method employed in the measurement. In Fig. 12 we show the requirements on the knowledge of the intrinsic $\epsilon$-ellipticity distribution as a function of $t$ assuming that the only source of bias is the Marsaglia bias. We find that if $t \simeq -0.2$ (this is the case for the Marsaglia bias discussed in this paper), $\sigma_\epsilon$ has to be known with a precision of $\sim 5$ per cent in order to properly calibrate shear estimates for current surveys, for upcoming surveys with a precision of $\sim 1$ per cent and for future surveys with a precision of $\sim 0.3$ per cent.

Similar numbers can be derived for any method once the sensitivity of the calibration to variation of the intrinsic ellipticity distribution is known.

## 5 CORRECTING FOR THE NOISE BIAS

In the previous sections we discussed the origin of the Marsaglia bias and we quantified its amplitude as a function of the intrinsic galaxy ellipticity, signal-to-noise ratio, object resolution and size of the weighting function employed to measure the moments of an object. Furthermore we derived requirements on the knowledge of the intrinsic ellipticity distribution from requirements on the multiplicative bias.

The focus of this section is to explore possible ways to meet those requirements and to derive reliable calibrations to correct for the Marsaglia bias.

In particular we explore two scenarios which are as follows.

(i) Using synthetic images for the calibration. In this case the focus is the realism of the simulation. The requirements (for example) on the knowledge of the intrinsic ellipticity distribution have to be met in some external data set. This information is then used to make the simulation in combination with specific details about the PSF, the pixel size, the galaxy morphology, etc. The shape measurement method is eventually calibrated on this simulation.

(ii) Self-calibration using a deeper version of the data. In this case a representative sample of the galaxies in the survey is observed at higher signal-to-noise ratio. The focus here is on how much deeper the observations have to be in order to accurately derive the noise calibration.

### 5.1 Approaches to calibration

#### 5.1.1 Using synthetic data

Image simulations are often used to derive a calibration for shape measurement methods. Typically, fitting formulae are derived that depend on signal-to-noise ratio, galaxy size, PSF properties and so forth (e.g. Miller et al. 2013). Those fitting formulae are then applied (in a statistical sense) to the data. We already argued that those calibrations will be reliable only if the simulations are close to the real Universe. In particular we quantified in the previous section (see Fig. 11) the requirements on the knowledge of the intrinsic $\epsilon$-ellipticity dispersion in order for the shear calibration to meet the multiplicative-bias requirements for current, upcoming and future surveys.

The knowledge of the intrinsic ellipticity distribution with arbitrary precision is eventually limited by the signal-to-noise ratio of the objects in the calibration sample. The pixel noise has the effect of rendering the ellipticity distribution broader than it is in reality. Therefore we have to investigate the minimum signal-to-noise ratio at which galaxies should be observed, in some data set, such that the difference between the true ellipticity dispersion and the measured one is lower than the requirements we derived in the previous section.

In order to address this question we simulate different $\epsilon$-ellipticity distributions having a fiducial dispersion $\sigma_\epsilon = 0.3$ but with different values of the signal-to-noise ratio. Each time we compute the ‘noisy’ $\epsilon$-ellipticity dispersion and compare it with the fiducial value. We repeat the same experiment, changing also the object’s resolution $R$. The minimum signal-to-noise ratio at which the galaxies should be observed is then the one for which $\Delta \sigma_\epsilon$ is just below the requirements.

The result is shown in Fig. 13 as a function of galaxy resolution. As expected, in order to infer the intrinsic $\epsilon$-ellipticity dispersion from a population of barely resolved objects (low $R$), observations at higher signal-to-noise ratio are required. The reason is that the PSF deconvolution degrades with the inverse of the object resolution. For quite well-resolved objects ($R \sim 1.5$) we conclude that for current surveys observations of galaxies having signal-to-noise ratio of 15 are enough to know the intrinsic $\epsilon$-ellipticity distribution with a precision of 5 per cent. For upcoming surveys the signal-to-noise ratio has to be at least 30 in order to get to a per cent precision. Finally for future surveys and a target of 0.3 per cent in the precision of the $\epsilon$ ellipticity, the ellipticity dispersion of galaxies has to be observed at least at a signal-to-noise ratio of 60.

Once the intrinsic ellipticity has been measured on some data set, it can be used as one of the inputs to generate synthetic data, which eventually could be used to calibrate shape measurement algorithms.
would require a deep survey (Laureijs et al. 2013) and of the number of observed galaxies
as a function of the object resolution $R$, as defined in equation (31), for which the relative difference
between the measured intrinsic $\epsilon$-ellipticity distribution and the true one is lower than 0.05 (red curve), 0.01 (blue curve) and 0.003 (green curve). Those are the requirements derived in Section 4.1 for current, upcoming and
future surveys. The PSF is assumed here to be circular.

5.1.2 Using deep observations

Another possibility to calibrate, or at least to correct for, the Marsaglia bias is to have deeper observations of a significant sub-sample of the data. In this way the same object will be observed two times: one at low signal-to-noise ratio where the bias is higher and one at high signal-to-noise ratio where the bias is lower. The advantage of this approach is that the intrinsic ellipticity distribution
in the low signal-to-noise ratio and in the high signal-to-noise ratio version of the data is the same. Moreover the PSF, the pixel size, the band width, etc. are exactly the same in the two observations. Therefore in principle one does not have to know the intrinsic ellipticity distribution beforehand.

This is an advantage since in principle the ellipticity distribution might have different shapes in different bands or its measurements might be harmed by the telescope PSF or by other detector effects.

The important question to answer is whether the high signal-to-noise ratio version of the data (e.g. a deeper survey) is deep enough to remove completely the bias, or at least whether it is deep enough to calibrate the method such that the residual systematic is below some requirements. This information can be read off Fig. 13 for current, upcoming and future surveys.

5.2 Requirements on calibration data

Both of these approaches require observations of a certain number of galaxies at higher signal-to-noise ratio, in the first case to determine the intrinsic ellipticity distribution, to be used as input of image simulations, and in the second case to suppress the Marsaglia bias. The need for a certain signal-to-noise ratio and the maximum tolerable statistical uncertainty on the measurement of the variance of the intrinsic ellipticity leads to requirements on the depth and size of the calibration sample. These requirements are identical for both approaches, with the key difference that the calibration of the synthetic data could be done with external data, as long as one is able to apply the same selection criteria as for the main survey, including for example observing galaxies in the same filter, whereas the direct calibration using deeper observations has to be done with the same telescope, instrument, observing conditions, etc.

5.2.1 Survey area

Here we address the number of galaxies used for a calibration of the intrinsic ellipticity dispersion. We refer to Taylor, Joachimi & Kitching (2013) who investigated errors on covariance estimates with a focus on simulations (in particular we refer to Section 5.3) that describes how the number of samples of the true data vector (referred to as $N_S$) relates to the desired fractional error on the covariance, $\Delta \sigma_\epsilon / \sigma_\epsilon$, in our notation. This implies

$$N_S \simeq N_{\text{bin}} \left( \frac{2}{(\Delta \sigma_\epsilon / \sigma_\epsilon)^2} \right),$$

(38)

where we have introduced $N_{\text{bin}}$ which is the number of independent bins (e.g. in redshift) in which the variance of the ellipticity needs to be measured. $N_S$ can be thought of as the number of galaxies observed at high signal-to-noise ratio, in the calibration sample.

In Fig. 14 we show the relative error $\Delta \sigma_\epsilon / \sigma_\epsilon$ as a function of the number of independent redshift bins $N_{\text{bin}}$ and of the number of observed galaxies $N_S$. Fixing $N_{\text{bin}}$ we can read off the number of galaxies we need to observe in order to meet the requirements on $\Delta \sigma_\epsilon / \sigma_\epsilon$. This number can be further propagated into a requirement on the area that a calibration survey has to have. $N_S$ relates to the number density of galaxies $n_{\text{eff}}$, where $n_{\text{eff}}$ is the effective number density of galaxies.

For example, a survey like Euclid would require $N_S \simeq 5 \times 10^6$ to be observed in a calibration survey (assuming 10 independent redshift bins). Assuming a galaxy number density of 30 arcmin$^{-2}$, a calibration survey should have an area of $\simeq 45$ deg$^2$. This number is quite similar to the area of the Euclid deep survey (Laureijs et al. 2011), which is planned to cover 40 deg$^2$. Similar calculations can be done for other upcoming weak-lensing surveys, the results being summarized in Table 2.

We expect the intrinsic ellipticity distribution to be colour dependent (van Uitert et al. 2012).
Table 2. Requirements for calibration data of upcoming and future weak-lensing surveys. For four on-going and planned surveys we list the expected effective galaxy number density $n_{\text{eff}}$, the relative error on the width of the intrinsic ellipticity distribution $\sigma_1/\sigma_s$, the derived number of galaxies required for calibration $N_{\text{cal}}$, the corresponding survey area, the minimum signal-to-noise ratio required in the calibration survey $v_{\text{min}}$ and the magnitude difference $\Delta M_{\text{lim}}$ between the calibration data and the main survey. Note that for KiDS, DES and HSC we assumed $N_{\text{bin}} = 5$ redshift bins, while for Euclid $N_{\text{bin}} = 10$ was chosen. The minimum signal-to-noise ratio in the wide survey was set to $v_{\text{min}} = 10$ throughout.

| Quantity            | KiDS  | DES   | HSC   | Euclid |
|---------------------|-------|-------|-------|--------|
| $n_{\text{eff}}$ (arcmin$^{-2}$) | $9^b$ | $12^b$ | $15^b$ | $30^b$ |
| $\Delta \sigma_1/\sigma_s$ | $7 \times 10^{-3}$ | $7 \times 10^{-3}$ | $7 \times 10^{-3}$ | $2.2 \times 10^{-3}$ |
| $N_{\text{cal}}$ | $2 \times 10^5$ | $2 \times 10^5$ | $2 \times 10^5$ | $5 \times 10^6$ |
| Area of calibration field (deg$^2$) | 6.1   | 4.6   | 3.7   | 45     |
| $v_{\text{min}}$ | 30    | 30    | 30    | 60     |
| $\Delta M_{\text{lim}}$ | 1.2   | 1.2   | 1.2   | 1.9    |

*Preliminary measurement (KiDS team, private communication). This is the number density of objects having a reliable shape measurement.

**Prediction taken from https://www.darkenergysurvey.org/reports/proposal-standalone.pdf

*From fig. 6 of Chang et al. (2013).

*Prediction taken from Laureijs et al. (2011).

5.2.2 Survey depth

The calibration sample needs to be deeper than the main survey to reach the minimum signal-to-noise ratio requirements determined from Fig. 13. We can use this information to compute a requirement on the depth of the calibration data:

$$\Delta M_{\text{lim}} = m_{\text{lim}} - m_{\text{lim}}^{\text{wide}} = -2.5 \left[ \log (v_{\text{min}}^{\text{wide}}) - \log (v_{\text{min}}^{\text{deep}}) \right],$$

(39)

where $v_{\text{min}}^{\text{wide}}$ is the signal-to-noise ratio of a source with magnitude $m_{\text{lim}}^{\text{wide}}$ in the wide survey and $v_{\text{min}}^{\text{deep}}$ is the minimum signal-to-noise ratio in the calibration data, such that the noise bias is below requirements.

For a Euclid-like survey, for which $v_{\text{min}}^{\text{deep}} = 60$ is read off from Fig. 13, the calibration sample should be $\sim 1.9$ mag deeper than the wide survey. The Euclid deep survey again fulfills this requirement by reaching 26.5 mag in the optical band, compared to 24.5 mag for the wide survey. Therefore this survey is well designed to be used for both calibration approaches outlined in Section 5.1. Again we list the corresponding results for other current and upcoming surveys in Table 2.

6 STOKES PARAMETERS

The Marsaglia bias we have discussed so far is a consequence of using the ellipticity as an estimator of the shear. Defining an ellipticity requires performing a non-linear operation on the image’s pixels which causes the bias in the presence of noise. The question we want to address in this final section is: is it possible to avoid performing non-linear operations on the pixels but still be able to measure the shear? Or in other terms: is it possible to avoid using the ellipticity as a shear estimator? The answer to this question is affirmative. Rather than the two components of the ellipticity and the object’s size, we propose to constrain three parameters, the Stokes parameters that were defined earlier.

The definition of these three numbers requires only linear operations on the pixels (a weighted sum in this case). Therefore, if the noise in the pixels is Gaussian, we expect the distribution of the Stokes parameters to also be Gaussian. An unbiased measurement of the ellipticity would be the ratio of the average of the Stokes parameters over many noise realizations

$$\chi = \frac{\langle u \rangle + i \langle v \rangle}{\langle s \rangle}.$$  

(40)

Note that this is not the same as the average of the ratio of the Stokes parameters over many noise realizations, which would be the common way to proceed. An early attempt of using the Stokes parameters to measure the shear can be found in Zhang & Komatsu (2011).

However, as can be seen in Fig. 15, the standard deviation associated with the measurement according to equation (40) is much larger than the standard deviation associated with the $\epsilon$-ellipticity computed by averaging the ellipticities measured in each noise realization. In the latter case the standard deviation has been computed numerically from $10^6$ objects sampled from the Marsaglia–Tin distribution, while in the case of the Stokes parameters the standard deviation can be analytically computed in the case of objects with elliptical Gaussian light profiles

$$\sigma^{\epsilon}_{\text{ax}} = \frac{\langle u \rangle}{\langle s \rangle} \left[ \frac{\sigma^2_s}{\langle s \rangle^2} + \frac{\sigma^2_u}{\langle u \rangle^2} - \rho \frac{\sigma_u \sigma_s}{\langle u \rangle \langle s \rangle} \right],$$

(41)

where $\sigma_s$ and $\sigma_u$ are defined in Section 2.3 via equation (14), $\rho$ is the correlation coefficient between $u$ and $s$, which is almost unity (and can also be analytically computed in the Gaussian case). Analogous formulae can be derived for $\langle v \rangle/\langle s \rangle$.

The ratio between the standard deviation computed in the two cases depends on the ellipticity itself and it is in the range $[2, \ldots, 4]$ for ellipticities between $\chi = 0$ and 0.6. This means that, in order to get the same error in the final ellipticity measurement, roughly 10 times more objects have to be used in the case of the Stokes parameters. However the advantage of the Stokes parameters is that the noise bias vanishes.
6.1 Lensing transformation

We have shown that the Stokes parameters can be used in order to get an unbiased measurement of the ellipticity in case of noisy images, even though at the price of a larger variance. We show in this section how the Stokes parameters can be used to define a shear estimator. We start by deriving their transformations under a lensing transformation:

\[ u' = [u - 2g_1s + (g_1^2 - g_2^2)u + 2g_1g_2v] \times C \]  
\[ v' = [v - 2g_2s + (g_2^2 - g_1^2)v + 2g_1g_2u] \times C \]  
\[ s' = [s(1 + |g|^2) - 2g_1u - 2g_2v] \times C, \]

where \( C \equiv (1 - |g|^2)(1 - \kappa)^2 \) and \( \kappa \) is the convergence. The superscript \( s \) again denotes intrinsic quantities. The relation between the Stokes parameters and the shear looks more complicated than the one between the shear and the ellipticity (that can be derived from the above equations). However in the case of weak shear \( g \ll 1 \) the above equations can be linearized and the shear can be computed as follows:

\[ g_1 \simeq \frac{\langle u \rangle}{2\langle s \rangle} \]  
\[ g_2 \simeq \frac{\langle v \rangle}{2\langle s \rangle}. \]

Note that in the usual approach we would have collapsed the Stokes parameters into two numbers (the ellipticity components) for any object and then we would have taken the average to get the shear:

\[ (u, v, s) \Rightarrow \left( \frac{u}{s}, \frac{v}{s} \right) \Rightarrow \left( \langle \frac{u}{s} \rangle, \langle \frac{v}{s} \rangle \right). \]

We propose instead to compute the average of the Stokes parameters and then to use this to compute the shear:

\[ (u, v, s) \Rightarrow \begin{pmatrix} \langle u \rangle \\ \langle v \rangle \\ \langle s \rangle \end{pmatrix}, \]

it is clear that the two operations do not commute.

6.2 Two-point statistics

We define estimators of the two-point correlation functions of the Stokes parameter as follows:

\[ \xi_\ell(i, j) = \frac{1}{N_p(x)} \sum_{i \neq j} A_i A_j \Delta_\ell(i, j), \]  

where the sum runs over all galaxies in a sample, and where \( \Delta_\ell(i, j) \) is a selection function that is unity if galaxies \( i \) and \( j \) have an angular separation that falls into a bin centred on \( x \) with width \( \Delta x \). Then the number of galaxy pairs is given by

\[ N_p(x) = \sum_{i \neq j} \Delta_\ell(i, j). \]

Definition (46) holds for \( A = (u, v, s) \) and is readily extended to incorporate weights for each galaxy, in analogy to the corresponding definition of the ellipticity correlation function; see e.g. Schneider et al. (2002). Using equations (43), one can calculate the ensemble average for the correlation functions, yielding

\[ \xi_\ell(x) \equiv \langle \xi_\ell(x) \rangle = \langle s^2(x) \rangle = \bar{s}^2 \]  
\[ \xi_u(x) \equiv \langle \xi_u(x) \rangle = 4 \langle g_1^2(x) \rangle \bar{s}^2 \]  
\[ \xi_v(x) \equiv \langle \xi_v(x) \rangle = 4 \langle g_2^2(x) \rangle \bar{s}^2, \]

where \( \bar{s} \) denotes the mean of the distribution of \( s \). The shear acting on one galaxy and \( s \) of another galaxy are uncorrelated to first order, so that the correlators can be split up. Note that noise terms originating from the intrinsic Stokes parameters do not appear in the averages because autocorrelations of galaxies have been excluded in equation (46). A combination of these ensemble averages yields the equivalent of the ellipticity correlation function \( \xi_\ell+ \),

\[ \xi_\ell+ = \frac{\xi_\ell + \xi_u}{4 \xi_\ell} = \frac{4 \xi_\ell + (g_1^2 + g_2^2)}{4 \xi_\ell} = \frac{(gg^* + g_1^2 + g_2^2)}{4 \xi_\ell}, \]

where we inserted equations (48) to arrive at the second equality. In the following we will restrict ourselves to the analysis of \( \xi_\ell+ \), but note in passing that an equivalent of \( \xi_\ell- \) can be defined in analogy to the ellipticity case by constructing tangential and cross components of the Stokes parameters \( u \) and \( v \) via

\[ v_+ + iv_- = -(u + iv)e^{-2iv}, \]

where \( \varphi \) denotes the polar angle of the line connecting a pair of galaxies.

Following the work of Schneider et al. (2002), it is possible to derive an analytic expression for the covariance of the Stokes parameter correlation function in equation (49), assuming a simple survey geometry, uniformly distributed galaxies, and a Gaussian-distributed shear field. This calculation is detailed in Appendix C. In summary, we find that, after neglecting clearly subdominant terms originating from the scatter in \( s \), the covariance can be cast into the same form as the covariance of the ellipticity correlation function \( \xi_\ell+ \) when replacing the ellipticity dispersion per component \( \sigma_\ell + \sqrt{2} \).
with $\sigma_s/(2\overline{s})$. Comparing with equations (43), this result is intuitive if errors on $s$ are negligible.

We conclude this section highlighting the differences and the similarity between the use of the Stokes parameters and stacking technique methods proposed for weak-lensing measurements (Lewis 2009). Stacking techniques require averaging over pixels values from many galaxies. This is a linear operation and hence does not introduce bias in the limit that the centroid and the PSF are known exactly. The shear is then estimated from a high signal-to-noise ratio stacked image and hence it is not affected by noise bias. The limitation of this technique is that the stacking has to be done over regions where both the shear and the PSF are constant. The Stokes parameters, like standard stacking methods, combine information from many galaxy in a linear fashion before estimating a shear. However, as shown in this section, a shear correlation function can be defined in terms of correlation functions of the Stokes parameters. Hence the method can be used in case of a varying shear field.

### 6.3 Performance of estimators

In order to test the performance of the shear estimator based on the Stokes parameters we simulate 50 Gaussian random fields of size 400 deg$^2$ each, containing a total of about $2 \times 10^5$ grid points. The shear fields are determined by an input convergence power spectrum of the form

$$P_s = \frac{9H_0^4\Omega_m^2}{4c^2} \int_0^{w_{\text{max}}} dw \frac{W^2(w)}{a^2(w)} P_\delta \left( \frac{l}{w}, w \right)$$

where $W(w)$ is the lensing kernel which depends on the redshift distribution of source galaxies (Bartelmann & Schneider 2001), $w$ is the comoving distance, $\alpha$ the scalefactor, $P_\delta$ the matter power spectrum, $\Omega_m$ the matter density of the universe and $H_0 = h \times 100 \text{km s}^{-1} \text{Mpc}^{-1}$ the Hubble constant. We assume a spatially flat $\Lambda$ cold dark matter cosmology with parameters $\Omega_0 = 1 - \Omega_\Lambda = 0.27$, $\Omega_\Lambda = 0.045$, $h = 0.73$, $n_s = 1$ and $\sigma_8 = 0.8$. The matter power spectrum is computed using the transfer function by Eisenstein & Hu (1999) and non-linear corrections according to the fit function by Smith et al. (2003). The redshift distribution is of the form $p(z) \propto z^2 \exp \left\{ - (z/z_0)^{2/3} \right\}$, truncated at $z = 2$, and with $z_0$ chosen such that the median redshift is 0.7.

We then assign a size, a magnitude and an intrinsic ellipticity to each grid point and compute a noise realization of this particular object as described in Section 3.3.2. In particular, we associate five numbers with each grid point: the two components of the ellipticity (drawn from the Marsaglia–Tin distribution) and the three Stokes parameters (jointly drawn from a Gaussian distribution). The PSF is assumed to be circular and the objects well resolved ($R = 2$). The intrinsic ellipticity distribution is of the form given in equation (35) with dispersion $\sigma_\epsilon = 0.3$. The true size and the magnitude of the objects are jointly drawn from the distributions measured in the DEEP2 survey\(^\text{11}\) (Newman et al. 2013).

The joint size–magnitude distribution is shown in Fig. 16.

To this end we select all galaxies with quality flag $\geq 3$ (secure redshifts) and create a 2D histogram from the parameters RG (dispersion of Gaussian fit to the light distribution of a galaxy in the $R$-band) and MAGR (Canada–France–Hawaii Telescope $R$-band magnitude). We fix the magnitude limit, corresponding to a 10$\sigma$ source detection, to be $\text{mag}_{\text{lim}} = 24.5$. We use this information to compute the magnitude of the background, corresponding to 1$\sigma$ source detection. This number is then converted into a flux and used to compute the signal-to-noise ratio $\nu$. The final signal-to-noise ratio distribution is shown in Fig. 17.

In a real analysis all the objects at signal-to-noise ratio lower than 5 would be eliminated from the catalogue, or they would be heavily down weighted in the final analysis. On the contrary in what follows we decide to keep all the objects in the catalogue. The reason is that in this way the Marsaglia bias is larger and can in fact be measured in a statistically significant way using only 50 Gaussian random fields. Hence the following results should not be considered as a prediction of the expected bias in a given survey but rather are meant to illustrate the gains and the losses of using the Stokes parameters instead of the ellipticity to compute the shear correlation function.

The ellipticity correlation function and the correlation functions of the Stokes parameters are computed using the publicly available

\(^{11}\) http://deep.ps.uci.edu/DR4/zcatalog.html
Before computing the correlation function we introduce some cuts in the Stokes parameters catalogue. As previously discussed, the dispersion of the Stokes parameters is very large, in particular for large and bright objects. Those objects preferentially sit in the long tails of the distributions, and hence increase the scatter. Moreover in the presence of noise it is very easy to produce outliers with values orders of magnitude larger than the true one (this is the case especially for highly elliptical objects).

If those objects are included in the catalogue the variance increases dramatically. We find that two cuts help in getting rid of those outliers: $s > 0$ and $\sqrt{u^2 + v^2} < M$, where $M$ has to be chosen according to the flux values (we remind the reader again that $u$, $v$, $s$ are not normalized by flux in this analysis in order to preserve the Gaussianity of their distribution in the presence of noise). In our case we try several cuts in the range $M \in [10^5, \ldots, 10^7]$ and we report the results for three specific cuts $M = [10^5, 10^6, 3 \times 10^6]$. The cuts help to get rid of the large variance in the correlation function at the expense of introducing a bias, since the original distribution is altered.

The effect of the cuts in the catalogue can be seen by comparing the green, blue and red lines in Fig. 18. The more stringent the cut, the larger is the bias and the smaller is the variance. We finally compare the shear correlation functions as derived by using the Stokes parameters and by using the ellipticity as a shear estimator. We notice that it is possible to reduce the bias in the shear correlation function by using the Stokes parameters, but at the expense of a larger variance. In particular, using $\sqrt{u^2 + v^2} < 10^6$ as a cut in the catalogue the final bias is lower by a factor of 2 but the variance is larger by almost the same factor. The bottom line here is that by choosing different shear estimators it might be possible to trade the bias for the variance, or vice versa, depending on the application.

The fact that the distribution of the (unnormalized) Stokes parameters is very broad might pose similar problems, in terms of precision of shear measurements, to all methods following this route to go from the pixels to a shear estimate. For example the recent Bayesian approach proposed by Bernstein & Armstrong (2014), at least in the version using moments, might have to deal with very broad likelihood functions in moments space. Hence in order to have precise shear measurements a quite aggressive prior might have to be employed. Further investigations in this direction are required.

### 7 CONCLUSIONS

In this paper we generalize the results of Marsaglia (1965) and Tin (1965) to the case of multivariate correlated ratios of Gaussian
distributed variables and derive an analytic expression for their joint probability. Within the context of weak gravitational lensing we explore the impact of the non-Gaussianity of this distribution on the measurement of ellipticity, defined as a correlated pair of Stokes parameters measurement from the surface brightness distributions of image pixel.

In weak gravitational lensing shear estimates based on an object’s ellipticity are inescapably biased because of pixel noise. In particular the cause of the bias is that the ellipticity, independently on how it is defined, requires one to perform some non-linear operation on the pixels. Therefore even if the noise in the pixels is Gaussian and uncorrelated, the noisy ellipticity distribution is not Gaussian.

We showed in this paper how bias caused by the non-Gaussian nature of the Marsaglia–Tin distribution, so called Marsaglia bias, depends primarily on the intrinsic ellipticity distribution, the object signal-to-noise ratio and the galaxy resolution. We investigated how requirements in the amplitude of such bias $m \leq 10^{-2}$ [current surveys, like Canada-French-Hawaii Telescope Legacy Survey (CFHTLS)], $m \leq 2 \times 10^{-3}$ (upcoming surveys, like KiDS, DES and HSC) and $m \leq 5 \times 10^{-4}$ (future surveys, like Euclid) can be translated into requirements on the knowledge of the intrinsic ellipticity distribution. We found that the intrinsic ellipticity dispersion $\sigma_e$ has to be known with a precision of $\sim 5$ per cent in order to properly calibrate shear estimates for current surveys, for upcoming surveys with a precision of $\sim 1$ per cent and for future surveys with a precision of $\sim 0.3$ per cent. These numbers have been derived assuming a signal-to-noise ratio 10 galaxy with a resolution $R = 1.2$ (ratio between the convolved area of the object and the area of the PSF).

We then explored two possible scenarios to correct for the noise bias: using numerical simulations and using a deeper version of the data. In the first case the ellipticity distribution (among many other galaxy properties) has to be known from some external data set. We estimated the area and depth required in order to measure the intrinsic ellipticity distribution with a given accuracy and precision. For upcoming surveys like DES or KiDS the area has to be of $\sim 5^\circ$ while for future survey, like Euclid, the area has to be of $\sim 50^\circ$.

In the second case we found that for future survey the depth of the observations required to correct for the Marsaglia has to be several magnitudes larger than the magnitude limit of the wide survey. This number is quite similar to the Euclid deep field.

Finally we explore the possibilities of using the Stokes parameters (the polarization and the area of the object) to define a shear estimator. We showed that the shear estimator defined in this way is unbiased even in the presence of noise, but the price to pay is a variance which is a factor of 3 larger (or more, depending on the cuts in the catalogue).

The multivariate Marsaglia–Tin distribution is likely to have applications beyond that of weak lensing. In the astronomical context any data consisting of correlated polarization measurements, for example from the cosmic microwave background, will be described by such a distribution.
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APPENDIX A: POSTERIOR SHEAR DISTRIBUTION

Here we write down an expression for the shear posterior in terms of the observed and intrinsic ellipticity posteriors. We do not use this expression explicitly in this paper, but we include it here for completeness. We start from equation (1), linking the observed ellipticity $\epsilon$, the intrinsic ellipticity $\epsilon_i$ and the shear $g$. We rearrange it to get

$$
g = \epsilon - \epsilon_i - |\epsilon_i^2|\epsilon + |\epsilon_i|\epsilon
$$

(A1)

using the algebra of random variables we can write down the probability of $g$ using the quotient distribution and the product distribution. In the following we do not expand integrals over variables of the form $|x|^2$ we leave this for future work. Defining the numerator as $U = \epsilon - \epsilon_i - |\epsilon_i^2|\epsilon + |\epsilon_i|\epsilon$ we have

$$
p_U(U = \epsilon - \epsilon_i - |\epsilon_i^2|\epsilon + |\epsilon_i|\epsilon, \epsilon_i) = [p_o(\epsilon) * p_o(-\epsilon_i)]
$$

where $\ast$ represents a convolution, and for the denominator $Z = 1 + |\epsilon_i|^2$ we have

$$
p_Z(Z = 1 + |\epsilon_i|^2, \epsilon_i) = \left[ \int \frac{1}{|\epsilon_i|^2} p_o(\epsilon_i) p_o(|\epsilon_i|) d\epsilon_i \right]^{1/2}
$$

(A3)

which, using the quotient distribution, gives the probability of the shear to be

$$
p(g) = \int [(1 + |\epsilon_i|^2|\epsilon_i^2|) p_U(U = g(1 + |\epsilon_i|^2|\epsilon_i^2|)\epsilon_i, \epsilon_i) p_Z(Z = 1 + |\epsilon_i|^2|\epsilon_i^2|, \epsilon_i) d\epsilon_i d(1 + |\epsilon_i|^2|\epsilon_i^2|)
$$

(A4)

or, in its complete form

$$
p(g) = \int [(1 + |\epsilon_i|^2|\epsilon_i^2|)]
$$

$$
\left\{ \left[ [p_o(\epsilon_i) * p_o(-\epsilon_i)]
$$

$$
* \left[ - \int \frac{1}{|\epsilon_i|^2} p_o(\epsilon_i) p_o(|\epsilon_i|) d\epsilon_i \right] \right\}
$$

$$
* \left[ \int \frac{1}{|\epsilon_i|^2} p_o(\epsilon_i) p_o(|\epsilon_i|) d\epsilon_i \right]^{1/2}
$$

$$
\left\{ \left[ \int \frac{1}{|\epsilon_i|^2} p_o(\epsilon_i) p_o(|\epsilon_i|) d\epsilon_i \right]^{1/2} \right\}
$$

$$
\left[ \int \frac{1}{|\epsilon_i|^2} p_o(\epsilon_i) p_o(|\epsilon_i|) d\epsilon_i \right]^{1/2} d(1 + |\epsilon_i|^2|\epsilon_i^2|).
$$

(A5)

To complete the convolutions one needs the Jacobian between observed and intrinsic ellipticities this has components

$$
\frac{\partial \epsilon_1}{\partial \epsilon_i} = (1 + 2g_1\epsilon_i + g_1^2)D^{-1} - N_1(2g_1 + 2g_1^2\epsilon_i + 2g_2^2\epsilon_i)D^{-2}
$$

$$
\frac{\partial \epsilon_2}{\partial \epsilon_i} = (1 + 2g_2\epsilon_i + g_2^2 - g_1^2)D^{-1} - N_1(2g_2 + 2g_1^2\epsilon_i + 2g_2^2\epsilon_i)D^{-2}
$$

$$
\frac{\partial \epsilon_1}{\partial \epsilon_i} = (2g_1\epsilon_i + 2g_1^2)D^{-1} - N_1(2g_2 + 2g_1^2\epsilon_i + 2g_2^2\epsilon_i)D^{-2}
$$

$$
\frac{\partial \epsilon_2}{\partial \epsilon_i} = (2g_1\epsilon_i + 2g_1^2)D^{-1} - N_1(2g_1 + 2g_1^2\epsilon_i + 2g_2^2\epsilon_i)D^{-2}
$$

(A6)

where

$$
D = 1 + 2g_1\epsilon_i + 2g_2\epsilon_i + g_1^2\epsilon_i^2 + g_1^2\epsilon_i^2 + g_2^2\epsilon_i^2 + g_2^2\epsilon_i^2
$$

$$
N_1 = \epsilon_i + g_1 + g_1\epsilon_i^2 + g_1\epsilon_i^2 + g_1\epsilon_i^2 + g_1^2\epsilon_i^2 + 2g_1 g_2 \epsilon_i
$$

$$
N_1 = \epsilon_i + g_2 + g_2\epsilon_i^2 + g_2\epsilon_i^2 + g_2\epsilon_i^2 + g_1^2\epsilon_i^2 + 2g_1 g_2 \epsilon_i
$$

(A7)
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the determinant of the Jacobian $J(\epsilon, \epsilon', g)$ is then
\[
|J(\epsilon, \epsilon', g)| = \left( \frac{\partial \epsilon_1}{\partial \epsilon_2} \frac{\partial \epsilon_2}{\partial \epsilon_1} - \frac{\partial \epsilon_1}{\partial \epsilon_2} \frac{\partial \epsilon_2}{\partial \epsilon_1} \right).
\]  
(A8)

Note that if $\epsilon = 0$ and $\epsilon' = 0$ then the determinant of the Jacobian reduces to
\[
|J(0, 0, g)| = |1 - |g|^2|^2
\]  
(A9)

which is similar to the shear responsivity or sensitivity factor used in some shape measurement methods. In the linearized case $g = \epsilon - \epsilon'$, the shear posterior is a much more simple expression $p(g) = p_0(\epsilon | g, \epsilon' )p(\epsilon')$.

**APPENDIX B: ELLIPTICITY DEWEIGHTING**

To compute the unweighted ellipticity given a weighted ellipticity (drawn from the Marsaglia–Tin distribution), and a known circular Gaussian weighting function, we need the weighted quadrupole moments for an elliptical Gaussian object. These are given by
\[
Q_{11}^w = \frac{2\pi s^4 x_0^4 s^2 + (1 + 2\epsilon_1 + |\epsilon|^2) x_0^2}{s^4 + 2(1 + |\epsilon|^2) s^2 x_0^2 + (1 - |\epsilon|^2)^2 s^4}
\]  
(B1)

\[
Q_{22}^w = \frac{2\pi s^4 x_0^4 s^2 + (1 - 2\epsilon_1 + |\epsilon|^2) x_0^2}{s^4 + 2(1 + |\epsilon|^2) s^2 x_0^2 + (1 - |\epsilon|^2)^2 s^4}
\]  
(B2)

\[
Q_{12} = \frac{4\epsilon_2 \pi s^4 x_0^4}{s^4 + 2(1 + |\epsilon|^2) s^2 x_0^2 + (1 - |\epsilon|^2)^2 s^4}
\]  
(B3)

where $s_w$ is the size of the weighting function and $s$ and $\epsilon$ are the unweighted size and the ellipticity of the object. The unweighted moments are then computed by numerically solving the system of equations above; this is done in practice by using a standard root finding algorithm.

**APPENDIX C: COVARIANCE OF THE STOKES PARAMETERS CORRELATION FUNCTION**

The covariance of $\xi_i$ as given by equation (49) can be expressed in terms of the covariances of the correlation functions $\xi_{u,v}$ via standard error propagation
\[
\text{Cov}[\xi_i(x_1); \xi_i(x_2)] = \frac{1}{16\pi^2} \left[ \text{Cov}[\xi_u(x_1); \xi_u(x_2)] + \text{Cov}[\xi_u(x_1); \xi_v(x_2)] + \text{Cov}[\xi_v(x_1); \xi_u(x_2)] + \text{Cov}[\xi_v(x_1); \xi_v(x_2)] \right] + \frac{\xi_i(x_1)}{4\pi^2} \left[ \text{Cov}[\xi_i(x_1); \xi_u(x_2)] + \text{Cov}[\xi_i(x_1); \xi_v(x_2)] + \text{Cov}[\xi_u(x_1); \xi_i(x_2)] + \text{Cov}[\xi_v(x_1); \xi_i(x_2)] \right],
\]  
(C1)

where we made use of equation (48b). Using the definition of the correlation function in equation (46), their covariance is given by
\[
\text{Cov}[\xi_{u}(x_1); \xi_{u}(x_2)] = \sum_{i,j,k,l} \Delta_{ij(i,j)} \Delta_{k,l(k,l)} \langle A_i A_j B_k B_l \rangle N_p(x_1) N_p(x_2),
\]  
(C4)

where $A, B \in \{ u, v, s \}$. To evaluate the four-point correlator, we shall assume that all fields follow Gaussian statistics, so that the correlator can be expressed in terms of two-point correlators via Wick’s theorem. In what follows we will make frequent use of the following correlators:
\[
\langle u'u' \rangle = \langle v'v' \rangle = \delta_j \sigma_n^2
\]  
(C5)

\[
\langle s_s \rangle = \bar{s}^2 + \delta_j \sigma_n^2
\]  
(C6)

\[
\langle u'_s g_{\mu} \rangle = \langle u'_s g_{\mu} \rangle = \langle s_s g_{\mu} \rangle = 0, \mu = 1, 2,
\]  
(C7)

and analogous for $v$. Note that $u'$ and $v'$ have the same dispersion $\sigma_n$ due to isotropy. In contrast to $u$ and $v$, $s$ has non-vanishing mean $\bar{s}$. The last suite of equalities holds because the gravitational shear acting on a galaxy is generally not correlated with the intrinsic size or elongation of that galaxy, nor does one expect a correlation between intrinsic sizes and elongations of galaxies on average.

To compute the covariance of $\xi_i$, we evaluate the correlator by applying Wick’s theorem,
\[
\langle s_s g_{\mu} \rangle = \bar{s}^2 + \sigma_n \sigma_n \delta_{\mu} \delta_{4}.
\]  
(C8)
Note that the distribution of $s$ is not symmetric in realistic cases, so that three- and four-point connected correlators do not vanish in general if all indices are equal. However, we can assume $i \neq j$ and $k \neq l$ throughout, as the correlation functions are not considered at zero lag, so that three or more equal indices are never encountered.

Following the approach of Schneider et al. (2002, S02 hereafter), we determine the ensemble average over all galaxy positions, assuming a uniform distribution, to arrive at covariance formulae that are independent of the actual galaxy positions in a survey. The ensemble average operator is given by (S02)

$$E \equiv \prod_{i=1}^{n_g A_i} \frac{1}{A_i} \int d^3 x_i,$$

where the product runs over all galaxies in the survey, which has size $A_i$ and galaxy number density $n_g$. Applying $E$ in complete analogy to S02, we obtain

$$E(\sum_{i,j,k} \Delta s_i(i,j) \Delta s_j(j,k)) \over N_p(x_1) N_p(x_2) = \frac{1}{n_g A_i},$$

so that the full covariance of $\xi_i$ reads

$$\text{Cov}[\xi_i(x_1); \xi_i(x_2)] = \delta_{i,j} \frac{2\sigma^4}{N_p(x_1)} + \frac{4\sigma^2 \sigma^2}{A_i N_p(x_1)},$$

where $\delta_{i,j}$ is a Kronecker symbol, so that the first term only contributes to the diagonal of the covariance.

Next we turn to $\text{Cov}[\xi_i(x_1); \xi_j(x_2)]$ for which we have to process the correlator

$$\langle u_i u_j s_i s_j \rangle = \langle u_i' u_j' s_i s_j \rangle + 4 \langle g_{ij} g_{ij} s_i s_j s_k s_l \rangle = 4 \langle g_{ij} g_{ij} \rangle \langle s_i s_j s_k s_l \rangle,$$

where the remaining four-point correlator can be expanded via equation (C8). The correlators of shear appearing here and in similar correlators can be replaced with shear correlation functions as follows (S02)

$$\langle g_{ij} g_{ij} \rangle = \frac{1}{2} \{ \xi_{ij} + \xi_{ij} \cos(4\varphi_{ij}) \} ;$$

$$\langle g_{ij} g_{ij} \rangle = \frac{1}{2} \{ \xi_{ij} - \xi_{ij} \cos(4\varphi_{ij}) \} ;$$

$$\langle g_{ij} g_{ij} \rangle = \frac{1}{2} \{ \xi_{ij} \sin(4\varphi_{ij}) \},$$

where $\xi \equiv \xi_{ij} (x_i - x_j)$. Here, $\varphi_{ij}$ denotes the polar angle between $x_i$ and $x_j$. Inserting equation (C12) into equation (C4), one needs to evaluate the following ensemble averages,

$$E(\sum_{i,j} \Delta s_i(i,j) g_{ij} g_{ij}) \over N_p(x_1)^2 = \frac{\xi_{ij}}{2 N_p(x_1)};$$

$$E(\sum_{i,j,k,l} \Delta s_i(i,j,k,l) g_{ij} g_{ij}) \over N_p(x_1) N_p(x_2) = \frac{\xi_{ij}}{2 n_g A_i},$$

where we made use of equation (C13). With these expressions at hand the full covariance simplifies to

$$\text{Cov}[\xi_i(x_1); \xi_j(x_2)] = \delta_{i,j} \frac{4\sigma^4 \xi_{ij}}{N_p(x_1)} + \frac{8\sigma^2 \sigma^2 \xi_{ij}}{A_i n_g}$$

$$= \text{Cov}[\xi_i(x_1); \xi_j(x_2)] = \text{Cov}[\xi_i(x_2); \xi_j(x_1)] = \text{Cov}[\xi_i(x_2); \xi_j(x_1)];$$

where the equalities in the second line are determined analogously.

To calculate the covariance of $\xi_{ij}$, one requires the correlator

$$\langle u_i u_j u_k u_l \rangle = \langle u_i' u_j' u_k u_l' \rangle + 16 \langle g_{ij} g_{ij} g_{kl} g_{kl} s_k s_l s_m s_n \rangle + 4 \langle u_i' u_j' g_{ik} g_{lj} s_k s_l s_m \rangle + 5 \text{ perm.}$$

$$= \sigma^2 \{ \delta_{i,k} \delta_{j,l} + \delta_{i,l} \delta_{j,k} \} + 16 \{ \langle g_{ij} g_{ij} \rangle \langle g_{kl} g_{kl} \rangle + \langle g_{ij} g_{ij} \rangle \langle g_{kl} g_{kl} \rangle + \langle g_{ij} g_{ij} \rangle \langle g_{kl} g_{kl} \rangle \}$$

$$+ 4\sigma^2 \sigma^2 \{ \delta_{i,k} \delta_{j,l} \langle g_{ij}^2 \rangle + \delta_{i,l} \delta_{j,k} \langle g_{ij}^2 \rangle + \delta_{i,k} \delta_{j,l} \langle g_{kl}^2 \rangle + \delta_{i,l} \delta_{j,k} \langle g_{kl}^2 \rangle \},$$
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where, in order to arrive at the last equality, we made repeated use of equations (C5), (C7) and (C8). Inserting this result into equation (C4) leads to

\[
\text{Cov} [\xi_a(x_1); \xi_u(x_2)] = \delta_{\alpha \nu} \left\{ \frac{2\sigma_4^4}{N_p(x_1)} + \frac{16\sigma_4^2 \sigma_2^4}{N_p(x_1)^2} \sum_{i,j} \Delta_x(i, j) (g_{i}^u + \frac{32\sigma_4^4}{N_p(x_1)^2} \sum_{i,j,k} \Delta_x(i, j, k) \left[ \langle g_{i}^u \rangle \langle g_{k}^u \rangle + 2\langle g_{i}^u g_{k}^u \rangle \right] \right\}
\]

(C24)

\[
+ \frac{16\sigma_4^2 \pi^2}{N_p(x_1) N_p(x_2)} \sum_{i,j,k} \Delta_x(i, j, k) (g_{i}^u g_{k}^u) + \frac{64\sigma_4^2 \pi^2}{N_p(x_1) N_p(x_2)} \sum_{i,j,k} \Delta_x(i, j, k) \left[ \langle g_{i}^u \rangle \langle g_{k}^u \rangle + 2\langle g_{i}^u g_{k}^u \rangle \right]
\]

(C25)

\[
+ \frac{32\sigma_4^4}{N_p(x_1) N_p(x_2)} \sum_{i,j,k} \Delta_x(i, j, k) (g_{i}^u g_{k}^u)
\]

(C26)

Subsequent calculations simplify if from here onwards one considers the sum of the \(\xi_a\) and \(\xi_u\) covariances that appear in equation (C3). These covariances are obtained in full analogy to equations (C20) and (C26). After inserting equation (C13) into equation (C15), one can proceed to compute the ensemble averages of the various terms by employing the expressions

\[
E(\sum_{i,j} \Delta_x(i, j) F_x(\psi_x) F_y(\psi_x) F_z(\psi_x)) = \frac{1}{2\pi N_p(x_1)} \int_{0}^{2\pi} d\psi_x F_x(\psi_x) F_y(\psi_x) F_z(\psi_x);
\]

(C27)

\[
E(\sum_{i,j,k} \Delta_x(i, j, k) F_x(\psi_x) F_y(\psi_x) F_z(\psi_x)) = \frac{1}{(2\pi)^2 N_p(x_1) N_p(x_2)} \int_{0}^{2\pi} d\psi_x F_x(\psi_x) F_y(\psi_x) F_z(\psi_x) F_w(\psi_w);
\]

(C28)

where \(F_a,b,c,d\) are arbitrary smooth functions, together with equations (C16) and (C17). In addition we apply equations (29) and (30) from S02. This results in

\[
\text{Cov} [\xi_a(x_1); \xi_a(x_2)] + \text{Cov} [\xi_x(x_1); \xi_x(x_2)] + \text{Cov} [\xi_y(x_1); \xi_y(x_2)] + \text{Cov} [\xi_z(x_1); \xi_z(x_2)]
\]

(C30)

\[
= \delta_{\alpha \nu} \frac{4\sigma_4^4 + 16\sigma_4^2 \sigma_2^4 \xi_a(0) + 8\sigma_4^2 \xi_a(0)}{N_p(x_1)} + \delta_{\alpha \nu} \frac{16\sigma_4^2}{N_p(x_1)} \left[ \frac{3\xi_a^2(x_1) + \xi_a^2(x_1)}{A_n e} \right]
\]

(C31)

\[
+ \frac{96\sigma_4^2 \sigma_2^4 \xi_a(x_1) \xi_a(x_2)}{A_n e} + \frac{32\sigma_4^2 \sigma_2^4 \xi_a(0)}{\pi A_n e} \int_{0}^{\pi} d\phi \xi_a((\sqrt{x_1^2 + x_2^2} - 2x_1 x_2) \cos \phi)
\]

(C32)

\[
+ \frac{32\sigma_4^4}{\pi A_n e} \int_{0}^{\infty} d\phi \int_{0}^{\pi} d\psi_1 \int_{0}^{\pi} d\psi_2 \left[ \xi_a(\psi_1) \xi_a(\psi_2) + \xi_a(\psi_1) \xi_a(\psi_2) \cos \{4\phi_a - \phi_b\} \right]
\]

(C33)

where \(\psi_a\) and \(\psi_b\) are defined in equation 31 of S02, and where \(\phi_a\) and \(\phi_b\) are their polar angles. Inserting all covariances computed in this way into equation (C3), one finally arrives at

\[
\text{Cov} [\xi_a(x_1); \xi_a(x_2)] = \frac{2\sigma_4^4 + 2\sigma_4^2 \xi_a(0) + 4\sigma_4^2 \sigma_2^4 \xi_a(0) + 36\sigma_4^2 \xi_a^2(x_1) + 4\sigma_4^2 \xi_a^2(x_1)}{8\pi^2 A_n e \Delta x}
\]

(C34)

\[
+ \frac{18\sigma_4^2 \xi_a(x_1) \xi_a(x_2)}{3 A_n e} + \frac{2\sigma_4^2 \xi_a(0) + \sigma_2^4}{\pi^2 A_n e} \int_{0}^{\pi} d\phi \xi_a((\sqrt{x_1^2 + x_2^2} - 2x_1 x_2) \cos \phi)
\]

(C35)

\[
+ \frac{2}{\pi A_n e} \int_{0}^{\infty} d\phi \int_{0}^{\pi} d\psi_1 \int_{0}^{\pi} d\psi_2 \left[ \xi_a(\psi_1) \xi_a(\psi_2) + \xi_a(\psi_1) \xi_a(\psi_2) \cos \{4\phi_a - \phi_b\} \right]
\]

(C36)

Under realistic and weak assumptions, the expression in equation (C34) can be dramatically simplified. For actual galaxy samples \(\sigma_2\) should not exceed \(\sigma_2\) by more than factors of a few, so \(\sigma_2 \sim \sigma_2\) holds. Moreover, \(\xi_a(x) \lesssim \xi_a(0) \lesssim \xi_a(0) \lesssim 10^{-3}\), where the first inequality ceases to hold only on very large scales. Then \(\sigma_2^2 \xi_a(x) \ll \sigma_2^2\), so that high accuracy

\[
\text{Cov} [\xi_a(x_1); \xi_a(x_2)] \approx \delta_{\alpha \nu} \frac{\sigma_4^4}{8\pi^2 A_n e \Delta x}
\]

(C37)

\[
+ \frac{2}{\pi A_n e} \int_{0}^{\infty} d\phi \int_{0}^{\pi} d\psi_1 \int_{0}^{\pi} d\psi_2 \left[ \xi_a(\psi_1) \xi_a(\psi_2) + \xi_a(\psi_1) \xi_a(\psi_2) \cos \{4\phi_a - \phi_b\} \right]
\]

(C38)
Thus, the covariance formula reduces to the result for the standard definition of $\xi_+$ as given by S02 when identifying $\sigma_{\epsilon,i}$ with $\sigma_\epsilon/(2\bar{s})$, where $\sigma_{\epsilon,i}$ is the ellipticity dispersion per component. This is equivalent to assuming that the noise in $s$ is negligible, i.e. $\sigma_s \rightarrow 0$, so that $u$ and $v$ can be treated as rescaled versions (by $2\bar{s}$) of $\epsilon_{1,2}$. Using this argument, it is then straightforward to write down the covariance of $\xi_-$, as well as the cross-covariance between $\xi_+$ and $\xi_-$, based on equations (35) to (38) of S02.