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ABSTRACT
Patterns for the internet of things (IoT) which represent proven solutions used to solve design problems in the IoT are numerous. Similar to object-oriented design patterns, these IoT patterns contain multiple mutual heterogeneous relationships. However, these pattern relationships are hidden and virtually unidentified in most documents. In this paper, we use machine learning techniques to automatically mine knowledge graphs to map these relationships between several IoT patterns. The end result is a semantic knowledge graph database which outlines patterns as vertices and their relations as edges. We have identified four main relationships between the IoT patterns-a pattern is similar to another pattern if it addresses the same use case problem, a large-scale pattern uses a small-scale pattern in a lower level layer, a large pattern is composed of multiple smaller scale patterns underneath it, and patterns complement and combine with each other to resolve a given use case problem. Our results show some promising prospects towards the use of machine learning techniques to generate an automated repository to organise the IoT patterns, which are usually extracted at various levels of abstraction and granularity.
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1. INTRODUCTION
At the moment, there is a lot of buzz about the internet of things (IoT) and its impact on our day-to-day lives and activities [1]. The IoT is expected to improve all spheres of our lives: from the way we live at our homes, the way we travel, the way we do shopping, and the ways retailers and manufacturers keep track of their inventory [2]. In the literature, various definitions for the IoT exists. While these definitions may vary, by way of vocabulary, they all describe the IoT as a paradigm in which multitudes of devices are connected to each other and to the internet [3]-[5]. In other words, the IoT represents a giant network of connected digital objects or things and people, although the later have a limited intervention [4], [6], [7]. Ultimately, these objects have the capabilities to collect and share data about their surrounding environment and their activities [8], [9]. In the IoT, this is possible since the devices and objects consist of built-in sensors which are in turn connected to the IoT platform, which integrates data from various objects and applies analytics to share valuable intelligence with the connected applications [3], [4], [8], [10].

Due to its make-up, the IoT consists of multiple patterns that are at the core of the various solutions used for its design architectures [1], [11]. These patterns include conventional solutions in the form of
technologies, patented electronic products, and accepted standards that govern the activities in the IoT [11]. These patterns are generally accepted by both experts and the IoT practitioners to be effective, reusable, and conventional solutions for addressing known IoT use cases. Inevitably, due to its size and magnitude the IoT consists of a large number of solutions that are used for the realisation of the IoT domain use cases. The astronomical number of patterns in the IoT makes it harder for IoT practitioners to find and select the right solutions for a given IoT use case problem in a timely manner.

To organise and store this large number of patterns for easy retrieval, we need an automated knowledge base which consist of many of these patterns gathered from a wide variety of sources. This will allow us to store these IoT patterns in a programmatic way using machine learning algorithms, and interlinking patterns that are, in some way, related. In this paper, our objective is to build such a prototype knowledge graph database which links the existing IoT patterns based on some pre-defined relationships. Using this connected dataset, the IoT practitioners can simply locate a desired pattern based on the context of their queries and intents. The vision is to build an intelligent classification scheme for all the IoT patterns, which requires minimal human intervention.

Knowledge graph databases provide an effective solution to support the task of storing related IoT patterns. At the moment, several models and architectures are being tested for their capabilities to mine knowledge graphs from text [12], [13]. This usually involves using a hybrid of natural language processing (NLP) techniques to extract important information from large corpora of text [14]. In this paper, we test a combination of proven methods with new novel techniques to fulfil this task.

The rest of this paper is organised as follows: Section 2 outlines our proposed approach for mining knowledge graphs to showcase relations between the IoT patterns. Section 3 is a brief description of the research methodology followed in conducting this study. In section 4, we present some findings as proof of concept and provide some results from the conducted experiments. Section 5 sums up the study and summarises the key takeaways.

2. THE PROPOSED PROCEDURE FOR MINING KNOWLEDGE GRAPHS TO MAP THE RELATIONS BETWEEN THE IOT PATTERNS

In this section we present a multifaceted approach for mining knowledge graphs to map heterogeneous relationships between the IoT patterns. In the literature, there are several methods used to organise the IoT patterns, including but not limited to: i) organising patterns by their scope and purpose [11]; ii) organising patterns by their semantics or properties [15]; iii) organising patterns by their design level scalability [8]; iv) organising patterns by their relationships [16]. The focus of this paper is on an approach for organising the IoT patterns by their heterogeneous relationships. Although the pieces that make up this approach are segmented, the holistic approach attested contributes largely to a converged prospectus of a unified model for mining knowledge graphs for the IoT patterns.

2.1. Entities extraction

In knowledge graph data extraction, the names of entities are generally accepted to be proper nouns (NNP) and are extracted using probabilistic models [17]. Some of the common techniques used here are dependency parsing [18], [19], part of speech tagging [20], [21], and named entity recognition [14], [22], [23]. However, such techniques are particularly useful in identifying entities from generic texts. In this study, we test topic modelling as a technique for extracting the entities (i.e., the IoT pattern names). This technique is briefly discussed below.

2.1.1. Extracting the IoT patterns as topics

In topic modelling, a topic is viewed as a probability distribution over a fixed vocabulary [24]-[26]. The basic idea behind topic modelling is that documents contain multiple topics, and thus the key idea is to discover a topic distribution over each given document as well as a word distribution over each topic [27]. This is represented by a $N \times K$ and a $K \times V$ matrix, respectively. In our approach, $d$ denotes a document narrating a given IoT pattern, $z$ is a possible topic (i.e. the pattern name), $w$ denotes a word (which might characterise the pattern), and $N_d$ is the total number of words in a given document. The probability of topic $z$ in a document $d$ is denoted by $P(z|d)$, and $P(w|d)$ represents the probability of word $w$ in topic $z$. In brief, the process followed can be summarised in this way: (a) first, we randomly choose a topic $z$ from the distribution over topics, $P(z|d)$, and then (b) randomly choose a word $w$ from the corresponding distribution over the vocabulary $P(w|d)$. In our case, both $P(z|d)$ and $P(w|d)$ are assumed to be multinomial distributions, $x_i \in \{0, ..., n\}$, expressed in the form,
This means that the topic distributions in all the documents in the corpus share the common Dirichlet prior $\sigma$ [27]. Similarly, the word distributions of topics have a common Dirichlet prior $\eta$. Given these parameters for document $d$, parameter $\theta_d$ of a multinomial distribution over $K$ topics is expressed from Dirichlet distribution $Dir(\theta_d|\sigma)$. In a similar manner, for topic $k$, parameter $\beta_k$ of a multinomial distribution over $V$ words can be derived from Dirichlet distribution $Dir(\beta_k|\eta)$. Given all the parameters, the joint distribution of all the hidden and observed variables-joint distribution of topic mixture $\theta$, a set of $K$ topics, word mixture $\beta$, as well as a set of $N$ words $w$ can be expressed as (2):

$$p(\beta, \theta, w, z | \sigma, \eta) = \prod_{i=1}^{d} p(\theta_d | \sigma) \prod_{i=1}^{N} p(z_{dn} | \theta_d) p(w_{dn} | z_{dn}, \beta) \prod_{k=1}^{K} p(\beta_k | \eta)$$

(2)

Via the joint distribution in (2), we can estimate the posterior distribution of unknown model parameters and hidden variables, $p(\beta, \theta, z | w)$. To obtain an estimate of a parameter, we use the Gibbs sampler for inference, which we find to be more accurate than its alternatives [24]. Our approach is to use semi-supervised guided LDA to seed certain topics by controlling the parameters such that the desired topics are given an extra boost to achieve higher probabilities. This approach is briefly discussed in appendix.

### 2.2. Attributes extraction

In natural language processing, several techniques for attributes extraction exist. Common approaches and architectures that are used include conditional random fields (CRFs) [28], convolutional neural network (CNNs) [29]-[31], and long short term memory networks (LSTMs) [14], [32], [33]. These are not necessarily exclusive for attributes extraction. In this study, we use a linguistics-based approach for attributes extraction that relies on text and document analysis. This involves the identification of the important sentences which represent the document. Text normalisation is applied before syntactic and semantic analysis of the text which includes extracting the text from the original document (format conversion is needed to convert the file into XML), removing floating objects like images, figures, tables, and dividing the text into sentences. After text normalisation is completed, the normalised text is a passed into attributes extraction. We use a combination of features to extract those sentences that describe the core attributes of a particular pattern from the given document. The features selected are based on linguistics knowledge and document structure. Our attributes extraction technique is not only applicable to well-structured documents but can also be used to extract attributes from informal, unstructured sources including web pages such as Wikipedia. The attributes extraction features used include header blocks, sentence length, sentence types, lexical units, and sentence position. These features are summarised in Table 1.

| Features            | Description                                                                 |
|---------------------|-----------------------------------------------------------------------------|
| **Header Blocks**   | Headings and sub-headings mark the beginning of key topics or themes in a document. In scientific literature, important sentences that describe the core essence of a subject-matter can be found under certain headings, e.g., Literature Review, and Discussions. Generic headings such as Introduction, Methodology, and Conclusion, usually do not contain sentences that are subject matter driven. Using a taxonomy of various headings collected from several scientific papers on the IoT patterns, we selected common ‘subject-matter headings’ across several articles and allocated higher scores to sentences under those headings. Nobata et al. [34] identifies sentence length as one of the key attributes to extract important sentences within a given document. In this study, we allocate higher scores to regular or longer sentences, and penalise short sentences by giving them lower scores. That is, for each given sentence in a document, we build a function that returns its length $L_i$. Similar to Nobata et al. [34] and Edmundson [35], we penalise sentences which are shorter than a $L_a$ (i.e. the benchmark length) as (3). $$\ell(S_i) = 0 \text{ if } L_i \geq L_b$$ $$L_i - L_b \text{ (otherwise)}$$ (3) For all the sentences that satisfy the benchmark length, the function (3) returns a value of 0, and returns a minus (-) value for all the sentences which do not satisfy $L_a$. |
| **Sentence Length** |                                                                                           |
ed in this case such that the number of the individual features is 1. That is, \( \omega \leq \omega = \omega \leq \omega \).

The allocated feature scores range in the range of \([0.00, 0.33]\), etc. 

represents a sentence of length \( L \), which consist of number of terms such that \( S_i = W_{a_i} \ldots, W_e \) in sequential positions in a given sequence, then we can prepend string \([S_i]\) and append string \([S_j]\) so that \( W_i = [S_i] \) and \( W_{i+1} = [S_j] \). In this way, important sentences will be those that satisfy the condition(s): (i) \([S_i]\), to and \([S_j]\), linguistic unit and (ii) \([S_i]\), for and \([S_j]\), linguistic unit.

Sentence Position
Sentence position as a locational attribute is used by making a hypothesis that sentences that are located in the middle of the document are more significant than those found at the beginning or end of the document. This implies penalising all the sentences positioned at the start and towards the end of the document using the function.

\[
\rho(S_i)(1 \leq i \leq n) = 1 \text{ if } (i < N) \text{ 0(otherwise)} \tag{4}
\]

In function (4), the output for each given sentence is normalised to the scale \([0, 1]\) in which \( N \) represents the specified threshold that returns the number 1 for all the sentences in the middle of the document.

2.2.1. Score normalisation
When multiple features are used for sentence extraction, a standard method must be developed to make the magnitude of the numbers comparable across the different features. Normalisation [37] is the term for this procedure. The method used in this article is to assign weights to individual features and then add the weighted scores to obtain an overall score. This method is called simple additive weighting [38]. The vectors are normalised in this case such that the number of the individual features is 1. That is, the vectors’ distribution values are in the range \([0, 1]\). For a given sentence, the score of a single feature is given by (5).

\[
F_i(x) = \sum_{j=1}^{n} \omega_j x_j \tag{5}
\]

Subject to zero-one constraints of the form (6).

\[
x_i \in \{0,1\}, \forall i \in \{1,\ldots,n\} \tag{6}
\]

In which \( x_i \) represents an allocated feature score, and \( \omega_j \) is the weight for the feature. The allocated feature scores range between 0 and 1, and are divided into three distributional classes: \([0.00, 0.33]\), \([>0.33, \leq 0.67]\) and \([>0.67, \leq 1.00]\). High ranked features such as declarative sentences are allocated higher scores in the range of \([0.67, 1.00]\) while penalised sentences such as those found at the top section of the document in terms of their position are given scores in the range of \([0.00, 0.33]\), etc. The value allocation for \( \omega_j \) depends on whether or not the document contains header blocks. We use a weighting choice of the form \( \omega_{a} \) if the text corpus includes header blocks. This choice implies that weights \( \omega \) are distributed uniformly across all five functions or features discussed above, resulting in \( \omega_{a}=0.2 \) for each unit feature. Nonetheless, if no text block in a document is recognised as a section header, the form’s weight choice \( \omega_{h} \) is applied to the four features, giving each unit feature a value of \( \omega_{h}=0.25 \). After each sentence’s individual feature vectors have been established, the sentence’s overall cumulative score can be determined. The aggregate score \( \delta(S_i) \) is calculated using the following unit scoring functions and weights:

\[
\delta(S_i) = \frac{\sum_{i=1}^{n} \omega_j x_i}{\sum_{i=1}^{n} \omega_j} \tag{7}
\]

Table 1. Features for attributes extraction (Continue)

| Features       | Description                                                                 |
|----------------|----------------------------------------------------------------------------|
| Sentence Types | The type of sentence in a given document can also be used to determine its importance as it relates to the subject matter [36]. For example, in an interrogative document, sentences that terminate with a question mark (?) are generally considered more important. For our system, we allocate higher scores to declarative sentences (i.e., those sentences that terminate with a full point or full stop (.)). We penalise all exclamatory sentences (i.e., those sentences that terminate with an exclamation mark (!) as well as interrogative sentences (i.e., that terminate with a question mark (?)). |
| Lexical Units  | Lexical units represent the parts of speech from which a sentence is composed of. Examples of these parts of speech include nouns, verbs, and adjectives. The presence of these lexical units in a sentence can be used to determine its significance in a document. In this study, we allocated higher scores to sentences that contained the lexical units or the terms ‘to’ and ‘for’ and thereafter followed by a linguistic unit such as a gerund and an infinitive. Technically, if we let \( S_i \) be a sentence of length \( L \), which consist of number of terms such that \( S_i = W_{a_i} \ldots, W_e \) in sequential positions in a given sequence, then we can prepend string \([S_i]\) and append string \([S_j]\) so that \( W_i = [S_i] \) and \( W_{i+1} = [S_j] \). In this way, important sentences will be those that satisfy the condition(s): (i) \([S_i]\), to and \([S_j]\), linguistic unit and (ii) \([S_i]\), for and \([S_j]\), linguistic unit. |
| Sentence Position | Sentence position as a locational attribute is used by making a hypothesis that sentences that are located in the middle of the document are more significant than those found at the beginning or end of the document. This implies penalising all the sentences positioned at the start and towards the end of the document using the function. |

\[
\rho(S_i)(1 \leq i \leq n) = 1 \text{ if } (i < N) \text{ 0(otherwise)} \tag{4}
\]

In function (4), the output for each given sentence is normalised to the scale \([0, 1]\) in which \( N \) represents the specified threshold that returns the number 1 for all the sentences in the middle of the document.
2.2.2. Parameter optimisation

In order to fit the model parameters or weights, we treat our attributes extraction system as a continuous-state optimisation problem. In other words, we want to find the optimisation weights for each of the attribute’s extraction features. These are weights minimising the error in the model and can be computed using the mean-squared error of the form.

\[ J_n = \frac{1}{n} \sum_{i=1}^{n} (y_i - f(x))^2 \]  

(8)

To calculate the error, we descend to the minimum of the function using the gradient information, with a typical learning rate, \( \alpha(i) = \frac{1}{i} \). The regression algorithm for this process is shown in appendix.

2.2.3. Words segregation

The final activity in attributes extraction is to segregate words in the extracted sentences. This is done to eliminate common English words such as ‘the’, ‘is’, ‘of’, ‘for’, and so on. In other words, we only consider words that are considered a major part of speech (MPoS) as descriptors for each pattern. These include Verbs, Adverbs, Nouns, and Adjectives [39]. This step is necessary given that knowledge graphs are better modelled and expressed using single word attributes [40].

2.3. Relations extraction

Our approach to relationship extraction is mainly semi-supervised—we label relationships between patterns based on a set of pre-identified relations extracted from multiple sources. This approach is feasible given that there is only a small set of relations that can be found between patterns. Table 2 summarises the relationships that can be found between the IoT patterns.

| Relationship | Description |
|--------------|-------------|
| Similar      | A pattern is similar to another pattern. |
| Uses         | A pattern uses another pattern. |
| Compositional| A pattern is composed of other patterns. |
| Complements  | A pattern combines with another pattern to solve a problem. |

To cater for the variety in language, we use a form of semi-supervised training using relations embeddings. In this case, similar embeddings for a given relation denote paraphrasing or a synonymous expression for that relation. For each relation, we use a thesaurus to extract synonymous expressions that may be used by other authors to document the same relation. These synonyms are then embedded together with the progenitor relation. The intuition behind this approach is that the use of multiple synonymous words is ‘more natural’ than using a single term. This is considering that authors generally use free text and will express the same relation using different vocabulary in different documents. This increases the probability of establishing the correct relationship between patterns. The procedure to learn similar relations embeddings is straightforward and is briefly explained below.

2.3.1. Synonyms-enhanced relations embeddings

For relations embeddings of the IoT patterns, we adopt a Word2Vec model in the form of continuous-bag-of-words (CBOW) [41]. This model aims at predicting the target word, given context words in a sliding window. For each progenitor relation, we use its synonyms as context words. In this way, each synonymous word is also embedded in close proximity to the rest of the text in the document. This sort of embeddings model formulates the probability of establishing the correct relationship between patterns. The procedure to learn similar relations embeddings is straightforward and is briefly explained below.

\[ \ell(D) = \sum_{i=1}^{M-K} \log \Pr(x_i | x_{i-K}, ..., x_{i+K}) \]  

(9)

In this instance, \( K \) is the context window size of the target word, i.e., progenitor relation. Our relations embedding model formulates the probability \( \Pr(x_i | x_{i-K}, ..., x_{i+K}) \) via a Softmax function as (10).

\[ \Pr(x_i | x_{i-K}, ..., x_{i+K}) = \frac{\exp(x_i^T \cdot x_i)}{\sum_{x \in V} \exp(x^T \cdot x_i)} \]  

(10)
In (10), $W$ denotes the vocabulary, $x_i$ is the vector representation of the target word or the progenitor relation, and $x_o$ is the average of all the context word vectors represented by (11).

$$x_o = \frac{1}{2K} \sum_{j=1-K, j \neq i}^{i+K} x_j$$

(11)

Similar to a CBOW model, our relations embedding model is optimised by making use of hierarchical SoftMax and negative sampling [42].

2.4. Knowledge graph construction and probabilistic models

The final step in our proposed approach to mining knowledge graphs is cleaning the extraction graphs, incorporating ontological constraints, and discovering statistical relationships within the extracted data. This step is necessitated by the errors that are inevitable in the extracted knowledge. The solution to this problem is using high-dimensional probabilistic models to find the most likely knowledge graph by sampling and optimisation [43]. Using this approach, each candidate fact in the extraction graph is treated as a variable. We use one main factor to determine the knowledge graph validity, namely: ontological knowledge about the domain. The ontological knowledge is used to parameterise the dependencies between the existing variables [44], [45]. The ontology framework serves to allow us to discover whether the extraction graph in the structure has any inconsistencies (also known as validation) and to logically extract implicit information from data (known as inference) [46]. For instance, an example of validation is an error in the data whereby an entity does not possess any properties. An example of inference according to the framework above is the derivation of a conclusion that if an object has properties and relations with other objects, then it is an entity. In this paper, our knowledge graph database treats each fact as a Boolean which infers a truth value for each fact via optimisation. To establish the validity of our approach, we insert the extracted knowledge using a simple script in which possible facts are posed as queries. The semantic rules are determined by how close the existing properties in the database match the inserted properties of the possible patterns. In other words, the ontological and semantic rules are grounded by substituting literals into formulas. Simply put, each ground rule consists of a weighted satisfaction metric derived from the formula's truth value which assigns a joint probability for each possible knowledge graph as in (12).

$$P(G|E) = \frac{1}{Z} \exp \left[ \sum_{r \in R} w_r \Phi_r(G|E) \right]$$

(12)

Together, the ontological rules and semantic rules mined from data determine the level to which the knowledge graph is correct. That is, the level to which the inserted extracted knowledge matches and correspond to the already existing knowledge in the knowledge graph database.

3. RESEARCH METHOD

The research study employs a pragmatic research philosophy, relying primarily on text analysis and aspects of corpus linguistics, with the latter being used in particular for data normalization. The process of creating the artefact mentioned in this paper was driven by design science studies. Below is a detailed description of the data preparation and processing system.

Text normalisation is the first step in the process, which is needed for data preparation. This is a data cleansing technique that requires a pre-processing procedure that transforms scholarly documents into sentence-level sequences of text blocks. Our IoT patterns were often in the form of HTML files or scholarly PDF documents. Both the HTML web pages and the scholarly PDF files were mostly not standardised for ready processing as they did not contain block level elements or unique IDs.

Furthermore, the bulk of the papers had inconsistencies in their formatting. Other papers, for example, included photographs, and some used italics or bold text to emphasize key points and themes. To overcome this obstacle, the records were manually pre-processed. Converting each HTML and PDF document to an XML format that recognizes all line breaks was part of this process. Pre-processing also included eliminating images and assigning a specific ID or vector representation to each sentence. All information pertaining to the additional pattern(s) was manually extracted from documents presenting more than a single IoT pattern in order to limit our attributes extraction method to processing a single IoT pattern at a time. This was accomplished without jeopardising the experiment's findings. Data altering for the purposes of fitting the experimental setup is an appropriate practice. According to Saldanha's [47] view of corpus linguistics, data altering is permissible as long as it does not impact the text's validity or natural occurrence.
The steps for mining knowledge graphs are based on an entity-relationship model, which is the base primer for constructing knowledge graphs. In simple language, we focus on three elements to mine knowledge graphs from text, namely: entities, their attributes and the relationships that exist between them. We treat each pattern name as an entity, and then use a vector space algorithm to determine a postulated relationship between the entities based on their attributes. The objective is to gather multiple documents that discuss the IoT patterns, and then extract important knowledge that can be used to engineer knowledge graphs. The idea is to build a sizeable knowledge base, which can ultimately be used as a platform for entity resolution and linking. This process involves four main steps, namely: i) entities extraction, ii) attributes extraction, iii) relations extraction, and iv) knowledge graph construction using joint probabilities. The entire process involves the building of four artefacts, namely: i) a topic modelling prototype for entities extraction, discussed in section 2.1.1. ii) a machine learning based text processing model, discussed in section 2.2. iii) a neural network-based relations embedding model, discussed in section 2.3.1., and iv) a knowledge graph model, discussed in section 2.4.

4. RESULTS AND DISCUSSION

This section presents results from applying topic modelling, attributes extraction, and relations embeddings models to the IoT patterns data. First, we review the performance of each model in isolation, and then proceed to look at how these models perform when used together to mine knowledge graphs for mapping relations between the IoT patterns.

4.1. Evaluating topic models

This section summarises the performance of topic modelling with regard to analysing the IoT patterns documents. To achieve this, we used three indicators or measures, namely: i) Model fit, ii) Analysis of clustered output and, iii) Analysis of the estimator for inference. Model fit measures the goodness of fit and typically summarises the discrepancy between observed values and the values expected under the model in question [27], [48]. Analysis of clustered output involves evaluating the clustered output or words under the topics [49]-[51]. Analysis of the estimator for inference involves analysing the number of iterations for convergence [52].

4.1.1. Model fit

Model fit measures the feasibility of using topic modelling to extract the correct topic from a set of given documents. To measure the goodness of fit, we adopt the Kolmogorov Smirnov Test which is briefly summarised in Appendix. For this exercise, we divided our documents into smaller subsets. In other words, we classified documents that described the same pattern into a subset, and applied topic modelling in an attempt to identify the pattern name as the collective topic for the documents. In this study, the primary objective of using topic modelling was to test its capability to identify the IoT pattern name in a given document as a potential topic. The aim of topic modeling has traditionally been to automatically discover secret (non-observable) topics in a set of documents [53]-[57]. However, LDA is applicable in our case since not all documents use the pattern names as titles. We evaluated 109 IoT patterns represented by more than 500 articles. On average each subset contained 15.3 documents, with 9.6 words per sentence. Our model fit reveals a score of 0.94 indicating that the correct topic was identified in 103 of the 109 subsets. This exhibits a high performance in using topic modelling for topic identification of subset data.

4.1.2. Analysis of clustered output

In traditional LDA, every word partially belongs to all topics or clusters with different probabilities expressed by a score of between 0 and 1. In this work, our aim was to optimise the probabilities of words extracted from the documents as discussed in section 2.2. These words are the key descriptors which characterise the core essence of each pattern. In simple terms, we want the top ranked clustered outputs under the correct topic to match the words extracted in section 2.2. For parameter optimisation, we only consider the top five ranked words as key descriptors for each topic. We found that the extracted attributes were mostly in the top 5 ranking for 99 of the sample subsets. An example of the 6LoWPAN subset with the clustered outputs is presented in Table 3. In Table 3, the word ‘Wireless’, for example, is a key descriptor of the 6LoWPAN technology, and is one of the identified attributes extracted using the technique described in section 2.2. As one would expect, this word is assigned a higher probability under the highest ranked topic.

4.1.3. Analysis of the estimator

In the LDA model, topics $t_{dn}$ and words $w_{dn}$ are generally viewed as discrete random variables and both are modelled using a discrete, or multinomial distribution. In this model, $\theta_d$ and $\phi$ are objects of
inference, which indicate the probabilities of the topics for each document \( d \) and the associated words \( w \) for each topic \( t \). Our model involves \( T \) topics that has \( \text{dim}(\theta_d) = T \), and \( \phi \) is an \( M \times T \) matrix of probabilities for the \( M \) unique words that appear in the collection of the IoT patterns documents. The establishment of topics require running a number of iterations in order to reach convergence [58]. In our experiments, we used the collapsed Gibbs sampler for inferring the topic distributions [59]. We applied the empirical Markov Chain Monte Carlo (MCMC) diagnostic to determine convergence. In particular, we used the estimate potential scale reduction factor.

Figure 1 shows the convergence performance for inferring topic distributions. We test convergence on three levels, namely: i) per document, ii) per subset, and iii) per entire set. In Figures 1(a)-(c), we show time-series plots for all three performance levels. The results show that the parameters used for testing convergence differ significantly after an initial burn-in of 0 and 100 iterations. This indicate that the algorithm has not converged yet. Figure 1(a) shows that the algorithm converges faster for single documents, requiring approximately 150 iterations to converge. On average, the subsets as shown in Figure 1(b) start to converge at approximately 200 iterations, while the entire document set as shown in Figure 1(c) starts to converge at approximately 500 iterations. Figures 1(d)-(f) shows running mean plots for the same performance.

Table 3. Clustered outputs for the 6LowPAN pattern

| Topics and Clustered Outputs | 6LowPAN | Standard | Wireless |
|------------------------------|---------|----------|----------|
| Wireless = 0.91              | IEEE = 0.80 | Access = 0.62 |
| DSSS = 0.90                  | Control = 0.76 | Layer = 0.54 |
| Network = 0.88               | Low-rate = 0.51 | Devices = 0.44 |
| Encryption = 0.85            | Physical = 0.50 | Network = 0.41 |
| Access = 0.83                | Wi-Fi = 0.44 | Control = 0.40 |

![Figure 1](image1.png)

Figure 1. Convergence results for inferring topic distributions

4.2. Evaluation of attributes extraction

In this section, we present our evaluation results to demonstrate the performance of our attributes extraction system described in the previous section. Due to the novelty of the system, and the fact that the system is tested on a new data set, comparative and benchmark performance of related systems is not included in this study. The system results are, therefore, used to set a benchmark. The discussion in this section will concentrate on the most common results from the IoT trends that have been examined. These common results can be categorized into four major themes: i) the presence of the core attributes in the middle parts of the texts, ii) the section headers of sentences defining the core attributes of the IoT patterns, iii) the output of each individual feature, as well as iv) correlations between the features. The first two themes support our theory or hypothesis, while the last two themes examine the output of our features individually and in relation to one another.
4.2.1. Section headers of sentences describing the core attributes of the IoT patterns

We examined 109 documents discussing various IoT patterns and found that 79% or 87 of these documents contained section headers. The other 22 documents were informal documents (i.e., web pages) and did not contain any headings except for the title of the web page. From the 87 documents, we extracted a total of 261 attributes of which 72% or 190 of the attributes were under an identified section heading of a document. Most of the attributes extracted were in close proximity to each other, usually in an ordered list, under a section heading. In Table 4, we show an example of this in which the attributes of the IoT pattern device wake-up trigger, are in succession to each other. The Table 4 also shows the scores per feature for the given sentences.

Table 4. Device wake-up trigger attributes

| Attributes | #type | #position | #length | #headings | #lexical units |
|------------|-------|-----------|---------|-----------|----------------|
| #s61[a]    | 0.6   | 0.7       | 0.5     | 0.8       | 0.6            |
| #s62[b]    | 0.5   | 0.5       | 0.5     | 0.8       | 0.7            |

[a] Implement a mechanism that allows the server to send a trigger message to the device via a low energy communication channel.
[b] Have the device listening for these triggering messages and immediately establish communication with the server when it receives such a message.

4.2.2. The occurrence of the core attributes within the specified thresholds

In our findings, the results reveal that 93% of the core characteristics of the various IoT patterns are generally found in the mid-section of the document represented by the range \([i, j]\). 4% of the attributes were located in the top part of the documents or within the range of \([i - 1]\). We also found that 3% of the attributes in the documents were located in the bottom part of the documents, represented by the range \([j + 1]\).

4.2.3. The overall performance of each independent feature

The overall performance of the five (5) features is presented in Table 5. We used recall and precision to measure the performance of these features. In this study, Recall determines how many sentences are returned that meet the criteria for a specific function or feature. In other words, Recall represents the totality of results for each feature on a scale of \([0, 1]\). Recall is measured as in (13). On the other hand, Precision measures the ratio of satisfactory results in proportion to the totality of results. Precision is calculated as in (14).

\[
Recall = \frac{\#tp}{\#tp + \#fp}
\]

\[
Precision = \frac{\#tp}{\#tp + \#fp}
\]

For instance, the Precision for the function \(t()\) with regard to the number of declarative sentences in a given document is the number of how many sentences are terminated by the full stop symbol (.).

Table 5 shows that sentence type is the best performing metric for attributes extraction with a 100% accuracy score or a precision value of 1. Contextually, this means that all identified sentences from which attributes were extracted were terminated by a full stop. Lexical units, on the other hand, as a metric were the worst performing feature, demonstrating that several sentences that meet the lexical unit criteria were not classified as core IoT pattern attributes.

Table 5. Feature performance

| Features       | Precision |
|----------------|-----------|
| #type \(t()\)  | 1         |
| #position \(\rho()\) | 0.9     |
| #length \(\ell()\) | 0.7     |
| #headings \(h()\) | 0.65    |
| #lexical units \(u()\) | 0.56    |

4.2.4. Correlations between features

The correlations between the five metrics used in our attributes extraction method are shown in Table 6. The frequency and direction of association between any two features are measured by these correlations. We used Spearman's rank correlation of the form:
The function (15) helps us to determine the degree to which two given features rate the same set of sentences. In Table 6, the symbol * marks those features that are significantly correlated. From these findings, we observe that \( \rho() \) and \( h() \) are highly correlated. The high correlation between these two features is expected given that the set of sentences that were identified as attributes were mainly under section headers, which coincided with sentences positioned in the range \([i, j]\) of each document. From Table 6, we also observe that the other features have relatively low correlations. This means that these features are independent of each other.

\[
\rho = 1 - \frac{6 \sum d^2}{n(n^2-1)}
\]

4.3. Evaluation of relations embeddings

In this section, we present the evaluation results to demonstrate the performance of our vector space model for relations embeddings. For this task, a multi-threaded architecture is used to separately train progenitor relationships and their thesaurus-based synonyms from words taken from the rest of the document. In simple terms, relationships are trained in a specific assigned thread, and all the other generic words from the document are trained using a separate thread. In this case, words from both threads jointly and asynchronously update the output relations embeddings and determine the final relations vectors. In both threads, we set the symmetric context window size to 20 (i.e., 10 words to the right and 10 words to the left of the target word). We use differential learning to manipulate and control each thread’s contribution to the final word embeddings. Specifically, we control the output of the final word embeddings by controlling the behaviour of the stochastic gradient descent function.

\[
\downarrow \theta_j := \theta_j - \alpha \cdot \frac{\partial}{\partial \theta_j} f(\theta)
\]

We set a small learning rate, \( \alpha = 0.01 \), for training progenitor relationships and their synonyms. To marginalise the contribution of all the other words in the documents, we set a higher learning rate, \( \alpha = 0.5 \), to reduce optimisation of the thread to converge to a good local minimum. Intuitively, this results in less contribution from the generic words.

This approach allows us to spot a progenitor relationship if it presents in the text, or if any of its synonyms is used in the contents of the document. Using cosine similarity, we obtained a score of 86% success rate which shows the model’s capability to recognise numerous various expressions used by the authors to define relationships between the IoT patterns. If the progenitor relationship (or any of its synonyms) does not appear in the contents of the document, we select the word with the highest cosine similarity to either the progenitor relationship or any of its synonyms.

4.4. Graph construction experiments

From our data set, we managed to get approximately 34 109 extraction graphs with nearly 42 812 vertices labels. Our main task was to collectively construct a set of knowledge graphs and evaluate them based on the existing 10 384 target knowledge graphs in our benchmark database. Table 7 above shows the results of evaluating knowledge graph construction. In the table, the Average Confidence of Extractions represent the candidate facts stored in the database against the graphs that are inputted into the database for a potential match. In this study, we use confidence levels to specify a range of values that are likely to contain the true population mean on the basis of a sample. Through our experiments, we found that 71% or 0.715 extracted graphs were likely to contain correct knowledge graphs. Figure 2 shows re-produced excerpts of some knowledge graphs generated using our proposed process. The graphs are extracted from the Neo4j graph platform and have been reproduced for clear visibility. The direction of the edges in our graphs is based on the chronological appearance of the entities within the document. In other words, the entity that appears first in a given document is the source node and the entity that appears in the later section of the
document is the target node. Ontological rules are said to be satisfied if the extracted graph contains no violations of ontological validations and inference. The results reveal that 87% or 0.874 of the extraction graphs satisfied the pre-defined ontological rules. The results also show that only 63% or 0.633 of the knowledge graphs were linked successfully by virtue of the semantic rules.

Table 7. Evaluating knowledge graph construction

| Indicator                        | Performance |
|----------------------------------|-------------|
| Average Confidence of Extractions | 0.715       |
| Satisfaction of Ontological Rules | 0.874       |
| Satisfaction of Semantic Rules   | 0.633       |

Figure 2. Excerpts of some IoT patterns and their relationships

5. CONCLUSION

Current classification schemes for organising the IoT patterns are generally manual. In the literature, the use of machine learning techniques for intelligent classification schemes in this area have been given little attention. In this paper, we have proposed a multifaceted process that is data-driven and uses machine learning techniques to mine knowledge graphs that outlines the interoperability of the IoT patterns. We used a combination of techniques to extract entities, their attributes, and the relationships between them from a
large set of documents. While knowledge graphs are amongst the technologies with the fastest growing curves, at the moment, there is no accepted technique for mining these knowledge graphs from natural text. The results reveal that topic modelling, attributes extraction and word embeddings can be used successfully to capture essential knowledge required to model the IoT pattern relationships using knowledge graphs. The findings of this study contribute towards closing a research gap in the IoT paradigm, particularly with regard to building an automatic-generated repository for the IoT patterns. This repository can be used as a reference point for the construction of the IoT reference architecture, and can also assist the IoT practitioners with quick, seamless retrieval of these patterns.

APPENDIX
A. Semi-supervised guided LDA model

The approach followed in our study is to allow the user to direct the topic discovery process by providing seed information at the level of topic and word selection. In simple terms, the user is aware of the topics that represent the set of documents, and also understands the words that must be allocated to each of those topics. In section 2.2 of this study, we have described in some details the process of extracting these words. Statistically, the seeded topics are given a 10% boost and the seeded words are given the same seed confidence toward the seeded topics. Intuitively, the algorithm is as algorithm 1.

Algorithm 1: A Guided LDA Algorithm
1. For each $k = 1, \ldots, T$
   (a) choose a regular topic, $\phi^k \sim \text{Dir}(\beta)$
   (b) choose a seed topic $\phi^*_k \sim \text{Dir}(\beta_s)$
   (c) choose $\pi_k \sim \text{Beta}(1,1)$
2. For each document $d$, choose $\theta_d \sim \text{Dir}(\alpha)$
   - For each token $i = 1, \ldots, N_d$
     (a) select a topic $z_i \sim \text{Mult}(\theta_d)$, apply seed confidence $\mu$ to the seeded topic.
               The probability will be higher for the seeded topic, $p(z|w,d) \propto z \in d$.
     (b) select a word $w_i \sim \text{Mult}(\phi_s)$, apply seed confidence $\mu$ to the seeded words.
               The probability $p$ of seeded words $W$ belonging to topic $\bar{z}$ will be higher, $p(w|z,d) \propto w \in z p$

For a detailed description of how to incorporate lexical priors into topic models, the reader is encouraged to refer to Jagarlamudi [60] for additional details.

B. Optimisation regression algorithm

To learn the correct weights for the attributes’ extraction features, we change regression weights after every iteration according to the gradient. As stated in section 2.2 of this paper, we initialise the model with equal weights for all features. We select a constant initialisation scheme to allow features to have an identical influence on the cost and identify better performing features in the initial round of performance. This allows us to determine the allocation of the initialised weights for the features. In this case, the weights are still random but differ in terms of range and magnitude depending on the performance of the initial phase. This provides a controlled initialisation that is more accurate and performs faster while also giving a more efficient gradient descent.

Algorithm 2: Optimisation Regression Algorithm

Optimisation Linear Regression ($D$, Number of iterations)
Initialise weights $\omega = (\omega_0, \omega_1, \omega_2, \ldots, \omega_d)$
For $i = 1:1$ - Number of iterations
   do
      select a data point $D_i = (x_i, y_i)$ from $D$
      set $a = \frac{1}{i}$
      update weight vector
      $\omega \leftarrow \omega + \alpha y_i f(x, \omega)x_i$
   End for
return weights $\omega$
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