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The finite element numerical simulation of the transonic flow with condensation is studied in this paper. The transformed weak form is numerically discretized by using the classical Galerkin finite element spatial discretization scheme and the backward Euler difference time discretization scheme. Because the coupled Euler equations are convection equations, the results obtained by the classical Galerkin method often have nonphysical numerical oscillations, so the stabilization method is introduced. Another important feature of compressible Euler equation is the existence of shock wave. Because the thickness of shock wave is small and difficult to capture, the shock wave can be better captured by adding artificial viscosity term. Here, the streamline upwind/Petrov–Galerkin (SUPG) finite element method with good stability and the isotropic diffusion method with shock capture ability are used to solve the problem of transonic flow with condensation. In the simulation of steady problems, in order to improve the calculation accuracy of the existing area of the shock wave, the adaptive mesh refinement technology is added, which refines the mesh in the region of the shock wave to improve the resolution of the shock wave. Numerical experiments verify the feasibility and stabilization of the numerical method. Finally, the simulation of transonic flow around NACA-0012 and parallel-jet nozzle A1 has obtained the better numerical results.

1. Introduction

As for human beings, water is one of the most familiar and needed substances. As we all know, the ocean accounts for three quarters of the global area; in addition, water is a significant component of oceans and lakes. Due to the long-term irradiation of the sun, the water on land evaporates. Meanwhile, water becomes water vapor around us. The wet air mixed by water vapor and air is a component of the troposphere. In the troposphere, the temperature decreases with the increase of the height, and the temperature decreases 6.5°C with the height of 1 km increase. Due to the decrease of temperature in the rise of air, water vapor condenses on the tiny dust particles in the air. The heat released in this process increases the temperature of the surrounding air. Depending on the surrounding environment, these small droplets can continue to increase and form rain clouds to a certain extent. Due to the influence of the Earth’s gravity, these small droplets return to the Earth in the form of rain. Nowadays, many famous scholars devote themselves to the research on some possible novel practical applications; for example, Costa et al. [1] proposed the INNOVARE project: innovative plants for distributed poly-generation by residual biomass; Iorio et al. [2] analyzed low enthalpy geothermal systems in structural controlled areas: a sustainability analysis of geothermal resource for heating plant, the Mondragone case in southern Apennines.

Cloud formation is a slow condensation process. It occurs when the gas phase reaches saturation or dew point temperature. In fact, it is only suitable for slow condensation phenomena in nature, such as the formation of dew and fog. It is not completely true for all condensation phenomena, but many rapid condensation phenomena occur in non-equilibrium states, for example, the formation of clouds over
a tornado. The wind speed around the tornado center is very large, resulting in the air pressure in the center being several times lower than the standard atmospheric pressure, resulting in a sharp drop in the temperature in the center. Therefore, when passing through the water surface, the water sucked up will soon become clouds. We cannot observe a large tornado. However, this phenomenon in a small range also occurs in the vortex generated by the landing of transport aircraft. In the early high-speed wind tunnel, the wet air will condense during the test process. In order to avoid the condensation of wet air in the process of high-speed expansion, experts modified the design of the wind tunnel.

In the process of high-speed expansion of wet air, because of the accelerated condensation of condensable water vapor, the original gas changes from unsaturated state to supersaturated metastable state, which occurs in the channel of steam turbine blade and the wing of supersonic aircraft. Condensation will not occur outside the saturated state, and a certain degree of supercooling will be maintained before condensation. This phenomenon can be observed in supersonic nozzle flow and sparse flow in shock tube, but the change of thermodynamic state only occurs in a few milliseconds. The change range of cooling rate spans $10^{-3} - 10^{3}$ k/$\mu$s; due to condensation, the cooling rate is as high as $-10^{2}$ k/$\mu$s. In this case, because of the latent heat released by condensation, we can observe a part of small droplet temperature. The pressure and density increase with the occurrence of condensation, and the velocity of the fluid decreases, so that the two-phase nonequilibrium mixture reaches a new equilibrium state. When the heat released into the fluid exceeds the critical amount, the condensation will induce shock waves, such as stable standard shock wave and shock wave of unsteady periodic flow of nozzle flow. The driving part of the shock tube is unstable, and the shock wave propagates in the opposite direction of the fluid.

Wet air condensation has been concerned for a long time. Kotake and Class [3] summarized the application fields of wet air condensation, mainly including atmospheric physics, astrophysics, aviation science, nuclear reaction technology, and material science. The condensation of wet air is the formation of clouds, fog, and dew in meteorology and climatology.

1.1. The Main Contributions and Thesis Overview. At the end of the 19th century, Boucher [4], Wegener and Mirable [5], Kotake and Class [3], Head [6], and Wegener and Mack [7] expounded the research history of condensation. In 1936, Prandtl [8] proposed the condensation-induced shock wave of moist air supersonic nozzle flow at the Volta Conference held in Rome. So far, the research on the condensation of wet air in high-speed expanding fluid is still in progress [9–11].

At first, many authors used non-CFD (computational fluid dynamics) models to study condensation phenomena, but with the deepening of research, CFD models are mostly used to study condensation phenomena in high-speed wind tunnels [12–17]. In 1985, Robinson et al. [18] studied supersonic wet air nozzle flow. In 1990, Schnerr and Dohrmann [19] used a model combining Euler equation and condensation theory to study the transonic wet air flow around the wing. Yamamoto [20] continued Schnerr and Dohrmann’s work and used viscous N–S equation to study the condensation of vortices on delta wings. In 2005, in more in-depth research, Goodhart and Schnerr [21] used the viscous RANS model to study the flow around the wing. At the same time, Yamamoto [22] also went deep into the airfoil and steam turbine.

The numerical simulation results of the transonic flow of wet air can make us better understand the flow process around the aircraft wing in high-altitude flight, which is of great significance to the design of airfoil. Transonic flow can be divided into external flow (such as flow around airfoil and fuselage) and internal flow (such as flow at nozzle and cascade), two aspects. The study of transonic flow has wide application value, because most of various types of aircraft are in the transonic range. The cascade flow in aeroengine, the throat flow in rocket engine nozzle, and the flow in various gas flow meters and shut-off valves are often transonic flow. In industry, condensation is an unwanted side effect, and the heat released when wet air condenses will cause the decline of machine performance. Numerical simulation enables us to understand more complex multiphase flow physical phenomena, so as to disperse the huge pressure and shock wave produced by air on the object.

In this paper, CFD is mainly used as a tool to predict the condensation of inviscid flow of wet air around the wing. The method is to describe the flow of inviscid flow based on Euler equation and then introduce the condensation of fluid into the equation based on the classical nucleation and droplet expansion theory combined with hill [26]. In this paper, it is assumed that the fluid is stable.

The second section mainly introduces the physical background of inviscid flow condensation, as well as the mathematical model and relationship of fluid motion, and describes the properties of many physical quantities, such as surface tension, density, and saturated vapor pressure. Therefore, Euler equation is often used as the governing equation to describe the flow field. For the condensation phenomenon of transonic flow in wet air, the energy equation of Euler equation combines the classical nucleation theory and the Hertz–Knudsen growth model of small droplets, and the hill moment method is used to describe the relationship between various variables of liquid phase. The ordinary differential equation of the change rate of liquid mass fraction is transformed into four equivalent partial differential equations, which are coupled with the previous Euler equation to form the governing equation of moist air transonic flow.

In Section 3, aiming at the mathematical problem of solving the partial differential equation transformed from this engineering problem, at present, scientists mostly use the finite difference and finite volume method to solve this equation. In this paper, the unstructured grid is used to solve this multi-field coupling problem, and the classical Galerkin finite element method is used to discretize the space to obtain the semi-discrete equation. Then, the backward Euler scheme is used to discretize the time. In order to better solve
the steady problem, the local mesh encryption technology is introduced. In fact, the finite element method will produce nonphysical numerical oscillation and cause the instability of the numerical solution. Moreover, in the high-speed expansion flow, the condensation will induce shock waves, but the classical finite element method is not ideal to capture shock waves. Therefore, when solving the problem, the stabilization method is introduced, and the original finite element scheme is modified by using the streamline upwind/Petrov–Galerkin (SUPG) finite element method with good stability and the isotropic diffusion method with shock capture ability to find the decoupled equations, so as to achieve better numerical results.

In Section 4, the method proposed in Section 3 is used for numerical simulation of practical problems, mainly dealing with the transonic inviscid flow field around NACA-0012 airfoil, so as to verify whether the above scheme can obtain satisfactory results in the complex Euler flow model. At the same time, the dry air flow and wet air flow of parallel tail nozzle A1 are also numerically simulated. The feasibility of the numerical method is further verified, and the condensation of wet air in the nozzle is simulated.

The fifth section is the conclusion and development trend of the research, summarizes the main contributions of this paper, and the advantages and disadvantages of the method, and looks forward to the development.

2. Condensation Flow Model

Solid, liquid, and gas are the three most common phases. The so-called phase refers to the part with completely uniform physical properties and chemical components in the system. Many substances can exist in more than one material state. From the perspective of molecular dynamics, the emergence of different material states is due to the different orders of molecules in various states, and substances can exist in single phase. It can also coexist in equilibrium in the form of two or three phases. The thermodynamic phase diagram of pure substances is shown in Figure 1. In the diagram, it, respectively, represents the coexistence areas of solid-liquid, liquid-gas, and solid-gas phases, which can become the dissolution surface, vaporization surface, and sublimation surface. Either side represents a single-phase area of solid, liquid, and gas, and the intersection of the three surfaces represents the equilibrium coexistence of solid, liquid, and gas. It is called a three-phase line (TPL). For a certain substance, the temperature and pressure of its three-phase point are certain. For example, the three-phase point temperature of water is 273.15K and the pressure is 0.6112 kPa. Another important point is the critical point, indicating the limit state of phase transition. At this time, the interface between liquid and gas disappears, and the vaporization process becomes a point at the critical pressure, indicating that the vaporization is completed in an instant. There is no longer a wet steam state in which vapor-liquid two phases coexist, and the difference between liquid and gas disappears above the critical temperature. See Table 1 for the critical point parameters of some substances.

Due to the high-speed expansion, the equilibrium state of the fluid is destroyed and the fluid reaches the supersaturation state. If there is no condensation node in the wet air or the condensation nucleus is too small, even if the steam pressure exceeds the saturated steam pressure at this temperature, or even several times higher, the droplets cannot form or grow up, which is called the supersaturation phenomenon. The degree of nonequilibrium state can be expressed by saturation Φ. It is defined as the ratio of the actual water vapor pressure $P_v$ to the water vapor pressure $P_{v,eq}(T)$ at equilibrium.

$$\Phi = \frac{P_v}{P_{v,eq}(T)}$$  \hspace{1cm} (1)

If $\Phi > 1$, it is called supersaturation. Supersaturation is a metastable state. With slight external interference, such as the addition of dust, impurities, or charged particles, it can be used as a sufficiently large condensate, so that there can be growing droplets in the supersaturated vapor, which changes from metastable state to stable gas-liquid equilibrium state.

Therefore, the first stage of condensation is called nucleation process. Different kinds of substances affect the initial stage of droplet formation, such as small particles and aerosols on the molecular surface (suspended particles in gas, such as smoke and fog). However, due to rapid expansion, the nucleation of the same kind of substances far exceeds the number of particles formed by the nucleation of different substances. The second stage of condensation is called the growth process of small droplets. In this stage, the

---

**Table 1: Critical point parameters of some substances [24].**

| Material       | Critical point temperature $T/(\text{K})$ | Critical point pressure $p/(\text{MPa})$ |
|----------------|------------------------------------------|----------------------------------------|
| Helium (He)    | 5.1                                      | 0.234                                  |
| Hydrogen (H$_2$) | 33.3                                     | 1.30                                   |
| Air            | 132.5                                    | 3.77                                   |
| Water (H$_2$O) | 647.3                                    | 22.09                                  |

---

**Figure 1:** Thermodynamic phase diagram of pure substance [23].
thermodynamic equilibrium is maintained, and the vapor molecules on the equilibrium condensation core continue to combine, and the latent heat generated by the combination will increase the temperature and pressure of the fluid and slow down the growth rate of liquid droplets. Only those small droplets that reach the critical radius can continue to grow. Small droplets that do not reach the critical radius cannot condense because they are easy to evaporate due to instability.

The same kind of nucleation requires many gas molecules to form metastable molecular clusters in supersaturated state, which plays an important role in condensation. Nucleation is the first step in the formation of liquid droplets. The supersaturation rate in nucleation theory is given by equation (1). The change value of free energy when a molecular cluster is composed of molecules is given by Wisman [25],

$$\Delta G_n = \sigma a_0 n^{2/3} - nk_B T \ln (\Phi), \quad (2)$$

$k_B$ is a universal constant of micro-particle behavior, called the Boltz constant. $k_B = 1.38066 \times 10^{-23} J/K$, and the appearance of $k_B$ characterizes the system related to heat. $\sigma$ is the surface tension of the flat liquid surface, which represents the surface area of a molecule, defined as

$$a_0 = \frac{(36\pi)^{1/3}}{\nu_l^{1/3}}, \quad (3)$$

$\nu_l$ represents the volume of liquid molecules (unit: m$^3$/cluster).

The first part at the right end of equation (2) represents the volume strain energy caused by the shape mismatch between the nuclear embryo (liquid) and the matrix (gas), and the second part represents the reduced free energy for the formation of nuclear embryo. We can see that when $\Phi < 1$, $\Delta G_n$ is a monotonically increasing function with respect to $n$. Therefore, the phase transition is avoided by reducing the value of $n$.

When $\Phi > 1$, there is always a value of $n$, which makes the wet steam prone to phase transition. The critical value of $n^*$ is determined by $(\partial \Delta G_n/\partial n)_{n^*} = 0$:

$$n^* = \left( \frac{2\theta}{3 \ln (\Phi)} \right)^3, \quad (4)$$

$\theta$ is the dimensionless surface tension, defined as

$$\theta = \frac{\sigma a_0}{k_B T}. \quad (5)$$

The critical free energy is obtained by substituting $n^*$ into equation (2).

$$\Delta G_{n^*} = \frac{4}{27} k_B T \frac{\theta^3}{\ln^* (\Phi)} = \frac{4}{3} \pi r^*^2 \sigma. \quad (6)$$

Then, use $n^* \nu_l = 4/3 \pi r^*^3$ to get the Kelvin relation:

$$r^* = \frac{2\sigma}{\rho_v R_v T \ln (\Phi)}, \quad (7)$$

In the formula, $\rho_v$ is condensation density and $R_v$ is gas constant of water vapor.

The expression of critical radius $r^*$ is given by Kelvin relation, and $r^*$ is also the minimum radius of the molecular cluster when the supersaturated state reaches equilibrium. In other words, only those molecular clusters that reach the critical radius can continue to grow, while those less than the critical radius decompose due to instability.

The Kelvin relation has the following relations: $n_1 = M/Na\rho_0$, $M$ (kg/mol) is the molar mass of the gas, and $N_A = 6.02 \times 10^{26}$/mol is the Avogadro constant.

Classical nucleation theory is widely used in the study of transonic condensation flow. It is widely used in the study of transonic condensation flow.

Nucleation rate is defined as the number of cores formed per unit volume in the parent phase matrix without transformation or interaction between components, recorded as $J$ (Number of cores/m$^3$·s), and the definition formula is

$$J = Ke^{\left(-\Delta G_{n^*}/k_B T\right)}. \quad (8)$$

$\Delta G_{n^*}$ is given by equation (6), and $K$ is a constant.

The condensation rate is given by the classical nucleation theory as follows:

$$J_{CNT} = \frac{\rho_v^2}{\rho_0 m} \sqrt{\frac{2\sigma}{\pi m^2 \theta^3}} e^{(-4/27)\theta^3 \ln^3 (\Phi)}. \quad (9)$$

In the formula, $\rho_v$ is density of water vapor and $m$ is the mass of a water vapor molecule.

The growth rate of small droplets is expressed by the growth rate of small droplets. The growth rate of small droplets in this paper mainly adopts the famous Hertz–Knudsen growth model [26]. Hertz–Knudsen growth theorem is established based on the balance between the condensation of gas molecules on the surface of small droplets and the evaporation of gas molecules in small droplets,

$$r^* = \frac{\alpha}{\rho_v \sqrt{2\pi R_v T}} - \frac{P_{vr}}{\sqrt{2\pi R_v T_d}} \quad (10)$$

$\alpha$ is a free parameter, generally let $\alpha = 0.2$, $T_d$ is the temperature of small droplets, $\rho_v$ is the pressure of water vapor, and $P_{vr}$ is the supersaturated vapor pressure with a small droplet radius of $r$, defined as

$$P_{vr} = P_{v,eq} e^{(2n*r\rho_v R_v T_d)}. \quad (11)$$

We usually assume that the temperature of small droplets is the same as that of the surrounding air, that is, $T = T_d$. The Euler equation is extended by Luijten [26], which well describes the flow of high-speed expansion condensation flow. We compare the numerical results with the experimental data and come to the conclusion that the viscous effect of the fluid is negligible, and the viscous term may not be included in the equation.
When the composition of the gas is constant, the Euler equation can be obtained from the conservation of mass, momentum, and energy.

$$\frac{\partial U}{\partial t} + \frac{\partial F_i}{\partial x} + \frac{\partial F_j}{\partial y} = 0. \quad (12)$$

In the formula, $U$ is vector consisting of conserved variables; $F_i$ is vector consisting of convective flux $(i = 1, 2)$; and $U$, $F_i$ is shown below:

$$U = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho e_t \end{pmatrix}, \quad (13)$$

$$F_1 = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ \rho u h_t \end{pmatrix}, \quad F_2 = \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ \rho v h_t \end{pmatrix}. \quad (14)$$

$\rho$ is density. $p$ is pressure. $u, v$ are the velocity components of the direction of $x, y$. The total energy $e_t$ is the sum of internal energy $e$ and kinetic energy $1/2(u^2 + v^2)$,

$$e_t = e + \frac{1}{2}(u^2 + v^2). \quad (15)$$

And the total enthalpy $h_t$ is defined as below:

$$h_t = \frac{e_t + p}{\rho}. \quad (16)$$

The Euler equation needs to be solved in combination with the equation of state. The equation of state in thermodynamics will be given in the following discussion.

Consider a very small liquid containing a certain number of small droplets with a volume of $V$ mixed gas, and the mixed gas consists of inert gas and steam, for example, a mixture of dry air and water vapor. Inert gas refers to a gas that does not condense, and its mass is recorded as $M_a$. The mass of steam that can condense is recorded as $M_v$. The mass of the condensed liquid is recorded as $M_l$; thus, volume $V$ of total mass of mixed gas is $M$:

$$M = M_a + M_v + M_l. \quad (17)$$

When the total mass $M$ is constant, because the inert gas does not condense, the sum of the mass of the condensable steam and the mass of the condensed liquid is a constant, recorded as $M_{v0}$,

$$M_{v0} = M_v + M_l. \quad (18)$$

The ratio of the mass of the condensed liquid to the total mass is called the mass fraction of the liquid and is recorded as $g$,

$$g = \frac{M_l}{M}; 0 \leq g \leq g_{\text{max}}. \quad (19)$$

The mass fraction of liquid reaches the maximum when all steam condenses, which is called the maximum mass fraction of liquid, i.e.,

$$g_{\text{max}} = \frac{M_{v0}}{M}. \quad (20)$$

At a certain volume, the density of the mixture is defined as

$$\rho = \frac{M}{V}. \quad (21)$$

Similarly, the density of inert gas and steam is

$$\rho_a = \frac{M_a}{V} = (1 - g_{\text{max}})\rho, \quad (22)$$

$$\rho_v = \frac{M_v}{V} = (g_{\text{max}} - g)\rho. \quad (23)$$

The density of the condensed liquid $\rho_l$ (not condensation density $\rho_{l0}$) similar can be expressed as

$$\rho_l = \frac{M_l}{V} = g\rho. \quad (24)$$

From equations (23) and (24), the maximum mass fraction of the liquid can be obtained, which can also be expressed as

$$g_{\text{max}} = \frac{\rho_{l0}}{\rho}. \quad (25)$$

And $\rho_{l0}$ for the sum of $\rho_v$ and $\rho_l$,

$$\rho_{l0} = \rho_v + \rho_l. \quad (26)$$

The first equation of equation (12) is the mass conservation equation, which is defined $\vec{u} = (u, v)$ as the velocity of inert gas and steam mixed gas, so the mass conservation equation of each component is

$$\frac{\partial \rho_a}{\partial t} + \frac{\partial (\rho_a u)}{\partial x} + \frac{\partial (\rho_a v)}{\partial y} = 0, \quad (27)$$

$$\frac{\partial \rho_v}{\partial t} + \frac{\partial (\rho_v u)}{\partial x} + \frac{\partial (\rho_v v)}{\partial y} = 0. \quad (28)$$

Note that the precondition for the establishment of equations (27) and (28) is that the velocity of gas and condensed liquid is the same. Therefore, we assume that there is no slip between gas phase and liquid phase. Bring equation (25) into equation (28),

$$\frac{\partial}{\partial t} \left( \rho g_{\text{max}} \right) + \frac{\partial}{\partial x} \left( \rho g_{\text{max}} u \right) + \frac{\partial}{\partial y} \left( \rho g_{\text{max}} v \right) = 0. \quad (29)$$

Expand equation (29),

$$g_{\text{max}} \left[ \frac{\partial g}{\partial t} \left( \rho g_{\text{max}} \right) + \frac{\partial}{\partial x} \left( \rho g_{\text{max}} u \right) + \frac{\partial}{\partial y} \left( \rho g_{\text{max}} v \right) \right] + \rho \left[ \frac{\partial g_{\text{max}}}{\partial t} + \frac{\partial g_{\text{max}}}{\partial x} u + \frac{\partial g_{\text{max}}}{\partial y} v \right] = 0. \quad (30)$$
The part in braces of the first term represents the mass conservation equation of the mixed gas, and its value is 0. Because \( \rho \neq 0 \), equation (30) is simplified as

\[
\frac{\partial \rho_{\text{x, max}}}{\partial t} + u \frac{\partial \rho_{\text{x, max}}}{\partial x} + v \frac{\partial \rho_{\text{x, max}}}{\partial y} = 0.
\]  

(31)

It can also be written as

\[
D \rho_{\text{x, max}} \frac{\partial t}{\partial t} = 0.
\]  

(32)

Thus, it can be obtained that \( \rho_{\text{x, max}} \) is a constant along a certain trajectory. From equation (32), we can get an important conclusion: if \( \rho_{\text{x, max}} \) is a constant on the inlet boundary, \( \rho_{\text{x, max}} \) is a constant on the whole flow field, so \( \rho_{\text{x, max}} \) can be regarded as a global constant.

We can obtain the mass conservation equation of steam and liquid by substituting equation (26) into equation (28),

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = \rho_{\text{vapor}} \frac{\partial f}{\partial t} = 0.
\]  

(33)

Then, combine formula (24) to obtain

\[
\frac{\partial (pg)}{\partial t} + \frac{\partial (pgu)}{\partial x} + \frac{\partial (pgv)}{\partial y} = b,
\]  

(34)

\[
\frac{\partial k}{\partial t} + \frac{\partial (k u)}{\partial x} + \frac{\partial (k v)}{\partial y} = -b.
\]  

(35)

In the formula, \( b \) is energy provided by phase transition. The mass conservation equation of steam can be obtained by substituting equation (23) into equation (35). Therefore, the mass conservation equations of mixed gas can be transformed into

\[
\left\{ \begin{array}{l}
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0, \\
\frac{\partial (pg)}{\partial t} + \frac{\partial (pgu)}{\partial x} + \frac{\partial (pgv)}{\partial y} = b.
\end{array} \right.
\]  

(36)

The equations are composed of the mass conservation equation of mixed gas and the mass conservation equation of condensed liquid. However, the phase transition energy represented in the right term \( b \) is not known. This equation describes the condensation process and will be discussed in the following sections.

In the general dynamic equation, the condensation and decomposition of small droplets follow the conservation condition. The phase space is \((x, y, r)\), where \( r \) is the radius of small droplets. GDE can be referred to Seinfeld [27]:

\[
\frac{\partial f}{\partial t} + \frac{\partial (fr)}{\partial r} + \frac{\partial (fu)}{\partial x} + \frac{\partial (fv)}{\partial y} = \delta(r - r^*) f,
\]  

(37)

where \( f \) is distribution function; \( \delta \) is Dirac delta function; \( J \) is condensation rate; and \( f \) is defined as the partial derivative of the number density. \( n(r, x, t) \) of small droplets to the radius \( r \) is

\[
f(r, x, t) \equiv \frac{\partial n(r, x, t)}{\partial r},
\]  

(38)

or \( n(r, x, t) = \int_0^r f(r, x, t) dr \).

(39)

In order to simplify the equation, the following independent variables \( f \) are omitted.

Both ends of equation (37) are multiplied by \( r^k \) and integrated from \( 0 \) to \( \infty \), and

\[
\frac{\partial}{\partial t} \int_0^\infty r^k f dr + \int_0^\infty r^k \frac{\partial}{\partial r} (rf) dr + \frac{\partial}{\partial x} \left( \int_0^\infty r^k f dr \right) + \frac{\partial}{\partial y} \left( \int_0^\infty r^k f dr \right) = \int_0^\infty r^k \delta(r - r^*) dr.
\]  

(40)

From the properties of Dirac delta function,

\[
\int_0^\infty r^k \delta(r - r^*) dr = r^{k+1}.
\]  

(41)

Introducing \( k \)-order distribution function,

\[
\mu_k \equiv \int_0^\infty r^k f dr, \quad k = 0, 1, \ldots
\]  

(42)

According to equations (41) and (42), equation (40) can be simplified as

\[
\frac{\partial \mu_k}{\partial t} + \frac{\partial (\mu_k u)}{\partial x} + \frac{\partial (\mu_k v)}{\partial y} = r^{k+1} J - \int_0^\infty r^k \frac{\partial}{\partial r} (rf) dr.
\]  

(43)

The integral can be simplified, and

\[
\int_0^\infty r^k \frac{\partial}{\partial r} (rf) dr = r f \int_0^\infty r^k dr - \frac{k}{r} \int_0^\infty r^{k-1} f dr.
\]  

(44)

The first term at the right end of the equation is 0 because no small droplet radius reaches infinity. In order to put forward the growth rate of small droplet radius \( \dot{r} \) from the integral, Hill [26] introduced the average small droplet radius:

\[
r_H = \sqrt[3]{\frac{\mu_3}{\mu_0}}.
\]  

(45)

Therefore, the radius growth rate \( \dot{r} \) of small droplets no longer depends on the radius \( r_H \) of droplets, but depends on the “Hill” radius \( r_H \), that is, \( \dot{r} = \dot{r}(r_H, x, t) \); formula (44) becomes

\[
\int_0^\infty r^k \frac{\partial}{\partial r} (rf) dr = -kr \int_0^\infty r^{k-1} f dr = -kr \mu_{k-1}.
\]  

(46)

Therefore, formula (43) is transformed into

\[
\frac{\partial \mu_k}{\partial t} + \frac{\partial (\mu_k u)}{\partial x} + \frac{\partial (\mu_k v)}{\partial y} = r^{k+1} J + kr \mu_{k-1}.
\]  

(47)

This equation is about \( \mu_k \) cycle. If \( k = 0, \ldots, 3 \), partial differential equations can be obtained:
\( k = 0: \frac{\partial \mu_0}{\partial t} + \frac{\partial (\mu_0 u)}{\partial x} + \frac{\partial (\mu_0 v)}{\partial y} = J, \)

\( k = 1: \frac{\partial \mu_1}{\partial t} + \frac{\partial (\mu_1 u)}{\partial x} + \frac{\partial (\mu_1 v)}{\partial y} = r^* J + \dot{r} \mu_0, \)

\( k = 2: \frac{\partial \mu_2}{\partial t} + \frac{\partial (\mu_2 u)}{\partial x} + \frac{\partial (\mu_2 v)}{\partial y} = r^2 J + 2 \dot{r} \mu_1, \)

\( k = 3: \frac{\partial \mu_3}{\partial t} + \frac{\partial (\mu_3 u)}{\partial x} + \frac{\partial (\mu_3 v)}{\partial y} = r^3 J + 3 \dot{r} \mu_2. \)

Introduce equation

\[ \mu_k \equiv \rho Q_k. \]  

\( Q_k \) is the so-called liquid moment, and equation (48) can be transformed into

\[ \frac{\partial (\rho Q_k)}{\partial t} + \frac{\partial (\rho Q_k u)}{\partial x} + \frac{\partial (\rho Q_k v)}{\partial y} = J, \]

\[ \frac{\partial (\rho Q_1)}{\partial t} + \frac{\partial (\rho Q_1 u)}{\partial x} + \frac{\partial (\rho Q_1 v)}{\partial y} = r^* J + \dot{r} \rho Q_0, \]

\[ \frac{\partial (\rho Q_2)}{\partial t} + \frac{\partial (\rho Q_2 u)}{\partial x} + \frac{\partial (\rho Q_2 v)}{\partial y} = r^2 J + 2 \dot{r} \rho Q_1, \]

\[ \frac{\partial (\rho Q_3)}{\partial t} + \frac{\partial (\rho Q_3 u)}{\partial x} + \frac{\partial (\rho Q_3 v)}{\partial y} = r^3 J + 3 \dot{r} \rho Q_2. \]

The density \( \rho_l \) of condensed liquid can be expressed as the following distribution function:

\[ \rho_l = \int_0^\infty \frac{4}{3} \pi \rho_0 r^3 f \, dr. \]

We assume that when the material is constant, the condensation density \( \rho_{l0} \) is constant, which is obtained from formulas (42) and (51),

\[ \rho_l = \frac{4}{3} \pi \rho_{l0} \int_0^\infty r^3 f \, dr = \frac{4}{3} \pi \rho_{l0} \mu_3. \]

From equations (24) and (49),

\[ g = \frac{4}{3} \pi \rho_{l0} Q_3. \]

Therefore, equation (50) can be expressed as the equation of liquid mass fraction, and the following four equations can be obtained from equation (50), which is called “Hill moment method”

\[ \frac{\partial (\rho Q_0)}{\partial t} + \frac{\partial (\rho Q_0 u)}{\partial x} + \frac{\partial (\rho Q_0 v)}{\partial y} = J, \]

\[ \frac{\partial (\rho Q_1)}{\partial t} + \frac{\partial (\rho Q_1 u)}{\partial x} + \frac{\partial (\rho Q_1 v)}{\partial y} = r^* J + \dot{r} \rho Q_0, \]

\[ \frac{\partial (\rho Q_2)}{\partial t} + \frac{\partial (\rho Q_2 u)}{\partial x} + \frac{\partial (\rho Q_2 v)}{\partial y} = r^2 J + 2 \dot{r} \rho Q_1, \]

\[ \frac{\partial (\rho Q_3)}{\partial t} + \frac{\partial (\rho Q_3 u)}{\partial x} + \frac{\partial (\rho Q_3 v)}{\partial y} = r^3 J + 3 \dot{r} \rho Q_2. \]

The average radius of Hill is obtained by replacing equation (45) with liquid moment \( Q_k \),

\[ r_H = \sqrt{\frac{Q_3}{Q_0}} \]

In order to make Hill moment better describe the liquid mass fraction in PDE, we make the following assumptions:

(1) There is no slip between gas phase and liquid phase.

(2) Droplet growth rate of \( \dot{r} \) is independent of droplet radius.

(3) The condensation density \( \rho_{l0} \) is constant.

The mass fraction \( g \) of condensed liquid in Hill’s method of moments can also be expressed by the following expression (Hill [26]):

\[ g(t) = \int_0^t \frac{4}{3} \pi \rho_{l0} r^3 (t, \tau) \rho(t) \, d\tau. \]

Compared with formula (53) in the previous section, this expression is based on physical properties instead of being expressed by the third moment \( Q_3 \). This expression is tenable on the assumption that when \( t = 0 \). There are no small droplets, condensation, and decomposition at time. When the liquid density \( \rho_{l0} \) does not depend on time, the derivative of \( g \) to time in formula (56) is

\[ \frac{dg}{dt} = \frac{4}{3} \pi \rho_{l0} r^3 J(t) \rho(t) + 4 \pi \rho_{l0} \int_0^t \rho(t) \rho(r) r^2 (t, \tau) \, d\tau. \]
Similar to formula (55), Hill radius $r_H$ is introduced, and since the growth rate $r$ of small droplets can be moved out of the integral, the following auxiliary variables can be introduced:

$$Q_2 = \int_{0}^{1} \frac{r^2(t, r) J(r)}{\rho(r)} \, dr,$$

$$Q_1 = \int_{0}^{1} r(t, r) J(r) \, dr,$$

$$Q_0 = \int_{0}^{1} J(r) \, \rho(r) \, dr,$$

$$r_H = \frac{Q_2}{Q_0}.$$

The equations can be gained,

$$\frac{\partial (\rho Q_0)}{\partial t} + \frac{\partial (\rho Q_0 u)}{\partial x} + \frac{\partial (\rho Q_0 v)}{\partial y} = J,$$

$$\frac{\partial (\rho Q_1 u)}{\partial t} + \frac{\partial (\rho Q_1 u)}{\partial x} + \frac{\partial (\rho Q_1 v)}{\partial y} = r^* J + \dot{r} \rho Q_0,$$

$$\frac{\partial (\rho Q_2 u)}{\partial t} + \frac{\partial (\rho Q_2 u)}{\partial x} + \frac{\partial (\rho Q_2 v)}{\partial y} = r^{*2} J + 2 \dot{r} \rho Q_1,$$

$$\frac{\partial (\rho g u)}{\partial t} + \frac{\partial (\rho g u)}{\partial x} + \frac{\partial (\rho g v)}{\partial y} = \frac{4}{3} \pi \rho_0 (r^{*3} J + 3 \dot{r} \rho Q_2).$$

(59)

The liquid moment in the equations here is an integral about time, while the liquid moment in equation (50) is an integral about the droplet radius. Hagmeijer [28] has proved that the liquid moment obtained by these two integrals is equivalent. Therefore, equations (54) and (59) are the same.

The governing equation of wet air condensation flow is composed of Euler equation and the equation obtained by Hill’s method of moments. It also needs the state equation of gas. The state equation is an expression composed of pressure $p$ and temperature $T$, which is used to calculate flux and condensation terms.

The static pressure of the gas mixture is the sum of the pressure $p_v$ of the steam and the pressure $p_a$ of the inert gas, i.e.,

$$p = p_v + p_a.$$

(60)

Here, both inert gas and steam are regarded as ideal gases. Given that the two gas constants are $R_a$ and $R_v$, respectively, the thermodynamic equation of state of gas can be obtained:

$$p_a = p_a R_a T_a,$$

$$p_v = p_v R_v T_v.$$

(61)

Assuming thermodynamic equilibrium, the temperature of inert gas and steam is the same, i.e.,

$$T_a = T_v = T.$$

The equation of state of the gas mixture is

$$p = \rho RT.$$

(63)

$R$ is the gas constant of the gas mixture,

$$R = R_a - g R_v.$$

(64)

$R_a$ is the gas constant at which the mass of the condensed liquid is defined as

$$R_0 = (1 - g_{\max}) R_a + g_{\max} R_v.$$

(65)

The enthalpy $h_p$ of the mixed gas is the sum of the enthalpies of the components, i.e.,

$$h_p = h_{p_a} + h_{p_v} + h_{p_\ell}.$$

(66)

Combining equations (20), (22), and (23), the expression of specific enthalpy $h$ (enthalpy per unit mass) can be obtained from equation (66):

$$h = (1 - g_{\max}) h_a + (g_{\max} - g) h_v + gh_\ell.$$

(67)

The heat of vaporization $L$ is defined as the difference between the specific enthalpy $h_v$ of steam and the specific enthalpy $h_\ell$ of condensed liquid:

$$L = h_v - h_\ell, L > 0.$$

(68)

Substitute equation (68) into equation (67) to obtain

$$h = (1 - g_{\max}) h_a + g_{\max} h_v - g L.$$

(69)

Similar to equation (67), the expression of specific internal energy $e$ can be obtained:

$$e = (1 - g_{\max}) e_a + (g_{\max} - g) e_v + ge_\ell.$$

(70)

According to the definition of formula $h = e + p/\rho$ and formula (68), we can get

$$e = (1 - g_{\max}) e_a + g_{\max} e_v - g L + g \left( \frac{p_v}{\rho_0} - \frac{p_l}{\rho_0} \right).$$

(71)

Assuming that the partial pressure of the condensed liquid is equal to the pressure of the mixed gas, i.e., $p = p_l$, and then using the equation of state of the ideal gas, equation (71) can be transformed into

$$e = (1 - g_{\max}) e_a + g_{\max} e_v - g L + g \left( R_v - \frac{p}{\rho_0} \right) T_v.$$

(72)

Complete the gas according to the calorimetry, and obtain

$$e = c_v T.$$

(73)

c_v$ represents the specific heat under a certain volume, which is defined as

$$c_v \equiv \left( \frac{\partial e}{\partial T} \right)_v.$$

(74)
Assuming that both inert gas and steam are ideal gases, formula (72) can be converted into

\[ e = c_v T - gL + g \left( R_v - \frac{P}{\rho_0} R \right) T. \]  
(75)

\( c_v \) represents the specific heat of the liquid at a certain volume when the mass fraction of the liquid is, i.e.,

\[ c_v = (1 - \varphi_\text{max}) c_v^\text{a} + \varphi_\text{max} c_v^\text{l}. \]  
(76)

If the specific internal energy \( e \), density \( \rho \), and mass fraction of the liquid are known, the temperature of the mixed gas can be obtained from formula (75) and the pressure of the mixed gas can be obtained from formula (63).

Because \( \rho \ll \rho_0 \), the last term \( \rho \varphi Q \) at the right end of equation (75) can be ignored, i.e.,

\[ e = c_v T + g (R, T - L). \]  
(77)

According to the discussion of latent heat in section 2.3.4, when the mixed gas is a mixture of dry air and water vapor, the linear expression of latent heat is formula (99), and the temperature \( T \) can be obtained by substituting it into formula (77):

\[ T = \frac{e + gL_0}{c_v^0 + g (R_v^0 - L_1)}. \]  
(78)

From the discussion in the previous section, the final form of the governing equations is obtained by combining the Euler equation with the “Hill moment” method

\[ \frac{\partial U}{\partial t} + \frac{\partial F_1}{\partial x} + \frac{\partial F_2}{\partial y} = B, \]  
(79)

\( U \) represents a vector composed of conserved variables:

\[ (U)^T = (\rho, \rho u, \rho v, \rho e, \rho Q_0, \rho Q_1, \rho Q_2, \rho g)^T. \]  
(80)

\( F_i (i = 1, 2) \) represents the composition of convective flux:

\[ F_1 = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho u v \\ \rho u h \\ \rho u Q_0 \\ \rho u Q_1 \\ \rho u Q_2 \\ \rho u g \end{pmatrix}, \quad F_2 = \begin{pmatrix} \rho v \\ \rho u v \\ \rho v^2 + p \\ \rho v h \\ \rho v Q_0 \\ \rho v Q_1 \\ \rho v Q_2 \\ \rho v g \end{pmatrix}. \]  
(81)

\( B \) represents a vector consisting of condensation source terms:

\[ B = \begin{pmatrix} \rho \varphi Q_0 \\ \rho \varphi Q_1 \\ \rho \varphi Q_2 \end{pmatrix}. \]  
(82)

Sound velocity is a very important physical quantity, which determines the velocity of the fluid in the minimal disturbance propagation medium. Because the composition of the mixture is not invariable when condensation occurs, we use frozen sound velocity instead of sound velocity. Frozen sound velocity \( a_f \) represents the velocity of a fixed mixture in the minimal disturbance propagation medium, which is defined as

\[ a_f^2 = \left( \frac{\partial p}{\partial \rho} \right)_{s,g}. \]  
(83)

\( s \) is specific entropy.

In general, the equation of state is given as

\[ p = p(\rho, e, g). \]  
(84)

When the condensation mass fraction \( \varphi \) is constant, the growth rate of pressure \( p \) is as follows:

\[ dp = \frac{\partial p}{\partial \rho} \frac{\partial \rho}{\partial \varphi} d\varphi + \frac{\partial p}{\partial e} de. \]  
(85)

The first law of thermodynamics is

\[ de = T ds + \frac{P}{\rho} dp. \]  
(86)

Substitute equation (86) into equation (85)
\[ dp = \left[ \frac{\partial p}{\partial \rho} \right]_{\rho, \vartheta} + \frac{p}{\rho^2} \left( \frac{\partial p}{\partial \rho} \right)_{\rho, \vartheta} \right] ds + T \left( \frac{\partial p}{\partial \rho} \right)_{\rho, \vartheta} \ ds. \tag{87} \]

We define \( p \) as a function of \( \rho, s, \) and \( g \). When \( g \) is constant, the growth rate of \( p \) is

\[ dp = \left( \frac{\partial p}{\partial \rho} \right)_{s, \vartheta} ds + \left( \frac{\partial p}{\partial s} \right)_{\rho, \vartheta} ds. \tag{88} \]

Compare the increments for \( dp \) of equations (87) and (88), and get

\[ \left( \frac{\partial p}{\partial \rho} \right)_{s, \vartheta} = \left( \frac{\partial p}{\partial \rho} \right)_{s, \vartheta} + p \left( \frac{\partial p}{\partial \rho} \right)_{\rho, \vartheta}. \tag{89} \]

Equation (89) is the definition of frozen sound velocity \( a_f \). Substitute equations (63) and (78) into equation (89) to obtain

\[ a_f^2 = RT \left[ 1 + \frac{R}{c_\text{vo} + g(R_v - L_1)} \right]. \tag{90} \]

For mixed gas, when the mass fraction of condensed liquid is 0, the temperature is \( T_0 \), the pressure is \( p_0 \), and the mass fraction of maximum condensed liquid is \( g_{\text{max}} \), and the saturation is \( \Phi_0 \), it can be expressed as follows:

\[ \Phi_0 = \frac{p_{\text{vo}}}{p_{\text{eq}}(T_0)} = \frac{\rho_0 R_v T_0}{p_{\text{eq}}(T_0)} = \frac{g_{\text{max}} \rho_0 R_v / R_0}{p_{\text{eq}}(T_0)}. \tag{91} \]

Because saturation \( \Phi_0 \) is known, \( g_{\text{max}} \) can be obtained

\[ g_{\text{max}} = \frac{1}{1 + (R_v / R_0) \left( (p_0 / p_{\text{eq}}(T)) \Phi_0 - 1 \right)}. \tag{92} \]

In the expressions of condensation rate \( J \), droplet radius growth rate \( r \), and equation of state discussed in the previous sections, there are some properties and constants of substances. For water, these properties and constants are given in the following sections.

When the fluid expands at a high speed, the temperature of the condensed matter will soon drop below the three-phase point temperature. In this case, it is difficult for us to judge whether the condensed matter is liquid or solid. However, for the steady flow of wet air, the calculated results of Dohrmann et al. [29] are consistent with the experimental results under the assumption that there is only liquid condensation. Therefore, we assume that the fluid only condenses into liquid.

The surface tension \( \sigma(T)(N/m) \) of water adopts the expression in Dohrmann et al. [29], as follows:

\[ \sigma(T) = \begin{cases} 19.861 \left( \frac{T}{T_1} \right)^4 - 42.150 \left( \frac{T}{T_1} \right)^3 - 5.6464 \times 10^{-6}, & T < 249.39, \\ 0.118 - 0.100 \left( \frac{T}{T_1} \right), & T \geq 249.39. \end{cases} \tag{93} \]

where \( T \) is Kelvin temperature, critical temperature \( T_c = 647.3 \) K of water, and three-phase point temperature \( T_{tr} = 273.15 \) K.

The density \( \rho_0 (kg/m^3) \) of water is a function of temperature. The expression is given by Pruphacher and Klett [30]. The form at Kelvin temperature is

\[ \rho_0 = \rho_1 \left\{ \begin{array}{ll} \sum_{i=0}^{5} a_i \left( \frac{T}{T_{tr}} \right)^i, & T \geq T_{tr}, \\ \sum_{i=0}^{2} c_i \left( \frac{T}{T_{tr}} \right)^i, & T < T_{tr}. \end{array} \right. \tag{94} \]

\( \rho_1 = 999.84 kg/m^3 \) is the density of water at the three-phase point temperature, and the constants in formula (94) are given in Table 2.

The pressure \( p_{\text{eq}} (N/m^2) \) of steam in equilibrium is given by Sonntag and Heinz [31]:

\[ p_{\text{eq}}(T) = \rho_0^{a_0} \rho_0^{a_1} T + a_2 T^2 + a_3 \ln(T) + c_1 T^{-2}. \tag{95} \]

and, \( a_0 = 21.125, a_1 = -2.7246 \times 10^{-2} \), \( a_2 = 0.6853 \times 10^{-5} \), \( a_3 = 2.4576, \) and \( c_1 = -6904.6462 \).

The latent heat \( L(J/kg) \) is given by Clausius–Clapeyron equation:

\[ \frac{d p_{\text{eq}}}{dT} = \frac{L p_{\text{eq}}}{R_v T^2}. \tag{96} \]

The expression of latent heat is as follows:

\[ L = R_v T^2 \left( \frac{1}{P_{\text{eq}}} \frac{d p_{\text{eq}}}{dT} \right). \tag{97} \]

The derivation of equation (95) shows that the latent heat of water is

\[ L(T) = R_v \left( a_1 T^2 + 2 a_2 T^3 + b_2 T - c_1 \right). \tag{98} \]

When the temperature is between 200 – 300 K, the latent heat of equation (98) can be approximately regarded as a linear function of \( T \):

\[ L(T) = L_0 + L_1 T, \tag{99} \]

and \( L_0 = 3105913.39 (J/kg) \), and \( L_1 = -2212.97 (J/kg \cdot K) \).
3. Numerical Methods

In Section 2, the final control equation of the condensation flow model is obtained by combining the Euler equation with the classical nucleation theory and using the Hill moment method (79). In this section, the numerical model of the condensation flow is given, and the equation with the required solution is obtained by quasilinearization of the control equation. The boundary conditions and initial conditions of the equation are given. The numerical methods adopted in this paper are the classical Galerkin finite element spatial discretization scheme and the backward Euler difference time discretization scheme. For the steady problem of unstructured grid, the adaptive grid technique is also introduced to solve the problem because the Euler equation is a convection equation. The results obtained by the classical Galerkin method often have nonphysical numerical oscillations, so the stabilization method is introduced. Another important feature of the compressible Euler equation is the existence of shock waves. Because the thickness of shock waves is small and difficult to capture, artificial viscosity terms are added to better capture shock waves. The stream upwind/Petrov–Galerkin (SUPG) finite element method with good stability and the isotropic diffusion method with shock capture ability are used to solve the decoupling problem.

3.1. Numerical Model. The final form of the governing equation is given in Section 2. Equation (79) is the conservative form of the governing equation:

$$\frac{\partial U}{\partial t} + \frac{\partial F_1}{\partial x} + \frac{\partial F_2}{\partial y} = B. \quad (100)$$

Combined with the equation of state of gas proposed in Section 2, each variable is as follows:

$$U = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho e_i \\ \rho Q_0 \\ \rho Q_1 \\ \rho Q_2 \\ \rho g \end{pmatrix}, \quad F_1 = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho u v \\ \rho u h_i \\ \rho u Q_0 \\ \rho u Q_1 \\ \rho u Q_2 \\ \rho u g \end{pmatrix}, \quad F_2 = \begin{pmatrix} \rho v \\ \rho v^2 + p \\ \rho v u \\ \rho v h_i \\ \rho v Q_0 \\ \rho v Q_1 \\ \rho v Q_2 \\ \rho v g \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ 0 \\ 0 \\ r^* J + r p Q_0 \\ r^* J + 2 r p Q_1 \\ 4/3 \pi \rho^2 (r^* J + 3 r p Q_2) \end{pmatrix}. \quad (101)$$

Refer to Section 2 for the meaning of each physical quantity.

Next, equation (100) is transformed into another form from the chain relationship of derivative:

$$\frac{\partial U}{\partial t} = \frac{\partial U}{\partial W} \frac{\partial W}{\partial t}, \quad (102)$$

$$\frac{\partial F_1}{\partial x} = \frac{\partial F_1}{\partial U} \frac{\partial U}{\partial W} \frac{\partial W}{\partial x}, \quad (103)$$

$$\frac{\partial F_2}{\partial y} = \frac{\partial F_2}{\partial U} \frac{\partial U}{\partial W} \frac{\partial W}{\partial y}. \quad (104)$$

Substituting the above three equations into equation (100) can obtain

$$\left( \frac{\partial U}{\partial W} \right) \frac{\partial W}{\partial t} + \left( \frac{\partial F_1}{\partial U} \right) \frac{\partial W}{\partial x} + \left( \frac{\partial F_2}{\partial U} \right) \frac{\partial W}{\partial y} = B, \quad (105)$$

i.e.,

$$\frac{\partial W}{\partial t} + A_1 \frac{\partial W}{\partial x} + A_2 \frac{\partial W}{\partial y} = G. \quad (106)$$

$W, G$ is a vector, and $A_1 = \frac{\partial F_1}{\partial U}, A_2 = \frac{\partial F_2}{\partial U}$ is a matrix, which can be obtained by combining the relationship between internal energy $e_i$, enthalpy $h_i$, and pressure $p$ introduced in Section 2,
Here, \( \gamma_0 = 1 + R_0 - gR_1/c_{\gamma_0} + gR_1 + gL_1 \), \( Q = -(4/3)\pi R_0^2 R_1 R_3/(R_0 - gR_1)^2/(R_0 - gR_1)^2(\pi^3/\rho + 3\tau Q) \) or recorded as

\[
W_t + (A \cdot \nabla)W = G, \quad (108)
\]

Here \( A = (A_1, A_2) \), called Jacobian matrix.

The selection of boundary conditions of Euler equation is a difficulty. Only by selecting appropriate boundary conditions can the existence and uniqueness of Euler equation solution be guaranteed. Similarly, the selection of boundary conditions is also a difficulty for the control equation of wet air condensation flow. At present, the boundary conditions are mainly divided into three types: inlet and outlet boundary, far-field boundary condition, and surface boundary conditions.

Using one-dimensional fluid to discuss the inlet \( \Gamma_{in} \) and outlet \( \Gamma_{out} \) boundary conditions, two-dimensional fluid is similar. Combined with the important relationship: sound velocity \( a = \sqrt{\gamma_0 \rho / \rho} \), the governing equation of one-dimensional fluid is as follows:

\[
\left( \begin{array}{c}
\rho \\
u \\
\rho
\end{array} \right) + \left( \begin{array}{c}
u \\
u \\
0
\end{array} \right) \frac{\partial}{\partial x} \begin{array}{ccc} u & \rho & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array} = \left( \begin{array}{c}
\frac{\partial u}{\partial t} + \frac{1}{\rho} \frac{\partial}{\partial x} (\rho u^2 + p) \\
G_1 & G_2 & G_3 \\
G_4 & G_5 & G_6
\end{array} \right), \quad (109)
\]

\( G_i (i = 5, 6, 7, 8) \) given by (107). The characteristic polynomial obtained the Jacobian matrix of \( (7 \times 7) \) from equation (109):
\[(u - \lambda)^5[(u - \lambda)^2 - a^2] = 0, \quad (110)\]

Seven real eigenvalues are obtained
\[\lambda_1 = u, \lambda_2 = u + a, \lambda_3 = u - a, \lambda_4 = u (i = 4, 5, 6, 7). \quad (111)\]

It can be seen from the eigenvalues that the direction of five eigenvalues is consistent with the direction of fluid velocity streamline, and the direction of the other two eigenvalues is related to the direction of sound wave.

Boundary conditions are divided into physical boundary conditions and numerical boundary conditions. Physical boundary conditions can be determined by physical data such as experimental values, and numerical boundary conditions can be obtained by numerical extrapolation in the internal flow region. The number of physical boundaries is determined by whether the fluid is supersonic or subsonic [32].

For the inflow boundary conditions of one-dimensional subsonic flow \((0 < u < a)\), there are six positive eigenvalues, that is, \((u, u + a, u, u, u, u)\); it indicates that the information enters the internal region from the outside, and the physical boundary conditions must be given. Another negative eigenvalue \((u - a)\) indicates that the propagation of information is from inside to outside, that is, given the numerical boundary conditions. Therefore, six physical boundary conditions and one numerical boundary condition must be given. In the actual numerical calculation, the method of giving the physical boundary conditions is divided into two cases: the gas equation of state and numerical boundary conditions. Physical boundary conditions can be obtained by numerical extrapolation in the internal flow region. For the far-field outlet boundary condition of subsonic velocity, the treatment method of the outlet boundary given in (1) is used.

It is assumed that there is no condensation in the far field, so there is condensation in the far field.

\[g = Q_2 = Q_1 = Q_0 = 0, \quad x \rightarrow -\infty. \quad (112)\]

For inviscid flow at the object surface \(\Gamma_0\), the non-penetration condition is generally used in numerical calculation; that is, the normal velocity component: \(\vec{u} \cdot n = 0\) on the object surface is \(0\), where \(\vec{u} = (u, v)\) is the velocity vector and \(n\) is the external normal vector.

The initial condition is the state that the field variables should satisfy at the initial time, that is, the value of each variable at the time of \(t = 0\), \(W|_{t=0} = W_0\). When solving the steady flow problem, there is no need to give the initial condition. When solving unsteady flow problems, the initial condition is the steady solution of a given state.

3.2. Numerical Methods. The mathematical model of inviscid condensation flow problem is given earlier. In order to solve the practical problem, it is necessary to solve this mathematical problem and then simulate the actual condensation problem. For the partial differential equations (100), the classical Galerkin method is used to discretize them in space and the backward Euler scheme is used to discretize them in time. The grid is encrypted by grid adaptive technology.

According to the discussion earlier, the mathematical model for solving the problem is obtained:

\[
\begin{align*}
W_t + W = G, & \quad \Omega \times [0, T], \\
W_{in} \cdot n = H, & \quad \Gamma_\infty \times [0, T], \\
\vec{u} \cdot n = 0, & \quad \Gamma_b \times [0, T], \\
W(\vec{x}, 0) = W_0(\vec{x}) & \text{on } \Omega, \quad \text{when } t = 0.
\end{align*}
\quad (113)
\]

The variables in equation (113) refer to equation (106), \(\Omega\) is the calculation area, and \(\vec{u} = (u, v), \vec{x} = (x, y)\). \(\Gamma\) is the boundary of \(\Omega\), and \(\Gamma = \Gamma_b \cup \Gamma_\infty, \Gamma = \Gamma_b \cup \Gamma_\infty = \phi\).

The classical Galerkin finite element method is used to discretize equation (113) in space, and the test function space is introduced

\[V = \{U|U(\vec{x}, t) \in H^1(\Omega), t \in [0, T]\}. \quad (114)\]

Take \(V\) the weight function space of \(\rho, u, v, p, Q_0, Q_1, Q_2, g\), respectively, multiply \(\forall U \in V^\#\) at both ends of equation (113), and integrate it on the \(\Omega\),

\[
\int_\Omega U W_t d\Omega + \int_\Omega U (A \cdot \nabla) W d\Omega = \int_\Omega U G d\Omega. \quad (115)
\]
The second term of the above formula is obtained by using Green’s formula and substituting the boundary conditions.

\[ \int_{\Omega} UW_t d\Omega - \int_{\Omega} (V)d\Omega = \int_{\partial\Omega} UG d\Omega - \int_{\Gamma_{\infty}} UH d\Omega. \]

Therefore, equation (113) is transformed into a weak form problem: for \( t \in [0, T] \), find \( W(\bar{x}, t) \in V^8 \) such that \( W(\bar{x}, 0) = W_0(\bar{x}) \), and

\[ (U, W) - (\nabla U, AW) = (U, G) - (U, H)_{\Gamma_{\infty}} \quad \forall U \in V^8. \] (117)

Next, the space is discretized to obtain the semi-discrete scheme of the problem. The bounded region \( \Omega \) is approximated by a finite polygon \( \Omega_h \) and \( \Omega_e \) is divided into several triangular elements \( \Omega_e \), including \( \Omega_e = \cup_{e=1}^{N_e} \bar{\Omega}_e \), where \( N_e \) is the total number of elements of \( \Omega_h \) divided into \( \Omega_e \). \( V(\Omega_e) \) is the local finite element space on \( \Omega_e \), which is taken as the finite element space \( (k \geq 0), \forall t \in [0, T] \) of \( k \)-order polynomial.

For \( \Omega_h \) establishing finite dimensional discrete space,

\[ V_h = \{ U \in H^1(\Omega), U_{|\Omega_e} \in V(\Omega_e), \forall \Omega_e \in \Omega_h \}. \] (118)

The space \( V_h \) is discretized with the weight function of \( \rho, u, v, p, Q_0, Q_1, Q_2, g, \) respectively, and the Galerkin finite element space discretization of equation (117) is obtained: for \( t \in [0, T] \), find \( W(h, t) \in (V_h)^8 \) such that \( W(h, 0) = W_0(\bar{x}) \),

\[ (U_h, W) - (\nabla U_h, AW) = (U_h, G) - (U_h, H)_{\Gamma_{\infty}} \quad \forall U_h \in (V_h)^8. \] (119)

The vector \( U \) uses the shape function \( N_h \) of the standard finite element.

In (119), only the space is discretized to obtain the semi-discrete scheme, and then the time is discretized to obtain the fully discrete scheme.

The time discretization of (119) adopts the backward Euler scheme. Firstly, the notation \( Q^n = \Omega \times I^n \) is introduced, where \( I^n = [t^n, t^{n+1}], n = 0, 1, \ldots, n_T - 1 \). Thus, the unit element is transformed into \( \Omega^e = \Omega_e \times I^n, e = 1, 2, \ldots, N_e \), and the test function space is defined as follows:

\[ V^n_h = \{ U \in H^1(\Omega), U_{|\Omega_e} \in V(\Omega_e^n), \forall \Omega_e^n \in Q^n \}. \] (120)

The problem to be solved by backward Euler scheme is as follows: for \( \forall n = 0, 1, \ldots, n_T - 1 \), find \( W_h(h, t) \in (V^n_h)^8 \) such that \( W_h(h, 0) = W_0(\bar{x}) \), and

\[ \int_{Q^n} U_h W^n_{h+1} - W^n_{h+1} d\Omega dt - \int_{Q^n} (\nabla U_h) (A W^n_{h+1}) d\Omega dt = \int_{Q^n} U_h G^n_{h+1} d\Omega dt - \int_{Q^n} U_h H^n_{h+1} d\Omega_{\infty} dt \quad \forall U_h \in (V^n_h)^8. \] (121)
where $\Delta t = t^{n+1} - t^n$, $W_h^{n+1} = W_h(t^{n+1}) = W_h(t)$ for $\forall t \in [t^n, t^{n+1}]$.

3.3. Stabilization Techniques. Shock wave is a strong compression wave in the moving gas. The weak disturbance in the gas propagates around at the local sound speed. When the object moves at subsonic speed, the disturbance propagation speed is greater than that of the object, so the disturbance cannot be concentrated. At this time, the distribution of flow parameters (including velocity and pressure) on the whole flow field is continuous. When the object moves at supersonic speed, there is no time for the disturbance to reach the front of the object. As a result, the gas in front is suddenly compressed by the moving object to form a concentrated strong disturbance wave. At this time, an interface in the compression process is called shock wave.

As we all know, there may be discontinuities in the solution of nonlinear hyperbolic partial differential equations. When solving aerodynamic problems with Euler equations, even if the initial distribution of the solution is smooth, there may be discontinuities in the solution with the passage of time. When solving such physical problems with second-order or higher-order accuracy schemes, in fact, when the solution of the differential equation is smooth before the discontinuity is formed, the numerical solutions of some schemes will also have nonphysical oscillations.

Due to these characteristics of shock wave, many stabilization methods [34–42] are introduced. A key feature of
these techniques in dealing with shock waves and equations with discontinuous solutions is to add an artificial viscosity term to the equations. The purpose of adding this term is to widen the thickness of shock waves in some elements of the grid, so as to smooth discontinuities and eliminate non-physical shocks before shock waves occur.

For general differential equations,

\[ L(W) = f, \quad \Omega, \]
\[ W = h, \quad \Gamma_N. \]

(122)

where \( L \) is differential operator. The stability term is added based on the standard Galerkin finite element method:

\[ a(W, v) + \sum_e \int_{\Omega_e} P(v) \tau R(W) d\Omega = (v, f) + (v, h)_{\Gamma_N} \quad \text{stabilization term} \quad v \in (V_h), \]

(123)

where \( a(W, v) \) is bilinear form and \( R(W) = L(W) - f \) represents the residual.

When \( P(v) \) takes different expressions, it is a different stabilization method: streamline upwind/Petrov–Galerkin method.

For the numerical model formula (113) proposed in this paper, the differential operator \( l = \partial/\partial t + (A \cdot \nabla) \) can be obtained. If \( P(v) = (A \cdot \nabla) v \) is taken in equation (123), only the artificial diffusion term is added in the streamline direction. Since the numerical method uses the finite element method to discretize the equation, it provides a method to add the artificial viscosity term without affecting the original equation. This method is called SUPG (streamline upwind/Petrov–Galerkin) method, which is based on the weak form of differential equation.

The variational form of Galerkin method is obtained from equation (119):

\[ (U_h, W_t) - (\nabla U_h, AW) = (U_h, G) - (U_h, H)_{\Gamma_\infty} \forall U_h \in (V_h). \]

(124)

The SUPG method is added to the above formula to obtain the variational form after adding the stabilization term: for \( t \in [0, T] \), find \( W(x, t) \in (V_h)^8 \), such that

\[ (U_h, W_t) - (\nabla U_h, AW) + \sum_e ((A \cdot \nabla) U_h, \tau R(W))_{\Omega_e} = (U_h, G) - (U_h, H)_{\Gamma_\infty} \forall U_h \in (V_h)^8, \]

(125)

the stable term is

\[ ((A \cdot \nabla) U_h, \tau (A \cdot \nabla) W)_{\Omega_e}. \]

(126)

That is, the artificial viscosity term is added in the direction of the characteristic line. For the SUPG method of compressible flow problem, the stabilization coefficient \( \tau \) is very important. The stabilization coefficient makes the artificial viscosity term added only in the direction of the characteristic line. In general, it is not easy to determine the structure of the coefficient \( \tau \), because for the two-dimensional Euler equation, the Jacobian matrix \( A_i (i = 1, 2) \) will not be diagonalized at the same time.

In this paper, we take the stabilization coefficient as
where \( a \) is the element order.

When the diffusion term is small or does not exist, the convection dominated equation needs to be modified to reduce the nonphysical oscillation because the role of diffusion is becoming smaller and smaller.

In this method, the artificial diffusion coefficient is added to the equation,

\[
\tau = \frac{h}{2a} \quad (127)
\]

where \( a \) is the element order.

where \( a_1, a_2 \) is the spectral radius of matrix \( A_1, A_2 \) (the maximum of the absolute value of eigenvalues).

According to this method, we do not solve the problem of the original formula (113), but the modified equation:

\[
W_t + (A \cdot \nabla)W + \nabla \cdot (-\tau \nabla W) = G \quad \Omega \times [0,T]. \quad (129)
\]
Figure 11: Contour map of pressure $p$ of $\alpha=0^\circ$ (a) and $\alpha=1.25^\circ$ (b).

Figure 12: Contour map of density $\rho$ of $\alpha=0^\circ$ (a) and $\alpha=1.25^\circ$ (b).

Figure 13: Differential pressure resistance $c_p$ under different humidity conditions.
Figure 14: Isoline of $g/g_{\text{max}}$ when relative humidity is 50%.

Figure 15: Geometric model of parallel tail nozzle A1.

Figure 16: Structural diagram of supersonic wind tunnel [43].
The variational form is as follows: for $t \in [0, T]$, find $W(x, t) \in (V_h)^8$ such that $W(x, 0) = W_0(x)$, and

$$\left(\text{div } N_h, \text{div } W\right)_{\text{domain}} - (\text{div } N_h, A\text{div } W) + \sum_{e} (\text{div } N_h, \text{div } W)_e - (U_h, G)_{\text{domain}} \forall U_h \in (V_h)^8.$$ (130)

The added artificial diffusion term can reduce the numerical oscillation and the diffusion of oscillation to other areas.

According to the previous discussion of numerical method and stabilization method, combined with the governing equation of condensation flow, the weak form of the modified differential equation is as follows: for time $t \in [0, T]$, find $W_h(x, t) \in (V_h)^8$ such that

$$W_h(x, 0) = W_0(x),$$

and

$$\left(\text{div } N_h, \text{div } W_h\right)_{\text{domain}} - (\text{div } N_h, A\text{div } W_h) + \sum_{e} (\text{div } N_h, \text{div } W_h)_e - (U_h, G)_{\text{domain}} \forall U_h \in (V_h)^8.$$ (131)

In the above formula, the first term is the classical Galerkin finite element discretization scheme, the second term is the perturbation term of SUPG method in the streamline direction, and the third term is the artificial viscosity term added by various isotropic diffusion methods in all directions, where

$$\tau_{G/Pc} = \frac{h}{2a}, \tau_{iso} = \frac{h \max\{a_1, a_2\}}{2},$$ (132)

where $a$ is the element order and $a_1, a_2$ is the spectral radius of matrix $A_1, A_2$ (the maximum of the absolute value of eigenvalues).

### 3.4 Grid Adaptive Technology

In numerical calculation, some special regions, such as large deformation, boundary layer, and shock surface, have large singularity, and the solution results are often poor. In order to improve the calculation accuracy of these regions, local mesh encryption technology is introduced to continuously adjust and refine the mesh of these special regions in the iterative process. It is called grid adaptive technology to strive to match the grid density with the physical solution, so as to improve the accuracy of numerical solution [33]. Especially in the field of aeronautics, the shock surface will be generated due to the high-speed expansion flow of air. In order to improve the resolution of shock wave, the grid adaptive technology is introduced in the calculation of steady condensation flow. The grid in the area where the shock surface exists is locally refined, and the sparse grid is used in the area where the solution changes relatively slowly. Experimental results show that the method of introducing grid adaptive technology is better than that without this method.

### 3.5 Section

In this chapter, the mathematical model and numerical method for solving the transonic flow of wet air are proposed, which are considered from the following aspects:

According to the discussion in Chapter 2, the mathematical model of the practical problem is obtained, and the boundary conditions and initial conditions of the problem are given, which completely transforms the practical problem into the solution of a system of partial differential equations.

For the solution of partial differential equations, the classical Galerkin finite element method is used to discretize the equations in space, and the semi-discrete scheme is obtained.

The weak form is discretized in space, and then the backward Euler scheme is used to discretize time to obtain the fully discrete scheme.
Figure 18: Contour map of Mach number $M$ (a) and pressure $p/p_0$ (b). When the grid is 516.

Figure 19: Values of pressure $p/p_0$ obtained with different grids.

Figure 20: Contour map of Mach number $M$ (a) and pressure $p/p_0$ (b). When the grid is 2064.
In the process of solving Euler equations, due to the existence of shock, the numerical solution produces non-physical shock. In order to better capture the shock and obtain better numerical results, the streamline upwind/Petrov–Galerkin (SUPG) finite element method with good stability and the isotropic diffusion method with shock capture ability are introduced here. For the steady problem, the mesh adaptive technology is also introduced to encrypt the local mesh, so that the numerical solution can be better understood.

4. Numerical Simulation

In Chapter 3, a numerical method for solving the coupled equations is proposed, which requires numerical simulation to verify the feasibility and stability of the method. At the same time, the numerical simulation of dry air flow and wet air flow in parallel nozzle A1 further verifies the feasibility of the numerical method and the condensation of wet air in the nozzle.

4.1. NACA-0012 Airfoil. For NACA-0012 airfoil, its ordinate can be expressed as

\[ y = \pm 0.6 \left( 0.2969 \sqrt{x} - 0.126x - 0.3516x^2 + 0.2843x^3 - 0.1015x^4 \right), \]

(133)

where \( x \) is the distance to the leading edge of the wing, 1 is chord length \( c \), and \( y \) is the dimensionless thickness. It can be seen from the above discussion that NACA-0012 is shown in Figure 2.

The following will be a numerical simulation of the air flow around NACA-0012 wet air.

Example 1. The airfoil is NACA-0012, and the free flow conditions given are \( M_\infty = 1.4 \), \( \rho_\infty = 61060 \text{ Pa} \), \( T_\infty = 253.8 \text{ K} \), and relative humidity \( \Phi_0 = 50\% \). When dealing with the numerical simulation of steady wet air flow field, adaptive grid technology is added, and the numerical results are shown in the figure below.

Figures 3–5 are the contour maps of Mach number \( M \), pressure \( p \), and density \( \rho \) obtained without adaptive grid technology and with adaptive grid technology, respectively.

Figure 6 shows the grids without adaptive grid technology and those with adaptive grid technology. From the results, it can be seen that the adaptive grid technology encrypts the grid in the area where the shock exists, while the sparse grid is used in the area where the solution is relatively flat. The original numerical results are modified, and better results are obtained.

Example 2. The airfoil is NACA-0012, and the free flow condition is given as \( \rho_\infty = 65600 \text{ Pa} \), \( T_\infty = 259 \text{ K} \), and \( \Phi_0 = 50\% \). The numerical results obtained when \( m \) is taken as 0.8 and 1.4, respectively, are given below.

Figures 7–9 are the contour maps of Mach number \( M \), pressure \( p \), and density \( \rho \) with Mach numbers \( M_\infty = 0.8 \) and \( M_\infty = 1.4 \). It can be seen from the figure that the position of the shock wave moves downstream with the increase of Mach number, and the stability of the method is also verified.

Example 3. The airfoil is NACA-0012, and the free flow condition is given as \( \rho_\infty = 65600 \text{ Pa} \), \( T_\infty = 259 \text{ K} \), and \( \Phi_0 = 50\% \); the numerical results obtained when the velocity angle of attack \( \alpha \) is 0° and 1.25°, respectively, are given below.

Figures 10–12 are the contour maps of Mach number \( M \), pressure \( p \), and density \( \rho \) of angles of attack \( \alpha = 0° \) and \( \alpha = 1.25° \), respectively. From the results in the figure, it can be seen that the change of angle of attack has a greater impact on the upstream of the convection field and less impact on the downstream of the flow field.

Example 4. Moist air flows through NACA-0012 airfoil, and the free flow condition is \( M_\infty = 0.8 \), \( \rho_\infty = 65600 \text{ Pa} \), and \( T_\infty = 259 \text{ K} \). When the relative humidity is \( \Phi_0 = 0\% \), \( \Phi_0 = 50\% \), and \( \Phi_0 = 60\% \), the numerical results are as follows.

Figure 13 shows a comparison diagram of differential pressure resistance \( \varepsilon_p \) obtained when the relative humidity is \( \Phi_0 = 0\% \), \( \Phi_0 = 50\% \), and \( \Phi_0 = 60\% \), respectively, and gives the results obtained by adding stabilization technology according to the classical finite element method proposed in Chapter 3. It can be seen from the figure that the pressure increases in the supersonic region. With the increase of
Figure 22: Contour map of Mach number $M$ obtained without adding grid adaptive technology (a) and adding grid adaptive technology (b).

Figure 23: Contour map of density $\rho$ obtained without adding grid adaptive technology (a) and adding grid adaptive technology (b).

Figure 24: Contour map of pressure $p$ obtained without adding grid adaptive technology (a) and adding grid adaptive technology (b).

Figure 25: Original grid (a) and grid of grid adaptive technology (b).
humidity, the position of the first shock wave moves forward. When the pressure decreases, the shock force decreases. The relative humidity is 50% mainly discussed, and the following results are obtained.

Figure 14 shows the isoline diagram of condensation mass fraction. It can be seen from the figure that condensation only occurs at the trailing edge of the airfoil. It is consistent with the region where the shock wave is generated when the relative humidity is 50% in Figure 13. The shock wave is generally generated in the supersonic region, so the condensation of wet air around the airfoil also occurs in the supersonic region.

4.2. Parallel-Jet Nozzle A1. There is little difference between the downstream part of parallel tail nozzle A1 and the throat part, and the nozzle has a straight outlet part. Therefore, when the fluid passes through the nozzle, the fluid is very
sensitive to the change of pressure and the composition of incoming wet steam. The geometric model of the nozzle is given in Figure 15.

The nozzle has a straight outflow part with a length of about 104.5mm and the throat part of the nozzle at the downstream 87.6mm, its height is 2y = 90mm, and the shape of the arc is a circular arc with a radius Rγ = 300mm.

The height of the outflow part of the nozzle is 2y = 92.69mm, so the Mach number of isentropic outflow is $M_{ex} = 1.2$. See Adam [43] for details.

In the wind tunnel experiment, the parallel outflow part of the nozzle is connected with the adjustable diffuser, which can control the outflow pressure. The experimental device is shown in Figure 16. In this way, the fluid passing through the nozzle completely depends on the geometry of the nozzle, not the pressure at the parallel outflow boundary of the nozzle. In the numerical simulation, the geometric model we use is shown in Figure 17.

The nozzle flow of dry air and wet air will be numerically simulated below. The same boundary conditions are given for dry air and wet air, and the incoming boundary is $T_0 = 298.7K$ and $p_0 = 1.004bar$. For the initial saturation (relative humidity) $\Phi_0 = 35.6\%$ of wet air, the maximum mass fraction can be obtained $g_{\text{max}} = 7.253g/kg$ from equation (92).

For dry air, the forced boundary condition $p = 0.6339bar$ is given at the outlet boundary.

Example 5-6: The forced boundary condition $p = 0.6339bar$ is given at the outlet boundary of dry air. According to the given boundary conditions, the nozzle flow of dry air generates shock wave due to the different pressures of inlet and outlet. Moreover, since the given inlet and outlet boundary conditions are subsonic boundary conditions, the Mach number $M = 0.7$ is taken.

In the process of solving, different grid numbers, degrees of freedom used, and CPU time consumed are given in Table 4.

According to the above different grid divisions, the change of pressure $p/p_0$ is shown in Figure 18.

As can be seen from Figure 19, with the increase of the number of grids, the initial position of the shock wave moves backward, but changes little, which shows the stability of the numerical method.

When the grid numbers are 516, 2064, and 5856, the obtained values of Mach number $M$ and pressure $p/p_0$ are shown in Figures 18, 20, and 21.

The comparison of the values of $p/p_0$ on the right also verifies the conclusion in Figure 19. With the increase of the number of grids, the compression wave moves to the right, while the comparison of the values of $M$ on the left shows that the mesh encryption makes the solution more and more smooth.

Example 6. For the steady problem of wet air, add adaptive grid technology and take Mach number $M = 4$, $\Phi_0 = 30\%$.

The results are shown in the following figure.

Figures 22–24 are the contour maps of Mach number $M$, pressure $p$, and density $p$ obtained without adaptive grid technology and with adaptive grid technology, respectively. Figure 25 shows the grid without adaptive grid technology and the grid with adaptive grid technology. It can be seen from the comparison diagram of the above results that the results obtained by using the original grid to solve the wet air nozzle flow are not smooth, but the grid obtained by modifying the original grid with adaptive grid technology. The obtained solution is smooth, and the existence of shock wave is more obvious. This shows that the mesh adaptive technology is an effective numerical method in solving unsteady problems. It not only makes the solution smooth, but also can encrypt the local mesh in the region where the shock wave exists, which is more helpful to capture the shock wave.

Example 7. Take the result of dry air pressure contraction wave as the initial condition of wet air nozzle flow, saturation $\Phi_0 = 35.6\%$, the boundary condition is supersonic boundary condition, and the Mach numbers $M = 1.4$ and $M = 2.5$ of the incoming flow are taken. The numerical results are shown in the figure below.

Figures 26–28 show the contour maps of Mach number $M$, pressure $p$, and density $p$ with Mach numbers $M = 1.4$ and $M = 2.5$. It can be seen from the results that the Mach number of the whole flow field changes greatly with the increase of Mach number, while the contour maps of condensation mass fraction and condensation rate change little in the whole flow field. The condensation of wet air occurs in the throat of the nozzle. The linear comparison diagram of $g/g_{\text{max}}$ and $\log_{10}J$ at different Mach numbers is obtained from the above contour map.

Figure 29 shows $g/g_{\text{max}}$ linear comparison diagram when the Mach number is 1.4 and 2.5, respectively. It can be seen that when the Mach number is 1.4, condensation occurs at the throat of the nozzle, while when the Mach number is 2.5, condensation exists in the whole flow field, but it is still obvious at the throat. When the fluid reaches the throat, condensation occurs. Next, due to the shock force at the throat, some droplets evaporate, making the condensation mass fraction continuously decrease. The subsequent expansion increases $g/g_{\text{max}}$.

Figure 30 shows $\log_{10}J$ linear comparison diagram when the Mach number is 1.4 and 2.5, respectively, indicating that the condensation rate increases with the increase of Mach number. The change of condensation rate and condensation mass fraction is synchronous. When the condensation rate reaches the maximum, the condensation mass fraction also reaches the maximum. The condensation rate is reduced to zero due to the impact of shock wave.

4.3. Conclusions. In this chapter, the stability and feasibility of the numerical method proposed in Chapter 3 are verified by the numerical simulation experiments of transonic flow and supersonic flow around the wing and parallel tail nozzle. The experimental results show that the stabilization method proposed in Chapter 3 has good stability in solving practical problems.

The mesh adaptive technology is added to the steady problem, which better modifies the numerical solution of the original method and has a good ability to capture the shock wave.
The numerical simulation of wet air flow around the wing shows that condensation occurs in the supersonic region and the shock wave will affect the condensation.

The numerical simulation of wet air parallel wake nozzle flow shows that condensation occurs in the throat of the nozzle, which has certain application value.

5. Conclusions and Suggestions

5.1. Conclusions. In this paper, a set of partial differential equations and some algebraic relations are used to describe the condensation of compressible gas. The components are the liquid correlation system described by Euler equation and Hill moment method. The most important assumption in the solution process is that the fluid is inviscid flow and there is no slip between gas and liquid. The work done in this paper is as follows.

When solving the coupled equations, most of the previous articles used the finite volume method to solve the transonic condensation flow problem, while this paper used the finite element method to solve this practical problem.

Because the coupled Euler equations are convection equations, the results obtained by the classical Galerkin method often have nonphysical numerical oscillations, so the stabilization method is introduced. Another important feature of the compressible Euler equation is the existence of shock waves. Because the thickness of shock waves is small and difficult to capture, artificial viscosity terms are added to better capture shock waves. The streamline upwind/Petrov–Galerkin (SUPG) finite element method with good stability and the isotropic diffusion method with shock capture ability are used to solve the transonic condensation flow problem.

In dealing with the steady Euler equations, this paper also adds the adaptive mesh technology to mesh the region where the shock surface exists.

The transonic flow around NACA-0012 airfoil and the flow field of parallel nozzle are numerically simulated by the method proposed in this paper.

The conclusions of this paper are as follows:

Hill moment method is derived from general dynamic equation.

For single gas or mixed gas, the growth rate of liquid droplets follows the Hertz–Knudsen growth model and satisfies the state equation of ideal gas. The 2-D coupled equations with 8 variables are obtained by analysis and simplification.

Through the numerical simulation of transonic flow around NACA-0012 airfoil and parallel nozzle, good numerical results are obtained, which verifies the stability and feasibility of this method.

The mesh adaptive technology is added to the steady problem, which better modifies the numerical solution of the original method and has a good ability to capture the shock wave.

The numerical simulation of wet air flow around the wing shows that condensation occurs in the supersonic region and the shock wave will affect the condensation.

The numerical simulation of wet air parallel wake nozzle flow shows that condensation occurs in the throat of the nozzle.

5.2. Suggestions. Based on the research of this paper, we have the following plans for further research work:

The numerical method is extended to the updated geometric model, such as ONERA M6 and F6 airfoils; the 2-D model can also be extended to 3-D model.

When solving the problem, a new stabilization method can be added to the numerical method.

The equation of state of gas can be extended from the ideal gas equation of state to the actual gas equation of state, so that the numerical results are closer to the actual results.

The Euler equation can be replaced by N-S equation, and the inviscid flow model can be transformed into viscous flow model, which can be applied to a wider range of practical problems.
Data Availability
The data used to support the findings of this study are included within the article.

Conflicts of Interest
The authors declare that they have no conflicts of interest.

Acknowledgments
This project was supported by the Natural Science Foundation of China (no. 12171385).

References
[1] M. Costa, A. Buono, C. Caputo et al., “The “INNOVARE” project: innovative plants for distributed poly-generations by residual biomass,” Energies, vol. 13, no. 15, p. 4020, 2020.

[2] M. Iorio, A. Carotenuto, A. Corniello et al., “Low enthalpy geothermal systems in structural controlled areas: a sustainability analysis of geothermal resource for heating plant (the Mondragone case in southern Appennines, Italy),” Energies, vol. 13, no. 5, p. 1237, 2020.

[3] S. Kotake and I. I. Glass, “Flows with nucleation and condensation,” Progress in Aerospace Sciences, vol. 19, pp. 129–196, 1979.

[4] E. A. Baucher, “Nucleation,” Edited by A. C. Zettlemoyer, Ed., Marcel Dekker, New York, 1981.

[5] P. P. Wegener and P. Mirabel, “Homogeneous nucleation in supersaturated vapors,” Naturwissenschaften, vol. 74, no. 3, pp. 111–119, 1987.

[6] R. M. Head, Investigations of Spontaneous Condensation Phenomena [D], California Institute of Technology, Pasadena, CA, 1949.

[7] P. P. Wegener and L. M. Mack, “Condensation in supersonic and Hypersonic wind tunnels,” Advances in Applied Mechanics, vol. 5, pp. 307–447, 1958.

[8] L. Prandtl, Atti del V Convegno Volta [C], pp. 167, 1st edition, Roma Reale Accademia D’Italia, 1936.

[9] C. H. Heath, K. Streletsky, B. E. Wyslozluk, J. Wölk, and R. Strey, “H2O-D2O condensation in a supersonic nozzle,” The Journal of Chemical Physics, vol. 117, no. 13, pp. 6176–6185, 2002.

[10] P. Paci, Monitoring Vapor Phase Concentration in Supersonic Flows [D], Worcester Polytechnic Institute, Worcester, Massachusetts, 2003.

[11] B. E. Wyslozluk, G. Wilemski, M. G. Beals, and M. B. Frish, “Effect of carrier gas pressure on condensation in a supersonic nozzle,” Physics of Fluids, vol. 6, no. 8, pp. 2845–2854, 1994-8-8.

[12] A. A. Pouring, Engineering and Weapons Report No.374[R], U. S. Naval Academy, Annapolis Maryland, 1975.

[13] J. L. Griffin and P. M. Sherman, “Computer analysis of condensation in highly expanded flows,” AIAA Journal, vol. 3, no. 10, pp. 1813–1818, 1965-10.

[14] V. W. Stewart, "AIAA paper 84-0415," in Proceedings of the AIAA 22nd Aerospace Sciences Meeting, AIAA, Reno, Nevada, 1984.

[15] C. F. Delale, G. H. Schnerr, and J. Zierep, “Asymptotic solution of transonic nozzle flows with homogeneous condensation. I. Subcritical flows,” Physics of Fluids A: Fluid Dynamics, vol. 5, no. 11, pp. 2969–2981, 1993-11.

[16] J. Lee and Z. Rusak, "AIAA paper 99-3189," in Proceedings of the 17th AIAA Applied Aerodynamics Conference, AIAA, Norfolk, Virginia, 1999.

[17] J. C. Lee and Z. Rusak, "Transonic flow of moist air around a Thin airfoil with equilibrium condensation," Journal of Aircraft, vol. 38, no. 4, pp. 693–702, July-August 2001.

[18] C. E. Robinson, R. C. Bauer, and R. H. Nichols, “AIAA paper 85-5020,” in Proceedings of the AIAA 3rd Applied Aerodynamics Conference, AIAA, Colorado Springs, Colorado, 1985.

[19] G. H. Schnerr and U. Doehrmann, “Transonic flow around airfoils with relaxation and energy supply by homogeneous condensation,” AIAA Journal, vol. 28, no. 7, pp. 1187–1193, 1990.

[20] S. Yamamoto, “AIAA paper 2001-2651,” in Proceedings of the 15th Computational Fluid Dynamics Conference, AIAA, Anaheim, California, 2001.

[21] K. A. Goodheart and G. H. Schnerr, “Condensation on ONERA M6 and F-16 wings in atmospheric flight: numerical modeling,” Journal of Aircraft, vol. 42, no. 2, pp. 402–412, March-April 2005.

[22] S. Yamamoto, “Computation of practical flow problems with release of latent heat,” Energy, vol. 30, no. 2-4, pp. 197–208, 2005.

[23] P. G. Hill, “Condensation of water vapour during supersonic expansion in nozzles,” Journal of Fluid Mechanics, vol. 25, no. 3, pp. 593–620, 1966.

[24] D. C. Look and H. J. Sauer, Engineering Thermodynamics [M], Springer, Dordrecht, 1988.

[25] W. H. Wisman, Inleiding Thermodynamica [M], Delftse Uitgevers Maatschappij, 1991.

[26] C. C. M. Luijten, Nuclear and Droplet Growth at High Pressure [P], Eindhoven University, 1999.

[27] J. H. Seinfeld, Atmospheric Chemistry and Physics of Air pollution [R], Wiley, New York, 1986.

[28] R. Hagemeyer, “Equivalence of two different integral representations of droplet distribution moments in condensing flow,” Physics of Fluids, vol. 16, no. 1, pp. 176–183, 2004.

[29] U. Doehrmann, Ein neuerisches Verfahren zur Berechnung Stationärer transsonischer Strömungen mit Energiezufuhr durch homogene Kondensation [D], Universität Karlsruhe, Karlsruhe, Germany, 1989.

[30] H. R. Pruppacher and J. D. Klett, Microphysics of Clouds and Precipitation [P], D. Reidel Publishing Company, 1980.

[31] D. Sonntag and D. Heinze, Physical Data for Energy Engineers [M], John Wiley & Sons, 1999.

[32] S. Turek, “Efficient Solvers for Incompressible flow problems: an Algorithmic Approach in View of computational aspects,” in LNCS 68 for Incompressible flow problems: an Algorithmic Approach in View of computational aspects [M], Springer, 1999.

[33] C. Johnson, A. H. Schatz, and L. B. Wahlbin, “Crosswind element methods,” Mathematics of Computation, vol. 49, no. 179, pp. 25–38, 1987.

[34] C. Johnson, Numerical Solution of Partial Differential Equations by the Finite Element Method [M], Cambridge University Press, Cambridge, 1987.

[35] R. Coura, A. Cressant, and J. Xia, “The problems of dynamics of interaction of deformable media,” Journal of Applied Mathematics & Mechanics, vol. 78, no. 11, pp. 209-210, 2014.

[36] R. Codina, “A discontinuity-capturing crosswind-dissipation for the finite element solution of the convection-diffusion...
equation,” Computer Methods in Applied Mechanics and Engineering, vol. 110, no. 3-4, pp. 325–342, 1993.

[38] T. E. Tezduyar, R. Shih, and S. Mittal, “Research Report. UMSI90/165,” University of Minnesota Supercomputer Institute, 1990.

[39] T. J. R. Hughes, L. P. Franca, and M. Becestra, “Computer methods in applied Mechanics and engineering[],” Computer Methods in Applied Mechanics and Engineering, vol. 59, pp. 85–99, 2022.

[40] T. J. R. Hughes, L. P. Franca, and M. Hulbert, “A new finite element formulation for computational fluid dynamics: VIII. The galerkin/least-squares method for advective-diffusive equations,” Computer Methods in Applied Mechanics and Engineering, vol. 73, no. 2, pp. 173–189, 1989.

[41] F. Shakib, T. J. R. Hughes, and Z. Johan, “A new finite element formulation for computational fluid dynamics: X. The compressible Euler and Navier-Stokes equations,” Computer Methods in Applied Mechanics and Engineering, vol. 89, no. 1-3, pp. 141–219, 1991.

[42] R. Verfürth, A Review of a Posteriori Error Estimation and Adaptive Mesh-Refinement Techniques[M], Teubner Verlag and J. Wiley, Stuttgart, 1996.

[43] S. Adam, Numerische und experimentelle Untersuchung instationärer Düsenstößenmer mit Energiezufuhr durch homogene Kondensation[D], Universität Karlsruhe, Karlsruhe, Germany, 1996.