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Abstract

CodeNeRF is an implicit 3D neural representation that learns the variation of object shapes and textures across a category and can be trained, from a set of posed images, to synthesize novel views of unseen objects. Unlike the original NeRF, which is scene specific, CodeNeRF learns to disentangle shape and texture by learning separate embeddings. At test time, given a single unposed image of an unseen object, CodeNeRF jointly estimates camera viewpoint, and shape and appearance codes via optimization. Unseen objects can be reconstructed from a single image, and then rendered from new viewpoints or their shape and texture edited by varying the latent codes. We conduct experiments on the SRN benchmark, which show that CodeNeRF generalises well to unseen objects and achieves on-par performance with methods that require known camera pose at test time. Our results on real-world images demonstrate that CodeNeRF can bridge the sim-to-real gap. Project page: https://github.com/wayne1123/code-nerf

1. Introduction

Synthesizing novel views of unseen objects given a sparse set of input views or even a single image is a longstanding problem in the fields of computer vision and graphics. Synthesis methods require both an accurate representation of the 3D geometry and appearance of objects, and the ability to offer control over changes in viewpoint, shape or texture to render different objects of the same category.

Traditionally, discrete scene representations have been used, such as meshes or voxel grids that store geometry and appearance information either explicitly or via learnt neural features [23]. However, their discrete nature limits their representation power and resolution. With the recent introduction of scene representation networks (SRN), Sitzmann et al. [24] propose to learn a continuous function that maps 3D locations to features of scene properties. Crucially, SRN does not require 3D supervision and can be trained end-to-end with a differentiable ray marcher that renders the feature-based representation into a set of 2D images. While SRN allows generalization to unseen objects, accurate cam-
We present CodeNeRF, a novel 3D-aware representation for object categories that learns to disentangle shape and texture. During training, CodeNeRF takes a set of posed input images and simultaneously learns different latent embeddings for shape and texture, and the weights of a multi-layer perceptron to predict volume density and view-dependent radiance for each 3D point by enforcing multi-view photometric consistency. At inference, given a single unposed reference image of an unseen object, CodeNeRF optimizes shape and texture codes as well as camera pose. Our disentangled representation provides full control over the synthesis task, enabling explicit editing of object shape and texture simply by modifying the respective latent codes (see Fig 1). We demonstrate single view reconstruction, novel view synthesis and shape/texture editing on the SRN benchmark and real-world images.

While our work takes inspiration from other continuous neural scene representations \cite{15, 24}, it addresses many of their limitations. Unlike NeRF \cite{15}, CodeNeRF is not scene specific and can model the variations of shape and appearance across an object class. In contrast to SRN \cite{24}, CodeNeRF disentangles geometry and appearance offering explicit control over shape and texture for synthesis tasks. Unlike both, CodeNeRF does not require knowledge of camera pose at test time, estimating it via optimization. Inspired by DeepSDF \cite{17}, we adopt an auto-decoder architecture but depart significantly as we only require 2D supervision and can disentangle shape and texture variations across an object category. See Fig 2 for an overview of CodeNeRF.

### 2. Related Work

We focus our literature review on learning based approaches to 3D reconstruction and new view synthesis.

#### 3D Reconstruction from 3D supervision

Voxel-based methods were amongst the first \cite{34, 3, 32} to propose learned representations for 3D reconstruction with 3D supervision. However, volumetric representations are fundamentally limited in terms of representation power and resolution and fail to capture surface details. Although point clouds are a common alternative to voxels, their unstructured nature and permutation-invariance make them difficult to handle using cnn architectures. PointNet \cite{18} offered a unified architecture able to deal with unordered point sets via maxpooling, that may be used for multiple downstream learning tasks. Mesh-based representations have also been used for 3D shape estimation given 3D supervision \cite{7} or applying graph convolutions \cite{29, 6}. However, these methods still fail to capture fine details. DeepSDF \cite{17} pioneered a new popular direction to represent 3D geometry via a continuous mapping from 3D points to an implicit representation of shape. DeepSDF jointly learns the weights of a fully connected network that maps 3D coordinates to signed distance values, and a latent embedding. While in principle DeepSDF can represent shapes at arbitrary resolutions without increasing its memory footprint, its training requires 3D supervision. Other concurrent approaches used

| Learned Prior | Deep SDF | SRN | NeRF | Pixel NeRF | CodeNeRF |
|---------------|----------|-----|------|-----------|----------|
| Supervision   | 3D       | 2D  | x    | ✓         | ✓        |
| Encoder       | x        | x   | x    | ✓         | x        |
| Pose Optimization | -   | x   | x    | ✓         | x        |
| Disentangled  | x        | x   | x    | x         | ✓        |
| Shape & Texture | x      | x  | x    | x         | x        |
Figure 3: We illustrate the ability of CodeNeRF to disentangle geometry and appearance by synthesizing new shapes or textures via latent interpolation. We show two reference images (left and right). CodeNeRF first estimates the camera pose and shape+texture codes for these images and then interpolates between them.

continuous implicit occupancy networks \([14, 2]\) but also require 3D annotations. A CNN-based encoder to extract local features to provide conditioning priors was used in \([35]\). However, all these methods require heavy pre-processing of the training data to compute the SDF of query points. In addition, if a mesh is required during optimization for rendering, marching cubes must be used, which is not easily differentiable \([11]\). Mesh-based, SDF or occupancy representations pre-learnt with 3D supervision \([14, 2, 35]\) can be combined with a CNN encoder to perform single view reconstruction. However, as noted in \([27]\), these models often perform recognition instead of 3D reconstruction.

**3D Reconstruction from 2D supervision** The emergence of differentiable renderers \([8, 10, 19]\) allowed to obtain gradients through the rendering process, enabling them to be embedded into end-to-end learning frameworks. DeepSDF was used as a deep pre-learnt shape prior for 3D shape optimization from multiple images \([21]\) requiring 2D supervision only. MeshSDF \([20]\) circumvents the non-differentiability of marching cubes and uses 2D supervision based on a silhouette loss. A mesh-based representation is optimized from 2D images in \([12]\). The disadvantage of many of these methods is that the learning of shape priors is decoupled from the shape estimation.

**Neural 3D representations** DVR \([16]\) proposes a differentiable rendering formulation for implicit shape and texture representations that can be learnt from multi-view images and object masks only, without the need for 3D supervision. Sitzmann \textit{et al.} \([24]\) introduced SRN (Scene Representation Networks) a 3D-aware representation that learns a scene prior via a continuous mapping of 3D spatial locations to features of scene properties. Similar to our approach, once trained, the model can be used as a learned scene prior via test-time optimization. However, unlike CodeNeRF, test-time optimization for SRN requires known absolute camera poses, which can be seen as strong supervision.

**Neural Radiance Fields (NeRF) for new view synthesis** NeRF \([15]\) extended the neural representation to allow to capture viewpoint varying image properties by storing volume density and view-dependent radiance values which enabled photorealistic new view synthesis of complex real-world scenes. Many new extensions to NeRF have been recently proposed, some concurrent to ours. GRAF \([22]\) introduces the idea of \textit{conditional} radiance fields into the generative adversarial network framework, to convert it into a 3D aware generative model. In addition to new viewpoint synthesis, similarly to ours, their approach allows to modify shape and appearance of the generated objects via shape and texture latent embeddings. However, unlike ours, their method is a purely generative model, trained on an adversarial loss over patches. As such, it cannot estimate shape, texture or camera pose given an input image so cannot be used for single view reconstruction. PixelNeRF \([37]\) can generalise to multiple scenes by using an image encoder to condition the neural radiance field on image features and does not require test-time optimization. However, unlike our approach, there is no disentanglement of geometry and appearance and therefore no control over shape or texture editing. iNeRF \([36]\) uses a pre-trained NeRF to optimize the camera pose while NeRF--\([31]\) jointly estimates the neural representation and camera intrinsic and extrinsic parameters but both are scene specific.

**3. Methodology**

Given a training set of \(N\) images depicting \(M\) objects across a semantic class, along with their respective camera intrinsics and pose parameters \(\mathcal{V} = \{Z_i, K_i, T_i\}_{i=1}^N\). CodeNeRF jointly learns the weights of a multi-layer perceptron \(F_\Theta\) that encapsulates the geometry and appearance across the observed objects, and separate latent embeddings
outputs the RGB colour as shown in Fig. 4. \( \gamma_x(x) \) and \( \gamma_d(d) \) are positional encodings for 3D point coordinates and viewing directions respectively. Volume density \( \sigma \) does not depend on texture codes \( z_t \).

\[
\{z_{s,i}, z_{t,i}\}_{i=1}^{M} \in \mathbb{R}^{256}
\]
disentangle shape and appearance respectively. \( F_\Theta \) is a disentangled neural radiance field that takes shape and texture codes as inputs and maps scene coordinates \( x \) and viewing directions \( d \) to their corresponding volume density \( \sigma \) and RGB colour values \( c \):

\[
F_\Theta : (\gamma_x(x), \gamma_d(d), z_s, z_t) \rightarrow (\sigma, c) \quad (1)
\]

Following [15] we use positional encoding \( \gamma(\cdot) \) for both scene coordinates \( x \) and viewing directions \( d \) to capture high frequency details. We employ 10 frequencies for \( x \) and 4 for \( d \). We design the architecture of the decoder to take advantage of the fact that the volume density \( \sigma \) depends only on the 3D point \( x \) and shape code \( z_s \), while the RGB color depends in addition on the viewing direction \( x \) and texture code \( z_t \). The first layers of the MLP \( F^n_\Theta \) map the input 3D coordinate \( \gamma(x) \) and shape code \( z_s \) to the volume density \( \sigma \) and an intermediate feature vector \( v \in \mathbb{R}^{256} \). The second part of the network \( F^i_\Theta \) takes \( v \) and \( z_t \) as input and outputs the RGB colour as shown in Fig. 4.

\[
F^n_\Theta : (\gamma_x(x), z_s) \rightarrow (\sigma, v) \\
F^i_\Theta : (v, \gamma_d(d), z_t) \rightarrow (c) \quad (2)
\]

Conditioning on Learned Shape and Texture Embeddings

Inspired by SRN [24] and DeepSDF [17], CodeNeRF adopts an auto-decoder architecture with decoupled shape and texture embedding spaces. During training, embedding vectors \( \{z_{s,i}, z_{t,i}\}_{i=1}^{M} \) are optimized jointly with the parameters of the network \( F_\Theta \). Unlike DeepSDF [17] the shape and texture embeddings can be trained end-to-end from images only, without requiring any 3D supervision. In contrast to SRNs [24] shape and texture embeddings are decoupled and can be used as separate controls for editing/synthesis. Figs. 1, 3 and 9 show how the embeddings can be used as conditioning to render smooth interpolations between different shapes/textures in the latent spaces. Jointly, the shape/texture embeddings and the decoder network \( F_\Theta \) act as learned priors that model shape deformations and texture variations across a semantic category. Once the model is trained, given a single input image, it can be used for one-shot reconstruction of an unseen object, via a test-time optimization that estimates the corresponding shape and texture codes \( \{z_{s,i}, z_{t,i}\} \) and even the camera pose (see Sec. 3.2). We show that CodeNeRF generalises well to render novel viewpoints, demonstrating that the learnt priors help to complete unobserved geometry and texture patterns (see Figs. 10 and 13).

Volume Rendering

We follow [15] and use classical volumetric rendering techniques to render the color of image pixels by aggregating the color and the occupancy density at N uniform samples from the near to far bounds for the camera ray \( r(t) = c + td \) traced through each pixel. The estimated color \( C(r) \) of the pixel can be expressed as:

\[
\hat{C}(r) = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i \delta_i)) c_i 
\]

where \( \delta_i = t_{i+1} - t_i \) is the distance between adjacent samples and \( T_i = \exp(-\sum_{j=1}^{i-1} \sigma_j \delta_j) \). This expression is fully differentiable, and reduces to the traditional alpha compositing with alpha values. NeRF [15] adopts a 2 stage approach, a coarse and a fine network, with the fine network using importance sampling based on the values of \( T_i \) from the coarse network to sample closer to the surface.

3.1. Training CodeNeRF

For each image in the training set \( V = \{ I_i, K_i, T_i \}_{i=1}^{N} \), at each training iteration we sample a batch of 4094 rays using the intrinsic and extrinsic parameters. We then sample 64 points along each ray and feed them to the MLP \( F_\Theta \) together with the current estimates of shape and texture codes. \( F_\Theta \) provides the occupancy density \( \sigma \) and the RGB color \( c \) and volume rendering is used to aggregate colors along each ray. Training is supervised using the photometric loss along with a regularization loss used as a prior over the latent vectors (see Eq. (4)). We train the model with AdamW [13] optimizer with initial learning rates 1e-4 for the network parameters and 1e-3 for the latent vectors.

\[
L(\Theta, \{z_{s,i}, z_{t,i}\}_{i=1}^{M}) = \sum_{r \in R} || C(r) - \hat{C}(r) ||^2_2 \\
\min_{\Theta, \{z_{s,i}, z_{t,i}\}_{i=1}^{M}} L(\Theta, \{z_{s,i}, z_{t,i}\}) + \frac{1}{L^2} (|| z_{s,i} ||^2_2 + || z_{t,i} ||^2_2)
\]

(4)
3.2. Inference Optimization

At inference time, given a single input image of an unseen object, the trained model can be used to optimize the latent vectors by minimizing the photometric loss between the rendered and observed pixels (Eq. 5), while keeping the weights of the neural network fixed. Moreover, unlike previous methods [24, 37] we show that CodeNeRF does not require known camera pose and its parameters can also be optimized jointly with the latent codes.

Camera Pose Optimization: CodeNeRF backprojects pixels into 3D rays using the camera to world transformation matrix. Similarly to NeRF [15], we require known camera matrices to train the model. However, once the model has been learnt, at inference time, unlike others [24, 15, 37], we do not require known camera viewpoint and we optimize the rotation and translation parameters jointly with the latent embedding vectors, by obtaining the gradients over the input points and ray directions, in a similar way to a differentiable renderer. Similarly to other object-category 3D reconstruction methods, we assume a simplified camera model, where the world coordinate system is centred on the 3D object, the camera faces its origin, and the up vector is aligned with the z axis. In this case, \( R \) and \( t \) can be parametrized via azimuth \( \phi \), elevation \( \theta \) and distance to the camera \( \rho \), as shown in Fig. 5. The camera to world transformation matrix can be written as \( T_{cw} = \begin{pmatrix} R^T & p \\ 0 & 1 \end{pmatrix} \) where:

\[
R = \begin{pmatrix}
-\sin \phi & \cos \phi & 0 \\
-\sin \theta \cos \phi & -\sin \theta \sin \phi & \cos \theta \\
\cos \theta \cos \phi & \cos \theta \sin \phi & \sin \theta \\
\end{pmatrix}
\]

and \( p = (\rho \cos \theta \cos \phi, \rho \cos \theta \sin \phi, \rho \sin \theta) \) is the camera location. At inference time, given an reference image \( I_i \), the camera pose and the sampled rays \( \gamma_i \) can be expressed in terms of the camera parameters azimuth \( (\phi, \theta, \rho) \) and optimized via using the gradients.

Test time optimization: We minimize the photometric loss (5) jointly with respect to shape and texture codes and camera parameters (fixing the decoder parameters \( \Theta \)), using the AdamW optimizer.

\[
\min_{z_s, z_t, \rho_i, \theta_i, \phi_i} \mathcal{L}(z_i^s, z_t^i, \rho_i, \theta_i, \phi_i) + \frac{1}{\mu^2} (\|z_s^i\|^2 + \|z_t^i\|^2)
\]  

(5)

Latent vectors are initialized with the mean vector of the trained embeddings, and an initial learning rate of 1e-2 is used. The initial learning rates for the camera parameters are 1e-2, 1e-1 and 1e-1 respectively.

Enforcing disentanglement: To illustrate the link between good architecture choices and disentanglement, we trained two alternative models (M1/M2). In M1, \( \gamma_d(d) \) is given as input to the first layer of \( F_{\theta_0} \) jointly with 3D point position \( \gamma_s(x) \) (similarly to PixelNeRF). In M2, \( z_s \) and \( z_t \) are given as input to \( F_{\theta_0} \), which amounts to using a single embedding. We then perform texture editing keeping the shape code fixed. Fig. 6 shows how only CodeNeRF fully disambiguates shape and texture. M1 fails to synthesise the correct texture while M2 has unwanted changes in shape.

4. Experimental Evaluation

We train our model on the ShapeNet-SRN dataset of ShapeNet [1] renderings for two object categories: cars (3514) and chairs (6591), created by Sitzmann et al. [24]. We train a different model for each category using the predefined train/test split and conduct a quantitative evaluation on novel view synthesis and few shot reconstruction tasks.

4.1. Quantitative Evaluation on SRN Benchmark

The ShapeNet-SRN benchmark [24] provides 251 test images on an Archimedean spiral per object in the test set. We follow the evaluation protocols provided by SRN [24].

Baselines We compare quantitatively on the ShapeNet benchmark [24] with SRN [24], ENR [4], PixelNeRF [37], and other current state of the art methods, on the tasks of one-view and two-view 2D-supervised reconstruction. Note that competing approaches require known camera pose at inference time. We compare with three variants of our approach: CodeNeRF (GT pose) assumes known camera pose at test time, CodeNeRF is our full approach with joint optimization of camera pose and shape/texture codes (299 iterations) and CodeNeRF (— outliers), which is CodeNeRF but without counting results that resulted in an outlier (rotation error above 5° or translation error higher than 3%).
Table 2: Quantitative evaluation on ShapeNet-SRN

|               | 1-view | 2-view | 1-view | 2-view |
|---------------|--------|--------|--------|--------|
|               | PSNR   | SSIM   | PSNR   | SSIM   |
| Chairs        |        |        |        |        |
| GRF [28]      | 21.25  | 0.86   | 22.65  | 0.88   |
| TCO [26]      | 21.27  | 0.88   | 21.33  | 0.88   |
| dGQN [5]      | 21.59  | 0.87   | 22.36  | 0.89   |
| ENR [4]       | 22.83  | -      | -      | -      |
| SRN [24]      | 22.89  | 0.89   | 24.48  | 0.92   |
| PixelNeRF [37]| 23.72  | 0.91   | 26.20  | 0.94   |
| CodeNeRF (GT pose) | 23.66  | 0.90   | 25.63  | 0.91   |
| CodeNeRF      | 22.39  | 0.87   | -      | -      |
| CodeNeRF (− outliers) | 23.11  | 0.89   | -      | -      |
| Cars          |        |        |        |        |
| SRN [24]      | 22.25  | 0.89   | 24.84  | 0.92   |
| ENR [4]       | 22.26  | -      | -      | -      |
| PixelNeRF [37]| 23.17  | 0.90   | 25.66  | 0.94   |
| CodeNeRF (GT pose) | 23.80  | 0.91   | 25.71  | 0.93   |
| CodeNeRF      | 22.73  | 0.89   | -      | -      |
| CodeNeRF (− outliers) | 23.17  | 0.90   | -      | -      |

Table 2: Quantitative evaluation on ShapeNet-SRN

Figure 7: Qualitative results of novel view synthesis of unseen objects from a single input image with CodeNeRF (GT pose), a variant of CodeNeRF which assumes known camera pose at test time. Rightmost column shows input view.

Figure 8: Test-time joint optimization of camera pose and latent codes: Evolution of estimated renderings from initialization (left), through intermediate optimization iterations 5/10/50, to final result after 299 iterations.

Results for 1-view reconstruction with CodeNeRF (GT pose) are shown in Fig. 7 while Fig. 8 shows results for CodeNeRF with camera pose+latent codes optimization. Clearly, rendered images become sharper when the ground truth pose is used, but as Fig. 8 shows, even when pose and latent codes are initialized far from the ground truth, CodeNeRF converges to good estimates.

Editing Novel Shapes and Textures After the test-time optimization has taken place, CodeNeRF provides full control over the synthesis process as object shapes and textures can be edited simply by varying the corresponding latent codes. This is possible given that viewpoint, shape and texture are fully disentangled in our representation. As shown in Fig. 9, we can easily fix one while changing the other.

Evaluation of Camera Viewpoint Estimation: At test time, CodeNeRF optimizes jointly the camera pose and shape/pose latent codes. We run a quantitative evaluation of the performance of the camera pose estimation on the ShapeNet-SRN dataset. Fig. 11 (top) shows histograms with the distribution of pose estimation errors. It is interesting to note that the initializations we used for the camera pose parameters (shown in green) had rotation errors above 30° in 100% of cases and were on average 80° away from GT. Despite this, our optimization converged in 85% of cases. The table in Fig. 11 (below) shows the numerical errors between the estimated and ground-truth camera poses in terms of the percentage of rotation estimates with errors below 5° and 10°, and the percentage of translation estimates with relative errors below 3° and 5°. Fig. 8 shows the initialization and illustrates the evolution of the intermediate results obtained through the optimization (iterations 5/10/50), and final result after 299 iterations. Even when the initial estimate is far away from the ground truth, the optimization converges to good solutions.

Metrics We use PSNR(Peak Signal to Noise Ratio) and SSIM(Structural Similarity Index Measure) [30] to evaluate the quality of the rendered images.

Synthesis Results Table 2, shows a full comparison of the results on 1-view and 2-view reconstruction. CodeNeRF (GT pose) – which assumes known camera pose, for a fairer comparison with its competitors that need it as input – outperforms PixelNeRF for cars and comes very close on chairs. Even when CodeNeRF estimates the unknown pose at test time, along with the latent codes, the performance does not degrade much. When pose estimation outliers are removed the performance is close to PixelNeRF. Qualitative
4.2. Qualitative Comparisons

Fig. 12 shows examples comparing CodeNeRF with PixelNeRF [37] and SRN [24] on new view synthesis of objects from the ShapeNet-SRN test set. Since PixelNeRF uses a pre-trained CNN to extract features, it renders sharper images when the target view is close to the input view. SRN works better on occluded regions than PixelNeRF as it learns a latent embedding that acts as a priors. CodeNeRF achieves shape and texture disentanglement maintaining geometric and appearance consistency in occluded regions. Only CodeNeRF can synthesise the correct combination of shape and texture for the purple chair.

4.3. Results on Real WorldDatasets

To understand if our model, trained only on synthetic renderings from ShapeNet-SRN, can generalise well to real-world images, we perform an evaluation on two datasets: Stanford-Car dataset [9] and Pix3D [25]. We perform test time optimization given a single input image to estimate jointly camera pose+latent codes. We then render the representation from unseen viewpoints.

Pre-processing Similarly to PixelNeRF [37], we use Detectron2 [33] on the Stanford-Car dataset to infer masks, then apply Gaussian blur and downscale the images to $128 \times 128$. For the real chairs in Pix3D [25], we carve out the object with the provided ground-truth mask before downscaling.

Optimization of Camera Pose and Latent Vectors We show results of one-shot reconstruction given a single in-
Figure 12: Qualitative comparisons with SRN [24] and PixelNeRF [37] (results courtesy of A. Yu and V. Sitzmann).

Figure 13: Qualitative evaluation of novel view synthesis on images from real-world datasets (Stanford-Car [9] and Pix3D [25]). Input image is shown on the rightmost column. Camera pose is estimated jointly with latent codes. Since the camera intrinsics are unknown, we assume the same focal length as in ShapeNet-SRN. Fig. 10 shows the initialization and the intermediate results through different iterations of the optimization. The optimization provides convincing final renderings even when initialized from far away.

Shape, Texture and Viewpoint Editing Following one-shot optimization, we show renderings of the reconstructed objects from novel viewpoints (see Fig. 13). Fig. 14 illustrates results after editing shape and texture latent vectors. The distinctive style of each object is preserved after shape or texture transfer. The shape and texture priors learned by CodeNeRF help to complete object shape and texture information that was not present in the input image.

Explicit mesh reconstruction CodeNeRF implicitly represents the 3D structure of reconstructed objects. To obtain an explicit mesh representation, we feed the centre of of 256$^3$ voxels to the MLP, and obtain their volume density values $\sigma$. Marching cubes can then be used to find the mesh vertices. Casting rays along vertex normals we can associating colors to the vertices. Fig. 15 shows the input image and the reconstructed meshes for a real image from the Stanford-Car dataset and a synthetic car from ShapeNet.

Figure 14: Shape and texture editing on real images from the Stanford-Cars and Pix3D datasets.

Figure 15: Reconstructing 3D meshes: CodeNeRF allows 3D reconstruction of a mesh from a single input image.

5. Conclusion

We have presented CodeNeRF, a neural radiance field that learns to disentangle shape and appearance by jointly learning separate latent embeddings for shape and texture, and an MLP that maps continuous input locations and ray directions to density and colour information. At inference time, given a single input image CodeNeRF can estimate its associated camera pose and latent codes. We show extensive results of one-shot reconstruction on the SRN benchmark and on real world images (Stanford-Cars and Pix3D) that demonstrate that CodeNeRF learns powerful scene priors that enable full control over the synthesis process.
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