Constructing a qubit POVM from quantum data
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Abstract
Given an ensemble of qubits, which we are told consists of a mixture of two pure states, one with probability $\eta_0$ and one with probability $\eta_1$, we want to find a POVM that will discriminate between the two states by measuring the qubits. We do not know the states, and for any given qubit, we do not know which of the two states it is in. This can be viewed as learning a POVM from quantum data. Once found, the POVM can be used to separate the remaining qubits in the ensemble into two groups, corresponding to the two states present in the ensemble. In order to find the POVM, we need more information about the possible states. We examine several cases. First, we suppose that we know that the Bloch vectors of the states lie in the $x-z$ plane and their a priori probabilities are equal. We next keep the restriction to the $x-z$ plane, but allow the a priori probabilities to be different. Finally, we consider the case in which the Bloch vectors of the states have the same $z$ component.
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1. Introduction
Quantum learning is related to classical machine learning, but has many unique aspects. One can learn a number of different quantum objects, unitary operators [1] and measurements [2–5], for example. In most cases there is a training set. In the case of a unitary operator, one is allowed a certain number of uses of the operator, and in the case of a measurement, one is given examples of the states one wants the measurement to distinguish. What we want to do here is to see what can be done in the case of learning a measurement in which there is no training set. This is analogous to unsupervised machine learning.

In unsupervised machine learning, one has data that one would like to arrange into clusters. Quantum algorithms have been applied to obtain speedups of the unsupervised learning of
classical data [6–9] (for reviews of quantum machine learning see [10]). In these works the classical data is converted into quantum states, which can then be processed by a quantum computer. What, however, can be done if one is presented with data in the form of unknown quantum states? The first treatment of this kind of quantum unsupervised learning was given in [11]. There one was given a sequence of \( N \) particles, each of which is in one of two unknown states, \(|\psi_0\rangle\) and \(|\psi_1\rangle\), and one wants to determine the sequence. The output of this procedure is classical, a sequence of 0’s and 1’s, corresponding to the labels of the states, of length \( N \) that is the best guess for the sequence of states.

The problem we wish to consider here is related but different, and is the following. We are given a sequence, or ensemble, of qubits, and we are told that each qubit is in a state \(|\psi_0\rangle\) with probability \( \eta_0 \) or in a state \(|\psi_1\rangle\) with probability \( \eta_1 \). We do not know what \(|\psi_0\rangle\) or \(|\psi_1\rangle\) are, and we do not know which state any given qubit is in. Our task is to construct a POVM that will discriminate between \(|\psi_0\rangle\) and \(|\psi_1\rangle\) by performing measurements on the ensemble. This POVM will make errors, but it can be chosen to minimize those errors. From the theory of state discrimination, we know that the POVM that optimally discriminates these states with minimum error is a projective measurement [12, 13]. The POVM, once constructed, can be used to divide the remaining data into two groups, each group corresponding to one of the states in the ensemble.

Additional information beyond that specified above is necessary to accomplish our goal for the following reason. The density matrix describing this ensemble of qubits is

\[
\rho = \eta_0 |\psi_0\rangle \langle \psi_0 | + \eta_1 |\psi_1\rangle \langle \psi_1 |. \tag{1}
\]

This density matrix can be determined by measurements made on the ensemble. However, this density matrix can be decomposed in an infinite number of ways, i.e. it can describe an infinite number of ensembles. We have already imposed some conditions, that the ensemble consist of two states whose probabilities of occurrence we know. That, however, is not sufficient. There are still many choices of pairs of states with the assigned probabilities that will yield the same density matrix. Ideally we would like conditions that specify the ensemble uniquely. If this is not the case, we can still sometimes do something. For example, if we have imposed conditions so that there are only two possible decompositions (this situation will subsequently occur),

\[
\rho = \eta_0 |\psi_0\rangle \langle \psi_0 | + \eta_1 |\psi_1\rangle \langle \psi_1 |
\]

\[
= \eta_0 |\phi_0\rangle \langle \phi_0 | + \eta_1 |\phi_1\rangle \langle \phi_1 |, \tag{2}
\]

and we do not know which of the ensembles \(|\psi_j\rangle\) \( j = 0, 1 \) or \(|\phi_j\rangle\) \( j = 0, 1 \) we have, we cannot distinguish them by making measurements, because they have the same density matrix. However, if \(|\psi_0\rangle\) is close to \(|\phi_0\rangle\) and \(|\psi_1\rangle\) is close to \(|\phi_1\rangle\), then we may be able to find a POVM that does a reasonable job for both cases.

We will consider two cases, the case in which the Bloch vectors of \(|\psi_0\rangle\) and \(|\psi_1\rangle\) lie in the \( x-z \) plane of the Bloch sphere, and the case in which their Bloch vectors have the same \( z \) component. The second case is a generalization of the first. In the first case this implies that we know the vectors \(|0\rangle\) and \(|1\rangle\), and that \(|\psi_0\rangle\) and \(|\psi_1\rangle\) are linear combinations of them with real coefficients. In the second case, we also know \(|0\rangle\) and \(|1\rangle\), and the states all yield the same expectation of \( \sigma_z \). We will first consider the case in which the two states are equally probable, and then move on to the case in which they are not.
2. States in the x–z plane

2.1. Equally probable states

The density matrix describing our sequence, or ensemble, is now

$$\rho = \frac{1}{2}(|\psi_0\rangle\langle\psi_0| + |\psi_1\rangle\langle\psi_1|). \quad (3)$$

The Bloch vector for $\rho$, $n$, is equal to $(n_0 + n_1)/2$, where $n_0$ and $n_1$ are the Bloch vectors for $|\psi_0\rangle\langle\psi_0|$ and $|\psi_1\rangle\langle\psi_1|$, respectively. We assume we have determined $n$ by performing measurements on the ensemble. All three Bloch vectors lie in the $x$–$z$ plane, and $n_0$ and $n_1$ are of length one, because they correspond to pure states.

It is relatively straightforward to see that in this situation each density matrix corresponds to a unique pair of states. We can express $|\psi_0\rangle$ and $|\psi_1\rangle$ as

$$|\psi_0\rangle = \cos\left(\frac{\alpha + \beta}{2}\right)|0\rangle + \sin\left(\frac{\alpha + \beta}{2}\right)|1\rangle$$

$$|\psi_1\rangle = \cos\left(\frac{\alpha - \beta}{2}\right)|0\rangle + \sin\left(\frac{\alpha - \beta}{2}\right)|1\rangle,$$

where $0 \leq \beta \leq \pi/2$ and $0 \leq \alpha \leq 2\pi$. The corresponding Bloch vectors are $n_0 = (\sin(\alpha + \beta), \cos(\alpha + \beta))$ and $n_1 = (\sin(\alpha - \beta), \cos(\alpha - \beta))$, where we have listed the $x$ component first and the $z$ component second. For $n$ we have $n = (\sin \alpha, \cos \alpha)\cos \beta$. We see that $n$ determines both $\beta$ and $\alpha$: its magnitude is $\cos \beta$ and its orientation is given by $\alpha$. Once these angles are determined, so are $|\psi_0\rangle$ and $|\psi_1\rangle$.

We now want a POVM that will distinguish $|\psi_0\rangle$ and $|\psi_1\rangle$. From the theory of state discrimination, we know that the optimal POVM for minimum error discrimination of two states is a projective measurement [12]. That means we can take the POVM elements to be $\Pi_0 = |v_0\rangle\langle v_0|$ and $\Pi_1 = |v_1\rangle\langle v_1|$, where

$$|v_0\rangle = \cos \phi |0\rangle + \sin \phi |1\rangle$$

$$|v_1\rangle = \sin \phi |0\rangle - \cos \phi |1\rangle.$$

We want $\Pi_0$ to correspond to detecting $|\psi_0\rangle$ and $\Pi_1$ to correspond to detecting $|\psi_1\rangle$. The optimal POVM results when $\phi = (\alpha/2) + \pi/4$.

The question now is how can we extract $\alpha$ by measuring states in the sequence. One method is simply to perform state tomography measurements in order to determine $\rho$, and thereby $\alpha$. Here we would like to explore another method. Let us find $p_0$, the probability that we obtain the result 0 with the above POVM and $p_1$, the probability that we obtain 1. We have

$$p_0 = \frac{1}{2}(|v_0|\langle v_0|)^2 + |\langle v_0|\langle v_1|^2\rangle = \frac{1}{2}\left[ \cos^2\left(\frac{\alpha + \beta}{2} - \phi\right) + \cos^2\left(\frac{\alpha - \beta}{2} - \phi\right) \right], \quad (6)$$

and

$$p_1 = \frac{1}{2}(|v_1|\langle v_0|)^2 + |\langle v_1|\langle v_1|^2\rangle = \frac{1}{2}\left[ \sin^2\left(\frac{\alpha + \beta}{2} - \phi\right) + \sin^2\left(\frac{\alpha - \beta}{2} - \phi\right) \right]. \quad (7)$$

The difference between the two quantities is

$$p_0 - p_1 = \cos(\alpha - 2\phi) \cos(\beta), \quad (8)$$
and this is zero when \( \phi = (\alpha/2) + \pi/4 \), the value of \( \phi \) that yields the optimal POVM. Therefore, we can tune \( \phi \) by finding a value where the detectors are equally likely to fire.

This can be done as follows. To find the proper value of \( \phi \) for given values of \( \alpha \) and \( \theta \), let \( \Delta(\phi) = p_0 - p_1 \). Choose two values of \( \phi, \phi_0 \) and \( \phi_0 + \pi/4 \), where \( \phi_0 \) is arbitrary. We then have that

\[
\frac{\Delta(\phi_0 + \pi/4)}{\Delta(\phi_0)} = \tan(\alpha - 2\phi_0).
\]

Note that \( \Delta(\phi_0) \) and \( \Delta(\phi_0 + \pi/4) \) can be measured. From the above equation we can solve for \( \alpha \), since we know \( \phi_0 \), and with this knowledge we can then set \( \phi \) to the proper value, \( \alpha + \pi/4 \), for the optimal POVM. Note that if \( \beta \) is too close to \( \pi/2 \), the dependence of \( \Delta(\phi) \) on \( \phi \) will be weak, which will make the determination of \( \alpha \) difficult.

Before proceeding, let us discuss further the condition we imposed that the Bloch vectors of the two states lie in the \( x-z \) plane. We had the relation \( n = (n_0 + n_1)/2 \), relating the Bloch vectors of the sequence to the Bloch vectors of the states that make it up. If we now rotate \( n_0 \) and \( n_1 \) about some angle, to get \( n_0' \) and \( n_1' \), we will have that \( n = (n_0' + n_1')/2 \). Therefore, there is a circle of states on the surface of the Bloch sphere into which our density matrix, \( \rho \), can be decomposed. We can make the decomposition unique by specifying the plane in which \( n_0 \) and \( n_1 \) must lie.

### 2.2. States with different probabilities

We will now return to requiring the Bloch vectors to be in the \( x-z \) plane, but allow the probabilities, \( \eta_0 \) and \( \eta_1 \), to be different. As we shall see, this immediately introduces a complication into the problem. The decomposition of a given sequence density matrix is no longer unique; there are, in fact, two possible decompositions for each density matrix.

If \( n \) is the Bloch vector for the ensemble density matrix, and \( n_0 \) and \( n_1 \) are the Bloch vectors of the pure states in the sequence, we have

\[
\mathbf{n} = \eta_0 \mathbf{n}_0 + \eta_1 \mathbf{n}_1.
\]

Taking the inner product of each side of this equation with itself and denoting the angle between \( \mathbf{n}_0 \) and \( \mathbf{n}_1 \) by \( \theta \), we find

\[
\cos \theta = \frac{|\mathbf{n}|^2 - \eta_0^2 - \eta_1^2}{2\eta_0\eta_1}.
\]

If we now let \( \alpha \) be the angle between \( \mathbf{n}_0 \) and the \( x \) axis, we then have two cases. Either the angle \( \mathbf{n}_1 \) makes with the \( x \) axis is \( \alpha - \theta \), which we shall call case A, or the angle it makes with the \( x \) axis is \( \alpha + \theta \), which we shall call case B. Therefore, we have for case A

\[
\begin{align*}
n_{1x} &= \cos(\alpha - \theta) = n_{0x} \cos \theta + n_{0z} \sin \theta \\
n_{1z} &= \sin(\alpha - \theta) = n_{0z} \cos \theta - n_{0x} \sin \theta,
\end{align*}
\]

and for case B,

\[
\begin{align*}
n_{1x} &= \cos(\alpha + \theta) = n_{0x} \cos \theta - n_{0z} \sin \theta \\
n_{1z} &= \sin(\alpha + \theta) = n_{0z} \cos \theta + n_{0x} \sin \theta,
\end{align*}
\]
Inserting these expressions into equation (10) and solving for \( n_0 \) and \( n_1 \), in terms of \( n \), we have for case A that

\[
\begin{pmatrix}
  n_{0x} \\
  n_{0z}
\end{pmatrix} = \frac{1}{|n|^2} \begin{pmatrix}
  \eta_0 + \eta_1 \cos \theta & -\eta_1 \sin \theta \\
  \eta_1 \sin \theta & \eta_0 + \eta_1 \cos \theta
\end{pmatrix} \begin{pmatrix}
  n_x \\
  n_z
\end{pmatrix},
\]

and

\[
\begin{pmatrix}
  n_{1x} \\
  n_{1z}
\end{pmatrix} = \frac{1}{|n|^2} \begin{pmatrix}
  \eta_1 + \eta_0 \cos \theta & -\eta_0 \sin \theta \\
  -\eta_0 \sin \theta & \eta_1 + \eta_0 \cos \theta
\end{pmatrix} \begin{pmatrix}
  n_x \\
  n_z
\end{pmatrix}.
\]

For case B we have

\[
\begin{pmatrix}
  n_{0x} \\
  n_{0z}
\end{pmatrix} = \frac{1}{|n|^2} \begin{pmatrix}
  \eta_0 + \eta_1 \cos \theta & \eta_1 \sin \theta \\
  -\eta_1 \sin \theta & \eta_0 + \eta_1 \cos \theta
\end{pmatrix} \begin{pmatrix}
  n_x \\
  n_z
\end{pmatrix},
\]

and

\[
\begin{pmatrix}
  n_{1x} \\
  n_{1z}
\end{pmatrix} = \frac{1}{|n|^2} \begin{pmatrix}
  \eta_1 + \eta_0 \cos \theta & \eta_0 \sin \theta \\
  \eta_0 \sin \theta & \eta_1 + \eta_0 \cos \theta
\end{pmatrix} \begin{pmatrix}
  n_x \\
  n_z
\end{pmatrix}.
\]

From these expressions, we note that \( n_0^A - n_1^B \) goes to zero as \( \eta_0 \) and \( \eta_1 \) approach 1/2, as does \( n_1^A - n_0^B \), where we have indicated to which case the vectors belong by superscripts. If \( |\eta_0 - \eta_1| \) is small, then we can still hope to find a POVM that will be able to distinguish the states in the sequence. This POVM will have two elements, \( \Pi_0 \) and \( \Pi_1 = I - \Pi_0 \). \( \Pi_0 \) corresponds to detecting either \( \rho_0^A \) or \( \rho_0^B \), and \( \Pi_1 \) corresponds to detecting \( \rho_1^A \) or \( \rho_1^B \), where \( \rho_0^A \) is the state with the Bloch vector \( m_0^A \), and similarly for the other states. Note that all four of these states, \( \rho_0^A, \rho_1^A, \rho_0^B, \) and \( \rho_1^B \), are pure state density matrices. Let us assume that the cases A and B are equally probable. We then have that the probability of \( \rho_0^A \) occurring is \( \text{Tr}(\Pi_0 \rho_0^A) \), with similar expressions for the other states. Therefore, the probability of successfully identifying a states, \( P_s \), is

\[
P_s = \frac{1}{2} \left[ \text{Tr}(\Pi_0 \rho_0^A) + \eta_1 \text{Tr}(\Pi_1 \rho_1^A) + \eta_0 \text{Tr}(\Pi_0 \rho_1^B) + \eta_1 \text{Tr}(\Pi_1 \rho_0^B) \right],
\]

\[
= \frac{1}{2} \left[ \text{Tr}(\Pi_0 \rho_0) + \text{Tr}(\Pi_1 \rho_1) \right],
\]

where

\[
\rho_0 = \eta_0 \rho_0^A + \eta_1 \rho_1^A
\]

\[
\rho_1 = \eta_1 \rho_0^A + \eta_0 \rho_1^B.
\]

The Bloch vectors corresponding to \( \rho_0 \) and \( \rho_1 \) are \( m_0 \) and \( m_1 \), respectively, where

\[
m_{0x} = \frac{1}{|n|^2} \left[ n_x |n|^2 - 2\eta_0 \eta_1 n_z \sin \theta \right]
\]

\[
m_{0z} = \frac{1}{|n|^2} \left[ 2\eta_0 \eta_1 n_x \sin \theta + n_z |n|^2 \right],
\]

and

\[
m_{1x} = \frac{1}{|n|^2} \left[ n_x |n|^2 + 2\eta_0 \eta_1 n_z \sin \theta \right]
\]

\[
m_{1z} = \frac{1}{|n|^2} \left[ -2\eta_0 \eta_1 n_x \sin \theta + n_z |n|^2 \right].
\]
Optimizing $P_s$ is just the problem of optimally discriminating the two equiprobable density matrices, $\rho_0$ and $\rho_1$, with minimum error, and the solution to this problem is well known [12]. As noted before, the optimal measurement is a projective measurement, so $\Pi_0$ and $\Pi_1$ are projections onto orthogonal pure states. Let $s$ be the Bloch vector corresponding to the projection operator $\Pi_0$ and $-s$ correspond to the orthogonal projector $\Pi_1$. For $s$ we have that $|s| = 1$, since $\Pi_0$ is a one-dimensional projection, and it must lie in the $x–z$ plane (see the discussion in the appendix A). One way of determining $s$ is by the condition that if the purity of the two density matrices to be discriminated is the same, i.e. $\text{Tr}(\rho_0^2) = \text{Tr}(\rho_1^2)$, which is true in this case, then for the optimal measurement the number of counts in detector 0 will be the same as the number of counts in detector 1. See the appendix A for a discussion of this point. The probability that detector 0 will click is

$$p_0 = \frac{1}{2}[\text{Tr}(\Pi_0\rho_0) + \text{Tr}(\Pi_0\rho_1)] = \text{Tr}(\Pi_0\rho),$$

(22)

where $\rho$ is the density matrix of the ensemble. Similarly, $p_1$, the probability of detector 1 firing is $\text{Tr}(\Pi_1\rho)$. In terms of Bloch vectors, we have

$$p_0 = \frac{1}{2}(1 + s \cdot n)$$

$$p_1 = \frac{1}{2}(1 - s \cdot n).$$

(23)

These will be equal when $s \cdot n = 0$. Therefore, the optimal measurement can be found by measuring $\sigma_x$ and $\sigma_z$, since $\text{Tr}(\sigma_x\rho) = n_x$ and $\text{Tr}(\sigma_z\rho) = n_z$, and finding the orthogonal projection operators whose Bloch vectors are orthogonal to $n$.

In more detail, defining

$$n^\perp = \frac{1}{|n|} \begin{pmatrix} -n_z \\ n_x \end{pmatrix},$$

(24)

we have that

$$m_0 = n + \frac{2\eta_0\eta_1 \sin \theta}{|n|} n^\perp$$

$$m_1 = n - \frac{2\eta_0\eta_1 \sin \theta}{|n|} n^\perp.$$ 

(25)

From this we see that we should choose $s = n^\perp$, and that the success probability will be

$$P_s = \frac{1}{2} + \frac{\eta_0\eta_1 \sin \theta}{|n|},$$

(26)

For any value of $\theta$, $P_s$ is a maximum when $\eta_0 = \eta_1 = 1/2$.

3. States in a plane of constant $z$

So far we considered states in the $x–z$ plane and found a POVM that would allow us to discriminate between the states in our ensemble. This implies that a similar procedure would work for states lying in any plane that passed through the origin of the Bloch sphere. We could simply redefine our coordinate system so that that plane became the $x–z$ plane.
We can also treat a different case. Suppose we know that the Bloch vectors of the two states making up the ensemble, \( \mathbf{n}_0 \) and \( \mathbf{n}_1 \), have the same \( z \) component, \( n_z \). Then, their linear combination \( \mathbf{n} = \eta_0 \mathbf{n}_0 + \eta_1 \mathbf{n}_1 \) also has the same \( z \) component, since \( \eta_0 + \eta_1 = 1 \). We can express the Bloch vectors as \( \mathbf{n} = \mathbf{r} + n_z \hat{z} \) and \( \mathbf{n}_j = \mathbf{r}_j + n_z \hat{z} \), for \( j = 0, 1 \), where the vectors \( \mathbf{r} \), \( \mathbf{r}_0 \) and \( \mathbf{r}_1 \) lie in the \( x-y \) plane. We assume that we have determined \( \mathbf{r} \) by performing measurements on the ensemble. We have that

\[
\mathbf{r} = \eta_0 \mathbf{r}_0 + \eta_1 \mathbf{r}_1,
\]

and that \( |\mathbf{r}_0| = |\mathbf{r}_1| = (1 - n_z^2)^{1/2} \). In this case we have for \( \theta \), the angle between \( \mathbf{r}_0 \) and \( \mathbf{r}_1 \),

\[
\cos \theta = \frac{1}{\eta_0/\eta_1} \left( \frac{|\mathbf{r}|^2}{1 - n_z^2} - \eta_0^2 - \eta_1^2 \right).
\]

As before we have two cases. We let \( \alpha \) be the angle between \( \mathbf{r}_0 \) and the \( x \) axis. Either the angle \( \mathbf{r}_1 \) makes with the \( x \) axis is \( \alpha - \theta \), case A, or \( \alpha + \theta \), case B. The relations between \( \mathbf{r}_0 \), \( \mathbf{r}_1 \) and \( \mathbf{r} \) are given by equations (14)-(17), with \( 1/|\mathbf{n}|^2 \) replaced by \( (1 - n_z^2)/|\mathbf{r}|^2 \).

Similar to before, as \( \eta_0 \) and \( \eta_1 \) approach \( 1/2 \), \( \mathbf{r}_0^A - \mathbf{r}_1^A \) and \( \mathbf{r}_0^B - \mathbf{r}_1^B \) approach zero. Following the previous discussion, that means we want a two element POVM that will discriminate density matrices with Bloch vectors

\[
\mathbf{m}_0 = \eta_0 \mathbf{r}_0^A + \eta_1 \mathbf{r}_1^B + n_z \hat{z}
\]

\[
\mathbf{m}_1 = \eta_1 \mathbf{r}_1^A + \eta_0 \mathbf{r}_0^B + n_z \hat{z},
\]

The POVM elements will be projection operators, and we can take the Bloch vector corresponding to \( \Pi_0 \), which corresponds to detecting the density matrix with the Bloch vector \( \mathbf{m}_0 \), to be \( \mathbf{s} \), and \( \Pi_1 \), corresponding to detecting the density matrix with Bloch vector \( \mathbf{m}_1 \), to be \( -\mathbf{s} \). The vector \( \mathbf{s} \) is a unit vector and lies in the \( x-y \) plane (see discussion in the appendix). The probabilities that \( \Pi_0 \) clicks, \( p_0 \), and that \( \Pi_1 \) clicks, \( p_1 \), are

\[
p_0 = \frac{1}{2} (1 + \mathbf{s} \cdot \mathbf{r})
\]

\[
p_1 = \frac{1}{2} (1 - \mathbf{s} \cdot \mathbf{r}).
\]

For these to be equal, we need \( \mathbf{s} \cdot \mathbf{r} = 0 \), which, since both vectors are in the \( x-y \) plane, determines \( \mathbf{s} \) up to a sign.

This result can be generalized by just rotating the configuration. Choose a radius vector in the Bloch sphere and construct a plane perpendicular to it. This plane intersects the Bloch sphere in a circle and its interior. States with Bloch vectors ending on the circle and its interior can be treated by the procedure above. Just call the radius vector the \( z \) axis and proceed. Note that the earlier case we considered, states in the \( x-z \) plane, is a special case of the case presented in this section.

4. Conclusion

We have shown that for some ensembles of qubits consisting of two different pure states, \( |\psi_0\rangle \) and \( |\psi_1\rangle \), it is possible to construct a POVM that will, imperfectly, discriminate between the two states. The POVM can then be used to separate the remainder of the data into two groups, one group consisting primarily of qubits that were in the state \( |\psi_0\rangle \), and the other consisting of states that were in the state \( |\psi_1\rangle \).
Appendix

Suppose $\rho_0$ and $\rho_1$ are two qubit density matrices, and each occurs with a probability of 1/2. That is, we are given a qubit, and it is equally likely to be in the state $\rho_0$ or $\rho_1$. Our task is then to determine the state of the qubit using a measurement that minimizes the probability of making a mistake. The measurement is a projective one, and it is found by diagonalizing the operator $\rho_0 - \rho_1$ [12]. We can express this operator as

$$\rho_0 - \rho_1 = \lambda (P_0 - P_1),$$

(31)

where shall assume that $\lambda > 0$, $P_0$ and $P_1$ are one-dimensional projections, and $P_0 + P_1 = I$. Note that the eigenvalues of $\rho_0 - \rho_1$ are $\pm \lambda$, because the trace of the operator is zero. $P_0$ is the detection operator for $\rho_0$ and $P_1$ is the detection operator for $\rho_1$. We can solve the above equation for $P_0$ and $P_1$ in terms of $\rho_0$ and $\rho_1$

$$P_0 = \frac{1}{2} \left[ I + \frac{1}{\lambda} (\rho_0 - \rho_1) \right],$$

$$P_1 = \frac{1}{2} \left[ I - \frac{1}{\lambda} (\rho_0 - \rho_1) \right].$$

(32)

The probability of triggering detector 0 is $(1/2) \text{Tr}(P_0 (\rho_0 + \rho_1))$ and the probability of triggering detector 1 is $\text{Tr}(P_1 (\rho_0 + \rho_1))$. These will be equal if

$$\text{Tr}((\rho_0 - \rho_1) (\rho_0 + \rho_1)) = \text{Tr}(\rho_0^2) - \text{Tr}(\rho_1^2) = 0.$$  

(33)

If $m_0$ and $m_1$ are the Bloch vectors for $\rho_0$ and $\rho_1$, respectively, the above condition is equivalent to $|m_0| = |m_1|$, which is satisfied in the cases considered in the paper.

So far we have shown that the optimal measurement satisfies the condition that the probability to trigger both detectors is the same. We would like to show the converse. We first note that in the first case, the Bloch vector corresponding to $\rho_0 - \rho_1$ lies in the $x$–$z$ plane. It is relatively straightforward to show that this implies that the Bloch vectors for $P_0$ and $P_1$ also lie in the $x$–$z$ plane. Similarly, in the second case considered, the Bloch vector corresponding to $\rho_0 - \rho_1$ lies in the $x$–$y$ plane, and this implies that the Bloch vectors for $P_0$ and $P_1$ also lie in the $x$–$y$ plane. For both cases, we found that the condition for equal detection probabilities was $s \cdot n = 0$, where both vectors are in the same plane. In a two dimensional space this condition determines $s$, the Bloch vector corresponding to the measurement operator, up to a sign. Therefore, in the cases we considered, we can use this condition to determine the optimal measurement.
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