We study a one-dimensional model of disordered electrons (also relevant for random spin chains), which exhibits a delocalisation transition at half-filling. Exact probability distribution functions for the Wigner time and transmission coefficients are calculated. We identify and distinguish those features of probability densities that are due to rare, trapping configurations of the random potential from those which are due to the proximity to the delocalisation transition.
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The Anderson transition in dimensions $D < 3$ has recently attracted a renewed interest in relation to such systems as random antiferromagnetic spin chains [1] and high mobility Si MOSFET’s [2]. Experiments on both systems could not be accounted for in the standard scaling theory of localisation [3]. The simplest disordered model known to exhibit metallic behaviour, in spite of being one-dimensional, is the random-hopping model,

$$H_{rh} = \sum_n t_n (c_n^\dagger c_{n+1} + H.c.),$$

where $t_n > 0$ are random variables, with $n$-independent average, $\langle t_n \rangle = t$, and $c_n$ annihilates a spinless fermion at site $n$. This 1D model has a single delocalised state at the middle of the band, $\epsilon = 0$. This is an interesting example of the failure of the scaling theory of localisation. Moreover, this model has many common features with a wide class of random spin chains; such as the spin–1/2 random Heisenberg chain $H = \sum_n J_n S_n \cdot S_{n+1}$, where $J_n > 0$ are randomly distributed. (The XX version of the latter model is, in fact, exactly equivalent to [4], upon the Jordan-Wigner transformation.)

For the random hopping model, a great deal is known about such self-averaging quantities as the total density of states. More recently, some of the correlation functions have also been calculated. However, the behaviour of probability distributions in the proximity of the delocalisation transition is virtually unexplored. It is the purpose of this letter to address this issue.

In the continuum limit, model [4] becomes what is known as the random-mass Dirac model (see e.g. [5]):

$$\mathcal{H} = -i[R^i \partial_x R - L^i \partial_x L] - im(x)[R^i L - L^i R]$$

where $R$ and $L$ are the chiral components of the electron field operator. The derivation of the continuum limit assumes weak disorder such that $t_n = t + \delta t_n$ (the Fermi velocity, $v_F$, associated with $t$ is set to 1). It is the staggered component of the random hopping, $\delta t_n \to (\pm 1)^n m(x)$, which enters into the continuum theory. In field-theoretic language, this corresponds to a random mass.

It was found by Dyson in 1953 [6], that the average electron density of states for a model equivalent to [4] diverges at the middle of the band: $\rho(\epsilon) \sim 1/(\epsilon |\ln \epsilon|^\alpha)$. By the Thouless relation [7], such a density of states implies a divergent localisation length $\lambda_\epsilon \sim |\ln \epsilon|$. The criticality of the model at half-filling was established by Gogolin and Mel’nikov [8]. In particular, they found that model [4] has a finite conductivity in contrast with the Mott law in the standard localised regime. Calculations of Ref. [8] first indicated that it is not the Thouless length $\lambda_\epsilon$, but rather the length $l_c \sim \ln^2 \epsilon$, which is likely to govern the correlation functions. The role of the length $l_c$ was later clarified by means of the real-space renormalisation group method by Fisher [10]. The cross over for the electron Green function between the spatial regions $x \ll l_c$ (critical regime) and $l_c \ll x$ (localised regime) was discussed in recent publications [9] and [10] by means of the Berezinskii technique and the Efetov supersymmetry method, respectively.

It seems natural to undertake the next step and investigate the probability distribution functions for the above systems. To this end, we adopt a simple mathematical technique, based on the recent observation by Shelton and Tsvelik [11] that, at $\epsilon = 0$, the random mass Dirac model can be formulated as a one-particle quantum mechanical problem. Indeed, if we introduce the combinations $\chi_{\pm} = (R \mp L)/\sqrt{2}$ of the chiral components of the electron field, then the Dirac equation becomes

$$[\partial_x \mp m(x)]\chi_{\pm} = i\epsilon\chi_{\mp}.$$ 

This equation decouples at $\epsilon = 0$, thus admitting the (unnormalised) solutions of the form

$$\chi_{\pm}(x) \sim e^{\pm V(x)}.$$

As it is customary in the literature, we assume that the random mass $m(x)$ is $\delta$-correlated in the real space and Gaussian: $P_{m_0}[m(x)] \sim \exp[−(m(x) − m_0)^2 / 2g]$. Here $g$ characterises the disorder strength and the mass
has a mean value, \( m_0 \). Thus, solution (3) for the wave-functions is nothing but an exponential of a random walk with a drift term, \( m_0 x \).

Wave-function (3) allows us to investigate the distribution of several physical quantities in a relatively simple manner. We start by considering the so-called relaxation time, which was introduced in the context of the scattering theory by Wigner [12], hence also known as the Wigner time. Physically this is the time spent by a wave packet inside a scattering region, and it can be formally defined as the momentum derivative of the scattering phase shift. Let the effect of the disorder be characterized by the action

\[
S_{\lambda}[V] = \int_0^L dx \left[ \frac{1}{2g} (\partial_x V)^2 + 2\lambda (e^{2V} - 1) \right].
\]

(8)

The system described by this action is known as Liouville quantum mechanics [1]. The Schrödinger equation, corresponding to the action (8), has the following (normalised) solution [14]

\[
\psi_{\gamma}(V) = \sqrt{2\gamma \sinh \pi \gamma / \pi^2} K_{i\gamma} \left( 2\sqrt{\lambda/g} e^V \right)
\]

with the energy \(-2\lambda + g\gamma^2/2\) \((K_{i\gamma} \text{ is the MacDonald function})\). Constructing the propagator in a standard manner by making use of the complete set (9), integrating over \( V_0 \), and performing the inverse Laplace transform, we obtain the exact Wigner time probability density

\[
\mathcal{P}[\tau_0] = \frac{2^{1/2} e^{\pi^2/8gL}}{\pi g L^{1/2} Q_0^{3/2}} \int_0^\infty dt \cosh t \cos \left( \frac{\pi t}{2gL} \right) \exp \left[ -t^2/(gQ_0) - t^2/(2gL) \right].
\]

(10)

It is convenient to represent the result in terms of the positively definite quantity \((\text{total charge}) - Q_0 = \tau_0 + 2L\). According to the general theory of Ref. [12], the delay time can be negative (for repulsive potentials) but there is a lower bound, which is \(-2L\) in our case.

We note the following interesting limiting cases of the formula (10).

- Consider first the probability of long time delays, \( \tau_0 \to \infty \) (and therefore \( Q_0 \to \infty \)). The \( t\)-integral in (10) is convergent for all \( Q_0 \). It is therefore tempting to expand the exponential in the integrand in powers of \( 1/Q_0 \). It is easy to check, however, that all the coefficients of such an expansion identically vanish. It follows that (10) has an essential singularity at \( \tau_0 = \infty \). The nature of this singularity can be determined by first neglecting the 1/\( Q_0 \) term in the exponential and then simulating its effect by cutting off the \( t\)-integration at large times \( t_0 \sim (1/2) \ln(g\tau_0) \), when the term becomes of the order of unity. Then, within the leading logarithmic accuracy, we obtain:

\[
\mathcal{P}[\tau_0] \sim \exp \left[ -\ln^2(g\tau_0)/8gL \right]
\]

(11)

This formula is valid when the factor in the exponential is large, i.e. \( \ln^2 \tau_0 \gg L \). As a simple application to random spin chains, we consider long-time relaxation of
the magnetisation $M(t)$ inside a finite segment of length $L$. Due to (13) we find that $M(t) \sim \exp\left[\frac{-\ln^2(t)/8gL}{\epsilon}\right]$: a very slow decay.

- Since the applicability of (11) involves the system size $L$, the probability distribution for large samples ought to be different. Indeed, for a fixed $Q_0$, we obtain:

$$P[\tau_0]_{L \to \infty} \sim \frac{1}{\sqrt{2\pi\epsilon gLQ_0}} e^{-1/\epsilon Q_0}$$  \(12\)

The next quantity of interest is the transmission coefficient at $\epsilon = 0$, which is also proportional to the Landauer conductance at half-filling. In order to have a finite transmission coefficient $T$, let us open our sample on the left-hand-side, so that the electrons can now leave it at $x = 0$ (where the boundary condition thus becomes the same as at $x = L$). Upon matching the wave-functions in the usual way, one finds

$$T[V] = 1/\cosh^2 V(L).$$  \(13\)

This is a simple formula: the transmission coefficient in not a functional of the entire random walk trajectory (as the Wigner time is) but only a function of the end point. Therefore the probability distribution $P[T]$ can be found in an elementary way without using the Liouville mechanics. We obtain

$$P[T] = \frac{\sqrt{1/2\pi\epsilon gL}}{T \sqrt{1 - T}} \exp\left\{-\frac{T}{2\epsilon gL} \left[\cosh^{-1}(1/\sqrt{T})\right]^2\right\}$$  \(14\)

where $0 \leq T \leq 1$. This is an intriguing distribution function, plotted in Fig.1. It has the following properties:

- The probability of a small transmission is:

$$P[T] \sim \exp\left[-\ln^2(1/T)/8gL\right]$$  \(15\)

- The function $P[T]$ has a low-transmission peak at $T_0 \sim e^{-4gL}$.

- There is an integrable divergence close to the perfect transmission ($T = 1$):

$$P[T] \sim \sqrt{8/\pi\epsilon gL(1 - T)}$$  \(16\)

- The mean transmission coefficient is given by

$$\langle T \rangle \sim \sqrt{2/\pi\epsilon gL}$$  \(17\)

This formula is asymptotically exact as $L \to \infty$ (we also verified this result by an independent calculation using the Berezinskii technique [13]). This result is surprising. Since $T \sim \sigma/L$, $\sigma$ being the dc-conductivity, the $1/\sqrt{L}$ behaviour of the average transmission coefficient suggests that the system is even more metallic than what one would expect in an hypothetical case of a weakly disordered 1D metal (hypothetical because any weak disorder is supposed to lead to localisation). It is worth noting that the transmission coefficient is not a good scaling variable in the limit $L \to \infty$. So, from Eq. (14), one finds that the variance of the transmission coefficient

$$\delta^2 = \langle (T - \langle T \rangle)^2 \rangle \sim 1/\sqrt{L},$$

implying that the width of the distribution, normalised to the mean transmission

$$\delta/T \sim L^{\frac{1}{2}},$$

diverges when $L \to \infty$. On the other hand, the logarithm of the transmission coefficient is a good scaling variable in the above sense, with average

$$\langle \log \left(\frac{1}{T}\right)\rangle \sim \alpha \sqrt{gL},$$

$\alpha$ being a positive numerical coefficient. This conclusion was already reached in 1980 by Anderson et al. in studying a generic 1D disordered system [10]. They introduced the scale conductance, $T_{typ} = e^{(\log T)}$, instead of the average conductance. In our model we reach a similar conclusion. However, unlike the standard case, we find that $T_{typ} = e^{-4\epsilon \sqrt{gL}}$ behaves quite differently from the average transmission, and both are different from the peak in the probability distribution $T_0 \sim e^{-4\epsilon gL}$.

There is a difference between our $1/\sqrt{L}$ result for the Landauer conductance and the finite conductivity found for an infinite system in Ref. [8]. A possible physical explanation is that this difference is due to resonant scattering processes, which enhance the probability of near-perfect transmission in finite samples but are absent in infinite systems (this is characteristic for a critical system; otherwise, the $T \to 1$ divergence of $P[T]$ is exponentially suppressed in the sample length). However, this question requires further studies.

Both calculations for $P[\tau_0]$ and $P[T]$ can be generalised to the off-critical case when $m_0$ is non-zero. The details will be given in an extended article [13]. Here we only quote the results. Formulae (11) and (13) are not affected. The power law in the denominator of (13) changes to $1/Q_0^{1+m_0/3}$. Both formulae (16) and (17) acquire a suppressing factor, exponentially small in the parameter $m_0L$.

![FIG. 1. Distribution of the transmission coefficient with $gL = 1.25$ and average mass zero (solid line) and $m_0L = 0.5$ (dashed line).](image)
Notice that the probability of long time delays, (11), as well as the probability of a small transmission, (15), follows the so-called log-normal law. To our knowledge, the log-normal tails of the distribution functions in one-dimensional disordered systems were first obtained in Ref. [10] by means of a scaling argument. Their existence was rigorously established by Mel’nikov via the Berezinskii technique [17]. In $2 + \epsilon$ dimensions, the log-normal tails were found in Ref. [18], which was thought to be a signature the Anderson transition. The discussion of the log-normal tails was recently revived by Muzykantskii and Khmelnitskii [19] (see also [20]) who gave a simple derivation based on a specific saddle-point approximation in the supersymmetric $\sigma$-model. (For a recent collection of results on the log-normal distributions see [21].)

We have shown that the random mass Dirac model does possess log-normal tails at the criticality. Moreover, these tails are unaffected when one moves away from the criticality. This is consistent with the interpretations [19,21] that these tails are due to the so-called ‘anomalously localised’ electronic states, which occur in rare, trapping disorder configurations. Indeed our result (11) can be understood in terms of the ‘optimal fluctuation’ concept, discussed in this context in [18]. The optimal fluctuation in our case corresponds to having a constant mass $m_0$ within the sample. This would accumulate charge $Q_0 \propto \exp(2m_0L)$. The probability to have such a potential, and therefore such a charge is $\sim \exp(-m_0^2L/2g) \sim \exp(-ln^2 Q_0/qgL)$.

So, does it follow that the proximity to the delocalisation transition (criticality) plays no role? To clarify this point we first notice that the log-normal tails are only present in a finite system. (These tails do not follow from and are not directly related to the so-called multi-critical exponents appearing in the wave-functions’ statistics for the infinite system [13].) The Wigner time distribution function takes a different form in the limit of a large system, [2]. This can be interpreted as a ‘limiting’ (‘equilibrium’) distribution in terms of the Fokker-Planck equation approach [13] and it reveals no trace of the log-normal behaviour. It is this distribution which bears the signature of the criticality: it ceases to be normalisable for $m_0 = 0$ thus requiring a long-time cut off. Similarly, the log-normal tail appears at low $-T$ in the transmission coefficient distribution function, while the criticality shows up near the perfect transmission. Indeed, the divergence of $P[T \to 1]$ is always in place (due to resonant scattering processes) but it is exponentially suppressed in the sample length, unless the system is critical. As a result, at the criticality, the mean transmission coefficient is not any more exponentially small but is given by the power-law formula (7). (Notice, though, that the peak of $P[T]$ still exists at the criticality.) It follows that the disorder configurations leading to the log-normal tails and to the delocalisation phenomenon act independently. They affect different domains of the parameter space of the problem and show up in the distinct limits for the probability distribution functions.
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