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Abstract Quantum computers promise improvements in terms of both computational speedup and increased accuracy. Relevant areas are optimization, chemistry and machine learning, of which we will focus on the latter. Much of the prior art focuses on determining computational speedup, but how do we know if a particular quantum circuit shows promise for achieving high classification accuracy? Previous work by Sim et al. (2019) proposed descriptors to characterize and compare Parameterized Quantum Circuits. In this work, we will investigate any potential relation between the classification accuracy and two of these descriptors, being expressibility and entangling capability. We will first investigate different types of gates in quantum circuits and the changes they incur on the decision boundary. From this, we will propose design criteria for constructing circuits. We will also numerically compare the classifications performance of various quantum circuits and their quantified measure of expressibility and entangling capability, as derived in previous work. From this, we conclude that the common approach to layer combinations of rotational gates and conditional rotational gates provides the best accuracy. We also show that, for our experiments on a limited number of circuits, a coarse-grained relationship exists between entangling capability and classification accuracy, as well as a more fine-grained correlation between expressibility and classification accuracy. Future research will need to be performed to quantify this relation.
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1 Introduction

Quantum Computing is said to bring advances in computational speedup. Furthermore, the ability to represent states in larger state spaces could boost expressive power. One of the key areas in which expressivity holds promise is Quantum accelerated Machine Learning. Various quantum algorithms for Machine Learning have been proposed, such as quantum Support Vector Machines (Rebentrost et al., 2014), quantum Neural Networks (Purushothaman and Karayiannis, 1997) and quantum (Restricted) Boltzmann Machines (Denil and Freitas, 2011). Quantifying the absolute or relative expressive power of quantum Machine Learning models is the focus of current academic work. In particular, Sim et al. (2019) made significant progress. In their work, they defined various descriptors as measures of evaluation of Parameterized Quantum Circuits. Parameterized circuits are the key component in variational quantum algorithms, which have been linked in functioning to neural networks (Schuld et al., 2018). Key descriptors that Sim et al. introduced are expressibility and entangling capability. Expressibility quantifies the ability of a circuit to map data from a ground state to any region of the higher-dimensional Hilbert Space, and entangling capability captures non-trivial correlation in the quantum data (Kandala et al., 2017). Although classical systems do expect that mapping input data through a high-dimensional feature space provides a more accurate space for finding a separating hyperplane, we are not aware of any study exploring the cor-
relation in quantum circuits between classification accuracy in relation to expressibility and entangling capability. In this work, we set out to find design criteria for quantum circuits by investigating the effects of gates in various circuits on classification performance in terms of the ability to change the decision boundary. We also create multiple sets of data with different challenges embedded in it, which we will use to evaluate classification performance of Parameterized Quantum Circuits. We will use these findings to investigate any correlation between the classification performance of a circuit with the expressibility and entangling capability of this circuit. In particular, we pose the following research questions:

**RQ1** What are design criteria for constructing a Parameterized Quantum Circuit?

**RQ2** What are the effects of individual types of gates on the decision boundary?

**RQ3** Do changes in expressibility and entangling capability correlate with changes in classification accuracy for variational quantum circuits?

This paper provides the following scientific contributions, as well as the following contributions to the current state of practice:

(i) Visual insights into the effects of individual types of gates on the decision boundary

(ii) Performance evaluation of variational quantum circuits

(iii) Correlation evaluation between expressibility, entangling capability and classification accuracy

### 2 Related work

The effectiveness of Parameterized Quantum Circuits has been investigated in several studies. Benedetti et al. (2019) provided a detailed overview of current algorithms and their applications in the field of quantum machine learning. In their review, several state of the art data embeddings using quantum feature maps are listed. The task of variational circuits is explained and different design structures are shown. Schuld et al. (2018) proposed a low-depth quantum circuit for supervised learning tasks. In their work, the data gets embedded through amplitude encoding and a variational circuit is used for classification. The algorithm is benchmarked with several datasets and the performance is compared with that of classical Neural Networks and Support Vector Machines. Additionally, the decision boundaries of the classical SVM and the quantum classifier are compared. Killoran et al. (2019) proposed to construct continuous Neural Networks in a layered structure. The expressive power of Parameterized Quantum Circuits has been investigated by Du et al. (2018). The group proofed that highly entangled Parameterized Quantum Circuits have more expressive power than classical neural networks, with the restriction that only a polynomial number of parameters are used. The expressibility of different Parameterized Quantum Circuits has been investigated by Sim et al. (2019). The study evaluates the expressibility and entangling capability of various parameterized circuits with increasing number of layers. It shows that the expressiveness saturates with increasing circuit depth. The notion of expressive power has also been used in the field of tensor-networks for instances by Glasser et al. (2019). The work evaluates the expressive power of several tensor-network models and provides a basis for the analysis of Parameterized Quantum Circuit.

### 3 Approach

We will evaluate the effect of individual gates in Parameterized Quantum Circuits by freezing all but the relevant parameters and swiping over the parameters of the particular gates. We will then plot the decision boundary in the output space, and observe characteristics when comparing the different plots.

In order to evaluate the classification performance of various circuits, we define a set of classes of datasets. Every class represents a major change in dataset characteristics, every subclass represents a minor change in dataset characteristics. In these datasets, we embed data that is linearly separable, separable by a simple curved line, and data that requires more complex decision boundaries, such as enclosed clusters of data.

We will compare the relative classification performance of the circuits with the level of expressibility and entanglement capability found in prior art.

### 4 Evaluation

Machine learning algorithms can be broadly separated into regression algorithms, which predict a continuous or discretized continuous value, and classification algorithms, which predict a binary or multi-class label. In this work, we will focus on classification, in particular binary classification. We believe our work does not hold any fundamental limitations to be extended towards multi-class classification. In this section, we will first introduce the problem of binary classification and the datasets we will use. Subsequently, the classical and quantum algorithms which are used for deriving the classification accuracy will be presented. We will then
summarize the way prior art quantified expressibility and entangling capability and correlate that with the classification performance.

4.1 Binary classification

The goal of any binary classification algorithm is to take a normalized input set \( \{x_0, \ldots, x_n\} \in \mathbb{Z}, \mathbb{R} \) or \( \mathbb{B} \) and perform a transformation \( \hat{y} = f(x) \) such that the predicted outcome \( \hat{y} \) matches the true outcome \( y \). The transformation \( f(\cdot) \) maps the input data from the input space into a, typically higher dimensional, feature space. This mapping can be performed multiple times between different features spaces before a hyperplane separates the data into a zero-class and a one-class which can be mapped to a label (e.g. true/false, positive/negative).

4.2 Dataset classes

In order to evaluate the classification performance, we have constructed an artificial dataset with varying levels of difficulty. Each dataset consist of around 1000 to 1200 samples, divided into 70% training data and 30% validation data. No data is split into test data, as we do not optimize hyperparameters. Certain datasets are slightly biased.

All datasets are shown in Figure 1. Datasets of class 1 contain examples that can be classified with a single decision boundary. In the subsets, the difficulty is increased from requiring a straight decision boundary to a curved to a multi-curved boundary. Datasets of class 2 contain examples that require either a double decision boundary or more, favoring algorithms that produce a decision boundary that is also at least slightly curved. Datasets of class 3 require algorithms that can deal with one or more encapsulated clusters of data.

4.3 Algorithms

We will address the binary classification problem using Variational Quantum Circuits in a Hybrid Quantum/Classical setup. We will also implement a classical Neural Network as a sanity check and in order to provide grounding to the analysis of the decision boundary.

4.3.1 Classical Neural Network

Classical Neural Networks, including the breakthrough AlexNet network proposed by Krizhevsky and Hinton (2012) consists of the following components:

- An input layer. The input layer has the same dimension as the input. Sometimes, a cast of datatype or resolution is performed, but no real mapping takes place in this layer
- A hidden layer. The hidden layer takes the input and maps it from the input space into the feature space using a linear multiplication and addition \( y = wx + b \). Different types of connectivity between the layers can exist, such as fully connected layers, which connect every neuron in the current layer to the previous layer, as well as convolutional layers, which apply a kernel
- An activation function. The activation function creates non-linearity in the decision boundary.
- A readout layer. This layer typically is a fully connected layer and maps the data from the feature space into the output space
- A loss function to quantify the difference between the prediction \( \hat{y} \) and the true value \( y \)
- An optimizer to optimize the weights in order to reduce the loss in future predictions

In particular, we will implement the following Neural Networks:

- One Neural Network consisting of a single hidden fully connected layer with 16 neurons and a Rectified Linear Unit (RELU) for the activation function
One Neural Network consisting of two hidden fully connected layers, each with 16 neurons and a RELU for the activation function.

Both are optimized using the adam optimizer\cite{Kingma2014}. All is implemented in Tensorflow\cite{Abadi2015}.

4.4 Variational Quantum Circuits in a Hybrid Quantum/Classical setup

A Hybrid Quantum-Classical algorithm\cite{Xiang2013} consists of the following components:

- A data embedding circuit $\psi = U(x)$ to embed the classical data into the quantum system
- A Parameterized Quantum Circuit $\phi = V(\psi, \theta)$ that follows the embedding circuit and performs a mapping from the input space to the feature space
- Measurement of an observable $\hat{B}$ that collapses the quantum state into a classical observable prediction point
- A loss function to quantify the difference between the predicted value $\hat{y}$ and the true value $y$
- An optimizer to optimize free parameters $\theta$ in order to reduce the loss

We will evaluate the ability of Parameterized Quantum Circuits using qubits in finite dimensional Hilbert space to perform predictions. We implement and simulate this using Qiskit\cite{Abraham2019}.

4.4.1 Embedding circuit

Various embeddings have been proposed:

- Basis state encoding: $x \in \{0, 1\}^n \rightarrow |j\rangle$ \cite{Farhi2018, Schuld2019}
- Amplitude encoding: $x \in \mathbb{R}^N \rightarrow |\psi_x\rangle = \sum_{n=0}^{N-1} x_j |j\rangle$ \cite{Schuld2019}
- Product encoding: $x \in \mathbb{R}^N \rightarrow |\psi_x\rangle = \cos(x_j) |0\rangle + \sin(x_j) |1\rangle$ \cite{Stoudenmire2016}
- Squeezed vacuum state encoding: $x \in \mathbb{R}^N \rightarrow |\psi_{c,x_j}\rangle = \frac{1}{\sqrt{\cosh(c)}} \sum_{n=0}^{\infty} \frac{\sqrt{2^n n!}}{2^n} (-e^{i x_j} \tanh(c))^n |2n\rangle$ \cite{Schuld2019}
- Fourier-Walsh encoding $x \in \mathbb{R}^N \rightarrow |\Phi(x)\rangle = U_{\Phi(x)} H^{\otimes n} U_{\Phi(x)} H^{\otimes n} |0\rangle^{\otimes n}$ with $\Phi(x) = e^{i \sum_{S \subseteq [n]} (\phi(x)) H_{i \in S} Z_i}$ \cite{Havlicek2018}

These embeddings provide different ways to map the classical data into the Hilbert space. Some of the aforementioned methods directly produce an output distribution that is hard to simulate with classical computers \cite{Havlicek2018, Schuld2019}. However, the purpose of this study is to evaluate the power of the Parameterized Quantum Circuit, not the power of the different embeddings. For this reason, we use a circuit that a) embeds the data evenly in every computational basis state and b) embeds the data in a minimally expressive state. The applied circuit can be seen in \ref{fig:embedding_circuit} All other circuits are preceded with the embedding circuit.

It is similar to the circuit proposed by Stoudenmire and Schwab \cite{Stoudenmire2016} and can therefore be categorized as a product state encoding. Each component of the feature-vector $x$ is embedded as a single qubit rotation $R_z(\phi(x_j))$ with $\phi : x \rightarrow [0, 2\pi)$. As we work with two-dimensional data, we duplicate $x_0$ and $x_1$ on $x_2$ and $x_3$. After embedding the data in the parameters of the $R_z$ gates, we apply a set of constant $R_y$ and $R_z$ rotations. That ensures that if projected down onto the computational basis states, the output states span approximately the same range. This is shown in \ref{fig:xyz} \ref{fig:yz} and \ref{fig:xz}.
4.4.2 Parameterized Quantum Circuit

Parameterized Quantum Circuits contain one or two qubit gates with free parameters that can be optimized to fit a probability distribution. In this work, we will evaluate a subset of the circuits addressed in the work of Sim et al. (2019).

Circuit number 1 consists of a set of $R_x$ and $R_z$ gates as shown in Figure 6. It is not using any two qubit operations and therefore does not project the input state into a higher dimensional space. This circuit is characterized as having lower expressive power. Additionally, the expressiveness of this circuit is not significantly increased when using a higher number of layers.

By measuring the state of the $n$ qubits, a bitstring $j \in \{0, 1\}^n$ can be derived. This bit-string is forwarded to a boolean function such that an label $y$ is associated with it $y : j \rightarrow \{0, 1\}$. This process is repeated $r$ times in order to derive a probability distribution $\hat{p}_y(x_j)$ for one specific set of $\theta$ values. The label with the highest probability is chosen.

4.4.3 Measurement

The optimizer in the variational quantum algorithm is searching for an optimal set of parameters $\theta$ in order to minimize the loss. For the optimization of our algorithm we use the Simultaneous Perturbation Stochastic Approximation algorithm (SPSA) (Li et al., 2013). We vary the learning rate by tweaking $c_0$, for which we start high and lower the rate every 30 epochs. We cycle through the following values: 4, 3, 2, 1.5, 1, 0.5. We have chosen the starting value 4 from Havlicek et al. (2018) and ended the optimization at the recommended learning rate according to the VQC algorithm in the Qiskit software (Abraham, 2019).

4.5 Expressibility and entangling capability of quantum circuits

In our work, we will rely on the definition and quantification of expressibility and entangling capability as proposed by Sim et al. (2019). In their work, they define the operational meaning of expressibility to be "the amount of information that is lost if we were to approximate the distribution of state fidelities generated by a Parameterized Quantum Circuit using that of Haar random states". Sim et al. (2019) quantify this by calculating the Kullback-Leibler divergence.
between "the distribution of states obtained from sampling the parameters of a Parameterized Quantum Circuit and the (expressive) uniform distribution of state, i.e. the ensemble of Haar-random state" (Sim et al., 2019). For the entangling capability, they propose to use the Meyer-Wallach entanglement measure (Meyer and Wallach, 2002). The quantification of both expressibility and entangling capability for the circuits, as found by Sim et al. (2019), is shown in Table 1.

One would expect that a circuit that is able to map input data towards any part of the Hilbert space, is also able to map states in such a way that a separating hyperplane can be found. However, it is unclear to what extent this relation holds. For instance, one could argue that merely mapping all data labeled zero to one "corner" and all data labeled one to another "corner" is sufficient, and the ability to map data to other parts of the space is overkill. Still, classical Neural Networks are said to work by the ability of mapping data first in higher dimensions before separating. With this reason in mind, we will evaluate the decision boundary characteristics and classification performance of various circuits, and correlate the findings with the circuit descriptors expressibility and entangling capability as previously described.

5 Results and discussion

In this section, we present and discuss the results of our experiments. We will first address the feasibility of our datasets by fitting them with a classical Neural Network. We will then evaluate the influence on the decision boundary by various types of gates in the different circuits. This will be followed by an evaluation of the classification performance of our circuits on our datasets. We will end the section by linking the expressibility and entangling capability of the circuits, as found in prior art, to the average classification accuracy of the circuits on our datasets.

5.1 Classical ML algorithms

5.1.1 Neural Network with 1 layer

The first Neural Network, consisting of only a single hidden layer with 16 neurons, achieves an average accuracy of 92%. We see the convergence of the algorithm in Figure 9. When examining the decision boundary, shown in Figure 10, we clearly see two components at play. The straightened lines at different angle are due to the various neurons calculating $y = w \ast x + b$. The non-linear breaks in the straight lines originate from the activation function.

The second Neural Network, with two hidden layers of 16 neurons each, achieves an average accuracy of 99% in less than 500 epochs as shown in Figure 11. Even though the decision boundary still consists of many straight parts, as shown in Figure 12, it is capable of finding a near-perfect fit.

5.2 Variational Quantum Circuit - understanding the effect of gates

In this subsection, we will examine the impact of various gates in various circuits on the decision boundary. We
Table 1  Expressibility and entangling capability of the circuits, as quantified by Sim et al. (2019)

| Circuit | 1 (1 layer) | 1 (2 layers) | 16 (1 layer) | 16 (2 layers) | 19 (1 layer) | 19 (2 layers) |
|---------|-------------|--------------|--------------|---------------|--------------|---------------|
| Expressibility | 0.3 | 0.2 | 0.25 | 0.09 | 0.08 | 0.009 |
| Entangling capability | 0 | 0 | 0.35 | 0.5 | 0.6 | 0.75 |

Fig. 11  Convergence for the Neural Network (2 layers)

Fig. 12  Decision boundary for the Neural Network (2 layers)

do this by providing the circuit under examination an input on all qubits in the range of \([0, 1]\), and observed the output for all sets of input values. The decision boundary, plotted in red, denotes the change of output label from either 0 to 1, or from 1 to 0.

5.2.1 Embedding

Before we get started examining the gates, we want to understand the state of the system and the associated decision boundary right after the embedding of the data in the quantum system. This embedding circuit contains no parameters and is not followed by a Parameterized Quantum Circuit. This is shown in Figure 13. We can see that it creates a decision boundary with a high level of symmetry, but also large regions of no change. A total of 9 clusters are shown. This is very different from a typical decision boundary, which generally would consist of a straight or curved line. This already tells us that the optimizer is dealing with a difficult solution landscape.

Fig. 13  Decision boundary using a plain embedding without any Parameterized Quantum Circuit

5.2.2 Circuit 1 with 1 layer

In order to investigate the effect of the \(R_x\) gates, we plotted the decision boundary when sweeping over the values \([-1, -0.5, -0.25, 0.25, 0.5, 1]\) for all parameters of the \(R_x\) gates, while keeping all parameters of the \(R_z\) gates to 0.25. This is shown, left to right and top to bottom, in Figure 14. We see that with negative values (top row) the decision boundary starts to curve. Four out of our nine pattern blocks get squeezed, and there is an upward shift. The decision boundary clears up, and becomes circular. Positive values (bottom row) make the decision boundary straighten out, and shift in the opposite direction.

We have also swept over the \(R_z\) gates in similar fashion while keeping the parameters of the \(R_x\) gates at 0.25. This is shown in Figure 15. In this, we only observe the effects of the embedding circuit and the \(R_x\) gates. This is because the \(R_z\) gates turn the vector around the \(z\)-axis, which will not have any effect when performing a measurement in this same computational basis. This implies that only a small subset of the Hilbert space can be reached. Only when followed by a rotation in a different axis, can the effects on the decision boundary be observed.

To further investigate the rotational gates, we perform a similar experiment, but with alternating the sign for the parameters of the \(R_x\) gates acting on \(x_0\) and \(x_1\).
We do this by sweeping over $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ for $p_0$ and $p_2$, and sweeping over $[1, 0.5, 0.25, -0.25, -0.5, -1]$ for $p_1$ and $p_3$ of the $R_z$ gates. We keep $R_x$ constant at 0.25. This is shown in Figure 16. We observe a similar pattern for subfigures a and f, b and e as well as c and d. In this, the decision boundaries separate and straighten out.

This investigation is also representative for the $R_x$ and $R_z$ gates in circuit 16 and 19 when applying a single layer.

5.2.3 Circuit 1 with 2 layers

In order to examine the effects in the same circuits with 2 layers, we swept over both sets of $R_x$ gates with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ for the parameters of $R_z$ while keeping all parameters for $R_x$ at 0.25. The observed effect is an amplification of the effects we saw in circuit 1 with 1 layer and is shown in Figure 17. What we do notice, is that a crossover starts to happen when going further in the negative or positive. This is because of the period of the gates that eventually meet.

Sweeping over the $R_z$ gates with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ while keeping the $R_x$ gates at 1 is shown in Figure 18. Here, the latter $R_z$ gates again have no effect due to the rotation happening in the same computational basis as the readout, so no crossover takes place yet. What we do see, is that negative values straighten out the boundary, and positive values increase the curvature.

5.2.4 Circuit 16 with 1 layer

Sweeping over the parameters of the conditional $R_z$ gates in circuit 16 with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ and the parameters of all other gates fixed to 0.25 incurs the same effect of sweeping over the regular $R_x$ gates of circuit 1 as shown in Figure 15. As none are followed by
Fig. 18 Decision boundary for circuit 1 (2 layers) when sweeping over both sets of $R_z$ gates with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ while keeping the $R_x$ gates at 1 and an $R_y$ or $R_z$ gate, the rotation along the $z$ axis is not observed in the measurement.

5.2.5 Circuit 16 with 2 layers

Sweeping over the parameters of the conditional $R_z$ gates in circuit 16 with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$, with the parameters of all other gates fixed to 0.25, only results in an observable effect from the first set of conditional $R_z$ gates due to reasons previously discussed. These effects are shown in Figure 19. Here, we see a clear divergence from previous patterns. In particular, we see an alteration that does not follow the strict pattern of similar sections forming in relatively identical clusters, but a grouping in blocks of 4. In these blocks of 4, there is also less of strict symmetry, and the decision boundary breaks away. This is a pattern that can be linked more towards a non-linear activation function in a Neural Network.

Fig. 19 Decision boundary when sweeping over all conditional $R_z$ gates in circuit 16 (2 layers) with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ and while keeping all other gates to 0.25.

5.2.6 Circuit 19 with 1 layer

Sweeping over the parameters of the conditional $R_x$ gates with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ while keeping the parameters of all other gates fixed to 0.25 is shown in Figure 20. In it, we see a similar break from the regular pattern as we saw with the conditional $R_z$ gates for circuit 16. We again see a less firm structure of clusters of blocks, creating larger fields for the positive values and smaller circles for the negative values.

Fig. 20 Decision boundary when sweeping over all conditional $R_x$ gates in circuit 19 (1 layer) with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ while keeping all other gates to 0.25.

5.2.7 Circuit 19 with 2 layers

Sweeping over both layers of conditional $R_x$ gates with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ for the parameters, while keeping the parameters for all other gates fixed to 0.25, is shown in Figure 21. Concatenating layers again amplifies the effect, this time creating clusters spanning up to 9 blocks. For negative, the decision boundary starts to fade away, consisting of small circles. For large values, we see larger trapezoid structures forming.

Fig. 21 Decision boundary when sweeping over all conditional $R_x$ gates in circuit 19 (2 layers) with $[-1, -0.5, -0.25, 0.25, 0.5, 1]$ while keeping all other gates to 0.25.

5.2.8 Summary on the effect of individual gates in Variational Quantum Circuits

In the previous subsections, we have seen the following:

- Rotational gates can straighten out or curve the decision boundary, but do not alter the overall structure
- Concatenating layers amplify the effects observed in single layers
- Rotations along the $z$ axis are not observed when measuring in the $z$ basis
Conditional gates provide effects similar to non-linear activation functions in a neural network. It changes the overall structure of the decision boundary, and breaks symmetries.

5.3 Variational Quantum Circuit - classification performance

In this subsection, we will present and discuss the ability of the various circuits to fit to our datasets. All results are summarized in Table 2, located at the end of the section. The results for the Neural Network have been discussed previously in 5.1. All other results are discussed in the following sections, with use of convergence graphs and decision boundary plots.

5.3.1 Circuit 1 with 1 layer

The convergence of circuit 1 with 1 layer is shown in Figure 22. Here we see that convergence is reached early, as the epochs with the smaller learning rates do not improve the overall accuracy. We also see the start of every major cycle by a peak in accuracy. This is because every major cycle picks the set of parameters that yielded the best performance in the previous cycle. All accuracies roughly lay between 55% and 85%, and the total average accuracy is 69%. This is relatively low, especially because random guessing would yield an accuracy of over 50% due to the unbalanced dataset. This can likely be attributed to the low number of gates that can affect the circuit and the capabilities of these gates.

In particular, the only effective gates are the $R_x$ gates, as the $R_z$ gates do not provide impact when measurement immediately in this same $z$ basis. As we have previously seen, this circuit is only capable of straightening out or curving the boundary, but not able to provide a breakage of the pattern, nor offset.Datasets that contain alternating symmetry, such as dataset 2a, are beyond reach for this circuit. We can also observe this in the decision boundary plot, as shown in Figure 13. Here we see that the optimizer was not able to gain any traction, resulting in a decision boundary equal to that of the embedding circuit. The optimizer did change for the other datasets, but none to an extend that show a remote proper fitting of the data structure.

5.3.2 Circuit 1 with 2 layers

Adding an extra layer "activates" the effects of the $R_z$ gates in the first layer, as well as adding another set of $R_x$ gates. Although many datasets are still challenging
for the optimizer to find a fit, as shown in Figure 24, we see a significant performance increase in dataset 1b and 2c. Here, the circuit is able to score 80% and 100% accuracy respectively. The fact that these circuits line up horizontally and vertically is helpful for the circuit, that so far has not shown any straight lines in a diagonal orientation. The overall average classification accuracy is raised to 74%. The optimizer does require more time to find these fits, as shown in Figure 24.

![Fig. 24 Convergence for circuit 1 (2 layers)](image)

5.3.3 Circuit 16 with 1 layer

Circuit 16, consisting of sets of $R_x$, $R_z$ and conditional $R_z$ gates again is only able to effectively leverage the $R_x$ gates. Because of this, the overall performance of 68% is roughly equal to the performance of circuit 1 with 1 layer. This can also be seen in the convergence plot in Figure 26 and the decision boundary plot in Figure 27 which appear similar to the Figures for circuit 1 with 1 layer. The only notable difference is the vertical orientation versus the horizontal orientation of the decision boundary for circuit 2b.

![Fig. 26 Convergence for circuit 16 (1 layer)](image)

![Fig. 27 Decision boundary for circuit 16 (1 layer) optimized on our dataset](image)

5.3.4 Circuit 16 with 2 layers

Circuit 16 with 2 layers can leverage the effects of the $R_z$, conditional $R_z$ and the extra $R_x$ gates. This translates in an increased overall average accuracy of 84%, reached by steadily improving over the epochs as shown in Figure 28. The decision boundary plots, as visualised in Figure 29 show clearly fitted decision boundaries along the samples of the data. Wave patterns try to fit the data in dataset 1c and 2b. Dataset 2b is fitted
without showing aliases in the symmetrically counter positions along the horizontal and vertical axis. Still, dataset 1a seems difficult to fit, and dataset 2a is still fitted with a decision boundary equal to the embedding circuit.

5.3.5 Circuit 19 with 1 layer

Circuit 19 with 1 layer has an average classification accuracy of 79%, with convergence being reached early, as shown in Figure 30. The difference with circuit 16 with 1 layer is clearly present, even though this circuits contains the same number of rotational and conditional rotational gates. This strengthens the point that rotations in the z axis at the end of a circuit have no effect. The difference to circuit 1 is also significant: adding a conditional rotational gate raises the accuracy with 10%-point, while adding a full second layer of "standard" rotational gates only raises the accuracy with 5%-point. Finally, as a general remark to the circuit characteristics, we see a lot of curvature and braking of the simple pattern in the decision boundary shown in [31]. Still, datasets 2a, 3b and 3c prove hard to find a fit to.

5.3.6 Circuit 19 with 2 layers

Circuit 19 has the most active gates and achieves the best overall accuracy of 90%. The advancements are again reached in later epochs, as shown in Figure 32. The decision boundaries are also the cleanest, as shown in Figure 33. It is able to handle data that is not horizontally nor vertically symmetrical, such as dataset 3b.
It also picks out the details in dataset 2b. It is even able to make a fit for dataset 2a, something none of the other circuits were capable of. The overall increase in average accuracy by adding a layer is 11%-point.

The combination of rotational gates and conditional rotational gates provide further advancement of the average classification accuracy of a circuit.

Concatenating layers provide advancement in the average classification accuracy of a circuit.

Highest average accuracy achieved by a quantum circuit is 90%, which is still 9%-point below the average classification accuracy of the 2-layer Neural Network.

5.4 Relation between classification performance, expressibility and entangling capability of the circuits

The expressibility of every circuit against the average classification performance is plotted on the right in Figure 34. Given that a circuit with a lower expressibility number is better able to explore the Hilbert space, we have inverted the axis. We can see that the relative ordering is preserved for all circuits, except for a minor overlap between circuit 19 with 1 layer and circuit 16 with 1 layer, with an estimated expressibility of 0.8 and 0.9 respectively. Given that the expressibility ranges from 0.009 to 0.3, we find that these points do lay very close together and do not steer away from the general trend.
We have considered combining the entanglement and expressibility in a single quantification. However, when doing so linearly, regardless of weights used, it does not improve the relative ordering. This holds both for the cross happening between circuit 16 with 2 layers and circuit 19 with 1 layer for both descriptors, nor does it improve the cross in entanglement capability for circuit 1 with 2 layers and circuit 16 with 1 layer.

### 6 Conclusion

We previously set out to answer how to structure quantum circuits by investigating the effects of individual gates. We have seen that rotational gates can straighten out or curve our decision boundary, whereas conditional rotational gates can break larger symmetrical patterns. We have also seen that concatenating layers increases accuracy. From this, we can conclude that the common approach to layer combinations of rotational gates and conditional rotational gates provides the best accuracy. We also asked if any relation exists between expressibility, entangling capability and classification for variational quantum circuits. We have seen that, for our experiments on a limited number of circuits, a coarse-grained relationship exists between entangling capability and classification accuracy, as well as a more fine-grained correlation between expressibility and classification accuracy. Future research will need to be performed to quantify this relation. In both cases, for accuracy and expressibility, it should be taken into consideration in which basis the circuit is going to be measured, as several of our circuit consisted out of gates that would perform rotations around the axis in which a measurement would follow.
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