Inhibitors of Protein–RNA Complexation That Target the RNA: Specific Recognition of Human Immunodeficiency Virus Type 1 TAR RNA by Small Organic Molecules
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ABSTRACT: TAR RNA represents an attractive target for the intervention of human immunodeficiency virus type 1 (HIV-1) replication by small molecules. We now describe three small molecule inhibitors of the HIV-1 Tat–TAR interaction that target the RNA, not the protein. The chemical structures and RNA binding characteristics of these inhibitors are unique for each molecule. Results from various biochemical and spectroscopic methods reveal that each of the three Tat–TAR inhibitors recognizes a different structural feature at the bulge, lower stem, or loop region of TAR. Furthermore, one of these Tat–TAR inhibitors has been demonstrated, in cellular environments, to inhibit (a) a TAR-dependent, Tat-activated transcription and (b) the replication of HIV-1 in a latently infectious model.

Drug discovery has traditionally involved a search for inhibitors of protein complexation to small molecules (e.g., substrates or ligands) or macromolecules (e.g., other proteins, nucleic acids, or polysaccharides). While agonists or antagonists of macromolecular receptors that become useful drugs must display a wide range of other attributes, including the appropriate physicochemical properties, pharmacokinetic and pharmacodynamic properties, stability, etc., they must first be protein ligands. The vast majority of available drugs act by binding noncovalently to a protein, preventing or (less often) stimulating that protein’s complexation to a complement (1).

Complexes of nucleic acid and proteins are key intermediates in all transcriptional and translational processes. Some nucleic acids (e.g., ribozymes) even form functional complexes with small molecules (2). Nonetheless, nucleic acids are widely viewed as ineffective targets for the discovery of low-molecular weight inhibitors. One reason is that the linear motif in single-stranded DNA and the repetitive motif in double-stranded DNA provide attractive targets for large, linear binding molecules (3), but unattractive targets for the small molecules that lead to orally available medications. Another reason is that the lack of tertiary structure in DNA does not afford the diverse topology associated with folded proteins.

However, single-stranded RNA often folds into well-defined tertiary structures (4). Furthermore, such structures serve as docking sites for transcriptional activators (5) and substrates for self-splicing reactions (6, 7). Can such structured nucleic acids display sufficient shape diversity to permit the complexation of a small molecule at one site in a virtual sea of nucleic acid material? This is the essential question whose presumed negative answer hinders drug discovery at the nucleic acid level.

Certain cis-acting RNA elements are essential for the gene expression of human immunodeficiency virus type 1 (HIV-1) (8). The functions and sequences of these RNA molecules have been well characterized (9–11). A segment of HIV-1 mRNA (residues 1–59), identified as the transactivation responsive element (TAR), adopts a stem–loop secondary structure consisting of a highly conserved hexanucleotide loop and a three-nucleotide bulge flanked by two double-stranded stems (12, 13). HIV-1 encodes a regulatory protein, Tat, for interacting with TAR and activating both the initiation and elongation processes of transcription (14–16). While U31 of the bulge serves as the marker for Tat recognition, the hairpin loop provides a homing site for other cellular proteins (12). Both are important for the formation of progressive transcription complexes through specific protein–RNA interactions (14–16). Deletion of either bulge or loop residues of TAR impairs the transcription and, subsequently, the replication of HIV-1 (5, 12). HIV-1 TAR RNA and its cellular functions, therefore, represent a potential target for therapeutic intervention (17–19).

In this paper, we report that multiple small molecule inhibitors can be identified for the HIV-1 Tat–TAR system, each sufficiently potent to evoke interest in initiating a structure–activity relationship (SAR) study. Furthermore, these three small molecule inhibitors bind to TAR at three distinct sites, as characterized by footprinting methods. Each of these inhibitors has been shown to recognize the TAR structure preferentially over other nucleic acids.
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EXPERIMENTAL PROCEDURES

Materials. Tat40 and TAR31 (Figure 1) were chemically synthesized and purified as described previously (19). RNA was labeled either at the 3′-end with [5′-32P]pCp using T4 RNA ligase or at the 5′-end with [γ-32P]ATP using T4 polynucleotide kinase. All RNA samples were renatured by heating to 90 °C for 5 min followed by slow cooling to room temperature. The proper folding of a 32P-labeled TAR RNA was determined on the basis of its binding affinity for Tat40 or neomycin. Similar binding affinities (0.5 nM for Tat40 or 1 μM for neomycin) determined by the mobility shift method (19) were found for both 3′- and 5′-end-labeled TAR.

Electrospray Mass Spectrometry. ESI-mass spectrometry was performed with a double focusing hybrid mass spectrometer (EBqQ geometry, Finnigan MAT 900Q, Bremen, Germany). A stream of SF6 coaxial to the spray suppressed corona discharges, especially important for ESI of aqueous solutions. Solution flow rates for delivery to the ESI source were in the 0.15–1.0 μL min−1 range. RNA solutions were buffered with 10 mM ammonium acetate (pH 6.9) and were annealed by heating for 4 min at 95 °C and cooled slowly (3–4 h). Methanol (10% v/v) and 1,2-diaminocyclohexane-N,N′,N″-tetraacetic acid (CDTA) were also added to the aqueous ammonium acetate ESI-MS solutions. The addition of methanol enhanced the stability of the ESI-MS signal. The extent of addition of cations from ubiquitous salts by RNA was reduced by ethanol precipitation of RNA and by the addition of CDTA.

Ribonuclease Footprinting Experiments. In a typical experiment, 20 μL of a 5% DMSO/H2O buffer containing 25 mM Tris-HCl (pH 7.5), 10 mM MgCl2, 200 mM NaCl, 1 μg of yeast tRNA (Sigma), and 32P-labeled TAR31 (~30000 cpm) was incubated with either 2 × 10–3 units of RNase V1 (Amersham) or RNase A (3.6 pg/μL, Sigma) at room temperature for 10 min in the presence of the inhibitor at various concentrations. After incubation, to samples was added 10 μL of formamide loading dye and the samples were electrophoresed on a 20% polyacrylamide denaturing (7 M urea) gel for 3 h.

Chemical Probe Footprinting Experiments. The procedure for DEPC modification experiments is as follows. To a 35 μL 5% DMSO/H2O solution of 80 mM HEPES (pH 7.3), 100 mM KCl, 0.1 mM EDTA, 1 μg of yeast tRNA, and 3′-32P-labeled TAR31 (~80000 cpm) was added 5 μL of DEPC (Sigma) and the mixture incubated at room temperature for 10 min in the presence of 2 at various concentrations. The reaction was stopped by adding 4 μL of 3 M NaOAc (pH 5.3) and 160 μL of ethanol and the mixture precipitated at −20 °C for 30 min. After ethanol precipitation, dry pellets were redissolved in 20 μL of aniline/acetic acid (1:1 v/v) and the mixture was incubated at 55 °C for 30 min, followed by two repeats of ethanol precipitation with 300 μL of 0.3 M NaOAc and 1 mL of ethanol or 300 μL of 70% ethanol. RNA pellets were dissolved in formamide loading dye and electrophoresed on a 20% polyacrylamide denaturing gel for 3–4 h. The procedure for DMS modification experiments is as follows. To a 39 μL 5% DMSO solution of 80 mM HEPES (pH 7.3), 100 mM KCl, 0.1 mM EDTA, 1 μg of yeast tRNA, and 3′-32P-labeled TAR31 (~100000 cpm) was added 1 μL of DMS (Sigma) and the mixture incubated at room temperature for 10 min. The reaction was stopped by adding 4 μL of 3 M NaOAc (pH 5.3) and 160 μL of ethanol and the mixture precipitated at −20 °C for 30 min. After ethanol precipitation, dry pellets were redissolved in 10 μL of 0.2 M NaBH4 (7.6 mg/mL, freshly prepared) and incubated in an ice bath for 30 min. After incubation, the reaction was stopped by ethanol precipitation. Dry RNA pellets were redissolved with 20 μL of aniline/acetic acid (1:1 v/v), and the mixture was incubated at 55 °C for 30 min, followed by two repeats of ethanol precipitation with 300 μL of 0.3 M NaOAc and 1 mL of ethanol or 300 μL of 70% ethanol. RNA pellets were dissolved in formamide loading dye and electrophoresed on a 20% polyacrylamide denaturing gel for 3–4 h.

Anti-Tat Transactivation Assays. The HIV-1 Tat gene was introduced into HeLa cells by stable transfection of plasmid RSV-Tat-Neo (a gift from M. Peterlin, University of California, San Francisco, CA). This was followed by clonal selection with G418. Cells expressing HIV-1 Tat were confirmed by Western blot analysis with a rabbit polyclonal anti-Tat antibody (ABT). For these HeLa-tat cells, pLTR-lacZ plasmids in which the expression of lacZ is under the control of HIV-1 3′ LTR (AIDS Reference Reagent Program) and pCMV-lacZ plasmids in which lacZ expression is under the control of the CMV promoter (a gift from M. Levine, University of Michigan, Ann Arbor, MI) were used for further transfections. Transient transfection of plasmid pLTR-lacZ or CMV-lacZ was carried out by electroporation. An aliquot of 5 μg of plasmids was added to 4 × 105 HeLa-tat cells, and the cells were electroporated at 230 V and 960 μF using a Gene Pulser (Bio-Rad). Cells were then plated in a 96-well plate with 104 cells in each well. Inhibitors
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Figure 1: (A) Sequence and secondary structure of TAR RNA, TAR31, containing residues 18–44 of HIV-1 mRNA and two additional G-C base pairs, was used in this study. (B) Sequence of the Tat-derived peptide. The Tat40 peptide contains amino acid residues 47–86 of the HIV-1 Tat protein.
were added to the medium at appropriate concentrations. Cells were incubated at 37 °C for 48 h, after which reactions were stopped by addition of 100 μL of reporter lysis buffer (Promega) to each well. The extent of expression of β-galactosidase was determined by a colorimetric assay following the addition of 100 μL of assay buffer [80 mM sodium phosphate buffer (pH 7.4), 102 mM 2-mercaptoethanol, 9 mM MgCl₂, and 8 mM chlorophenol red-β-d-galactopyranoside, Promega] to each well. Plates were incubated at 37 °C for 30 min, and the absorbance in each well was measured at 570 nM. The effect of the compound on cell viability was examined by a standard tetrazolium test with the addition of 0.3 mM XTT (2,3-bis(2-methoxy-4-nitro-5-sulfophenyl)-2H-tetrazolium-5-carboxanilide inner salt, Sigma).

Anti-HIV-1 Replication Assays. OM-10.1 cells were obtained from the AIDS Reference Reagent Program. OM-10.1 cells were activated with 2 units/mL TNF-α and seeded in 96-well plates. Serial dilutions of compounds were added to the wells at the same time. Cells were grown at 37 °C for 48 h in the absence or presence of drugs. The extent of viral expression in the cell line was determined by the measurement of the extent of p24 production (p24 ELISA assay kit, Coulter Immunology) in the cell-free supernatant medium.

RESULTS AND DISCUSSION

Identification of Three Small Molecules Tat–TAR Inhibitors That Bind to RNA. We have previously reported a drug discovery approach (19) designed to identify small organic molecules that inhibit HIV-1 replication by blocking Tat–TAR interaction. As shown in Figure 1, the sequences of TAR₃₁ (containing residues 18–44 of HIV-1 mRNA) and Tat₄₀ peptide (residues 47–86), each containing the key element for protein–RNA recognition, were used in these studies. The first step of this approach utilizes methodologies such as gel mobility shift, membrane filtration, and scintillation proximity assays to search for inhibitors of HIV-1 Tat–TAR binding. Such methods constitute common ways of screening for small molecules that bind to proteins. Small organic compounds from our research compound library were utilized as the source of molecular diversity.

From this drug screening program, we have identified several series of small molecules that block Tat from binding to TAR. Aminoglycoside antibiotics, quinoxaline-2,3-diones, and 2,4-diaminoquinozalines have been found to be potent inhibitors. Among them, aminoglycoside antibiotics have previously been reported (20) to exert their antibacterial functions by interacting with the decoding region of ribosomal RNA. There has been significant interest in understanding the details of how these antibiotics interact with various RNA targets (21). Only few prior reports (22–26), however, have been found that identify small molecules as inhibitors of any protein–RNA interactions.

Examples of the three Tat–TAR inhibitor series and their IC₅₀ values are presented in Figure 2. Neomycin (1), 2,3-dioxo-8-[2-(5-tetrazolyl)-2,3,4,7,8,9-hexahydro-1H-6-nitrocyclopental[i]quinoxaline (2), and 2,4,5,6-tetraaminoquinozaline (3) represent three different small molecule inhibitors of the Tat–TAR interaction with IC₅₀ values of 0.92 μM. Further studies have shown a wide range of Tat–TAR inhibitory activities (IC₅₀ values of sub-micromolar to millimolar) exist among analogues within each series.

Inspection of the structures of these three Tat–TAR inhibitors shows no apparent similarity. Therefore, it is likely that the molecular target (protein or RNA) and/or the specific interaction sites for these three molecules may be different. Although our drug screening approach has the potential to select anti-HIV agents that function at the Tat–TAR interaction, the assays we employed did not distinguish among inhibitors interacting with Tat, TAR, or both. To address this question, electrospray ionization mass spectrometry (ESI-MS) was used. ESI-MS has been previously reported to detect noncovalent interactions between small molecules and macromolecules such as proteins or nucleic acids (27, 28). The formation and stoichiometry of the small molecule–macromolecule complexes can be deduced by mass measurement. We have previously demonstrated that ESI-MS experiments examining the Tat–TAR or aminoglycoside–TAR interaction are consistent with solution studies (29, 30).

As shown in Figure 3, molecular weights corresponding to TAR alone and TAR and its 1:1 stoichiometry complexes with 1, 2, or 3 were measured by ESI-MS. At higher drug concentrations, nonstoichiometric complexes were also evident for all three inhibitors. Under similar conditions, no complexes with a Tat₄₀ peptide were found for any of these small molecules. Furthermore, from ESI-MS measurements, addition of these small molecules to preformed the Tat–
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**Figure 2:** Chemical structures and IC₅₀ values of three small molecule Tat–TAR inhibitors. IC₅₀ values were obtained using gel mobility shift assays as described previously (19). All inhibition studies were performed in a buffer solution containing 10 mM Tris-HCl (pH 7.5), 70 mM NaCl, 0.2 mM EDTA, 0.01% Nonidet P-40, 5% glycerol, and ~100 pM 3′-end 32P-labeled TAR. The IC₅₀ value for 1 was determined in the presence of 0.5 nM Tat, while IC₅₀ values for 2 and 3 were obtained in the presence of 1 nM Tat. Each IC₅₀ value is a mean (with standard error) from at least three independent experiments.
TAR complex resulted in TAR—drug complexes and dissociation of the Tat–TAR complex. These results strongly suggest that, although different binding characteristics may exist, all three Tat–TAR inhibitors interact with TAR but not with Tat at the concentrations resulting in binding inhibition.

We have reached the following conclusions concerning the mechanisms of TAR binding by the small molecule inhibitors.

(1) Inhibitor 1 Binds to the Lower Stem Region of TAR RNA and Inhibits Tat–TAR Interaction through an Allosteric Mechanism. Once the RNA had been identified as the molecular target, we conducted out experiments to reveal the binding characteristics of these inhibitors. Previous competition studies (29–31) suggested that 1 can complex preferentially to TAR in comparison with other nucleic acids, including (a) tRNA, (b) double-stranded homopolymers of DNA or RNA, and (c) single-stranded RNA. Furthermore, mutations at the bulge or loop domains of TAR seem to have little or no effect on the extent of 1 binding (31).

To identify the primary binding site for 1, we performed high-resolution mapping experiments using ribonucleic acids V1 and A. This experiment is difficult because only a few small molecule RNA ligands (e.g., aminoglycoside antibiotics) have previously been mapped using the footprinting techniques (31, 32). Notwithstanding concerns such as the efficiency of nucleases, the disruption of RNA–ligand interaction, the association—dissociation behavior of the ligands, and the quantitation of protection, footprinting experiments reveal key elements involved in a RNA–ligand interaction. The V1 degradation pattern of a 5′-32P end-labeled TAR is shown in Figure 4A. In the absence of any drug (lane 3), residues 41–43 in the lower stem region and in the bulge region (residue 24) were preferentially cleaved by V1. Hydrolysis by RNase V1 at the three-nucleotide bulge was previously reported (31). The cleavage at nucleotide 24 can be attributed to extended stacking of the bulge residues with neighboring helical stems. This result was also supported by recent NMR studies (33). Lanes 4–7 reveal that V1 degradation of these residues is inhibited in a dose–response manner by the addition of 1. Protection of these residues indicates a “footprint” for 1 spanning from the lower duplex region to part of the bulge of TAR. This observation was further supported by RNase A footprinting experiments on a 5′-32P end-labeled TAR. In Figure 4B, the most significant protection by 1 was found at the C19 residue (located in the lower stem region).

Footprints in these mapping experiments indicate that small molecules protect the RNA residues from nuclease degradation. The protections, as shown in Figure 4, can be attributed to either direct contacts between small molecules and RNA or an allosteric effect induced by the binding of small molecules. In the case of 1, the allosteric mechanism was supported by (a) circular dichroism (CD) studies (31) that indicated a conformational change of TAR and dissociation kinetics and (b) ESI-MS experiments (34) that strongly suggested the formation of a ternary complex of 1, Tat, and TAR. On the basis of these results, we proposed a noncompetitive inhibition mechanism for 1. 1 binds primarily to the lower stem region of TAR that is not occupied by Tat, and the binding of 1 facilitates the departure of Tat from TAR. To the best of our knowledge, 1 represents the first
example of a noncompetitive small molecule inhibitor for the Tat–TAR interaction.

(2) Inhibitor 2 Makes Specific Contacts with the Bulge Region of TAR and Competitively Inhibits Tat Binding to TAR. We have also studied the binding characteristics of 2 using nuclease-protection methods. Both chemical nucleases such as diethyl pyrocarbonate (DEPC) and dimethyl sulfate (DMS) and ribonuclease V1 were used. DEPC specifically modifies residue A35 (Figure 5A) of TAR, while DMS is highly reactive toward guanines (residues 26, 28, 32–34, and 36) and moderately reactive toward residue C24 (Figure 5B). Figure 5A reveals that chemical modification of loop residue A35 is not affected by the addition of 2. Similarly, no protection was found for guanine residues at either the loop or the double-helical regions (Figure 5B). However, as shown in lanes 2–5 of Figure 5B, DMS methylation at bulge residue C24 was greatly affected, in a dose–response manner, by the presence of 2. At very high concentrations (for example, 500 μM) of 2, secondary protection was observed for residues 26 and 28.

The binding sites occupied by 2 were further elucidated using V1 footprinting experiments. As shown in Figure 5C, most of the stem region (residues 19–22, 26–28, 36–39, and 40–42), bulge residues 23–25, and loop residue 31 are cleaved by V1 nuclease. By comparison, in the presence of increasing concentrations of 2 (lanes 2–5), a dose–response protection on all but U31 residues is evident. The fact that the V1 cleavage at U31 was not affected by the addition of 2 suggests that the loop region is not involved in the binding of 2. In addition, densitometric quantitation of these results shows that the most significant protection (residues 25 and 26) centers around the bulge region of TAR. Both DMS and V1 footprinting results are therefore consistent with a binding model in which the bulge region of TAR is the major binding site for 2.
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The percentage of V1 cleavage (y-axis, relative to the total amount of [32P]TAR used) is shown for TAR residues 19–28 (x-axis). A higher percentage of V1 cleavage represents less protection by 2. As described in Figure 5C, in the presence of 100 nM nonradioactive carriers, V1 cleavage of a 5′-[32P]TAR was performed. For each residue, the fraction of V1 cleavage in the presence of different carriers, TAR (black columns), tRNA (gray columns), or calf thymus DNA (hatched columns), is shown. The extent of V1 cleavage of each residue in the presence of one type of carrier was quantitated using a phosphoimager (Molecular Dynamics). To normalize the effect of V1 on different carriers, the fraction of V1 cleavage was determined by dividing the absolute extent of cleavage at each residue in the presence of drug (100 μM of 2) by that of the control (RNA only) under the same conditions. The data are expressed as the mean and standard error of the mean from three separate experiments. The binding preference of 2 for TAR is clearly evident.

Since the primary footprint of 2 coincides with the known binding site of Tat, we have studied the effect of 2 on the dissociation kinetics of Tat. In contrast to 1, 2 was found to inhibit the Tat–TAR interaction without affecting the dissociation off-rate of bound Tat. This and footprinting results together suggest a competitive mechanism for 2. 2 inhibits Tat–TAR interaction by binding to the same site of the TAR bulge that Tat recognizes. We have also found that 2 inhibits Tat binding to HIV-2 TAR (with a UU bulge) with an IC50 value similar to that of HIV-1 TAR. This suggests that 2 recognizes a specific conformation of the bulge region, not the sequence of TAR bulge.

To become a useful drug candidate, any Tat–TAR inhibitor must show reasonable selectivity for TAR versus other nucleic acid molecules. To address this issue, V1 footprinting experiments of 2 were performed in the presence of various carrier nucleic acids, including TAR, yeast tRNA, and calf thymus DNA. In these studies, tRNA and calf thymus DNA serve as examples of nonspecific RNA and DNA, respectively. If nonradioactive carriers would compete for 2 with [32P]TAR, the extent of footprinting by 2 would be reduced and the relative binding preference of 2 could therefore be deduced. This was the case. Figure 6 shows V1 cleavage of a 32P-labeled TAR protected by 2 in the presence of different carrier nucleic acids. Under these conditions, the extent of protection by 2 was found to vary when different carriers were used. This evidence supports the possibility that the drug exerts its protection by binding to TAR (at least partially), but not by affecting the activity of the nuclease. More importantly, as evident in most residues, the amount of nuclease V1 protection on [32P]TAR was reduced most significantly in the presence of cold TAR. These results strongly suggest that 2 has a binding preference for TAR, at least qualitatively, as compared to tRNA or calf thymus DNA.

(3) Inhibitor 3 Inhibits the Tat–TAR Interaction by Binding to the Loop Region of TAR, Downregulates Cellular Tat Transactivation, and Ultimately Inhibits HIV-1 Replication. As described previously, we have investigated the binding characteristics of 3 using nuclease- and protection methods. Figure 7A shows the DEPC footprinting data of 3. In contrast with the results of 2, DEPC modification at loop residue A35 was strongly protected by 3. The extent of protection was found to be dose-dependent, with a 30% protection level at 10 μM 3 and a greater than 80% protection level at 50 μM under our experimental conditions. The protection was also specific for A35. No apparent protection was found at the two weakly modified residues, A22 and A27.

Binding of 3 in the vicinity of A35 is further supported by the DMS footprinting data. As shown in Figure 7B, 3 protects residue G36 from DMS modification. At 100 μM, about 30% of the DMS methylation at G36 was protected by 3. Under similar conditions, modifications at guanine residues 21, 26, 28, and 32–34, or at C24 in the bulge region, were not affected by the presence of 3. At higher concentrations, e.g., [3] = 500 μM, some (30%) secondary protection was found for G26 and G28, both located in the upper stem region. Interestingly, guanine residues in the loop region were not protected by 3 under any condition. Furthermore, unlike 2, 3 does not protect any residues (including stem residues and C30 and U31 in the loop) from V1 degradation (Figure 7C). These results suggest that the 3′-end of the TAR loop and the neighboring base pairs are essential for 3 binding.

Footprinting results of 3 were further supported by ESI-MS studies. The competition of 3 for the wild type and linker-loop TAR has been studied by ESI-MS. Prior to studies with 3, we have first determined that the binding affinities for Tat with wild type or linker-loop TAR TAR, with the hexanucleotide loop replaced by a polyethylene glycol linker (O[(CH2)2O]4(CH2)2O) are essentially the same. This indicates that both RNA molecules share a similar structure (UUC bulge flanked by two double-helical stems) that is recognized by Tat. Also, as shown in Figure 8A, almost quantitative signals corresponding to 1 equiv of each RNA can be measured by ESI-MS. However, when this 1:1 mixture of wild type and linker loop TAR was added to 2 equiv of 3, only wild type TAR formed a complex with 3 (Figure 8B). These results indicate an important role for the loop in binding with 3.

We have investigated the cellular activity of the Tat–TAR inhibitors using a Tat-activated reporter gene assay. This assay utilizes a HeLa cell line constitutively expressing HIV-1 Tat proteins and a reporter system in which the expression of the lacZ gene is driven by the HIV-1 LTR promoter (19). The cellular efficacies of Tat–TAR inhibitors were determined by measuring the amount of β-galactosidase in the presence of these inhibitors compared with controls. As shown in Figure 9A, 3 shows a dose-response inhibitory effect on the expression of lacZ with an EC50 value of 19 μM. There was no apparent cellular toxicity at drug concentrations below 100 μM. Furthermore, in a similar cellular environment, 3’s inhibitory effect on TAR-indepen-
dent gene expression was also investigated. In this study, the expression of the lacZ gene is controlled by the cytomegalovirus (CMV) promoter, which does not contain the HIV-1 TAR element. In contrast to the results with LTR-activated lacZ expression, 3 shows no effect on the extent of gene expression driven by the CMV promoter. These results suggest that at least a portion of the cellular activity of 3 can be attributed to its inhibitory effect on Tat–TAR interaction.

Encouraged by its anti-Tat activity, we have further examined the ability of 3 to prevent the replication of HIV-1. OM-10.1 cells were used in this study because they are derived from HL-60 promyelocyte cells, which survive acute HIV-1 infection and contain an integrated copy of the HIV-1 genome. Significant HIV-1 gene expression in these cells occurs only upon induction by TNF-α. OM-10.1 has been used as a model cell line to represent transcriptional latency for HIV-1 since activation of these cells leads to expression of subgenomic RNAs encoding Tat and Rev proteins followed by a full length of genomic RNAs.

The antiviral activity of 3 was determined by measuring the production of viral proteins p24. As shown in Figure 9B, 3 exhibits antiviral activity in the OM-10.1 cells with an EC50 value of 4 µM and a TC50 value of 54 µM. The antiviral activity of this compound in another HIV-1 chronically infected cell line, U1, has also been found. U1 cells are derived from U-937 promonocytic cells with an integrated
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**Figure 7:** Protection of TAR RNA from nuclease degradation by 3. (A) DEPC protection analysis. G reaction (lane 1) and alkaline hydrolysis (lane 2) of a 3′-32P end-labeled TAR are shown along the side of lanes 3–7 representing DEPC reaction of TAR in the presence of 3 at 0, 10, 50, 100, and 500 µM, respectively. (B) DMS protection analysis. DMS reactions of TAR in the presence of 3 at 0, 1, 5, 10, 50, 100, and 500 µM are shown in lanes 1–7, respectively. (C) V1 nuclease protection analysis. V1 cleavage reactions of a 5′-32P end-labeled TAR in the presence of 3 at 0, 1, 10, 100, and 500 µM are shown in lanes 1–5, respectively. Lane 7 represents G reaction of TAR.
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**Figure 8:** Deconvoluted negative ion ESI mass spectra of (A) wild type and loop linker TAR (1:1 molar ratio) and (B) wild type TAR, loop linker TAR, and 3 (1:1:2 molar ratio) (10 mM ammonium acetate at pH 6.9). Only the wild type TAR forms a noncovalent complex with 3.
HIV-1 genome. 3 inhibits HIV-1 replication in U1 cells with an EC50 of 16 μM. These results demonstrate that small molecule compounds identified and characterized as Tat-TAR inhibitors can inhibit the transcription of the HIV-1 gene in a relevant model system for viral replication.

**Design Criteria for Improved Anti-HIV Drugs Based on TAR Recognition.** We have identified three different small molecules that can inhibit HIV-1 Tat-TAR interaction by binding to the RNA component, TAR. Various methods have been applied to study the binding properties of these inhibitors. The results from all of these methods, not from each alone, reveal a unique mode of binding for each inhibitor. As shown in Figure 10, each of these small inhibitors recognizes a structurally different characteristic embedded in the RNA target. The primary binding sites of these molecules are the lower stem region for 1, the bulge region for 2, and the loop region for 3. Structural studies using NMR or X-ray crystallography will be required to begin to understand the details of molecular interactions that are involved in these RNA-ligand interactions.

ESI-MS data suggest that 1 can bind to either free or Tat-bound TAR. This is quite interesting since a significant change in the structure of TAR induced by Tat has been shown. A reasonable explanation is that this conformational change is located at a site that does not affect the initial binding of 1. Inspection of NMR structures of free and bound TAR show that the double-helical stem regions, in particular the lower stem, are the least affected by the binding of Tat. Our footprinting data support this same binding characteristic in the case of 1. Therefore, 1 provides an example for future drug design focusing on recognition at the double-helical region of TAR.

Our footprinting and dissociation kinetics results suggest that 2 binds to the bulge region of TAR. There is no apparent similarity between the structure of 2 and the arginine residue of Tat. It is likely that 2 recognizes different features in the bulge area, and that the conformation of the 2-TAR complex can be different from that of Tat-TAR. In fact, biochemical and NMR studies have shown that the major groove around the bulge region of TAR is widened and unusually accessible to chemical reagents. This flexible, widened major groove can therefore provide a binding pocket not just for the protein but also for small molecules such as 2 whose binding will competitively displace Tat.

In addition to the lower stem and the bulge regions, another potential recognition site along TAR RNA is the highly flexible loop region. Although this region is not required for Tat binding, it is likely that small molecule loop binders can still interfere with Tat binding through an allosteric mechanism. The fact that 3 binds to the loop region and inhibits Tat-TAR binding provides encouragement for discovering ligands that bind to any loop-containing RNA molecules. Furthermore, the loop region of TAR has been shown to interact with cellular factors which are crucial for HIV-1 transcription. A loop binder like 3 or its derivatives might intercept interactions of TAR not only with...
Tat but also with other cellular proteins.

Unlike the base-pairing rules used by nucleotide derivatives (for example, anti-sense DNA or RNA interact with template mRNA with typical Watson–Crick hydrogen bondings), there are no simple rules with which to predict the magnitude of small molecule interaction with RNA. This applies especially well to HIV-1 TAR, due to its dynamic behavior in solution. Evidence provided in this report and elsewhere suggests that a conformational heterogeneity exists for TAR upon binding with various ligands. This could greatly limit the de novo approach in discovering new TAR ligands based on certain known TAR structures (free or Tat-bound TAR) but not the random screening approach. The results presented here demonstrate the feasibility of the latter approach. As in any drug screening programs, leads 1–3 may not prove to be the ultimate clinical candidates for treating HIV-1 infection; however, they do provide reasonable templates for further developing TAR ligands with improved efficiency and selectivity. In one example, we have identified a RNA ligand capable of inhibiting the functions of its RNA target in a purified protein system as well as in HIV-1-infected cellular environments. Although the detailed cellular mechanism of this RNA ligand is not known, a strong correlation does exist among its activity in Tat–TAR inhibition, TAR-dependent cellular Tat transactivation, and anti-HIV-1 replication in a transcription-based latency model. Further investigation of these RNA ligands and their derivatives is required for better understanding of small molecule–RNA interactions and their efficacies in HIV-1 therapy.
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