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Abstract. We introduce topological conditions on a broad class of functionals that ensure that the persistent homology modules of their associated sublevel set filtration admit persistence diagrams, which, in particular, implies that they satisfy generalized Morse inequalities. We illustrate the applicability of these results by recasting the original proof of the Unstable Minimal Surface Theorem given by Morse and Tompkins in a modern and rigorous framework.

1. Introduction

The interplay between the critical set of a function and the topology of its domain is a cornerstone of modern mathematics. Nowadays, when thinking about the pioneering work of Marston Morse, our first thought probably involves a differentiable function on a closed smooth manifold, but more general settings should also be considered. Morse theory in the smooth context was masterfully presented in Milnor’s famous book on the subject [Mil63], where he also gave a new proof of Bott’s periodicity by applying Morse theory to the energy functional of paths in a Riemannian manifold, which notably goes beyond the compact setting. Another important example of the use of Morse’s insights in an infinite-dimensional context is Floer’s work on the Arnold conjecture and its many ramifications in symplectic topology, as surveyed for example in [Sa99]. Morse himself worked in a very general setting, publishing in the 1930s a pair of papers [Mor37; Mor40] and a monograph [Mor38] in which he established the key results of Morse theory in the broad context defined by semi-continuous functionals on metric spaces. He called the theory set forth in this body of work functional topology and used it to study questions about minimal surfaces motivated by Douglas’ solution to Plateau’s Problem [Dou31]. In particular, Morse and Tompkins [MT39] used these techniques to prove a general Mountain Pass Lemma – an existence result for saddle points – applying to functions that are not necessarily continuous (Theorem 5.2). From this, they deduce their Unstable Minimal Surface Theorem, showing the existence of critical points of the Douglas functional that are not local minima (Theorem 5.6). In the intervening years, this result has been reproven and generalized in several directions using various techniques, and the problem class is still an active area of research [Str84; JS90; Jos91; Mon20; MN21].
Morse’s work on functional topology did not have a long lasting impact on minimal surface theory or the calculus of variations in general; possibly in part because, as expressed by Struwe:

The technical complexity and the use of a sophisticated topological machinery [...] tend to make Morse–Tompkins’ original paper unreadable and inaccessible for the non-specialist. [Str88, p. 82]

A similar assessment was given by Bott, who writes in [Bot80, p. 934] that the papers [Mor37; Mor40] “are not easy reading” and constitute a “tour de force” by Morse.

The intricacies of Morse’s development notwithstanding, many of his ideas have subsequently resurfaced and flourished in other domains. In particular, in applied topology and symplectic geometry, several key insights of Morse have been independently rediscovered as part of the development of persistent homology, a technique that provides robust and efficiently computable invariants of filtered spaces using the functorial properties of homology. Its success in these fields has motivated a refined abstract theory of persistence that lies in the intersection of geometry, topology, and representation theory.

The homology of a filtered space is an example of what is referred to as a persistence module, a functor to vector spaces from the real numbers considered as a poset category. In many important cases, a persistence module $M$ admits an essentially unique decomposition into indecomposable direct summands, and the structure of this decomposition yields a complete invariant of $M$ known as its persistence diagram. The set of all persistence diagrams can be organized into a metric space. This often allows to recast geometric questions about general filtered spaces in a combinatorial metric model, since the passage via the homology construction to this metric space is Lipschitz, a statement commonly known as the stability of persistence diagrams.

The most remarkable connections between functional topology and persistence theory come from Morse’s paper [Mor40], where he developed the theory of caps and their spans. They capture much of the same information as the modern notion of persistence diagram, including concepts such as the persistence or birth and death of a homology class, although Morse’s results still fall short of yielding global decompositions of persistence modules. Morse used his theory of caps to study functionals on a metric space by analyzing the evolution of the topology of their sublevel sets. A key tool to this end is a version of his eponymous inequalities for cap numbers, which expands their usual version in the compact and smooth setting.

In this work, using persistence diagrams, we generalize the definition of these cap numbers to persistence modules and prove the existence of Morse inequalities for a large class of them (Theorem 3.3). Our approach makes these inequalities accessible in new contexts beyond those originally covered by functional topology.

Given the importance of persistence diagrams, in particular for stating and proving Morse inequalities, our focus will then be on the study of topological properties ensuring their existence for a broad class of filtered spaces and homology constructions. For general persistence modules, a well studied condition for the existence of persistence diagrams is $q$-tameness [Cha+16; CCS16], which simply states that all linear maps between different real values in the persistence module have finite rank.
This condition is satisfied by a large class of important constructions; for example, the Vietoris–Rips or Čech persistent homology of a totally bounded metric space is q-tame [CSO14]. The motivating question can then be reformulated as asking for topological conditions on a filtered space that ensure its persistent homology to be q-tame. We now present the answers provided in the present work.

The persistence module associated to a filtration depends on the homology construction used, which, even when agreeing on cellular spaces, need not coincide for general topological spaces. We restrict attention to homotopy invariant functors to the category of graded vector spaces satisfying the Mayer–Vietoris property for either open or closed sets, the primary examples being singular homology or Čech homology, respectively.

The sublevel set filtration \( f^{-1}(-\infty, t] \) of a real valued function \( f \) is called locally homologically small or LHS for a given homology theory if for any \( x \in X \), any neighborhood \( V \) of \( x \), and any pair of indices \( s, t \) with \( f(x) < s < t \), there is a neighborhood \( U \) of \( x \) with \( U \subseteq V \) such that the inclusion \( f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V \) is homologically small; that is to say, the induced map in homology has finite rank in every degree. We say that a sublevel set filtration is compact if all sublevel sets are compact Hausdorff spaces. We can now state our main result (Theorem 4.4):

**Theorem.** If the sublevel set filtration of a function \( f: X \rightarrow \mathbb{R} \) is compact and LHS, then its persistent homology is also q-tame.

We also introduce a weaker local-connectivity condition that can be used instead of LHS in the statement above if the filtration is defined by a continuous functional (Corollary 4.12).

To illustrate the applicability of our results we return to the original setting of the Douglas functional that motivated the development of functional topology. This functional satisfies the hypotheses of Theorem 4.4, so its associated persistent Čech homology is indeed q-tame and admits a persistence diagram. From this, one can easily deduce the existence of an unstable minimal surface. As it turns out, the local connectivity conditions proposed by Morse [Mor38; MT39; Mor40] are not sufficient for this purpose, which we illustrate by a counterexample (Corollary 5.14).

**Summary.** The primary contribution of this work consists in a modern development of the homological aspects of Morse’s functional topology from the perspective of persistence theory. We adjust several key definitions and prove stronger statements – including a generalized version of the Morse inequalities – in order to allow for novel uses of persistence techniques in the calculus of variations. We provide sufficient conditions for a lower semicontinuous function to have q-tame persistent sublevel set homology, and hence to admit a persistence diagram. As an application of these results, we correct an inaccuracy in a result by Morse, which was employed in the proof of the Unstable Minimal Surface Theorem given by Morse and Tompkins.

**Outline.** In Section 2 we recall the foundations of persistence theory, considering the persistent homology of a sublevel set filtration as the key example. We present a persistence-theoretic point of view on Morse inequalities in Section 3. It generalizes both their versions in the smooth and compact setting as well as the one used in functional topology. The main result of the present work is presented in Section 4,
where we define two natural notions of local-connectivity for a sublevel set filtration and show under what circumstances they imply q-tameness of its associated persistence module. We close in Section 5 with a historical overview of Morse–Tompkins’ application of functional topology to minimal surface theory, and we explore its relation to our results. Appendix A contains a brief discussion on the definitions of Vietoris and Čech homology and their equivalence for compact metric spaces.

2. Filtered spaces and persistence theory

In this section we present an overview of the theory of persistence through filtrations by sublevel sets of real-valued functions on general topological spaces. For a detailed exposition we refer to [Cha+16; Oud15; Pol+20] and for applications of this theory in symplectic geometry to [PS16; UZ16; LSV21; She22].

The “pipeline” of topological persistence traverses through geometry, algebra and discrete mathematics as follows: Given a space \( X \) filtered by the sublevel sets of a function \( f \), the application of some homology theory in degree \( n \) with coefficients in a field, or, more generally, a functor from topological spaces to vector spaces, produces a persistence module, an algebraic object equipped with a structure theory leading in favorable cases to a powerful invariant called persistence diagram.

These invariants are key to applications. For example, in the next section we will see how they lead to a generalization of the classical Morse inequalities. Much of their usefulness results from a remarkable fact known as stability, stating that the map from functions on \( X \) with the supremum norm to the set of all persistence diagrams is 1-Lipschitz with respect to a certain natural metric called bottleneck distance [CEH07].

In more detail, consider a space \( X \) and a function \( f: X \to \mathbb{R} \). Unless stated otherwise, the functions we consider need not be continuous. We pass to filtered spaces by considering the sublevel set filtration \( f_{\leq t} \) of \( X \) induced by \( f \), which is defined by

\[
 f_{\leq t} = f^{-1}(-\infty, t].
\]

For the next step in the persistence pipeline, one needs a coherent assignment of a vector space to any topological space, or, more precisely, a functor from the category \( \text{Top} \) of topological spaces to the category \( \text{Vect} \) of vector spaces over a fixed field \( \mathbb{F} \). The typical choices are given by homology theories, which for now are only assumed to be \( Z \)-graded families \( H = (H_d)_{d \in \mathbb{Z}} \) of homotopy invariant functors, meaning that they assign the same morphism to homotopic maps. Of particular importance to us are Čech homology [ES52, Section IX–X] with coefficients in \( \mathbb{F} \), and homology theories in the sense of Eilenberg–Steenrod [ES52, Section I], such as singular homology, again with coefficients in \( \mathbb{F} \) [Eil44].

By definition, applying to a filtered space \( \{X_t\}_{t \in \mathbb{R}} \) a functor from \( \text{Top} \) to \( \text{Vect} \) yields, for every \( t \in \mathbb{R} \) a vector space \( M_t \) and for any pair \( s, t \in \mathbb{R} \) with \( s \leq t \), a linear map \( M_{s,t}: M_s \to M_t \) such that \( M_{t,t} \) is the identity and the composition \( M_{s,t} \circ M_{r,s} \) is equal to \( M_{r,t} \) for any triple \( r \leq s \leq t \). In other words, we obtain a functor \( M \) from the real numbers, considered as a poset category, to the category of vector spaces. Such functors are called persistence modules. A morphism of persistence modules \( \varphi: M \to N \) is a natural transformation, i.e., an assignment of a linear map
$\varphi_t : M_t \to N_t$ for every $t \in \mathbb{R}$ making the diagram

$$
\begin{array}{ccc}
M_s & \xrightarrow{M_{s,t}} & M_t \\
\downarrow & & \downarrow \\
N_s & \xrightarrow{N_{s,t}} & N_t
\end{array}
$$

commute for every pair $s \leq t$.

Since most examples of interest arise from applying a homology theory to a filtered space, we also consider graded persistence modules, which are collections of persistence modules indexed by the integers. To lighten the presentation of the theory of persistence, in what follows we will solely focus on persistence modules, omitting straightforward generalizations to their graded counterparts.

Functorial constructions defined on the category of vector spaces over the field $\mathbb{F}$ can be transferred to the category of persistence modules by applying them pointwise. For example, the kernel and cokernel of a morphism as well as the direct sum of persistence modules are well-defined. Persistence modules that are indecomposable, i.e., those that have only trivial direct sum decompositions, play an important role in persistence theory. A rich family of indecomposable persistence modules is given by interval modules, which for intervals $I \subseteq \mathbb{R}$ are defined by

$$C(I)_t = \begin{cases} 
\mathbb{F} & \text{if } t \in I, \\
0 & \text{otherwise},
\end{cases}$$

$$C(I)_{s,t} = \begin{cases} 
\text{id}_\mathbb{F} & \text{if } s, t \in I, \\
0 & \text{otherwise}.
\end{cases}$$

These indecomposable interval modules can be used as building blocks for barcode modules, which are direct sums of interval modules. Given a barcode module $\bigoplus_{\lambda \in \Lambda} C(I_\lambda)$, the associated multiset of intervals $\{I_\lambda\}_{\lambda \in \Lambda}$ is known as its barcode. By a version of the Krull–Remak–Schmidt–Azumaya Theorem [Azu50] (see also [Cha+16, Theorem 2.7] for a specialization to barcode modules), two isomorphic barcode modules have the same barcodes up to a choice of the index set $\Lambda$. Thus, if a persistence module $M$ is provided with an isomorphism to a barcode module, referred to as a barcode decomposition, the associated barcode is a complete isomorphism invariant of $M$. Hence, understanding which persistence modules admit barcode decompositions is key.

The most commonly used existence result for barcode decompositions is due to Crawley-Boevey [Cra15]. It guarantees the existence of a barcode decomposition for any pointwise finite dimensional (PFD) persistence module, which is a persistence module $M$ such that $M_t$ is a finite dimensional vector space for all $t \in \mathbb{R}$. Unfortunately, the PFD condition is too restrictive for many purposes. In particular, it is unsuited for the applications of Morse and Tompkins in minimal surface theory. An appropriate weakening of PFD for more general settings is the notion of q-tameness. A persistence module $M$ is q-tame if the rank of the map $M_{s,t} : M_s \to M_t$ is finite for all $s < t$ [Cha+16]. As exemplified by the infinite product of interval modules $\prod_{n \in \mathbb{N} > 0} C([0, 1/n])$, not every q-tame persistence module admits a barcode decomposition in the above sense. Yet, there are multiple ways to regularize q-tame persistence modules in order to obtain invariants similar to barcodes [Cha+16; CCS16; Sch22]. We briefly recall the approach from [CCS16].
A persistence module $M$ is called *ephemeral* if the maps $M_{s,t}: M_s \rightarrow M_t$ are zero for all $s < t$. The *radical* $\text{rad} M$ of a persistence module $M$ is the unique minimal submodule of $M$ such that the cokernel of the inclusion $\text{rad} M \rightarrow M$ is an ephemeral persistence module. More explicitly, we have $(\text{rad} M)_t = \sum_{s < t} \text{im} M_{s,t}$. As an example, the radical of the infinite product $\prod_{n \in \mathbb{N} > 0} C([0, 1/n))$ is the direct sum $\bigoplus_{n \in \mathbb{N} > 0} C((0, 1/n))$. If $M$ is q-tame, then its radical admits a barcode decomposition [CCS16, Corollary 3.6], with the associated barcode describing the isomorphism type of $M$ “up to ephemerals”. This can be formalized by constructing the *observable category of persistence modules*, which is equivalent to the quotient of the category of persistence modules by the full subcategory of ephemeral persistence modules. The barcode of the radical of a q-tame persistence module $M$ is then a complete invariant of $M$ in the observable category.

Intuitively, one may think of the observable category as forgetting all information in persistence modules that does not persist over a non-zero amount of time. In certain situations, no information is lost in this process, for example if the persistence module $M$ can be assumed to be *continuous from above* at $s$ for all $s \in \mathbb{R}$, i.e., $M_s \rightarrow \lim_{t \uparrow s} M_t$ is an isomorphism for all $s \in \mathbb{R}$ [Sch22]. Alternatively, one may also impose the condition that $M$ be *continuous from below* at $t$ for all $t \in \mathbb{R}$, i.e., $\lim_{s \downarrow t} M_s \rightarrow M_t$ is an isomorphism for all $t \in \mathbb{R}$. Continuity from above is satisfied in Morse’s setting of studying compact sublevel set filtrations with Čech homology; in this setting, both the filtration as well as the resulting persistence module are continuous from above. In terms of barcodes, continuity from above amounts to only admitting intervals that are closed on the left and open on the right. One can also simply disregard the distinction between open, closed and half-open intervals in a barcode $\{I_\lambda\}_{\lambda \in \Lambda}$, which leads to another invariant that is more convenient in many settings, including our formulation of generalized Morse inequalities. This invariant, known as the *persistence diagram*, is defined as the multiset given by the multiplicity function $m: E \rightarrow \mathbb{N}$ that associates to an element in

$$E = \{(p, q) \mid p \in \mathbb{R} \cup \{-\infty\}, \ q \in \mathbb{R} \cup \{+\infty\}, \ p < q\}$$

the cardinality of the set of intervals with lower bound $p$ and upper bound $q$, $\{\lambda \in \Lambda \mid \inf I_\lambda = p, \ \sup I_\lambda = q\}$. Since the type of interval is irrelevant in the observable category, the persistence diagram associated to the barcode of the radical is still a complete invariant for q-tame modules in the observable category. Stated explicitly, we have the following.

**Theorem 2.1** ([Cha+16; CCS16]). *Every q-tame persistence module has a unique persistence diagram that completely determines its isomorphism type in the observable category.*

We have thus seen how to obtain a persistence diagram from a real-valued function $f$ by applying a functor $H: \text{Top} \rightarrow \text{Vec}$ to its sublevel set filtration and considering the persistence diagram of the resulting persistence module $H(f_{\leq \bullet})$, which is well-defined provided that $H(f_{\leq \bullet})$ is q-tame. In this case, we will also call the function $f$ and the filtration $f_{\leq \bullet}$ q-tame with respect to the functor $H$. If $H$ is a homology theory, we will call $H(f_{\leq \bullet})$ the *persistent homology* of the filtration $f_{\leq \bullet}$.
As mentioned earlier, the passage from real-valued functions on a topological space to persistence diagrams is 1-Lipschitz for appropriate metrics. We now provide some more details regarding this result for context, noting that they are not used in the present work. On the space of real-valued functions on $\mathcal{E}$ considers the metric induced by the supremum norm, and on the space of persistence diagrams the bottleneck distance. This metric expresses the distance between persistence diagrams by a matching of their points, counted with multiplicities, which is optimal with respect to the $L^\infty$-distance on $E$: two diagrams are within distance $\delta$ if any two matched points are within $L^\infty$-distance $\delta$, and any unmatched point has $L^\infty$-distance at most $\delta$ to the diagonal $\{(p, q) \in \mathbb{R}^2 \mid p = q\}$.

The most general stability result is shown by considering as an intermediate step the metric spaces of filtrations and persistence modules equipped with the interleaving distance. Given two functors $M, N: \mathbb{R} \to C$, where $C$ is typically Top or Vect, a $\delta$-interleaving between $M$ and $N$ consists of a pair of natural transformations $(M_t \to N_{t+\delta})_t$ and $(N_t \to M_{t+\delta})_t$ from one diagram to a shifted version of the other and vice versa, which compose to the structure maps $(M_t \to M_{t+2\delta})_t$ and $(N_t \to N_{t+2\delta})_t$. Clearly, the case $\delta = 0$ describes an isomorphism, and the infimum of $\delta$ for which $M$ and $N$ admit a $\delta$-interleaving is defined as the interleaving distance between them. $M$ and $N$ are isomorphic in the observable category if and only if they have interleaving distance 0. As it turns out, the stability of persistence barcodes can then be described as a sequence of 1-Lipschitz transformations: From functions (with the supremum norm) to filtrations by sublevel sets (with the interleaving distance), to persistence modules (with the interleaving distance), and finally to persistence diagrams (with the bottleneck distance). In this approach, by far the most difficult step is showing that passing from persistence modules to persistence diagrams is stable, a result which is known as the Algebraic Stability Theorem [Cha+09; BL15; Cha+16].

3. Generalized Morse inequalities

In this section we prove that $q$-tame persistence modules satisfy a general version of Morse inequalities, specializing to the usual Morse inequalities in the smooth context as well as to the version used by Morse and Tompkins to prove their Unstable Minimal Surface Theorem. We deduce these general inequalities from the existence of persistence diagrams as reviewed in Theorem 2.1.

First recall that for a Morse function $f$ on a closed smooth manifold $X$, the classical Morse inequalities [Mor25] state that for any non-negative integer $n$ the following inequality holds:

$$\sum_{d=0}^{n} (-1)^{n-d} (c_d(f) - \beta_d(X)) \geq 0,$$

where $c(f)$ is the number of critical points of $f$ with index $d$ and $\beta_d(X)$ is the $d^{th}$ Betti number of $X$.

If no two critical points of $f$ have the same value, the critical points are in natural one-to-one correspondence with the critical values, which, in turn, are in one-to-one correspondence with the homological changes in the sublevel set filtration of $f$, i.e., the endpoints of the intervals appearing in the barcode of the persistent homology...
of $f_{\leq \bullet}$. More precisely, an index $d$ critical point either kills an existing homology class, in which case it corresponds to the right endpoint of an interval in the barcode of $H_{d-1}(f_{\leq \bullet})$, or it gives rise to a new homology class, in which case it corresponds to the left endpoint of an interval in the barcode of $H_d(f_{\leq \bullet})$.

The Betti numbers of $X$ may also be expressed in terms of barcodes, as they agree with the number of intervals that extend to $+\infty$. Thus, the above Morse inequalities can be expressed entirely in terms of the barcode (or persistence diagram) of the persistent homology of the sublevel set filtration of the function, which encodes the homological changes in the filtration.

This approach of counting homological changes instead of critical points is also what Morse used in the non-smooth setting of functional topology. To keep track of the number of $d$-dimensional homological events at filtration value $t$ that persist for at least time $\epsilon > 0$ but not indefinitely, Morse [Mor40] defined the $(d, t, \epsilon)$-cap numbers of a filtration. The definition given by Morse is specific to Vietoris homology and implicitly relies on the fact that the resulting persistence module is continuous from above. Expressed in terms of persistence barcodes, the $(d, t, \epsilon)$-cap number correspond to the number of bars in the $d^{th}$ barcode with left endpoint $t$ and length greater than $\epsilon$, plus the number of bars in the $(d-1)^{th}$ barcode with right endpoint $t$ and length greater than $\epsilon$. In the compact smooth setting, for sufficiently small $\epsilon$, the $(d, t, \epsilon)$-cap number equals the number of critical points of index $d$ and value $t$, which either create homology in degree $d$ or destroy homology in degree $(d-1)$. In [Mor40, Corollary 12.3], Morse proves a version of his eponymous inequalities using cap numbers as a replacement for numbers of critical points, with the stated goal of making the inequalities applicable in settings where the function may not be smooth or the number of critical points may not be finite.

We now take a more general persistence-based approach that allows us to go beyond the setting of Vietoris homology. Working entirely in the algebraic setting, we will fix a graded $q$-tame persistence module $M$. Of course, one may think of $M$ as the persistent homology of a $q$-tame filtration for any choice of homology theory, but $M$ could also arise, for example, as the filtered Floer homology of some Hamiltonian on a symplectic manifold. By Theorem 2.1, $M$ has a persistence diagram in every degree $d$, with multiplicity function denoted $\mathbf{m}_d: \mathcal{E} \to \mathbb{N}$. In analogy to Morse’s definitions, we may define, for an integer $d$ and real numbers $t$ and $\epsilon > 0$, the $(d, t, \epsilon)$-cap number of our graded $q$-tame persistence module $M$ in terms of its persistence diagram as

$$c^\epsilon_d(t) = \alpha^\epsilon_d(t) + \omega^\epsilon_{d-1}(t),$$

where

$$\alpha^\epsilon_d(t) = \sum_{q \in \mathcal{E} \cup \{\infty\} \atop q - t > \epsilon} \mathbf{m}_d(t, q), \quad \omega^\epsilon_d(t) = \sum_{p \in \mathcal{E} \cup \{-\infty\} \atop t - p > \epsilon} \mathbf{m}_d(p, t)$$

are the number of births and the number of deaths, respectively, in degree $d$, at parameter $t$, and with persistence greater than $\epsilon$. Note that finiteness of these quantities is ensured by the $q$-tameness of $M$ and the use of a non-zero $\epsilon$ bounding below the persistence of the considered features. To see the necessity of this second condition, consider the $q$-tame persistence module given by the infinite product $\prod_{n \in \mathbb{N} > 0} C([0, 1/n))$ whose cap numbers $c^\epsilon(0)$ tend to $\infty$ as $\epsilon$ tends to 0.
Whenever the sums below are well-defined, we also consider the \((d, \epsilon)\)-cap numbers

\[
c_{\epsilon d} = \sum_{t \in \mathbb{R}} c_{\epsilon d}(t) = \alpha_{\epsilon d} + \omega_{\epsilon d-1},
\]

where

\[
\alpha_{\epsilon d} = \sum_{t \in \mathbb{R}} \alpha_{\epsilon d}(t) = \sum_{(p, q) \in \mathcal{E} \atop q-p > \epsilon} m_d(p, q), \quad \omega_{\epsilon d} = \sum_{t \in \mathbb{R}} \omega_{\epsilon d}(t) = \sum_{(p, q) \in \mathcal{E} \atop q-p > \epsilon \atop q \neq \infty} m_d(p, q)
\]

are the total number of births and the total number of deaths, respectively, in degree \(d\) and with persistence greater than \(\epsilon\).

An important setting where all cap numbers are well-defined is when \(M\) is the persistent homology of the sublevel set filtration of a bounded function. A more general statement can be made using the following notion.

**Definition 3.1.** A persistence module \(M\) is said to be **initially constant** if there is \(s \in \mathbb{R}\) such that \(M_{r, s}\) is an isomorphism for all \(r \leq s\). Similarly, it is said to be **eventually constant** if there is \(u \in \mathbb{R}\) such that \(M_{u, v}\) is an isomorphism for all \(u \leq v\).

**Theorem 3.2.** Let \(M\) be a \(q\)-tame persistence module that is both initially and eventually constant. If \(m\) is the multiplicity function of the persistence diagram of \(N\), then for each \(\epsilon > 0\),

\[
\sum_{(p, q) \in \mathcal{E} \atop q-p > \epsilon} m(p, q) < \infty.
\]

**Proof.** Let \(s, u \in \mathbb{R}\) be as in Definition 3.1. We split the sum whose finiteness we want to show in two parts

\[
\sum_{(p, q) \in \mathcal{E} \atop q-p > \epsilon} m(p, q) = \sum_{(p, q) \in \mathcal{E} \atop q-p > \epsilon} m(p, q) + \sum_{(p, q) \in \mathcal{T} \atop q-p > \epsilon} m(p, q)
\]

where \(T\) denotes the triangle

\[
T = \{(p, q) \in \mathcal{E} \mid s \leq p < q \leq u\}.
\]

For the first summand, observe that since \(M\) is constant below \(s\) and constant above \(u\), we have \(m(p, q) = 0\) whenever one of \(-\infty < p < s\) or \(q < s\) or \(p > u\) or \(u < q < \infty\) holds. This implies

\[
\sum_{(p, q) \in \mathcal{E} \atop q-p > \epsilon \atop q < \infty} m(p, q) = \sum_{s < q < u} m(-\infty, q) + \sum_{s < p < u} m(p, \infty)
\]

which is clearly finite because \(M\) is \(q\)-tame.

For the second summand, note that

\[
\sum_{(p, q) \in \mathcal{T} \atop q-p > \epsilon} m(p, q) \leq \sum_{(p, q) \in \mathcal{T}^c} m(p, q),
\]

where \(T^c\) is the smaller triangle

\[
T^c = \{(p, q) \in T \mid q - p \geq \epsilon\}.
\]
Thus, in order to prove the theorem, it suffices to show that we have
\[ \sum_{(p,q) \in T^\epsilon} m(p, q) < \infty. \]

To do this, we consider open quadrants
\[ Q(x, y) = \{(p, q) \in \mathbb{R}^2 \mid p < x \text{ and } y < q\}. \]

Covering the compact set \( T^\epsilon \) by the open quadrants \( Q(x_i, x_i + \frac{\epsilon}{2}) \) for \( x_i \in \mathbb{R} \), we may choose a finite subcover given by, say, \( x_1, \ldots, x_n \). We obtain
\[ \sum_{(p,q) \in T^\epsilon} m(p, q) \leq \sum_{i=1}^n \sum_{(p,q) \in Q(x_i, x_i + \frac{\epsilon}{2})} m(p, q). \]

Each of the sums \( \sum_{(p,q) \in Q(x_i, x_i + \frac{\epsilon}{2})} m(p, q) \) over the quadrants \( Q(x_i, x_i + \frac{\epsilon}{2}) \) is finite since \( M \) is \( q \)-tame (which is where the name \( q \)-tame or quadrant-tame comes from, see [Cha+16, Section 3.8]). □

Comparing to the classical Morse inequalities, the cap numbers in dimension \( d \) play the role of the number of critical points with index \( d \). As an analogue to the Betti numbers of the manifold appearing in the usual Morse inequalities, Morse defines quantities \( p_d \), which we refer to as essential dimensions. For a graded \( q \)-tame persistence module \( M \), these can be expressed in the language of persistence diagrams as
\[ p_d = \sum_{p \in \mathbb{R} \cup \{-\infty\}} m_d(p, \infty), \]
which agrees with the dimension of the colimit of the degree \( d \) part of \( M \).

**Theorem 3.3.** Let \( \epsilon > 0 \), and let \( M \) be a graded \( q \)-tame persistence module with finite cap numbers \( c_d^\epsilon \) and finite essential dimensions \( p_d \) for all \( d \). If \( m_d(-\infty, p) = 0 \) for all \( p \in \mathbb{R} \cup \{\infty\} \) and all \( d \), then we have Morse inequalities
\[ \sum_{d=0}^n (-1)^{n-d} (c_d^\epsilon - p_d) \geq 0 \]
for any dimension \( n \).

**Proof.** Recall that the \( d \)th \( \epsilon \)-cap number is defined as
\[ c_d^\epsilon = \alpha_d^\epsilon + \omega_d^{\epsilon-1}. \]
Since we assume \( m_d(-\infty, p) = 0 \) for all \( p \), we have
\[ p_d = \alpha_d^\epsilon - \omega_d^\epsilon. \]

The difference of the two numbers is thus
\[ c_d^\epsilon - p_d = \omega_d^{\epsilon-1} + \omega_d^\epsilon, \]
and so their sum is
\[ \sum_{d=0}^n (-1)^{n-d} (c_d^\epsilon - p_d) = \omega_n^\epsilon \geq 0 \]
as claimed. □
In other words, given the assertion that the persistence module $M$ has a persistence diagram, the Morse inequalities simply express the fact that the total number of deaths of features with persistence greater than $\epsilon$ is nonnegative. This observation illustrates the usefulness of interpreting fundamental facts in Morse theory through the lens of persistence theory.

As shown in Theorem 3.2, the finiteness assumptions are satisfied if $M$ is initially and eventually constant. Hence, as a special case, the theorem yields generalized Morse inequalities for any bounded real-valued function whose sublevel set filtration has q-tame persistent homology, including smooth Morse functions $f$ on closed smooth manifolds $X$. As outlined in our motivation for the definition of cap numbers, in this setting our inequalities (2) agree with the classical inequalities (1), as $\beta_d(X) = p_d$ and $c^*_d = \# \text{crit}_d(f)$ for any $\epsilon > 0$ smaller than the minimum difference between any two critical values of $f$. Morse inequalities for unbounded functions can still be obtained by restricting the function to an arbitrary sublevel set. Using Čech homology and considering bounded q-tame functions, our cap numbers and essential dimensions agree with the corresponding historical notions from [Mor40], so in this case our inequalities (2) also agree with the inequalities [Mor40, Corollary 12.3].

To apply our inequalities, one needs q-tameness, and our next goal will be to give topological conditions that ensure q-tameness (Theorem 4.4). These conditions are in particular satisfied by the Douglas functional (Proposition 5.16), as shown by Morse and Tompkins in their work on unstable minimal surfaces [MT39], which we will partly review in Section 5, and which motivated the developments in [Mor40].

**Remark 3.4.** In addition to the formulation of the inequalities in terms of cap numbers, Morse also proposed a generalized version of critical points, which he called homotopically critical, and which formalizes the idea of criticality of a point in terms of topological changes in the sublevel set filtration. This notion was employed in the above mentioned work on minimal surfaces by Morse and Tompkins [MT39].

The usefulness of this notion might however be limited in some cases of interest. In Floer theory, for example, critical points of the action functional corresponding to a Hamiltonian usually do not have a finite index and thus do not lead to a change in the homotopy type of sublevel sets. In this setting, our approach of formulating the inequalities purely in algebraic terms might be more suitable: while these critical points are not topologically visible, they do correspond to features in the persistence diagram of the filtered Floer homology.

4. **Existence of persistence diagrams**

We have seen that q-tame functions admit persistence diagrams, which can be used to formulate Morse inequalities. With q-tameness being a rather abstract algebraic property, we now establish concrete topological conditions that ensure the q-tameness of a function. Our definitions are motivated by similar conditions considered by Morse in his work on functional topology. We will present a historical account in Section 5.

Whether a function is q-tame or not depends on the functor that is used to pass from the sublevel set filtration of the function to a persistence module. The general
strategy is to deduce global finiteness properties like q-tameness from local ones. Thus, the functors we consider should have a certain property allowing us to do so.

Specifically, let \( H = (H_d)_{d \in \mathbb{Z}} : \text{Top} \rightarrow \text{Vect} \) be a fixed graded homotopy invariant functor, which we call a homology theory. A triple of spaces \( X_1, X_2 \subseteq X \) is said to have a Mayer–Vietoris sequence for \( H \) if the inclusion-induced maps can be completed to a long exact sequence

\[
\cdots \rightarrow H_{n+1}(X) \rightarrow H_n(X_1 \cap X_2) \rightarrow H_n(X_1) \oplus H_n(X_2) \rightarrow H_n(X) \rightarrow H_{n-1}(X_1 \cap X_2) \rightarrow \cdots.
\]

We say that \( H \) has the open (resp. compact) Mayer–Vietoris property if there are natural Mayer–Vietoris sequences for all triples \( X_1, X_2 \subseteq X \) with \( X = X_1 \cup X_2 \) and \( X_i \subseteq X \) open (resp. compact Hausdorff).

For the rest of this section, we will assume that \( H \) is a homology theory that has either the open or the compact Mayer–Vietoris property and for which there is \( n_0 \) such that \( H_n \) is zero for all \( n \leq n_0 \). We will also assume that \( H_n \) takes finite dimensional values on one-point spaces. Note that this includes singular homology with field coefficients, which has the open Mayer–Vietoris property (like any homology theory in the sense of the Eilenberg–Steenrod axioms [ES52, Section I]), and it also includes Čech homology with field coefficients, which has the compact Mayer–Vietoris property.

### 4.1. Local connectivity and q-tameness

**Definition 4.1.** For \( n \in \mathbb{Z} \), a continuous map is said to be \( n \)-homologically small or \( \text{HS}_n \) if the image of the map induced by \( H_n \) is finite dimensional. We omit references to \( n \) if the condition holds for all integers.

**Definition 4.2.** The sublevel set filtration of a function \( f : X \rightarrow \mathbb{R} \) is called locally homologically small or LHS if for any \( x \in X \), any neighborhood \( V \) of \( x \), and any pair of indices \( s, t \) with \( f(x) < s < t \) there is a neighborhood \( U \) of \( x \) with \( U \subseteq V \) such that the inclusion \( f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V \) is HS.

**Definition 4.3.** We say that a sublevel set filtration is compact if all sublevel sets are compact Hausdorff spaces.

If \( f_{\leq t} \) is compact for all \( t \), then the function \( f \) is necessarily lower-semicontinuous and bounded from below (see [MT39, p. 444] or [Str88, Theorem 3.1]).

Our main result, proven in the remainder of this subsection, is that for compact sublevel set filtrations the LHS condition implies q-tameness, and consequently also the existence of a persistence diagram:

**Theorem 4.4.** If the sublevel set filtration of a function \( f : X \rightarrow \mathbb{R} \) is compact and LHS, then its persistent homology is also q-tame. In particular, \( f \) has a persistence diagram.
The general proof strategy is inspired by the proof of Wilder’s Finiteness Theorem [Wil49, p. 325] as presented by Bredon [Bre97, Section II.17]. We collect the main ideas in several lemmas.

**Lemma 4.5.** Given a commutative diagram of modules over a principal ideal domain

\[
\begin{array}{cccc}
A_{1,1} & \rightarrow & A_{1,2} \\
\uparrow & & \uparrow \\
A_{2,1} & \rightarrow & A_{2,2} & \rightarrow & A_{2,3} \\
\uparrow & & \uparrow & & \uparrow \\
A_{3,2} & \rightarrow & A_{3,3}
\end{array}
\]

where the middle row is exact and both \(A_{2,1} \rightarrow A_{1,1}\) and \(A_{3,3} \rightarrow A_{2,3}\) have finitely generated images, then so does \(A_{3,2} \rightarrow A_{1,2}\).

**Proof.** This is proven via a straightforward diagram chase. For more details see [Bre97, Lemma II.17.3]. □

**Lemma 4.6.** Let \(X\) be a locally compact Hausdorff space. For any compact subset \(K\) and open set \(U\) with \(K \subseteq U\) there exists a compact set \(K'\) such that

\[K \subseteq \text{int}(K') \subseteq K' \subseteq U.\]

**Proof.** For any \(x \in K\) choose a compact neighborhood \(C(x) \subseteq U\). We have

\[K \subseteq \bigcup_{x \in K} \text{int}(C(x)).\]

Since \(K\) is compact, there is a finite subset \(\{x_1, \ldots, x_m\}\) of elements in \(K\) so that

\[K \subseteq \bigcup_{i=1}^{m} \text{int}(C(x_i)) \subseteq \text{int} \left( \bigcup_{i=1}^{m} C(x_i) \right) \subseteq \bigcup_{i=1}^{m} C(x_i) \subseteq U.\]

Defining \(K' = \bigcup_{i=1}^{m} C(x_i)\) finishes the proof. □

We want to use Lemma 4.6 on the domain of the function whose sublevel set filtration we consider. However, we do not want to assume the domain to be locally compact for Theorem 4.4. To circumvent this, we will work in one of the sublevel sets, which are assumed to be Hausdorff and hence locally compact. This requires the use of a slight weakening of the LHS condition.

**Definition 4.7.** For \(u \in \mathbb{R}\), the sublevel set filtration of a function \(f: X \rightarrow \mathbb{R}\) is called LHS below \(u\) if, for any \(x \in X\), any neighborhood \(V\) of \(x\), and any pair of indices \(s, t\) with \(f(x) < s < t < u\), there is a neighborhood \(U\) of \(x\) with \(U \subseteq V\) such that the inclusion \(f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V\) is HS.

**Lemma 4.8.** Let \(f: X \rightarrow \mathbb{R}\) be a function whose sublevel set filtration is LHS. Fix \(u \in \mathbb{R}\) and let \(g: Y \rightarrow \mathbb{R}\) be the restriction of \(f\) to the sublevel set \(Y = f_{\leq u}\). Then the sublevel set filtration defined by \(g\) is LHS below \(u\).
Proof. Let $x \in Y$, let $V$ be a neighborhood of $x$ in $Y$, and consider indices $s, t$ with $g(x) < s < t < u$. We need to find a neighborhood $U \subseteq V$ of $x$ such that the inclusion $g_{\leq s} \cap U \hookrightarrow g_{\leq t} \cap V$ is HS.

Since $Y \subseteq X$ carries the subspace topology, we may choose a neighborhood $V'$ of $x$ in $X$ such that $V = V' \cap Y$. The sublevel set filtration of $f$ is assumed to be LHS, so there is a neighborhood $U' \subseteq V'$ of $x$ in $X$ such that the inclusion $f_{\leq s} \cap U' \hookrightarrow f_{\leq t} \cap V'$ is HS. We set $U = U' \cap Y$, which defines a neighborhood of $x$ in $Y$.

Now $s < t < u$ implies that $g_{\leq s} = f_{\leq s}$ and $g_{\leq t} = f_{\leq t}$. Moreover, we have $f_{\leq s} \cap Y = f_{\leq s} \cap f_{\leq u} = f_{\leq s}$ and $f_{\leq t} \cap Y = f_{\leq t} \cap f_{\leq u} = f_{\leq t}$. Thus, we obtain $g_{\leq s} \cap U = f_{\leq s} \cap Y \cap U' = f_{\leq s} \cap U'$ and $g_{\leq t} \cap V = f_{\leq t} \cap Y \cap V' = f_{\leq t} \cap V'$. This implies that the inclusion $g_{\leq s} \cap U \hookrightarrow g_{\leq t} \cap V$ is HS because it agrees with the inclusion $f_{\leq s} \cap U' \hookrightarrow f_{\leq t} \cap V'$, which is HS by assumption. This finishes the proof.

Lemma 4.9. Let $f : Y \to \mathbb{R}$ be a function on a locally compact Hausdorff space $Y$ whose sublevel set filtration is compact and LHS below $u \in \mathbb{R}$, and consider subsets $C \subseteq L \subseteq Y$ with $C$ compact and $L$ open. For any $s < t < u$ the inclusion $C \cap f_{\leq s} \hookrightarrow L \cap f_{\leq t}$ is HS.

Proof. Recall our assumption that the underlying homology theory $H$ has either the open or the compact Mayer–Vietoris property and that there is some $n_0$ such that $H_n$ is zero for all $n \leq n_0$. The statement of the lemma holds for $HS_{n_0}$ in place of $HS$ for any $n \leq n_0$ since $H_n$ induces the zero map. We will proceed by induction on $n \geq n_0$ assuming the statement for $HS_{n_0-1}$.

We define $\Sigma_{s,t}$ to be the collection of all open subsets $V \subseteq Y$ whose closure $\overline{V}$ is compact, contained in $L$, and has an open neighborhood $U$ with $\overline{V} \subseteq U \subseteq L$ for which there exists $s' \in (s, t)$ such that the inclusion $V \cap f_{s'} \hookrightarrow L \cap f_{s}$ is HS. We will show that $\Sigma_{s,t}$ has the following three properties:

1. Any point $x \in L \cap f_{\leq s}$ has a neighborhood $V_x \in \Sigma_{s,t}$.
2. If $V_1, V_2 \in \Sigma_{s,t}$ then $V_1 \cup V_2 \in \Sigma_{s,t}$.
3. For each $V \in \Sigma_{s,t}$ the inclusion $V \cap f_{\leq s} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$.

Assuming them for the moment, the first property allows us to cover $C \cap f_{\leq s}$ by sets $V_x \in \Sigma_{s,t}$, $x \in C \cap f_{\leq s}$. Because both $C$ and $f_{\leq s}$ are compact, $C \cap f_{\leq s}$ is again compact, and hence the cover can be chosen finite, represented by say $x_1, \ldots, x_m$. By the second property, we have

$$V \overset{\text{def}}{=} \bigcup_{i=1}^m V_{x_i} \in \Sigma_{s,t}.$$  

Using the third property, the inclusion $V \cap f_{\leq s} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$. The inclusion $C \cap f_{\leq s} \hookrightarrow L \cap f_{\leq t}$ factors through the previous one, so it is HS$_n$ as well. What is left to do is to show that $\Sigma_{s,t}$ has the three claimed properties.

For the third property, let $V \in \Sigma_{s,t}$ with $U$ an open neighborhood of $\overline{V}$ in $L$ and $s' \in (s, t)$ such that the inclusion $U \cap f_{\leq s'} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$. Again, the inclusion $V \cap f_{\leq s} \hookrightarrow L \cap f_{\leq t}$ factors through the previous one, so it is HS$_n$ as well. Thus, $\Sigma_{s,t}$ has the third property we want.
Next, we will show using the LHS property that $\Sigma_{s,t}$ has the first required property, i.e., that any point $x \in L \cap f_{\leq s}$ has a neighborhood in $\Sigma_{s,t}$. Choose an arbitrary $s' \in (s, t)$. Since the sublevel set filtration of $f$ is LHS below $u$ and we have $f(x) \leq s < s' < t < u$, there is an open neighborhood $U_x \subseteq L$ such that the inclusion $U_x \cap f_{\leq s'} \hookrightarrow L \cap f_{\leq t}$ is HS, so in particular HS$_n$. By local compactness of $Y$ we can choose a compact neighborhood $K_x$ of $x$ contained in $U_x$. Now $V_x = \text{int}(K_x)$ is a neighborhood of $x$ with $V_x \subseteq \Sigma_{s,t}$.

Finally, using the Mayer–Vietoris property and the induction hypothesis we will show that $\Sigma_{s,t}$ has the second required property, i.e., that it is closed under finite unions. So for $i \in \{1, 2\}$ let $V_i \in \Sigma_{s,t}$ with $U_i$ and $s_i' \in (s, t)$ such that $\overline{V_i} \subseteq U_i \subseteq L$ and $U_i \cap f_{\leq s_i'} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$. Writing $K_i = \overline{V_i}$, we use Lemma 4.6 to construct compact sets $K_i'$ such that

$$V_i \subseteq K_i \subseteq V_i' \subseteq K_i' \subseteq U_i \subseteq L$$

where $V_i' = \text{int}(K_i')$. The union $V_1 \cup V_2 \subseteq L$ is open, its closure $\overline{V_1} \cup \overline{V_2}$ is compact, and $\overline{V_1} \cup \overline{V_2} \subseteq V_1' \cup V_2' \subseteq L$. Thus, we obtain $V_1 \cup V_2 \in \Sigma_{s,t}$ if we can show that there is an $s' \in (s, t)$ such that the inclusion $(V_1' \cup V_2') \cap f_{\leq s'} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$. To do so, we set $s'' = \min(s_i', s_i'')$ and choose $s' \in (s, s'')$. For proving that $(V_1' \cup V_2') \cap f_{\leq s''} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$ we now distinguish the two cases where $H$ has either the open or the compact Mayer–Vietoris property.

For the open Mayer–Vietoris property, note that for both $i \in \{1, 2\}$ the inclusions $U_i \cap f_{\leq s''} \hookrightarrow L \cap f_{\leq t}$ are HS$_n$. Moreover, the inclusion $V_1' \cap V_2' \cap f_{\leq s''} \hookrightarrow U_1 \cap U_2 \cap f_{\leq s''}$ is HS$_{n-1}$ because it factors through the inclusion $K_1' \cap K_2' \cap f_{\leq s''} \hookrightarrow U_1 \cap U_2 \cap f_{\leq s''}$, which is HS$_{n-1}$ by the induction hypothesis. Because the $V_i$ and $V_i'$ are open and because $H$ has the open Mayer–Vietoris property, we obtain the following commutative diagram satisfying the assumptions of Lemma 4.5:

$$
\begin{array}{ccc}
H_n(L \cap f_{\leq t}) & \cong & H_n(L \cap f_{\leq t}) \\
\uparrow & & \uparrow \\
H_n(U_1 \cap f_{\leq s''}) \oplus H_n(U_2 \cap f_{\leq s''}) & \rightarrow & H_n((U_1 \cup U_2) \cap f_{\leq s''}) \rightarrow H_{n-1}(U_1 \cap U_2 \cap f_{\leq s''}) \\
\uparrow & & \uparrow \\
H_n((V_1' \cup V_2') \cap f_{\leq s''}) & \rightarrow & H_{n-1}(V_1' \cap V_2' \cap f_{\leq s''}).
\end{array}
$$

We conclude that the inclusion $(V_1' \cup V_2') \cap f_{\leq s''} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$, which finishes this part of the proof.

For the compact Mayer–Vietoris property, we apply Lemma 4.6 once more to obtain compact sets $K''_i$ such that

$$V_i \subseteq K_i \subseteq V_i' \subseteq K_i' \subseteq V_i'' \subseteq K''_i \subseteq U_i \subseteq L$$

where $V_i'' = \text{int}(K''_i)$. The rest of the proof is then analogous to the previous case: We have that for both $i \in \{1, 2\}$ the inclusion $K''_i \cap f_{\leq s''} \hookrightarrow L \cap f_{\leq t}$ is HS$_n$ because it factors through $U_i \cap f_{\leq s''} \hookrightarrow L \cap f_{\leq t}$. Moreover, the inclusion $K_1' \cap K_2' \cap f_{\leq s''} \hookrightarrow K''_1 \cap K''_2 \cap f_{\leq s''}$ is HS$_{n-1}$ because it factors through the inclusion $K_1' \cap K_2' \cap f_{\leq s''} \hookrightarrow V_1'' \cap V_2'' \cap f_{\leq s''}$, which is HS$_{n-1}$ by the induction hypothesis. Because the $K_i'$ and $K''_i$ as well as the sublevel sets of $f$ are all compact and because
$H$ has the compact Mayer–Vietoris property, we obtain the following commutative diagram satisfying the assumptions of Lemma 4.5:

\[
\begin{array}{c}
H_n(L \cap f_{<t}) \oplus H_n(L \cap f_{\leq t}) \\
\downarrow \\
H_n((K_1^n \cap f_{<s'}) \cup K_2^n \cap f_{<s''}) \to H_n((K_1^n \cup K_2^n) \cap f_{<s''}) \to H_{n-1}(K_1^n \cap f_{<s''}) \\
\end{array}
\]

We conclude that the inclusion $(K_1^n \cup K_2^n) \cap f_{<s''} \hookrightarrow L \cap f_{\leq t}$ is HS, and so the same is true for the inclusion $(V_1^n \cup V_2^n) \cap f_{<s''} \hookrightarrow L \cap f_{\leq t}$ as it factors through the previous one. □

We can now complete the proof of the claim stating that for compact sublevel set filtrations, LHS implies q-tameness.

**Proof of Theorem 4.4.** By definition, the sublevel set filtration of $f$ is q-tame if and only if the inclusion $f_{<s} \hookrightarrow f_{\leq t}$ is HS for all pairs $s < t$. Choose $u \in \mathbb{R}$ with $u > t$ and let $g: Y \to \mathbb{R}$ be the restriction of $f$ to the sublevel set $Y = f_{<u}$. Since we assume $f$ to induce a LHS sublevel set filtration, by Lemma 4.8 the sublevel set filtration of $g$ is LHS below $u$. Clearly, the sublevel set filtration of $g$ is also compact, and its domain $Y$ is locally compact being a compact Hausdorff space by assumption. Thus, we can apply Lemma 4.9 to the filtration $g_{\leq s}$ with $C = L = Y$ to obtain that the inclusion $f_{<s} = C \cap g_{<s} \hookrightarrow L \cap f_{\leq t}$ is HS. □

4.2. **Continuity.** We now describe a weaker version of local connectivity of sublevel set filtrations, which implies q-tameness when continuity is assumed.

**Definition 4.10.** The sublevel set filtration of a function $f: X \to \mathbb{R}$ is said to be weakly locally homologically small or weakly LHS if for any $x \in X$, any neighborhood $V$ of $x$, and any index $t > f(x)$, there is an index $s$ with $f(x) < s < t$ and a neighborhood $U$ of $x$ with $U \subseteq V$ such that the inclusion $f_{\leq s} \cap U = f_{<t} \cap V$ is HS.

Clearly, any LHS sublevel set filtration is also weakly LHS: while the weak LHS property merely requires the existence of an index $s \in (f(x), t)$ satisfying the HS condition, the LHS property requires the HS condition to hold for any $s \in (f(x), t)$. If the filtration is induced by a continuous function, the converse also holds, as the following theorem shows.

**Lemma 4.11.** If the sublevel set filtration of a continuous function $f: X \to \mathbb{R}$ is weakly LHS, then it is also LHS.

**Proof.** Fix $x \in X$, a neighborhood $V$ of $x$, and indices $f(x) < s < t$. We need to show that there exists a neighborhood $U \subseteq V$ of $x$ such that the inclusion $f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V$ is HS.

To do so, we start by using the weak LHS property to choose a neighborhood $U' \subseteq V$ of $x$ and an index $s' \in (f(x), t)$ such that the inclusion $f_{<s'} \cap U' \hookrightarrow f_{<t} \cap V$ is HS. Now, we choose $U = f_{<s'} \cap U'$, where $f_{<s'} = f^{-1}(\infty, s')$. Note that this choice of $U$ still defines a neighborhood of $x$ because $f$ is assumed to be continuous, so that $f_{<s'}$ is an open subset of $X$. 


We obtain that \( f \leq s \cap U \subseteq f \leq s' \cap U' \), so that the inclusion \( f \leq s \cap U \hookrightarrow f \leq t \cap V \) is HS as it factors through the inclusion \( f \leq s' \cap U' \hookrightarrow f \leq t \cap V \), which is HS. \( \square \)

The following result is deduced directly from Lemma 4.11 and Theorem 4.4. The existence of a result of this kind has been suggested by Weinberger [Wei11], and a multiparameter version with slightly stronger assumptions on the domain of the function has been shown by Cagliari and Landi [CL11].

**Corollary 4.12.** If the sublevel set filtration of a continuous function \( f : X \to \mathbb{R} \) is compact and weakly LHS, then it is also q-tame.

As the following example illustrates, the continuity assumption in the above corollary is crucial.

**Example 4.13.** Consider the \( d \)-dimensional Hawaiian earring \( H^d = \bigcup_{n \in \mathbb{N}} \{ (x_0, \ldots, x_d) \in \mathbb{R}^{d+1} \bigg| (x_0 - \frac{1}{n})^2 + x_1^2 + \cdots + x_d^2 = \left( \frac{1}{n} \right)^2 \} \), which is a compact subspace of \( \mathbb{R}^{d+1} \). The function \( f : H^d \to \mathbb{R} \) whose value is 0 at the origin and is 1 everywhere else defines a compact and weakly LHS sublevel set filtration that is not q-tame with respect to any homology theory \( H \) for which \( H_d(\mathbb{H}^d) \) is infinite dimensional, as is the case for both singular and Čech homology. Specifically, using the fact that Čech homology of compact Hausdorff spaces commutes with inverse limits, it is straightforward to verify that the Čech homology in degree \( d \) of the \( d \)-dimensional Hawaiian earring \( \mathbb{H}^d \) is isomorphic to \( \prod_{n \in \mathbb{N}} \mathbb{F} \), which is infinite dimensional over \( \mathbb{F} \). Moreover, the singular homology of \( \mathbb{H}^d \) is also infinite dimensional, as proven in [BM62].

To verify that \( f \) has compact sublevel sets we notice that all sublevel sets are either the empty set, the singleton containing the origin, or \( H^d \) itself, all compact Hausdorff spaces.

In order to verify that the sublevel set filtration of \( f \) is weakly LHS, we consider \( x \in H^d, V \) a neighborhood of \( x \) in \( H^d \), and \( t > f(x) \). We need to find a neighborhood \( U \subseteq V \) of \( x \) and \( s \in (f(x), t) \) such that the inclusion \( f \leq s \cap U \hookrightarrow f \leq t \cap V \) is HS. Since we assume that \( H_n \) is homotopy invariant and takes singletons to finite dimensional spaces, it suffices to find \( U \) as above such that \( f \leq s \cap U \hookrightarrow f \leq t \cap V \) is homotopic to a constant map.
If \( x \) is the origin, we have \( f(x) = 0 \) and choose \( s \in (0, \min \{t, 1\}) \). Then \( f_{\leq s} = \{x\} \), so with \( U = V \) the inclusion \( f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V \) is the inclusion of \( \{x\} \) into \( f_{\leq t} \cap V \), which is a constant map, so the weak LHS condition is trivially satisfied.

For \( x \) different from the origin we have \( f(x) = 1 \) and choose \( s \in (1, t) \) arbitrarily, so that \( f_{\leq s} = f_{\leq t} = H^d \). Note that since \( x \) is not the origin, there is a unique \( d \)-sphere in \( H^d \) that contains \( x \). Clearly, we may choose \( \delta > 0 \) so small that \( B_\delta(x) = \{y \in \mathbb{R}^{d+1} \mid \|x - y\| < \delta\} \cap H^d \) is a topological ball contained in this sphere and contained in \( V \). The ball \( B_\delta(x) \) can be contracted to \( \{x\} \) in \( V \), so choosing \( U = B_\delta(x) \), we obtain that the inclusion \( f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V \) is homotopic to the constant map with value \( x \).

It remains to be shown that \( f_{\leq \bullet} \) is not \( q \)-tame for \( H \). This follows directly from our assumption that \( H_d(H^d) \) is not finite dimensional, as \( f_{\leq t} \) is constant with value \( H^d \) for \( t \geq 1 \).

## 5. Persistent homology and functional topology

Having established topological conditions for the existence of persistence diagrams associated to filtrations and corresponding generalized Morse inequalities, we now describe how these results relate to Morse’s general theory of functional grammars associated to filtrations and corresponding generalized Morse inequalities, constant map with value \( H \). We will focus on the homological aspects of this approach, referring to [Bot80, Sections 4.3–5] for a general exposition. For a more thorough presentation of the unstable minimal surface problem, including the analytical details see [Str88, Section II.6], and for a historical account and an overview of subsequent results see [DHS10, Section 6] and [DHT10, Section 6.8.1].

### 5.1. The unstable minimal surface problem

Morse and Tompkins considered the following setting introduced by Douglas. Let \( g: \mathbb{R} \to \mathbb{R}^n \) be a \( 2\pi \)-periodic function representing a simple closed curve such that \( g \) is differentiable with Lipschitz derivative. Let \( \Omega \) be the space of continuous non-decreasing functions \( \varphi: \mathbb{R} \to \mathbb{R} \) with \( \varphi(t + 2\pi) = \varphi(t) + 2\pi \) for all \( t \) and \( \varphi(\alpha_i) = \alpha_i \) for three fixed distinct points \( \alpha_i \in [0, 2\pi] \). The Douglas functional on \( \Omega \) associated to the curve \( g \) is defined as

\[
A_g(\varphi) = \frac{1}{16\pi} \int_0^{2\pi} \int_0^{2\pi} \left\| \frac{g(\varphi(\alpha)) - g(\varphi(\beta))}{\sin \frac{\alpha - \beta}{2}} \right\|_2^2 \, d\alpha \, d\beta.
\]

It coincides with the Dirichlet energy of the unique harmonic extension of the reparametrized curve \( g \circ \varphi \) to a parametrized surface. The Dirichlet energy is an upper bound for the area, with equality if the parametrization is conformal. Let \( \Omega_g = \{ \varphi \in \Omega \mid A_g(\varphi) < \infty \} \), equipped with the \( C^0 \) metric. The set \( \Omega_g \) is non-empty and the sublevel sets of \( A_g \) are compact [MT39, p. 448]. Since \( A_g \) is bounded below by 0, this implies that \( A_g \) attains a global minimum. The corresponding surface is then a solution of Plateau’s Problem, which asks for a surface homeomorphic to a disk with boundary \( g \) and minimum area.

As alluded to in Remark 3.4, Morse and Tompkins consider a homotopical notion of critical point for a general function \( F: M \to \mathbb{R} \) on a metric space [MT39, p. 445], see also [Mor43].
Definition 5.1 ([Str88, Definition II.6.1-II.6.2], [MT39, p. 445, 472]). Consider a real-valued function $F$ on a metric space $(M, d)$. A point $p \in M$ is called **homotopically regular** if there exists a neighborhood $U$ of $p$ in $F_{< F(p)}$ and a continuous map $\varphi: U \times [0, 1] \to M$ satisfying $\varphi(p, 1) \neq p$ such that for every compact subset $V \subseteq U$ there exists a function $\delta: \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ with $\delta(e) = 0$ if and only if $e = 0$, and

$$F(\varphi(x, s)) - F(\varphi(x, t)) > \delta(d(\varphi(x, s), \varphi(x, t)))$$

for all $x \in V$ and $0 \leq s \leq t \leq 1$. A point that is not homotopically regular is called **homotopically critical**. Function values of homotopically critical points will be called **critical values** and all other values will be called **regular values**. A critical set $S$ is a closed and open subset of the subspace of all homotopically critical points with a given function value. It is said to be of **minimum type** if there exists a neighborhood $N$ of the closure $\overline{S}$ of $S$, taken in $M$, such that the function values on $N \setminus S$ strictly exceed the function value on $S$.

Note that, in particular, an isolated local minimum constitutes a critical set of minimum type. Similarly, a critical submanifold of a Morse-Bott function on which the function values are locally minimized is also a critical set of minimum type.

Morse and Tompkins state the following Mountain Pass Theorem under slightly different assumptions. It is worth noting, however, that the details in [MT39] are incomplete, with some crucial theorems such as [MT39, Theorems 7.3 and 7.4, Corollary 7.1] being stated without proof, and with a citation to a paper in preparation that has never been published under the given name (we suppose that this paper is [Mor40]). Moreover, there is a gap in [Mor40], because [Mor40, Theorem 6.3], which establishes q-tameness, is incorrect as we will show in Corollary 5.14. The assumptions we choose for our version of the Mountain Pass Theorem are adapted from the original assumptions to the modern language of persistence theory, and they fix the problem with q-tameness. Still, our assumptions can be established for the Douglas functional from the results of Morse and Tompkins [MT39]. We will comment in more detail on the differences between the assumptions in Remarks 5.3 and 5.4 and §5.2.

Theorem 5.2 (Mountain Pass Theorem, [MT39, Corollary 7.1]). Let $M$ be a connected metric space and $F: M \to \mathbb{R}$ a function. Assume that $F$ is bounded below and that the sublevel set filtration of $F$ is compact and LHS with respect to Čech homology. If $M$ contains two distinct critical sets of $F$ of minimum type, then it also contains a critical set not of minimum type.

Remark 5.3. Our Definition 5.1 of a critical set $S$ of minimum type differs slightly from that of Morse and Tompkins [MT39, p. 472], who do not require the neighborhood $N$ of $S$ on which the function values exceed those on $S$ to contain the closure of $S$. Without this additional assumption, however, Theorem 5.2 does not hold, as shown by the example $f: [0, 1] \to \mathbb{R}$ with $f(0) = f(1) = 0$ and $f(t) = 1$ for $0 < t < 1$: $f$ has the four critical sets $\{0\}, \{1\}, \{0\} \cup \{1\}$ and $(0, 1)$, which all satisfy the minimum type condition if the neighborhood $N$ need not contain their closure, but then there is no critical set that is not of minimum type.

Remark 5.4. In [MT39, Corollary 7.1], the assumptions that Morse and Tompkins use for $F$ and $M$ are that the sublevel set filtration is compact, "regular at
infinity”, “weakly upper-reducible”, and that \(M\) is “locally \(F\)-connected”. Compactness is also required for our version, regularity at infinity roughly corresponds to our assumption that \(M\) is connected, and local \(F\)-connectedness is replaced by the LHS condition. (This last point will be discussed in more detail in §5.2).

The weak upper-reducibility condition does not have an analogue in the assumptions of Theorem 5.2. This is interesting insofar as establishing that the Douglas functional satisfies this condition takes up a large part of [MT39], and Courant [Cou41] emphasizes that establishing weak upper-reducibility is one of the key difficulties in the proof of Morse and Tompkins, requiring “a rather deep explicit analysis of the functional”.

One can check that the example given in Remark 5.3 also satisfies the conditions that Morse and Tompkins impose for their Mountain Pass Theorem.

**Remark 5.5.** We mention that more general homology theories can be considered in Theorem 5.2. The precise hypotheses on the homology theory \(H\) are that it is additive, taking non-zero values on non-empty sets in dimension 0, and such that \(H(F_{\leq s})\) is continuous from above, i.e., \(H(F_{\leq s}) \to \lim_{s < t} H(F_{\leq t})\) is an isomorphism for all \(s \in \mathbb{R}\). One may also replace the topological conditions of \(M\) being connected and \(F\) being LHS by the algebraic conditions that \(p_0 = 1\) and \(H(F_{\leq s})\) be q-tame.

Morse and Tompkins show [MT39, Theorem 6.2] that each homotopically critical point of the Douglas functional \(A_g\) indeed corresponds to a minimal surface – a surface with vanishing mean curvature – and using this correspondence the following result, also reviewed in [Str88, Theorem II.6.10], can be deduced from the Mountain Pass Theorem.

**Theorem 5.6 (Unstable Minimal Surface Theorem [MT39, p. 472]).** If the space \(\Omega_g\) contains two minimal surfaces contained in distinct critical sets of minimum type of the functional \(A_g\), then it also contains an unstable minimal surface, i.e., a minimal surface contained in a critical set that is not of minimum type.

In [MT39, Section 8], Morse and Tompkins provide an example of a curve \(g\) for which \(\Omega_g\) indeed contains two distinct critical sets of minimum type, so that \(g\) then also spans an unstable minimal surface.

While more efficient and more general proofs for the existence of an unstable minimal surface (with respect to more natural topologies than \(C^0\)) have subsequently been established [Str88; DHS10], including less restrictive assumptions on the boundary curve, the original approach of Morse and Tompkins is notable for its connections to other areas of mathematics. As an illustration, we will now sketch a proof of Theorem 5.2 using the previously developed machinery, starting with some intermediate results. As a first step, we will give general formulas for numbers of births \(\alpha(t) = \sum_{q \in (t, \infty]} m(t, q)\) and numbers of deaths \(\omega(t) = \sum_{p \in (-\infty, t]} m(p, t)\) in q-tame persistence modules.

**Lemma 5.7.** Let \(M\) be a q-tame persistence module. For each \(t \in \mathbb{R}\) we either have

\[
\alpha(t) = \dim \ker(\colim_{s < t} M_s \to \lim_{u > t} M_u)
\]

or both quantities are infinite. Similarly, we either have

\[
\omega(t) = \dim \ker(\colim_{s < t} M_s \to \lim_{u > t} M_u)
\]
or both quantities are infinite.

Proof. None of the quantities appearing in the statement change if we replace \( M \) by its radical. This radical admits a barcode decomposition and the claims easily follow from an explicit computation on the corresponding barcode module. □

If \( M \) is continuous from below or above, then the colimits and limits appearing in the formulas above may simply be replaced by the constituent vector spaces of \( M \). As a special case, this yields the following corollary.

**Corollary 5.8.** Let \( M \) be a \( q \)-tame persistence module. If \( M \) is continuous from above and below at \( t \), we have

\[
\alpha(t) = \omega(t) = 0.
\]

We now return to the setting of functions \( F \) on metric spaces and prove some more lemmas. To emphasize which persistence-theoretic notions are relevant, we will work with a general homology theory \( H \) such that \( H(F_{\leq\bullet}) \) has certain properties, stated in the lemmas. In all cases, Čech homology as used in Theorem 5.2 satisfies the necessary conditions. We start by showing that function values with non-vanishing cap numbers are indeed critical values.

**Lemma 5.9.** Let \( F: M \to \mathbb{R} \) be a function on a metric space with compact sublevel set filtration. Assume that \( H(F_{\leq\bullet}) \) is \( q \)-tame and continuous from above, and consider \( t \in \mathbb{R} \) and its cap numbers \( c'(t) \). If there exists \( \epsilon > 0 \) such that \( c'(t) > 0 \), then \( t \) is a critical value of \( F \).

Proof. Following [Str88, Remark II.6.3], we know that if \( t \) is a regular value, there exists \( \epsilon > 0 \) such that the inclusion \( F_{\leq t} \to F_{\leq s} \) is a homotopy equivalence for all \( s \in [t-\epsilon,t] \). Thus, \( H(F_{\leq\bullet}) \) is continuous from below at every regular value. However, we assume \( H(F_{\leq\bullet}) \) to be also continuous from above at every value, and in particular at regular values. Hence, Corollary 5.8 implies that \( \alpha(t) = \omega(t) = 0 \) whenever \( t \) is regular, which proves the claim. □

Next, we will analyze how the homology of sublevel sets changes at function values of critical sets of minimum type.

**Lemma 5.10.** Let \( F: M \to \mathbb{R} \) be a function on a metric space with compact sublevel set filtration and let \( S \) be a critical set of minimum type with value \( t \). Assume that \( H \) is additive and that \( H(F_{\leq\bullet}) \) is \( q \)-tame and continuous from above.

1. The number of births at \( t \) satisfies \( \alpha(t) \geq \dim H(S) \).
2. If there are no homotopically critical points with value \( t \) outside \( S \), then the number of deaths at \( t \) satisfies \( \omega(t) = 0 \).

Proof. We start by showing that \( S \) is a topological summand of \( F_{\leq t} \) in the sense that \( F_{\leq t} \) is homeomorphic to the disjoint union \( S \cup (F_{\leq t} \setminus S) \). It suffices to show that \( S \) is open and closed in \( F_{\leq t} \). By definition, there exists a neighborhood \( N \) of \( \overline{S} \) in \( M \) such that the function values of \( F \) on \( N \setminus S \) exceed \( t \). In particular, we have \( F_{\leq t} \setminus N = S \), showing that \( S \) is open in \( F_{\leq t} \). Because \( N \) contains \( \overline{S} \), we also obtain \( F_{\leq t} \setminus \overline{S} = S \), showing that \( S \) is closed in \( F_{\leq t} \).
Using additivity of $H$ and Lemma 5.7, we now obtain
\[
\alpha(t) = \dim \ker \left( \colim_{s < t} H(F_{\leq s}) \rightarrow \lim_{u \geq t} H(F_{\leq u}) \right) \\
= \dim \ker \left( \colim_{s < t} H(F_{\leq s}) \rightarrow H(F_{\leq t}) \right) \\
= \dim \ker \left( \colim_{s < t} H(F_{\leq s}) \rightarrow H(F_{\leq t} \setminus S) \oplus H(S) \right) \\
\geq \dim H(S),
\]
where we have used the assumption that $H(F_{\leq \bullet})$ is continuous from above for the second equality and the fact that $F_{\leq s} \subseteq (F_{\leq t} \setminus S)$ for all $s < t$ for the final inequality.

Now, assuming that $S$ is the set of all homotopically critical points with value $t$ implies that there exists $\epsilon > 0$ such that the inclusion $F_{\leq s} \hookrightarrow (F_{\leq t} \setminus S)$ is in fact a homotopy equivalence for all $s \in [t - \epsilon, t]$, again following [Str88, Remark II.6.3]. Hence, again using additivity of $H$, continuity from above, and Lemma 5.7, we obtain that
\[
\omega(t) = \dim \ker \left( \colim_{s < t} H(F_{\leq s}) \rightarrow \lim_{u > t} H(F_{\leq u}) \right) \\
= \dim \ker \left( \colim_{s < t} H(F_{\leq s}) \rightarrow H(F_{\leq t}) \right) \\
= \dim \ker \left( \colim_{s < t} H(F_{\leq s}) \rightarrow \colim_{s < t} H(F_{\leq s} \oplus H(S)) \right) \\
= 0
\]
as claimed. \hfill \square

As the last preparatory result, we will show that connectedness of $M$ implies that the 0-th essential dimension is trivial for Čech homology.

**Lemma 5.11.** Let $F: M \rightarrow \mathbb{R}$ be a function on a connected non-empty metric space with compact sublevel set filtration, and let $\hat{p}_d$ be the essential dimensions of its $q$-tame persistent Čech homology. Then $\hat{p}_0 = 1$.

**Proof.** Let $H$ denote singular homology, let $p_d$ denote the essential dimensions of the persistent singular homology of $F_{\leq \bullet}$, and let $\hat{H}$ denote Čech homology. Since $M$ is connected, we have $\dim H_0(M) = 1$. We also have $p_d = \dim \liminf_{t \rightarrow \infty} H_d(F_{\leq t}) = \dim H_d(M)$, where the second equality holds because all the sublevel sets of $F$ are compact [Hat02, Proposition 3.33]. Now, the natural map from singular to Čech homology is always surjective for compact metric spaces in dimension 0 [EK00], so $\hat{p}_0 \leq p_0$. Moreover, we clearly have $\hat{p}_0 \geq 1$ because $M$ is non-empty. In total, we obtain $1 \leq \hat{p}_0 \leq p_0 = \dim H_0(M) = 1$, which proves the claim. \hfill \square

We are now ready to give a proof of the Mountain Pass Theorem.

**Proof of Theorem 5.2.** First, we observe that $\hat{H}_*(F_{\leq \bullet})$ is $q$-tame by Theorem 4.4 because we assume that $F_{\leq \bullet}$ is LHS for Čech homology. As a consequence, $\hat{H}_*(F_{\leq \bullet})$ has a well-defined persistence diagram by Theorem 2.1, and thus we can consider cap numbers, births, deaths, etc. We write $\hat{c}_d$, $\hat{\alpha}_d$, $\hat{\omega}_d$, and $\hat{p}_d$ for the cap numbers, births, deaths, and essential dimensions of $\hat{H}_d(F_{\leq \bullet})$, respectively. The sublevel set filtration of $F_{\leq \bullet}$ is compact, its persistent Čech homology is continuous from above, and $\hat{H}$ is additive, so the previous lemmas are applicable.
Now assume that $F$ has two distinct critical sets $S_1$ and $S_2$ of minimum type with values $t_1$ and $t_2$, respectively. Since both critical sets are non-empty, we have $H_0(S_i) \neq 0$, and thus the first assertion of Lemma 5.10 implies $\tilde{a}_0(t_i) \geq \dim \tilde{H}_0(S_i) \geq 1$ for $i = 1, 2$. This implies that there exists $\epsilon > 0$ with $\tilde{c}_0 \geq \tilde{a}_0(t_1) + \tilde{a}_0(t_2) \geq 1 + 1 = 2$. Since $M$ is assumed to be connected, we conclude from Lemma 5.11 that the essential dimension $\tilde{H}_0$ is 1. We obtain $\tilde{\omega}_0 = \tilde{c}_0 - \tilde{a}_0 \geq 2 - 1 = 1$. Thus, there must be some $t \in \mathbb{R}$ with $\tilde{\omega}_0(t) > 0$, so that in particular $\tilde{c}_0(t) > 0$. Thus, we may apply Lemma 5.9 to obtain that the set $S$ of homotopically critical points at value $t$ is non-empty. If $S$ were of minimum type, then we would have $\tilde{\omega}_0(t) = 0$ by the second assertion of Lemma 5.10, contradicting the choice of $t$. Hence, $S$ cannot be of minimum type, which finishes the proof. \hfill $\square$

5.2. Morse’s local connectivity conditions. In order to complete the proof of the Unstable Minimal Surface Theorem, we explain why the Douglas functional is $q$-tame for Čech homology (Proposition 5.16), and we discuss the issue with Morse’s approach to $q$-tameness in [Mor40, Theorem 6.3].

Throughout his work on functional topology, Morse assumed slightly varying forms of local connectivity on the resulting sublevel set filtrations in order to obtain $q$-tameness. In particular, Morse and Tompkins used the following condition from [Mor38; Mor40] in their application to minimal surface theory:

Let $p$ be a point of $M$ at which $F(p) = c$. The space $M$ is said to be \textit{locally $F$-connected} of order $r$ at $p$ if corresponding to each positive constant $\epsilon$ there exists a positive constant $\delta$ such that each singular $r$-sphere on the $\delta$-neighborhood of $p$ and on $F_{c+\delta}$ bounds an $(r+1)$-cell of norm $\epsilon$ on $F_{c+\delta}$. [Mor40, p. 431]

See also [Mor38, p. 25] and [MT39, p. 464], but note that the definitions given there contain evident typographical errors. Expressed in similar language as Section 4, the property of local $F$-connectedness of all orders is equivalent to the following notion, applicable to general topological spaces.

\textbf{Definition 5.12.} The sublevel set filtration of a function $f: X \rightarrow \mathbb{R}$ is said to be \textit{weakly locally connected of all orders}, or \textit{weakly LC$^\infty$}, if for any $x \in X$, any neighborhood $V$ of $x$, and any index $t > f(x)$, there is an index $s$ with $f(x) < s < t$ and a neighborhood $U$ of $x$ with $U \subseteq V$ such that the inclusion $f_{\leq s} \cap U \hookrightarrow f_{\leq t} \cap V$ induces trivial maps on all homotopy groups.

Morse then goes on to claim that the persistent Čech homology of this sublevel set filtration is $q$-tame, provided that $F$ is bounded from below and satisfies the assumptions of local $F$-connectivity and compactness of sublevel sets. In the original (where the function is assumed to take values in $[0, 1]$) the claim reads:

Let $a$ and $c$ be positive constants such that $a < c < 1$. The $k$\textsuperscript{th} connectivity $R_k(a, c)$ of $F_a$ on $F_c$ is finite. [Mor40, Theorem 6.3, p. 432]

Morse does not prove this statement in the given reference, but rather refers to [Mor38, Theorem 6.1]. Unfortunately, the above claim does not hold in general, as exemplified by the sublevel set filtration from Example 4.13. To elaborate on this, we consider a stronger version of weak local connectedness.
Definition 5.13. The sublevel set filtration of a function \( f: X \to \mathbb{R} \) is said to be weakly locally contractible, or weakly LC, if for any \( x \in X \), any neighborhood \( V \) of \( x \), and any index \( t > f(x) \), there is an index \( s \) with \( f(x) < s < t \) and a neighborhood \( U \) of \( x \) with \( U \subseteq V \) such that the inclusion \( f \leq s \cap U \hookrightarrow f \leq t \cap V \) is homotopic to a constant map.

Clearly, being weakly LC implies being weakly \( \text{LC}^\infty \) and, if the homology \( H \) takes finite dimensional values on one-point spaces, also weakly LHS. Observe that our discussion in Example 4.13 actually establishes that the filtration given there is weakly LC, so not even the weak LC condition is sufficient to ensure the q-tameness of compact sublevel set filtrations that are induced by non-continuous functions in general. In particular, our construction invalidates Morse’s claim quoted above:

Corollary 5.14. The function \( f: \mathbb{R}^d \to \mathbb{R} \) with value \( 0 \) at the origin and \( 1 \) elsewhere defines a weakly LC compact sublevel set filtration that is not q-tame with respect to either singular or \( \check{C} \)ech homology.

This counterexample reveals a gap in the argument of Morse and Tompkins, as the sublevel set filtration of \( A_g \) is not actually shown to be q-tame. Fortunately, this gap can be readily fixed by applying Theorem 4.4. This is because the proof given in [MT39, Theorem 7.2, p.464] for the local connectivity of the sublevel set filtration induced by \( A_g \) can actually be seen to establish a stronger property, described next.

Definition 5.15. The sublevel set filtration of a function \( f: X \to \mathbb{R} \) is said to be locally contractible or LC if for any \( x \in X \), any neighborhood \( V \) of \( x \) and any pair of indices \( f(x) < s < t \) there is a neighborhood \( U \subseteq V \) of \( x \) such that the inclusion \( f \leq s \cap U \hookrightarrow f \leq t \cap V \) is homotopic to a constant map.

Proposition 5.16 ([MT39, p.464]). The sublevel set filtration of the Douglas functional \( A_g: \Omega_g \to \mathbb{R} \) is LC, and in particular LHS.

We can now finally prove the Unstable Minimal Surface Theorem.

Proof of Theorem 5.6. The sublevel set filtration of \( A_g \) is compact according to [MT39, p. 448]. Moreover, \( \Omega_g \) is contractible by [MT39, Theorem 4.3]. The sublevel set filtration of \( A_g \) is also LHS for \( \check{C} \)ech homology according to Proposition 5.16, so Theorem 5.2 applies to \( A_g \). Since any homotopically critical point of \( A_g \) corresponds to a minimal surface spanned by \( g \) [MT39, Theorem 6.2], this implies the claim. \( \square \)

Remark 5.17. Morse introduced another condition three years earlier, which he also called local F-connectivity. It roughly corresponds to being \( \text{LC}^\infty \) with a certain added uniformity property. In the original it reads:

The space \( M \) will be said to be locally F-connected for the order \( n \) if corresponding to \( n \), an arbitrary point \( p \) on \( M \), and an arbitrary positive constant \( e \), there exists a positive constant \( \delta \) with the following property. For \( c \geq F(p) \) any singular \( n \)-sphere on \( F \leq c \) (the continuous image on \( F \leq c \) of an ordinary \( n \)-sphere) on the \( \delta \)-neighborhood \( p_\delta \) of \( p \) is the boundary of a singular \( (n+1) \)-cell on \( F \leq c + e \) and on \( p_e \). [Mor37, p.421–422]
Morse also claims in the given reference that this condition is sufficient for q-tameness, but without providing a proof. Whether this statement is true or not is not covered by our analysis, because the $L^\infty$ and LHS conditions generally do not imply each other. We expect the quoted claim to be true, but do not investigate it further.

**Appendix A. Vietoris and Čech homology for compact metric spaces**

For greater generality, in this paper we consider Čech homology instead of the homology construction used by Morse in functional topology: metric Vietoris homology. We now justify this choice by reminding the reader that these two constructions agree on compact metric spaces. We follow [Dow52] in our discussion; for an earlier approach, the reader may also consult [Lef42, Section VII.6].

First, let us recall the definition of Čech homology as presented for example by [ES52, Section IX–X]. Let $X$ be a topological space and let $\text{Cov}(X)$ be the set of all open covers of $X$ ordered by the refinement relation, which we implicitly regard as a poset category. Recall that for an open cover $\alpha \in \text{Cov}(X)$ its nerve $\text{Nrv}(\alpha)$ is defined as

$$\text{Nrv}(\alpha) = \{ \beta \subseteq \alpha \mid \beta \neq \emptyset \text{ is finite and } \bigcap_{U \in \beta} U \neq \emptyset \}. $$

For any field $\mathbb{F}$, the nerve construction composed with the functor of simplicial homology with coefficients in $\mathbb{F}$ defines a functor from $\text{Cov}(X)$ to the category of graded $\mathbb{F}$-vector spaces. The Čech homology with coefficients in $\mathbb{F}$ of $X$ is defined as

$$\check{H}(X; \mathbb{F}) = \varprojlim_{\alpha \in \text{Cov}(X)} H(\text{Nrv}(\alpha); \mathbb{F}).$$

As an alternative to the nerve construction, for a cover $\alpha \in \text{Cov}(X)$ one can define $\text{Vtr}(\alpha)$ as the simplicial complex

$$\text{Vtr}(\alpha) = \{ \sigma \subseteq X \mid \sigma \neq \emptyset \text{ is finite and } \sigma \in U \text{ for some } U \in \alpha \}. $$

This construction is dual to the nerve construction in the sense of Dowker’s Theorem [Dow52], which asserts that the two complexes $\text{Nrv}(\alpha)$ and $\text{Vtr}(\alpha)$ are homotopy equivalent after geometric realization. As a consequence, we have that $H(\text{Nrv}(\alpha); \mathbb{F}) \cong H(\text{Vtr}(\alpha); \mathbb{F})$. This isomorphism is natural with respect to refinement of covers, so we get an alternative description of Čech homology as

$$\check{H}(X; \mathbb{F}) \cong \varprojlim_{\alpha \in \text{Cov}(X)} H(\text{Vtr}(\alpha); \mathbb{F}).$$

If $X$ is an arbitrary metric space, this is still not exactly the same as the construction of metric Vietoris homology, as originally defined by Vietoris [Vie27] and used by Morse, which in modern notation is the limit over all covers of $X$ by metric $\delta$-balls,

$$\lim_{\alpha \in \text{BallCov}(X)} H(\text{Vtr}(\alpha); \mathbb{F}),$$

where

$$\text{BallCov}(X) = \{(B_{\delta}(x))_{x \in X} \mid \delta > 0 \} \subseteq \text{Cov}(X).$$

If the metric space $X$ is compact, then for each cover $\alpha$ there exists $\lambda > 0$ by Lebesgue’s number lemma [Mun00, Lemma 27.5] such that $(B_{\lambda}(x))_{x \in X}$ refines $\alpha$. In other words, if the metric space $X$ is compact, then $\text{BallCov}(X)$ is coinitial in
\text{Cov}(X)$, that is to say, they yield the same limit. Thus, in this case we have a natural isomorphism
\[
\check{H}(X; \mathbb{F}) \cong \lim_{\alpha \in \text{BallCov}(X)} H(\text{Vtr}(\alpha); \mathbb{F})
\]
In other words, for compact metric spaces the metric Vietoris homology theory employed in Morse’s setting is isomorphic to the Čech homology considered in this paper. Note that the relevant isomorphisms above can all be seen to be natural with respect to continuous maps (see in particular [Dow52, Lemma 7a]), so that in particular both homology constructions yield the same persistence modules when applied to sublevel set filtrations. In the setting of compact metric spaces, the well-known defect of Čech homology not having long exact sequences for pairs of spaces also disappears if one uses field coefficients, which is necessary anyway to get persistence diagrams.
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