Atomic nuclei are important laboratories for exploring and testing new insights into the universe, such as experiments to directly detect dark matter or explore properties of neutrinos. The targets of interest are often heavy, complex nuclei that challenge our ability to reliably model them (as well as quantify the uncertainty of those models) with classical computers. Hence there is great interest in applying quantum computation to nuclear structure for these applications. As an early step in this direction, especially with regards to the uncertainties in the relevant quantum calculations, we develop circuits to implement variational quantum eigensolver (VQE) algorithms for the Lipkin-Meshkov-Glick model, which is often used in the nuclear physics community as a testbed for many-body methods. We present quantum circuits for VQE for two and three particles and discuss the construction of circuits for more particles. Implementing the VQE for a two-particle system on the IBM Quantum Experience, we identify initialization and two-qubit gates as the largest sources of error. We find that error mitigation procedures reduce the errors in the results significantly, but additional quantum hardware improvements are needed for quantum calculations to be sufficiently accurate to be competitive with the best current classical methods.

I. INTRODUCTION

Physics today finds itself in a conundrum. On one hand, the standard model of particle physics has been very successful. Yet from cosmological observations we are aware of how little we know. The makeup of the universe appears to be dominated by nonbaryonic dark matter [1–4] and so-called dark energy [5], and even the origin of the matter-antimatter imbalance in the Universe is not fully understood [6]. While we understand the basic mechanisms of nucleosynthesis, the astrophysical site of a large fraction of heavy elements is still under debate [7].

Many of the experiments investigating these ongoing mysteries rely upon understanding detailed properties of atomic nuclei, from neutrinoless double $\beta$-decay experiments searching for lepton number violation [8], to detection of supernova neutrinos [9], to the direct detection of dark matter [10]. Because many of these experiments place upper limits, it is equally important to quantify the uncertainty in our models of those nuclei [11–16].

With the advent of powerful computers and more rigorous techniques, as well as enhanced efforts in uncertainty quantification (UQ), our models of atomic nuclei have improved dramatically in the past two decades. Yet, like physics itself, we paradoxically see all too well the limits of our current computing platforms. Most of the targets for probing new physics are heavy, complex nuclei such as argon, germanium, or xenon; and uncertainty quantification can require many runs with small variations of parameters [13–17]. For these heavy nuclei, the exponential growth of the Hilbert space dimension makes calculations, especially multiple runs, challenging. In this context, the potential of quantum computers is appealing. Significant effort is already underway in applying quantum computers to problems with similar features such as quantum chemistry [18–20], the structure of atomic nuclei [21, 22], and the structure of hadrons [23, 24].

Useful progress towards implementing on quantum computers standard approximations such as configuration-interaction (CI) [21, 25] and coupled clusters [26, 27] has been made. However, current quantum computers have much larger errors than classical computers, which must be taken into account when comparing the accuracy of predictions from approximate classical theories and the results of quantum calculations. Thus, our work here is a necessary first step in understanding the potential applications of quantum computing to nuclear structure needed to interpret experiments.

To start addressing quantum computation of models relevant to nuclear targets, we look at a simplified model of the many-body targets, the Lipkin-Meshkov-Glick (LMG or, colloquially, Lipkin) model [28] where, because of symmetries, exact solutions are known and can be compared to quantum results. We present quantum circuits that can be used to implement variational quantum eigensolver (VQE) [29] algorithms for LMG
models with different numbers of particles. We implement a VQE algorithm for a two-particle LMG model on the International Business Machines Corporation (IBM) Quantum Experience, a publicly available quantum computer, and identify the main sources of computational errors. We find that errors in measurement and in two-qubit gate operations are critical limitations. Implementation of error mitigation techniques [21, 30, 31] provide significant improvement, though the remaining errors are not negligible. The analysis that we perform on the LMG model illustrates the current limitations of quantum computers and also identifies the improvements needed so that they can be able to provide results superior to those from classical machines.

The paper is organized as follows. In Sec. II we use the direct detection of dark matter as a case study, and discuss why quantum computers are potentially extremely useful. We then discuss how UQ is central to the comparison between quantum and classical computational approaches in a way relevant to experimental progress. In Sec. III we define the LMG model and show how its symmetry properties can be exploited to obtain analytic solutions for the ground state that can provide a benchmark for the results of quantum algorithms. In Sec. IV we present quantum circuits for determining the ground state of the LMG model using a VQE approach. In Sec. V we implement the algorithm for the smallest nontrivial case on the IBM Quantum Experience. We discuss the effects of different sources of infidelity in the calculation and their relative contributions to error in these VQE algorithms. We also explore the effectiveness of error mitigation techniques proposed in Refs. [21, 30, 31] and show that the improvement in the accuracy of the calculations is substantial. In Sec. VI we give an example calculation of an observable as a forerunner of the kind of calculation one would need for actual applications. In Sec. VII we summarize our results and sketch further avenues for exploration.

II. DARK MATTER, NUCLEAR STRUCTURE, AND QUANTUM COMPUTING

Although there are many important applications of nuclear structure physics, here we use the direct experimental detection of dark matter as a case study. Recent observations in astrophysics and cosmology provide strong evidence that a large fraction of our Universe’s mass is composed of nonbaryonic dark matter [1–4]. The direct detection of particle dark matter by measuring the recoil of nuclei that collide with dark matter particles would not only confirm this picture, it would demonstrate physics beyond the Standard Model [32, 33].

For many years dark matter interactions with baryonic matter were simply divided into coupling to the bulk (spin-independent) and coupling to the spin of quarks [34, 35], but recent theoretical developments [36–40] using effective field theory (EFT) techniques, have shown that the interpretation of direct detection experiments should be expanded to six (or more if one allows symmetry violation) nucleon-dark matter couplings.

These theoretical developments have important consequences for experimental design [41]. The target response to scattering of dark matter is computed by folding the single-nucleon reduced density matrix with the one-body matrix elements of operators derived in EFT. The relative sensitivity of experiments using different nuclear targets can vary by several orders of magnitude under changes in the underlying dark matter-nucleon coupling.

In addition, UQ has begun to be implemented into the theory of atomic nuclei [13–16], based in part upon the realization that correct assessment of any experiment that rests upon models needs UQ [11, 12, 17].

We have very good and predictive theories of nuclear structure, such as but not limited to the no-core shell model (NCSM), which is an ab initio CI method for the wavefunctions of atomic nuclei. The NCSM and other ab initio theories start from nucleon-nucleon scattering data and then, without further adjustment of parameters, calculate the structure and spectra of light nuclei [42, 43]. While in many aspects such calculations are very successful, the application of the NCSM has been limited largely to light nuclides, with mass number $A < 16$. Other ab initio methods such as coupled clusters can tackle heavier nuclei [44], but are mostly limited to near closed shells.

Alternatively, one can turn to phenomenological or empirical CI calculations [45–47]. Here one works in a restricted valence space. The interaction matrix elements, while starting from ‘realistic’ forces similar to those used in the NCSM, are adjusted to fit many-body spectra. Thus, phenomenological CI calculations have less rigorous foundations, when compared to the NCSM, and yet a greater range of applicability. (There are efforts to connect ab initio methods to phenomenological-like spaces with greater rigor and predictive power [48], but those are still in development.) This comparison is particularly true with regard to medium- and heavy-mass nuclides of interest to the current generation of dark matter detectors.

Our challenge is that CI calculations [47] needed for dark matter calculations [11, 12, 38, 49–55] suffer from the exponential growth in the cost of storing the wavefunction classically. The largest CI calculations to date work in a basis space of dimension of the order $10^{10}$. However, $^{40}$Ar, a key target in many experiments, if one works in a nuclear valence space of $1s-0d-1p-0f$ orbits, has a $M$-scheme (fixed-$J_z$) basis dimension of nearly $10^{15}$. Typically, one restricts excitations from the $1s-0d$ orbits into the $1p-0f$ orbits [56], but the results depend upon the specific truncation. For Xe isotopes, phenomenological calculations are generally in the restricted $0g_{7/2}-2s-1d-0h_{11/2}$ space. The most common isotope, $^{132}$Xe (with a natural abundance of 29.9%), requires a $M$-scheme dimension of only $3.7 \times 10^4$, which can be calculated on a powerful laptop. The next most common isotope, $^{128}$Xe, has a basis dimension of $3 \times 10^3$, which can only be calculated on a supercomputer. $^{128}$Xe (1.9%) has a basis dimension of $9.3 \times 10^3$, and $^{124}$Xe, rare yet also of interest to neutrinoless double-electron capture decay, has a $M$-scheme basis dimension of $1.86 \times 10^{13}$, beyond the reach of current supercomputers.

For phenomenological calculations, UQ is both empirical and time-consuming. One varies the interaction parameters, of which there can be dozens or even hundreds, and recomputes the
energies and other observables, in order to build up a model of the multi-dimensional error surface [16, 17]. While this can be done in small model spaces where one can compute hundreds of observables in a few minutes, in larger spaces, where calculations of a single nuclide can take hundreds of CPU hours, such UQ analyses are daunting. Here is one example where even near-term quantum computers could be helpful in dramatically speeding up the many large calculations needed for UQ.

Quantum simulators have the potential to transform our ability to understand the performance of experiments, based on the ability of quantum simulators to calculate the properties of ground states of fermionic Hamiltonians much more efficiently than currently known classical algorithms. Performing these calculations using quantum computers is potentially advantageous because simulation of fermions is efficient [57] and does not suffer [58] from the “sign problem” that places severe limits on system sizes and/or temperatures achievable in fermionic calculations done using classical computers [59].

A key question is how much reliable information can be obtained from current noisy quantum computers. To address this question, here we investigate a simplified model of targets that can be handled with the available quantum hardware and in noise simulations in later sections, and present two directions for generalization of this method.

III. LIPKIN-MESHKOV-GLICK MODEL

To assess the validity of various quantum computational techniques, we calculate the ground state wave function of the LMG model [28]. The LMG model is widely used as a testbed for approximations in many-body physics, for example, time-dependent Hartree-Fock [60], time-dependent coupled-clusters [61, 62], the random phase approximation [63], generator coordinate methods [64], and density functional theory [65, 66], a list which barely scratches the surface. It therefore strikes us as sensible to also use the LMG model as an early implementation of quantum computation.

In the LMG model [28], $N$ fermions are distributed among two levels with $N$-fold degeneracy and an energy separation of $\epsilon$. Defining $c^\dagger_{\sigma p}$ and $c_{\sigma p}$ as the creation and annihilation operators of the fermion in the state $p$ of level $\sigma \ (= \pm 1)$, we write the Hamiltonian of the system as

$$\hat{H} = \frac{1}{2} \epsilon \sum_{\sigma, p} c^\dagger_{\sigma p} c_{\sigma p} + \frac{1}{2} \tilde{V} \sum_{\sigma, p, p'} c^\dagger_{\sigma p} c^\dagger_{\sigma p'} c_{-\sigma p'} c_{-\sigma p}. \quad (1)$$

A term that scatters one fermion to the upper level and a second fermion to the lower level can also be added to this Hamiltonian, but such a term yields a constant in the SU(2) subspaces described below. Introducing the quasi-spin operators

$$J_+ = \sum_p \epsilon^\dagger_{+1p} c_{-1p} = (J_-)^\dagger, \quad (2)$$

$$J_0 = \frac{1}{2} \sum_{\sigma, p} \sigma^\dagger c_{\sigma p} c_{\sigma p}, \quad (3)$$

which span a SU(2) algebra, the LMG Hamiltonian can be rewritten as

$$\hat{H} = \epsilon J_0 + \frac{1}{2} \tilde{V} (J_+^2 + J_-^2). \quad (4)$$

One can calculate the expectation value of the Hamiltonian in Eq. (4) in the total quasispin basis. For a given $N$, a matrix representing this operator has dimension $2^N$, but it consists of blocks of $(2^j + 1) \times (2^j + 1)$ matrices with SU(2) labels corresponding to different $j$ values obtained by adding $N$ SU(2) doublets. In the rest of this paper, we work with the dimensionless Hamiltonian $\tilde{H} = \hat{H}/\epsilon$ with $\tilde{V} = V/\epsilon$. Also we will only consider the multiplet with $j = N/2$ containing the unperturbed ground state.

It is especially convenient to write the Hamiltonian in the qubit basis. For $N$ particles, the total quasispin is given by

$$J = \sum_{p=1}^N J^{(p)} \quad (5)$$

where each $J^{(p)}$ is in the $j = 1/2$ representation. Hence, the Hamiltonian of Eq. (4) becomes

$$H = \sum_{p=1}^N J_0^{(p)} + \tilde{V} \sum_{p, q=1}^N \left( J_+^{(p)} J_+^{(q)} + J_-^{(q)} J_-^{(p)} \right). \quad (6)$$

That is, the Hamiltonian matrix elements are: the sum of the $J_z$ values of the qubits ($\pm 1/2$) along the diagonal entries, the quantity $\tilde{V}$ when two qubits can be flipped, or zero otherwise.

IV. VARIATIONAL QUANTUM EIGENSOLVER

In this section, we outline specific VQE algorithms for computation of the ground state of LMG models for generic values of $\tilde{V}$ and with fixed values of $N$. We introduce the algorithm with the example of $N = 2$, for which we carry out calculations on quantum hardware and in noise simulations in later sections, and then present two directions for generalization of this method.

A. $N = 2$

We set up our algorithm by defining a dictionary basis to correspond to the quasi-spin basis; for example with $N = 2$:...
\{00\}, \{01\}, \{10\}, \{11\} = \{|↑↑\}, |↑↓\}, |↓↑\}, |↓↓\}\}. In this basis the Hamiltonian is represented by
\[
H = \frac{1}{2} \left( \sigma_3 \otimes 1 + 1 \otimes \sigma_3 \right) + \frac{V}{2} \left( \sigma_1 \otimes \sigma_1 - \sigma_2 \otimes \sigma_2 \right)
\]
\[
= \begin{pmatrix}
+1 & 0 & 0 & V \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
V & 0 & 0 & -1
\end{pmatrix}.
\]
(7)

Here, \(\sigma_1\), \(\sigma_2\), and \(\sigma_3\) are the Pauli matrices. It is then straightforward to diagonalize this Hamiltonian to obtain the eigenvalues 0 (with multiplicity 2) and \(\pm \sqrt{1 + V^2}\). The normalized ground state with energy \(E_{\text{gnd}} = -\sqrt{1 + V^2}\) is given by
\[
|\Psi\rangle = \frac{V |↑↑\rangle - (1 + \sqrt{1 + V^2}) |↓↓\rangle}{\sqrt{2V^2 + 2 + 2\sqrt{1 + V^2}}}
\]
(8)

Here we consider a trial state that is a real superposition of the two states with total quasi-spin \(j = 1\) and \(|m| = 1\):
\[
|\psi(\theta)\rangle = \sin(\theta) |↑↑\rangle - \cos(\theta) |↓↓\rangle,
\]
(9)
defining a single variational parameter \(\theta\) that can be optimized to minimize the value of \(H(\theta) \equiv \langle \psi(\theta)|H|\psi(\theta)\rangle\). The state at which \(\tan(\theta) = V/(1 + \sqrt{1 + V^2})\) is the exact ground state, and so we restrict consideration of \(\theta\) to the domain \([0, \pi/2]\). In our VQE we optimize the value of \(\theta\) by minimizing the expectation value of the energy \(H(\theta)\) evaluated on a quantum computer.

The state given by Eq. (9) can be prepared from an initial state \(|00\rangle\) by applying a one-qubit rotation about the \(y\) axis of the Bloch sphere of a first qubit, written as
\[
R_y(2\phi) = \exp\left\{ -\frac{i}{2} (2\phi) Y \right\},
\]
(10)
with \(\phi = \theta - \pi/2\), followed by a CNOT gate using the first qubit as the control and a second qubit as the target:
\[
\text{CNOT}_{c=1,t=2} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]
(11)

Here, \(X\), \(Y\), and \(Z\) are the Pauli gates, \(X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\), \(Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}\), \(Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\). The quantum circuit for state preparation is summarized in Fig. 1.

The measurements on this quantum circuit needed to compute \(\hat{H}\) are simultaneous measurements in the \(X\) basis for both qubits and in the \(Y\) basis for both qubits as well as measurements of each qubit in the \(Z\) basis. These measurements yield estimates of the expectation values \(\langle XX\rangle\), \(\langle YY\rangle\), \(\langle ZZ\rangle\), and \(\langle IZ\rangle\), and thus determine \(\hat{H}\) from Eq. (6).

This procedure of writing the ground state wave function for \(N\) particles as a real superposition controlled by a single trial parameter on a \(N\)-qubit device may be generalized for higher values of \(N\), as we demonstrate in Sec. IV B. However, first, let us briefly comment on the dimensionality of the ground-state Hilbert space within the LMG model. In general, the ground state will be a superposition of the state with all quasispins down and all states with any number pairs of quasi-spins flipped up. This parity is a symmetry that we can to exploit to reduce the cost of preparing a variational state and requiring only a single variational parameter. For this reason, we excluded both of the states with \(m = 0\) above, and so this dimension was simply 2 for the case \(N = 2\). For general \(N\), this dimension will then be \(2^N\).

\section{Variational states for \(N = 3, 4\)}

In Sec. IV A, we presented a quantum circuit to obtain a trial state with a single parameter to estimate the ground state of a LMG model for \(N = 2\). Here, we generalize this approach to obtain variational wave functions for \(N = 3\) and \(N = 4\).

\subsection{Trial state for \(N = 3\)}

For \(N = 3\), using the usual basis
\[
\{000\}, \{001\}, \{010\}, \{011\}, \ldots, \{111\}\}
\]
\[
= \{|↑↑↑\}, |↑↑↓\}, |↑↓↑\}, \ldots, |↓↓↓\},
\]
the Hamiltonian is represented by
\[
\begin{aligned}
H & = \frac{1}{2} \left( \sigma_3 \otimes 1 \otimes 1 + 1 \otimes \sigma_3 \otimes 1 + 1 \otimes 1 \otimes \sigma_3 \right) \\
& + \frac{V}{2} \left( 1 \otimes \sigma_1 \otimes \sigma_1 + \sigma_1 \otimes \sigma_1 \otimes 1 + \sigma_1 \otimes 1 \otimes \sigma_1 \\
& - 1 \otimes \sigma_2 \otimes \sigma_2 - \sigma_2 \otimes \sigma_2 \otimes 1 - \sigma_2 \otimes 1 \otimes \sigma_2 \right)
\end{aligned}
\]
\[
= \begin{pmatrix}
\frac{3}{2} & 0 & 0 & V & V & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
V & 0 & 0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & V & V & 0 & 0 & -\frac{3}{2}
\end{pmatrix}.
\]
(12)
Similar to Eq. (9) for \( N = 2 \), an appropriate variational ansatz for the ground state of \( N = 3 \) is
\[
|\psi(\theta)\rangle = \cos(\theta) |\downarrow\downarrow\rangle
- \frac{1}{\sqrt{3}} \sin(\theta) (|\uparrow\uparrow\downarrow\rangle + |\downarrow\uparrow\uparrow\rangle + |\uparrow\downarrow\uparrow\rangle),
\]
(13)
where \( \theta \) is the variational parameter. This wave function is the ground state when \( \sqrt{3} \cot(\theta) = V/(1 + \sqrt{1 + 3V^2}) \) with energy \(-1/2 - \sqrt{1 + 3V^2}\), and so we restrict consideration of \( \theta \) to the domain \( [0, \pi/2) \).

The three-qubit preparation circuit is shown in Fig. 2, written with two auxiliary angles \( \alpha \) and \( \beta \) defined by
\[
\alpha \equiv 2 \arccos \left( -\frac{\sqrt{2}}{3} \sin \theta \right),
\]
(14)
\[
\beta \equiv -\frac{\pi}{4} - \arctan \left( \frac{\tan \theta}{\sqrt{3}} \right).
\]
(15)

2. Trial state for \( N = 4 \)

We can prescribe similarly a four-qubit trial state for the LMG model with \( N = 4 \). Here, the ground state belongs to the \( j = 2 \) representation and has the energy \(-2\sqrt{1 + 3V^2}\). The unnormalized ground state wave function with this energy is
\[
|\Psi\rangle = |\downarrow\downarrow\downarrow\rangle + A |\uparrow\uparrow\uparrow\rangle
-B (|\uparrow\uparrow\downarrow\rangle + |\downarrow\uparrow\uparrow\rangle + |\downarrow\downarrow\uparrow\rangle)
+ (|\downarrow\uparrow\downarrow\rangle + |\uparrow\downarrow\uparrow\rangle + |\uparrow\uparrow\downarrow\rangle)
\]
(16)
where
\[
A = 1 - 2\sqrt{1 + 3V^2} - 1,
\]
(17)
\[
B = \frac{\sqrt{1 + 3V^2} - 1}{3V}.
\]
(18)
After normalization one finds that the coefficients of \(|0000\rangle\) and \(|1111\rangle\) in Eq. (16) sum to 1. Therefore, we propose for \( N = 4 \) a normalized trial state
\[
|\psi(\theta)\rangle = \cos^2 \theta |\downarrow\downarrow\downarrow\rangle
+ \sin^2 \theta |\uparrow\uparrow\uparrow\rangle
- \frac{1}{\sqrt{12}} \sin 2\theta (|\uparrow\uparrow\downarrow\rangle + |\downarrow\uparrow\uparrow\rangle + |\downarrow\downarrow\uparrow\rangle)
+ |\downarrow\uparrow\downarrow\rangle + |\uparrow\downarrow\uparrow\rangle + |\uparrow\uparrow\downarrow\rangle)
\]
(19)

with one variational parameter \( \theta \). The true ground state of the system is of this form with \( \theta \) satisfying \( \tan(2\theta) = \sqrt{12}B/(1 - A) \), and so we restrict consideration of \( \theta \) to the domain \([0, \pi/2)\).

We can continue this process for \( N > 4 \), establishing a trial wave function depending on one variational parameter for each \( N \). A common feature of these wave functions is that they all have definite parity. While a \( N \)-qubit state of definite parity can be constructed from an associated \( (N - 1) \)-qubit state using an additional \( N - 1 \) CNOT gates, the associated \( (N - 1) \)-qubit state will not in general have symmetries to exploit, and so a generic quantum state preparation routine is necessary to produce it. Using the quantum state preparation method of Ref. [67] to prepare the associated \( (N - 1) \)-qubit state, the CNOT cost of preparing an arbitrary \( N \)-qubit state of definite parity is \((115/192)2^N - (7/4)2^{N/2} + N + 2/3\) for even \( N \) and \((23/48)2^N - 2(N+1)/2 + N + 2/3\) for odd \( N \).

The next subsection presents a method for constructing quantum circuits that generate a \( N \geq 4 \) particle variational state in a bosonic representation. Moreover, the method can be used to construct quantum circuits for generating the appropriate variational state for any \( N \).

C. VQE circuits for \( N \geq 4 \)

The LMG Hamiltonian can be rewritten in terms of bosonic operators acting on two bosonic modes [68]:
\[
H = \frac{n_b - n_a}{2} + \frac{V}{2N} (b^\dagger b^\dagger a a + a^\dagger a b b),
\]
(20)
where \( a^\dagger \) and \( a \) (\( b^\dagger \) and \( b \)) are the creation and annihilation operators for a boson in the mode \( a \) (\( b \)), and \( n_a, n_b \) are their number operators. For the bosonic representation, the number of particles \( N = 2j \) is equal to the particle number of the fermionic representation [69].

Since the LMG model is exactly solvable any eigenstate of the LMG Hamiltonian \(|\psi_{a,b}\rangle\) can be written as the operator [68]
\[
\prod_{\ell=1}^{M} \left( \frac{(a^\dagger)^2}{E_\ell - 1} + \frac{(b^\dagger)^2}{E_\ell + 1} \right)
\]
(21)
acting on bosonic fiducial state \(|\nu_a, \nu_b\rangle\). The integer \( M \) is related to \( N \) and \( \nu_a, \nu_b \) by \( N = 2M + \nu_a + \nu_b \), where \( \nu_a, \nu_b \) are initially restricted to be 0 or 1. For nonzero \( V \) the spectral parameters \( E_\ell \) are real numbers obtained by solving the Bethe ansatz equations [68, 69]
\[
1 + \frac{V}{N(E_\ell^2 - 1)} \left[ (\nu_a - \nu_b) (1 + E_\ell^2)
+ 2E_\ell (1 + \nu_a + \nu_b) \right]
+ 2\frac{V}{N} \sum_{n=1}^{M} \frac{1 + E_\ell E_n}{E_\ell - E_n} = 0.
\]
(22)
The two bosonic modes can be encoded in qubits up to a cutoff in occupation number by standard techniques [70]. The product nature of the exact solution Eq. (21) lends itself naturally to the definition of a quantum circuit for preparation of the exact eigenstates for any number of particles. The general LMG eigenstate generating circuit, explored in more detail in Ref. [71], has a depth of $O(\log N)$ and uses $O(N)$ gates which act on $O(N/2)$ qubits.

V. RESULTS OF QUANTUM CALCULATIONS USING THE IBM QUANTUM EXPERIENCE

In this section we implement the VQE calculation for a LMG model with $N = 2$ on a quantum computer and characterize the importance of different decoherence errors. Quantifying these errors yields some insight into how much the performance of quantum computers needs to be improved for quantum calculations to yield results that are more accurate than those obtained using approximate classical methods. For the calculations reported here, we fix $V = 1$, where both one-qubit and two-qubit operators contribute at comparable scales to $\bar{H}$.

We use the open source Quantum Information Science Kit (QISKit, or Qiskit) [72] and run the quantum algorithms on the ibmq_16_melbourne, the device with the largest number of qubits that is made publicly available by IBM through their Quantum Experience program. We refer to this device as the “Melbourne processor.” We also perform calculations on IBM Quantum (Q) Experience’s open quantum assembly language (QASM) [73] Simulator (or “qasm_simulator”) [74] and investigate the effects of different decoherence mechanisms, which helps to identify the physical improvements that would yield the largest increases in the calculational accuracy.

### A. Error characterization

Qiskit, which is the software interface for the IBM Quantum Experience, provides a mechanism for including errors that are obtained by fitting the results of a calibration run of the quantum device to a combination of errors of specific types [75]: (1) single-qubit thermal relaxation errors, (2) single-qubit depolarizing errors, (3) two-qubit gate depolarizing errors, (4) single-qubit thermal relaxation errors of both qubits in a two-qubit gate, and (5) single-qubit readout errors.

The relaxation errors are parameterized using the relaxation time $T_1$; the fidelity of single-qubit gates is determined by the product of $T_1$ and the qubit frequency, while the relaxation-induced infidelity of the two-qubit gates is determined by the ratio of $T_1$ and the duration of the gate. Depolarization errors of the single qubit gates are parameterized by dephasing times $T_2$, where again the relevant parameter is the ratio of $T_2$ to the gate duration. The two-qubit depolarization errors quantify errors that occur in addition to the relaxation errors of the individual qubits during the gate duration. For the readout errors, measurement errors for the states $|0\rangle$ and $|1\rangle$ are typically different, and the Qiskit error class provides two readout errors, $P(0|1)$ and $P(1|0)$, as described in Ref. [76].

The parameters that quantify these error sources as obtained from the calibration data of IBM Q backends [77] are presented in Table I. The two-qubit gate listed in the table is a single-qubit rotation about the $x + z$ axis of the Bloch sphere. The error parameters for U1 gates (rotations about the $z$ axis of the Bloch sphere) and U3 gates (generic single-qubit rotations with three Euler angles) are not listed in the table, as U1 gates are implemented classically via post-processing [78] and U3 gates are implemented by composing U1 and U2 gates [79]. We note that the error parameters are different for different qubits.

Additionally, we note that the Qiskit-provided “noise models” are fits of randomized benchmarking data [80] to simplified approximate descriptions of IBM Q device errors, as opposed to a comprehensive description of all modes of error in a noisy quantum device [81], and that the calibration data are obtained from a daily measurement protocol of the device backend and may vary over the course of the day.

We report the errors obtained in a classical simulation of the processor when each of these types of error is either included or excluded and compare these errors to the results obtained using the Melbourne quantum processor. This comparison enables us to identify the error sources that are currently limiting the performance, for which mitigation would improve the accuracy the most.

### B. Results

To probe the degree of contributions from the different sources of inaccuracy to the errors in the results for the LMG model, we calculate the difference between the energy obtained as a result of our VQE algorithm, $\min_\theta \bar{H}(\theta)$, and the ground state energy, $E_{\text{gnd}} = -\sqrt{2}$ for $V = 1$ for a set of runs on an IBM-supplied classical simulator of the quantum computer that incorporates different subsets of the errors in Table I. We compute the values of $\min_\theta \bar{H}(\theta)$ for each of $2^5$ configurations of the

| Parameter                              | Qubit |          |          |
|----------------------------------------|-------|----------|----------|
| $T_1 (\mu s)$                          | 1     | 48.0     | 50.9     |
| $T_2 (\mu s)$                          | 2     | 60.2     | 48.1     |
| Qubit frequency (GHz)                   | 3     | 5.1      | 5.2      |
| U2 gate length (ns)                     | 4     | 53       | 53       |
| CNOT gate length (ns)                   | 5     | 740      | 690      |
| U2 gate error                           | 6     | 0.0005   | 0.0013   |
| CNOT gate error                         | 7     | 0.0255   | 0.0255   |
| Readout error $P(0|1)$                  | 8     | 0.005    | 0.019    |
| Readout error $P(1|0)$                  | 9     | 0.046    | 0.101    |

TABLE I. Values of error parameters for qubits 1 and 2 in the Melbourne processor.
FIG. 3. Energy of variational state as a function of the VQE trial parameter \( \theta \). The results obtained using the Melbourne processor are compared to the exact result as well as to the results of classical simulations of the quantum processor that incorporate one of the five error mechanisms listed in Table I. The lines in the figure are parabolic fits for the Melbourne and simulation results, while the solid black line shows the exact value of \( \bar{H} \) obtained analytically using Eq. (8). Error bars on each data point show the statistical errors \( 1/\sqrt{n} \), where \( n = 8192 \) is the number of runs over which the result for each model is averaged.

Figure 3 shows the energy as a function of the variational parameter \( \theta \) with no errors, with all the sources of error in Table I included, and with each error type included individually. Based on the deviation of the measured energy of the variational state with the exact result, it appears that readout errors dominate the overall error, with two-qubit gate errors the second-largest source of overall error.

We note that the error of the classical simulation is slightly smaller than that of the quantum processor. It is entirely possible that this discrepancy arises because of the use of an approximate error model and/or because of drift leading to slightly degraded performance over the course of a day, as mentioned above. It is also possible that the quantum processor has significant initialization errors that are not included in the IBM-provided “noise model.”

Figure 4 shows a different method for assessing the relative importance of the different errors listed in Table I. We track the correlation of each type’s setting (whether it is off or on) with the ranking of its corresponding result \( \min_\theta \bar{H}(\theta) - E_{\text{gnd}} \) amongst all other noise models. The figure summarizes these results and also reports the correlation coefficients for each source of computational error. This analysis confirms that readout errors are the most significant with two-qubit gate relaxation errors being the second most important and two-qubit gate depolarization errors the third most important. The effects of one-qubit errors on the variational energies are much smaller than those of the readout errors and of the two-qubit gates.

C. Implementing error mitigation

In this subsection we investigate the performance of error mitigation procedures for the errors arising from readout and from \( \text{CNOT} \) gates for the calculations of the energy of the Lipkin model with \( N = 2 \). The readout errors are mitigated by using features from the Qiskit library \([82]\) in which the measured readout error is used to generate and invert a matrix to obtain the relevant correction. The two-qubit gate depolarization errors are mitigated using zero-noise extrapolation (ZNE) as described in Ref. [31].

We first discuss the procedure to mitigate the measurement errors as implemented in the Qiskit library [82]. First, the measurement errors are calibrated. For our situation with two qubits,
one measures the expectation values \(\langle Z_1 \rangle, \langle Z_2 \rangle, \) and \(\langle Z_1 Z_2 \rangle\) of the states \({\{00\}, \{01\}, \{10\}, \{11\}\}}. In the absence of readout error, each of these measurements would yield the relevant dictionary basis element with unit probability. In the presence of readout error, the results can be described using a \(4 \times 4\) matrix
\[
M_{ij} = P(i|j),
\]
where \(P(i|j)\) is the probability that the result \(i\) is obtained when one measures the basis element \(|j\rangle\). Finally, the probability distribution of measured results from the quantum circuit, \(P(i)\), is corrected by writing the distribution as a \(2^N = 4\)-dimensional vector \(\vec{P}\) and applying the inverse of the matrix \(M\) to obtain a probability vector with mitigated readout error
\[
\vec{P}' = M^{-1} \vec{P}.
\]

To mitigate two-qubit gate errors, we perform zero noise extrapolation (ZNE) using a linear fit, as discussed in Ref. [31]. In the absence of two-qubit gate errors, inserting two successive identical CNOT gates anywhere in a circuit does not change the circuit’s output. However, in the presence of small CNOT gate error, inserting additional CNOTs increases the circuit error by a factor of approximately \(r = 1 + 2n\), where \(n\) is the number of identity insertions. Figure 5 shows the circuit that prepares a \(N = 2\) variational state for the Lipkin model with a single identity insertion. We measure the average value of an observable \(\bar{O}(r)\) for this prepared state as a function of \(r\), the number of CNOTs, and extrapolate linearly to estimate the value of \(\bar{O}(0)\), the average value of the observable in the absence of CNOT gate error.

We characterize the improvements to the accuracy in measured average values of the observables obtained by using error mitigation when the variational parameter \(\theta\) is fixed at its known optimum value, \(\theta = \pi/8\). First, we test how adding each mitigation technique separately to the process of estimating \(\langle H \rangle\) improves the accuracy. We also mitigate both measurement errors and two-qubit gate errors by applying the inverted calibration matrix \(M^{-1}\) to the probability distributions obtained from each of the circuits in Fig. 5; subsequently, results from calculating \(\bar{H}\) with each of these circuits can be used to linearly extrapolate a value of \(\bar{H}\) with \(r = 0\), to mitigate two-qubit gate depolarization errors in addition to readout errors. Results comparing these techniques separately and together for \(\bar{H}\) are presented in Fig. 6, where it can be seen that mitigating both the readout and CNOT errors improves the accuracy of the results substantially.

**VI. COMPUTING OBSERVABLES**

To be of interest to experiments, such as direct detection of dark matter, we need to not only be able to compute the energy of an optimal VQE trial for a many-body ground state with lower complexity and greater accuracy than classical computations, but also to use the approximate ground state wave function \(|\psi(\theta_{\text{min}})\rangle\) to compute physical observables. As a stand-in for this goal, we here compute expectation values of observables in the LMG model, such as \(H^n, J_1^n,\) and \(J_0^n\) for \(n \in \mathbb{N}\), as given by Eqs. (6), (2), and (3), where \(J_1 = (J_+ + J_-)/2\). In this section, we explore the precision of results obtained from current hardware; specifically, given the availability of readout error mitigation techniques [82], we consider results of simulations with a noise model including all sources of infidelity described in Sec. V except for readout error, to compare with exact analytic calculations of the LMG model.

As in the preceding calculations, we consider the \(N = 2\) system with \(V = 1\). In this case, note that for \(O \in \{H, J_0, J_1\}\), \(O^3 = O\), so we may summarize the behavior of all moments
\[
\overline{O^n}(\theta) \equiv \langle \psi(\theta) | O^n | \psi(\theta) \rangle
\]
for all powers \(n \in \mathbb{N}\) using only the values \(n = 1, 2\) with a given state \(\psi(\theta)\). Furthermore, by the symmetries \(\langle 01 | \psi(\theta) \rangle = \langle 10 | \psi(\theta) \rangle = 0\), as per Eq. (9), we can observe that \(\overline{H^2}(\theta) = \overline{J_1^2}(\theta) = \overline{J_0^2}(\theta) = \overline{J_1}(\theta) = 0\) exactly for all values of \(\theta\). Thus, we need to consider only \(\overline{H}(\theta), \overline{J_0}(\theta),\) and \(\overline{J_1}(\theta)\). The fractional deviation of these averages obtained with the VQE optimal value \(\theta = \theta_{\text{min}}\) from results obtained with the exact solution \(\theta = \pi/8\) are displayed in Fig. 7.

Results obtained here from VQE calculations may be compared to those obtained classically such as in Ref. [17]. For example, their classical calculation of the spin-orbit coupling op-
FIG. 6. Performance of error mitigation techniques for estimation of energy for the \( N = 2 \) Lipkin model ground state in Eq. (9), with fixed coupling \( V = 1 \) and the exact optimum value of the variational parameter \( \theta = \pi/8 \). All data were calculated on the IBM Q simulator, including all errors listed in Sec. V A. The average values of the Hamiltonian operator \( H \) as given in Eq. (7) for the prepared state are compared using different error mitigation techniques. Deviations from the exact value obtained analytically, \( E_{\text{gnd}} = -\sqrt{2} \), are compared when implementing neither, one, or both of the mitigation techniques for readout and two-qubit gate depolarization errors, as described in Sec. V C.

FIG. 7. Moments of physical quantities used in dark matter detection calculations are calculated using a noise model simulation of the Melbourne processor with no readout error to obtain \( \theta_{\text{min}} \) and subsequently using Eq. (25), which are compared to exact values obtained analytically. Exact values for these averaged quantities are \( \bar{H}_{\text{gnd}} = E_{\text{gnd}}, (\bar{J}_0)_{\text{gnd}} = -1/\sqrt{2} \), and \( (\bar{J}_2^L)_{\text{gnd}} = (2 - \sqrt{2})/4 \).

FIG. 8. Performance of error mitigation techniques for estimation of observables for the \( N = 2 \) Lipkin model ground state in Eq. (9) with fixed coupling \( V = 1 \) and the exact optimum value of the variational parameter, \( \theta = \pi/8 \). All data were calculated using the IBM Q simulator with all errors listed in Sec. V A. Moments of physical quantities used in dark matter detection calculations are calculated with and without using mitigation techniques for both two-qubit gate depolarization and readout errors. Exact values for these averaged quantities are \( \bar{H}_{\text{gnd}} = E_{\text{gnd}}, (\bar{J}_0)_{\text{gnd}} = -1/\sqrt{2} \), and \( (\bar{J}_2^L)_{\text{gnd}} = (2 - \sqrt{2})/4 \). The error mitigation procedure yields improvement to the results for the quantities \( J_0 \) and \( J_2^L \) that is similar to that obtained for the energy \( H \).

The error mitigation procedure yields improvement to the results for the quantities \( J_0 \) and \( J_2^L \) that is similar to that obtained for the energy \( H \).

We now characterize the improvements to the accuracy in measured average values of the observables \( J_0 \) and \( J_2^L \) that are obtained by using error mitigation as described in Sec. V C. We again measure the observables for the variational state with the known optimum value of the variational parameter \( \theta = \pi/8 \) for circuits in which the CNOT is replaced by three CNOTs and extrapolate the results back to obtain the error-mitigated result. These results are displayed in Fig. 8. We find that this mitigation technique yields improvements of an order of magnitude in the accuracy of the measured observables \( J_0 \) and \( J_2^L \). However, significant additional accuracy improvements will still be needed to exceed the \( \sim 1\% \) precision of existing classical calculations of these observables in more realistic situations, such as results presented in Ref. [17].
VII. SUMMARY

Appropriate interpretation of the results of experiments, including upper bounds, requires reliable models of target nuclides, including quantified uncertainties. Quantum computing has the potential to enable one to go beyond the limitations of classical calculations, improving the models as well as understanding the uncertainties in those models.

Studying the ground state of many-body systems similar to the LMG model can pose a complex quantum problem. Highly accurate quantum processors are needed for quantum computing to yield improvements over classical algorithms. To identify and assess the most significant sources of error in an existing quantum processor, we develop quantum circuits for VQE calculations on the LMG model and implement the algorithm for the simplest nontrivial case. We compare VQE results and the exact ground state of the LMG model and identify the dominant errors limiting the accuracy of the calculation. We find that readout error and two-qubit gate errors are the dominant sources of infidelities using current quantum hardware. Further, we find that error mitigation techniques improve the accuracy of the calculations substantially. Our results suggest that, given recent rapid advances in the development of quantum computing hardware [83], near-term quantum computers could help with the calculation of at least gross properties of nuclear ground states.
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