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Abstract

In this work, we introduce the Kaiser-Bessel interpolation basis for the particle-mesh interpolation in the fast Ewald method. A reliable \textit{a priori} error estimate is developed to measure the accuracy of the force computation in correlated charge systems, and is shown to be effective in optimizing the shape parameter of the Kaiser-Bessel basis in terms of accuracy. By comparing the optimized Kaiser-Bessel basis with the traditional B-spline basis, we demonstrate that the former is more accurate than the latter in part of the working parameter space, saying a relatively small real space cutoff, a relatively small reciprocal space mesh and a relatively large truncation of basis. In some cases, the Kaiser-Bessel basis is found to be more than one order of magnitude more accurate.
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I. INTRODUCTION

The accurate and efficient computation of the electrostatic interactions is of central importance in the molecular dynamics simulations that use the point-charge all-atom force fields [1]. One important type of computational methods is the cutoff method that approximates the long-range electrostatic interaction by a short-range spherically cutoff interaction, and some examples are the reaction field method [2, 3], the Wolf method [4], the isotropic periodic sum method [5] and the zero-multipole method [6–8]. Another type, which fully treats the long-range part of the electrostatic interaction under the periodic boundary condition, is the Ewald summation [9] and its derived fast methods, for instance, the particle mesh Ewald (PME) method [10], the smooth particle mesh Ewald (SPME) method [11], the particle-particle-particle-mesh (PPPM) method [12] and the multiple staggered mesh Ewald (MSME) method [13, 14]. Ref. [15] provided a thorough analysis on the performance of the fast Ewald methods and other methods that also treat the long-range part of the electrostatic interaction in periodic boundary systems.

The essential ideas of the fast Ewald methods are the same [16], that is to interpolate the charged particles by a charge distribution defined on a uniform mesh (the particle-mesh interpolation), and then the computation of the structure factor can be accelerated by the fast Fourier transform (FFT) that computes the discrete Fourier transforms with substantially lower complexity. The accuracy of the particle-mesh interpolation largely relies on the interpolation basis. The PME method uses Lagrange basis, while the SPME, PPPM and MSME methods use the B-spline interpolation basis, and the later has been shown to be more accurate [12].

The computation of the structure factor can be viewed as a nonequispaced discrete Fourier transform (NDFT) of the particle charges. The fast algorithm of NDFT, i.e. the nonequispaced fast Fourier transform (NFFT), shares almost the same idea as the fast Ewald method, and has been developed for a long time by the applied mathematics community [17–24]. Using the NFFT with B-spline basis in computing the electrostatic interaction in the particle simulations is found in Ref. [24, 25], and the equivalence between the NFFT based method and PPPM method has been established in periodic systems [15]. In the literature of NFFT, a great amount of effort was devoted to analyzing the accuracy of NFFT approximation with
different interpolation bases (or the window functions in the words of the NFFT community), such as the Gaussian, the B-spline, the Bessel and the Kaiser-Bessel functions \[^{[27]}\], and it is argued that the Bessel and the Kaiser-Bessel functions are more accurate than the B-spline basis \[^{[23, 28]}\]. A natural question then arises: How accurate would the fast Ewald method be when using the Bessel or Kaiser-Bessel as the basis for the particle-mesh interpolation. Very recently, this question was partially answered by Nestler \[^{[29]}\] who showed that, in a homogeneous and uncorrelated charge system, the Bessel basis function is, in some cases, more accurate than the B-spline basis that is the “golden standard” of the fast Ewald methods.

In this work, we propose the Kaiser-Bessel function as the interpolation basis in the fast Ewald method. The main difficulty is to determine the optimal shape of the Kaiser-Bessel function in terms of best accuracy. We therefore provide an \textit{a priori} error estimate for the fast Ewald method that uses the Kaiser-Bessel basis, in both uncorrelated and correlated charge systems, and show that the shape parameter that minimizes the estimated error is very close to that minimizes the actual error. In fact the error estimate established by Deserno and Holm \[^{[30]}\] and that by Nestler \[^{[29]}\] can be extended to the Kaiser-Bessel basis without substantial difficulty, but they only apply in the homogeneous and uncorrelated charge systems. Our contribution is to develop the error estimate for the correlated charge systems (like water systems), which is more relevant for biomolecular simulations.

By using the optimal shape parameter, the accuracy of using the Kaiser-Bessel basis is systematically compared with that of using the B-spline basis in the TIP3P \[^{[31]}\] water system. We show that, for a smaller direct space cutoff, a larger truncation of interpolation basis and a smaller mesh size, the Kaiser-Bessel may be superior to the B-spline basis. In some cases, the Kaiser-Bessel is more than one order of magnitude more accurate. We also detect the cases that the Kaiser-Bessel is inferior to the B-spline basis. Therefore, the choice between the Kaiser-Bessel and the B-spline bases depends on the settings of other working parameters of the fast Ewald method. We also numerically show that, in the TIP3P water system, the Kaiser-Bessel basis is only marginally more accurate than the Bessel basis, therefore, both of them can be used as a replacement of the B-Spline basis in certain parameter ranges.
This work is organized as follows: Sec. II introduces the Ewald summation. Sec. III provides the idea of the fast Ewald method, which is generalized for any kind of interpolation basis. Sec. IV proposes the error estimate for the Kaiser-Bessel basis in homogeneous and uncorrelated charge systems. The reliability of determining the shape parameter by the error estimate is numerically investigated. In Sec. V, the error estimate is developed for the correlated charge systems, and is validated in a point-charge water system. In Sec. VI, the Kaiser-Bessel basis is numerically compared with the B-spline basis in a broad parameter range. The parameter region where the Kaiser-Bessel basis is more accurate is summarized. The work is concluded in Sec. VII.

II. THE EWALD SUMMATION

We consider a periodic system with \( N \) point charges \( \{ q_1, q_2, \ldots, q_N \} \) in the unit cell, and denote their positions by \( \{ r_1, r_2, \ldots, r_N \} \). The energy of the electrostatic interaction between the charges is subject to the Coulomb’s law. The energy of the unit cell is given by

\[
E = \frac{1}{2} \sum_n^N \sum_{i,j=1}^N \frac{q_i q_j}{|r_{ij} + n|},
\]

(1)

where \( r_{ij} = r_i - r_j \), and \( n = n_1 a_1 + n_2 a_2 + n_3 a_3 \) with \((n_1, n_2, n_3) \in \mathbb{Z}^3\) and \((a_1, a_2, a_3)\) being the unit cell vectors. When \( n = 0 \) the inner summation computes the energy of the charges in the unit cell, while when \( n \neq 0 \) the inner summation computes the energy between the unit cell and the periodic image that is shifted by \( n \). The “\( \ast \)” over the outer summation means that the inner summation should omit the \( i = j \) terms when \( n = 0 \). The source of the factor \( 1/2 \) in front of the summation is explained in Appendix A of Ref. 32.

The Ewald summation splits the Coulomb energy \( \text{(1)} \) into three parts, the direct part, the reciprocal part and the correction part, i.e. \( E = E_{\text{dir}} + E_{\text{rec}} + E_{\text{correction}} \), with the definitions

\[
E_{\text{dir}} = \frac{1}{2} \sum_n^N \sum_{i,j=1}^N \frac{q_i q_j \text{erfc}(\beta |r_{ij} + n|)}{|r_{ij} + n|},
\]

(2)

\[
E_{\text{rec}} = \frac{1}{2\pi V} \sum_{m \neq 0} \exp(-\pi^2 m^2 / \beta^2) \frac{m^2}{m^2} S(m) S(-m),
\]

(3)

\[
E_{\text{correction}} = -\frac{\beta}{\sqrt{\pi}} \sum_{i=1}^N q_i^2,
\]

(4)
where $\beta > 0$ is the splitting parameter. It is noted here that the surface energy term is absent in the Ewald summation due to the spherical summation order in Eq. (1) and the metallic boundary condition. The detailed investigation on the surface energy term is found in Ref. [32–34]. In Eq. (3), $m = m_1a_1^* + m_2a_2^* + m_3a_3^*$ with $(m_1, m_2, m_3) \in \mathbb{Z}^3$ and $(a_1^*, a_2^*, a_3^*)$ being the reciprocal unit cell vectors that are defined by $a_\alpha \cdot a_\gamma^* = \delta_{\alpha\gamma}$, $\alpha, \gamma = 1, 2, 3$. $V = a_1 \cdot (a_2 \times a_3)$ is the volume of the unit cell. The erfc$(x)$ in Eq. (2) is the complementary error function, and the $S(m)$ in Eq. (3) is the structure factor defined by

$$S(m) = \sum_{j=1}^{N} q_j e^{2\pi i m \cdot r_j}.$$  

The “$i$” at the exponent is the imaginary unit that should not be confused with the particle index $i$.

The complementary error function converges to zero exponentially fast as the distance between atoms increases, therefore, the summation in the direct energy (2) can take into account a finite number of “neighbors” of atom $i$. More precisely, if the distance between atoms $i$ and $j$ (that is $|r_{ij} + n|$, where the periodic images of $j$ should be considered) is larger than a cutoff radius $r_c$, then the direct interaction between them can be neglected. This approximation introduces error in the direct part computation, but it allows the usage of the neighbor list algorithm [35] that reduces the computational complexity to $\mathcal{O}(N)$. The summation in the reciprocal energy (3) converges exponentially fast as one includes more terms. Therefore, the infinite summation can be truncated as $-K_\alpha/2 \leq m_\alpha < K_\alpha/2$, and the number of summed terms should take $K_1K_2K_3 \sim N$, which leads to an overall computational complexity of $\mathcal{O}(N^2)$. When using a larger splitting parameter $\beta$, the complementary error function in the direct energy (2) converges faster, so the energy contribution due to the neighbors outside the cutoff radius becomes smaller, and the accuracy of the direct space computation increases. At the same time, the exponential in the reciprocal energy (3) converges slower, so the accuracy of the reciprocal space computation decreases. Therefore, a smaller cutoff $r_c$ and a larger truncation $K_\alpha$ should be used with a larger $\beta$, which leads to a decreased computational cost of the direct part and an increased computational cost of the reciprocal part, respectively. Thus, the splitting parameter provides a way to move the computational load from the direct to the reciprocal part of the Ewald summation and vice versa. It has been pointed out that the optimal computational cost of $\mathcal{O}(N^{1.5})$ is achieved
when the direct and reciprocal computational costs are balanced [36].

III. THE FAST EWALD METHOD USING THE KAISER-BESSEL BASIS

The computational cost of \( O(N^{1.5}) \) becomes too expensive for simulations of systems that have more than a thousand of atoms. The development of the fast Ewald methods starts from an observation: If the atoms in the system locate on a \( K_1 \times K_2 \times K_3 \) uniform mesh and \( N = K_1 K_2 K_3 \), then the structure factor is nothing but a discrete Fourier transform of the charge distribution that can be computed at the cost of \( O(N \log N) \) by using the FFT. In practice, as the atoms are usually not on the uniform mesh, the charge distribution is firstly interpolated on the uniform mesh, and then the computation on the mesh is accelerated by the FFT. Finally, the resulting force, defined on the mesh, is interpolated back to the particles. The computational cost of the interpolation grows in proportion to the number of particles, and that of the FFT grows as \( O(N \log N) \), thus the total computational complexity in the reciprocal space is \( O(N \log N) \). Since the direct space cost is \( O(N) \), the overall computational complexity of the fast Ewald methods is \( O(N \log N) \).

In the following, we briefly introduce the fast Ewald method. For more details, the readers are referred to the literature like Refs. [10–12]. We let the number of mesh points on direction \( \alpha \) (\( \alpha = 1, 2, 3 \)) be \( K_\alpha \), and rescale the \( \alpha \) component of the particle coordinate \( r \) to \( u_\alpha \) by \( u_\alpha = K_\alpha r_\alpha \), where \( r_\alpha = a_\alpha^* \cdot r \). The range of \( u_\alpha \) is \([0, K_\alpha]\). By using this notation, the interpolation of the single particle contribution to the structure factor, \( q e^{2\pi im_\alpha u_\alpha/K_\alpha} \), is given by

\[
q e^{2\pi im_\alpha u_\alpha/K_\alpha} \approx qf(u_\alpha) := \hat{g}(m_\alpha/K_\alpha) \sum_{l_\alpha \in I_{K_\alpha}} q \varphi_c(u_\alpha - l_\alpha) e^{2\pi im_\alpha l_\alpha/K_\alpha},
\]

where \( I_{K_\alpha} = \{ l \in \mathbb{Z} | -K_\alpha/2 \leq l < K_\alpha/2 \} \). The interpolation basis is denoted by \( \varphi \), and \( \varphi_c \) is the truncated interpolation basis that is defined by

\[
\varphi_c(x_\alpha) = \begin{cases} 
\varphi(x_\alpha) & |x_\alpha| \leq C, \\
0 & \text{otherwise in } I_{K_\alpha},
\end{cases}
\]

with the truncation radius \( C \) being a positive integer. Outside interval \( I_K \), \( \varphi_c \) is periodically extended with period \( K_\alpha \) to \( \mathbb{R} \). With the truncation, the interpolation of one charge (6) can be computed at a constant computational cost, and the cost of interpolating all charges in
the system is $O(N)$, otherwise, the interpolation would take $NK_1K_2K_3 \sim N^2$ operations. Therefore, the truncation is always enforced, and it is usually required that the interpolation basis converges to zero fast outside the truncation radius. In Eq. (6), $\hat{g}(m_\alpha)$ is a prefactor that can be chosen in several ways. For example, the SPME method takes \[ \hat{g}(m_\alpha) = \frac{1}{\sum l_\alpha \hat{\varphi}_c(m_\alpha + l_\alpha K_\alpha)}, \] (8)

while the PPPM method that optimizes the reciprocal force accuracy in a homogeneous and uncorrelated charge system derives

$$\hat{g}(m_\alpha) = \frac{\hat{\varphi}_c(m_\alpha)}{\sum l_\alpha \hat{\varphi}_c^2(m_\alpha + l_\alpha K_\alpha)},$$

(9)

where the $\hat{\varphi}_c$ denotes the Fourier transform of truncated interpolation basis. In this work, we adopt the PPPM convention (9), and explain this expression in Appendix A.

Inserting Eq. (6) in the reciprocal part of Ewald summation (3), we arrive at

$$E_{\text{rec}} \approx \sum_{l_1,l_2,l_3} Q(l_1, l_2, l_3) \left[ Q \ast (FB^2)^\vee \right] (l_1, l_2, l_3),$$

(10)

where

$$B(m) = \prod_\alpha \hat{g}(m_\alpha),$$

(11)

$$F(m) = \frac{1}{2\pi V} \times \begin{cases} \exp(-\pi^2 m^2 / \beta^2) & |m| \neq 0, \\ 0 & |m| = 0, \end{cases}$$

(12)

$$P_r(l_1, l_2, l_3) = \prod_\alpha \varphi_c(u_\alpha - l_\alpha),$$

(13)

$$Q(l_1, l_2, l_3) = \sum_j q_j P_{r_j}(l_1, l_2, l_3).$$

(14)

The symbol “*” denotes the convolution, and “\(\vee\)” denotes the backward discrete Fourier transform. The computational complexity of Eq. (14) is $O(N)$, because the interpolation basis $\varphi$ is truncated. The convolution $Q \ast (FB^2)^\vee$ in Eq. (10) can be computed at a cost of $O(N \log N)$ by using the identity $Q \ast (FB^2)^\vee = [\hat{Q} \times (FB^2)]^\vee$ and the fast Fourier transform.

The reciprocal force of particle $i$ is similarly approximated by

$$\mathbf{F}_{\text{rec},i} \approx q_i \sum_{l_1,l_2,l_3} P_{r_i}(l_1, l_2, l_3) \left[ Q \ast (GB^2)^\vee \right] (l_1, l_2, l_3),$$

(15)
with notation

\[
G(m) = -4\pi im F(m).
\]  

This force scheme is known as the \(ik\)-differentiation \[14\]. The other popular scheme, i.e. the analytical differentiation, which takes the differentiation on the approximated energy Eq. (10) with respect to the particle position, cannot be constructed if the interpolation basis \(\varphi\) is not differentiable. The Kaiser-Bessel basis investigated in this work is discontinuous at the truncation \(C\), thus using the analytical differentiation to compute the particle force is impossible for this basis.

In Eq. (6), one has the freedom of choosing the interpolation basis \(\varphi\). The original PME method uses the Lagrange interpolation, while the SPME and PPPM methods use the cardinal B-spline interpolation, which is shown to be better than Lagrange interpolation in terms of accuracy \[12\]. The \(n\)-th order B-spline basis can be defined in a recursive way:

\[
\varphi_1(x) = \chi_{[-1/2, 1/2]}(x), \quad \varphi_n(x) = K \varphi_{n-1} \ast \varphi_1(x),
\]  

(17)

where \(\chi_{[-1/2, 1/2]}\) denotes the characteristic function on interval \([-1/2, 1/2]\). \(\hat{\varphi}(m)\), the Fourier transform of \(\varphi\), is given by

\[
\hat{\varphi}(m) = \frac{1}{K} \left[ \text{sinc} \left( \frac{\pi m}{K} \right) \right]^n.
\]  

(18)

It should be noted that the \(n\)-th order B-spline basis has a compact support of \([-n/2, n/2]\), therefore, it is natural to take the truncation radius as \(C = n/2\), and thus \(\varphi \equiv \varphi_c\).

The Bessel basis is defined by

\[
\varphi(x) = I_0(\pi h \sqrt{C^2 - x^2}),
\]  

(19)

where \(h\) is the shape parameter, and \(I_0\) denotes the modified zero-order Bessel function. Its Fourier transform is

\[
\hat{\varphi}(m) = \frac{1}{K} \times \begin{cases} 
\frac{\sinh(\pi C \sqrt{h^2 - (2m/K)^2})}{\pi \sqrt{h^2 - (2m/K)^2}} & |2m/K| \leq h, \\
\frac{\sin(\pi C \sqrt{(2m/K)^2 - h^2})}{\pi \sqrt{(2m/K)^2 - h^2}} & |2m/K| > h,
\end{cases}
\]  

(20)

where \(\sinh\) is the hyperbolic sine function defined by \(\sinh(x) = (e^x - e^{-x})/2\).
FIG. 1: The truncated Kaiser-Bessel basis with different shape parameters and the B-spline basis (plot (a)), and their Fourier transforms (plot (b)). In the legend, the “KB” stands for Kaiser-Bessel. The truncation radius $C$ is taken to be 2. The number of mesh points is $K = 32$. In the plots, all the basis and the Fourier transform pairs are rescaled by the basis value measured at 0 for an easier comparison.

The Kaiser-Bessel basis, which interchanges the role of the direct and Fourier domains of the Bessel basis, is defined by

$$\varphi(x) = \frac{\sinh(\pi h \sqrt{C^2 - x^2})}{\pi \sqrt{C^2 - x^2}},$$

where $h$ is the shape parameter. Its Fourier transform is given by

$$\hat{\varphi}(m) = \frac{1}{K} \times \begin{cases} I_0 \left( \pi C \sqrt{h^2 - (2m/K)^2} \right) & |2m/K| \leq h, \\ 0 & |2m/K| > h, \end{cases}$$

where $I_0$ denotes the modified zero-order Bessel function.

The Fourier transform of the truncated basis $\varphi_c$, which is denoted by $\hat{\varphi}_c$ in this work, is
in general not equal to \( \hat{\varphi} \) given by (22), thus it is evaluated numerically. Although this numerical evaluation is more expensive than an analytical formula, fortunately, one only needs to do it once before the simulation starts. It should be noticed that, unlike the full Kaiser-Bessel basis, the Fourier transform of the truncated basis does not have a compact support in the reciprocal space (see Fig. 1). When using a larger shape parameter \( h \), the Kaiser-Bessel basis is more localized in the direct space, while its Fourier transform is more wide-spread in the reciprocal space (see also Fig. 1).

An important problem is to determine the shape parameter \( h \) for the Kaiser-Bessel basis. We notice the fact that when the truncation radius \( C \) is fixed, the computational cost of particle-mesh interpolation does not depend on \( h \), so changing \( h \) will not alter the computational cost of the fast Ewald method. Therefore, we are allowed to tune the shape parameter \( h \) in terms of minimizing the reciprocal force error, so that the optimal accuracy is obtained from the same computational expense. In practice, the accuracy of the force computations given a shape parameter is not easy to know, unless the computed force is compared with a reference force that is obtained by using exhaustively accurate parameters. One solution is the error estimate that provides an a priori and quantitative description of the error as a function of the shape parameter, as well as other working parameters of the fast Ewald method. Then the shape parameter is determined via minimizing the estimated error. In this context, the quality of the error estimate matters, because the shape parameter will be close to the optimal one if the error estimate is accurate. The error estimate and the determination of the shape parameter will be discussed in Sec. IV.

IV. ERROR ESTIMATE AND THE OPTIMAL BASIS SHAPE

In order to derive the error estimate, a clear definition of the word “error” is necessary. In the community of molecular dynamics simulation, the error is usually defined as the root mean square (RMS) error in the force computation:

\[
\mathcal{E} = \sqrt{\langle |\Delta F|^2 \rangle},
\]  

(23)

where the error force \( \Delta F \) denotes the difference between the computed and the accurate forces, and the \( \langle \cdot \rangle \) denotes the ensemble average. We refer to the RMS force error as the “error” for convenience. The error is composed by the contributions from both the direct
and reciprocal parts, saying
\[ E^2 = E_{\text{dir}}^2 + E_{\text{rec}}^2, \]  
(24)
where \( E_{\text{dir}} = \sqrt{\langle |\Delta F_{\text{dir}}|^2 \rangle} \) and \( E_{\text{rec}} = \sqrt{\langle |\Delta F_{\text{rec}}|^2 \rangle} \), with \( \Delta F_{\text{dir}} \) and \( \Delta F_{\text{rec}} \) being the error forces in the direct and reciprocal spaces, respectively. The error is of the additive form (24) because it is reasonable to assume the independency of the direct and reciprocal error contributions.

In the direct space, the error originates from neglecting the particle interactions beyond the cutoff radius, and has been studied by, for instance, Refs. [37, 38]. In the reciprocal space, the error originates from particle-mesh interpolation that approximates the particle contribution to the structure factor by a linear combination of the interpolation bases defined on the uniform mesh. The magnitude of the reciprocal error is controlled by the interpolation basis and the mesh size. For a homogeneous and uncorrelated charge system, we estimate the reciprocal error of force computation by using the error estimate framework proposed in Ref. [39], and reach
\[ |E_{\text{rec}}^2|^2 \approx |E_{\text{homo}}^2|^2 = 2q^2 Q^2 \sum_m G^2(m) \sum_\alpha \sum_l Z_{\alpha,l}^2(m) \]  
(25)
with
\[ Z_{\alpha,l}(m) = \frac{\hat{\phi}_c(m_\alpha \hat{\phi}_c(m_\alpha + lK_\alpha)}{\sum_l \hat{\phi}_c^2(m_\alpha + lK_\alpha)} - \delta_{l0}, \]  
(26)
where \( Q^2 = \sum_i q_i^2, q^2 = Q^2/N \) and \( \delta \) is the Kronecker delta. The magnitude of the error is related to the interpolation basis via function \( Z_{\alpha,l}(m) \). The outline of the proof is provided in Appendix A.

As mentioned by in Sec. III, the optimal shape of the Kaiser-Bessel basis can be determined by minimizing the error estimate (25) with respect to the shape parameter \( h \). We therefore numerically check the quality of the error estimate and its ability to predict the optimal shape parameter for the Kaiser-Bessel basis in a uniform and uncorrelated charge system. The simulation region is of size 3.724nm × 3.724nm × 3.724nm, and contains 5184 randomly distributed charged particles. One third of the particles (1728) have a negative partial charge \(-0.834 \, e\), while the rest two thirds (3456) have 0.417 \, e. The whole system is neutral.
FIG. 2: The reciprocal error plotted against the shape parameter $h$ of the Kaiser-Bessel interpolation basis. The truncation radius of the interpolation basis is $C = 2$. The number of mesh points on each direction is $K_{\alpha} = 32$. The reciprocal force error is plotted by solid color lines for the splitting parameter $\beta = 1.0 \text{ nm}^{-1}$ (red), $2.0 \text{ nm}^{-1}$ (green), $4.0 \text{ nm}^{-1}$ (blue) and $7.0 \text{ nm}^{-1}$ (pink). The dashed lines are the corresponding error estimates of the solid lines with the same color. The black cross indicates the optimal shape parameter that minimizes the reciprocal force error for $\beta = 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0 \text{ nm}^{-1}$. The orange square indicates the optimal shape parameter determined by minimizing the estimated error.

The actual and estimated reciprocal force errors computed in this system are plotted against the shape parameter $h$ by solid and dashed color lines, respectively, in Fig. 2. The actual error is obtained by comparing the reciprocal force with a well-converged Ewald reciprocal force computation with the same splitting parameter. Different colors in the Figure stand for different choices of the splitting parameter $\beta$. For any $\beta$, the error blows up for either very small or very large $h$, therefore, there exists an optimal $h$ that minimizes the error, and an arbitrary choice of the shape parameter $h$ may lead to a computation that is orders of magnitude less accurate than the optimal one. The square and cross present the position of the optimal shape when varying the splitting parameter $\beta$. The former is determined by minimizing the estimated error, while the latter is determined by minimizing the actual error. A clear dependency of the optimal shape on the splitting parameter $\beta$ is shown by the Figure, thus there does not exist a “universal” optimal shape, and the shape of the basis should be optimized for each distinct splitting parameter. The a priori error estimate provided by us is of satisfactory quality in the sense that the estimated error is very close
FIG. 3: The actual and estimated reciprocal errors of the Kaiser-Bessel basis plotted against the splitting parameter $\beta$ in the homogeneous and uncorrelated charge system. The solid lines present the actual error, while the dashed lines present the estimated error. Different colors denote different combinations of the truncation radius and the mesh size, which are listed in the legend of the figure. The shape parameter is optimized by minimizing the estimated error.

To check the quality of the error estimate in a wider range of parameters, the estimated reciprocal error is compared with the actual error for various combinations of the reciprocal space working parameters, namely the splitting parameter $\beta$, the truncation radius $C$ of the basis and the number of mesh points $K_\alpha$ in Fig. 3. For each combination of $\beta$, $C$ and $K_\alpha$, the shape parameter is optimized by minimizing the estimated reciprocal error.

In the Figure, the actual (solid lines) and estimated (dashed lines) reciprocal force errors are plotted against the splitting parameter. The lines with different colors denote different choices of the basis truncation radius and the mesh size (see the legend of the figure for all investigated parameters). All the estimated errors closely follow the actual errors for all considered parameters, so the accuracy of using the Kaiser-Bessel basis in the fast Ewald method can be reliably measured by the error estimate.
V. ERROR ESTIMATE IN THE CORRELATED CHARGE SYSTEMS

So far we have developed and tested the error estimate of Kaiser-Bessel basis in an uncorrelated charge system. In practice, the charges in most systems are correlated for many reasons, for example, the covalence bonds, the van der Waals interaction and the hydrogen bonding. A widely studied system, in which the charges are correlated, is water. In this work, we provide the correction to the error estimate due to the charge correlation of water, which contributes to the reciprocal force error by

\[ |E_{\text{rec}}|^2 \approx |E_{\text{homo}}|^2 + E_{\text{corr}}. \]  

(27)

The correlation error \( E_{\text{corr}} \) can be partially estimated by the nearest neighbor approximation technique [39]. We take the rigid three-point-charge water model for example [14]

\[
E_{\text{corr}} = q^2 Q^2 \sum_m G^2(m) \sum_{\alpha,l} Z_{\alpha,l}^2(m) \\
+ q^2 Q^2 \sum_m G^2(m) \sum_{\alpha,l} T^w(m + lK_\alpha a^*_\alpha) Z_{\alpha,l}^2(m),
\]

(28)

where \( T^w \) is a function that delivers the charge correlation due to the covalence bonds in the water molecule. We have

\[
T^w(m) = \frac{4q_H q_O}{2q_H^2 + q_O^2} T_{s_O}(m) + \frac{2q_H^2}{2q_H^2 + q_O^2} T_{s_H}(m),
\]

(29)

where \( q_O \) and \( q_H \) are the partial charges of the oxygen and hydrogen atoms, respectively. \( s_O \) is the vector connecting the oxygen and the hydrogen atoms, and \( s_H \) is the vector connecting two hydrogen atoms. The function \( T_b(m) \) defined for vector \( b \) is the structure factor averaged over all possible directions of \( b \)

\[
T_b(m) = \langle e^{2\pi i m \cdot b} \rangle_{\text{directions}} = \frac{\sin(2\pi m |b|)}{2\pi m |b|}.
\]

(30)

Taking the TIP3P water model for example, \( q_O = -0.834 \) e, \( q_H = 0.471 \) e, \( |s_O| = 0.09572 \) nm and \( |s_H| = 0.15139 \) nm.

The actual and estimated reciprocal errors of the Kaiser-Bessel basis in the TIP3P water system are presented in Fig. [4]. The simulation region is of size \( 3.724 \text{nm} \times 3.724 \text{nm} \times 3.724 \text{nm} \), and contains 1728 water molecules. The water configuration is taken from an equilibrium.
FIG. 4: The actual and estimated reciprocal errors of the Kaiser-Bessel basis plotted against the splitting parameter $\beta$ in the TIP3P water system. The solid lines present the actual error, while the dashed lines present the estimated error. Different colors denote different combinations of the truncation radius and the mesh size, which are listed in the legend of the figure. The shape parameter is optimized by minimizing the estimated error.

NPT simulation [40]. The charge density in this system is the same as the homogeneous and uncorrelated charge system introduced in Sec. IV. Similar to Fig. 3, the error is plotted against the splitting parameter with different combinations of the truncation radius and mesh size (see the legend for all parameter combinations). The shape parameter is optimized by minimizing the estimated error. From the Figure, it is shown that the error estimate is of good quality so that the actual error is reliably computed by the estimate.

VI. COMPARISON OF THE B-SPLINE, BESSEL AND KAISER-BESSEL BASES

The reciprocal force errors of the B-spline, Bessel and Kaiser-Bessel bases are presented and compared for the TIP3P water system in Fig. 5. The four plots in the Figure, from up to down, use $K_\alpha = 32, 64, 96$ and 128 mesh points on each direction, respectively. In each plot, the errors of B-spline, Bessel and Kaiser-Bessel bases are plotted against the splitting parameter $\beta$ by dashed, dotted and solid lines, respectively, and the truncation radii $C = 2, 3$ and 4 are presented by red, green and blue lines, respectively. In most cases, the Kaiser-Bessel basis is only marginally more accurate than the Bessel basis, and there are exceptions ($K_\alpha = 128, small \beta$) that the Bessel basis is more accurate. In the range of relatively large splitting parameter $\beta$, in which the Kaiser-Bessel basis is of particular interest (see the
FIG. 5: The comparison between the reciprocal force errors computed by the B-spline basis (dashed lines), the Bessel basis (dashed lines) and the Kaiser-Bessel basis (KB in short, solid lines) in the TIP3P water system. The error as a function of the splitting parameter $\beta$ is presented. In each plot, the red, green and blue colors present the errors computed with truncation radius $C = 2, 3$ and 4, respectively. The four plots from up to down take the mesh size of $K_\alpha = 32, 64, 96,$ and $128,$ respectively. The crossover of the Kaiser-Bessel and the B-spline bases is indicated by the black arrow in the plots. The dashed, solid and dotted gray lines present the direct errors of cutoff radii 0.6, 0.9 and 1.4 nm, respectively.
discussion below), the difference between the two bases is almost negligible. By contrast, the difference between the B-Spline and the Kaiser-Bessel bases is more significant, therefore, we focus on comparing them in the rest of this manuscript.

It is observed from the Figure that at relatively large $\beta$, the Kaiser-Bessel basis is more accurate, while at relatively small $\beta$, the B-spline basis is more accurate, therefore, there exists a crossover of the accuracy of the two interpolation bases. When using a splitting parameter larger than the crossover, the Kaiser-Bessel is more favorable than the B-spline in terms of accuracy, and this advantage is observed to be more prominent for the larger truncation radius $C$. For example, at truncation radius $C = 4$ and mesh size $K_\alpha = 32$, the Kaiser-Bessel basis can be more than one order of magnitude more accurate than the B-spline basis (around $\beta = 3.0 \text{ nm}$). The crossovers for different parameter settings are indicated by black arrows in Fig. 5. Two trends of the position of the crossovers can be summarized: (1) When fixing the number of mesh points and increasing the basis truncation radius, the crossover moves towards the smaller $\beta$ side. (2) When fixing the truncation radius and increasing the number of mesh points, the crossover moves towards the larger $\beta$ side.

The solid gray line in Fig. 5 shows the direct space force error for a commonly used cutoff radius of 0.9 nm. The splitting parameter $\beta$ should take the value minimizing the total force error, which is the crossover between the direct and reciprocal space errors. Therefore, for a certain combination of the direct space cutoff, basis truncation radius and mesh size, we can check the intersections of the direct space error with the reciprocal space errors using different bases to see which basis is preferred in terms of accuracy. Taking $r_c = 0.9$ nm and $K_\alpha = 64$ for instance (the second plot in Fig. 5), the Kaiser-Bessel basis is less accurate than the B-spline basis for $C = 2$. The two bases are of roughly equal accuracy for $C = 3$, while the Kaiser-Bessel basis achieves a smaller overall error for $C = 4$. When decreasing the cutoff radius to $r_c = 0.6$ nm (dashed gray line) and fixing $K_\alpha = 64$, the Kaiser-Bessel basis is less accurate than the B-spline basis for $C = 2$, while it is more accurate for both $C = 3$ and 4. When increasing the cutoff radius to $r_c = 1.4$ nm (dotted gray line) and fixing $K_\alpha = 64$, the Kaiser-Bessel basis is less accurate for $C = 2$ and 3, while it is as accurate as the B-spline basis for $C = 4$. When fixing the cutoff radius to e.g. $r_c = 0.9$ nm, the Kaiser-Bessel basis becomes less advantageous for a larger number of mesh points $K_\alpha$. At $r_c = 0.9$ nm and $K_\alpha = 32$, the Kaiser-Bessel basis is more accurate for all truncations
$C = 2–4$. At $r_c = 0.9$ nm and $K_\alpha = 96$, the Kaiser-Bessel basis is less accurate for $C = 2$ and 3, while it is of the same accuracy as the B-spline basis for $C = 4$. At $r_c = 0.9$ nm and $K_\alpha = 128$, the Kaiser-Bessel basis is always less accurate than the B-spline basis for all truncations $C = 2–4$. Therefore, there is no uniform answer regarding which basis leads to a smaller overall error. It depends on the setting of other parameters. A rule of thumb can be suggested from the results in Fig. 5: When a certain accuracy should be achieved by a smaller direct space cutoff, less reciprocal space mesh points, and a larger truncation of basis, the Kaiser-Bessel basis may be better than the B-spline basis.

VII. CONCLUSION

In this work, the Kaiser-Bessel interpolation basis is proposed for the fast Ewald method. A reliable error estimate for the reciprocal force computation in correlated charge systems is developed, and is used to determine the optimal shape parameter of the Kaiser-Bessel interpolation basis. We show that the Kaiser-Bessel basis is more accurate in part of the working parameter space comparing with the traditional B-spline basis that is used by the PPPM, SPME and MSME methods. Qualitatively speaking, this happens in the computation using a relatively small direct space cutoff, a relatively small reciprocal space mesh size and a relatively large basis truncation radius. In practice, the better interpolation basis in terms of accuracy can be determined, in an \textit{a priori} way, by comparing the estimated error of the Kaiser-Bessel basis with the estimated error of the B-spline basis [39, 41].

In the literature of NFFT, the Bessel and the Kaiser-Bessel basis are shown to be always more accurate than the B-spline basis [23, 28], however, Nestler [29] and we demonstrate that the Bessel and the Kaiser-Bessel basis are only conditionally better for the fast Ewald method. The reason is that the definition of “accuracy” for NFFT and that for the fast Ewald method are different. For NFFT, it is how accurate the Fourier modes are computed, while for the fast Ewald method it is how accurate the particle forces are computed. Moreover, the accuracy of the fast Ewald method is also controlled by other working parameters that do not apply in the NFFT, i.e. the splitting parameter and the direct space cutoff. Therefore, the application of Kaiser-Bessel basis in the fast Ewald method is not a trivial extension of NFFT in the particle simulation. The optimal way of using the new basis in computing the electrostatic interaction largely relies on an accurate error estimate, to which a great effort
has been devoted by the current work.
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Appendix A: Error estimate for the fast Ewald method using the Kaiser-Bessel basis

In this section, we provide key steps for deriving the error estimate of the Kaiser-Bessel basis. The details of the proof can be easily supplied using the techniques in Ref. [41]. The complex exponential $e^{2\pi imu/K}$ is approximated by the linear combination of the cut-off interpolation bases, i.e. $f(u) = \sum_{l \in I_K} g_l \varphi_c(u - l)$, where $g_l$ are coefficients that are to be determined. The Fourier transform of $g_l$ is denoted by $\hat{g}(k) = \sum_{l \in I_K} g_l e^{-2\pi i kl/K}$, with the inverse transform $g_l = \frac{1}{K} \sum_{k \in I_K} \hat{g}_k e^{2\pi ik/K}$. By definition, $f(u)$ is a convolution of $g_l$ and $\varphi_c$, then $\hat{f}(k) = \hat{g}(k) \cdot \hat{\varphi}_c(k)$. Remembering that $f(u)$ is an approximation to the complex exponential $e^{2\pi imu/K}$, if this approximation were free of error, then $\hat{f}(k) = \delta_{km}$. Therefore, it is reasonable to assume $\hat{g}(k) = 0$ for any $k \neq m$. Now we have $g_l = \frac{1}{K} \hat{g}(m) e^{2\pi iml/K}$, and

$$f(u) = \frac{\hat{g}(m)}{K} \sum_{l \in I_K} \varphi_c(u - l) e^{2\pi iml/K}.$$  \hspace{1cm} (A1)

We further consider the Fourier expansion of $f(u)$

$$f(u) = \sum_{k \in \mathbb{Z}} \hat{f}(k) e^{2\pi i ku/K}$$

$$= \sum_{l \in \mathbb{Z}} \sum_{k \in I_K} \hat{f}(k + lK) e^{2\pi i (k + lK)u/K}$$

$$= \sum_{l \in \mathbb{Z}} \hat{g}(m) \hat{\varphi}_c(m + lK) e^{2\pi i (m + lK)u/K}$$

$$= \hat{g}(m) \hat{\varphi}_c(m) e^{2\pi imu/K} + \left[ \sum_{l \neq 0} \hat{g}(m) \hat{\varphi}_c(m + lK) e^{2\pi ilu} \right] e^{2\pi imu/K}. \hspace{1cm} (A2)$$
According to Eq. (A2), we write the approximation error of the complex exponential (on direction $\alpha$) as

$$f(u_\alpha) - e^{2\pi i m_\alpha u_\alpha/K_\alpha} = e^{2\pi i m_\alpha u_\alpha/K_\alpha} E_\alpha(m, r),$$

where

$$E_\alpha(m, r) = \sum_l Z_{\alpha,l}(m)e^{2\pi ilu_\alpha},$$

and

$$Z_{\alpha,l}(m) = \hat{g}(m_\alpha)\hat{\varphi}_c(m_\alpha + lK_\alpha) - \delta_{l0}.$$  \hspace{1cm} (A5)

In the three-dimensional case, the leading order of the approximation error of the complex exponential yields

$$\prod_\alpha f(u_\alpha) - e^{2\pi i m\cdot r} = e^{2\pi i m\cdot r} \sum_\alpha E_\alpha(m, r).$$

The error kernel of the force computation is

$$K(r, r') = \sum_m G(m)e^{2\pi i m\cdot (r-r')} \left[ \sum_\alpha E_\alpha(m, r) + \sum_\alpha E_\alpha(m, -r') \right].$$

It can be shown, by ignoring the high frequency contributions,

$$|K(r, r')|^2 = 2 \sum_{\alpha,l} |(GZ)_{\alpha,l}(r - r')|^2.$$  \hspace{1cm} (A7)

The homogeneity error is therefore given by

$$|E_{\text{homo}}|^2 = 2q^2Q^2 \sum_m G^2(m) \sum_{\alpha,l} Z_{\alpha,l}^2(m).$$

This is the Eq. (25). Inserting $Z_{\alpha,l}$, saying Eq. (A5), into Eq. (A9), we have

$$|E_{\text{homo}}|^2 = 2q^2Q^2 \sum_m G^2(m) \sum_\alpha \left\{ \hat{g}^2(m_\alpha) \sum_l \hat{\varphi}_c^2(m_\alpha + lK_\alpha) - 2\hat{g}(m_\alpha)\hat{\varphi}_c(m_\alpha) + 1 \right\}.$$  \hspace{1cm} (A10)

When $\hat{g}(m_\alpha)$ takes

$$\hat{g}(m_\alpha) = \frac{\hat{\varphi}_c(m_\alpha)}{\sum_l \hat{\varphi}_c^2(m_\alpha + lK_\alpha)},$$

(A11)
the homogeneity error is minimized to

$$|\mathcal{E}_{\text{homo}}|^2 = 2q^2 Q^2 \sum_m G^2(m) \sum_\alpha \sum_{l \neq 0} \hat{\phi}_c^2(m_{\alpha} + lK_{\alpha}) \sum_{l} \hat{\phi}_c^2(m_{\alpha} + lK_{\alpha}).$$  \hspace{1cm} (A12)

Inserting Eq. (A11) into Eq. (A5), we have

$$Z_{\alpha,l}(m) = \frac{\hat{\phi}_c(m_{\alpha}) \hat{\phi}_c(m_{\alpha} + lK_{\alpha})}{\sum_l \hat{\phi}_c^2(m_{\alpha} + lK_{\alpha})} - \delta_{l0},$$  \hspace{1cm} (A13)

which was used in in the error estimate Eq. (A9), and gives Eq. (26).
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