Cell cycle-resolved chromatin proteomics reveals the extent of mitotic preservation of the genomic regulatory landscape
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Regulation of transcription, replication, and cell division relies on differential protein binding to DNA and chromatin, yet it is unclear which regulatory components remain bound to compacted mitotic chromosomes. By utilizing the buoyant density of DNA–protein complexes after cross-linking, we here develop a mass spectrometry-based approach to quantify the chromatin-associated proteome at separate stages of the cell cycle. While epigenetic modifiers that promote transcription are lost from mitotic chromatin, repressive modifiers generally remain associated. Furthermore, while proteins involved in transcriptional elongation are evicted, most identified transcription factors are retained on mitotic chromatin to varying degrees, including core promoter binding proteins. This predicts conservation of the regulatory landscape on mitotic chromosomes, which we confirm by genome-wide measurements of chromatin accessibility. In summary, this work establishes an approach to study chromatin, provides a comprehensive catalog of chromatin changes during the cell cycle, and reveals the degree to which the genomic regulatory landscape is maintained through mitosis.
Differential recruitment of proteins to chromatin is fundamental to any DNA-templated event in eukaryotes, and thus chromatin composition directly reflects cellular state and identity. One such example of changing cellular states is progression through the cell cycle, a process accompanied by dynamic changes on chromatin, including transcription, DNA replication, DNA damage repair, and chromosomal condensation for segregation into daughter cells. More specifically, the condensation of chromosomes during mitosis represents a dramatic change in chromatin organization and is proposed to coincide with widespread eviction of chromatin-associated proteins. However, selected factors are thought to be retained and index particular genomic regions to facilitate transcriptional activation upon mitotic exit. This concept is potentially relevant for maintenance of cellular identity and is termed mitotic bookmarking.

Mediators of such bookmarking include transcription factor (TF) binding, epigenetic marks and local chromatin structure. Loss of TFs from mitotic chromatin has been observed in several studies; however, recent live cell imaging has called the generality of this model into question. Additionally, there are several conflicting reports regarding the retention of chromatin proteins throughout mitosis. While efforts have been made to catalogue the constituents of mitotic chromatin, we still lack a comprehensive analysis contrasting bulk changes of chromatin proteins between M- and G1-phase and relating it to the persistence of regulatory regions.

There are inherent difficulties to biochemically enrich chromatin for quantitative analysis, likely due to its highly charged nature, a property that creates uncertainty in defining chromatin functions for a given protein. Despite this, considerable information regarding the genomic locations of proteins has been garnered using ChIP-seq, a technique that utilizes formaldehyde cross-linking to preserve chromatin protein interactions. While widely used, including in large scale epigenomic efforts, it is restricted to known targets and one factor per experiment. Here, we analyze the protein content of formaldehyde cross-linked chromatin using tandem mass tag (TMT) multiplexing and high-resolution mass spectrometry (MS). We have termed the method density-based enrichment for mass spectrometry analysis of chromatin (DEMAC), and utilize it to quantify changes in the chromatin-bound proteome (chromatome) across G1-, S-, and M-phase of the human cell cycle. In addition to providing a rich dataset of chromatin composition during the cell cycle, our results reveal pathway-specific retention of chromatin modifiers on mitotic chromosomes, including a widespread retention of TFs.

**Results**

DEMAC reproducibly enriches for chromatin components. To enrich for chromatin-bound proteins, we adopted a strategy based on the distinct buoyant density of cross-linked DNA–protein complexes in a cesium chloride (CsCl) gradient. In brief, cells (here human T98G) were treated with formaldehyde, sonicated, adjusted to a high concentration of CsCl and subjected to high centrifugal force for at least 48 h, generating a stable isopycnic-density gradient (see Methods for extended protocol). Within this gradient, molecules migrate based on their buoyant density. While free proteins accumulate toward the top and free DNA and RNA toward the bottom, cross-linked nucleic-acid/protein complexes peak at a distinct density of 1.39 g/cm³ (Fig. 1a). Fractons with the desired density can thus be collected and CsCl removed by dialysis prior to further processing.

Importantly, the presence of DNA at the density of protein–DNA complexes of 1.39 g/cm³ is absolutely dependent on cross-linking (Fig. 1a, blue and green lines). Isolated fractions show strong enrichment of histones on an SDS–page gel (Supplementary Figure 1a) and upon western blotting for histone H4 as well as the chromatin-associated protein CTCF (Supplementary Figure 1b). As noted previously, RNaseA treatment before centrifugation reduces ribosomal signal and chromatin retention mediated via RNA binding, as can be seen for transition initiation factors (Supplementary Figure 1c).

Using this approach, we first asked if the gradient preparation results in an equal representation of the genome. To do so we sequenced DNA from both input and the chromatin fraction in duplicate, which revealed only minor differences in genomic representation at transcription start sites (TSS, Supplementary Figure 1d and e). The TSSs of transcribed genes display a localized small drop in read counts in the chromatin fraction (Supplementary Figure 1f, bottom), which is expected as nucleosome-free regions exist around active TSSs and can be recovered as free DNA from cross-linked chromatin, a feature that is utilized in the formaldehyde-assisted isolation of regulatory elements assay.

Next, we asked for signs of experimental bias toward certain chromatin states. Toward this goal, we queried regions with different epigenetic marks. More specifically we analyzed existing ChIP-seq data for H3K36me3, H3K4me3, H3K27me3, H3K9me3 and H3K9me2 in Human SK-N–SH cells, a neuroblastoma line that is part of the ENCODE panel. This shows that DNA abundance in chromatin is strongly correlated with input, while showing only minimal correlations with all tested chromatin marks (Supplementary Figure 1g and h). We thus conclude that buoyant density-based fractionation recovers chromatin with no significant bias in regards to the local degree of heterochromatinization.

To investigate how DEMAC enriches for chromatin components, we contrasted it to the total proteome and nuclear proteome (nucleome) using standard procedures. In brief, nuclear samples were obtained using NP-40 digestion of the cell membrane followed by washing of intact nuclei, and full proteome samples were processed by treating whole cells with the detergent RapiGest (Waters), boiled for 5 min followed by standard trypsin digestion conditions. Samples were prepared in triplicate, labeled with TMT and combined in a 9-plex experiment. High-resolution MS reproducibly quantified 3101 proteins, requiring a minimum of two unique peptides detected per protein and signal in all three replicates of one compartment (Fig. 1b, c, Supplementary Data 1). Comparison of the relative abundance of nuclear and cytoplasmic proteins between proteome, nucleome, and chromatome preparations revealed successive enrichment for known structural chromatin components such as histones and high-mobility group proteins (Supplementary Figure 1c). In contrast, proteins with higher cytosolic representation, such as ribosomes and translation initiation factors were sequentially depleted, demonstrating the differential representation of these protein groups in the proteome and chromatome samples.

To characterize enrichment of protein groups on a more global scale, we grouped proteins based on their relative abundance across the proteome, nucleome, and chromatome using affinity propagation clustering. This clustering algorithm was used as it is deterministic, returning the number of clusters it finds within the data. We subsequently queried for enrichment of cellular component categories within each cluster (Fig. 1d, e). Groups with the highest enrichment in the chromatin fraction (clusters 1–3) include several chromatinn components while those with highest signal in the nucleome (clusters 5 and 6) additionally contain splicing factors and proteins localized in nuclear specks. The clusters with highest signal in the full proteome (clusters 8–10), in contrast, were enriched for several classes of cytosolic
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proteins. Thus, DEMAC enables enrichment and detection of chromatin components in a reproducible manner.

Differential chromatin binding across the cell cycle. We next applied DEMAC to query how stage-specific activities such as transcription, replication, and mitotic condensation are reflected in chromatome composition across the cell cycle. In particular, we sought to determine which regulatory proteins remain bound to metaphase chromosomes and thus could be involved in marking cis-acting sequences throughout M-phase.

Using the same human cell line, we enriched for cells in G1-, S-, and M-phase of the cell cycle by established synchronization techniques (Methods). This resulted in cell populations enriched for G1- (91.4%), S- (66.5%), or M-phase (90.5%), as determined by staining for DNA content (Fig. 2a). Additionally, phosphorylated threonine 11 of histone H3, a metaphase marker, was highly enriched in the mitotic cell preparation (Supplementary Figure 2a and b). Moreover, observed changes in cyclin abundance from full proteome measurements were in agreement with different cell cycle stages (Supplementary Figure 2c). Synchronized cells were subjected to chromatome and whole proteome analysis in triplicate, which were highly reproducible (Supplementary Figure 2d). The robustness of these measurements is further underscored by the reproducibility of quantification at the level of individual peptides as well as different peptides from the same protein (Supplementary Figure 2e). In total, 3065 proteins were quantified in the chromatin fractions and 6242 proteins in the total proteome samples (Fig. 2c, Supplementary Data 2).

To identify proteins that associate differentially with chromatin during the cell cycle, we selected those showing at least a significant 1.5-fold difference ($p < 0.001$, see Methods for significance determination) in enrichment between any pair of cell cycle phases (Fig. 2b, see Methods for significance determination). Using these criteria, 83.3% of proteins in the chromatome (2556 proteins) indeed change during the tested cell cycle phases. Clustering these proteins based on their change on chromatin across the cell cycle stages resulted in 6 distinct groups containing between 72 (cluster 1) and 768 (cluster 6) proteins (Fig. 2d). Clusters 4 and 6 are significantly depleted from mitotic chromatin and include many proteins involved in transcription, such as six subunits of RNA polymerase II as well
as the PAF1 complex (Fig. 2d, e and Supplementary Figure 2e left), as expected given the global shutdown of transcription during mitosis. Indeed, many splicing factors and RNA processing proteins were similarly depleted from M-phase chromatin (Fig. 2d, e, cluster 6). In contrast, clusters 2 and 3 contain several ribosomal and mitochondrial proteins. Signal for these proteins is increased in mitosis, and their binding may represent a portion of the protein mass previously suggested to coat mitotic chromosomes.

In S-phase chromatin, factors are enriched that are involved in DNA replication, such as proteins of the replicative helicase, DNA polymerases as well as DNA ligase LIG1 (cluster 5, Supplementary Figure 2e middle). Several proteins involved in splicing were also enriched in this cluster, in line with findings that inhibition of the spliceosome can cause S-phase arrest.

Finally, proteins that displayed highest signal in mitosis (cluster 1) contained factors critical for mitotic chromosome segregation. This includes all four members of the chromosome passenger complex (Supplementary Figure 2e right) as well as SMC proteins involved in mitotic nuclear division and MKI67, a protein that coats chromosomes during mitosis. Based on these results, we conclude that our chromatome measurements recapitulate known large-scale chromatin associations during G1, S-phase, and mitosis.

Fig. 2 Changes in chromatin association across the cell cycle. 

**a** Outline of experimental procedure. Density plots represent propidium iodide staining of cellular DNA content (2N = diploid copy number). Cutoffs for G1, S, and G2/M are represented by blue, green, and purple colored boxes, respectively. Synchronization procedures are noted above arrows. 

**b** Total number of significantly changing proteins between cell cycle contrasts (p ≤ 0.001 and fold change ≥ 1.5; see Methods for significance determination), for proteome (red) and chromatome (blue) samples. Green bar represents those proteins where changes in chromatome correlate significantly with changes in proteome, and thus can be explained by protein abundance. 

**c** Number of proteins and peptides detected and quantified in proteome and chromatome. 

**d** Clustering of significantly changing chromatome proteins using affinity propagation clustering. Scale represents mean-normalized intensities after log2 transformation. Clusters are denoted by colored bars on the right with their respective numbers.

**e** The top three biological process ontology terms associated with each cluster in **d** colored by −log10(adjusted p-value). Numbers in brackets represent number of proteins belonging to that category in the respective cluster as in **e**
 Disconnect between chromatin and proteome changes. For any given protein, the observed differences in binding to chromatin could either reflect differential association with chromatin, and thus regulated recruitment, or simply differences in protein abundance. To discriminate between these possibilities, we contrasted chromatome changes with those in the proteome. Using the same significance and fold change cutoff as above, we observe that ~16% of proteins change in abundance between G1 and mitosis, a percentage very close to previous work (19%) measuring ~3000 proteins. More specifically, our analysis revealed that only ~15% of the variance in chromatin signal can be explained by coinciding changes in protein abundance (Fig. 2d and Supplementary Figure 3a). This general disconnect between chromatin binding and protein levels was highly reproducible (Supplementary Figure 3b). It is not due to limited detection of chromatin binding and protein levels was highly reproducible (Supplementary Figure 3c). We conclude that this disconnect between chromatome and proteome changes is consistent among the entire spectrum of protein intensities (Supplementary Figure 3c).

Post-translational modifications during the cell cycle. Post-translational modifications of proteins, in particular phosphorylation, play a crucial regulatory role throughout the cell cycle. Additionally, chromatin proteins such as histones are modified by acetylation or methylation at lysine residues and these modifications often correlate with distinct genomic activities. Because chromatin substrates can be highly modified, we queried the chromatome data for peptides with phosphorylation of serine, threonine or tyrosine (STY) residues, as well as acetylation and trimethylation of lysines. In total, 1801 modified peptides were quantified, with a large proportion of these being phosphopeptides, which seemed surprising given that additional enrichment steps are usually required before detection of this modification by MS (Supplementary Data 3). Over half of these phosphopeptides carry one modified residue, while the other peptides were multiply phosphorylated (Fig. 3a). Additionally, differential protein abundance between G1- and M-phase only accounts for a minority of observed changes on chromatin, while the majority is mediated via differential protein recruitment.

Fig. 3 Differential abundance of post-translational modifications at the G1/M transition. a Frequency of peptides detected and quantified with given modifications. Pie-chart inset: percentage of S, T, and Y residues at class I phosphorylation sites (localization probability ≥ 0.7). b Changes in chromatome signal for all modified histone peptides between G1 and mitosis. Boxplots represent peptides either acetylated at lysine residues (left), phosphorylated at S, T, or Y residues (middle) or trimethylated at lysine residues (right). The box represents the middle 50% of the data, the line inside the box represents the median, and whiskers are defined by the most extreme values lying within 1.5 times the interquartile range. Outliers are shown as points. Numbers below boxes represent the number of peptides at each modification level. The p-value for slope of the fit of log2(M/G1) changes regressed against the number of modifications is noted in the upper right corner for acetylated peptides (see Methods). c Changes in signal for protein groups involved in writing (top), erasing (middle) and reading (bottom) histone acetylation. Asterisks above each heatmap cell represent changes that are significant (p < 0.001, see Methods for significance determination). d Western blot of G1 and M chromatin fractions (left) with corresponding signal from triplicate MS measurements (right).
646 peptides are acetylated and 596 are trimethylated. This includes known phosphorylation sites of RNA polymerase II (RPB1), MCM2 as well as threonine 11 of histone H3, a mark highly abundant in early mitosis (Fig. 4a) and that was used in determining the proportion of mitotic cells (Supplementary Figure 2b). Histone phosphorylation tends to increase during mitosis (Figs. 3b middle, 4c), while trimethylated histone peptides remained relatively unchanged (Figs. 3b right, 4d).

Histone acetylation in particular showed extensive regulation at the M/G1 transition, namely a significant loss of this mark during mitosis in agreement with previous findings (Fig. 3b left, 4b) and the known association of acetylated histone tail residues with ongoing transcription. Notably, this trend is mirrored by overall depletion of modifiers and readers of this mark, while erasers are retained or enriched in mitosis. The nine proteins annotated with histone acetyltransferase (HAT) activity show overall depletion on mitotic chromatin (Fig. 3c, top). Similarly, bromodomain containing proteins capable of reading acetylated lysines show a trend toward depletion, although not statistically significant (Fig. 3c, bottom). In contrast to previous observations using immunofluorescence (IF)39, we observe retention and even enrichment for most of the factors involved in histone deacetylation (Fig. 3c, middle). Thus, histone acetylation changes closely align with the proteins responsible for writing, reading, and removing this epigenetic mark. Importantly the observed differential abundances for histone modifying enzymes as measured by MS are readily confirmed by Western Blotting for those proteins tested, as well as CTCF and the PAF1 member RTF1 (Fig. 3d).

Further exploration of epigenetic modifiers revealed a striking difference in retention between those functionally linked to euchromatin versus those linked to heterochromatin (p = 0.011, Wilcoxon rank-sum one-sided test) (Fig. 4e). The former tend to be depleted from mitotic chromatin and, in addition to HATs, include arginine and lysine methyltransferases such as PRMT1 and MLL4. In contrast, the H3K9 methyltransferases GLP,
Of these 137 TFs, only passes DNA-binding domains from 37 different TF families overall low-expression levels of these proteins. This set encompasses DNA-binding domains from 37 different TF families despite the known limitations. Indeed, we confidently quantify chromatin association for 137 TFs with at least two peptides despite the known overall low-expression levels of these proteins. This set encompasses DNA-binding domains from 37 different TF families.

Widespread retention of TFs on M-phase chromatin. The fate of TFs during mitotic division has received considerable attention as a potential means to bookmark regions for subsequent gene activation. However, it has proven difficult to detect TFs by IF on condensed chromosomes likely due to epipode masking or denaturation. Since cross-linking is reversed and detection relies on peptides, our MS-based approach overcomes these limitations. Indeed, we confidently quantify chromatin association for 137 TFs with at least two peptides despite the known overall low-expression levels of these proteins. This set encompasses DNA-binding domains from 37 different TF families.

G9A and SUV39H1 as well as the maintenance DNA methyltransferase DNMT1 show increased binding to mitotic chromatin (Fig. 4e). Additionally, the three core subunits of PRC2 showed enriched signal on M-phase chromatin, suggesting retention of Polycomb in agreement with previous work in flies and mammalian cell lines. Taken together, epigenetic modifiers associated with activation tend to be depleted during M-phase, while modifiers associated with gene repression are retained or even enriched. This functional selectivity in retention on condensed mitotic chromosomes implies a role for chromatin modifiers in the global shutdown of transcriptional activity during M-phase.

Overall, we find limited evidence that retention is a function of shared protein domains, with the exception of the forkhead box (FOX) family. Here, six members, of which three are quantified by multiple peptides, show consistent evidence of significant depletion (Supplementary Figure 4c). Notably, we did not obtain measurements for FoxA proteins with established pioneer activity that engage their binding sites in the context of nucleosomal DNA. In light of the widespread retention of several TFs with complex binding motifs, we next focused on general TFs (GTFs), which are involved in preinitiation complex formation,
polymerase recruitment, and elongation. Consistent with previous observations using both FRAP and ChIP assays, we observe that the TATA-Box binding protein, albeit only quantified by a single peptide, and several GTFs remain bound to mitotic chromatin (Supplementary Figure 4d). Our dataset now confirms this using chromatin proteomics and extends this to several other PIC members.

In contrast, GTFs associated with release from promoter proximal pausing (NELFA, NELFE, and SUP15H) or transcriptional elongation proteins (PAF1 complex) show reduced presence on mitotic chromatin (Supplementary Figure 4d). This suggests that core promoter binding proteins are present on mitotic chromosomes, while factors involved in later stages of transcription are depleted. These findings agree with the observed lack of PolII in M-phase, and previous reports indicating that the elongation competent form of PolII appears in daughter nuclei subsequent to several GTFs upon entry into G1-phase.

Taken together these observations reveal the continued presence of the majority of TFs and GTFs on mitotic chromosomes. As these proteins are known to occupy promoter and enhancer regions, this predicts that the chromatin regulatory landscape should be retained, for the most part, during M-phase.

The regulatory landscape is largely maintained during mitosis.

To determine whether TF persistence is reflected in the maintenance of regulatory regions, we measured chromatin accessibility in both G1- and M-phase genome-wide via ATAC-seq, which was highly reproducible across replicates (Supplementary Figure 5a). Indeed, regulatory regions remain highly accessible in both cell cycle phases (Fig. 5b and Supplementary Figure 5b and c). While this conservation is most evident at TSSs, it is also true for most distal regions (Supplementary Figure 5c). This provides independent evidence for a large-scale retention of TFs and preinitiation complex members, as observed in the chromatome data (Fig. 5a and Supplementary Figure 4a and d). It is also in line with recent reports measuring chromatin accessibility during mitosis in both mouse and drosophila cells.

To further relate TF presence in trans with chromatin accessibility in cis, we queried changes in accessibility of distal regulatory sites for enrichment of known TF motifs, using HOMER (Fig. 5c, d and Supplementary Figure 5d). This revealed motifs enriched in distal peaks that lose accessibility, remain unchanged or have increased accessibility in mitosis. Importantly, these groups, even though only infrequently by motif, recover FOX motifs within mitotically depleted peaks and AP1 motifs as present in mitotically enriched peaks, in line with the abundance changes of the respective TF families (Fig. 5d). This means that factor retention during mitosis can be related to changes in accessibility at distal regulatory elements and global maintenance of the regulatory landscape.

Discussion

Differential association of proteins with chromatin is central to site-specific genome regulation. Here, we show that binding differences can be analyzed comprehensively using biophysical separation of formaldehyde cross-linked protein–DNA complexes combined with quantitative proteomics. This provides a valuable data source of differential chromatin association for proteins involved in transcription, replication, and division. Contrasting quantitative changes between mitotic and G1 enriched chromatin revealed a striking difference in selective mitotic retention of different chromatin pathways and widespread retention of TFs.

Several methods have been developed in recent years to interrogate the chromatin-bound proteome and have been discussed in recent reviews. More pertinently, a few recent approaches have aimed to identify all proteins bound to chromatin in bulk, and these used xenopus extracts, chicken cells, or various human cell lines. Due to differences in biological material, protein labeling, purification, and acquisition, it is inherently difficult to compare them quantitatively. We envision DEMAC to serve as a versatile addition as it can be performed from any cell or tissue used for ChIP. Importantly we show that DEMAC is highly reproducible, has no noticeable genomic bias and recapitulates well-described binding changes across cell cycle stages in a highly reproducible manner. We thus foresee it primarily as a tool for contrasting chromatin proteome changes between different cell types and/or genetic perturbations e.g. using CRISPR/Cas9.

While known protein components of chromatin are highly enriched in our preparation, it is challenging to assess the presence of potential contaminants. It seems noteworthy in this context that nuclear lysis in DEMAC only occurs after formaldehyde inactivation, reducing the likelihood of cross-linking cytoplasmic proteins. Moreover, different to other protocols for chromatin purification, our density-based approach retains chromatin in solution throughout the preparation as it does not involve precipitation under conditions where chromatin is insoluble.

The fact that we observe many post-translationally modified peptides not only illustrates that chromatin is differentially modified but also that formaldehyde cross-linking preserves such modifications. While DEMAC, like most proteomics approaches, requires many cells (~50 million), we foresee that this can be substantially decreased with increased sensitivity of MS instruments and sample preparation in smaller volumes.

Our study provides a rich data source for differential chromatin binding between the G1-, S-, and M-phase of the cell cycle. We have particularly focused our analysis on the difference between mitotic chromosomes and the G1-phase as the severe loss of transcriptional activity accompanied with chromosome condensation during mitosis represents a potential hurdle for faithful inheritance of gene expression patterns through cell division.

Recent elegant studies using live cell imaging already documented continuous binding to mitotic chromosomes of TFs required for pluripotency of embryonic stem cells. Tested factors included the pluripotency factors Sox2, Oct4, Esrrb, and Klf4, as well as GATA1, FoxA1, Myc, and Rbpj. Additional evidence exists for RNA Pol I TFs, while conflicting reports exist for several other factors. Our study expands this observation now to many more factors regardless of function using comprehensive chromatin proteomics as an orthogonal approach. Together this strongly argues that persistent binding to mitotic chromatin is a common feature of TFs, as has been observed before for pluripotency factors.

While chromosomes condense 2–3-fold during mitosis, our studies and others in mouse and drosophila suggest that this does not result in physical hindrance of TF binding, as most regulatory regions remain accessible. In addition, while ultrastructural imaging of interphase and mitotic chromosomes revealed different packing densities between these cell cycle stages, the primary polymer structure of chromatin was relatively unchanged. Taken together, accessibility, structure, and now our demonstration of persistent binding of TFs to mitotic chromatin suggest that mitotic retention is the rule rather than the exception. Our data further show that formaldehyde can efficiently crosslink TFs to mitotic chromosomes, arguing that cross-linking occurs at comparable efficiency in these cell cycle stages, and consequently seems unlikely to account for reported problems when imaging TFs under these conditions.

The widespread conservation of the regulatory landscape and TF binding contrasts with both the loss of transcriptional activity
and our observation of reduced presence of RNA polymerase as well as the PAF1 complex. Pertinent to this point, there is evidence that TFIIB binding is drastically reduced on mitotic chromosomes, and that TAF3 binding to H3K4me3 is reduced by H3T3 phosphorylation in mitosis. While we do not quantify either TFIIB or TAF3, we observe several other TFs bound to mitotic chromatin. Thus the loss of TFIIB and specific TAFs such as TAF3 of the TFIID complex might account for strongly reduced transcription in mitosis, a process potentially coupled with the phosphorylation of general TFs. Importantly, not only proteins involved in the process of transcription itself, but also those that mediate a chromatin structure permissive for transcription tend to be evicted from mitotic chromatin. It is tempting to speculate that the coinciding chromatin changes that we also observe for histone marks also contribute to the lack of transcription.

In line with such a model, proteins associated with establishing heterochromatin are retained suggesting a function in mitotic inheritance of silencing in these regions, which could even be functionally involved in chromosome condensation. The widespread context of TF binding at the protein level, as well as maintenance of the accessible regulatory landscape, are compatible with a model where binding functions in re-establishing transcriptional competence in interphase. One pertinent example of this is that we observe retention of the TF SP1 during mitosis, a TF that was previously thought to disengage mitotic chromatin, but more recently was observed to remain using live cell imaging. It is important to note that this general trend does not exclude more complex molecular scenarios for any given factor.

Regardless, our study and recent reports using Drosophila and mouse model establish that the regulatory landscape remains largely accessible on mitotic chromosomes. Here we readily explain these observations by showing actual protein retention on chromatin for many additional TFs, and further implicate chromatin modification pathways in the propagation of chromatin states through mitosis.

Methods

Cell culture and cell cycle synchronization. T98G cells (origin human glioblastoma multiforme, ATCC® (CRL-1669®) were cultured at 37 °C and 7% CO₂ in DMEM supplemented with 10% serum and 2 mM l-glutamine. Cells were synchronized in G1 using serum starvation for 72 h and S-phase cells were additionally treated with nocodazole (20 µg/mL) for 36 h. Mitotic cells were subsequently collected by shake-off.

FACS analysis. For propidium iodide staining, T98G cells were trypsinized, washed in PBS and 70% ethanol was added dropwise while vortexing. Cells were incubated for a minimum of 30 min on ice, spun at 4000g for 5 min and washed twice with PBS. Cells were resuspended in 50 µl of 100 µg/mL RNaseA, incubated for 5–10 min at room temp, and then 200 µl of 50 µg/mL propidium iodide was added before passing through CellRics® 30 µm filters.

Analysis of mitotic cells for DNA content and H3T11 phosphorylation staining was performed as described except 25 µg/ml 7-AAD was used instead of propidium iodide. In brief, cells were fixed and washed as above, then resuspended in 300 µl PBS with 1% bovine serum albumin (BSA) and 0.1 M of H3T11 phospho antibody (Abcam ab1568). Cells were incubated 1 h at RT, washed once with 150 µl PBS + 1% BSA, and resuspended in PBS + 1% BSA and Alexa 488 donkey antitoxo (Thermo Fisher A21202) diluted 1:300. Cells were incubated 30 min in the dark at RT, then spun as above and resuspended in 500 µl PBS with 10 µg/ml RNaseA and 25 µg/ml 7-AAD and passed through a CellRics 30 µm filter.

Cells were acquired on a BD LSRII SORP Analyser (Beckton Dickson) using the BD FACSDiva 8.0.1 software. First gate FVC vs. SSC was used to exclude debris and dead cells. Doubledts were excluded with FSC-W vs. FSC-H and SSC-W vs. SSC-H. An example of the gating strategy is shown in Supplementary Figure 6.

Proteomics and nucleosome preparation. Full proteome samples were extracted using the acid- cleavable surfactant Rapigest (Waters) as described. Briefly, cells were lysed with Rapigest, incubated at 95°C for 5 min, reduced and alkylated followed by overnight trypsin digestion and cleanup using Stage tips. Nuclei were isolated using gentle NP-40 treatment (0.6%) for 3 min on ice, followed by centrifugation at 13,000 g in a cooled microcentrifuge (4°C). Nuclei were washed twice in PBS, and then lysed using Rapigest as above for the full proteome.

DEMAC. Nuclear preparation was cultured at 37 °C and 7% CO₂ in DMEM supplemented with 10% serum and 2 mM l-glutamine. Cells were dissociated with trypsin, and trypsin was neutralized by adding fresh medium. The dissociated cells were then washed twice with PBS and resuspended in hypotonic buffer (10 mM HEPES pH 7.9, 1.5 mM MgCl₂, 10 mM KCl, 0.5 mM DTT, and protease inhibitors) and incubated for 5 min at room temperature. Cells were then sonicated with 150 125 µM Glycine and inverted 5 min at RT. Cross-linked cells were then spun down for 5 min at 6000g in a 4°C cooled centrifuge and subsequently washed twice with ice cold PBS.

Cross-linked nuclei were washed once in sonication buffer (10 mM Tris pH 8, 1 mM EDTA, 0.5 mM EGTA, and protease inhibitors), resuspended in 3 ml of hypoosmotic buffer and 0.5 µg/ml nucleosomal DNA were added. Chromatin was solubilized by sonication for three cycles on a Branson tip sonicator (30 s on, 15 s off at 20% power) while being cooled in a dry-ice/ethanol bath. Fresh protease inhibitor was added as well as 60 ng/ml RNaseA and tubes were rotated for 30–30 min at RT. Volume was adjusted to 4 ml with sonication buffer and sarkosyl was added to a final concentration of 0.5%, and incubated with light shaking at 37°C. A solution of 0.8% SDS and a 1% solution of NaCl was added as a soluble material was removed by centrifugation at top speed in a precooled 4°C microcentrifuge (12,000g) for 10 min and supernatant transferred to a new tube. CsCl was added to a final density of 1.42 g/cm³ (~3.2 g in 4 ml) and spun in an ultracentrifuge (Beckman rotor SW55 Ti) at 160,000g for 48–72 h at RT.

The supernatant was removed and two storage volumes were inserted just below the sarkosyl/1% lid membrane formed at the top of the gradient. A third needle was inserted about 1 cm from the bottom of the tube and fractions collected in 1.5 ml microcentrifuge tubes (6 drops per tube, roughly ~150–300 µl per fraction). Totally, 100 µl from several fractions was measured to determine DNA concentration and DNA content was estimated with Hoechst dye in a 96-well format. For this, 4 µl of each fraction was added to 200 µl of 1 g/ml Hoechst dye, mixed and measured on a plate reader with 360 nM excitation and 460 nM emission. Relevant fractions were dialyzed using 3.5 KD MWCO dialysis tubing in 5 l of dialysis buffer (10 mM Tris pH 8, 5% Glycrol, 1 mM EDTA pH 8, and 0.5 mM EGTA) for 4–6 h. Samples were placed in 5 l of fresh dialysis buffer and allowed to dialyze overnight.

Dialyzed chromatin fractions were adjusted to 200 mM NaCl and incubated at 95°C for 20 min to reverse cross-links. Samples were then adjusted to 2 mM CaCl₂, 1.5 mM MgCl₂, 1x protease inhibitor (Roche, COEDTAF-RO), and 30 units of DNase were added and incubated for 10 min at 37°C to digest DNA. To precipitate protein, TCA was added to a final concentration of 20% and incubated on ice for 1 h. Samples were spun down for 30 min in a precooled microcentrifuge (4°C) at max speed (12,000g), washed once with 10% TCA, once with 100% Acetone and allowed to dry at RT. Dried samples were resuspended in 10 µl RCM buffer (0.5 M Tris pH 8.6, 6 M GnHCl), and 10 µg of protein. 1 µl of TMT-labeling mix was added as well as Lys-C at a 50:1 ratio of protein/enzyme and incubated for 4 h at 37°C. Samples were then diluted with one volume of digestion buffer and trypsin was added to a 50:1 ratio as above, and samples were incubated overnight at 37°C. Subsequently samples were cleaned up on Stage tips and dried to be stored until further processing.

MS sample preparation. Samples containing 25–50 µg of peptides were labeled with TMT 10-plex reagents (Thermo Fisher Scientific) as previously described. In brief, 25–50 µg of peptides were dispersed in labeling buffer (2 M Urea/0.2 M HEPES, pH 8.3) for 5 min at RT with shaking (1400 rpm), and 6 µl of TMT reagent solution (0.2 mg TMT in DMSO) was added, vortexed and incubated 1 h at RT with shaking (500 rpm). To stop the reaction, 3 µl of 1 M hydroxyamine was added and samples were incubated 10 min at RT with shaking (500 rpm). Samples were then pooled and 10 µl of high pH buffer (1 M potassium phosphate, pH 12 with NaOH) was added to each empty tube, pipette mixed, and added to the mixed peptide samples to increase yield. To acidify the mixture, 60 µl of 2 M HCl was then added, and subsequently 29.4 µl of 5% TFA to achieve a final concentration of 0.5% TFA. Peptides were then cleaned and desalted on StageTips and 10 µl of labeled fraction was added at a high pH of 10 on a YMC Triart C18 0.5 × 250 mm column (YMC Europe GmbH) using the Agilent 1100 system (Agilent Technologies). Seventy-two fractions were collected for each experiment.
Chromatin fraction sequencing. DNA from input, chromatin and top fractions in the CsCl gradient was first incubated with 0.2 mg/ml RNAseA and 50 µg/ml proteinase K (20 µg/ml) and incubated for 2 h at 55 °C. Sodium dodecyl sulphate (SDS) and NaCl were subsequently added to final concentrations of 1% and 100 mM, respectively, and the samples decross-linked by overnight incubation at 60 °C. DNA was cleaned using phenol/chloroform/ethanol precipitation, and sonicated to ~300 bp in size using Covaris as per the manufacturer’s recommendations. Libraries were constructed from these populations and sequenced on the HiSeq platform (Illumina) with 50 bp single-end reads.

Western blotting. For each sample, approximately 10 µg of protein from TCA precipitated chromatin was loaded on an 8% SDS-polyacrylamide gel and transferred to a nitrocellulose membrane. The membranes were blocked for 1 h in 5% skim milk in TBST and incubated with the respective antibodies overnight at 4 °C in 5% milk in TBST. Antibody dilutions are as follows: Histone H4 (Abcam ab134212) @ 1:1000, CTCF (Abcam ab128873) @ 1:2000, HAT1 (Thermo PA5-57817) @ 1:1000, RTFI (Proteintech 12170-1-AP) @ 1:1000, HDAC2 (Abcam ab32117) @ 1:2000, HMGB1 (Abcam ab18256) @ 1:1000, Histone H3 Phospho S10 (Abcam ab14955) @ 1:1000. For uncropped western blots with molecular weight markers, please see Supplementary Figure 7.

CODE data processing. ChiP data was downloaded directly from the ENCODE26 website and aligned with default parameters using the QuasR78 package in R. Genome tiling was done using the GenomicRanges79 package in R, and subsequently read counts were tallied using QuasR.

ATAC-seq processing and analysis. ATAC-seq of cells synchronized in G1- and M-phase was carried out as described83. Adapters were first filtered using the cutadapt software85, and one single base pair was trimmed from the 3’ end of both reads to allow for mapping of overlapping reads. Reads were mapped to the hg19 build of the human genome using Bowtie in the QuasR package with the modified alignment parameters: “-m 3 -k 1 –best –strata –maxins 2000 –tryhard”. Mito-chondrial reads were subsequently removed using samtools. Peaks were called on merged replicates using macs283 and the following command arguments (–nomodel –broader –keep-dup all). Peaks in G1 and mitosis were then merged for downstream analysis. For motif enrichments in distal peaks, read counts in peaks were scaled down to the smallest library size, and these counts were used to determine fold changes in accessibility from these regions using HOMER89. Motifs that were significantly enriched in multiple regions were selected and used to create a motif library that was used to search for transcription factor binding sites. The resulting data was mapped against the genome and the resulting peaks were adjusted using the Benjamini–Hochberg procedure85, and the top 1000 TFs with the highest score were selected for further analysis.

Code availability. All R scripts used in data analysis and generation of figures are available upon request.

Data availability. Proteomics data were deposited in the PRIDE database with the accession code PXD008030. Sequencing data were deposited in GEO with the accession code GSE106482. All other data supporting the findings of this study are available from the corresponding author upon reasonable request.
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