Advanced selection of ensemble control tools
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Abstract. We propose a method for generating a wide variety of increasingly complex microscopic temperature expressions in the form of functional polynomials in thermodynamic temperature. The motivation for study of such polynomials comes from thermostat theory. The connection of these polynomials with classical special functions, in particular, with Appell sequences, is revealed.

1. Introduction
Molecular dynamics (MD) [1–4] is an inevitable companion of research in a range of disciplines in natural sciences including the design of new functional materials and the drug discovery. MD simulations are performed under certain conditions, usually at fixed temperature and pressure. The concept of thermodynamic temperature is phenomenological in nature, but MD experiments should measure temperature as an average over time. Thus, we need a function of dynamic variables such that the temperature can be expressed by averaging this function over time along the trajectory in phase space of the system under a certain assumption of ergodicity. However, there is no any unique dynamic variables function corresponding to the thermodynamic temperature, but its alternate forms are possible. In this regard, it is not surprising that various dynamic temperature control schemes have been proposed and implemented in equations of motion in the form of mathematical tools, called the thermostat, which can be both deterministic and stochastic [4–9]. In applications, thermostat schemes as proposed in articles [10–12] are widely used, along with a number of built according to the methodology proposed in article [13]. These deterministic thermostats allow the generation of canonical density related to the simulated physical system using one additional degree of freedom, but their reliability is based on the ergodic hypothesis [14, 15]. This hypothesis equates the long-time average of a physical observable to the ensemble mean. While it is known that deterministic thermostats often violate ergodicity, they are assumed to be applicable for practical purposes. To improve the ergodicity of deterministic thermostats, a number of their modifications have been proposed [13, 16–20]. On the other hand, many studies have been done on the ergodicity violation of deterministic thermostats applied to low-dimensional systems, primarily to the harmonic oscillator [21–25], where rigorous results have been obtained [26, 27].

Our approach [28–30] to designing thermostatted dynamics of a physical system differs structurally in such a way that mathematical tools for dynamic control of a statistical ensemble are derived based on physical assumptions, rather than formal mathematical manipulations. This approach is ultimately grounded on the concept of temperature expression.
In this article, we propose a method for obtaining a wide variety of increasingly complex temperature expressions. We say temperature expressions, but the ability to sample a canonical ensemble at a specific temperature also implies the ability to sample arbitrary probability measures. Thus, our analysis is broader than just a thermostat.

2. The dynamic ensemble control concept at a glance

The development of dynamic ensemble control tools is based on certain assumptions about the interaction between physical systems and the surrounding heat reservoir maintaining a constant temperature, leading to the concept of temperature expression [28]. Let us briefly review the details of corresponding theoretical scheme, which are essential for this article.

It is assumed that the physical system, S, placed in the thermal reservoir, Σ, (such that is considered as a dynamical system of a very large (infinite) number of phase variables, which determines the general statistical properties of the S system) should to some extent perturb it and will itself be affected by the backward influence of this perturbation. The energy of S and S* systems interacting with the unperturbed part of the heat reservoir Σ \ S* can fluctuate, while the temperature of reservoir Σ \ S* remains constant, determining the general statistical properties of the entire system. Thus, the thermal reservoir is naturally divided into two parts, namely, the part that involved in joint dynamics with S system, S*, and the unperturbed part, Σ \ S*, which is constantly in thermal equilibrium. An important assumption is made that all systems participating in joint dynamics are statistically independent at thermal equilibrium. In such a scheme, an additional thermostat variables are associated with the perturbed part S* of the thermal reservoir. Therefore, the dynamic temperature control associated with the system S* and its degrees of freedom is just as important to the theory as the temperature control of the system S. Of course, the actual description of S* system depends on the physical system of interest to us, as well as on the experimental methods used to extract the information, as they determine the temporal and spatial scales of data measurement and interpretation.

Let the probability density \( \sigma(x) \), \( x \in M = \mathbb{R}^n \) be given, where the phase space of the system S, M, is not necessarily even-dimensional. Define the function \( V(x) : M \to \mathbb{R} \),

\[
V(x) \propto -\vartheta \ln \sigma(x),
\]

where \( \vartheta > 0 \) is a parameter, so that \( V(x) \) is a sufficiently smooth function, bounded from below and growing at infinity, \( V(x) \geq a |x|^b \) for some \( a > 0, b > 0 \), that is, a coercive function. We now define the probability density,

\[
\sigma_\vartheta(x) \propto \exp\{-\vartheta^{-1}V(x)\}, \quad x \in M = \mathbb{R}^n,
\]

instead of \( \sigma(x) \). Thus, we consider a wider range of densities than is usual in the thermostat literature, since we mean further application of the method to gradient systems as well as applications beyond the physics. However, these issues should be treated separately.

Consider a pair of vector fields, the potential \( \nabla V(x) \) and incompressible \( G(x) \), that is, \( \nabla \cdot G(x) = 0 \) for all \( x \in M \), such that

\[
\nabla V(x) \cdot G(x) = 0 \quad \text{for all} \quad x \in M,
\]

in other words, \( \nabla V(x) \) and \( G(x) \) form a cosymmetric pair as described in [31]. The concept of cosymmetry has a deep mathematical content [32]. Then we associate the system S with the equations of motion,

\[
\dot{x} = G(x).
\]

Thus, we arrive at the following properties, \( \dot{V} = \nabla V(x) \cdot G(x) = 0 \) and \( \nabla \cdot (G(x) \sigma(x)) = 0 \), that is, \( V(x) \) is a first integral and the density \( \sigma(x) \) is invariant for the dynamics (3).
Examples of cosymmetric pairs \((G(x), \nabla V(x))\) include:

1) \(G(x) = 0\) (trivial case), it may be useful in context of the gradient dynamical systems (will be discussed elsewhere);

2) \(G(x) = \Lambda \nabla V(x)\), where \(\Lambda\) is an antisymmetric matrix; a particular case is \(\Lambda = J\) (symplectic unit), that is, the Hamiltonian system in even-dimensional phase space;

3) \(G(x) = \Lambda \nabla V(x)\), where \(\Lambda(x)\) is a linear antisymmetric operator (matrix) depending on \(x\); a particular case is an antisymmetric operator \(\Lambda(x)\) satisfying the Jacobi identity, that is, the Poisson system.

In all these cases, the vector fields are incompressible.

The case of Hamiltonian systems, that is, \(G(x) = J \nabla H(x)\), where \(H(x)\) is Hamiltonian and \(x \in \mathcal{M} = \mathbb{R}^{2n}\), is mainly considered in the literature. However, thermostatically controlled gradient systems are also of interest for applications [30], in particular for problems beyond physics.

A similar description can be made with respect to the system \(S^*\), considered as an isolated system.

Suppose the system \(S^*\) is not empty, that is, \(n^* \geq 1\). Let us associate this system with the probability density,

\[
\sigma^*_\vartheta(y) \propto \exp \{-\vartheta^{-1}V^*(y)\}, \quad y \in \mathcal{M}^* = \mathbb{R}^{n^*}, \tag{4}
\]

where \(\mathcal{M}^*\) is the phase space of the system \(S^*\) and it is supposed that \(V^*(y)\) is a sufficiently smooth function, bounded from below and growing at infinity, \(V^*(y) \geq a^* |x|^{b^*}\) for some \(a^* > 0, b^* > 0\) (coercive function).

Let us consider a pair of vector fields, the potential \(\nabla_y V^*(y)\) and incompressible \(G^*(y)\), that is, \(\nabla_y \cdot G^*(y) = 0\) for all \(y \in \mathcal{M}^*\), such that \(\nabla_y V^*(y)\) and \(G^*(y)\) form a cosymmetric pair [31],

\[
\nabla_y V^*(y) \cdot G^*(y) = 0 \quad \text{for all} \quad y \in \mathcal{M}^*, \tag{5}
\]

and associate the system \(S^*\) with the equations of motion,

\[
\dot{y} = G^*(y). \tag{6}
\]

Thus, we find that \(\dot{V}^* = \nabla_y V^*(y) \cdot G^*(y) = 0\) and \(\nabla_y \cdot (G^*(y) \sigma^*_\vartheta(y)) = 0\), that is, \(V^*(y)\) is a first integral and the density \(\sigma^*_\vartheta(y)\) is invariant for the dynamics (6).

Further, in order to consider the interaction and joint motion of systems \(S\) and \(S^*\) as described above, we first need to define the dynamical system, \(S^+ = (\mathcal{M}^+, G^+(x, y))\), which is a direct product of non-interacting (isolated) dynamical systems \(S = (\mathcal{M}, G(x))\) and \(S^* = (\mathcal{M}^*, G^*(y))\), that is, \(S^+ = S \times S^* = (\mathcal{M} \oplus \mathcal{M}^*, G(x) \times G^*(y))\). In other words, we consider a simple combination of two independent systems into one so that \(z = (x, y) \in \mathcal{M}^+ = \mathcal{M} \oplus \mathcal{M}^*\) and

\[
\dot{z} = G^+(z), \tag{7}
\]

where \(G^+(z) = G(x) \times G^*(y)\). When \(S\) and \(S^*\) are considered as systems involved in joint motion, such a separation into noninteracting systems becomes impossible. However, it is important that, as in the case of noninteracting systems, the invariant density of the combined system \(S^+\) is the Cartesian product of the densities, \(\sigma_\vartheta(x)\) and \(\sigma^*_\vartheta(y)\),

\[
\sigma^+_\vartheta(z) = \sigma_\vartheta(x) \times \sigma^*_\vartheta(y), \tag{8}
\]

that is, the systems \(S\) and \(S^*\) are statistically independent in the equilibrium state.

To design thermostats, we have to modify the equations of motion (7), under the assumption of ergodicity, in accordance with the dynamic principle [28], which requires the concept of temperature expressions.
3. Temperature expression

In this section, we explain theoretical details of the temperature expression concept.

Let the system $S$ be in contact with the heat reservoir at temperature $T$, then we define the temperature expression associated with $S$ system in terms of the system state variables $x \in \mathcal{M}$. Of course, the same definition applies to the system $S^*$, provided that it is not empty ($n^* \geq 1$), as well applied to the combined system $S +$. In the case of empty $S^*$ system, that is, $n^* = 0$, only stochastic thermostatted dynamics is possible.

The function of system state, $\Theta(x, \vartheta)$, $\Theta : \mathcal{M} \times \mathbb{R}_+ \to \mathbb{R}$, is called a temperature expression (in short, $\vartheta$-expression) if it explicitly depends on the temperature ($\vartheta = k_BT$, where $k_B$ is the Boltzmann constant) and satisfies the condition,

$$\int_{\mathcal{M}} \Theta(x, \vartheta) d\mu_\vartheta(x) = 0 \text{ for all } \vartheta > 0,$$

where $d\mu_\vartheta(x) = \sigma_\vartheta(x) dx$ is the probability distribution as defined above.

Remark: We call $\Theta$ the temperature expression according to the initial manifestation of such a construction in statistical mechanics, where the parameter $\vartheta$ is the thermodynamic temperature, however, the $\vartheta$ can be understood in a broader sense, without linking its value to thermodynamic temperature.

The set of all $\vartheta$-expressions for an arbitrary but fixed value of the $\vartheta$-parameter is a linear system in which the operations of addition $\vartheta$-expressions and multiplication $\vartheta$-expressions by numbers are defined in the usual way. Indeed, it is easy to see from definition (9) that a linear combination of $\vartheta$-expressions at a fixed value $\vartheta$ is again a $\vartheta$-expression with the same value of $\vartheta$.

For the purposes of study and use of the properties of $\vartheta$-expressions, it will be necessary to interpret them as elements of either the space $L_1$ or $L_2$ (e.g., [33]). This interpretation is appropriate here, since the $\vartheta$-expressions we are considering are bounded from below and grow at infinity no faster than a polynomial.

For an arbitrary but fixed value of $\vartheta$, $L_1^\vartheta$ denotes the set of all summable $\vartheta$-expressions, $\Theta(x, \vartheta)$,

$$\int_{\mathcal{M}} |\Theta(x, \vartheta)| d\mu_\vartheta(x) < \infty.$$

$L_1^\vartheta$ is a normed linear space where norm is defined in the usual way

$$\|\Theta(x, \vartheta)\| = \int_{\mathcal{M}} |\Theta(x, \vartheta)| d\mu_\vartheta(x).$$

For an arbitrary but fixed value of $\vartheta$, $L_2^\vartheta$ denotes the set of all square summable $\vartheta$-expressions, $\Theta(x, \vartheta)$,

$$\int_{\mathcal{M}} (\Theta(x, \vartheta))^2 d\mu_\vartheta(x) < \infty.$$

$L_2^\vartheta$ is a linear Euclidean space with the scalar product,

$$(\Theta_1, \Theta_2) = \int_{\mathcal{M}} \Theta_1(x, \vartheta)\Theta_2(x, \vartheta) d\mu_\vartheta(x),$$

and the norm defined in the usual way,

$$\|\Theta(x, \vartheta)\| = \sqrt{(\Theta, \Theta)} = \sqrt{\int_{\mathcal{M}} (\Theta(x, \vartheta))^2 d\mu_\vartheta(x)}.$$
Similarly, for the system \( S^* \) a temperature expression, \( \Theta^*(y, \vartheta) \), \( y \in \mathcal{M}^* = \mathbb{R}^{n^*} \), satisfies the condition,

\[
\int_{\mathcal{M}^*} \Theta^*(y, \vartheta) d\mu^\vartheta_y(y) = 0 \quad \text{for all} \quad \vartheta > 0,
\]

where \( d\mu^\vartheta_y(y) = \sigma^\vartheta_y(y)dy \), as well as for the combined system \( S^+ \) a temperature expression satisfied the condition,

\[
\int_{\mathcal{M}^+} \Theta^+(z, \vartheta) d\mu^\vartheta_z(z) = \int_{\mathcal{M}^+} \Theta^+((x, y), \vartheta) d\mu^\vartheta_x(x) d\mu^\vartheta_y(y) = 0 \quad \text{for all} \quad \vartheta > 0,
\]

(10)

In the last case of the combined system \( S^+ \), provided that \( R_{\mathcal{M}^+}|\Theta^+(z, \vartheta)| d\mu^\vartheta_z(z) < \infty \), we find from Fubini’s theorem that

\[
\int_{\mathcal{M}^+} \Theta^+(z, \vartheta) d\mu^\vartheta_z(z) = \int_{\mathcal{M}^+} \Theta^+(z, \vartheta) d\mu^\vartheta_x(x) = \int_{\mathcal{M}^+} \Theta^+((x, y), \vartheta) d\mu^\vartheta_x(x) d\mu^\vartheta_y(y) = 0.
\]

This means that

\[
\int_{\mathcal{M}} \Theta^+(z, \vartheta) d\mu^\vartheta_x(x) = \Theta^*(y, \vartheta)
\]

(12)

and

\[
\int_{\mathcal{M}^*} \Theta^+(z, \vartheta) d\mu^\vartheta_y(y) = \Theta(x, \vartheta)
\]

(13)

are \( \vartheta \)-expressions as defined above. Here are some trivial but important examples of combined \( \vartheta \)-expressions:

\[
\Theta^+(z, \vartheta) = \Theta(x, \vartheta) + \Theta^*(y, \vartheta),
\]

(14)

\[
\Theta^+(z, \vartheta) = \Theta(x, \vartheta) \times \Theta^*(y, \vartheta).
\]

(15)

It should be clarified here that \( \vartheta \)-expression (9), separately from the combined \( \vartheta \)-expression, \( \Theta^+(z, \vartheta) \), can be used to design a dynamic thermostat only if the system \( S^* \) is empty \((n^* = 0)\). But in this case it is impossible to construct deterministic thermostat equations, and the dynamic equations will be stochastic by necessity [28]. Suppose that the system \( S^* \) is not empty \((n^* \geq 1)\), then, in order to include in the dynamic equations the joint motion of \( S \) and \( S^* \) systems, the \( \vartheta \)-expression \( \Theta(x, \vartheta) \) should be understood in the sense of the relation (13). Similar arguments can be given for the \( \vartheta \)-expression \( \Theta^*(y, \vartheta) \) and relation (12).

3.1. Examples

Note that only a few specific \( \vartheta \)-expressions have been used so far and described in the literature (e.g. [3–6]), namely kinetic, virial, configurational, and also the so-called generalized temperature expression, all of them are considered in the context of Hamiltonian dynamics and invariant canonical density, that is, \( V(x) = H(x) \), \( G(x) = \mathbf{J} \nabla H(x) \), \( H(x) \) is the Hamiltonian function, the phase space \( \mathcal{M} \), \( x \in \mathcal{M} \), is even-dimensional.
Consider a system of \( N \) particles and assume the Hamiltonian function, \( H(x) \), in the natural form,

\[
H(x) = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + V(q),
\]

where \( x = (p, q) \in \mathcal{M} = \mathbb{R}^{2N} \) represents a point in the phase space \( \mathcal{M} \), \( p = \{p_i\} \) are momentum variables and \( q = \{q_i\} \) are position variables, \( N \) is number of degrees of freedom. Then the above listed well-known and utilized in thermostats \( \vartheta \)-expressions are:

The kinetic \( \vartheta \)-expression,

\[
\Theta_{\text{kin}}(x, \vartheta) = \sum_{i=1}^{N} \frac{p_i^2}{m_i} - N\vartheta = \sum_{i=1}^{N} \left( \frac{p_i^2}{m_i} - 3\vartheta \right) = \sum_{i=1}^{N} \Theta_{i,\text{kin}}(p, \vartheta),
\]

which originates in the equipartition theorem of statistical mechanics.

The virial \( \vartheta \)-expression,

\[
\Theta_{\text{vir}}(x, \vartheta) = \sum_{i=1}^{N} q_i \cdot \nabla_{q_i} V(q) - N\vartheta = \sum_{i=1}^{N} (q_i \cdot \nabla_{q_i} V(q) - 3\vartheta) = \sum_{i=1}^{N} \Theta_{i,\text{vir}}(q, \vartheta),
\]

The quantity \( V(q) = \sum_{i=1}^{N} q_i \cdot \nabla_{q_i} V(q) \), defines the virial of forces in the configuration \( \{q\} \).

The virial (Clausius) theorem establishes a correspondence between the time-averaged kinetic energy and virial.

The configurational \( \vartheta \)-expression,

\[
\Theta_{\text{conf}}(x, \vartheta) = \sum_{i=1}^{N} \left[ (\nabla_{q_i} V(q))^2 - \vartheta \Delta_{q_i} V(q) \right] = \sum_{i=1}^{N} \Theta_{i,\text{conf}}(q, \vartheta),
\]

Generalized \( \vartheta \)-expression,

\[
\Theta_{\text{gen}}(x, \vartheta) = \varphi(x) \cdot \nabla H(x) - \vartheta \nabla \cdot \varphi(x),
\]

where \( \varphi(x) \) is a vector field such that \( |\varphi(x)| \exp[-\beta H(x)] \to 0 \) as \( |x| \to \infty \).

Remark: The above examples are special cases of the latter one, depending on the form of \( \varphi(x) \).

The proof that \( \Theta_{\text{kin}}(x, \vartheta), \Theta_{\text{vir}}(x, \vartheta), \Theta_{\text{conf}}(x, \vartheta), \) and \( \Theta_{\text{gen}}(x, \vartheta) \) are \( \vartheta \)-expressions is by direct calculation.

4. Advanced selection of \( \vartheta \)-expressions

4.1. Preliminary notes

To construct a broader set of \( \vartheta \)-expressions than the examples given, we will follow a pattern that can be interpreted as an inversion of the collocation scheme [34]. To illustrate the method, consider the problem of calculating the integral

\[
I = \int_{x_1}^{x_2} F(x)\sigma(x)dx.
\]

Suppose that \( \sigma(x) \) satisfies a differential equation of the form

\[
\frac{d}{dx} \sigma(x) = \lambda(x)\sigma(x),
\]
where $\lambda(x)$ is a rather arbitrary function. Then the calculation of the integral $I$ can be reduced to solving the following differential equation for the function $\varphi(x)$,

$$\frac{d}{dx} \varphi(x) + \lambda(x) \varphi(x) = F(x) \sigma(x),$$

so that we get

$$I = \varphi(x_2) \sigma(x_2) - \varphi(x_1) \sigma(x_1).$$

Assume $F(x)$ is a $\vartheta$-expression, that is, $I = 0$, $\sigma(x) \propto \exp[-\vartheta^{-1} \mathcal{V}(x)]$, and $x_1 \to -\infty$, $x_2 \to +\infty$, then we arrive at the particular form of the function $F(x)$,

$$F(x) = \sigma^{-1}(x) \left( -\vartheta \frac{d}{dx} \right) [\varphi(x) \sigma(x)],$$

(17)

where $\varphi(x)$ is a function bounded from below and growing no faster than a polynomial, that is, $|\varphi(x)| \leq c_1(\vartheta) |x|^2$, where $c_1 > 0$ and $c_2 > 0$.

Let us define now a set of $\vartheta$-expressions, $\omega_n$, based on the analogy with the definition of Hermite polynomials, that is, Rodrigues’ type formula,

$$\omega_n(x, \vartheta) = \sigma^{-1}_\vartheta (-\vartheta)^n \frac{d^n}{dx^n} [\sigma_\vartheta(x)] = \exp \{ -\vartheta^{-1} \mathcal{V}(x) \} (-\vartheta)^n \frac{d^n}{dx^n} [\exp \{ -\vartheta^{-1} \mathcal{V}(x) \}],$$

(18)

where $n \geq 1$. $\omega_n(x, \vartheta)$ is a polynomial of degree $n$ in $\vartheta$. The Hermite polynomials, both univariate and multivariate, were introduced in [35, 36] and reproduced in [37, 38]. We use the probabilistic definition of Hermite polynomials, which are often called Chebyshev-Hermite (or Tchebychef-Hermite) polynomials [35, 37, 39–41]. These polynomials are closely related to the normal probability distribution and are widely used in the theory of probability and random processes. In what follows, we are mainly interesting in multivariate $\vartheta$-expressions, and will follow the analogy with multivariate Chebyshev–Hermite polynomials, as described in article [42].

The generating function of $\vartheta$-expressions $\omega_n$ has the form

$$\Phi_\omega(h; x) = \sum_{n=0}^{\infty} \frac{1}{n!} \omega_n(x, \vartheta) \left( \frac{h}{\vartheta} \right)^n = \exp \{ -\vartheta^{-1} \mathcal{V}(x) \} \sum_{n=0}^{\infty} \frac{1}{n!} \left( -\vartheta \frac{d}{dx} \right)^n \left[ \exp \{ -\vartheta^{-1} \mathcal{V}(x) \} \right] = \exp \{ -\vartheta^{-1} [\mathcal{V}(x-h) - \mathcal{V}(x)] \},$$

where we formally add the value $\omega_0 = 1$ (considering that this is not a $\vartheta$-expression). It should also be noted that the expression $\omega_1(x, \vartheta) = \mathcal{V}(x)$ does not explicitly depend on $\vartheta$ and therefore does not satisfy the condition to be $\vartheta$-expression, but all $\{\omega_n(x, \vartheta)\}_{n \geq 2}$ are $\vartheta$-expressions.

The following recurrent relation can be easily obtained from the definition,

$$\omega_{n+1}(x, \vartheta) = \left( \frac{d}{dx} \mathcal{V}(x) \right) \omega_n(x, \vartheta) - \vartheta \frac{d}{dx} \omega_n(x, \vartheta).$$

(19)

For lower-order expressions, we explicitly obtain the following formulas,

$$\omega_1(x, \vartheta) = \mathcal{V}(x),$$

(20a)

$$\omega_2(x, \vartheta) = (\mathcal{V}'(x))^2 - \vartheta \mathcal{V}''(x),$$

(20b)

$$\omega_3(x, \vartheta) = (\mathcal{V}'(x))^3 - 3\vartheta \mathcal{V}'(x) \mathcal{V}''(x) + \vartheta^2 \mathcal{V}'''(x),$$

(20c)

$$\omega_4(x, \vartheta) = (\mathcal{V}'(x))^4 - 6\vartheta \mathcal{V}'(x) (\mathcal{V}''(x))^2 + \vartheta^2 \left( 4\mathcal{V}'(x) \mathcal{V}'''(x) + 3 (\mathcal{V}''(x))^2 \right) - \vartheta^3 \mathcal{V}^{(4)}(x).$$

(20d)
and so forth, where we used the notation,
\[
\frac{d}{dx} \vartheta(x) \equiv \vartheta'(x), \quad \frac{d^2}{dx^2} \vartheta(x) \equiv \vartheta''(x), \quad \ldots, \quad \frac{d^n}{dx^n} \vartheta(x) \equiv \vartheta^{(n)}(x), \quad \ldots
\]

Following the main line defined by formula (17) let us consider the generalized expression depending on a function \(\varphi(x, \vartheta)\) (dependence on \(\vartheta\) is optional) bounded from below and growing no faster than a polynomial
\[
\Omega_n(x, \vartheta) = \sigma_{\vartheta}^{-1}(x) (-\vartheta)^n \frac{d^n}{dx^n} [\varphi(x, \vartheta) \sigma_{\vartheta}(x)] \\
= \exp \{\vartheta^{-1} \vartheta(x)\} \sum_{n=0}^{\infty} \frac{1}{n!} \left(\frac{d}{dx}\right)^n \left[\varphi(x, \vartheta) \exp \{-\vartheta^{-1} \vartheta(x)\}\right] \tag{21}
\]
together with the corresponding generating function,
\[
\Phi_{\Omega}(h; x) = \sum_{n=0}^{\infty} \frac{1}{n!} \Omega_n(x, \vartheta) \left(\frac{h}{\vartheta}\right)^n \\
= \exp \{\vartheta^{-1} \vartheta(x)\} \sum_{n=0}^{\infty} \frac{1}{n!} \left(-h \frac{d}{dx}\right)^n \left[\varphi(x, \vartheta) \exp \{-\vartheta^{-1} \vartheta(x)\}\right] \\
= \varphi(x - h, \vartheta) \exp \{-\vartheta^{-1} [\vartheta(x - h) - \vartheta(x)]\},
\]
The following recurrent relation can be easily obtained from the definition of the set of \(\vartheta\)-expressions, \(\{\Omega_n(x, \vartheta)\}_{n \in \mathbb{N}_0}\), where \(\Omega_0(x, \vartheta) = \varphi(x, \vartheta)\),
\[
\Omega_{n+1}(x, \vartheta) = \left(\frac{d}{dx} \vartheta(x)\right) \Omega_n(x, \vartheta) - \vartheta \frac{d}{dx} \Omega_n(x, \vartheta). \tag{22}
\]
For lower-order expressions we explicitly obtain,
\[
\begin{align*}
\Omega_0(x, \vartheta) & = \varphi(x, \vartheta), \tag{23a} \\
\Omega_1(x, \vartheta) & = \varphi(x, \vartheta) \vartheta'(x) - \vartheta \varphi'(x, \vartheta), \tag{23b} \\
\Omega_2(x, \vartheta) & = \varphi(x, \vartheta) \left(\vartheta'(x)\right)^2 - \vartheta \left(2 \varphi'(x, \vartheta) \vartheta'(x) + \varphi(x, \vartheta) \vartheta''(x)\right) + \vartheta^2 \varphi''(x, \vartheta), \tag{23c} \\
\Omega_3(x, \vartheta) & = \varphi(x, \vartheta) \left(\vartheta'(x)\right)^2 - \vartheta \left(3 \varphi'(x, \vartheta) \left(\vartheta'(x)\right)^2 + 3 \varphi(x, \vartheta) \vartheta'(x) \vartheta''(x)\right) \\
& \quad + \vartheta^2 \left[3 \varphi''(x, \vartheta) \vartheta'(x) + \varphi(x, \vartheta) \vartheta'''(x)\right] - \vartheta^3 \varphi'''(x, \vartheta), \tag{23d}
\end{align*}
\]
and so forth.

Note that the expression \(\Omega_0(x, \vartheta)\) is a \(\vartheta\)-expression only if \(\varphi(x, \vartheta)\), in turn, is a \(\vartheta\)-expression.

4.2. Other options

In a general setting, the problem is to construct sets of \(\vartheta\)-expressions in the form of polynomials in \(\vartheta\). It is expected that as the power of \(\vartheta\) increases, the corresponding \(\vartheta\)-expression will contain increasingly detailed statistical information about the phase variables and their functions.

Alternative procedure for generating meaningful sets of \(\vartheta\)-expressions can be formulated as follows. Consider a set of \(\vartheta\)-expressions, \(\{\Omega_n(x, \vartheta)\}_{n \in \mathbb{N}_0}\), as a mapping of suitable functions \(\{\varphi_n(x, \vartheta)\}_{n \in \mathbb{N}_0}\), keeping only the first derivative with respect to the variable \(x\),
\[
\Omega_n(x, \vartheta) = \sigma_{\vartheta}^{-1}(x) \left(\frac{d}{dx} \varphi_n(x, \vartheta) \sigma_{\vartheta}(x)\right) \\
= -\vartheta \exp \{\vartheta^{-1} \vartheta(x)\} \frac{d}{dx} \varphi_n(x, \vartheta) \exp \{-\vartheta^{-1} \vartheta(x)\} \\
= \left[\vartheta'(x) - \vartheta \frac{d}{dx}\right] \varphi_n(x, \vartheta). \tag{24}
\]
Then the set \( \{ \Omega_n(x, \vartheta) \}_{n \in \mathbb{N}_0} \) of \( \vartheta \)-expressions can be generated from a set \( \{ \varphi_n(x, \vartheta) \}_{n \in \mathbb{N}_0} \) of suitable polynomials of order \( n \) in \( \vartheta \) by the relationship (24). Let us consider a few supporting examples.

4.2.1. Consider the Chebyshev-Hermite polynomials with the parameter \( \vartheta \) [37, 41], \( He_n(x; \vartheta) \), \( n \in \mathbb{N}_0 \), as functions \( \varphi_n(x, \vartheta) \), that is, explicitly,

\[
\varphi_n(x, \vartheta) = He_n(x; \vartheta) = \frac{(-\vartheta)^n}{n!} \exp \left( \frac{x^2}{2\vartheta} \right) \frac{d^n}{dx^n} \left[ \exp \left( -\frac{x^2}{2\vartheta} \right) \right], \quad n \in \mathbb{N}_0.
\]

Then we arrive at the following set of \( \vartheta \)-expressions as polynomials in \( \vartheta \) of order \( n \),

\[
\Omega_n(x, \vartheta) = \varphi_n'(x)He_n(x; \vartheta) - \vartheta \frac{d}{dx}He_n(x; \vartheta),
\]

where the relationship

\[
\frac{d}{dx}He_n(x; \vartheta) = He_{n-1}(x; \vartheta)
\]

was used. We set \( He_{-1}(x; \vartheta) = 0 \) and \( He_0(x; \vartheta) = 1 \). The set of functions

\[
\psi_n(x, \vartheta) = \sqrt{\frac{n!}{\vartheta^n}}He_n(x; \vartheta), \quad n \in \mathbb{N}_0
\]

is the complete orthonormal system in \( L_2(\mathbb{R}, d\mu(x)) \), where

\[
d\mu(x) = \exp \left( -\frac{x^2}{2\vartheta} \right) \frac{dx}{\sqrt{2\pi\vartheta}}.
\]

It is worth noting that \( He_n(x; \vartheta) \) themselves are not really \( \vartheta \)-expressions for the density \( \sigma_\vartheta(x) \).

As a result, we conclude that a \( \vartheta \)-expression \( \Omega \) can be expressed as

\[
\Omega(x, \vartheta) = \sum_{n=0}^{\infty} a_n(\vartheta) \left[ \varphi'(x) - \vartheta \frac{d}{dx} \right] He_n(x; \vartheta) = \sum_{n=0}^{\infty} a_n(\vartheta) \Omega_n(x, \vartheta),
\]

where \( \{ a_n(\vartheta) \}_{n=0}^{\infty} \) are expansion coefficients of a \( \vartheta \)-expression.

4.2.2. Let us take the set \( \{ \omega_n(x, \vartheta) \}_{n \in \mathbb{N}} \) of \( \vartheta \)-expressions (19) as functions \( \varphi_n(x, \vartheta) \) in equation (24). Then we arrive at the following result

\[
\Omega_n(x, \vartheta) = -\vartheta \exp \left\{ \vartheta^{-1} \mathcal{V}(x) \right\} \frac{d}{dx} \left[ \omega_n(x, \vartheta) \exp \left\{ -\vartheta^{-1} \mathcal{V}(x) \right\} \right]
\]

\[
= \left[ \varphi'(x) - \vartheta \frac{d}{dx} \right] \omega_n(x, \vartheta) = \omega_{n+1}(x, \vartheta).
\]

Thus, this particular scheme does not result in a new set of \( \vartheta \)-expressions. However, this was to be expected.
4.2.3. In this subsection, we associate the construction of \( \vartheta \)-expressions with the classical Appell sequences. The set \( \{ \varphi_n(x) \} \) is an Appell sequence \([43,44]\) if the following relation holds

\[
\frac{d}{dx} \varphi_n(x) = \varphi_{n-1}(x), \quad n \in \mathbb{N}.
\]

The Chebyshev-Hermite polynomials have this property, as indicated by the relationship (25), and thus are an Appell sequence. The property of the set \( \{ \varphi_n(x) \} \) to be a sequence of Appell polynomials with the parameter \( \vartheta \) is typical for our purposes. In this regard, let us recall some well-known facts about Appell sequences \([43,44]\).

Let \( \{ \varphi_n(x) \}_{n \in \mathbb{N}_0} \) be an Appell sequence, then between this sequence and a sequence of numbers \( \{ a_k \}_{k \in \mathbb{N}_0} \), where \( a_0 \neq 0 \), there exists the one-to-one correspondence,

\[
\varphi_n(x) = a_0 \frac{x^n}{n!} + a_1 \frac{x^{n-1}}{(n-1)!} + \cdots + a_n \frac{x^0}{0!} = \sum_{k=0}^{n} a_k \frac{x^{n-k}}{(n-k)!}.
\]

In a form convenient for us: A necessary and sufficient condition for \( \{ \varphi_n(x) \}_{n \in \mathbb{N}_0} \) to be an Appell sequence is that there exists a power series \( \chi(s) = \sum_{n=0}^{\infty} a_n s^n \) such that

\[
\exp(sx) \chi(s) = \sum_{n=0}^{\infty} \varphi_n(x) s^n.
\]

The power series \( \chi(s) \) is called the generating function for the sequence \( \{ \varphi_n(x) \} \). The generating function is defined as a formal series which allows operations of differentiation, taking the logarithm, exponentiation, and others. Equality of two formal power series means equality of their corresponding coefficients.

To establish a relationship between Appell polynomials and \( \vartheta \)-expressions, consider a probability density \( \sigma_{\vartheta}(x) \propto \exp[-\vartheta^{-1}V(x)] \), where \( V(x) \) is a suitable coercive function, and define two characteristic functions, \( \mathcal{M}(s; \vartheta) \) and \( \mathcal{K}(s; \vartheta) \), such that they are generating functions for moments and cumulants, that is,

\[
\mathcal{M}(s; \vartheta) = \mathbb{E}_{\vartheta} \{ \exp(sx) \} = \sum_{n=0}^{\infty} \frac{1}{n!} \mu_n(\vartheta) s^n,
\]

where \( n \)-th moment of the variable \( x \) with density \( \sigma_{\vartheta}(x) \) is

\[
\mu_n(\vartheta) = \mathbb{E}_{\vartheta} \{ x^n \} = \int x^n \sigma_{\vartheta}(x) dx, \quad n \in \mathbb{N}_0.
\]

The cumulants \( \kappa_n(\vartheta) \) are defined by the cumulant generating function, \( \mathcal{K}(s; \vartheta) \), as follows

\[
\mathcal{K}(s; \vartheta) = \ln \mathcal{M}(s; \vartheta) = \sum_{n=0}^{\infty} \frac{1}{n!} \kappa_n(\vartheta) s^n, \quad n \in \mathbb{N}_0.
\]

Cumulants and moments are connected by the formal relationship between coefficients in the Taylor expansion of \( \mathcal{M}(s; \vartheta) \) and \( \mathcal{K}(s; \vartheta) \). This relationship can be obtained in explicit form
based on the Faà di Bruno formula [45]. For the first cumulants, it turns out the familiar relationships,
\[
\begin{align*}
\kappa_0(\vartheta) &= 0, \\
\kappa_1(\vartheta) &= \mu_1(\vartheta), \\
\kappa_2(\vartheta) &= \mu_2(\vartheta) - \mu_1^2(\vartheta), \\
\kappa_3(\vartheta) &= \mu_3(\vartheta) - 3\mu_2(\vartheta)\mu_1(\vartheta) + 2\mu_1^3(\vartheta), \\
& \text{and so forth.}
\end{align*}
\]

In fact, cumulants are very useful tool for the purposes of statistical analysis of both stochastic and deterministic dynamical systems [46–48]. In this regard, it should be recalled that the Gaussian probability density has a cumulant generating function in the form of a quadratic polynomial. According to Marcinkiewicz’s theorem [45, 49], this is the only probability density that has a finite number of nonzero cumulants. In other words, if \( \mathcal{K}_n(s) \) is a polynomial of degree \( n > 2 \) then \( \mathcal{M}(s) = \exp \{ \mathcal{K}_n(s) \} \) can not be a characteristic function.

In context of statistical ensemble control tools (thermostats), cumulant analysis is also useful, as has recently been demonstrated [24, 50].

Let us now consider the sequence of Appell polynomials, \( \varphi_n(x; \vartheta) \), such that the corresponding generating function has the form,
\[
\chi(s; \vartheta) = \exp \left\{ -\mathcal{K}(s; \vartheta) \right\},
\]
so that
\[
\sum_{n=0}^{\infty} \varphi_n(x; \vartheta) s^n = \exp \left[ sx - \mathcal{K}(s; \vartheta) \right].
\]

In the case of the Gaussian probability density function, that is,
\[
\sigma_{\vartheta}(x) \propto \exp \left( -\frac{x^2}{2\vartheta} \right),
\]
so that
\[
\mathcal{K}(s; \vartheta) = \exp \left( \frac{1}{2} \vartheta s^2 \right),
\]
we arrive at the Chebyshev-Hermite polynomials with parameter \( \vartheta \),
\[
\sum_{n=0}^{\infty} \varphi_n(x; \vartheta) s^n = \exp \left[ sx - \frac{1}{2} \vartheta s^2 \right] = \sum_{n=0}^{\infty} \mathcal{H}_n(x; \vartheta) s^n.
\]

Let us note the possibility of investigating, in line with the topic of this work, other well-known Appell sequences, namely the famous Bernoulli and Euler polynomials.

4.2.4. Consider the well-known Appell sequence, namely,
\[
\left\{ \frac{1}{n!} x^n \right\}_{n \in \mathbb{N}_0}.
\]
This sequence does not depend on the parameter \( \vartheta \). Therefore, for our purposes, a generating function of the following form will be more suitable,
\[
\chi(s) = \exp (-a\vartheta s),
\]

\[11\]
where $a$ is a parameter. In this case,
\[
\exp [sx - a\vartheta s] = \sum_{n=0}^{\infty} \varphi_n(x; \vartheta)s^n,
\]
and we arrive at an Appell sequence of the form
\[
\varphi_n(x; \vartheta) = \frac{1}{n!} (x - a\vartheta)^n, \quad n \in \mathbb{N}_0.
\]
This Appell sequence can be used in the same way as other $\vartheta$-expressions. For example, as the following sequence,
\[
\Omega_n(x, \vartheta) = \left[ V'(x) - \vartheta \frac{d}{dx} \right] \frac{1}{n!} (x - a\vartheta)^n, \quad n \in \mathbb{N}_0.
\]

4.2.5. To complete this Section, consider a sequence of $\vartheta$-expressions defined by successive iterations of a given function, $\phi(x, \vartheta)$. This function may or may not be a $\vartheta$-expression. Explicitly,
\[
\Omega_1(x, \vartheta) = -\vartheta \exp \left\{ \vartheta^{-1} V(x) \right\} \frac{d}{dx} \left[ \phi(x, \vartheta) \exp \left\{ -\vartheta^{-1} V(x) \right\} \right]
\]
\[
= \left[ V'(x) - \vartheta \frac{d}{dx} \right] \phi(x, \vartheta),
\]
\[
\Omega_2(x, \vartheta) = -\vartheta \exp \left\{ \vartheta^{-1} V(x) \right\} \frac{d}{dx} \left[ \Omega_1(x, \vartheta) \exp \left\{ -\vartheta^{-1} V(x) \right\} \right]
\]
\[
= \left[ V'(x) - \vartheta \frac{d}{dx} \right] \Omega_1(x, \vartheta) = \left[ V'(x) - \vartheta \frac{d}{dx} \right]^2 \phi(x, \vartheta),
\]
and so forth.

Thus, we arrive at the following sequence of $\vartheta$-expressions,
\[
\Omega_n(x, \vartheta) = \left[ V'(x) - \vartheta \frac{d}{dx} \right] \phi(x, \vartheta), \quad n \in \mathbb{N}.
\]

Taking into account the previously obtained recurrent relation (22), we arrive at the useful formula,
\[
\Omega_n(x, \vartheta) = \exp \left\{ \frac{1}{\vartheta} V(x) \right\} (-\vartheta)^n \frac{d^n}{dx^n} \left[ \phi(x, \vartheta) \exp \left\{ -\frac{1}{\vartheta} V(x) \right\} \right] = \left[ V'(x) - \vartheta \frac{d}{dx} \right]^n \phi(x, \vartheta), \quad (26)
\]
where $\Omega_0(x, \vartheta) = \phi(x, \vartheta)$, so we set $n \in \mathbb{N}_0$. As stated earlier, the function $\phi(x, \vartheta)$ may or may not be a $\vartheta$-expression.

We present explicit formulas for special cases, namely, $\phi(x, \vartheta) = 1$ and $V(x) = \frac{1}{2}x^2$,
\[
\omega_n(x, \vartheta) = \exp \left\{ \frac{1}{\vartheta} V(x) \right\} (-\vartheta)^n \frac{d^n}{dx^n} \exp \left\{ -\frac{1}{\vartheta} V(x) \right\} = \left[ V'(x) - \vartheta \frac{d}{dx} \right]^n 1,
\]
\[
He_n(x; \vartheta) = \frac{1}{n!} \exp \left( \frac{x^2}{2\vartheta} \right) (-\vartheta)^n \frac{d^n}{dx^n} \left[ \exp \left( -\frac{x^2}{2\vartheta} \right) \right] = \frac{1}{n!} \left[ x - \vartheta \frac{d}{dx} \right]^n 1.
\]
In the multivariate case, it is necessary to take into account the commutativity property of the corresponding differential operators.
Also, as a result of summing up \( \vartheta \)-expressions, we obtain

\[
\Omega(x, \vartheta) = -1 + \sum_{n=0}^{\infty} \frac{1}{n!} \left[ \mathcal{V}'(x) - \vartheta \frac{d}{dx} \right]^n \phi(x, \vartheta) = -1 + \exp \left\{ \mathcal{V}'(x) - \vartheta \frac{d}{dx} \right\} \phi(x, \vartheta).
\]

In such context

\[
\Omega_n(x, \vartheta) = -1 + \exp \left\{ \mathcal{V}'(x) - \vartheta \frac{d}{dx} \right\} \frac{1}{n!} x^n.
\]

4.2.6. Let us take \( \phi(x, \vartheta) = \mathcal{V}'(x) \). Then we have \( \mathbb{E}_\vartheta \{ \mathcal{V}'(x) \} = 0 \) and thus we arrive at the following sequence of \( \vartheta \)-expressions,

\[
\Omega_0(x, \vartheta) = \mathcal{V}'(x),
\]

\[
\Omega_1(x, \vartheta) = (\mathcal{V}'(x))^2 - \vartheta \mathcal{V}''(x),
\]

\[
\Omega_2(x, \vartheta) = (\mathcal{V}'(x))^3 - \vartheta \left[ 2(\mathcal{V}'(x)) + \mathcal{V}'(x) \mathcal{V}''(x) \right] + \vartheta^2 \mathcal{V}'''(x),
\]

and so forth. Thus, all \( \vartheta \)-expressions are expressed exclusively in terms of the function \( \mathcal{V}(x) \).

5. Multivariate case

This case will be discussed in detail elsewhere. Here, let us just touch on this case.

We utilize the multi-index notation as described in [51]. Multi-index \( m \) is a set (vector) \( m = (m_1, m_2, \ldots, m_n) \), where \( m_i \in \mathbb{N}_0 \), that is, \( \{m_i\} \) are non-negative integers. Let \( m \) be a multi-index, then

\[
|m| = m_1 + m_2 + \ldots + m_n, \quad m! = m_1!m_2! \ldots m_n!, \quad \varphi^m(x) = \varphi_1^{m_1}(x) \varphi_2^{m_2}(x) \ldots \varphi_n^{m_n}(x),
\]

where \( \varphi(x) = (\varphi_1(x), \varphi_2(x), \ldots, \varphi_n(x)) \) is a vector field, \( \mathfrak{m}_i = 0 \) if \( m_i = 0 \), \( \mathfrak{m}_i = 1 \) if \( m_i \geq 1 \).

Concerning multi-index derivatives we set

\[
\partial = (\partial_1, \partial_2, \ldots, \partial_n), \quad \partial^m = \partial_1^{m_1} \partial_2^{m_2} \ldots \partial_n^{m_n}; \quad D_i = -\partial_i; \quad D^m = (-\vartheta)^{|m|} \partial^m.
\]

Let us define \( \vartheta \)-expressions constructively, similar to the univariate case,

\[
\Theta_m(x, \vartheta) = \exp \left\{ \vartheta^{-1} \mathcal{V}(x) \right\} D^m \left[ \varphi^m(x, \vartheta) \exp \left\{ -\vartheta^{-1} \mathcal{V}(x) \right\} \right],
\]

where \(|m| \geq 1\), dot denotes component-wise multiplication of vectors, and the vector field \( \varphi(x, \vartheta) \) satisfies some integrability conditions so that equation (9) is valid. Dependence of \( \varphi(x, \vartheta) \) on \( \vartheta \) is optional.

Let us consider the sum over all solutions of the Diophantine equation \( m_1 + m_2 + \ldots + m_n = 1 \),

\[
\Theta^{(1)}(x, \vartheta) = \sum_{|m|=1} \Theta_m(x, \vartheta).
\]

In virtue of the equality,

\[
\exp \left\{ \vartheta^{-1} \mathcal{V}(x) \right\} \left( -\vartheta \partial_i \right) \varphi_i(x, \vartheta) \exp \left\{ -\vartheta^{-1} \mathcal{V}(x) \right\} = \varphi_i(x, \vartheta) \partial_i \mathcal{V}(x) - \vartheta \partial_i \varphi_i(x, \vartheta),
\]

where \( i = 1, 2, \ldots, n \), we can rewrite the expression (28) as

\[
\Theta^{(1)}(x, \vartheta) = \varphi(x, \vartheta) \cdot \nabla_x \mathcal{V}(x) - \vartheta \nabla_x \cdot \varphi(x, \vartheta),
\]
so that this expression obviously includes the \( \vartheta \)-expression \( \Theta_{\text{gen}}(x, \vartheta) \) (16) as a special case. Note that the usual \( \Theta_{\text{gen}}(x, \vartheta) \) involves a vector field \( \varphi(x) \), which is independent of \( \vartheta \). However, assuming dependence on \( \vartheta \) and treating \( \varphi(x, \vartheta) \) as a vector with \( \vartheta \)-expression components, we arrive at extremely rich thermostatted dynamics and expect a better control of the desired statistical properties of certain thermostats.

Just for example, let the vector field \( \varphi(x, \vartheta) \) in the \( \vartheta \)-expression (29) be

\[
\varphi(x, \vartheta) = \psi(x, \vartheta) \circ \nabla_x V(x) - \vartheta \nabla_x \circ \psi(x, \vartheta),
\]

that is, a vector constructed from some \( \vartheta \)-expression, where ”\( \circ \)” denotes the component-wise (Hadamard) product of two vectors and dependence of a vector field \( \psi(x, \vartheta) \) on \( \vartheta \) is optional. Thus, we arrive at the \( \vartheta \)-expression, \( \Theta^{(2)}(x, \vartheta) \), which is of higher order in \( \vartheta \)

\[
\Theta^{(2)}(x, \vartheta) = \left( \psi(x, \vartheta) \circ \nabla_x V(x) - \vartheta \nabla_x \circ \psi(x, \vartheta) \right) \cdot \nabla_x V(x) - \vartheta \nabla_x \cdot \left( \psi(x, \vartheta) \circ \nabla_x V(x) - \vartheta \nabla_x \circ \psi(x, \vartheta) \right).
\]

The described procedure can be repeated as needed. Case \( |m| = 1 \) is the most common in the literature, but higher order polynomials are also found, for example [28].

6. Conclusion

We have presented a new method for generating a wide variety of increasingly complex microscopic temperature expressions in the form of functional polynomials in thermodynamic temperature. This method is applicable to the case of arbitrary probability measures. The connection of proposed polynomials with classical special functions, in particular, with the Appell sequences, is revealed. To outline the main points of our method, we focused on the univariate case and only briefly touched on the multivariate case, which will be discussed in detail elsewhere.

Acknowledgments

This work has been supported by the EPSRC grant EP/N014499/1

References

[1] Allen M P and Tildesley D J 1989 Computer simulation of liquids (Oxford University Press)
[2] Frenkel D and Smit B 2002 Understanding molecular simulation: from algorithms to applications (Elsevier)
[3] Tuckerman M 2010 Statistical mechanics: theory and molecular simulation (Oxford University Press)
[4] Leimkuhler B and Matthews C 2015 Molecular Dynamics: with deterministic and stochastic numerical methods (Springer)
[5] Jepps O G and Rondoni L 2010 J. Phys. A: Math. Gen. 43 133001
[6] Samoletov A, Dettmann C and Chaplain M 2007 J. Stat. Phys. 128 1321–1336
[7] Leimkuhler B, Dettmann C and Chaplain M 2010 J. Chem. Phys. 132 246101
[8] Leimkuhler B, Noorizadeh E and Theil F 2009 J. Stat. Phys. 135 261–277
[9] Samoletov A and Vasiev B 2013 Appl. Math. Lett. 26 73–79
[10] Nosé S 1984 Mol. Phys. 52 255–268
[11] Nosé S 2001 J Phys Soc Jpn 70 75
[12] Hoover W G 1985 Phys. Rev. A 31 1695
[13] Kusnezov D, Bulgac A and Bauer W 1990 Ann. Physics 204 155–185
[14] Khinchin A Y 1949 Mathematical foundations of statistical mechanics (Dover Publications, Inc., New York)
[15] Arnol’d V I and Avez A 1968 Ergodic problems of classical mechanics (WA Benjamin)
[16] Hamilton I 1990 Phys. Rev. A 42 7467
[17] Martyna G J, Klein M L and Tuckerman M 1992 J. Chem. Phys. 97 2635–2643
[18] Hoover W G and Holian B L 1996 Phys Lett A 211 253–257
[19] Leimkuhler B 2010 Phys. Rev. E 81 026703
[20] Sprott J C 2018 CMST 24 169–176
[21] Hoover W G, Sprott J C and Hoover C G 2016 Commun. Nonlinear Sci. Numer. Simul. 32 234–240
[22] Hoover W G, Sprott J C and Patra P K 2015 Phys Lett A 379 2935–2940
[23] Patra P K and Bhattacharya B 2014 Phys. Rev. E 90 043304
[24] Artemov A 2019 J. Stat. Phys. 174 992–1010
[25] Watanabe H and Kobayashi H 2007 Phys. Rev. E 75 040102
[26] Legoll F, Luskin M and Moeckel R 2007 Arch. Ration. Mech. Anal. 184 449–463
[27] Legoll F, Luskin M and Moeckel R 2009 Nonlinearity 22 1673
[28] Samoletov A and Vasiev B 2017 J. Chem. Phys. 147 204106
[29] Samoletov A and Vasiev B 2021 J. Phys.: Conf. Ser. 1730 012125
[30] Samoletov A and Vasiev B 2020 Physics and High Pressure Technology 30 49–57
[31] Yudovich V I 1991 Math. Notes 49 540–545
[32] Yudovich V I 1996 Math. Notes 60 235–238
[33] Kolmogorov A N and Fomine S V 1994 *Eléments de la théorie des fonctions et de l’analyse fonctionnelle* (Paris: Ellipses)
[34] Levin D 1997 J. Comput. Appl. Math. 78 131–138
[35] Tchebychef P L 1859 Bulletin physico-mathématique de l’Académie Impériale des sciences de St.-Pétersbourg 1 193–200
[36] Hermite C 1864 Comptes Rendus de l’Académie des sciences LVIII 93–100, 266–273
[37] Tchebychef P L 1899 Sur le développement des fonctions à une seule variable *Oeuvres de PL Tchebychef* vol 1 (Commissionaires de l’Académie Impériale des sciences, St.-Pétersbourg.) pp 501–508
[38] Hermite C 1908 *Oeuvres de Charles Hermite* vol 2 (Gauthier-Villars) pp 293–308
[39] Kendall M G 1952 The advanced theory of statistics, Vol. 1, Distribution theory, 5th ed (Charles Griffin & Co., London)
[40] Akhiezer N I and Glazman I M 1993 *Theory of linear operators in Hilbert space (Two volumes bound as one)* (Dover Pub., New York)
[41] Hida T 1980 *Brownian motion* (Springer)
[42] Viskov O V 1992 *Theory of Probability & Its Applications* 36 633–637
[43] Appell P 1880 Annales scientifiques de l’École Normale Supérieure, 2e série 9 119–144
[44] Sheffer I 1935 Bulletin of the American Mathematical Society 41 914–923
[45] Lukacs E 1970 *Characteristic functions* (Griffin, London)
[46] Stratonovich R L 1963 *Topics in the theory of random noise* vol 1 (Gordon and Breach)
[47] Malakhov A N 1978 Cumulant analysis of random non-Gaussian processes and their transformations (Sovetskoe Radio, Moscow) in Russian
[48] Klyatskin V I 2005 *Dynamics of stochastic systems* (Elsevier)
[49] Marcinkiewicz J 1939 Math. Z. 44 612–618
[50] Artemov A 2019 Physics and High Pressure Technology 29 72–86 in Russian
[51] Shubin M 2020 *Invitation to Partial Differential Equations* (American Mathematical Society)