Double Nuclear Spin Relaxation in Hybrid Quantum Hall Systems
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Recent advances in quantum engineering have given us the ability to design hybrid systems with novel properties normally not present in the regime they operate in. The coupling of spin ensembles and magnons to microwave resonators has for instance lead to a much richer understanding of collective effects in these systems and their potential quantum applications. We can also hybridize electron and nuclear spin ensembles together in the solid-state regime to investigate collective effects normally only observed in the atomic, molecular and optical world. Here we explore in the solid state regime the dynamics of a double domain nuclear spin ensemble coupled to the Nambu-Goldstone boson in GaAs semiconductors and show it exhibits both collective and individual relaxation (thermalization) on very different time scales. Further the collective relaxation of the nuclear spin ensemble is what one would expect from superradiant decay. This opens up the possibility for the exploration of novel collective behaviour in solid state systems where the natural energies associated with those spins are much less than the thermal energy.

It has now be widely accepted that the principles of quantum mechanics will lead to new technologies with capabilities unlike anything seen in our purely classical world [1–3]. There is the potential to have computational and communication power beyond anything our conventional world can ever realize [4–6]. The principles also allow us to construct unparalleled quantum sensing and imaging sensitivity [7, 8]. Typically such achievements could be achieved using traditional quantum systems. However in recent years it has been established that the hybridization of distinct quantum systems has the potential to design composite devices with properties and attributes not normally unavailable in the regime those systems came from [9–11]. Hybrid quantum systems will exhibit functionalities superior to those in other sub quantum systems (long lived memories for instance) and are likely to be multi-tasking [11]. They will play important roles in engineering multi-functional quantum devices (quantum transducers for instance) and performing diverse quantum information processing tasks. With the state-of-the-art quantum technology, hybrid quantum systems are being designed and engineered using many different types of elements ranging from solids to atomic, molecular and optical (AMO) systems [9–18].

Hybrid quantum systems are more however than a tool to create new technologies as they also provide the opportunity to explore quantum many body and non-equilibrium physics in unique regimes or regimes normally not available to those systems [11, 19, 20]. We now have the ability to explore quantum phenomena using solid-state systems which have typically been investigated in AMO systems [19–23] with the advantage that this solid-state systems are easier to control, manipulate and measure with high accuracy. Two recent examples include the demonstration of amplitude bistability and superradiance using an electronic spin ensemble coupled to a microwave resonator [19, 20]. The latter case is of particular interest here as it involves the collective behaviour of that ensemble where the superradiant burst of microwave photons occurred ten orders of magnitude faster than the corresponding relaxation of a single nitrogen-vacancy center in diamonds electron spin [20]. This enabled the dynamics of the process can be investigated. While this was a coherence phenomena, a simple modification using two ensembles instead of one allows it to be a truly collective quantum phenomena with no classical analog [24, 25]. It also raises the question about whether such collective effects can be seen in other solid-state systems which we will explore in this context. Further by using nuclear spins one would be operating in a regime with significant thermal background, even though the experiment is taking place in a dilution environment [26–28].

The predication and subsequent demonstration of the Quantum Hall (QH) effect establishing macroscopic quantum phenomena in solid-state two-dimensional electron systems in the presence of high magnetic field has spawned many important discoveries in quantum many-body electronic physics and topological quantum matter including the quantum Hall ferromagnet and collective excitations such as Nambu-Goldstone (NG) bosons & skyrmions [29–32, 34]. However the nuclear-electron spin dynamics and its hybridization in the QH system has been rarely explored [36]. Coupling of a nuclear spin ensemble to a Nambu-Goldstone boson seems an ideal candidate to explore collective effects in a solid-state hybrid quantum system [24, 34] and that would be our focus here. We would expect to observe phenomena arising from both collective and individual nuclear spins decoherence and so our initial focus will be on the measured behaviour of this hybrid system - especially the dynamic ones. A Nambu-Goldstone
FIG. 1. Schematic illustration of our hybrid quantum systems device operating at dilution temperatures (50 mK) used to investigate the behaviour of nuclear spins coupled with an electronic reservoir of electrons in QH states through the hyperfine interaction. Here two identical 20-nm wide GaAs quantum wells, separated by a 2.2 nm thick insulation layer, are in close proximity to create a strongly coupled bilayer two-dimensional electron gas system. These are indicated by the two red lines in the main illustration. The electronic states in both layers are electrostatically controlled by applying a gate bias between the top gate ($V_{TG}$) and bottom gate ($V_{BG}$). A static magnetic field $B$ is also applied along the $Z$-axis normal to the device. The inset depicts our QH system coupled through the hyperfine interaction to the NG boson. The nuclear spins are forming the double-spin domains A and B (two independent ensembles) with the NG boson operating as a reservoir. Domain A is described by the upward red arrows while domain B with the downward blue arrows. The number of spins in each domain is approximately the same.

mode is known to cause a rapid nuclear spin relaxation rate [33–35]. However, the way that the nuclear spin dynamics was measured in the previous reports missed out a key feature, which we address here namely a sudden reconfiguration of nuclear spin polarization.

Let us begin by describing our nuclear spins coupled with electrons in QH states through the Fermi contact hyperfine interaction. Our hybrid quantum system as depicted in Fig. 1 is implemented in a GaAs-based bilayer quantum Hall setting cooled to 50 mK and threaded with a static magnetic field $B$ applied normal to the device. This brings the electronic state into the quantum Hall regime where the interplay between charge, spin, and layer degree of freedom creates non-trivial correlated electronic states [37, 38] where all nuclear spins can be up or down for instance. For our situation here, the initialization of our double nuclear-spin domains with different spin orientation ($\uparrow$ and $\downarrow$) is achieved by electrical means using a fractional quantum Hall liquid (FQHL) [39] developed at the bottom layer, where 2/3 of the available states in the lowest Landau level are occupied (see also supplementary material). It exhibits two different magnetic phases, spin polarized and unpolarized phases, which are separated by a domain wall at the spin transition point [40]. Now the injection of a relatively large alternating source-drain current $I_{sd}$ at the spin transition point creates a bidirectional nuclear spin polarization due to multiple forward scattering events between two neighboring magnetic phases [41, 42]. As a result the double-nuclear-spin domain is generated with a state of the form $|\text{DNSD}\rangle = |\uparrow\ldots\uparrow\rangle_A \otimes |\downarrow\ldots\downarrow\rangle_B$ where the first domain (labelled A) has all spins pointed up $\uparrow$ while the second domain $B$ has all spins pointed down $\downarrow$. We expect the domain to have approximately the same number of nuclear spins in them but a little asymmetry could exist [43].

Our initial state $|\text{DNSD}\rangle$ is illustrated in Fig. 2(a) where we vary the pumping time $\tau_p$ to observe its effect on the magnetization of each domain. Here the blue (red) dots represent the degree of nuclear spin polarization of the up (down)-spin domain which are measured in terms of a change in the hyperfine field. The degree of spin polarization (resulting from the dynamical spin flip-flop process between the electron and nuclear spins driven by the source-drain current $I_{sd}$) in each domain increases with larger pumping time $\tau_p$ reaching a maximum of 6.6% (4.0%) respectively. Without such pumping the thermal equilibrium polarization is much less than 1%.

Having described one half of our hybrid system, let us now describe the second system which is a NG boson. The NG boson arises from a charge imbalance in the QH state of the bilayers. We can tune this charge imbalance to realize three different spin phases / configurations: the canted antiferromagnetic (CAF) phase, the ferromagnetic (FM) phase and the spin-singlet (SS) phase (see supplementary material section II on how to access a particular spin configuration) [34, 38]. It
In Fig 2b we show the effect of coupling our double domain system to the NG boson for a given pumping time before measuring the total magnetization of the system (which indicate the degree of polarization of the hybrid system). It is clear that this coupling has rapidly increased the degree of polarization in the system as shown by the black dot curve - actually to a magnetization below that associated with thermal equilibrium. This leads to the natural question about what our system is doing and so let us now explore the dynamics of this system. We let the double nuclear spin system and NG boson interact for a given dwell time before we measure the polarization of the entire double domain system using a simple magnetization measurement. We clearly observe (as shown in Fig 2c) that the nuclear spins from the double domain system have relaxed very rapidly (< 5 ms) and are pointing upwards (parallel to the direction of the applied magnetic field). They stay in the relaxed state until around 1s where it begins to thermalize to its original thermal steady state. The re-thermalization is completed near 100 s. A sudden reconfiguration of nuclear spin polarization and its dynamics towards equilibrium are completely different from an ordinarily independent relaxation process.

It is apparent from Fig 2c that our hybrid system has a number of interesting and independent timescales associated with it. Two of these are associated with the usual dephasing [45, 46] & thermalization processes with timescales given by $T_{2r} \sim 1\text{ms}$ ($T_1 \sim 40\text{ s}$) respectively [47]. These correspond clearly to the behaviour seen in the right hand side of that subfigure. The left hand side of the figure, i.e. the flat region in between 5 and 500 ms, is however much more interesting and only occurs because of the coupling to the NG boson associated with the CAF phase. The FM and SS phases do not show this short term behaviour. This is due to the fact that they have gapped modes [44] meaning the double nuclear spins exhibit normal relaxation processes independent of the initial number of polarized nuclear spins [48] (see supplementary material). It is thus clear our observed behaviour here is associated with the canted antiferromagnetic (CAF) phase and its associated NG boson. It is critical to determine how this relaxation caused by the coupling to the NG boson varies with the size of the total nuclear spin ensemble. We have already established in Fig 2a that the hyperfine field strength (proportional to the number of polarized nuclear spins in the ensemble) increases with increasing pumping time $\tau_p$. Thus we can prepare different size nuclear spin polarized ensembles which we can then let interact with the NG boson for 5ms before measuring the resulting polarization. In Fig.2b we plot the total spin polarization (measured by the hyperfine field) against the pumping time $\tau_p$ after its interaction with the NG boson. We clearly observe that the nuclear spin polarization of the total double domain system increasing as the pumping time $\tau_p$ gets larger. It is clear from Fig. 2b-c that this short time behaviour is associated with the form of the NG boson coupling to the double nuclear spin domain. As such we need to explore the natural of the NG boson and its coupling in a little more detail.

Let us discuss the QH state again briefly. When we tune the two-dimensional QH state such that the in-plane rotational symmetry of electron spin is spontaneously broken, an asso-
cated linear dispersing NG boson emerges. This can be described by a continuous wave-number vector \( \mathbf{k} = (k_x, k_y) \) with wavelength \( \sim 0.1 \text{mm} \) for a nuclear-spin frequency near 10 MHz. This long wavelength is very important as the nuclear-spin separation is approximately \( \sim 0.5 \text{nm} \) (much shorter than that of the NG boson) meaning those nuclear spins can couple collectively to the NG boson. This is our first hint at a collective effect where the NG boson is acting like a reservoir [44]. It also gives us a natural way to model our overall hybrid system. For simplicity, we assume that all the spins here are identical (only single species to be taken into account) with spin-1/2.

Our hybrid quantum system composed of two nuclear spin ensembles and the NG boson can be effectively described by the Dicke model where the NG boson acts as a reservoir [44]. This model indicates the generation of collective phenomena of nuclear spins. In actual systems, however, there are individual dissipative effects which break the collective phenomena. Examples include a dipole-dipole interaction between nuclear spins which induces a dephasing effect and an individual coupling between spin and other reservoir like phonon leading to a \( T_1 \) -time relaxation process. Given the presence of collective effect involving a quantum/thermal reservoir as well as individual nuclear spin dephasing and thermalization, it is quite natural to model this system by a nuclear spin Born-Markov type master equation [49] of the form

\[
\dot{\rho}(t) = -i\omega_{\text{ns}} [J^z_A + J^z_B, \rho(t)] + \frac{\gamma_{\text{ref}}} {2} \left[ (\tilde{n} + 1) L \left( [J^+_A + J^+_{B}], \rho \right) + \tilde{n} L \left( [J^-_A + J^-_{B}], \rho \right) \right] + \frac{\gamma_{\text{dep}}} {2} \left[ \sum_{i_{A,B}=1}^{N_{A,B}} L \left( I^+_{i_{A,B}}, \rho \right) + \sum_{i_{A,B}=1}^{N_{A,B}} L \left( I^-_{i_{A,B}}, \rho \right) \right],
\]

where \( J^z_{A,B} = \sum_{i_{A,B}=1}^{N_{A,B}} I^z_{i_{A,B}} \) are the collective spin \( z \)-operators for the domain \( A \) (\( B \)) with \( I^z_{i_{A,B}} \) representing the individual nuclear spin 1/2 \( z \)-operator. Here \( N_{A,B} \) are the total number of spins included in the domain \( A \) (\( B \)) respectively (the combined number of spins in both ensembles is \( N = N_A + N_B \)). Associated with these are the collective (individual) raising \( J^+_{A,B} \) (\( I^+_{i_{A,B}} \)) and lowering \( J^-_{A,B} \) (\( I^-_{i_{A,B}} \)) operators for the nuclear spins in domain \( A \), \( B \) respectively. The nuclear spin frequency is given by \( \omega_{\text{ns}} = \gamma_n B \) where \( \gamma_n \) being the gyromagnetic ratio of nuclear spins. Further \( \gamma_{\text{ref}} \) (\( \gamma_{\text{dep}} \)) in our master equation represent the damping (dephasing) rates. Next \( \tilde{n} = 1 / (\langle \hat{n} \rangle_{\text{Bos}} / \hbar \omega_{\text{ns}} - 1) \) is the Bose-Einstein distribution functions at the energy \( \hbar \omega_{\text{ns}} \) for a given temperature \( T \) where \( \hbar \) is the Boltzmann constant. In (1) the Liouvillian \( L(X,\rho) \) is given by \( L(X,\rho) = 2X\rho X^\dagger - X^\dagger X\rho - \rho X^\dagger X \) with \( X \) being an arbitrary operator.

Our master equation given by (1) describes four basic phenomena: the Larmor precession of nuclear spins; collective thermalization, individual thermalization and individual dephasing (we ignore collective dephasing effects here at present). Now solving the master equation allows us to explore the dynamics of the overall system and we should be able to simply determine if we can reproduce the behaviour observed in Fig 2c - especially as we already know many of our system parameters including \( \omega_{\text{ns}} \) and the fridge temperature \( T \) as well as the \( T_1 \), \( T_2 \) relaxation times. Our interest here will be in determining the magnetization of the double domain system which will be proportional (up to an arbitrary scaling) to the expectation value \( S_z = \langle J^z_A + J^z_B \rangle \). In Fig. 3, we show the evolution of the total spin magnetization versus dwell time for a small sized nuclear spin ensemble (not the exact number present in our actual system which will be approximately \( 10^{12} \)). We do however to ensure that the total number of spins in our model is much greater than \( \tilde{n} \), otherwise the system dynamics may change. Here we choose \( N = 10^6 \). With our chosen parameters it is clear that we have a number of distinct behaviour arising over different time scale. Those correspond to time scale less than 1 ms (yellow shaded region), between \( 1 - 1000 \) ms and greater than \( 1 \) s (red shaded region). The main figure in Fig. 3 is consistent with the experimental observations of Fig. 2(c). We need to explore these

![FIG. 3. Simulation of the total magnetization of the double domain.](image)

Three regions in a little more detail starting with the short time regime shown in the inset for a total spin number \( N = 10^6 \). First and foremost the decay process we observe here occurs much faster than either the \( T_2 \) or \( T_1 \) times associated with individual nuclear spins. The collective thermalization term in our master equation does reproduce such behaviour giving us strong evidence of collective and coherent effects here. Next the individual dephasing of the nuclear spins with associated \( T_2 \sim 1 \) ms dominates in the \( 1 - 1000 \) ms temporal region where it destroys all coherence within and between the nuclear spins leaving the double domain system in a separable...
state. Each of the nuclear spins are now acting independently of each other and so collective effects do not arise. At approximatively 1 s the effect of individual nuclear spin thermalization begins and at approximately 100 s the nuclear spins reach their high temperature steady state (with a magnetization of zero). A similar behaviour (blue curve in Fig. 3) occurs if \( \tilde{n} \) decreases but with a different degree of short time total magnetization is reached. The long time steady state is the same. Our model naturally explains the observed experimental behaviour and can give us further incites into our system dynamics.

The particularly interesting temporal behaviour arises in the short time regime where we observe a fast decrease in the total magnetization to a little well below zero (the magnetization associated with the long time steady state). We only observe the resultant effect here and not it dynamics which we can not experimentally measure. We only see the result that this collective behaviour has caused. Our model however can also be used to explore the short time regime in more theoretical detail. It is clear from our model (with \( \tilde{n} = 0 \)) that the rate of thermalization scales quadratically with \( N \) (rather than linear from individual spin thermalization). This is consistent with superradiance decay. Next for \( \tilde{n} \sim 110 \) we observe a very similar quadratic short time behaviour, however as \( \tilde{n} \to N \) we loss that quadratic behaviour. In our experiment we realistically have \( N > 10^{12} \) which is much greater than the \( \tilde{n} \sim 110 \) associated with the nuclear spin operating at 50 mK. For such a large \( N \) the associated superradiant decay time is extremely fast (\( < 10^{-10} \) s) and hence is impossible to observe. Our observed experimental behaviour however is only consistent if such collective decay had occurred.

To summarize, we have shown how collective and coherence effects arise in a double domain nuclear spin ensemble coupled to the Nambu-Goldstone boson in a GaAs semiconductor. The NG bosons long wavelength means both nuclear spin ensembles couple see the same mode. This leads to superradiant like decay event when our system is operating in the regime \( (\hbar \omega_{\text{in}} \ll k_B T) \). Further it is likely that the short time dynamics will show entanglement between the two ensembles. This will open a new paradigm in nonlinear systems where quantum only (rather than coherent) effects are present.
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We observe a slight asymmetry between the numbers of up and down nuclear spin polarization after current pumping. The nature of this asymmetry is still an open question, however, it is likely to stem from the spatial topology of electron spin domains used to dynamically polarize the nuclear spins [42].
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I. DEVICE AND MEASUREMENT DETAILS

MBE grown two identical 20-nm wide GaAs quantum wells are brought in a close proximity separated by a 2.2-nm thick insulating Al0.33Ga0.67As spacer, resulting in a rather strong tunneling gap of about 15 K. The wafer is photolithographically carved into a 30 µm-wide Hall bar geometry as schematically shown in the main text. The electron density as well as the charge imbalance between the two layers can be controlled by gating through the Ti/Au metal top gate and bottom gate. The samples were measured in a dilution refrigerator with a lattice temperature of 50 mK. All measurements were carried out using a standard lock-in technique at 333 Hz. We set the signal acquisition time long enough to account for the lock-in integration time.

II. SPIN CONFIGURATION AT $\nu_{\text{tot}} = 2$

Depending on the charge imbalance between the two layers, three different spin configurations shown at the right hand side of the Fig. are expected to realize in bilayer quantum Hall at a total filling factor $\nu_{\text{tot}} = 2$, namely ferromagnetic (FM), canted antiferromagnetic (CAF), and spin singlet states (SS). The spin configuration can be tuned by applying charge imbalance between the two layers, controlled by the top and bottom gates. In the absence of charge imbalance, the electron spin in the two layers possesses ferromagnetic configuration (FM). In contrast, for a large charge imbalance, the spin configuration changes to spin single state (SS). In between the two cases emerges a new spin state where the spin in each layer is canted with respect to the magnetic field (CAF). While the FM and SS states are gapped, the canted state is predicted to support a linearly dispersing Goldstone mode whose excitation energy is gapless in the long wavelength limit. We use this particular spin state as a bosonic reservoir for a double nuclear spin domains. To set the electronic state to the canted antiferromagnetic state we tune the top gate bias $V_{\text{TG}} = -0.23$ V and bottom gate bias $V_{\text{BG}} = +1.5$ V.

III. INITIALIZATION

We use the spin transition at the fractional filling $\nu = 2/3$ to initialize the double nuclear spin domain as shown in Fig. 4(a). It is important to note that the nuclear spin domains with different spin orientation (pointing up and down) are initialized and polarized only at the bottom layer. The top layer is completely depleted during the initialization and readout. To accomplish this, we tune the bottom layer electronic state to the $\nu = 2/3$ spin transition point by setting the bottom gate bias to $V_{\text{BG}} = +1.5$ V and the top gate bias to $V_{\text{trans}} = -1.326$ V. This bias setting corresponds to $\Delta V = 0$ point in Fig. 4(a). We then apply a source-drain current of 60 nA with a varying keeping time from 50 to 400 seconds as indicated in the label of Fig. 4(a) at $\Delta V = 0$ point. For the readout, we record the longitudinal resistance evolution after current-pumping by scanning the top gate $V_{\text{TG}}$ around the spin transition point while the bottom gate bias is kept constant at $V_{\text{BG}} = +1.5$ V. In other word, the $\nu = 2/3$ spin transition peak at the bottom layer is measured as a function of the top gate (represented by $\Delta V$) instead of as a function of the bottom gate, as shown in Fig. 4(a). The resistance around the spin transition gets bigger and wider with increasing the current-pumping time, indicating dynamic nuclear polarization build up with increasing the pumping time $\tau_p$.

To extract the nuclear polarization for different keeping time, we first evaluate the full-width at half-maximum (FWHM) of each resistance evolution around the transition point as plotted in Fig. 4(b). The increase reflects an
FIG. S1. A color map of longitudinal resistance as a function of top and bottom gate measured at a field of 5.85 T and a lattice temperature of 50 mK. We highlight the data around total filling factor $\nu_{\text{tot}} = 2$ where three different electron spin configurations (FM, CAF, and SS) along the dotted white line can be realized depending on the charge imbalance between the two layers.

increase in the up and down nuclear spin polarization in the bottom layer. The up nuclear spin polarization relocates the spin transition to the left ($\Delta V < 0$) and likewise the down nuclear spin polarization relocates the spin transition to the right ($\Delta V > 0$).

After evaluating the FWHM, we then extract the relocated spin transition after current-induced dynamic nuclear polarization. To do so, we employ the procedure schematically illustrated in Fig. S2(c). The corresponding relocated spin transition with respect to the initial spin transition ($V_{\text{trans}}$) for each data subset are displayed in Fig. S2(d). The red and blue points correspond to the relocated spin transition due to up and down nuclear spin polarization, respectively.

This relocated spin transition, quantified as a shift in the top gate voltage, can be directly converted to the hyperfine field as we discuss in the next section.

**IV. GATE VOLTAGE CONVERSION TO HYPERFINE FIELD**

At a fix magnetic field, in response to the hyperfine field coming from nuclear spin polarization, the spin transition will get relocated ($\Delta V \neq 0$) as discussed earlier. To be able to convert the shift in the gate voltage to the hyperfine field, we track the spin transition position at three different magnetic fields in the absence of current-pumping as displayed in Fig. S3(a). The transition point, marked by the red arrow, is relocated to a less negative top gate bias voltage with increasing the field. The corresponding transition point for each data set in Fig. S3(a) is displayed in panel (b) of Fig. S3 from which a linear relation is obtained ($V_{\text{trans}} = 0.0533B_{\text{trans}} - 1.638$). If the relocated spin transition to a different gate voltage at 5.85 T due to nuclear spin polarization coincides with the spin transition at a particular magnetic field $B_{\text{trans}}$ as displayed in Fig. S3(b), then the amount of hyperfine field can be estimated from the following relation [1]

$$B_N(T) = \sqrt{5.85B_{\text{trans}} - 5.85}.$$

Substituting the linear relation between $B_{\text{trans}}$ and $V_{\text{trans}}$ extracted from Fig. S3(a) into equation (1), we get

$$B_N(T) = \sqrt{109.756(V_{\text{trans}} + 1.638) - 5.85}.$$

(2)
FIG. S2. (a) Evolution of longitudinal resistance at the $\nu = 2/3$ spin transition recorded after current-induced nuclear spin polarization from 50 to 400 seconds at the top gate bias $V_{\text{trans}} = -1.326$ V with $\Delta V \equiv V_{TG} - V_{\text{trans}}$. The black dot curve is the spin transition recorded before current-induced nuclear spin polarization. The red line is a Gaussian fit to the data. (b) Full-width at half maximum (FWHM) as a function of initial pumping time extracted from panel (a). (c) Schematic illustration of how to extract the relocated spin transition ($x_1$ and $x_2$) from FWHM. (d) The relocated spin transition with respect to $V_{\text{trans}}$ as a function of initial polarization time extracted from the FWHM in panel (b).

This final equation is used to convert the relocated spin transition into the hyperfine field. Note that $B_N = 0$ T at $V_{\text{trans}} \approx -1.326$ V. If the spin transition relocates to a less negative bias voltage ($V_{\text{trans}} < -1.326$ V) then the hyperfine field has a negative value and vice versa.

V. NUCLEAR SPIN DYNAMICS DUE TO INTERACTION WITH A GAPLESS AND GAPPED ELECTRONIC STATE: A COMPARISON

For the sake of clarity, here we show raw data of nuclear spin polarization dynamics due to interaction with CAF and SS phases for a 5 and 100 ms exposure, respectively. One can see differing responses already just by looking at the raw data displayed in Fig. S4. The brief exposure to CAF phase dramatically change the recorder spin transition as displayed in Fig. S4(a). The transition curve now has a very narrow width than the initial spin transition after current-pumping with its transition point relocates to the left hand side ($\Delta V < 0$). The longer the current-pumping time, the narrower the transition curve becomes.

In contrast, we do not see any dramatic effect when the nuclear spin polarization interacts with a gapped SS phase for a 100 ms exposure. Note that the vast majority of electronic states in the quantum Hall regime are gapped, so that the nuclear spin relaxation dynamics would follow an ordinary classical relaxation process like the one shown in
FIG. S3. (a) The $\nu = 2/3$ spin transition point recorded at three different magnetic fields. The transition is seen as a protrusion in the longitudinal resistance marked by the red arrow. Note that the transition is recorded in the absence of current-pumped nuclear spin polarization. (b) The transition point extracted from panel (a) follows a linear relation.

Now plotting the raw data into the hyperfine field vs pumping time as we did in the main manuscript displayed in Fig. S5, the two contrasting dynamics become much clearer. The nuclear spin configuration still very much resembles the initial configuration after 100 ms interaction with the SS phase for all initial pumping times. Both nuclear spin domains relax towards equilibrium very slowly. In contrast, displayed in Fig. S5(c), the interaction with CAF phase for 5 ms reconfigures the nuclear spin polarization dramatically from its initial state and shows pumping time dependence not seen in the ordinary case.

[1] K. Akiba, S. Kanasugi, K. Nagase, and Y. Hirayama, *Appl. Phys. Lett.* **99**, 112106 (2011).
FIG. S4. Longitudinal resistance $R_{xx}$ swept around the $\nu = 2/3$ spin transition recorded after (a) 5 msec exposure to canted antiferromagnetic and (b) 100 ms exposure to spin-singlet phases for five different initial pumping times.

FIG. S5. Longitudinal resistance $R_{xx}$ swept around the $\nu = 2/3$ spin transition recorded after (a) 5 ms exposure to canted antiferromagnetic and (b) 100 ms exposure to spin-singlet phases for five different initial pumping times.