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Abstract

This paper investigates the transmission design in the reconfigurable-intelligent-surface (RIS)-assisted downlink system. The channel state information (CSI) is usually difficult to be estimated at the base station (BS) when the RIS is not equipped with radio frequency chains. In this paper, we propose a downlink transmission framework with unknown CSI via Bayesian optimization. Since the CSI is not available at the BS, we treat the unknown objective function as the black-box function and take the beamformer, the phase shift, and the receiving filter as the input. Then the objective function is decomposed as the sum of low-dimension subfunctions to reduce the complexity. By re-expressing the power constraint of the BS in spherical coordinates, the original constraint problem is converted into an equivalent unconstrained problem. The users estimate the sum MSE of the training symbols as the objective value and feed it back to the BS. We assume a Gaussian prior of the feedback samples and the next query point is updated by minimizing the constructed acquisition function. Furthermore, this framework can also be applied to the power transfer system and fairness problems. Simulation results validate the effectiveness of the proposed transmission scheme in the downlink data transmission and power transfer.
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I. INTRODUCTION

The deployment of the massive multiple-input multiple-output (MIMO), millimeter wave are expected to achieve the high data rate and massive device connections in the wireless networks [1]. However, the dense deployments of multi-antenna base stations (BSs) and access points (APs) have raised serious concerns on their energy consumption, which the wireless network operators struggle to support millions of users, especially the users in the unfavorable propagation environments [2]. The reconfigurable intelligent surface (RIS) is regarded as a promising technology in the future sixth-generation (6G) mobile communications network due to its passive and low-cost characteristics [3]–[6]. A RIS is a meta-surface equipped with integrated electronic circuits that can be programmed to alter an incoming electromagnetic field in a customizable way. By suitably adjusting the phase shift of each reflecting element, the RIS consumes much less energy than a regular amplify-and-forward relay [7]. Furthermore, the RIS can be flexibly deployed at the building facades, indoor walls, and ceilings, and applied to various communication scenarios such as the cellular networks, the wireless power transfer networks, and the unmanned aerial vehicle networks, etc.

The existing works on the RIS-assisted communication system mainly focus on cellular scenarios. The authors in [8] investigated the point-to-point multi-input single-output (MISO) wireless system and the total received signal power is maximized based on the semidefinite relaxation (SDR). In order to reduce the high computational complexity incurred by SDR, the authors in [9] proposed low complexity algorithms by majorization-minimization (MM) and manifold optimization. In [10], the authors analyzed the practical model of the reflection coefficient and applied it to the RIS-assisted wideband orthogonal frequency-division multiplexing (OFDM) system. The authors in [11] maximized the achievable rate in the RIS-assisted OFDM system. The authors in [12] proposed the alternating optimization algorithm and the two-stage algorithm to minimize the total transmit power at the AP in the multiple-user MISO system, while in [13], the authors developed the energy-efficient designs based on the popular gradient descent search and the sequential fractional programming. A simplified semidefinite programming-based reflecting scheme and a simplified maximizing the minimum Euclidean distance precoding design were studied in the RIS-assisted MIMO system. Moreover, the authors in [14] proposed two transmission schemes to maximize the sum rate based on the MM in the multigroup multicast communication systems.
The aforementioned transmission designs assume the channel state information (CSI) is available at the BS and RIS, which means that the channel estimation is required before the beamforming and the phase shift design. The channel estimation methods in the RIS-assisted system can be categorized into two types. One is that the radio frequency (RF) chains are assembled in the RIS for receiving the training pilots at each element. The authors in [15] presented an alternating optimization approach for explicit estimation of the channel gains at the RIS elements attached to the single RF chain. Another approach was to select the RIS reflection matrix from quantized codebooks via beam training, but the complexity and the overhead increase rapidly when the number of the elements goes larger [16]. However, the equipped RF-chains of the RIS cause huge energy consumption and hardware cost. The authors in [17] adopted the spatial modulation to reduce the number of RF-chains. The other type is that the cascaded channel estimation without equipping RF-chains at the RIS. In [18], the authors switched the RIS elements ON one-by-one and estimated the RIS-assisted channels at the BS based on received pilot symbols from the users. The BS-RIS-user cascaded channel was estimated based on a two-stage algorithm that includes a sparse matrix factorization stage and a matrix completion stage [19]. A two-timescale channel estimation framework was proposed in [20] to exploit the property of the BS-RIS and RIS-user channels. Moreover, the authors in [21] proposed a matrix-calibration-based cascaded channel estimation for the RIS-assisted multi-user MIMO. The authors in [22] proposed an adaptive transmission protocol in conjunction with a progressive channel estimation method for the wideband OFDM system. It is worth noting that the cascade channel estimation is usually adopted in the uplink system. The channel estimation for the downlink system is difficult to operate, which remains for future research. Although the transmission design without the CSI has been studied in the wireless power transfer and the RF identification scenarios [23], [24], to the best our knowledge, there is no literature that investigated the transmission design in the downlink RIS-assisted system without the CSI. Therefore, it is crucial to design a downlink transmission scheme without the CSI and keep the RIS passive or nearly passive.

In this paper, we propose a transmission framework with unknown CSI for downlink RIS-assisted system via Bayesian optimization. Bayesian optimization is a sequential design strategy for global optimization of black-box functions, which has emerged as a powerful solution for these varied design problems such as interactive user interface, information extraction, automatic machine learning, and sensor network, etc [25]–[27]. The Bayesian optimization adds a Bayesian methodology to the iterative optimizer paradigm by incorporating a prior model on the space of
possible target functions. A simpler surrogate model of the objective function which is cheaper to evaluate and will be used instead to solve the optimization problem. The main contributions of our work are summarized as follows:

- To the best of our knowledge, this paper is the first attempt to focus on the downlink transmission scheme without the channel estimation. Motivated by the Bayesian optimization, we formulate the optimization problems to minimize the mean square error (MSE) in the data transmission. Since the CSI of the BS-RIS and the RIS-users are not available at the BS and the RIS, this optimization cannot be solved analytically. By introducing the Bayesian optimization, the sum MSE can be regarded as the objective function. The input of the objective function is the beamformer at the BS, the phase shift at the RIS, and the receiver filter at the users. Then, we reformulate the original optimization problem to an unconstraint problem by using the spherical coordinates. It is worth noting that the dimension of the input vector is high when the number of antennas of the BS and the number of elements of the RIS is large. We deal with this challenge by treating the objective function additive function of mutually exclusive lower-dimensional components [28].

- We propose a framework of the transmission scheme in the RIS-assisted downlink system. The proposed downlink data transmission scheme can be easily extended to the MIMO system, the multi-user MIMO system. In addition, by considering the fairness among the users, the maximum of individual MSE can be minimized by the Bayesian optimization. Furthermore, this setup of our work can also apply to the wireless power transfer system by choosing the received signal strength as the objective function.

- Simulation results show that the proposed downlink data transmission scheme based on the Bayesian optimization can effectively reduce the sum MSE. For the downlink wireless power transfer, the proposed transmission scheme can improve the received power and achieve acceptable performance compared with the known CSI scheme. We also validate the performance by considering the fairness of users. Moreover, the proposed transmission scheme is robust to the slow fading channel, where the updated variable is dynamically learned by each feedback.

The remainder of the paper is organized as follows: Section II introduce the background of the Bayesian optimization. Section III introduces the system model and problem formulation in the downlink data transmission system and the wireless power transfer system, respectively.
The proposed downlink transmission scheme via Bayesian optimization is studied in Section IV. Then, Section V provides simulation results. Finally, we conclude this paper in Section VI.

**Notation:** Boldface lowercase and uppercase letters denote vectors and matrices, respectively. The operators $\text{tr}\{\cdot\}$, $\text{vec}(\cdot)$, $(\cdot)^T$, $(\cdot)^*$, $(\cdot)^H$, $(\cdot)^{-1}$, $\Re(\cdot)$, and $\Im(\cdot)$ stand for the trace, the vectorization, the transpose, the conjugate, the Hermitian, the inverse, the real part, and the imaginary part of their arguments, respectively. For any vector $\mathbf{x}$, $\text{diag}\{\mathbf{x}\}$ returns a diagonal square matrix whose diagonal consists of the elements of $\mathbf{x}$. For any matrix $\mathbf{X}$, $[\mathbf{X}]_{\text{diag}}$ represents a diagonal matrix with the same diagonal elements of $\mathbf{X}$. The operation $\otimes$ denotes the Kronecker product. $\mathbf{I}_N$ denotes an identity matrix of size $N \times N$.

II. BACKGROUND OF BAYESIAN OPTIMIZATION

Consider the following problem of finding a global minimizer (or maximizer) of an unknown objective function

$$\mathbf{x}^* = \arg \min_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}),$$

where $\mathcal{X}$ is the compact set of the domain, i.e., a hyper-rectangle $\mathcal{X} = \{\mathbf{x} \in \mathbb{R}^D : a_i \leq x_i \leq b_i\}$. We can only query at some $\mathbf{x}_i \in \mathcal{X}$ and obtain the corresponding observation $f(\mathbf{x}_i)$. Note that $f$ may be nonconvex and the gradient information is not available. Since the objective function is unknown, the Bayesian strategy is to treat it as a random function and place a prior over it. The prior captures beliefs about the behavior of the function. After gathering the function evaluations, which are treated as data, the prior is updated to form the posterior distribution of the objective function, which in turn, is used to construct an acquisition function that determines the next query point.

In particular, the widely used Gaussian prior is adopted, i.e., $f(\mathbf{x}_{1:t}) = [f(\mathbf{x}_1), f(\mathbf{x}_2), \ldots, f(\mathbf{x}_t)]^T \sim \mathcal{N}(0, \mathbf{K}_t)$, where $\mathbf{K}_t$ is the $t \times t$ kernel matrix with $\mathbf{K}_t(i,j) = k(||\mathbf{x}_i - \mathbf{x}_j||)$, $i, j = 1, \ldots, t$. Two popular kernels are the squared exponential (SE) kernel and the Måtérn kernel, given respectively by

$$k_{\text{SE}}(a) = \exp \left( -\frac{a^2}{2h^2} \right),$$

$$k_{\text{Måtérn}}(a) = \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu a}}{h} \right)^\nu B_\nu \left( \frac{\sqrt{2\nu a}}{h} \right),$$

where $\Gamma(\cdot)$ and $B_\nu(\cdot)$ are the Gamma function and the $\nu$-th order Bessel function, respectively; $h$ is a hyper-parameter.
In Bayesian optimization, at the $t$-th iteration, we have samples $D_{1:t} = \{(x_i, f(x_i))\}_{i=1}^t$ and we are interested in inferring the value of $f(x_{t+1})$ at the next query point $x_{t+1}$. By the Gaussian prior assumption,

$$
\begin{bmatrix}
  f(x_{1:t}) \\
  f(x_{t+1})
\end{bmatrix} \sim \mathcal{N}
\begin{pmatrix}
  0, \\
  k_{t+1}^T
\end{pmatrix},
\end{bmatrix}

$$

(4)

with $k_{t+1} = [k(||x_{t+1} - x_1||), k(||x_{t+1} - x_2||), \ldots, k(||x_{t+1} - x_t||)]^T$, and the property of Gaussian distribution, we can write

$$
f(x_{t+1})|D_{1:t} \sim \mathcal{N}(\mu_t(x_{t+1}), \sigma_t^2(x_{t+1})),$$

(5)

where

$$
\mu_t(x_{t+1}) = k_{t+1}^T K_t^{-1} f(x_{1:t}),
$$

(6)

$$
\sigma_t^2(x_{t+1}) = k(0) - k_{t+1}^T K_t^{-1} k_{t+1}.
$$

(7)

Note that the computation complexity of (6) and (7) is high since the dimensions of the matrix and vectors grow with $t$. In order to reduce the complexity, we can set a window size $W$ and compute $\mu_t(x_{t+1})$ and $\sigma_t^2(x_{t+1})$ based on $\{(x_i, f(x_i))\}_{i=t-W+1}^t$ instead of $\{(x_i, f(x_i))\}_{i=1}^t$. Define the $W \times 1$ vector $\bar{k}_{t+1} = [k(||x_{t+1} - x_{t-W+1}||), k(||x_{t+1} - x_{t-W+2}||), \ldots, k(||x_{t+1} - x_t||)]^T$ and the $W \times W$ kernel matrix $\bar{K}_t$ such that $\bar{K}_t(i, j) = k(||x_{t-W+i} - x_{t-W+j}||), i, j = 1, \ldots, W$. Then we can replace (6)-(7) by

$$
\mu_t(x_{t+1}) = \bar{k}_{t+1}^T \bar{K}_t^{-1} f(x_{t-W+1:t}),
$$

(8)

$$
\sigma_t^2(x_{t+1}) = k(0) - \bar{k}_{t+1}^T \bar{K}_t^{-1} \bar{k}_{t+1}.
$$

(9)

Note that in (8)-(9) the matrix $\bar{K}_t$ and vector $\bar{k}_{t+1}$ are both functions of $x_{t+1}$. Then, the posterior mean and variance in (8)-(9) are used to construct the following acquisition function

$$
\varphi_{t+1}(x) = \mu_t(x) - \sqrt{\beta_{t+1}} \sigma_t(x),
$$

(10)

where $\beta_{t+1}$ is a hyper-parameter. The next query point $x_{t+1}$ is then given by

$$
x_{t+1} = \arg \min_{x \in X} \varphi_{t+1}(x).
$$

(11)

In practice, (10) can be solved using various numerical methods, e.g., the grid search algorithm in [29]. The Bayesian optimization procedure for solving (1) is summarized in Algorithm 1.
**Algorithm 1** The Bayesian optimization algorithm for solving (1)

1: **for** \( t = 1, 2, \ldots, T \) **do**
2: \hspace{1em} Calculate \( \mu_{t+1} \) and \( \sigma_{t+1} \) using (8) and (9);
3: \hspace{1em} Find \( x_{t+1} = \arg \min_{x \in X} \varphi_{t+1}(x|D_{1:t}) \) by performing the grid search algorithm;
4: \hspace{1em} Evaluate \( f(x_{t+1}) \);
5: **end for**
6: **Output:** \( x^* = x_T \).

---

### III. System Description and Problem Formulations

In this section, we first introduce the system model, and then provide problem formulations for RIS-assisted downlink data transmission and power transfer, respectively.

**A. System Model**

The system model is shown in Fig. 1. We consider an RIS-assisted multi-user MISO system, where the BS equipped with \( M \) antennas serves \( K \) single-antenna users with the help of an \( N \)-element RIS. There is no direct link between the BS and users. The RIS is usually installed on a surrounding wall to assist the transmissions between the BS and the users. Each element of the RIS is configurable and programmable via an RIS controller. Moreover, the RIS is connected to a smart controller, which can be used to exchange the information with the BS and the users. The transmitted signal at the BS is given by

\[
x = Ws,
\]

where \( W = [w_1, w_2, \ldots, w_M]^T \in \mathbb{C}^{M \times K} \) is the linear precoding matrix at the BS; \( s = [s_1, s_2, \ldots, s_K]^T \) contains independent and identically distributed (i.i.d.) transmitted data symbols to users each with zero mean and unit variance. The transmission power constraint is given by \( \text{tr}\{W^HW\} \leq P \). Then, the received signal at the RIS is written as

\[
y = Hx,
\]

where \( H \in \mathbb{C}^{N \times M} \) is the channel matrix from the BS to the RIS. The RIS is a reflection device and it effectively applies a phase shift to each element of the received signal \( y \) and then forwards it to the users. The received signal at users is then given by

\[
r = [r_1, r_2, \ldots, r_K]^T = F\Phi HWs + u.
\]
where $F = [f_1, f_2, \ldots, f_K]^T \in \mathbb{C}^{K \times N}$ denotes the channel matrix between the RIS and the users; $\Phi = \text{diag}\{\phi\}$ with $\phi = [\phi_1, \phi_2, \ldots, \phi_N]^T$ and $\phi_n = e^{j\theta_n}$ is the phase shift at the $n$-th RIS antenna element, $n = 1, 2, \ldots, N$; $u = [u_1, u_2, \ldots, u_K]^T$ contains i.i.d. zero-mean circularly symmetric complex Gaussian noise at the user, i.e., $u_k \sim \mathcal{CN}(0, \gamma^2)$. Finally, each user $k$ scales its received signal $r_k$ by $c_k \in \mathbb{C}$, which is represented by

$$\hat{s} = Cr = CF\Phi HWs + Cu, \quad (15)$$

where $C = \text{diag}\{c_1, c_2, \ldots, c_K\}$.

**B. Problem Formulations**

The above RIS-assisted system can be employed for downlink data transmission or power transfer. For either case, we need to design the matrices $\{W, \Phi, C\}$, which depend on the channels $\{H, F\}$. The key challenge is then to obtain the optimal design without knowing the channels; and for that we resort to the tool of Bayesian optimization. In what follows, we first formulate the optimization problems for data transmission and power transfer.
1) Downlink Data Transmission: For downlink data transmission, one objective is to minimize the sum MSE, given by

\[ f_{\text{MSE}}(W, \Phi, C) \triangleq \mathbb{E}\{\|\hat{s} - s\|^2\} \]  

(16)

\[ = \mathbb{E}\{\|(CF\Phi HW - I)s + Cu\|^2\} \]  

(17)

\[ = \text{tr}\{(CF\Phi HW - I)^H(CF\Phi HW - I)\} + \gamma^2 \text{tr}\{C^H C\} \]  

(18)

\[ = \text{tr}\{WH^H\Phi^H F^H C^H C F \Phi H W + I\} - \text{tr}\{WH^H\Phi^H F^H C^H\} \]  

\[ - \text{tr}\{CF\Phi HW\} + \gamma^2 \text{tr}\{C^H C\}. \]  

(19)

Then the optimization problem becomes

\[ \min_{\{W, \Phi, C\}} f_{\text{MSE}}(W, \Phi, C) \]  

(20a)

\[ \text{s. t. } \text{tr}\{WHW\} \leq P \]  

(20b)

\[ 0 \leq \theta_n \leq 2\pi, \quad \forall n = 1, 2, \ldots, N. \]  

(20c)

Note that since the channel state information (CSI) \( \{H, F\} \) is not available, the above optimization problem cannot be solved analytically.

Remark 1: To evaluate the expectation in (26a), at each iteration \( t \), we can transmit \( \kappa \) pilot symbol vectors \( s(1), \ldots, s(\kappa) \), and evaluate an approximate objective value

\[ f_{\text{MSE}}(W, \Phi, C) \approx \frac{1}{\kappa} \sum_{n=1}^{\kappa} \|\hat{s}(n) - s(n)\|^2. \]  

(21)

Simulation results in Sec. V indicate that one pilot symbol vector, e.g., \( \kappa = 1 \) suffices.

To take into account the fairness among users, we can also minimize the maximum of individual MSE. In particular, the MSE of user \( k \) is given by

\[ f_{\text{MSE}_k}(w_k, \Phi, c_k) \triangleq \mathbb{E}\{|\hat{s}_k - s_k|^2\} \]  

(22)

\[ = \mathbb{E}\{|(c_k f_k \Phi H \sum_{k=1}^{M} w_k s_k + c_k u_k - s_k|^2\} \]  

(23)

\[ = (c_k f_k \Phi H w_k - 1)^H(c_k f_k \Phi H w_k - 1) + \gamma^2 c_k^H c_k \]  

(24)

\[ = w_k^H H^H \Phi^H f_k^H c_k c_k f_k \Phi H w_k - 2\Re\{w_k^H H^H \Phi^H f_k^H c_k\} + \gamma^2 c_k^H c_k + 1. \]  

(25)

Then we can consider the following min-max formulation:

\[ \min_{\{w_k, \Phi, c_k\}} \max_k f_{\text{MSE}_k}(w_k, \Phi, c_k) \]  

(26a)

\[ \text{s. t. } (20b), (20c). \]  

(26b)
Note that the objective function in (26a) is not smooth which is hard to be optimized via Bayesian optimization. Therefore we employ the following smooth approximation to the maximization operator [30]:

\[
\max \{x_1, x_2, \ldots, x_K\} \approx \eta \ln \sum_{k=1}^{K} \exp\left( \frac{f_{\text{MSE}_k}(w_k, \Phi, c_k)}{\eta} \right),
\]

where \(\eta > 0\) is a parameter. Large \(\eta\) leads to high accuracy of the approximation, but it also causes the problem to be nearly ill-conditioned. When \(\eta\) is chosen appropriately, we can use the following smooth reformulation of (26a)-(26b):

\[
\min_{\{w_k, \Phi, c_k\}} \eta \ln \sum_{k=1}^{K} \exp\left( \frac{f_{\text{MSE}_k}(w_k, \Phi, c_k)}{\eta} \right),
\]

\[\text{s. t.} \quad (20b), (20c). \tag{28a}\]

\[\text{s. t.} \quad (20b), (20c). \tag{28b}\]

2) Downlink Power Transfer: For downlink wireless power transfer, the receiving filter \(C\) is not needed at the users. The total harvested power at the users is defined as

\[
f_p(W, \Phi) \triangleq \mathbb{E}\{rr^H\} \tag{29}
\]

\[
= \text{tr}\left\{ F\Phi HWW^H H^H \Phi^H F^H \right\} + \gamma^2 K. \tag{30}
\]

The optimization problem is then

\[
\max_{\{W, \Phi\}} f_p(W, \Phi) \tag{31a}
\]

\[\text{s. t.} \quad (20b), (20c). \tag{31b}\]

We can also maximize the minimum of individual harvested power. In particular, the harvested power at user \(k\) is defined as

\[
f_{p_k}(W, \Phi) \triangleq \mathbb{E}\{r_k r_k^H\} \tag{32}
\]

\[
= f_k \Phi HWW^H H^H \Phi^H f_k^H + \gamma^2. \tag{33}
\]

Then we consider the following max-min formulation:

\[
\max_{\{W, \Phi\}} \min_k f_{p_k}(W, \Phi) \tag{34a}
\]

\[\text{s. t.} \quad (20b), (20c). \tag{34b}\]
Similarly as before, a smooth reformulation of (34a)-(34b) is given by
\[
\max_{\{W, \Phi\}} \eta \ln \sum_{k=1}^{K} \exp\left( \frac{f_{p_k}(W, \Phi)}{\eta} \right) \quad (35a)
\]
s. t. \( (20b), (20c) \). \( (35b) \)

IV. DOWNLINK TRANSMISSION DESIGNS WITH UNKNOWN CSI

In this section, we propose a Bayesian optimization based approach to solve the total MSE minimization problem in (20) based on observing the sample MSE. Note that the same approach can be used to solve the other problems formulated in Sec. III.

A. Spherical Representation of Variables

We treat the objective in (20) as a black-box function with input variables \( \{W, \Phi, C\} \). In order to employ Bayesian optimization, the input variables should be real-valued and the optimization should be unconstrained. We first transform \( \{W, \Phi, C\} \) into real-valued vectors.

The phase shift \( \Phi \) consists of \( N \) real variables \( \theta = [\theta_1, \theta_2, \ldots, \theta_N]^T \in [0, 2\pi]^N \).

For the beamforming matrix \( W \in \mathbb{C}^{M \times K} \), we can first vectorize it as \( w = \text{vec}(W) \in \mathbb{C}^{MK} \) and then convert it to real-valued as \( \tilde{w} = [\Re\{w^T\}, \Im\{w^T\}]^T \in \mathbb{R} = [\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_{2MK}]^{2MK} \). Then the power constraint (20b) becomes
\[
\tilde{w}_1^2 + \tilde{w}_2^2 + \cdots + \tilde{w}_{2MK}^2 \leq P. \quad (36)
\]

In order to remove this constraint, we parameterize the vector \( \tilde{w} \) by spherical coordinates \( \psi = [\psi_1, \psi_2, \ldots, \psi_{2MK-1}]^T \in [0, \pi]^{2MK-1} \) as follows
\[
\tilde{w}_m = \sqrt{P} \cos \psi_m \prod_{n=1}^{m-1} \sin \psi_n, \quad m = 1, 2, \ldots, 2MK - 1, \quad (37)
\]
\[
\tilde{w}_{2MK} = \sqrt{P} \sin \psi_{2MK-1} \prod_{n=1}^{2MK-2} \sin \psi_n, \quad m = 2MK. \quad (38)
\]

It can be easily checked that \( \tilde{w} \) defined by (37)-(38) always satisfies (36). Moreover, the filtering matrix \( C \) consists of \( K \) complex variables \( c = [c_1, c_2, \ldots, c_K]^T \in \mathbb{C}^K \), which can be represented as \( 2K \) real variables \( \tilde{c} = [\Re\{c^T\}, \Im\{c^T\}]^T \in \mathbb{R}^{2K} \). Note that we observe from simulations that its elements \( \tilde{c}_k \in [-1, 1] \) under the Rayleigh fading channel model. Therefore, we can also represent \( \tilde{c} \) using the spherical coordinate, i.e., \( \tilde{c}_k = \cos \gamma_k \), with \( \gamma_k \in [0, \pi] \). Hence the constrained
optimization problem in (20) with complex-valued variables is converted to an unconstrained optimization with
\[ D = 2(M + 1)K + N - 1 \] real-valued variables
\[ \min_x f_{\text{MSE}}(x), \quad (39) \]
with \( x = [\theta^T, \psi^T, \gamma^T]^T \).

B. Optimization via Coordinate Decomposition

When the dimension \( D \) is high, the optimization in (11) is hard to solve. A typical approach is to partition the \( D \)-dimensional decision variable \( x \) into \( L \) non-overlapping segments: \( x^{(1)}, \ldots, x^{(L)} \). We postulate that the objective function can be decomposed as the following:
\[ f(x) \approx f^{(1)}(x^{(1)}) + f^{(2)}(x^{(2)}) + \ldots + f^{(L)}(x^{(L)}). \quad (40) \]
Moreover, given \( \{(x_i, f(x_i))\}_{i=t-W+1}^t \), we further assume that \( f^{(\ell)}(x_{t+1}^{(\ell)}) \) and \( f(x_{t-W+1:t}) \) are jointly Gaussian. Similar to (8)-(9), we obtain the posterior mean and the posterior variance of \( f^{(\ell)}(x_{t+1}^{(\ell)}) \) as
\[ \mu_{t}^{(\ell)}(x_{t+1}^{(\ell)}) = (\hat{k}_{t+1}^{(\ell)})^T K_t^{-1} f(x_{t-W+1:t}), \quad (41) \]
\[ (\sigma_{t}^{(\ell)}(x_{t+1}^{(\ell)}))^2 = k(0) - (\hat{k}_{t+1}^{(\ell)})^T K_t^{-1} \hat{k}_{t+1}^{(\ell)}, \quad (42) \]
where \( \hat{k}_{t+1}^{(\ell)} = [k(||x_{t+1}^{(\ell)} - x_{t-W+1}^{(\ell)}||), k(||x_{t+1}^{(\ell)} - x_{t-W+2}^{(\ell)}||), \ldots, k(||x_{t+1}^{(\ell)} - x_{t}^{(\ell)}||)]^T \). The acquisition function \( \varphi_{t+1}^{(\ell)} \) of the segment \( x^{(\ell)} \) is then given by
\[ \varphi_{t+1}^{(\ell)}(x^{(\ell)}) = \mu_{t}^{(\ell)}(x^{(\ell)}) - \sqrt{\beta_{t+1} \sigma_{t}^{(\ell)}(x^{(\ell)})}. \quad (43) \]
And the next query segment \( x_{t+1}^{(\ell)} \) is given by
\[ x_{t+1}^{(\ell)} = \arg \min_{x^{(\ell)}} \varphi_{t+1}^{(\ell)}(x^{(\ell)}), \quad \ell = 1, \ldots, L. \quad (44) \]
Finally we combine all segments to obtain the query point \( x_{t+1} \) and the corresponding objective function value \( f(x_{t+1}) \).

Moreover, we can further consider multiple, say \( Q \), random partitions of \( x \). For each partition, we compute the query point \( x_{t+1} \) according to the above procedure and the objective value \( f(x_{t+1}) \). Then we choose the partition that results in the minimum value of objective value.

In summary, the practical implementation of the proposed transmission scheme is shown in Fig. 2. The total training procedure consists of two stages: the initial stage and the updating
stage. First, in the initialization process, the BS, the RIS, and the users randomly initialize input vector $x_t$ for $W$ times. After each initialization, the BS transmits the pilot symbol $s(t)$ to the users. Then the users estimate the objective value in (21) and feed it back to the BS. Based on the $W$ initial sample points and the corresponding objective value, we randomly generate $Q$ possible partitions of $x$. Then the BS computes $x_1$ in (44) and transmits pilot $s(1)$. The users estimate the objective value $f(x_1)$ and feed it back to the BS. Then the BS chooses the partition corresponds to a minimum of $f(x_1)$.

In the updating process, the BS transmits the pilot symbol $s(t)$ to the users. Then the users estimate the objective value $f(x_t)$ and feedback to the RIS and the BS. The main difference with the initial stage is that the Bayesian optimization is operated at each time to obtain the next query point $x_{t+1}$. Then the BS informs the RIS and the users of the updated $\Phi$ and $C$, respectively. Finally, by repeating this updating process, the sum MSE is minimized. The proposed Bayesian optimization based training scheme is shown in Algorithm 2.

V. SIMULATION RESULTS

In this section, we present numerical results to verify the performance of the proposed transmission scheme based on Bayesian optimization. The BS is equipped with $M = 2$ antennas. The number of elements in RIS is $N = 2$ if there is no specific introduction. The parameter $\beta_{t+1}$ in (10) is set to $0.4 \log(2t+2)$. The window size is $W = 20$. The SE kernel is chosen in Bayesian optimization and the hyper-parameter $h$ is learned by the maximum likelihood estimation in [26].
Algorithm 2 The proposed training scheme based on Bayesian optimization

1: **Initialization process:**
2: for $t = -W + 1, \ldots, 0$ do
3: The BS, the RIS, and the users randomly initialize $x_t$.
4: The BS transmits pilot $s(t)$ to users.
5: The users estimate the objective value in (21) and feed it back to the BS.
6: end for
7: $t = 1$
8: for each one of the $Q$ possible partitions of $x$ do
9: The BS computes $x_1$ in (44).
10: The BS transmits pilot $s(1)$ to users.
11: The users estimate the objective value $f(x_1)$ and feed it back to the BS.
12: end for
13: The BS chooses the partition corresponds to minimum of $f(x_1)$.
14: **Updating process:**
15: for $t = 2, \ldots, T$ do
16: The BS transmits pilot $s(t)$ to users.
17: The users estimate the objective value $f(x_t)$ and feed it back to the BS.
18: for $\ell = 1, 2, \ldots, L$ do
19: Compute $\mu_{t}^{(\ell)}$ and $\sigma_{t}^{(\ell)}$ using (41) and (42), respectively;
20: Update $x_{t+1}^{(\ell)}$ in (44) using the grid search algorithm;
21: end for
22: $x_{t+1} = \bigcup_{\ell=1}^{L} x_{t+1}^{(\ell)}$;
23: The BS transmits the updated $\Phi$ and $C$ to the RIS and the users;
24: end for
25: **Output:** $\{W, \Phi, C\}$.

The number of partition $Q$ is equal to the input dimension $D$. The smooth parameter is $\eta = 50$. The simulation results are obtained by taking an average over 1000 random realizations and the maximum iteration time $T = 350$.

Furthermore, for the initialization of the proposed algorithm, we set the initial phase shift of
each reflecting element follows a uniform distribution, i.e., \( \theta_i \in \mathcal{U}(0, 2\pi) \). Similarly, the filtering element is \( \gamma_k \in \mathcal{U}(0, \pi) \). For the initialization of \( \psi \), we first randomly generate the vector \( \tilde{w} \) satisfying the power constraint (36), and then compute the corresponding \( \psi \) by inverting the spherical coordinate transformation (37), (38) as follows:

\[
\psi_1 = \arccos \left( \frac{\tilde{w}_1}{\sqrt{P}} \right), \tag{45}
\]

\[
\psi_m = \arccos \left( \frac{\tilde{w}_m}{\sqrt{P\Pi_{n=1}^{m-1} \sin \psi_n}} \right), \quad \text{for } m = 2, \ldots, 2MK - 1. \tag{46}
\]

A. Downlink Data Transmission

In the downlink data transmission, the Rayleigh fading is assumed for each link. The sum MSE performance of the proposed Bayesian optimization scheme and the known CSI scheme is shown in Fig. 3. The derivation of the benchmark “Transmission with known CSI” is shown in
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Fig. 4. The convergence time for the proposed transmission scheme is evaluated in the downlink data transmission. It shows that the proposed scheme can achieve convergence through iterations.

Appendix. As we can see, the proposed Bayesian optimization scheme is acceptable compared with the scheme with known CSI, especially at the medium SNR ($5 < \text{SNR} < 15$). It is worth noting that the sum MSE performance degrades in the low SNR regime since the noise varies dramatically in each feedback. Moreover, the sum MSE is convergent at 0.7 and does not reduce any more. This is because the objective function is approximated as the sum of low-dimension subfunctions, which makes the performance loss.

The convergence time for the proposed scheme is evaluated in Fig. 4. The SNR is set to $\{0 \ \text{dB}, \ 10 \ \text{dB}, \ 20 \ \text{dB}\}$. Although the sum MSE is high at the initial samples, the sum MSE gradually convergent after 150 times in both the high or the low SNR regimes. This shows that the number of iterations of the proposed algorithm is acceptable in practice. Note that the more iterations guarantee better performance since the objective value of the new sample point may be stable at the local optimal. Moreover, it can be seen that slight fluctuations appear at the convergent point. This is because the noise can affect the objective value at each feedback, which makes the updated $\{W, \Phi, C\}$ fluctuate at the convergent point.
The sum MSE performance of different reflection elements for the proposed scheme and the transmission scheme with known CSI is evaluated in Fig. 5. We can see that the sum MSE decreases with the increase of the number reflecting elements on the RIS. Although there is a gap between the proposed scheme and the scheme with perfect CSI, the channel estimation is not required at the RIS and the BS, which makes our proposed scheme more practical. Moreover, it is shown that performance gain by increasing the number of reflecting elements is not obvious compared with the benchmark. This is because the increased dimension of the input variables makes the optimization more difficult with the limited number of feedback. Furthermore, we can see that the sum MSE of the proposed scheme with ten reflecting elements is nearly the same as the sum MSE of the known CSI scheme with two elements. This reveals that the implementation of more reflecting elements without the RF-chains can achieve the same performance with the known CSI scheme.

The sum MSE performance with the different numbers of pilot symbol vectors is evaluated.
The number of iterations

The sum MSE

= 1
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Fig. 6. The sum MSE performance for the proposed transmission scheme with different number of pilot symbol vectors is evaluated in the downlink data transmission. We set $\text{SNR} = 20 \text{ dB}$. It is shown that the one pilot symbol vector is enough to the training process.

in Fig. 6. The SNR is set to 20 dB. We can see that the number of pilot symbol vectors does not significantly affect performance. Moreover, the sum MSE of the transmission with one pilot symbol vector outperforms the transmission with 10 and 20 pilot symbol vectors. This is because suitable noise can make the objective value avoid the local minimum and accelerate the convergence speed. Therefore, one pilot symbol vector is enough in the training process.

Next, we plot the MSE performance of the proposed scheme with the slow fading channel in Fig. 7. We assume that $\mathbf{H}$ and $\mathbf{F}$ varies slowly in each feedback. The varying channel coefficients of each feedback are models as $\tilde{\mathbf{H}} = \mathbf{H} + \Delta \mathbf{H}$ and $\tilde{\mathbf{F}} = \mathbf{F} + \Delta \mathbf{F}$, where the entries of $\Delta \mathbf{H}, \Delta \mathbf{F}$ are $\mathcal{CN}(0, \nu^2)$. Here we set $\nu = 0.001$. We can see that the proposed bayesian optimization algorithm is robust to the slow fading channel. This is because the proposed scheme adopts the previous sample points and is not sensitive to the trivial parameter change. As a comparison, the frequent channel estimation is required for the known CSI scheme to avoid the performance loss with the channel varying.
In Fig. 7, the sum MSE performance for the proposed transmission scheme with the slow fading channel is evaluated in the downlink data transmission. It is shown that the proposed “Bayesian optimization” is robust to the slow varying channel.

In Fig. 8, the MSE performance for the proposed scheme and the transmission scheme with known CSI is evaluated in the fairness downlink data transmission. The known CSI scheme is the benchmark for the fairness problem, and the derivation of the known CSI scheme is similar to [31]. As we can see, the min-max MSE of the proposed scheme achieves the acceptable performance compared with the known CSI scheme. Although the sum MSE problem and the min-max MSE problem are different in the formulation, the proposed scheme can solve these problems in a similar way.

B. Downlink Power Transfer

We further consider the large scale fading in the downlink power transfer. The large scale fading is modeled as \( \kappa = \varsigma d_0^{-\alpha} \), where \( d_0 \) is the distance between the transmitter and the receiver; \( \alpha = 2.2 \) is the path loss exponent, and \( \varsigma \) is the path loss at the reference distance 1m which is set to 30 dB. Moreover, the background noise variance at each user is set to \(-110 \) dBm. Moreover,
the distance between the BS and the users is fixed to 50 m, and the distance between the users and the RIS is set to 40 m.

The received power performance for the proposed scheme and the transmission scheme with known CSI is evaluated in Fig. 9. The known CSI scheme in [5] is set to the benchmark. The received power of the users improves as the increase of the transmit power. The performance gap between the known CSI scheme and the proposed transmission scheme is acceptable.

In Fig. 10, the received power performance with different transmit power for the proposed scheme and the transmission scheme with known CSI is evaluated in the downlink fairness wireless power transfer. The derivation of the benchmark “Known CSI” is similar to [31]. Our proposed Bayesian optimization based scheme achieves a satisfactory performance compared with the known CSI scheme. It validates the effectiveness of the proposed scheme in both the sum power maximization and the min-max problem.
VI. CONCLUSION

In this paper, we studied the transmission scheme in the downlink RIS-assisted system with unknown CSI. The training scheme based on Bayesian optimization was proposed to minimize the sum MSE. Moreover, the proposed scheme can be extended to the fairness problem and the wireless power transfer system. The superiority of the proposed scheme over the existing scheme is that the RF chains of the RIS and the channel estimation are not required for the transmission, which makes the implementation of the RIS more flexible and energy effective. The simulation results have demonstrated that the proposed scheme achieved an acceptable performance compared with the known CSI scheme. Furthermore, it was also shown that the proposed scheme can resist the impact of the slow fading channel. The ramification of this paper is that it provides a new perspective to design the RIS-assisted downlink transmission scheme.
Fig. 10. The received power performance with different transmit power for the proposed scheme and the transmission scheme with known CSI is evaluated in the downlink fairness wireless power transfer. The proposed “Bayesian optimization” has an acceptable performance with “Known CSI”.

APPENDIX

THE TRANSMISSION SCHEME WITH KNOWN CSI

In this section, we iteratively solve the original problem when CSI is available at the BS and the RIS. The closed-form solution is obtained to minimize the sum MSE. Lastly, the overall algorithm is provided.

We can expand the objection function (26a) as

\[
J(W, \Phi, C) = \mathbb{E}\{\|C \Phi W - I\|s + Cu\|^2\}
\]

\[
= \text{tr}\{(C \Phi W - I)^H(C \Phi W - I)\} + \sigma^2 \text{tr}\{C^H C\}
\]

\[
= \text{tr}\{W^H \Phi^H F^H C^H C \Phi W\} - \text{tr}\{W^H \Phi^H F^H C^H\} - \text{tr}\{C \Phi W\} + \sigma^2 \text{tr}\{C^H C\}. \tag{49}
\]
In the following, we focus on the optimization of the transmit beamformer $W$ and the phase shift matrix $\Phi$.

A. Optimize $\{W, C\}$ for fixed $\Phi$

We refer to the lagrangian method to solve this problem. We introduce an auxiliary variable $\alpha$. Then, let

$$W = \alpha \bar{W}, \quad (50)$$
$$C = \alpha^{-1} \bar{C}, \quad (51)$$

and the lagrangian function can be written as

$$L(\bar{W}, \alpha) = \text{tr}\{\bar{W}^H H^H \Phi^H F^H \bar{C}^H C \Phi H \bar{W}\} - \text{tr}\{\bar{W}^H H^H \Phi^H F^H \bar{C}^H \}$$
$$- \text{tr}\{\bar{C} \Phi H \bar{W}\} + \alpha^{-2} \sigma^2 \text{tr}\{\bar{C}^H C\} + \lambda (\alpha^2 \text{tr}\{\bar{W} \bar{W}^H\} - P), \quad (52)$$

where $\lambda$ is the Lagrangian multiplier. Then, By setting $\frac{\partial L}{\partial \lambda} = 0$ and $\frac{\partial L}{\partial \alpha} = 0$. We can obtain

$$\alpha^2 = \frac{P}{\text{tr}\{\bar{W} \bar{W}^H\}}, \quad (53)$$
$$\alpha^4 = \frac{\sigma^2 \text{tr}\{\bar{C}^H C\}}{\lambda \text{tr}\{\bar{W} \bar{W}^H\}}. \quad (54)$$

Hence, we have

$$\lambda \alpha^2 = \frac{\sigma^2 \text{tr}\{\bar{C}^H C\}}{P}. \quad (55)$$

By setting $\frac{\partial L}{\partial \bar{W}} = 0$, we can get the closed-form solution of $\bar{W}$ and $\alpha$ as

$$\bar{W} = 2 \left( H^H \Phi^H F^H \bar{C}^H C \Phi H + \frac{\sigma^2}{P} \text{tr}\{\bar{C}^H C\} I \right)^{-1} \bar{C} \Phi H, \quad (56)$$
$$\alpha = P^\frac{1}{2} \text{tr}\{\bar{W} \bar{W}^H\}^{-\frac{1}{2}}, \quad (57)$$

Then, the optimal $W$ can be expressed as

$$W^\text{opt} = \alpha \bar{W}. \quad (58)$$

By setting $\frac{\partial L}{\partial C} = 0$, we can obtain

$$\bar{C} = \left( F \Phi H \bar{W} \bar{W}^H H^H \Phi^H F^H + \sigma^2 I \right)^{-1} \bar{W}^H H^H \Phi^H F^H, \quad (59)$$

Then, we can obtain the closed form solution of $C$ as

$$C^\text{opt} = \alpha^{-1} \bar{C}. \quad (60)$$
B. Optimize $\Phi$ for fixed $\{W, C\}$

For fixed $\{W, C\}$, the optimization problem (20) can be rewritten as

$$
\min_{\Phi} \quad \text{tr}\{\Phi^H A \Phi B\} - \text{tr}\{\Phi^H D^H\} - \text{tr}\{\Phi D\} \\
\text{s.t.} \quad 0 \leq \theta_n \leq 2\pi, \quad \forall n = 1, 2, \ldots, N
$$

(61a)

where $A = F^H C^H CF$, $B = HW W^H H^H$ and $D = HW CF$. Since $\Phi$ is the diagonal matrix, we have

$$
\text{tr}\{\Phi^H A \Phi B\} = \phi^H (A \odot B) \phi, \\
\text{tr}\{\Phi D\} = d^T \phi, \\
\text{tr}\{\Phi^H D^H\} = \phi^H d^*.
$$

(62)

(63)

(64)

where $d = \text{diag}\{D\}$. Then, the problem (61) can be rewritten as

$$
\min_{\phi} \quad \phi^H \Xi \phi - d^T \phi - \phi^H d^* \\
\text{s.t.} \quad |\phi_n| = 1, \quad \forall n = 1, 2, \ldots, N,
$$

(65a)

(65b)

where $\Xi = A \odot B$. Then, the problem (65) can be rewritten as

$$
\min_{\phi} \quad f(\phi) \\
\text{s.t.} \quad |\phi_n| = 1, \quad \forall n = 1, 2, \ldots, N,
$$

(66a)

(66b)

where $f(\phi) = \phi^H \Xi \phi - 2\Re\{\phi^H d\}$. Since the unit modulus constraint in (66b), the problem (66) is a non-convex optimization problem and hard to solve. Here, we adopt the MM algorithm to solve this problem [14]. The main idea is to construct a series of more tractable approximate subproblems. Similarly to the lemma in [32], we introduce the lemma in the following.

**Lemma 1:** For any given solution $\phi^t$ at the $t$-th iteration and for any feasible $\phi$, we have

$$
\phi^H \Xi \phi \leq y(\phi|\phi^t) \triangleq \phi^H X \phi - 2\Re\{\phi^H (X - \Xi) \phi\} + (\phi^t)^H (X - \Xi) \phi^t,
$$

(67)

where $\Xi = \lambda_{\text{max}} I_N$ and $\lambda_{\text{max}}$ is the maximum eigenvalue of $\Xi$.

Then, the surrogate objective function $y(\phi|\phi^t)$ can be constructed as

$$
g(\phi|\phi^t) = y(\phi|\phi^t) + 2\Re\{\phi^H d\}.
$$

(68)
Algorithm 3 The transmission scheme with known CSI

1: Initial: $t = 1$, $\phi = \phi_0$, given $H$, $F$;

2: while the $|f(\phi^{t+1}) - f(\phi^t)|$ is reduced by more than $\varepsilon$ do

3: Calculate $\{W, C\}$ using (58) and (60), respectively;

4: Calculate $q^t$ using (71);

5: Calculate $\phi^{t+1}$ using (72);

6: Calculate $f(\phi^{t+1})$ using (66a);

7: end while

It can be proofed that $g(\phi|\phi^t)$ satisfies the three conditions in [33]. Furthermore, the objective function $g(\phi|\phi^t)$ is more tractable than the original $f(\phi|\phi^t)$. Then, the subproblem can be solved at the $t$-th iteration is given by

$$\min_{\phi} \quad g(\phi|\phi^t)$$

s. t. $|\phi_n| = 1, \; \forall n = 1, 2, \ldots, N.$ \hfill (69a)

Since $\phi^H \phi = M$, we have $\phi^H \Xi \phi = M\lambda_{\text{max}}$. By substituting (67) into (70a), the problem (69) can be reformulated as

$$\max_{\phi} \quad 2\Re\{\phi^H q^t\}$$

s. t. $|\phi_n| = 1, \; \forall n = 1, 2, \ldots, N.$ \hfill (70b)

where

$$q = (\lambda_{\text{max}} I_N - \Xi)\phi^t - d^*.$$ \hfill (71)

It can be easily seen that the optimal solution of problem (70) is given by

$$\phi^{t+1} = e^{j\arg(q^t)}.$$ \hfill (72)

Finally, we provide the transmission scheme with known CSI in Algorithm 3.
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