Multiscale and Adversarial Learning-Based Semi-Supervised Semantic Segmentation Approach for Crack Detection in Concrete Structures
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ABSTRACT Typically, the operational lifetime of underground concrete structures is several decades. At present, many such structures are approaching their original life expectancy. In this stage, the essential functionality of the structures may be considerably degraded, leading to various safety hazards such as collapse roof and tunnel flooding. In general, to overcome such problems, the maintenance of underground structures has been conducted through manual subjective inspections so far. However, recently, several objective inspection technologies have been actively developed by fusing artificial intelligence and imaging techniques recently. In particular, deep learning algorithms have been developed to detect concrete cracks, based on a large amount of data for supervised learning, including numerous labeled images. Such data acquisition requires considerable time and effort. To reduce these costs, in this study, multiscale and adversarial learning techniques were applied to realize crack detection. A total of 1,200 labeled data and 3,000 unlabeled data were used to implement and verify the proposed method. The multiscale segmentation neural network, discriminator neural network, and adversarial learning technique were used to realize accurate crack detection, enhance the learning performance, and ensure the efficiency of training data, respectively. The resulting algorithm had a pixel accuracy, mean intersection over union, frequency weighted intersection over union, and F1 score of 98.176%, 88.936%, 96.525%, and 88.789%, respectively. The proposed technique can be used to examine the conditions to ensure the safe maintenance of aging structures.
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I. INTRODUCTION
A. NECESSITY OF UNDERGROUND STRUCTURES MAINTENANCE
Underground concrete structures include various types of road, railway, and utility tunnels, most of which are designed to be utilized over several decades. In recent years, with the aging of many such underground structures worldwide, maintenance technology become essential for the public safety as old structures have potential risk. For example, in the United States, the majority of the road and rail tunnels were constructed more than 50 years ago [1]. Japan is currently encountering similar situation [2]. According to Fujino et al., the construction of Japanese highways was commenced in 1960s, and several such highways are no longer in a satisfactory operational condition. In Korea, the proportion of structures aged more than 30 years will increase to 33.7% by 2029, and thus, there is an increasing interest in ensuring the safety of existing structures [3].

The types of damage to underground concrete structures can be categorized as cracks, peeling, cavity, and efflorescence, among other phenomena. These aspects can degrade the functionality of the structure and cause safety problems that threaten the public. Consequently, prompt inspection and
repair must be performed. In general, the facility safety management agency examines the various types of concrete damage systematically through various inspection processes [4]. However, the inspection is mainly performed visually and manually by using a crack microscope and crack rulers. Nevertheless, such an approach involves a low objectivity and reliability because the inspectors determine the presence or absence of damage based on their experience and subjective decision making. To enable objective evaluation, the quantification and digitization of the information must be realized using equipment such as high-resolution image sensors [5].

B. RELATED RESEARCH

1) CRACK DETECTION WITHOUT DEEP LEARNING

Until now, various types of sensor technologies have been introduced to detect the different types of damage occurring in underground structures. Image and light detection and ranging (lidar) sensors have been used to detect the occurrence of cracks, spalling, corrosion, efflorescence, and other phenomena. In particular, the inherent filters and algorithms were applied to develop techniques to realize facility maintenance [5]–[9]. Among these aspects, the algorithm for crack detection has been most actively researched. According to the Korean government policy, the acceptable width of cracks in concrete structures is less than 0.3 mm [10]. Therefore, most of the existing studies were focused on detecting micro-cracks. To this end, image processing through a high-resolution image sensor, which employs a traditional technique involving pattern recognition for cracks, has been actively researched. One of the unique patterns of cracks is a boundary line. As this line appears to be created on the flat pavement surface, it is considered as an edge in the image. The cracked area is shaded owing to the lower reflection of light in this region than on the other surfaces, which leads to darkening. This difference in the brightness sharpens the crack border. Consequently, the edge of the crack can be detected clearly using several edge detection algorithms [11]–[14]. However, under unexpectedly bright natural sunlight conditions or low illumination, the detection performance of this approach is decreased.

Moreover, in the case of filter-based algorithms, a Gabor filter [15], [16], wavelet transform [17], [18], and Hough transform [19] are used to detect the cracks. The filter-based approach can be considered to a transformation method used to extract the unique feature of cracks through a region-based operation. Using the meaningful feature, the crack region is segmented after the foreground region is separated from the background by considering certain thresholds. However, the threshold can only be determined through many trial and error cycles and is highly sensitive to the detection environment, thereby requiring modifications according to the application field.

To improve the detection accuracy, machine learning techniques can be applied to identify the crack region by using the features determined from various filters. Such algorithms extract the features from the input image, which are then used to train the machine learning model. The model extracts the actual crack from the components that involve cracks with a similar shape. A typical machine learning model is the support vector machine, which is used to enhance the detection precision [20], [21]. However, this machine learning method exhibits a deteriorated recognition performance when various types of cracks are input. In particular, the recognition result depends on the quality of the filter’s output, and thus, the approach cannot be used in universal conditions.

2) CRACK DETECTION THROUGH DEEP LEARNING

In recent times, the concrete surface damage detection through an image processing technology utilizing deep learning has been actively examined. Feng et al. proposed an algorithm to detect cracks occurring on the surface of a concrete dam, by using a deep neural network with the auto-encoder technique consisting of encoder and decoder steps [22]. The researchers mounted a 20 MP camera on a drone and acquired the training image data recorded for 18 h. Based on the image data, a deep neural network was designed, and skeleton images were generated to measure the crack length. The resulting algorithm had a recall, precision, and F-measure of 80.45%, 80.31%, and 79.16%, respectively. In addition, a classification-based algorithm was proposed to detect cracks as well as other damages occurring on concrete walls [23]. Cha et al. collected the image data recorded using a high-resolution DSLR camera and divided them into 256 × 256 frames to classify the damaged and intact images. These images were processed using the algorithm of deep neural networks for classification, and an accuracy of more than 90% was attained. A similar process was employed by Kim et al. [24]. First, the researchers collected images of cracks, joints, etc. through an internet web search using ScrapeBox [25]. Subsequently, a classification algorithm based on deep neural networks was developed. A high-resolution large image was cropped by a small window, and the cropped image was used as the input of the algorithm. The deep learning model determined the presence of cracks in the cropped area. In a further study, the researchers developed a technique to segment the crack region from the image at the pixel-level by using a mask region-based convolutional neural network [10], [26]. The resulting algorithm exhibited an accuracy of 95% with an intersection over union (IoU) of 50%.

3) CRACK DETECTION THROUGH SEMI-SUPERVISED LEARNING

As discussed, artificial intelligence methods represent a type of supervised learning approaches. Supervised learning can lead to an excellent performance in the presence of sufficient training data including annotation data. However, acquiring a large amount of training data is challenging, and in particular, a considerable amount of time is required to acquire the ground truth data for supervised learning. To overcome these limitations, several researchers have focused on the use
of semi-supervised learning. Zhan et al. used the mix-and-match technique in self-supervised learning methods [27], and Lee et al. proposed a method of randomly selecting hidden units and implementing weakly and semi-supervised learning [28]. This learning technique was fused with generative adversarial learning (GAN) technique, to derive a new form of semi-supervised learning [29]. When using the GAN theory, the time-consuming labeling work could be eliminated owing to the use of a deep neural network to acquire the new training image data [30], [31]. Li et al. attempted to apply this method to detect the cracks occurring in road pavements [32], and this approach could likely be used as a core technology for accurate diagnosis maintenance systems to realize the crack detection in concrete structures, which requires a highly precise inspection.

4) CONTRIBUTION OF THE PROPOSED APPROACH

The inspection technology to maintain concrete structures must have a sufficient resolution to detect micro-cracks. In this regard, the detection accuracy as well as the sensor resolution must be ensured. Considering these aspects, this article proposes a novel method to realize concrete crack detection by using multiscale and adversarial learning. The contribution of this work is three-fold which means the novelty of our method. First, to detect the concrete cracks, we developed a segmentation neural network that could realize highly accurate recognition; unlike the deep neural network of the auto-encoder type, the neural network of the proposed approach was trained through the multiscale learning method, which could improve the detection accuracy. Second, to enhance the training performance, a deep neural network based on the connectivity between the layers was proposed to generate new training data from the unlabeled image. Finally, a new adversarial learning structure was designed to train multiscale segmentation neural networks, and a new loss function was proposed to update the weights of the two neural networks, to reduce the amount of required training data.

To demonstrate these contributions, first, the training data acquisition and types of considered concrete cracks are described. Next, the adversarial learning method, including the structure of the segmentation neural network, discriminator neural network, and weight update strategy, is introduced. Furthermore, the experiment performed to compare the proposed method with the existing methods to evaluate its performance is described. Finally, the concluding remarks are presented.

II. CONCRETE CRACK IMAGE DATA FOR DEEP LEARNING

A. CRACK IMAGE

To develop a deep neural network algorithm to detect concrete cracks, image data are required for training. Crack image data can be simply recorded using cameras. However, because this approach requires considerable time and effort, we used the image data already collected in the previous studies. For example, an image data set corresponding to a building in the Middle East Technical University (METU) [33] was used to develop an algorithm to identify the presence or absence of cracks. Among the 40,000 images, 20,000 images corresponded to cracked and intact images each. Another image data set provided by the Utah State University (USU) was used, the data in which were recorded uses a 16 MP Nikon camera [34]. The data consisted of 54 bridge images, 72 concrete wall images, and 104 pavement images. The images were divided to 256 × 256 and saved in the JPEG file format. A total of 1,196 images were selected from the two data sets, as shown in Fig. 1. The images corresponding to the METU and USU involved cracks occurring in buildings and bridges, respectively. In this study, these images were used to ensure the diversity of the training data set.

FIGURE 1. Concrete crack images from (a) METU, (b) USU.

B. LABELED IMAGE

To train the segmentation neural network to realize pixel-level classification, labeled images are required to identify the exact crack region in the image. The image data set provided by Dorafshan et al. could be used to develop a classification algorithm [34]; however, for the purpose of the present study, labeled images were required to be prepared. To this end, the LEAR Image Annotation Tool [35] was used, as shown in Fig. 2(a). The selected 1,196 images were labeled for training. Finally, we obtained the labeled data, consisting of crack and labeled images to realize supervised learning, as shown in Fig. 2(b). Among those images, 900 images were used for training, and the remaining 300 images were used for
FIGURE 2. Image data annotation for segmentation: (a) Crack image labeling program, (b) Labeled images.

the validation. Moreover, 3000 crack images were added as unlabeled data to implement semi-supervised learning.

III. DESIGN OF MULTISCALE AND ADVERSARIAL LEARNING FRAMEWORK

A. MULTISCALE SEGMENTATION NEURAL NETWORK FOR CRACK DETECTION

A deep neural network was used to detect the concrete cracks in the images. Most of the existing algorithms for pixel-level segmentation use the auto-encoder method (e.g. SegNet [36], FRRN [37], LinkNet [38]), which involves a deep neural network to ensure a high recognition performance in road images. The pixel-level segmentation neural network consists of encoder and decoder stages. The encoder stage extracts a meaningful feature with several convolution operations and finally creates a feature map. The decoder stage localizes the target at the pixel-level through up-sampling operations.

Although this method has a reasonable performance, in this study, to enhance the recognition performance, a novel neural network structure was developed, which could generate the feature maps at several scales in the encoder stage and extract the positions of the objects from the maps. The proposed structure primarily included two stages, namely, the feature and localization stages, as shown in Fig. 3. The former stage was composed of dense and translation blocks, and the latter stage was composed of four link blocks. The neural network in the feature stage was similar to DenseNet121 [39], which is composed of four dense blocks and three transition blocks. However, to reduce the number of parameters, we modified the original neural network in terms of the following four aspects: The initial number of features was changed from 64 to 16, and the growth rate was changed from 32 to 8. The max pooling operation was eliminated to reduce the size with transition blocks. The dense block values were changed from [6, 12, 24, 16] to [4, 3, 2, 1]. In addition, $1 \times 1$ convolutions were replaced by $3 \times 3$ convolutions.

The output of the four dense blocks in the feature stage was used as a feature map, along with the input of the link block in the localization stage. The four link blocks were similar to those in the LinkNet [38]. The original network structure consisted of four encoder and four decoder blocks. However, we incorporated three down-size operations in the encoder step and three up-size operations in the decoder step. The LinkNet demonstrates a high performance, even with a simple structure, owing to the presence of the residual block. Consequently, three skip connections were applied between the encoder and decoder steps. Through this configuration, the four link blocks operated simultaneously in the proposed network. The four sub-outputs obtained from the four link blocks were finally restored to a size of $256 \times 256$. The sub-outputs were composed of two channels to ensure that the background and crack could be distinguished. The final output was summed according to the corresponding channel and divided by 4 to realize normalization.

B. DISCRIMINATOR NEURAL NETWORK

The discriminator neural network was used to determine the true and false aspects of the input image. The input of the discriminator neural network was a prediction image sized $256 \times 256 \times 2$, and the output was a confidence map sized $256 \times 256 \times 1$. The discriminator neural network employed in this work was a combination of the convolution–leaky ReLU (CL) blocks [40], as shown in Fig. 4. We used eight CL blocks in the discriminator neural network. The kernel size was 3, and the channels for the 8 CL blocks were set as 64, 64, 128, 128, 256, 256, 512, and 512. In addition, three dense connectivity [39] layers were used between the CL blocks to alleviate the vanishing gradient problem. The size of the features was reduced to $8 \times 8$ over five stages. When the prediction and labeled images were input, the corresponding outputs were considered as the false and true maps, respectively. In this manner, the discriminator neural network could identify the true labeled images.

C. ADVERSARIAL LEARNING METHOD

To perform adversarial learning, the training data set was categorized into two groups: In the group corresponding to the labeled data, the crack and labeled images were paired for the supervised learning, and in the other group, corresponding to the unlabeled data, only crack images were used for the semi-supervised learning. The two data set groups were used to simultaneously realize three types of learning: The first
type corresponded to the training of the discriminator neural network, for which the input included prediction images and one-hot images. The prediction image was the output image obtained when the crack images of the labeled and unlabeled data were input to the segmentation neural network. The one-hot image was the normalized image, in which the crack and background regions were marked as 1 and 0 in the labeled image, respectively. The two sets of images were input to the discriminator neural network, and a confidence map was output. This confidence map was considered to be true and false for the results pertaining to the one-hot image and prediction image, respectively. However, because it was impossible to create a virtual image with such honest learning, cheat learning was incorporated. In particular, when a confidence map was produced by the prediction image obtained from the crack image of unlabeled data, it was regarded as true. Using this duping method, the discriminator could be trained under a mutually competitive frame.

Next, we trained the segmentation neural networks through supervised learning. To update the weight of the proposed segmentation neural network, the image resize operation was performed. For multiscale learning, the size of the four sub-outputs and corresponding size of the labeled images was required to be the same. Therefore, the labeled image sized $256 \times 256$ was reduced to images sizes $128 \times 128$, $64 \times 64$, and $32 \times 32$. Each resized labeled image was connected to the sub-output corresponding to its size and later used to update the weight of the segmentation neural network.

Finally, semi-supervised learning was performed to train the segmentation neural network by using the crack image of the unlabeled data. The confidence map, which was the output of the adequately trained discriminator neural network, was considered as the labeled image. This confidence map was subjected to the image resize operation to generate four labeled images. These labeled images were matched to the sub-output of the segmentation neural network, and its weight
was updated in the same manner as in the supervised learning process.

D. LOSS FUNCTION OF MULTISCALE AND ADVERSARIAL LEARNING

The loss function of adversarial learning was applied to the two deep neural networks simultaneously. The total loss was the sum of the losses of the discriminator and segmentation network, as indicated in Eq. (1). The total loss value, and the loss values of the discriminator and segmentation network were denoted as \( L_{all} \), \( L_D \) and \( L_{Seg} \), respectively.

\[
L_{all} = L_D + L_{Seg}
\]  

(1)

The loss function of the discriminator neural network can be defined as in Eq. (2), where \( X \) and \( Y \) denote the crack and labeled images, respectively. \( S(\cdot) \) and \( D(\cdot) \) denote the prediction image and confidence map resulting from the segmentation and discriminator neural networks, respectively. \( y \) denotes the weight balance, whose value is 0 or 1 when a prediction or labeled image is input, respectively. In addition, \( i \) denotes the position of a pixel in the image, and \( N \) denotes the total number of pixels.

\[
L_D = -\sum_i^N (1 - y_i)\log(1 - D(S(X)_i)) + y_i\log(D(Y)_i)
\]  

(2)

The loss function of the segmentation neural network can be defined as in Eq. (3), and it consists of three loss functions. The first loss function is the cross-entropy function (Eq. (4)) used when implementing supervised learning. \( Sub(\cdot) \) denotes the sub-output of a multiscale segmentation neural network, and \( N(s) \) indicates the total number of pixels of the sub-output, corresponding to the scale of \( s \). \( Y \) denotes the pixel value in a one-hot image. The second loss function, \( L_{adv} \), corresponds to the discriminator neural network, and can be defined as in Eq. (5). In particular, this parameter is a function of \( D(\cdot) \) when \( S(\cdot) \) is input. The third loss function corresponds to semi-supervised learning and can be defined as in Eq. (6). In this equation, \( T_{semi} \) is set as 0.3, and \( I \) is composed of zeroes or ones as the identity matrix. Moreover, \( \hat{Y} \), which is a binary digit, is the pixel value of the image predicted as a crack image by the segmentation neural network.

\[
L_{Seg} = L_{CE} + L_{adv} + L_{semi}
\]  

(3)

\[
L_{CE} = -\sum_s^4 \sum_i^N Y_s,i\log(Sub(X)_s,i)
\]  

(4)

\[
L_{adv} = -\sum_i^N \log(D(S(X)_i))
\]  

(5)

\[
L_{semi} = -\sum_s^4 \sum_i^N T_{semi} I(D(X)_s,i > T_{semi}) \times \hat{Y_s,i}\log(Sub(X)_s,i)
\]  

(6)

IV. EXPERIMENT DETAILS

A. METHODOLOGY

Four experiments were conducted to evaluate the recognition performance of the proposed method. First, the performance of two segmentation neural networks, namely, the auto-encoder type and multiscale type networks, was compared. To enable a fair comparison, only labeled data was used, and the obtained accuracy was evaluated under the same conditions. The second experiment was performed to evaluate the performance of the proposed discriminator neural network and examine the amount of improvement in the learning performance when implementing dense connectivity. The findings were compared with those of the Fully Convolutional Network (FCN) [41] to clarify the difference between the two discriminators. In the third experiment, the adversarial learning method was considered. The efficiency of the approach was clarified by simultaneously applying the proposed segmentation neural network and discriminator neural network and evaluating the improvement in the recognition performance compared to that of the original method. Finally, the training parameters, which influence the learning performance, were analyzed to optimize the process.

B. IMPLEMENTATION AND COMPUTING ENVIRONMENT

For supervised learning, the initial values were set following Glorot and Bengio [42]. ADAM was used as the optimization function. Its the learning rate, beta-1, and beta-2 were set as 0.001, 0.9, and 0.999, respectively [43]. The number of epochs was 500, and the batch size was 4 for every supervised learning process.

For adversarial learning, ADAM was used as the optimization function for the segmentation and discriminator neural networks. Most of the optimization parameters were the same as those for the supervised learning. However, the learning rate was set as 0.0025 and 0.001 for the segmentation and discriminator neural networks, respectively. The batch size was 4 and the number of iterations was 30,000. Until 5,000 iterations, the weight of the segmentation neural network was updated through the labeled data, and subsequently, the weight was updated using the results of the adversarial learning.

The algorithm was implemented under the Ubuntu 18.04 framework. The deep learning framework was Pytorch, all the experiments were performed under the same learning environment, and the development PC specifications were as follows: i7-109800, 128 GB RAM, and NVIDIA-RTX 2080TI.

C. PERFORMANCE EVALUATION METRICS

To evaluate the accuracy of the segmentation neural network, four indices, namely, the pixel accuracy (Pix.Acc.), mean IoU (M.IoU), frequency weighted IoU (F.IoU) and F1 score (F1) were used, as described in Eqs. (7), (8),(9), and (10), respectively. In Eq. (7), \( n_{i,j} \) indicates the number of pixels in
class $i$ predicted to belong to class $j$. In Eq. (8), $n_{ij}$ denotes the number of classes, and $t_i$ indicates the number of all pixels belonging to class $i$. Eq. (7) indicates the accuracy in pixel units, and Eqs. (8) and (9) indicate the accuracy in area units. The F1 score is the harmonic mean of the precision ($Pr$) and recall ($Re$). These indices are used to assess the crack prediction accuracy of the neural network model.

\[
\text{Pix.Acc.} = \frac{\sum_i n_{ii}}{\sum_i t_i}, \quad \text{where } t_i = \sum_j n_{ij} \tag{7}
\]

\[
M.\text{IoU} = \frac{1}{n_{cl}} \sum_i t_i + \sum_j n_{ij} - n_{ii} \tag{8}
\]

\[
F.\text{IoU} = \left( \sum_k t_k \right)^{-1} \sum_i t_i + \sum_j n_{ij} - n_{ii} \tag{9}
\]

\[
F_1 = \frac{2 \times Pr \times Re}{Pr + Re} \tag{10}
\]

### D. RESULTS

1) SEGMENTATION NEURAL NETWORK

Three different deep neural networks were considered for the performance comparison with the segmentation neural network, as indicated in Table 1. All the networks were of the auto-encoder type, and their mean IoU and F1 scores are nearly equivalent with values of more than 80%. The mean IoU of the FRRN and LinkNet was more than 86%, and the F1 score of LinkNet was more than 86%. Nevertheless, the proposed multiscale segmentation neural network denoted as Ours(S) outperformed the other three auto-encoder type algorithms in terms of all the indicators. In particular, the mean IoU and F1 score of Ours(S) were 87.252% and 86.877%, which were 0.266% and 0.328% higher than those of the LinkNet, respectively.

| Model     | Evaluation metrics |
|-----------|--------------------|
|           | Pix. Acc. | M. IoU | F. IoU | F1    |
| SegNet    | 97.498    | 84.894 | 95.261 | 84.035 |
| FRRN      | 97.747    | 86.197 | 95.697 | 85.589 |
| LinkNet   | 97.846    | 86.986 | 95.911 | 86.549 |
| Ours(S)   | 97.868    | 87.252 | 96.011 | 86.877 |

### TABLE 2. Results for the discriminator.

| Model     | Evaluation metrics |
|-----------|--------------------|
|           | Pix. Acc. | M. IoU | F. IoU | F1    |
| FCD       |           |        |        |       |
| SegNet    | 97.538    | 84.978 | 95.310 | 84.118 |
| FRRN      | 97.760    | 86.502 | 95.755 | 85.981 |
| LinkNet   | 97.882    | 87.128 | 95.968 | 86.706 |
| Ours(S)   | 98.009    | 87.721 | 96.180 | 87.374 |
| Ours(D)   |           |        |        |       |
| SegNet    | 97.655    | 85.447 | 95.494 | 84.660 |
| FRRN      | 97.887    | 87.115 | 95.969 | 86.684 |
| LinkNet   | 97.903    | 87.169 | 95.995 | 86.742 |
| Ours(S)   | 98.176    | 88.936 | 96.525 | 88.789 |

2) DISCRIMINATOR NEURAL NETWORK

To assess the performance of the discriminator network, 900 and 3,000 images corresponding to the labeled and unlabeled data were used, respectively. The testing was performed by connecting different discriminator neural networks to the four segmentation neural networks. For the discriminator neural network, the FCD tested by Hung et al. and the proposed Ours(D) network were used. After the training completion, the segmentation neural network model was applied to the validation data and its performance was compared with that of supervised learning. The corresponding results are presented in Table 2. It could be noted that the performance of all the eight models improved in terms of all the indicators, regardless of the type of discriminator used. Though, the comparison of the two discriminators indicated that the Ours(D) network outperformed the FCD in terms of all the
indicators. In particular, when the FCD was connected to Ours(S), the mean IoU and F1 score increased by 0.469% and 0.497%, respectively. In addition, when Ours(D) was connected to Ours(S), the mean IoU and F1 score increased by 1.684% and 1.912%, respectively. The performance increment in the case of Ours(D) was higher than that when using FCD. Thus, it was concluded that the learning performance of the proposed discriminator was higher than that of the FCD.

3) ADVERSARIAL LEARNING

The influence of adversarial learning was evaluated according to the amount of labeled data used. In particular, the performance was evaluated considering the labeled data ratio, corresponding to 1/2, 1/4 and 1/8 of 900 images, along with the labeled images. For adversarial learning, 3,000 additional unlabeled images were used. The results presented in Table 1 were defined as the baseline, and the data ratio required to cross the relevant values was identified as shown in Table 3. When 1/2 of the data was applied, the frequency weighted IoU of SegNet was 95.241%, 0.02% less than one of SegNet’s baseline. When 1/4 of the data was used, the learning results of FRRN and LinkNet did not exceed the baseline in all the indicators. Finally, when 1/8 of the data was used, the frequency weighted IoU and F1 score of Ours(S) were 95.999% and 86.862%, which were less than Ours(S)’s baseline by 0.012% and 0.015%, respectively. In summary, the amount of data used in semi-supervised learning was not reduced when using the SegNet. The FRRN and LinkNet required only 1/2 of the supervised learning data to cross the baseline. The proposed Ours(S) and Ours(D) networks were the most efficient neural network, as it could achieve the target performance using only 1/4 of the data required for the supervised learning.

| Data amount | λ_adv | λ_semi | T_semi | M.IoU |
|-------------|-------|--------|--------|-------|
| 1/2         | 0.01  | 0.01   | 0.2    | 88.289|
|             | 0.01  | 0.05   | 0.2    | 88.689|
|             | 0.01  | 0.10   | 0.2    | 88.536|
| 1/2         | 0.01  | 0.05   | 0.2    | 88.689|
|             | 0.01  | 0.05   | 0.3    | 88.776|
|             | 0.01  | 0.05   | 0.4    | 88.431|

4) HYPERPARAMETERS

For adversarial learning, optimal parameters must be set to update the weight of the neural network. In this study, we optimized the parameters as indicated in Table 4 to attain the highest accuracy. Half of the labeled data and 3,000 unlabeled images were used for training. Moreover, λ_adv was set as 0.01. The change in the mean IoU value was determined according to the variation in λ_semi and T_semi. To determine the optimal λ_semi, it was varied from 0.01 to 0.10 under a fixed T_semi. The highest mean IoU was attained when λ_semi was 0.05. Next, T_semi was varied from 0.2 to 0.4 under a fixed λ_semi of 0.05. The highest mean IoU was 88.776% when T_semi was 0.3. According to these findings, the optimal parameters corresponded to a λ_semi and T_semi of 0.05 and 0.3, respectively.

5) CRACK DETECTION

The resulting images for the concrete crack detection are presented in Table 5. The first column shows the crack images containing the damaged spot, and the second column presents the ground truth indicating the damaged area. The subsequent columns show images from the segmentation neural network, obtained after training with all the labeled and unlabeled images. It can be noted that the results obtained using the proposed Ours(S) and Ours(D) networks are more similar to the ground truth, compared to the other resulting images. As indicated in the first and second rows, Ours(S) and Ours(D) detect micro-cracks more clearly and precisely compared to the other networks. Moreover, as indicated in the fifth to seventh rows, the pepper noise is reduced in the detected area with the concrete crack. In conclusion, the proposed model outperforms the other models in terms of the detection performance.

V. DISCUSSION

A. PROPOSED NEURAL NETWORK

Micro-cracks in concrete hinder the structural safety, and thus, the objective of crack detection is to ensure the safety of concrete structures and prolong their lifetime. Therefore, ensuring the detection accuracy is paramount when evaluating the structural safety. To this end, the development of detection technology using deep learning has been actively realized in recent years. A typical example of this technique is the use of segmentation neural networks based on the auto-encoder type algorithm. In this approach, the number of layers is increased to create more unique and meaningful features. Moreover, to alleviate the vanishing gradient problem, many methods combining encoder and decoder networks have been suggested.

Nevertheless, the multiscale segmentation neural network is based on the assumption that a sufficiently meaningful feature is already generated in the encoder, and a simple neural network is applied to estimate the location of the object.
Considering this aspect, the Ours(S) network was designed to consist of a feature stage and localization stage. In general, as the neural network deepens, the spatial information is lost. To minimize this loss, the information generated in the feature stage can be transferred to the final layer by using a link block. Furthermore, to enable the application of the proposed approach to an embedded system, the number of parameters in Ours(S) was designed to be 12.19 M. Among the other networks, the SegNet, FRRN, and LinkNet networks have 29.44 M, 23.57 M, and 11.53 M parameters, respectively. In this regard, the Ours(S) network is similar to the LinkNet, and it is expected that field application can be realized without any difficulties. Consequently the multiscale segmentation neural network outperforms the other models, and its number of parameters is relatively small.

Adversarial learning is a type of semi-supervised learning, and it is applied to generate a new labeled image from an unlabeled image. The labeled image generated using a discriminator neural network is known as a confidence map, as indicated in Table 6. In this study, we developed a novel
As the learning method for the proposed network, the adversarial learning was combined with multiscale segmentation neural networks. In particular, Ours(S) produced four sub-outputs. To train this network, the labeled image was resized to match the size of the sub-outputs. This resizing process was also applied in the adversarial learning process. The confidence map generated from the unlabeled image was connected to the sub-output. Through this approach, the spatial information generated in the confidence map updated weights at various scales. Owing to this updating method, the semi-supervised learning has more effective for the multiscale segmentation neural networks than the auto-encoder neural networks. The difference in the effect was evaluated by connecting LinkNet and FCD and connecting Ours(S) and FCD, as indicated in Table 2. Comparing the performance of each combination with the results of supervised learning, it was noted that LinkNet increased the mean IoU and F1 score by 0.142% and 0.157%, respectively. Furthermore, Ours(S) increased the mean IoU and F1 score by 0.469% and 0.497%, respectively, corresponding to an increase amount that is three times higher than that of LinkNet. When the discriminator was replaced by Ours(D), the amount of increase was more than nine times. LinkNet led to an increase of 0.183% and 0.193% in the mean IoU and F1 score, respectively, and the corresponding increase for the Ours(S) network was 1.684% and 1.912%, respectively. It can be concluded that even when using the same discriminator, the multiscale adversarial learning leads to an enhanced performance. In fact, this phenomenon became more pronounced when the data amount ratio of the labeled data was reduced. By comparing the results of Ours(S) and Ours(D) at 1/8 the data amount, as indicated in Table 3, with those of all the other auto-encoder models, as indicated in Table 1, it could be noted that the Ours(S) and Ours(D) networks outperformed the auto-encoder models. Consequently, the most efficient learning technique corresponded to a combination of the multiscale and adversarial learning approaches.

### VI. CONCLUSION

In this study, we developed a detection algorithm and learning method to segment crack areas, which may occur in underground concrete structures, through images. In the existing studies, deep neural networks were developed through supervised learning to detect the damaged areas. However, in this algorithm, a large amount of image data is required, and considerable time and effort are required to generate labeled images for training. To reduce the required time and effort, adversarial learning is a promising technique. Considering this aspect, we proposed a method to create a new precise labeled image from unlabeled images, while improving the recognition performance of segmentation neural networks. When our method is compared with that of the auto-encoder type algorithm, the detection accuracy of the multiscale segmentation neural network was higher. Moreover, the use of dense connectivity was effective in enhancing the learning performance. In addition, it was noted that multiscale and adversarial learning could be combined to reduce the required amount of data. When diagnosing the status of a concrete structure, it is necessary to ensure a high detection accuracy because the safety grade depends on the width of the micro-cracks. The crack characteristics are used to decide whether a structure requires reinforcement or repair. Generally, the crack’s physical dimension can be measured by triangulation or photogrammetry methods but basic technology is crack detection algorithm like ours. In this regard, the proposed highly accurate and efficient crack detection algorithm can be used to improve the reliability of structural safety diagnosis.
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