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Abstract  The variability of the sea level pressure in the North Atlantic sector is the most important driver of weather and climate in Europe. The main mode of this variability, the North Atlantic Oscillation (NAO), explains up to 50\% of the total variance. Other modes, known as the Scandinavian index, East Atlantic, and East Atlantic/West Russian pattern, complement the variability of the sea level pressure, thereby influencing the European climate. It has been shown previously that a seasonal prediction system with enhanced winter NAO skill due to ensemble subsampling entails an improved prediction of the surface climate variables as well. Here, we show that a refined subselection procedure that accounts both for the NAO index and for the three additional modes of sea level pressure variability is able to further increase the prediction skill of wintertime mean sea level pressure, near-surface temperature, and precipitation across Europe.

Plain Language Summary  Atmospheric winter conditions in Europe are primarily controlled by the varying pressure field over the North Atlantic, influencing temperature and precipitation in Europe. Current seasonal forecasts of European winter climate, though highly desirable for society and economy, are as yet not fully reliable. There exist a number of autumn predictors, such as sea surface and stratospheric temperature, Eurasian snow depth, and Arctic sea ice, that impact on the upcoming pressure regimes in a predictable way. The present dynamical seasonal forecast systems respond still too weakly to these known seasonal predictors. But the relationship is reproduced quite well by means of statistics. In combination, statistical and dynamical forecasts have the potential to improve forecasts of the North Atlantic pressure conditions and thereby affected variables like temperature and precipitation in Europe considerably. We extend an existing hybrid seasonal forecast procedure by considering more modes of the Atlantic pressure regimes than just the North Atlantic Oscillation. In this way, we are able to improve the forecasts for temperature and precipitation over wider regions in Europe.

1. Introduction

Seasonal prediction is a field of active research with several meteorological institutions worldwide issuing such seasonal forecasts to support environmental and economic decisions of a wide range of user groups. To date, the greatest success of such dynamical ensemble forecast systems is the prediction of El Niño Southern Oscillation (ENSO) several months ahead, which is the most important mode of interannual variability of the global climate influencing atmospheric phenomena around the world. In general, the skill of seasonal forecasts is satisfactory in the tropics, whereas prediction of northern midlatitude seasonal climate remains challenging, as recently evaluated by Baker, Shaffrey, Sutton, et al. (2018). They show that the anomaly correlation coefficient (ACC) used to measure the prediction skill of mean sea level pressure (SLP) in a multi-model ensemble is low and not significant over most of the North Atlantic-European sector in most of the analyzed models.

Cohen et al. (2019) argue that new statistical techniques can increase the accuracy of seasonal forecasts and advocate the development of hybrid dynamical-statistical forecasts to produce more robust seasonal predictions. Hybrid forecasts based on circulation specification were presented, for example, by Baker, Shaffrey, and Scaife (2018) and Dobrynin et al. (2018).

In boreal winter, European weather and climate is dominated by the zonal propagation of planetary and synoptic-scale waves. This large-scale circulation is an extremely high-dimensional phenomenon in real
space. The technique of principal component analysis (PCA), applied to the evolving SLP field, is one way to describe the states of this phenomenon in a sparse manner. The first principal component (PC) of SLP corresponds closely to the North Atlantic Oscillation (NAO) index, the importance of which for wintertime temperature, wind, and precipitation anomalies in the North Atlantic-European sector has been known for long time (Hurrell, 1995; Hurrell et al., 2003; Thompson et al., 2003). However, despite its importance, it would be misleading to consider the NAO in isolation. Although PCs are orthogonal by construction, the components are interwoven nonlinearly, and every PC represents just one aspect of the whole circulation.

We therefore extend our notion of SLP variability considering three further modes of variability (second, third, and fourth PC) in addition to the NAO index. These modes, hence called circulation indices, correspond to the Scandinavian index (SCAN), the East Atlantic/West Russian (EA/WR), and the East Atlantic (EA) pattern (although the denomination differs between authors, Barnston & Livezey, 1987). Together these indices explain about 80% of SLP variability. We set aside the inclusion of even more circulation indices, as their identification in short time series is complicated by stochastic noise.

Comas-Bru and McDermott (2014) show that higher-order circulation indices modulate the relation between NAO and European climate by shifting the NAO dipole in the South-West/North-East direction or rotating it in a clockwise/anticlockwise movement, impacting differently on temperature and precipitation. Moreover, Vihma et al. (2018) explore the effects of large-scale atmospheric patterns besides NAO on European winter temperatures. Among other things, they show that cold spells over Europe are associated with a combination of negative NAO and positive SCAN.

Compared to ensemble mean prediction, Dobrynin et al. (2018) reported significant improvements in the seasonal prediction of surface temperature (TAS) and precipitation (PR) over a large area mostly in northern Eurasia: On the basis of an accurate statistical prediction of the NAO index, “good” dynamical forecast members are selected from the forecast ensemble. But as the NAO index explains no more than 50% of the SLP variance, even a perfect prediction of the winter NAO will not improve the seasonal prediction of temperature and precipitation beyond certain limits (Dobrynin et al., 2018). The objective of the present paper is to explore possible improvements facilitated by the specification of all four leading circulation indices in the Euro-Atlantic sector (NAO, SCAN, EA/WR, and EA).

To produce the mentioned accurate prediction of the NAO index, Dobrynin et al. (2018) developed a statistical estimator of the mean winter NAO index with a correlation of around 0.8 by taking into account autumn states of slowly varying boundary conditions of the ocean and atmosphere: Arctic sea ice thickness (SIT), sea surface temperature (SST), snow depth (SND) in Eurasia, and stratospheric temperature in 100 hPa; see also Hall et al. (2017) and Wang et al. (2017). Similarly, Iglesias et al. (2014) and Oss et al. (2018) predict the seasonal evolution of the EA pattern based on SST. Rust et al. (2015) identify a linear relationship between temperature in Europe and several circulation indices, which allows the isochronic prediction of temperature anomalies given those indices.

We are going to broaden the approach of Dobrynin et al. (2018) by including the above mentioned predictor fields in four multiple linear regressions to predict each of the four considered circulation indices. These fields have been corroborated as physically meaningful drivers of the Euro-Atlantic SLP variability independently using causal network methods by Kretschmer et al. (2016). We show that an ensemble selection technique similar to Dobrynin et al. (2018), applied to the hindcasts of the operational seasonal forecast model of the German Meteorological Service GCFS2.0, accounting for four circulation indices, leads to substantial improvement in the forecasts of SLP, TAS, and PR in the North Atlantic-European sector.

2. Data

We use data from the operational German Climate Forecast System, version 2 (GCFS2.0). GCFS2.0 is based on the MPI-ESM-HR (Mauritsen et al., 2018; Müller et al., 2018) with a horizontal resolution corresponding to 0.9° in the atmosphere and an ocean resolution of nominally 0.4°. In cooperation, Universität Hamburg (UHH), Max-Planck-Institute for Meteorology (MPI), and Deutscher Wetterdienst (DWD) have developed the seasonal prediction system GCFS, issuing operational seasonal forecasts once a month since 2016, starting on the first day of each month covering the upcoming 6 months. The first month is discarded as spin up.
The forecasts (both retrospective and real time) are initialized with the state of the climate system inferred from the assimilation run, which starts in 1980, using a continuous full-field nudging for ocean, sea ice, and atmosphere (Baehr et al., 2015). ERA-Interim vorticity, divergence, temperature, and SLP are used for the atmosphere; ORAS5 sea ice, temperature, and salinity are used for the ocean and sea ice model. An ensemble consisting of 30 hindcast members is created by varying initial conditions in the ocean and a changing parameter in the atmosphere.

For each of the 12 forecasts per year, a hindcast data set (retrospective forecasts) consisting of 30 members per start date is provided to derive the model climate, error metrics, and skill scores. In GCFS2.0, hindcast data cover the monthly starting dates from 1990 through 2017. The present study concentrates on hindcasts starting in November, which is when the upcoming boreal winter (December, January, February [DJF]) is routinely forecasted.

As a complement to the assimilation run of the GCFS2.0 seasonal forecast system, we will also need the assimilation of the decadal prediction system developed in the MiKlip project (Pohlmann et al., 2019) because it extends 21 years farther into the past (autumn 1958–present). This system facilitates a slightly different initialization method compared to the seasonal prediction system. The atmosphere is nudged with ERA40 reanalysis full-field data until 1979 and ERA-Interim reanalysis data from 1980 onward. The ocean is nudged with ORAS4 reanalysis anomalies during the whole duration of the simulation. The sea ice is nudged with NSIDC sea ice concentration anomalies from 1980 until present.

3. Methods

We adopt the idea of Dobrynin et al. (2018) to predict the NAO index of the upcoming winter (DJF) based on four predictors, autumn SIT, SND, SST, and stratospheric temperature at 100 hPa (TA100), from the assimilation run of GCFS2.0. The actual values of the predictors are calculated as an area-weighted mean of monthly grid cell values, taking into account only grid cells that show a significant correlation to the NAO index. We construct a multiple linear regression estimator for the NAO index that takes all four predictors into account simultaneously.

Multiple linear regression estimators for the three other circulation indices (SCAN, EA/WR, and EA) are constructed analogously to the NAO prediction. The literature on driving conditions influencing these indices is rather sparse. However, as already mentioned above, the large-scale circulation in the North Atlantic-European sector is a complex interaction of many factors. Boundary fields like the chosen predictors do not impact exclusively on one or another circulation index, but the whole system, exerting a greater or lesser influence on all components. For these reasons, we use the same predictors for SCAN, EW/WR, and EA as are proposed for the NAO in Dobrynin et al. (2018).

After having predicted the four circulation indices statistically, in the second step we select the “best” members from the dynamical hindcast ensemble. "Best" is defined here in terms of the Euclidean distance between a dynamical hindcast member’s vector of indices (see section 4.1) and our statistically predicted index vector. The “best” members are selected to build a subensemble. The new seasonal hindcasts for SLP, TAS, PR, and so forth are based only on the subensemble instead of the complete dynamical hindcast ensemble.

3.1. Predictors and Regression

The dynamical seasonal hindcasts for DJF are initialized on 1 November. We therefore take the October monthly mean values of SST, SND, and TA100 from the assimilation run as predictors, as this is the latest information known when the integration starts. For SIT, we use the September monthly mean, because it reflects the annual minimum sea ice extension (Dobrynin et al., 2018).

The correlation between the predictor values and the circulation indices, as well from the assimilation run, is calculated on grid cell basis. Grid cells, which show a significant positive correlation, are combined to an area-weighted sum, as well as grid cells with significant negative correlation. Consequently, each predictor can contribute two exogenous variables to the multi-linear regression. Before entering the regression, the area-weighted sums are centered and detrended.

The performance of the proposed estimation procedure is evaluated in section 4.2 in the so-called backtesting mode (see supporting information), a realistic cross-validation setting, where the prediction at a given
time is based exclusively on information from its past. In the backtesting mode, we find a high annual vari-
ation of the regions, where grid cells with significant correlations between SST and the circulation indices are detected. As a remedy, we replace the assimilation time series of SST and SLP (for the calculation of circulation indices) from GCFS2.0 by the respective time series from the latest MiKlip assimilation, which start as early as 1958 (for a discussion see the supporting information). The MiKlip assimilation is utilized exclusively to detect the significant grid cells. For the calculation of the predictor values, we return to the GCFS2.0 assimilation time series.

An ordinary least squares algorithm is performed to estimate the regression coefficients. In order to avoid overfitting, the combination of predictor variables is selected so as to minimize the mean squared error (MSE) of the predicted index in the backtesting mode (see supporting information), using a maximum of four predictors.

3.2. Subselection

The subselection of members from the dynamical seasonal hindcast ensemble is based on the statistically predicted circulation indices. To compute the circulation indices realized by each ensemble member, we use the PCs calculated from the assimilation SLP fields. It is very probable that, when applying a PCA to the union of all dynamical seasonal hindcast ensembles, the PCs will not coincide with the GCFS2.0 assimilation. However, for a meaningful comparison between statistically predicted circulation index and its counterpart in a dynamical forecast run, the indices have to refer to the same PC pattern. We therefore project the dynamical forecast members onto the patterns from the assimilation.

We can now fix the number of circulation indices to be included in the subselection (only one index [NAO], or more than one up to four). The Euclidean distance is calculated between the index vectors of the dynamical hindcast ensemble members and the vector of statistically predicted indices for a given winter. The Euclidean distance is weighted by the eigenvalues of the PCs to emphasize the importance of the respective circulation index. Subsequently, the members with the smallest distance to the statistical prediction are selected to build the subensemble. This can be a fixed number of members for every year (like in section 4.3) or a varying number depending on elaborate criteria (see section 3.3 and supporting information). We reiterate the post processing for this subensemble, like generating the ensemble mean, tercile probabilities, and error measures for variables of interest like TAS and PR as we have done before on the complete ensemble.

3.3. Selection by Machine Learning Procedures

Further refinements of the subselection that make use of various machine learning procedures are conceivable. We would like to name but a few details and results of which are described in the supporting information. A most obvious refinement would be the weighted mean of the hindcast members according to their proximity to the statistically predicted circulation indices. More sophisticated, a clustering of the vectors of circulation indices would allow for nonlinear interdependencies between the four circulation indices, apart from linear orthogonality imposed by PCA. To improve the achieved stratification of the clusters with respect to TAS (or any other selected parameter), a semi-supervised clustering algorithm or a discriminant analysis could be applied.

4. Results

4.1. Circulation Indices

In this section, we examine our assumption that the seasonal hindcast skill benefits from the inclusion of further circulation indices in the ensemble subselection procedure of Dobrynin et al. (2018). To this end, we repeat their perfect-NAO prediction experiment and compare it to an analog perfect-circulation indices experiment.

The assimilation run from the current seasonal forecast model GCFS2.0 starts in 1980; hindcasts were provided for start dates in 1990–2017. We consider seasonal means for winter (DJF), such that our time series starts in winter 1980/1981 and runs through winter 2017/2018, a total of 38 time steps. In order to calculate the winter circulation indices, singular value decomposition is applied to the area-weighted non-standardized anomalies of seasonal SLP over the North Atlantic-European sector (20–85°N and 90°W–60°E) (Figure 1). Note that a subsequent standardization of the indices does not affect our computations.
Likewise, the ensemble members of the seasonal hindcast ensembles are projected onto the same PCs extracted from the assimilation to calculate the respective circulation indices.

Now, we select those members from the hindcast ensembles, which reproduce the true circulation indices from the assimilation run most closely—first only for the NAO index, after that for NAO, SCAN, EA/WR, and EA indices. The forecast skill of the full and of the two subensembles is plotted in Figure S1 in the supporting information.

The improvement in ACCs for winter SLP in the Euro-Atlantic sector when selecting for all four indices, taken over time at each point separately, is strong. In particular, the zonal band of low SLP predictability between 50°N and 60°N, which stands out in the perfect-NAO-only ensemble, is completely recovered in the four-indices ensemble. The ACCs for TAS and PR show considerable improvements, too (Figure S1).
We therefore conclude that the subselection for more than one circulation index is worthwhile—as long as we are able to construct reliable predictors for them.

4.2. Regression

We evaluate the whole estimation and subselection procedure in the backtesting mode, as this is the most realistic setting possible in view of prospective operationalization (see supporting information) and the most challenging at the same time. In the following, we will evaluate our predictions and the resulting hindcast skill against the assimilation run of GCFS2.0. We choose the assimilation run over the obvious alternative ERA-Interim for the following reasons: The GCFS assimilation and ERA-Interim are both model assimilations, but the GCFS assimilation was produced with the same model as the hindcasts as opposed to ERA-Interim. The hindcasts will therefore be more similar to the GCFS assimilation than to the ERA-Interim data, regardless of the skill of the hindcasts. Here, we aim to evaluate the relative differences in skill generated by the subselection, so for the moment we set aside model differences between GCFS and ERA-Interim.

The selected predictors and respective correlations between assimilated and statistically predicted circulation indices (as described in section 3.1) are listed in Table 1, along with the correlation of the full ensemble mean indices for comparison. The choice of the evaluation period 2003/2004–2017/2018 is discussed in detail in the supporting information. We note that all statistical estimators perform quite well w.r.t. MSE and correlation (see Figure 1 and Table 1).

4.3. Subselection

To evaluate whether the subselection leads to an improvement in the seasonal hindcast, we first analyze the ACCs between the ensemble mean of the two hindcasts (subensemble vs. complete ensemble) and the GCFS2.0 assimilation values:

\[
ACC = \frac{\sum_{t=1}^{T} (f_t - \bar{f})(o_t - \bar{o})}{\sqrt{\sum_{t=1}^{T} (f_t - \bar{f})^2} \sqrt{\sum_{t=1}^{T} (o_t - \bar{o})^2}}
\]

where \(f_1 \ldots f_T\) are the ensemble mean hindcasts and \(o_1 \ldots o_T\) the values from the assimilation, and \(\bar{f}\) and \(\bar{o}\) are the respective averages over the same time period. As suggested by the perfect-prediction experiment in section 4.1, the ACC for the hindcast fields for SLP, TAS, and PR increases in most regions with each additional circulation index included. Varying the number of selected hindcasts between 4 and 20, we obtained the highest increases in ACC for four-indices subensembles of eight members (see Figure 2 for comparison to eight-member NAO-only subensemble and full ensemble mean).

The area-weighted average ACC over Europe (target region: 10°W–30°E and 35–65°N) for SLP is calculated for the full/NAO-only/four-indices (sub)ensembles: 0.24/0.63/0.73. Analogous mean ACCs for TAS amount to 0.41/0.63/0.73 and for PR to 0.22/0.33/0.41.

Besides the evaluation of the ensemble mean, we consider the \(L_2\) ranked probability score (RPS) for terciles to evaluate the subsampled hindcasts probabilistically (Figure S2 in the supporting information):

\[
RPS = \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{3} \left( \frac{1}{M} \sum_{m=1}^{M} I(f^m_t < q_i(f)) - I(o_t < q_i(o)) \right)^2
\]
where this time \( (f_1^{T}, \ldots, f_M^{T}) \) are the \( T \) hindcast ensembles, comprising \( M \) members each, with their respective terciles \( q_1(f), q_2(f), q_3(f) \), and \( o_1 \) \( \ldots \) \( o_T \) are again the assimilation values with terciles \( q_1(o), q_2(o), q_3(o) \), and \( I \) is the indicator function. The area-weighted mean RPS in the target region for the full/NAO-only/four-indices (sub)ensembles are as follows: SLP, 0.53/0.46/0.43; TAS, 0.49/0.43/0.41; and PR, 0.60/0.45/0.45. We note that the improvement caused by subselection in general is high; the difference between NAO-only and all indices is less pronounced. This could in part be due to the small ensemble size of the subensembles. But to increase the size of the subensembles, a considerably higher number of full ensemble members would be necessary to select from.

4.4. Spatial Evaluation of Individual Hindcasts
To further explore the improvement in our temperature hindcasts obtained by subselecting for circulation indices, we compare the individual hindcasts for winter seasons 2008/2009, 2009/2010, and 2015/2016 with the respective GCFS2.0 assimilation in Figure 3. Winters 2009/2010 and 2015/2016 represent distinctive atmospheric conditions showing unusual values in their circulation indices (2009/2010: very low NAO and low EA, 2015/2016: high NAO and very high SCAN), whereas winter 2008/2009 shows average values in

![Figure 2. Anomaly correlation coefficients between hindcast ensemble means and assimilation for winters 2003/2004–2017/2018. First row: complete ensemble, second row: subselection for NAO, third row: subselection for NAO, SCAN, EA/WR, and EA. Left column: SLP, center column: TAS, right column: PR. Regions, where the ACC is significantly positive to the 95% level (critical value 0.441), are contoured in dark red.](image-url)
all four indices. We find that the assimilation values are poorly reflected in the full ensemble mean indices, except for EA/WR in 2008/2009, but they are estimated well by our statistical procedure (Figure 1).

The assimilation temperature anomalies in the three selected winters are quite pronounced. In contrast, the hindcasts anomalies for 2009/2010 and 2015/2016 from the full ensemble appear pale (we concentrate on 10°W–30°E and 35–65°N, a region that constitutes a natural target for the German Meteorological Service; see Figure 3). For 2008/2009 the full ensemble mean hindcast fails completely to capture the generalized cold anomaly. After subselection, in 2009/2010 the spatial pattern of anomalies is very well reproduced, and also, the warm hindcast anomalies for 2015/2016 are increased and much closer to the analyzed ones. For winter 2008/2009, the subselected forecast shows a cold anomaly reversing the sign of the full ensemble hindcast. However, all subselected anomalies are still weakly pronounced in amplitude compared to the assimilation run (Figure 3).

A quantification of the goodness of fit of all individual full and subselected hindcasts by means of the Structural Similarity Index (SSIM, proposed in Wang et al., 2004) is discussed in the supporting information.
5. Summary and Discussion

We have constructed an ensemble selection procedure based on the statistical prediction of the four leading PCs of SLP in the North Atlantic-European sector, which leads to a substantial improvement of seasonal hindcast skill for winter (DJF) hindcasts of SLP, TAS, and PR compared to the full ensemble mean hindcasts. This method is evaluated in the backtesting mode, with average anomaly correlation over Europe for SLP, TAS, and PR of 0.73, 0.58, and 0.41, respectively. The statistical predictions rely solely on the autumn states of four drivers of atmospheric circulation, which are known at the time the dynamical model integration starts. The procedure is therefore fully applicable to operational forecasts. It furthermore offers plenty of refinement possibilities.

The presented subsampling method is tailored to improve the seasonal hindcasts in winter over Europe only. Skill over other regions and seasons is thus possibly degraded. Nonetheless, an analog approach aiming at other regions and seasons is conceivable.

We have to assume that the relationships between the predictors, the circulation indices, and the seasonal climate that we exploit in our subselection might be subject to climate variability as well as climate change. In the long run, strategies accounting for such non-stationarity have to be developed.

Data Availability Statement

Hindcast data used for this study are available online (under https://cds.climate.copernicus.eu/cdsapp#!/dataset/seasonal-monthly-single-levels?tab=form).
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