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Abstract

To improve the computational efficiencies of the real-space orbital-free density functional theory, this work develops a new single-grid solver by directly providing the closed-form solution to the inner iteration and using an improved bisection method to accelerate the line search process in the outer iteration, and extended the single-grid solver to a multi-grid solver. Numerical examples show that the proposed single-grid solver can improve the computational efficiencies by two orders of magnitude comparing with the methods in the literature and the multi-grid solver can improve the computational efficiencies even once for the cases where high-resolution electron densities are needed.
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1. Introduction

Density functional theory (DFT) regards the three-dimensional ground state electron density rather than the $3N_e$-dimensional ($N_e$ denotes the number of electrons in the system) wave functions as the independent variable, thus has a great advantage over the wave function-based methods in quantum chemistry in terms of computational efficiencies, hence becomes a workhorse in computational chemistry. In traditional DFT, the kinetic energy is expressed as a functional of $N_e$ orthogonal orbitals, the orbitals are solutions of the Kohn-Sham equation and are combined into the ground state electron density. However, this kind of methods not only have low computational efficiencies, but also may not converge. Although the direct minimization methods are free of self-consistent field iterations, the computational efficiencies cannot be substantially enhanced under the framework of the traditional DFT. In fact, the idea of expressing the
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kinetic energy as a direct functional of the ground state electron density had been proposed in 1927\cite{1}, nonetheless, orbital-free DFT (OFDFT) has become a mainstream method since the beginning of the 21st century. Numerical methods include plane-wave ones\cite{2,3,4} and real-space ones. The former utilize fast Fourier transform to compute the kinetic energy, thus have high computational efficiencies, nonetheless, these methods are only suitable for periodic systems. The later are suitable for non-periodic systems thus has been attracting more attention in recent years.

The real-space methods can be classified into finite element methods and finite difference methods according to discretization schemes, or can be classified into direct methods and transform methods according to the treatment of the electrostatic terms. The basic idea of the transform methods is to rewrite the electrostatic terms as a variational problem with respect to the total electrostatic potential, thus can avoid the non-local computations including the convolution in the Hartree term and the Ewald summation in the ion-ion interaction, making the overall computational complexity reduces to linear scaling with respect to the number of ions. Based on the second-order finite difference discretization and the direct method, Jiang et al. \cite{5} firstly used the conjugate gradient method to compute the ground state electron density. García-Cervera et al.\cite{6} used the truncated Newton method to compute the ground state electron density. Mi et al. \cite{7} developed a software package ATLAS for computing the ground state electron density of periodic systems. Shao et al. \cite{8} proposed an improved self-consistent field iteration method for computing the ground state electron density. Gavini et al. \cite{9} firstly proposed the general finite element framework for non-periodic systems and firstly proposed the transform method, and proved some theoretical properties of the finite element method. Motamarri et al. \cite{10} extended this method by using higher-order finite elements, leading to improvements of computational efficiencies by two orders of magnitude, and proved the error boundaries theoretically. Das et al. \cite{11} extended the higher-order finite element method by using the Wang-Govind-Carter type non-local kinetic energy, and rewrite the saddle-point problem as a fixed-point problem, the later was solved with a self-consistent field iteration method. Suryanarayana et al. \cite{12} carried on the transform method and proposed a higher-order finite difference method for general non-periodic systems, and rewrote the constrained optimization problem as an unconstrained optimization problem by using the augmented Lagrange method, and the problem was solved with the nonlinear conjugate gradient method. Ghosh et al.\cite{13} also carried on the transform method, and proposed the higher-order finite difference method for periodic systems, and computed the ground state electron density by using a fixed-point iteration method and a parallel computation strategy.

Previous works mainly focused on numerical discretization schemes and used ready-made solvers, and did not specially studied the solvers, leading to low computational efficiencies. New solvers will help enhancing the computational efficiencies. Developing new solvers should overcome two difficulties: first, the inner solver for Poisson equation should directly provide a closed-from solution without iteration; second, the computational efficiencies of the outer nonlinear conjugate gradient method should be improved by improving the line search efficiencies and using preconditioning schemes. In this context, this work will develop a new single-grid solver from the following two aspects: first, discretize the inner Poisson equation into a Sylvester tensor equation by using a higher-order finite difference scheme, and derive the closed-form solution
with the generalized eigenvalue decomposition in three directions; second, proposing an improved bisection method to improve the line search efficiencies in the outer non-linear conjugate gradient iterations. Then, the single-grid solver will be extended into a multi-grid solver. Finally, the computational efficiencies of the proposed solvers over that of the literature will be illustrated by numerical examples.

2. Overview of orbital-free density functional theory

According to OFDFT\[9\], the ground state energy of an $M$-atom system is expressed as Eq.(1),

$$E(\rho, R) = T_s(\rho) + E_{xc}(\rho) + E_H(\rho) + E_{ext}(\rho, R) + E_{zz}(R),$$

(1)

where $\rho$—$\rho(x)$, representing the electron density at spatial coordinate $x$; $R$—{$R_1, \ldots, R_M$}, representing the set of the nucleus positions; $E$—the total energy functional; $T_s$—the electronic kinetic energy; $E_{xc}$—the exchange-correlation functional; $E_H$—electrostatic interaction energy between electrons, also named as Hartree energy; $E_{ext}$—electrostatic interaction energy between electrons and external electronic field; $E_{zz}$—repulsion energy between nuclei.

$T_s$ is usually selected from Thomas-Fermi-Weizsacker functional family, as shown in Eq.(2),

$$T_s(\rho) = C_F \int_\Omega \rho^{\frac{1}{3}}(x) dx + \frac{\lambda}{8} \int_\Omega \frac{|\nabla \rho(x)|^2}{\rho(x)} dx,$$

(2)

where $C_F$—constant, equals to $\frac{3}{\pi^\frac{1}{3}}$; $\lambda$—parameter, selected as 0.2 in this paper; $\Omega$—the support of $\rho$.

$E_{xc}$ is selected as the local density approximation, as shown in Eq.(3),

$$E_{xc}(\rho) = \int_\Omega \varepsilon_{xc}(\rho(x)) \rho(x) dx,$$

(3)

where $\varepsilon_{xc} = \varepsilon_x + \varepsilon_c$ is the exchange-correlation energy per electron, as shown in Eq.(4),

$$\varepsilon_x(\rho) = \frac{3}{4} \left( \frac{3}{\pi^\frac{1}{3}} \right)^{\frac{1}{3}} \rho^{\frac{1}{3}},$$

(4a)

$$\varepsilon_c(\rho) = \begin{cases} \frac{\gamma}{1 + \beta_1 \sqrt{r_s} + \beta_2 r_s}, & r_s \geq 1, \\ A \log r_s + B + C r_s \log r_s + D r_s, & r_s < 1 \end{cases},$$

(4b)

where $r_s = (3/4 \pi \rho)^{1/3}$, $\gamma = -0.1423$, $\beta_1 = 1.0529$, $\beta_2 = 0.3334$, $A = 0.0311$, $B = -0.048$, $C = 0.002$, $D = -0.0116$. 
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The last three terms of the energy functional Eq. (1) are the electrostatic interaction terms:

\[ E_H(\rho) = \frac{1}{2} \int_{\Omega \times \Omega} \frac{\rho(x) \rho(x')}{|x-x'|} \, dx \, dx', \]  

\[ E_{\text{ext}}(\rho, R) = \int_{\Omega} \rho(x) \left( \sum_{j=1}^{M} V_j(x,R_j) \right) \, dx, \]  

\[ E_{zz}(R) = \frac{1}{2} \sum_{i=1}^{M} \sum_{j \neq i}^{M} Z_i Z_j \frac{|R_i - R_j|}{|R_i - R_j|}. \]  

In Eq. (6), \( V_j(x,R_j) \) represents the electric field generated by the nucleus at \( R_j \). In Eq. (7), \( Z_i \) represents the charge of nucleus at \( R_i \). According to the convention of electronic structure computation\[14\], nuclear charges are negative and electron charges are positive.

In all-electron computation, nuclei are regarded as point charges, thus \( V_j(x,R_j) \) is derived from Coulomb potential. However, due to the singularity of the potential at the nucleus, the potential around the nucleus need many basis functions to be accurately represented. Meanwhile, core electrons are chemically inactive, and orbital-free kinetic energy functionals are not accurate for highly non-smooth electron densities. In this context, a usual way is to consider only the covalent electrons, then \( V_j(x,R_j) \) is an effective potential named as pseudopotential. \( Z_i \) represents the ion charge at \( R_i \). The orbital-free feature of the kinetic functional requires the pseudopotential to be local, i.e. \( V_j(x,R_j) = V_a(|x-R_j|) \). The ion charge density is expressed as Eq. (8),

\[ b(x,R) = \sum_{j=1}^{M} b_j(x,R_j), \quad b_j(x,R_j) = -\frac{1}{4\pi} \nabla^2 V_j(x,R_j). \]  

The local pseudopotential and the Coulomb potential are the same in the space outside the cut-off radius \( r_c \), thus \( b_j(x,R_j) \) has a compact support with center \( R_j \) and radius \( r_c \), and satisfy Eq. (9),

\[ \int_{\mathbb{R}^3} b_j(x,R_j) \, dx = Z_j. \]  

The computational cost of directly computing Eqs. (5) to (7) will be \( O(M^2) \). To reduce the computational cost, the total electrostatic energy can be rewritten as the linear-scaling form in Eq. (10),

\[ E_H(\rho) + E_{\text{ext}}(\rho, R) + E_{zz}(R) = -\inf_{\phi \in Y} \left\{ \frac{1}{8\pi} \int_{\Omega} |\nabla \phi(x)|^2 \, dx - \int_{\Omega} (\rho(x) + b(x,R)) \phi(x) \, dx \right\} \]

\[ -\frac{1}{2} \sum_{j=1}^{M} \int_{\Omega} b_j(x,R_j) V_j(x,R_j) \, dx + E_c(R), \]  

where \( \phi \)—the total electrostatic potential generated by the covalent electrons and the ions;

\( Y \)—an admissible function space;

\( E_c(R) \)—the correction term for the cases when the supports of \( b_j \) overlap with each other.
By taking the variation of Eq. (10), we derive that $\phi$ is the solution of the Poisson equation in Eq. (11).

$$-\frac{1}{4\pi} \nabla^2 \phi = \rho(x) + b(x, R)$$  \hspace{1cm} (11)

When the supports of $b_j$ do not overlap, we derive Eq. (12).

$$E_{2c}(R) = \frac{1}{2} \int_{\Omega \times \Omega} \frac{b(x, R)b(x', R)}{|x - x'|} \, dx \, dx' - \frac{1}{2} \sum_{j=1}^{M} \int_{\Omega} b_j(x, R_j)V_j(x, R_j) \, dx,$$  \hspace{1cm} (12)

otherwise, we can choose $\tilde{b}_j(x, R_j)$ with disjoint supports and satisfy Eq. (13),

$$\int_{\mathbb{R}^3} \tilde{b}_j(x, R_j) \, dx = Z_j.$$  \hspace{1cm} (13)

Let

$$b(x, R) = \sum_{j=1}^{M} b_j(x, R_j), \quad \tilde{b}_j(x, R_j) = -\frac{1}{4\pi} \nabla^2 \tilde{V}_j(x, R_j).$$  \hspace{1cm} (14)

then we derive Eq. (15).

$$E_c(R) = \left( \frac{1}{2} \int_{\Omega \times \Omega} \frac{\tilde{b}(x, R)\tilde{b}(x', R)}{|x - x'|} \, dx \, dx' - \frac{1}{2} \sum_{j=1}^{M} \int_{\Omega} \tilde{b}_j(x, R_j)V_j(x, R_j) \, dx \right)$$

$$- \left( \frac{1}{2} \int_{\Omega \times \Omega} \frac{b(x, R)b(x', R)}{|x - x'|} \, dx \, dx' - \frac{1}{2} \sum_{j=1}^{M} \int_{\Omega} b_j(x, R_j)V_j(x, R_j) \, dx \right).$$  \hspace{1cm} (15)

Eq. (15) can be written as the equivalent linear-scaling form in Eq. (16).

$$E_c(R) = \frac{1}{2} \int (\tilde{b}(x, R) + b(x, R))\phi_c(x, R) \, dx + \frac{1}{2} \sum_{j=1}^{M} \int b_j(x, R_j)\phi_j(x, R_j) \, dx$$

$$- \frac{1}{2} \sum_{j=1}^{M} \int \tilde{b}_j(x, R_j)\phi_j(x, R_j) \, dx,$$  \hspace{1cm} (16)

where $\phi_c(x, R)$ is the solution of the following Poisson equation:

$$-\frac{1}{4\pi} \nabla^2 \phi_c(x, R) = \tilde{b}(x, R) - b(x, R).$$  \hspace{1cm} (17)

$\rho$ should satisfy the constraint in Eq. (18)

$$\rho \geq 0, \quad \int_{\Omega} \rho(x) \, dx = N_c,$$  \hspace{1cm} (18)

where $N_c$—the total number of covalent electrons.

Letting $\rho = u^2$ naturally satisfies the first constraint, thus for a given $R$, $u$ is the solution of Eq. (19).

$$E(R) = \inf_{u \in X} E(u, R), \quad X = \left\{ u : u \in X, \int_{\Omega} u^2(x) \, dx = N_c \right\},$$  \hspace{1cm} (19)
where $X$—an admissible function space,

$$E(u,R) = \frac{\lambda}{2} \int_{\Omega} |\nabla u(x)|^2 \, dx + C_F \int_{\Omega} u^2(x) \, dx + \int_{\Omega} e_{xc}(u^2(x)) u^2(x) \, dx$$

$$- \inf_{\phi \in \mathcal{Y}} \left\{ \frac{1}{8\pi} \int_{\Omega} |\nabla \phi(x)|^2 \, dx - \int_{\Omega} (u^2(x) + b(x,R)) \phi(x) \, dx \right\}$$

$$- \frac{1}{2} \sum_{J=1}^{M} \int_{\Omega} b_J(x,R_J)V_J(x,R_J) \, dx + E_c(R).$$

(20)

3. The single-grid solver

According to the previous section, electronic structure computation is to solve the optimization problem Eq.(19). Eq.(19) can be transformed to an equivalent unconstrained optimization problem as in Eq.(21),

$$E(R) = \inf_{u \in X} \left( u \sqrt{\frac{N_c}{\|u\|_2}} \cdot R \right).$$

(21)

This section proposes a single-grid method for solving $u$.

The electronic structure is described using an Euler grid. The computational domain $\Omega$ is meshed with $m_1 \times m_2 \times m_3$ eight-nodes hexahedral elements. each element has size $h$ in each direction. Since $|u|$ rapidly decreases to zero for sufficiently large $\Omega$, homogeneous Dirichlet boundary condition is utilized, thus

$$u(x) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{k=1}^{n_3} u(i, j, k)N_i(x_1)N_j(x_2)N_k(x_3),$$

(22)

where $n_i$—equals to $m_i - 1$, denotes the number of degree of freedom in the $i$th direction,

$u(i, j, k)$—the value of $u$ at node $(i, j, k)$,

$N_i$—the single-direction basis function of node $i$.

According to Eq.(20), before formally solving $u$, $V_J$ and $b_J$ should be determined. This work use Goodwin-Needs-Heine pseudopotential shown in Eq.(23),

$$V_a(|x|) = -\frac{2}{\pi} \int_0^\infty \frac{\sin(|x|r)}{|x|r} \left( (Z-AR) \cos(Rr) + A \frac{\sin(Rr)}{r} \right) \exp(-\frac{r}{r_c})^6 \, dr,$$

(23)

where $Z$—the number of covalent electrons of an atom,

$r_c$—cut-off radius,

$A,R$—parameters.

Let $r = |x|$, then

$$b_a(x) = -\frac{1}{4\pi} \nabla^2 V_a(x) \Rightarrow b_a(r) = -\frac{1}{4\pi} \frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{d}{dr} \right) V_a(r).$$

(24)
The computation of continuous functions in the above equations can be done with Chebfun toolbox\cite{15}. Then, by using \( V_f(\mathbf{x}, \mathbf{R}_f) = V_0(|\mathbf{x} - \mathbf{R}_f|) \) and \( b_j(\mathbf{x}, \mathbf{R}_f) = b_0(|\mathbf{x} - \mathbf{R}_f|) \), we derive \( V_f \) and \( b_j \).

After obtaining \( V_f \) and \( b_j \), this work use the nonlinear conjugate gradient method to solver the optimization problem in Eq.\((21)\). From Eq.\((22)\), we derive

\[
\|u\| = \int_{\Omega} u^2(x) dx = \langle u, M \bullet u \rangle
\]

where \( \langle \cdot, \cdot \rangle \)—inner product: \( \langle \mathbf{u}, \mathbf{v} \rangle = \mathbf{vec}(\mathbf{u})^T \mathbf{vec}(\mathbf{v}) \),

\( M \)—equals to \([\text{tridiag}(\frac{1}{h}, \frac{2}{h}, \frac{1}{h}), \text{tridiag}(\frac{1}{h}, \frac{2}{h}, \frac{1}{h}), \text{tridiag}(\frac{1}{h}, \frac{2}{h}, \frac{1}{h})] : h^3\), is a third-order Tucker-type matrix,

\( M \bullet u \)—the product of vector \( M \) and vector \( u \).

Any matrix \( T \) with form as Eq.\((26)\)

\[
T = \sum_{i=1}^{r_1} \sum_{j=1}^{r_2} \sum_{k=1}^{r_3} C(i, j, k) T_1(\ldots, i) \otimes T_2(\ldots, j) \otimes T_3(\ldots, k)
\]

can be expressed as Tucker form \( T = [T_1, T_2, T_3; C] \). \( T \bullet u \) is defined as Eq.\((27)\)

\[
T \bullet u = \sum_{i=1}^{r_1} \sum_{j=1}^{r_2} \sum_{k=1}^{r_3} C(i, j, k) u \times_1 T_1(\ldots, i) \times_2 T_2(\ldots, j) \times_3 T_3(\ldots, k).
\]

For given \( \mathbf{R} \), let \( \mathbf{u}_n = \mathbf{u} / \sqrt{N_c / (\mathbf{u} \bullet \mathbf{M} \bullet \mathbf{u})} \), we define

\[
F(u) = E(\mathbf{u}_n, \mathbf{R})
\]

where

\[
E(\mathbf{u}_n, \mathbf{R}) = \frac{\lambda}{2} (\mathbf{u}_n, \mathbf{A} \bullet \mathbf{u}_n) + \left( \sum f(\mathbf{u}_n) \right) \cdot h^3 + \frac{1}{2} \langle M \bullet \mathbf{u}_n, 2 + \mathbf{b}, \mathbf{phi} \rangle
\]

where

\[
\mathbf{A} = [\mathbf{B}_1, \mathbf{B}_2, \mathbf{B}_3; \mathbf{C}],
\]

\[
\mathbf{B}_i = [\mathbf{P}_i; \mathbf{Q}_i], \ i = 1, 2, 3
\]

\[
\mathbf{Q}_i = \text{tridiag}(\frac{1}{h}, \frac{1}{3}, \frac{1}{6})
\]

\[
\mathbf{C} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 1 \\
0 & 1 & 0
\end{bmatrix} : h,
\]

\[
f(\mathbf{u}_n)(i, j, k) = C_{\epsilon_x}(\mathbf{u}_n^2)(i, j, k) + \epsilon_{xc}(\mathbf{u}_n^2(i, j, k)) \cdot \mathbf{u}_n^2(i, j, k),
\]

\( \sum \) is the summation of all the elements in the vector, \( \mathbf{u}_n^2 \) is the square of all elements in \( \mathbf{u}_n \), \( \mathbf{phi} \) is the solution of the following discretized Poisson equation with homogeneous Dirichlet boundary condition

\[
\frac{1}{4\pi} A \bullet \mathbf{phi} = M \bullet \mathbf{u}_n^2 + \mathbf{b},
\]
where
\[ b(i, j, k) = \int_\Omega b(x, R)N_i(x_1)N_j(x_2)N_k(x_3)dx, \]
\[ = \left( \frac{h}{2} \right)^3 (b((i-0.5)b, (j-0.5)b, (k-0.5)b; R) + b((i+0.5)b, (j-0.5)b, (k-0.5)b; R) + b((i-0.5)b, (j+0.5)b, (k-0.5)b; R) + b((i+0.5)b, (j+0.5)b, (k-0.5)b; R) + b((i-0.5)b, (j-0.5)b, (k+0.5)b; R) + b((i+0.5)b, (j+0.5)b, (k+0.5)b; R), \]
\]

(33)

\( P, \) is a finite difference discretization of the negative Laplace operator. According to [12], the nth order finite difference discretization of \(-\nabla^2 \phi\) is
\[ -\nabla^2 \phi \big|^{(i,j,k)} \approx \sum_{p=0}^{n} w_p \phi^{(i+p,j,k)} + \phi^{(i-j+p,k)} + \phi^{(i,j-p,k)} + \phi^{(i,j,k+p)} + \phi^{(i,j,k-p)} \]
\[ w_0 = \frac{1}{h^2} \sum_{q=1}^{n} \frac{1}{q^2}; \]
\[ w_p = \frac{2(-1)^p (n!)^2}{h^2 p^2 (n-p)!(n+p)!}, \quad p = 1, 2, \ldots, n. \]

(34)

Let \( t = M \cdot u_0 + b, \) then Eq.(32) can be rewritten as Eq.(36),
\[ \frac{1}{4\pi} (P_1 \otimes Q_2 \otimes Q_3 + Q_1 \otimes P_2 \otimes Q_3 + Q_1 \otimes Q_2 \otimes P_3) \phi = t. \]

(35)

After determining \( P_i \) \((i = 1, 2, 3)\) with Eq.(35), for each \( i, \) we proceed singular value decomposition as Eq.(37),
\[ P_i V_i = Q_i V_i \Lambda_i, \]
\[ Q_i = (V_i^{-1})^T V_i^{-1}, \]
\[ P_i = (V_i^{-1})^T \Lambda V_i^{-1}, \]
\[ \text{where} \quad (.)^{-1} - \text{compute reciprocal pointwise}, \]
\[ \Lambda_i - \text{a column vector composed of the diagonal elements of} \, \Lambda_i, \]
\[ \otimes \text{rotate column vector} \, \lambda_3 \text{ to the third dimension.} \]

Now, the new solver of the Poisson equation has been completed.
From Eqs. (28) to (33), we derive
\[
\nabla F(u) = \sqrt{\frac{N_c}{\langle u, M \ast u \rangle}} \left( \nabla E(u_n, R) - \frac{u_n^T \nabla E(u_n, R)}{N_c} M \ast u_n \right)
\]
where
\[
\nabla E(u_n, R) = \lambda A \ast u_n + M \ast f'(u_n) + 2M \ast (u_n \cdot \phi),
\]
where
\[f'(u_n)(i, j, k) = C_F \cdot \frac{7}{2} u_n^2(i, j, k) + \varepsilon'_x(u_n^2(i, j, k)) \cdot 2u_n^2(i, j, k) + \varepsilon_x \ast u_n(i, j, k),
\]
\[u_n \cdot \phi\]—the Hadamard product of \(u_n\) and \(\phi\).

After obtaining \(F(u)\) and \(\nabla F(u)\), now we propose the nonlinear conjugate gradient algorithm \(u = \text{SG}\) for solving \(u\) on a single grid, as shown in Algorithm 1 (*denotes user-defined values). LineSearch in the 9th row of the algorithm is a line search.

**Algorithm 1** The nonlinear conjugate gradient algorithm \(u = \text{SG}\) for solving \(u\) on a single grid.

**Input:** The parameter sets of the kinetic functional, exchange-correlation functional and the pseudopotential \(\mathcal{P}\), ion system configuration \(\mathcal{C}\), the computational domain \(\Omega\), the mesh size \(h\), the initial guess of \(u\) (denoted as \(u_0\)).

**Output:** \([u, f, g, \phi, \text{flag}]\) \(\triangleright\) flag is the marker of convergence, 0 denotes non-convergence, 1 denotes convergence.

1: Compute \(A\) and \(M\) by \(\Omega\) and \(h\);
2: Substitute \(\mathcal{P}\) and \(\mathcal{C}\) into Eqs. (23), (24), (8) and (33) to compute the nuclear charge distribution vector \(b\);
3: \([f_0, g_0, \phi_0] = F_gF(u_0, b, \mathcal{P}, h)\); \(\triangleright\) Invoke Algorithm 5
4: \(d_0 = -g_0\);
5: \(\varepsilon = 1 \times 10^{-4}\);
6: \(\text{flag} = 0\); \(\triangleright\) *Maximum number of iteration*
7: \(\varepsilon_n = \frac{\varepsilon}{N_a}\); \(\triangleright\) The relative error, where \(N_a\) denotes the number of atoms
8: *for* \(k = 0 : \text{max} - 1 \) \(\text{do}\)
9: \([u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{LineSearch}(u_k, d_k, f_k, g_k, b, A, M, \mathcal{P}, h)\); \(\triangleright\) Line search, invoke Algorithm 2
10: \(\varepsilon_n = \frac{\|f_{k+1} - f_k\|}{N_a}\);
11: if \(\varepsilon_n < \varepsilon\) then
12: \(u = u_{k+1}\);
13: \(f = f_{k+1}\);
14: \(g = g_{k+1}\);
15: \(\phi = \phi_{k+1}\);
16: \(\text{flag} = 1\);
17: break
18: *end if*
19: \(\beta_{k+1} = \frac{\langle g_{k+1}, g_{k+1} \rangle - \langle g_k, g_k \rangle}{\langle g_k, g_k \rangle}\); \(\triangleright\) Polak-Ribiere-Polyak rule
\[ d_{k+1} = -g_{k+1} + \beta_k d_k; \]
\[ u_k = u_{k+1}; \]
\[ f_k = f_{k+1}; \]
\[ g_k = g_{k+1}; \]
\[ d_k = d_{k+1}; \]
\[ \phi_k = \phi_{k+1}. \]

> The updated search direction

function for solving the optimization problem in Eq. (42), and simultaneously provide the values of \( u_{k+1}, f_{k+1}, g_{k+1} \) and \( \phi_{k+1} \) when \( \alpha = \alpha^* \).

\[
\alpha^* = \arg\min_{\alpha \geq 0} (F(u_k + \alpha d_k)).
\]

Methods in current literature all used exact line search, and did not provide detailed steps. Exact line search is not only computationally expensive, but also unnecessary, since the algorithm is to solve the minimum value of \( F(u) \) in the admissible set, we only need to compute an iteration point where \( F(u) \) has a sufficiently large value of decreasing at current search direction.

By using the Wolfe rule (an inexact line search rule) and an improved bisection method, this work proposes an inexact line search function \( \text{LineSearch} \) of which detailed steps are shown in Algorithm 2, where function \( \text{der} \) (see}

| Algorithm 2 The linear search function LineSearch |
|-----------------------------------------------|
| **Input:** \( u_k, d_k, f_k, g_k, b, A, M, \mathcal{P}, h \) |
| **Output:** \( u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1} \) |

1. \( p_k = \langle g_k, d_k \rangle; \)
2. \( \alpha_\alpha = 0; \)
3. \( \alpha_+ = 1; \)
4. \( p_\alpha = p_k; \)
5. if \( p_\alpha > 0 \) then
   6. \( u_{k+1} = u_k; \)
   7. \( f_{k+1} = f_k; \)
   8. \( g_{k+1} = g_k; \)
   9. \( \phi_{k+1} = \phi_k; \)
10. return
11. end if
12. \[ [p_\alpha, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{der}(u_k, \alpha_+, d_k, b, A, M, \mathcal{P}, h); \]
13. if WolfeCheck(\( \alpha_+, d_k, f_{k+1}, g_{k+1}, \phi_{k+1}, p_k \)) then
14. return
15. end if
16. \( f_\alpha = f_{k+1}; \)
17. \( f_{\text{max}} = 30; \)
18. \( f_{\text{lag}} = 0; \)
19. for \( j = 1 : f_{\text{max}} \) do

> *The initial step length

> \( \alpha^* = 0 \)

> Explore the interval \([\alpha_-, \alpha_+]\) in which \( \alpha_\alpha \) lies

> *The marker of exploration result

> *Maximum number of exploration

> The marker of exploration result
if $p_+ > 0$ then
  \[ \text{flag} = 1; \]  \(\triangleright\) Exploration succeeded.
else
  \[ \alpha_- = \alpha_+; \]  \(\triangleright\) Regarding the end point of the previous interval as the new starting point.
  \[ \alpha_+ = 2\alpha_+; \]  \(\triangleright\) Double the exploration step.
\[ p_- = p_+; \]
\[ [p_+, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{der}(u_k, \alpha_+, d_k, b, A, M, \mathcal{P}, h); \]
if WolfeCheck($\alpha_+, d_k, f_{k+1}, g_{k+1}, f_k, p_k$) or $f_o < f_{k+1}$ then
  return
end if
\[ f_0 = f_{k+1}; \]
end if
end for  \(\triangleright\) Searching $\alpha_-$ in interval $[\alpha_-, \alpha_+]$
\[ l = \alpha_+ - \alpha_-; \]
\[ \varepsilon = 1 \times 10^{-4}; \]  \(\triangleright\)*The tolerance of the relative error.
if flag == 1 then
  \[ l_{\text{max}} = 30; \]  \(\triangleright\)*The maximum number of searching in the interval.
for $j = 1 : l_{\text{max}}$ do
  if $\frac{\alpha_- - \alpha_-}{l_{\text{max}}} < \varepsilon$ then
    break
  end if
  \[ x = \frac{\alpha_- - \alpha_-}{l_{\text{max}}}; \]
  \[ [p_x, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{der}(u_k, x, d_k, b, A, M, \mathcal{P}, h); \]
  if WolfeCheck($x, d_k, f_{k+1}, g_{k+1}, f_k, p_k$) then
    return
  end if
if $p_x > 0$ then
  \[ x_0 = \alpha_- - \frac{(\alpha_+ - \alpha_-)}{p_+ - p_-}; \]
  \[ [p_{x_0}, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{der}(u_k, x_0, d_k, b, A, M, \mathcal{P}, h); \]
  if WolfeCheck($x_0, d_k, f_{k+1}, g_{k+1}, f_k, p_k$) then
    return
  end if
if $p_{x_0} > 0$ then
  \[ \alpha_+ = x_0; \]
\[ p_+ = p_{x_0}; \] 
else
  \[ \alpha_- = x_0; \]
  \[ \alpha_+ = x; \]
  \[ p_- = p_{x_0}; \]
\[ p_+ = p_+; \] 
end if
else
  \[ x_0 = \alpha_+ - \frac{(\alpha_+ - \alpha_-)}{p_+ - p_-}; \]
  \[ [p_{x_0}, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{der}(u_k, x_0, d_k, b, A, M, \mathcal{P}, h); \]
if WolfeCheck($x_0, d_k, f_{k+1}, g_{k+1}, f_k, p_k$) then
  return
if $p_{x_0} > 0$ then
  $\alpha_+ = x_0$;
  $p_+ = p_k$;
else
  $\alpha_+ = x_0$;
  $p_+ = p_{x_0}$;
end if
end if
end for
$\alpha_* = \frac{\alpha_- + \alpha_+}{2}$;

$[p_{x_k}, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}] = \text{der}(u_k, \alpha, d_k, b, A, M, \mathcal{P}, h)$;
end if

Algorithm 3 is for computing the derivative $F(u_k + \alpha d_k)$ at $\alpha$, and simultaneously provide the values of $u_{k+1}, f_{k+1}, g_{k+1}$ and $\phi_{k+1}$. Function WolfeCheck (see Algorithm 4) is for checking whether $\alpha$ satisfies the Wolfe rule. Each iteration of $u$ in Algorithm 3 need to compute $F(u_k)$ and $\nabla F(u_k)$ once, thus, in order to reduce the number of times of computing the Poisson equation from two to one, the computation of the two values can be integrated into one function, as shown in Algorithm 5.

Algorithm 3 Function der
Input: $u_k, \alpha, d_k, b, A, M, \mathcal{P}, h$
Output: $[p_{k+1}, u_{k+1}, f_{k+1}, g_{k+1}, \phi_{k+1}]$
1: $u_{k+1} = u_k + \alpha d_k$
2: $[f_{k+1}, g_{k+1}, \phi_{k+1}] = F_{gF}(u_k, b, A, M, \mathcal{P}, h)$ \quad \triangleright Invoke Algorithm 5
3: $p_{k+1} = \langle g_{k+1}, d_k \rangle$.

Algorithm 4 Function WolfeCheck
Input: $\alpha, d_k, f_{k+1}, g_{k+1}, f_k, p_k$
Output: Logical value $a$
1: $c_1 = 0.01$; \quad \triangleright *A parameter
2: $c_2 = 0.1$; \quad \triangleright *A parameter, with $0 < c_1 < c_2 < \frac{1}{2}$
3: $p_{k+1} = \langle g_{k+1}, d_k \rangle$;
4: $a = (f_{k+1} \leq f_k + c_1 \alpha p_k)$ and $(|p_{k+1}| \leq c_2 |p_k|)$.

Lastly, we need to compute $E_c(\mathcal{R})$. According to Eq.17, let $t = \bar{b} - b$, then from
Algorithm 5: Function $\text{FgF}$

Input: $u, b, A, M, \mathcal{P}, h$
Output: $[f, g, \phi]$

1: $u_n = u \sqrt{\frac{N_c}{(u \cdot M \cdot u)}}$;
2: $t = M \cdot u_n + b$;
3: Substitute $t$ into Eq. (39) to compute $\phi$;
4: Substitute $A, \phi$ and $\mathcal{P}$ into Eq. (29) to compute $f = F(u)$;
5: Substitute $A, \phi$ and $\mathcal{P}$ into Eq. (41) to compute $g = \nabla F(u)$.

Eq. (39) we derive $\phi$, and by substituting into Eq. (16), we derive

$$E_c(R) = \frac{1}{2} \left( \langle b + b, \phi_c \rangle + \sum_{j=1}^{M} \langle b_j, \phi_j \rangle - \sum_{j=1}^{M} \langle b_j, \phi_j \rangle \right).$$

Finally, the total energy is derived as

$$E(u_n, R) = \frac{\lambda}{2} \langle u_n, A \cdot u_n \rangle + \left( \sum f(u_n) \right) \cdot h^3 + \frac{1}{2} \langle M \cdot u_n^2 + b, \phi \rangle - \frac{1}{2} \sum_{j=1}^{M} \langle b_j, \phi_j \rangle + E_c(R).$$

(44)

4. The multi-grid solver

The number of iterations needed for convergence in the single-grid algorithm rapidly increases with the number of elements. Meanwhile, for the nonlinear conjugate gradient method, finding a proper preconditioner is very difficult. To improve the computational efficiencies, following the idea of [16] and the proposed single-grid algorithm, this section proposes a multi-grid algorithm $u - MG$ for solving $u$ (the number of levels is set as three in this work), as shown in Algorithm 6, where $I_0$ denotes the prolongation.

Algorithm 6: The multi-grid algorithm $u - MG$ for solving $u$.

Input: $\mathcal{P}, \mathcal{C}, \Omega$, the mesh size of level 0 $h_{[0]}$, the initial guess of $u$ at level 2 (denotes $u_{[2],0}$), the vector of ion charge distribution at level 0 $b_{[0]}$
Output: $[u_{[0]}, f_{[0]}, g_{[0]}, \phi_{[0]}]$

1: $h_{[2]} = 4h_{[0]}$;
2: $h_{[1]} = 2h_{[0]}$;
3: $[u_{[2]}, f_{[2]}, g_{[2]}, \phi_{[2]}, flag] = u - SG(\mathcal{P}, \mathcal{C}, \Omega, h_{[2]}, u_{[2],0})$;
4: $u_{[1],0} = I_{h_{[2]}} u_{[2]}$;
5: $[u_{[1]}, f_{[1]}, g_{[1]}, \phi_{[1]}, flag] = u - SG(\mathcal{P}, \mathcal{C}, \Omega, h_{[1]}, u_{[1],0})$;
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6: $\mathbf{u}_{[0],0} = I_{k[0]}^h \mathbf{u}_{[1]}$; \hspace{1cm} \triangleright \text{Begin multi-grid iteration}

7: $\mathbf{b}_{[1]} = I_{k[0]}^h \mathbf{b}_{[0]}$;
8: $\mathbf{b}_{[2]} = I_{k[1]}^h \mathbf{b}_{[1]}$;
9: Compute $\mathbf{A}_{[0]}, \mathbf{M}_{[0]}, \mathbf{A}_{[1]}, \mathbf{M}_{[1]}$; \hspace{1cm} \triangleright \text{Preparing for the line search at rows 40 and 42}
10: $i_{\text{max}} = 20$; \hspace{1cm} \triangleright \ast \text{The maximum iteration number.}
11: $j_{\text{max}} = [5 5 5]$; \hspace{1cm} \triangleright \ast \text{The maximum iteration number of each level.}
12: $\text{flag} = 0$; \hspace{1cm} \triangleright \text{The marker of convergence of level 0, 0 denotes convergence failure, 1 denotes convergence.}
13: for $i = 1 : i_{\text{max}}$ do
14: for $l = 0 : 2$ do \hspace{1cm} \triangleright \text{For each level}
15: switch $l$
16: case 0
17: Let $\tilde{F}_{[l]}(\mathbf{u}) = F_{[l]}(\mathbf{u})$; $\triangleright \text{$F_{[l]}(\mathbf{u})$ denotes the actual objective function at level } l$, $F_{[l]}(\mathbf{u})$ denotes $F(\mathbf{u})$ at level $l$
18: Substitute $F(\mathbf{u})$ in Algorithm 5 with $F_{[l]}(\mathbf{u})$; substitute row 2 in Algorithm 1 with $\mathbf{b}_{[l]}$, assign $j_{\text{max}}(l)$ at row 3 take $\mathbf{u}_{[l],0}$ as the initial guess, proceed Algorithm 1 and obtain $\mathbf{u}_{[l]}, f_{[l]}, g_{[l]}, \phi_{[l]}, \text{flag}$;
19: if $\text{flag} == 1$ then
20: break
21: end if
22: case 1
23: $\mathbf{u}_{[1],0} = I_{k[1]}^h \mathbf{u}_{[0]}$;
24: $\mathbf{g}_{[1]} = \nabla F_{[1]}(\mathbf{u}_{[1],0})$;
25: $\mathbf{v}_{1} = \mathbf{g}_{[1]} - I_{k[1]}^h \mathbf{g}_{[0]}$;
26: Let $\tilde{F}_{[1]}(\mathbf{u}) = F_{[1]}(\mathbf{u}) - \langle \mathbf{v}_{1}, \mathbf{u} \rangle$;
27: Substitute $F(\mathbf{u})$ in Algorithm 5 with $\tilde{F}_{[1]}(\mathbf{u})$; substitute row 2 in Algorithm 1 with $\mathbf{b}_{[1]}$, take $\mathbf{u}_{[1],0}$ as the initial guess, proceed Algorithm 1, skip the judgment of the iteration error, iterate $j_{\text{max}}(l)$ time and obtain $\mathbf{u}_{[l]}, f_{[l]}, g_{[l]}, \phi_{[l]}, \text{flag}$;
28: case 2
29: $\mathbf{u}_{[2],0} = I_{k[1]}^h \mathbf{u}_{[1]}$;
30: $\mathbf{g}_{[2]} = \nabla F_{[2]}(\mathbf{u}_{[2],0}) - \langle 8 I_{k[1]}^h \mathbf{v}_{1}, \mathbf{u}_{[2],0} \rangle$; $\triangleright$ Multiplying $I_{k[1]}^h$ with $8 = 2^3$ is to preserve the inner product.
31: $\mathbf{v}_{2} = \mathbf{g}_{[2]} - I_{k[2]}^h \mathbf{g}_{[1]}$;
32: Let $\tilde{F}_{[2]}(\mathbf{u}) = F_{[2]}(\mathbf{u}) - \langle 8 I_{k[1]}^h \mathbf{v}_{1}, \mathbf{u} \rangle - \langle \mathbf{v}_{2}, \mathbf{u} \rangle$;
33: Substitute $F(\mathbf{u})$ in Algorithm 5 with $\tilde{F}_{[2]}(\mathbf{u})$; substitute row 2 in Algorithm 1 with $\mathbf{b}_{[2]}$, take $\mathbf{u}_{[2],0}$ as the initial guess, proceed Algorithm 1, skip the judgment of iteration number, iterate $j_{\text{max}}(l)$ times and obtain $\mathbf{u}_{[l]}, f_{[l]}, g_{[l]}, \phi_{[l]}, \text{flag}$;
34: end switch
35: end for
if flag == 1 then
break ▷ Computation completed.
end if

e_1 = f_{[1]}^h(u_2) - u_2;  
Substitute $F(u)$ in Algorithm 5 with $\tilde{F}_{[1]}(u)$, take $u_1$ as the starting point and $e_{[1]}$ as the search direction, proceed Algorithm 2 and obtain $u_{[1]}, f_{[1]}, g_{[1]}, \phi_{[1]}$;

e_0 = f_{[0]}^h(u_1) - u_1;  
Substitute $F(u)$ in Algorithm 5 with $\tilde{F}_{[0]}(u)$, take $u_0$ as the starting point and $e_{[0]}$ as the search direction, proceed Algorithm 2 and obtain $u_{[0]}, f_{[0]}, g_{[0]}, \phi_{[0]}$;

$u_0, 0 = u_0$.
end for

\begin{equation}
I_{h}^H v_H = v_H \times 1 L_1 \times 2 L_2 \times 3 L_3, \quad (45a)
\end{equation}
\begin{equation}
I_{h}^H v_h = v_h \times 1 \frac{1}{2} L_1^T \times 2 \frac{1}{2} L_2^T \times 3 \frac{1}{2} L_3^T, \quad (45b)
\end{equation}

where the uni-dimensional prolongation matrix

$$
L_i = \frac{1}{2} \begin{bmatrix}
1 & 2 & 1 \\
1 & 2 & \ldots \\
1 & 2 & 1
\end{bmatrix}^T, \quad i = 1, 2, 3 \quad (46)
$$

has proper orders.

5. Numerical examples

For the sake of convenience, all numerical examples in this work only use atom clusters of aluminum. According to [6], the parameters of the pseudopotential in Eq. (23) are set as follows: $Z = 3, r_c = 3.5, A = 0.1107, R = 1.150$ Bohr.

5.1. Single-atom systems

Firstly, single-atom systems are considered. According to Algorithm, to compute the electron density of the system, four parameters need to be selected: the order of finite difference $n$, radius $R_a$, the mesh size at level 0 $h_{[0]}$ and the tolerance of the relative error $\varepsilon$. On the one hand, to ensure accuracies, $R_a$ should be sufficiently large, and $h_{[0]}$ and $\varepsilon$ should be sufficiently small; on the other hand, to balance the efficiencies, $R_a$ should be sufficiently small, and $h_{[0]}$ and $\varepsilon$ should be sufficiently large. Thus, the parameters should be selected according to numerical experiments. The figure of $V_a(r)$
can be derived from Eq. (23), as shown in Fig. 1 where the dashed line represents the figure of $-3/r$.

Firstly, we set $\varepsilon = 1 \times 10^{-8}$, $h_{[0]} = 0.0667$ Bohr, and computed the reference solution of the total energy $E_{\text{ref}} = -58.0071$ eV by using Algorithm 6 and Eq. (44). Then, we set $n = 1$, $R_a = 8$ Bohr, and proceeded the first group of experiment by setting $(\varepsilon, h_{[0]})$ as $[1 \times 10^{-6}, 1 \times 10^{-4}] \times [0.1, 0.2, 0.4, 0.5]$. For each combination of parameters, we computed the relative error $\varepsilon_{E,r} = \frac{E_{\text{ref}} - E}{E_{\text{ref}}}$, the results are illustrated in Fig. 2.

Fig. 2 illustrates that except the case where $(\varepsilon, h_{[0]}) = (1 \times 10^{-6}, 0.5)$, the curves of different values of $\varepsilon$ almost coincide, indicating that in the selected interval, the value of $\varepsilon$ has little effect on the accuracies of the total energy in most cases, the accuracy with $\varepsilon = 1 \times 10^{-4}$ absolutely reaches the level of accuracy with $\varepsilon = 1 \times 10^{-8}$. For a fixed $\varepsilon$, $\varepsilon_{E,r}$ increases almost linearly with $h_{[0]}$. When $(\varepsilon, h_{[0]}) = (1 \times 10^{-4}, 0.5)$, $\varepsilon_{E,r} = 0.019$. When $(\varepsilon, h_{[0]}) = (1 \times 10^{-6}, 0.5)$, the iteration at level 2 did not converge, leading to the early termination of iteration at level 0.

Based on the results above, to examine the effect of $R_a$ on $\varepsilon_{E,r}$, we set $\varepsilon = 1 \times 10^{-4}$, and proceeded the second group of experiment. By setting $(R_a, h_{[0]})$ as $[8, 7.2, 6.4, 5.6, 4.8] \times 0.1$, we computed the values of $\varepsilon_{E,r}$ (the results of $R_a = 8$ are obtained from the first group of experiment), and the results are illustrated in Fig. 3.

Fig. 3 indicates that the values of $\varepsilon_{E,r}$ with $R_a = 4.8$ Bohr are apparently higher than that with $R_a \geq 5.6$, and the values of $\varepsilon_{E,r}$ with $R_a \geq 5.6$ are always smaller than $8 \times 10^{-4}$, indicating that ensuring accuracies requires $R_a \geq 5.6$.

Based on the results above, by setting $\varepsilon = 1 \times 10^{-4}$, $R_a = 6$ Bohr, $h_{[0]} = [0.1, 0.1875, 0.3, 0.5]$ Bohr, we proceeded six groups of experiment to examine the effect of different finite differ-
Figure 2: The figure of $\epsilon_{E,r}$ of the first group of experiment of a single atom.

Figure 3: The figure of $\epsilon_{E,r}$ of the second group of experiment of a single atom.
ence schemes on computational accuracies. In the first three groups of experiment, we set \( n = 1, 2, 3 \) in Eq. (35) and set \( Q_i \) in Eq. (30) as the integral scheme (named as the Simpson scheme); in the other three groups of experiment, we set \( n = 1, 2, 3 \) in Eq. (35) and set the identity matrix as the integral scheme (named as the zero-order scheme). The results are illustrated in Fig. 4 (where '*' denotes the second three groups of experiment).

Fig. 4 illustrates that relative errors with different finite difference schemes all increases with the mesh size. The relative errors with Simpson scheme are always positive and increase rapidly to about 0.02 when \( h_{[0]} = 0.5 \text{Bohr} \), while the relative errors with the zero-order scheme are always negative and increase only to about 0.001 when \( h_{[0]} = 0.5 \text{Bohr} \). In addition, for each integral scheme, the curves of the relative errors with different finite difference schemes almost coincide, indicating that for a fixed integral scheme, different finite difference orders have little impact on the accuracies, nonetheless, the group with \( n = 3^* \) is slightly more accurate than other groups.

In summary, we suggest selecting \( n = 3, \) the zero-order integral scheme, \( \varepsilon = 1 \times 10^{-4}, R_a = 6 \text{ Bohr} \). The proper value of \( h_{[0]} \) should be determined according to the results of multi-atom systems.

5.2. Multi-atom systems

For multi-atom systems, \( 1 \times 1 \times 1 \) face-centered cubic cell is considered first. The initial guess of the covalent electron density is assumed to be the superposition of the covalent electron density of a single atom. Let the lattice constant \( a_0 = 8 \text{ Bohr} \), the reference value of the atom-averaged ground state energy is \(-59.2280 \text{ eV}\).

By setting \( h_{[0]} = [1/10, 1/8, 1/6, 1/4, 1/2] \text{Bohr} \), we proceeded the first group of experiment and obtained the results shown in Fig. 5. Fig. 5 indicates that the values of \( \varepsilon_{E,r} \) are always negative and decreases with \( h_{[0]} \), the minimum value is about \( 8.5 \times 10^{-4} \).
To investigate the computational efficiencies of the multi-grid algorithm, we compared the iteration times and time cost of the two methods, the results are shown in Table 1 where the time costs are the results on a notepad (2.8GHz CPU+12GB RAM).

Table 1: Comparison between the computational cost of the $1 \times 1 \times 1$ unit cell using the multigrid (MG) algorithm and the single-grid (SG) algorithm

| $h_{[0]}$/Bohr | $10^{-1}$ | $10^{-8}$ | $10^{-6}$ | $10^{-4}$ | $10^{-2}$ |
|----------------|-----------|-----------|-----------|-----------|-----------|
| The computing scale (number of grid points) | $199^3$ | $159^3$ | $119^3$ | $79^3$ | $39^3$ |
| The iteration times at level 0 of MG | 12 | 11 | 20 | 8 | 7 |
| The iteration cycles of MG | 3 | 3 | 4 | 2 | 2 |
| The iteration times of SG | 36 | 29 | 23 | 18 | 12 |
| The time cost of MG/s | 2040 | 912 | 598 | 66 | 7 |
| The time cost of SG/s | 5343 | 1727 | 548 | 112 | 8 |

$[1]$ indicates that both the time costs of the MG and SG algorithms increases with decreasing $h_{[0]}$, but the iteration cycles of the MG algorithm stably lies between 3 ± 1, making the increasing of time cost mainly caused by the increasing time cost of single iteration. Meanwhile, the number of iterations rapidly increase to three times the value of the MG algorithm when $h_{[0]} = 1/10$Bohr. In addition, when $h_{[0]} = 0.5$ Bohr, the MG algorithm did not converge at level 2 with $\epsilon = 1 \times 10^{-4}$, making the iteration at level 0 converges to incorrect results (not displayed). If setting $\epsilon = 5 \times 10^{-4}$, then we can obtain the results in Table 1. Thus, for the cases where the SG algorithm is already very efficient (only costs 8s), the MG algorithm is not necessary, since the iteration process is more complicated, the MG algorithm not only cannot make good use of its advan-

Figure 5: The figure of relative error-mesh size relationship of the $1 \times 1 \times 1$ unit cell.
tage, but also will converge to incorrect results. Let the cell size expand to \(5 \times 5 \times 5\), we still use the values of \(h_{\|0}\) above and further compared the computational cost of the two algorithms on a desktop computer (3.3GHz CPU+32GB RAM), and obtained the results in table 2. Table 2 indicates that both the computational costs of the MG and

|                  | 1  | 1  | 1  | 1  | 1  |
|------------------|----|----|----|----|----|
| \(h_{\|0}/\text{Bohr}\) | 10 | 8  | 6  | 4  | 2  |
| The computing scale (number of grid points) | 523 \(^3\) | 419 \(^3\) | 315 \(^3\) | 211 \(^3\) | 107 \(^3\) |
| The iteration times at level 0 of MG | 13 | 10 | 18 | 11 | 11 |
| The iteration cycles of MG | 3  | 2  | 4  | 3  | 3  |
| The iteration times of SG | 28 | 23 | 18 | 14 | 14 |
| The time cost of MG/s | 20081 | 7112 | 5138 | 791 | 72 |
| The time cost of SG/s | 38081 | 13678 | 4261 | 674 | 51 |

the MG algorithms increases rapidly with the decreasing mesh size, while the increasing rate of the former is much slower than the later. For this cell, the iteration cycles of the MG algorithm still stably lie between 3 \(\pm\) 1. When \(h_{\|0} \leq \frac{1}{5}\) Bohr, the computational efficiency of the MG algorithm is about 1.9 times as high as that of the SG algorithm. For large mesh sizes, since the electron density contains smaller ratio of the low-frequency components, the iteration number needed for the convergence of the SG algorithm is sufficiently small (no more than 18), thus, the MG algorithm cannot fully show its advantage and the time cost is slightly longer than that of the SG algorithm.

Table 3 further compared the time cost of the proposed SG algorithm with the values in the literature. Table 3 indicates that the time costs of the proposed SG algorithm are lower than that of the literature by one to two orders of magnitude, indicating the superiority of the proposed SG algorithm in computational efficiencies.

### Table 2: Comparison between the computational cost of the \(5 \times 5 \times 5\) unit cell using the multigrid (MG) algorithm and the single-grid (SG) algorithm

### Table 3: Comparison between the time cost (Unit: s) of the methods in the literature and that of the proposed method.

| cell size (the number of atoms) | methods in the literature | the proposed SG algorithm |
|---------------------------------|---------------------------|---------------------------|
| \(5 \times 5 \times 5\) (666)   | 259 \([2]\) , 3.6 \(\times\) \(10^4\) \([12]\) | 51                        |
| \(10 \times 10 \times 10\) (4631) | 4.2 \(\times\) \(10^3\) \([7]\) | 390                      |
| \(29 \times 29 \times 29\) (102690) | 1.224 \(\times\) \(10^6\) \([12]\) , 1.152 \(\times\) \(10^5\) \([8]\) | 1.5596 \(\times\) \(10^4\) |

6. Conclusions

This work developed a new solver for real-space OFDFT, including six algorithms: Algorithm 1 is the single-grid algorithm, Algorithm 2 is for proceeding line search in Algorithm 1 to obtain the optimal step length in each iteration, Algorithm 5 is for
inputting Algorithm 3 in order to provide information of the physical quantities during the line search. Algorithm 4 is to judge whether terminate the line search process. Algorithm 6 is the multi-grid algorithm based on the previous five algorithms. By directly solving the inner Poisson equation and proposing a new line search method for the outer iteration, the new solver enhanced the computational efficiencies by one to two orders of magnitude compared with that of the literature. The multi-grid algorithm can further improve the computational efficiencies by one time (if the memory is sufficient).
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