A Machine Learning Potential for Hexagonal Boron Nitride Applied to Thermally and Mechanically Induced Rippling
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Abstract

We introduce an interatomic potential for hexagonal boron nitride (hBN) based on the Gaussian approximation potential (GAP) machine learning methodology. The potential is based on a training set of configurations collected from density functional theory (DFT) simulations and is capable of treating bulk and multilayer hBN as well as nanotubes of arbitrary chirality. The developed force field faithfully reproduces the potential energy surface predicted by DFT while improving the efficiency by several orders of magnitude. We test our potential by comparing formation energies, geometrical properties, phonon dispersion spectra and mechanical properties with respect to benchmark DFT calculations and experiments. In addition, we use our model and a recently developed graphene-GAP to analyse and compare thermally and mechanically induced rippling in large scale two-dimensional (2D) hBN and graphene. Both materials show almost identical scaling behaviour for the height fluctuations indicating the possibility of a generally applicable scaling exponent of \( \eta \approx 0.85 \) for 2D materials. Based on its lower resistance to bending, however, hBN experiences slightly larger out-of-plane deviations both at zero and finite applied external strain. Upon compression a phase transition from incoherent ripple motion to soliton-ripples is observed for both materials. Our potential is freely available online at [http://www.libatoms.org].

Introduction

Hexagonal boron nitride (hBN), though less well-known than its isostructural analogue, graphene, is no less fascinating from the perspective of its properties and potential applications. The insulating character\(^{1}\) resistance to oxidation\(^{2}\) high thermal conductivity\(^{3}\) and mechanical strength\(^{4}\) of hBN have been exploited in various fields ranging from electronic devices\(^{5,6}\) water purification\(^{7}\) and industrial chemistry\(^{8–11}\) to biomedical science and engineering\(^{12–14}\). Yet, certain aspects of the behaviour of low-dimensional hBN remain to be rationalised and explored further. For instance, the origin of experimentally observed differences in friction\(^{15}\) and surface charge\(^{16–17}\) between graphene and hBN surfaces in contact with water requires a deeper understanding on the microscopic level\(^{18}\) to exploit the full potential of hBN for desalination processes and
Similarly, the impact of intrinsic ripples on layered hBN has not received as much attention as for graphene, where these out-of-plane deviations have a significant impact on properties such as graphene’s bandgap or reactivity. Assuming analogous behaviour for two-dimensional (2D) hBN the ability to predict, and potentially adjust the ripple texture through strain would be of value to future applications.

Molecular dynamics (MD) simulations offer a computational approach to gain insight into nanoscale properties of materials. A faithful representation of the potential energy surface (PES) is a crucial requirement for reliable simulations, in particular an accurate description of the phonon dispersion spectrum which determines a variety of mechanical and thermodynamic properties as well as diffusion processes across low-dimensional materials. Due to the strong coupling between the adsorbate’s motion and the phonon modes of the solid, potential inaccuracies in the predicted lattice vibrations are directly propagated to dynamical and interfacial properties. Various force fields for hBN are available, including Tersoff-type potentials, reactive force fields, and potentials fitted to density functional theory (DFT). Despite the valuable and excellent work on thermal and mechanical properties of hBN allotropes based on these established models and notwithstanding their computational efficiency, none of them predicts the vibrational properties in good agreement with experiments as we learned in the course of this work. Thus, these models cannot be expected to give reliable results for our systems of interest.

Incorporating electronic structure based methods and performing ab initio molecular dynamics (AIMD) represents an alternative approach which often offers a significantly more accurate description of the PES and the phonon dispersion spectrum. DFT driven AIMD has been employed to study hBN in various contexts including proton transfer through a hBN sheet, interfacial behaviour with water, and the impact of strain on the vibrational properties of single and multiple layers of hBN. These methods, however, come with a high computational cost that severely restricts the accessible system sizes and time scales. Finite-size effects remain a practical issue of AIMD simulations and can compromise the reliability of calculated transport properties for confined fluids. This is also true for ripples where the amplitude of the out-of-plane deviations is partially determined by the dimensions of the 2D layer.

The rise of machine learning (ML) methodologies and their fruitful application in the development of interatomic potentials has provided a pathway for achieving an accuracy close to that of their ab initio reference while lowering the computational costs by several orders of magnitude. These potentials are based on a transformation of atomic coordinates using high dimensional descriptors which serve as input for the ML algorithm to establish a structure-energy mapping. In order to actually “learn” this relationship, a large database of configurations and related ab initio energies and forces is required. In recent years, many ML-based potentials have been developed for a significant number of materials spanning a variety of algorithms including Gaussian kernel regression, artificial neural networks and permutationally invariant polynomials. A machine learning potential based on the Gaussian Approximation Potential (GAP) framework was recently presented by some of us for hBN’s isostructural analogue, graphene. This model achieves a very good agreement with experiments throughout a large range of properties including the thermal expansion and phonon dispersion spectrum. GAP models also have been proposed to study amorphous and crystalline carbon, tungsten, silicon, as well as hybrid perovskites.

In this work we introduce a GAP for hBN which is able to treat the bulk phase, isolated and multilayered sheets of hBN, as well as nanotubes of arbitrary chirality. We evaluate the performance of our model by comparing against
DFT as well as frequently applied force fields for a variety of properties. In particular, significant improvements for the phonon spectra are obtained with the hBN-GAP compared to established force fields. We, then, perform large-scale MD simulations using our new potential and the recently published graphene-GAP to investigate the behaviour of thermally and mechanically induced rippling in 2D hBN and graphene. We find an almost identical scaling exponent for both materials, while the amplitude and shape of the height fluctuations depends on the material’s properties as well as on the applied strain. Looking forward, the hBN-GAP will be particularly valuable where an accurate description of the system’s vibrations and dynamics is required. This includes quantitative studies on diffusion of adsorbates across layered hBN or through hBN nanotubes.

The remainder of this paper is structured as follows. Next, we give a brief overview of the GAP methodology as well as a detailed explanation of technical aspects which are crucial to consider in the construction of a ML potential. This is followed by a detailed validation of the accuracy of the hBN-GAP. The results of the rippling analysis are reported before we draw the conclusions of this study.

**Construction of the hBN-GAP**

A detailed derivation of the theory behind the GAP framework is available elsewhere. For completeness, we will an abridged explanation and focus on the practical issues within the construction. GAP mimics the Born-Oppenheimer PES without treating electrons explicitly by establishing a link between structure and energy based on a transformation of the atomic positions into local environments using so-called descriptors. To this end, the target PES is represented by a large database of *ab initio* energies which is then interpolated by using Gaussian kernel regression (GKR). The decomposition into local contributions is an approximation inherent to all interatomic potentials and can vary from atom-pair distances to complex many-body (MB) descriptors. Independent of their dimensionality, however, descriptors are generally required to be translationally, rotationally, and permutationally invariant to guarantee a one to one mapping of energy to configuration.

In this work, the PES of hBN is described by a sum of two-body (2B) terms and the high dimensional smooth overlap of atomic positions (SOAP) MB descriptor. Within SOAP, each atomic environment is represented by a local neighbour density generated by summing over Gaussians placed on all atoms within a certain cut-off. This density is expanded in a basis set of radial functions and spherical harmonics wherein the related coefficients form the so-called SOAP vectors. The product of two independent SOAP vectors represents the similarity between the related local environments, which can be easily made invariant to rotations. This so-called SOAP kernel is constructed for a certain set of training environments and the corresponding weight of their local contribution to the total energy of the global configurations is determined within the GKR fitting procedure. In addition to the energies, we also train on the atomic forces and virial stresses. A deeper insight and detailed derivation of the extension to use partial derivatives can be found elsewhere.

Clearly, an accurate description of the PES is critically dependent on a comprehensive training set comprised of configurations of the desired phase space region. Here, this covers periodic and defect-free sheets and nanotubes of arbitrary chiralities. We generated a structural database containing more than 22,000 configurations. While most of them were extracted from AIMD trajectories, others originated from trajectories obtained with earlier GAP versions or were based on distinct displacements of atoms to capture particular properties. The number of atoms was limited to 200 and different thermodynamic conditions were sampled varying the temperature between 30 and 3000 K as well as applying uniaxial strain of up to...
5 % to layered hBN. Based on this variety of structures, we also expect an accurate interpolation to strained nanotubes.

For each configuration, we conducted tightly converged DFT calculations to obtain the total energy, atomic forces, and virial stresses on which the GAP model was then trained. For all configurations we used the VASP plane-wave DFT code,[74,77] with the optB86b-vdW non-local dispersion exchange-correlation functional,[78] an energy cut-off of 700 eV, a Gaussian smearing of 0.05 eV, and projector augmented wave pseudopotentials.[79,80] We chose the optB86b-vdW functional based on its perceived accuracy for vdW bonded systems.[81,82] A comparison to other functionals is included in the supplementary information. The reciprocal lattice was sampled in periodic directions with a maximum distance between the \(k\)-points of 0.02 Å\(^{-1}\) whereby the grid was either centered at the zone centre in case of hexagonal cells or Monkhorst-Pack based for orthorombic cells. For ionic and cell relaxations, cell shape and atomic positions were optimised independently until all forces were below 10\(^{-3}\) eV Å\(^{-1}\) and the total energy was converged to less than 10\(^{-6}\) eV. These settings were consistently used in this work if not stated otherwise.

In practice, it is not desirable to use the entire structural database (≈ 22,000 configurations) as training set due to the redundant information and the related increase of computational costs. Here a subset of ≈ 2000 structures was used. These were selected through a combination of farthest point sampling[59,72] and manual structure selection.

In order to obtain a qualitative overview of the complexity of problem we are attempting to fit, we performed a dimensionality reduction using sketch-map[83,84] to visualise our structural database in two dimensional space. The resulting sketch-map, shown in figure 1, clusters configurations based on their global similarity. Similar structures are located closely together while points with a high covariance are separated further apart. The clustering indicates the heterogeneity of the phase space region and provides useful information on the capabilities of the SOAP descriptor. For example, the sketch-map highlights the anticipated similarity between monolayers (Fig. 1D) and nanotubes with large diameter (Fig. 1C) while less stable thermally deformed nanotubes with high curvature are represented as an isolated island (Fig. 1B). Single layer and bulk hBN (Fig. 1G) are separated most far apart given the change of environment induced by the adjacent layers. This dissimilarity distance is bridged by bulk configurations with large interlayer spacing, strong thermal fluctuations (Fig. 1F) and bilayers (Fig. 1E). Interestingly, compressed bilayers (Fig. 1A) are singled out from the large clusters as well as sheared bulk configurations (Fig. 1H).

Having selected the training configurations, an appropriate choice of certain model parameters has to be made. Here, we will only discuss those parameters to which the model is most sensitive while a full overview is contained in table 1 and a more detailed explanation can be found elsewhere.[66,70] Intuitively, cut-off and basis-set expansion of the SOAP vector have a high impact on the performance of the potential. We chose to truncate the spherical harmonic expansion after the eighth order, i.e. \(l = 8\) and \(n = 8\), and set the SOAP cut-off to 4.5 Å which has been proven to be sufficient to reproduce the binding energy curve of graphite. However, this cut-off for the SOAP descriptor is too short to reproduce the interlayer interaction curve between hBN layers which does not tail off to zero until roughly 10 Å. Thus, we followed the procedure recently introduced[69] to fit a 2B-based model to the interaction curve using a cut-off of 10 Å. The predicted energy and forces were then subtracted during the actual fit where we used a shorter 2B descriptor with the same cut-off as SOAP.

In practice, rather than using all local environments of the training set, the covariance matrix is constructed based on \(M\) uncorrelated sparse points.[70] Here, we chose 50 points for the
Figure 1: Sketch-map representation of the structural database generated for this work. Each point corresponds to one atomic configuration for which the local SOAP vectors are averaged and the SOAP kernel measures the global similarity between the structures. Short distances between points represent higher similarity while points far apart from each other express a strong structural deviation. The points are coloured according to their respective energy per atom calculated with DFT. Periodic images in z-direction are blurred to visualise bulk structures. (A) Compressed bilayer at 0 K (interlayer spacing \( \approx 2.5 \) Å); (B) Nanotube (4,0) at 1000 K; (C) Nanotube (10,0) at 300 K; (D) Monolayer at 30 K; (E) Bilayer at 3000 K; (F) Bulk at 3000 K; (G) Bulk at 300 K; (H) Compressed bulk at 700 K.

2B descriptor and 5000 for SOAP. The number of sparse points needed depends on the complexity of the target phase space region the model is fitted to. Given the focus on the defect-free hexagonal phase of BN, the selected number of sparse points for SOAP is in line with recent work.\(^6\) Besides these descriptor related parameters, the desirable target deviation, \( \sigma \), of the fit to the target properties is a critical ingredient for an accurate model. While values which are too large result in poor agreement with the DFT reference \textit{per se}, too small a chosen value can lead to overfitting depriving the GKR of its interpolation capability. Here, we used configuration-specific tolerances in order to distinguish between competing phases. For example, the PES of bulk hBN is very shallow close to the equilibrium resulting in energy differences of distorted cells of less than 1 meV. Thus, the tolerance was adapted for this kind of system while for high energy configurations larger values were set.
Table 1: Model parameters of the hBN-GAP. Different target deviations ($\sigma$) were used depending on the configuration. Here, we only list the default values which are applicable to most of the structures in our training set.

| 2b Descriptor | Cut-off (Å) | 4.5 |
|---------------|------------|-----|
|               | Cut-off width (Å) | 0.5 |
| $\delta$     | 0.5        |     |
| Sparse method | Uniform    |     |
| Sparse points | 50         |     |

| SOAP Descriptor |
|-----------------|
| Cut-off (Å)     | 4.5 |
| Cut-off width (Å) | 0.5 |
| $\delta$       | 0.1 |
| Sparse method   | CUR |
| Sparse points   | 5000 |
| $l_{\text{max}}$ | 8   |
| $n_{\text{max}}$ | 8   |
| $\zeta$        | 2   |

| Target Deviations |
|-------------------|
| $\sigma_{\text{energy}}$ | 0.001 |
| $\sigma_{\text{force}}$  | 0.01  |
| $\sigma_{\text{virial}}$ | 0.05  |

Validation of the GAP model

We validate the hBN-GAP and benchmark its predictive capabilities against its DFT reference, comparing it to other frequently used force fields, specifically the Tersoff potential parametrised by Sevik et al.\cite{31,32} the extended Tersoff potential (ExTeP) employing a modified bond-order parameter,\cite{33} and the ReaxFF\cite{42,43} parametrised by Weismiller et al.\cite{44} In addition to the standard versions, we also evaluated the predictions made by both Tersoff and ExTeP when combined with the recently developed interlayer potential (ILP).\cite{85-87} This coupling enables these models to account for the intermolecular interactions between hBN sheets. These are typically neglected by the independent bond-order potentials due to a cut-off of 2.0 Å which is below the equilibrium separation between layers in bulk hBN of about 3.3 Å. The list of force field models tested is by no means exhaustive and is merely meant to serve as baseline for our newly developed model in the context of previous work. We also note that all DFT comparisons employ the very same functional, optB86b-vdW, and electronic structure setup as applied in generation of training data. While this is essential to appropriately evaluate the quality of the constructed hBN-GAP, it might distort the benchmarking by implying that established force fields are in error when deviating from DFT results based on our chosen functional. To go some way to address this bias, we compared the performance of different functionals – local density approximation (LDA) and other generalised gradient approximations (GGA) – for basic crystalline properties of hBN (see supplementary information for details).

The most intuitive measure to evaluate the performance of a ML potential is through force and energy errors on a basis of a validation set of configurations. This analysis has been carried out for most existing GAP models describing a great variety of materials.\cite{62,67,68} Force correlation plots as well as a comparison of computational costs for DFT, GAP, and the established models can be found in the supplementary information. Here, we will only report the root mean square errors (RMSE) with respect to DFT for the different models. For a validation set of 1450 randomly picked structures the hBN-GAP achieves a RMSE of 0.07 eV/Å. The established potentials are one order of magnitude less accurate with Tersoff, ExTeP, and ReaxFF yielding RMSEs of 1.09, 1.18, and 6.15 eV/Å, respectively. The ILP extended bond-order potentials perform surprisingly slightly worse with 1.10 and 1.20 eV/Å for Tersoff+ILP and ExTeP+ILP, respectively. While a correct reproduction of the atomic forces is a crucial requirement for any accurate interatomic potential, it is, however, not a sufficient criterion to secure an accurate description of the system of interest. In the course of this work, we observed that previously developed versions of our potential showed similar force
Table 2: Comparison of lattice parameters and interlayer distances for the different hBN phases between DFT (optB86b-vdW), the hBN-GAP, and other force fields. The lattice parameters are given in absolute values while the relative error with respect to DFT is given in percentage in brackets. For bulk hBN the out-of-plane lattice parameter \( c \) corresponds to the length of the respective lattice vector while for an isolated bilayer \( \tilde{c} \) is defined as the interlayer distance. Due to the short cut-off of Tersoff and ExTeP no values (–) are given for the out-of-plane lengths of bilayer and bulk hBN.

|                | Lattice Parameter [Å] | % Error |
|----------------|------------------------|---------|
|                | DFT | GAP | Tersoff | Tersoff + ILP | ExTeP | ExTeP + ILP | ReaxFF |
| Bulk hBN (a)   | 2.51 | 2.51 (0.0) | 2.50 (0.4) | 2.50 (0.4) | 2.50 (0.4) | 2.55 (1.6) |
| Bulk hBN (c)   | 6.51 | 6.50 (0.1) | – | 6.46 (0.8) | – | 6.45 (0.9) | 5.88 (9.7) |
| Bilayer (a)    | 2.51 | 2.51 (0.0) | 2.50 (0.4) | 2.50 (0.4) | 2.50 (0.4) | 2.55 (1.6) |
| Bilayer (\( \tilde{c} \)) | 3.28 | 3.34 (1.8) | – | 3.26 (0.6) | – | 3.26 (0.6) | 2.99 (8.8) |
| Monolayer (a)  | 2.51 | 2.51 (0.0) | 2.50 (0.4) | 2.50 (0.4) | 2.50 (0.4) | 2.55 (1.6) |
| Nanotube (10,0) | 4.34 | 4.34 (0.0) | 4.32 (0.5) | 4.32 (0.5) | 4.32 (0.5) | 4.32 (0.5) |
| Nanotube (10,10) | 2.51 | 2.51 (0.0) | 2.50 (0.4) | 2.50 (0.4) | 2.51 (0.0) | 2.50 (0.4) |

The reproduction of lattice parameters for different phases is an essential requirement an accurate potential must fulfil. A comprehensive comparison of lattice parameters predicted by the hBN-GAP and other force fields as well as the relative deviation from DFT can be found in table 2. The DFT results agree well with experimental results for the bulk phase although the out-of-plane lattice parameter is underestimated by 0.15 Å. Overall, our model performs very well with respect to its DFT reference showing the lowest relative error for almost all lattice lengths and structures. The only exception is the interlayer spacing of a hBN bilayer revealing a relative deviation from DFT of 1.8 %. As found for the general carbon GAP and graphite, it is rather difficult to correctly describe the shallow energy minimum of the interlayer binding curve. On the whole, however, the performance of the hBN-GAP is satisfactory with an average error of 0.27 %.

The established force fields considered also achieve a very good performance for the geometric properties albeit being slightly less accurate than our hBN-GAP. Tersoff and ExTeP yield average errors of 0.42 % and 0.34 %, respectively, although their actual score is somewhat biased as no out-of-plane lengths were considered. Coupling both potentials tuned with ILP, however, allows for the description of multilayered hBN and they both yield an average error of 0.46 % comparable with the hBN-GAP. Despite the better agreement for the interlayer distance between two isolated sheets, it should be noted that none of the existing potentials is able to capture the qualitative trend of an increased distance with respect to bulk hBN. ReaxFF achieves a sufficient accuracy for the in-plane and nanotubes lattice parameters but it fails dramatically to capture the out-of-plane lengths resulting in an overall error of 3.56 %.

In addition to the structural characteristics, we now consider the energetics of the relevant phases as shown in figure 2. To this end, the computed formation energies of the optimised structures are given per atom and relative to...
bulk hBN which is the thermodynamically most stable phase. In the case of layered hBN, the observations from the lattice parameters for Tersoff and ExTEP are confirmed. Due to the lack of non-bonded contributions to the energy these potentials cannot distinguish between different numbers of sheets yielding an RMSE of more than 58 meV/atom for both models. Compensating for this with the ILP, the tuned Tersoff and ExTeP potentials achieve good agreement with DFT with an improved RMSE of 11 and 27 meV/atom, respectively. While the performance of ReaxFF is mediocre with an error of 45 meV/atom, our hBN-GAP achieves an excellent agreement with DFT with a RMSE < 1 meV/atom. This high accuracy is persistent throughout the tested configurations including the energetically less favourable nanotubes irrespective of diameter or chirality. To avoid confusion it is worth mentioning that the total energy of the nanotubes predicted by Tersoff and ExTeP is identical to those predicted by their versions enhanced by ILP. The energy shift in the plot is caused by the change of the energy for the reference bulk hBN.

Part of the attention garnered by hBN is due to its excellent mechanical properties. Moreover, a system’s response to mechanical compression and tension is an essential property for 2D materials as it affects the shape of ripples in atomically thin sheets. In order to ensure an accurate description of the strain-deformation relationship we computed the relevant elastic constants of bulk hBN with DFT, GAP, and existing potentials. An overview of these results and a comparison to experimental measurements can be found in table 3. In order to determine the elastic constants, finite distortions were made to the optimised cell and the ions were allowed to relax. The respective constants were then calculated from the stress-strain relationship whereby different magnitudes of strain were applied to guarantee a linear behaviour. For ReaxFF this linear relationship could not be achieved. Instead physically unrealistic and negative elastic constants were obtained. This indicates that the parametrisation of the ReaxFF used does not yield a satisfactory description of the equilibrium shape of bulk hBN, namely AA’ stacking in a hexagonal unit cell. This issue could not be solved by changing to a different parameter set for ReaxFF. The results for ReaxFF are, thus, not included in table 3.

As the elastic constants are quite sensitive to the basis set of the DFT calculations, the plane wave cut-off was increased to 1000 eV to converge results for the mechanical properties. Our DFT calculations match the measurements for most constants within the experimental uncertainty. Both approaches predict that there is no coupling between in-plane stress (strain) and out-of-plane strain (stress), i.e. $C_{13} = 0$. Our hBN-GAP achieves a very good agreement with its reference DFT, particularly for the in-plane constants $C_{11}$, $C_{12}$ and the out-of-plane
Table 3: Mechanical properties of bulk hBN calculated with DFT (optB86b-vdW), the hBN-GAP, and other force fields in comparison to experimental measurements.\textsuperscript{[90]} For the experiments the values in parenthesis correspond to the experimental uncertainty. Due to the short cut-off of Tersoff and ExTeP no values (–) are given for the out-of-plane elastic constants $C_{13}$, $C_{33}$, $C_{44}$, and the bulk modulus.

| Elastic constants [GPa] | DFT | GAP | Tersoff | Tersoff + ILP | ExTeP | ExTeP + ILP | Experiment\textsuperscript{[90]} |
|------------------------|-----|-----|---------|---------------|-------|-------------|------------------|
| $C_{11}$               | 884.0 | 860.0 | 969.9 | 858.0         | 849.1 | 861.9       | 811.0 (12.0)     |
| $C_{12}$               | 202.2 | 191.9 | 303.0 | 269.8         | 152.4 | 156.3       | 169.0 (24.0)     |
| $C_{13}$               | 0.0   | 7.1  | –      | 2.8           | –     | 2.8         | 0.0 (3.0)        |
| $C_{33}$               | 33.8  | 33.5 | –      | 37.9          | –     | 37.7        | 27.0 (5.0)       |
| $C_{44}$               | 3.1   | 19.5 | –      | 6.5           | –     | 6.5         | 7.7 (5.0)        |
| B (eq)                 | 31.6  | 32.6 | –      | 35.9          | –     | 35.4        | 25.6 (8.0)       |
| B (MEoS)               | 38.3  | 39.3 | –      | 39.8          | –     | 39.7        |                  |

Coupling $C_{33}$ which also corresponds to a high accuracy of the interlayer binding curve.\textsuperscript{[82]} The prediction for $C_{13}$ and $C_{44}$ is slightly less accurate while the actual behaviour is still captured qualitatively. Beyond the individual couplings between different directions, a correct description of the overall compressibility of the material, i.e. the bulk modulus $B$, is desirable. Here, we calculate $B$ via a relationship\textsuperscript{[91]} dependent on the elastic constants,

\[
B = \frac{C_{33}(C_{11} + C_{12}) - 2(C_{13})^2}{C_{11} + C_{12} + 2C_{33} - 4C_{12}},
\]

and by fitting the Murnaghan equation of state (MEoS)\textsuperscript{[92]} to the energy-volume curve. For the latter approach, the anisotropic character of hBN requires a non-isotropic compression to avoid erroneous results. As shown in table 3, both methods yield similar results and the hBN-GAP agrees very well with DFT.

Evaluating the performance of established potentials, both Tersoff and ExTeP suffer from their unsatisfactorily short cut-off predicting infinite compressibility for any reasonable geometry. Therefore, no values are included for elastic constants dependent on out-of-plane strain. By applying the ILP correction both tuned potentials perform very well compared to DFT and experiments. While they are 2 to 4 GPa less accurate for the in-plane constants they show an even better agreement for $C_{13}$ and $C_{44}$ than the hBN-GAP. Despite this good performance, it should be noted that the high accuracy seems to be mainly based on the ILP correction. Therefore, doubts must be cast on the predictive capability of these potentials for isolated hBN sheets and nanotubes as the ILP has no contribution to the potential energy in these cases.

For low-dimensional materials, it has been shown that phonon modes affect adsorbate (notably water) diffusion through carbon nanotubes\textsuperscript{[27]} and across graphene.\textsuperscript{[93]} Other relevant thermodynamic properties, such as heat capacity, thermal conductivity, and thermal expansion coefficients are also closely linked to phonons. Therefore, an accurate description of the dynamics of the lattice is an essential requirement for the hBN-GAP.

Before discussing the performance of the hBN-GAP, it is important to emphasise some essential aspects in the calculation of the phonon dispersion curves for hBN. In principle, phonon frequencies are readily calculated using the finite displacement method wherein the force matrix is constructed based on the displacement of a single atom while the remaining ions are held at their equilibrium position. In the case of polar bulk materials,
A dipole is induced by the longitudinal optical (LO) phonon modes which creates a macroscopic electric field resulting in an upshift of the LO frequencies in the long wavelength limit, i.e. $q \to 0$. The non-degeneracy of LO and the transverse optical (TO) modes close to the $\Gamma$-point, also known as LO-TO splitting, complicates the determination of phonon dispersion curves within the finite displacement method. Theoretically, an infinitely large supercell is required to calculate the frequencies at very small wavevectors exactly.\(^\text{104}\) This can be avoided by adding a non-analytical correction to the dynamic matrix based on the Born effective charges as shown by Gonze et al.\(^\text{95,96}\) The required Born effective charges can be easily obtained within density functional perturbation theory (DFPT)\(^\text{97}\) As an alternative to the finite displacement, the analytical part of the dynamic matrix is also readily calculated by the linear response of the electron density providing the entire dispersion curve based on the unit cell only.\(^\text{98}\)

Here, as first-principle reference we conduct DFPT calculations because it has been shown that the LO-TO splitting vanishes for 1D and 2D structures\(^\text{99,100}\) and an appropriate treatment of the Coulombic interactions has recently been implemented\(^\text{101}\) in the DFPT framework in the QUANTUM ESPRESSO (QE)\(^\text{102,103}\) software package. Equivalent setups for the DFPT and DFT calculations conducted with QE and VASP, respectively, were used. We ensured a high agreement between both codes throughout different properties and a more detailed comparison can be found in the supplementary information. For GAP and other potentials the phonon dispersion curves are calculated using the finite displacement method provided by the Phonopy package.\(^\text{104}\) For potentials treating charges explicitly, contributions due to the non-analytical correction according to Gonze et al.\(^\text{95,96}\) can be added. This, however, does not apply for the bond-order potentials and the hBN-GAP.

In this work, we compare the phonon dispersion of a hBN single layer, bulk hBN, and a hBN nanotube with chirality (6,6). Excellent agreement was obtained between our DFT reference and inelastic X-ray scattering (IXS) measurement\(^\text{105,108}\) for bulk hBN which is reported in the supplementary information. The dispersion curves computed with DFT and hBN-GAP are shown in figure 3 and the performance of other force fields can be found in the supplementary information. As shown in figure 3A the GAP achieves a very good agreement with its DFT reference, particularly for the acoustic modes. The predicted frequencies of the optical branches at the $\Gamma$-point are correct to $<5$ meV. GAP is not able to reproduce the fi-
nite slope of the LO dispersion close to the zone center. Despite a vanishing LO-TO splitting, the generated electric field still causes a non-zero slope which can be captured by adding the non-analytical correction to the dynamic matrix as described above. As charges and related electrostatics are treated implicitly, the current version of the hBN-GAP cannot reproduce this characteristic behaviour. While this also applies for the LO-TO splitting of bulk hBN shown in figure 3B, all other features of the dispersion curve are captured with an error of < 3 meV also for out-of-plane wavevectors.

The good performance of the hBN-GAP for the vibrations in layered hBN becomes even more apparent when comparing to existing force fields shown in the supplementary information. Both the Tersoff and ExTeP potentials provide a good though less accurate description of the acoustic modes yielding deviations of more than 20 meV. Further, the phonon energy of the optical modes, particularly LO and TO, is overestimated by up to 40 meV for both potentials. Applying the ILP to the bond-order potentials results in an accurate description of the acoustic modes between A and Γ for bulk hBN, however, the higher frequency modes are almost unaffected by the correction. As with the hBN-GAP, the LO-TO splitting cannot be captured by these potentials due to the lack of explicit charges.

To understand the performance of the hBN-GAP for a (6,6) nanotube, we focus on the overall phonon density of states (DOS) rather than individual bands due to the large number of atoms in the unit cell. As depicted in figure 3C, the hBN-GAP reproduces the DFT results very well showing only small deviations of typically < 3 meV. The DOS predicted by the hBN-GAP is almost congruent with the one obtained from DFT calculations. For the established force fields we observe a similar trend to layered hBN. While the low energy modes are described sufficiently accurately yielding deviations of about 7 meV, the high energy modes shifted by more than 30 meV for both Tersoff and ExTeP potential (see supplementary information). Application to rippling in hBN and graphene

After the careful validation in the previous section, we focus on the application of the hBN-GAP to investigate rippling in single layer hBN in comparison to graphene. Although their name may suggest otherwise, these 2D materials are not perfectly flat at finite temperature but exhibit local height fluctuations. These thermally activated ripples are caused by anharmonic coupling between bending and stretching modes and are an intrinsic feature of 2D materials, stabilising the crystal. Moreover, the corrugation of the surface can strongly affect the material’s properties indicating a close link between atomic and electronic structure. The behaviour of the 2D crystal is, thus, directly affected by the average amplitude of the height fluctuations, \( \langle h \rangle \), which, according to the theory of flexible membranes, scales with the system size, \( L \), as \( \langle h \rangle \propto L^{1-\eta/2} \), with \( \eta \) being the anomalous rigidity exponent. While the results of atomistic simulations on graphene and a general nonperturbative renormalisation-group approach suggest the transferability of \( \eta = 0.85 \), yet, despite the existence of previous studies on rippling in hBN, it is unclear whether an identical scaling exponent can be applied to hBN. Here, we first utilise the hBN-GAP to determine \( \eta \) based on MD simulations following the procedure described by Los et al. For the sake of comparability, we also compute \( \eta \) for graphene using the same methodology whereby the interatomic interactions are described by the graphene-GAP potential. However, as the actual shape and amplitude of the ripples can be strongly altered by externally introduced strain, we subsequently analyse the impact of tension and compression on the mean amplitude and phase behaviour of both materials.

All simulations were performed in LAMMPS using a hexagonal simulation box comprising
7200 atoms applying a timestep of 1 fs. The unstrained sheets span a size of $15 \times 15$ nm varying slightly according to the respective bond length. While this scale is beyond the usually accessible system size for DFT-based MD, GAP models can easily cope with these dimensions. First, we sampled the equilibrium lattice parameter of both materials at 300 K and zero external pressure in the isothermal-isobaric ensemble. A Nosé-Hoover chain thermostat and barostat was applied to ensure the target temperature and pressure. Then, we adjusted the systems’ dimensions to sample the configurational space of the unstrained sheets in the canonical ensemble. In an analogous manner, we adapted the box dimensions to achieve relative strains between $-2.0\%$ and $+2.0\%$ to study the shape of mechanically induced ripples. The sampling time for all considered strains was roughly 0.5 ns.

The scaling exponent $\eta$ was then computed based on the comparison between the results of our atomistic simulations and the prediction of the normal-normal correlation $G(q)$ function provided by the theory of flexible membranes. \cite{113,115} A general expression for $G(q)$ is given by the Dyson equation

$$G^{-1}(q) = G_0^{-1}(q) + \Sigma(q) , \quad (2)$$

where $G_0(q)$ represents the harmonic approximation,

$$G_0(q) = \frac{T N}{\kappa S_0 q^2} , \quad (3)$$

and $\Sigma(q)$ is the self energy accounting for the anharmonic coupling at small wavevectors,

$$\Sigma(q) = \frac{A S_0}{N} q^2 \left( \frac{q_0}{q} \right)^\eta , \quad (4)$$

with $q$ as length of the 2D wavevector $\mathbf{q}$, $T$ as temperature in energy units, $N$ as number of atoms, $\kappa$ as bending rigidity, $S_0$ as area per atom, $A$ as an unknown prefactor, $q_0 = 2\pi \sqrt{B/\kappa}$, $B$ as 2D bulk modulus, and $\eta$ as the desired scaling exponent. In the limit of slowly varying height fluctuations ($|\nabla h|^2 \ll 1$), $G(q)$ as defined in equation (2) is identical to $q^2 \langle |h(q)|^2 \rangle$, where $h(q)$ represents the Fourier transform of the atomic out-of-plane displacement, $h(\mathbf{x})$, which is directly obtained from a MD trajectory. \cite{21,55,100} In practice, however, $h(\mathbf{x})$ is smoothed by averaging over the nearest neighbours before numerically calculating the Fourier components. \cite{100} Further, the wavevectors are restricted by the system size to a minimum length of $2\pi/L$ corresponding to $\approx 0.048$ Å$^{-1}$ for our system, which has been shown to be sufficiently small to access the anharmonic region. \cite{56}

![Figure 4: Normal-normal correlation function $G(q)/N$ calculated for graphene and hBN based on MD simulations using the hBN-GAP and the graphene-GAP, respectively. The pale markers correspond to the numerical results directly obtained from our simulations. This data was then smoothed and averaged within small intervals of wavevectors which is represented by the continuous line including error bars. The dotted lines imply the asymptotic behaviour with power-law $q^{-2}$ for the harmonic approximation for large $q$ and $q^{-(2-\eta)}$ for long wavelengths where the anharmonic contributions dominate. For graphene and hBN values of $\eta = 0.87$ and $\eta = 0.83$, respectively, are obtained.](image)
rately reproduced by the harmonic approximation \(G_0(q)\) for wavevectors in range \(q^* \lesssim q \lesssim 1\ \text{Å}^{-1}\) where \(q^*\) is given by the Ginzburg criterion\(^{115}\)

\[
q^* = \sqrt{\frac{3TB}{8\pi\kappa^2}},
\]

equating the long-wavelength limit where anharmonic contributions become dominant. We extracted the bending rigidity \(\kappa\) at 300 K for both materials by comparing equation \(^2\) to the simulation results for wavevectors \(0.3 < q < 1\ \text{Å}^{-1}\) yielding \(\kappa = 1.14\ \text{eV}\) and \(\kappa = 1.65\ \text{eV}\) for hBN and graphene, respectively. As these values seem very high in comparison to previous work using classical potentials,\(^{21,56,110}\) we computed \(\kappa\) at 0 K based on the out-of-plane acoustic phonon branch (ZA)\(^{120}\) for both GAP models. The results of \(\kappa = 0.90\ \text{eV}\) and \(\kappa = 1.58\ \text{eV}\) for hBN and graphene, respectively, agree very well with previous DFT calculations.\(^{121,122}\)

We now focus on the long-wavelength simulation data in the range \(q \leq q^*\) which we compare to the anharmonic self energy \(\Sigma(q)\) given by equation \(^4\). Due to the rather weak temperature dependence of the 2D bulk modulus \(B\)\(^{123}\) we used the predicted values of the GAP models for 0 K which are \(B = 11.19\ \text{eV/Å}^2\) and \(B = 13.59\ \text{eV/Å}^2\) for hBN and graphene, respectively. Further, to be comparable with previous work\(^{21,50}\) we fixed the prefactor \(A = 1\). This way, a best fit to the simulation data yields scaling exponents of \(\eta = 0.83\) for hBN and \(\eta = 0.87\) for graphene which agree very well with established findings.\(^{56,110}\) The small deviations between the materials might be caused by the limited availability of fitting data in the long-wavelength range. While larger systems are required to resolve this issue, this should only have an influence in the order of 10\(^{-2}\) for the scaling exponent. Our results, therefore, confirm the observation made by Los et al.\(^{56}\) that the scaling exponent is independent of the bending rigidity \(\kappa\). In fact, our findings go beyond this statement by revealing an almost identical scaling behaviour for two different materials, hinting at the possibility of a universal value of \(\eta \approx 0.85\) for 2D materials. Conversely, the distinct materials’ properties strongly affect the actual height of the ripples where small values of \(\kappa\) result in larger height fluctuations as shown by the shift of hBN in figure \(^4\). Also, according to equation \(^5\) the crossover between the harmonic and anharmonic regime is switched to lower \(q\) for lower values of \(B/\kappa^2\) which is also confirmed by our results.

So far, we have shown that the scaling behaviour of ripples is almost identical in hBN and graphene while the amplitude of the out-of-plane deviations for a given system size will be slightly larger in hBN than in graphene. However, these findings apply in the limit of no external strain. To go beyond this, we analyse the average height of these mechanically induced ripples based on MD trajectories of hBN and graphene exposed to different intensities of strain. To this end, we determined the atom which shows the highest deviation from the centre mass perpendicular to the flat sheet. This measure is then averaged over the entire trajectory and the respective error based on block averages was computed to quantify the uncertainty. We also evaluated the influence of the box geometry on the shape and amplitude of the ripples in compressed systems. While the shape changes significantly from a hexagonal to an orthorombic simulation box the magnitude of the height fluctuations is almost unaffected (see supplementary material).

In analogy to our findings for the unstrained systems, ripples in hBN and graphene show a very similar reaction to strain as shown in figure \(^5\)A. The measured amplitudes agree with previous simulation work based on established force fields for both graphene\(^{120}\) and hBN.\(^{118}\) Throughout the entire strain range, hBN shows a larger average rippling height than graphene due to its lower bending rigidity \(\kappa\). Large negative strains lead to a compression of the 2D sheets as the system stabilises by deforming in the third dimension while uniaxial tension causes the amplitude of the out-of-plane deformations to shrink. We observed a phase transition from short-lived fluctuations (figure
Figure 5: (A) Averaged out-of-plane deviation as function of applied strain for hBN (red) and graphene (black) predicted by the hBN-GAP and graphene GAP, respectively. (B-C) Snapshot of the MD simulations for an unstrained and hBN monolayer and compression of $-2.0\%$. The atoms are coloured according to their displacement from the center of mass in $z$-direction. The simulation box is indicated in black and the scale bar in the bottom left represents 2 nm.

5B) to spatially coherent soliton-like ripples (figure 5C) which takes place between a strain of $-0.25\%$ and $-0.5\%$ for both materials. This is in line with simulations performed on isolated graphene sheets.\textsuperscript{[19]} Interestingly, for multilayered graphene previous simulations\textsuperscript{[12]} have led to the suggestion that a much higher strain of $-2.8\%$ is required to induce spatially coherent ripples. Exploring this issue for hBN and the impact of vdW forces between multiple layers on the phase transition of ripples is a fascinating field and will be subject of future work.

Finally, it is worth mentioning that these studies on ripples show that the hBN-GAP proves to be transferable to system sizes outside both the training set and the accessible scale of DFT. Indeed, the predicted phase transition from figure 5B to a rippling pattern as in figure 5C is exclusively based on an interpolation between the local environments in the training set.

Conclusion

In this work, we introduced a machine learning-based atomistic model to treat different phases of hBN ranging from isolated sheets to the bulk phase and nanotubes of any chirality. Our model was constructed using the GAP methodology and was trained on energies, forces, and virial stresses obtained from tightly converged vdW-inclusive DFT calculations. We benchmarked the hBN-GAP against its DFT reference and other established potentials and demonstrated its capabilities through a variety of tests including the elastic constants and the phonon dispersion spectra for nanotubes and layered hBN. Based on this validation we believe to have developed an accurate model, however, we do not claim perfect accuracy for each property. Rather, we acknowledge that the prediction for individual properties may be compromised due to the variety of configurations and thermodynamic conditions considered.

We applied our model as part of a comparative analysis of thermally and mechanically induced rippling in graphene and hBN. In the course of this study, we found that the bending rigidities predicted by both GAP models are significantly larger than reported by previous work based on established force fields. We showed that the scaling behaviour of the rip-
pling height is with $\eta \approx 0.85$ almost identical for hBN and graphene and, thus, independent of material properties. This highlights the general applicability of the theory of flexible membranes and indicates that $\eta = 0.85$ could be universally valid for 2D materials. Testing this suggestion on other 2D materials (e.g. clays and transition metal dichalcogenides) would make interesting work for the future. In contrast to the scaling behaviour, however, the actual height of the out-of-plane deviations for a given system size is directly affected by the material’s resistance to bending showing larger values for hBN. This observation also holds for mechanically deformed ripples irrespective of whether the system was exposed to compression or tension. Eventually, the phase transition from randomly fluctuating to soliton-like ripples occurs at roughly the same strain rate for both materials.

It is important, however, to point out some of the limitations and shortcomings of our potential. Despite being computationally several orders of magnitude more efficient than DFT, the evaluation of the SOAP descriptor is demanding and the hBN-GAP is roughly three order of magnitude more expensive than the established hBN force fields. Although we extended the range of the 2B descriptor to 10 Å, our model is constrained by its finite cut-off and is, thus, not able to appropriately treat long-range interactions due to electrostatics or dispersion. Further, treating charges only implicitly prevents a correct description of the phonon dispersion curves at small wavevectors. Additionally, in reality hBN is inevitably found with defects and dopants are incorporated in the crystal’s lattice. While we did not consider such systems in this study, they will be part of future extensions of our training set and GAP model.

Looking forward, future applications of the hBN-GAP could involve the study of how rippling is affected by dispersion interactions in bilayer and multilayer hBN. Another application may include treating our model as structure generator for rippled sheets to investigate the impact of the corrugation on proton transfer and the adsorption and, potentially, permeation of small atoms and molecules with DFT. Moreover, the hBN-GAP can be readily combined with any other force field and, thus, could be used to study the interface with fluids such as liquid water. In this context, a high resolution of the phonon modes, as achieved with our model, is essential as adsorbate motion on layered materials, and through nanotubes couples with phonon modes of the solid.

We have made our potential as well as training and evaluation sets freely available at [http://www.libatoms.com]. The hBN-GAP can be readily applied within the QUIP software package and used to run MD simulations in LAMMPS.
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