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Abstract

Let the kissing number $K(d)$ be the maximum number of non-overlapping unit balls in $\mathbb{R}^d$ that can touch a given unit ball. Determining or estimating the number $K(d)$ has a long history, with the value of $K(3)$ being the subject of a famous discussion between Gregory and Newton in 1694. We prove that, as the dimension $d$ goes to infinity,

$$K(d) \geq (1 + o(1)) \frac{\sqrt{3\pi}}{4\sqrt{2}} \log \frac{3}{2} \cdot d^{1/2} \cdot \left(\frac{2}{\sqrt{3}}\right)^d,$$

thus improving the previously best known bound of Jenssen, Joos and Perkins [15] by a factor of $\log(3/2)/\log(9/8) + o(1) = 3.442...$. Our proof is based on the novel approach from [15] that uses the hard sphere model of an appropriate fugacity. Similar constant-factor improvements in lower bounds are also obtained for general spherical codes, as well as for the expected density of random sphere packings in the Euclidean space $\mathbb{R}^d$.

1 Introduction

The kissing number in dimension $d$, denoted by $K(d)$, is the maximum number of non-overlapping (i.e., having disjoint interiors) unit balls in the Euclidean $d$-dimensional space $\mathbb{R}^d$ that can touch a given unit ball.

It is easy to see that $K(1) = 2$ and $K(2) = 6$. Whether $K(3)$ is 12 or larger was the subject of a famous discussion between David Gregory and Isaac Newton in 1694; see e.g. [21] for a historic account. This problem was finally resolved in 1953, by Schütte and van der Waerden [34] who proved that $K(3) = 12$. New proofs of $K(3) = 12$ (see e.g. Maehara [20], Böröczky [4] and Anstreicher [11]) were discovered more recently, as it continues to be a problem of interest. The only other known values are $K(4) = 24$, proved by Musin [21] using a modification of Delsarte’s method; and $K(8) = 240$ and $K(24) = 196560$ were proved in 1979 by Levenshtein [18] and, independently, by Odlyzko and Sloane [22] using Delsarte’s method. For a survey of kissing numbers, see [5].
In large dimensions, the best known bounds are exponentially far apart. For the upper bound, the first exponential improvement over the easy bound of $O(2^d)$ (coming from a volume argument) was obtained by Rankin [25]:

$$K(d) \leq (1 + o(1)) \frac{\sqrt{\pi}}{2\sqrt{2}} \cdot d^{3/2} \cdot 2^{d/2}.$$ 

This was improved later by a breakthrough of Kabatjanski˘ı and Levenˇ ste˘ īn [17], using the linear programming method of Delsarte [13], to

$$K(d) \leq 2^{0.4041...d}.$$ 

For the lower bound, Chabauti [6], Shannon [27], and Wyner [35] independently observed that

$$K(d) \geq (1 + o(1)) \frac{\sqrt{3\pi d}}{2\sqrt{2}} \left( \frac{2}{\sqrt{3}} \right)^d,$$

(1)

as every maximal arrangement has so many balls. An improvement on the lower bound (1), by a multiplicative factor $\Theta(d)$, was obtained by Jenssen, Joos and Perkins [15] whose more general result (stated as Theorem 4.1 here) gives that

$$K(d) \geq (1 + o(1)) \frac{\sqrt{3\pi}}{2\sqrt{2}} \log \frac{3}{2} \cdot d^{3/2} \cdot \left( \frac{2}{\sqrt{3}} \right)^d.$$ 

(2)

We give a further constant factor improvement on the kissing numbers in high dimensions.

**Theorem 1.1.** As $d \to \infty$, we have

$$K(d) \geq (1 + o(1)) \frac{\sqrt{3\pi}}{4\sqrt{2}} \log \frac{3}{2} \cdot d^{3/2} \cdot \left( \frac{2}{\sqrt{3}} \right)^d.$$ 

The leading constant $\frac{\sqrt{3\pi}}{4\sqrt{2}} \log \frac{3}{2}$ is about 0.2200..., which is a factor of 3.442... improvement over the bound in (2).

In fact, we can also improve lower bounds on the more general problem of the maximum size of a spherical code. A spherical code of angle $\theta$ in dimension $d$ is a set of vectors (also called codewords) $x_1, \ldots, x_k$ in the unit sphere

$$S_{d-1} := \{ x \in \mathbb{R}^d \mid ||x|| = 1 \},$$

such that $\langle x_i, x_j \rangle \leq \cos \theta$ for every $i \neq j$, that is, the angle between any two distinct vectors is at least $\theta$. The size of such spherical code is $k$, the number of vectors. Let $A(d, \theta)$ denote the maximum size of a spherical code of angle $\theta$ in dimension $d$.

Looking at the definition of a spherical code $x_1, \ldots, x_k$ of angle $\theta$, we see that it corresponds to a set of non-overlapping caps $C_{\theta/2}(x_1), \ldots, C_{\theta/2}(x_k)$, where

$$C_{\theta}(x) := \{ y \in S_{d-1} : \langle x, y \rangle \geq \cos \theta \}$$

denote the closed spherical cap of angular radius $\theta$ around $x \in S_{d-1}$. Hence, determining $A(d, \theta)$ is equivalent to determining the maximum number of non-overlapping spherical caps of angular radius $\theta/2$ that can be packed in $S_{d-1}$.

The kissing arrangement of unit spheres is a special case of spherical codes: if the centres of the kissing spheres are projected radially to the central unit sphere, then the obtained points form a spherical code of angle $\pi/3$ (and this transformation can be reversed). Thus $K(d) = A(d, \pi/3)$. 
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For $\theta \geq \pi/2$, Rankin [25] determined $A(d, \theta)$ exactly, so from now on we will assume that $\theta \in (0, \pi/2)$. For a measurable subset $A$ of $\mathbb{S}_{d-1}$, we write $s(A)$ for the normalised surface measure of $A$, i.e. $s(A) := \hat{s}(A)/\hat{s}(\mathbb{S}_{d-1})$, where $\hat{s}()$ is the usual surface measure (that is, the $(d - 1)$-dimensional Hausdorff measure). Let us denote $s_d(\theta) := s(C_d(x))$. For large $d$, the best known upper bound is by Kabatjanskiǐ and Levenˇ steǐn [17] and states that

$$A(d, \theta) \leq e^{(1+o(1)) \phi(\theta)^d},$$

for certain $\phi(\theta) > -\log \sin \theta$.

The easy covering bound (observed by Chabauty [6], Shannon [27] and Wyner [35]) states that

$$A(d, \theta) \geq s_d(\theta)^{-1}.$$

We also improve the lower bound on the maximum size of a spherical code by a constant factor (that depends on the angle $\theta \in (0, \pi/2)$) as $d \to \infty$:

**Theorem 1.2.** Let $\theta \in (0, \pi/2)$ be fixed. Then,

$$A(d, \theta) \geq (1 + o(1)) \log \frac{\sin \theta}{\sqrt{2\sin \frac{\theta}{2}}} \cdot s_d(\theta)^{-1}, \quad \text{as } d \to \infty.$$

Observe that Theorem 1.1 is obtained from Theorem 1.2 by setting $\theta = \pi/3$ and using (5).

We also look at sphere packings in the Euclidean space $\mathbb{R}^d$ of maximum density. Given a radius $r > 0$, a (sphere) packing $X$ is a subset of $\mathbb{R}^d$ such that every two distinct elements of $X$ are at distance at least $2r$ (or, equivalently, if the radius-$r$ balls centred at $X$ are non-overlapping). The sphere packing density is defined by

$$\theta(d) := \sup_{\text{packing } X} \limsup_{R \to \infty} \frac{\text{vol}(B_R(0)) \cap (\bigcup_{x \in X} B_r(x))}{\text{vol}(B_R(0))},$$

where $B_R(x)$ denotes the closed ball of radius $R > 0$ centred at $x \in \mathbb{R}^d$ and $0 \in \mathbb{R}^d$ is the origin. In other words, we try to cover asymptotically as large as possible fraction of the volume of a growing ball in $\mathbb{R}^d$ by non-overlapping balls of fixed radius $r$.

It is clear that $\theta(1) = 1$. Thue [29], in 1892, proved that $\theta(2) = \pi/\sqrt{12} = 0.9068 \ldots$, which is achieved by the hexagonal lattice; Hales [14] proved in 2005 that $\theta(3) = \pi/\sqrt{18} = 0.7404 \ldots$. The cases $d = 8$ and $d = 24$ have been recently resolved due to the work of Viazovska [32] ($d = 8$) and Cohn, Kumar, Miller, Radchenko and Viazovska [8] ($d = 24$).

However, the value of $\theta(d)$ is unknown for any other $d$. When $d \to \infty$, there are some upper and lower bounds for $\theta(d)$, but they are exponentially far apart. The best known upper bound $\theta(d) \leq 2^{-(5.999...+o(1))d}$ is due to Kabatjanskiǐ and Levenˇ steǐn [17], obtained by applying their bounds on spherical codes. As shown by Cohn and Zhao [9], the more direct approach of Cohn and Elkies [7] gives at least as strong upper bound on $\theta(d)$ as that of [17].

The trivial lower bound $\theta(d) \geq 2^{-d}$ (take a maximal sphere packing and observe that balls of doubled size cover the whole space) was improved by a factor of $d$ by Rogers [26] by...
analysing a random lattice packing of $\mathbb{R}^d$ by making use of the Siegel mean-value theorem. Later, there have been several subsequent improvements to the constant by Davenport and Rogers [10], Ball [23], Vance [30]. The current best bound is by Venkatesh [31], who proved a general bound $\theta(d) \geq (65963 + o_d(1)) d \cdot 2^{-d}$, and for a sparse sequence of dimensions $\{d_i\}_{i \in \mathbb{N}}$, a bound $\theta(d_i) = \Omega(d_i \cdot \log \log d_i \cdot 2^{-d_i})$. (In contrast, the best known lower bound on the kissing number for $d \to \infty$ coming from a lattice is exponentially in $d$ smaller than the easy bound in [1], see Vlăduţ [34].)

One can try to find lower bounds by taking a random packing $X$ inside a bounded measurable set $S \subseteq \mathbb{R}^d$. Jenssen, Joos and Perkins [15, 16] investigated the hard sphere model of fugacity $\lambda$ where we take the Poisson point process $X$ on $S$ of intensity $\lambda$ conditioned on being a packing, with the radius chosen so that the balls we pack have volume 1. Define the expected packing density $\alpha_S(\lambda) := \mathbb{E}[|X|]/\text{vol}(S)$ and observe that, for any $\lambda > 0$, the limit superior of $\alpha_S(\lambda)$ when $S \subseteq \mathbb{R}^d$ is a large ball is a lower bound on $\theta(d)$. Jenssen, Joos and Perkins [16] were able to prove that $\theta(d) \geq (\log(2/\sqrt{3}) + o(1)) d \cdot 2^{-d}$ via this method (see Theorem 3.3 here). This does not improve the lower bound of Venkatesh [31] but the full potential of this approach is unclear. (In fact, this approach is used in [15] and in this paper to improve the best known lower bounds on spherical codes and kissing numbers, as stated above.)

Our next result improves the lower bound on $\theta(d)$ given by this method by a multiplicative constant of $\log 2/\log(4/3) + o(1) = 2.409...$ as $d \to \infty$.

**Theorem 1.3.** For every $\varepsilon > 0$, there are $\delta > 0$ and $d_0$ such that if $d \geq d_0$, $\lambda \geq (1/\sqrt{2} - \delta)^d$ and $S \subseteq \mathbb{R}^d$ is any bounded and measurable set with positive measure, then

$$\alpha_S(\lambda) \geq (\log \sqrt{2} - \varepsilon) \cdot d \cdot 2^{-d}.$$}

Our approach builds on the work of Jenssen, Joos and Perkins [15, 16]. As in these papers, our lower bounds are obtained by analysing the structure of the random packing $X$ around a uniformly chosen random point $v \in S$. In brief, the new ideas that lead to our improvements are lower bounding the expected size of the random configuration around $v$ in a more direct way (via Lemma 4.7 and using the known re-arrangement inequalities for $\mathbb{R}^d$ and $\mathbb{R}^d$). Since the reader (like us) may find Euclidean geometry more intuitive than the spherical one, we first present a rather detailed proof for sphere packing in the Euclidean space that introduces the same new ideas as the case of spherical codes.

## 2 Notation

For $n \in \mathbb{N}$, write $[n] := \{1, \ldots, n\}$. If we claim that a result holds e.g. for $0 < a \ll b, c \ll d$, it means that there exist positive functions $f$ and $g$ such that the result holds as long as $a < f(b, c)$ and $b < g(d)$ and $c < g(d)$. We will not compute these functions explicitly.

We will sometimes use a standard abuse of notation by denoting all the probability measures that we use as $\mathbb{P}$, even if they refer to different probability spaces, but it will be clear from the context with respect to which one it is used; and similarly for the expectation, which will be denoted by $\mathbb{E}$. All the logarithms will be in base $e$. Moreover, we will use the standard asymptotic notation for non-negative functions $f$ and $g$: $f(d) = O(g)$ means that when $d$ tends to infinity $f(d)/g(d)$ is bounded by a constant independent of $d$; $f(d) = o(g)$ means that when $d$ is large $f(d)/g(d)$ tends to zero; $f(d) = \Omega(g(d))$ means that, there exist constants $C$ and $d_0$ such that, for every $d > d_0$, $f(d) \geq C \cdot g(d)$; and $f(d) = \Theta(g(d))$ means that, there exist constants $C_1, C_2, d_0$ such that, for every $d > d_0$, it holds that $C_1 \cdot g(d) \leq f(d) \leq C_2 \cdot g(d)$.
Let $\operatorname{vol}$ denote the Lebesgue measure in $\mathbb{R}^d$. Let $B_r^o(x) := \{y \in \mathbb{R}^d \mid d(x, y) < r\}$ denote the open radius-$r$ ball centred at $x$ (and recall that $B_r(x)$ denotes the closed ball). Likewise, 

$$C_\theta^o(x) := \{y \in \mathbb{S}_{d-1} : \langle x, y \rangle > \cos \theta\}$$

denotes the open spherical cap of angular radius $\theta$ around $x$ in the sphere $\mathbb{S}_{d-1}$.

Also, we will be using, without any further mention, Fubini-Tonelli’s Theorem (see e.g. [28, Section 2.3]) which states that measurable non-negative functions can be integrated in any order of variables and, if we integrate out any subset of variables then the obtained function in the remaining ones is defined almost everywhere and is measurable.

3 Sphere packing in Euclidean space

Before proving Theorem 1.3 we need to discuss the hard sphere model in some detail.

3.1 The hard sphere model

Recall that a (sphere) packing $X$ is a subset of $\mathbb{R}^d$ consisting of centres of balls of equal radii with disjoint interiors. Since the density of a packing, as defined in (3), will not change if we scale the whole picture by a constant factor, we assume from now on that the balls associated to a sphere packing $X$ are all of volume one, and we write $r_d$ for the radius of a ball of volume one in $\mathbb{R}^d$. This will allow us to treat the number $|X|$ of points in $X$ as the total volume of the balls.

Let $S \subseteq \mathbb{R}^d$ be a bounded measurable set. The hard sphere model on $S$ is a probability distribution over sphere packings $X \subseteq S$. Before giving a formal definition, we provide some intuition. Consider an infinite graph with vertex set $S$ in which two points are neighbours if they are of distance less than $2r_d$ apart. Then, given a sphere packing $X$, we can think of the the set $X$ of points as an independent set in our graph, and the hard sphere model can be thought of as a continuous version of the so-called hard core model that samples independent sets in graphs (some recent results involving the latter can be found in e.g. [11, 12, 23]).

There are two versions of the hard sphere model: the canonical ensemble, which is a uniformly chosen random packing of a given fixed density (i.e. the number of balls is fixed); and the grand canonical ensemble, which is a random packing with variable density determined by a fugacity parameter $\lambda > 0$. More precisely, let $S \subseteq \mathbb{R}^d$ be a bounded, measurable set of positive measure and let $k$ be a non-negative integer. Define 

$$P_k(S) := \{\{x_1, \ldots, x_k\} \mid x_1, \ldots, x_k \in S, \ \forall 1 \leq i < j \leq k \ d(x_i, x_j) \geq 2r_d\}$$

to be the sets of sphere packings of size $k$ with centres inside $S$. Note that we allow centres arbitrarily close to the boundary of $S$, that is, we do not require that the whole ball stays inside $S$, but only its centre. Then in the canonical hard sphere model on $S$, we take a $k$-tuple $X_k \in P_k(S)$ uniformly at random (if the measure of $P_k(S)$ is positive). The partition function of the canonical ensemble is given by

$$\hat{Z}_S(k) := \frac{1}{k!} \int_{S^k} \mathbb{1}_{D(x_1, \ldots, x_k)} \, dx_1 \cdots \, dx_k, \quad k \geq 1,$$

where $D(x_1, \ldots, x_k)$ is the event that $d(x_i, x_j) \geq 2r_d$ for every distinct $i, j \in [k]$. We also define $\hat{Z}_S(0) := 1$. Note that $\hat{Z}_S(k) = 0$ if the measure of $P_k(S)$ is zero. Observe that $\hat{Z}_S(k)$ is the measure of the set of the legitimate size-$k$ packings $P_k(S)$ and the probability that the random uniform $k$-tuple $X_k \in S^k$ is in $P_k(S)$ is

$$\mathbb{P}[X_k \in P_k(S)] = \frac{k!}{\operatorname{vol}(S)^k} \hat{Z}_S(k).$$
Note that the canonical ensemble is the analogue of the uniform distribution in the family of independent sets of fixed size of a graph.

In the grand canonical hard sphere model on a bounded measurable subset $S \subseteq \mathbb{R}^d$ at fugacity $\lambda > 0$, a random set $X$ of unordered points is sampled according to a Poisson point process on $S$ of intensity $\lambda$, conditioned on the event that $d(x, y) \geq 2r_d$ for every distinct $x, y \in X$. Note that we condition on the event of positive measure: for example, the unconditioned Poisson set is empty with probability $e^{-\lambda \cdot \text{vol}(S)} > 0$. We will write $\mu_{S, \lambda}$ for the probability measure of the hard sphere model at fugacity $\lambda$ on $S$, and we may abbreviate $\mathbb{P}_{X \sim \mu_{S, \lambda}}$ to $\mathbb{P}_X$, or even to $\mathbb{P}$ when the meaning is clear.

Let us present an equivalent description of the same distribution. Define the partition function

$$Z_S(\lambda) := \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \int_{S^k} \mathbf{1}_{D(x_1, \ldots, x_k)} \, dx_1 \cdots \, dx_k = \sum_{k=0}^{\infty} \lambda^k \hat{Z}_S(k).$$

Note that if $S$ is bounded, then $\hat{Z}_S(k) = 0$ for large $k$ (so in particular, we do not need to worry about the convergence of the sum). This gives a random set $X \subseteq S$ as follows: first, we choose a non-negative integer $k$ at random with probability proportional to $\lambda^k \hat{Z}_S(k)$, and then we choose a $k$-tuple $X \in P_k(S)$ from the canonical hard sphere model. Let us show that these two distributions are indeed equal.

**Lemma 3.1.** Let $S \subseteq \mathbb{R}^d$ be a bounded measurable set of positive measure and let $\lambda > 0$. Let $X$ be the Poisson process of intensity $\lambda$ on $S$ conditioned on being a packing. For an integer $k \geq 0$, let $E_k$ be the event that $|X| = k$. Then $\mathbb{P}(E_k) = \lambda^k \hat{Z}_S(k)/Z_S(\lambda)$. Moreover, if $E_k$ has positive measure then $X$ conditioned on $E_k$ is uniformly distributed in $P_k(S)$.

**Proof.** The probability that the unconditioned Poisson process $Y$ of intensity $\lambda$ on $S$ has exactly $k$ points is

$$e^{-\lambda \cdot \text{vol}(S)} \frac{(\lambda \cdot \text{vol}(S))^k}{k!}.$$ 

Conditioned on $|Y| = k$, we have that $Y$ is a uniformly chosen random element of $S^k$. Thus the probability that $Y$ is a packing of size $k$ is

$$p_k := e^{-\lambda \cdot \text{vol}(S)} \frac{(\lambda \cdot \text{vol}(S))^k}{k!} \cdot \frac{1}{\text{vol}(S)^k} \int_{S^k} \mathbf{1}_{D(x_1, \ldots, x_k)} \, dx_1 \cdots \, dx_k = e^{-\lambda \cdot \text{vol}(S)} \lambda^k \hat{Z}_S(k).$$

Therefore, the probability that $|X| = k$ is

$$\mathbb{P}[E_k] = \frac{p_k}{\sum_{i=0}^{\infty} p_i} = \frac{\lambda^k \hat{Z}_S(k)}{Z_S(\lambda)},$$

proving the first claim. The second claim follows from the uniformity of $Y$ in $S^k$ when conditioned on its size $k$. \qed

One of the main properties of the hard sphere model is the spatial Markov property.

**Lemma 3.2** (Spatial Markov Property). Let $A \subseteq S \subseteq \mathbb{R}^d$ be bounded measurable sets of positive measure. Let $\lambda > 0$ and let $X \sim \mu_{S, \lambda}$. Let $Y$ be obtained from $X$ by removing $X \cap A$ and adding the points produced by the hard sphere fugacity-$\lambda$ process on $A$

$$T_A(X) := \{x \in A : \forall y \in X \setminus A \quad d(x, y) \geq 2r_d\}. \quad (7)$$

Then the distributions of the point processes $X$ and $Y$ are the same.
Proof. Let us show first that for any non-negative integers \( k \) and \( \ell \) it holds that
\[
P[|X \cap A| = k, |X \setminus A| = \ell] = P[|Y \cap A| = k, |X \setminus A| = \ell]. \tag{8}
\]

Take any integers \( k, \ell \geq 0 \). Let \( E_{k,\ell} \) denote the event that \( |X \cap A| = k \) and \( |X \setminus A| = \ell \). Write \( x := (x_1, \ldots, x_\ell) \), \( x' := (x_{\ell+1}, \ldots, x_{\ell+k}) \) and \( (x, x') := (x_1, \ldots, x_\ell, y, x_{\ell+1}, \ldots, x_{\ell+k}) \). We have by Lemma 3.1 that
\[
P[ E_{k,\ell} ] = \frac{\lambda^{k+\ell}}{Z_S(\lambda)} \left( k + \ell \right)^! \int_{S^{k+\ell}} \mathbf{1}_D(x, x') \mathbf{1}_{\{(x_1, \ldots, x_\ell)\cap A\}}(x) \, dx \, dx'
\]
\[
= \frac{1}{Z_S(\lambda)} \left( k + \ell \right)^! \int_{S^{k+\ell}} \mathbf{1}_D(x, x') \mathbf{1}_{\{x \in (S')^\ell \}} \mathbf{1}_{\{x' \in A^k \}} \, dx \, dx'
\]
\[
= \frac{1}{Z_S(\lambda)} \frac{\lambda^{k+\ell}}{k!} \int_{(S')^\ell} \mathbf{1}_D(x) \left( \int_{T_{A}(x)} \mathbf{1}_D(x') \, dx' \right) \, dx. \tag{9}
\]

Here, the first equality is trivially true if the probability of \( |X| = k + \ell \) is zero; otherwise, it is a consequence of
\[
P[ E_{k,\ell} ] = P[|X| = k + \ell] \cdot P[ E_{k,\ell} | |X| = k + \ell].
\]

On the other hand, for any \( k, \ell, j \geq 0 \), let
\[
P_{k,\ell,j} := P[|X \setminus A| = \ell, |Y \cap A| = k, |X \cap A| = j].
\]

Clearly, the right-hand side of (8) is \( \sum_{j=0}^\infty P_{k,\ell,j} \). This sum, using similar arguments as before and denoting \( x_j := (x_{\ell+1}, \ldots, x_{\ell+j}) \) and \( y := (y_1, \ldots, y_k) \), can be re-written as
\[
\sum_{j=0}^\infty P_{k,\ell,j} = \sum_{j=0}^\infty \frac{1}{Z_S(\lambda)} \left( j + \ell \right)^! \left( \int_{(S')^\ell} \mathbf{1}_D(x) \left( \int_{T_{A}(x)} \mathbf{1}_D(x') \, dx' \right) \frac{\lambda^j \hat{Z}_{T_A}(x)(k)}{Z_{T_A}(\lambda)} \right) \, dx
\]
\[
= \frac{1}{Z_S(\lambda)} \frac{\lambda^{k+\ell}}{k!} \int_{(S')^\ell} \mathbf{1}_D(x) \left( \int_{T_{A}(x)} \mathbf{1}_D(y) \, dy \right) \, dx. \tag{10}
\]

For every pair \((k, \ell)\) with the two (equal) probabilities in (8) non-zero, if we condition on the event \(|X \cap A| = k\) and \(|X \setminus A| = \ell\) (resp. on the event \(|Y \cap A| = k\) and \(|Y \setminus A| = \ell\)), then each of \(X\) and \(Y\), as a random point of \( S^{k+\ell}\), has the same density function with respect to the Lebesgue measure by the calculations in (9) and (10). Of course, when we ignore the pairs \((k, \ell)\) where the probabilities in (8) are zero, we ignore, by countable additivity, a set of measure 0 (which does not affect our distributions). Thus the distributions of \(X\) and \(Y\) are the same, as desired. 

In other words, the process of generating \(Y\) in Lemma 3.2 gives a regular conditional distribution of \(X\) with respect to the \(\sigma\)-algebra of \(X \setminus A\), that is, the \(\sigma\)-algebra generated by sets of the form
\[
\{X \mid X \subseteq S\} \text{ is a packing such that } \forall i \in [m] \mid X \cap B_i = k_i\},
\]
for integers \(m, k_1, \ldots, k_m \geq 0\) and measurable subsets \(B_1, \ldots, B_m\) of \(S \setminus A\). This gives a well-defined meaning to phrases like “the distribution of \(X \cap A\) conditioned on \(X \setminus A = \)
\{x_1, \ldots, x_\ell\}” by which we will mean \(\mu_{T_A(x_1, \ldots, x_\ell), \lambda}\), that is, the hard sphere distribution on \(T_A(x_1, \ldots, x_\ell)\) of the same fugacity \(\lambda\).

The expected packing density, \(\alpha_S(\lambda)\), of the (grand canonical) hard sphere model is the expected total volume of the balls in the random packing normalised by the measure of \(S\). As we consider balls of unit volume, this is the number of centres in \(S\) normalised by the measure of \(S\), that is,

\[
\alpha_S(\lambda) := \frac{\mathbb{E}_{X \sim \mu_{S, \lambda}}[|X|]}{\text{vol}(S)}.
\]

Jenssen, Joos and Perkins in [16] proved the following asymptotic lower bound for the expected packing density.

**Theorem 3.3** (Theorem 2, [16]). Let \(d \to \infty\), let \(S \subseteq \mathbb{R}^d\) be a bounded and measurable set of positive measure and let \(\lambda \geq 3^{-d/2}\) be arbitrary. Then

\[
\alpha_S(\lambda) \geq (1 + o(1)) \log \frac{2}{\sqrt{3}} \cdot d \cdot 2^{-d}.
\]

Our Theorem 1.3 gives a constant factor improvement over it (although it applies only to higher values of \(\lambda\) than Theorem 3.3). Both results give a lower bound on the sphere packing density via \(\tilde{\vartheta}(d) \geq \limsup_{n \to \infty} \alpha_{B_n(0)}(\lambda)\) (see e.g. [16, Lemma 1]).

We need the following auxiliary results from [16] in order to prove Theorem 1.3. For completeness, we include their short proofs.

**Lemma 3.4.** Let \(S \subseteq \mathbb{R}^d\) be a bounded, measurable set of positive measure, \(\lambda > 0\) and \(X \sim \mu_{S, \lambda}\). Then, the followings hold:

(i) \(\alpha_S(\lambda) = \frac{\lambda}{\text{vol}(S)} (\log Z_S(\lambda))'\);

(ii) \(\alpha_S(\lambda)\) is a strictly increasing function of \(\lambda\);

(iii) \(Z_S(\lambda) \leq e^{\lambda \text{vol}(S)}\).

**Proof.** To see (i), we compute:

\[
\alpha_S(\lambda) = \frac{1}{\text{vol}(S)} \sum_{k=1}^\infty k \cdot \mathbb{P}[|X| = k] = \frac{1}{\text{vol}(S)} \sum_{k=1}^\infty k \cdot \frac{\lambda^k \hat{Z}_S(k)}{Z_S(\lambda)}
\]

\[
= \frac{\lambda}{\text{vol}(S)} \frac{Z_S' (\lambda)}{Z_S(\lambda)} = \frac{\lambda}{\text{vol}(S)} (\log Z_S(\lambda))'.
\]

We can get (ii) by differentiating with respect to \(\lambda\) the expression given by (i):

\[
\lambda \cdot \text{vol}(S) \cdot \alpha_S'(\lambda) = \lambda \cdot \text{vol}(S) \left( \frac{\lambda}{\text{vol}(S)} (\log Z_S(\lambda))' + \frac{\lambda}{\text{vol}(S)} (\log Z_S(\lambda))'' \right)
\]

\[
= \frac{\lambda^2 Z_S''(\lambda)}{Z_S(\lambda)} - \left( \frac{\lambda Z_S'(\lambda)}{Z_S(\lambda)} \right)^2 + \frac{\lambda Z_S' (\lambda)}{Z_S(\lambda)}
\]

\[
= \mathbb{E}[|X|(|X| - 1)] - (\mathbb{E}[|X|])^2 + \mathbb{E}[|X|] = \text{Var}[|X|] > 0,
\]

where the identity \(\mathbb{E}[|X|(|X| - 1)] = \lambda^2 Z_S''(\lambda)/Z_S(\lambda)\) can be proved very similarly as the identity in (i).

To see (iii), note that

\[
Z_S(\lambda) = \sum_{k=0}^\infty \lambda^k \hat{Z}_S(k) = \sum_{k=0}^\infty \frac{\lambda^k}{k!} \int_{S^k} 1_{D(x_1, \ldots, x_k)} \, dx_1 \cdots dx_k \leq \sum_{k=0}^\infty \frac{\lambda^k}{k!} \text{vol}(S)^k = e^{\lambda \text{vol}(S)}.
\]

\[\square\]
3.2 Externally uncovered neighbourhood $T$

Now we do a two-part experiment: let $X$ be a random configuration of centres drawn according to the hard sphere model on $S$ at fugacity $\lambda$ and, independently, choose a point $v$ uniformly at random from $S$. Define the set

$$T := T(X, v) = \{ x \in B_{2r_d}^0(v) \cap S : \forall y \in X \setminus B_{2r_d}^0(v) \ d(x, y) \geq 2r_d \}, \quad (11)$$

which is the set of all points of $S$ in the open ball of radius $2r_d$ around $v$ that are suitable to be a centre of a new ball to add to the packing $X \setminus B_{2r_d}^0(v)$ (because they are not blocked by a centre outside $B_{2r_d}^0(v)$). See Figure 1. This is the same definition as when we take $A := B_{2r_d}^0(v) \cap S$ in Eq. (7). The set $T$ is called the set of externally uncovered points in the neighbourhood of $v$ (with respect to $X$). Note that $\text{vol}(T) > 0$ almost surely.

![Figure 1: The set $T$ of externally uncovered points.](image)

We will also need the following two results from [16] that relate this two-part experiment to $\alpha_S(\lambda)$, and we include their proofs for the reader’s convenience.

**Lemma 3.5.** Let $S \subseteq \mathbb{R}^d$ be a bounded, measurable set of positive measure, $\lambda > 0$, $X \sim \mu_{S, \lambda}$ and let $v \in S$ be a random point chosen uniformly from $S$, independent of $X$. Let $T = T(X, v)$ be as in Eq. (11). Then, the following statements hold:

(i) $\alpha_S(\lambda) = \lambda \cdot \mathbb{E}_{X,v} \left[ \frac{1}{Z_T(\lambda)} \right]$;

(ii) $\alpha_S(\lambda) \geq 2^{-d} \cdot \mathbb{E}_{X,v} \left[ \alpha_T(\lambda) \cdot \text{vol}(T) \right]$.

**Proof.** For (i), recall that $D(x_0, x_1, \ldots, x_k)$ is the event that every two of the points $x_0, \ldots, x_k$ are at distance at least $2r_d$. Then, we compute

$$\alpha_S(\lambda) = \frac{\mathbb{E}[|X|]}{\text{vol}(S)} = \frac{1}{\text{vol}(S)} \sum_{k=0}^{\infty} (k + 1) \cdot \mathbb{P}[|X| = k + 1]$$

$$= \frac{1}{\text{vol}(S) Z_S(\lambda)} \sum_{k=0}^{\infty} \int_{S \setminus D(x_0, x_1, \ldots, x_k)} \frac{\lambda^{k+1}}{k!} d(x_0, x_1, \ldots, x_k) dx_1 \cdots dx_k dx_0$$

$$= \frac{\lambda}{\text{vol}(S)} \int_S \frac{1}{Z_S(\lambda)} \cdot \left( 1 + \sum_{k=1}^{\infty} \int_{S \setminus D(x_0, x_1, \ldots, x_k)} \frac{\lambda^k}{k!} d(x_0, x_1, \ldots, x_k) dx_1 \cdots dx_k \right) dx_0$$

$$= \frac{\lambda}{\text{vol}(S)} \int_S \mathbb{P}_X[d(x_0, X) \geq 2r_d] dx_0$$

$$= \lambda \cdot \mathbb{E}_{X,v} \left[ \mathbb{I}_{T \cap X = \emptyset} \right] = \lambda \cdot \mathbb{E}_{X,v} \left[ \frac{1}{Z_T(\lambda)} \right].$$
where the last equality follows from Lemma 3.2, the spatial Markov property, applied to
\( A := B_{2r_d}(v) \cap S \).

For (ii), as \( \text{vol}(S \cap B_{2r_d}(u)) \leq 2^d \) for any \( u \in S \), we have
\[
\alpha_S(\lambda) = \frac{\mathbb{E}_X(|X|)}{\text{vol}(S)} \geq 2^{-d} \cdot \mathbb{E}_{X,v}[|X \cap B_{2r_d}(v)|] = 2^{-d} \cdot \mathbb{E}_{X,v}[\alpha_T(\lambda) \cdot \text{vol}(T)],
\]
where the last equality follows again from the spatial Markov property.

### 3.3 Local analysis in \( T \)

As in [16], the key part of our argument is a local analysis of the number of centres inside the externally uncovered set \( T = T(X, v) \). However, our proof deviates from [16] from this point on. Roughly speaking, we write our lower bound on \( \theta(d) \) in terms of the distribution of \( t := \text{vol}(T(X, v)) \), instead of \( \mathbb{E}_{X,v}[\log Z_{T(X,v)}] \) as was done in [16] and observe, using a standard rearrangement inequality, that a worst case for our bound is when \( t = (\log \sqrt{2} + o(1)) d/\lambda \) is constant and \( T(X, v) \) is a ball. Thus our improvement comes by adding new geometrical considerations into the proof.

For the proof we will need some auxiliary results from Real Analysis. We say that a measurable function \( f : \mathbb{R}^d \to [0, \infty) \) vanishes at infinity if for every \( t > 0 \) the level set \( \{ x \in \mathbb{R}^d : f(x) > t \} \) has finite Lebesgue measure. For a measurable bounded set \( A \subseteq \mathbb{R}^d \) and a measurable function \( f : \mathbb{R}^d \to [0, \infty) \) that vanishes at infinity, their symmetric rearrangements are, respectively
\[
A^* := B_{\text{vol}(A)^{1/d}}(0),
\]
the ball centred at 0 of the same measure as \( A \), and
\[
f^*(x) := \int_0^\infty 1_{\{y : f(y) > t\}}(x) dt, \quad x \in \mathbb{R}^d,
\]
the radially decreasing symmetric function with the same measures of the level sets as \( f \). For more details, see e.g. [19, Chapter 3.3].

For a measurable bounded \( T \subseteq \mathbb{R}^d \) define
\[
f(T) := \int_T \text{vol}(B_{2r_d}(u) \cap T) du. \tag{12}
\]
Note that, if \( \text{vol}(T) > 0 \), then \( f(T)/\text{vol}(T) \) is the expected measure of the intersection \( B_{2r_d}(u) \cap T \) for a random point \( u \) uniformly chosen from \( T \).

We will make use of the following result, which says that the function \( f \) defined above is maximised by a ball of the same measure as \( T \).

**Lemma 3.6.** Let \( f \) be as in Eq. (12). For every bounded measurable \( T \subseteq \mathbb{R}^d \), we have
\[
f(T) \leq f(T^*).
\]

**Proof.** This is an immediate consequence of Riesz’s rearrangement inequality (for a modern exposition, see e.g. [19 Theorem 3.7]) which states that, for any measurable functions \( f, g, h : \mathbb{R}^d \to [0, \infty) \) that vanish at infinity, we have
\[
I(f, g, h) \leq I(f^*, g^*, h^*), \tag{13}
\]
where \( I(f, g, h) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x)g(x-y)h(y)dxdy. \)
Now, let $f := \mathbb{1}_T$ and $h := \mathbb{1}_T$ be the indicator functions of $T$ and let $g(x) := \mathbb{1}_{B_{2r_d}(0)}$ be the indicator function of the radius-$2r_d$ ball centred at the origin. Then $f^*$ and $h^*$ are the indicator functions of the ball $T^*$ while $g^* = g$. By \([13]\) we have

$$f(T) = I(f, g, h) \leq I(f^*, g^*, h^*) = f(T^*),$$

as required. \(\square\)

With the help of Lemma \([3.6]\) we can get the following strengthening of \([16\text{, Lemma 10}]\) (which gives an upper bound on $E_u[\text{vol}(B_{2r_d}(u) \cap T)]$ independent of $t$).

**Lemma 3.7.** Let $T \subseteq \mathbb{R}^d$ be a bounded measurable set of measure $t \in [2^{d/2}, 2^d]$. Let $u$ be a random point chosen uniformly from $T$. Then,

$$E_u[\text{vol}(B_{2r_d}(u) \cap T)] \leq 2 \cdot 2^d \cdot (1 - t^{-2/d})^{d/2}.$$  

**Proof.** Note that $E_u[\text{vol}(B_{2r_d}(u) \cap T)] = f(T)/\text{vol}(T)$, and so, by Lemma \([3.6]\) since $\text{vol}(T) = \text{vol}(T^*)$, it is enough to prove the lemma when $T = B_\rho(0)$ is a ball of radius $\rho := t^{1/d} r_d$. This amounts to estimating a certain integral over $B_\rho(0)$ of a radially symmetric function. The following trick from \([16]\) simplifies calculations:

$$E[\text{vol}(B_{2r_d}(u) \cap T)] = \frac{1}{t} \int_T \left( \int_T \mathbb{1}_{\{d(u,v) \leq 2r_d\}} \, dv \right) \, du,$$

$$= \frac{2}{t} \int_T \int_T \mathbb{1}_{\{d(u,v) \leq 2r_d\}} \cdot \mathbb{1}_{\{|v| \leq |u|\}} \, dv \, du,$$

$$\leq 2 \max_{u \in B_\rho(0)} \int_T \mathbb{1}_{\{d(u,v) \leq 2r_d\}} \cdot \mathbb{1}_{\{|v| \leq |u|\}} \, dv,$$

$$\leq 2 \max_{u \in B_\rho(0)} \text{vol}(B_{2r_d}(u) \cap B_{|u|}(0)).$$

Let $u \in B_\rho(0)$ be a point maximising the volume of the intersection $\text{vol}(B_{2r_d}(u) \cap B_{|u|}(0))$, and let $x$ be such that $x \cdot r_d = |u| \leq \rho$. If $x \leq \sqrt{2}$, then the intersection has volume at most $\text{vol}(B_{\sqrt{2}r_d}(0)) \leq 2^{d/2}$, which is at most the claimed bound. Suppose then that $x \geq \sqrt{2}$. Then, standard trigonometry shows that the intersection $B_{2r_d}(u) \cap B_{|u|}(0)$ is contained in a ball of radius $2\sqrt{1-x^{-2}} \cdot r_d$ centred at $(1 - 2/x^2)u$. Note that, by definition, $x \leq t^{1/d}$. Hence, as $t \leq 2^d$, we get that

$$E_u[\text{vol}(B_{2r_d}(u) \cap T)] \leq \max \left\{ 2^{d/2}, 2 \cdot \max_{\sqrt{2} \leq x \leq t^{1/d}} (2\sqrt{1-x^{-2}})^d \right\} = 2 \cdot (2\sqrt{1-t^{-2/d}})^d,$$

as required. \(\square\)

We can now prove a lower bound for the expected number of centres of spheres in $T$ (which is equal to $\alpha_T(\lambda) \cdot \text{vol}(T)$). This bound will be useful when the volume of $T$ is “large”.

**Lemma 3.8.** For every $\beta > 0$, there is $k_0$ such that, for every $k \geq k_0$ and every $\lambda, t, d > 0$, if $T$ is a bounded measurable subset of $\mathbb{R}^d$ of measure $t$ and $k \in \mathbb{N}$ satisfies $k_0 \leq k \leq \lambda t$, then

$$\alpha_T(\lambda) \cdot \text{vol}(T) \geq (1 - \beta)p_k k,$$

where $p_k$ is the probability that for uniform independent points $x_1, \ldots, x_k \in T$ every two are at distance at least $2r_d$.  

\(11\)
Proof. Let $X \sim \mu_{T, \lambda}$ be the random set produced by the hard sphere model of fugacity $\lambda$ on $T$ and let $x := |X|$ be the number of spheres in this random packing of $T$. Thus, $\alpha_T(\lambda) \cdot \text{vol}(T) = \mathbb{E}[x]$ and we want to lower bound the expectation of $x$.

If we take any random variable $Y$ and condition on $Y \leq C$ then the expectation can only decrease; indeed, as $\mathbb{E}[Y \mid Y \leq C] \leq C$, we have

$$
\mathbb{E}[Y] \geq \mathbb{E}[Y \mid Y \leq C] \cdot P(Y \leq C) + C \cdot P(Y > C)
$$

and

$$
\geq \mathbb{E}[Y \mid Y \leq C] \cdot P(Y \leq C) + \mathbb{E}[Y \mid Y \leq C] \cdot P(Y > C) = \mathbb{E}[Y \mid Y \leq C].
$$

Thus it is enough to lower bound $\mathbb{E}[x \mid x \leq k]$. Let $\xi := \lambda t$, $\gamma := \beta/2$ and $m = \lfloor (1 - \gamma)k \rfloor$. Since $1 = p_0 \geq p_1 \geq \ldots \geq p_k$ and $\tilde{Z}_T(i) = p_k \xi^i/i!$, we have

$$
\mathbb{E}[x \mid x \leq k] = \frac{\sum_{i=0}^{k} i p_k \xi^i/i!}{\sum_{i=0}^{k} p_k \xi^i/i!} \geq \frac{p_k \sum_{i=m}^{k} i \xi^i/i!}{\sum_{i=0}^{k} \xi^i/i!}.
$$

Let $N := \sum_{i=m}^{k} i \xi^i/i!$. Thus $p_k N$ is the numerator of the last fraction. As $\xi^i/i!$ increases for $0 \leq i \leq m - 1$, we have

$$
\sum_{i=0}^{k} \xi^i/i! = \sum_{i=0}^{m-1} \xi^i/i! + \sum_{i=m}^{k} \xi^i/i! \leq m \frac{\xi^{m-1}}{(m-1)!} + \frac{1}{m} \sum_{i=m}^{k} i \xi^i/i!.
$$

Here, the first term is

$$
\frac{m \xi^{k} \prod_{i=0}^{k-m}(1 - \frac{i}{k})}{k!} \leq m \frac{\xi^{k}}{k!} e^{-\sum_{i=0}^{k-m} \frac{i}{k}} \leq m N e^{-\gamma^2 k/2},
$$

while the second term is exactly $\frac{1}{m} N$. Thus,

$$
\alpha_T(\lambda) \cdot \text{vol}(T) \geq \mathbb{E}[x \mid x \leq k] \geq \frac{p_k}{m e^{-\gamma^2 k/2} + 1/m} \geq (1 - \beta)p_k k,
$$

as required. \qed

### 3.4 Proof of Theorem 1.3

Given $\varepsilon > 0$, choose sufficiently small constants $\beta, \delta$ so that $0 < \delta \ll \beta \ll \varepsilon$. Let $d \to \infty$ and take any measurable bounded $S \subseteq \mathbb{R}^d$ of positive measure. By Lemma 3.4, $\alpha_S(\lambda)$ is an increasing function in $\lambda$. So in order to prove Theorem 1.3 it is enough to show that, for $\lambda = (1/\sqrt{2} - \delta)^d$, we have

$$
\alpha_S(\lambda) \geq (\log \sqrt{2} - \varepsilon) d \cdot 2^{-d}, \quad (15)
$$

Let $X \sim \mu_{S, \lambda}$ be the centres of the sampled spheres. Take a point $v$ uniformly at random from $S$, independent of $X$. As in Section 3.3 let

$$
T = T(X, v) := \{ x \in B_{2r_d}(v) \cap S : d(x, y) \geq 2r_d, \forall y \in X \setminus B_{2r_d}(v) \}
$$

be the externally uncovered set around $v$ and let $t = t(X, v)$ be its measure.

Let $k := (\log \sqrt{2} - \varepsilon/2) d$. For $X \subseteq S$, let

$$
L = L(X) := \{ u \in S : t(X, u) \leq k/\lambda \}.
$$

Now, note that from Lemma 3.4 (iii) and Lemma 3.5 (i), we easily derive the inequality

$$
\alpha_S(\lambda) = \lambda \mathbb{E} \left[ \frac{1}{Z_T(\lambda)} \right] \geq \lambda \mathbb{E}_X \mathbb{E}_u \left[ e^{-\lambda t(X, v)} \right].
$$
Then,
\[
\alpha_S(\lambda) \cdot \operatorname{vol}(S) \geq \lambda E_X \left[ \int_{v \in S} e^{-\lambda t(X,v)} \, dv \right] \\
\geq \lambda E_X \left[ \int_{v \in L} e^{-\lambda t(X,v)} \, dv \right] \\
\geq e^{\varepsilon d/2} 2^{-d} E_X[\operatorname{vol}(L)].
\]

Thus, we may assume that, for example, \( E_X[\operatorname{vol}(L)] \leq \operatorname{vol}(S) e^{-\varepsilon d/4} \), for otherwise (15) holds. Then, by Markov’s inequality,
\[
P_X[\operatorname{vol}(L) \geq \operatorname{vol}(S) e^{-\varepsilon d/6}] \leq e^{-\varepsilon d/12},
\]
that is, for typical outcome \( X \), the measure \( t = t(X,v) \) is “relatively large” except for a very small set of \( v \in S \).

Take any \( X \) with \( \operatorname{vol}(L) \leq \operatorname{vol}(S) e^{-\varepsilon d/6} \). For every \( v \in S \setminus L, t = t(X,v) \) is at least \( k/\lambda \geq (\sqrt{2} + \delta/3)^d \) by the definition of \( L \) and at most \( 2^d \) since \( T \) is a subset of \( B_{2r_d}(v) \).

Again, by the definition of \( L \), we have \( k \leq \lambda t \). Thus, Lemma 3.8 applies and gives that, for every \( v \in S \setminus L \), we have \( \alpha_T(\lambda) \cdot \operatorname{vol}(T) \geq (1 - \beta) p_k k \), where \( p_k \) denotes the probability that, for uniform independent \( x_1, \ldots, x_i \in T \), every two are at distance at least \( 2r_d \).

**Claim 3.9.** \( p_k \geq 1 - \delta \).

**Proof of claim.** Recall that \( t \geq (\sqrt{2} + \delta/3)^d \). Consider the function \( g(t) := (f(\tau))^{-d} \), where \( \tau := t^{1/d} \) and \( f(t) := \tau/(2\sqrt{1 - \tau^2}) \). Observe that \( f(\sqrt{2}) = 1 \) and \( f \) is strictly increasing on \([\sqrt{2}, 2]\) since its derivative at \( x \in (\sqrt{2}, 2] \) is
\[
f'(x) = \frac{1}{2\sqrt{1 - \frac{1}{x^2}}} - \frac{1}{2} \left(1 - \frac{1}{x^2}\right)^{3/2} x^2 = \frac{x^2 - 2}{2\sqrt{1 - \frac{1}{x^2}} (x^2 - 1)} > 0.
\]

Thus \( f(t^{1/d}) \geq f(\sqrt{2} + \delta/3) > 1 \), which means that \( g(t) \) is exponentially small in \( d \to \infty \).

Note that, by Lemma 3.7, \( 2g(t) \) upper bounds the expected fraction of measure of \( T \) that a ball of radius \( 2r_d \) centred at a uniformly chosen random point \( x \in T \) covers.

Let \( x_1, \ldots, x_k \in T \) be independent random points chosen according to the uniform distribution on \( T \). Imagine that we sample \( x_1 \), then \( x_2 \), and so on. Call \( x_i \) **bad** if \( \operatorname{vol}(B_{2r_d}(x_i) \cap T) \geq t/d^3 \) or \( x_i \) is within distance \( 2r_d \) from any of \( x_1, \ldots, x_{i-1} \); otherwise call \( x_i \) **good**. Clearly, if all vertices are good then every two are at distance larger than \( 2r_d \), so it is enough to show that the probability of at least one \( x_i \) being bad is \( o(1) \) as \( d \to \infty \).

Thus it is enough to show that, for each \( i \), the probability that \( x_i \) is the first bad vertex is \( o(1/k) \). Indeed, this probability (i.e. that \( x_i \) is the first bad vertex) is at most the probability that \( \operatorname{vol}(B_{2r_d}(x_i) \cap T) \geq t/d^3 \), which is exponentially small in \( d \) by Markov’s inequality, plus the probability that it belongs to the forbidden region of the good vertices \( x_1, \ldots, x_{i-1} \), which is at most \((i - 1)/d^3 \leq k/d^3 = o(1/k)\), proving the claim.

Therefore, by Lemma 3.8 we have, for every \( v \in S \setminus L \), that
\[
\alpha_T(\lambda) \cdot \operatorname{vol}(T) \geq (1 - \beta) p_k k \geq (1 - 2\beta)k.
\]

Then, Lemma 3.5 (ii) gives that
\[
2^d \alpha_S(\lambda) \geq E_X,\nu [\alpha_T(\lambda) \cdot \operatorname{vol}(T)] = \frac{1}{\operatorname{vol}(S)} E_X \left[ \int_{v \in S} \alpha_T(\lambda) \cdot \operatorname{vol}(T) \, dv \right].
\]
So, we have, by \([17]\), that
\[
2^d \alpha_S(\lambda) \geq \frac{1}{\text{vol}(S)} \mathbb{E}_X \left[ \int_{v \in S \setminus L} \alpha_T(\lambda) \cdot \text{vol}(T) \, dv \right] \\
\geq \left(1 - e^{-\epsilon d/12}\right) \left(1 - e^{-\epsilon d/6}\right) (1 - 2\beta) k \\
\geq (\log \sqrt{2} - \epsilon) d,
\]
where the second inequality is obtained by taking only \(X\) with \(\text{vol}(L) \leq \text{vol}(S) e^{-\epsilon d/6}\) and using \([16]\). This proves \([15]\), thus finishing the proof of Theorem \([1.3]\).

4 Kissing numbers and spherical codes in high dimensions

We devote this section to showing how the same method can be used to improve the lower bound on kissing numbers and spherical codes in \(\mathbb{R}^d\). For this, we first introduce the so called hard cap model.

4.1 The hard cap model

The hard cap model is an analogue of the hard sphere model but, instead of considering sphere packings, we are interested in packing the surface of a unit ball with spherical caps. Let \(P_k(d, \theta)\) be the set of all spherical codes of size \(k\) and angle \(\theta\) in dimension \(d\) (or, equivalently, the set of centres of non-overlapping spherical caps of angular radius \(\theta/2\)), that is,
\[
P_k(d, \theta) := \{\{x_1, \ldots, x_k\} \subset S^{d-1} : \forall i \neq j \langle x_i, x_j \rangle \leq \cos \theta\}.
\]
Similar to the hard sphere model (see Section \([3.1]\)), the hard cap model is a probability distribution over configurations of non-overlapping, identical spherical caps in \(S^{d-1}\), and there are two versions depending on whether the number of spherical caps is given or it is random.

In the canonical hard cap model, we are given a non-negative integer \(k\) that is the size of a spherical code in \(S^{d-1}\) and a spherical code from \(P_k(d, \theta)\) is sampled uniformly at random (if \(P_k(d, \theta)\) has positive measure). The partition function is given by
\[
\hat{Z}_d^\theta(k) := \frac{1}{k!} \int_{S_k^{d-1}} \mathbb{1}_{D_\theta(x_1, \ldots, x_k)} \, ds(x_1) \cdots \, ds(x_k), \quad \text{for } k \geq 1, \quad \text{and} \quad \hat{Z}_d^\theta(0) := 1,
\]
where \(D_\theta(x_1, \ldots, x_k)\) is the event that \(\langle x_i, x_j \rangle \leq \cos \theta\), for every \(1 \leq i < j \leq k\), and the integrals over \(S_{d-1}^k\) are with respect to the normalised surface measure \(s(\cdot)\). Note that if \(X_k = (x_1, \ldots, x_k) \in S_{d-1}^k\) is chosen uniformly at random, then
\[
\mathbb{P}\left[X_k \in P_k(d, \theta) \right] = k! \cdot \hat{Z}_d^\theta(k).
\]

In the grand canonical hard cap model at fugacity \(\lambda\), we sample \(X\) according to a Poisson point process of intensity \(\lambda\) on \(S_{d-1}\) conditioned on the event that \(\langle x, y \rangle \leq \cos \theta\), for every distinct \(x, y \in X\). As in Lemma \([3.1]\) this distribution can be equivalently described by the partition function
\[
Z_d^\theta(\lambda) := \sum_{k=0}^\infty \lambda^k \hat{Z}_d^\theta(k),
\]
where we first pick an integer \(k\) with probability \(\hat{Z}_d^\theta(k)/Z_d^\theta(\lambda)\) and then take \(k\) independent uniform points in \(S_{d-1}\) conditioned on the minimum angular distance being at least \(\theta\).
We shall write $\mu_{d,\lambda}$ for the probability measure of the hard cap model with angle $\theta$ at fugacity $\lambda$ on $S_{d-1}$, and abbreviate $\mathbb{P}_{X \sim \mu_{d,\lambda}}$ to $\mathbb{P}_X$ or simply $\mathbb{P}$ when there is no confusion.

We can similarly define the expected size of a random spherical code to lower bound the kissing number $K(d)$ and the maximum size of spherical codes. More precisely, define

$$
\alpha_{d}^{\theta}(\lambda) := \mathbb{E}_{X \sim \mu_{d,\lambda}}[|X|],
$$

which is a lower bound on $A(d,\theta)$.

We can also define the hard cap model on any measurable set $A \subseteq S_{d-1}$ with partition function $Z_{d,k}^{\theta}(\lambda) := \sum_{k=0}^{\infty} \lambda^k \bar{Z}_{d,k}^{\theta}(k)$, where $\bar{Z}_{d,k}^{\theta}(k) := \frac{1}{|A|^k} \int_{A^{k}} \mathbb{I}_{D(x_1,\ldots,x_k)} ds(x_1)\cdots ds(x_k)$. We write $\alpha_{d}^{\theta}(\lambda)$ for the expected size of such a random spherical code sampled on $A$.

Let $q(\theta)$ be the angular radius of the smallest spherical cap that contains the intersection of two spherical caps of angular radius $\theta$ whose centres are at angle $\theta$. A special case of Lemma 4.4 below gives that

$$
q(\theta) = \arcsin\left(\frac{(1 - \cos \theta)\sqrt{1 + 2 \cos \theta}}{\sin \theta}\right),
$$

(19)

The following lower bound on the average size of a random spherical code was obtained by Jenssen, Joos and Perkins [15].

**Theorem 4.1** (Theorem 4, [15]). Let $\theta \in (0, \pi/2)$ be fixed and $q(\theta)$ be as in Eq. (19). Then, for $\lambda \geq \frac{1}{d \cdot q(\theta)}$,

$$
\alpha_{d}^{\theta}(\lambda) \geq (1 + o(1)) \log \frac{\sin \theta}{\sin q(\theta)} \cdot d \cdot s_d(\theta)^{-1}.
$$

Our improvement over Theorem 4.1 (on a smaller range of $\lambda$) is given by the following result, which implies Theorem 4.2.

**Theorem 4.2.** For every $\varepsilon > 0$ there are $\delta > 0$ and $d_0$ such that if $d \geq d_0$ then the expected density of a hard cap model with fugacity $\lambda \geq \left(\sqrt{2} \sin \frac{\theta}{2} + \delta\right)^{-d}$ in $S_{d-1}$ satisfies

$$
\alpha_{d}^{\theta}(\lambda) \geq \left(\log \frac{\sin \theta}{\sqrt{2} \sin \frac{\theta}{2}} - \varepsilon\right) d \cdot s_d(\theta)^{-1}.
$$

(20)

In particular, Theorem 1.2 holds.

### 4.2 Proof of Theorem 4.2

Similarly as we did in Section 3, consider a two-part experiment as follows: sample a random spherical code $X \sim \mu_{d,\lambda}$ on $S_{d-1}$ and, independently, choose a point $v$ uniformly at random from $S_{d-1}$. We analogously define the externally uncovered neighbourhood around $v$ as

$$
T = \mathbf{T}(X,v) := \{x \in C_{d}^{\theta}(v) : \forall y \in X \setminus C_{d}^{\theta}(v) \langle x,y \rangle \leq \cos \theta\}.
$$

(21)

In the proof of Theorem 4.2, we make use of several properties of $\alpha_{d}^{\theta}(\lambda)$ that were proved in [13, Lemma 5]. We put them here for the reader’s convenience; we omit their proofs, as they are analogous to those of Lemmas 3.4 and 3.5.

**Lemma 4.3.** Let $\lambda > 0$, $\theta \in (0, \pi/2)$, $X \sim \mu_{d,\lambda}$ and let $v \in S_{d-1}$ be a point chosen uniformly at random from $S_{d-1}$, independent of $X$. Let $\mathbf{T}$ be as in Eq. (21). Then, the followings hold:

(i) $\alpha_{d}^{\theta}(\lambda) = \lambda \cdot (\log Z_{d}^{\theta}(\lambda))^\prime$;

(ii) $\alpha_{d}^{\theta}(\lambda)$ is strictly increasing in $\lambda$;
(iii) \( \alpha^0_\theta(\lambda) = \lambda \cdot \mathbb{E}_{X,v} \left[ \frac{1}{Z(\lambda)} \right] \);
(iv) \( \alpha^0_\theta(\lambda) \geq \lambda \cdot \mathbb{E}_{X,v} \left[ e^{-\lambda \cdot s(T)} \right] \);
(v) \( \alpha^0_\theta(\lambda) = \frac{1}{s(\lambda)} \cdot \mathbb{E}_{X,v}[\alpha^0_T(\lambda)] \).

The next ingredient we need is the analogous result to Lemma 3.7. To state it, we need some preliminaries. For \( \theta \in (0, \pi/2) \), define \( \theta' \in (0, \pi/2) \) by
\[
\sin \theta' = \sqrt{2} \sin \left( \frac{\theta}{2} \right).
\]
(22)

Note that \( \sin \theta = 2 \sin(\theta/2)\sqrt{1 - \sin^2(\theta/2)} \geq \sqrt{2} \sin \theta' \sqrt{1 - \sin^2(\pi/4)} \geq \sin \theta' \) and thus \( \theta' \leq \theta \).

**Lemma 4.4.** Let \( \theta \in (0, \pi/2) \) and \( \tau \in [\theta', \theta] \), where \( \theta' \) is as in Eq. (22). Let \( x, u \in S_{d-1} \) be two points with an angle of \( \tau \) apart. Then, the intersection of the two caps \( C_{\theta'}(x) \cap C_{\theta}(u) \) is contained in a spherical cap of angular radius
\[
\sigma(\tau, \theta) := \arcsin \left( \frac{\sqrt{1 + 2 \cos^2 \tau \cos \theta - 2 \cos^2 \tau - \cos^2 \theta}}{\sin \tau} \right).
\]
(23)

Moreover, \( \sigma(\tau, \theta) \) is increasing in \( \tau \).

**Proof.** The first claim was established in the proof of [15, Lemma 6], namely see [15, Equation (10)]. Observe that the expression under the square root in Eq. (23) is
\[
1 + 2 \cos^2 \tau \cos \theta - 2 \cos^2 \tau - \cos^2 \theta = (1 - \cos \theta)(1 + \cos \theta - 2 \cos^2 \tau);
\]
this is non-negative, which follows from \( \tau \in [\theta', \theta] \) and the choice of \( \theta' \).

For the second part, write \( \sigma(\tau, \theta) = \arcsin(f_\theta(\tau)) \), where
\[
f_\theta(\tau) := \frac{\sqrt{1 + 2 \cos^2 \tau \cos \theta - 2 \cos^2 \tau - \cos^2 \theta}}{\sin \tau}.
\]

We need to show that the partial derivative of \( \sigma(\tau, \theta) \) with respect to \( \tau \) is positive, for which it suffices to prove that \( f'_\theta(\tau) > 0 \). One can check that
\[
f'_\theta(\tau) = \frac{\cos \tau \cdot (1 - \cos \theta)^2}{\sin^2 \tau \sqrt{(1 - \cos \theta)(1 + \cos \theta - 2 \cos^2 \tau)}}.
\]
The numerator above is clearly positive as \( \tau, \theta \in (0, \pi/2) \). \( \square \)

Note that, by Eq. (23), \( \sin^2 \tau \cdot (\sin^2 \tau - \sin^2 \sigma(\tau, \theta)) \) simplifies to \( (\cos^2 \tau - \cos \theta)^2 = (\sin^2 \tau - 2 \sin^2 \theta/2)^2 \) and so
\[
\sin \sigma(\tau, \theta) \leq \sin \tau, \quad \text{with equality if and only if } \tau = \theta'.
\]
(24)

We also need an analogous result to Lemma 3.6. It can be derived using spherical rearrangements and the analogue of Riesz’s rearrangement inequality for spheres proved by Baernstein [2, Theorem 2].

**Lemma 4.5.** Let \( T \) be a bounded measurable set in \( S_{d-1} \) and let \( f(T) := \int_T s(C_\theta(u) \cap T) \, du \). Let \( T^* \) be a spherical cap with the same measure as \( T \). Then,
\[
f(T) \leq f(T^*).
\]
The following result is a strengthening of Lemma 6 from [13] (whose authors use the upper bound $2 \cdot s_d(q(\theta))$, independent of the measure of $T$).

**Lemma 4.6.** Let $\theta \in (0, \pi/2)$, $\theta'$ and $\sigma(\cdot, \cdot)$ be as in Eqs. (21) and (22) respectively. Let $T \subseteq S_{d-1}$ be a bounded measurable set such that $s(T) = s_d(\alpha)$ with $\alpha \in [\theta', \theta]$ and let $u$ be a uniform point of $T$. Then

$$
E_u[s(C_\theta(u) \cap T)] \leq 2 \cdot s_d(\sigma(\alpha, \theta)).
$$

**Proof.** By Lemma 4.5 we may assume that $T = C_\alpha(x)$ is a spherical cap with angular radius $\alpha \in [\theta', \theta]$ centred at some point $x$. Now we compute

$$
E_u[s(C_\theta(u) \cap T)] = \frac{1}{s(T)} \int_{T} \mathbb{1}_{(u,v) \geq \cos \theta} ds(u) ds(v)
$$

$$
= \frac{2}{s(T)} \int_{T} \mathbb{1}_{(u,v) \geq \cos \theta} \cdot \mathbb{1}_{(x,v) \geq (x,u)} ds(u) ds(v)
$$

$$
\leq 2 \max_{u \in C_\alpha(x)} \int_{T} \mathbb{1}_{(u,v) \geq \cos \theta} \cdot \mathbb{1}_{(x,v) \geq (x,u)} ds(v)
$$

$$
\leq 2 \max_{u \in C_\alpha(x)} s(C_\theta(u) \cap C_\gamma(x)),
$$

where $\gamma := \arccos(x, u) \in [0, \alpha]$.

If $\gamma < \theta'$, we can bound

$$s(C_\theta(u) \cap C_\gamma(x)) \leq s(C_{\theta'}(x)) = s_d(\theta').$$

Note that this is at most $s_d(\sigma(\alpha, \theta))$ because $\theta' = \sigma(\theta', \theta)$ due to Eq. (24) while $\sigma(\gamma, \theta)$ is increasing when $\gamma \in [\theta', \alpha]$.

If $\theta' \leq \gamma \leq \alpha$, we can bound

$$s(C_\theta(u) \cap C_\gamma(x)) \leq s_d(\sigma(\gamma, \theta)) \leq s_d(\sigma(\alpha, \theta)),$$

where the first inequality follows from the definition of $\sigma(\cdot, \cdot)$ and the second one is because $\sigma(\gamma, \theta)$ is increasing when $\gamma \in [\theta', \alpha]$ due to Lemma 4.4. \hfill $\square$

With identical proof as Lemma 3.8 we get the following version for spherical codes.

**Lemma 4.7.** Let $\theta \in (0, \pi/2)$. For every $\beta > 0$ there is $k_0$ such that for every $k \geq k_0$ and every $\lambda, t, d > 0$, if $T$ is a measurable subset of $S_{d-1}$ of measure $t$ and $k \in \mathbb{N}$ satisfies $k_0 \leq k \leq \lambda t$, then

$$\alpha^\beta_T(\lambda) \geq (1 - \beta)p_k k,$$

where $p_i$ is the probability that for uniform independent $x_1, \ldots, x_i \in T$ the angle between every two is at least $\theta$.

We are now ready to prove Theorem 4.2.

**Proof of Theorem 4.2.** Given $\varepsilon > 0$, choose sufficiently small constants $\beta, \delta$ so that $0 < \delta < \beta < \varepsilon$. Let $d \to \infty$. By Lemma 4.3, $\alpha^\theta_T(\lambda)$ is strictly increasing function in $\lambda$, so it is enough to prove Theorem 4.2 for $\lambda = (\sqrt{2 \sin \frac{\beta}{2} + \delta})^{-d}$.

Let $X \sim \mu_{d, \lambda}^\beta$ be the set of centres of the caps sampled on $S_{d-1}$ according to the hard cap model with fugacity $\lambda$. Take a point $v \in S_{d-1}$ uniformly at random from $S_{d-1}$, independently of $X$. As before, let

$$
T = T(X, v) := \{ y \in C^\lambda_\beta(v) : \forall x \in X \setminus C^\lambda_\beta(v) \langle x, y \rangle \leq \cos \theta \}.
$$
be the externally uncovered set around \( v \) and let \( t := t(X,v) \) be its measure.

Let \( k := \left( \log \frac{\sin \theta}{\sqrt{2 \sin \frac{\theta}{2}}} - \frac{\varepsilon}{2} \right) d \). For \( X \subseteq \mathbb{S}_{d-1} \), let

\[
L = L(X) := \{ u \in \mathbb{S}_{d-1} : t(X,u) \leq k/\lambda \}.
\]

By Lemma 4.3 (iv), we have that

\[
\alpha^\theta_d(\lambda) \geq \lambda E_X E_v \left[ e^{-\lambda t(X,v)} \right] = \lambda \mathbb{E}_X \left[ \int_{v \in \mathbb{S}_{d-1}} e^{-\lambda t(X,v)} \, dv \right]
\]

\[
\geq \lambda \mathbb{E}_X \left[ \int_{v \in L} e^{-\lambda t(X,v)} \, ds(v) \right] = \lambda \mathbb{E}_X \left[ \int_{v \in L} e^{-k} \, ds(v) \right]
\]

\[
\geq e^{\varepsilon d/3} (\sin \theta)^{-d} \cdot \mathbb{E}_X [ s(L) ] \geq e^{\varepsilon d/4} s_d(\theta)^{-1} \cdot \mathbb{E}_X [ s(L) ].
\]

Thus we may assume that, for example, \( \mathbb{E}_X [ s(L) ] \leq e^{-\varepsilon d/5} \), for otherwise (20) holds. By Markov’s inequality,

\[
\mathbb{P}_X [ s(L) \geq e^{-\varepsilon d/6} ] \leq e^{-\varepsilon d/30},
\]

that is, for typical outcome \( X \), \( t \) is “relatively large” except for a very small set of \( v \in \mathbb{S}_{d-1} \).

Take any \( X \) with \( s(L) \leq e^{-\varepsilon d/6} \). For every \( v \in \mathbb{S}_{d-1} \setminus L \), \( t = t(X,v) \) is at least

\[
k \geq \left( \sqrt{2 \sin \frac{\theta}{2}} \right)^d + \frac{\varepsilon}{2} d
\]

by the definition of \( L \) and at most \( s_d(\theta) \) since \( T \) is a subset of \( C_d(v) \). Again, by the definition of \( L \), we have \( k \leq \lambda t \). Thus Lemma 4.7 applies and gives that for every \( v \in \mathbb{S}_{d-1} \setminus L \) we have \( \alpha^\theta_d(v) \geq (1 - \beta) p_k k \), where \( p_k \) denotes the probability that, for uniform independent \( x_1, \ldots, x_k \in T \), the angle between every two is at least \( \theta \).

**Claim 4.8.** \( p_k \geq 1 - \delta \).

**Proof of claim.** Let \( \alpha > 0 \) be such that \( t = s_d(\alpha) \). Then, as \( t \geq \left( \sqrt{2 \sin \frac{\theta}{2}} + \frac{\varepsilon}{2} \right)^d \), we see that \( \alpha > \theta' \), where \( \theta' \) is as defined in (22). Consequently, by (24), we have \( \sin \sigma(\alpha, \theta) < \sin \alpha \), where \( \sigma(\cdot, \cdot) \) is as in (23). Thus, by Lemma 4.6 and (24), we get that

\[
\mathbb{E}_u \left[ s(C_{\theta}(u) \cap T) \right] \leq 2 \cdot s_d(\sigma(\alpha, \theta)) < e^{-\Omega(d)} \cdot s_d(\alpha) = e^{-\Omega(d)} \cdot t.
\]

That is, the expected fraction of measure of \( T \) that cap of angular radius \( \theta \) at a uniform \( u \in T \) covers is exponentially small in \( d \to \infty \). Now we finish the proof the same way in Claim 3.9 basically, since each point ‘forbids’ \( \alpha(1/k^2) \)-fraction of volume of \( T \), the probability that some two points conflict with each other is \( o(1) \).

Therefore, by Lemma 4.7 and Claim 4.8 we have, for every \( v \in \mathbb{S}_{d-1} \setminus L \), that

\[
\alpha^\theta_d(v)(\lambda) \geq (1 - \beta) p_k k \geq (1 - 2\beta) k.
\]

This together with Lemma 4.3 (v) gives that

\[
s_d(\theta) \cdot \alpha^\theta_d(\lambda) = \mathbb{E}_X, v [ \alpha^\theta_d(\lambda) ] = \mathbb{E}_X \left[ \int_{v \in \mathbb{S}_{d-1}} \alpha^\theta_d(v)(\lambda) \, ds(v) \right] \geq \mathbb{E}_X \left[ \int_{v \in \mathbb{S}_{d-1} \setminus L} (1 - 2\beta) k \, ds(v) \right]
\]

\[
\geq (1 - e^{-\varepsilon d/30})(1 - e^{-\varepsilon d/6})(1 - 2\beta) k \geq \left( \log \frac{\sin \theta}{\sqrt{2 \sin \frac{\theta}{2}}} - \varepsilon \right) d,
\]

where the second inequality is obtained by taking only \( X \) with \( s(L) \leq e^{-\varepsilon d/6} \) and using (27). This proves Theorem 4.2. \( \square \)
References

[1] K.M. Anstreicher, The Thirteen Spheres: A New Proof, *Discrete and Computational Geometry*, **31**(4), (2004), 613–625.

[2] A. Baernstein II and B.A. Taylor, Spherical rearrangements, subharmonic functions, and \( ^{\ast} \)-functions in \( n \)-space, *Duke Mathematical Journal*, **43**, (1976), 245–268.

[3] K. Ball, A lower bound for the optimal density of lattice packings, *International Mathematics Research Notices*, **10**, (1992), 217–221.

[4] K. Böröczky, The Newton-Gregory problem revisited, *Discrete geometry, Marcel Dekker, New York*, (2003), 103–110.

[5] P. Boyvalenkov, S. Doduneok and O.R. Musin, A survey on the kissing numbers, *arXiv: 1507.03631*, (2015).

[6] C. Chabauty, Résultats sur l’empilement de calottes égales sur une périsphere de Rnet correction à un travail antérieur, *Comptes Rendus de l'Académie des Sciences Paris*, **236**, (1953), 1462–1464.

[7] H. Cohn and N. Elkies, New upper bounds on sphere packings. I, *Annals of Mathematics* (2), **157**, (2003), 689–714.

[8] H. Cohn, A. Kumar, S.D. Miller, D. Radchenko and M. Viazovska, The sphere packing problem in dimension 24, *Annals of Mathematics* (2), **185**, (2017), 1017–1033.

[9] H. Cohn and Y. Zhao, Sphere packing bounds via spherical codes, *Duke Mathematical Journal*, **163**, (2014), 1965–2002.

[10] H. Davenport and C.A. Rogers, Hlawka’s theorem in the geometry of numbers, *Duke Mathematical Journal*, **14**, (1947), 367–375.

[11] E. Davies, M. Jenssen, W. Perkins and B. Roberts, Independent sets, matchings and occupancy fractions, *Journal of the London Mathematical Society*, **96**(1), (2017), 47–66.

[12] E. Davies, M. Jenssen, W. Perkins and B. Roberts, On the average size of independent sets in triangle-free graphs, *Proceedings of the American Mathematical Society*, **146**(1), (2018), 111–124.

[13] P. Delsarte, On the average size of independent sets in triangle-free graphs, *Philips Research Report*, **27**, (1972), 272–289.

[14] T.C. Hales, A proof of the Kepler conjecture, *Annals of Mathematics*, **165**, (2005), 1065–1185.

[15] M. Jenssen, F. Joos and W. Perkins, On kissing numbers and spherical codes in high dimensions, *Advances in Mathematics*, **335**, (2018), 307–321.

[16] M. Jenssen, F. Joos and W. Perkins, On the hard sphere model and sphere packings in high dimensions, *Forum of Mathematics, Sigma*, **7**, (2019), e1.

[17] G.A. Kabatjanskiï and V.I. Levenšteǐn, Bounds for packings on the sphere and in space, *Problemy Peredachi Informatsii*, **14**, (1978), 3–25.

[18] V.I. Levenšteǐn, On bounds for packing in \( n \)-dimensional Euclidean space, *Soviet Mathematics Doklady*, **245**(6), (1979), 1299–1303.
[19] E.H. Lieb and M. Loss, *Analysis, Second Edition*, Graduate Studies in Mathematics, American Mathematical Society, Providence, RI, 2001.

[20] H. Maehara, Isoperimetric theorem for spherical polygons and the problem of 13 spheres, *Ryukyu Mathematical Journal*, 14, (2001), 41–57.

[21] O.R. Musin, The kissing number in four dimensions, *Annals of Mathematics*, 168, (2008), 1–32.

[22] A.M. Odlyzko and N.J.A. Sloane, New bounds on the number of unit spheres that can touch a unit sphere in n dimensions, *Journal of Combinatorial Theory, Series A*, 26, (1979), 210–214.

[23] G. Perarnau and W. Perkins, Counting independent sets in cubic graphs of given girth, *Journal of Combinatorial Theory, Series B*, 133, (2018), 211–242.

[24] F. Pfender and G.M. Ziegler, Kissing numbers, sphere packings, and some unexpected proofs, *Notices of the American Mathematical Society*, 51(8), (2004), 873–883.

[25] R.A. Rankin, The closest packing of spherical caps in n dimensions, *Proceedings of the Glasgow Mathematical Association*, 2(3), (1955), 139–144.

[26] C.A. Rogers, Existence theorems in the geometry of numbers, *Annals of Mathematics*, 48, (1947), 994–1002.

[27] C.E. Shannon, Probability of error for optimal codes in a Gaussian channel, *The Bell System Technical Journal*, 38(3), (1959), 611–659.

[28] E.M. Stein and R. Shakarchi, *Real analysis: Measure theory, integration, and Hilbert spaces*, Princeton lectures in Analysis, Princeton University Press, 2005.

[29] A. Thue, Om nogle geometrisk taltheoretiske theoremer, *Forandlingerneved de Skandinaaviske Naturforskeres*, 14, (1892), 352–353.

[30] S. Vance, Improved sphere packing lower bounds from Hurwitz lattices, *Advances in Mathematics*, 227, (2011), 2144–2156.

[31] A. Venkatesh, A note on sphere packings in high dimensions, *International Mathematics Research Notices*, 7, (2013), 1628–1642.

[32] M.S. Viazovska, The sphere packing problem in dimension 8, *Annals of Mathematics (2)*, 185, (2017), 991–1015.

[33] S. Vlăduţ, Lattices with exponentially large kissing numbers, *Moscow Journal of Combinatorics and Number Theory*, 8(2), (2019), 163–176.

[34] B.L. van der Waerden and K. Schütte, Das Problem der 13 Kugeln, *Mathematische Annalen*, 125, (1953), 325–334.

[35] A.D. Wyner, Capabilities of bounded discrepancy decoding, *The Bell System Technical Journal*, 44(6), (1965), 1061–1122.