Correlation in quantum states of two identical particles
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Abstract – We identify the correlation in a state of two identical particles as the residual information beyond what is already contained in the 1-particle reduced density matrix, and propose a correlation measure based on the maximum entropy principle. We obtain the analytical results of the correlation measure, which make it computable for arbitrary two-particle states. We also show that the degrees of correlation in the same two-particle states with different particle types will decrease in the following order: bosons, fermions, and distinguishable particles.
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Introduction. – The classification and characterization of correlations in a multi-party quantum state is a fundamental problem in quantum many-particle physics and quantum information science [1,2]. Although the theory on correlations in a state of more than two distinguishable particles is still under developing, the correlation in a state of two distinguishable particles is believed to be completely understood. A state of two distinguishable particles is uncorrelated if and only if it is a product state. The degree of correlation between the first particle and the second particle in a state of two distinguishable particles is shown to be the mutual entropy of the state [1,3,4]. However, these results cannot be generalized directly to the case of a state for two identical particles. For example, we have no idea of what is a product state for two identical particles.

The concept of identical particles in quantum mechanics is essentially different from that in classical mechanics. Therefore the theory on correlations in a state of identical particles must consider the feature of identical particles. Particularly, identical particles in quantum mechanics are absolutely indistinguishable. Thus, for a system composed of two identical particles, a phrase like “the correlation between the first particle and the second particle” loses its meaning. Naturally we ask the following fundamental question: what is the correlation in a quantum state of two identical particles?

Based on the consideration of practical use of the state of identical particles as an entanglement resource, a useful approach [5–8] to solve this problem is proposed, whose basic idea is as follows. First, two distinguishable subsets of orthogonal modes are specified (here “mode” is abbreviated for “single particle state”). Then the correlation between the first subset of modes and the second subset of modes can be defined normally. Obviously, this type of correlation strongly depends on the specified subsets of modes, and therefore it is not an intrinsic property of the state.

Another instructive approach [9–12] is built on the mathematical similarity of the structure of pure states between two distinguishable particles and two identical particles. As is well known, the Schmidt decomposition of a pure state of two distinguishable particles plays an important role in the characterization of its entanglement. Fortunately, the generalized Schmidt decompositions for pure states of two identical particles are discovered. The von Neumann entropy of the normalized 1-particle reduced density matrix is suggested as a measure of quantum correlation for a pure state of two identical particles [10].

Our correlation measure for a state of two identical particles is built on the maximum-entropy principle: the least biased state on the basis of partial knowledge is the state with the maximum entropy under the constraint by partial knowledge. This principle was first proposed to be used as the foundation of statistical mechanics by Jaynes in the 1950s [13]. Remarkably, it also found
important applications in characterizing different types of correlations in the probability distribution of random variables [14–16] or quantum states of distinguishable particles [1,17].

In this article, we propose a correlation measure for a quantum state of two identical particles based on the maximum-entropy principle. Here the correlation in a state of two identical particles is identified as the residual information beyond what is already contained in the 1-particle reduced density matrix.

Based on our correlation measure, we show that the degree of correlation is not only determined by the two-particle quantum state, but also essentially influenced by the types of the two particles. Actually, the degrees of correlation in the same two-particle states with different particle types will decrease in the following order: bosons, fermions, and distinguishable particles.

Definition. – The quantum state of a system composed of two identical particles is specified by a two-particle density matrix \( \sigma^{(2)} \), whose 1-particle reduced density matrix \( \sigma^{(1)} \) [18] is defined by

\[
\sigma^{(1)}_\eta = \text{Tr} \left( a_\eta a_\eta^\dagger \sigma^{(2)} \right) = \text{Tr} \left( a_\eta a_\eta^\dagger \sigma^{(2)} \right),
\]

where the operator \( a_\eta \) and \( a_\eta^\dagger \) are the annihilation operator of mode \( \eta \) and the creation operator of mode \( \tau \), respectively. The 1-particle reduced density matrix \( \sigma^{(1)} \) tells us the average particle number in any mode for the state \( \sigma^{(2)} \).

Now we apply the maximum entropy principle to define a correlation measure for the state \( \sigma^{(2)} \) as follows. First we define a set of two-particle states with the same 1-particle reduced density matrix as that of the state \( \sigma^{(2)} \), i.e.,

\[
D_1(\sigma^{(2)}) = \left\{ \rho^{(2)} \right\} \left| \text{Tr} \left( \rho^{(2)} \sigma^{(1)} \right) = \text{Tr} \left( \sigma^{(2)} \sigma^{(1)} \right) \right\}.
\]

Next we find out, among the states in the set \( D_1(\sigma^{(2)}) \), the state \( \sigma^{(2)}_1 \) that takes the maximal entropy, i.e.,

\[
\sigma^{(2)}_1 = \arg \max_\rho S(\rho) \in D_1(\sigma^{(2)}) = \left\{ \rho \right\} \left| \text{Tr} \left( \rho \sigma^{(1)} \right) = \text{Tr} \left( \sigma^{(2)} \sigma^{(1)} \right) \right\},
\]

where the von Neumann entropy \( S(\rho) = -\text{Tr} \rho \ln \rho \). Then a correlation measure for the state \( \sigma^{(2)} \) is defined as

\[
C_2(\sigma^{(2)}) = S(\sigma^{(2)}_1) - S(\sigma^{(2)}).
\]

There are two essential elements in defining the above measure. One is to associate the characterization of non-correlation property of the state \( \sigma^{(2)} \) with the 1-particle reduced density matrix \( \sigma^{(1)} \). The other is to realize that a state with more correlation has less entropy. Thus the correlation measure of the state \( \sigma^{(2)} \) is equal to the entropy difference between the state \( \sigma^{(2)}_1 \) and the state \( \sigma^{(2)} \), where the state \( \sigma^{(2)}_1 \) is the state with maximal entropy and with the same 1-particle reduced density matrix as \( \sigma^{(1)} \).

Obviously, the correlation measure \( C_2(\sigma^{(2)}_1) = 0 \), namely, the state \( \sigma^{(2)}_1 \) is an uncorrelated state of two identical particles. Thus, the exact role played by the maximum-entropy principle is to provide us with a mathematical tool to define the uncorrelated state of two identical particles by eq. (3).

Analytic results. – Since the state \( \sigma^{(2)}_1 \) is determined by a constrained optimization defined by eqs. (2) and (3), we obtain an analytic result of the state \( \sigma^{(2)}_1 \) by applying the standard Lagrange multipliers method. A simple calculation will show that

\[
\sigma^{(2)}_1 = \exp \left( \sum \gamma_\mu \hat{n}_\mu \right) = \prod \mu x_\mu^{\hat{n}_\mu},
\]

where the parameters \( \gamma_\mu \) are the Lagrange multipliers in the diagonal representation, the parameters \( x_\mu = \exp(\gamma_\mu) \), and the total particle number \( \hat{n} = \sum \hat{n}_\mu = 2 \).

The unknown parameters \( \gamma_\mu \) and \( x_\mu \) are determined by the following equation:

\[
\sigma^{(2)}_1 = \sigma^{(1)}.
\]

Equations (5) and (6) imply that the diagonal modes \( \mu \) of the state \( \sigma^{(2)}_1 \) are the same as the diagonal modes of the state \( \sigma^{(1)} \). Thus, in practice, we can first get the diagonal representation of the state \( \sigma^{(1)} \) and determine the modes \( \mu \). Then we only need to solve eq. (6) in the diagonal representation.

All the above discussions are valid for both bosons and fermions. As is well known, there is a basic distinction between bosons and fermions. For bosons, the occupation number of a single mode can be arbitrary; while, for fermions, the occupation number of a single mode is 0 or 1. The distinction, together with the total particle number requirement \( \hat{n} = 2 \), makes eq. (6) become

\[
x_\mu \sum \nu x_\nu \pm x_\mu^2 = \sigma^{(1)}_{1\mu},
\]

where the sign + is for bosons, and the sign – is for fermions.

Two direct results can be derived form the above analytical results. First, a state of two identical particles is uncorrelated if and only if it can be written in the form given by eq. (5). Second, eq. (7) makes the correlation measure defined by eq. (4) become computable for arbitrary states of two identical particles.

Indistinguishable and distinguishable. – For two particles of different types, e.g., with different masses or different charges, the two particles are absolutely distinguishable. However, for two identical particles, if the modes can be divided into two subsets \{A\alpha\} \{B\beta\} respectively, and \( \hat{n}_A = \hat{n}_B = 1 \), the two identical particles become effectively distinguishable, i.e., we can call one particle as particle A, the other as particle B.

Under the condition \( \hat{n}_A = \hat{n}_B = 1 \), it is easy to prove that the 1-particle reduced density matrix \( \sigma^{(1)} \) is a two-block diagonal matrix, with one block corresponding to particle A and the other block corresponding to particle B.
denoted by $\sigma^{(A)}$ and $\sigma^{(B)}$, respectively. Let us further denote the modes for the diagonal representation of $\sigma^{(A)}$ and $\sigma^{(B)}$ as $\{A\mu\}$ and $\{B\nu\}$. Now eq. (6) becomes

$$x_{A\mu} \sum_{\nu} x_{B\nu} = \sigma^{(A)}_{\mu\nu}, \quad \text{and} \quad x_{B\nu} \sum_{\mu} x_{A\mu} = \sigma^{(B)}_{\nu\mu}.$$  

The normalization condition of the state $\sigma^{(2)}$ requires that $\sum_{\mu} x_{A\mu} x_{B\nu} = 1$. Through a few steps of calculation, as expected, we can prove that the correlation measure is equal to the mutual entropy, i.e.,

$$C_2(\sigma^{(2)}) = S(\sigma^{(A)}) + S(\sigma^{(B)}) - S(\sigma^{(2)}).$$  

Table 1: Correlation measures in typical states. Here $D$, $F$, $B$ are abbreviations for distinguishable particles, fermions, and bosons, respectively.

| Typical states | $D$ | $F$ | $B$ |
|----------------|-----|-----|-----|
| $|1_{A1}1_{B1}\rangle$ | 0 | 0 | ln 3 |
| $\frac{1}{\sqrt{2}}(|1_{A1}1_{B1}\rangle + |1_{A2}1_{B2}\rangle)$ | ln 4 | ln 6 | ln 10 |
| $\frac{1}{\sqrt{2}}(|1_{A1}1_{B1}\rangle(|1_{A1}1_{B1}\rangle + |1_{A2}1_{B2}\rangle(|1_{A2}1_{B2}\rangle)$ | 2 ln 2 | 3 ln 5 |

for two fermions, and $\sigma^{(2)}_D$ for two bosons, respectively.

It is easy to find that $S(\sigma^{(2)}_D) = S(\sigma^{(2)}_F) = S(\sigma^{(2)}_B)$ and $\sigma^{(1)} = \sigma^{(1)}_D = \sigma^{(1)}_B$. Let us denote the basis of the diagonal representation of $\sigma^{(1)}$ as $A\mu$ and $B\nu$. Then, the constraints for the two-particle Hilbert spaces are $\hat{n}_A = \hat{n}_B = 1$ for effectively distinguishable particles, $\hat{n}_{A\mu}, \hat{n}_{B\nu} = 0$ or 1 for fermions, and $\hat{n}_{A\mu}, \hat{n}_{B\nu} = 0$ or 1 or 2. Comparing these constraints, we know $D_1(\sigma^{(1)}_D) \subseteq D_1(\sigma^{(1)}_F) \subseteq D_1(\sigma^{(1)}_B)$. Note that, when comparing two states in different Hilbert spaces, we identify the state in a smaller Hilbert space with the counterpart state in a larger Hilbert space. Then, definition (3) implies that $S(\sigma^{(2)}_{D1}) \leq S(\sigma^{(2)}_{F1}) \leq S(\sigma^{(2)}_{B1})$. Therefore the degrees of correlations for the three states $\sigma^{(2)}_D$, $\sigma^{(2)}_F$, and $\sigma^{(2)}_B$ defined above satisfy the inequality

$$C_2(\sigma^{(2)}_D) \leq C_2(\sigma^{(2)}_F) \leq C_2(\sigma^{(2)}_B).$$  

Equation (9) tells us that, in the same quantum state, two fermions are less correlated than two bosons but more correlated than two (effectively) distinguishable particles. This result is originated from different constraints on the Hilbert spaces for different types of particles, which is explicitly demonstrated by the following typical examples.

Examples. – In order to demonstrate the power of the correlation measure, we apply it to analyze the correlations in three typical two-particle quantum states as listed in table 1.

As expected, inequality (9) is satisfied for the three states in table 1. All the values of the correlation measure for these typical states are in the form of $\ln d$ with $d$, a positive integer (0 = $\ln 1$), and the values in the second states are $\ln 2$ larger than the values in the third states. Let us explain these results as follows.

Because the reduced 1-particle reduced density matrices for the second states and the third states are the same, the maximum-entropy states must be the same for these two states. Thus the difference of the correlation measures for these two states is equal to the difference of the entropies of these two states, which is equal to $\ln 2$.

The first two states in table 1 are pure states, so the correlation measures are equal to the entropy of the corresponding maximum-entropy states $\sigma^{(1)}_D$. As is well known, the maximum entropy of a state in an $m$-dimensional Hilbert space is equal to $\ln m$. In fact, we find that the dimension of Hilbert space for the maximum-entropy
state constrained by the 1-particle reduced density matrix is \(d\) exactly.

**Discussions and summary.** – As emphasized in ref. [1], we use the word “correlation” rather than entanglement because our measure does not distinguish quantum correlation and classical correlation. Furthermore, in agreements with refs. [9,10], we would like to call the correlation in a pure state of two identical particles by quantum correlation rather than entanglement. What are the basic requirements that a legitimate correlation measure in a state of two identical particles should satisfy? As far as we know, these requirements remains an open problem. The main trouble is to generalize the following basic requirement: the degree of correlation in a state of two distinguishable particles does not increase under local operations, since we do not know what are the local operations for identical particles. Therefore, to advance in this direction of research, we directly define what is the correlation rather than prove why it is a legitimate correlation measure. The reasonability of the definition lies in the correct understanding of the concept of correlation: the correlation in a state of two identical particles is two-particle information, which can be discovered by measuring the two-particle Hermitian operators. The essential feature of correlation in a quantum state is that it decreases the uncertainties of that state.

The most comparable work to ours in the literatures is given by Paskauskas and You (PY) [10]. In ref. [10], PY proposed to use the von Neumann entropy of the reduced density matrix as a measure of quantum correlation in a pure state of two identical particles. We find that we obtain the same result on whether a pure state of two identical particles has correlation or not, but our correlation measure does not reduce to PY’s measure for a general pure state of two identical particles. We notice that, in ref. [10], PY pay all of their attention to the 1-particle reduced density matrix. Although we also pay our attention to the 1-particle reduced density matrix, we finally turn to find out the two-particle state that is constrained by the information in the 1-particle reduced density matrix. For a given pure state of two identical particles, however, the von Neumann entropy of the found two-particle state is not directly related with the von Neumann entropy of the reduced one-particle state.

The correlation measure defined by eqs. (1)–(4) has four obvious advantages. First, it is a universal correlation measure for all kinds of two-particle states, that is, it is valid for bosons or fermions, for indistinguishable particles or identical particles, and for pure or mixed states. Second, it gives a simple physical picture for the correlation. The degree of correlation is measured by the amount of uncertainty difference induced by the correlation. In other words, a state with more correlation has less uncertainty, and the uncorrelated state for a two-particle state is the state with the same 1-particle state and the maximum entropy simultaneously. Third, it is computable for arbitrary two-particle states. Fourth, the approach can be directly generalized to treat correlations in more than two identical particles, which has been made for distinguishable particles in refs. [1,17].

In summary, we propose a correlation measure for states of two identical particles by using the maximum-entropy principle. We obtain the analytical results of the correlation measure, which make it computable for arbitrary two-particle states. Based on the correlation measure, we show that the degrees of correlation in the same two-particle states with different particle types will decrease in the following order: bosons, fermions, distinguishable particles. We hope that this informative picture for correlation is helpful for the characterization of intrinsic correlations in the system of identical particles, and can improve our understandings on its strongly correlated physics.
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