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Abstract—UE localization has proven its implications on multitude of use cases ranging from emergency call localization to new and emerging use cases in industrial IoT. To support plethora of use cases Radio Access Technology (RAT)-based positioning has been supported by 3GPP since Release 9 of its specifications that featured basic positioning methods based on Cell Identity (CID) and Enhanced-CID (E-CID). Since then, multiple positioning techniques and solutions are proposed and integrated in to the 3GPP specifications. When it comes to evaluating performance of the positioning techniques, achievable accuracy (2-Dimensional or 3-Dimensional) has, so far, been the primary metric. With an advent of Release 16 New Radio (NR) positioning, it is possible to configure Positioning Reference Signal (PRS) with wide bandwidth that naturally helps improving the positioning accuracy. However, the improvement is evident when the conditions are ideal for positioning. In practice where the conditions are non-ideal and the positioning accuracy is severely impacted, estimating the uncertainty in position estimation becomes important and can provide significant insight on how reliable a position estimation is.

In order to determine the uncertainty in position estimation we resort to Machine Learning (ML) techniques that offer ways to determine the uncertainty/reliability of the predictions for a trained model. Hence, in this work we propose to combine ML methods such as Gaussian Process (GP) and Random Forest (RF) with RAT-based positioning measurements to predict the location of a UE and in the meantime also assess the uncertainty of the estimated position. The results show that both GP and RF not only achieve satisfactory positioning accuracy but also give a reliable uncertainty assessment of the predicted position of the UE.

Index Terms—positioning, uncertainty, machine learning, Gaussian Process, Random Forest.

I. INTRODUCTION

Since its inception Radio Access Technology (RAT) has mainly been developed and deployed to provide seamless communication services to end consumers [1]. The communication services since then have evolved and range today from provisioning a voice call setup between two end users to providing required connectivity to mobile broadband users, including but not limited to Device-to-Device communication, and vehicular use cases using wireless radio signals [2], [3]. As new use cases are emerging, the RAT-based technology is compelling in itself to provide services beyond communication [4]. An example of such a service is positioning. Positioning has been a key area of investigation since Release 9 of Third Generation Partnership Project (3GPP) specification and is evolving towards providing positioning as a service to localize both indoor and outdoor User Equipments (UEs) and can overcome drawbacks that other positioning solutions hold [5]. For instance, satellite-based positioning systems can only localize outdoor UEs and the achievable accuracy typically is limited to visibility of multiple satellite stations at the UE location [6]. Ultra Wide Band (UWB) positioning solutions can achieve decent positioning accuracy within a local area where UWB sensors are deployed and therefore is not a solution that can offer wide area positioning as a service [7].

RAT supports a multitude of positioning techniques namely: Cell Identity (CID) positioning, Enhanced CID (E-CID) positioning, Observed Time Difference of Arrival (OTDoA) based positioning, Round Trip Time (RTT) based positioning etc [8]. In CID-based positioning, the serving cell location is estimated to be the UE location. Since cell radius may vary from a few meters (20 meters in an indoor deployment) to a few kilometers (7 km in rural urban macro deployment) depending on the deployment type, the CID positioning accuracy therefore varies from meters to kilometers. Achievable accuracy of such a positioning technique can be enhanced by using complementary information such as Timing Advance (TA) [9]. The positioning method that combines the complementary information with the serving cell location is known as ECID. Since TA values are calculated with lower resolution the positioning accuracy of ECID method is higher than CID positioning but is limited to estimating the UE location as a circle whose radius is equal to the range given by the TA value associated to the UE to be positioned. With the rising interest on RAT-based positioning from many verticals that require higher accuracy than the ones that are achievable by the above-mentioned methods both Long Term Evolution (LTE) and New Radio (NR) support positioning methods that exploit OTDoA and RTT measurements for UE localization. These methods achieve higher positioning accuracy in comparison to the CID and E-CID methods but are limited to geometry of deployment, time synchronization between the UE and the Base Station (BS) and/or time synchronization among the BSs. Geometry of deployment refers to the location of BSs transmitting Positioning Reference Signal (PRS) during a positioning occasion and can dilute the precision of achievable positioning accuracy of OTDoA positioning method [10]. Moreover, the achievable positioning accuracy of OTDoA
method also heavily depends on the timing synchronization among the BSs transmitting PRSs. An un-synched transmission of PRSs will affect the Reference Signal Time Difference (RSTD) measurement (performed either by the UE or the BS depending on which node is transmitting the PRS) that eventually results into erroneous UE position estimation. The error on UE position estimation due to un-synched network can be reduced significantly by using the RTT measurements instead of RSTD measurements. However, single cell RTT requires complementary angular measurement to estimate UE location and the multi-cell RTT method relies on geometry of the deployment for high accuracy UE localization [11]. Besides the timing measurement-based positioning methods are also susceptible to Time of Arrival (ToA) measurement error, due to Non-Line-of-Sight (NLoS) condition of the radio link, that has implication on the achievable positioning accuracy [12]. Overcoming all these issues to enhance the positioning accuracy of the RAT-based solution is not trivial. Therefore, it is important to evaluate the uncertainty of the estimated UE position. Supplementing such information will enhance the adoptability of RAT-based positioning methods to support use cases that demand stringent positioning accuracy.

Assessing the uncertainty/reliability of the position estimation in the RAT-based positioning framework is feasible with the help of Machine Learning (ML) methods. In machine learning, there exist different ways to determine the uncertainty of the predictions for a trained model. In this work, we propose two different ML methods to assess the positioning uncertainty associated with the estimation. One is to combine Gaussian Process (GP) regression with RAT-based positioning method. The other one is to use Random Forest (RF) for both position estimation and uncertainty assessment.

To give an overview of the problem and the proposed solution Downlink (DL)-OTDoA is taken as an example positioning method to perform the subsequent analysis. For concise elaboration, the remainder of this paper is divided into four sections. Section II will give a brief introduction to DL-OTDoA method. Section III will elaborate on ML method for uncertainty assessment. Section IV will showcase results from numerical validation. And finally Section V will present concluding remarks.

II. DL-OTDOA POSITIONING

In DL-OTDoA based positioning, a UE performs RSTD measurements which is the time difference of arrival of the PRSs transmitted from a reference BS and multiple neighbouring BSs. For UE localization typically two such measurements are required. The RSTD measurements are then used to perform multilateration to resolve UE location by drawing hyperbolas as shown in Fig.1. The intersecting point of such hyperbolas is the estimated location of the UE.

Assuming a 3 BS deployment as shown in Fig.1, where BS1 is located at \((x_1, y_1)\), BS2 is located at \((x_2, y_2)\), BS3 is located at \((x_3, y_3)\), the RSTD measurement (under ideal condition), which is the difference of ToA from BS2 (reference BS) and BS1 at UE location \((x_u, y_u)\) can be expressed as shown in (1).

\[
RSTD_{2,1} = \tau_2 - \tau_1, \tag{1}
\]

where

\[
\tau_2 = \sqrt{(x_u - x_2)^2 + (y_u - y_2)^2} / c
\]

and

\[
\tau_1 = \sqrt{(x_u - x_1)^2 + (y_u - y_1)^2} / c
\]

are ToA measurements from BS2 and BS1 and \(c\) denotes the speed of the light. Likewise, RSTD measurement taking BS2 as a reference BS and BS3 as a neighbouring BS can be expressed as shown in (2)

\[
RSTD_{2,3} = \tau_2 - \tau_3, \tag{2}
\]

where

\[
\tau_3 = \sqrt{(x_u - x_3)^2 + (y_u - y_3)^2} / c
\]

Under ideal condition when the BSs transmitting PRS are perfectly time synched, the UE is in Line-of-Sight (LoS) to all BSs and the RSTD measurements are perfect, the hyperbolas for multilateration are the solid line as shown in Fig.1. These solid lines intersect at the UE location allowing a precise estimation of UE position. However, when the PRS transmitting BSs are un-synched and the RSTD measurements are affected by erroneous ToA estimate due to NLoS condition between the UE and the BSs, the hyperbolas for multilateration do not intersect at UE location leading to a high positioning error [13]. In such a situation, it is of utmost importance that the uncertainty in estimated position is evaluated and is used as an additional information to guarantee reliability of positioning estimate.
III. MACHINE LEARNING FOR UNCERTAINTY ASSESSMENT

Assessing the uncertainty/reliability of the position estimation in the RAT-based positioning framework is feasible with the help of ML methods. In ML, there exist different ways to determine the uncertainty/reliability of the predictions for a trained model [14]. Hence, we propose to combine ML methods with RAT-based positioning measurements to predict the location of a UE and in the meantime, assess the uncertainty of the position estimate. In the subsequent sections, two methods will be introduced.

A. Gaussian Process for Uncertainty Assessment

Gaussian Process (GP) in known as a Bayesian non-parametric ML approach. The gist of GP models is to impose a Gaussian prior on the function/system \( f(x) \) and then compute the posterior distribution over the function given the observed data. GP models have been used in a plethora of applications due to their outstanding performance in function approximation with a self-contained uncertainty bound. One advantage of using GP is that there is no need to have prior assumptions about the function itself. And the function is fully determined by the training data set. To be more specific, a GP is a generalization of the Gaussian probability distribution. In a GP, every point in some continuous input space is associated with a normally distributed random variable. Moreover, every finite collection of those random variables has a multivariate normal distribution. The distribution of a GP is the joint distribution of all those (infinitely many) random variables.

Consider ToA used in this paper. The distance between UE and the BS can be estimated using the ToA measurements. However, the direct estimation, which takes the ToA measurements as a multi path propagation environment. Moreover, if the UE is in NLoS condition with the PRS transmitting BS the first arrival path usually induces excess timing delay such that the ToA estimates do not correspond to time of flight of signal equivalent to the geometric distance between the UE and the BS. Hence, we propose to model the distance from a UE to the \( i \)-th BS as a function of ToA measurements. If \( \tau_i \) denotes the ToA measurement to the \( i \)-th BS, then a generic model can be given as

\[
d_i = f_i(\tau_i) + \epsilon_i,
\]

where \( \epsilon_i \) is assumed to be zero mean Gaussian noise with variance \( \sigma^2 \), and the function \( f_i(\cdot) \) is modeled by a GP that can be formulated as

\[
f_i(\tau_i) \sim \mathcal{GP}(m_i(\tau_i), k_i(\tau_i, \tau_i')).
\]

In (4), the variable \( m_i(\cdot) \) is the mean function, and \( k_i(\cdot, \cdot) \) is the covariance/kernel function which indicates the correlation between two ToA measurements \( \tau_i \) and \( \tau_i' \). If we rewrite the distances from the UE to \( N \) BSs in vector form, we have

\[
d = f(\tau) + n,
\]

where \( d = [d_1, d_2, \ldots, d_N]^T \), \( f(\tau) = [f_1(\tau_1), \ldots, f_N(\tau_N)]^T \), and \( n = [n_1, \ldots, n_N]^T \). The notation \([\cdot]^T\) denotes transpose of the vector \([\cdot]\).

In the training phase, adequate ToA measurements are collected together with the positions where the measurements are done. Then, GPs are trained for each BS. Let us take the \( i \)-th BS as an example and further ignore the index for simplicity. With the training data, denote the distances from different locations to the BS as \( d = [d_0, d_1, \ldots, d_{M-1}]^T \), where \( M \) is the number of collected measurements. Correspondingly, the training ToA are denoted as \( \bar{\tau} \). We can further denote the training data set as \( D = \{ \bar{\tau}, d \} \). In GP, the joint distribution of the distances is still Gaussian [15]. Hence, we have

\[
p(d|\bar{\tau}, D) \sim N(m(d), K(\bar{\tau}, \bar{\tau}) + \sigma^2 I_M),
\]

where \( m(d) = [m(d_0), \ldots, m(d_{M-1})]^T \), \( I_M \) is identity matrix of size \( M \), and \( K(\bar{\tau}, \bar{\tau}) \) is the kernel matrix, which is given by:

\[
K(\bar{\tau}, \bar{\tau}) = \begin{bmatrix}
k(\bar{\tau}_0, \bar{\tau}_0) & \cdots & k(\bar{\tau}_0, \bar{\tau}_{M-1}) \\
\vdots & \ddots & \vdots \\
k(\bar{\tau}_{M-1}, \bar{\tau}_0) & \cdots & k(\bar{\tau}_{M-1}, \bar{\tau}_{M-1})
\end{bmatrix}.
\]

Parameters such as \( \sigma \) and hyperparameters in the kernel function can be learned during the training phase by maximizing the log-likelihood function \( \log p(d|\bar{\tau}) \) according to [15].

In the prediction/positioning phase, we make use of the trained GP models to predict the distances from the UE to BSs based on the ToA estimations. Assume the new ToA estimation is denoted as \( \hat{\tau} \), the predicted distance to a specific BS \( \hat{d}^* \) is estimated as

\[
p(d^*|\hat{\tau}, D) \sim N(\hat{\mu}(d^*), \hat{k}(d^*))
\]

where using a zero mean function \( m(\hat{\tau}) = 0 \),

\[
\hat{\mu}(d^*) = k(d^*, \hat{\tau})^T K(\bar{\tau}, \bar{\tau}) + \sigma^2 I_M)^{-1}\bar{d},
\]

\[
\hat{k}(d^*) = k(d^*, \hat{\tau}^*) + \sigma^2 - k(d^*, \hat{\tau})^T K(\bar{\tau}, \bar{\tau}) + \sigma^2 I_M)^{-1}k(d^*, \hat{\tau}),
\]

where \( k(d^*, \hat{\tau}) = [k(d^*, \bar{\tau}_0), \ldots, k(d^*, \bar{\tau}_{M-1})]^T \). The detailed derivations can be found in [15]. From (8), we see that the predicted distance from UE to each BS is Gaussian distributed with a mean and variance value, which can be denoted as:

\[
\hat{d}_i \sim N(\hat{\mu}(\tau_i), \hat{k}(\tau_i)), i = 1, \ldots, N,
\]

where \( \tau_i \) is the ToA measurement of the \( i \)-th BS.

With above derivations, one algorithm is designed to estimate the position of UE and assess the uncertainty of the position estimates based on the predicted distances, as provided in Algorithm 1. Here the algorithm works with the assumption that GP models have been trained off-line, and the ToA measurements obtained from the radio network are denoted as \( \tau = [\tau_1, \ldots, \tau_N]^T \) without considering any uncertainty in the ToA estimations.
Algorithm 1 Sampling-based Uncertainty Assessment

1) The distances from the UE to all BSs are computed as:
   
   \[ d_i = \hat{\mu}(\tau_i), \quad \text{for} \quad i = 1, \ldots, N. \]

2) Compute the position estimation as
   
   \[ \hat{p} = \text{OTDoA}(\hat{\mu}(\tau)), \]  
   where \( \hat{\mu}(\tau) = [\hat{\mu}(\tau_1), \ldots, \hat{\mu}(\tau_N)]^T \), and OTDoA denotes the positioning method introduced in Section II.

3) For \( n_s = 1, \ldots, N_s \), do
   
   - Take samples from the Gaussian distribution \( N(\hat{\mu}(\tau_i), k(\tau_i)) \), for \( i = 1, \ldots, N \). Denote the sampled distances as \( d_{ns,i} \).
   - Use \( d_{ns,i}, \quad i = 1, \ldots, N \) to compute the position estimate \( \hat{p}_{ns} \) according to the positioning method in Section II.

4) Compute the uncertainty as:
   
   \[ v(\hat{p}) = \frac{1}{N_s - 1} \sum_{n_s=1}^{N_s} (\hat{p}_{ns} - \hat{p})^2. \]  

B. Random Forest for Uncertainty Assessment

RF is an ensemble of decision trees. RF applies the general technique of bootstrap aggregating, or bagging, to decision trees (i.e., each decision tree selects a random sample with replacement of the training data set and fits the decision tree with these selected samples). The splitting of each decision tree is learned during the training phase.

To train the RF model, a set of training data is required. The data can be either collected by field trials for positioning purposes or the network can explore potential measurements that are not intentionally designed for positioning. In the latter case, the network would identify the positions at which those measurements are collected. In the on-line position prediction phase, given the trained RF model and new ToA measurements \( \tau^* \), the position \( p^* \) can be predicted as:

\[ \hat{p} = f(\tau^*). \]  

The uncertainty of the position estimation can be determined by different ways. For instance, as shown in Fig. 2, we get different predictions from \( k \) different trees, which are denoted by \( \hat{p}_1, \ldots, \hat{p}_k \). Then the uncertainty can be determined as the variance of the \( k \) predictions, yielding

\[ v(\hat{p}) = \frac{1}{k-1} \sum_{i=1}^{k} (\hat{p}_i - \hat{p})^2. \]  

The above mentioned method to evaluate the uncertainty is based on the multiple decision trees in the RF algorithm. In ML, there are some other different ways of evaluating the reliability/uncertainty of the prediction. For example, the CNK method which measures the differences between the position predictions and the ones from a K-Nearest Neighbor (KNN) learner:

\[ v_{CNK}(\hat{p}) = \begin{bmatrix} (\hat{p}_x - \hat{p}_x^{\text{knn}})^2 \\ (\hat{p}_y - \hat{p}_y^{\text{knn}})^2 \end{bmatrix}, \]

where \( \hat{p}_x^{\text{knn}} \) denotes the 2-Dimensional position estimation from the KNN learner. In what follows, we will present the performance comparison between different methods.
To get a KNN prediction, the number of neighbors is selected and the uncertainties associated with the estimations. The proposed ML approaches are applied to get both position estimates and the uncertainties associated with the estimations.

B. Simulation Results

In total, 1000 UEs (at height 1.5m) are randomly dropped within the deployment area. In the simulation, UEs measure the DL PRS signals and the ToA measurements between each UE and all 12 BSs are estimated and recorded. The estimated ToA corresponds to the time of flight of the PRS transmitted from a BS and reaching to UE via the first significant path.

In this work, we consider an indoor open office scenario with a total number of 12 5G BSs deployed in the area. The BSs are mounted on the ceiling at a height of 3m. The size of the area and the locations of BSs are illustrated in Fig. 3 [16]. In total, 1000 UEs (at height 1.5m) are randomly dropped within the deployment area. In the simulation, UEs measure the DL PRS signals and the ToA measurements between each UE and all 12 BSs are estimated and recorded. The estimated ToA corresponds to the time of flight of the PRS transmitted from a BS and reaching to UE via the first significant path.

B. Simulation Results

After the simulated data set has been generated, the two proposed ML approaches are applied to get both position estimates and the uncertainties associated with the estimations. To get a KNN prediction, the number of neighbors is selected as 3. For the GP approach, the kernel function used here is Squared Exponential (SE) kernel:

\[ k(\tau, \tau') = \sigma_k^2 \exp\left(-\frac{\|\tau - \tau'\|^2}{2l^2}\right), \]  

where \(\sigma_k\) and \(l\) are hyperparameters, which can be estimated by maximizing the likelihood function in (6). For RF approach, the hyperparameters such as the number of trees are tuned through cross validation.

The uncertainty assessments introduced in previous sections are given in \(x\) and \(y\) coordinates respectively. To have an overall representation of the uncertainty estimation performance, we propose using the following metric:

\[ c(\hat{p}) = \sqrt{v_x + v_y}, \]  

where \(v(\hat{p}) \triangleq [v_x, v_y]^T\), \(v_x\) and \(v_y\) denote the uncertainty in \(x\) and \(y\) coordinate, respectively. Then, the uncertainty performance is measured by computing the correlation between the uncertainty value and the Root-Mean-Square Error (RMSE) of the position estimation. In Fig. 4, the uncertainty estimation for one specific UE location is illustrated. Both the ground truth position and the estimated UE position using GP method are shown. The green circle indicates the uncertainty area around the estimated UE location. It is worth noting that the uncertainty area very well captures the true location of the UE.

In Fig. 5, we compare the Cumulative Distribution Function (CDF) of the RMSE for different ML approaches. The performance of KNN is also provided in the figure, since the position estimation from the KNN learner will be used later to compute the uncertainty using CNK method. GP has the best positioning performance over RF and K-nearest neighbor. The uncertainty estimation are plotted in Fig. 6 versus the RMSE. It can be seen that both GP and RF provide better correlation between the uncertainty and RMSE. To quantify the correlation/similarity between the uncertainty and RMSE, we compute and summarize the correlation between the uncertainty and RMSE. To quantify the correlation/similarity between the uncertainty and RMSE, we compute and summarize the correlation coefficient. As the correlation coefficient gets closer to 1, it indicates more accurate uncertainty estimation.

From above results, RF has the best uncertainty estimation performance. GP provides better positioning accuracy, but not as good as RF in uncertainty estimation. There is a trade-off between the positioning accuracy and the uncertainty estimation using GP and RF. The CNK method provides the least correlated uncertainty. This is expected from the CDF curve of the positioning accuracy. Since in the CNK method, the uncertainty is measured as the distance to the KNN prediction. To have better uncertainty estimation, the KNN prediction should be close to the ground truth position, which is not the case in this study.
V. CONCLUSIONS

In this work, we have proposed ML methods for uncertainty assessment in positioning. Two ML methods are introduced to perform position estimation and uncertainty assessment at the same time. The methods are evaluated using simulated ToA measurements from DL PRS transmissions. Results have shown that both GP and RF achieve satisfactory positioning accuracy, and the uncertainty assessment gives good indication of the reliability of the position prediction. In the future work, we are interested in considering the uncertainty in ToA measurements and how they may impact the uncertainty in position estimation. In addition, the impact of ground truth accuracy in the training data set is to be investigated.
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