Probing anharmonic phonons by quantum correlators: A path integral approach
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We devise an efficient scheme to determine vibrational properties from Path Integral Molecular Dynamics (PIMD) simulations. The method is based on zero-time Kubo-transformed correlation functions and captures the anharmonicity of the potential due to both temperature and quantum effects. Using analytical derivations and numerical calculations on toy-model potentials, we show that two different estimators built upon PIMD correlation functions fully characterize the phonon spectra and the anharmonicity strength. The first estimator is associated with force-force quantum correlators and gives access to the fundamental frequencies and thermodynamic properties of the quantum system. The second one is instead connected to displacement-displacement correlators and probes the lowest-energy phonon excitations with high accuracy. We also prove that the use of generalized eigenvalue equations, in place of the standard normal mode equations, leads to a significant speed-up in the PIMD phonon calculations, both in terms of faster convergence rate and smaller time-step bias.

Within this framework, using ab initio PIMD simulations, we compute phonon dispersions of diamond and of the high-pressure I41/amd phase of atomic hydrogen. We find that, in the latter case, the anharmonicity is stronger than previously estimated and yields a sizeable red-shift in the vibrational spectrum of atomic hydrogen.

I. INTRODUCTION

Atomic vibrations are responsible for many thermodynamic and spectral properties of molecules and solids12, such as the thermal expansion and specific heat, or Raman and infrared spectra, to mention just a few. Furthermore, since the advent of the Bardeen, Cooper, and Schrieffer (BCS) theory3, it is well established that lattice vibrations are fundamental to determine the superconducting materials properties through their coupling with electrons5. In particular, the recent exciting discoveries of high-temperature high-pressure hydrogen-based superconductors, such as H3 and LaH6, have revealed the key role played by hydrogen, the lightest element of the periodic table, in making these materials superconducting. The distinguishing feature of these systems is the presence of strong proton fluctuations and large electron-phonon coupling, which both drive the system into the superconducting state. However, while the impact of nuclear quantum effects (NQE) on the behaviour of hydrogen-based materials is substantial, from the theoretical and computational sides the inclusion of NQE into phonon dispersion still represents a challenge for strongly anharmonic systems.

The standard framework to get lattice and ionic vibrational properties is the harmonic approximation, where the static Born-Oppenheimer (BO) potential is expanded until the second order around the potential minimum, that is the equilibrium configuration of the system. While this approach is the basis for beyond-harmonic theories, it neglects the eventual anharmonicity due to NQE and temperature. For instance, one cannot explain the thermal expansion of solids13 within this framework. In order to go beyond the harmonic approximation and take into account interactions between phonons, one can attempt to use perturbation theory5. This is however doomed to failure whenever applied to anharmonic systems such as hydrogen-rich materials, because in these cases large atomic fluctuations go well beyond the range of applicability required by theory. To overcome this difficulty, one can use methods based on Molecular Dynamics (MD) simulations, where anharmonic effects can be taken into account non-perturbatively. MD methods have been applied to molecules14 to compute normal modes, and to crystal systems14,15 to compute phonons in a variety of ways. Nevertheless, classical MD simulations can describe thermal effects, but they do not include the quantum statistical behaviours of nuclei. The quantum thermal bath16 has been introduced in this regard to mimic NQE in MD simulations. This scheme is based on a modified Langevin dynamics and is exact in the case of systems made of harmonic oscillators. It provides satisfactory results in some anharmonic systems such as ice10,17, but, being based on classical MD, it suffers from zero point energy leakage issues18, although some recent work tends to correct this problem.19 Methods not based on MD while including both thermal and quantum effects are the Self Consistent Harmonic Approximation20 (SCHA) and its stochastic implementation,21 (SCHA), and the Self Consistent Ab Initio Lattice Dynamics22 (SCAILD), where anharmonicity is sampled through real space stochastic techniques. Also the Self Consistent Phonon (SCPH) theory, developed in Ref.26 and implemented in Ref.27 belongs to this class of non-MD schemes.

Despite their recent revival, mainly boosted by the physics of hydrogen-rich materials, all these methods deteriorate in case of strong anharmonicity. Path integral techniques are a way to improve upon previous self-consistent approaches and to go towards sampling the exact thermal distribution of quantum nuclei, therefore including anharmonicity at all orders. However, the price to pay is the increase in computational cost and the difficulty of measuring the vibrational properties, once the quantum thermal distribution is sampled.

In this work, we propose a scheme to extract accurate phonon dispersions and low-lying excitations from the quantum thermal distribution function exactly sampled by efficient Path Integral Molecular Dynamics (PIMD) simulations. While PIMD
is a general framework that covers many types of path integrals combined into MD simulations, such as Centroid Molecular Dynamics, Ring Polymer Molecular Dynamics (RPMD) or its thermostatted version (TRPMD), in the following we will always refer to PIMD in the context of TRPMD. In our approach, the quantum system is thermalized through a Langevin thermostat, implemented within the framework of the fast Path Integral Ornstein-Uhlenbeck Dynamics (PIOUD) algorithm.\[29]

By extending the maximum localization criterion to determine normal modes in classical MD, we develop quantum Kubo-transformed correlation functions that give rise to analogous expressions in PIMD. We prove that these quantum correlators are one order of magnitude more efficient than the standard ones, by yielding converged phonon frequencies after a few picoseconds of dynamics and at a larger time steps. We first test the proposed estimators in one- and two-dimensional toy models, which are exactly solvable. Then, we apply our estimators to compute the phonon dispersion of materials from first principles, by using forces from density functional theory (DFT). We show the case of diamond, a benchmark system, and the more difficult atomic hydrogen, finally, we draw conclusions and perspectives in Sec. IV.

II. THEORY

We present here the PIMD framework, where we will derive the phonon quantum estimators. To set the formalism, Sec. II A gives a brief overview of the PIMD with Langevin thermostat, i.e. the Path Integral Langevin Dynamics (PILD), whose details can be found in the pioneering work by Ceriotti and coworkers.\[29,30] However, in our work the PILD consists of one-dimensional (1D) toy models; in Sec. II B we focus on a strongly anharmonic two-dimensional (2D) system; in Sec. II C we report ab initio results obtained for diamond and in Sec. II D the ones for atomic hydrogen. Finally, we draw conclusions and perspectives in Sec. IV.

A. Path Integral Molecular Dynamics

We consider a system of N distinguishable particles. Using a Trotter factorization of the trace, the quantum mechanical partition function \(Z = \text{tr}[e^{-\beta H}]\) can be written as\[29,31]

\[
Z = \lim_{N \to \infty} \frac{1}{(2\pi\hbar)^{N}} \int dp \int dx \ e^{-\beta H_P(x,p)},
\]

with \(P\) the number of beads, \(f = N \cdot P\), \(\beta_P = \beta/P\), 1/\(\beta\) = \(k_B T\), and where \(x\) and \(p\) are the 3NP-dimensional vectors of positions and momenta respectively. In practice, Eq. (1) is evaluated using a discretization approximation with \(P\) finite. However, \(P\) is taken large enough to guarantee the convergence of the integral. The PIMD Hamiltonian \(H_P(x,p)\) in Eq. (1) is

\[
H_P(x,p) = \sum_{i=1}^{3N} \sum_{j=1}^{P} \left( \frac{|p_{i,j}|^2}{2m_i} + \frac{1}{2} m_i \omega_{i}^2 (x_{i,j} - x_{i,(j-1)})^2 \right) + \sum_{j=1}^{P} V(x_{1,j},\ldots,x_{3\cdot N}),
\]

where \(\omega_{i} = 1/(\beta_P \hbar)\) and \(x_{i,0} = x_{i}^p\). Henceforth, we set \(\hbar = 1\).

The Hamiltonian \(H_P\) is defined in an extended phase-space that consists of \(P\) images (beads) of the physical N-particle system connected to each other through harmonic potentials, while the particles within each image interact through the potential \(V\).

This maps the quantum system onto a classical model of interacting ring polymers.\[11,12]

For later purposes, it is convenient to split the extended Hamiltonian as \(H_P(x,p) = H_P(p) + V_P(x)\), where

\[
V_P = \frac{1}{2} \sum_{i=1}^{3N} \sum_{j=1}^{P} m_i \omega_{i}^2 (x_{i,j} - x_{i,(j-1)})^2 + \sum_{j=1}^{P} V(x_{1,j},\ldots,x_{3\cdot N}),
\]

\[
T_P = \sum_{i=1}^{3N} \sum_{j=1}^{P} \frac{|p_{i,j}|^2}{2m_i}.
\]

The choice of \(m_i\) equal to the physical masses of the particles\[23] and the EOMs generated by Eq. (2) in the extended phase-space correspond to the RPMD approximation. Therein, we neglect the statistics of quantum particles, which are treated as Boltzmannians. Moreover, the RPMD trajectories are only meant to sample the stationary quantum thermal distribution, and do not represent a real time dynamics.\[29]

In order to keep the temperature constant during the simulations, we used a Langevin thermostat and the PIOUD algorithm.\[29\] It is worth noting that different algorithms have
been developed to integrate the nuclear EOMs with built-in Langevin thermostats, such as the path integral Langevin equation (PILE) or the generalized Langevin equation (GLE). At variance with PILE, PIoud integrates exactly the thermal Brownian motion of a quantum particle. In particular, while the PILE Liouvillian operator is split into normal modes evolution of harmonic oscillators and Langevin thermostating, in PIoud there is a single Liouvillian propagation step that includes both processes. It corresponds to an Ornstein-Uhlenbeck dynamics for the $x$ and $p$ coordinates, which saves a Trotter breakup. This nice PIoud feature allows one to use larger integration time steps without reducing the number of beads, that is of paramount importance for saving CPU time. On the other hand, GLE is well designed for faster convergence with the number of beads, but it does not fulfill the fluctuation-dissipation theorem. Therefore, the PIoud integration scheme is the most suitable for our purposes.

The Born-Oppenheimer potential energy surface and nuclear forces are computed at each time step by using the DFT-based Quantum Espresso engine for solving the electronic Schrödinger equation. Thus, our approach is fully ab initio.

### B. Quantum mechanical observables and PIMD correlation functions

In the PIMD framework, the quantum mechanical expectation value $\langle A \rangle = \frac{1}{Z} \text{tr}[e^{-\beta H} A]$ takes the expression:

$$\langle A \rangle = \int d^d p \int d^d x \frac{e^{-\beta H_p(x,p)}}{Z} A(x) \equiv \langle A \rangle,$$

where $\langle \cdots \rangle$ indicates the average over the paths that sample the statistical distribution of $H_p(x,p)$, and

$$A(x) = \frac{1}{P} \sum_{j=1}^{P} A(x^{(j)}),$$

is the bead-averaged operator, $x^{(j)}$ being the 3N-dimensional vector of coordinates of the $j$-th image. In Eq. (4) we have assumed that the operator $\hat{A}$ is purely position-dependent, and we have used the cyclic invariance of the trace. The trajectories generated by the PIMD EOMs, $\{x^{(j)}(t)\}_{j=1,...,P}$, are used to evaluate the integrals $\langle \cdots \rangle$, such as the one above.

The time-correlation between two observables $A$ and $B$ is defined as:

$$c_{AB}(t) = \frac{1}{Z} \text{tr}[e^{-i\beta H} A e^{i\beta H} B e^{-i\beta H}],$$

while the Kubo-transformed version of Eq. (6) reads:

$$\tilde{c}_{AB}(t) = \frac{1}{P^2 Z} \int_0^\beta d\lambda \text{tr}[e^{-(\beta-\lambda) i\hat{H}} A e^{\lambda i\hat{H}} B e^{-\lambda i\hat{H}}].$$

Their Fourier transforms are related each other via the Equation:

$$C_{AB}(\omega) = \frac{\beta \omega}{1 - e^{-\beta \omega}} \tilde{C}_{AB}(\omega),$$

where $C_{AB}(\omega)$ ($\tilde{C}_{AB}(\omega)$) is the Fourier transform of $c_{AB}(t)$ ($\tilde{c}_{AB}(t)$). The relation in Eq. (8) shows that the time dependent Kubo-transformed correlation function of Eq. (7) carries the same information as the one in Eq. (6). Nevertheless, one can show $\tilde{c}_{AB}$ is real and even with respect to $t$, a property shared with classical MD correlation functions. This is in contrast to $c_{AB}$, which, in general, is a complex function. The Kubo-transformed correlation function can be derived using linear response theory and its time dependence is accessible over a short time-scale through PIMD simulations, due to its parallelism with classical correlation functions. In this work, however, we will just focus on instantaneous correlations. Hereafter, we will refer only to $t = 0$ correlation functions and, thus, for the sake of clarity we will drop the time-dependence in our notation, i.e. $\tilde{c}_{AB} \equiv \tilde{c}_{AB}(0)$. Within PIMD, the zero-time $A-B$ correlation function and its Kubo transform reads:

$$c_{AB} = \int d^d p \int d^d x \frac{e^{-\beta H_p(x,p)}}{Z} \sum_{j=1}^{P} A(x^{(j)}) B(x^{(j)}),$$

$$\tilde{c}_{AB} = \int d^d p \int d^d x \frac{e^{-\beta H_p(x,p)}}{Z} A(x) B(x),$$

respectively. Note that while $c_{AB}$ is the average over products of equal-image operators, the Kubo-transformed correlator $\tilde{c}_{AB}$ includes all product terms, both diagonal and off-diagonal in the bead index. Analogously to Eq. (4), a shorthand notation for Eq. (10) is $\tilde{c}_{AB} = \langle AB \rangle$. The latter will be the building block of our quantum estimators.

### C. Classical Phonon Estimators

We now focus on observables related to the evaluation of phonon frequencies. We start from the N-particle classical Hamiltonian, for which anharmonic vibrational theories have already been extensively developed in previous works. This formally corresponds to the $P = 1$ limiting case of Eq. (2), although the classical situation is substantially different from the quantum case, as Eq. (2) becomes the physical, albeit classical, Hamiltonian, and its EOMs represent a real time dynamics. In this limit, $T_{p=1} = K$, i.e. the classical kinetic energy, and $V_{p=1} = V$, i.e. the inter-particle potential.

The key quantity to compute phonons and other derived quantities, such as the vibrational entropy and vibrational free energies, is the force constant matrix, defined as the second derivative of the potential energy $V$ with respect to the displacement of atoms from their equilibrium configurations. Using Cartesian coordinates (as we will do in the rest of the paper), the force constant matrix at zero temperature is $\tilde{V}_{i_1 i_2} = \frac{\partial^2 V}{\partial x_{i_1} \partial x_{i_2}}$, where $x$ is the potential energy minimum and $i_1, i_2 = 1,...,3N$ are the collective Cartesian indices. More generally, if the temperature is different from zero, the force constant matrix can be defined as

$$\tilde{V}_{i_1 i_2} = \langle \frac{\partial^2 V}{\partial x_{i_1} \partial x_{i_2}} \rangle,$$
where the brackets indicate the average over a statistical ensemble. The matrix $\tilde{V}_{ij}$ enters the standard eigenvalue problem to compute phonon frequencies:

$$\tilde{V}_{ij}Y_{j} = \omega_{i}^{2} m_{i} Y_{i}, \quad \omega_{i} = \text{frequency of the } k\text{-th normal mode}, \quad Y_{i} = \text{matrix containing the phonon pattern for each normal mode.}$$

The usual scheme to get $\tilde{V}$ at zero temperature is to compute the second derivatives numerically around the equilibrium geometry. This is the main idea behind the most popular approaches, such as the frozen phonon approximation, where the derivatives are computed explicitly, and density functional perturbation theory (DFPT), which evaluates second derivatives through response functions.

In this work we will deal with canonical ensemble simulations. To extract the force constant matrix $\tilde{V}$ in this situation, one exploits an exact relation between force fluctuations and $\tilde{V}$, which holds at statistical equilibrium, namely:

$$\langle F_{i} F_{j} \rangle = \int d^{N} p \ e^{-\beta V} \int d^{N} x \ \frac{\partial V}{\partial x_{i}} \ \frac{\partial V}{\partial x_{j}} \ e^{-\beta V} \frac{\delta^{2}p}{Z} = \frac{1}{\beta} \tilde{V}_{ij}$$

where $Z$ is the classical partition function and $F_{i}$ is the force acting on the $i$-th degree of freedom. The above relation, derived integrating by parts with respect to $x_{i}$, is a recipe to obtain the force constant matrix at finite temperature through the evaluation of force-force correlators (i.e., the force covariance matrix). Therefore, it does not require the explicit minimization of the energy. Furthermore, it is worth noting that Eq. (13) is very general, because it is fulfilled for any physical potential $V$.

In the context of classical MD simulations, a more general expression than the one of Eq. (12) has been derived in Refs. 10 and 50 by using a localization criterion for the Fourier-transformed velocity-velocity correlation functions. This localization principle requires that the power spectrum of the position coordinates is maximally localized in frequency for the effective normal modes. It generalizes the normal mode analysis to anharmonic systems, where the phonon modes acquire a sizeable broadening. Following the localization principle and by making use of the stationarity of correlation functions, it is possible to derive a generalized eigenvalue problem where the auto-correlations are taken in the zero-time limit. It reads:

$$\langle F_{i} F_{j} \rangle Y_{ij} = \omega_{i}^{2} \langle p_{i} p_{j} \rangle Y_{ij},$$

where $\omega_{i}^{2}$ are the squared phonon frequencies. By means of Eq. (13), Eq. (14) looks very similar to Eq. (12), apart from the momentum correlator on its right-hand side. However, one can derive Eq. (12) from the most general Eq. (14) thanks to the relation:

$$\langle p_{i} p_{j} \rangle = k_{B} T m_{i} \delta_{ij},$$

which holds at thermodynamic equilibrium, when the momenta of the $3N$ degrees of freedom are decorrelated and fulfill the equipartition theorem.

Another way to obtain the force constant matrix for a system at thermal equilibrium is based on the displacement-displacement correlation function:

$$\langle \delta x_{i} \delta x_{j} \rangle \approx \int d^{N} p \ e^{-\beta V} \int d^{N} x \ \delta x_{i} \ \delta x_{j} \ e^{-\beta \delta x^{2}} \frac{\delta^{2} p}{Z} = \beta \langle \tilde{V}^{-1} \rangle_{ij}$$

where $\delta x = x - \bar{x}$ is the nuclear displacement from the equilibrium geometry. At variance with Eq. (13), in Eq. (16) the identity is only approximated, because the relation with $V$ relies on the truncation of the Taylor expansion of $V$ at the second order in $\delta x$, namely $V = V_{0} + \frac{1}{2} \delta_{ij} \delta x_{i} \delta x_{j} + o(\delta x^{3})$. The identity in Eq. (16) becomes exact in the small temperature limit, or if the potential $V$ is harmonic. Nonetheless, using Eq. (16) to estimate the force constant matrix and inserting it into Eq. (12) corresponds to the Principal Mode Analysis method. Analogously to the force correlation functions, the localization principle of Ref. 10 leads to another generalized eigenvalue version of Eq. (17) that can be obtained from the zero-time displacement-displacement correlation function:

$$\langle \delta x_{i} \delta x_{j} \rangle \approx m_{i} \beta \delta_{ij},$$

one can derive the standard eigenvalue Eq. (12) from the generalized eigenvalue Eq. (17). It is important to notice that for harmonic systems, or in the small temperature limit, Eqs. (13) and (17) correspond to the same generalized eigenvalue problem and, thus, yield the same frequencies at thermodynamic equilibrium. At zero temperature both principal mode and normal mode analysis yield the same eigenvalues, which in this limit correspond to the harmonic frequencies.

D. Quantum force-force estimator

To quantize the classical approach we reviewed in Sec. III, let us take into account the force constant matrix defined in Eq. (11). According to its definition, $\tilde{V}_{ij}$ can be seen as an instantaneous two-particle correlation function that weights the coordinates of particles $i$ and $j$ by the amplitude $\frac{\partial^{2}V}{\partial x_{ij} \partial x_{ij}}$. Therefore, we can extend its definition within the PIMD framework either using Eq. (9), or its Kubo transform in Eq. (10). Since we will show that the most appropriate quantum estimators to compute phonons in PIMD simulations are those based on Kubo-transformed correlation functions, we define the PIMD force constant matrix as:

$$\tilde{V}_{ij} = \left\langle \left\langle \frac{1}{F_{j}} \sum_{j_{1},j_{2}=1}^{p} \frac{\partial^{2} V}{\partial x_{ij_{1}} \partial x_{ij_{2}}} \right\rangle \right\rangle = \left\langle \left\langle \tilde{V}_{ij} \right\rangle \right\rangle,$$

where the rightmost expression is a shorthand notation, with $\tilde{V}_{ij}$ the Kubo-averaged Hessian matrix of $V(x) = \frac{1}{p} \sum_{j=1}^{p} V(x^{(j)})$. 
By also defining the quantum force fluctuation by means of a Kubo-transformed correlation function, namely \( \bar{c}_{F_1 F_2} = \langle \langle F_1 F_2 \rangle \rangle \), we prove that the following relation holds (see App. [A] for the full derivation):

\[
\langle \langle F_1 F_2 \rangle \rangle = \frac{1}{\beta} \langle \langle \bar{v}_{12} \rangle \rangle .
\]  

(20)

This is the exact PIMD analogue of Eq. (13), and - like in the classical case - the above relation is general, because it does not depend on the form of the potential \( V \). If a similar derivation were carried out by using PIMD correlation functions as per Eq. (9), Eq. (20) would be broken, as shown in App. [A], as well, and no quantum analogue of the classical relation would be found. This strongly supports the idea that the Kubo-transformed correlation functions are the most suitable extensions of the corresponding classical quantities.

Furthermore, in a quantum system, the zero-time Kubo-transformed autocorrelation for Cartesian momenta fulfills the equipartition theorem, i.e. \( \bar{c}_{p_1 p_2} = m_i k_b T \delta_{i_1 i_2} \). This relation holds also for the momenta of the effective classical system of ring polymers. Thus, given the classical localization principle of the effective normal modes in terms of force autocorrelation functions, these quantum relations enable us to write down the corresponding PIMD generalized eigenvalue problem for phonons evaluation:

\[
\langle \langle F_{i_1} F_{i_2} \rangle \rangle Y_{i_2, i_3} = \omega_{F_{i_1}}^2 \langle \langle p_{i_1} p_{i_2} \rangle \rangle Y_{i_2, i_3},
\]  

(21)

where both \( F \) and \( p \) observables are averaged over the whole ring polymers, as defined in Eq. (5). Like in the classical case, Eq. (21) is more general than the standard eigenvalue problem, which can be readily derived from the definition of the PIMD force constant matrix in Eq. (19), and reads:

\[
\langle \langle \bar{v}_{12} \rangle \rangle Y_{i_2, i_3} = \omega_{i_1}^2 m_i Y_{i_1, i_3}.
\]  

(22)

The generalized eigenvalue Eq. (21) reduces to the standard eigenvalue Eq. (22) in the thermodynamic equilibrium limit of the extended phase-space with \( 3NP \) degrees of freedom. Therefore, the \( \omega_{F_{i_1}} \) eigenvalue is the fundamental frequency of the \( i \)-th normal mode. However, Eq. (21) does not require perfect equipartition, in contrast to Eq. (22). This will turn out to be a great advantage for a much faster convergence and a more precise evaluation of the phonon modes, when the generalized eigenvalue problem is applied to the quantum case.

In Sec. [1C] by using 1D model potentials, we will examine the equilibration time and the time step bias affecting the phonon frequencies convergence during the PIMD EOMs evolution. By comparing the results obtained with both eigenvalue problems Eqs. (21) and (22), we will demonstrate the better performance of Eq. (21), which improves the phonon estimation efficiency by at least one order of magnitude with respect to the standard approach of Eq. (22).

E. Quantum displacement-displacement estimator

As done for the force-force correlation functions in Sec. [1D], we want here to extend the classical displacement-correlators in order to compute phonons in a quantum system within the PIMD framework. As already seen for the force-force estimators, the most appropriate quantum correlation functions, which preserve the relationship found in the classical situation, are the ones based on the Kubo transform. Thus, we proceed by quantizing the classical autocorrelations present in the principal mode analysis and in the classical generalized eigenvalue problem of Eq. (17).

In the PIMD notation, the displacement-displacement and velocity-velocity autocorrelation matrix elements are given by

\[
\langle \langle \delta x_{i_1} \delta x_{i_2} \rangle \rangle = \left\langle \left\langle \left( \frac{1}{P} \sum_{j_1=1}^{P} \delta x_{j_1}^{(j_1)} \right) \left( \frac{1}{P} \sum_{j_2=1}^{P} \delta x_{j_2}^{(j_2)} \right) \right\rangle \right\rangle ,
\]  

\[
\langle \langle \ddot{x}_{i_1} \dot{x}_{i_2} \rangle \rangle = \left\langle \left\langle \left( \frac{1}{P} \sum_{j_1=1}^{P} \dot{x}_{j_1}^{(j_1)} \dot{x}_{j_1}^{(j_1)} \right) \left( \frac{1}{P} \sum_{j_2=1}^{P} \dot{x}_{j_2}^{(j_2)} \dot{x}_{j_2}^{(j_2)} \right) \right\rangle \right\rangle .
\]  

(23)

Thus, following the same path as the force-force case, by extending Eq. (17) into the PIMD case, one obtains

\[
\left[ \langle \langle \delta \dot{x} \delta \dot{x}^T \rangle \rangle^{-1} \right]_{i_1 i_2} W_{i_2, i_3} = \omega_{i_1}^2 \delta_{i_1 i_3} \left[ \langle \langle \ddot{x} \dot{x}^T \rangle \rangle^{-1} \right]_{i_1 i_2} W_{i_2, i_3},
\]  

(24)

where we adopted the same notation as the classical case, but the classical correlation functions are replaced by the Kubo-transformed quantum auto-correlations. Like in the classical case, it is true that \( \bar{c}_{\dot{x}_{i_1} \dot{x}_{i_2}} = \delta_{i_1 i_2} k_b T / m_i \). However, at variance with the quantum case, the displacement-displacement correlator is not exactly related to the force force constant matrix. This is very similar to the classical behavior, where only the classical force constant matrix can be exactly expressed in terms of \( \bar{V}_{i_1 i_2} \) (Eq. (13)), while the relation between the classical displacement-displacement correlator and \( \bar{V}_{i_1 i_2} \) is approximated (Eq. (16)). However, at variance with the classical framework, the broken relation between the Kubo-transformed displacement correlator and the Kubo-transformed force constant matrix hides a deeper physical meaning for the eigenvalues \( \omega_{S_{i_1} S_{i_2}} \) of Eq. (24). Indeed, such eigenvalues are no longer an estimation of the fundamental frequencies of the system, but they are more directly related to the first energy excitation of the phonon modes.

To show this property in a simple and transparent situation, let us focus on a 1D system with Hamiltonian \( \bar{H} = \frac{\hbar^2}{2m} + \bar{V}(x) \). To be more explicit, here we will use the notation of the true quantum Kondo-transformed correlation functions instead of their PIMD versions. With our aim, it is useful to decompose Eq. (7) at zero time in terms of the complete set of quantum eigenstates \( \{|n\} \) of the time-independent Hamiltonian \( \bar{H} \):

\[
\bar{c}_{AB} = \frac{1}{\beta Z} \int_0^\beta d\lambda \quad \text{tr} \left[ e^{-\beta (\bar{H} - \lambda)} A \bar{e}^{-\beta \lambda} B \right] = \frac{1}{\beta Z} \sum_{n,m} e^{-\beta E_n A_{nm} B_{mn}} - e^{-\beta E_m A_{mn}} \omega_{m,n} \omega_{m,n} = \frac{1}{\beta Z} \sum_{n,m} \bar{c}_{AB}^{(nm)},
\]  

(25)

where \( \omega_{m,n} = E_m - E_n \) is the energy difference between the \( m \)-th and \( n \)-th quantum levels, and \( A_{mn} = \langle m | \hat{A} | n \rangle \). In the 1D
case, Eq. (24) can be rewritten as:
\[
\omega_{n,i}^2 = \frac{\hat{c}_{n,i}}{\xi_{n,i}} = \sum_{n,m} \omega_{n,m}^2 \frac{\delta_{(n,m)}}{\xi_{n,m}} = \sum_{n,m} \omega_{n,m}^2 \frac{\delta_{(n,m)}}{\xi_{n,m}}^2 \]
(26)
where we employed the correlation functions decomposition in terms of the Hamiltonian eigenstates, as detailed in Eq. (25), and we used the quantum mechanical equivalence \( |\langle \hat{\xi} | n \rangle \rangle = i \cdot |\langle \hat{x} | n \rangle \rangle \cdot \omega_{n,i} \). At the rightmost-hand side of Eq. (24), we defined the coefficients
\[
\tilde{d}_{(n,m)} = \frac{\hat{c}_{n,i}}{\xi_{n,i}} \sum_{n,m} \omega_{n,m}^2 \frac{\delta_{(n,m)}}{\xi_{n,m}}^2 ,
\]
(27)
which are normalized to 1, once summed over \( l \) and \( n \) (i.e. \( \sum_{n,m} \tilde{d}_{(n,m)} = 1 \)). From Eq. (25), we observe that the quantum displacement-displacement estimator is a sum of squared-transitions between the eigenstates of the system. In particular, the coefficients \( \tilde{d}_{(n,m)} \) are proportional to \( \frac{|\langle \langle \hat{\xi} \rangle | n \rangle \rangle|^2}{\omega_{n,i}} \).

Considering the \( T \to 0 \) limit, where only the ground state is populated, the coefficients become (see appendix B):
\[
\tilde{d}_{(n,m)} \propto \frac{|\langle \langle \hat{\xi} \rangle \rangle | n \rangle \rangle|^2}{\omega_{n,0}},
\]
(28)
where \( n = \{ 1, \ldots, \infty \} \) runs over the excited-states indices, and \( 0 \) represents the ground state. By inspecting Eq. (28), it is straightforward to see that \( \tilde{d}_{(0,n)} \) is positive definite \( \forall n \).

Therefore, it can be interpreted as a weighting function for the squared transition energies in Eq. (29). Moreover, it is a decreasing function of \( n \). Indeed, in Eq. (28) both numerator and \( 1 / \omega_{n,0} \) are decreasing with \( n \). To illustrate and quantify the \( n \)-dependence of the weights in Eq. (28), in Fig. 1 we plot their values for 1D toy-model potentials that will be presented in more detail in Sec. IIIA in all cases studied, more than 99% of the total weight belongs to the first energy transition. Moreover, the decay with \( n \) is exponentially fast. Despite the specific examples reported here, we found that this behaviour is common to all systems we have studied in Sec. III which are representative of a large and diverse set of anharmonic situations. These are therefore universal features, and we can take the displacement-based generalized eigenvalue problem in Eq. (24) as an accurate way to access the first energy excitations of the phonon spectrum.

A similar approach for estimating phonon excitation energies has also been proposed in Refs. [33] and [34] where low-lying phonons excitations are computed by the standard eigenvalue problem that can be derived by plugging \( \tilde{c}_{n,i} = \frac{\delta_{j} \hat{J}_{i} T / m_{i}}{\omega_{n,0}} \) into Eq. (24). Therefore, in that case, the equipartition is imposed \( a \ priori \). Instead, in our case, the rigorous quantization of the classical relations allowed us to derive a PIMD generalized eigenvalue problem analogous to the classical localization principle, which does not require a perfect equipartition. Remarkably, we found that the generalized eigenvalue problem is much more efficient than the standard one in predicting the vibrational frequencies in PIMD, as reported in Sec. II for the force-force as well as for the displacement-displacement estimators.

Finally, we notice that for a harmonic potential, the quantum displacement-displacement estimator coincides with the force-force one - as in the classical case - , and the two approaches give exactly the same eigenvalues. Indeed, in the harmonic situation the fundamental frequency yielded by the force-force estimator equals the first excitation energy \( \omega_{n,0} \) provided with unitary weight by the displacement-displacement estimator. However, we stress once again that, in the general anharmonic case, the physical information carried by the two eigenvalues is different.

\[ F. \text{ PIMD estimators for crystalline systems} \]

While for isolated systems like molecules the correlation functions accumulated over the MD or PIMD trajectories are usually enough to construct good estimator [33] for crystals one should exploit the space group properties to build symmetric force constant and correlation matrices. Furthermore, to access the phonon dispersion in the Brillouin zone away from the \( \Gamma \)-point by means of MD or PIMD simulations, one makes use of a supercell with periodic boundary conditions, where the lattice vector \( a_{i} \) is repeated \( n_{i} \) times, with \( i = \{ 1, 2, 3 \} \) and \( n_{i} \geq 1 \). The set of integers \( \{ n_{1}, n_{2}, n_{3} \} \), i.e. the size of the supercell, should be chosen in such a way that the correlation matrix elements between the central atoms and those at the supercell border is negligible.

When dealing with periodic boundary conditions, the stra-
energy to compute the phonon dispersion relies on the following procedure:

- From MD or PIMD trajectories, we build the supercell interatomic correlation matrices in real space for all quantities of interest, i.e., force and momentum autocorrelations for the force-force estimator, displacement and velocity autocorrelations for the displacement-displacement estimator. In order to avoid global translational drifts, at each time step we apply the following pinning strategy for the matrices that are not gauge invariant with respect to translations. The reference frame is pinned over the $i$-th atom of the supercell, so that each atomic position and displacement are computed with respect to this atom. We loop over the equivalent atoms of the supercell, $i \in \{1, \ldots, M_{eq}\}$, by repeating the same procedure for each atom $i$, and averaging the autocorrelation functions over the different pinning centers. In this way, the resulting correlation functions - in particular the displacement correlation matrix - will be fully symmetric and gauge invariant.

- For each q-point accessible by the supercell size, namely $\mathbf{q} = \left(\frac{h_1}{n_1} \mathbf{b}_1, \frac{h_2}{n_2} \mathbf{b}_2, \frac{h_3}{n_3} \mathbf{b}_3\right)$, where $\mathbf{b}_i$ are the reciprocal lattice vectors and $h_i = \{0, \ldots, n_i - 1\}$, we perform a Fourier transform of the different real-space correlation matrices, and we solve the generalized eigenvalue (GEV) problems (Eqs. (14) and (17) for MD, and Eqs. (21) and (24) for PIMD). In particular, the dual forms of the real-space Eqs. (21) and (24) read

$$
\langle \mathbf{F}_{i_1} \mathbf{F}_{i_2} \rangle (\mathbf{q}) \ Y_{i_2', i_3'} (\mathbf{q}) = \omega_{F,i_1,i_2}^2 \langle \mathbf{p}_{i_1} \mathbf{p}_{i_2} \rangle (\mathbf{q}) \ Y_{i_2', i_3'} (\mathbf{q}), \quad (29)
$$

and

$$
\left[ \langle \delta \mathbf{x} \delta \mathbf{x}^T \rangle \right]_{i_1,i_2} W_{i_2', i_3'} (\mathbf{q}) = \omega_{d,i_1,i_2}^2 \left[ \langle \mathbf{x} \mathbf{x}^T \rangle \right]_{i_1,i_2} W_{i_2', i_3'} (\mathbf{q}),
$$

(30)

respectively, where $i_1, i_2, i_3 = \{1, \ldots, 3N\}$ are the indices of the unit-cell degrees of freedom.

- From the solution of the two GEVs, using the eigenvalues $\omega_i (\mathbf{q})$ and eigenvectors $|d_i (\mathbf{q})\rangle$ of Eq. (29) or Eq. (30), we reconstruct for both estimators the true dynamical matrix:

$$
\mathbf{D}_m (\mathbf{q}) = \sum_i |d_i (\mathbf{q})\rangle \omega_i (\mathbf{q}) |d_i (\mathbf{q})\rangle,
$$

(31)

for each q-point. $\mathbf{D}_m$ is otherwise defined as the mass-weighted Fourier transform of the force constant matrix. Eq. (31), obtained from the solution of Eq. (29) or Eq. (30), is a generalization of the standard definition.

- We impose the space-group symmetry relations in q-space by symmetrizing the dynamical matrix elements for each q-point and by creating all the dynamical matrices belonging to the star of a given q-point\cite{66}. This procedure allows one to average the equivalent dynamical matrices eventually created in the stars of the q-points that are sampled independently during the simulation\cite{27}.

- We go back to real space by Fourier transforming the fully symmetrized $\mathbf{D}_m$ and by building the real-space force constant matrix, at this stage being fully symmetric.

- As last step, we perform an interpolation of the phonon dispersion, by computing and diagonalizing the final dynamical matrix on a finer q-grid.

\section{G. Generalized eigenvalue vs standard eigenvalue problem}

We prove numerically that, for phonon calculations based on force autocorrelations, the GEV problem in Eq. (21) is much more efficient than the standard eigenvalue problem in Eq. (22), where the mass matrix has been replaced by momentum correlations in the former Equation. In the same way, we compare the displacement-displacement GEV in Eq. (24) with its standard version as well. In order to do that, we performed PIMD simulations of a 1D particle bounded by a Morse potential $V(x) = \frac{k}{2} a_m^2 \cdot (1 - e^{-a_m x})^2$, with $k = 0.4837$ a.u. and $a_m = 1.1$ bohr$^{-1}$. The temperature $T$ is 100 K, the number of beads $P = 80$, while we varied the integration time-step $\Delta t$ from 0.25 fs to 1 fs. The friction parameter $\gamma_0$ of the Langevin thermostat\cite{28} is 1.46 $\cdot 10^{-3}$ atomic units. This value is the same as in Ref.\cite{28} where it is found to be optimal for both stochastic and deterministic forces, representing a good compromise between diffusion and thermalization rates in systems with strong NQE. The same value for $\gamma_0$ has been used throughout all calculations presented in this work.

In Fig.\ref{fig:interpolation} we plot the behavior of the estimated phonon eigenvalues as a function of the PIMD time evolution. We observe that the frequencies computed from GEV rapidly converge towards the exact values, obtained by diagonalizing numerically the quantum Hamiltonian. The convergence is reached after a few ps of dynamics, independently of the $\Delta t$ value. On the other hand, the solutions of Eq. (22), dubbed $\omega_{GF,(standard)}$, and the one relative to the displacement-displacement estimator, labelled $\omega_{d\delta d\delta,(standard)}$, show oscillation amplitudes much larger than the ones from the corresponding GEV solutions, in all reported cases. Even worse, for $\Delta t \geq 0.5$ fs, the finite time-step bias become sizeable ($> 50$ cm$^{-1}$), while it is still negligible for the GEV frequencies.

In App.\ref{appB} we present the same analysis for other two relevant cases of anharmonicity: a 1D particle bounded by a quartic potential and the one in a symmetric double well potential. The results show the better performance of the GEV estimators with respect to the standard ones in all anharmonic situations.

We deduce that the improvement given by GEV phonon equations with respect to their standard versions is twofold: firstly they allow to work with a larger time-step $\Delta t$, and secondly their eigenvalues converge on a much shorter time scale.
From the toy models analyzed here, we infer that the gain in $\Delta t$ is at least a factor of 2, while the improvement in the convergence time is even more impressive. We go from about 40 ps in the standard eigenvalue equation to about 4 ps in the GEV. The overall gain in efficiency is therefore larger than one order of magnitude. This is of paramount importance to reduce the global cost of the phonon calculations by PIMD, and to make challenging problems feasible.

Our finding about the performance of the phonon quantum GEV problems whose form has been borrowed from a classical localization principle is particularly important. It is clear that the equipartition theorem implied by the standard eigenvalue problem is hard to reach in the extended 3NP space of polymers, where several energy scales coexist. Moreover, it is also clear that nuclear vibrations - particularly the low-energy ones - are very sensitive to the quality of the phase-space sampling. Therefore, the use of GEV for PIMD phonon calculations turns out to be key for an efficient and accurate evaluation of vibrational frequencies.

III. RESULTS

To benchmark the proposed quantum phonon estimators, firstly we studied 1D model potentials, for which we determined the exact vibrational spectrum through the numerical solution of the Schrödinger equation.

Then, we focused also on a more complex 2D model potential, where we could tune the interaction of the two degrees of freedom. Also in that case, we computed the exact spectrum, and compared against the PIMD force and displacement autocorrelation approaches for benchmark.

Finally, as real test cases, we studied the phonon dispersions of diamond and of atomic hydrogen at high pressure in the I4$_1$/amd phase.

A. One-dimensional models

For the 1D case, we studied the following potentials, listed in an increasing order of anharmonicity and shown in Fig. 3

- Harmonic potential: $V(x) = \frac{1}{2} k x^2$;
- Morse potential: $V(x) = \frac{k}{2a_m} (1 - e^{-a_m x})^2$ with $a_m = 0.2, 0.4, 0.6, 0.8$;
- Quartic potential: $V(x) = c_q k x^4$ with $c_q = 0.01, 0.1, 1$;
- Symmetric double well potential: $V(x) = k (x^2 - c_0)^2$ with $c_0 = 0.05, 0.1, 0.3$.
Then, as a realistic 1D case, we evaluate the PIMD phonon estimators also for the hydrogen molecule using the accurate potential taken from Ref. [58]

In the model potentials, the parameter $k$ is always fixed equal to 0.183736 atomic units, while the physical mass is chosen equal to the hydrogen atom mass. These choices correspond to an oscillation frequency for the harmonic case of $\sqrt{k/m} = \omega_{\text{harm}} = 2194.74 \text{ cm}^{-1}$.

The details of Schrödinger equation solutions can be found in App. [D]. We have already introduced the notation for the PIMD eigenvalues obtained from the displacement-displacement ($\omega_{\delta,\delta}$) and force-force ($\omega_{FF}$) autocorrelations; In the following we call $\omega_{\text{exact}}$ the exact ground state energy and $\omega_{\text{pimd}}$ the exact first excitation energy.

It is worth noting that in the harmonic case, all the estimators are equivalent and - as expected - give exactly the value of $\omega_{\text{harm}}$ as fundamental frequency independently of the temperature. In such case, the ratio between the PIMD displacement and force estimators, $\gamma_{\text{md}} \equiv \omega_{\delta,\delta}/\omega_{FF}$, gives exactly one. In the anharmonic situations instead, $\gamma_{\text{md}}$ will deviate from the identity and it will be a quantitative signature of the anharmonic strength in the potential. In the following, we will compare the value of $\gamma_{\text{md}}$ with $\gamma_{\text{exact}} \equiv \omega_{1.0}/\omega_{0}$, i.e. the exact ratio between the first transition energy and twice the ground state energy computed from the Schrödinger equation. For the other anharmonic potentials, in order to test the PIMD estimators, we prefer to use a temperature as low as 20 K, where quantum effects are dominant.

1. Morse potential

The anharmonicity of the Morse potential is controlled by the $a_m$ parameter; in the limit of $a_m \to 0$, the potential becomes harmonic, while for increasing $a_m$, the potential’s shape becomes more and more anharmonic. From the results in Tab. [I], we can observe that the estimator $\omega_{\delta,\delta}$ reproduces the energy difference between the first excited state and the ground state, as expected from Eq. [28]. On the other hand, the force-force estimator closely follows the fundametnal frequency value. The ratio between the displacement-displacement and force-force estimators follows the trend of the true $\gamma_{\text{exact}}$ and, as expected, by increasing $a_m$ it deviates more and more from 1.

### Table I. Morse potential. $\omega_0$ is the ground state energy, $\omega_{1.0}$ the energy difference between the first excited state and the ground state. All the estimators are computed at 20 K and are given in cm$^{-1}$. $\gamma_{\text{exact}}$ is the ratio between $\omega_{1.0}$ and $\omega_0$.  

| $a_m$ | 0.2 | 0.4 | 0.6 | 0.8 |
|------|-----|-----|-----|-----|
| $\omega_{FF}$ | 2193.55 | 2189.96 | 2183.98 | 2175.55 |
| $\omega_0$ | 2193.54 | 2189.96 | 2183.98 | 2175.62 |
| $\omega_{\delta,\delta}$ | 2190.86 | 2179.22 | 2159.82 | 2132.70 |
| $\omega_{1.0}$ | 2189.97 | 2175.63 | 2151.75 | 2118.30 |
| $\gamma_{\text{md}}$ | 0.9987 | 0.9950 | 0.9889 | 0.9803 |
| $\gamma_{\text{exact}}$ | 0.9983 | 0.9934 | 0.9852 | 0.9736 |

2. Quartic potential

At variance with Morse, the quartic potential cannot be reduced to the harmonic case by tuning the anharmonicity parameter $c_q$. The displacement-displacement estimator reproduces very well the energy difference between the first excited state and the ground state (Tab. [II]) for all the three cases analysed.

### Table II. Quartic potential. The notation is the same as in Tab. [I]  

| $c_q$ | 0.01 | 0.1 | 1.0 |
|------|------|-----|-----|
| $\omega_{FF}$ | 332.74 | 716.86 | 1544.44 |
| $\omega_0$ | 239.39 | 515.76 | 1111.17 |
| $\omega_{\delta,\delta}$ | 310.85 | 669.71 | 1442.85 |
| $\omega_{1.0}$ | 309.23 | 666.20 | 1435.30 |
| $\gamma_{\text{md}}$ | 0.9342 | 0.9342 | 0.9342 |
| $\gamma_{\text{exact}}$ | 1.2917 | 1.2917 | 1.2917 |

However, $\omega_{FF}$ is not able to reproduce exactly the value of $\omega_0$. To investigate the reasons of such a mismatch, we compared $\omega_{FF}$ with the SCHF frequency, defined as the best harmonic approximation to the ground state energy, based on a variational principle for the free energy of the system[24]. We found that the two values are very close each other, while being different from the exact ground state energy. This points to the fact that, for a quartic potential, the functional shape of the true ground state wave function is far from being harmonic, therefore invalidating the definition of the force constant matrix in Eq. (11), as a mean to recover the right fundamental frequency in this highly anharmonic case. Due to the difference between $\omega_{FF}$ and $\omega_0$, we find that $\gamma_{\text{md}}$ is always smaller than 1, while $\gamma_{\text{exact}}$ is larger. The quartic potential points out to the fact
that the parameter $\gamma_{\text{RD}}$ cannot carry the information about the eventual superharmonic behavior of the potential energy (i.e., the case in which $\omega_{1,0} > \omega_0$). Nevertheless, its departure from 1, as reported in Tab. III, still signals an anharmonic behavior, and denotes correctly a larger deviation from harmonicity, if compared with the Morse potential.

### 3. Symmetric double well potential

The symmetric double well potential is physically relevant in situations where a hydrogen atom is shared by other two atoms to form a symmetric H-bond configuration. This occurs in many ferroelectrics or antiferroelectrics, where the hydrogen atom is shared by two oxygen or other electronegative atoms. This also happens in the $H_5O^+$ zundel cation. By varying the $c_0$ parameter of the symmetric double well potential, we can range from the scenario where the barrier is smaller than the ground state energy ($c_0 = 0.05$ in Tab. III) until the situation in which the barrier is much higher than the ground state ($c_0 = 0.3$ in Tab. III). By analysing the results of Tab. III, we observe again that $\omega_{\text{RD}}$ closely follows the $\omega_{1,0}$ value also in the extreme case in which the first excited state is close to the ground state ($c_0 = 0.3$). We deduce that the eigenvalue returned by the displacement-displacement estimator is reliable for evaluating the excitation energy spectrum over a wide range of anharmonic strengths. The force-force frequency, instead, overestimates $\omega_1$ for $c_0 \leq 0.1$, while underestimates it when the barrier is higher. This can be rationalized with the fact that when $c_0$ is small, the behaviour of the symmetric double well is similar to the quartic potential case seen previously. On the other hand, when $c_0$ is higher, $\omega_{FF}$ tends to describe the curvature of one of the two wells.

The extreme case of anharmonicity due to double well potentials with high barriers is nicely detected by the ratio between the two quantum estimators $\gamma_{\text{RD}}$, which shows a dramatic deviation from 1, in a very good agreement with $\gamma_{\text{exact}}$.

### 4. Hydrogen molecule

As final test for 1D potentials, we consider the realistic case of hydrogen molecule in the relative radial coordinate. We employed the effective potential from Ref. [58] that reproduces very well (with an error of $\pm 1 \text{ cm}^{-1}$) the experimental $Q_1(0)$ Raman lines. As the hydrogen molecule potential in the radial coordinate looks like a Morse potential (with $a_m \sim 1.1$ using our notation), it is not surprising that we find the same behaviour of the estimators as in the Morse case. The same numerical value for $\omega_{\text{RD}}$ has been found and reported in Ref. [54].

#### B. Two-dimensional model

For the two-degree of freedom case, the Hamiltonian is given by

$$H = \frac{p_1^2}{2m} + \frac{p_2^2}{2m} + V(x_1, x_2).$$

(32)

To check the validity of the scheme to compute the 2D numerical Schrödinger equation, we analyse firstly two harmonic oscillators, i.e., $V(x_1, x_2) = \frac{k}{2}(x_1^2 + x_2^2)$, coupled by a $\zeta \cdot x_1 \cdot x_2$ potential that can be solved analytically also in the context of PIMD or by perturbation theory for $\zeta \ll 1$. Results of this case are reported in appendix D. Of course, in the 2D case, for each estimator we get two eigenvalues. Therefore, for clarity here we adopt the following notation: $\omega_{\text{RD}}$ and $\omega_{FF}$ acquire

![Symmetric double well potentials](image)

**FIG. 4.** Symmetric double well potentials ($x_1$) plus quartic potential ($x_2$) coupled by a potential term of $x_1 \cdot x_2^2$ type.
an index and become $\omega_{\delta, i}$ and $\omega_{FF, i}$, where $i = 1, 2$. Moreover, the ground state energy, that we call $ZP E_{\text{exact}}$, is the sum of the zero point energies of the two modes. Thus, we estimate $ZP E_{\text{exact}}$ with $ZP E_{\text{PIMD}} = (\omega_{FF, 1} + \omega_{FF, 2})/2$.

A less trivial case is a double well coupled with a quartic potential by a $\zeta \cdot x_1 \cdot x_2^2$ term:

$$V(x_1, x_2) = k \cdot \left(x_1^2 - c_0\right)^2 + 4k \cdot x_2^2 + \zeta \cdot x_1 \cdot x_2^2. \quad (33)$$

As in the 1D case, we choose $k = 0.183736$ a.u.; then, we set $c_0 = 0.1$, and we varied $\zeta$ to switch from a non-interacting case ($\zeta = 0$) to a strong interacting case ($\zeta = 0.2$). In Fig. we show the potential shape in the case of $\zeta = 0.2$. In Tab. we report the results. The situation in which $\zeta = 0$ is the non-interacting case and the 2D problem reduces to two 1D problems. In the latter case, for the symmetric double well degree of freedom we get the same results as the 1D problem studied previously with $c_0 = 1$. By switching on the interaction, we observe that results agree with the findings in the 1D case. Indeed, despite the large anharmonicity, one could expect only in some physical extreme conditions, $\omega_{\delta, \delta_{\bot}, 1}$ and $\omega_{\delta, \delta_{\bot}, 2}$ are always very close to the first transition energies ($\omega_{0, 0}$ and $\omega_{2, 0}$ respectively) and represent an upper bound of them. On the other hand, the two frequencies given by the force-force estimator are harder to compare with the exact results because the $ZP E_{\text{exact}}$ value hides the contribution carried by the two modes. However, from the comparison between $ZP E_{\text{PIMD}}$ and $ZP E_{\text{exact}}$ we can conclude that, as previously found, the fundamental frequency estimates become less accurate by increasing the interaction parameter $\zeta$. The 2D models evidence that the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\zeta$ & 0.0 & 0.1 & 0.2 \\
\hline
$\omega_{FF, i}$ (i=1) & 1321.66 & 1400.28 & 1615.27 \\
& (i=2) & 2449.55 & 2410.38 & 2314.16 \\
\hline
$ZP E_{\text{PIMD}}$ & 1885.60 & 1905.33 & 1964.71 \\
$ZP E_{\text{exact}}$ & 1785.52 & 1756.87 & 1665.86 \\
\hline
$\omega_{\delta, \delta_{\bot}, i}$ (i=1) & 925.14 & 959.07 & 1063.03 \\
& (i=2) & 2289.19 & 2199.82 & 1941.19 \\
$\omega_{0, 0}$ & 903.72 & 927.48 & 999.57 \\
$\omega_{2, 0}$ & 2277.20 & 2162.48 & 1867.59 \\
\hline
$\chi_{\text{frst}}^{(i=1)}$ & 0.699 & 0.6849 & 0.6581 \\
$\chi_{\text{frst}}^{(i=2)}$ & 0.9345 & 0.9126 & 0.8388 \\
\hline
\end{tabular}
\caption{Symmetric double well potential ($x_1$) coupled with a quartic potential ($x_2$) through a $\zeta \cdot x_1 \cdot x_2^2$ interaction. We named the two modes for each estimator with (i=1) and (i=2), $ZP E_{\text{PIMD}}$ is the PIMD zero point energy computed as $(\omega_{FF, 1} + \omega_{FF, 2})/2$ while $ZP E_{\text{exact}}$ is the ground state energy.}
\end{table}

The overall performance of the estimators is still quantitative valid in the presence of interaction between anharmonic degrees of freedom. Therefore, we expect their reliability also in the truly many-body situation of real solids, as we will show in the diamond benchmark system.

\section{Diamond}

The first crystalline system that we analyse is diamond, for which a vast literature of both experimental and theoretical results exists.\cite{we,we} We performed a classical MD simulation and a PIMD one to compare the results and study the impact of quantum effects. In both cases, we kept the temperature constant at 300 K and in PIMD we employed 12 beads that were enough to converge the kinetic energy estimators. For both MD and PIMD simulations, the supercell is made by $2 \times 2 \times 2$ conventional cells of diamond (each containing 8 atoms). The convergence with respect to the supercell size and the other DFT parameters was checked using DFPT simulations as implemented within Quantum Espresso\cite{QE} (QE). All the estimators in MD and PIMD were computed using a PBE exchange-correlation functional and ultrasoft pseudopotential that we took from the QE webpage. The classical MD simulation was run using the algorithm implemented as in Ref.\cite{29} for the integration of EOMs. For this case, the time-step integrator was set to 0.5 fs, while DFT energy cut-off was set equal to 60 Ry for wavefunctions (480 Ry for charge density).

The k-mesh to integrate over the Brillouin zone was equal to $2 \times 2 \times 2$ and the MD simulation lasted for 31 ps. Results are reported in Fig.\cite{5,a}.

Diamond is an interesting system to test our estimators because at $\Gamma$ there is a weak but sizeable renormalization of the Raman frequency due to anharmonic effects, which is estimated to be $15 \text{ cm}^{-1}$ in Ref.\cite{68} and $17.4 \text{ cm}^{-1}$ in Ref.\cite{69}. Raman frequencies are associated to transitions between vibrational (and rotational if present) states; therefore we expect to retrieve this effect through the quantum displacement-displacement estimator.

The relative shift of the classical displacement-displacement with respect to the DFT harmonic calculation at $\Gamma = 7 \pm 2 \text{ cm}^{-1}$ at 300 K. We exclude that the Raman shift is due to anharmonic temperature effects the classical phonon simulations could capture. Indeed, it is known that the impact of temperature in diamond is marginal in the [0-300] K range. Experimentally, the Raman mode shift is less than 1 cm$^{-1}$ in this temperature interval\cite{61}. Thus, we deduce that this energy difference is due to anharmonic quantum effects that classical MD cannot fully capture. In order to recover a renormalization similar to the predicted one, one should take into account quantum effects. In Fig.\cite{5,c}, we plot the phonon dispersion relations from PIMD simulations. The latter lasted 34 ps, with a time-step integrator of 0.75 fs. The DFT parameters for the calculation of the BO surface during the dynamics are the same as in the MD case. While the overall shape looks very similar to the classical MD case and to the DFT calculation, in this case the displacement-displacement estimator gives us a renormalization of $13.7 \pm 2 \text{ cm}^{-1}$ at $\Gamma$, in accordance with the theoretical prediction in Ref.\cite{68}.

Although we can reproduce the anharmonic shift at $\Gamma$ and the theoretical calculations at DFT-PBE level reported in Ref.\cite{68} we notice that the absolute value of the optical mode at $\Gamma$ does not agree with the experimental one\cite{65,66}. For instance, while the experimental first-order Raman mode is $\sim 1332.8 \text{ cm}^{-1}$, our displacement-displacement estimator gives 1276.9
cm$^{-1}$. This is due to the failure of the PBE functional that does not describe correctly the electronic correlation. To overcome this issue a full Quantum Monte Carlo calculation of the phonon dispersion for diamond was performed in Ref. [70]. In particular, the $\langle \delta x \delta x \rangle$ curve in Fig. 5(c), is the same reported in Ref. [70] where it was used to renormalize the Quantum Monte Carlo phonon dispersion by anharmonic contributions. Using the Variational Monte Carlo as electronic solver, the estimated Raman frequency is $1336.9\, \text{cm}^{-1}$.

**D. I4$_1$/amd high-pressure phase of hydrogen**

The determination of the phase diagram of solid hydrogen at high pressures is one of the major challenges in condensed matter physics. Indeed, as hydrogen is the lightest element, it is characterized by large NQE and show strong anharmonicity. Therefore, a good application for the PIMD estimators is the I4$_1$/amd phase of atomic hydrogen at 500 GPa, which is predicted to be the first atomic metallic phase above 490 GPa.[71] We thus performed MD and PIMD simulations at both 20 K and 120 K, to compare the relative impact of quantum and thermal effects.

The unit cell of tetragonal I4$_1$/amd atomic hydrogen is made of two atoms. We set $a = 2.286$ bohr and $c = 5.820$ bohr as lattice parameters, taken from Ref. [71]. These values correspond to a pressure of 500 GPa, as estimated by DFPT calculations with the PBE exchange-correlation functional. In order to sample the phonon dispersion, we used a $3 \times 3 \times 3$ supercell, made of 54 atoms. As this phase is metallic, a fine k-mesh in reciprocal space is required for the electronic integration over the Brillouin zone (BZ). At DFPT level, convergence on the phonon dispersion is reached using a $30 \times 30 \times 30$ k-space grid in the unit cell. This corresponds to a $10 \times 10 \times 10$ k-mesh for the supercell. In our calculations, the plane-wave (density) energy cutoff is set equal to 50 Ry (330 Ry), and the Gaussian smearing is 0.03 Ry. For both temperatures, the classical MD time-step $\Delta t$ is 0.5 fs, while in PIMD simulations $\Delta t = 0.9$ fs. In the latter case, the number of beads is $P = 120$ ($P = 50$) for the simulations at 20 K (120 K). $P$ is chosen by studying the convergence of the virial and primitive kinetic energy estimator (see appendix E). The simulation length is 10 ps for classical MD, while it is 6 ps for PIMD. Remarkably, we find that such total simulation times are enough to achieve an error bar of less than 10 cm$^{-1}$ on the phonon eigenvalues in almost all cases. This is thanks to the generalized eigenvalue problems, as formulated in Eqs. (21) and (24).

As a last technical remark, it is worth noting that the size of the $3 \times 3 \times 3$ q-point grid sampled by the MD/PIMD supercell is not enough to interpolate the phonon dispersion on a dense q-mesh. Indeed, from DFPT calculations, it turns out that a finer $6 \times 6 \times 6$ mesh is needed for interpolation. Therefore, assuming that the anharmonic corrections are shorter-ranged, we interpolate the difference between the harmonic and anharmonic force constant matrices on the $3 \times 3 \times 3$ grid. We then add this anharmonic correction to the force constant matrix obtained on a finer $6 \times 6 \times 6$ mesh from DFPT calculations. This scheme has previously been employed in SSCHA calculations of analogous systems.[72]

In Figs. 6(a) and 6(b), we plot the phonon dispersions at 20 K from classical and PIMD estimators, respectively; Figs. 6(c) and 6(d) show classical and quantum dispersions at 120 K. At 20 K, the classical MD estimators both agree very well with harmonic DFPT calculations, as one would expect at such a low temperature. In the quantum case, the dispersion of the phonon frequencies computed through the force-force estimator follows well the SSCHA dispersion,[71] computed as q-dependent set of eigenvalues, diagonalizing the best auxiliary harmonic potential that minimizes the vibrational free energy. The force-
FIG. 6. \(I_4\)/amd atomic phase of hydrogen at 500 GPa: (a) Phonon dispersion obtained from MD simulations at 20 K compared with DFPT calculation (red) and SSCHA (yellow). The red curve is perfectly covered by the force-force phonon estimator (blue); (b) Phonon dispersion obtained from PIMD simulations at 20 K compared with DFPT calculation (red) and SSCHA (yellow); (c) same as (a), but at 120 K; (d) same as (b) but at 120 K. In panel (d), for the quantum displacement-displacement estimator, we plot the energies only at the q-points sampled by the simulations, because the dynamical matrix is harder to interpolate in this case. The data in Ref. [7] were digitalized using WebPlotDigitizer [12].

FIG. 7. \(I_4\)/amd atomic phase of hydrogen at 500 GPa: (a) Total phonon DOS obtained from classical MD simulations at 20 K compared with DFPT calculation (red); (b) Total phonon DOS obtained from PIMD simulations at 20 K compared with DFPT calculation (red).
The shape of phonon dispersions is reflected in the phonon density of states (DOS), that we plot for classical MD and PIMD simulations at 20 K in Figs. 7(a) and 7(b), respectively. In particular, the quantum displacement-displacement DOS can be directly compared with vibrational spectroscopies, as it is the density distribution of the lowest-energy phonon excitations (green line in Fig. 7(b)). Instead, the force-force and harmonic DOSs are ground state approximations of the spectrum. Fig. 7(b)) shows that quantum effects lead to a sizable red-shift, due to anharmonicity, which amounts to ≈ 250 cm\(^{-1}\), if one compares lowest-energy excitations with fundamental frequencies. A similar shift has been predicted in Ref. 24 for high-pressure molecular hydrogen, by means of a time-dependent SSCHA formulation.

From these results, we infer that the form of the potential felt by phonons in the atomic phase of hydrogen is far from being harmonic, as previously supposed, based on the estimate of the fundamental frequencies only. Rather, the comparison between fundamental and excited-states quantities obtained from the two quantum estimators allows one to capture a non-negligible anharmonic behavior. Thus, the consistent evaluation of both quantum estimators within the same PIMD framework is a valuable strategy to characterize the shape of the many-body interaction potential felt by the phonon quasiparticles.

IV. CONCLUSION

This work lays down the formalism to extend in a transparent way phonon dispersion calculations from classical to path integral molecular dynamics simulations. The proposed phonon quantum estimators are built upon zero-time Kubo-transformed quantum correlation functions, and are tested over toy-model potentials where exact results can be compared with from the numerical solution of the Schrödinger equation.

We derived two classes of PIMD phonon estimators, based on the displacement auto-correlation and force auto-correlation functions, respectively. In particular, we have shown that while the force-force quantum correlators give access to the fundamental frequencies and thermodynamic properties of the quantum system, the displacement-displacement correlators probe the lowest-energy phonon excitations, and so the low-energy phonon spectroscopy with high accuracy. We have also shown that the simultaneous evaluation of quantum force-force and displacement-displacement phonon estimators gives a precious insight into the anharmonicity strength of the system, within the same framework.

Furthermore, the rigorous quantization of classical equations performed in this work allowed us to write down a generalized eigenvalue problem for the effective normal modes determination, borrowed from the classical localization principle of the velocity power spectrum. We prove that the use of generalized eigenvalue equations in place of standard normal mode equations leads to a remarkable speed-up in the PIMD phonon calculations, both in terms of faster convergence rate and smaller time-step bias. The approach we propose gives converged eigenvalues at a lower computational cost and with a much smaller error bar. Overall, a one-order-of-magnitude gain is expected when PIMD phonons are computed through a generalized eigenvalues problem, either based on force or on displacement autocorrelation functions.

Our method relies on the PIQUD algorithm to integrate the path integral equation of motions in a Langevin framework. This algorithm allows one to run very efficient PIMD simulations. Our approach is fully ab initio, the BO interaction potential for nuclei being computed at the DFT level. We applied this to the calculation of phonon properties of diamond and atomic hydrogen using PBE-DFT as solver for the electronic part. Nevertheless, concerning the BO surface, PIQUD can also deal with stochastic approaches such as Quantum Monte Carlo (QMC). Therefore, the PIMD formalism developed here for phonons calculations in quantum systems is already QMC-compliant. This feature can open interesting avenues in the future, and it represents a strong appeal for using our method when facing with strongly correlated materials.

Finally, we believe that this framework is particularly suitable for a better understanding of the recent experimental discovery of high-temperature high-pressure superconductors, such as H\(_3\)S and LaH\(_{10}\), where the fundamental role played by hydrogen in making these materials superconducting is already known. Indeed, our approach takes into account NQE, phonon anharmonicity and temperature effects together, in a non-perturbative way, without relying on any harmonic or self-consistent theory. In this sense, it goes beyond current approximations limiting state-of-the-art methods.
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Appendix A: Relation between Kubo-transformed force constant matrix and PIMD force-force correlation functions

In this appendix we review some properties of the PIMD force-force correlation functions. The Kubo-transformed force constant matrix can be derived exactly from the force-force correlation matrix in the following way:

\[
\left\langle \frac{1}{P^2} \sum_{j_1,j_2=1}^{P} \frac{\partial^2 V}{\partial x_{j_1} \partial x_{j_2}} \right\rangle = \int d^d p \ e^{-\beta p_T} \int d^d x \ \frac{1}{P^2} \sum_{j_1,j_2=1}^{P} \frac{\partial^2 V}{\partial x_{j_1} \partial x_{j_2}} \ e^{-\beta p_V} \frac{1}{Z} \beta \int d^d p \ e^{-\beta p_T} \int d^d x \ \frac{1}{P^2} \sum_{j_1,j_2=1}^{P} \frac{\partial^2 V}{\partial x_{j_1} \partial x_{j_2}} \ e^{-\beta p_V} \frac{1}{Z}
\]

where the term inside the parenthesis is

\[
\sum_{j=1}^{P} \frac{\partial V}{\partial x_{j_2}^{(j)}} \frac{\partial V}{\partial x_{j_1}^{(j)}} = \sum_{j=1}^{P} E_{j_1}^{(j)} \left[ E_{j_2}^{(j)} + m_i \omega_i^2 \left( 2x_{j_2}^{(j)} - x_{j_2}^{(j+1)} - x_{j_2}^{(j-1)} \right) \right]. (A3)
\]

Last expression clearly shows that the equal-time force correlation contains the fictitious interbead coupling terms which make it different from the physical force constant matrix. For our purposes, this result supports the use of Kubo-transformed correlation functions in place of the equal-time ones.

Appendix B: Low temperature limit of quantum correlation functions

In the limit of low temperature \( T \to 0 \) \( (\beta \to \infty) \) and \( Z = \sum_{n=1}^{N_{\text{deg}}} e^{-\beta E_n} \) where \( N_{\text{deg}} \) is the number of states close to the ground state, as in the double well potentials with high barriers, the true quantum thermal zero-time correlation function, decomposed like the Kubo-transformed one in Eq. (25) becomes:

\[
\lim_{\beta \to \infty} c_{AB} = \frac{1}{Z} \sum_{n=1}^{N_{\text{deg}}} e^{-\beta E_n} \left[ A_{nn} B_{nn} + \sum_{m \neq n} A_{nn} B_{mn} \right] \quad \text{if } N_{\text{deg}}=1 \quad c_{AB} \sim A_{00} B_{00} + \sum_{m>0} A_{0m} B_{m0}. (B1)
\]

It is worth noting that if \( N_{\text{deg}}=1 \), at \( t=0 \) the true quantum correlation functions can be written as an expectation value over the ground state.

\[
\lim_{\beta \to \infty} c_{AB} \sim \langle 0 | A B^+ | 0 \rangle. (B2)
\]

On the other hand for the Kubo-transformed correlation function one can find:

\[
\lim_{\beta \to \infty} \tilde{c}_{AB} = \frac{1}{Z} \sum_{n=1}^{N_{\text{deg}}} e^{-\beta E_n} \left[ A_{nn} B_{nn} + \sum_{m>n} A_{nn} B_{mn} \cdot \frac{1 - e^{-\beta \hbar \omega_{m,n}}}{\beta \hbar \omega_{m,n}} \right] \quad \text{if } N_{\text{deg}}=1 \quad \tilde{c}_{AB} \sim A_{00} B_{00} + \sum_{m>0} A_{0m} B_{m0}. (B3)
\]

Differently from the true quantum case, it is worth noting that the zero-time Kubo correlator cannot be reduced into an expectation value over the ground state as Eq. (B2).

Appendix C: Convergence of the phonon frequencies from the generalized eigenvalue equation versus the standard eigenvalue equation

Here we investigate the behaviour of the GEV and standard estimators already presented in the main text in [10] for a Morse potential. We extend this analysis by including the
Appendix D: Schemes for the solution of the numerical Schrödinger equations

In the 1D case, the Schrödinger equation is discretized using finite differences on a fine mesh (2 · 10^5 points). The discretized Hamiltonian is tridiagonal, thus easily diagonalizable using Lapack package. Indeed, the potentials that we consider are bounded for x → ±∞ except for the Morse that for x → +∞ tends to a finite value. However, in the region where \( \frac{dV}{dx} = 0 \), we are able to reproduce analytical results for the harmonic and Morse potential eigenvalues with an error < 0.01 cm\(^{-1}\) until the tenth bound state, that is enough to build our correlation functions at 20 K. For the 2D case, we still use finite differences for discretizing the Schrödinger equation in a real space square grid, but then the Laplace operator is not tridiagonal. Our real space grid is made of 1.5 · 10^3 × 1.5 · 10^3 points, resulting in a 2.25 · 10^6 × 2.25 · 10^6 Hamiltonian matrix. Instead of diagonalizing exactly the huge discretized Hamiltonian, we employ the Arnoldi package to compute only the

### TABLE VI. Two harmonic oscillators (c_11 = c_12 = 0.147 a.u. in Eq. [21]) with coupling potential \( \zeta \cdot x_1 \cdot x_2 \). The energies are given in cm\(^{-1}\).

| \( \zeta / c_{11} \) | 0.0 | 0.1 | 0.5 |
|---------------------|-----|-----|-----|
| \( \omega_{FF,i} \) | \( (i=1) \) 1963.29 | \( (i=1) \) 1862.54 | \( (i=1) \) 1388.25 |
|                     | \( (i=2) \) 1963.29 | \( (i=2) \) 2059.12 | \( (i=2) \) 2404.53 |
| \( ZPE_{PIMD} \)    | 1962.91 | 1960.83 | 1896.39 |
| \( ZPE_{exact} \)   | 1962.91 | 1960.45 | 1896.03 |
| \( \omega_{\xi,0} \) | \( (i=1) \) 1962.78 | \( (i=1) \) 1862.05 | \( (i=1) \) 1387.90 |
|                     | \( (i=2) \) 1962.78 | \( (i=2) \) 2058.58 | \( (i=2) \) 2403.91 |
| \( \omega_{\delta,0} \) | \( (i=1) \) 1962.78 | \( (i=1) \) 1862.05 | \( (i=1) \) 1387.90 |
| \( \omega_{\delta,0} \) | \( (i=2) \) 1962.78 | \( (i=2) \) 2058.58 | \( (i=2) \) 2403.91 |
| \( \zeta \) | \( \zeta \) | \( \zeta \) | \( \zeta \) |
| \( \zeta_{PIMD} \) | 0.9997 | 0.9997 | 0.9997 |
| \( \zeta_{PIMD} \) | 0.9997 | 0.9997 | 0.9997 |
| \( \zeta_{PIMD} \) | 0.9997 | 0.9997 | 0.9997 |
first twenty eigenvalues and eigenvectors, that are enough to evaluate the estimators. The wider mesh grid gives an error of the order $<2$ cm$^{-1}$ on the eigenvalues that we check comparing them with 2D harmonic oscillators analytical solutions. In picture (10) we show an example of 2D harmonic oscillators coupled by an $\zeta \cdot x_1 \cdot x_2$ term:

$$V(x_1, x_2) = c_{11} \cdot x_1^2 + c_{12} \cdot x_2^2 + \zeta \cdot x_1 \cdot x_2.$$ (D1)

While we know that in the harmonic case, both the displacement-displacement and force-force estimators give the same correct result, in Tab. [VI] we can observe a difference always smaller than 1 cm$^{-1}$ between displacement-displacement and force-force which is due to numerical errors.

**Appendix E: Convergence of phonon frequencies for I$_4$/amd hydrogen**

We present in Fig. [11] the convergence of the kinetic energy estimators (virial and primitive$^2$28) for I$_4$/amd hydrogen with respect the number of beads at 20 K. Although using 120 beads the kinetic energy is not fully converged, we choose this value for our simulations for computational reasons. Indeed, a larger value would have implied a lower time-step value and, of course, a longer simulation with additional CPU-time. The cost of this simulation was already around $2.5 \cdot 10^3$ total CPU-hours.

Furthermore, we show that the length of $\sim$6 ps is enough for the PIMD simulations of I$_4$/amd hydrogen in order to get well converged phonon frequencies. As examples, in Fig. [12] we report the results at $\Gamma$, while in Fig. [13] the results at the M point. After 5 ps, we do not observe any significant change in the frequencies at the q-point sampled with the simulations and also in the phonon dispersions obtained from the successive interpolations.
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