Application of Wavelet Transform in Image Super-Resolution
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Abstract. Most of learning-based super-resolution (SR) methods reconstructed high resolution (HR) image using a very deep convolutional neural network (CNN). CNN-based methods are used to process low resolution images, the predicted image is too smooth and some texture details are ignored. In order to improve the quality of the recovered high resolution image, wavelet transform is applied at the end of our model. Firstly, the prediction image is obtained through the CNN model; then, the predicted image and the ground truth image are processed into four frequency channels by wavelet transform; at last, four frequency channels and original image are considered when calculating loss. Compared with the original CNN model, the results of adding wavelet transform is obviously improved.

1. Introduction
Wavelet transform is an efficient and intuitive multi-resolution image representation and storage tool. It can describe the context and texture information of an image at different levels, which let us to introduce wavelet transform into CNN-based super-resolution network. The result of 1-level wavelet transform is shown in Figure 1, the coefficient approximation (LL) represents the low frequency signal, including different levels of image compression; the detail coefficient (LH, HL and HH) represents the high frequency signal of the image, including the texture detail and structure information of the image.

In order to make full use of the advantage of wavelet transform, we combine wavelet transform with convolutional neural network (CNN) model. Our method reconstructs SR image with rich texture and global information by continuously reducing the wavelet coefficient error of LR image and HR image. To evaluate our approach, we reproduced the original model. The evaluation results showed that the results of our method was improved compared with the original CNN model.
2. Related Work

Image super-resolution methods are mainly divided into three types: statistic-based methods [1, 2], interpolation-based methods and learning-based methods [3, 4, 5]. In the early stage, the statistics-based and interpolation-based methods are popular because of their high computational efficiency, but their results are not obvious on large scale factors. The learning-based approach uses content image to infer missing high frequency information. In recent, deep learning-based methods have been applied in the field of super-resolution because of their strong learning ability. Generally, the MSE loss function is used in existing models, but it makes the output high resolution image too smooth.

With the development of super-resolution technology, Kim et al. proposed that VDSR [6] used residuals to train by increasing the depth of the network. Shi et al. first proposed a real-time super-resolution algorithm ESPCN [7] called sub-pixel convolution, ESPCN magnified the image at the end of the network to reduce the amount of computation. Lim et al. proposed a deeper and wider residual network EDSR [8], which removed the batch normalization layers and used the remaining scaling to speed up training. Zhang et al. proposed that RDN [9] was a residual block, which contained dense residual blocks and dense connections as a whole.

A wavelet-based super-resolution method has been proposed. For super-resolution of a single image, wavelet transform is mainly used for interpolation-based and static-based methods. Bae et al. proposed a wavelet residual network (WavResNet) [10] for image denoising and SISR, they found that learning CNN on wavelet subbands was beneficial to get a better performance network. Guo et al. proposed a deep wavelet super-resolution (DWSR) [11] method to recover the missing details on the subband. In the above methods, the loss function only considered the deviation between the ground truth and predicted image. We decomposed the ground truth and prediction image through 1-level wavelet transform, then we calculated the error of the high frequency and low frequency part.

3. Method

In this section, we will present our model. Here, we applied our method in SRCNN [12] and VDSR [6]. Our method will be described in section 3.1 and section 3.2.

3.1. Wavelet SRCNN

SRCNN consists of patch extraction and representation, non-linear mapping and reconstruction three layers. Our method is to add the wavelet transform at the end of the network; we applied the 1-level wavelet transform to the predicted and the ground truth image, then we used the MSE loss function to calculate the error between the LL frequency channels, the error was used to continuously promote the learning of the network.

3.2. Wavelet VDSR

VDSR introduces a global residual learning, which is the residual learning between the input $t^{HR}$ image and the output $t^{LR}$ image. VDSR uses 20 convolution layers in the residual portion to obtain a larger receptive field (41×41). In VDSR, our error consisted of two parts: one was that the predicted image and the ground truth image by 1-level wavelet transform, then we calculated the error between LL channels by L2 norm; the other calculated the error between the predicted image and the ground truth image. The sum of two parts as a total loss continues to promote network learning.

4. Experiment

4.1. Datasets

To highlight the effectiveness of our approach, we still used dataset from the original papers for training. SRCNN training dataset used 91 images from Yang et al. VDSR training dataset used 291 images with the addition of 200 images from Berkeley Segmentation [13]. For the test data, we used the benchmark dataset: Set5 [14], Set14 [15].
4.2. Training
In SRCNN, the training parameters refer to the parameter settings of the original article. The first layer has a convolution kernel size of 9 x 9 x 64; the second layer uses a 1 x 1 x 32 convolution kernel to control the number of output feature maps; the third layer uses a 3 x 3 x 1 convolution kernel to reconstruct high resolution images. The patch size was set to 33, and the batch size was 128. In SRCNN, the author experimented with the Caffe framework. We retrained it using the TensorFlow framework on Nvidia GeForce GTX 1080 Ti, the initial learning rate was set to 0.01, the decay rate was set to 0.98 and the learning rate was updated every 1480 steps. We set up training within 15000 epochs.

In VDSR, the training parameters refer to the parameter settings of the original article. VDSR is mainly composed of 20 layers of convolution. Except for the last layer of convolution, the convolution kernel of each layer is 3 x 3 x 64. We retrained VDSR using the TensorFlow framework, learning rate was set to 0.0001. The patch size was set to 41, and the batch size was set to 64. We trained the experiment 50 epochs.

In all experiments, we converted the RBG color channel to the YCbCr color channel. We only considered the Y channel during training and evaluation. We mainly used PSNR and SSIM [16] for evaluation.

5. Result
The SRCNN author implemented the project under the caffe framework. We used the TensorFlow framework to retrain SRCNN and VDSR. We tested them with Set5 and Set14 dataset. The comparison of PSNR and SSIM values of our methods in VDSR and SRCNN is shown in Table 1, Table 2. The visual effect is shown in Figure 2 and Figure 3.

Table 1. In SRCNN, average PSNR/SSIM for scale factor ×2, ×3 and ×4 on datasets Set5, Set14. Red color indicates the best performance.

| Dataset | Scale | bicubic  | srcnn     | our       |
|---------|-------|----------|-----------|-----------|
| Set5    | ×2    | 27.88/0.8620 | 29.20/0.8591 | 29.32/0.8605  |
|         | ×3    | 25.62/0.7881 | 26.96/0.8057 | 26.81/0.7947  |
|         | ×4    | 23.67/0.7236 | 24.82/0.7440 | 25.13/0.7422  |
| Set14   | ×2    | 25.51/0.7763 | 24.87/0.7819 | 24.65/0.8017  |
|         | ×3    | 23.56/0.6782 | 23.01/0.7042 | 23.20/0.7124  |
|         | ×4    | 22.27/0.6987 | 21.73/0.6336 | 22.28/0.6409  |

Table 2. In VDSR, average PSNR/SSIM for scale factor ×2, ×3 and ×4 on datasets Set5, Set14. Red color indicates the best performance.

| Dataset | Scale | Bicubic  | VDSR       | our       |
|---------|-------|----------|------------|-----------|
| Set5    | ×2    | 33.65/0.8886 | 37.18/0.9138 | 37.19/0.9229  |
|         | ×3    | 30.37/0.8125 | 33.32/0.8737 | 33.33/0.8781  |
|         | ×4    | 28.38/0.7474 | 30.97/0.8261 | 31.04/0.8250  |
| Set14   | ×2    | 30.22/0.8215 | 32.68/0.8665 | 31.04/0.8703  |
|         | ×3    | 27.53/0.7202 | 29.58/0.7787 | 29.64/0.7792  |
|         | ×4    | 25.99/0.6433 | 27.76/0.7037 | 27.78/0.7076  |
6. Discussion
In SRCNN and VDSR, we conducted four groups of experiments: the predicted image and the ground truth image were processed into four frequency channels by wavelet transform, 1. four channels were considered when calculating loss; 2. four channels and original image were considered when calculating loss; 3. only LL channel was considered when calculating loss; 4. LL channel and original image were considered when calculating loss. The experimental results showed that the experimental results of SRCNN in Experiment 3 and VDSR in Experiment 4 were better than original model. Due to the image is divided into high frequency part and low frequency part by wavelet transform, high frequency information (LL, LH and HH) has less image sharing. We believe that wavelet transform can also be added to the network framework, which can better promote network learning.

7. Conclusion
We applied wavelet transform to SRCNN, VDSR for image reconstruction. SRCNN consists of 3-layer convolution. VDSR used a very deep network of residual learning. Because of the wavelet transform has the function of restoring texture details and sharp parts, we applied wavelet transform to the end of each network structure to achieve reconstruction. Experimental result show that the results got by our method are better than by the original model.
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