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1 Introduction

After the global financial crisis of 2008, unconventional monetary policies (UMP) have become notable pieces of the main steps taken by central banks of developed economies. Nevertheless, there are still several unexplored fields where their spillover effects are worth being examined. The regime changes in monetary policy embodied in these unconventional measures, such as quantitative easing (QE), negative interest rates and in the rethinking the main central bank’s functions by expanding the use of liquidity policies. The latter means that during the time of crisis when financial markets become illiquid and distorted prices prevail in securities transactions, central banks take over the role of the market-maker of the last resort (MMLR) through open-market operations in a wider range of instruments than before - for instance by outright purchases, sales of private-sector securities, and by the acceptance of private-sector securities as collateral in repos (Buiter and Sibert [2008]). In this case central banks buy temporarily illiquid instruments at penal prices (with discounts). In addition, by offering a spread that is less favourable than market levels, it can encourage market participants to do transactions with each other (Gray and Talbot [2007]). MMLR is not an extension of the lender of last resort (LOLR) function. The aim of the LOLR is to prevent the financial system from systemic risk. Yet, as the subprime crisis has shown, this risk can be increased by an enlarged decline in funding and market liquidity and can also cause cross-border effects, which is why MMLR function is required too (Nakaso [2013]). The main difference between these roles lies in the implicit model behind them. According to Dooley [2014] described the LOLR function presupposes that credit markets are driven by trust in solvency of banks and non-bank intermediaries, while the function of the MMLR role assumes that credit markets are driven by trust in collateral rather than trust in banks.

Although the level of inflation has remained moderate so far, the huge amount of money brought into the economy by QE has not disappeared without a trace. The price-raising legacy of unconventional monetary policy may have lasting influence on financial markets because the return to UMP and QE continues to characterize the activities of central banks.

Yet there is much uncertainty about the effects of these policies, including these on asset prices. One of the main reasons behind the fact that the market distortions are growing is that excessive speculative incentives may exacerbate pricing differences which is often the result of speculative bubbles, in which asset prices exceed the asset’s fundamental value (determined by future payments based on rational expectations). It is also important to mention the consequences, such as further intensification of pre-existing inequalities and the risk of financial instability. The risk of bubbles forming in the various capital markets for various assets caused by these asset price rising is even more noteworthy. The recent crisis has shown that the probability of the benchmark interest rates reaching the zero lower bound (ZLB) is higher than market participants had expected. This means that understanding the direct and indirect effects of UMP, including potentially harmful
side effects, remains an important task since a well-developed and stable capital and stock markets can contribute to the effectiveness of monetary policy by making it more credible. Through this, the appropriate monetary interventions can calm market sentiment in the event of economic shock. This paper focuses on the relationship between the stock market volatility and the funding conditions, where the unconventional monetary policy and the dominance of the Eurozone can be examined closer.

Many recent studies measured the effects of unconventional monetary policy on stock markets (Belke and Beckmann, 2015; Fratzscher et al., 2016), but relatively few of them focused on the group of European non-Eurozone countries. For instance, Pirovano (2012) found that stock markets of Czech Republic, Hungary, Poland and Slovenia were more sensitive to steps taken by the ECB than to domestic monetary policies between 1995 and 2009, and she proved that stock price volatility was largely caused by the FX rate shocks and ECB’s monetary policy shocks. Extending this research, our sample under analysis covers the ECB and central banks of small open economies outside the Eurozone that used unconventional instruments during the period under review (2007Q1-2019Q4) in countries such as Czechia, Hungary, Poland, Sweden and Switzerland. In line with the previous outcomes, and the fact that the capital market side effects of central bank activities may be more noticeable in the case of the aforementioned economies, our preliminary assumption is that the UMP of the ECB can have stronger side effects on the sample of European small and open economies than their domestic UMP. A conventional random effect (RE) panel regression was fitted to describe the ordinary behaviour of the models, while 25% and 75% quantile panel regressions were fitted to examine how the models contribute to a modest reduction or increase in the stock market volatility. Our results show that the steepness of the yield curve in the Eurozone and the increased domestic lending and security accumulation of the examined central banks decrease stock market volatility in our sample.

There are several facts which motivated our choice of the topic. First and foremost, leading central banks had to turn back from the slow steps they had taken towards normalization last year. For example, the European Central Bank started a comprehensive monetary easing program and re-launched the easing process to strengthen the economy and raise inflation. This turnaround may have contributed to the fact that monetary policy has reached its limits and has not left many instruments to boost the economy or restore targeted inflation significantly. Our research topic is also justified by the fact that Europe is at the end of a business cycle, while most central banks in Europe have to further pursue monetary easing. However, due to the economic slowdown and the effects of the pandemic, a well-prepared monetary policy can be expected from central banks soon, and the necessary steps might generate further shocks in the capital markets.

The remaining part of this paper is divided into four sections. Section 2 summarizes the theoretical background of the impact of unconventional monetary policy on stock markets and on asset prices as well as contains the methods for measuring them. This section
also presents our theoretical models. Section 3 presents the dataset and the summary of quantile panel models. Section 4 shows the results of the model testing. Finally, section 5 presents conclusions of our study.

2 Theoretical Background

This section summarizes the main theoretical approaches to describe the processes behind share price fluctuations, the main spillover effects of the unconventional monetary policy on the stock markets. It is also introduces the methods of measuring the impacts of QE and UMP which we quantified in our examinations. The last subchapter is devoted to the presentation of our theoretical models.

2.1 Processes Behind Share Price Fluctuations

Starting with the fundamentals, the value and price of an asset are equal in very few cases. While the price is determined mostly by external factors, value is often defined as real or fair value of the asset, i.e. what the asset is worth. Among different valuation methods, the most common one for determining the intrinsic value of an asset is the discounted cash flow method, which is calculated based on the possible future cash flows of an asset and the growth in them. Price is often determined by fundamental elements such as market mood and behaviour (Damodaran, 2011). The prices of various assets are also largely influenced by human behavioural factors, which primarily lead to the formation of bubbles. This statement is a widely accepted theory which holds that psychological factors influence asset prices. These factors can be the effects of the media, news and the emotions and moods of investors. The bubble metaphor can be misleading since, in some cases, the bubbles burst (for instance during the 2007-8 crisis), but the speculative bubble is not always irreversible, and involves a sudden burst (Shiller, 2014).

Price bubbles are based on excess volatility as well. Volatility is further reinforced by various factors, including herding behaviour. Price bubbles or speculative bubbles amplify themselves because of favourable information. We call a rational bubble the phenomenon when the market price of an asset is higher than its fundamental value, but this difference is the result of reasonable expectations. We speak of a speculative bubble if the difference between the two values is too large and there are no rational supporting factors for the difference. The structural, cultural, and psychological reasons that influence the formation of speculative bubbles should be mentioned (Nagy, 2008). Asset-price bubbles can have significant consequences in the monetary policy and in the economy. Should these bubbles collapse, economies can become destabilized, which is why it is highly important how policymakers react to them (Robinson and Stone, 2006). It is said that tighter monetary policy can help in the disinflation of these bubbles by higher nominal interest rates. However, research shows that monetary policy can only influence
the bubbles existence and fluctuation in the short term and higher interest rates may raise the volatility of asset prices, i.e. 'leaning against the wind policy' (Galí, 2013).

Monetary policy can affect the appearance of the bubble and the conditions under which it is present. High inflation worsens the real balance of entrepreneurs and thus their net worth, resulting in a large liquidity premium to hold the bubble asset. Thus, raising the inflation target should be addressed through a sustained increase in the money supply. On the other hand, if a bubble is already present, the reduction in the inflation target can be pierced by a permanent reduction in the money supply. The policy of central banks can also affect the equilibrium state and dynamics of the asset bubble, and thus its initial size. In the beginning, expansive monetary policy can increase the size of the asset bubble by lowering interest rates or raising the money supply, which, in turn, increases the large leverage effect of monetary policy. In addition, interest rate coefficients influence the dynamics of the asset bubble in response to exogenous shocks. A higher interest rate on asset bubbles reduces bubble volatility but increases inflation volatility. Moreover, whether monetary policy should respond to asset bubbles depends on the specific interest rate rule adopted by the central bank and the type of exogenous shocks that renew the economy (Dong et al., 2020).

The presence of asset bubbles is not yet a major concern in the euro area, but a change in the ECB's monetary stance might have an impact on bond prices in the future. To mitigate this effect, the monetary direction should be built from the information stock of private agents so that it ultimately appears in the core values of the assets rather than in the form of the bubble component. A gradual reduction of the ECB’s balance sheet would also be important in reducing the risk of a new banking crisis in the euro area. The rapid decline in the ECB’s balance sheet, as a result of financial frictions, could lead to a bubble burst in the bond market, with negative and dangerous side effects for banks and product growth for the real economy (Blot et al., 2017).

According to Rybacki (2019), real estate bubbles monetary policy has contributed to the problem of increased real estate bubble risk as well as lower housing affordability. Yet, European central bankers played only a complementary role, they were not the main culprits. Continuing the asset purchase program in its current form is likely to further stimulate asset price growth in either the real estate or equity markets, or the government and corporate bond markets (Rybacki, 2019). According to Rudebusch (2005) there are two main monetary policy responses. The first one generally states that a flourishing stock market is followed by stronger demand and inflation. For offsetting these consequences, a tighter monetary policy is required. In addition, change in asset price can be caused by two elements: fundamental items, like changes in macroeconomic environment, and bubble components that may cause more volatility in these changes. Monetary policy reacts more to this component, rather than to the fundamental elements. The second response is based on the first one, but in this case, it also takes steps to reduce the bubble. They tend to have a self-reinforcing behaviour, so steps taken in the early stage
could prevent later excesses. It is also difficult to define bubbles since, ideally, asset price contains all information (Rudebusch 2005). Gruen et al. (2005) augmented the original Ball-Svensson model whether asset bubbles could, and on what level, be influenced by the policymakers. They identified two policy settings, a sceptic, and an activist. The first one states that the best forecast is based on the asset’s current price while the latter depends on the detailed stochastic properties of the bubble. Once an asset-price bubble appears, it is assumed to grow or collapse and disappear. Therefore, the monetary policy set at a given time now can determine whether the bubble grows or collapses in the future. Taking all these processes into account, the important question is: how the steps taken by central banks can affect directly or indirectly stock market valuation and vice versa, what kind of link can prevail? (Gruen et al., 2005).

2.2 Connection Between Stock Markets and Monetary Policy

Monetary policy authorities in their effort to reach price stability and maintain low inflation would mainly influence the economy’s interest rates but the stances of monetary regime can have an influence on the capital markets. For instance, the innovations of monetary policy have a strong influence on the performance of stock markets through several channels (i.e. via interest rates, credit creation, exchange rates or other monetary instrument), while stock prices largely reveal economic developments. Therefore, monetary authorities can take this into account when implementing policy decisions. Based on this, stock market performance not only responds to the steps taken by central banks and influences the economy through the trade-off between interest gains and stock returns, but also presents feedback to monetary policy decision-makers about the expectations of the private sector about the future changes in main macroeconomic indicators (Mishkin, 2001; Chatziantoniou et al., 2013; Varga, 2016; Sági, 2018).

There is a wide range of studies examining these impacts. In terms of the effects of conventional monetary policy on equities, Jensen and Johnson (1995) analysed the effects of monetary policy decisions on the stock market performance in the period between 1962 and 1991. They found that stock returns following discount rate reduces were larger and less volatile than returns following rate growth. They disputed that the predictability of stock markets was affected by monetary policy. The empirical result of Conover et al. (1999) showed a strong positive connection between expansionary monetary policy and stock market returns, while research about the opposite policy done by Rigobon and Sack (2003), and Sousa (2010) proved a negative connection between contractionary monetary policy and the performance of the stock markets. In terms of pricing characteristics, the studies of Gali and Gertler (2007) and Kurov (2010) showed that stock prices were rather forward looking than backward looking and included appropriate information concerning future expectations, proving that monetary policy developments could have had an impact on them.

It is notable again that the monetary sector activity has an impact on stock prices
also through the effects generated on market participants expectations. Laopodis (2010), who analysed the US monetary policy and stock markets via VAR methods, proved the existence of an influential link between the Fed’s monetary policy and stock market responses. He argued that the volatility of this connections highly depends on the changes in monetary policy authorities’ operating regimes - the three different regimes of the Federal Reserve on its monetary policy targets, named after the three chairmen: the Burns regime (1970’s), the Volcker era (1980’s), and the Greenspan regime (1990’s). In a more recent study, Rogers et al. (2014) suggested that the announcements of UMP of the ECB generated positive stock responses during the crisis through the improvement of financial conditions. Fratzscher et al. (2016) reported that ECB’s unconventional measures increased stock prices in the Eurozone and the interventions’ spillover effects to advanced and emerging economies had a positive effect on equity markets and market confidence. In contrast, Hosono and Isobe (2014), who examined the impact of the UMP policies of the Fed, the Bank of England, the ECB and the Bank of Japan on financial markets, suggested that these policies reduced long-term government bond yields and exchange rates in most cases and exhibited that stock markets in the Eurozone responded negatively to the shocks of the ECB’s unconventional monetary regime.

The transmission of QE and the other UMP measures differs a little from the case of conventional monetary policies in the case of stock market effects. There is a considerable, yet contradictory amount of studies dedicated to it. Wang et al. (2015), who analysed the effectiveness of the QE programs via the tail risks of stock markets in the U.S., Japan and other 74 countries, using VAR methods, revealed the announcement-day effect of these asset purchases on the U.S. and Japanese stock markets. They also proved that monetary easing deepened the tail characteristics of the U.S. and Japan stock return distributions and suggested that the risk of stock returns was influenced by QE in different ways, i.e. it lowered the right-tails of stock returns and enhanced the left-tails of stock returns both in the case of US and Japan markets. Belke and Beckmann (2015) examined the long-term linkages and short-term dynamics between stock markets and monetary policy via CVAR models. They demonstrated that the stock markets of the emerging economies were more frequently connected with monetary aggregates and capital flows than the industrial economies markets. Their results indicated a direct long-run effect from short-term interest rates on stock prices for only 3 out of 11 investigated countries. The research done by Eksi and Tas (2017) showed that at ZLB the response of stock returns to monetary policy decisions was almost seven times larger than at conventional federal funds rates. They also argued that investors rebalanced their portfolios towards equity after selling longer-term assets to the Fed during the LSAP’s (large scale asset purchases), which supported the demand for stocks and boosted stock prices. Chen et al. (2016), using GVECM models, proved that the Fed QE programs had significant and widespread impact on global stock prices where the confidence channel of the transmission mechanism was an important element. Their results also indicated that these instruments
had a stronger influence on emerging economies than on the US economy.

In terms of the European equity markets, Kholodilin et al. (2009), using heteroscedasticity-based approach, found that the ECB’s early UMP had a heterogeneous impact on the sectoral stock market indexes in the case of the Eurozone. Similarly, Bohl et al. (2008), who estimated the effects of the ECB policies on European financial markets, revealed a negative and statistically significant linkages between them. There are several recent studies which further examine the effects of the ECB’s monetary policy within the Eurozone. Fausch and Sigonius (2018) examined the effect of the UMP on German excess stock returns by applying event study analysis and VAR models. Their findings showed that the overall variation in German stock returns primarily indicated revisions in expectations about dividends and that the stock market responses to the shocks of UMP was dependent on the followed interest rate regime. Haitsma et al. (2016) investigated the responses in stock markets to the ECB’s monetary measures between 1999 and 2015. They validated the side effects of both conventional and unconventional monetary policies on the European stock market, focusing the more intense effects of UMP. Their findings showed that the influence of monetary policy developments on the portfolios constructed because of momentum was not permanent across time but dissimilar across crisis and non-crisis period. Kenourgios et al. (2019) discovered momentous differences about the correlation between bonds or stock market indices and currency forwards, across the period of the QE programs (SMP, OMT, CBPP3 and PSPP). Similarly to prior studies (Falagiarda et al., 2015; Albertazzi et al., 2018), their outcomes showed that these easing instruments affected the correlations between financials assets through the portfolio rebalancing-channel. They also suggested that the correlations between stock index and currency forward had been shaped into a higher extent in the case of emerging markets.

On the other hand, investigation about the European UMP and QE stock market effects in the case of small open economies outside the Eurozone is a less studied area. Pirovano (2012), who examined the impacts of domestic and Euro Area monetary policy on stock prices in the sample of Czechia, Hungary, Poland, and Slovenia using structural VAR models, found that stock prices in the sample countries were more sensitive to the Eurozone interest rate developments than to the domestic interest rate settings. Moreover, she proved that the stock price volatility in these economies was largely caused by the exchange rate shocks and ECB’s monetary policy shocks. As it is known, small open economies are referred to be price takers instead of price makers as they cannot influence market prices. Price makers are those countries who have market power and can influence the rules and norms of global governance. However, these economies are not helpless, they can create advantage of not being continuously viewed by rivals (Heng and Aljunied, 2015). Financial markets are less mature in these small open economies compared to well-developed ones such as US or Japan. These smaller stock markets can be subject to manipulation which is not observed in developed financial markets (Gjerde and Sættem, 1999). Moreover, the capital market side effects of central bank activities may be more
noticeable in their case. In the light of these observations, we have decided to analyse these types of economies.

2.3 Ratios for Measuring the Effects UMP and QE

Why and how to measure the effect of unconventional policies? With the emergence of unconventional measures, it has become important to monitor the spillover effects of central banks’ monetary policy, which may then appear in any area of the monetary transmission mechanism as described in the previous section. These effects could provide additional impulses in the event of shocks to the economy. In this case, liquid and well-developed capital markets can be one of the key elements to support the efficiency of the easing steps of monetary policy. QE programs have had an impact on these markets, and changes in the role of the central bank are also worth mentioning.

To measure the effects of unconventional monetary policy it is necessary to pay attention to the effects of the new measures on the central bank’s balance sheet. Among modern central banks, adjusting the level of the key interest rate is the main instrument for conducting monetary policy. Tightening the money supply via raising the benchmark interest rate is called restrictive monetary policy, which holds back economic growth temporarily while controlling the level of inflation. In contrast, expansionary monetary policy contains the measures which increase the money supply by reducing the key interest rate. After the crisis of 2008, monetary easing gained ground over the world with lowering interest rates to very low levels. The zero lower bound (ZLB) policy was applied to alleviate the liquidity crisis and from this point there was no further opportunity for easing monetary policy via conventional instruments. Thereafter central banks introduced unconventional monetary policy (UMP) which included forward guidance to bring the expectations of market participants closer to the central bank’s expectations and goals while the other instruments changed the structure and size of the central bank balance sheet (Joyce et al., 2012; Bernanke and Reinhart, 2004). During normal times, the size of the central bank’s balance sheet (CBBS) in time $t$ can be written as the sum of the stock of foreign exchange reserve ($FX$), domestic lending ($L$), domestic securities ($S$) and other assets ($\kappa$) - after Ito (2014) (1), without abrupt changes:

$$CBBS = FX + S + L + \kappa, \text{where} \quad \frac{CBBS_t}{CBBS_{t-1}} \simeq \frac{FX_t}{FX_{t-1}} \simeq \frac{S_t}{S_{t-1}} \simeq \frac{L_t}{L_{t-1}} \simeq 0 \quad (1)$$

Unconventional instruments, which reshaped the structure of the central bank’s balance sheet, were targeted to reconstructing the asset side which did not always require a correction in the size of the balance sheet - titled as qualitative easing policies (Borio and Disyatat, 2010).

$$\frac{CBBS_t}{CBBS_{t-1}} \simeq 0, \text{while} \quad \frac{FX_t}{FX_{t-1}} \not\simeq \frac{S_t}{S_{t-1}} \not\simeq \frac{L_t}{L_{t-1}} \not\simeq 0 \quad (2)$$
In contrast, the instruments of quantitative easing (QE) which contain the large-scale asset purchase (LSAP) programs by central banks, liquidity providing lending programs and different credit market interventions caused a transformation in the structure of the central bank balance sheet - as clarified in our study as the structural transformations among the main asset elements which had larger side effects unlike other monetary instruments, and whose main objective was to reduce long-term yields (Farmer, 2013; Wang et al., 2015).

$$\frac{L_t + S_t}{FX_t} > \frac{L_{t-1} + S_{t-1}}{FX_{t-1}}$$

(3)

So, in most cases, these programs have expanded the previously FX reserve-oriented balance sheet through the purchase of securities, along with changes in the structure of the balance sheet. Similarly, since 2008, the ECB and small open economies central banks have applied a wide range of these unconventional measures as we collected and showed in Table 1. To sum up, by using these instruments central banks aimed to form their monetary policies more accommodative at zero lower bound (ZLB) and to observe and fix the malfunctions of the monetary transmission mechanism (Eser and Schwaab, 2016). However, after their introduction, the balance sheet structure formations, mentioned earlier in the chapter, prevailed in each case and made it worthwhile to deal with them - especially its potential effects on the stock market.

Table 1: Unconventional Monetary Instruments (2007-2019)

| instrument | MNB | NBP | CNB | SNB | SR | ECB |
|------------|-----|-----|-----|-----|----|-----|
| asset purchase programs | • | • | • | • | • | • |
| forward guidance | • | • | • | • | • | • |
| negative interests | • | • | • | • | • | • |
| quantity limits on refinancing | • | • | • | • | • | • |
| FX swap | • | • | • | • | • | • |
| interest swap | • | • | • | • | • | • |
| targeted lending | • | • | • | • | • | • |
| FX ceiling | • | • | • | • | • | • |
| asymmetric interest channel | • | • | • | • | • | • |
| FX flooring or pegging | × | × | √ | √ | × | × |

Source: Authorial edition

In the light of all arguments presented in this subchapter, in our analyses, we used the ratio of the structural changes among the main asset components \(\frac{S_{i,t} + L_{i,t}}{FX_{i,t}}\) and the growth of the central bank balance sheet \(\frac{CBBS_{i,t}}{CBBS_{i,t-1}}\) to capture the effects of unconventional monetary policy and QE.

### 2.4 Theoretical Model

We started building our theoretical models from valuation mechanisms. Stock valuation risk on the \(i\)th market is represented in our model by the quarterly \((t)\) average of weekly
conditional volatilities (σ_{i,t}). Since there is a causal relationship between the standardized market turnover (vol_{i,t}) and the asset returns according to the concept of market liquidity [Meggyes and Váradi, 2015], our baseline model 1 (4) analyses this relationship. Funding conditions are affecting market participants’ potential for leverage, and they can be partially assumed to be exogenous for open and relatively small (and especially for emerging) economies due to the deterministic power of the key central banks [Haincourt, 2018; Frankel, 2011]. The direction of capital flow can be guided traditionally by the yield premium between the i-th country and the AAA-rated benchmark German long-term nominal yields (10Y_{i,t} − 10Y_{DE,t}), while it reflects the disparity and credit risk. At the same time, the slope factor for the Eurozone (10Y_{EZ,t} − 1Y_{EZ,t}) represents the exogenous term-premium, determined by the European Central Bank [Rubaszek, 2016; Czelleng, 2019]. Our model focuses only on the steepness of the yield curve in the Eurozone, assuming that it can have widespread spillover effect on the rest of the sample of (relatively) small and (certainly) open economies. Funding conditions with the latent impacts of fiscal and monetary policy were captured in the Model 2 (5), but the unconventional monetary policy was expanded under Model 3 (6) - considering that slopeness can be the result of the market maker of last resort behaviour, which can be captured in the structure (S_{i,t} + L_{i,t}) and the expansion (CBBS_{i,t}/CBBS_{i,t-1}) of the central bank balance sheet. Exogenous shocks, like the Eurozone crisis of the 2010s, was represented by the dummy variable of the European Stability Mechanism (and its ancestors) (d_{ESM}), a dummy variable which represents recession in the Eurozone. Non-floating exchange rate regimes were represented according to the annual IMF AREAER reports.

Model 1 (baseline) (4):

$$\Delta \sigma_{i,t} = \omega + \beta_1 \Delta \sigma_{i,t-1} + \beta_2 \Delta \text{vol}_{i,t} + \beta_7 \text{d}_{ESM} + \beta_8 \text{d}_{FX} + \beta_9 \text{d}_{Rec} + \varepsilon_t$$

Model 2 (funding) (5):

$$\Delta \sigma_{i,t} = \omega + \beta_1 \Delta \sigma_{i,t-1} + \beta_2 \Delta \text{vol}_{i,t} + \beta_3 \Delta (10Y_{i,t} - 10Y_{DE,t}) + \beta_4 \Delta (10Y_{EZ,t} - 1Y_{EZ,t}) + \beta_7 \text{d}_{ESM} + \beta_8 \text{d}_{FX} + \beta_9 \text{d}_{Rec} + \varepsilon_t$$

Model 3 (funding and UMP) (6):

$$\Delta \sigma_{i,t} = \omega + \beta_1 \Delta \sigma_{i,t-1} + \beta_2 \Delta \text{vol}_{i,t} + \beta_3 \Delta (10Y_{i,t} - 10Y_{DE,t}) + \beta_5 \Delta \left( \frac{S_{i,t} + L_{i,t}}{FX_{i,t}} \right) + \beta_6 \Delta \left( \frac{CBBS_{i,t}}{CBBS_{i,t-1}} \right) + \beta_7 \text{d}_{ESM} + \beta_8 \text{d}_{FX} + \beta_9 \text{d}_{Rec} + \varepsilon_t$$

1 Estimated with a GJR-GARCH(1,1,1) model, which will be introduced in the methodological section.
2 The CEPR-EABCN Euro Area Business Cycle Dating Committee.
3 The Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER).
Basing on the literature, we can anticipate the following coefficients. First, an increasing market turnover can indicate higher level of stress ($\beta_2 > 0$), similarly to increasing yield premia ($\beta_3 > 0$) or steeper yield curve in the Eurozone ($\beta_4 > 0$). Second, a more active central bank in lending or on the open market can be a sign that the current environment requires them to act as lender or market maker of last resort ($\beta_5 > 0$). Since the central bank balance sheet can expand due to the recent accumulation of foreign exchange reserves, it can even calm the markets ($\beta_6 \approx 0$). Therefore, the impact of unconventional monetary policy can have contradictory effects in the Eurozone-neighbouring open and small economies’ stock markets. On the one hand, they are affected by exogenous funding conditions and the monetary policy of the ECB and on the other, domestic monetary policy has an impact through various transmission channels.

3 Data and Methods

This section presents the sources and the developments in the analysed dataset. It also summarises the methodological backgrounds of the applied quantile panel regression. The aim of this paper is to investigate the background of volatility changes in stock markets, which can be estimated via GJR-GARCH(1,1,1) model.

3.1 Data

Data was collected mainly from central bank databases, Eurostat and stooq.com, covering the period from 2007 Q1 to 2019 Q4. All data was denominated in national currencies (see Table 2).

| Variable (2007Q1-2019Q4)                                      | Source                           |
|---------------------------------------------------------------|----------------------------------|
| Stock market index                                            | stooq.com                        |
| Interest rate: 10-year sovereign yield (10Y) + premia         | stooq.com, ECB                   |
| Interest rate: 1-year sovereign yield                         | ECB                              |
| Market turnover                                               | stooq.com                        |
| CBBS: Balance Sheet size                                      | central banks (Balance sheet data)|
| LSFX = (L+S)/FX reserve ratio                                 | central banks (Balance sheet data)|
| FX regime dummy                                               | IMF                              |
| ESM dummy                                                     | ESM                              |
| Recession dummy                                               | CEPR-EABCN                       |

Source: Authorial edition

First differences were used for all variables and they were tested against unit root by the Im, Pesaran and Shin (2003) test (see Appendix A). The quarterly changes of the stock market volatilities were divided into 25-50-75% quantiles (see Figure 1) to represent quantile volatilities.
the differences among the subsets of the near-to-expected and the mostly extreme values. This categorisation showed that the German DAX and the Swedish OMXS presented the highest magnitude, while the Hungarian BUX and the Polish WIG20 remained more moderate. These results suggest that there were distinguishable periods of rapidly up- or down swinging volatilities - highlighting the application of quantile regressions.

Figure 1: Quarterly Change of Stock Market Volatility in the 25%, 50% and 75% Quantiles

3.2 Methods

Volatility is time variant as market sentiment changes constantly, so the usage of unconditional (time-invariant) standard deviation would be misleading. Persistence is another important property, since heteroscedasticity represents the presence of high and low volatile periods, which means that if the market was unsure to price in an asset (volatility was high) it would be uncertain tomorrow as well. Such persistence can be captured by different GARCH models, since they can be fitted to estimate conditional (time-variant) standard deviations, following Cappeiello et al. (2006).

GJR GARCH\((p,o,q)\) models can be useful to capture volatility developments, their clustering in time (heteroscedasticity) and their asymmetric occurrence (volatility increases if the return is positive or negative). Asymmetric GARCH models can be introduced via

\[
\begin{align*}
S_{t-i}^- &= 1, \text{ if } \varepsilon_{t-i} < 0 \\
S_{t-i}^- &= 0, \text{ if } \varepsilon_{t-i} \geq 0
\end{align*}
\]

as a sign asymmetric reaction to decreasing returns.

GJR GARCH \((p,o,q)\) can be written [7]:

\[
\sigma_t = \omega + \sum_{i=1}^{p} \alpha_i |\varepsilon_{t-i}| + \sum_{i=1}^{o} \gamma_i S_{t-i}^- |\varepsilon_{t-i}| + \sum_{j=1}^{q} \beta_i \sigma_{t-j}
\]  

(7)
where $\sigma_t^2$ represents present variance, $\omega$ is a constant term, $p$ denotes the lag number of squared past $\varepsilon_{t-i}^2$ innovations with $\alpha_i$ parameters, while $q$ denotes the lag number of past $\sigma_{t-j}^2$ variances with $\beta_i$ parameters to represent volatility persistence.

Quantile models are based on quantiles of the conditional distribution of the response variable are expressed as functions of observed covariates. While classical linear regression assumes that grouped data means fall on some linear surface, and the parameters can be estimated on this basis. Least squares regression offers a model: 
$$\min_{\mu \in \mathbb{R}} \sum_{i=1}^{n} (y_i - \mu)^2$$
for random $y$ and $\mu$ unconditional population mean. The quantile regression follows a similar approach to conditional quantile functions: the scalar $\mu$ is replaced by a parametric function and $\xi(x_i, \beta)$ estimates of the conditional expectation function with a $\rho(\cdot)$ absolute value function that yields the $\tau$th sample quantile as its solution: 
$$\min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{n} \rho(\tau; y_i - \xi(x_i, \beta))$$
(Koenker and Hallock, 2001).

For panel data, according to Lamarche (2010), it is necessary to consider the classical Gaussian random effects model first (8):
$$y = X\beta + Z\alpha + u$$

where $Z$ is an "incidence matrix" of dummy variables, and $\alpha$ and $u$ are independent random vectors. The parameter of primary interest $\beta$ can be estimated by two alternative (fixed and random effect) models. Because the error term $u$ is assumed to be mean zero and orthogonal to the independent variables, the conditional mean function of the unobserved effects model is: 
$$\mathbb{E}(y_{i,t} | x_{i,t}, \alpha_i) = x_{i,t}'\beta + \alpha_i,$$
where $y_{i,t}$ is the response, $x_{i,t}$ is the vector of covariates, and $\alpha_i$ is an individual fixed effect. For quantile panel regression, it is necessary to use an analogous conditional quantile model: 
$$QY_{i,t}(\tau_j | x_{i,t}, \alpha_i) = x_{i,t}'\beta(\tau_j) + \alpha_i$$
for all quantiles $\tau_j$ in the interval $(0, 1)$. The individual effect is assumed not to represent distributional shift, since it is unrealistic in the case of the small number of individual observations. Therefore, the individual specific effect $\alpha_i$ is the pure location shift effect on the conditional quantiles of the response. It is necessary to test the slope equality across quantiles to show that linear models can lead to inadequate conclusions for the specific quantiles, since there is a link between the explanatory and dependent variables. Therefore, coefficients of the estimated quantiles are valid for cases of $p<0.1$. There is also a test for symmetry between quantiles to check the heterogeneous impact of the explanatory variables, suggesting major discrepancies when comparing the upper and lower tails of the distribution (Skrinjaric, 2018).

To simplify the interpretation of our results, we have decided to compare only the 25% and 75% quantiles with the linear panel model. This paper employed random effect (RE) panel regression to backtest the results of the quantile regressions, where the Hausman-test $p>0.05$ values suggested the usage in all cases.

---

5 We used Eviews 11 econometric software, with the following calibration for the quantile panel regression model: Huber Sandwich Standard Errors & Covariance, Sparsity method: Kernel (Epanechnikov) using residuals, Bandwidth method: Hall-Sheather, bw=0.10052.
4 Results

The 25% quantile represents the cases when volatility has a dramatic decrease (market is calming down), while the 75% quantile represents an increasing volatility (market is stressed). All model proved to be functional. Panel RE models had no autocorrelation at the residuals and Hausman-test had appropriate results, but all of them suffered from cross-dependency. Quantile panel regressions had significant quantile slope (so the model has an added value, compared to the RE estimation), but the data remained symmetric.

First, let’s see the variables which were not directly affected by the central bank balance sheet. Stock market index volatility increased when market turnover increased regardless of the fact that we analysed the near-extreme quantiles or the entire sample for all the models - presenting a robust result (see Tables 3 and 4).

Table 3: Results of the Quantile Regression (25%) and the General Panel RE Model

| Method                      | Quantile Regression (tau = 0.25) | Panel EGLS (Cross-section random effects) |
|-----------------------------|----------------------------------|------------------------------------------|
| Variable                    | Coefficient                      | Prob.                                    | Coefficient | Prob. |
| constant                    | -0.0034                          | 0.0000                                   | 0.0013      | 0.1581 |
| $\Delta \sigma_{i,t-1}$    | -0.1966                          | 0.0020                                   | -0.2016     | 0.0005 |
| $\Delta vol_{i,t}$         | 0.0035                           | 0.0042                                   | 0.0067      | 0.0000 |
| $\Delta vol_{i,t-1}$       | 0.0016                           | 0.1290                                   | 0.0039      | 0.0004 |
| $\Delta (10Y_{i,t} - 10Y_{DE,t})$ |                                   |                                          |             |       |
| $\Delta (10Y_{EZ,t} - 1Y_{EZ,t})$ |                                   |                                          |             |       |
| $\Delta (S_{i,t} + L_{i,t} + FX_{i,t})$ |                                   |                                          |             |       |
| $\Delta CBBS_{i,t} = 1$    |                                   |                                          |             |       |
| $d_{ESM}$                  | 0.0015                           | 0.1304                                   | -0.0014     | 0.3179 |
| $d_{FX}$                   | -0.0001                          | 0.9719                                   | -0.0004     | 0.8716 |
| $d_{Rec}$                  | -0.0086                          | 0.0055                                   | -0.0017     | 0.2957 |
| Adjusted R-squared         | 0.1424                           |                                          | 0.1585      |         |
| Quantile Slope Equality (Wald) Test | 18.5669                       | 0.0995                                   |             |       |
| Symmetric Quantiles (Wald) Test | 7.6642                         | 0.3631                                   |             |       |
| Durbin-Watson stat         | 2.0929                           |                                          |             |       |
| Hausman Test               | 0.1256                           | 1.0000                                   |             |       |
| Pesaran CD                 | 20.0285                          | 0.0000                                   |             |       |

Note: Significant (p<0.1) values are indicated in italics. Source: Authors' calculation

For Model 2 (funding conditions), the general RE model suggested that a steeper yield curve and increasing yield premium increases volatility which is parallel with the intuition. However, a steeper yield curve in the Eurozone caused a significant decrease in the volatility under the 25% quantile case which is surprising. This calming influence might be interpreted as the restoration of term-premium in the Eurozone which was the benchmark of the recovering market expectations about inflation - what was considered as a good sign during the 2010s close-to-deflation period. Meanwhile, steepness had no significant impact on the market volatility under its dramatic increase (75% quantile) which means
Table 4: Results of the Quantile Regression (75%) and the General Panel RE Model

| Variable                                      | Coefficient | Prob. | Coefficient | Prob. |
|-----------------------------------------------|-------------|-------|-------------|-------|
| constant                                      | 0.0040      | 0.0001| 0.0013      | 0.1581|
| $\Delta\sigma_{i,t-1}$                       | -0.3451     | 0.1194| -0.2016     | 0.0005|
| $\Delta\text{vol}_{i,t}$                     | 0.0045      | 0.0023| 0.0067      | 0.0000|
| $\Delta\text{vol}_{i,t-1}$                   | 0.0027      | 0.0186| 0.0039      | 0.0004|
| $\Delta(10Y_{i,t} - 10Y_{DE,t})$             |             |       |             |       |
| $\Delta(10Y_{EZ,t} - 1Y_{EZ,t})$             |             |       |             |       |
| $\Delta (\frac{L_{s,t} + L_{p,t}}{L_{F,t}})$ |             |       |             |       |
| $\Delta (\frac{CBBS_{i,t}}{CBBS_{i,t-1}})$  |             |       |             |       |
| $d_{ESM}$                                     | -0.0017     | 0.1628| -0.0014     | 0.3179|
| $d_{FX}$                                      | 0.0004      | 0.7597| -0.0004     | 0.8716|
| $d_{Rec}$                                     | -0.0004     | 0.8526| -0.0017     | 0.2957|
| Adjusted R-squared                            | 0.0387      |       | 0.1585      |       |
| Quantile Slope Equality (Wald) Test           | 18.5669     | 0.0995|             |       |
| Symmetric Quantiles (Wald) Test               | 7.6642      | 0.3631|             |       |
| Durbin-Watson stat                             | 2.0929      |       |             |       |
| Hausman Test                                  | 0.1256      | 1.0000|             |       |
| Pesaran CD                                    | 20.0285     | 0.0000|             |       |

Note: Significant (p<0.1) values are indicated in italics. Source: Authors’ calculation

that valuation was hardly affected by external term premium (see Tables 5 and 6).

Meanwhile, country-specific yield premiums contributed to the volatility increase not just for the quantiles but for the general set of data for Model 2 and 3. These impressive results indicate the still-existing importance of the interest rate parity. Second, focusing on the central bank balance sheet can help us to identify the possible effects of unconventional monetary instruments. The market maker of last resort function of the central bank is supposed to reinforce domestic funding conditions through the accumulation of domestic public and private bonds, while the lender of last resort function can be captured through increased lending activity (see Tables 7 and 8).

However, the degree of freedom of the sample central banks is not clear, since the majority of the literature focused on the key central banks (which is the ECB for our sample). Naturally, if we focus only on the general RE model (where the adjusted R-square was elevated), the increasing size of the central balance sheet (as a sign of some sort of accumulation of lending, domestic securities or foreign exchange reserves) contributes to an increase in stock market index volatility. However, in the 25% quantile, when volatility was decreasing dramatically (market certainty about valuation recovered), an increased lender- or market maker of last resort activity was able to calm the nerves. On the other hand, this increased (unconventional) activity proved to be insignificant both under near-extreme (75% quantile) volatility increase and the general set of data, making this result less robust.
### Table 5: Results of the Quantile Regression (25%) and the General Panel RE Model

| Variable | Quantile Regression (tau = 0.25) | Panel EGLS (Cross-section random effects) |
|----------|----------------------------------|--------------------------------------------|
|          | Coefficient | Prob. | Coefficient | Prob. |
| constant | -0.0042 | 0.0000 | 0.0007 | 0.4749 |
| Δσ_{i,t-1} | -0.1658 | 0.0010 | -0.2316 | 0.0001 |
| Δvol_{i,t} | 0.0033 | 0.0002 | 0.0050 | 0.0000 |
| Δvol_{i,t-1} | 0.0034 | 0.0383 | 0.0078 | 0.0002 |
| Δ (10Y_{i,t} - 10Y_{DE,t}) | -0.0051 | 0.0001 | 0.0029 | 0.1622 |
| Δ (S_{i,t} + L_{i,t} - FX_{i,t}) | 0.0017 | 0.0664 | -0.0001 | 0.9474 |
| Δ (CBBS_{i,t}) | 0.0001 | 0.9321 | -0.0003 | 0.8899 |
| d_{ESM} | -0.0066 | 0.0046 | -0.0029 | 0.0849 |
| d_{FX} | 0.0017 | 0.0664 | -0.0001 | 0.9474 |
| d_{Rec} | 0.0000 | 0.9945 | -0.0001 | 0.9474 |
| Adjusted R-squared | 0.1650 | 0.1722 | 0.1650 | 0.1722 |
| Quantile Slope Equality (Wald) Test | 28.4463 | 0.0124 | 28.4463 | 0.0124 |
| Symmetric Quantiles (Wald) Test | 10.3062 | 0.2442 | 10.3062 | 0.2442 |
| Durbin-Watson stat | 2.1915 | 2.1915 | 2.1915 | 2.1915 |
| Hausman Test | 0.0943 | 1.0000 | 0.0943 | 1.0000 |
| Pesaran CD | 21.0548 | 0.0000 | 21.0548 | 0.0000 |

Note: Significant (p<0.1) values are indicated in italics. Source: Authors’ calculation

### Table 6: Results of the Quantile Regression (75%) and the General Panel RE Model

| Variable | Quantile Regression (tau = 0.75) | Panel EGLS (Cross-section random effects) |
|----------|----------------------------------|--------------------------------------------|
|          | Coefficient | Prob. | Coefficient | Prob. |
| constant | 0.0039 | 0.0001 | 0.0007 | 0.4749 |
| Δσ_{i,t-1} | -0.3764 | 0.0092 | -0.2316 | 0.0001 |
| Δvol_{i,t} | 0.0038 | 0.0055 | 0.0050 | 0.0000 |
| Δvol_{i,t-1} | 0.0081 | 0.0000 | 0.0078 | 0.0002 |
| Δ (10Y_{i,t} - 10Y_{DE,t}) | 0.0024 | 0.3622 | 0.0029 | 0.1622 |
| Δ (S_{i,t} + L_{i,t} - FX_{i,t}) | 0.0000 | 0.9945 | -0.0001 | 0.9474 |
| Δ (CBBS_{i,t}) | -0.0008 | 0.6133 | -0.0003 | 0.8899 |
| d_{ESM} | -0.0006 | 0.6920 | -0.0029 | 0.0849 |
| d_{FX} | 0.0634 | 0.1722 | 0.0634 | 0.1722 |
| d_{Rec} | 28.4463 | 0.0124 | 28.4463 | 0.0124 |
| Adjusted R-squared | 10.3062 | 0.2442 | 10.3062 | 0.2442 |
| Quantile Slope Equality (Wald) Test | 2.1915 | 2.1915 | 2.1915 | 2.1915 |
| Symmetric Quantiles (Wald) Test | 0.0943 | 1.0000 | 0.0943 | 1.0000 |
| Pesaran CD | 21.0548 | 0.0000 | 21.0548 | 0.0000 |

Note: Significant (p<0.1) values are indicated in italics. Source: Authors’ calculation
Table 7: Results of the Quantile Regression (25%) and the General Panel RE Model

| Variable | Coefficient (tau = 0.25) | Coefficient (Cross-section random effects) |
|----------|--------------------------|---------------------------------------------|
| constant | -0.0037                  | 0.0002                                      |
| $\Delta \sigma_{i,t-1}$ | -0.1650                  | 0.1034                                      |
| $\Delta \text{vol}_{i,t}$ | 0.0021                   | 0.0787                                      |
| $\Delta \text{vol}_{i,t-1}$ | 0.0002                   | 0.0049                                      |
| $\Delta (10Y_{i,t} - 10Y_{DE,t})$ | 0.0016                   | 0.6242                                      |
| $\Delta (10Y_{EZ,i} - 1Y_{EZ,i})$ | -0.0034                  | 0.0131                                      |
| $\Delta \left( \frac{S_{i,t} + L_{i,t}}{FX_{i,t}} \right)$ | 0.0023                   | 0.4502                                      |
| $\Delta \left( \frac{CBBS_{i,t}}{CBBS_{i,t-1}} \right)$ | -0.0085                  | 0.0053                                      |
| $d_{ESM}$ | 0.0014                   | 0.1719                                      |
| $d_{FX}$ | 0.0002                   | 0.8937                                      |
| $d_{Rec}$ | -0.0085                  | 0.0000                                      |
| Adjusted R-squared | 0.1395                  | 0.2136                                      |
| Quantile Slope Equality (Wald) Test | 28.6551                  | 0.0116                                      |
| Symmetric Quantiles (Wald) Test | 12.9462                  | 0.1137                                      |

Note: Significant (p < 0.1) values are indicated in italics. Source: Authors’ calculation

Table 8: Results of the Quantile Regression (75%) and the General Panel RE Model

| Variable | Coefficient (tau = 0.75) | Coefficient (Cross-section random effects) |
|----------|--------------------------|---------------------------------------------|
| constant | 0.0035                   | 0.0004                                      |
| $\Delta \sigma_{i,t-1}$ | -0.3310                  | 0.0336                                      |
| $\Delta \text{vol}_{i,t}$ | 0.0043                   | 0.0009                                      |
| $\Delta \text{vol}_{i,t-1}$ | 0.0023                   | 0.4502                                      |
| $\Delta (10Y_{i,t} - 10Y_{DE,t})$ | 0.0082                   | 0.0000                                      |
| $\Delta (10Y_{EZ,i} - 1Y_{EZ,i})$ | -0.0008                  | 0.7746                                      |
| $\Delta \left( \frac{S_{i,t} + L_{i,t}}{FX_{i,t}} \right)$ | -0.0055                  | 0.1977                                      |
| $\Delta \left( \frac{CBBS_{i,t}}{CBBS_{i,t-1}} \right)$ | -0.0002                  | 0.8480                                      |
| $d_{ESM}$ | -0.0002                  | 0.8882                                      |
| $d_{FX}$ | -0.0002                  | -0.0017                                     |
| $d_{Rec}$ | 0.0001                   | 0.9457                                      |
| Adjusted R-squared | 0.0691                  | 0.2136                                      |
| Quantile Slope Equality (Wald) Test | 28.6551                  | 0.0116                                      |
| Symmetric Quantiles (Wald) Test | 12.9462                  | 0.1137                                      |

Note: Significant (p < 0.1) values are indicated in italics. Source: Authors’ calculation
5 Conclusion

Regardless of the fact that stock markets are generally not targeted by the monetary policy, they have an important benchmark function in the representation of the asset prices and future cash-flow expectations. Since stock market volatility indicates investors’ certainty about the listed companies’ future cash-flows, the discount rate is influenced by the monetary policy. Unconventional monetary policy became the "new normal" in the 2010s, and European small and open economies adapted its instruments. However, the efficiency and the nature of the impact has still not been settled in the literature.

Contributing to the solution of this puzzle in the literature, we modelled the changes of the conditional volatility, through the analysis of the domestic and external funding conditions. This paper identified two variables, which supported major decreases in stock market volatility next to the trading volume: the yield premium (as a partially external factor) and the increased domestic lending and security accumulation of the central bank (as a factor of domestic economic policy). Therefore, we can support the claim that unconventional monetary policy can have beneficial calming influence not only on the key central banks, but also on open and relatively small economies.
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A Appendix: Unit Root Test, Im, Pesaran and Shin W-stat

|                         | Statistic | Prob.** |
|-------------------------|-----------|---------|
| D_STD_SM                | -15.9108  | 0.0000  |
| Z_SM_VOLUME             | -14.3343  | 0.0000  |
| D_10Y_PREM              | -12.3295  | 0.0000  |
| D_EZ_10Y_1Y             | -7.67910  | 0.0000  |
| D_LSFX                  | -9.32988  | 0.0000  |
| D_CBBS_BASE             | -8.05937  | 0.0000  |

Source: Authors' calculation, Eviews