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Abstract

Positive definite kernels and their associated Reproducing Kernel Hilbert Spaces provide a mathematically compelling and practically competitive framework for learning from data.

In this paper we take the approximation theory point of view to explore various aspects of smooth kernels related to their inferential properties. We analyze eigenvalue decay of kernels operators and matrices, properties of eigenfunctions/eigenvectors and “Fourier” coefficients of functions in the kernel space restricted to a discrete set of data points. We also investigate the fitting capacity of kernels, giving explicit bounds on the fat shattering dimension of the balls in Reproducing Kernel Hilbert spaces. Interestingly, the same properties that make kernels very effective approximators for functions in their “native” kernel space, also limit their capacity to represent arbitrary functions. We discuss various implications, including those for gradient descent type methods.

It is important to note that most of our bounds are measure independent. Moreover, at least in moderate dimension, the bounds for eigenvalues are much tighter than the bounds which can be obtained from the usual matrix concentration results. For example, we see that eigenvalues of kernel matrices show nearly exponential decay with constants depending only on the kernel and the domain. We call this “approximation beats concentration” phenomenon as even when the data are sampled from a probability distribution, some of their aspects are better understood in terms of approximation theory.

1 Introduction

Modern supervised machine learning is largely based on Empirical Risk Minimization (ERM), a form of functional approximation. Kernel machines perform variants of ERM over Reproducing Kernel Hilbert Spaces (RKHS). RKHS, also known as native spaces in the approximation literature, are generalizations of Sobolev spaces and have many attractive mathematical and computational properties. In particular, these spaces correspond to positive definite kernels, such as Gaussian, inverse multiquadrics, or Laplace kernels. Inference in these function spaces is analytically tractable, practically competitive and often leads to convex optimization problems, which can be viewed as linear methods in infinite dimensional Hilbert spaces.

*This work appeared in Computational Learning Theory (COLT) 2018.
In this paper we take a look at the properties of kernels from the approximation point of view. While there is an extensive and diverse literature on kernel methods and their use in machine learning (including the books \[12, 13, 15\]), we are aware of few works that use powerful results now available in the approximation theory literature, with the notable exception of \[3\]. There are a number of learning theory results based on certain assumptions about kernel eigenvalue decay. However, there are few analyses showing that specific practically used kernels, e.g., Gaussian kernels, satisfy these assumptions. Moreover, the exact nature of the dependence on the underlying measure has not, to the best of our knowledge, been addressed in the literature. We feel that the approximation point of view provides a rather different perspective on the properties of kernel methods, their strengths and limitations. In particular, we show the following:

1. Eigenvalues of smooth radial kernel operators/matrices decay at a nearly exponential rate\(^1\) with constants depending only on the kernel and the dimension of the space and independent of the underlying data sample/measure. This also implies that kernel matrices/operators corresponding to smooth kernels are uniformly effectively low rank.

2. A function in the reproducing kernel space of a smooth kernel \(K\) written in the basis of eigenfunctions of \(K\), must have nearly exponential coefficient decay in \(L^2_\mu\) for any measure \(\mu\). In particular, \(\mu\) can be the empirical measure corresponding to a given dataset.

3. Eigenfunctions of a kernel matrix/operator can be nearly exponentially approximated by a linear combination of kernel functions. The span of eigenfunctions corresponding to the top eigenvalues is in a sense invariant to change of measure. Significantly, this is not true for individual eigenvectors, which are strongly influenced by the geometry of the underlying measure.

4. The fat shattering \((V_\gamma)\) dimension of balls of radius \(R\) in the RKHS of smooth kernels is poly-logarithmic in \(\frac{R}{\gamma}\). This limits the fitting power of any procedure whose output belongs to a ball of a polynomial size in the RKHS. In particular, this analysis applies to various regularization methods and to gradient descent-like algorithms with bounded step sizes.

5. While reducing the width of a kernel (such as a Gaussian) expands the function space, the RKHS corresponding to a wider kernel is contained in the RKHS of the narrow kernel. Thus combining radial kernels of different bandwidths is unlikely to yield results significantly different from simply using a single kernel with smaller width.

Our results use powerful approximation theory available for radial kernels. At least in moderate dimension they are significantly stronger than learning theory results not relying on these techniques. In particular, sample-independent nearly exponential decay for the eigenvalues of kernel matrices seems counter-intuitive in view of the matrix concentration results with rates of \(O(\frac{1}{\sqrt{n}})\) (see the discussion in Section 3).

The paper is organized as follows: in Section 2 we collect some important background definitions and results on kernels, RKHS and approximation theory. In Section 4 we give results on low-rank approximations for kernels and consequences for eigenvalue decay of kernel operators/matrices. We proceed to discuss the “approximation beats concentration” phenomenon. In Section 4 we analyze “Fourier” coefficient decay of RKHS functions in the basis of eigenvectors. We proceed to show approximation properties for top eigenvectors and their spans. Section 5 gives bounds on the fat shattering dimensions for balls in RKHS and discusses implications for regularized kernel algorithms. In Section 6 we address the effect of kernel width. We conclude in Section 7.

---

\(^{1}\)By nearly exponential we will mean a function of the form \(O(\exp(-Cn^{-\alpha}))\), where \(C, \alpha > 0\).
2 Spaces and operators associated to positive definite kernels

We first establish some background facts about RKHS, kernels and approximation theory needed for further development. We recommend [18] for a comprehensive introduction to the subject. Let \( \Omega \) be a domain\(^2\) in \( \mathbb{R}^d \). Let \( K(x, z) \) be a positive definite kernel on \( \mathbb{R}^d \). We will denote by \( \mathcal{H} \) the Reproducing Kernel Hilbert Space (RKHS) corresponding to the kernel \( K \). Given a probability measure \( \mu \) on \( \Omega \), we can define the integral operator \( \mathcal{K}_\mu : L^2_\mu \to L^2_\mu \):

\[
\mathcal{K}_\mu f(z) = \int K(x, z) f(x) d\mu
\]

(1)

It is easy to check that \( \mathcal{K}_\mu \) is a self-adjoint operator on \( L^2_\mu \) and is compact when the kernel \( K(\cdot, \cdot) \) is continuous. Notice that while \( f \in L^2_\mu \) needs to be defined only on the support of the measure \( \mu \), Eq. (1) defines \( \mathcal{K}_\mu f \) everywhere on \( \mathbb{R}^d \). We will often consider the case when \( \mu \) is supported on a finite set of points, so the difference between the support of \( \mu \) and the domain of definition of \( \mathcal{K}_\mu f \) is significant. Moreover, it can be shown that the \( \mathcal{K}_\mu f \in \mathcal{H} \) for any \( f \in L^2_\mu \). Notice also that a function \( f \in \mathcal{H} \) gives rise to a function in \( L^2_\mu \) by restricting it to the support of \( \mu \). We will call the restriction operator \( \mathcal{R}_\mu : \mathcal{H} \to L^2_\mu \).

Thus we will suppress \( \mathcal{R}_\mu \), where no ambiguity arises. For example, for \( f \in \mathcal{H} \), we will write \( \|f\|_{L^2} := \|\mathcal{R}_\mu f\|_{L^2_\mu} \). Note that \( \mathcal{R}_\mu \) does not change the function values at any point, just the domain of the definition and the function space norm. It can be shown by an extension of the argument in [18] (Proposition 10.28) that \( \mathcal{R}_\mu \) is the adjoint of the kernel operator \( \mathcal{K}_\mu : L^2_\mu \to \mathcal{H} \). Specifically, for \( f \in \mathcal{H}, g \in L^2_\mu \) we have:

\[
\langle f, \mathcal{K}_\mu g \rangle_\mathcal{H} = \langle \mathcal{R}_\mu f, g \rangle_{L^2_\mu}
\]

(2)

Moreover, it turns out that that the square root \( \mathcal{K}_\mu^{1/2} \) exists and is an isometric embedding of \( L^2_\mu \to \mathcal{H} \). Specifically, for \( f, g \in L^2_\mu \) we have:

\[
\langle \mathcal{K}_\mu^{1/2} f, \mathcal{K}_\mu^{1/2} g \rangle_\mathcal{H} = \langle f, g \rangle_{L^2_\mu}
\]

Kernel matrices. Given a set of points \( X = \{x_1, \ldots, x_n\} \subset \Omega \) we can construct the corresponding kernel matrix \( K_n \), \((K_n)_{ij} = \frac{1}{\mu} K(x_i, x_j) \). Note that \( K_n \) can be viewed as a special case of \( \mathcal{K}_\mu \), where \( \mu \) is a uniform discrete measure on \( X \), \( \mu = \frac{1}{n} \sum \delta_{x_i} \).

Eigenfunctions/ Nystrom extension. The eigenfunctions of the operator \( \mathcal{K}_\mu \) are defined by the equation

\[
\int K(x, z) e(x) d\mu_x = \lambda e(z), \quad \lambda \in \mathbb{R}
\]

Note that \( e(z) \) is technically an element of \( L^2_\mu \). However, as the image of \( \mathcal{K}_\mu \) is actually in \( \mathcal{H} \), we can define \( e(z) \) in \( \mathcal{H} \), and, indeed, on all of \( \mathbb{R}^d \):

\[
e(z) = \frac{1}{\lambda} \int K(x, z) e(x) d\mu_x
\]

This formula is known as the Nystrom extension.

Remark 1. Note that technically there are two objects corresponding to \( e(z) \), \( e_\mathcal{H}(z) \in \mathcal{H} \) and \( e_{L^2}(z) \in L^2_\mu \). These functions coincide on the support of the measure \( \mu \), \( e_\mathcal{H}(z) = e_{L^2}(z) \), \( z \in \text{supp}(\mu) \), but have different norms in their respective spaces. More precisely (cf., e.g., the discussion in [2]), \( \mathcal{R}_\mu e_\mathcal{H} = e_{L^2} \), \( \frac{1}{\sqrt{\mu}} \mathcal{K}_\mu e_{L^2} = e_\mathcal{H} \). Overloading the notation, we will simply write \( e(x) \), while keeping note of the norms.

\(^2\)\( \Omega \) can be taken to be a unit cube or a more general bounded domain.
The Nystrom extension allows us to directly compare eigenfunctions of operators with different measures $\mu$, potentially with disjoint support. We can compare eigenvectors of different kernel matrices by comparing the Nystrom extensions of the corresponding operators.

The spectral decomposition for kernel operators. We will now establish some properties of eigenfunctions of kernel operators. Let $e$ and $e'$ be two orthogonal eigenfunctions of $K_\mu$ in $L^2_\mu$. Note that since $K_\mu$ is self-adjoint any two eigenfunctions corresponding to different eigenvalues are orthogonal. Additionally, as $K$ is a positive definite kernel, there are no eigenfunctions with eigenvalue 0. Using Eq.\[2\] we have

$$\langle K_\mu e, K_\mu e' \rangle_{\mathcal{H}} = \langle R_\mu K_\mu e, e' \rangle_{L^2_\mu} = \lambda \langle e, e' \rangle_{L^2_\mu} = 0$$

Hence we see that the Nystrom extensions of eigenfunctions orthogonal in $L^2_\mu$ are also orthogonal in $\mathcal{H}$.

The spectral theorem for compact self-adjoint operators (see, e.g., [1], Theorem VI.16) guarantees the existence of an orthogonal Hilbert space basis $e_1, e_2, \ldots$ of eigenfunctions of $K_\mu$ in $L^2_\mu$. This basis is finite if $\mu$ is supported on a finite set (and $L^2_\mu$ is finite-dimensional) and infinite otherwise. The discussion above shows that the basis $e_1, e_2, \ldots$ extends to an orthogonal (possibly partial) basis in $\mathcal{H}$.

Interpolant operators and the fill. Given a set $X = \{x_1, \ldots, x_n\} \subset \Omega$ and a RKHS $\mathcal{H}$ with a positive definite kernel $K$, we can construct the interpolation operator $S_X : \mathcal{H} \to \mathcal{H}$ defined by

$$S_X(f) = \arg \min_{g \in \mathcal{H}, g(x_i) = f(x_i)} \|g\|_{\mathcal{H}}$$

Setting $K_n$ to be the (positive definite) kernel matrix corresponding to $X$, there is an explicit formula in terms of the inverse of $K_n$:

$$S_X(f)(x) = \sum \alpha_i K(x_i, x), \text{ where } (\alpha_1, \ldots, \alpha_n)^t = K_n^{-1}(f(x_1), \ldots, f(x_n))^t$$

From Eq.\[3\] it is clear that $S_X$ is a linear operator, and it can be easily verified that $S_X(f)(x_i) = f(x_i)$. In fact, $S_X$ is an orthogonal projection operator, which maps $\mathcal{H}$ to the (finite-dimensional) orthogonal complement to the space of functions vanishing on all points of $X$.

Another important concept associated to the set $X$, is the fill $h_X$, which describes how well the set $X$ covers $\Omega$, $h_X = \max_{x \in \Omega} \min_{x_i \in X} \|x - x_i\|$. Notation for the norm. Given that we will deal with several functional spaces at once and that “same” operators have different norms depending on the range and the domain, we will use the “$\to$” notation. For example, $\|S_X\|_{H \to L^p_\mu} := \sup_{f \in \mathcal{H}, f \neq 0} \frac{\|S_X(f)\|_{L^p_\mu}}{\|f\|_{\mathcal{H}}}$ denotes the norm of $S_X$ as a map from $\mathcal{H}$ to $L^p_\mu$. Note that the operator norm can be defined for any, even non-linear, map between two normed spaces in the same way.

Approximation Theory. We will now state the key result from the approximation theory which provides a bound on the difference $f - S_X(f)$ in terms of the fill $h_X$.

Let $K(x, z)$ be a smooth radial kernel. Specifically, let $K(x, z) = \phi(\|x - y\|)$ and put $f(\cdot) := \phi(\sqrt{\cdot})$. We require that $|f^{(l)}(r)| \leq l!M^l$ for all $l$ large enough and $r > 0$.

Two types of important kernels satisfying these conditions are Gaussian kernels $K(x, z) = \exp(-\|x - z\|^2/\sigma^2)$ and inverse multiquadric kernels $K(x, z) = (c^2 + \|x - z\|^2)^{-\alpha}$, $\alpha > 0$ (for the popular Cauchy kernel, $\alpha = 1$).
Theorem A. Under the conditions on the kernel stated above, for any set $X \subset \Omega$ and any $p \in [1, \infty]$ there exist constants $C, C' > 0$, such that
\[
\| R_\mu - S_X \|_{\mathcal{H} \rightarrow L_p^\mu} < C' \exp(-C/h_X)
\]

Theorem A is a special case (and a slight reformulation) of Theorem 11.22 in [18] (see also [8], Theorem 6.1). This is a powerful approximation theory result showing that any function in $\mathcal{H}$ can be accurately reconstructed from its values at a small number of points. The implications are wide-ranging and, perhaps, surprising in their scope.

Remark 2 (Gaussian kernels). The bound in Theorem A can be made slightly tighter for Gaussian kernels, to be of the form $C' \exp(C \log(h_X)/h_X)$ (see [18]). The extra logarithmic factor does not substantially change our discussion and we will not treat this case separately.

3 Low rank approximations to kernel operators and their eigenvalues.

We start by showing that any (potentially non-linear) bounded map $T$ from a Hilbert space to an RKHS corresponding to a smooth radial kernel, satisfying the conditions of Theorem A, allows a universal low-rank approximation in $L_p^\mu$. That is, the output of any such map is close to a low-dimensional subspace in $\mathcal{H}$ according to the norm in $L_p^\mu$. This subspace only depends on $\mathcal{H}$ and is independent of $\mu$ and $T$.

Theorem 1. Suppose $T : V \rightarrow \mathcal{H}$ is a (not necessarily linear) map from a Hilbert (Banach) space $V$ to a RKHS of functions on $\mathbb{R}^d$, $\mathcal{H}$. Then there exists a map $T_n$ from $V$ to an $n$-dimensional linear subspace $\mathcal{H}_n \subset \mathcal{H}$, such that
\[
\| T - T_n \|_{V \rightarrow L_p^\mu} < C' \| T \|_{V \rightarrow \mathcal{H}} \exp(-Cn^{1/d})
\]
for some constants $C, C' > 0$ independent of $T$ and $\mu$. Moreover:
(1) While the map $T_n$ depends on $T$, the subspace $\mathcal{H}_n$ is independent of $T$.
(2) If $T$ is a linear operator, $T_n$ is also a linear operator.

Proof. Let $X = (x_1, \ldots, x_n)$ be a finite subset of $\Omega$. Notice that $T - S_X \circ T = (R_\mu - S_X) \circ T$. Using the definition of the norm we see that
\[
\|(R_\mu - S_X) \circ T\|_{V \rightarrow L_p^\mu} \leq \| R_\mu - S_X \|_{\mathcal{H} \rightarrow L_p^\mu} \| T \|_{V \rightarrow \mathcal{H}}.
\]
Applying Theorem A we obtain $\| T - S_X T \|_{V \rightarrow L_p^\mu} < C' \| T \|_{V \rightarrow \mathcal{H}} \exp(-C/h_X)$ for some constants $C, C' > 0$. Choosing the set $X$ appropriately (e.g., a $d$-dimensional grid), we can ensure that $h_X = O(n^{-1/d})$, where $d$ is the dimension of the space. Notice that the image of $S_X$ belongs to a $n$-dimensional subspace of $\mathcal{H}$ spanned by the functions $K(x_i, \cdot), x_i \in X$. Taking $\mathcal{H}_n = \text{span}\{ K(x_1, \cdot), \ldots, K(x_n, \cdot) \}$ and $T_n = S_X \circ T$ completes the proof.

Thus the image of a bounded operator to $\mathcal{H}$ can be nearly exponentially approximated by a finite-dimensional subspace independent of $T$ and $\mu$. To provide a bound on the eigenvalues of kernel operators and matrices we will need the following perturbation result:

\[^3\text{A Banach space can be used as well.}\]
**Lemma 1.** Suppose \( \mathcal{A} \) is a self-adjoint operator on a Hilbert space \( \mathbf{V} \), \( \mathcal{A} : \mathbf{V} \to \mathbf{V} \) and \( \mathcal{A}_n \) is a finite rank operator with rank \( n \), such that \( \| \mathcal{A} - \mathcal{A}_n \| < \epsilon \). Then all eigenvalues of \( \mathcal{A} \) except for at most \( n \) (counting multiplicity) are smaller than \( \epsilon \).

**Proof.** As rank \( \mathcal{A}_n = n \), every \( n + 1 \) dimensional subspace contains a non-zero vector \( v \), such that \( \mathcal{A}_n v = 0 \). Suppose \( \mathcal{A} \) has at least \( n + 1 \) linearly independent eigenvectors with eigenvalues \( \geq \epsilon \). Then there exists a vector \( v \neq 0 \), in the span of these eigenvectors, such that \( \mathcal{A}_n v = 0 \). As \( \mathcal{A} \) is self-adjoint we can assume that these eigenvectors are orthogonal and hence it is easily seen that \( \| \mathcal{A} v \| > \epsilon \| v \| \). We see that \( \| \mathcal{A}_n v \| = \| (\mathcal{A} + \mathcal{A}_n - \mathcal{A}) v \| > \| \mathcal{A} v \| - \epsilon \| v \| > 0 \), which is a contradiction. \( \square \)

We can now apply Theorem 1 to easily obtain a bound on eigenvalues of kernel matrices and operators. Important related work includes [11, 10], which deal with approximation of spectral properties of integral operators with uniform measure. In contrast, we provide a measure-independent bound, which is key in our learning-theoretic context.

**Theorem 2** (Eigenvalue decay). Let \( \kappa = \sup_{x \in \Omega} K(x, x) \). Then for some \( C, C' > 0 \),

\[
\lambda_i(K_{\mu}) \leq \sqrt{\kappa} C' \exp(-C'n^{1/d})
\]

**Proof.** Consider \( \mathcal{K}_{\mu} \) as an operator from \( L^2_{\mu} \to \mathcal{H} \). Recall from Section 2 that there exists a basis of eigenfunctions of \( \mathcal{K}_{\mu} \) in \( L^2_{\mu} \) which is also orthogonal in \( \mathcal{H} \). Let \( e_1 \) be an eigenfunction of \( \mathcal{K}_{\mu} \) with the largest eigenvalue. We have

\[
\| \mathcal{K}_{\mu} \|_{L^2_{\mu} \to \mathcal{H}} = \frac{\| \mathcal{K}_{\mu} e_1 \|_{\mathcal{H}}}{\| e_1 \|_{L^2_{\mu}}} = \frac{\lambda_1}{\sqrt{\lambda_1}}
\]

Recall now that \( \mathcal{K}_{\mu} \) is adjoint to the restriction operator \( \mathcal{R}_\mu : \mathcal{H} \to L^2_{\mu} \). We have \( \| e_1 \|_{\mathcal{H}}^2 = \frac{1}{\lambda_1} (e_1, \mathcal{K}_{\mu} e_1)_{\mathcal{H}} = \frac{1}{\lambda_1} \| e_1 \|_{L^2_{\mu}}^2 \). Hence \( \| \mathcal{K}_{\mu} \|_{L^2_{\mu} \to \mathcal{H}} = \frac{\lambda_1}{\sqrt{\lambda_1}} = \sqrt{\lambda_1} \leq \sqrt{\| \mathcal{K}_{\mu} \|_{L^2_{\mu} \to \mathcal{H}}} \leq \sqrt{\kappa}.

Applying Theorem 1 to \( \mathcal{K}_{\mu} \), we have \( \| \mathcal{K}_{\mu} - \mathcal{T}_n \|_{L^2_{\mu} \to L^2_{\mu}} < C' \sqrt{\kappa} \exp(-C'n^{1/d}) \), where \( \mathcal{T}_n = \mathcal{S}_X \circ \mathcal{K}_{\mu} \) is a linear operator of rank \( n \). Noticing that \( \mathcal{K}_{\mu} : L^2_{\mu} \to L^2_{\mu} \) is self-adjoint, we can apply Lemma 1. That completes the proof. \( \square \)

**Remark 3.** Notice that all quantities in the inequality in Theorem 2 are independent of the measure \( \mu \). In particular when \( \mu \) is a finite measure, \( \mathcal{K}_{\mu} \) can be viewed as a matrix. Hence this result provides a uniform bound on the eigenvalue decay, independent of the size of the matrix.

**Approximation beats concentration.** Suppose \( X \) is a set of \( n \) points sampled iid from a probability distribution \( \mu \) on \( \Omega \). Let \( \mu_n \) denote the empirical measure associated to \( X \). Concentration results for matrices (e.g., [17]) combined with spectral perturbation results (e.g., [9]) in the bounds for eigenvalues of the form

\[
|\lambda_{\mu,i} - \lambda_{\mu_n,i}| \leq \frac{C}{\sqrt{n}}
\]

where \( C \) is a constant independent of \( i \). In comparison, from Eq. 5 we see that

\[
|\lambda_{\mu,i} - \lambda_{\mu_n,i}| \leq \max(\lambda_{\mu,i}, \lambda_{\mu_n,i}) \leq C' \exp(-C''n^{1/d})
\]
We see that approximation “beats” concentration by providing a tighter bound as long as $O(\exp(-C''i^{1/d})) < O(\frac{1}{\sqrt{n}})$. In other words we need $n$ to be nearly exponential in the eigenvalue index $i$ for the concentration bounds to be tighter. Moreover, unlike concentration results, approximation also shows that the corresponding eigenvalues must actually be nearly exponentially close to 0. In addition, these approximation-based bounds are measure-independent and do not require any iid-type assumption.

This suggests that significant care should be taken when applying concentration-type analyses of kernel methods in the iid setting, as essential inferential properties may become invisible in these statistical analyses. We conjecture that this is one of the reasons why concentration bounds often turn out to be too pessimistic in practice.

4 Spectral characterization of RKHS functions and eigenfunctions of kernel operators.

We will now use Theorem 2 to provide a spectral characterization of RKHS functions in terms of their restrictions to finite (or infinite) sets. This characterization should be viewed as parallel to the classical description of Sobolev spaces in terms of their Fourier coefficients. In particular, we will see that the “Fourier” coefficients of a function from $\mathcal{H}$ written in the basis of eigenvectors of any kernel matrix, regardless of the dataset, must show nearly exponential decay with coefficient independent of the measure. This is significant as in many regression/classification problems we can compute these coefficients explicitly from the data. The decay of the coefficients can thus be analyzed empirically.

**Theorem 3** (Coefficient decay for functions in RKHS). Let $f \in \mathcal{H}$ and consider the restriction of $f$, $\mathcal{R}_\mu f \in L^2_\mu$. Write the spectral decomposition of $\mathcal{R}_\mu f$ in terms of the eigenfunctions $e_i$ of $K_\mu$ as

$$\mathcal{R}_\mu f = \sum a_i e_i, \quad a_i = \langle \mathcal{R}_\mu f, e_i \rangle_{L^2_\mu}$$

Then

$$|a_i| \leq \sqrt{\lambda_i} \|f\|_\mathcal{H} < C' \exp(-C i^{1/d}) \|f\|_\mathcal{H}$$

for some $C, C' > 0$ independent of $\mu$.

**Proof.** Recalling Eq.2 showing that operator $K_\mu$ is adjoint to $\mathcal{R}_\mu$, we have $\langle f, e_i \rangle_\mathcal{H} = \langle f, \frac{1}{\lambda_i}K_\mu e_i \rangle_\mathcal{H} = \frac{1}{\lambda_i} \langle \mathcal{R}_\mu f, e_i \rangle_{L^2_\mu}$ and

$$\langle \mathcal{R}_\mu f, e_i \rangle_{L^2_\mu} \leq \lambda_i \langle f, e_i \rangle_\mathcal{H} \leq \lambda_i \|e_i\|_\mathcal{H} \|f\|_\mathcal{H}$$

Notice that

$$\|e_i\|_\mathcal{H}^2 = \frac{1}{\lambda_i} \langle e_i, e_i \rangle_{L^2_\mu} = \frac{1}{\lambda_i}$$

Hence by Theorem 2

$$|a_i| = |\langle \mathcal{R}_\mu f, e_i \rangle_{L^2_\mu}| \leq \sqrt{\lambda_i} \frac{1}{\lambda_i} \|f\|_\mathcal{H} = \sqrt{\lambda_i} \|f\|_\mathcal{H} < \kappa^{1/4} C' \exp(-C i^{1/d}) \|f\|_\mathcal{H}$$

for some constants $C, C' > 0$ independent of the measure $\mu$. 

---

4 On the other hand, strong approximation bounds are specific to the smooth kernel setting while concentration results can be applied to a broad class of random matrix problems. Moreover, unlike approximation, concentration results are often dimension-independent.
Properties of eigenfunctions. We will now proceed with some basic properties of eigenfunctions which follow from the analysis above. The first observation is that any eigenfunction of $K_\mu$ with a sufficiently large eigenvalue is well-approximated by the span $K(x_i, \cdot), x_i \in X, i = 1, \ldots, n$, where $X$ is chosen as in Theorem 1. Specifically,

**Corollary 1.** Let $\lambda e = K_\mu e$ be an eigenfunction of $K_\mu$. Then there is a function $e_X \in \text{span}\{K(x_1, \cdot), \ldots, K(x_n, \cdot)\}$, such that

$$\|e - e_X\|_{L^p_\mu} \leq \frac{C}{\lambda} \exp(-C'n^{1/d})$$

for some universal constants $C, C' > 0$, and any $p \in [1, \infty]$.

**Proof.** From Theorem 1 we obtain

$$\frac{1}{\lambda} \|K_\mu e - S_X K_\mu e\|_{L^p_\mu} \leq \frac{C}{\lambda} \exp(-C'n^{1/d}).$$

Putting $e_X = \frac{1}{\lambda} S_X K_\mu e$ yields the result. 

**Remark 4.** Notice that by taking $p = \infty$ we can make the bound to be pointwise. For example, if $\mu$ is a finite set of “data” points, the approximation holds for every point uniformly over the choices of $\mu$. Hence a particular $\mu$ is unimportant in this sense.

Similarly, for two measures $\mu, \nu$, the top eigenfunctions/eigenvectors of $K_\mu$ are nearly contained in the span of the top eigenfunctions of $K_\nu$, when restricted to the support of $\nu$.

**Theorem 4.** Let $\lambda_\mu e_\mu = K_\mu e_\mu$ be an eigenfunction of $K_\mu$. Then there is a function $e \in \text{span}\{e_1, \ldots, e_k\}$, of eigenfunctions of $K_\nu$, such that for some constants $C, C' > 0$

$$\|e_\nu - e\|_{L^2_\mu} \leq \frac{C}{\sqrt{\lambda_\mu}} \sum_{i=k+1}^{\infty} \exp(-C't^{-1/d}).$$

**Proof.** First note that $\|e_\mu\|_H = \frac{1}{\sqrt{\lambda_\mu}}$. Now write $e_\nu = \sum_{i=1}^{\infty} a_i e_i$, where $e_i$ are eigenfunctions of $K_\nu$. Put $e = \sum_{i=1}^k a_i e_i$. By Theorem 3 we have for some $C, C'$

$$\|e_\nu - e\|_{L^2_\mu}^2 \leq \sum_{i=k+1}^{\infty} a_i^2 \leq C' \frac{1}{\lambda_\mu} \sum_{i=k+1}^{\infty} \exp(-C't^{-1/d}).$$

The last sum can be estimated by noticing that

$$\sum_{i=k+1}^{\infty} \exp(-C't^{1/d}) < \int_k^{\infty} \exp(-C'x^{1/d}) \, dx = d \int_{k^{1/d}}^{\infty} e^{-cz} z^{-d-1} \, dz$$

Integrating by parts shows that for $k$ sufficiently large, the last integral is of the order $O((d-1)/d \exp(-Ck^{1/d}))$, which completes the proof.

**Remark 5.** It is interesting to note that top eigenvectors of $K_\mu$ contain important information about the structure of the measure $\mu$, e.g., its clustering structure (e.g., [14]). However, the span of the top eigenvectors is relatively invariant to the measure. Theorem 4 shows that eigenfunctions of $\nu$ will not significantly “spill” onto eigenfunctions of $\mu$ with much smaller eigenvalues.
5 The (low) fat shattering dimension of balls in RKHS and its algorithmic implications

Approximation-theoretic results are easily turned into bounds on the fat shattering dimension $V_\gamma$ for balls in RKHS, which are significantly tighter than those found in the literature. Combining these bounds with some standard learning theory results, we immediately obtain generalization guarantees for a number of regularized kernel methods and algorithms including gradient descent with early stopping. We start by recalling the definition of the fat shattering dimension $V_\gamma$ for a function class $\mathcal{F}$ (see, e.g., [1]). We say that a set $x_1, \ldots, x_n$ is $\gamma$-shattered by functions from $\mathcal{F}$ if there exist $s_i \in \mathbb{R}, i = 1, \ldots, n$, such that for any assignments of signs $\sigma_i \in \{-1, 1\}$ there is a function $f$ in $\mathcal{F}$, satisfying

$$f(x_i) > s_i + \gamma, \text{ if } \sigma_i = 1$$
$$f(x_i) < s_i - \gamma, \text{ if } \sigma_i = -1$$

$V_\gamma(\mathcal{F})$ is taken to be the maximum cardinality of a set of points that is $\gamma$-shattered by functions from $\mathcal{F}$. To clarify the role of $s_i$'s, note that $V_0$-dimension is simply the VC-dimension of the sets $\{(x, t) \in \mathbb{R}^d \times \mathbb{R} \mid f(x) < t\}$ in $\mathbb{R}^{d+1}$. Thus $V_\gamma$ for $\gamma > 0$ is a more demanding version of the VC-dimension appropriate for analyzing real-valued functions.

**Theorem 5** ($V_\gamma$-dimension of RKHS balls). Let $\mathcal{B}_R := \{f \in \mathcal{H}, \|f\|_H < R\}$ be a ball of radius $R > 0$ in $\mathcal{H}$. Under our standard assumptions on the kernel, we have

$$V_\gamma(\mathcal{B}_R) < O \left( \log^d \left( \frac{R}{\gamma} \right) \right)$$

**Proof.** Let $\mathcal{S}$ be a linear space of functions $\mathbb{R}^d \to \mathbb{R}$. We will say that $\mathcal{S}$ $\gamma$-approximates $\mathcal{B}_R$ in the $L^\infty$ norm, if for any $f \in \mathcal{B}_R$, there exists $f_1 \in \mathcal{S}$, s.t. for any $x$, $|f(x) - f_1(x)| < \gamma$. Suppose we have $\mathcal{S}$ that $\gamma$-approximates $\mathcal{B}_R$. By replacing each $f \in \mathcal{B}_R$ with its approximation $f' \in \mathcal{S}$, we see that $\mathcal{S}$ will 0-shatter any set of points $x_1, \ldots, x_N$ whenever $\mathcal{B}_R$ $\gamma$-shatters these points.

Hence $V_\gamma$-dimension of $\mathcal{B}_R$ is bounded by the VC-dimension of the subgraph sets $\{(x, t) \in \mathbb{R}^d \times \mathbb{R} \mid f(x) < t\}, f \in \mathcal{S}$. If $\mathcal{S}$ is finite-dimensional, rewriting that inequality in a basis of $\mathcal{S}$, we see that these sets can be viewed as half-planes in $\mathbb{R}^{\dim \mathcal{S} + 1}$, passing through the origin in that space. It is well-known that VC-dimension of these is simply the dimension of the space which is $\dim \mathcal{S} + 1$. Thus we get $V_\gamma(\mathcal{B}_R) \leq \dim \mathcal{S} + 1$. It remains to find a space $\mathcal{S}$, which $\gamma$ approximates $\mathcal{B}_R$. From the Theorem[1] (with $p = \infty$ and $V = \mathcal{H}$), we obtain $C \|f\|_H \exp(-Cn^{-1/d}) < \gamma$. Solving for $n$ after substituting $\|f\|_H = R$ and taking $\mathcal{S} = \mathcal{H}_n$ completes the proof. □

**Remark 6.** It should be noted that in contrast to $V_\gamma$ dimension for $\gamma > 0$, $V_0$-dimension and, indeed, VC-dimension for the indicator functions $\text{sign}(f), f \in \mathcal{B}_R$ are infinite. This follows easily from the interpolating property of $\mathcal{H}$. Specifically, for any set $(x_i, y_i), y_i \in \{-1, 1\}$, there exists $f \in \mathcal{H}$, such that $f(x_i) = y_i$. Scaling this function by a scalar does not change the corresponding indicator functions but allows to make $\|f\|_H$ arbitrarily small.

At this point we should compare the bound in Theorem 5 to the literature. The paper [3], gives a bound of the form $V_\gamma(\mathcal{B}_R) = O \left( \frac{R^2}{\gamma^2} \right)$. While our bound is generally

---

Note that 0-shatters and “shatters” are not exactly the same notion.
much tighter, the result from [3] is dimension independent and also applies to a broad class of RKHS. Bounds on the closely related notion of covering numbers for balls in RKHS corresponding to Gaussian kernels are given in [16] (Theorem 3.1). However, the bounds there are still polynomial in $\frac{1}{\epsilon}$ (roughly corresponding to our $\gamma$). The only existing poly-logarithmic result that we are aware of is given in [21], where a bound for radial kernels with a slightly worse rate is obtained by using a different approximation theory technique.

Note that an alternative approach to obtain poly-logarithmic bounds for covering numbers similar to those for $V_\gamma$ dimension in Eq. 6 would be to combine eigenvalue-based capacity bounds from [4] with the eigenvalue bound in our Theorem 2. However, the direct proof is much simpler and, arguably, more informative.

**Generalization bounds.** Assume we are in a standard learning setting where $(x_i, y_i) \in \Omega \times \{-1, 1\}$ is a labeled dataset, $L$ is a Lipschitz loss function and the data are chosen from a probability measure $p$ on $\Omega \times \{-1, 1\}$. Suppose our (otherwise arbitrary) learning algorithm $A$ outputs functions in $B_R$. In that case our Theorem 5 together with [1] immediately imply the following “universal” generalization bound for smooth radial kernels

**Theorem 6** (Generalization for kernels). Let $f$ be the output of our learning algorithm $A$. Then with high probability

$$\frac{1}{n} \sum L(f(x_i), y_i) < E_pL(f(x), y) + O\left(\frac{\log^{d/2} (nR)}{\sqrt{n}}\right)$$

This bounds applies to most kernel-based learning algorithms as nearly all of them output a function in a certain ball of radius $R$. We discuss some of the implications below.

**Algorithmic implications and the limitations of kernel methods.** We have seen that the poly-logarithmic bound on the fat shattering dimension in Eq. 6 implies broad and strong generalization guarantees given in Theorem 5. The flip side of that is that even mild regularization (i.e., constraining $R$) imposes severe limitations on the fitting capacity of kernel methods, at least when the dimension $d$ is not very high.

For example, consider the popular “Tikhonov” regularizer of the form $\lambda \|f\|_H^2$. It is easy to see that adding this term in conjunction with a bounded loss function implies that the output of the algorithm belongs to an RKHS ball with radius $O\left(\frac{1}{\sqrt{\lambda}}\right)$. Thus a constant increase to the fitting capacity of $B_R$ requires a nearly exponential increase of $R$. That suggests choosing small values of $\lambda$, which is consistent with practice, where very small values of $\lambda$ often produce best results.

Another important example is that of gradient descent for kernel methods. It is easy to see that in the kernel setting each step of gradient descent increases the norm by at most a constant depending only on the kernel and the loss function. Thus, $t$ steps of gradient descent output a function with norm bounded by $O(t)$. As each step of gradient descent typically requires $O(n^2)$ computations (a matrix-vector multiplication), we see that $R = O( c/n^2)$, where $c$ is the number of operations. Fixing $\gamma$ (and omitting constants), we see that the dimension of the function space reachable by $c$ computations is of the order of $\log^{d/2} (\frac{c}{\gamma})$. It follows immediately that at least order of $n^2 e^{dn^2} \gamma$ computations are needed to fit arbitrary functions on the data points with accuracy $\gamma$.

---

6While $d$ is the ambient dimension, the effective dimensionality of the data can be much lower.

7We note that even minimum norm interpolation (i.e., $\lambda = 0$) shows excellent generalization results [2]. While this finding is compatible with our analysis, it is directly explained by it.
Note that for square loss, empirical minimization problem is simply matrix inversion, which can be done using only $n^3$ operations using, e.g., Gaussian elimination. We see that gradient descent compares unfavorably with matrix inversion in terms of computational complexity, when no assumption about function values are made. On the other hand, when the function is in RKHS, or more generally, has rapidly decaying coefficients in the “Fourier basis” of eigenfunctions, subcubic computational complexity can be demonstrated \[19, 6\]. This functional algorithmic reach for gradient descent with smooth kernels is discussed in \[5\] from the spectral decay point of view. Analyzing $V_1$ dimension, as we do here, clarifies that point and connects it to other standard capacity measures.

It appears that for many real datasets, gradient descent does require cubic or even super-cubic complexity. Indeed, it could hardly be expected that nature should co-operate by matching the decay of Fourier coefficients for class membership functions to that of kernels chosen primarily for computational reasons!

**Remark 7.** Our results suggest that smooth kernels would struggle to fit labels assigned randomly to a set of points, as such a fit would generally require $O(n^2e^{-\alpha n^d})$ operations (aside from the issues of numerical accuracy). Indeed, empirically random assignment are difficult to fit using smooth kernels, while less smooth Laplace kernels fit random labels far more easily \[2\]. Interestingly, ReLU neural networks appear to be similar to Laplace kernels, capable of fitting random labels with ease \[20\].

**Remark 8.** Our bounds for $V_1$ dimension do not imply that the corresponding VC-dimension is small. Indeed, as noted above, VC-dimension of indicator functions from a ball in RKHS is infinite. However, a function with a small RKHS norm, corresponding to a random assignments of labels on a set of data points must take values which are exponentially small on all data points. We conjecture that despite their bounded norm, most of such functions are outside of the computational reach of polynomially many steps of gradient descent.

### 6 Kernels of different width

We will now briefly discuss the influence of the width (or shape) parameter for kernels from the approximation point of view. It is intuitive that “narrow” kernels have better fitting capacity. In particular data can be trivially represented as a sum of δ-functions, which can be thought of as radial kernels of width zero. However, it is not apriori clear whether choosing a different kernel width can result in a significantly different function space. We will see that making the width of the kernel larger simply shrinks the corresponding RKHS space without adding any new functions. The proof relies on a quite simple Fourier domain description of RKHS. Despite its usefulness, this characterization does not seem to be widely known in the learning literature. While we will state the theorem for Gaussian kernels, it also applies to any radial kernel with Fourier transform that decays fast enough, with the precise condition clear from the proof (see Appendix A).

**Theorem 7.** Let $K_1(x, z) = \phi(||x - z||)$ be a Gaussian kernel (with $\phi$ a one-dimensional Gaussian) and let $K_2(x, z) = \phi(||x - z||/\sigma)$, where $0 < \sigma < 1$. Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be the corresponding RKHS. Then

1. $\mathcal{H}_1 \subset \mathcal{H}_2$.
2. For any $R > 0$, the ball of radius $R$ in $\mathcal{H}_1$, $B_R(\mathcal{H}_1)$ is contained in $B_{\sigma^{-d/2}}(\mathcal{H}_2)$ the ball of radius $\frac{1}{\sigma^{d/2}}R$ in $\mathcal{H}_2$. On the other hand, $B_R(\mathcal{H}_2) \not\subset \mathcal{H}_1$. 


7 Conclusions

The main goal of this note is to bring the powerful tools of approximation theory to kernel learning. Approximation theory provides a different perspective on a number of important inferential problems, yielding results which are difficult to obtain using the more standard concentration-based analyses, and are sometimes much tighter. We have not tried to specify constants and their dependence on the parameters of the kernel, including the kernel width. This can be done explicitly, and is an important aspect of understanding kernel methods. Furthermore, fundamentally, we need to understand how these approximation-based results relate to the intrinsic dimensionality of the data. Finally, it is crucial to understand the interface between approximation and concentration. We believe that combining these modes of analysis, and better understanding the regimes where one of them becomes dominant, can yield significant further insight into kernel inference and, likely, other machine learning problems.
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A Proof of Theorem 7

The result follows easily from the Fourier characterization of RKHS, see [13] (Theorem 10.12). If $K(x, z) = \psi(x - z)$ is a translation-invariant kernel the RKHS norm of $f$ in the RKHS $\mathcal{H}$ corresponding to $K$ can be written as

$$||f||^2_\mathcal{H} = (2\pi)^{-d/2} \int_{\mathbb{R}^d} \frac{|\mathcal{F}(f)(\omega)|^2}{\mathcal{F}(\psi)(\omega)} d\omega \quad (7)$$

Here $\mathcal{F}$ denotes the Fourier transform. Recall now that (from the scaling property of Fourier transform) $\mathcal{F}(\phi(x/\sigma))(\omega) = \sigma^d \mathcal{F}(\phi)(\sigma \omega)$. Since Fourier transform of a Gaussian is also a Gaussian and $\sigma < 1$, we obtain

$$\frac{\mathcal{F}(\phi(x/\sigma))(\omega)}{\mathcal{F}(\phi)(\omega)} = \frac{1}{\sigma^d} \frac{\mathcal{F}(\phi(x))(\sigma \omega)}{\mathcal{F}(\phi)(\omega)} \geq \frac{1}{\sigma^d}$$
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Hence using Eq. [7] we see that

\[ \|f\|_{\mathcal{H}_2} \leq \frac{1}{\sigma^{d/2}} \|f\|_{\mathcal{H}_1} \]

This completes the proof except for the claim that \( B_R(\mathcal{H}_2) \not\subset \mathcal{H}_1 \), which is straightforward to see in the Fourier domain.