Abstract—The quest for highly efficient cognitive computing has led to extensive research interest for the field of neuromorphic computing. Neuromorphic computing aims to mimic the behavior of biological neurons and synapses using solid-state devices and circuits. Among various approaches, emerging non-volatile memory technologies are of special interest for mimicking neuro-synaptic behavior. These devices allow the mapping of the rich dynamics of biological neurons and synapses onto their intrinsic device physics. In this letter, we focus on Spike Timing Dependent Plasticity (STDP) behavior of biological synapses and propose a method to implement the STDP behavior in Magnetic Tunnel Junction (MTJ) devices. Specifically, we exploit the time-dependent heat dynamics and the response of an MTJ to the instantaneous temperature to imitate the STDP behavior. Our simulations, based on a macro-spin model for magnetization dynamics, show that, STDP can be imitated in stochastic magnetic tunnel junctions by applying simple voltage waveforms as the spiking response of pre- and post-neurons across an MTJ device.
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I. INTRODUCTION

The remarkable energy-efficiency of the biological brain coupled with its cognitive ability has recently attracted considerable research investigations [1], [2]. In the quest towards highly energy-efficient systems, the field of neuromorphic computing, aims at imitating neuro-synaptic dynamics for creating bio-plausible computing hardware [3]. Towards that end, CMOS [4]–[6] as well as various emerging technologies are being widely explored for implementing neural and synaptic functionalities [7]–[10]. Of special interest are emerging non-volatile technologies due to their compact size and non-volatility leading to dense integration and power efficiency [11]–[14]. Among emerging non-volatile technologies, Magnetic Tunnel Junction (MTJ) based memory elements possess unique desirable features including, almost unlimited endurance, high read-write speed and power efficient switching [15]–[17].

MTJs have been used both as a leaky-integrate-fire neural [8] and Spike Timing Dependent Plasticity (STDP) based synaptic devices [18]. Specifically, the STDP behavior in MTJs has relied on tuning the switching behavior of the MTJs through timing dependent complex waveforms generated from peripheral circuits [19]. In this paper, we show for the first time, that the intrinsic physics of the MTJ switching behavior, dependent on the current induced Joule heating effect, can be used to map STDP functionality. Furthermore, our proposed ‘intrinsic STDP’ behavior in MTJs relies on the time-dependent heat accumulation and dissipation dynamics. Thus, it does not require complex timing circuits to induce STDP like behavior externally.

II. INTRINSIC STDP IN STOCHASTIC MTJs USING HEAT DYNAMICS

Spike Timing Dependent Plasticity (STDP) is a phenomenon observed in mammalian brains, wherein the sign and magnitude of the changes in synaptic weights is dependent on the precise timing of the spikes generated from a pre-neuron and a post-neuron [20]. Specifically, referring to Fig. 1, the pre-neuron and the post-neuron are connected to each other through synaptic junctions between their respective dendrites. When the pre-neuron fires (or emits a spike or action potential) before the post-neuron, the synaptic weight of the concerned synapse is incremented. Conversely, when the post-neuron fires before the pre-neuron, the weight of the intermediate synapse is decremented according to the proximity of the firing event of the post- and the pre-neuron. STDP is considered to be the underlying learning mechanism in the biological brain that leads to long-term changes in synaptic weights based on spike timings [21].

From a device perspective, the long-term changes in weights can be mapped to the stable resistance states of an MTJ. An
Fig. 2. (a) Figure showing the parameters associated with the heating and the switching pulses. (b) A magnetic tunnel junction device comprising of two nano-magnets separated by a non-magnetic spacer (MgO). (c) The expected switching probability behavior of the MTJ due to the pulses shown in part (a).

MTJ consists of two ferromagnetic layers that sandwich a non-magnetic insulator layer. One of the two ferromagnetic layers, called the free layer, can be switched such that its magnetization vector is either parallel or anti-parallel to the pinned layer. In the parallel or (P) state, the resistance of the MTJ is low as compared to the anti-parallel or (AP) state. Thus, the two states - P and AP, of an MTJ can be used to represent a two-level weight of a synaptic connection. STDP with such MTJs can be implemented by making the switching probability of the MTJs a function of timings of the spikes arriving on its two terminals. Specifically, suppose a spike arrives first on the terminal of the MTJ connected to the pre-neuron, followed by a spike on the second terminal connected to the post-neuron. In such a scenario, the MTJ switches probabilistically from high resistance to low-resistance state, following the STDP curve, leading to a decrease of synaptic weight (MTJ conductance). Conversely, when the terminal connected to the post-neuron receives a spike first, followed by the pre-neuron, the MTJ switches probabilistically from low-resistance to high-resistance state, following the STDP curve, leading to a decrease of synaptic weight (MTJ conductance).

To see how such STDP behavior can be obtained intrinsically for the switching probability of an MTJ, let us consider Fig. 2. In Fig. 2, the pinned layer terminal of the MTJ is connected to the pre-neuron, while the free layer terminal is connected to the post-neuron. Initially, when the pre- and the post-neuron are idle (i.e., not spiking), the voltage at the respective MTJ terminals is at 0V. When the pre-neuron fires, it applies a voltage pulse across the MTJ of pulse duration $t_1$. This pulse is a high-current pulse, and as the current flows through the MTJ, it generates heat due to Joule effect. Thus, the heating pulse, shown in Fig. 2(a), heats the MTJ above its nominal temperature. Note, the pulse width of this pulse can be chosen such that the MTJ does not switch due to the heating pulse. For example, the heating pulse duration can be smaller than the incubation delay of the MTJ, thus ensuring the MTJ does not have sufficient time to undergo switching [22]. As a result, the instantaneous temperature of the MTJ increases due to the heating pulse. Subsequently, the Joule heat generated due to the heating pulse slowly starts to dissipate over time. This, in turn, gradually decreases the temperature of the MTJ over a period of time. After the heating pulse has been applied, let us assume the post-neuron spikes after an interval of $\Delta t$. When the post neuron spikes, it applies a switching pulse of duration $t_2$ on the lower terminal of the MTJ. The switching pulse would switch the MTJ based on the instantaneous temperature of the MTJ. It is well-known that MTJ switching probability is a strong function of thermal agitation due to their nanoscopic sizes. Therefore, the higher the temperature, higher is the switching probability [23].

In other words, the pre-neuron increases the instantaneous temperature of the MTJ, which then decays over time. When the post-neuron spikes, it applies a switching pulse (usually of a lower magnitude and larger pulse duration) in an attempt to switch the MTJ. The resulting probability of switching depends on the instantaneous MTJ temperature. The closer in time the post-neuron spikes with respect to the pre-neuron, higher is the MTJ temperature and hence, higher is the switching probability. As shown, in Fig. 2(c), the switching probability of the MTJ, in presence of the heating and the switching pulse decays as the time interval $\Delta t$ increases between the heating and the switching pulse. The switching behavior shown in Fig. 2(c) resembles the STDP behavior of Fig. 1 for the first quadrant. A similar approach can be used to mimic the switching behavior of the STDP curve for the third quadrant by applying a heating and switching pulse to switch the MTJ in the opposite direction.

Now, let us consider constructing a crossbar array using MTJ devices exhibiting the intrinsic STDP behavior as described above. Fig. 3 shows MTJs arranged in a crossbar fashion. For ease of representation, the selector devices in series with each MTJ are not shown in the figure. The horizontal lines are connected to pre-neurons, while the vertical lines are connected to post-neurons. Thus, the pinned layer (free layer) terminal of each MTJ is connected to a pre- (post-) neuron. The voltage pulses that are generated by the pre- and the post-neurons, when they emit a spike is represented...
in Fig. 3(a) and (c), respectively. The first pulse, shown in blue, is the switching pulse for the respective neurons, followed by a heating pulse. This arrangement ensures, when looking at the firing event of the pre-neuron, there exists a time $\Delta t$ between the heating pulse of the pre-neuron and the switching pulse of the post-neuron. Similarly, if the post-neuron fires first, there would exist a time $\Delta t$ between the heating pulse of the post-neuron followed by the switching pulse of the pre-neuron. Further, the pulse associated with the pre-neuron and post-neuron ensures the weight of the MTJ is probabilistically incremented (decremented) when the pre-neuron (post-neuron) fires first, followed by the post-neuron (pre-neuron). Thus, the intrinsic heat dynamics of the MTJ can be used to construct a crossbar array of MTJs exhibiting probabilistic STDP behavior.

### III. Modeling Framework

The evolution of the magnetization vector over time was modeled using the Landau-Lifshitz-Gilbert-Slonczewski (LLG-S) equation (Equation 1) under the macro-spin approximation [23].

$$\frac{d\hat{m}}{dt} = -\gamma (\hat{m} \times H_{eff}) + \alpha (\hat{m} \times \frac{d\hat{m}}{dt}) + \frac{1}{qN_s}(\hat{m} \times \hat{m} \times I_s \hat{M})$$

(1)

where, $I_s$ is the spin current flowing through the MTJ and represent the effect of spin transfer torque, $\hat{M}$ is magnetization direction of PL. $\hat{m}$ represents a unit vector in the direction of magnetization of the free-layer, $\gamma$ represents the gyromagnetic ratio for an electron, $\alpha$ is the Gilbert damping constant, $H_{eff}$ is the effective magnetic field including the demagnetization anisotropy field [24] and interface anisotropy field [25], and the effective field due to thermal noise. $N_s = M_s V / \mu_B$ is the number of spins in the free layer volume $V$ ($M_s$ is saturation magnetization and $\mu_B$ is Bohr magneton). Thermal noise and its effect on the transient response of the MTJ, the Joule heating effect along with the thermal distribution of the initial angle of switching was included in the model using the following equations [23], [26], where $dt$ is simulation timestep, $M_s$ is the saturation magnetization, $V$ is volume, $T$ is temperature, $P_{HP}$ is power supplied to the MTJ, $t$ is time, the subscript $RT$ refers to room temperature, $\alpha_J$ is Joule heating constant, $\tau_{TR}$ is characteristic time constant, $T_{AF}$ is temperature of the free-layer, $T_0$ is the initial temperature of the free-layer, $\zeta$ is a random vector with standard deviation of 1. Equation 2 is the heating equation, Equation 3 represents the dynamics of MTJ cooling in absence of heating pulse and Equation 4 is the effective thermal field experienced by the free-layer.

$$T_{AF} = T_{RT} + \alpha_J P_{HP} \left( 1 - e^{\frac{-t}{\tau_{TR}}} \right)$$

(2)

$$T_{AF} = T_0 + (T - T_0) \left( 1 - e^{\frac{-t}{\tau_{TR}}} \right)$$

(3)

$$\hat{H}_{therm} = \sqrt{\frac{\alpha K T_{AF} dt}{\gamma |s| M_s(T)V}}$$

(4)

### IV. Results and Discussions

Fig. 4 shows the increase in temperature of the MTJ due application of a voltage pulse across it. The figure depicts the characteristic heat dynamics of an MTJ as a function of time. This heat dynamics results in the intrinsic STDP behavior.
within MTJs, when connected in a crossbar fashion, as shown in Fig. 5. The accumulation of heat due to passage of an electric current and the subsequent decay of heat over time is reminiscent of the accumulative and dissipative biochemical processes in the biological brain [27].

Let us now consider Fig. 5 that exhibits the desired STDP behavior in accordance with the presented proposal. The x-axis represents the time interval \( \Delta t \) between the heating and the switching pulse. A lower \( \Delta t \) results in a higher instantaneous temperature of the MTJ and hence, higher switching probability. Further, a positive \( \Delta t \) implies the pre-neuron fired before the post-neuron, whereas a negative \( \Delta t \) indicates the post-neuron spiked before the pre-neuron. The y-axis represents the magnitude of the switching probability of the MTJ. By the adopted convention, a positive value on the y-axis represents the MTJ is switching from parallel to anti-parallel state. Conversely, a negative value suggests that the switching has occurred in the opposite direction. Thus, a long-term increase or decrease in the synaptic weights occurs automatically based on the timing of the spiking events of pre- and post-neurons. The pulse parameters used for generating the plots are mentioned as an inset in the figure. Thus, Fig. 5 represents the intrinsic STDP behavior of the MTJs under heating and switching pulses.

With respect to the presented STDP behavior, we would like to highlight few key points. The shape of the STDP curve can be controlled by various electrical, device and material parameters. For example, a lower magnitude of heating or switching pulse can reduce the maximum achievable switching probability for the MTJ STDP behavior. Similarly, increasing the energy barrier of the magnets through device dimensions or material parameters would also affect the magnitude of the switching probability curve. As an example, Fig. 6 presents the STDP behavior with a different set of pulse parameters exhibiting the fact that the STDP curve can be engineered by controlling various MTJ parameters.

V. CONCLUSIONS

In the quest for energy-efficiency, neuromorphic computing aims at mimicking the neuro-synaptic computations in the human brain. However, the underlying neuro-synaptic biological processes exhibit rich dynamical behavior, which is difficult to mimic using conventional CMOS technology. In this letter, we present a proposal to map the Spike Timing Dependent Plasticity (STDP) behavior of biological synapses through the intrinsic switching characteristics of magnetic tunnel junctions (MTJ). This characteristic switching behavior emerges due to a combination of accumulative and dissipative heat dynamics in conjunction to the effect of thermal noise on the switching behavior of MTJs. Specifically, our proposal consists of application of a heating and a switching pulse to the MTJ. The MTJ being heated, for example by a pre-neuron, switches with a higher switching probability when a switching pulse is applied by the firing event of a post-neuron. The closer in time the switching events of the two neurons, higher is the instantaneous MTJ temperature and hence higher is the switching probability, thus mimicking the STDP behavior. Furthermore, our proposal opens up pathways to further replicate other neuro-synaptic behavior that in general depends on accumulative and dissipative bio-chemical processes.
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