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Summary
Heterogeneity is a hallmark of many complex diseases. There are multiple ways of defining heterogeneity, among which the heterogeneity in genetic regulations, for example GE (gene expressions) by CNVs (copy number variations) and methylation, has been suggested but little investigated. Heterogeneity in genetic regulations can be linked with disease severity, progression, and other traits and is biologically important. However, the analysis can be very challenging with the high dimensionality of both sides of regulation as well as sparse and weak signals. In this article, we consider the scenario where subjects form unknown subgroups, and each subgroup has unique genetic regulation relationships. Further, such heterogeneity is “guided” by a known biomarker. We develop an MSF (Multivariate Sparse Fusion) approach, which innovatively applies the penalized fusion technique to simultaneously determine the number and structure of subgroups and regulation relationships within each subgroup. An effective computational algorithm is developed, and extensive simulations are conducted. The analysis of heterogeneity in the GE-CNV regulations in melanoma and GE-methylation regulations in stomach cancer using the TCGA data leads to interesting findings.
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1 INTRODUCTION

Heterogeneity is a hallmark of many complex diseases\textsuperscript{[1,2]} There are multiple ways of defining heterogeneity. In “classic” biomedicine, heterogeneity is often defined based on clinical characteristics. With the increasing popularity of high-throughput profiling, there has been a surge of heterogeneity analysis based on high-dimensional molecular data\textsuperscript{[3,4]}. A famous early example is the re-characterization of breast cancer subtypes based on gene expression (GE) profiles\textsuperscript{[3]}. In more recent studies, integrated/multi-platform profiling has been extensively conducted, and such data have been used to characterize breast\textsuperscript{[5]}, kidney\textsuperscript{[6]}, and lung cancers\textsuperscript{[7]}. In this study, we take a strategy that differs significantly in most of the existing literature and examine disease heterogeneity in terms of genetic (and/or epigenetic) regulation patterns, under which subjects form subgroups, and different subgroups have unique genetic regulations, for example, of GE by CNVs (copy number variations) and/or DNA methylation. Genetic regulations have been extensively studied in the literature\textsuperscript{[8,9]}. The associations of genetic regulation relationships with disease severity, progression, and other traits have been noted. For example, Dutta et al.\textsuperscript{[10]} found that different subtypes of breast cancer had different GE-CNV regulation relationships, and such differences could be both quantitative (with the same...
signs but different magnitudes) and qualitative (with different signs). Similar findings were made in Safonov et al. Differences in the GE-CNV regulations between cancer patients and normal controls have been identified for breast cancer, colon cancer, and other cancers. Differences in the GE-microRNA regulations between cancer patients and normal controls have been also observed for multiple cancer types. Such findings suggest that differences in genetic regulations may play important roles in disease development and progression, and are critical in disease subtype characterization. However, the aforementioned studies and those alike are all “passive”, in the sense that they have predefined subject groups and then examine differences in genetic regulations. In this study, we take a more “proactive” strategy. Specifically, our objective is to analyze genetic regulations for a set of subjects, who do not have labels, and identify previously unknown subgrouping structures under which subjects in each subgroup have unique genetic regulations. Such analysis has not been pursued in the literature and can provide a new way of defining disease heterogeneity and assist better understanding the biology of complex diseases. Here we also note that, in the literature, there have been quite a few advanced analyses on genetic regulations under the homogeneity assumption, some of which have demonstrated the advantage of penalization. As our main challenge is brought by the unknown heterogeneity, we will not further discuss these studies.

To gain some insights into characteristics of the proposed analysis, we conduct a preliminary examination of the TCGA melanoma data (more details in Section 4). In the left panel of Figure 1, we show the histogram of the correlations between the expression of gene BRAF and 224 CNVs. With the bulk of the correlations being small, it is reasonable to expect that one GE is only regulated by a small number of CNVs – this is also supported by extensive genetic research. As such, quantifying genetic regulations poses a sparse variable selection and estimation problem. In the right panel of Figure 1, we examine the cis-acting regulation of BARF gene expression by CNV. The three colors correspond to the three subgroups identified by the proposed method, and the lines are generated using linear regression. It is easy to see that, for different subgroups, the effects of CNV on the BARF gene are significantly different.

**A small example** We use a small simulation example to first examine the sparse variable selection/estimation aspect, demonstrate limitations of the existing approaches, and establish the demand for new methodological development. The heterogeneity/subgrouping aspect will be examined later in the article. A dataset with \( n = 60 \) samples is simulated, and the sample sorting is guided by a biomarker (more details in Section 2). The values of \( p = 10 \) regulators (denoted as \( x \)'s) are generated from a multivariate normal distribution with an auto-regressive correlation structure where the correlation parameter \( \rho = 0.8 \). The values
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TABLE 1 Small example: summary statistics. In each cell, mean(standard deviation).

| Method | Variable selection | EMSE   | PMSE   |
|--------|--------------------|--------|--------|
|        | TPR | FPR |        |        |        |
| MSF    | 78% (8%) | 17% (4%) | 0.12 (0.02) | 1.45 (0.22) |
| Lasso  | 64% (8%) | 36% (6%) | 0.18 (0.01) | 1.99 (0.22) |
| Va-Coef | 79% (7%) | 46% (5%) | 0.14 (0.01) | 1.32 (0.10) |
| ConFu  | 100% (0%) | 100% (0%) | 67.59 (39.02) | 1.17 (0.24) |
| Sp-ConFu | 77% (8%) | 42% (6%) | 0.23 (0.06) | 1.47 (0.26) |

of $q = 10$ GEs (denoted as $y$’s) are generated from the following linear models with errors standard normally distributed:

$$y_j^{(i)} = \begin{cases} 
  x_1^{(i)} + x_2^{(i)} + e_j^{(i)} & (i = 1, \ldots, 20), \\
  x_3^{(i)} + x_4^{(i)} + e_j^{(i)} & (i = 21, \ldots, 40), \\
  x_5^{(i)} + x_6^{(i)} + e_j^{(i)} & (i = 41, \ldots, 60). 
\end{cases}$$

Here the superscript is the subject index, and the subscript is the variable index. There are three subgroups with equal sizes, and each subgroup has a unique regulation model. The following approaches are applied for estimation and/or sparse variable selection: (i) MSF (Multivariate Sparse Fusion), which is the approach developed in this study; (ii) Lasso, which applies Lasso for sparse variable selection and estimation. Note that this approach does not have a mechanism to accommodate heterogeneity; (iii) Va-Coef, which is a varying-coefficient approach, assumes that each specific GE-regulator regulation coefficient is a smooth function of the underlying biomarker, estimates using cubic B-splines, and applies group Lasso penalization for variable selection. This approach can accommodate the differences in regulation coefficients across subjects; (iv) ConFu, which estimates subgroup-specific coefficients via concave fusion but does not induce sparsity; and (v) Sp-ConFu, which advances from ConFu by applying Lasso to induce sparsity. Among the four alternative approaches, Lasso serves as a “benchmark”, and the other three can accommodate heterogeneity and apply different popular strategies for estimation (and possibly selection). For a single replicate, we show as a demonstration the true and estimated coefficients of the 1st response variable in Figure 2. For this specific response variable and others (results omitted), only the proposed approach correctly identifies the sparsity (and heterogeneity) structure. We also repeat simulation 100 times and examine variable selection performance using TPR (true positive rate) and FPR (false positive rate), estimation performance using EMSE (estimation mean squared error), and prediction performance using PMSE (prediction mean squared error). Table 1 reports the summary statistics. It is noted that the drastically large EMSE of ConFu is caused by a lack of sparsity, which is effectively improved by Sp-ConFu. This small example suggests that, from the sparse variable selection and estimation perspectives, the existing approaches have unsatisfactory performance, and new development is needed.

The significance of understanding and quantifying heterogeneity for complex diseases has been well established in the literature. This study will be the first to model disease heterogeneity via genetic regulation. This perspective significantly differs from the existing ones. As such, the proposed analysis can complement the existing literature, has the potential to leading to a deeper understanding of disease biology, and may also have clinical implications. For the proposed heterogeneity analysis, the small example above and other numerical studies in this article show that the existing approaches are not effective, and a new analysis approach is needed. The proposed approach is tailored to the genetic regulation-based heterogeneity analysis. It has some connections with but, more importantly, significantly advances from the existing ones. Specifically, it advances from the existing genetic regulation studies by accommodating (unknown) heterogeneity. Compared to the finite mixture regression (FMR)-based approaches, it can more conveniently determine the number of groups and in principle accommodate small groups. In addition, the existing FMR works are usually limited to a single response variable. The proposed approach also advances from the existing penalized fusion studies by having high-dimensional response variables and covariates. Moreover, this study may also provide a fresh look at the TCGA data. With advancements in paradigm, methodology, and data analysis, it is warranted beyond the existing literature.
METHODS

2.1 Data

Consider a dataset with \( n \) independent samples, each with \( q \) response variables, and \( p \) covariates. Here to fix ideas, we consider GEs as responses and their regulators (CNVs, methylation, microRNAs, etc.) as covariates. The proposed analysis is also applicable to other molecular measurements, for example proteins and their encoding gene expressions. For the \( i \)th sample, let \( Y(i) = (y_1^{(i)}, y_2^{(i)}, \ldots, y_q^{(i)}) \) and \( X(i) = (x_1^{(i)}, x_2^{(i)}, \ldots, x_p^{(i)}) \) denote the vectors of response and covariate, respectively. Assume that the data have been standardized. Consider the multivariate regression model:

\[
Y(i) = X(i)\beta(i) + \epsilon(i), \quad i = 1, 2, \ldots, n, \tag{1}
\]

where \( \epsilon(i)'s \) are random errors, and \( \beta(i) = (\beta_1^{(i)}, \beta_2^{(i)}, \ldots, \beta_q^{(i)}) \) is the \( p \times q \) regression coefficient matrix with \( \beta_j^{(i)} = (\beta_j^{(i)}_1, \beta_j^{(i)}_2, \ldots, \beta_j^{(i)}_p)^\top \).

Further, we focus on the scenario where heterogeneity analysis is “guided” by a biomarker whose measurement is also available for the \( n \) subjects. Specifically, consider the setting that the subjects have been sorted according to the biomarker’s values. There are cutoffs of the biomarker, and subjects falling between two adjacent biomarker cutoffs share the same regulation model. It is noted that the number and locations of cutoffs are unknown. Studies referred to in Section 1 and in the literature suggest that heterogeneity in genetic regulation is often associated with disease severity and development. As such, in data analysis,
we choose the biomarker as one with known association with clinical severity and development. Examples are provided in data analysis, and more discussions are provided below.

**Remarks** Linear regression is adopted for describing genetic regulations, which has been shown as effective in multiple studies\(^\text{[24,25]}\). To flexibly accommodate heterogeneity, the regression coefficient matrices are allowed to differ across subjects. This leads to a total of \( p \times q \times n \) parameters to start with in modeling, which is much more challenging than many “ordinary” high-dimensional problems. Quantifying heterogeneity is equivalent to determining which subjects have the same regression coefficient matrices (and their values). We note that this differs significantly from the FMR and many other heterogeneity analysis works. In low-dimensional penalized fusion and other heterogeneity analysis, the guiding biomarker is not needed. However, we have briefly explored analysis without a guiding biomarker (and hence the samples are not ordered) and found that, with the high dimensionality of both \( Y \) and \( X \), penalized fusion is computationally intractable. We note that this biomarker does not need to be precise. Consider for example subjects 1-4 (out of a sample of size \( n \)) which have the same genetic regulation model. Their biomarker \( A \) has two adjacent cutoffs 0.1 and 0.7, and values 0.2, 0.3, 0.4, and 0.5 for the four subjects. Biomarker \( B \) has two adjacent cutoffs -1.1 and 0.3, and values -0.9, -1.0, 0.0, and -0.2 for the four subjects. Although biomarkers \( A \) and \( B \) do not match, the proposed analysis can lead to the same heterogeneity structure with both biomarkers as guiding. Here we note that this small example is meant to demonstrate that the guiding biomarker requirement, although critical, is not stringent. In practice, the cutting off values are not assumed to be known a priori.

### 2.2 Penalized estimation

We propose the MSF estimate

\[
\text{argmin} \left\{ \frac{1}{2} \sum_{i=1}^{n} \| Y(i) - X(i)B(i) \|^2 + \lambda_1 \sum_{i=1}^{n} \sum_{j=1}^{q} \| \hat{\beta}^{(i)}_{j} \|^2 + \lambda_2 \sum_{i=1}^{n-1} \sum_{j=1}^{q} \| \hat{\beta}^{(i)}_{j} - \hat{\beta}^{(i+1)}_{j} \|^2 \right\},
\]

(2)

where \( \lambda_1, \lambda_2 \geq 0 \) are the tuning parameters. With the penalized estimates, a nonzero component corresponds to a genetic regulation. Subjects \( i \) and \( l \) belong to the same subgroup (with the same genetic regulation model) if and only if \( \hat{\beta}^{(i)} = \hat{\beta}^{(l)} \).

This approach is advantageous over the FMR and many others, as the number and structure of subgroups are automatically and simultaneously determined in the estimation process.

Overall, a penalized fusion strategy is taken. The first term of the objective function measures lack-of-fit. The first penalty term is mainly responsible for sparse estimation and variable selection. In particular, we adopt an \( \ell_{12} \) penalty, which has also been referred to as the exclusive penalization\(^\text{[20]}\) to select a subset of relevant parameters within each \( \hat{\beta}^{(i)}_{j} \). Here \( \hat{\beta}^{(i)}_{j} \), which corresponds to the regulators of the \( j \)th response of subject \( i \), is viewed as a group. The quadratic form of the penalty ensures that \( \hat{\beta}^{(i)}_{j} \neq 0 \), that is, all responses are regulated. This is sensible unless the measured regulatory set is extremely “biased”, in which case it is not meaningful to conduct the genetic regulation-based analysis. It is noted that many alternative penalties, such as Lasso, cannot guarantee \( \hat{\beta}^{(i)}_{j} \neq 0 \). The second penalty takes a “standard” fusion strategy and promotes zero differences (of regression coefficients) and hence grouping. It is noted that with the guiding biomarker, only differences between adjacent subjects are taken. Without the guiding biomarker, differences would need to be taken between any two subjects, leading to \( n(n-1)/2 \) terms. Our preliminary investigation suggests that when \( p, q \) are not small, optimization with such an objective function is intractable. It is also noted that the proposed penalty combination leads to a convex optimization problem, which has a globally optimal solution and considerable advantages over concave penalties\(^\text{[27]}\).

**Remarks** As can be seen from (2), with different guiding biomarkers, the second penalty will be different. As described in Remarks in Section 2.1, if multiple biomarkers are sufficiently “concordant”, they can lead to the same subgrouping and estimation results. Otherwise, different estimates are expected. In practice, we recommend selecting the guiding biomarker based on the specific biological contexts, as in our data analysis. Another possibility is to select based on statistical measures, for example prediction performance (in the same way as we compare with alternatives in numerical study). When the selected guiding biomarker aligns with differences in subtypes, the proposed approach can lead to meaningful subtype identification.
2.3 | Computation

Let \( \beta_j = \left( \beta_{j1}^{(1)} \right)^T, \ldots, \beta_{j}^{(n)} \right)^T \). The objective function in (2) is separable with respect to \( \beta_j (j = 1, \ldots, q) \), and thus the original optimization problem can be decomposed into \( q \) subproblems:

\[
\min_{\beta_j} \frac{1}{2} \sum_{i=1}^{n} (y^{(i)} - X^{(i)} \beta_j^{(i)})^2 + \lambda_1 \sum_{i=1}^{n} \| \beta_j^{(i)} \|_1 + \lambda_2 \sum_{i=1}^{n} \| \beta_j^{(i)} - \beta_j^{(i+1)} \|_2,
\]

which can be solved separately. Take the \( j \)th subproblem as an example. We first introduce a new set of parameters \( \eta_j^{(i)} = \beta_j^{(i)} - \beta_j^{(i+1)} \). In addition, we also define a set of parameters \( \delta_j^{(i)} = \beta_j^{(i)} \) to separate the \( \ell_1 \) penalization and the sum of squares operation imposed on \( \beta_j^{(i)} \). Then optimization in (3) can be reformulated as:

\[
\min f(\beta, \eta, \delta) \equiv \frac{1}{2} \sum_{i=1}^{n} (y^{(i)} - X^{(i)} \beta^{(i)})^2 + \lambda_1 \sum_{i=1}^{n} \| \delta_j^{(i)} \|_1^2 + \lambda_2 \sum_{i=1}^{n} \| \eta_j^{(i)} \|_2^2,
\]

subject to

\[
\delta_j^{(i)} = \beta_j^{(i)}, i = 1, \ldots, n, \quad \eta_j^{(i)} = \beta_j^{(i)} - \beta_j^{(i+1)}, i = 1, \ldots, n-1,
\]

\( \eta_j = \left( \eta_j^{(1)^T}, \ldots, \eta_j^{(n-1)^T} \right)^T \) and \( \delta_j = \left( \delta_j^{(1)^T}, \ldots, \delta_j^{(n)^T} \right)^T \). To simplify notation, we omit the subscript \( j \) in what follows.

The augmented Lagrangian function reads

\[
\mathcal{L}(\beta, \eta, \delta, \theta, \gamma) = f(\beta, \eta, \delta) + \sum_{i=1}^{n} \langle \theta^{(i)^T}, \beta^{(i)} - \delta^{(i)} \rangle + \sum_{i=1}^{n} \langle \gamma^{(i)^T}, (\beta^{(i)} - \beta^{(i+1)}) - \eta^{(i)} \rangle + \frac{\rho}{2} \left( \sum_{i=1}^{n} \| \beta^{(i)} - \delta^{(i)} \|_1^2 + \sum_{i=1}^{n} \| \beta^{(i)} - \beta^{(i+1)} - \eta^{(i)} \|_2^2 \right).
\]

Here \( \theta = \left( \theta^{(1)^T}, \ldots, \theta^{(n)^T} \right)^T \), \( \gamma = \left( \gamma^{(1)^T}, \ldots, \gamma^{(n-1)^T} \right)^T \) are the Lagrange multipliers, and \( \rho = 2 \) is the penalty parameter. We iteratively update \( \beta, \eta, \delta, \theta, \gamma \) using the ADMM technique. The update equations and algorithm are provided in the Appendix.

The proposed approach involves two tuning parameters, which are selected using a grid search and the BIC criterion. More details are provided in the Appendix.

**Realization** To facilitate data analysis within and beyond this study, we have developed a matlab code implementing the proposed approach and made it publicly available at https://github.com/XnhuUcas/MSF. The proposed approach is computationally affordable. For example, with fixed tuning parameters, for a simulated dataset with \( n = 240, p = q = 150 \), and three subgroups, the analysis can be accomplished within 12 minutes using a laptop with standard configurations. The computation time can be greatly reduced by parallel computing.

3 | SIMULATION

We set \( p = q = 150 \) and \( n = 240 \). The \( p \) covariates are generated from a multivariate normal distribution with marginal means 0 and variances 1. We consider an auto-regressive (AR) correlation structure, where covariates \( j \) and \( k \) have correlation coefficient \( \rho_{j-k}^{(i)} \) with \( \rho = 0.3 \) and 0.8. The \( n \) samples belong to three subgroups. It is noted that the number of subgroups is not assumed to be known in analysis. We consider two subgroup structures: (a) balanced, where the three subgroups have the same sizes; and (b) unbalanced, where the three subgroups have sizes 60, 80, and 100. Denote \( \Omega_k (k = 1, 2, 3) \) as the \( p \times q \) coefficient matrix of the \( k \)th subgroup, for which we consider the following.

**Unstructured** \( \Omega_k (k = 1, 2, 3) \) has six non-zero entries in each column. For the sparsity structure, we consider two scenarios:

**(S1) Non-overlapping:**

\[
\Omega_1 = \begin{pmatrix} \Lambda & \Lambda & \cdots & \Lambda \\ 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}, \Omega_2 = \begin{pmatrix} 0_6 & 0_6 & \cdots & 0_6 \\ \Lambda & \Lambda & \cdots & \Lambda \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}, \Omega_3 = \begin{pmatrix} 0_6 & 0_6 & \cdots & 0_6 \\ 0_6 & 0_6 & \cdots & 0_6 \\ \Lambda & \Lambda & \cdots & \Lambda \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix},
\]

where \( 0_6 \) is a 6x1 vector of zeros.
variables from the multivariate regression model (1). The random errors are generated independently from a Bernoulli distribution with a success probability of 0.8. Each entry of \( \Omega_k \) has a block diagonal structure with 30 blocks. For the sparsity structure, consider two scenarios:

(S3) Non-overlapping:

\[
\Omega_1 = \begin{pmatrix} \Gamma_1 \circ K_{11} & \cdots & \Gamma_1 \circ K_{130} \\ \cdots & \cdots & \cdots \\ \Gamma_1 \circ K_{301} & \cdots & \Gamma_1 \circ K_{3030} \end{pmatrix}, \quad \Omega_2 = \begin{pmatrix} \Gamma_2 \circ K_{21} & \cdots & \Gamma_2 \circ K_{230} \\ \cdots & \cdots & \cdots \\ \Gamma_2 \circ K_{301} & \cdots & \Gamma_2 \circ K_{3030} \end{pmatrix}, \\
\Omega_3 = \begin{pmatrix} \Gamma_3 \circ K_{31} & \cdots & \Gamma_3 \circ K_{330} \\ \cdots & \cdots & \cdots \\ \Gamma_3 \circ K_{301} & \cdots & \Gamma_3 \circ K_{3030} \end{pmatrix}.
\]

(S4) Overlapping:

\[
\Omega_1 = \begin{pmatrix} \Gamma_1 \circ K_{11} & \cdots & \Gamma_1 \circ K_{130} \\ \cdots & \cdots & \cdots \\ \Gamma_1 \circ K_{301} & \cdots & \Gamma_1 \circ K_{3030} \end{pmatrix}, \quad \Omega_2 = \begin{pmatrix} \Gamma_2 \circ K_{11} & \cdots & \Gamma_2 \circ K_{130} \\ \cdots & \cdots & \cdots \\ \Gamma_2 \circ K_{301} & \cdots & \Gamma_2 \circ K_{3030} \end{pmatrix}, \\
\Omega_3 = \begin{pmatrix} \Gamma_3 \circ K_{11} & \cdots & \Gamma_3 \circ K_{130} \\ \cdots & \cdots & \cdots \\ \Gamma_3 \circ K_{301} & \cdots & \Gamma_3 \circ K_{3030} \end{pmatrix}.
\]

Here \( \circ \) denotes the entry-wise product. \( \Gamma, \Gamma_k \) \((k = 1, 2, 3)\), and \( K_t \) \((t = 1, 2, \ldots, 30)\) are \(5 \times 5\) matrices. The entries of \( K_t \) are independently generated from a Bernoulli distribution with a success probability of 0.8. Each entry of \( \Gamma \) is 1. \( \Gamma_k \) has entries independently drawn from \( \text{Unif}(-2.2, -2) \), \( \text{Unif}(1, 1.2) \), and \( \text{Unif}(2.5, 2.8) \) for \( k = 1, 2, 3 \), respectively. We generate the response variables from the multivariate regression model (1). The random errors are generated independently from \( N(0, 0.5^2 \times AR(\phi)) \) with \( \phi = 0.3 \) and 0.8. The dependent random errors reflect the fact that there may be additional regulators that are not measured.

The example in Section 1 has demonstrated the ineffectiveness of the alternatives in sparse selection and estimation. Hence we focus on comparing with the following approaches which emphasize more on the subgrouping (clustering) aspect: (a) Response-based clustering (RespClust), which first clusters the samples based on the \( q \) response variables, and then applies Lasso to each subgroup; (b) Residual-based clustering (ResiClust), which applies Lasso under the homogeneity assumption \( Y^{(i)} = X^{(i)} \hat{B} + e^{(i)} \), groups samples based on the residuals \( Y^{(i)} - X^{(i)} \hat{B} \), and then applies Lasso again to each subgroup; and (c) Ridge fusion clustering (RiFuClust), which modifies the proposed approach by revising the second penalty to a ridge type (which shrinks differences in coefficients but not to exactly zero), groups samples based on \( \hat{B}^{(i)} \)’s, and then applies Lasso to each subgroup. For the sake of fairness, information from the guiding biomarker is also incorporated in grouping with the alternative approaches. More details are provided in the Appendix. To the best of our knowledge, there is no existing approach in the literature that conducts exactly the proposed analysis. The above alternative approaches share certain common ground with the proposed. As such, the comparison is sensible. We have briefly experimented with FMRs and encountered methodological and computational difficulties caused by the high dimensionality of responses and covariates.

In evaluation, we are interested in both the identification of heterogeneity (i.e., subgrouping performance) and variable selection accuracy (as all approaches generate sparse estimation). For the evaluation of heterogeneity identification, we consider two measures, namely the estimated number of subgroups (Num) and Rand Index (Rand) [28], where Rand Index measures the agreement between the structure of the estimated subgroups and that of the true subgroups. We use TPR and FPR to evaluate variable selection performance. Here the definitions are the same as in the literature. In addition, we also evaluate estimation and prediction performance. Specifically, estimation performance is evaluated using EMSE (estimation MSE), which is defined as \( \sum_{i=1}^{n} || \hat{B}^{(i)} - B^{(i)} ||_F^2 / npq \). Prediction performance is evaluated using PMSE (prediction MSE), which is defined as \( \sum_{i=1}^{n} || \hat{Y}^{(i)} - Y^{(i)} ||_F^2 / nq \).

With the proposed MSF approach, we first examine the values of BIC as a function of \( \lambda_1 \) and \( \lambda_2 \). Figure 2 in the Appendix presents the BIC function for a random replicate under setting S1, balanced structure, and \((\rho, \sigma^2) = (0.3, 1)\). The optimal point with \((\lambda_1, \lambda_2) = (0.1, 140)\) is clearly identified. We have also examined a few other replicates and observed similar patterns. We then compute summary statistics based on 200 replicates. Results under setting S1 are reported in Table 2 and those under settings S2-S4 are reported in Tables C1-C5 in the Appendix. It is observed that across the whole simulation spectrum, the
TABLE 2 Simulation under setting S1. In each cell, mean(sd).

| Structure (ρ,σ²) | Method | Heterogeneity identification | Variable selection |
|------------------|--------|----------------------------|--------------------|
|                  |        | Num | Rand | TPR | FPR | EMSE | PMSE |
| Balanced         |        |     |      |     |     |      |      |
| (0.3,1)          | MSF    | 3.02 | 0.971 | 0.973 | 2.6% | 1.4% | 0.006 | 1.709 |
|                  | RespClust | 3.38 | 0.830 | 62.7% | 12.9% | 1.6% | 0.025 | 4.875 |
|                  | ResiClust | 3.40 | 0.806 | 63.2% | 11.1% | 1.7% | 0.025 | 4.813 |
|                  | RiFuClust | 2.48 | 0.835 | 70.3% | 13.7% | 2.1% | 0.024 | 7.131 |
|                  | MSF    | 3.04 | 0.959 | 93.3% | 4.8% | 1.7% | 0.012 | 5.128 |
|                  | RespClust | 3.28 | 0.811 | 82.7% | 13.8% | 1.7% | 0.025 | 7.357 |
|                  | ResiClust | 3.22 | 0.811 | 82.2% | 13.9% | 1.7% | 0.025 | 7.357 |
|                  | RiFuClust | 2.34 | 0.801 | 84.7% | 11.7% | 2.2% | 0.017 | 3.981 |
| (0.3,3)          | MSF    | 3.00 | 0.982 | 97.7% | 4.0% | 0.5% | 0.006 | 1.753 |
|                  | RespClust | 3.32 | 0.833 | 81.1% | 8.7% | 1.5% | 0.018 | 4.786 |
|                  | ResiClust | 3.32 | 0.811 | 80.2% | 8.3% | 1.7% | 0.025 | 5.014 |
|                  | RiFuClust | 2.96 | 0.946 | 94.3% | 5.3% | 0.7% | 0.009 | 2.468 |
|                  | MSF    | 3.02 | 0.976 | 93.5% | 2.6% | 0.6% | 0.011 | 3.896 |
|                  | RespClust | 3.46 | 0.803 | 72.7% | 16.6% | 1.5% | 0.024 | 7.185 |
|                  | ResiClust | 3.52 | 0.823 | 74.6% | 13.0% | 1.3% | 0.022 | 7.161 |
|                  | RiFuClust | 2.86 | 0.928 | 88.9% | 7.6% | 0.9% | 0.015 | 4.909 |
| (0.8,1)          | MSF    | 3.00 | 0.982 | 97.7% | 5.0% | 0.5% | 0.006 | 1.753 |
|                  | RespClust | 3.32 | 0.833 | 81.1% | 8.7% | 1.5% | 0.018 | 4.786 |
|                  | ResiClust | 3.32 | 0.811 | 80.2% | 8.3% | 1.7% | 0.025 | 5.014 |
|                  | RiFuClust | 2.38 | 0.845 | 70.3% | 13.7% | 2.0% | 0.024 | 7.115 |
|                  | MSF    | 3.02 | 0.976 | 93.5% | 2.6% | 0.6% | 0.011 | 3.896 |
|                  | RespClust | 3.46 | 0.803 | 72.7% | 16.6% | 1.5% | 0.024 | 7.185 |
|                  | ResiClust | 3.52 | 0.823 | 74.6% | 13.0% | 1.3% | 0.022 | 7.161 |
|                  | RiFuClust | 2.86 | 0.928 | 88.9% | 7.6% | 0.9% | 0.015 | 4.909 |
| (0.8,3)          | MSF    | 3.00 | 0.962 | 96.8% | 5.3% | 1.5% | 0.006 | 1.696 |
|                  | RespClust | 3.42 | 0.797 | 72.6% | 12.7% | 2.0% | 0.027 | 4.550 |
|                  | ResiClust | 3.42 | 0.799 | 72.9% | 12.8% | 1.9% | 0.027 | 4.531 |
|                  | RiFuClust | 2.38 | 0.845 | 83.5% | 11.1% | 2.4% | 0.017 | 3.926 |
| Unbalanced       |        |     |      |     |     |      |      |
| (0.3,1)          | MSF    | 3.06 | 0.961 | 93.4% | 5.7% | 1.6% | 0.011 | 4.015 |
|                  | RespClust | 3.40 | 0.798 | 60.2% | 14.8% | 1.4% | 0.025 | 7.232 |
|                  | ResiClust | 3.36 | 0.803 | 61.1% | 13.9% | 1.4% | 0.025 | 7.185 |
|                  | RiFuClust | 2.22 | 0.816 | 70.3% | 13.7% | 2.0% | 0.023 | 7.115 |
| (0.3,3)          | MSF    | 3.00 | 0.977 | 97.4% | 2.2% | 0.5% | 0.006 | 1.738 |
|                  | RespClust | 3.50 | 0.812 | 81.1% | 8.0% | 1.5% | 0.019 | 4.667 |
|                  | ResiClust | 3.30 | 0.797 | 80.4% | 7.0% | 1.7% | 0.019 | 5.002 |
|                  | RiFuClust | 2.86 | 0.932 | 93% | 6.4% | 0.9% | 0.010 | 2.569 |
| (0.8,1)          | MSF    | 3.04 | 0.975 | 93.5% | 2.5% | 0.7% | 0.011 | 3.898 |
|                  | RespClust | 3.40 | 0.810 | 75.2% | 7.5% | 1.5% | 0.023 | 7.082 |
|                  | ResiClust | 3.22 | 0.797 | 73.2% | 7.6% | 1.6% | 0.024 | 7.521 |
|                  | RiFuClust | 2.84 | 0.926 | 87.9% | 7.2% | 0.9% | 0.015 | 4.991 |

The proposed approach has favorable performance in the identification of heterogeneity structure. Consider for example setting S1, balanced structure, and (ρ,σ²) = (0.3, 3). The mean values of the estimated number of subgroups are 3.04 (MSF), 3.28 (RespClust), 3.22 (ResiClust), and 2.34 (RifuClust). MSF has the value closest to 3, the true number of subgroups. The four approaches have Rand Index values 0.959 (MSF), 0.811 (RespClust), 0.811 (ResiClust), and 0.801 (RifuClust). As another example, consider setting S3, unbalanced structure, and (ρ,φ) = (0.3, 3) (Table C2). For the identification of heterogeneity structure, the four approaches have number values 3.02 (MSF), 4.34 (RespClust), 4.42 (ResiClust), and 5 (RifuClust), and Rand Index values 0.983 (MSF), 0.822 (RespClust), 0.822 (ResiClust), and 0.848 (RifuClust). The proposed approach is also superior in variable selection. Consider for example setting S2, unbalanced structure, and (ρ,σ²) = (0.8, 1) (Table C1). The (TPR, FPR) values are (0.904, 0.006) for MSF, (0.784, 0.008) for RespClust, (0.773, 0.008) for ResiClust, and (0.935, 0.009)
for RiFuClust. For an alternative evaluation of variable selection performance, we consider a sequence of tunings, and generate ROC curves for all methods (Figure C3). The results re-confirm that the proposed approach has advantages in variable selection. Favorable estimation and prediction performance is also observed. Consider for example setting S1, balanced structure, and $\rho = (0.3, 1)$ (Table 2). The (EMSE, PMSE) values are $(0.006, 1.709)$ for MSF, $(0.020, 4.875)$ for RespClust, $(0.02, 4.813)$ for ResiClust, and $(0.017, 3.981)$ for RiFuClust.

We conduct additional simulation to examine dependence of the proposed approach on $\Gamma_k$. Specifically, the entries in $\Gamma_k$ are independently drawn from truncated normal distributions with ranges $(-2.2, -2)$, $(1, 1.2)$, and $(2.5, 2.8)$ for $k = 1, 2, 3$, respectively. The other settings are the same as described above. We use setting S4 as a representative and present the results in Table C4 (Appendix). The proposed approach is again observed to have favorable performance in heterogeneity identification, variable selection, estimation, and prediction.

4 DATA ANALYSIS

TCGA is a collective effort organized by the NCI/NIH, under which data on multiple types of molecular measurements have been collected on the same subjects for multiple cancer types. Several heterogeneity analysis studies have been conducted on the TCGA data, although it is noted that they have taken strategies significantly different from the proposed. Data analyzed here are downloaded from the cBioPortal website (www.cbioportal.org). Standard data processing is conducted following the literature.

4.1 Melanoma data

In the analysis of melanoma data, we follow the literature and focus on white patients who had non-gl abrous skin and neoadjuvant therapy. To quantify heterogeneity, we analyze the regulations of GEs by CNVs. In the original data, a total of 20,531 RNAseq gene expression measurements and 24,776 CNVs are available. We consider the processed level-3 gene expression data, and refer to the literature for detailed information on data generation and processing. In principle, there is no limit on the numbers of response and covariate variables that can be analyzed. However, whole-genome analysis can bring unstable estimation and tremendous computational challenges, especially considering the limited sample size. With the additional consideration that genetic regulations are often “localized”, we conduct a pathway-based analysis. This strategy has also been taken in multiple published studies. Specifically, the KEGG pathway information is retrieved from the Broad Institute’s website. We focus on the MAPK signaling pathway, which has been suggested as playing a critical role in melanoma. This pathway has also been analyzed in published genetic regulation studies. The final analyzed data contains 214 GE and 264 CNV measurements on 224 subjects. For the guiding biomarker, we use Breslow thickness, which is a confirmed biomarker for prognosis. The median Breslow thickness is 2 (range 0-50).

![Figure 3](image_url)

**FIGURE 3** Analysis of melanoma data using the proposed approach: heatmaps of the estimated regulation coefficient matrices for the three subgroups. The three matrices are significantly different ($p$-values < 0.001).

With the proposed approach, we select the tuning parameters by minimizing the BIC, in the same way as in simulation. Results are briefly presented in Figure C4 in the Appendix. Under the optimal tunings, three subgroups, with with sizes 73, 93, and 58,
TABLE 3 Analysis of melanoma data using the proposed approach: regression coefficients for gene expression BRAF.

|                | Subgroup 1 | Subgroup 2 | Subgroup 3 |
|----------------|------------|------------|------------|
| BRAF           | 0.228      |            | 0.365      |
| CACNA1D        |            |            | 0.036      |
| CACNA1H        | -0.056     |            |            |
| CACNA1S        | -0.035     |            |            |
| PRKACG         | -0.007     |            |            |
| PTPN7          | -0.004     |            |            |
| RASGRP1        |            | 0.185      |            |
| NRAS           |            | 0.174      |            |
| FGF3           |            | -0.165     |            |
| MAPK3          |            | -0.151     |            |
| MAP3K7         |            | 0.118      |            |
| MAP2K6         |            |            | -0.157     |
| MAP2K7         |            | -0.118     |            |
| NGF            |            | 0.113      |            |
| PTPRR          |            | -0.110     |            |
| MRAS           |            | 0.094      |            |
| FLNC           |            | 0.136      |            |
| DUSP7          |            | 0.096      |            |
| RPS6KA6        |            | -0.022     |            |
| MECOM          |            | 0.015      |            |

are identified. The heatmaps of the three regulation coefficient matrices are shown in Figure 3. We test the differences between these matrices using the generalized component approach\(^3\), and the resulted \(p\)-values are highly significant (<0.001). More detailed subgrouping and estimation results are provided in the Supplementary Materials. We consider BRAF, a well-established melanoma genetic marker, as an example, and show its estimated regulation coefficients in Table 3. Significant differences across the subgroups are observed. In particular, except for the cis-acting CNV BRAF, the trans-acting regulating CNVs for the three subgroups have no overlapping. CNV BRAF has the largest and positive coefficients for the first two subgroups, and such a result is “as expected”. It is interesting to observe that it is not regulating for the third subgroup. As discussed in Section 1 and published literature, heterogeneity in genetic regulation is oftentimes associated with disease severity and development. However, biologically and statistically, there is no guarantee that such associations exist. We conduct an exploratory analysis and compare clinical features of samples in different subgroups and find that multiple features, such as tumor stage and age, differ significantly. In addition, prognosis also differs significantly across subgroups, which is expected as Breslow thickness is the guiding biomarker.

Analysis is also conducted using the alternatives, which all identify five subgroups. Detailed subgrouping and estimation results are available in the Supplementary Materials. Comparing the subgrouping structures of the proposed and alternative approaches reveals significant differences (\(p\)-values are shown in Table C5 in the Appendix). The variable selection results are compared in Table C6(Appendix), where we also observe significant differences. As has been noted in many published studies, it is difficult to objectively assess which set of heterogeneity analysis result is more sensible. We conduct the following evaluations, which may provide support to a certain extent. We first evaluate prediction performance. For a given subgrouping structure, subjects within each subgroup are partitioned into a training and a testing set with sizes 3:1. Estimation is conducted using the training set, and prediction is made with the testing test. With 100 random partitions, the average PMSEs are calculated as 0.918 (MSF), 1.050 (RespClust), 1.036 (ResiClust), and 1.003 (RifuClust). Second, we examine stability of the four approaches, in terms of subgroup identification and variable selection. Specifically, for subgroup identification, 10% of the subjects are randomly removed from the original datasets. Let \(G = (g_{il})_{n \times n}\) be the adjacency matrices, where the \((i, l)\)th element \(g_{il} = 1\) if subjects \(i, l\) belong to the same subgroup and 0 otherwise. Denote \(\hat{G}\) and \(G^{(T)}\) as the adjacency matrices of the estimated and true subgroups, respectively. In data analysis, the “truth” is taken as the estimate using all subjects. Then we define the stability
measure as $M_{sta} = \frac{1}{n_i} \sum_{ij} |\hat{G}_{ij} - G_{ij}^{(T)}|$, following the definition proposed in the literature. The mean values of $M_{sta}$’s over 100 random replicates are 0.038 (MSF), 0.067 (ResiClust), 0.106 (RifuClust), and 0.082 (RifuClust). The proposed method has the highest stability in subgroup identification. We use the Observed Occurrence Index (OOI) to evaluate the stability of variable selection. The mean OOI values are 0.810 (MSF), 0.747 (RespClust), 0.751 (ResiClust), and 0.687 (RiFuClust).

With the subgrouping structures identified by the alternatives, we also compare clinical features across subgroups and find less significant differences. Overall, the proposed approach seems to have more sensible findings.

4.2 Stomach cancer data

To demonstrate the broad applicability of the proposed analysis, here we consider GE and DNA methylation, an epigenetic regulating mechanism. It is again noted that the proposed analysis/approach does not demand the collection of all relevant regulators. In the original data, a total of 20,531 gene expression measurements and 16,764 methylation measurements are available. The DNA methylation data are log2 transformed. As in the last subsection, we focus on the MAPK signaling pathway. The final analyzed data contain 214 GEs and 229 methylation measurements. With the consideration that DNA methylation patterns and stomach cancer development/progression both heavily depend on age, we choose age as the guiding biomarker. In the raw dataset, there are 438 patients. After removing records with missing age, GE, and methylation measurements, a total of 367 patients are included in the final analysis. The median age is 67 (range 30-90).

The proposed approach identifies four subgroups, with sizes 99, 70, 96, and 102. The heatmaps of the four regulation coefficient matrices are shown in Figure C5 (Appendix). The tests of differences between these matrices again lead to highly significant $p$-values ($<0.001$). More detailed subgrouping and estimation results are available in the Supplementary Materials. The regression coefficients for a representative example, gene TGFBR2, are shown in Table C7 (Appendix). Methylation TGFBR2 has regulating effects in all four subgroups. Otherwise, the four subgroups do not have overlapping regulating methylations. In our exploratory analysis, we find certain important features, such as mutation burden, differ significantly across the four subgroups.

Analysis is also conducted using the alternatives. ResiClust and RespClust identify five subgroups, and RifuClust identify six subgroups. The differences in subgrouping results between the proposed and alternative approaches are highly significant (Table C5 in the Appendix). The comparison of variable selection results in Table C6 (Appendix) also suggests significant differences. In prediction evaluation, the average PMSE values are 0.902 (MSF), 0.948 (RespClust), 0.945 (ResiClust), and 0.126 (RifuClust). The OOI values are 0.985 (MSF), 0.949 (RespClust), 0.943 (ResiClust), and 0.895 (RiFuClust). Comparing clinical features across subgroups for the alternatives leads to insignificant differences. Overall, it again seems that the proposed heterogeneity analysis is more sensible.

5 DISCUSSION

Heterogeneity has important implications for many complex diseases. In this study, we have taken a strategy significantly different from those in the literature and quantified heterogeneity based on genetic regulations, which, as suggested by published studies, can be related to disease severity and development and have important practical implications. We have developed a novel new analysis approach. It takes the penalized fusion strategy, which has been recently developed and has multiple advantages over the FMR and other heterogeneity analysis strategies. It also advances from the existing penalized fusion studies by having both high-dimensional responses and covariates, by inducing sparsity, and by taking advantage of the guiding biomarker. Simulation has demonstrated satisfactory practical performance, and in data analysis, it has led to sensible findings significantly different from the alternatives.

There have been multiple different ways of defining heterogeneity. It is noted that heterogeneity defined based on molecular measurements is not necessarily associated with subtype or clinical traits. In addition, it remains unclear how to generate consensus from different heterogeneity definitions. In our description, we have mostly used gene expressions and their regulators as an example. Similar analysis can be conducted, for example, using the (proteins, gene expressions) dual. The penalized fusion technique has great flexibility and other advantages not shared by the FMR and other heterogeneity analysis techniques. However, it becomes computationally intractable when both responses and covariates are high-dimensional. This is resolved by introducing the guiding biomarker, which has biologically sensible interpretations. We defer to future research to develop techniques that can accommodate the absence of the guiding biomarker. In the literature, there are alternative, possibly more
complicated, models for genetic regulations. We conjecture that it may be possible to combine such models with the proposed heterogeneity analysis via fusion. As considerable new developments will be needed, we postpone exploring this possibility to future research. In data analysis, heterogeneity has been identified for melanoma and stomach cancers. We defer to future research for biological interpretations.
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APPENDIX

A. Details of the computational algorithm

For a given \((\eta, \delta, \theta, \gamma)\), the component of the Lagrange function \(L\) that depends on \(\beta\) is

\[
L = \frac{1}{2} \| Y - Z \beta \|_2^2 + \theta^T (\beta - \delta) + \gamma^T (A \beta - \eta) + \frac{\rho}{2} \left( \| \beta - \delta \|_2^2 + \| A \beta - \eta \|_2^2 \right),
\]

where \(Y = (y^{(1)}, \ldots, y^{(n)})^T\), \(Z = \text{diag}(X^{(1)}, \ldots, X^{(n)})\), and \(A = D \otimes I_p\). Here \(D = \{ e_i - e_{i+1}, i = 1, \ldots, n - 1 \}^T\) with \(e_i\) being a length-\(n\) column vector whose \(i\)th element equals 1 and the rest equal 0, \(I_p\) is a \(p \times p\) identity matrix, and \(\otimes\) denotes the Kronecker product. Setting \(\frac{\partial L}{\partial \beta} = 0\) leads to the update equation for \(\beta\). For a given \((\eta(t), \delta(t), \theta(t), \gamma(t))\), where \(-t(t)\) denotes the estimate at the \(t\)th update, the update for \(\beta(t+1)\) is

\[
\beta(t + 1) = \left[ Z^T Z + \rho (A^T A + I_{np}) \right]^{-1} \left[ Z^T Y - A^T \gamma(t) - \theta(t) + \rho (A^T \eta(t) + \delta(t)) \right].
\]

For \(\eta^{(i)}\), the relevant component in the Lagrange function is

\[
\lambda_2 \| \eta^{(i)} \|_2 + \frac{\rho}{2} \| \beta^{(i)} - \beta^{(i+1)} - \eta^{(i)} + \gamma^{(i)} \|_2^2,
\]

which leads to the closed-form solution of \(\eta^{(i)}\), denoted as \(\hat{\eta}^{(i)}\):

\[
\hat{\eta}^{(i)} = \left( 1 - \frac{\lambda_2}{\rho \| \beta^{(i)} - \beta^{(i+1)} + \gamma^{(i)} \|_2^2} \right) \left( \beta^{(i)} - \beta^{(i+1)} + \gamma^{(i)} \right).
\]

Then we obtain the update of \(\eta^{(i)}\) at the \(t\)th iteration:

\[
\eta^{(i)}(t) = \left( 1 - \frac{\lambda_2}{\rho \| \beta^{(i)}(t + 1) - \beta^{(i+1)}(t + 1) + \gamma^{(i)}(t + 1) \|_2^2} \right) \left( \beta^{(i)}(t + 1) - \beta^{(i+1)}(t + 1) + \gamma^{(i)}(t + 1) \right).
\]

The component of the Lagrange function that depends on \(\delta\) is

\[
\lambda_1 \sum_{i=1}^n \| \delta^{(i)} \|_1 + \frac{\rho}{2} \| \beta - \delta \|_2^2.
\]

Minimizing \([A_3]\) leads to the update

\[
\delta^{(i+1)} = (I_{np} + \frac{2 \lambda_1}{\rho} H)^{-1} (\beta^{(i+1)} + \theta^{(i)})
\]

where \(H\) is a \(np \times np\) diagonal matrix with the \(s\)th diagonal element as \(\frac{\| \eta^{(s)} \|_2}{\| \delta^{(s)} \|_1}\), where \(\lfloor x \rfloor\) represents the smallest integer which is greater than or equal to \(x\), and \([\delta]_s\) denotes the \(s\)th element of vector \(\delta\). Finally, the updates of \(\gamma\) and \(\theta\) are given by

\[
\theta^{t+1} = \theta^t + \rho (\beta^{t+1} - \delta^{t+1}),
\]

and

\[
\gamma^{t+1} = \gamma^t + \rho (A \beta^{t+1} - \eta^{t+1}).
\]

The overall algorithm is summarized in Algorithm 1. Figure C1 shows the primal residual by iteration for a random replicate under setting S1, balanced structure, and \((\rho, \sigma^2) = (0.3, 1)\). The convergence criterion is satisfied after 49 iterations. We have also examined a few other replicates and observed similar patterns.

**Tuning parameter selection** The proposed MSF approach involves two tuning parameters \(\lambda_1\) and \(\lambda_2\). \(\lambda_1\) controls the sparsity of variable selection, and \(\lambda_2\) controls the structure of subgroups. We apply a grid search for \(\lambda_1\) and \(\lambda_2\) with \(\lambda_1 \in \{0, 0.1, \ldots, 1\}\) and \(\lambda_2 \in \{10, 50, 100, 150, 200, 250\}\) in our numerical study and select the optimal tuning parameters by minimizing BIC:

\[
\text{BIC} = \sum_{j=1}^q \log \left( \sum_{i=1}^n \left( y_j^{(i)} - X_j^{(i)} \beta_j^{(i)} \right)^2 \right) + \frac{\log n}{n} df,
\]

where \(df\) is the total number of nonzero regression coefficients in all distinct values of \(\hat{B}^{(1)}, \ldots, \hat{B}^{(n)}\).
Algorithm 1 Algorithm for solving (3)

1: Set $t = 0$. For $j = 1, \ldots, q$, initialize $\beta_{j}(0) = 0$, and $\eta_{j}(0) = A\beta_{j}(0)$, $\delta_{j}(0) = \delta_{j}(0), \theta_{j}(0) = 0$, and $\gamma_{j}(0) = 0$;
2: repeat
3:     for $j = 1, \ldots, q$ do
4:         Update $\beta_{j}(t + 1)$ via (A1);
5:         Update $\eta_{j}(t + 1)$ via (A2);
6:         Update $\delta_{j}(t + 1)$ via (A4);
7:         Update $\theta_{j}(t + 1)$ and $\gamma_{j}(t + 1)$ via (A5) and (A6), respectively.
8:     end for
9:     $t = t + 1$;
10: until the primal residual $\max_{j \in [1, \ldots, q]} \{ ||A\beta_{j}(t + 1) - \delta_{j}(t + 1)||_2, ||\beta_{j}(t + 1) - \theta_{j}(t + 1)||_2 \}$ is less than a predefined threshold, e.g. $10^{-6}$;
11: return the estimates of $\beta_{j} (j = 1, \ldots, q)$ at convergence.
B. Alternative approaches used in numerical study

Three alternative approaches are adopted in our numerical study: Response-based clustering (RespClust), Residual-based clustering (ResiClust), and Ridge fusion clustering (RiFuClust). All approaches follow a similar strategy: first samples are grouped, and then Lasso is applied to each subgroup. To make the comparison with the proposed approach fair, we also incorporate information of the guiding biomarker in grouping. Specifically, as with the proposed MSF approach, first, the samples are sorted according to the guiding biomarker. Second, the difference in a certain measure between any two adjacent samples, which is broadly referred to as distance, is computed. Specifically, this measure is chosen as response variable with RespClust, residual with ResiClust, and estimated coefficient matrix with RiFuClust. Third, all distances beyond a given threshold are identified as cutoffs. In our numerical study, the threshold is set as 0.1 (which overall generates better results than other values). Finally, to avoid generating subgroups with sizes too small, we remove some cutoffs so that there are at least 20% samples between two adjacent cutoffs.
### C. Additional numerical results

**TABLE C1** Simulation under setting S2. In each cell, mean(sd).

| Structure (ρ, σ²) | Method | Heterogeneity identification | Variable selection | EMSE | PMSE |
|-------------------|--------|-------------------------------|--------------------|------|------|
|                   |        | Num Rand | TPR     | FPR     |       |       |
| **Balanced**      |        |          |         |         |       |       |
| (0.3,1)           | MSF    | 3.10(0.30) | 0.958(0.039) | 89.3%(12.4%) | 1.7%(0.5%) | 0.017(0.008) | 3.952(1.883) |
|                   | RespClust | 3.36(0.63) | 0.836(0.061) | 76.6%(10.8%) | 1.8%(0.5%) | 0.046(0.018) | 10.664(4.074) |
|                   | ResiClust | 3.34(0.63) | 0.843(0.061) | 77%(10.9%) | 1.8%(0.6%) | 0.044(0.019) | 10.248(4.121) |
|                   | RiFuClust | 3.62(0.49) | 0.907(0.044) | 92%(8.3%) | 2.1%(0.6%) | 0.023(0.009) | 4.628(1.862) |
| (0.3,3)           | MSF    | 3.06(0.24) | 0.963(0.032) | 87.1%(12%) | 1.8%(0.4%) | 0.021(0.007) | 6.272(1.594) |
|                   | RespClust | 3.28(0.64) | 0.845(0.063) | 75.5%(10.9%) | 1.9%(0.5%) | 0.048(0.017) | 12.46(3.79) |
|                   | ResiClust | 3.30(0.65) | 0.841(0.061) | 75.3%(10.1%) | 1.9%(0.5%) | 0.049(0.018) | 12.607(3.925) |
|                   | RiFuClust | 3.66(0.48) | 0.903(0.045) | 88.2%(9.4%) | 2.2%(0.5%) | 0.032(0.011) | 7.814(2.155) |
| (0.8,1)           | MSF    | 3.22(0.42) | 0.966(0.025) | 92.4%(6.4%) | 0.5%(0.1%) | 0.016(0.01) | 6.388(6.322) |
|                   | RespClust | 4.42(0.61) | 0.843(0.035) | 75.3%(6.5%) | 0.8%(0.3%) | 0.034(0.009) | 15.132(4.782) |
|                   | ResiClust | 4.38(0.57) | 0.846(0.037) | 75.5%(6.6%) | 0.7%(0.3%) | 0.035(0.009) | 15.149(4.901) |
|                   | RiFuClust | 5.72(0.45) | 0.837(0.019) | 94.6%(5.1%) | 0.9%(0.2%) | 0.018(0.007) | 5.73(2.363) |
| (0.8,3)           | MSF    | 3.22(0.42) | 0.964(0.027) | 89.9%(6.9%) | 0.6%(0.1%) | 0.025(0.009) | 8.348(4.096) |
|                   | RespClust | 4.40(0.57) | 0.848(0.034) | 74.1%(6.2%) | 0.7%(0.2%) | 0.043(0.009) | 17.518(5.037) |
|                   | ResiClust | 4.38(0.57) | 0.85(0.035) | 74.5%(5.9%) | 0.7%(0.2%) | 0.044(0.009) | 18.123(4.986) |
|                   | RiFuClust | 5.58(0.57) | 0.842(0.025) | 90.2%(5.9%) | 1%(0.2%) | 0.032(0.009) | 7.844(2.729) |
| **Unbalanced**    |        |          |         |         |       |       |
| (0.3,1)           | MSF    | 3.10(0.30) | 0.947(0.041) | 92.9%(9.7%) | 1.7%(0.6%) | 0.017(0.008) | 3.674(1.463) |
|                   | RespClust | 3.06(0.77) | 0.763(0.084) | 56.3%(19%) | 1.6%(0.7%) | 0.058(0.023) | 14.054(5.507) |
|                   | ResiClust | 2.96(0.70) | 0.76(0.091) | 55.2%(19.1%) | 1.5%(0.7%) | 0.059(0.023) | 14.373(5.489) |
|                   | RiFuClust | 2.46(0.50) | 0.79(0.098) | 90.6%(11.7%) | 2.2%(1.1%) | 0.043(0.017) | 8.87(3.547) |
| (0.3,3)           | MSF    | 3.38(0.57) | 0.92(0.046) | 88%(12.3%) | 2%(0.7%) | 0.025(0.01) | 6.479(2.466) |
|                   | RespClust | 4.62(0.57) | 0.82(0.035) | 74%(9.1%) | 2.3%(0.5%) | 0.046(0.014) | 10.551(2.724) |
|                   | ResiClust | 4.68(0.59) | 0.822(0.035) | 72.8%(9.7%) | 2.3%(0.5%) | 0.045(0.014) | 10.524(2.89) |
|                   | RiFuClust | 4.24(0.69) | 0.878(0.043) | 86.6%(6.3%) | 2.3%(0.5%) | 0.034(0.013) | 7.685(2.337) |
| (0.8,1)           | MSF    | 3.36(0.48) | 0.951(0.04) | 90.4%(8.4%) | 0.6%(0.2%) | 0.016(0.007) | 5.018(2.479) |
|                   | RespClust | 4.90(0.65) | 0.816(0.033) | 78.4%(6.8%) | 0.8%(0.2%) | 0.036(0.013) | 14.765(6.469) |
|                   | ResiClust | 4.88(0.52) | 0.817(0.034) | 77.3%(7.9%) | 0.8%(0.3%) | 0.035(0.012) | 14.717(6.085) |
|                   | RiFuClust | 5.06(0.31) | 0.847(0.015) | 93.5%(5.6%) | 0.9%(0.2%) | 0.019(0.008) | 5.17(2.614) |
| (0.8,3)           | MSF    | 3.48(0.65) | 0.941(0.045) | 88.2%(8.6%) | 0.6%(0.2%) | 0.022(0.006) | 7.52(2.633) |
|                   | RespClust | 5.88(0.56) | 0.794(0.018) | 78.2%(5.3%) | 0.9%(0.2%) | 0.042(0.012) | 16.586(6.592) |
|                   | ResiClust | 5.86(0.57) | 0.795(0.02) | 78.3%(4.6%) | 0.9%(0.2%) | 0.039(0.01) | 15.353(4.946) |
|                   | RiFuClust | 6.68(0.59) | 0.8(0.018) | 89.8%(4.5%) | 1.1%(0.2%) | 0.026(0.005) | 7.053(2.248) |
TABLE C2 Simulation under setting S3. In each cell, mean(sd).

| Structure (ρ, φ) | Method | Heterogeneity identification | Variable selection | | | |
|------------------|--------|-----------------------------|--------------------|---------|---------|---------|---------|---------|
|                  |        | Num | Rand | TPR | FPR | EMSE | PMSE | |
| (0.3,0.3)        | MSF    | 3.00(0.00) | 0.984(0.009) | 98.8%(0.7%) | 0.6%(0.1%) | 0(0) | 0.326(0.032) |
|                  | RespClust | 3.56(0.58) | 0.859(0.046) | 86.3%(6.1%) | 0.7%(0.1%) | 0.003(0.001) | 0.721(0.161) |
|                  | ResiClust | 3.50(0.65) | 0.857(0.051) | 86.2%(6.3%) | 0.7%(0.1%) | 0.003(0.001) | 0.734(0.189) |
|                  | RiFuClust | 3.30(0.51) | 0.956(0.044) | 96%(4.6%) | 0.6%(0.1%) | 0.001(0.001) | 0.391(0.104) |
| (0.3,0.8)        | MSF    | 3.04(0.20) | 0.98(0.015) | 98.6%(0.9%) | 0.5%(0.1%) | 0.001(0) | 0.33(0.036) |
|                  | RespClust | 4.50(0.58) | 0.841(0.043) | 84.8%(6.6%) | 0.8%(0.1%) | 0.002(0.001) | 0.682(0.145) |
|                  | ResiClust | 4.44(0.58) | 0.846(0.043) | 85.3%(6.7%) | 0.8%(0.1%) | 0.002(0.001) | 0.668(0.144) |
|                  | RiFuClust | 5.86(0.35) | 0.83(0.011) | 96%(3.7%) | 1%(0.1%) | 0.001(0) | 0.385(0.078) |
| (0.8,0.3)        | MSF    | 3.06(0.24) | 0.985(0.013) | 99%(0.4%) | 0.3%(0.1%) | 0.001(0) | 0.358(0.039) |
|                  | RespClust | 4.44(0.64) | 0.839(0.045) | 84.1%(5.3%) | 0.5%(0.1%) | 0.003(0.001) | 1.046(0.225) |
|                  | ResiClust | 4.48(0.58) | 0.839(0.042) | 84.1%(5.5%) | 0.6%(0.1%) | 0.003(0.001) | 1.042(0.235) |
|                  | RiFuClust | 6.00(0.00) | 0.83(0.001) | 98.6%(0.5%) | 0.5%(0%) | 0.001(0) | 0.351(0.026) |
| (0.8,0.8)        | MSF    | 3.02(0.14) | 0.988(0.009) | 99.1%(0.4%) | 0.3%(0.1%) | 0(0) | 0.351(0.037) |
|                  | RespClust | 4.42(0.61) | 0.838(0.044) | 84.2%(5.8%) | 0.5%(0.1%) | 0.003(0.001) | 1.059(0.272) |
|                  | ResiClust | 4.40(0.61) | 0.846(0.044) | 85%(6.2%) | 0.5%(0.1%) | 0.003(0.001) | 1.015(0.281) |
|                  | RiFuClust | 6.00(0.00) | 0.83(0.001) | 98.6%(0.5%) | 0.5%(0.1%) | 0.001(0) | 0.348(0.026) |
| (0.3,0.3)        | MSF    | 3.02(0.14) | 0.983(0.015) | 98.7%(0.8%) | 0.5%(0.1%) | 0.001(0) | 0.328(0.034) |
|                  | RespClust | 4.34(0.63) | 0.822(0.036) | 84.8%(5.4%) | 0.8%(0.1%) | 0.003(0.001) | 0.704(0.152) |
|                  | ResiClust | 4.42(0.61) | 0.822(0.035) | 85.6%(5.6%) | 0.8%(0.1%) | 0.002(0.001) | 0.685(0.153) |
|                  | RiFuClust | 5.00(0.00) | 0.848(0.008) | 97%(19%) | 0.8%(0.1%) | 0.001(0) | 0.389(0.052) |
| (0.3,0.8)        | MSF    | 3.04(0.20) | 0.98(0.019) | 98.7%(0.8%) | 0.5%(0.1%) | 0.001(0) | 0.328(0.035) |
|                  | RespClust | 4.42(0.57) | 0.816(0.032) | 84.6%(6.1%) | 0.8%(0.1%) | 0.003(0.001) | 0.717(0.146) |
|                  | ResiClust | 4.46(0.61) | 0.817(0.033) | 84.9%(6%) | 0.8%(0.1%) | 0.003(0.001) | 0.707(0.135) |
|                  | RiFuClust | 5.00(0.00) | 0.852(0.007) | 97%(21%) | 0.9%(0.1%) | 0.001(0) | 0.372(0.051) |
| (0.8,0.3)        | MSF    | 3.12(0.33) | 0.979(0.025) | 99%(0.5%) | 0.3%(0.1%) | 0.001(0) | 0.363(0.031) |
|                  | RespClust | 4.44(0.67) | 0.815(0.032) | 84.6%(5.6%) | 0.5%(0.1%) | 0.003(0.001) | 1.092(0.316) |
|                  | ResiClust | 4.38(0.64) | 0.812(0.03) | 83.6%(5%) | 0.5%(0.1%) | 0.003(0.001) | 1.135(0.289) |
|                  | RiFuClust | 5.00(0.00) | 0.86(0.001) | 98.5%(0.5%) | 0.5%(0%) | 0.001(0) | 0.355(0.028) |
| (0.8,0.8)        | MSF    | 3.00(0.00) | 0.989(0.003) | 99.1%(0.3%) | 0.3%(0.1%) | 0.001(0) | 0.356(0.029) |
|                  | RespClust | 4.46(0.68) | 0.818(0.036) | 84.9%(5.7%) | 0.5%(0.1%) | 0.003(0.001) | 1.067(0.299) |
|                  | ResiClust | 4.44(0.64) | 0.815(0.03) | 84.2%(5.5%) | 0.5%(0.1%) | 0.003(0.001) | 1.098(0.306) |
|                  | RiFuClust | 5.00(0.00) | 0.86(0.001) | 98.5%(0.6%) | 0.5%(0.1%) | 0.001(0) | 0.357(0.027) |
TABLE C3 Simulation under setting S4. In each cell, mean(sd).

| Structure | (\(\rho, \phi\)) | Method  | Heterogeneity identification | Variable selection |
|-----------|----------------|---------|-----------------------------|--------------------|
|           |                |         | Num  | Rand | TPR  | FPR  | EMSE   | PMSE   |
| Balanced  | (0.3,0.3)      | MSF     | 3.00(0.00) | 0.989(0.002) | 98.5%(0.9%) | 0.9%(0.1%) | 0.004(0.001) | 0.867(0.133) |
|           |                | RespClust | 4.48(0.54) | 0.846(0.027) | 81.2%(6.5%) | 1.5%(0.3%) | 0.018(0.005) | 3.667(0.936) |
|           |                | ResiClust | 4.46(0.54) | 0.848(0.031) | 82.1%(6.7%) | 1.5%(0.3%) | 0.018(0.005) | 3.588(0.952) |
|           |                | RiFuClust | 3.02(0.14) | 0.819(0.013) | 95%(1%)     | 1.4%(0.1%) | 0.017(0.001) | 3.288(0.28)  |
|           | (0.3,0.8)      | MSF     | 3.06(0.31) | 0.986(0.017) | 98.5%(0.9%) | 1%(0.2%)  | 0.004(0.001) | 0.875(0.162) |
|           |                | RespClust | 4.48(0.58) | 0.85(0.03)   | 83.1%(5.6%) | 1.5%(0.3%) | 0.017(0.004) | 3.366(0.819) |
|           |                | ResiClust | 4.46(0.58) | 0.848(0.033) | 82.6%(5.7%) | 1.5%(0.3%) | 0.017(0.005) | 3.462(0.933) |
|           |                | RiFuClust | 4.50(0.51) | 0.895(0.029) | 96.4%(1.4%) | 1.5%(0.2%) | 0.006(0.002) | 1.203(0.342) |
|           | (0.8,0.3)      | MSF     | 3.04(0.20) | 0.988(0.011) | 97.2%(1.2%) | 0.5%(0.1%) | 0.004(0.001) | 1.38(0.291)  |
|           |                | RespClust | 4.28(0.45) | 0.856(0.033) | 79.5%(5.9%) | 0.7%(0.1%) | 0.019(0.005) | 6.861(1.924) |
|           |                | ResiClust | 4.24(0.43) | 0.856(0.033) | 79%(6.4%)   | 0.7%(0.1%) | 0.019(0.005) | 6.942(2.001) |
|           |                | RiFuClust | 5.10(0.30) | 0.877(0.016) | 95.9%(0.9%) | 0.8%(0.1%) | 0.005(0.001) | 1.355(0.207) |
|           | (0.8,0.8)      | MSF     | 3.06(0.24) | 0.986(0.013) | 96.6%(1.2%) | 0.5%(0.1%) | 0.005(0.001) | 1.512(0.288) |
|           |                | RespClust | 4.38(0.49) | 0.848(0.029) | 79.8%(5.6%) | 0.7%(0.1%) | 0.019(0.005) | 6.791(1.963) |
|           |                | ResiClust | 4.40(0.49) | 0.849(0.03)  | 80.5%(5.1%) | 0.8%(0.1%) | 0.019(0.005) | 6.67(1.972)  |
|           |                | RiFuClust | 5.14(0.35) | 0.875(0.019) | 95.6%(0.9%) | 0.8%(0.1%) | 0.005(0.001) | 1.505(0.226) |
| Unbalanced| (0.3,0.3)      | MSF     | 3.04(0.20) | 0.986(0.016) | 98%(1.4%)   | 1%(0.2%)  | 0.004(0.001) | 0.935(0.182) |
|           |                | RespClust | 4.54(0.50) | 0.825(0.03)  | 82%(7.6%)  | 1.5%(0.2%) | 0.019(0.006) | 3.8(1.351)   |
|           |                | ResiClust | 4.52(0.54) | 0.825(0.034) | 82.6%(7.8%) | 1.5%(0.2%) | 0.019(0.008) | 3.891(1.544) |
|           |                | RiFuClust | 4.00(0.00) | 0.925(0.014) | 96.2%(1.4%) | 1.3%(0.1%) | 0.005(0.002) | 1.091(0.336) |
|           | (0.3,0.8)      | MSF     | 3.08(0.27) | 0.985(0.02)  | 98.4%(0.9%) | 1%(0.2%)  | 0.004(0.001) | 0.868(0.148) |
|           |                | RespClust | 5.76(0.69) | 0.806(0.028) | 84.8%(5.6%) | 1.8%(0.2%) | 0.015(0.005) | 2.92(1.008)  |
|           |                | ResiClust | 5.66(0.63) | 0.806(0.029) | 83.6%(5.2%) | 1.7%(0.2%) | 0.016(0.005) | 3.121(1.051) |
|           |                | RiFuClust | 4.46(0.50) | 0.912(0.027) | 93.8%(2.9%) | 1.4%(0.2%) | 0.007(0.003) | 1.363(0.497) |
|           | (0.8,0.3)      | MSF     | 3.22(0.42) | 0.974(0.03)  | 97.1%(1.2%) | 0.5%(0.1%) | 0.005(0.001) | 1.388(0.252) |
|           |                | RespClust | 5.80(0.53) | 0.799(0.021) | 83.6%(4.9%) | 0.9%(0.1%) | 0.016(0.004) | 5.232(1.645) |
|           |                | ResiClust | 5.88(0.48) | 0.797(0.021) | 83.6%(5.1%) | 0.9%(0.1%) | 0.016(0.004) | 5.268(1.572) |
|           |                | RiFuClust | 6.00(0.00) | 0.843(0)     | 95.7%(0.8%) | 0.9%(0.1%) | 0.005(0)     | 1.381(0.176) |
|           | (0.8,0.8)      | MSF     | 3.22(0.42) | 0.974(0.031) | 97%(1.5%)   | 0.6%(0.1%) | 0.005(0.001) | 1.404(0.297) |
|           |                | RespClust | 5.76(0.52) | 0.798(0.021) | 83.9%(4.8%) | 0.9%(0.1%) | 0.017(0.005) | 5.558(1.692) |
|           |                | ResiClust | 5.82(0.48) | 0.799(0.022) | 84.5%(4.9%) | 0.9%(0.1%) | 0.016(0.004) | 5.307(1.626) |
|           |                | RiFuClust | 6.00(0.00) | 0.843(0)     | 95.6%(1%)   | 0.9%(0.1%) | 0.006(0.001) | 1.424(0.228) |
**TABLE C4** Simulation under setting S4 with nonzero coefficients generated from truncated normal distributions. In each cell, mean(sd).

| Structure | (ρ, ϕ) | Method   | Heterogeneity identification | Variable selection |
|-----------|--------|----------|-----------------------------|--------------------|
|           |        |          | Num | Rand | TPR   | FPR   | EMSE  | PMSE  |
| Balanced  | (0.3,0.3) | MSF      | 3.02(0.21) | 0.977(0.014) | 97.8%(1.1%) | 0.8%(0.1%) | 0.005(0.001) | 0.871(0.122) |
|           |        | RespClust| 4.44(0.56) | 0.849(0.031) | 81.1%(7.1%) | 1.4%(0.3%) | 0.019(0.007) | 3.742(1.029) |
|           |        | ResiClust| 4.42(0.53) | 0.851(0.033) | 81.7%(7.3%) | 1.5%(0.2%) | 0.018(0.006) | 3.634(0.984) |
|           |        | RiFuClust| 3.07(0.18) | 0.868(0.016) | 95.3%(1.2%) | 1.6%(0.3%) | 0.008(0.005) | 3.211(0.291) |
| Unbalanced| (0.3,0.3) | MSF      | 3.05(0.22) | 0.980(0.018) | 97.9%(1.6%) | 1.5%(0.3%) | 0.005(0.002) | 0.948(0.199) |
|           |        | RespClust| 4.42(0.56) | 0.827(0.033) | 82.3%(6.7%) | 1.7%(0.2%) | 0.021(0.005) | 3.871(1.274) |
|           |        | ResiClust| 4.44(0.54) | 0.826(0.035) | 82.8%(7.3%) | 1.6%(0.3%) | 0.020(0.004) | 3.741(1.309) |
|           |        | RiFuClust| 4.05(0.43) | 0.921(0.014) | 96.4%(1.9%) | 2.8%(0.3%) | 0.005(0.003) | 1.066(0.340) |
TABLE C5 Data analysis: comparison of subgrouping structures. In each cell, \( p \)-value.

|             | RespClust | ResiClust | RiFuClust |
|-------------|-----------|-----------|-----------|
| **Melanoma data** |           |           |           |
| MSF         | <2.2e-16  | <2.2e-16  | <2.2e-16  |
| RespClust   | 0.069     | <2.2e-16  |           |
| ResiClust   |           | <2.2e-16  |           |
| **Stomach cancer data** |           |           |           |
| MSF         | <2.2e-16  | <2.2e-16  | <2.2e-16  |
| RespClust   | 0.049     | <2.2e-16  |           |
| ResiClust   |           | <2.2e-16  |           |

TABLE C6 Data analysis: comparison of variable selection results. In each cell, number of overlapping identification.

|             | MSF | RespClust | ResiClust | RiFuClust |
|-------------|-----|-----------|-----------|-----------|
| **Melanoma data** |     |           |           |           |
| MSF         | 4309| 1464      | 1620      | 1482      |
| RespClust   | 5281| 3038      | 1863      |           |
| ResiClust   | 6245| 2354      |           |           |
| RiFuClust   |     |           |           | 5442      |
| **Stomach cancer data** |     |           |           |           |
| MSF         | 11254| 6788     | 7388      | 4668      |
| RespClust   | 11802| 8217     | 4819      |           |
| ResiClust   | 11738| 4663     |           |           |
| RiFuClust   |     |           |           | 10245     |

TABLE C7 Analysis of stomach cancer data: regression coefficients for gene expression TGFBR2.

| Gene     | Subgroup 1 | Subgroup 2 | Subgroup 3 | Subgroup 4 |
|----------|------------|------------|------------|------------|
| FGF14    | -0.372     |            |            |            |
| TGFB3    | -0.355     |            |            |            |
| DAXX     | -0.304     |            |            |            |
| BRAF     | -0.255     |            |            |            |
| HRAS     |            | 0.236      | 0.155      |            |
| PLA2G4E  |            | 0.198      |            |            |
| DUSP1    |            |            | -0.102     |            |
| DUSP2    |            | 0.106      |            |            |
| DUSP16   |            |            |            | 0.102      |
| TGFBR2   | -0.349     | -0.081     | -0.303     | -0.371     |
| KRAS     |            | 0.016      |            |            |
| FLNC     |            |            | -0.142     |            |
| PAK2     |            | 0.122      |            |            |
| FGF7     |            |            | -0.106     |            |
| TRAF2    |            |            |            | 0.155      |
| PPP3CC   |            |            |            | -0.086     |
FIGURE C1 Simulation: primal residual as a function of iteration for one replicate under Setting S1, balanced structure, $(\rho, \sigma^2) = (0.3, 1)$.

FIGURE C2 Simulation: BIC as a function of $\lambda_1$ and $\lambda_2$ for one replicate under setting S1, balanced structure, $(\rho, \sigma^2) = (0.3, 1)$. 
FIGURE C3 Simulation: ROC curves for variable selection. Under settings S1 and S2 (first row), data are generated with a balanced subgroup structure and $(\rho, \sigma^2) = (0.3, 1)$. Under settings S3 and S4 (second row), data are generated with a balanced subgroup structure and $(\rho, \phi) = (0.3, 0.3)$.

FIGURE C4 Data analysis: BIC as a function of $\lambda_1$ and $\lambda_2$. Left: SKCM. Right: stomach cancer data.
FIGURE C5 Analysis of stomach cancer data: heatmap of the estimated regulation coefficient matrix. Each panel corresponds to one subgroup. The four coefficient matrices are significantly different ($p$-values $<0.001$).