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Abstract—Nonnegative matrix factorization (NMF) based topic modeling methods do not rely on model- or data-assumptions much. However, they are usually formulated as difficult optimization problems, which may suffer from bad local minima and high computational complexity. In this paper, we propose a deep NMF (DNMF) topic modeling framework to alleviate the aforementioned problems. It first applies an unsupervised deep learning method to learn latent hierarchical structures of documents, under the assumption that if we could learn a good representation of documents by, e.g. a deep model, then the topic word discovery problem can be boosted. Then, it takes the output of the deep model to constrain a topic-document distribution for the discovery of the discriminant topic words, which not only improves the efficacy but also reduces the computational complexity over conventional unsupervised NMF methods. We constrain the topic-document distribution in three ways, which takes the advantages of the three major sub-categories of NMF—basic NMF, structured NMF, and constrained NMF respectively. To overcome the weaknesses of deep neural networks in unsupervised topic modeling, we adopt a non-neural-network deep model—multilayer bootstrap network. To our knowledge, this is the first time that a deep NMF model is used for unsupervised topic modeling. We have compared the proposed method with a number of representative references covering major branches of topic modeling on a variety of real-world text corpora. Experimental results illustrate the effectiveness of the proposed method under various evaluation metrics.
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1 INTRODUCTION

Topic modeling extracts salient features and discovers structural information from a large collection of documents [1]. This paper focuses on discussing the nonnative matrix factorization (NMF) based topic modeling [2], [3], [4], [5], [6], [7], [8]. NMF topic modeling usually decomposes the document-word representation of documents into a topic-document matrix and a word-topic matrix. Existing decomposition methods usually have the following two major problems. First, it is challenging to discover common patterns or topics in the documents and organize them into hierarchy [9], [10]. Second, the topic-word distribution do not meet human interpretation of documents [11], [12]. For example, traditional topic modeling may lose smaller subject codes, i.e. sub-topics, in the tails of large topics, which leads to the inability of describing topic dimensions in terms of the human interpretable objects of topics, and simultaneously loses all latent sub-structure within each topic [11]. Deep learning, which learns hierarchical data representations, provide one solution to the aforementioned problems. However, existing deep learning methods for topic modeling are mostly supervised, and fall into the category of probabilistic topic models [13], [14]. To our knowledge, unsupervised deep NMF topic modeling seems unexplored yet, due to maybe the high computational complexity of deep unsupervised NMF [15], [16] as well as the lack of supervised information of data.

1.1 Contributions

In this paper, we aim to explore an unsupervised deep NMF (DNMF) framework to address the above challenges. Because modeling topic hierarchies of documents and discovering topic words simultaneously is a complicated optimization problem, we propose to solve the two problems in sequence, under the assumption that, if the representation of documents is good enough, then the overall performance can be boosted [17]. The proposed method contains the following novelties:

- An unsupervised deep NMF framework is proposed. It first learns the topic hierarchies of documents by an unsupervised deep model, whose output is used to constrain the topic-document matrix. Then, it produces a good solution to the topic-document matrix and word-topic matrix by NMF under the constraint. It can have many implementations by incorporating different NMF methods and deep models. Unlike conventional NMF topic modeling methods that make predefined assumptions, DNMF alleviates the weaknesses of NMF, e.g. non-unique factorization, by deep learning. To our knowledge, this is the first work of unsupervised deep NMF for topic modeling.

- Three implementations of DNMF that reach the state-of-the-art performance are proposed. The three algorithms fall into the three major subclasses of NMF technologies [18], denoted as basic DNMF (bDNMF), structured DNMF (sDNMF), and constrained DNMF (cDNMF) respectively. Specifically, bDNMF takes the output of the deep model as the topic-document matrix directly to generate the word-topic distribution. sDNMF takes the output of the deep model as the intrinsic geometry of the topic-document distribution, which is used to mask the topic-document matrix. cDNMF takes the output of the deep model as a regularization of the
topic-document distribution. The convergence of the proposed algorithms is theoretically proved. 

- Because the representation of documents in topic modeling is usually sparse and high-dimensional, existing deep neural networks can easily overfit to the documents. Although some methods reduce the dimension of the documents by discarding low-frequency words, their performance suffers from the compromise. To address the problem, this paper applies multilayer bootstrap networks (MBN) to learn the topic hierarchies of documents. MBN contains three simple operators—random resampling, stacking, and one-nearest-neighbor optimization. To our knowledge, this is the first time that a non-neural-network unsupervised deep model is applied to topic modeling, which outperforms conventional shallow topic modeling methods significantly.

We have compared the proposed DNMF variants with 9 representative topic modeling methods covering probabilistic topic models [1], [2], [3], [4], [5], [20], [21], [22], [23], [24] and nonprobabilistic models [3], [4], [5], [23], and deep topic models [24]. Empirical results on the 20-newsgroups, topic detection and tracking database version 2 (TDT2), and Reuters-21578 corpora illustrate the effectiveness of DNMF in terms of three evaluation metrics. Moreover, the hyperparameters of the DNMF variants have stable working ranges across all situations, which facilitates their practical use.

In this paper, we first introduce some related work and preliminaries in the following two subsections, then present the proposed DNMF framework and its three implementations in Section 2. Section 3 presents the experimental results. Finally, Section 4 concludes our findings.

1.2 Related work

**Probabilistic topic modeling:** Topic models were originally formulated as unsupervised probabilistic models [1], [21], [25], [26]. A seminal work of probabilistic topic models is latent Dirichlet allocation (LDA) [1]. It models a document as a multinomial distribution over latent semantic topics, and models a topic itself as a multinomial distribution over words. The document-dependent topic embedding, governed by a Dirichlet prior, is estimated in an unsupervised way and then adopted as the low-dimensional feature for document classification and indexing. Later on, hierarchical tree-structured priors such as nested Dirichlet processing [25], [27] or nested Chinese restaurant process [27], [28] were applied to discover the hierarchy of topics and capture the nonlinearity of documents. However, the hierarchical probabilistic models suffer from conceptual and practical problems. For example, their optimization problem is NP-hard in the worst case due to the intractability of the posterior inference. Existing methods have to resort to approximate inference methods, such as variational Bayes and Gibbs sampling which is also difficult to carry out [30]. Besides, because the exact inference is intractable, the models cannot make predictions for words that are sharper than the distributions predicted by any of the individual topics. As a result, the hypothesis of probability distributions are unable to be applied to all text corpora [31]. Moreover, there is a lack of justification of the Bayesian priors as well [32].

Recently, a geometric Dirichlet means algorithm [33], which builds upon a weighted k-means clustering procedure and is augmented with a geometric correction, overcomes the computational and statistical inefficiencies encountered by probabilistic topic models based on Gibbs sampling and variational inference. However, the learned topic polytope is largely influenced by the performance of the clustering algorithm.

**Deep probabilistic topic modeling:** Another solution to the optimization difficulty of the hierarchical probabilistic models is to integrate the perspectives of the probabilistic models and deep neural networks. The integrated methods, named deep neural topic models, introduce neural network based priors as alternatives to Dirichlet process based priors [34], [35], [36], [37]. This integrates the powerfulness of neural network architecture into the inference of the probabilistic graph models, which makes the models not only interpretable but also powerful and easily extendable. However, they still fail to consider the veracity of the Bayesian hypothesis. The problem of component collapsing may also lead to bad local optima of the inference network in which all topics are identical.

**NMF topic modeling:** To deal with the optimization difficulty of the hierarchical probabilistic models, a large effort has been paid on polynomial time solvable topic modeling algorithms, many of which are formulated as separable nonnegative matrix factorization (NMF) methods [2], [3], [4], [5], [6], [7], [8]. They find the underlying parameters of topic models by decomposing the document-word data matrix into a weighted combination of a set of topic distributions [38]. A key problem in the context of NMF research is the separability issue, i.e., whether the matrix factors are unique [39]. When one applies NMF to topic modeling, the separability assumption is equivalent to an anchor-word assumption which assumes that every topic has a characteristic anchor word that does not appear in the other topics [3], [4], [5], [6]. However, because words and terms have multiple uses, the anchor word assumption may not always hold. To avoid the unrealistic assumption is a key research topic. One solution explores tensor factorization models with three- or higher-order word co-occurrence statistics. However, such statistics need many more samples than lower-order statistics to obtain reliable estimates, and separability still relies on additional assumptions [23], such as consecutive words being persistently drawn from the same topic. Another recent solution is anchor-free correlated topic modeling (AnchorFree) with second-order co-occurrence statistics. However, an assumption called sufficiently scattered condition is still needed to be made, though the assumption is much milder than the anchor-word assumption. Besides the problem of making additional assumptions to the data, NMF is also formulated as a shallow learning method with no more than one nonlinear layer, which may not capture the nonlinearity of documents and the hierarchy of topics well.

**Deep NMF methods:** The aforementioned NMF topic models are all shallow models, which is not powerful enough to grasp the nonlinearity of documents. In the NMF research community, a lot of efforts have been paid on the multilayered NMF algorithms with applications to image
Unsupervised deep learning for document clustering: Document clustering and topic modeling are two closely related tasks [17]. Unsupervised topic modeling projects documents into a topic embedding space, which promotes the development of document clustering. Recently, many works focused on learning the representations and topic assignments of documents simultaneously by deep neural networks [19], [45], [46], [47]. However, current deep learning methods for document clustering do not show advances over the shallow learning methods, such as NMF-based topic modeling. We conjecture that existing methods may not be good at dealing with sparse and high-dimensional representations of documents. As a compromise, they reduce the dimension of the sparse data by discarding the low-frequency words, which may significantly lose useful information. To deal with the aforementioned problems, here we develop deep models that are able to outperform conventional shallow models without discarding the low-frequency words. Note that, although some deep learning based topic models apply word embeddings to deep topic models [48], [49], it may not be unsuitable to compare them with the conventional topic modeling methods that work with the term frequency-inverse document frequency (TF-IDF) statistics.

1.3 Preliminaries
1.3.1 Notations
We first introduce some notations here. Regular letters, e.g. \( \delta, M, t, k, n \), indicate scalars. Bold lower-case letters, e.g. \( \mathbf{d}, \mathbf{c}, \mathbf{w} \), indicate vectors. Bold capital letters, e.g. \( \mathbf{D}, \mathbf{C}, \mathbf{W} \), indicate matrices. The bold digit \( 0 \) indicates an all-zero vector or matrix. The operator \( T \) denotes the transpose. The notation \( [C]_{ij} \) indicates the elements of the matrix \( C \) at the \( i \)th column and \( j \)th row. The operator \( \odot \) is the Hadamard multiplication. The operator \( \text{Tr}(\cdot) \) denotes the trace of matrices.

1.3.2 Background
In topic modeling, given a corpus of \( N \) documents with \( K \) topics and a vocabulary of \( V \) words, denoted as \( \{d_n\}_{n=1}^N \) where \( d_n = [d_{n,1}, \ldots, d_{n,V}]^T \) with \( d_{n,v} \) as the frequency of the \( v \)th word in the vocabulary that appears in the \( n \)th document. We aim to learn a topic-document matrix \( \mathbf{W} = [w_{k,n}] \in \mathbb{R}^{K \times N} \) and a word-topic matrix \( \mathbf{C} = [c_{v,k}] \in \mathbb{R}_+^{V \times K} \) from the document-word matrix \( \mathbf{D} = [d_{1,1}, \ldots, d_{N,V}] \in \mathbb{R}^{N \times V} \), where the notation \( k \leq K \) is the topic index, \( w_{k,n} \) is the topic label which describes the probability of the \( n \)th document belonging to the \( k \)th topic, and \( c_{v,k} \) is the probability of the \( v \)th vocabulary that appears in the \( k \)th topic. The task of topic modeling is to find an approximate factorization:

\[
\mathbf{D} \approx \mathbf{C} \mathbf{W} \quad (1)
\]

NMF measures the distance between \( \mathbf{D} \) and \( \mathbf{C} \mathbf{W} \) by the squared Frobenius norm, and formulates the topic modeling problem as the following optimization problem:

\[
(\mathbf{C}, \mathbf{W}) = \arg \min_{\mathbf{C} \geq 0, \mathbf{W} \geq 0} \| \mathbf{D} - \mathbf{C} \mathbf{W} \|_F^2 \quad (2)
\]

where the nonnegative constraints make the solution interpretable. Under the anchor-word assumption, the word distribution \( \mathbf{C} \) is enforced to be a block diagonal matrix, which guarantees a consistent solution [29], [50]. However, the anchor-word assumption is fragile in practice. Recently, many methods have been proposed to overcome this assumption [23], [51].

2 Deep NMF topic model
In this section, we first present the DNMF topic modeling framework in Section 2.1, then implements three DNMF topic modeling methods named dNMF, cDNMF, and sDNMF respectively in Section 2.2 and finally introduce the unsupervised deep model in Section 2.3.

2.1 The framework of DNMF topic modeling
Traditional NMF topic modeling aims to learn a document representation by linear NMF essentially. In order to capture the manifold structure or topic hierarchies of documents, a natural way is to extend NMF into a deep NMF framework. Here we propose a DNMF framework which constrains the topic-document matrix by an unsupervised deep model with multiple layers of nonlinear transforms:

\[
\mathbf{D} \approx \mathbf{C} \mathbf{W} \quad \text{subject to} \quad g(\mathbf{W}|f(\mathbf{D})) \geq 0, \mathbf{C} \geq 0, \mathbf{W} \geq 0 \quad (3)
\]

where \( f(\cdot) \) is the unsupervised deep model and \( g(\cdot) \) is a discriminator used to constrain \( \mathbf{W} \) by \( f(\cdot) \). \( f(\cdot) \) performs like a prior that constrains the solution of \( \mathbf{W} \) and \( \mathbf{C} \) to be interpretable and discriminant, which is the fundamental difference between DNMF and conventional NMF topic models. The framework is illustrated in Fig. 1. It minimizes the reconstruction error between \( \mathbf{D} \) and \( \mathbf{C} \mathbf{W} \) in terms of the squared Frobenius norm.

A direct thought to solve problem (3) is to optimize \( \mathbf{f}(\mathbf{D}), \mathbf{W}, \text{and } \mathbf{C} \) alternatively until convergence. However, it is too costly to train a deep model in a single iteration. In practice, we take the following optimization algorithm to solve problem (3):

- Pretrain \( f(\mathbf{D}) \) first by an unsupervised deep model.
- Optimize \( \mathbf{W} \) and \( \mathbf{C} \) alternatively with \( f(\mathbf{D}) \) fixed until convergence.
The effectiveness of the above algorithm relies on the assumption that, if a high-quality \( f(D) \) is obtained as a prior, then the solution of \( C \) and \( W \) is also boosted.

The difference between the proposed topic modeling method and existing deep NMF methods \([15], [16]\) is that the proposed method takes the deep model \( f(\cdot) \) as an additional constraint of \( W \), while the methods in \([15], [16]\) decomposes \( W \) directly into a hierarchical network. It is easy to see that the proposed framework can employ various unsupervised deep models to bring additional information into the matrix decomposition problem for specific applications. It is easy to constrain \( W \) flexibly as we will do in Section 2.2 which brings advanced NMF methods into the proposed framework. It also can either employ a pretrained deep model or conduct joint optimization of the deep model and the matrix decomposition. On the contrary, although \([15], [16]\) can be applied to topic modeling, the computational complexity of their multilayered matrix decomposition is too high to be applied to topic modeling in practice. To our knowledge, they were not applied to topic modeling yet.

### 2.2 DNMF implementations

In this subsection, we first introduce three DNMF implementations that extend the three sub-categories of NMF \([18]\) to their deep versions respectively, and then discuss the connection between the three implementations. Note that, besides the novelty of the DNMF framework, cDNMF and sDNMF are also fundamentally new even without the deep model \( f(D) \).

#### 2.2.1 Basic DNMF topic modeling

Many NMF topic modeling methods introduce polytope to interpret the geometry of documents \([52], [53]\), i.e. \( |D|_{ij} = \sum_{k=1}^{K} [C|_{ik} W|_{kj}] \). A standard NMF topic modeling can always find an infinite solutions of \( C \) and \( W \) that satisfy \( D \approx CW \). To prevent such infinite solutions, various constraints have to be added. One of the simplest constraint is to provide one of the two factors beforehand, e.g. \( W \). However, it seems not easy to find a satisfied \( W \) beforehand in history. Fortunately, deep learning provides such an opportunity. We conjecture bravely that, if a good topic-document matrix \( W \) could be learned beforehand by deep learning, then the problem of finding the other factor \( C \) can be greatly simplified, which motivates bDNMF.

Given a latent document topic proportions \( f(D) \) from a deep model, bDNMF interprets the documents by

\[
|D|_{ij} = \sum_{k=1}^{K} [C|_{ik} f(D)|_{kj}] \quad \text{for } i = 1, \ldots, V; \quad m = 1, \ldots, N. \tag{4}
\]

It is a special case of the framework in Fig. 1 where \( g(\cdot) \) is simply defined as \( W - f(D) = 0 \). Solving the factorization \( 4 \) in the NMF framework results in the following optimization problem:

\[
\min_{C \geq 0, f(\cdot)} D_F [D||Cf(D)] \tag{5}
\]

where \( D_F [D||Cf(D)] \) denotes the Frobenius norm of NMF with \( C f(D) \) being an approximation of \( D \):

\[
D_F [D||Cf(D)] = \|D - Cf(D)\|_F^2 \tag{6}
\]

We solve bDNMF in two steps. First, we generate the sparse representation of documents \( f(D) \) by a deep model. Then, problem \( 5 \) is formulated as a nonnegative least squares optimization problem, which can be solved by gradient descent algorithms or multiplicative update rules \([52]\). Here we prefer multiplicative update rules, since they do not have tunable hyperparameters. As we can see, when \( f(D) \) is given, problem \( 5 \) satisfies the following first-order Karush-Kuhn-Tucker (KKT) optimality conditions:

\[
\begin{align*}
\text{subject to} \quad & C \geq 0 \\
& \frac{\partial D_F [D||Cf(D)]}{\partial C} \geq 0 \\
& C \odot \frac{\partial D_F [D||Cf(D)]}{\partial C} = 0
\end{align*} \tag{7}
\]

which guarantees that the solution of \( 5 \) converges to a stationary point.

The multiplicative update rules are described as follows. Let \( \Psi \) be the Lagrange multiplier of the constraint \( C \geq 0 \), the Lagrangian \( \mathcal{J} \) for \( 5 \) is

\[
\mathcal{J} = \text{Tr}(DD^T) - 2 \text{Tr}(Df(D)^T C^T) + \text{Tr}(C f(D) f(D)^T C^T) + \text{Tr}(C \Psi) \tag{8}
\]

The partial derivative of \( \mathcal{J} \) with respect to \( C \) is

\[
\frac{\partial \mathcal{J}}{\partial C} = -2Df(D)^T + 2C f(D) f(D)^T + \Psi \tag{9}
\]
Algorithm 2: sDNMF.

Input: Text corpus \( D \), the number of topics \( T \), hyperparameters \( \delta \geq 0 \) and \( M \geq 0 \).
Output: \( C^{(t)}, f(D) \).

1. Initialize: topic-word distribution \( C_0 \), document-topic distribution \( T_0 \), weight matrix \( T^0 \), \( t \leftarrow 0 \);
2. Construct a document-topic distribution \( f(D) \) by deep unsupervised learning methods;
3. repeat
   4. Calculate \( T^{(t)} \) by (17);
   5. Calculate \( C^{(t)} \) by (18);
   6. \( t \leftarrow t + 1 \);
4. until convergence;

By the KKT condition \( C \odot \Psi = 0 \), we derive
\[
2C \odot (Cf(D)f(D)^T) - 2C \odot (Df(D)f(D)^T) + C \odot \Psi = 0 \quad (10)
\]
Therefore, the multiplicative update rules for \( C \) can be inferred as follows:
\[
[C]_{ij}^{(t+1)} \leftarrow [C]_{ij}^{(t)} \frac{[Df(D)f(D)^T]_{ij}}{[Cf(D)f(D)^T]_{ij}} \quad (11)
\]
where the superscript \( (t) \) denotes the \( t \)th iteration of the multiplicative update rules.

bDNMF is summarized in Algorithm 1. It implements \( g(W, f(D)) \) by simply setting \( W = f(D) \). The main merit of bDNMF is that it can easily get the global optimum solution of \( C \) given \( W \) fixed, which avoids the non-unique solution of the NMF topic modeling in a simple way. Its effectiveness is largely affected by \( f(D) \). In practice, we implement \( f(D) \) as semantic topic labels, which is obtained by the deep-learning-based document clustering.

2.2.2 Structured DNMF topic modeling

Although bDNMF is simple, it reduces NMF with only one variable when \( f(D) \) is given, which limits the flexibility of \( C \). To solve the problem, sDNMF modifies the regular factorization formulation \( 2 \) by a new discriminator \( W = f(D) \odot T \) instead of taking \( W = f(D) \) where \( T \) is a new variable. Its objective function is formulated as follows:
\[
\min_{C \geq 0, T \geq 0, f(\cdot)} \frac{1}{2} \| D - C(f(D) \odot T) \|_F^2
\]
\[
= \min_{C \geq 0, T \geq 0, f(\cdot)} \frac{1}{2} \| D - C(f(D) \odot T) \|_F^2
\]
\[
= \min_{C \geq 0, T \geq 0, f(\cdot)} \frac{1}{2} \| D - C(f(D) \odot T) \|_F^2
\]
\[
= \min_{C \geq 0, T \geq 0, f(\cdot)} \frac{1}{2} \| D - C(f(D) \odot T) \|_F^2
\]
\[
= \min_{C \geq 0, T \geq 0, f(\cdot)} \frac{1}{2} \| D - C(f(D) \odot T) \|_F^2
\]

Like bDNMF, we solve sDNMF by first generating \( f(D) \) by a deep model, which formulates problem \( 12 \) as an alternative least squares optimization problem. As we can see, when \( f(D) \) is given, problem \( 12 \) satisfies the following first-order KKT optimality conditions:
\[
\begin{align*}
C &\geq 0, T \geq 0, f(\cdot) \\
\frac{\partial D}{\partial C} &\geq 0, f(\cdot) \\
\frac{\partial D}{\partial C} &\geq 0, f(\cdot) \\
\frac{\partial D}{\partial C} &\geq 0, f(\cdot) \\
\frac{\partial D}{\partial C} &\geq 0, f(\cdot)
\end{align*}
\]
which guarantees that the solution of \( 12 \) converges to a stationary point.

Algorithm 3: cDNMF.

Input: Text corpus \( D \), number of topics \( T \), hyperparameters \( \delta \geq 0, M \geq 0, \lambda_1 \geq 0 \), and \( \lambda_2 \geq 0 \).
Output: \( C^{(t)}, f(D) \).

1. Initialize: topic-word distribution \( C_0 \), document-topic distribution \( W_0 \), weight matrix \( T^0 \), \( t \leftarrow 0 \);
2. Construct a document-topic distribution \( f(D) \) by deep unsupervised learning methods;
3. repeat
   4. Calculate \( W^{(t)} \) by (28);
   5. Calculate \( C^{(t)} \) by (29);
   6. Calculate \( T^{(t)} \) by (30);
   7. \( t \leftarrow t + 1 \);
8. until convergence;

Let \( U \) and \( V \) denote the Lagrange multipliers of \( C \) and \( T \) respectively. Then, minimizing \( 12 \) is equivalent to minimizing the Lagrangian \( J \):
\[
J = D_F(D|CT, f(D)) + \text{Tr}(UC^T) + \text{Tr}(V T^T)
\]
Taking partial derivatives in \( 14 \) derives
\[
\frac{\partial J}{\partial C} = 2C(f(D) \odot T)^T(f(D) \odot T) - 2D^T(f(D) \odot T) + U
\]
\[
\frac{\partial J}{\partial T} = 2((f(D) \odot T)CC^T) \odot f(D) - 2(f(D) \odot DC^T) + V
\]
Combining with the KKT conditions, we obtain the update rules:
\[
\begin{align*}
\mathbf{T}^{(t+1)} &\leftarrow \mathbf{T}^{(t)} \frac{[(DC^T) \odot f(D)]_{ij}}{[(f(D) \odot T)CC^T]_{ij}} \\
\mathbf{C}^{(t+1)} &\leftarrow \mathbf{C}^{(t)} \frac{[(f(D) \odot T)D]_{ij}}{[(f(D) \odot T)^T]_{ij}}
\end{align*}
\]
sDNMF is summarized in Algorithm 2. It promotes the effectiveness of \( C \) by introducing the internal variable \( T \) to bridge the gap between \( f(D) \) and \( C \).

2.2.3 Constrained DNMF topic modeling

bDNMF and sDNMF intrinsically assumes that each document contains only one topic, which may not be true. To overcome the weakenss of bDNMF and sDNMF, we propose cDNMF which introduces \( f(D) \) as a regularizer on \( W \) instead of masking \( W \) by \( f(D) \) directly.
Specifically, we implement the discriminator \( g(W, f(D)) \) as a real-valued regression response of the semantic topic labels \( f(D) \):
\[
\min_{T \in \mathbb{R}^{K \times N}, W \geq 0} \| f(D) - TW \|_F^2
\]
where \( T \) denotes a linear transform of \( W \). To further constrain the word-topic matrix \( C \) for highly meaningful topic words, we propose a word-word affinity regularization \( \Omega(C) \):
\[
\Omega(C) = \| CC^T - DD^T \|_F^2
\]
which encodes the word-word semantics from the shared knowledge between the documents into $C$. To our knowledge, this is the first time that such a regularization is introduced to the NMF topic modeling.

Substituting (19) and (20) into the DNMF framework derives the objective of cDNMF:

$$ \min_{T \geq 0, C \geq 0, W \geq 0, f(\cdot)} D_F(D||CW, T, f(D)) \quad (21) $$

where

$$ D_F(D||CW, T, f(D)) = \|D - CW\|_F^2 + \lambda_1 \|f(D) - TW\|_F^2 + \lambda_2 \Omega(C) \quad (22) $$

with $\lambda_1$ and $\lambda_2$ as two hyperparameters.

Like bDNMF, we solve cDNMF by first obtaining $f(D)$ from a deep model, and taking $f(D)$ as a constant of (21). Then, we optimize (21) for $C$, $W$, and $T$ by the alternative least squares optimization algorithm. When $f(D)$ is given, problem (21) satisfies the following first-order KKT optimality conditions:

$$ \begin{cases} C \geq 0, W \geq 0, T \geq 0 \\ \frac{\partial D_F(D||CW, T, f(D))}{\partial C} \geq 0 \\ C \odot \frac{\partial D_F(D||CW, T, f(D))}{\partial W} = 0 \\ \frac{\partial D_F(D||CW, T, f(D))}{\partial W} \geq 0 \\ W \odot \frac{\partial D_F(D||CW, T, f(D))}{\partial T} = 0 \\ \frac{\partial D_F(D||CW, T, f(D))}{\partial T} \geq 0 \\ T \odot \frac{\partial D_F(D||CW, T, f(D))}{\partial T} = 0 \end{cases} \quad (23) $$

which guarantees that the optimization of (21) converges to a stationary point. Let $\Psi$, $Q$, and $P$ be the Lagrange multipliers of the constraints $C \geq 0$, $W \geq 0$ and $T \geq 0$, respectively. The Lagrangian $J$ of (21) is

$$ J = \text{Tr}(DD^T) - 2\text{Tr}(DW^CT^T) + \text{Tr}(CWWT^TCT) + \lambda_1 \text{Tr}(f(D)f^T(D)) - 2\lambda_1 \text{Tr}(f(D)WT^WT) + \lambda_1 \text{Tr}(TWWT^TT) + \lambda_2 \text{Tr}(DD^TDD^T) - 2\lambda_2 \text{Tr}(D^TCC^T) + \lambda_2 \text{Tr}(CC^TCC^T) + \text{Tr}(C\Psi) + \text{Tr}(WQ) + \text{Tr}(TP) \quad (24) $$

The partial derivatives of $J$ with respect to $C$, $W$ and $T$ are

$$ \frac{\partial J}{\partial C} = -2DW^T + 2CWWT - 4\lambda_2 DD^T C + 4\lambda_2 CC^T C + \Psi \quad (25) $$

$$ \frac{\partial J}{\partial W} = -2CTD + 2CTCW - 2\lambda_1 T^T f(D) + 2\lambda_1 TT^TW + Q \quad (26) $$

$$ \frac{\partial J}{\partial T} = -2\lambda_1 f(D)WT^T + 2\lambda_1 TWW^T + P \quad (27) $$

Using the KKT conditions $C \odot \Psi = 0$, $W \odot Q = 0$ and $T \odot P = 0$ we get the following update rule for $C$:

$$ [W]_{ij}^{(t+1)} \leftarrow [W]_{ij}^{(t)} \frac{[CTD]_{ij} + \lambda_1 [Tf(D)]_{ij}}{[CTCW]_{ij} + \lambda_1 [T^TTW]_{ij}} \quad (28) $$

$$ [C]_{ij}^{(t+1)} \leftarrow [C]_{ij}^{(t)} \frac{[DW^T]_{ij} + 2\lambda_2 [DD^T]_{ij}}{[CWWT]_{ij} + 2\lambda_2 [CC^T]_{ij}} \quad (29) $$

2.3.1 Algorithm description of MBN

MBN consists of $L$ gradually narrowed hidden layers from bottom-up. Each hidden layer consists of $M$ $k$-centroids clusterings ($M \gg 1$), where parameter $k$ at the $l$-th layer is denoted by $k_l$, $l = 1, \ldots, L$. Each $k_l$-centroids clustering has $k_l$ output units, each of which indicates one cluster. The output layer is linear-kernel-based spectral clustering [33]. We take the output of the spectral clustering as $f(D)$.

MBN is trained simply by stacking. To train the $l$-th layer, we simply train each $k_l$-centroids clustering as follows:

- **Random sampling of input.** The first step randomly selects $k_l$ documents from $X^{(l-1)} = [x_1^{(l-1)}, \ldots, x_N^{(l-1)}]$ as the $k_l$ centroids of the clustering. If $l = 1$, then $X^{(l-1)} = D$.

- **One-nearest-neighbor learning.** The second step assigns an input document $x^{(l-1)}$ to one of the $k_l$ clusters by one-nearest-neighbor learning, and outputs a $k_l$-dimensional indicator vector $h = [h_1, \ldots, h_{k_l}]^T$, which is a one-hot sparse vector indicating the nearest centroid to $x^{(l-1)}$.

The output units of all $k_l$-centroids clusterings are concatenated as the input of their upper layer, i.e. $x^{(l)} = [h_1, \ldots, h_{k_l}]^T$. We use cosine similarity to evaluate the similarity between the input and the centroids in all layers.

As described in [56], each layer of MBN is a histogram-based nonparametric density estimator, which does not make model assumptions on data; the hierarchical structure of MBN captures the nonlinearity of documents by building a vast number of hierarchical trees on the TF-IDF feature space implicitly.

2.3.2 Network structure of MBN

The network structure of MBN is important to its effectiveness. First of all, we should set the hyperparameter $M$ to a large number, which guarantees the high estimation accuracy of MBN at each layer. Then, to maintain the
tree structure and discriminability of MBN, we should set \( \{k_l\}_{l=1}^L \) carefully by the following criteria:

\[
k_1 = \lceil N/2 \rceil, \quad k_l = \lceil \delta k_{l-1} \rceil \tag{31}
\]

\( k_L \) is set to guarantee that at least a document per class is chosen by a random sample in probability

\[
k = \begin{cases} \lceil D/K \rceil, & \text{if } D \text{ is strongly class imbalanced} \\ 1.5K, & \text{otherwise} \end{cases} \tag{33}
\]

where \( \delta \in [0, 1) \) is a user defined hyperparameter with 0.5 as the default.

As analyzed in [56], the hyperparameter \( \delta \) controls how aggressively the nonlinearity of data is reduced. If the data is highly nonlinear, then we set \( \delta \) to a large number, which results in a very deep architecture; otherwise, we set \( \delta \) to a small number. MBN is relatively sensitive to the selection of \( \delta \). As will be shown in the experiment, setting \( \delta = 0.5 \) is safe, though tuning \( \delta \) may lead to better performance.

The criterion (33) guarantees that each \( k_l \)-centroids clustering is a valid one in probability. Specifically, for any \( k_l \)-centroids clustering, if its centroids do not contain any document of a topic, then its output representation has no discriminability to the topic. To understand this point, we consider an extreme case: if \( k_l = 1 \), then the top hidden layer of MBN outputs the same representation for all documents. In practice, we implement (32) by:

\[
k_L \approx \begin{cases} 30\lceil \frac{N_z}{N_s} \rceil, & \text{if } D \text{ is strongly class imbalanced} \\ 1.5K, & \text{otherwise} \end{cases} \tag{33}
\]

where \( N_z \) is the size of the smallest topic. If \( N_z \) is unknown, we simply set \( k_L \) to a number that is significantly larger than the number of topics, e.g., 300 or so.

2.4 Discussions

The DNMF variants are new in the NMF study even without the deep model. First, the structured NMF component of sDNMF is different from existing structured NMF models. For example, nonsmooth NMF [57] incorporates a smooth factor to make the basis matrix and coefficient matrix (i.e. the topic-document matrix and word-topic matrix respectively in topic modeling) sparse, and reconciles the contradiction between approximation and sparseness. Some other structured NMF methods [58], [59] adopt a global centroid for each basis vector to capture the manifold structure. However, sDNMF takes the sparse representation of documents as a mask of the basis matrix. Second, although it is common to add regularization terms into the objective function of NMF, we did not observe the term (20) in the study of NMF. Although some similar form to (19) has been proposed in [40] for hyperspectral unmixing, they learn the representation of data by a shallow model. Therefore, the objective function of cDNMF is fundamentally new to our knowledge.

Because sDNMF and cDNMF are non-convex optimization problems, we take the alternative iterative optimization algorithm to solve them. The convergence of the algorithm is guaranteed by the following theorem:

**Theorem 1.** The objective values of sDNMF and cDNMF decreases monotonically and converges to a stationary point.

**Proof.** See Appendix A for the proof of Theorem 1 where we take cDNMF as an example. The proof can be applied to sDNMF too whose objective value is non-increasing under the update rules (18) and (17).

3 Experiments

In this section, we compare the proposed DNMF with nine topic modeling methods on three benchmark text datasets.

3.1 Data sets

We conducted experiments on the 20-newsroups, top 30 largest topics of TDT2, and top 30 largest topics of Reuters-21578 document corpora. 20-Newsgroups consists of 18,846 documents with a vocabulary size of 26,214. This data set has 20 categories, each of which contains around 1,000 documents. The top 30 largest topics of TDT2 consists of 9,394 documents with a vocabulary size of 36,771 words. The top 30 largest topics of Reuters-21578 contains 8,293 documents in total with a vocabulary size of 18,933 words.

For TDT2 and Reuters-21578, we randomly selected 3 to 25 topics from the top 30 largest topics respectively for evaluation. For 20-newsroups, we randomly selected 3 to 20 topics respectively for evaluation. For each comparison, we reported the average results over 50 Monte-Carlo runs. The indices of the topics of the 50 independent runs on TDT2 are the same as those at [http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html](http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html). We extracted TF-IDF statistics from the bag-of-words model of the documents, and took cosine similarity to measure the similarity of two documents in the TF-IDF space.

3.2 Comparison algorithms

The hyperparameters of DNMF in all experiments were set as follows: \( M = 400, \delta = 0.5, \lambda_1 = 1, \lambda_2 = 1 \), unless otherwise stated. We compared DNMF with four probabilistic models [1], [20], [21], [22], four NMF methods [3], [4], [5], [23], and one deep learning based topic model [24] with their optimal hyperparameter settings. They are listed as follows:

- Probabilistic latent semantic indexing (PLSI) [20].
- Latent Dirichlet allocation (LDA) [1].
- Laplacian probabilistic latent semantic indexing (Lap-PLSI) [21].
- Locally-consistent topic modeling (LTM) [22].
- Successive projection algorithm (SPA) [3].
- Successive nonnegative projection (SNPA) [5].
- A fast conical hull algorithm (XRAY) [4].
- Anchor-free correlated topic modeling (AnchorFree) [23].
- Deep Poisson factor modeling (DPFA) [24]: it is a deep learning based topic model built on the Dirichlet process. We set its DNN to a depth of two hidden layers, and set the number of the hidden units of the two hidden layers to \( K \) and \( \lceil K/2 \rceil \) respectively. We used the output from the first hidden layer for clustering. The above setting results in the best performance.

3.3 Evaluation Metrics

We evaluated the comparison results in terms of clustering accuracy (ACC), coherence, and similarity count (SimCount). Clustering accuracy applies the hungarian algorithm to
solve the permutation problem of predicted labels $\text{Coherence}$ evaluates the quality of a single topic by finding how many topic words belonging to the topic appear across the documents of the topic $[50]$. 

$$\text{Coh}(\nu) = \sum \log \frac{\text{freq}(v_1, v_2) + \varepsilon}{\text{freq}(v_2)}$$

(34)

where $v_1$ and $v_2$ denote two words in the vocabulary, freq$(v_1, v_2)$ denotes the number of the documents where $v_1$ and $v_2$ co-appear, freq$(v_2)$ denotes the number of the documents containing $v_2$, and $\varepsilon = 0.1$ is used to prevent the input of the logarithm operator from zero. The higher the clustering accuracy or coherence score is, the better the topic model is. Because the coherence measurement does not evaluate the redundancy of a topic, we used similarity count to measure the similarity between the topics. For each topic, similarity count is obtained simply by counting the number of the overlapped words in the leading $K$ words. The lower the similarity count score is, the better the topic model is.

3.4 Main results

We listed the top 20 topic words of a 5-topic modeling problem as an example in Table 1. From the table, we see that the topic words of the second and fifth topics produced by AnchorFree have an overlap of over 50%.

TABLE 1

| Topic | AnchorFree | bDNMF | 
|-------|------------|-------|
| Topic 1 | netanyahu israel palestine israel palestinian arab eviction | | 
| Topic 2 | asian economic asian economic financial | | 
| Topic 3 | tokyo java tokyo java currency stock | | 
| Topic 4 | tokyo tokyo tokyo asian stock market stock | | 
| Topic 5 | xxxii nino storm season index | | 

2.http://www.cad.zju.edu.cn/home/dengcai/Data/Code/dastMap.txt
Table 3: Performance of the comparison algorithms on TDT2.

| #topics | PLSI | LDA | LapLSI | LTM | SPA | SNPA | XRAY | AnchorFree | DFPA |
|--------|------|-----|--------|-----|-----|------|------|------------|------|
| 0.50    | 0.103 | 0.106 | 0.104 | 0.111 | 0.103 | 0.106 | 0.104 | 0.111 | 0.104 |
| 0.60    | 0.110 | 0.112 | 0.113 | 0.119 | 0.110 | 0.112 | 0.113 | 0.119 | 0.112 |
| 0.70    | 0.118 | 0.120 | 0.121 | 0.128 | 0.118 | 0.120 | 0.121 | 0.128 | 0.121 |
| 0.80    | 0.126 | 0.128 | 0.129 | 0.136 | 0.126 | 0.128 | 0.129 | 0.136 | 0.129 |
| 0.90    | 0.134 | 0.136 | 0.137 | 0.144 | 0.134 | 0.136 | 0.137 | 0.144 | 0.137 |
| 1.00    | 0.142 | 0.144 | 0.145 | 0.152 | 0.142 | 0.144 | 0.145 | 0.152 | 0.145 |

Table 4: Performance of the comparison algorithms on Reuters-21578.

| #topics | PLSI | LDA | LapLSI | LTM | SPA | SNPA | XRAY | AnchorFree | DFPA |
|--------|------|-----|--------|-----|-----|------|------|------------|------|
| 0.50    | 0.110 | 0.112 | 0.113 | 0.119 | 0.110 | 0.112 | 0.113 | 0.119 | 0.112 |
| 0.60    | 0.116 | 0.119 | 0.120 | 0.127 | 0.116 | 0.119 | 0.120 | 0.127 | 0.120 |
| 0.70    | 0.122 | 0.125 | 0.126 | 0.134 | 0.122 | 0.125 | 0.126 | 0.134 | 0.126 |
| 0.80    | 0.129 | 0.132 | 0.133 | 0.141 | 0.129 | 0.132 | 0.133 | 0.141 | 0.133 |
| 0.90    | 0.135 | 0.138 | 0.139 | 0.147 | 0.135 | 0.138 | 0.139 | 0.147 | 0.139 |
| 1.00    | 0.141 | 0.144 | 0.145 | 0.153 | 0.141 | 0.144 | 0.145 | 0.153 | 0.145 |

Table 5: Average ranks of the comparison methods on three data sets. The “Coh.+SimCount” ranking list is the average of the lists in coherence and similarity count. The “Overall” ranking list is the average of the lists in the three evaluation metrics.

| #topics | PLSI | LDA | LapLSI | LTM | SPA | SNPA | XRAY | AnchorFree | DFPA |
|--------|------|-----|--------|-----|-----|------|------|------------|------|
| 0.50    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.60    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.70    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.80    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 0.90    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 1.00    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

LapLSI yields competitive clustering accuracy with DNMF, its performance in coherence and similarity count is significantly lower than DNMF. Although AnchorFree reaches a higher coherence rank than DNMF, its similarity count scores are much higher than DNMF.

Table 3 shows the performance of the comparison methods on the TDT2 corpus. From the table, we see that the DNMF variants reach the highest clustering accuracy. Although it seems that they do not reach the top performance in terms of coherence and similarity count soly, they balance the coherence and similarity count which evaluate two contradict aspects of a topic model. For example, although the coherence of sDNMF ranks behind XRAY and SPA, its similarity count is much higher than the latter. Although the similarity of sDNMF ranks below PLSI, its coherence is higher than PLSI. If we average the two contradict aspects of a topic model, we may find that sDNMF performs the best.

We summarize the ranking lists of the comparison methods on the three corpora in Table 3. From the overall ranking list in the three evaluation metrics, we see that (i) the DNMF variants perform the best generally, followed by AnchorFree and LTM, and (ii) sDNMF performs the best among the three DNMF variants. If we take a look at the average ranking list over coherence and similarity count, we find that sDNMF reach the top performance, while bDNMF and sDNMF behave similarly with AnchorFree—a recent advanced NMF method that avoids the anchor-word assumption.
3.5 Effects of the hyperparameters of DNMF

To study how the hyperparameters of DNMF affect the performance, we searched the hyperparameters in grid. To prevent exhaust search, when we studied a hyperparameter, we fixed the other hyperparameters to their default values.

We first studied the two regularization hyperparameters of cDNMF $\lambda_1$ and $\lambda_2$ in terms of coherence and similarity count by searching the two hyperparameters in grid from 0.1 to 0.9. The results are shown in Figs. 3 and 4. From the figures, we see that cDNMF is in sensitive to the two hyperparameters.

Then, we studied the hyperparameters $\delta$ and $M$ of the deep model in DNMF in terms of all three evaluation metrics, in which $\delta$ is searched from 0.1 to 0.9 and $M$ searched from 10 to 400. Figure 5 shows the clustering accuracy of DNMF with respect to the two hyperparameters. Figures 6 to 8 shows the coherence and similarity count of the DNMF variants with respect to $\delta$ on the three corpora respectively. Figures 9 to 11 shows the coherence and similarity count of the DNMF variants with respect to $M$ on the three corpora respectively. From the figures, we see that although the DNMF variants are sensitive to $\delta$ and $M$, we can clearly find the regulations. For the hyperparameter $\delta$, we observe from Fig. 5 to 8 that, when $\delta$ is set around the default value 0.5, all DNMF variants approach to the top performance in all cases.

For the hyperparameter $M$, we see from Fig. 5b that enlarging $M$ clearly improves the clustering accuracy of all DNMF variants. From Figs. 9b, 10b, and 11b, we see that the performance of all DNMF variants is improved generally along with the increase of $M$ in terms of coherence in all cases except that the performance of bDNMF and sDNMF is getting worse on 20-newsgroups. From Figs. 9b, 10b, and 11b, we see that the similarity count scores of all DNMF variants are getting smaller generally along with the increase of $M$ on 20-newsgroups and TDT2. It is interesting to observe that the similarity count scores of the DNMF variants first get larger and then smaller along with the increase of $M$ on Reuters-21578, with a peak at $M = 100$. Nonetheless, the DNMF variants approach to the lowest similarity count scores at $M = 400$ in all cases. We can imagine that, when we set $M$ larger than 400, the performance may be further improved with the expense of higher computational complexity. To balance the performance and the computational complexity, it is reasonable to set $M = 400$.

4 Conclusions

In this paper, we have proposed a deep NMF topic modeling framework and evaluated its effectiveness with three implementations. To our knowledge, this is the first deep NMF topic modeling framework. The novelty of DNMF lies in the following aspects. First, we proposed a novel unsupervised deep NMF framework that is fundamentally different from existing deep learning based topic modeling methods. It takes the unsupervised deep learning as
a constraint of NMF. It is a general framework that can incorporate many types of deep models and NMF methods. To evaluate its effectiveness, we implemented three DNMF algorithms, denoted as bDNMF, sDNMF, and cDNMF. bDNMF takes the sparse output of the deep model as the topic-document matrix directly, which formulates bDNMF as a supervised regression problem with a nonnegative constraint on the word-topic matrix. sDNMF takes the output of the deep model as a mask of the topic-document matrix, and solves the NMF problem by the alternative iterative optimization, which relaxes the strong constraint on the topic-document matrix in bDNMF. cDNMF takes the output of the deep model as a regularization, which further relaxes the constraint on the topic-document matrix. To our knowledge, the regularization terms in cDNMF is novel. Finally, we applied multilayer bootstrap networks for document clustering. It reaches the state-of-the-art performance given the high-dimensional sparse TF-IDF statistics of the corpora, which further boosts the overall performance of the DNMF implementations. We have conducted an extensive experimental comparison with 9 representative comparison methods covering probabilistic topic models, NMF topic models, and deep topic modeling on three benchmark datasets—20-newsgroups, TDT2, and Reuters-21578. Experimental results show that the proposed DNMF variants outperform the comparison methods significantly in terms of clustering accuracy, coherence, and similarity count. Moreover, although the DNMF variants are relative sensitive to the hyperparameter $\delta$, we always find a robust working range across the corpora, which demonstrates the robustness of the DNMF variants in real-world applications.
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Definition 1. $G(u, u')$ is an upper bound auxiliary function for $g(u)$ if the following conditions are satisfied:

$$G(u, u') \geq g(u), \quad G(u, u) = g(u)$$

Corollary 1. If $G(\cdot, \cdot)$ is an upper bound auxiliary function for $g(u)$, then $g(u)$ is non-increasing under the update rule

$$u_{i+1} = \arg \min_u G(u, u')$$

Proposition 1. For any matrices $A \in \mathbb{R}_{+}^{n \times n}$, $B \in \mathbb{R}_{+}^{k \times k}$, $E \in \mathbb{R}_{+}^{n \times k}$, $E' \in \mathbb{R}_{+}^{k \times n}$, with $A$ and $B$ being symmetric matrices, the following inequality holds [6]1:

$$\sum_{i=1}^{n} \sum_{j=1}^{k} \left| A E' B \right|_{i,j} \left| E \right|_{i,j}^{2} \geq \text{Tr}(E' A E B)$$

Definition 2. A function $f(x)$ can be represented as an infinite sum of terms that are calculated from the values of the function’s derivatives at a single point, which can be formulated as follows:

$$f(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!} (y-a)^n$$

Given the above definitions, the objective function of cDNMF [21] with respect to the three univariate functions are obtained as follows:

$$O_C = ||D - CW||_F^2 + \lambda_1||CC^T - DD^T||_F^2$$
Lemma 1. The auxiliary function for $O(C)$ is as follows:

$$g((C)_{ij}, (C')_{ij}) = O_C + [-2DW^T + 2CWW^T - 4\lambda_1DD^TC + 4\lambda_1CC^TC]_{ij}$$

$$+ \frac{1}{3!}4\lambda_1(C)_{ij}(C'_{ij} - C_{ij})^3 + \frac{1}{4!}4\lambda_1(C)_{ij}(C'_{ij} - C_{ij})^4$$

$$+ \frac{1}{2}2(CWW^T)_{ij} + 4\lambda_1(CC^TC)_{ij}((C)_{ij} - (C')_{ij})^2$$

Proof. It is obvious that $g(C, C') \geq O_C(C)$, we only need to prove that $g(C, C') \geq O_C(C)$. The first-order partial derivative of (39) in element-wise is

$$\frac{\partial O_C}{\partial (C)_{ij}} = [-2DW^T + 2CWW^T - 4\lambda_1DD^TC + 4\lambda_1CC^TC]_{ij}$$

The second-order derivative of (39) with respect to C is

$$\frac{\partial^2 O_C}{\partial (C)_{ij}\partial (C)_{ij}} = [2WW^T]_{jj} - 4\lambda_1[DD^T]_{ii} + 4\lambda_1[CC^T]_{ii}$$

The third-order partial derivative of (39) is

$$\frac{\partial^3 O_C}{\partial (C)_{ij}\partial (C)_{ij}\partial (C)_{ij}} = 4\lambda_1$$

The fourth-order partial derivative of (39) is

$$\frac{\partial^4 O_C}{\partial (C)_{ij}\partial (C)_{ij}\partial (C)_{ij}\partial (C)_{ij}} = 4\lambda_1$$

According to the Taylor expansion in Definition (38), we can rewrite (39) to its Taylor expansion form:

$$O_C(c_{ij}) = O_C + \frac{\partial O_C}{\partial (C)_{ij}}(c_{ij} - (C)_{ij})$$

$$+ \frac{1}{2!}\frac{\partial^2 O_C}{\partial (C)_{ij}\partial (C)_{ij}}(c_{ij} - (C)_{ij})^2$$

$$+ \frac{1}{3!}\frac{\partial^3 O_C}{\partial (C)_{ij}\partial (C)_{ij}\partial (C)_{ij}}(c_{ij} - (C)_{ij})^3$$

$$+ \frac{1}{4!}\frac{\partial^4 O_C}{\partial (C)_{ij}\partial (C)_{ij}\partial (C)_{ij}\partial (C)_{ij}}(c_{ij} - (C)_{ij})^4$$

The upper bound auxiliary function for (39) is defined as

$$g((C)_{ij}, (C')_{ij}) = O_C + \frac{\partial O_C}{\partial (C')_{ij}}((C)_{ij} - (C')_{ij})$$

$$+ \frac{1}{3!}\frac{\partial^3 O_C}{\partial (C')_{ij}\partial (C')_{ij}\partial (C')_{ij}}((C)_{ij} - (C')_{ij})^3$$

$$+ \frac{1}{4!}\frac{\partial^4 O_C}{\partial (C')_{ij}\partial (C')_{ij}\partial (C')_{ij}\partial (C')_{ij}}((C)_{ij} - (C')_{ij})^4$$

$$+ \frac{1}{2}2(CWW^T)_{ij} + 4\lambda_1(CC^TC)_{ij}((C)_{ij} - (C')_{ij})^2$$

Substituting (47) into (48), we find that $g(C, C') \geq O_C(C)$ is equivalent to

$$\frac{1}{2}2(CWW^T)_{ij} + 4\lambda_1(CC^TC)_{ij}((C)_{ij} - (C')_{ij})^2$$

$$\geq \frac{1}{2}((C'_{ij})^2 - (C_{ij})^2)$$

Because we have

$$\frac{[CWW^T]_{ij}}{[C]_{ij}} = \sum_j ((C)_{ij} \times [W]_{jj})$$

$$\geq \frac{[C]_{ij} \times [W]_{jj}}{[C]_{ij}} = [W]_{jj}$$

$$\frac{[CC^T]_{ij}}{[C]_{ij}} = \sum_j ((CC^T)_{jj} \times [C]_{ij})$$

$$\geq \frac{[CC^T]_{ij} \times [C]_{ij}}{[C]_{ij}} = [CC^T]_{ij}$$

we can conclude that (49) holds, and (48) is an upper bound auxiliary function for (39). Because the elements of matrix C is nonnegative, the third and fourth order partial derivatives are larger than zero and (45) is a convex function, its minimum value can be achieved at

$$(C')_{ij} = [C]_{ij} - \frac{[-2DW^T + 2CWW^T - 4\lambda_1DD^TC + 4\lambda_1CC^TC]_{ij}}{2 \times [CWW^T]_{ij} + 4\lambda_1[CC^T]_{ij}((C)_{ij} - (C')_{ij})^2}$$

$$(C')_{ij} = [C]_{ij} - \frac{[CWW^T]_{ij} + 4\lambda_1[DD^T]_{ii} + 4\lambda_1[CC^T]_{ii}}{2 \times [CWW^T]_{ij} + 4\lambda_1[CC^T]_{ij}}$$

Lemma 1 is proved. 

Lemma 2. Given Proposition 1 the auxiliary function for $O(W)$ is as follows:

$$g(W, W') = -2\lambda_2 Tr(DW^TW^T) - 2Tr(DW^TC')$$

$$+ \sum_{ij} [C^T C]_{ij}[W_{ij}^2]$$

Lemma 3. The auxiliary function for $O(T)$ is as follows:

$$g(T, T') = -2\lambda_2 Tr(f(D)DT^T) + 2\lambda_2 \sum_{ij} [TW^TW]_{ij}[T_{ij}^2]$$

With the above lemmas, we derive the update rules for each variable by minimizing their corresponding auxiliary functions:
\[
\frac{\partial \mathcal{G}(T, T')}{\partial [T']_{ij}} = -2[f(D)W^T]_{ij} + 2\frac{[TWW^T]_{ij} [T']_{ij}}{[T]_{ij}} = 0
\] (57)

which derives
\[
[C']_{ij} = [C]_{ij} \frac{[DW^T]_{ij} + 2\lambda_1 [DD^T C]_{ij}}{[CWW^T]_{ij} + 2\lambda_1 [CC^T C]_{ij}}
\] (58)
\[
[W']_{ij} = [W]_{ij} \frac{\lambda_2 [T^T f(D)]_{ij} + [C^T D]_{ij}}{[C^T C W]_{ij} + \lambda_2 [T^T T W]_{ij}}
\] (59)
\[
[T']_{ij} = [T]_{ij} \frac{[f(D) W^T]_{ij}}{[TWW^T]_{ij}}
\] (60)

It can be proved that the three update rules (29), (28) and (30) are equivalent to (58), (59) and (60), respectively. Because the objective function in (21) is lower bounded by 0, the modified DNMF converges to a stationary point. Theorem 1 is proved.