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\textbf{SUMMARY.} The floriculture industry has experienced declining sales in the past few decades, causing many to speculate as to the underlying causes. To identify consumers' spending patterns for fresh flowers and potted plants, we extracted and analyzed quarterly expenditure interview data from the Consumer Expenditure Survey, 1996 to 2013. Our analysis revealed consumption trends over time by age group, and compared the differences in expenditure patterns across states. Additionally, we employed the Heckman two-step model to estimate how flower consumption is affected by sociodemographic characteristics, geographic factors, housing status, and seasonal factors. The estimation results show that the source of declining demand can be attributed to the decrease in both number of flower purchasers and expenditure among purchasers. Many factors including age, marital status, gender, education, income, number of earners in household, population size of the residing city, house type, and number of rooms in the house affect the demand for fresh flowers and potted plants. Given that floral expenditure has been decreasing among consumers under 40 years of age for the past two decades, innovative marketing strategies to target this age cohort are essential for the floral industry’s success in the future.

The floriculture retailing industry has experienced considerable consolidation since the economic recession in 2008 (Society of American Florists, 2014). National Agricultural Statistics Service of the U.S. Department of Agriculture has been surveying floricultural producers from 15 states each year, and according to their newest release (USDA, 2015a), the number of floral producers in 2014 was 4849, 21% lower than the number of producers in 2013 (6115). In fact, this consolidation among growers started years before the economic downturn, largely in response to the increased presence of home centers and mass merchandisers. Moreover, as small-scale growers and firms have limited market power, such consolidation activities through mergers and acquisitions will continue to decrease the number of producers (Hall, 2015). From the demand side, decreased profits and sales in the floriculture retailing industry started well before 2008 (USDA, 2007). Research has shown dampened growth in floriculture sales along with tighter margins, indicating the floral industry was reaching maturity (Behe et al., 2003).

Within all plant categories of floriculture products (e.g., bedding plants, herbaceous perennial plants), fresh cut flowers and potted flowering plants accounted for \(\approx\)30\% of total sales (USDA, 2015a). The Census of Horticultural Specialties (USDA, 2015b) reported that from 1998 to 2009, the number of operations for fresh flowers and potted plants dropped by 19\% (from 7905 to 6380), and the annual sales also shrank by 32\% from $2.19 to $1.50 billion (after adjusting inflation). Five years after the economic recession, the number of operations recovered to 6785 in 2014 with the annual sales of $1.65 billion. Therefore, in response to the market recovery and consolidation, and given that more alternative gifting options are increasingly available each year for today’s consumers, it is crucial to have a better understanding of the factors that impact consumer purchasing behavior for fresh flowers and potted plants.

Sociodemographic characteristics represent one of the most important factors impacting consumers’ decision and choice of floral products. It is reported that 65\% of fresh flower purchasers were female and 96\% of flowers were purchased for female recipients (Society of American Florists, 2005; Yue and Hall, 2010). Meanwhile, preferences for flower cultivar and color also vary by gender (Yue and Behe, 2010) and age group (Yue and Hall, 2010). For example, consumers’ interests in buying floral products increase as they get older (Ruhn et al., 2011). Other reports have shown that education and income level affect consumers’ choice of flower categories and expenditure level on flowers (Yue and Behe, 2008). Lastly, a decrease in family size (Behe et al., 1999) and being married (Ruhn et al., 2014) are positively associated with floral consumption.

A previous study has shown that consumers in different geographic regions were not homogeneous in floral purchasing patterns. Yue and Behe (2008) analyzed consumer panel data collected by American Floral Endowment from 1992 to 2005. They found that compared with the U.S. mountain area, consumers in the Pacific and Atlantic U.S. regions were more likely to make purchases from untraditional floral retail channels. Meanwhile, consumers in western and north-central U.S. regions were more likely to choose direct-to-consumer retail and free-standing floral outlets. Those geographically different preferences toward floral retail outlets, in turn, affected the expenditure patterns across regions. However, research investigating how specific residential factors such as population size, urban and metropolitan areas affect flower consumption is limited. One study has shown that sales of bedding and foliage plants were positively associated with local population size (Campbell and Hall, 2010).

The production and sales of floral products are also strongly related to weather conditions, which fluctuate seasonally and annually. Yue and Hall (2010) found that preferences for flower categories had been changing over several years, and, on average, consumers purchased more flowers in the second and fourth quarters of the year. Similarly, Behe et al. (2012)
concluded that higher maximum air temperatures increased flower sales, with consumers spending substantially more on flowers in the month of May, and the highest sales of flowers during a typical week were on Saturdays. The high sales in May could also be partially due to the Mother’s Day holiday.

The economic performance of the floriculture industry is known to be closely related to developments in the housing market, as sales of new houses generate a greater demand for both indoor and outdoor floral products (Khachatryan et al., 2014). However, floricultural products may be affected by different housing types. We are interested in how specific housing characteristics, such as type of house and number of rooms, may influence expenditure on fresh cut flowers and potted plants.

While prior studies in the literature focused on consumer choices of floral outlets, color preferences, variety preferences, and weather influences, no study has, to our knowledge, investigated how the sociodemographic and geographic factors, housing status, yearly and seasonal trend that affect both the number of purchasers, and purchasers’ level of expenditures on fresh cut flowers and potted plants (hereafter referred to as “flowers”). Moreover, our study uses longitudinal data collected from a representative sample of U.S. consumers, which allows us to identify the consumers’ floral expenditure patterns over the past two decades and the expenditure variations by U.S. state.

Materials and methods

Data. Data used in this study are from the Consumer Expenditure Public-Use Microdata from 1996 to 2013 that were collected by the U.S. Bureau of Labor Statistics (2014). The consumer expenditure (CE) survey is the only Federal survey to provide information on the complete range of expenditures in relation to income and consumer characteristics. The expenditure in CE survey is majorly categorized into food, housing, apparel and services, transportation, health care, entertainment, and other expenditures. It provides a continuous and comprehensive source of data on the buying habits of U.S. consumers, and is widely used in economic research and analysis.

Previous studies have used CE survey data in various fields of consumer research. Lo and Tashiro (2013) used CE data to examine the likelihood of giving behaviors. Meyer and Sullivan (2013) combined CE data and Current Population Survey data from 2000 to 2011 to investigate changes in consumption and income inequality. Meanwhile, Liu et al. (2013) analyzed household expenditures on food consumed away from home using the 2008 and 2009 CE data; and Kim (2013) adopted CE data from 1986 to 2005 in examining whether precautionary saving motives affect consumer behavior.

We examined floral consumption patterns and trends by looking at 173,711 U.S. households reporting the quarterly interview survey data from 1996 to 2013. The longitudinal data were collected on a quarterly basis. Roughly, 7000 households were interviewed each quarter, and those households were randomly chosen according to stratification criteria determined by the U.S. Census. Each household participant was surveyed for four consecutive quarters, during which consumption information was recorded. In each survey quarter, participants were asked to report their monthly consumption expenditures over the previous 3 months. At the end of the fourth quarter, demographic characteristics and financial profiles were collected. We used the breakdown of these monthly expenditure data for this study.

Econometric model. Our primary objective was to analyze the major factors that affect the likelihood a consumer would make a floral purchase in a given month and then the major factors that influence how much was spent. A two-step estimation model based on Heckman (1976, 1979) that adjusts for selection bias was adopted for our analysis. The first stage of the analysis employs a probit model to determine the probability of purchasing a good, in this case, flowers, which is called the selection equation. For the second stage, an ordinary least squares (OLS) model is used to estimate the amount of spending from the truncated sample, which is called the outcome equation. Only those respondents who made a purchase are included in the second stage estimation.

A total of 37 independent variables were included in both stages of the Heckman two-step model, including four interactions. There were four groups of explanatory variables: sociodemographic characteristics including age, gender, family size, race, marital status, number of earners, number of young and old household members, number of children, age of children, education, and income level; geographic factors including population size of the residing city and U.S. area, housing status such as number of rooms, type of house; and yearly and seasonal trend variables. Table 1 shows summary statistics for each of the independent variables, along with their respective coding method.

The Heckman two-step model has been widely used to study consumer patterns for various products. Byrne et al. (1996) applied the Heckman model to analyze food-away-from-home (FAFH) consumption and concluded that FAFH is a necessity for U.S. consumers. Dettmann and Dimitri (2007) used a Heckman two-step model to estimate expenditure patterns of organic vegetables, and found that consumers’ education level and household income significantly impact the likelihood of purchase. Rhodes (2010) adopted the Heckman two-step model to study the impact of marketing activities on consumer purchasing behavior on soft drinks. More recently, Bett et al. (2013) employed the Heckman two-step model to estimate consumer preferences for underused chicken products and found age, income, education, and family size to be the most significant factors in determining willingness to pay.

Following Heckman (1979), the first stage selection equation is modeled as:

$$
Pr\{\text{purchase} = 1|z_i\} = z_i\beta + \epsilon_i,
$$

$$
= \Phi(z_i\beta) \quad i = 1, \ldots, N
$$

where \(\epsilon_i|z_i \sim N(0,1)\)

In the selection equation, for all sampled participants, \(i = 1, \ldots, N\), purchase = 1 represents those who had purchased flowers. \(z_i\) is the vector of consumer demographics and other factors, \(\beta\) is the vector of corresponding coefficients, and \(\epsilon_i\) is the error term. From the probit estimation, the inverse Mills ratio, \(m_{z_i}\), is computed as ratio of the density function \(\Phi\) to the cumulative distribution function \(\Phi\) of the normal distribution:
Table 1. Summary statistics of the explanatory variables in the Heckman two-step model used to analyze floral consumption patterns of 173,711 participants in the Consumer Expenditure Survey collected by the U.S. Bureau of Labor Statistics from 1996 to 2013.

| Variables                      | Description                                                                 | Mean  | SD   |
|--------------------------------|-----------------------------------------------------------------------------|-------|------|
| Sociodemographic characteristics|                                                                             |       |      |
| Age1                           | 1 if under 25 years; 0 otherwise                                            | 0.084 | 0.278|
| Age2                           | 1 if 25 to 39 years; 0 otherwise                                            | 0.275 | 0.447|
| Age3                           | 1 if 40 to 54 years; 0 otherwise                                            | 0.304 | 0.460|
| Age4                           | 1 if 55 years and over; 0 otherwise                                         | 0.336 | 0.472|
| Gender                         | 1 if male; 0 if female                                                      | 0.504 | 0.500|
| Household size                 | Number of household members                                                 | 2.547 | 1.506|
| Caucasian                      | 1 if race identified as Caucasian; 0 otherwise                              | 0.824 | 0.380|
| Married                        | 1 if married, 0 otherwise                                                   | 0.534 | 0.499|
| Earners                        | Number of earners in the household                                          | 1.342 | 0.973|
| Perss18                        | Number of household members under 18 years                                  | 0.674 | 1.093|
| Pers64                         | Number of household members over 64 years                                   | 0.314 | 0.613|
| Child                          | 1 if the household has child, 0 otherwise                                   | 0.422 | 0.494|
| Child age                      | Age of children of reference person (years)                                 | 1.792 | 2.528|
| Education                      | Highest educational level completed                                         | 5.170 | 1.749|
| Income                         | Income class based on income before taxes                                   | 6.615 | 2.584|
| Geographic factors             |                                                                             |       |      |
| Urban                          | 1 if live in urban area; 0 if rural                                         | 0.924 | 0.265|
| Metropolitan                   | 1 if reside inside a metropolitan statistical area; 0 otherwise              | 0.854 | 0.353|
| Population                     | Population size of the residence city                                       | 2.645 | 1.459|
| Northeast                      | 1 if reside in northeast area of United States; 0 otherwise                 | 0.180 | 0.384|
| Midwest                        | 1 if reside in midwest area of United States; 0 otherwise                   | 0.235 | 0.424|
| South                          | 1 if reside in south area of United States; 0 otherwise                     | 0.340 | 0.473|
| West                           | 1 if reside in west area of United States; 0 otherwise                      | 0.243 | 0.428|

(Continued on next page)
corresponding to the inverse of the flowers, sumers made on the purchase of observations between 1996 and 2013, with mated by OLS as follows: bias in the second stage of estimation. used to correct the sample selection

\[ S_i = z_i \gamma + \eta m_i + \mu, \quad i = 1, \ldots, N \] where \( S_i \) is the expenditure that consumed on the purchase of flowers, \( \eta \) is the parameter estimate corresponding to the inverse of the Mills ratio, and \( \mu_i \) is the error term for outcome equation.

For the selection stage, a total of 1,610,966 observations were used for the probit model, among which 126,420 observed floral expenditure data points were used by OLS in the second stage. This means there were 1,484,546 observations with zero expenditure on flowers. For the non-zero expenditures, the average monthly spending on flower was $39.45. All expenditures were adjusted for inflation based on the 1996 price index.

**Results and discussion**

There were 1,610,966 CE observations between 1996 and 2013, with almost equal numbers of observations for each year. About 27% of observations were collected in the first quarter of the year, 24% in the second quarter, 24% in the third quarter, and 25% in the fourth quarter.

About 8% of the total observations were for consumers under age 25 years; 28% for consumers who were 25 to 40 years of age; 30% were for consumers between 40 and 55 years; and the rest of the observations were for consumers 55 years and over. Male and female participants each comprised half of the sample, and married people accounted for 53% of the sample. The average size of household was 2.5 persons. The mean education level was some college (less than college degree); and the average household income level was \( \approx \$36,000 \). Those sociodemographics of sampled respondents are well representative of the U.S. population.

One of the major uses for flowers is interior home decoration. According to Table 1, respondents reported to have an average number of 5.86 rooms in their homes, and 60% of houses had a porch, terrace, patio, or balcony. Sixty-three percent were single-family detached homes; 11% were apartments or flats, and 4% were multifamily units. In addition, the average number of vehicles owned by each surveyed household was 1.9.

### Table 1. (Continued) Summary statistics of the explanatory variables in the Heckman two-step model used to analyze floral consumption patterns of 173,711 participants in the Consumer Expenditure Survey collected by the U.S. Bureau of Labor Statistics from 1996 to 2013.

| Variables | Description | Mean | sd |
| --- | --- | --- | --- |
| **Housing status** | | | |
| House owned | 1 if respondent owns his/her house | 0.244 | 0.430 |
| Rooms | Number of rooms in the house | 5.857 | 2.227 |
| Porch | 1 if respondent’s house has porch, terrace, patio, or balcony; 0 otherwise | 0.603 | 0.489 |
| Building type A | 1 if lives in an apartment or flat; 0 otherwise | 0.106 | 0.307 |
| Building type S | 1 if lives in single family detached (detached structure with only one primary residence); 0 otherwise | 0.638 | 0.481 |
| Building type G | 1 if lives in a multiunit structure, having 2, 3, or possibly 4 floors (characteristically the units not only have common walls but also stacked on top of one another); 0 otherwise | 0.044 | 0.205 |
| Vehicle | Number of owned vehicles | 1.896 | 1.540 |
| **Yearly and seasonal trends** | | | |
| Year trend (YT) | Trend variable with 1 indicating year 1996 to 18 indicating year 2013 | 8.744 | 4.987 |
| YT × age1 | Interactive trending variable for age group younger than 25 | 0.711 | 2.752 |
| YT × age2 | Interactive trending variable for age group from 25 to 39 | 2.303 | 4.572 |
| YT × age3 | Interactive trending variable for age group from 40 to 54 | 2.663 | 4.853 |
| YT × age4 | Interactive trending variable for age group older than 55 | 3.067 | 5.195 |
| Q1 | 1 if recorded in January, February, or March; 0 otherwise | 0.265 | 0.432 |
| Q2 | 1 if recorded in April, May, or June; 0 otherwise | 0.242 | 0.428 |
| Q3 | 1 if recorded in July, August, or September; 0 otherwise | 0.244 | 0.430 |
| Q4 | 1 if recorded in October, November, or December; 0 otherwise | 0.250 | 0.432 |

The inverse of the Mills ratio is used to correct the sample selection bias in the second stage of estimation. During the second stage, the outcome equation would then be estimated by OLS as follows: 2

\[ m_i = \frac{\phi(z_i \hat{\beta})}{\Phi(z_i \hat{\beta})} \]

FLORAL CONSUMPTION TRENDS BY AGE GROUP. The total set of 1,610,966 observations were contributed by 173,711 participants (each of them reported expenditures for multiple months), with 56,148 of them (32%) reporting that they made at least one purchase of flowers for the period of time they surveyed (typically less than or equal to 1 year). These 56,148 participants are referred to as “flower purchasers” hereafter. Figure 1 shows the percentage of annual expenditures on flowers by each age group from 1996 to 2013. According to the figure, one obvious trend is that older people (55 years and over) represented a larger percentage of total flower expenditures over time, and the percentage of annual expenditure from consumers younger than 40 years of age was decreasing. In 1996, 27% of total flower expenditure were made by consumers 55 years and over, and this percentage significantly increased to 45% in 2013. On the contrary, for flower purchasers between 25 and 39 years of age, percentage of flower expenditures steadily dropped from 36% in 1996 to only 18% in 2013, and the percentage of expenditures made by people under 25 years old also decreased from 6% in 1996 to 2% in 2013. For consumers between 40 and 54 years, their floral expenditures were between 35% and 40% and stayed about the same from 1996 to 2013.
The reason underlying these expenditure trends could be due to the loss of new customers and young purchasers. Supporting statistics suggested that the overall demand for fresh flowers and floral products decreased from the late 1990s to 2010s (USDA, 2015a), particularly among young consumers (Rihn et al., 2011). Previous research has shown that the U.S. wholesale market for flowering potted plants moved into the mature stage of the product life cycle, which resulted in decelerated growth of sales (Behe et al., 2003). Therefore, innovative strategies in both research and development as well as marketing are greatly needed to increase the demand by millennials, and to further enhance the discretionary spending among the existing purchasers.

State differences in floral consumption. Geographically, not all states in the United States were sampled, and some state codes were suppressed for confidentiality reasons. According to the U.S. Bureau of Labor Statistics, suppression or recoding of the state variable is necessary in some instances because survey participants could be indirectly identified due to the low number of respondents from their geographic locale. Thus, after adjusting for data suppression and recoding, data could be parsed to account for participants from 41 states. Figure 2 presents a map showing the percentage of flower purchasers in each state, and Fig. 3 shows the average monthly spending among flower purchasers in each state.

As reported in Fig. 2, states in northeast, midwest, and Pacific northwest regions of the United States generally had higher percentages of flower purchasers than southern states. Minnesota had the highest percentage of flower purchasers, 47%, followed by Connecticut, Oregon, Washington, Alaska, Pennsylvania, and Wisconsin, which all had flower purchaser percentages higher than 40%. Comparatively, flower purchasers were fewer than 25% of the respondents in southern states such as Oklahoma, Louisiana, Georgia, and Florida.

Because not all flower purchasers purchased flowers every month, we estimated their average monthly expenditures by dividing the total flower expenditure by the number of months showing flower purchases. According to Fig. 3, no clear geographic patterns were found across regions in terms of the monthly expenditure. Idaho, New York, Louisiana, New Jersey, Illinois, and Connecticut were the top states with average monthly expenditures of more than $50. The monthly expenditures in most states ranged from $40 to $45. Flower purchasers from Nebraska, Alabama, Hawaii, Utah, and Oregon spent less than $35 monthly.

Comparing the percentage of flower purchasers and the monthly expenditures among purchasers, four types of expenditure patterns can be identified. First, for Oklahoma, Nevada, Louisiana, New York, Idaho, and Georgia, the flower purchasers’ percentages in those states were relatively lower (less than 30%). However, monthly expenditures for flower purchasers in those states were among the highest from $46 to $53. Second, on the opposite side of the continuum, some states had more flower purchasers, but...
RESULTS.

Fig. 3. Map of average spending per month on fresh flowers and potted plants among 56,148 flower purchasers according to an analysis of floral consumption patterns using Consumer Expenditure Survey data collected by the U.S. Bureau of Labor Statistics from 1996 to 2013. Spending information in West Virginia is excluded due to small number of observations.

The geographic difference in the percentages of flower purchasers (Fig. 3) can be largely explained by the diverse climate, representing different outdoor environments and landscapes. For example, the lower temperatures in northern states lead to fewer opportunities for outdoor flower and plant enjoyment, but may stimulate more consumers to purchase flowers for indoor use. Meanwhile, consumers in southern states have flowers outside for longer period of time and they could pick flowers from their own landscapes instead of purchasing them. Additionally, because of climate differences, various retailers may thrive in some areas but not others. For example, there could be year-round, convenient street vendors and outdoor markets for flowers in Louisiana, but this cannot exist in colder states such as Minnesota. According to Yue and Behe (2008), visibility of year-round vendors may entice consumers to make more impulse purchases.

**Heckman two-step estimation results.** Given the significant consumption trends by each age group and clear geographic differences in the number of flower purchasers and their monthly expenditures, we adopted the Heckman two-step model to study how expenditures on flowers are affected by consumers’ socioeconomic characteristics, geographic factors, housing status, and yearly and seasonal trends. The estimation results for both selection and outcome stages of the Heckman two-step model are presented in Table 2. We further estimated the coefficients for standardized explanatory variables to determine the relative importance of the explanatory variables in terms of their effects on the purchasing likelihood and expenditure level.

In each step, residuals for the unobservable factors (referred to as unobservables) are generated for every observation. If the unobservables in the selection model are correlated with the unobservables in the outcome model, we will have biased estimates by using solely an OLS model without any correction. According to the Heckman two-step model estimates, the probability value for the Mills ratio is significant at the 0.001 level, indicating the existence of selection bias. Also the coefficient for the rho statistics is 0.886, meaning that the unobservables are positively correlated between the two models. Therefore, the unobservables in the selection of purchase stage are positively affecting the level of spending in the second stage. So the Heckman two-step model estimation is needed to correct the selection bias for the data. In addition, the probability values for the likelihood ratio tests were all <0.001, indicating a good fit of the model.

**Sociodemographic characteristics.** For the selection model, all sociodemographic variables were statistically significant at the 0.01 level except for the age group 40 to 54 years. Given that age 55 years and older served as the base level, it means there was no significant difference between consumers who were 40 to 54 years old and consumers who were 55 years and over when deciding whether to buy flowers. However, compared with consumers who were older than 55 years, those younger than 25 years old were less likely to buy flowers, and consumers who were between 25 and 39 years old also had a decreased probability to purchase flowers. In addition, being male, larger household size, having a child and increasing child age all decreased the probability of purchasing flowers. Caucasians and married consumers were more likely to purchase flowers compared with those who were not Caucasians and not married. Increased education and income were positively associated with increased likelihood of purchasing flowers. Meanwhile, more earners in the household, more household members under age 18 and above age 64 years were all positively related to the likelihood of purchasing flowers.

For the outcome model, both Caucasian and married remained statistically significant and positively affected flower expenditures. Consumers with higher levels of education and income also had significant positive effects on expenditures for flowers. In addition, one more earner in a household increased the average household monthly spending on flowers by $5.85. Male and younger aged flower purchasers spent significantly less than female and older flower purchasers. Increase in family size and having a child negatively influenced expenditures on flowers. Lastly, it is worth
noting that even though increasing child age, and having more household members under age 18 and above 64 years significantly increased the likelihood of purchasing flowers, these variables did not significantly affect the level of expenditure on flowers.

Comparing the selection and outcome models, we can describe the demographic profile of people who are more likely to purchase flowers, and willing to spend more on flowers. A typical flower purchaser tends to be older than 40 years old, Caucasian, married female with high education and income levels, and with more earners but fewer members in the household. Part of the profile is consistent with previous findings, including younger consumers having decreased awareness and interest in floral products compared with older consumers (Rihn et al., 2011), whereas higher income (Yue and Behe, 2010), higher education level (Yue and Hall, 2010), and smaller family size (Rihn et al., 2014) were positive determinants of flower expenditures.

### Geographic factors

All of the geographic variables were statistically significant in the selection model. Those consumers who were living in urban areas had a higher likelihood of purchasing flowers compared with those who lived in rural areas. This finding might be because rural residents

| Variable               | Probit coefficient/selection model (se) | OLS* coefficient/outcome model (se) | Probit coefficient/selection model (se) | OLS* coefficient/outcome model (se) |
|------------------------|----------------------------------------|-------------------------------------|----------------------------------------|-------------------------------------|
| Sociodemographic characteristics |                                        |                                     |                                        |                                     |
| Age1                   | -0.106*** (0.014)                      | -8.421* (3.391)                     | -0.030*** (0.004)                      | -2.338* (0.942)                     |
| Age2                   | -0.046*** (0.008)                      | -4.968** (1.851)                    | -0.021*** (0.004)                      | -2.219** (0.827)                    |
| Age3                   | 0.066 (0.008)                         | 0.562 (1.432)                       | 0.003 (0.004)                         | 0.259 (0.659)                       |
| Gender                 | -0.063*** (0.003)                     | -5.187*** (1.249)                   | -0.031*** (0.002)                     | -2.593*** (0.625)                   |
| Household size         | -0.044*** (0.003)                     | -4.239*** (0.656)                   | -0.067*** (0.005)                     | -6.386*** (0.986)                   |
| Caucasian              | 0.194*** (0.004)                      | 22.393*** (3.517)                   | 0.074*** (0.002)                      | 8.498*** (1.338)                    |
| Married                | 0.125*** (0.004)                      | 14.868*** (4.208)                   | 0.062*** (0.002)                      | 7.416*** (1.145)                    |
| Earners                | 0.054*** (0.003)                      | 5.542*** (0.866)                    | 0.052*** (0.003)                      | 5.391*** (0.843)                    |
| Pers18                 | 0.014*** (0.004)                      |                                     | 0.015*** (0.004)                      |                                     |
| Pers64                 | 0.032*** (0.003)                      |                                     | 0.019*** (0.002)                      |                                     |
| Child                  | -0.022*** (0.008)                     | -10.714*** (1.527)                  | -0.011*** (0.004)                     | -5.291*** (0.754)                   |
| Child age              | -0.006*** (0.001)                     | 0.179 (0.285)                       | -0.016*** (0.004)                     | -0.453 (0.721)                      |
| Education              | 0.077*** (0.001)                      | 8.578*** (1.341)                    | 0.135*** (0.002)                      | 15.003*** (2.346)                   |
| Income                 | 0.027*** (0.001)                      | 4.582*** (0.498)                    | 0.070*** (0.002)                      | 11.841*** (1.288)                   |
| Geographic factors     |                                        |                                     |                                        |                                     |
| Urban                  | 0.076*** (0.008)                      | 6.458** (2.088)                     | 0.020*** (0.002)                      | 1.713*** (0.554)                    |
| Metropolitan           | 0.023*** (0.007)                      | -0.677 (1.458)                      | 0.008*** (0.003)                      | -0.239 (0.515)                      |
| Population             | -0.016*** (0.001)                     | -3.363*** (0.382)                   | -0.023*** (0.002)                     | -4.905*** (0.557)                   |
| Northeast              | -0.047*** (0.005)                     | 0.442 (1.168)                       | -0.018*** (0.002)                     | 0.170 (0.455)                       |
| Midwest                | -0.073*** (0.004)                     | -7.735*** (1.491)                   | -0.031*** (0.002)                     | -2.854*** (0.632)                   |
| South                  | -0.167*** (0.004)                     | -15.910*** (2.990)                  | -0.079*** (0.002)                     | -7.538*** (1.417)                   |
| Housing status         |                                        |                                     |                                        |                                     |
| House owned            | 0.017*** (0.004)                      | 5.552*** (0.857)                    | 0.007*** (0.002)                      | 2.386*** (0.368)                    |
| Rooms                  | 0.025*** (0.001)                      | 4.768*** (0.449)                    | 0.057*** (0.002)                      | 10.618*** (1.001)                   |
| Porch                  | 0.039*** (0.004)                      | 7.173*** (0.985)                    | 0.019*** (0.002)                      | 3.509*** (0.482)                    |
| Building type S        | 0.030*** (0.004)                      | 4.990*** (1.022)                    | 0.014*** (0.002)                      | 2.398*** (0.491)                    |
| Building type G        | 0.030*** (0.009)                      | 3.565*** (1.803)                    | 0.006*** (0.002)                      | 0.732* (0.370)                      |
| Vehicle                | 0.031*** (0.001)                      | 3.796*** (0.559)                    | 0.048*** (0.002)                      | 5.846*** (0.861)                    |
| Yearly and seasonal trends |                                        |                                     |                                        |                                     |
| Yeartrend (YT)         | -0.024*** (0.001)                     | -1.620*** (0.301)                   | -0.083*** (0.003)                     | -8.079*** (1.500)                   |
| YT × age1              | -0.007*** (0.001)                     | -1.123*** (0.310)                   | -0.020*** (0.004)                     | -3.091*** (0.854)                   |
| TY × age2              | -0.010*** (0.001)                     | -1.093*** (0.235)                   | -0.047*** (0.004)                     | -4.999*** (1.073)                   |
| YT × age3              | -0.008*** (0.001)                     | -0.856*** (0.201)                   | -0.041*** (0.004)                     | -4.155*** (0.977)                   |
| Q1                     | -0.013*** (0.004)                     | -2.424** (0.876)                    | -0.006*** (0.002)                     | -1.069** (0.386)                    |
| Q2                     | 0.242*** (0.004)                      | 35.910*** (4.206)                   | 0.104*** (0.002)                      | 15.378*** (1.802)                   |
| Q3                     | -0.046*** (0.004)                     | -3.532*** (1.188)                   | -0.020*** (0.002)                     | -1.518** (0.510)                    |
| Constant               | -2.278*** (0.014)                     | -315.192*** (53.349)                | -1.497*** (0.002)                     | -205.268** (40.022)                 |

*The definition of the variables can be found in Table 1.

*Ordinary least squares (OLS) model, only those respondents who made a purchase are included in the second stage estimation.

Population was coded in an inverse order; the significant negative coefficient of population means consumers who live in a city with higher population are more likely to purchase flowers.

**, ***Significant at 0.05, 0.01, and 0.001 levels, respectively.

Table 2. Heckman two-step estimate results (unstandardized and standardized) of floral consumption using the Consumer Expenditure Survey collected by the U.S. Bureau of Labor Statistics from 1996 to 2013 [n(probit) = 1,610,966; n(OLS) = 126,420].
were likely to have flowers from their own home. In addition, consumers who lived in a city with greater population were more likely to purchase flowers compared with consumers who lived in smaller cities. Lastly, people in western region of the United States were more likely to purchase flowers compared with those in other regions. Compared with participants in west, those who lived in the south had the least likelihood to buy flowers, followed by those in midwest and northeast United States, which is consistent with the results shown in Fig. 2.

Compared with the selection model, not all geographic factors were statistically significant in the outcome model. For example, there was not a significant expenditure difference between flower purchasers living in metro and nonmetro areas. Also, relative to western U.S. states, consumers who lived in northeast spent about the same on flowers, while people in southern region generally spent the least amount on flowers. Lastly, urban and population remained significantly positive in the outcome model.

**Housing status.** Explanatory variables for housing status had consistent signs in both the selection and outcome models. The estimated coefficients for Porch were statistically significantly in both models, meaning that living in a house that has a porch, terrace, patio, or balcony significantly increased both the probability of purchasing flowers and the monthly expenditure on flowers. Having more rooms in a house and owning more vehicles also increased the likelihood of purchasing flowers and the monthly expenditure on flowers. Further, compared with people who rent a house, those who owned their home showed an increased likelihood of purchasing flowers and spent more on flowers. Lastly, people living in a single-family detached house had a higher probability of purchasing flowers and tend to spend more on flowers compared with those who lived in apartments or flats.

**Yearly and seasonal trends.** Year trend was a continuous variable of the year indicator coded from 1 to 18 to represent each year from 1996 to 2013. According to Table 2, the significant negative coefficients of year trend clearly indicated that both the percentage of flower purchasers and the monthly expenditures by flower purchasers were decreasing over time. Further, looking at this consumption trend among the four age groups, the Heckman estimation results were in line with the trending analysis results shown in Fig. 1. Compared with the oldest age group (55 years and over), the floral industry lost the most consumers from the age group 25 to 39 years, and flower purchasers in this age group also cut back their spending on flowers at the fastest pace. Moreover, as time went on, consumers aged 40 to 55 years were less likely to purchase flowers. Purchasers under 25 years old also significantly decreased their monthly expenditure on flowers. Similarly in Fig. 1, we see that the transaction percentage accounted for by young purchasers declined from 6% in 1996 to 2% in 2013.

According to the estimates of quarterly variables, we found that there were significantly more flower purchasers in the second quarter, and purchasers also spent significantly more on flowers in the second quarter: April, May, and June. Also, compared with the fourth quarter, people in the first and second quarter were less likely to purchase flowers, and at the same time, purchasers spent slightly less on flowers in those two quarters. Therefore, in the second quarter, when climate is the most suitable for floral growth, consumers are more likely to purchase flowers and they tend to spend more on flowers. The fourth quarter ranked the second probably because there are major holidays (Thanksgiving and Christmas).

**Relative importance of explanatory variables.** Since the explanatory variables in the Heckman two-step model were not measured in the same units, we further estimated the coefficients of standardized explanatory variables to assess the relative importance of factors influencing the likelihood of floral purchases and floral expenditure (Table 2).

Comparing all explanatory factors, education level had the greatest impact on the likelihood of being a flower purchaser, followed by being in the second quarter of the year, being a Caucasian, income level and being married. For the outcome OLS model, education level and being in the second quarter were still the most important factors that positively affected the flower expenditures among floral purchasers. Number of rooms in a house was the third most important factor, followed by income, being Caucasian, and being married. An interesting finding was that being Caucasian was a more important determinant than income for a person’s likelihood of purchasing flowers, while income was a relatively more important factor than being Caucasian in determining how much was spent on flowers.

Year trend had the highest negative effects on both the likelihood of purchasing flowers and flower expenditures compared with other variables, meaning that regardless of consumer characteristics, fewer consumers were willing to buy flowers and flower expenditures among purchasers were significantly dampened over the years. Meanwhile, increase in household size, being male, and being younger than 25 years old ranked second to fourth in their effects of decreasing the likelihood of being flower purchasers, and increase in household size, having child, and being male were also estimated to have a negative and significant effect on flower expenditures.

**Conclusions**

The overall demand for flowers declined over the past decade (USDA, 2015a). Our study analyzed the trend by using CE Survey data from 1996 to 2013 collected by the U.S. Bureau of Labor Statistics. The estimated results from the Heckman two-step model further identified the source of decreasing demand as 2-fold: one due to the decreasing percentage of flower purchasers, and the second factor was declining monthly expenditures among flower purchasers. Furthermore, our study found that losing younger consumers is one of the major factors that dampened the demand for floral products. Because the percentage of younger flower purchasers decreased at a faster pace than that of older purchasers, and the younger consumers’ expenditures on flowers declined more rapidly than that of older consumers. Therefore, to thrive in the increasingly competitive market for discretionary purchases, innovative marketing strategies need to be implemented to develop a value proposition for flowers that will attract younger consumers (Hall, 2010).
Our study also analyzed how seasonal impacts, housing status, geographic factors, and sociodemographic characteristics affect consumers’ likelihood of purchasing flowers and their expenditure on flowers. The results show that many factors including being older, Caucasian, married, female, achieving higher education, and income levels, having more earners but fewer members in the household, living in an urban area with larger population, owning a single-family detached house, having a porch, terrace, patio, or balcony, and multiple rooms in the house all contributed to a higher probability of purchasing and greater expenditures on flowers. While it is a challenge to rejuvenate the demand for flowers and keep flowers as a desired product in the mind of today’s consumer, understanding the factors that affect consumers’ purchasing behavior is crucial. Thus, given the rapidly changing business environment, floral businesses should have the knowledge of their respective market characteristics, and an accurate assessment of consumers’ changing behaviors based on different marketing mix factors, especially when entering a new floral market.
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