Atomically Layered Helium Films at Ultralow Temperatures: Model Systems for Realizing Quantum Materials
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Abstract
This year is also the 50th anniversary of the discovery of exfoliated graphite as a particularly uniform substrate (Thomy and Duval in J Chim Phys 66:1966, 1969. https://doi.org/10.1051/jcp/196966s21966, J Chim Phys 67:286, 1970. https://doi.org/10.1051/jcp/1970670286, J Chim Phys 67:1101, 1970. https://doi.org/10.1051/jcp/1970671101). In this article, we focus on the study of helium films on graphite-based substrates at ultralow temperatures. We provide a flavour of the historical development of this subject and a perspective on the current status. We discuss how atomically layered helium films provide model systems for the realization of a broad range of quantum materials of generic significance. Future prospects arising from new techniques and new substrates will also be discussed.
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1 Introduction

Helium films adsorbed on graphite substrates provide an extraordinary range of different systems with which to address questions of central importance in the field of quantum materials [1–3]. The flexibility derives from the ability to create a range of composite substrates by preplating the graphite surface. We can study both 3He and 4He, and 3He on a superfluid 4He film. The films are readily cooled into the microkelvin temperature régime, revealing new emergent quantum states. We provide a perspective-style overview of progress and future prospects on: 2D Fermi systems; coupled 2D fermion–boson systems; Mott–Hubbard transition in 2D; heavy fermion quantum criticality; frustrated magnetism and quantum spin liquid; 2D supersolid.
2 Some History

The key trigger to advance the study of helium physisorbed on graphite was the commercial availability of exfoliated graphite (Grafoil) as a high-quality substrate, with nearly ideal and clean surfaces, not subject to contamination [4]. The high specific surface area of 20 m$^2$/g, arising from atomically flat basal planes exposed by chemical exfoliation of natural graphite crystals, permitted heat capacity and vapour pressure studies. The primary focus of the first work on helium was to address: the existence or otherwise of crystalline order in two-dimensional solids; phase transitions in commensurate phases stabilized by the honeycomb structure of substrate carbon atoms [5]. Other adsorbates such as Ne, Xe, Kr, H$_2$, D$_2$, N$_2$, CO have been extensively studied [6]. Synchrotron X-ray scattering and neutron scattering have been used to determine structure and to study 2D melting transitions [7].

The highly quantum nature of helium due to its large zero-point motion, consequent on its small mass, and weak interatomic interactions, gives rise to many unique features. The minimum temperature accessible in the earliest studies of helium on graphite was around 0.3 K, achieved by pumping on $^3$He. This was sufficient to establish many features of the sub-monolayer phase diagram by heat capacity, vapour pressure and pulsed NMR. At the lowest coverage, a fluid phase was seen; studies of interactions in the fluid phase were restricted to an analysis in terms of virial expansions. A striking feature was the formation of a $\sqrt{3} \times \sqrt{3}$ commensurate solid, registered with the substrate, in which 1/3 of the graphite basal plane hexagons are occupied. This was identified from a sharp melting peak near 3K; the width of this anomaly is reduced when using a substrate of larger platelet size (ZYX exfoliated graphite) [8, 9].

Studies by pulsed NMR were important to access the correlation time of the atomic quantum motion, present even in the 2D solid, and to distinguish between phases. Measurements of the spin–lattice relaxation time and intrinsic spin–spin relaxation time $T_2$ determine the spectral density of local field fluctuations. This clearly identified a transition from fluid to incommensurate solid (at 1 K) on increasing coverage [10]. In the 2D incommensurate solid, $T_2$ decreases dramatically with increasing density, reflecting the exponential reduction in exchange coefficient and hence weakening of motional narrowing of the NMR line. It exhibits a sharp cusp-like minimum when it becomes energetically favourable for atoms to enter a second layer, where they are highly mobile. The correlation time observed in the incommensurate solid reflected a single effective $^3$He–$^3$He exchange rate [11]. At lower temperatures and densities between $\sqrt{3} \times \sqrt{3}$ commensurate solid and incommensurate solid, a further phase was seen in heat capacity measurements on both $^3$He and $^4$He [12], subsequently identified as a domain wall solid [13, 14].

In the 1970s, improvements in dilution refrigerator technology led to the development of platforms for cooling quantum materials to low mK temperatures. The mid-1980s saw the remarkable demonstration that $^3$He on exfoliated graphite could be cooled to these temperatures [15]. Technically, this depends on the
semimetal nature of graphite, and the ability to diffusion bond Grafoil to silver foils, which provided a high thermal conductivity thermal link to the ultralow-temperature platform. The first result used continuous wave NMR to demonstrate the evolution of a $^3$He film from a sub-monolayer paramagnetic solid; growth of second layer fluid which solidified just before promotion to a third layer; emergence of a strong peak in ferromagnetic exchange around 2.5 layers [15, 16]. This opened the door to the investigation of $^3$He by thermodynamic measurements in both degenerate 2D Fermi liquids, to study strongly correlated fermions, and in 2D solid phases to study the consequences of frustrated exchange interactions in an ideal 2D nuclear magnetic system.

Around the same time, the technology of nuclear adiabatic demagnetization was refined to cool $^3$He into the superfluid phases. NMR studies of samples in which the superfluid $^3$He was imbibed into stacks of mylar sheets (to control superfluid texture) showed up a surface contribution to the magnetism that arose from a surface boundary layer of solid $^3$He [17]. This made a large contribution to the magnetic susceptibility at low temperatures, close to Curie law but with evidence for weak ferromagnetic exchange. This subject developed into extensive studies of the surface magnetism of $^3$He within exfoliated graphite [18] extended to low magnetic field by the use of SQUID NMR [19] and as a function of liquid pressure which tunes the number of solid layers [20]. Nuclear adiabatic demagnetization platforms have subsequently been used extensively to study helium films on graphite. This régime is the main focus of the present article.

An alternative approach to the study of thin helium films has been physisorption on heterogeneous substrates such as mylar and nuclepore filter paper. In this case, the non-uniformity of the surface binding potential leads to localized helium at low coverages forming a so-called dead layer. At higher coverages, $^4$He is mobile and covers the entire surface. This is in stark contrast to liquid $^4$He films on graphite, which exhibits a gas–liquid transition in the second layer and above, with 2D liquid puddles at the self-bound density of order 4 nm$^{-2}$. [In the first $^4$He layer, the coexistence is between gas and $\sqrt{3} \times \sqrt{3}$ commensurate solid]. As gas–liquid condensation is inhibited on mylar, it was possible to study the onset of superfluidity in atomically thin $^4$He films and observe the predicted Berezinskii–Kosterlitz–Thouless (BKT) transition [21–23], where the destruction of superfluidity with increasing temperature arises from the unbinding of vortex–antivortex pairs. These experiments rely on precise torsional oscillator techniques to measure the superfluid response. For the application of this method to the study of $^4$He on graphite, see [24–26].

3 Atomically Layered Helium Films at Ultralow Temperatures

In this section, we briefly outline the landscape of atomically layered helium films on graphite, with an emphasis on the role of preplating to create composite substrates. Following this section, the article is organized by the class of quantum material under investigation, making use of these various preplatings.
3.1 Monolayer $^3$He Films

At low coverages, $^3$He atoms (up to of order 5% of monolayer coverage) are localized by residual substrate heterogeneity [27]. More recent heat capacity measurements down to 2 mK show that the $^3$He monolayer condenses into a self-bound 2D liquid puddle with density around 0.8 nm$^{-2}$ [28]. A similar gas–liquid condensation is also seen in the second and third layer [28]. Above a density of around 8 nm$^{-2}$ the first layer forms a solid on a triangular lattice incommensurate with the graphite substrate. At completion, this is a relatively compressed 2D solid, with weak exchange interactions, essentially paramagnetic. The $\sqrt{3} \times \sqrt{3}$ registered solid forms at 6.3 nm$^{-2}$. Between this and 8.0 nm$^{-2}$ new registered structures and possible domain wall solids are expected [13, 14]. Studies reveal a peak in ferromagnetic exchange at a coverage of 7.5 nm$^{-2}$ [29, 30]. Furthermore, in this coverage régime the heat capacity shows an anomalous power-law temperature dependence from 100 $\mu$K to 10 mK [31, 32]. These intriguing observations are not fully accounted for and we believe the nuclear magnetism in this régime is worthy of further exploration to achieve a better understanding of the interplay of atomic exchange with putative domain wall-like structures.

3.2 Multilayer $^3$He Films

Helium films exhibit multilayer growth on the atomically flat surface of graphite. This is graphically demonstrated experimentally by low-temperature vapour pressure isotherms, which show steps in chemical potential as a function of coverage [33] and theoretically by first principles calculations [34, 35]. Studies of multilayer $^3$He films have been reviewed in [16, 36].

3.3 Preplating

In the study of $^3$He films, the graphite surface can be preplated with a number of $^4$He atomic layers, the choice of which leads to a different composite substrate. This preplating relies on the higher binding energy of the $^4$He atom to the graphite surface by the helium–graphite attractive potential, due to its higher mass and hence lower zero-point energy. For example, the magnetic properties of the second layer of $^3$He are best studied by replacing the completed first solid $^3$He layer, which is paramagnetic, by non-magnetic solid $^4$He [37]. This forms with a slightly higher density than the first $^3$He layer. The perturbation on “second layer” properties is expected to be weak since exchange between the first and second $^3$He layers is small, of the order of the dipolar interaction, as revealed by a two component NMR lineshape when both layers are solid.

If the graphite is preplated with a bilayer of solid $^4$He, the first $^3$He layer only solidifies under the influence of the second $^3$He layer; this leads to heavy fermion physics and Kondo breakdown quantum criticality. Beyond bilayer solid $^4$He,
subsequent preplating $^4$He layers are superfluid. This provides a flexible substrate to study 2D fluid $^3$He, in which, however, fermion–boson coupling must be carefully taken into consideration.

Preplating with a solid HD bilayer gives another composite substrate ($H_2$ is avoided because of attendant ortho–para conversion and associated heat release). In this case, the first $^3$He layer shows a density-driven Mott transition, into 2D quantum solid with stronger exchange interactions than observed in the “second layer” solid [38]. This arises because of lower $^3$He solid density, attributed to commensurability with the HD bilayer solid on graphite. While the use of inert gases (Ar, Ne, Xe, Kr) for preplating has been explored at high temperatures, there are no studies at ultralow temperatures. Here the interest is that commensurate solids of different symmetries may be stabilized.

4 Interacting Fermi Fluids

The singular behaviour of correlated fermions in two dimensions has been the subject of intense theoretical controversy, dating from Anderson’s conjecture that Landau Fermi liquids are destroyed in two dimensions [39]. $^3$He films provide a variety of clean model 2D systems to test the validity of Landau Fermi liquid theory in 2D.

4.1 Mott–Hubbard Transition

The “second layer” of $^3$He on graphite (with $^3$He or $^4$He first layer) forms an interacting 2D Fermi fluid, whose two-dimensional density can be tuned over a wide range. It therefore provides a model system for investigating interactions in strictly 2D and addressing the question whether Landau Fermi liquids exist in 2D. Although recent heat capacity studies show that $^3$He condenses into a self-bound liquid at coverages less that 0.8 nm$^{-2}$ [28], this still leaves a wide density range open. A $^3$He monolayer on graphite plated by a bilayer of HD provides the clearest example of a density-driven Mott transition [40]. There is a distinct effective mass divergence, while $F_0$ depends only weakly on fluid density. This shows that helium is nearly localized, and not nearly ferromagnetic, as discussed in bulk $^3$He [41]. The 2D solid that forms has antiferromagnetic exchange, just as bulk solid $^3$He is antiferromagnetic. In the 2D case, it is a candidate quantum spin liquid. This supports the proposal that both antiferromagnetic and ferromagnetic spin fluctuations are important in $^3$He, and to the pairing interaction in the superfluid phases [42]. It seems that the fixed point of an antiferromagnetic Mott insulator controls the density-dependent Fermi liquid interactions. The experiment described above also determined that the beyond linear in $T$ term in the heat capacity is $T^2$. Microscopic theory also shows that Landau Fermi liquid survives in 2D, but with non-analytic behaviour which determines this sub-leading term in the temperature dependence of the heat capacity [43].

Our recent NMR study [44] of the second layer of $^3$He on graphite, preplated with a solid $^4$He monolayer, shows a relatively wide density range over which there is a quantum coexistence of fluid and solid, with no evidence for a hole-doped Mott insulator.
and associated Fermi surface reconstruction. In this case, we argue that the $^3$He experiences a density-tuned Wigner–Mott–Hubbard transition. The two cases probably differ because of the difference in strength of the periodic potential experienced by the atoms in the fluid layer, due to the different underlying layer ($^4$He or HD).

4.2 2D $^3$He Built on Surface States on a $^4$He Film

Perhaps the most ideal substrate is the free surface of bulk $^4$He. As $^3$He is added, it initially forms a 2D system through preferential binding to the free surface, and at higher $^3$He content a 2D surface layer coexists with a 2D Fermi liquid in bulk.

A distinct system, and highly tuneable, is 2D $^3$He formed by populating the surface ground state on graphite plated with a discrete number of $^4$He atomic layers. The behaviour is very sensitive to the number of $^4$He layers. Such atomically layered films therefore present advantages over “helium mixture” films on a heterogeneous substrate, reviewed in [45, 46].

The simplest case studied so far is $^3$He on four atomic layers of $^4$He (two solid and two superfluid) [47]. Here the fermionic system is strictly 2D, in its ground state with respect to motion normal to surface and (importantly) with 2D interactions. As the density is tuned, the “fixed point” is no longer a Mott insulator, and the relative dependence of the Landau parameters $F_0^a$ and $F_1^a$ is quite different from that case, discussed previously. The Landau parameters are determined from high precision SQUID NMR over a wide temperature range to well below 1 mK and heat capacity measurements [47, 48]. Analysis by Hartree–Fock theory shows that the 2D interactions are highly anisotropic, with strong backwards scattering; only s- and p-wave interactions are required. Again Fermi liquid theory survives. This is a clear result in an ideal 2D system. By contrast, in 2D cold atom systems the interactions are s-wave and three-dimensional (i.e. tuneable through a Feshbach resonance, which is absent in 2D) [49, 50].

The system of $^3$He on four layers of $^4$He is observed to exhibit condensation of 2D $^3$He for coverages less than 0.3 nm$^{-2}$. On the other hand, 2D $^3$He on three layers of $^4$He shows a series of instabilities at $^3$He coverages below 1 nm$^{-2}$, detected through measurements of magnetic susceptibility [51]. For example, the coexistence of two Fermi fluids is observed, one of which has extremely low density (of order 0.04 nm$^{-2}$). This system can be tuned to show a possible signature of $^3$He dimer formation. Above $^3$He coverage of 1 nm$^{-2}$ a uniform 2D fermi fluid is recovered. Torsional oscillator measurements show that increasing the $^3$He density drives a gradual suppression of superfluidity of the $^4$He layer: a superfluid–insulator transition. The formation of a second Fermi fluid built on the first excited surface bound state, such as observed on a four-layer $^4$He film [47], is now accompanied by strong $^3$He localization effects.

The message of these results is that the study of so-called helium mixture films on a graphite substrate benefits from the clear atomic layering. The coupling between the $^3$He film and the $^4$He “substrate” can even be strong enough to modify
the state of the $^4\text{He}$ film. Clear confrontation between theory and experiment should be possible.

In the absence of such effects, where the focus is on an interacting Fermi system, this is a nice example of a coupled fermion–boson system [52]. $^3\text{He}$–$^3\text{He}$ interactions mediated by the $^4\text{He}$ film are enhanced by the presence of the substrate (so a uniform $^4\text{He}$ film thickness is crucial). The $^3\text{He}$ Fermi velocity is tuned by $^3\text{He}$ density, and the $^4\text{He}$ phonon/ripplon velocity is also tuned by $^3\text{He}$ density [45, 53]. In principle, it may be possible (with an appropriate $^4\text{He}$ film) to tune through the point at which these velocities are equal. At this point, the usual separation of quasiparticle mass enhancement into a product of hydrodynamic (dynamic) mass and interaction terms breaks down [54, 55]. This is of broad interest to the understanding of low-density 2D electronic systems [56, 57].

5 Frustrated Magnetism

In this section, we provide a brief overview of frustrated magnetism in two-dimensional solid $^3\text{He}$. The key contemporary challenge is the identification of a quantum spin liquid (QSL). In the following, we review the case for 2D solid $^3\text{He}$ as an ideal system to realize the QSL.

5.1 Frustration by Atomic Ring Exchange

The second layer of $^3\text{He}$ on graphite (plated by a monolayer of $^4\text{He}$) [58] or $^3\text{He}$ on graphite plated by a bilayer of HD [38] provides the cleanest examples of two-dimensional magnetism, in which exchange interactions dominate (dipolar spin–orbit interactions are negligible), and interlayer exchange couplings such as those present in quasi-2D solids are absent and with high tunability via adjustment of the $^3\text{He}$ coverage. The nuclear magnetism of 2D solid $^3\text{He}$ can be understood in terms of a model magnetic system in which frustration arises both from geometry (triangular lattice) and competing atomic ring exchange [59]. Ring exchange of an odd number of particles is ferromagnetic (FM), even is antiferromagnetic (AFM). The ring-exchange interactions are strong in 2D and significantly higher than in 3D solid helium, because of both high in-plane zero-point motion, low density and zero-point motion out of plane. Thouless [60] first proposed the effective spin Hamiltonian, in terms of permutation operators:

$$
\mathcal{H} = \sum_n (-1)^n J_n P_n
$$

$$
P_2 = \frac{1}{2}(1 + \sigma_1 \cdot \sigma_2)
$$

$$
P_3 = \frac{1}{2}(1 + \sigma_1 \cdot \sigma_2 + \sigma_2 \cdot \sigma_3 + \sigma_3 \cdot \sigma_1)
$$

$$
P_4 \text{ includes terms like } (\sigma_1 \cdot \sigma_2)(\sigma_3 \cdot \sigma_4).
$$

The effective Heisenberg Hamiltonian $J = J_2 - 2J_3$ is FM because three-particle exchange dominates two particle exchange. This is a consequence of the fact that helium atoms are “hard spheres” (Fig. 1).
For simplicity, and for the purposes of illustration, we truncate at four-particle exchange. We refer to this two-parameter model as the $J - J_4$ model. In principle, these exchange parameters can be inferred from experiment, since the effective exchange parameters which enter the magnetic susceptibility, heat capacity and spin wave velocity to leading order are different and take the form:

- **Curie-Weiss constant**
  \[ J_\chi = -(J + 3J_4) \]
  \[ M = \frac{c}{T - \theta} \quad \theta = 3J_\chi \]

- **Spin wave velocity**
  \[ J_S = -(J + 4J_4) \]

- **Heat capacity**
  \[ J_c^2 = \left(J + 5J_4/2\right)^2 + 2J_4^2 \]
  \[ C = \frac{9}{4} Nk_B \left(\frac{J_c^2}{T^2}\right) \]

Combined measurements of heat capacity and magnetization (by NMR) on the same sample [62–64] demonstrate that indeed the leading-order temperature dependence is described by different exchange constants. Following the development of multiple spin exchange (MSE) high-temperature series expansions (HTSE) [65], these were used to analyse a body of heat capacity and magnetization data [61]. These results demonstrate that frustration by competing ring exchange persists into coverage régimes in which the magnetism shows a ferromagnetic tendency.

Studies of this frustrated ferromagnet, as a function of magnetic field by the broadband SQUID NMR method, show that it is an ideal 2D ferromagnet [66]. The Mermin–Wagner theorem is broken due to the small Zeeman gap in the spin wave spectrum. The low-temperature magnetism, which can be precisely determined from the dipolar frequency shift due to sample spin polarization, is well described by spin wave theory. Once again the frustrated spin exchange manifests through an inferred effective exchange constant for spin waves which differs from that determining high-temperature magnetism (Curie–Weiss constant).

The crossover from AFM to FM occurs in the vicinity of the third layer promotion. The question arises: What is the mechanism by which the relative strength of atomic ring-exchange interactions is tuned by total coverage? The interplay of the structure of the second layer and its magnetism as a function of total coverage has been extensively discussed [36]. This discussion will also be influenced by the result that the third layer self-condenses into 2D liquid puddles with a density of around 0.7 nm$^{-2}$ [28]. Our unpublished work provides strong indications that RKKY interactions are an important contributor to FM exchange as proposed in [67, 68]. In this coverage régime in which the third layer fluid is puddled, our broadband SQUID NMR measurement indicates two contributions dominated by the localized second layer: an unshifted line, attributed to the AFM second layer with no fluid overlayer, and a shifted line arising from regions of the second layer with a puddle of the third
layer fluid overlayer. Note that it has been shown the Mermin–Wagner theorem also holds for indirect RKKY-like exchange [69].

5.2 Quantum Spin Liquid

The quantum spin liquid is a highly entangled quantum ground state, yet to be conclusively realized in a physical system, and highly sought after in quasi-2D layered magnetic materials [70]. In $^3$He films, the three candidate systems for the QSL are each a 2D solid monolayer of $^3$He on a triangular lattice. This is a spin $\frac{1}{2}$ system [$^3$He nuclear spin]. The magnetization is directly, and selectively, measurable by NMR. In all cases, the putative QSL is at the border of a density-tuned Mott–Hubbard transition. As discussed, as well as the geometrical frustration of the triangular lattice, there is strong frustration due to competing atomic ring-exchange interactions. All these conditions are highly favourable for a QSL.

The candidate systems are as follows: (i) The second layer of $^3$He on graphite, where the first layer is $^3$He. In this case, the first layer of $^3$He is a compressed solid on a triangular lattice, as confirmed by neutron scattering [61], paramagnetic, with very weak exchange interaction with the second layer. The coupled magnetism of the first and second layer is a complication. However, the fact that the first layer is a weakly interacting “spectator” of the putative QSL in the second layer may prove to be advantageous. The heat capacity of this system has been measured to $100 \mu$K [71] and shows a double-peak structure which emerges in exact diagonalization studies of the $J, J_4$ model. (ii) A monolayer of $^3$He on graphite, preplated by a solid monolayer of $^4$He. This system is very closely related to (i). However, the paramagnetic $^3$He first layer is replaced with non-magnetic $^4$He. The density of the close-packed $^4$He first layer triangular lattice is about 5% higher than the $^3$He first layer. Given this close correspondence, we will refer to this system also as “the second layer of $^3$He on graphite”. (iii) A monolayer of $^3$He on graphite, preplated by a solid bilayer of HD [38, 72].

The high-temperature magnetism shows that the system has an antiferromagnetic character. Magnetization measurements into the microkelvin régime on both system (ii) and system (iii) support a gapless spin liquid [73]. In this latter experiment, measurements extended to $10 \mu$K, and placed a bound of this order on the spin gap. In our recent work on system (ii), we find that the low-temperature magnetism is consistent with a Pauli susceptibility, as expected for a gapless spin liquid, with a characteristic energy scale of a few hundred $\mu$K [44].

We believe that systems (ii) and (iii) reflect a different balance between the periodic potential of the solid underlayer on a triangular lattice (HD bilayer or $^4$He) and intralayer $^3$He interactions. The HD bilayer is of significantly lower density than the $^4$He first layer, and the $^3$He layer shows a Mott–Hubbard transition into a 4/7 or 7/12 triangular superlattice phase. The results for system (ii) are more consistent with a density wave instability in the $^3$He layer. Theoretical simulations find that solid phase is stable at 7/12 relative density [74] (not 4/7 as in previous work [75]), but there is no evidence for the stability of this structure with respect to hole and interstitial doping as the density is varied around this value. This behaviour is indeed
found in NMR studies in which the effective mass is inferred from fits of the magnetization to a solid plus Fermi fluid extending through a region of unconventional quantum coexistence [44]. There is no evidence for the appearance of a hole-doped Mott insulator on the low-density side, with associated Fermi surface reconstruction. This is suggestive of a Wigner–Mott transition. In this case of $^3$He on $^4$He, the 7/12 phase occurs very close to the third layer promotion.

In system (iii), exchange in the Mott insulator is much stronger than in system (ii) [38, 76]. This is understood in terms of the lower density. Therefore, a monolayer of $^3$He on graphite preplated by a solid bilayer of HD may be the most promising for demonstrating quantum spin liquid behaviour.

Thus, 2D $^3$He offers a persuasive candidate to realize a gapless QSL. Although it exists in a challenging temperature régime, we have a powerful tool to probe it: NMR on the $^3$He spin. A future experimental challenge is to conclusively identify the QSL ground state and demonstrate its quantum entanglement. This might include: unambiguous measurement of the heat capacity to identify predicted non-Fermi liquid behaviour as signature of the emergent gauge field [77]; thermal transport by spinons; investigation of spin dynamics, such as spin–lattice relaxation time.

As far as theory is concerned, it is to be hoped that increased computational power will lead to improvements in comparison between MSE theory and experiment. Currently, the HTSE go to only fifth order [65], whereas the Heisenberg model goes to thirteenth order [78]. HTSE used in conjunction with Padé approximants is a powerful tool to analyse thermodynamic properties, see [61, 63]. The MSE parameters are the essential input for finite size exact diagonalization studies [79], which predict both the ground state and the evolution of magnetization with applied magnetic field [79, 80]. In the latter case, the key observables are plateaux in the magnetization as a function of field, and the field at which saturation magnetization is observed. According to [80], the data of [81] are, for a particular choice of MSE parameters, consistent with a spin nematic ground state. Refinement in the precision of MSE parameters in conjunction with numerical theory exploiting improved computational power is desirable. However, while the utility of the MSE model to describe the experimental data, albeit with several exchange parameters, cannot be denied, it is probably worth exercising caution when trying to account for the highly entangled QSL state. See critique of [82] in the context of bulk $^3$He. An alternative point of view is that the essential ingredient to establish a quantum spin liquid in the case of 2D $^3$He is charge fluctuations [83, 84], either at the border of a Mott transition, or possibly (in the case of the “second layer”) because of proximity to the third layer promotion.

6 $^3$He Heavy Fermion Quantum Criticality

A $^3$He bilayer grown on graphite plated by a bilayer of solid $^4$He was found to behave as a heavy fermion system with quantum criticality [85]. It appears to fall into the class of orbital-selective Mott transition [86], with a Kondo breakdown QCP [87–91]. The lower $^3$He layer (L1) plays the role of the f-fermions, and the second layer (L2) is analogous to the mobile conduction electrons. The solid $^4$He
bilayer preplating creates a composite substrate in which L1 remains fluid as the second layer L2 forms. The two layers are hybridized by a Kondo interaction: in this case exchange of atoms between the two layers. This is tuned by the density of the upper layer. A maximum in both heat capacity and magnetization, which track to lower temperatures with increasing coverage, identifies the coherence temperature below which the heavy fermion state of the coupled bilayer is formed. A density-tuned quantum critical point (QCP) is found at which the effective mass diverges. Beyond this QCP, layer L1 is localized and layer L2 is itinerant, consisting of weakly interacting 2D fermions. The frustrated magnetism of atomic ring exchange plays a role in L1. Approach to the QCP is intercepted by a magnetic instability, which it is believed is triggered when the ferromagnetic exchange in L1 dominates the interlayer Kondo coupling [92, 93]. Following the prediction by [89], it was found that the Curie–Weiss temperature measured above the coherence temperature is zero at this instability coverage. Quantum criticality in the $^3$He heavy fermion bilayer provides a simple system to further understanding of the interplay between low dimensionality, frustrated magnetism and Kondo breakdown-induced Fermi surface reconstruction.

7 Two-Dimensional Supersolid

The identification of a supersolid state of matter has excited interest across the broad spectrum of the quantum fluids and solids community, and the cold atomic gases community. In principle, one way a solid (the key property of which is rigidity) can exhibit superfluidity is if solid and superfluid orders coexist. Mechanisms include mobile zero-point vacancies within a solid structure or superfluidity in dislocation cores. Reviews of supersolid $^4$He include [94–97]. Such systems necessarily feature small superfluid fractions, and detection of any superfluid response requires it to be disentangled from viscoelastic response [98]. Recently, evidence for the engineering of a “supersolid” in cold atoms with long-range dipolar interactions has been reported. In this case, the system can be tuned into a periodic structure of superfluid droplets with phase coherence across the droplet array [99–102].

Evidence for an emergent two-dimensional supersolid in the second layer of $^4$He on graphite is reported in [103, 104]. This work was motivated by the detection in earlier torsional oscillator experiments on this system, which found an anomalous mass decoupling over a narrow coverage range [24]. In that work, the destruction of superfluidity with increasing coverage was attributed to solidification of the film. The recent torsional oscillator study [103, 104] was made over a fine grid of coverages down to temperatures approaching 1 mK. The results led to the proposal of a state of intertwined density wave and superfluid order. The intertwined state, in which the two seemingly incompatible orders are entangled, can explain the enigma of supersolidity and the large superfluid fraction observed. It was suggested that the enlarged symmetry typical of such intertwined states [105] accounts for the absence of a BKT transition, since vortices are no longer stable defects. In the second layer supersolid, the anomalous temperature dependence of the superfluid density in the
low-temperature limit was explained in terms of a spectrum of elementary excitations with a set of softening roton minima. It follows that the structure factor is strongly peaked at the momenta of these minima: density wave order. A sequence of four coverages intervals with distinct features of data collapse, two with single parameter scaling and two with two-parameter scaling, provided further evidence of the interplay between film structure and superfluid response.

Independent evidence for the formation of a low-temperature ordered phase, well aligned with the observed supersolid phase, comes from the coverage dependence of heat capacity anomalies at 1–1.5 K [13, 106, 107]. This is in stark contrast to theoretical simulations which find no solid phase at the densities at which both supersolid response and melting signatures are observed [108–112].

One approach to probe the structure of the second layer at ultralow temperatures is to dope the $^4\text{He}$ layer with a small concentration of $^3\text{He}$ and rely on different thermodynamic properties of fluid or localized $^3\text{He}$ phases, to infer the state of the host $^4\text{He}$ film. Heat capacity and NMR measurements clearly confirm that the film enters a solid phase in this density range (contradicting the first principles simulations) [113].

However, there is a number of subtle and interesting features. These derive from the fact that in a quantum solid the atoms are mobile: this leads to delocalized $^3\text{He}$ impurities (quasiparticle excitations) in dilute bulk mixtures [114, 115]. However, in the 2D case, exchange rates and hence the tunneling bandwidth are large, so that attractive strain-mediated interactions between $^3\text{He}$ impurities can be overcome and the conditions for quantum degeneracy realized. The localization of $^3\text{He}$ impurities is the subject of ongoing work, including studies of the $^3\text{He}$ spin–lattice relaxation time. These show a remarkable and sharp increase in $T_1$ with onset at low $T$ that is particularly pronounced near 4/7 (7/12) superlattice densities. This phenomenon may be related to many-body localization [116].

These results support the conclusion that the novel superfluid responses reported in [103, 104] occur in a 2D solid phase. The following further work is desirable: to check the frequency independence of the supersolid response; to detect the response on a higher quality substrate; to understand the collective mode spectrum of the putative intertwined state; to seek an underlying microscopic theory which gives rise to this state.

8 Superfluid $^3\text{He}$ Films

The superfluidity of thin atomically layered $^3\text{He}$ films has so far eluded observation. The strictly 2D limit corresponds to $k_F^{-1} \sim D \ll \xi_0$, where $\xi_0 = h\nu_F/2\pi k_BT_c$ is the zero temperature coherence length and $D$ is the film thickness. The 2D superfluidity of a $^3\text{He}$ monolayer has been discussed theoretically in [117–122]. In the case of p-wave pairing, this will be sensitive to non-magnetic disorder and requires high-quality substrates. The pairing mechanism is likely to be highly dependent on the composite substrate for the 2D Fermi system. Thus, $^3\text{He}$ on a superfluid $^4\text{He}$ “substrate” can interact via $^4\text{He}$ surface phonon/ripplon excitations. It is also worth noting that while pairing via exchange of spin fluctuations plays an important role in
bulk superfluid $^3$He, the spectrum of spin fluctuations will differ in 2D. In all cases, the “bottom-up” growth of suitable $^3$He films requires high-quality substrates.

How to approach the strictly 2D limit in a controlled way? While in superfluid $^4$He the coherence length is of atomic scale, in bulk superfluid $^3$He the diameter of the Cooper pair $\xi_0$ at zero pressure is around 80 nm. For a surface for which $^3$He quasiparticle scattering is diffuse, superfluidity of the film is suppressed for films thinner than this. Stabilization of van der Waals films of such thickness is tricky in the face of competing effects of surface tension and gravity. A specular surface can be created by depositing a superfluid $^4$He film. Perhaps, the ultimately smooth surface is that of bulk superfluid $^4$He. In this case, a 2D $^3$He surface film can coexist with a bulk dilute solution. This potential of this system has been emphasized in \cite{123}, where it has been studied by a Wigner crystal of electrons on the surface. However, these create a regular surface deformation commensurate with the electron density. Nevertheless, subject to appropriate developments in technique, this surface could also be probed ultrasonically, or potentially by NMR.

In contrast with such “self-assembled” films, a different approach adopted recently is to use nanofabrication methods to define a cavity, in the simplest case creating a thin slab geometry, into which helium is admitted through a fill line. This can be thought of as a film, of thickness precisely defined by the height of the cavity, with equivalent upper and lower surfaces. This strategy is particularly suitable for the study of topological superfluid $^3$He in the quasi-2D limit, $k_F^{-1} \ll D < 10\xi_0$. So far cavities of height $D$ in the range 1000–100 nm have been studied \cite{124–128}. An advantage is that for fixed cavity height the effective confinement $\xi_0/D$ is tuneable by pressure, since $\xi_0 = \hbar v_F/2\pi k_B T_c$.

This limit is distinct from the strictly 2D limit, since in such cavities the normal Fermi liquid is 3D. However, given that specular surfaces are achievable by coating with a superfluid $^4$He film, the film thickness (cavity height) can be shrunk towards the 2D limit. Then, size quantization along $z$ plays a role and the Fermi sphere breaks up into Fermi discs, where the number of 2D mini-bands is $j = k_F D/\pi$. This opens up a wealth of new quantum states, associated with the integer number of bands, which in principle can be tuned by slab thickness \cite{129}. Size quantization effects have already been seen in measurement of momentum relaxation in the flow of an unsaturated normal $^3$He film over a polished silver surface with fully characterized surface roughness \cite{130, 131}. In this case, the picture is that the quasi-2D mini-bands are subject to an effective disorder potential $v(x, y)$ that is determined by the fluctuations in confining cavity height $D + d(x, y)$, due to surface roughness or longer length scale variations in cavity height \cite{132, 133}. Since variations in cavity height can be measured, at least in principle, we have the unusual situation of a disorder potential that can be fully determined experimentally.

9 Future Prospects

A future quest is for new graphite-based substrates of improved quality relative to exfoliated graphite. Obvious candidates are: graphene (including multilayer graphene) and carbon nanotubes. Theoretically, the strong similarities between the
growth of helium on graphene and graphite are established. Experimentally, there are multiple issues: contamination of the graphene surface and requirement for new measurement techniques tailored to measurements on samples with small surface area. The growth of helium films on a nanotube operated as a nanomechanical resonator has recently been demonstrated, with evidence of first-order layering transitions which testify to substrate quality [134]. Elsewhere the sensitivity of electrical transport through a carbon nanotube to a variety of adsorbates, including helium, has been demonstrated [135–137]. The commercial availability of large area graphene grown by CVD also offers opportunities. Attention has also been drawn to future opportunities in the study of monolayer films on graphene-derived substrates, such as graphane and fluorographene, with new phenomena such as anisotropic effects in sub-monolayer films [138]. Again progress is subject both to the ability to create pristine surfaces and to development of measurement techniques of adequate sensitivity.

The helium isotopes in condensed form are unique, and our ability to fashion them into a wide range of quantum materials is continuously developing. This demands the development of new techniques, exploitation of new generations of quantum sensors and the pursuit of experiments yet further into the microkelvin régime. $^4\text{He}$ and $^3\text{He}$ have supplied a wide range of paradigms in the past, and there is no sign of exhaustion in this seam of enquiry.
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