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Abstract: Validation of the quality of pansharpening methods is a difficult task because the reference is not directly available. In the meantime, two main approaches have been established: validation in reduced resolution and original resolution. In the former approach it is still not clear how the data are to be processed to a lower resolution. Other open issues are related to the question which resolution and measures should be used. In the latter approach the main problem is how the appropriate measure should be selected. In the most comparison studies the results of both approaches do not correspond, that means in each case other methods are selected as the best ones. Thus, the developers of the new pansharpening methods still stand in the front of dilemma: how to perform a correct or appropriate comparison/evaluation/validation. It should be noted, that the third approach is possible, that is to perform the comparison of methods in a particular application with the usage of their ground truth. But this is not always possible, because usually developers are not working with applications. Moreover, it can be an additional computational load for a researcher in a particular application. In this paper some of the questions/problems raised above are approached/discussed. The following component substitution (CS) and high pass filtering (HPF) pansharpening methods with additive and multiplicative models and their enhancements such as haze correction, histogram matching, usage of spectral response functions (SRF), modulation transfer function (MTF) based lowpass filtering are investigated on remote sensing data of WorldView-2 and WorldView-4 sensors.
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1. Introduction

Pansharpening aims to restore/estimate a high resolution multispectral image from two input images: a low resolution multispectral image (MS) and a high resolution panchromatic image (Pan). Generally, multi-resolution image fusion is not limited only to multispectral and panchromatic image pairs. For example, in so called hyper-sharpening, a low resolution image is a hyperspectral image and a high resolution image is a multispectral image. A large number of algorithms and methods to solve this type of problem were introduced during the last three decades, e.g. [1-12] with different method classifications or groupings proposed. In general, they can be divided into three large groups: component substitution (CS) methods, high pass filtering (HPF) and optimization methods based on the minimization of model error residuals [13-19, 45].

Several pansharpening improvement techniques such as pansharmonic image histogram matching [20], inclusion of image formation/acquisition model into pansharpening process [2, 13, 21-25, 26], haze removal [27], MTF based low pass filtering [28, 29] widely spread during the recent decade.

Validation of the quality of pansharpening methods is a difficult task because the reference is not directly available. Two main approaches have been established: validation in reduced resolution [30] and original resolution. In the former case the reference exists, thus a lot of quality measures have been proposed [3, 31-35, 44]. In original resolution the reference is missing and quite few quality measures exist, e.g. [36], which are still not satisfactorily as shown in [37].

In this paper several enhancements of the most popular CS and HPF based pansharpening methods such as haze correction [27, 38], panchromatic band histogram matching [20, 26], spectral weights estimation used for intensity image calculation [24, 26], model-based panchromatic band correction [26] and pansharpening result histogram matching [26] are investigated for the two remote sensing satellite data: WorldView-2 and WorldView-4.

Validation approach used in this paper consists of comparing two most popular quality measures: ERGAS [39] and SAM [40] in several reduced scales. Correlation analysis is applied on the results of validation to support evaluation of comparison/experiments.

This paper presents the validation of the quality of pansharpening methods. The paper is organized as follows. In section 2 definitions used in the paper are presented. In the following sections preparation of input
images and parameters (Sect. 3), pansharpening methods (Sect 4), enhancements of pansharpening methods (Sect. 5) are described. Then, in section 6 validation approach used in this paper is introduced. In section 7 the results of experiments are presented and analyzed. Finally, the paper ends with discussion, conclusions and reference sections.

2. Definitions

Below definitions/notations for images and their pixels are introduced which are used in this paper [26].

2.1. Low resolution images

\[ S_{\text{lr}} = \{s_{\text{lr},k,i}, k = 1, ..., K, i = 1, ..., I\} \] – low resolution multispectral image matrix (also MS image or MS bands), \( k \) – band index, \( K \) - number of bands, \( i \) – pixel index (for simplicity it is displayed as a one-dimensional index though in reality is a two-dimensional index), \( I \) - number of pixels. It is an input image for pansharpening.

\[ I_{\text{lr}} = \{i_{\text{lr},i}, i = 1, ..., I\} \] - intensity image calculated from multispectral image \( S_{\text{lr}} \) using weights \( W = \{w_k\} \) based on sensor spectral response functions (usually available from data provider)

\[ i_{\text{lr},i} = \sum_k^K w_k \cdot s_{\text{lr},k,i} \]  

(1)

or in matrix form

\[ I_{\text{lr}} = W \cdot S_{\text{lr}} \]  

(2)

\[ P_{\text{lr}} = \{p_{\text{lr},i}, i = 1, ..., I\} \] – low resolution panchromatic image (Pan image) calculated from high resolution panchromatic image \( P_{\text{hr}} \) (for definition see the following sub-section) using a low pass filter \( F = \{f_j\} \) designed to account resolution change from high resolution to low resolution

\[ p_{\text{lr},i} = \sum_j f_j \cdot p_{\text{hr},j} \]  

(3)

where \( f_j \) – low pass filter values, index \( j \) runs all indices inside a low pass filter \( F \). \( F \) can include decimation or sub-sampling operator. In matrix form

\[ P_{\text{lr}} = F \cdot P_{\text{hr}} \]  

(4)

2.2. High resolution images

\[ S_{\text{hr}} = \{s_{\text{hr},k,j}, k = 1, ..., K, j = 1, ..., J\} \] – high resolution multispectral image, \( k \) – band index, \( j \) – pixel index, \( J \) - number of pixels. It is the aim/result of pansharpening or an output of pansharpening.

\[ S_{\text{hr}} = \text{upsampled, e.g. using cubic convolution interpolation, multispectral image in low resolution } S_{\text{lr}} \text{ to high resolution.} \]

\[ I_{\text{hr}} = \{i_{\text{hr},j}, j = 1, ..., J\} \] - intensity image calculated from multispectral image \( S_{\text{hr}} \) using weights \( W \) based on spectral response functions

\[ i_{\text{hr},j} = \sum_k^K w_k \cdot s_{\text{hr},k,j} \]  

(5)

or in matrix form

\[ I_{\text{hr}} = W \cdot S_{\text{hr}} \]  

(6)

\[ P_{\text{hr}} = \{p_{\text{hr},j}, j = 1, ..., J\} \] – high resolution panchromatic image. It is an input for pansharpening.

3. Preparation of input images and parameters for pansharpening

In modern pansharpening methods the following input parameters such as sensor spectral response function (SRF) and modulation transfer function (MTF) are needed. These parameters can be acquired directly from remote sensing data providers or estimated in an image. Preparation of input images by minimizing the spatial shift between Pan and MS images is presented in the following Sect. 3.1. Estimation of SRF in input images is presented in the Sect. 3.2. Finally, MTF-based low pass filtering of Pan and MS images is described in Sections 3.3 and 3.4.

3.1. Minimize input images shift

It is quite often that MS and Pan images are not aligned perfectly in spatial domain and thus possible shift should be corrected for a successful pansharpening. The following approach has been proposed to minimize \( S_{\text{lr}} \) and \( P_{\text{hr}} \) image shift:

- upsample (e.g. using cubic convolution interpolation) \( S_{\text{lr}} \) to \( \tilde{S}_{\text{hr}} \)
- calculate intensity \( \tilde{I}_{\text{hr}} \) from \( \tilde{S}_{\text{hr}} \) using (6)
• minimize the following measure $\text{RMSE}(P_{hr}, \tilde{I}_{hr}) = \sqrt{\frac{1}{J} \cdot \sum_{j=1}^{J} (P_{hr,j} - \tilde{I}_{hr,j})^2}$

• shift images/image if necessary

It should be noted, that if data provider weights are not available, then they can be estimated using approach proposed in Sect. 3.2.

3.2. SRF

Let’s assume two optical sensors with a spectral sensor $S$ usually exhibiting several narrow spectral response functions (SRF) for each band and a panchromatic sensor $P$ with usually broad SRF, e.g. see Figure 1. It is obvious, that a simple averaging of spectral bands will be different radiometrically from a panchromatic band.

![Figure 1. Spectral response of the WorldView-2 panchromatic and multispectral imagery [41].](image)

For a successful fusion of data from such two sensors the energy balance between radiances/reflectances of both sensors: intensity calculated from spectral bands according (2, 6) and panchromatic image should hold, that is

$$\sum_{k=1}^{K} w_k \cdot s_{k,i} = p_i$$

(7)

or in vector/matrix form

$$W \cdot S = P$$

(8)

where $W$ are weights or SRF for individual spectral bands. It is assumed, that weights $W$ describe properties of a multispectral signal and thus are independent on the image resolution or scale.

3.2.1. Estimation of weights in low resolution image domain

Weights $\hat{W}$ in (8) are estimated using available multispectral image in low resolution from the following equation

$$W \cdot S_{lr} = P_{lr}$$

(9)
e.g. by using bounded-variable least-squares (BVLS) minimization with a constraint $0 \leq w_k \leq 1$ [42].

This optimization or weights estimation is independent on its initialization values. Thus, when the provider weights are not known, then equal values can be assumed, e.g. $W_0 = 1/K$.

Here it should be noted, that other ways of estimating these weights can be used as e.g. proposed in [24] by using a linear regression algorithm. No constraint on weights can result in negative weight values, what contradicts a physical image acquisition model. Thus, this alternative approach is not considered in this paper.

3.2.2. Estimation of weights in high resolution image domain

Weights $\hat{W}$ in (8) can be estimated using upsampled multispectral image in high resolution $\hat{S}_{hr}$ [24] from the following equation

\[ W \cdot \hat{S}_{hr} = P_{hr} \tag{10} \]

using the same approach as in Sect. 3.2.1. It should be noted, that no advantage of this estimation has been observed, thus it is not treated in this paper.

3.3 Low pass filtering

Low pass filtering for downsampling of input images is needed for the validation in a reduced scale or for application of some quality measures. Two types of low pass filtering are mostly used for downsampling: Gaussian and Butterworth filters.

Low pass Gaussian filter is defined as

\[ G(f) = e^{-\frac{1}{2\sigma^2} \left( \frac{f}{f_c} \right)^2} \tag{11} \]

depending on the choice of cutoff frequency $f_c = \frac{L}{2 \cdot \text{scale}}$ $L$ – filter length, scale – scale between Pan and MS resolution, e.g. usually 4.

Low pass Butterworth filter is defined as

\[ B(f) = \frac{1}{1 + \left( \frac{f}{f_c} \right)^{2n}} \tag{12} \]

where cutoff frequency is the same as for Gaussian filter, $c = 1 \text{ or } \sqrt{2}$, $n$ is an integer number $n \geq 1$. Butterworth filter with parameter set: $c = \sqrt{2}$ and $n = 2$ is quite similar to Gaussian filter and is used in this paper.

It should be noted that the filters (11, 12) are defined in a spectral domain. For the use in a spatial domain they should be transformed by an inverse FFT.

3.4. MTF based low pass filtering

It is already broadly accepted that the low pass filtering of imagery used in pansharpening should account for the MTF values at Nyquist frequency of a particular sensor [28].

MTF values at Nyquist frequency for most popular sensors are presented in Table 1 [12].

**Table 1.** MTF values at Nyquist frequency for some of the sensors.

| Sensor        | Pan   | MS              |
|---------------|-------|-----------------|
| QB            | 0.15  | 0.34, 0.32, 0.30, 0.22 |
| IKONOS        | 0.17  | 0.26, 0.28, 0.29, 0.28 |
| GeoEye-1, WV-4| 0.16  | 0.23, 0.23, 0.23, 0.23 |
| WV-2          | 0.11  | 0.35, 0.35, 0.35, 0.35, 0.35, 0.35, 0.27 |
| WV-3          | 0.14  | 0.325, 0.355, 0.36, 0.35, 0.365, 0.36, 0.335, 0.315 |
| Default       | 0.15  | 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3 |

Band order for 4 bands sensors: B, G, R, NIR.

In order to incorporate the sensor’s MTF value at Nyquist in the low pass filtering the cutoff frequency should be adapted in the following way: for the Gaussian filter $f_c = \frac{L}{2 \cdot \text{scale}} \cdot \frac{1}{\sqrt{-2 \ln MTF_{Nyquist}}} L$ – filter

\[ L \text{ – filter length} \]
length, scale – scale between Pan and MS resolution, e.g. usually between panchromatic and multispectral it is

\[ f_c = \frac{L}{2} \cdot \left( \frac{c}{MTF_{Nyquist}} \right)^{\frac{1}{2^n}}. \]

4. Pansharpening methods

In this work classical CS based and HPF based pansharpening methods are analyzed, which in last decades have received various enhancements, e.g. extension of CS to any number of bands. Both groups of methods can be implemented using additive model (the following notation further CS a or HPF a is used) or multiplicative model (CS m or HPF m). For more information see following sections.

4.1. CS based methods

For CS (Component Substitution) based methods using additive model the pansharpening equation will look like

\[ \bar{S}_{hr} = \hat{S}_{hr} + \hat{P}_{hr} - \hat{I}_{hr} \] (13)

where \( \hat{S}_{hr} \) is an interpolated/upsampled, e.g. using bicubic convolution, version of \( S_{lr} \cdot I_{hr} \) intensity image calculated from multispectral image \( \hat{S}_{hr} \) using estimated weights \( \hat{W} \) (see Sect. 3.2). \( \hat{P}_{hr} \) panchromatic image after the application of one possible enhancement presented in Sect. 5. For multiplicative model

\[ \bar{S}_{hr} = \hat{S}_{hr} \cdot \frac{\hat{P}_{hr}}{I_{hr}} \] (14)

4.2. HPF based methods

For HPF (high pass filter) based methods using additive model the equation is the following

\[ \bar{S}_{hr} = \hat{S}_{hr} + \hat{P}_{hr} - \hat{P}_{lr} \] (15)

where \( \hat{S}_{hr} \) is an interpolated, e.g. using bicubic convolution, version of \( S_{lr} \cdot \hat{P}_{hr} \) panchromatic image after the application of one possible enhancement presented in Sect. 5, \( \hat{P}_{lr} \) is a low pass filtered version of \( \hat{P}_{hr} \). For multiplicative model

\[ \bar{S}_{hr} = \hat{S}_{hr} \cdot \frac{\hat{P}_{hr}}{\hat{P}_{lr}} \] (16)

5. Enhancements of pansharpening methods

Following five corrections/improvements of pansharpening methods are treated: haze correction [27], panchromatic image histogram matching [20, 26], weights estimation used for intensity image calculation [24, 26], panchromatic image correction including weight estimation [26] and finally pansharpening output/result histogram matching [26].

5.1. Haze correction

Recently it has been shown that the correction of the path-radiance term introduced by the atmosphere can lead to the enhancement of CS and HPF multiplicative model based pansharpening methods [27, 38]: “the path radiance, which appears as a haze in a true-color display, should be estimated and subtracted from each band before modulation and reinserted later, to restore the unbiased sharpened image” [27].

For CS multiplicative model

\[ \hat{S}_{hr}(k) = \left( \hat{S}_{hr}(k) - H(k) \right) \cdot \frac{(\hat{P}_{hr} - H)}{(I_{hr} - H)} + H(k) \] (17)

where \( H(k) \) – haze value for MS band \( k \), \( H \) – haze for both intensity and panchromatic image and is equal to \( H = \sum_k \hat{w}_k \cdot H(k) \).

For HPF multiplicative model

\[ \hat{S}_{hr}(k) = \left( \hat{S}_{hr}(k) - H(k) \right) \cdot \frac{(\hat{P}_{hr} - H)}{(\hat{P}_{lr} - H)} + H(k) \] (18)

According to the authors [27, 38]: “reasonably verified in the practice, the path radiance is the minimum of the spectral radiance for each spectral band”. It has been found in [29] that the modeled path radiance is well approximated by 95% of the 1-percentile of blue band, 65% of the 1-percentile of green band, 45% of the
1-percentile of red band, and 5% of the 1-percentile of NIR band for four band sensors. For other sensors the following haze estimation \( H(k) = \min \left( \tilde{S}_{hr}(k,j) \right) \) has been used in this paper.

5.2. Pan histogram matching

Due to various reasons, e.g. calibration inaccuracies, image acquisition by different sensors, input images for pansharpening: low resolution multispectral image (or calculated intensity image) and high resolution panchromatic image may differ in their physical properties, e.g. radiances or reflectances depending on the processing level. For physically justified fusion, the same objects/classes in both images must exhibit very similar intensity/panchromatic values or more generally similar statistics. Similarity definition will depend on the particular application.

Thus, adjustment of Pan image to MS image or calculated intensity image is needed for a successful pansharpening. Usually histogram matching is applied. A new model-based Pan image adjustment method has been proposed in [26] and will be described in Sect 5.4. Calculation of intensity image from MS bands is treated in Sect. 3.2. Data provider initial weights or estimated weights maybe necessary as an input.

In the workflow of most pansharpening methods two possibilities are available: Pan image histogram matching before fusion or MS image histogram matching after fusion (see Sect. 5.5).

By histogram matching in general I understand adjustment of histogram or more precisely its shape of one image to the histogram of another image by using cumulative histograms. I call it further a full histogram matching. An alternative approach is to match only the first-order statistics (mean and variance) of both images, as e.g. proposed in [20]. Further this type of histogram matching will be called a simple histogram matching. It will work successful only for normal distributions.

Physically justified histogram matching is reasonable between Pan and intensity images, and original MS bands and MS bands after fusion. It should be noted, that both histogram matching approaches will work for imagery of different scales/resolutions. I have to note, that sometimes Pan and individual MS band histogram matching are used for histogram matching. Due to different spectral properties of imagery such type of histogram matching is not justified physically and thus not treated in this paper.

5.2.1. Full histogram matching

In full histogram matching a histogram of high-resolution panchromatic image \( P_{hr} \) is adjusted to the histogram of intensity image \( I_{lr} \) calculated from original low resolution MS image \( S_{lr} \). Of course, implicitly it is assumed, that the histogram form/shape does not depend on the scale/resolution. It can be noted here, that it is possible to match Pan image to intensity image \( I_{hr} \) calculated from up-sampled MS image \( \tilde{S}_{hr} \), as it is proposed in [20]. First option, using original MS image can be preferred against interpolated/up-sampled MS image due to possible artefacts introduced by interpolation method used.

5.2.2. Simple histogram matching

Simple histogram matching denotes “the matching of the first-order statistics (mean and variance) of the Pan image to those of each MS band, or of a combination of them e.g. intensity” [20]. It should be noted, that physically it makes no sense matching Pan image to separate MS bands, thus this option is not considered in this paper.

Formulae for Pan image matching to intensity calculated from original MS bands looks like [20] 
\[
P_{hr} = \left( P_{hr} - \mu_{P_{hr}} \right) \cdot \left( \sigma_{I_{lr}}/\sigma_{P_{hr}} \right) + \mu_{I_{lr}} \tag{19}
\]
in which \( \mu \) and \( \sigma \) denote the mean and standard deviation respectively.

As already stated in the previous sub-section two options are possible: Pan adjustment to low resolution \( I_{lr} \) (proposed in this paper) or Pan adjustment to high resolution \( I_{hr} \) [20].

5.3. Weights estimation: use updated weights for intensity calculation

Weights needed for the intensity calculation can be acquired in two main ways: use data provider information or perform estimation directly in input image [24, 26].
5.4. Pan correction including weights estimation

A new model-based image adjustment method [26] performs correction of Pan image respecting physics of image formation/acquisition process, thus being superior against the image-based histogram matching.

5.4.1. Image formation/acquisition model

The idea of input image adjustment will be described below. Let’s assume two optical sensors with a spectral sensor $S$ usually exhibiting several narrow spectral response functions (SRF) for each band and a panchromatic sensor $P$ with usually broad SRF, e.g. see Figure 1. It is obvious, that a simple averaging of spectral bands will be different radiometrically from a panchromatic band.

For a successful fusion of data from such two sensors the energy balance between radiances/reflectances of both sensors should hold, that is

\[
\sum_{i=1}^{K} w_{k,i} \cdot s_{k,i} + v_i = p_i
\]

or in vector/matrix form

\[
W \cdot S + V = P
\]

where $V$ is a virtual band introduced to compensate for total energy differences in different sensors and $W$ are weights for individual spectral bands. It is assumed, that weights $W$ describe properties of a multispectral signal and thus are independent on the image resolution or scale. Further, it should be noted, that a virtual band has been already introduced in [43], but without any practical solution how to estimate it.

5.4.2. Estimation of virtual band in high resolution image domain

From (20) it follows that

\[
v_{lr,i} = p_{lr,i} - \sum_{k=1}^{K} w_{k,i} \cdot s_{lr,k,i}
\]

or in vector form

\[
V_{lr} = P_{lr} - \hat{W} \cdot S_{lr}.
\]

Further, this virtual band $V_{lr}$ is interpolated, e.g. using bicubic convolution, to a high resolution image $\hat{V}_{hr} = \{v_{hr,i}\}$.

Finally, in order (21) to be hold, $p_{hr}$ is corrected/adjusted using the following equation:

\[
\hat{p}_{hr} = p_{hr} - \hat{V}_{hr}.
\]

This new panchromatic image $\hat{p}_{hr}$ ensures more similar statistical radiometric properties with $l_{hr}$ and thus can be used to enhance any pansharpening method as shown in the following sections.

5.5. Pansharpening result histogram matching

Histogram matching as described in Sect. 5.2 can be applied to match the result of pansharpening to original MS image on per band basis [26]. Combinations of two and more simultaneous corrections are possible, but these are not treated in this paper due to the application dependency. Moreover, presently established validation approaches are still not mature as it will be shown in section 7.

6. Validation approach

Pansharpening methods are validated for data of two remote sensing sensors: WorldView-2 satellite exhibiting eight spectral bands (two image regions of interest (ROIs) are selected) and WorldView-4 – four spectral bands.

Validation of pansharpening is a difficult task because the reference does not exist in the original scale. One of possible approaches is to validate pansharpening in a reduced scale. In this case the reference exists and thus reference-based measures can be applied. In this paper two popular measures are used: ERGAS [39] and SAM [40]. Second approach is to perform validation in original scale. In this case the reference is not available. These exist some no-reference measures, e.g. in [36], but they are still not reliable as shown in [37]. Thus, only visual interpretation can be performed in original scale, which is quite often very subjective. Third validation approach and in my opinion the optimal one could be performed for a particular application using available ground truth (GT) data. The main drawback is that such information/knowledge is usually not available for the method developer. Thus, the first two approaches are mostly used/spread in the practice.
6.1. Data

WorldView-2 satellite remote sensing data (two different regions of interest ROIs selected) over the Munich city in South Germany and WorldView-4 data over Berlin city have been used in the following experiments. For summary of scene details see Table 2.

Table 2. Scene parameters for WorldView-2 data over Munich city and for WorldView-4 data over Berlin city.

| Parameter          | WV-2       | WV-4       |
|--------------------|------------|------------|
| Sensor             | WV-2       | WV-4       |
| Image date         | 12-Jul-2010| 03-Aug-2018|
| Image time (local) | 10:30:17   | 10:34:27   |
| Mode               | PAN+MS     | PAN+MS     |
| Product            | L2A        | L2A        |
| Resolution PAN (m) | 0.5        | 0.3        |
| Resolution MS (m)  | 2.0        | 1.2        |

For WorldView-2 data provider (DigitalGlobe) weights (spectral response functions) are available (Figure 1). In this paper they are normalized to the total energy of panchromatic band: \( W_0 = [0.0074, 0.1106, 0.1787, 0.12076, 0.1987, 0.1363, 0.0959, 0.0002793] \). For WorldView-4 data unfortunately these weights are not available, thus estimated values have been used: \( W_0 = [0.242, 0.1025, 0.3596, 0.103] \).

MS images in original resolution and image size of 1024x1024 pixels are presented in Figures 2-4.
Figure 2. Multispectral image (bands: 5, 3, 2, size: 1024x1024) in original resolution for WV-2 ROI1.
Figure 3. Multispectral image (bands: 5, 3, 2, size: 1024x1024) in original resolution for WV-2 ROI2.
As already discussed above, validation of pansharpening can be performed in the reduced scale (in this case the reference image exists, that is a low resolution MS image) or in the original or full resolution (reference not available in this case).

For reduced scale approach the question is which scale shall be used: 1:2 or 1:4 or even lower? In Figure 5, the visual appearance of such scale reduction is demonstrated for 1:2 and 1:4 scales. It can be seen, that images in scale 1:2 are still quite similar to original scale, whereas in scale 1:4 images differ significantly, and thus are less suitable for validation purposes. It is quite difficult to believe, that comparison conclusions derived in scale 1:4 will hold also for original resolution as it is performed practically in each comparison study.
In this paper three resolutions for pansharpening validation are used:

- original resolution - pansharpening is performed in original resolution, then low pass filtered result (resolution 1:4) is compared to original MS image (consistency property [4, 37]).
- reduced resolution 1:4 - pansharpening is performed in reduced resolution 1:4 and result is compared to original MS image (synthesis property at reduced scale [4]).
- reduced resolution 1:2 - pansharpening is performed in reduced resolution 1:2 and then low pass filtered result (resolution 1:4) is compared to original MS image (new proposal).

6.3. Quality measures

There exist a lot of quality measures, e.g. see overviews in [3, 29-33]. In case when the reference is known, then most measures are based on squared difference. Thus, for the relative comparison of methods it is enough the usage of very few measures. When the reference image is not available (what is a nominal case in pansharpening), then available/existing quality measures, e.g. such as Quality with No Reference (QNR) [34] are still not satisfactory, thus they are not considered in this paper.

In reduced resolution case the reference is known, thus two reference-based quality measures for validation are used: ERGAS and SAM.

ERGAS is defined as [39]

\[
ERGAS(S_{hr,k}, S^{ref}_{hr,k}) = \frac{100}{\text{scale}} \sqrt{\frac{1}{K} \sum_{1}^{K} \left( \frac{\text{RMSE}(S_{hr,k}, S^{ref}_{hr,k})}{\mu(S^{ref}_{hr,k})} \right)^2}
\]  

where

\[
\text{RMSE}(S_{hr,k}, S^{ref}_{hr,k}) = \sqrt{\frac{1}{J} \sum_{1}^{J} \left( s_{hr,k,j} - S^{ref}_{hr,k,j} \right)^2}
\]
\[
\mu(S_{hr,k}) = \frac{1}{f} \cdot \sum_{i}^{f} s_{hr,k,i} \tag{27}
\]

SAM is defined as [40]
\[
SAM(S_{hr,k}, S_{ref}) = \frac{1}{f} \sum_{i}^{f} \cos^{-1}\left(\frac{\sum_{j}^{K} (s_{hr,k,j} \cdot s_{ref}^{j})}{\sqrt{\sum_{j}^{K} s_{hr,k,j}^2 \cdot \sum_{j}^{K} s_{ref}^{j2}}}\right) \tag{28}
\]

7. Results

In this section nominal and enhanced versions (mostly only one correction applied) of CS and HPF based methods are compared on real satellite remote sensing data.

Following corrections are investigated:
- Haze correction (HC)
- Pan histogram matching (PHM)
- Weights estimation: use updated weights for intensity calculation (WE)
- Pan correction: use updated weights for intensity calculation and perform pan correction including pan histogram matching (WE + PC)
- Fusion result histogram matching (MHM)

The results are presented in the following Tables 3-5.

Table 3. Comparison of quality measures ERGAS (upper value) and SAM (lower value) for various pansharpening methods using different correction types: no correction (NC), haze correction (HC), pan histogram matching (PHM), weights estimation (WE), pan correction (PC) including weights estimation and fusion result multispectral histogram matching (MHM) for WV-2 ROII.

| Resolution | Method | NC | HC | PHM | WE | WE + PC | MHM |
|------------|--------|----|----|-----|----|---------|-----|
| Original   | CS a   | 2.05 | na | 1.38 | 1.49 | 0.89   | 1.39 |
|            | CS m   | 2.33 | 2.24 | 1.58 | 1.57 | 1.01   | 1.56 |
|            | HPF a  | 0.38 | 0.81 | 0.38 | 0.38 | 0.38   | 0.75 |
|            | HPF m  | 0.48 | 0.50 | 0.49 | na  | 2.57   | 0.52 |
|            |        | 0.35 | 0.32 | 0.30 | na  | 0.30   | 0.31 |
| Reduced 4x4| CS a   | 3.26 | na | 2.97 | 2.96 | 2.98   | 2.83 |
|            |        | 4.46 | na | 4.35 | 4.43 | 4.38   | 4.36 |
|            | CS m   | 3.30 | 3.09 | 2.86 | 2.82 | 2.83   | 2.79 |
|            |        | 4.07 | 3.75 | 4.07 | 4.07 | 4.07   | 4.23 |
|            | HPF a  | 3.20 | na | 3.20 | na  | 3.19   | 3.19 |
|            |        | 4.31 | na | 4.24 | na  | 4.26   | 4.25 |
|            | HPF m  | 3.06 | 2.95 | 3.06 | na  | 3.09   | 3.08 |
|            |        | 4.08 | 3.72 | 4.08 | na  | 4.08   | 4.10 |
| Reduced 2x2| CS a   | 2.23 | na | 1.98 | 1.78 | 1.92   | 1.92 |
|            |        | 2.52 | na | 2.40 | 2.40 | 2.40   | 2.54 |
|            | CS m   | 2.26 | 2.21 | 1.94 | 1.68 | 1.85   | 1.89 |
|            |        | 2.30 | 2.39 | 2.30 | 2.31 | 2.30   | 2.50 |
|            | HPF a  | 1.94 | na | 2.00 | na  | 1.97   | 1.98 |
|            |        | 2.27 | na | 2.27 | na  | 2.27   | 2.29 |
|            | HPF m  | 1.91 | 1.90 | 1.94 | na  | 1.93   | 1.95 |
|            |        | 2.23 | 2.10 | 2.23 | na  | 2.24   | 2.26 |
Table 4. Comparison of quality measures ERGAS (upper value) and SAM (lower value) for various pansharpening methods using different corrections: no correction (NC), haze correction (HC), pan histogram matching (PHM), weights estimation (WE), pan correction (PC) including weights estimation and fusion result multispectral histogram matching (MHM) for WV-2 ROI2:\(^1\)

| Resolution | Method | NC   | HC   | PHM  | WE   | WE + PC | MHM  |
|------------|--------|------|------|------|------|---------|------|
| Original   | CS a   | 2.17 | na   | 1.46 | 1.54 | 0.95    | 1.48 |
|            | 0.91   | na   | 0.67 | 0.66 | 0.54 | 0.91    |      |
|            | CS m   | 2.51 | 2.42 | 1.69 | 1.66 | 1.11    | 1.68 |
|            | 0.41   | 0.86 | 0.41 | 0.41 | 0.41 | 0.68    |      |
|            | HPF a  | 0.50 | na   | 0.46 | na   | 0.41    | 0.51 |
|            | 0.36   | na   | 0.36 | na   | 0.35 | 0.38    |      |
|            | HPF m  | 0.54 | 0.53 | 0.52 | na   | 0.59    | 0.55 |
|            | 0.32   | 0.34 | 0.32 | na   | 0.32 | 0.33    |      |
| Reduced 4x4| CS a   | 3.41 | na   | 3.11 | 3.08 | 3.12    | 2.99 |
|            | 4.68   | na   | 4.59 | 4.66 | 4.61 | 4.53    |      |
|            | CS m   | 3.46 | 3.24 | 2.98 | 2.92 | 2.95    | 2.91 |
|            | 4.33   | 3.79 | 4.33 | 4.33 | 4.33 | 4.33    |      |
|            | HPF a  | 3.38 | na   | 3.39 | na   | 3.38    | 3.37 |
|            | 4.55   | na   | 4.49 | na   | 4.51 | 4.46    |      |
|            | HPF m  | 3.22 | 3.09 | 3.23 | na   | 3.23    | 3.24 |
|            | 4.34   | 3.83 | 4.34 | na   | 4.34 | 4.29    |      |
| Reduced 2x2| CS a   | 2.38 | na   | 2.10 | 1.90 | 2.04    | 2.06 |
|            | 2.64   | na   | 2.53 | 2.52 | 2.52 | 2.63    |      |
|            | CS m   | 2.44 | 2.38 | 2.05 | 1.80 | 1.97    | 2.02 |
|            | 2.44   | 2.48 | 2.44 | 2.44 | 2.44 | 2.55    |      |
|            | HPF a  | 2.06 | na   | 2.11 | na   | 2.09    | 2.10 |
|            | 2.40   | na   | 2.40 | na   | 2.40 | 2.41    |      |
|            | HPF m  | 2.03 | 2.02 | 2.05 | na   | 2.37    | 2.07 |
|            | 2.37   | 2.22 | 2.37 | na   | 2.37 | 2.38    |      |

\(^1\) na stands for not available/applicable. Correction quality ranking: 1 (best), 2 (second best), correction is worse than without a correction.
Reduced 2x2

| Resolution | Method | NC   | HC   | PHM  | WE   | WE + PC | MHM  |
|------------|--------|------|------|------|------|---------|------|
| Original   | CS a   | 2.08 | na   | 2.14 | 2.08 | 1.60    | 2.12 |
|            |        | 1.23 | na   | 1.20 | 1.22 | 1.12    | 1.30 |
|            | CS m   | 2.75 | 23.12| 2.81 | 2.56 | 2.79    | 3.36 |
|            |        | 0.96 | 1.74 | 0.96 | 0.96 | 0.96    | 2.70 |
|            | HPF a  | 0.82 | na   | 0.79 | na   | 0.72    | 0.85 |
|            |        | 0.68 | na   | 0.67 | na   | 0.66    | 0.73 |
|            | HPF m  | 1.00 | 1.09 | 0.94 | na   | 2.05    | 1.04 |
|            |        | 0.63 | 1.71 | 0.63 | na   | 0.63    | 0.68 |
| Reduced 4x4| CS a   | 4.36 | na   | 4.66 | 4.34 | 4.59    | 4.48 |
|            |        | 5.79 | na   | 5.67 | 5.76 | 5.69    | 5.59 |
|            | CS m   | 3.96 | 3.68 | 4.28 | 3.93 | 4.21    | 4.10 |
|            |        | 5.44 | 4.52 | 5.44 | 5.44 | 5.44    | 5.23 |
|            | HPF a  | 4.87 | na   | 5.07 | na   | 5.01    | 4.90 |
|            |        | 5.63 | na   | 5.57 | na   | 5.59    | 5.58 |
|            | HPF m  | 4.60 | 4.37 | 4.79 | na   | 4.73    | 4.64 |
|            |        | 5.44 | 4.71 | 5.44 | na   | 5.44    | 5.32 |

1 na stands for not available/applicable. Correction quality ranking: 1 (best), 2 (second best), correction is worse than without a correction.

Analysis of quality measure values may allow different questions to be answered, e.g. which method is the best one, which correction type brings most of the improvement or which is the most stable improvement, how consistent are the comparison results through different resolutions or data/sensors? The last question concerning the stability of results over different scales is very important because of the missing reference in pansharpening validation. If the results over different resolutions are not consistent, the proposed approach of validation in the reduced scale becomes questionable.

Correlation analysis (coefficients calculated from Tables 3-5) of quality values between different resolutions for various correction types is presented in Table 6.
Table 6. Comparison of correlation coefficient between pansharpening quality values of different pairs of resolutions: original resolution and reduced resolution 1:2 (upper value), original resolution and reduced resolution 1:4 (middle value) and reduced resolution 1:2 and reduced resolution 1:4 (lower value) for three datasets using different corrections: no correction (NC), haze correction (HC), pan histogram matching (PHM), weights estimation (WE), pan correction (PC) including weights estimation and fusion result multispectral histogram matching (MHM).

| Dataset | NC  | HC  | PHM | WE  | WE + PC | MHM |
|---------|-----|-----|-----|-----|---------|-----|
| WV-2 ROI1 | 0.23 | 0.35 | -0.54 | -0.96 | -0.55 | -0.35 |
|         | -0.37 | -0.41 | -0.66 | -0.93 | -0.56 | -0.56 |
|         | 0.78 | 0.63 | 0.98 | 1.00 | 0.99 | 0.95 |
| WV-2 ROI2 | 0.27 | 0.49 | -0.55 | -0.97 | -0.72 | -0.43 |
|         | -0.46 | -0.40 | -0.68 | -0.95 | -0.74 | -0.63 |
|         | 0.72 | 0.52 | 0.98 | 1.00 | 0.85 | 0.95 |
| WV-4    | 0.34 | 0.31 | 0.70 | 0.47 | 0.59 | 0.47 |
|         | -0.87 | -0.94 | -0.79 | -0.95 | -0.85 | -0.60 |
|         | -0.66 | -0.61 | -0.83 | -0.44 | -0.78 | -0.78 |

Analysis of results in Table 6 allows to derive following conclusions. There is no significant positive correlation between quality values between original scale and each of reduced scale. For WV-2 data quite strong correlation is observed between both reduced scales, whereas for WV-4 no positive correlation can be observed. It seems, that these results are not dependent on the type of pansharpening correction type. Off course these observations need to be verified in further/larger studies. Nevertheless, the reduced pansharpening validation approach seems to be not reliable/stable/appropriate and cannot be unconditionally recommended for pansharpening methods validation/comparison. Thus, such large-scale studies as e.g. conducted in [46] should be evaluated/taken with a great care.

8. Discussion

Pansharpening methods produce MS image in the high resolution of panchromatic image (this resolution is called original resolution throughout this paper). Unfortunately, the reference of MS image is missing in this original resolution making the validation of a pansharpening method difficult. Experimental study in this paper has shown that validation approaches of pansharpening methods based on consistency property and reduced scale do not deliver results which correlate over scales thus causing doubts of being suitable for evaluation/comparison purposes. It seems at the moment, that the only reasonable validation approach is to perform comparison in a particular application with the usage of their ground truth data.

9. Conclusions

Experimental study conducted in this paper has shown that existing validation approach in reduced resolution and/or consistency check should be applied very carefully for pansharpening method validation/comparison.

Presented methodology is not limited only to the pansharpening. It can be easily applied to the hyperspectral and multispectral sharpening too.

The future work could be directed towards development of pansharpening validation approaches free of drawbacks discussed above.
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