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ABSTRACT Big2 is one of the most popular card games in Chinese residential regions; however, there is lack of advanced computer players with challenging artificial intelligence. In this study, we propose the Big2 artificial intelligence (Big2AI) framework consisting of card superiority analysis, dynamic weight adjustment, game feature learning, and multi-opponent movement prediction based on Monte Carlo Tree Search (MCTS) and Information Set Monte Carlo Tree Search (ISMCTS). According to our review of relevant research, this is the first artificial intelligence framework that can perform self-playing with various computer players, improve win rates through historical game features, and predict multiple movements of multiple opponents in the card game Big2. An Android-based prototype of four-player Big2 game is implemented to verify the feasibility and superiority of Big2AI. Experimental results show that Big2AI outperforms existing artificial intelligence and can achieve the highest win rate and the least losing points against computer and human players in Big2 games.
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I. INTRODUCTION
The origin of card game Big2 is China, which is also known as big deuce, top dog, and various other names. The name of Big2 results from that the card number with the highest ranking is 2. Due to overseas Chinese influence, Big2 is a very popular card game in Chinese residential regions, especially in Taiwan, Hong Kong, Macau, Singapore, Malaysia, Indonesia, Philippines, and mainland China [1]. Big2 is usually played with two to four players in a casual way or as a gambling game. The winning condition of Big2 is to be the first player who has played all cards (i.e., no card in hand), where the winner can gain all losing points from other players depending on their remaining cards in hand (see detailed rules in Section IV).

The development of game artificial intelligence has made a few computer players smarter than human players in perfect information games, such as chess [2] and checkers [3], that computer and human players can obtain the exact state of the game. However, it is challenging for imperfect-information games (e.g., Bridge [4] and Scrabble [5]) that computer and human players can only partially observe the state of the game [6]. In particular, developing smart artificial intelligence for multi-opponent games (e.g., Big2 and Mahjong) is difficult because those games have more than two players with more uncertainty, the huge size of the game tree, the large size and number of information sets, and mutual influence between different players [7]. Therefore, we use machine learning to explore the game features learned from current and historical games in tree search algorithms to predict and simulate multiple movements of multiple competing players for the Big2 game.

To develop advanced computer players of Big2 with challenging artificial intelligence, we studied existing algorithms in games including Monte Carlo Tree Search (MCTS [8], [9], [10], [11], [12]), Information Set Monte Carlo Tree Search (ISMCTS [13], [14], [15], [16], [17]), Big2 artificial intelligence algorithms [18], [19], [20], Libratus [21] that has the highest win rate in the heads-up no-limit poker and uses a single opponent’s regret value adjustment, and AlphaGo Zero [22] that beats the champion-defeating AlphaGo. Moreover, we explored diverse game AIs including
Mahjong [23], [24], Hearthstone [25], Legends of Code and Magic [26], Hanabi [27], Skat [28] and Doppelkopf [29], [30]. Although some of these artificial intelligence algorithms can beat top professionals in single-opponent games, all of them cannot be straightforwardly used to predict multiple movements of multiple opponents in the Big2 game.

In this work, we propose the Big2 artificial intelligence (Big2AI) framework to address the multi-movement decision and prediction problem in multi-opponent Big2 games for improving the win rate of computer players. The proposed Big2AI framework consists of card superiority analysis, dynamic weight adjustment, game feature learning, and multi-opponent movement prediction. Big2AI explores both known information (e.g., cards that have been played on the table) and unknown information (e.g., remaining cards in other players) to analyze the superiority of card combinations to be played, customize weight values for different card combinations, learn playing patterns under various game conditions, predict the card combinations to be played by opponents for determining the optimal playable card combinations with the highest win rate.

Tab. I shows a comparison of the features provided by existing artificial intelligence algorithms (discussed in Section II) with ours. Our framework offers the most complete solution to the imperfect-information Big2 game for multi-movement decision and prediction according to whether the developed artificial intelligence can 1) flexibly perform self-playing in a real-time manner, 2) adaptively play the game with imperfect information, 3) dynamically update the weight values for different card combinations, 4) automatically extract frequent playing patterns from historical game data, and 5) properly consider the mutual influence between players to predict the card combinations to be played by multiple opponents for multiple movements. According to our review of relevant research, this is the first artificial intelligence framework that can perform self-playing with various computer players, improve win rates through historical game features, and predict multiple movements of multiple opponents in the card game Big2.

The contributions of this study are four-fold. First, the combinations of different cards (i.e., card sets) are analyzed to identify the card set superiority for determining the high-chance card set to win the game. Second, the weight values of playable card sets are dynamically updated based on the card sets played by other players in the game. Third, the playing patterns of opponents are extracted and self-learning is performed based on extracted patterns from historical game data. Finally, multiple movements of other players are predicted based on highly-related information sets to determine the optimal card set with the highest win rate. Furthermore, an Android-based prototype of four-player Big2 game is implemented to verify the feasibility and superiority of Big2AI. In particular, extensive performance studies are conducted, and experimental results show that Big2AI outperforms existing artificial intelligence as well as achieves the highest win rate and the least losing points against computer and human players in Big2 games.

The rest of this paper is organized as follows. Section II discusses existing works. Section III provides a brief overview of the rules of card game Big2 and defines the multi-movement decision and prediction problem for the multi-opponent Big2 game. Section IV presents our framework to solve this problem. Section V demonstrates the prototype implementation of our framework. Experimental results are shown in Section VI. Finally, Section VII concludes the paper.

### II. RELATED WORK

Monte Carlo Tree Search (MCTS [11], [12]) is the most widely used artificial intelligence algorithm for computer game players. The precision of tree search and the generality of random sampling are combined in MCTS, which takes random samples and builds a search tree to find optimal decisions. The basic MCTS algorithm consists of selection, expansion, simulation, and back-propagation phases. In particular, better performance (i.e., more close to real situation) could result from more computing power (i.e., more random samples can be taken in limited time) in MCTS. However, basic MCTS requires perfect information about the game (i.e., the cards of all players in hand), which cannot fairly be used in multi-opponent games with hidden information.

Information Set Monte Carlo Tree Search (ISMCTS [13], [14], [15], [16], [17]) is a special version of MCTS dedicated to handling imperfect information, which operates directly on trees of information sets from the point of view of the root player. ISMCTS applies the same steps of MCTS, but it uses a variant of Upper Confidence Bounds to Trees (UCT) (i.e., ISUCT). In addition, a determination of the root state (i.e., a state from the root information set) is sampled at each

| Reference | Real-time self-playing | Imperfect game playing | Dynamic weight adjustment | Frequent playing pattern extraction | Multi-opponent and multi-movement prediction |
|-----------|------------------------|------------------------|--------------------------|-----------------------------------|---------------------------------------------|
| [11], [18] | v                      |                        |                          |                                   | v                                           |
| [12], [19], [29] | v                      | v                      |                          |                                   | v                                           |
| [21] | v                      | v                      | v                        |                                   | v                                           |
| [13]-[17], [20], [22]-[28], [30] | v                      | v                      | v                        | v                                 | v                                           |
| Our Framework | v                      | v                      | v                        | v                                 | v                                           |

### TABLE I

COMPARISON OF PRIOR WORKS [11]-[30] AND OUR BIG2AI FRAMEWORK.
iteration to restrict selection, expansion, and simulation in searching.

Although ISMCTS can address the imperfect information problem (which does not require perfect game information), it cannot be straightforwardly used for multi-opponent and multi-movement prediction without proper design. In particular, ISMCTS have been applied to multi-player games, but either no movement of opponents or only single movement of opponents is predicted in existing works.

Reference [18] employed the MaxN algorithm (i.e., generalized version of Min-Max) to deal with the multi-player Big2 game; however, it uses fixed weight values without learning capabilities. In addition, it requires perfect information of holding cards, which is not a fair computer player (i.e., cheating computer player without fairness).

Reference [19] adopted the MCTS algorithm in Big2 game to simulate the cards to be played and held by each player, calculate the winning percentage of the card combination, and select the card combination with the highest winning percentage. Although it is a fair computer player based on the expected values of cards in hand, the card combination played in a real game are not fully determined only based on the number of cards in hand.

Reference [20] used the Reinforcement learning Proximal Policy Optimization (RL-PPO) algorithm to train a deep neural network with self-play reinforcement learning to play the Big2 game. The current state of the Big2 game is encoded into a vector of input features. The PPO-trained neural network employs the policy gradient based actor-critic method to output a policy over the available actions in any given game state. In addition, an estimate of a state value function is used to estimate the advantage of taking each action in any particular game state. Instead of predicting the movements of other players, the trained neural network adopts the policy with the most reward to determine the best card set to be played.

Libratus [21] is an artificial intelligence for heads-up no-limit poker, which defeated top human specialist professionals in a 120,000-hand competition. The game-solving approach in Libratus is computing an abstraction of the game and game-theoretic strategies for the abstraction (i.e., the blueprint strategy), and constructing a finer-grained abstraction for the subgame, which adopts nested subgame solving to solve a subgame whenever an opponent’s move is not included in the abstraction. In addition, a self-improver is used to fill missing branches in the game tree for enhancing the blueprint strategy. However, Libratus is particularly developed for two-player no-limit poker game (i.e., single opponent), which cannot be exploited in four-player Big2 game (i.e., multiple opponents).

AlphaGo Zero [22] is an improved version of AlphaGo which in turn defeated world champions in the game of Go. Comparing with AlphaGo, AlphaGo Zero is starting from random play, which is only trained by self-play reinforcement learning. In addition, a single neural network is used instead of separate policy and value networks, and only the black and white stones from the board are used as input features. Furthermore, the strength of tree search is improved by the single neural network to achieve higher-quality move selection. Similar to Libratus, AlphaGo Zero is not designed for multi-opponent games although it can beat AlphaGo using game rules only without human data/knowledge.

Mahjong is the multi-opponent game that has a number of well-developed AIs. Reference [23] is a new agent based on Markov Decision Processes (MDP), which use multiple MDPs to distribute different jobs to reduce computing time while maintaining a high win rate. Suphx [24] is an AI for Mahjong that outperforms most top human players based on deep reinforcement learning with global reward prediction, oracle guiding, and run-time policy adaptation. Deep convolutional neural networks are adopted as the models of Suphx, which are trained through supervised learning and boosted through self-play reinforcement learning. Mahjong is a four-player game that players compete with each other to be the first one with legal 13-tile combination. Although Mahjong AIs are designed for multi-opponent imperfect information game, they do not predict multiple movements of other players in future rounds.

Hearthstone [25] is a collectible card game played with a non-predetermined set of cards, which is based on MCTS while using Directed Acyclic Graph to represent nodes for imperfect information. Similarly, Legends of Code and Magic [26] is a collectible card game with similar rules. The genetic algorithm is used where each generation is responsible for learning how to play one of selected card combinations (i.e., 30 cards chosen among a random set). Although AIs for collectible card games could predict the hidden information but only focus on single-opponent prediction.

Numbers of multi-opponent game AIs have been designed in IEEE Computational Intelligence and Games Competition for Hanabi [27], Skat [28], Doppelkopf [29], [30], etc. Reference [27] is based on the genetic algorithm similar to reference [26] with improved performance, which does not
predict hidden information since the cards in hand have been disclosed to every opponent. Skat is a multi-opponent game similar to Big2, where reference [28] predicts the possible consequence and the subsequent reward of the game. However, Skat AIs only predict the possible values of next plays for opponents since the total values of the played card sets are compared in Skat. Doppelkopf AIs in [29] and [30] are based on MCTS, where the latter [30] is an improved version of the former [29]. The long short-term memory (LSTM) neural network is used to predict the single movement of opponents, which does not perform multi-opponent and multi-movement prediction.

III. CARD GAME BIG2

Card game Big2 is played with the standard deck of poker cards consisting of 52 cards (i.e., without two jokers) that include four suits Spades, Hearts, Diamonds, and Clubs. Each suit contains 13 cards of A, 2, 3, 4, 5, 6, 7, 8, 9, 10, J, Q, and K. The Big2 game can be played by two, three, or four players, where our Big2AI framework is designed for the most common case of four players. The ranking of 13 numbers in the same suit is 2 > A > K > Q > … > 3 (this is why the card game called Big2), and the ranking of four suits with the same number is Spades > Hearts > Diamonds > Clubs.

The types of card sets include Single, Pair, Straight, Flush Straight, Full House, and Four Kind. Every card can be played as the card set of Single (i.e., a single card only). The card set of Pair contains two cards with the same number in different suits. Five consecutive numbers in two or more suits form the card set of Straight, whereas those in the same suit form the card set of Flush Straight. The card set of Full House contains three cards with the same number and Pair of two cards with another number (e.g., “33355” or “JJJ777”). In particular, four cards with the same number (in each suit) and Single of one card form the card set of Four Kind.

At the beginning of a Big2 game, the standard deck of 52 cards is equally distributed to four players, where each player starts with 13 cards. The player who has the card of Club 3 can play first with any card set containing Club 3. Note that due to rule variations in some areas, Single of Diamonds 3 must be played first instead of any card set containing Club 3 as the ranking of four suits is Spades > Hearts > Clubs > Diamonds. After a player plays the first card set (i.e., the dominant card set), the next player must play the same card set with higher ranking (i.e., the playable card set) or just pass this turn without playing any card set. For example, Full House “55533” has higher ranking than “44466” (based on the three cards of the same number), Straight “56789” has higher ranking than “34567” (based on the first card in Straight), Pair “Spade 5 Club 5” has higher ranking than “Heart 5 Diamond 5” (based on the ranking of suits), etc.

If the next player does not have any playable card set or intends to keep some cards to play in future turns, the PASS option can be selected to skip the turn. On one hand, if all other three players pass their turns after a player played the card set with higher ranking, the player can select any card set to be played as a new dominant card set. On the other hand, a player can directly play Four Kind or Flush Straight (i.e., the rare card sets) over any dominant card set, and the player can play any card set as a new dominant card set after all other three players pass their turns. Tab. II summarizes the terminologies used in the Big2AI framework. Note that the card values of numbers 3, 4, …, 10, J, Q, K, A, and 2 are 1, 2, …, 8, 9, 10, 11, 12, and 13 based on their ranking, respectively. In addition, the suits of Clubs, Diamonds, Hearts, and Spades can get extra values 1, 2, 3, and 4, respectively. Table-card level i represents the total value of played cards on the table is between i × 10 and (i + 1) × 10 − 1 (e.g., T = 11 for the total value of 113), where the minimum level is 0 and the maximum level is 49.

The Big2 game is ended as one of four players has played all his/her cards, where the first player with no card in hand (i.e., the winner) can gain all losing points of other three players. The number of losing points for a player with cards in hand is calculated based on the following rules: (1) each card in hand costs 5 losing points, (2) 10 or more cards in hand doubles the total losing points, (3) each card of number 2 in hand further doubles the total losing points. For instance, the player who has five cards in hand that contains k cards of number 2 will lose 25 × 2^k points.
To achieve the highest win rate and the least losing points, the proposed Big2AI framework explores imperfect holding card information, including what cards have been played (known) and what cards remain in each player (unknown), to predict the card sets to be played by other players and decide the optimal playable card set of the computer player by addressing the following research issues:

1) CARD SUPERIORITY ANALYSIS
How could we properly analyze the combination of different cards and identify the superiority of each card set combination in a probabilistic manner?

2) DYNAMIC WEIGHT ADJUSTMENT
How could we dynamically adjust the weight values of playable card sets based on the analyzed card superiority and game-playing data in a fine-grained manner?

3) GAME FEATURE LEARNING
How could we correctly extract the playing characteristics of a player and perform self-learning based on extracted characteristics from historical game data in an automatic manner?

4) OPPONENT MOVEMENT PREDICTION
How could we accurately predict multiple movements of other players based on highly-related information sets to decide the optimal playing action in a comprehensive manner?

IV. BIG2AI FRAMEWORK

A. AI 1.0 - CARD SUPERIORITY ANALYSIS
The critical condition for winning a Big2 game is being the first player who has played all cards in hand. The ideal case for the winner is continuously playing card sets without interruption, which means the AI player must get the right to decide the dominant card set every time. The basic MCTS algorithm [13] consists of four phases: selection, expansion, simulation, and back-propagation. The core searching method is through a large number of random simulations (for card sets to be played by each player) to iteratively build search trees, where simulated results are fed back to the selection phase.

After a sufficient number of search iterations, simulated playing could be very close to real playing. It is particularly suitable for finding the answer of a question that cannot exhaustively check all possible results in a reasonable time. However, the ordinary version of MCTS cannot achieve precise results when the information of holding cards in all players is imperfect. Therefore, AI 1.0 player uses the expected value [31] of each card set in a deck to reduce the searching range of MCTS. Through performing MCTS, AI 1.0 player can find the best card set (with the highest card superiority) to be played in the current round, where a round consists of playing chances of self (i.e., turn P0) and other three players (i.e., turn P1, turn P2, and turn P3) in order. Note that Monte-Carlo simulations are used in our designed AI players, which may not perform a random simulation to the end of game in MCTS. In addition, AI 1.0 player uses static weightings in MCTS because the expected values of card sets are fixed in a deck, which is used as a baseline method without the self-learning capability. The phases of MCTS in AI 1.0 are presented as follows:

1) SELECTION
The expected values of card sets Single, Pair, Full House, Straight, Four Kind, and Flush Straight held by a player with 13 cards in hand are initially used to select the card set played by the AI player. These expected values of card sets are changing with the number of cards held by the AI player in hand as

$$P_{1.0}(N_{\text{held}}, \text{CardSet}) = \frac{M_{\text{CardSet}} \times C^{N_{\text{total}} - N_{\text{CardSet}}}_{N_{\text{held}}}}{C^{N_{\text{total}}}_{N_{\text{held}}}}$$

where $N_{\text{held}}$ is the number of cards held in hand, $N_{\text{total}}$ is the total number of cards that are not played on the table, $N_{\text{CardSet}}$ is the number of cards in CardSet, and $M_{\text{CardSet}}$ is the number of different types of CardSet in a deck. For instance, the expected value $P_{1.0}$ of Four Kind held in 13 cards at the beginning of the game (i.e., no card is played on the table) is calculated as

$$P_{1.0}(13, \text{FourKind}) = \frac{M_{\text{FourKind}} \times C^{52}_{13}}{C^{52}_{13}}$$

where $M_{\text{FourKind}} = 13$ since there are 13 different types of card sets.
of Four Kind in a deck of 52 cards (i.e., one type for each number).

In the selection phase of MCTS, each card set that can be played in the current turn (i.e., playable card set) by the AI player (i.e., P0) is adopted as an ancestor node in the search tree. When card set \( v \) is selected as an ancestor node in a priority manner, the subtree of \( v \) is expanded by adding card sets \( v' \) to be played by other three players (i.e., P1, P2, and P3) as the offspring nodes of \( v \). Based on the standard UCT [14], [17], the selecting priority of \( v \) is calculated through the modified UCT (i.e., C constant is replaced by \( P_{1.0}(v) \)) as

\[
UCT_{1.0}(v) = \frac{Q_{1.0}(v)}{N(v)} + \sqrt{\frac{2lnS(v)}{N(v)}} \tag{2}
\]

is the accumulated number of times to pass a turn by P1, P2, and P3 in the subtree of \( v \), \( S(v) \) is the total number of times to visit the ancestor node of \( v \), \( N(v) \) is the total number of times to select \( v \), and \( S(v) = N(v) \) if \( v \) is the ancestor node. On one hand, the left part of UCT\(_{1.0}(v) \) (i.e., \( Q_{1.0}(v)/N(v) \)) represents the chance to decide the new dominant card set by playing \( v \) in the current turn. Since more other players pass their turns due to \( v \), the AI player gets more chance to win the game through deciding more dominant card sets. The playable card set with the larger chance to win has the higher priority to be selected. On the other hand, the right part of UCT\(_{1.0}(v) \) (i.e., \( P_{1.0}(v)\sqrt{2lnS(v)/N(v)} \)) is the selecting ratio of the numbers of times to visit the ancestor node of \( v \) and select \( v \). The playable card set with the smaller selecting ratio (relative to the number of times to visit its ancestor node) has the higher priority to be selected.

For example, as shown in Fig. 1, the AI player has three cards in hand (i.e., Spade 2, Diamond 2, and Club 10). It is the new round (consisting of turn P0, turn P1, turn P2, and turn P3 in order) that the AI player can play any card set as the dominant card set. The playable card sets of the AI player include Pair of Spade 2 and Diamond 2, Single of Club 10, Single of Spade 2, and Single of Diamond 2. These playable card sets are used as different ancestor nodes in the search tree of MCTS. As shown in Fig. 2, the subtree of Club 10 is expanded based on the simulated playing actions of P1, P2, and P3. Note that \( T \) in Fig. 1 is the table-card level for the total value of cards that all players have played on the table until the current round.

2) EXPANSION

After selecting an ancestor node \( v \), the cards that have been played by all players and the cards currently held by the AI player in hand are removed from the deck of 52 cards and then the remaining cards in the deck are randomly distributed to P1, P2, and P3 as their cards in hand (i.e., guessing the holding cards of P1, P2, and P3 in a random manner). Next, the subtree of \( v \) is expanded based on the playing possibility (calculated in the simulation phase) to probabilistically simulate the actions of P1, P2, and P3 (e.g., play a card set with higher ranking or simply pass the turn). The phase of expansion is finished after simulating the action of each player in his/her turn (i.e., turn P1, turn P2, and turn P3).

3) SIMULATION

For card superiority analysis, the superiority \( Q_{1.0}(v) \) of card set \( v \) played by the AI player is determined based on whether \( v \) can make the most turns passed by P1, P2, and P3, which is calculated as

\[
Q_{1.0}(v) = \sum_{i=1}^{n} \alpha_i(v) \tag{3}
\]

where \( \alpha_i(v) = 1 \) if the \( i \)-th simulated card set played by a player in the subtree of \( v \) has lower ranking than the card set played by the last player (i.e., must pass the turn); otherwise, \( \alpha_i(v) = 0 \).

The playing possibility for P1, P2, or P3 to play one of playable card sets \( C_1, C_2, \ldots, \) and \( C_n \) in hand is calculated as

\[
Possibility(C_i) = \frac{\left[ V(C_{max})+1 \right] - V(C_i) + 1}{\sum_{j=1}^{n} \left[ V(C_{max})+1 \right] - V(C_j) - 1} \tag{4}
\]

where \( C_{max} \) is the card set with the highest ranking (e.g., Spade 2 for Single, Spade 2 and Heart 2 for Pair, etc.) and \( V(C_i) \) is the card value of \( C_i \) (calculated using the same method for the table-card level in the selection phase). In particular, to avoid Possibility\((C_{max}) = 0 \), \( [V(C_{max})+1] \) is used instead of \( V(C_{max}) \). For example, as shown in Fig. 2, if the card set Single of Club 10 is selected as the ancestor node \( v \) (i.e., node 1), the subtree of Club 10 is expanded based on the guessed cards held by other players in hand. In the first layer of the subtree (i.e., turn P1), the playing possibility for P1 to play Heart 10 and Spade A (that are total cards guessed in hand) are estimated based on the card values of Heart 10 and Spade A. The card value of Heart 10 is 8 + 3 = 11, the card value of Spade A is 12 + 4 = 16, and the maximum card value for card set Single is 13 + 4 = 17 (i.e. the card value of Spade 2). The playing possibility to play Heart 10 is \((18 - 11)/(18 - 11) + (18 - 16)) = 7/9. Similarly, the second and third layers of the subtree are simulated for the actions of P2 and P3, respectively.

Note that if the ancestor node \( v \) is selected more than once, the same card set could be expanded with different offspring nodes (e.g., Heart 10 in nodes 2 and 3) in the one-round search tree. When the simulated card set for a player in the new node has lower ranking than that in its parent node, the player has to pass the turn, which is adding a PASS node (e.g., node 5) instead of playing the simulated card set. In particular, for each branch of the subtree, the number of PASS nodes in the branch is counted as its superiority in AI 1.0. In Fig. 2, \( Q_{1.0} \) for the branch of nodes 2, 5, and 8 is 1 because there is only one PASS node in the branch, whereas \( Q_{1.0} \) for the branch of nodes 3, 6, and 9 is 0 due to no PASS node.

4) BACK-PROPAGATION

In this phase, the simulated results (i.e., \( Q_{1.0} \) for each branch) in the current round are accumulated in the card superiority of the ancestor node \( v \) before performing the selection phase in the next search iteration. In Fig. 2, \( Q_{1.0} \) for the subtree of Club 10 is 1 + 0 + 1 = 2 after simulating the three branches of Club 10.
Fig. 3 shows the operation flow of AI 1.0 player, where the steps are presented as follows:

Step 1: It is the turn for AI 1.0 player to play a card set.

Step 2: Determine all possible card sets in hand and find each playable card set among them (i.e., the same type of the current dominant card set but with higher ranking or a new dominant card set if P1, P2, and P3 all pass their turns).

Step 3: Check whether there is any playable card set in hand. If yes, perform step 4 (i.e., decide the action based on the number of playable card sets); otherwise, perform step 13 (i.e., pass this turn).

Step 4: Check whether there is only one playable card set in hand. If yes, play the card set; otherwise, perform step 5 (i.e., calculate the superiority of card sets).

Step 5: Run MCTS to calculate win rates (i.e., card set superiority Q1:0) for all possible card sets in hand.

Step 6: Check whether the number of cards in hand is smaller than or equal to Nc. If yes, perform step 9; otherwise, perform step 7.

Step 7: Check whether the number of all possible card sets in hand is smaller than or equal to Nv. If yes, perform step 9; otherwise, perform step 8.

Step 8: Check whether the table-card level for the total value of all played cards is larger than or equal to Lv. If yes, perform step 9; otherwise, perform step 11.

Step 9: Find all unplayable combination of playable card sets (e.g., the unplayable Pair of Spade K and Diamond K combined by the playable Single of Spade K and the playable Single of Diamond K) and check whether all playable card sets have smaller win rates than their combination (e.g., if the unplayable Pair of Spade K and Diamond K has a higher win rate than the playable Single of Spade K and Single of Diamond K, Spade K and Diamond K will be kept in hand for playing in later turns). If yes, perform step 13; otherwise, perform step 10.

Step 10: Find all unplayable combination of playable card set with the win rate larger than or equal to Rw. If yes, perform step 11; otherwise, perform step 12.

Step 11: Play the card set with the highest win rate.

Step 12: Play the card set that makes losing points the least.

Step 13: Pass this turn.

Note that the feasible values Nc, Nv, Lv, and Rw are obtained through gaming experiments with computer players, which are set to 4, 3, 30, and 65% in AI 1.0, respectively. In addition, the card set that can make losing points the least is to minimize the losing points caused by the remaining cards in hand after playing the card set under the assumption that these remaining cards have no chance to be played at all.

B. AI 2.0 - Dynamic Weight Adjustment

In AI 1.0, the selecting priorities of card sets played by the AI player are calculated based on the expected value P1,0 of each card set held with different numbers of cards in hand. However, the cards in hand and the card sets played in a real game cannot be fully determined by those expected values that are only based on the number of cards in hand. To make simulated playing more close to real playing in AI 2.0, we further integrate regret minimization [32], [33] into AI 1.0 to dynamically calculate the expected values P2,0 (instead of P1,0) of card sets to be played based on historical game data. In particular, specific playing strategies can be further learned in AI 2.0 from game-playing data; for example, if there are three remaining cards including Spade 2, Diamond 10, and Club 10, Single of Spade 2 can be played first (which could make P1, P2, and P3 all pass their turns) and then Pair of Diamond 10 and Club 10 can be immediately played (as the new dominant card set) to win more points in the game (because no more cards can be played by P1, P2, and P3).

In AI 2.0, the expected values P2,0 of card sets to be played are dynamically updated using the following formula based on historical game data:

\[ P_{2,0}(v') = A(v', T) \times B(v, T) \]

\[ A(v', T) = \frac{A(v', T)}{B(v, T)} \times P_{1,0}(v') \]  \hspace{1cm} (5)

where \(A(v', T)\) and \(B(v, T)\) are the number of times to play the same card set \(v'\) immediately after \(v\) and the total number of card sets played immediately after \(v\) as the current tablecard level is equal to \(T\), respectively. Note that all card sets played immediately after \(v\) in table-card level \(T\) are recorded in the dedicated record of \(v\) in \(T\) during game playing, which are used to update the values of \(A(v', T)\) and \(B(v, T)\) required in \(P_{2,0}\) for card set group \((v, v')\) (i.e., \(v'\) played immediately after \(v\)) in each table-card level \(T\).

The operation flow of AI 2.0 player is similar to that of AI 1.0 player but the selection phase of MCTS is modified to dynamically calculate the expected values \(P_{2,0}\) of card sets to be played, as shown in Fig. 4:

Step 1: Start the selection phase in MCTS.

Step 2: Determine all possible card sets in hand.
Step 3: Check whether the selecting priorities of all possible card sets have been calculated. If yes, perform step 10; otherwise, perform step 4.

Step 4: Check whether the selecting priority of any possible card set has been calculated. If yes, perform step 9; otherwise, perform step 5.

Step 5: Find all card sets in hand without any learning record (i.e., no record for the card set in the dedicated database of current table-card level $T$).

Step 6: Calculate $P_{1.0}$ as the playing possibility of each card set without any learning record.

Step 7: Calculate $P_{2.0}$ as the playing possibility of each card set with learning records.

Step 8: Select the card set with the highest playing possibility as the root node to be expanded and perform step 11.

Step 9: Select the next card set whose priority has not been calculated (i.e., the card set that is found first without the priority calculated) as the root node of subtree to be expanded and perform step 11.

Step 10: Select the card set with the highest priority as the root node to be expanded.

Step 11: Start the expansion phase in MCTS.

In particular, the played card sets of $P_0$, $P_1$, $P_2$, and $P_3$ in each round are immediately recorded based on whether simulated playing and real playing are the same, as shown in Fig. 5:

Step 1: A round is ended (after $P_0$, $P_1$, $P_2$, and $P_3$ perform their playing actions).

Step 2: Count the number of PASS nodes in the ended round.

Step 3: Check whether the counted number (i.e., real playing) is equal to the calculated one (i.e., simulated playing). If no, perform step 4; otherwise, perform step 5.

For instance, as shown in Fig. 6, $P_0$ has played Club 10 and the current table-card level is 11. There are six card sets recorded in the dedicated record of Club 10 as $T = 11$, and two of them are Heart 10 (i.e., double-line red circles). The playing possibility of Heart 10 is calculated as $P_{2.0}(\text{Heart10}) = A(\text{Heart10}, 11)B(\text{Club10}, 11) \times P_{1.0}(\text{Heart10})$ (6)

where $A(\text{Heart10},11) = 2$ and $B(\text{Club10},11) = 6$. In AI 2.0, the selecting priority of $v$ is calculated using $P_{2.0}$ instead of $P_{1.0}$ as

$$UCT_{2.0}(v) = \frac{Q_{1.0}(v)}{N(v)} + P_{2.0}(v)\sqrt{\frac{2ln(N(v))}{N(v)}}$$ (7)

C. AI 3.0 - GAME FEATURE LEARNING

In AI 2.0, the actions of $P_1$, $P_2$, and $P_3$ are individually simulated without considering the mutual influence between players in a real game. To capture the playing interaction between players, we further explore game feature learning [34], [35] to extract specific playing patterns of each player from historical game data in AI 3.0. Game feature learning allows the AI player to learn the frequent activity patterns of a player under different conditions, which can customize the weight values of MCTS for different players.

Through reviewing the actions of all players in playing order after a game is ended, the played card set and holding cards of each player in every round can be obtained. In future games, related Information Sets (Info-Sets) can be selected to calculate the playing possibility of card sets for $P_1$, $P_2$, and $P_3$ based on current game features including the card sets that have been played (i.e., Feature 1) and the total value of all played cards (i.e., Feature 2) for each round. The playing
possibility of card set \( v' \) for P1, P2, and P3 in AI 3.0 is calculated based on related Info-Sets that have the same current game features as

\[
P_{3.0}(v') = \frac{\sum_{s=1}^{N_s} H(s)}{F(v')} \times P_{1.0}(v')
\]

(8)

where \( F(v') \) is the number of related Info-Sets containing \( v' \) and \( H(s) \) is the matching ratio of the same card sets both played in the current game and in the \( s \)-th related Info-Set.

For instance, as shown in Fig. 7, the card sets that have been played in the current game and the historical card sets recorded in the 1-st related Info-Set (i.e., \( s = 1 \)) are in the top and bottom parts, respectively. There are 9 card sets played in the current game without including card set \( v' \) (i.e., Pair of Spade K and Diamond K in the dashed-line rectangle), whereas \( v' \) is recorded in the 1-st related Info-Set. The matching ratio \( H(1) \) is 6/9 because in the 9 played card sets of the current game, 6 card sets are the same with those (i.e., double-line rectangles) in the 1-st related Info-Set. In AI 3.0, the selecting priority of \( v \) is calculated using \( P_{3.0} \) instead of \( P_{2.0} \) as

\[
\text{UCT}_{3.0}(v) = \frac{Q_{1.0}(v)}{N(v)} + P_{3.0}(v) \sqrt{\frac{2 \ln(N(v))}{N(v)}}
\]

(9)

As shown in Fig. 8, the operation flow of AI 3.0 player is similar to that of AI 2.0 player but related Info-Sets are further used to calculate \( P_{3.0} \) as the playing possibilities of card sets, where the step 7 of AI 2.0 is extended (i.e., dashed-line part in Fig. 8). AI 3.0 will mark the Feature 1 and Feature 2 of game states to select related Info-Sets. The Feature 1 of game is a set of the first played card in every round. The Feature 2 is a set of the Table-card level in every round. If the number of selected Info-Sets is lower than \( N_i \), AI 3.0 will increase the search range and perform search again to get more Info-Sets. Next, AI 3.0 will calculate \( P_{3.0} \) if there are sufficient Info-Sets. Otherwise, \( P_{1.0} \) is used to replace \( P_{3.0} \).

Note that the feasible values \( N_i \), \( R_s \), and \( V_l \) are obtained through gaming experiments with computer players, which are set to 3, 3, and 3 in AI 3.0, respectively. For instance, as shown in Fig. 7, Feature 1 for the 1-st related Info-Set in the last 3 rounds is Pair-Pair-Pair because the first played card sets in the first, second, and third rounds are all Pair. Since the total values of played cards in the last 3 rounds are 35, 102, and 155, Feature 2 (i.e., table-card levels) for the 1-st related Info-Set in the first, second, and third rounds are 3, 10, and 15, respectively.
D. **AI 4.0 - OPPONENT MOVEMENT PREDICTION**

In AI 1.0, 2.0, and 3.0, the number of turns passed by P1, P2, and P3 due to card set \( v \) played by the AI player is used to estimate the card superiority of \( v \) (i.e., \( Q_{1.0} \)). However, it is only based on whether the playable card set to be played by P1, P2, or P3 has lower ranking than the previous played card set without considering the influence of \( v \) for later rounds in the entire game. Thus, playing \( v \) could get the most turns passed by other players for a single round (i.e., local optimum) but might not achieve the highest win rate for the current game (i.e., global optimum). Therefore, we further predict and simulate multiple movements of P1, P2, and P3 inside the selected node (i.e., one-round simulated playing in Fig. 2). The selecting priority of \( x \) is calculated using accumulated win rate \( Q_{4.0} \) instead of card set superiority \( Q_{1.0} \) as

\[
\text{UCT}_{4.0}(x) = Q_{4.0}(x) + P_{3.0}(x) \frac{2 \ln(S(x))}{N(x)}
\]

(10)

where \( Q_{4.0}(x) \) is the accumulated win rate of \( x \) and all its offspring nodes, which is calculated in the modified simulation phase and fed back from the modified back-propagation phase.

2) **MODIFIED EXPANSION**

After selecting \( x \), the actions of P1, P2, and P3 are predicted based on related Info-Sets that have current game features including the first played card set of every round in the current game (Feature 1), the table-card level for the total value of played cards of every round (Feature 2), and the number of remaining cards held by the next player (Feature 3). For example, as shown in Fig. 9, there are five related Info-Sets that have the same first played card set of every round (i.e., Club 3 and Heart 9), the same table-card level (i.e., \( T = 3 \)), and the same number of remaining cards for P1 (i.e., 12 cards in hand). The predicted playable card sets of P1 are Heart 10 (based on the first and second related Info-Sets), Spade 10 (based on the third related Info-Set), Spade 9 (based on the fourth related Info-Set), and Club Q (based on the fifth related Info-Set), where \( H(1) = 5/5 \), \( H(2) = 2/5 \), \( H(3) = 3/5 \), \( H(4) = 2/5 \), and \( H(5) = 2/5 \). Note that different from AI 1.0, 2.0, and 3.0, the subtree of \( x \) is expanded (and simulated) until the end of the game in AI 4.0 for win rate estimation.

3) **MODIFIED SIMULATION**

For multi-movement prediction, the modified simulation phase is performed until the end of the game. The accumulated win rate \( Q_{4.0} \) of \( x \) played by AI 4.0 player is determined based on whether \( x \) can make AI 4.0 player the most likely become the first one without any card in hand (i.e., win the game), which is calculated as
For instance, as shown in Fig. 11, the branch of node 4 only contains itself (i.e., R(4) = 1). The branch of node 5 contains nodes 5 and 6 (W(5) = W(6) = 1 and R(5) = R(6) = 1), and the subtree of node 3 contains the branches of nodes 4 and 5 (W(3) = W(4) + W(5) = 2 and R(3) = R(4) + R(5) = 2).

4) MODIFIED BACK-PROPAGATION

Before performing the next phase of selection, the simulated results (i.e., $Q_{4.0}$ for each branch) are fed back to the selecting priority calculation as new $Q_{4.0}$ in the modified selection phase.

As shown in Fig. 10, the operation flow of AI 4.0 player is similar to that of AI 3.0 player but the phases of MCTS are modified for opponent movement prediction by extending simulated-round searching. The simulated-round searching will proceed until there is a winner in the simulation before calculating $Q_{4.0}$. These steps will repeat $T_{4.0}$ times.

Note that the maximum number of searching times (i.e., TS) is set to 10,000 to decide the card set played by AI 4.0 player for a reasonable computing time (i.e., within 2 seconds). As shown in the right part of Fig. 10, the steps to expand the search tree in a simulated round are further presented as follows: Find the related Info-Set that contains Features 1, 2, and 3 in the last $R_{k}$ rounds, where Feature 3 is a set of remaining cards of next opponent in every round. Collect all playable card sets of opponents according to selected Info-Sets. Calculate the playing possibilities of playable card sets of all opponents. Then check the PASS rates of all playable card sets in hands. A simulated round will end as every player plays a card set based on their playing possibilities in this round and continue to next simulated round.

The differences between ordinary MCTS and AI 4.0 are the numbers of simulated rounds in a simulation, which are single and multiple simulated rounds, respectively. The time complexity of AI 4.0 is $O(mknI)$, where $m$ is the number of children of a node, $k$ is the number of simulations of a child, $n$ is the number of simulated rounds in a simulation, and $I$ is the number of iterations.

V. SYSTEM IMPLEMENTATION

We have developed an Android-based Big2AI system consisting of the dedicated App, Big2AI server, and gaming-playing database for the multi-player online Big2 game. Fig. 13 shows the system architecture of Big2AI. Mobile users can use smartphones or tablets launching the dedicated APP to register with and login to the Big2AI server through Wi-Fi/5G wireless access for playing games. The Big2AI server is exploited to exchange playing data among human and/or computer players, determine the playing strategy of each computer player, and store individual data in the databases of player profile, game data, and learning weight. The player profile database contains user account information, accumulated bonus points, and extracted playing characteristics. The game data database contains the played card sets and winning/losing points of each player in every
In the dedicated APP of Big2AI, the maximum number of human players is 4 in a Big2 game without any computer player. Human players using the dedicated APP in the Big2 game are connecting to the Big2AI server. All played card sets of human players are collected and verified by the Big2AI server for conforming game rules. During the game, the playing action of each player (i.e., the played card set in every turn) is continuously recorded in the game record database. If one or more computer players are selected to play with human players, the information sets from computer players’ point of view are immediately sent to the Big2 server to find the best card set to be played for winning. The users can connect to the Big2AI server for playing Big2 games with human and/or AI players through smartphones or tablets. The actions performed by each player are sent to the Big2AI server for game rule verification. The verified playing actions are exchanged among all players through the Big2AI server. In addition, the Big2AI server determines the playing strategy (i.e., the card set to be played for winning) of each AI player according to the difficulty level selected by the user, as shown in Fig. 12a, where AI 1.0, 2.0, 3.0, and 4.0 players are Easy, Normal, Hard, and Challenge levels, respectively. Furthermore, player profiles, playing data, and learning weights are stored in the game-playing database of Big2AI, which include the user account, remaining points, extracted patterns, played card sets in every round, winning/losing points in every game, learned value weights from related Info-Sets.

For the multi-player online Big2 game, a human player can create a game room with a unique identifier, where his/her friends can use the room identifier to join the game. If the number of friends joining the game is smaller than 3, the human player can select at most three AI players (with different difficulty levels) to play the game (where the total number of human and AI players must be equal to 4). In particular, if a human player leaves the room during game playing (e.g., disconnect to the Big2AI server), the AI player automatically takes over the playing of the human player. In addition to automatic take-over, a human player can manually enable the AI player to play the game for the human player through the manual take-over function.

In the graphical user interface of the Big2AI system, first-person perspective is used to display the cards in hand and other players, as shown in Fig. 12b. Each player can only see the self-holding cards while the cards of other three players are covered. For AI 1.0, 2.0, 3.0, and 4.0 players, they only know what cards have been played and the number of remaining cards in each player, whereas what cards remain in other players are unknown (i.e., fair AI players). After a player has played all his/her cards in hand (i.e., the winning player), the remaining cards of other players are uncovered for post-game review. In addition, the number of losing points for each player is calculated based on the remaining cards in hand, and the total number of points gained by the winning player is the sum of losing points from other three players, as shown in Fig. 12c.

VI. DISCUSSION
In this section, we use the implemented Big2AI system to evaluate the performance of AI 1.0, 2.0, 3.0, and 4.0 players for their win rates and remaining points. First, we conduct experiments to find the feasible numbers of searching times and simulated games per round in MCTS while keeping computation time reasonable. Second, the experiments are conducted for the win rates of AI players under different numbers of trained and played games in self-learning. Third, the accuracy to predict opponent movements (i.e., played card sets of other three players) is particularly evaluated for AI 4.0 player. Finally, we conduct experiments to compare the win rates and remaining points of existing AI players (i.e., AI 1.0 [12], [19], AI 2.0 [32], [33], AI 3.0 [34], [35], [36], and RL-PPO [20]) and our developed AI player (i.e., AI 4.0).

Furthermore, the games of AI players against human players are performed to compare their win rates and remaining points under different numbers of played games. The Big2AI server is running on a personal computer with Intel i5-4400 CPU (3.10 GHz), 8GB RAM, and 256GB SSD. The number of losing points for each card is the same with its card value.

Fig. 14a shows computation times required to search different numbers of times in MCTS and the win rate in each number of searching times using four AI 1.0 players. One AI player uses different numbers of searching times and the other three AI players use the fixed number of searching times (i.e., 10,000 times per round). The experiment for each number of searching times is repeated 100 times, and we take the average values of computation times and win rates. From Fig. 14a, it can be observed that more searching times in MCTS can achieve higher win rates but require more computation time. This is because a larger number of searching times can make simulated playing more close to real playing. To obtain the acceptable win rate for AI players and the reasonable waiting time for human players, the number of searching times in each round is set to 10,000 (taking no more than 2 seconds), which is used in the following experiments. Similarly, Fig. 14b shows computation times required to simulate different games.
numbers of games in MCTS and the win rate in each number of simulated games using four AI 4.0 players. One AI player uses different numbers of simulated games and the other three AI players use the fixed number of simulated games (i.e., 1000 games per round). Although a larger number of simulated games can achieve a higher win rate, the number of simulated games is set to 1,000 per round for making the waiting time for human players reasonable (i.e., no more than 2 seconds) in the following experiments.

Next, we conduct experiments to perform the games for one AI 4.0 player and three AI 1.0 players under different numbers trained and played games. Fig. 15a shows the win rates of AI 4.0 player (i.e., P0) and the less-card rates that the number of remaining cards in hand is less than or equal to 3 as losing for all players (i.e., P0, P1, P2, and P3), where AI 4.0 player is learning with different numbers of historical games. After training, 500 games are performed to achieve the average win rate and less-card rate for each player. From Fig. 15a, it can be seen that AI 4.0 player achieves higher less-card rates with more historical game learning. In particular, AI 4.0 player has the highest less-card rate among all players, which means AI 4.0 player will lose less points as it cannot win the game (e.g., most of card sets in hand are with low ranking). Fig. 15b shows the win rates of AI 4.0 player and the less-card rates of all players under different numbers of played games without learning in advance. Similar to Fig. 15a, the win rate of AI 4.0 player is raising as the number of played games increases, and its less-card rate is much higher than other players. This is because more related Info-Sets can be obtained in a larger number of played games, which can extract more frequent playing patterns of other players.

Moreover, Fig. 16a and Fig. 16b show the prediction accuracy of AI 4.0 player to predict the card sets (with the same type and same number) played by other three players in Fig. 15a and Fig. 15b, respectively. It can be observed that with a sufficient number of trained/played games, the prediction accuracy for P1’s, P2’s, and P3’s movements are more than 55%, 45%, and 40%, respectively. This is because with more Info-Sets learned from trained/played games, the card sets to be played by P1, P2, and P3 can be predicted more accurately. In addition, Fig. 17a, Fig. 17b, and Fig. 17c further show the ratios of card sets played by P1, P2, and P3 correctly predicted by AI 4.0 player, respectively. The ratios of correctly predicted card sets of Single, Pair, and Full House (with higher probabilities to be held in hand) for P1, P2, and P3 are increasing in order because the card set played by P2 (P3) has to be the same type of that played by P1 (P2) but with higher ranking. Thus, AI 4.0 player only needs to predict which number of the card set to be played in the same type. In contrast, the ratios of correctly predicted card sets of Straight and Four Kind for P1, P2, and P3 are decreasing in order because these card sets are with lower probabilities to be held in hand. Furthermore, Fig. 17d shows the accuracy comparisons of AI 4.0 player and random guessing to predict the card sets played by P1, P2, and P3. In particular, the accuracy of random prediction is no more than 3%, 1%, and 0.1% for P1’s, P2’s, and P3’s movements, respectively.

On the other hand, we conduct experiments to compare the performance of AI 1.0, 2.0, 3.0, and 4.0 players under different numbers of played games. Fig. 18a, Fig. 18b, and Fig. 18c show comparisons of win rates, total points gained, and average points lost per game of different AI players playing
FIGURE 18. Comparisons of (a) win rates, (b) total points gained, and (c) average points lost per game of AI 1.0, 2.0, 3.0, and 4.0 players under different numbers of played games.

1000, 2000, ..., and 8000 games, respectively. It can be seen that AI 1.0 and 2.0 players have much lower win rates than AI 3.0 and 4.0 players. In particular, the win rate gap between AI 1.0/2.0 and AI 3.0/4.0 players becomes larger with more played games due to keeping learning from played games. Similar to win rates, the total points gained by AI 3.0/4.0 player are much more than AI 1.0/2.0 player, whereas the average points lost per game of AI 3.0/4.0 player are much less than those of AI 1.0/2.0 player. This is because AI 3.0/4.0 player can learn the frequent activity patterns of other players under different game conditions including the first played card set and table-card level every round. In addition, AI 4.0 player further considers the number of remaining cards held by the next player and simulates the movements of P1, P2, and P3 from the current round to the end of the game. Therefore, AI 4.0 player achieves the highest win rate, gains the largest number of points, and loses the least points (as it cannot win the game) among all AI players.

To more fairly compare the performance of AI 1.0, 2.0, 3.0, and 4.0 players, we randomly distribute the deck of 52 cards to four groups of 13 cards for 100 games and record all distributed cards in each group for every game. Thus, AI 1.0, 2.0, 3.0, and 4.0 players can use exactly the same cards in hand to start playing each game with three AI 3.0 players, which can eliminate the effects of luckiness in dealing cards. Fig. 19a and Fig. 19b show the win rates and remaining points of AI 1.0, 2.0, 3.0, and 4.0 players using the same cards in hand, respectively. Similar to Fig. 18 (with lucky effects in dealing cards), AI 4.0 player has the highest win rate and the most remaining points in fair hand-card conditions under all numbers of played games.

To evaluate the strength of Big2AI against other agents, we compare AI 4.0 player with RL-PPO agent [20] that uses the PPO-trained neural network with self-play reinforcement learning. Fig. 20a and Fig. 20b show the comparisons of win rates and total points gained of one AI 4.0 player and three RL-PPO agents (with the same 156,250 training updates in [20]). It can be observed that AI 4.0 player outperforms RL-PPO agents and achieves higher win rates than all RL-PPO agents under all numbers of played games. In addition, AI 4.0 player gains much more points than RL-PPO agents as playing more games.

To probe the limitation of Big2AI, we compare four AI 4.0 players against each other with different computation times. In Fig. 21, it can be seen that the win rates and remaining points of AI 4.0 using 10-second searching are much higher than that using 2-second searching for both trained and untrained AI players. In particular, the trained AI player with shorter computation time (i.e., 2-second trained) and a few pre-trained games outperforms the untrained one with longer computation time (i.e., 10-second untrained). Our framework has to provide an acceptable waiting time for human players, which results in the limitation of computation time and thus the limited number of search iterations.
Finally, we conduct experiments to compare the performance of AI 4.0 against human players, each of whom has different Big2-playing experiences. Each human player was asked to describe themselves as rookie, intermediate, or expert. The rookies play sometimes, the intermediates play regularly with positive winnings, and the experts play often with significantly positive winnings in Big2 games. Tab. III shows the win rates, remaining points, and average points of AI 4.0 and human players. Standard errors on the average points are calculated as $e/\sqrt{N}$, where $e$ is the standard deviation of game points and $N$ is the total number of played games. It can be seen that AI 4.0 significantly outperforms the human players. Only expert players finished with small positive points, which are 17, 2, and 1 points for players 1, 4, and 5, respectively. In case of the total points of all the human players, an average number of points per game is $-0.27 \pm 0.72$, which shows that AI 4.0 is a challenging artificial intelligence in Big2 games.

### VII. CONCLUSION

In this paper, the Big2 artificial intelligence framework is proposed to predict multiple movements of multiple opponents and determine the card set with high chance to win in four-player Big2 game. In the proposed framework, both known played-card information and unknown holding-card information is explored to analyze the superiority of card sets that can be played. In addition, the weight values for different card sets are customized based on the analyzed card superiority and game-playing data. Furthermore, frequent playing patterns are learned with different game features from historical data. More importantly, the card sets to be played by opponents are predicted to determine the optimal playable card set that has the highest win rate (if winning chance exists) or the least losing points (if no chance to win).

For future works, the parallelized MCTS will be further integrated with our framework to reduce the computation time of the simulation phase, which could simulate more playing rounds within the same waiting time acceptable to human players. In addition, we are exploring deep neural networks in our framework to achieve more accurate multi-opponent and multi-movement prediction than the developed MCTS-based AI 4.0 for further improving win rates and reducing losing points.
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