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Abstract

Despite significant academic and corporate efforts, autonomous driving under adverse visual conditions still proves challenging. As neuromorphic technology has matured, its application to robotics and autonomous vehicle systems has become an area of active research. Low-light and latency-demanding situations can benefit. To enable event cameras to operate alongside staple sensors like lidar in perception tasks, we propose a direct, temporally-decoupled calibration method between event cameras and lidars. The high dynamic range and low-light operation of event cameras are exploited to directly register lidar laser returns, allowing information-based correlation methods to optimize for the 6-DoF extrinsic calibration between the two sensors. This paper presents the first direct calibration method between event cameras and lidars, removing dependencies on frame-based camera intermediaries and/or highly-accurate hand measurements. Code will be made publicly available.

1. Introduction

In recent years, autonomous vehicle development has accelerated due to both academic and industrial research. Many sensing modalities have become part of the standard autonomous driving sensor suite, including cameras, lidars, and radars. With adverse conditions still a challenging problem in autonomous driving, event-based vision offers many advantages in low-light and latency-demanding situations.

Event-based vision derives from neuromorphic engineering, aimed at replicating fundamental, biological neural functions [9]. An event camera asynchronously extracts individual pixel-wise events that correspond to luminosity changes. This contrasts with traditional cameras that capture entire frames at regular intervals, even in static scenes.

The use of multiple sensors has enabled significant advances in perception, localization, and odometry [16]. These tasks may rely on a single sensor or may fuse the output of multiple sensors. This said, a key aspect of enabling these sensors is to accurately calibrate the intrinsic and extrinsic parameters of the sensors. These parameters specify how each modality represents the environment and how each sensor is positioned relative to the others [32]. Without calibration, sensor fusion methods incorrectly associate spatial features, as seen in Fig. 1, which negatively impacts downstream perception.

Despite the increasing interest in event cameras, few large-scale multi-sensor datasets include event cameras as part of their sensor suite. Rather, combinations of more typical sensors—traditional cameras, lidars, and radars—are available in large-scale datasets like KITTI [12], the Oxford RobotCar Dataset [2, 18], and Boreas [4]. To the best of our knowledge, there exist only two datasets which contain...
both lidar and event cameras, MVSEC [35] and DSEC [11]. However, neither performs direct calibration between event cameras and lidars.

As event cameras represent a still immature technology, methods have yet to be explored for the direct calibration between them and non-imaging sensors. This work addresses this gap by proposing a direct extrinsic calibration between a MEMS lidar and a state-of-the-art event camera.

Event cameras are typically designed as monochromatic detectors, operating across the visible light spectrum. To achieve operation over a high dynamic range, the use of optical filters and the design of the imaging sensor node [14] are key considerations. Lidars operate at near-infrared (NIR) wavelengths within the typical sensitivity of silicon photodiodes. Consequently, lidar signals should be detectable by event cameras in the absence of IR cut filters. Indeed, we found that current state-of-the-art event cameras can directly register lidar laser signals as discrete events.

In this paper, we present an automatic information-based method for calibrating a MEMS lidar with respect to an event-based camera. It leverages event-based structured light for static correspondence matching. In particular, we show how a dense lidar scan collected by a RoboSense RS-LiDAR-M1 [27] can be easily and reliably correlated to a series of events registered by a Prophesee GEN4.1 [24] event camera for robust calibration using accumulated event maps. Our key contributions can be summarized as follows:

1. We propose a novel method to create an image reconstruction of a static scene using accumulated event maps from the lidar-correlated event activity.
2. We present the first direct 6-DoF calibration between an event camera and a lidar using accumulated event maps and lidar point clouds.
3. We investigate the impact of intrinsic calibration and scene selection on the accuracy of calibration results.

2. Related Work

Neuromorphic sensors have rarely been integrated in the perception stack of autonomous vehicles. They suffer from a lack of maturity in neuromorphic technology. Yet, event cameras offer distinct advantages beyond the current suite of standard sensors. In particular, event cameras can capture moving objects at the speed of the motion itself, instead of the fixed update rates of traditional frame-based cameras and lidars. With their high dynamic range, these sensors can operate in low-light and over-saturated environments that may pose problems for frame-based cameras [9]. The event-based paradigm has the potential to reduce data bandwidth in static scenes without sacrificing the advantageous dense representation of imaging technology.

As event-driven technology has advanced in recent years, new datasets have emerged that incorporate event camera systems. There are two main datasets which contain both event cameras and lidar sensors. MVSEC [35] uses two DAVIS346 event cameras and a Velodyne VLP-16 lidar. The DAVIS346 camera captures a relatively low spatial resolution (346 × 260 or 0.1 MP) compared to the Prophesee GEN4.1 event camera (1280 × 720 or 0.92 MP) we consider. DSEC [11] uses two Prophesee GEN3.1 event cameras and a Velodyne VLP-16 lidar. The Prophesee GEN3.1 operates at a higher spatial resolution (640 × 480 or 0.3 MP) compared to the DAVIS346 camera, but at a lower spatial resolution than the current GEN4.1 sensors.

For calibration, MVSEC attempted to use the grayscale image produced by the DAVIS346’s Active Pixel Sensor (APS) with the Camera and Range Calibration Toolbox [15]. The APS design is able to simultaneously act as a traditional monochrome frame-based camera and asynchronous event camera. The calibration results were found to be inaccurate, however, and the authors resorted to relying on CAD measurements and manual adjustment of extrinsic parameters. DSEC uses the Prophesee event cameras which do not have the APS. Instead, the authors rely on stereo methods for rotation-only calibration. Both datasets take fixed translation parameters from the CAD model and only calibrate for the 3-DoF rotation.

Intrinsic and stereo calibration of cameras is a well-established field with widely available tools such as OpenCV [10] or Kalibr [21]. These standard methods have ROS implementations and are implemented in multiple programming languages, allowing for their ease-of-use in robotics and autonomous vehicle development. Extensions of these methods have recently been made for event cameras where state-of-the-art event-to-video reconstruction is used to interpolate frames of moving checkerboard patterns for the purpose of intrinsic and stereo calibration [20]. DSEC uses this image reconstruction method to employ stereo calibration between the event and frame-based cameras using the Kalibr toolbox. The authors then perform extrinsic calibration to optimize for the rotation between a frame-based camera and a lidar sensor by performing modified point-to-plane ICP [5] from a stereo point cloud generated by SGM [15] and the lidar point cloud.

Calibration methods have been explored quite intensively between traditional cameras and lidars. These include automatic mutual information maximization schemes [22, 30], edge alignment methods [34], and plane alignment methods [13, 34]. These methods vary from being completely unstructured to using manufactured targets, such as standard planar checkerboards [33] or custom multi-modal targets [6]. Kang and Doh [17] propose a probabilistic edge detection method to maximize the detected edge overlap between lidar scans and images. An et al. [1] fused 3D-2D and 3D-3D point correspondences with
structured planar targets and unstructured environmental objects for more robust calibration. These methods are designed with traditional camera images in mind and are not directly applicable to an event-based data stream.

Our basic observation is that lidar laser returns can trigger events, generating highly correlated signals in both sensors. Previous work has explored the use of event-based structured light in the visible spectrum using line or raster-pattern scans to generate terrain and 3D reconstruction [3, 19]. We can naturally formulate the one-to-one correspondence matching under a mutual information framework, such as the one proposed by Pandey et al. [22]. Our work thus extends the use of mutual information frameworks from traditional cameras to event cameras.

3. Sensors Overview

Our experimental sensor setup consists of a RoboSense RS-LiDAR-M1 MEMS lidar [27] and a Prophesee GEN4.1 event camera [24]. These sensors are mounted on top of a car, facing forward. Their nominal parameters are listed in Table 1 and the sensor installation is shown in Fig. 2.

| Sensor                  | Resolution | HFOV  | VFOV  | Freq. |
|------------------------|------------|-------|-------|-------|
| RS-LiDAR-M1            | 75k points | 120°  | 25°   | 10 Hz |
| GEN4.1                 | 1280 x 720| 63°   | 38°   | 50 Mev/s|

Table 1. Specifications of the MEMS lidar and event camera.

![Figure 2. Annotated image of the as-built sensor platform.](image)

The events registered by the event camera are provided in the following format: \((t_e, x, y, z)\). Events are recorded with the specific time of the event, the location of the event, and the polarity of the event—i.e., whether the intensity has increased or decreased. While this polarity can be used to identify edges during motion, a laser pulse triggers both a positive and a negative polarity event. With the lidar performing complete scans at 10 Hz, we can simply increment the location at each triggered event, regardless of polarity, in the pixel canvas to get a corresponding accumulated event map, \(E\). This process is completed with a fully static

4. Methodology

For intrinsic camera calibration, we use the standard pinhole camera model and the Brown–Conrady distortion model. The pinhole model, \(K\), is described by the focal length \((F_x, F_y)\) and principal point \((C_x, C_y)\) parameters. The distortion model is described by the five distortion parameters \((k_1, k_2, p_1, p_2, k_3)\), where \(k_n\) are the even-ordered radial correction terms for barrel distortion and \(p_n\) are the tangential correction terms for image skew.

In order to represent our extrinsic calibrations as homogeneous transformations, we collapse the transformations down to a 6-parameter vector given by the translation parameters \((x, y, z)\) and the rotational vector (axis-angle) representation \((v_1, v_2, v_3)\) where the norm \(||v||\) is the angle of rotation in radians. Thus the full representation of the extrinsic transformation, \(\Theta\), is given by \((x, y, z, v_1, v_2, v_3)\). The translation parameters will be referred to as the translation vector \(t\). The rotation expanded into its matrix form will be referred to as \(R\).

4.1. Accumulated Event Map

The events registered by the event camera are provided in the following format: \((t_e, x, y, z)\). Events are recorded with the specific time of the event, the location of the event, and the polarity of the event—i.e., whether the intensity has increased or decreased. While this polarity can be used to identify edges during motion, a laser pulse triggers both a positive and a negative polarity event. With the lidar performing complete scans at 10 Hz, we can simply increment the location at each triggered event, regardless of polarity, in the pixel canvas to get a corresponding accumulated event map, \(E\). This process is completed with a fully static
Figure 3. (Top) Accumulated event map serving as a scene image reconstruction. (Bottom) Cropped projected lidar scans into synthetic image space.

scene lacking active elements, decoupling any temporal dependencies. By accumulating events over a short period of time (three seconds), we can also ensure greater robustness to random event noise without the use of optical filters.

We clip the event map such that $E(x, y) \in [0, 127]$ to prevent scaling issues with abnormally high event activity at a pixel location. Additionally, we apply Gaussian smoothing to the synthetic image for smoother optimization.

An accumulated event map for a sample static scene is shown in Fig. 3. The images exhibit a clear correlation between high-intensity lidar signals and areas of significant event activity.

4.2. Sensor Intrinsic Calibration

The RoboSense lidar is calibrated by the manufacturer and assumed to be accurate. To calibrate the intrinsic parameters for the event camera, we use the process described in [20], where a moving checkerboard is captured as a series of events. These events are then reconstructed as video frames at a fixed frequency. The reconstructed checkerboard patterns can then be extracted using standard intrinsic calibration methods.

4.3. Event Camera-Lidar Extrinsic Calibration

With the Propheese GEN4.1 event camera’s low-light sensitivity to NIR, the intensity of lidar returns is highly correlated to the synthetic grayscale values found in the accumulated event map. This correlation between the lidar return intensities and the event map can be exploited as a mutual information maximization problem to accurately calibrate the event camera to the lidar.

4.3.1 Mutual Information Formulation

Mutual information (MI) is a measure of statistical dependence between random variables, indicating how much information one variable contains regarding the other. MI can be described in multiple ways, but we take the same entropy-based representation used in [22]. MI is defined in terms of the entropy of the random variables $X$ and $Y$, and their respective joint entropy $H(X, Y)$:

$$MI(X, Y) = H(X) + H(Y) - H(X, Y)$$

The entropy denotes a measure of uncertainty within one variable, while the joint entropy represents the uncertainty present in the event of a co-observation of $X$ and $Y$. We take the random variables $X$ and $Y$ to be the lidar return intensities and the event activity in the event map, respectively. The entropies of random variables $X$ and $Y$ and their joint entropy are described in Eq. (2, 3, 4).

$$H(X) = -\sum_{x \in X} p_X(x) \log p_X(x)$$

$$H(Y) = -\sum_{y \in Y} p_Y(y) \log p_Y(y)$$

$$H(X, Y) = -\sum_{x \in X} \sum_{y \in Y} p_{XY}(x, y) \log p_{XY}(x, y)$$

4.3.2 Probability Distribution Formulation

We approximate the probability distribution from the intensity and activity histograms of the lidar scan and event map respectively, as was done in [22]. Let $\mathcal{P} = \{P_i : i = 1, 2, ..., n\}$ be the set of homogeneous 3D points in the 3D scan and $\{X_i : i = 1, 2, ..., n\}$ be the set of intensity returns for each point in the set $\mathcal{P}$. The lidar points can be projected into the image space through the extrinsics $(R, t)$ and the intrinsics $K$.

$$p_i = K[R|t]P_i$$

The location of the projected point, $p$, is then used to acquire the associated event activity in the accumulated event map image as shown in Eq. (6).

$$Y_i = E(p_i)$$

From the accumulated points, a normalized histogram is generated from the discretized intensity values and the total number of points, $n$, that lie within the valid image region.

$$\hat{p}(X = k) = \frac{x_k}{n} \quad k \in [0, 255]$$
where \( x_k \) is the number of lidar points with intensity \( k \) that lie within the projected image space. A histogram for the event map is generated in the same way with the associated pixel location for each lidar point. A joint 2D histogram is also generated for every intensity-activity pair.

These raw histograms, however, are quite noisy and the optimization benefits from a smooth function to find suitable solutions. To address this issue, we perform a kernel density estimation (KDE) using Silverman’s rule-of-thumb [28]. In practice, we smooth our histograms using Gaussian blurring convolutions, a method that is nearly equivalent to kernel density estimation (KDE) in the case where the histogram bins are equally spaced and the point values already discretized. Gaussian blurring runs orders of magnitude faster than true KDE algorithms. This approximation is nearly equivalent, except for the marginal difference in finite and infinite support between the two methods. Fig. 4 shows the joint probability distribution of the lidar intensities and the event map grayscale values.

4.4. Optimization Formulation

With the formulated MI objective function and our approximations of the probability distributions, we formulate an optimization problem as follows:

\[
\hat{\Theta} = \arg \max_{\Theta} \text{MI}(X, Y; \Theta) \tag{8}
\]

where \( \Theta = (x, y, z, v_1, v_2, v_3) \) and MI is maximized at the correct extrinsic parameters given an arbitrary set of scenes. Effective optimization of this function is aided by greater smoothness and convexity in the objective function. Fig. 5 shows the clear optimum in the cost landscape when varying the x-y translation parameters.

The optimization process can be accomplished by any minimization algorithm. In this work, we evaluate multiple optimizers including the Nelder-Mead simplex-refinement algorithm and the Powell shooting method, as well as gradient-based methods like the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, conjugate-gradient methods, and “Sequential Least SQares Programming” (SLSQP) as implemented in SciPy [31].

5. Results

5.1. Calibration Dataset Acquisition

Our calibration dataset consists of indoor static scenes recorded over 3 seconds divided into two major classes: garage scenes and checkerboard scenes. These scenes were collected in an underground site with the garage scenes taken at multiple locations inside the garage. The checkerboard scenes were taken with the vehicle platform in a set position with a checkerboard target placed in close proximity to both the event camera and lidar. The dataset consists of 35 checkerboard scenes, 5 blank-faced board scenes, and 53 garage scenes for a total of 93 scenes.

5.2. Intrinsic Calibration

Prior to extrinsic calibration, accurate intrinsic calibration of the event cameras is required. We performed calibration using the image frame reconstruction method discussed in [20] using checkerboard calibration targets. Fig. 6 shows the checkerboard detection on an image reconstructed with E2VID [25, 26].

Fig. 4. Smoothed joint histogram as the approximate joint probability distribution between the event map and lidar intensities.

Fig. 5. Cost surface when varying the x-y translation parameters around the optimal values.
Figure 6. Checkerboard detection (blue) and reprojection (red) of detected corners in the reconstructed event images.

Table 2. Camera intrinsic calibration pinhole results.

| Target  | Error | $F_x$  | $F_y$  | $C_x$  | $C_y$  |
|---------|-------|--------|--------|--------|--------|
| Prototype | 0.904 | 1027.79 | 1029.03 | 615.96 | 342.07 |
| Calib.io | 0.667 | 1043.98 | 1044.39 | 620.35 | 343.76 |

Table 3. Camera intrinsic calibration distortion results.

| Target  | $k_1$  | $k_2$  | $p_1$  | $p_2$  | $k_3$  |
|---------|--------|--------|--------|--------|--------|
| Prototype | -0.4408 | 0.2570 | 0.0012 | 0.0003 | -0.0903 |
| Calib.io | -0.4558 | 0.2994 | 0.0001 | 0.0001 | -0.1391 |

A checkerboard target\(^1\): This target has reported accuracy within 0.1 mm + 0.3 mm/m (at 20°C). The results of these two calibrations are shown in Tables 2 and 3.

We notice a significant reduction in the reprojection error from 0.904 to 0.667 pixels, which is an indicator of improved calibration. Additionally, the estimated focal length differs between the two calibrations by 15-17 pixels or approximately 1.5%.

5.3. Optimizer Choice

One of our experimental goals is the search for efficient and robust optimizers. We analyzed the results of noise-induced experiments with gradient-free and gradient-based optimizers. Specifically, we calculate the mean result and the associated standard deviation of 40 calibrations where 40 scenes are sub-sampled from the total of 93 scenes to evaluate the convergence and computational speed. In each of these experiments the seed parameters are induced with uniform noise in the range of 0.1 m and 0.1 radians.

Robustness Analysis. The gradient-free Nelder-Mead simplex refinement method and the gradient-based, but unbounded, conjugate-gradient and BFGS methods perform poorly compared to the three other optimizers. We particularly note the poor performance of the Nelder-Mead method when optimizing translation parameters in the presence of uniform noise to the seed values. Despite the method’s general optimization robustness, it performs poorly when solving for the extrinsic calibration. Some results from the unbounded BFGS and CG methods wildly diverge from the median and are outside the bounds of the repeatability plots.

For the effective methods, the convergence of calibration results in the presence of significant noise indicates a convergence basin robust against errors in the seed calibration. The rotation calibration is highly consistent, converging to results within a standard deviation of 0.0007 rad (0.04°) against uniformly induced stochastic noise of 0.1 rad (5.7°) for each axis. The translation calibration is also consistent, but exhibits a measurable standard deviation of 3 mm against the 100 mm of uniform stochastic noise induced in each translation axes. Precise rotation calibration is arguably more important than translation calibration due to the magnifying effects of rotation error that lead to greater absolute error in real space at further distances. Table 4 summarizes the full optimizer evaluation results.

Computational Time Analysis. Another consideration regarding performance is computational speed of the different optimizers. Fig. 8 shows the comparison between the average compute times across optimizers. We find that of the three most effective methods, SLSQP performs significantly faster than the limited memory and bounded BFGS (L-BFGS-B) and Powell shooting methods. The Powell shooting method takes up to an order of magnitude longer than SLSQP and multiple times longer than L-BFGS-B, reducing its effective use as an optimizer at scale.

We can also analyze the computational time in terms of the number of optimized scenes, $m$. More scenes lead to increased robustness, but longer computation. We can theorize that the optimization process has a complexity of $O(m)$, as the expected number of optimization steps should not depend on the scene count. This assumes that the underlying cost landscape structure is independent of the number of scenes used as the scene sampling is a random process. Consequently, the computation depends on the mutual information calculation, which must calculate the projection and mutual information for each individual scene. This calculation should scale linearly with the number of scenes used. The linear relationship can be observed in experiments where we vary the number of scenes, as shown in Fig. 9.

5.4. Scene Selection

Impact of Number of Scenes. One of the key components for optimization is the collection of sufficient scenes for optimization. We investigate the number of scenes required for consistent calibration in Fig. 10, which shows

\(^1\)https://calib.io
Table 4. Extrinsic calibration mean parameters in the noise-free calibration experiments with the standard deviations reported in brackets.

| Optimizer  | $x$ (m)             | $y$ (m)             | $z$ (m)            | $v_1$ (rad)      | $v_2$ (rad)      | $v_3$ (rad)      |
|------------|---------------------|---------------------|--------------------|------------------|------------------|------------------|
| Nelder-mead | 0.18294 (0.01789)   | 0.00680 (0.02597)   | -0.04530 (0.02212) | 1.20455 (0.00343) | -1.20819 (0.00299) | 1.21293 (0.00293) |
| CG         | 0.18306 (0.01809)   | 0.00244 (0.03502)   | -0.03208 (0.00620) | 1.18456 (0.11725) | -1.20409 (0.02080) | 1.22869 (0.09062) |
| BFGS       | 0.18331 (0.02308)   | 0.00225 (0.02622)   | -0.03208 (0.00603) | 1.18561 (0.11116) | -1.20620 (0.00854) | 1.23089 (0.10341) |
| Powell     | 0.18671 (0.00334)   | -0.00156 (0.00315)  | -0.03144 (0.00229) | 1.20345 (0.00078) | -1.20760 (0.00075) | 1.21416 (0.00068) |
| L-BFGS-B   | 0.18612 (0.00313)   | -0.00176 (0.00325)  | -0.03174 (0.00330) | 1.20352 (0.00055) | -1.20748 (0.00068) | 1.21419 (0.00047) |
| SLSQP      | 0.18671 (0.00267)   | -0.00217 (0.00282)  | -0.03141 (0.00250) | 1.20347 (0.00060) | -1.20751 (0.00059) | 1.21426 (0.00037) |

Figure 7. Optimized extrinsic parameters for the event camera-lidar calibration where grey squares are the initial seed values. Dashed line shows the hand-measured calibration values.

Figure 8. Comparison of the average compute time between different optimizers.

Figure 9. Graph of computation time as a function of the number of scenes used in SLSQP optimization.

**Garage vs. Checkerboard Scenes.** We perform repeated experiments using 20 sub-sampled scenes within the full, checkerboard-only, and garage-only subsets. We evaluate the per-scene MI for scenes excluded from calibration,
Figure 10. Calibration results in red from SLSQP optimization for increasing number of scenes from left to right. The grey squares are the initial calibration seeds.

| Calibration Set | Full Eval. | Checker Eval. | Garage Eval. |
|-----------------|------------|---------------|--------------|
| Full            | 0.44808    | 0.45331       | 0.43825      |
| Checker-only    | 0.44633    | 0.45547       | 0.43368      |
| Garage-only     | 0.44281    | 0.43678       | 0.44064      |
| Measured        | 0.42750    | 0.41968       | 0.42598      |

Table 5. Averaged MI scores across different scene subsets.

and show the averaged MI scores across each scene subset in Table 5. We report higher average MI when calibrating using checkerboard-only, compared to using garage-only.

6. Discussion

Impact of Intrinsic Calibration. Intrinsic calibration and extrinsic calibration are closely connected domains for sensor calibration. As the projection of 3D points relies on the intrinsic calibration, extrinsic calibration results are directly affected by the intrinsics. For example, we noted a difference of approximately 1.5% in the focal lengths between intrinsic calibration results.

The focal length acts as a magnification factor and dictates the field-of-view of the projection. With the optimization using the in-house target for calibration, we noticed that the lidar position relative to the event camera was shifted backwards (z-direction) by 7 cm compared to the revised intrinsic calibration. Physically, this is improbable based on the as-built dimensions and is a compensation effect in the extrinsics for poor intrinsics.

For extrinsic calibration, the intrinsic calibration must be accurately performed. With significant improvements to reprojection error using a commercial target, high quality hardware is a crucial consideration for calibration using structured methods.

Considerations in Scene Selection. Our automatic method can be used in an unstructured environment with any combination of static scenes. However, this method tends to perform better when including checkerboard images. This phenomenon is likely a result of the proximity of the checkerboard targets to both sensors, providing stronger rotation and translation constraints to the optimization. Poorer optimization in outdoor scenes was observed in [22], where Pandey et al. partially attributed the error to having fewer near-field 3D points in outdoor scenes. Consequently, the use of close-proximity objects with a reasonable amount of texture should have a beneficial effect on the calibration results.

Checkerboard targets provide one such example of a textured object which can be placed close to both sensors. However, the use of structured targets may be undesirable in an otherwise automatic framework. Fortunately, these textured objects do not need to be precisely constructed as the automatic nature of this method does not rely on accurate identification of 3D points. One could theoretically use any reasonably textured object in the scene at close proximity to improve the calibration constraints.

Managing NIR Sensitivity. The proposed method relies on the registration of lidar laser signals by the event camera. However, NIR sensitivity is undesirable during standard operation. To address this concern, the Prophesee GEN4.1 contains bias tuning parameters that can eliminate high frequency flicker effects. We note that in outdoor daytime settings, the event camera does not register lidar returns, likely due to the ambient NIR saturation from the sun.

7. Conclusion

This work presents the first direct extrinsic calibration method between event-based cameras and lidars using event-based structured light. Our method offers a flexible automatic approach to extrinsic calibration that leverages direct correlation between the lidar active signals and the corresponding registered events without precise time synchronization. We have showcased the robustness of this method against errors in the seed calibration and the aspects of scene selection that improve the optimization constraints.

As event-driven vision technology continues to mature with more applications being explored, multi-sensor setups with event cameras may become more prominent in the field of robotics. Accordingly, we hope that our direct calibration method will enable further research on event cameras and sensor fusion.
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