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Abstract

Measurements of the isotopic composition of single-charged cosmic rays provide important insights in the propagation processes. However, the isotopic identification is challenging due to the one hundred times greater abundance of protons when compared to deuterons, the only stable isotope of hydrogen. Taking advantage of the precise measurements of the velocity and momentum in the Alpha Magnetic Spectrometer (AMS-02), a particle physics detector operating aboard the International Space Station since May 2011, we describe a parametric template fit method, which takes into account systematic uncertainties such as the fragmentation of particles inside AMS-02 and eventual differences between data and simulation through the use of nuisance parameters. With this method we are also able to assess the AMS-02 performance in terms of mass resolution, showing that it is able to separate the isotopes of hydrogen up to 10 GeV/n.
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1. Introduction

It is well known that the cosmic-ray (CR) spectrum is dominated by positive, single-charged nuclei, with almost the entirety of such nuclei being protons\cite{1}. These particles can be primary, when they are produced and accelerated at the CR sources, and secondary, when they are produced during the interactions of primary particles with the interstellar medium (ISM) during their propagation\cite{2}. The isotopic composition of hydrogen in cosmic-rays is dominated by protons, but there is also a small component of deuterons, which are also stable. Deuterons are produced in the first step of the proton-proton chain in stars, but they are readily consumed in the next step\cite{3}. Hence, the deuterons in CRs are expected to be mostly of secondary origin. That is, they are produced due to the interactions of certain CRs, mainly p, $^3$He, and $^4$He, with the ISM. Therefore, the measurement of the deuteron flux and the corresponding secondary-to-primary ratios, such as the deuteron-to-proton (d/p) and deuteron-to-helium-4 (d/$^4$He) flux ratios provide valuable insights into the CR propagation processes which take place in our galaxy\cite{2}.

The isotopic composition of single-charged CRs has been studied by several experiments, with some of its first measurements being performed in the sixties by experiments such as IMP-3\cite{4}, which showed that the d/p ratio is as low as 5% at a few tens of MeV/nucleon. In more recent times, experiments such as PAMELA\cite{5}, BESS\cite{6}, CAPRICE\cite{7}, and IMAX\cite{8} have extended the energy range of the measurements, showing that deuterons are of the order of 1% of the protons up to 4 GeV/n. Several methods have been applied to perform the isotopic identification, by combining the rigidity, $R = pc/Z\gamma$, and velocity, $\beta$ (or equivalently $dE/dX$, which is proportional to $\beta^{-2}$), to use the mass difference between the isotopes to separate them, either by using cut-based methods or template fits in one of the variables. The mass as a function of the velocity and rigidity is given by the equation

$$m = \frac{RZ}{\beta\gamma}$$

(1)

where $R$ is the rigidity, $Z$ is the magnitude of the charge; $\beta$ is the velocity in speed-of-light units, and $\gamma$ is the Lorentz factor.

Considering that the proton background is about one hundred times larger than the deuterons, the mass resolution is what ultimately determines the limits of these measurements. From equation 1 the derivation of the mass resolution gives

$$\left(\frac{\Delta m}{m}\right)^2 = \left(\frac{\Delta R}{R}\right)^2 + 4\left(\frac{\Delta \beta}{\beta}\right)^2$$

(2)

The dependence on the fourth power of the Lorentz factor indicates that the mass resolution increases rapidly with $\beta$. This effect was seen in the mass resolution reported by the PAMELA experiment, where they obtained values between 6.5 and 10% for helium isotopes (which have better resolution values than single-charged isotopes due to the strength of the signal) in the rigidity range between 1 and 3.5 GV\cite{5}, rapidly increasing with the rigidity as expected from equation 2. Hence, the identification of the isotopes...
through their mass at higher energies requires an excellent velocity resolution.

2. The Alpha Magnetic Spectrometer

The Alpha Magnetic Spectrometer (AMS-02), shown in figure 1, is a particle physics detector operating aboard the International Space Station (ISS) since May 2011, can perform the isotopic identification in a broader energy range than previous experiments because of the precise and complementary velocity measurements of its Time of Flight and Cherenkov detectors. AMS-02 is composed of several sub-detectors: the nine layers of the silicon tracker, together with the 0.15 T permanent magnet, measure the charge, charge sign, and the rigidity \((R = pc/Ze)\) of the particle; the Transition Radiator Detector (TRD) is used to separate leptons from hadrons; four Time of Flight (TOF) scintillator planes are used to measure the charge and velocity of the particle and act as the main trigger of the experiment; the Anti-Coincidence Counter (ACC) is used to reject particles with high incidence angle; the Ring Imaging Cherenkov Detector (RICH) provides a very precise velocity measurement and also measures the electric contrast; layers from 2 to 8 are located within the magnet, top of the TRD and layer 9 right above the ECAL. In contrast, layers 1 and lower ToF. Furthermore, to reduce the amount of matter traversed by particles before the ECAL, the PMTs of the detection plane are arranged to be outside the calorimeter acceptance. Using the coordinates of the hits, the Cherenkov ring is reconstructed, enabling the calculation of the velocity through the Cherenkov angle. The RICH is made of two radiator materials; in the center sodium fluoride (NaF), with a refraction index \(n = 1.33\) and threshold of emission \(\beta = 0.75\), while surrounding it exists the Aerogel (AGL), with a refraction index \(n = 1.05\) and threshold of emission \(\beta = 0.96\). The velocity resolution in the NaF is \(\Delta \beta/\beta \approx 0.35\%\) for particles with \(Z = 1\) and \(\beta \approx 1\); in the same conditions the AGL has a resolution of \(\Delta \beta/\beta \approx 0.12\%\).

The tracker consists of 9 silicon layers placed along the body of the detector, with layer 1 being located on top of the TRD and layer 9 right above the ECAL. In contrast, layers from 2 to 8 are located within the magnet, constituting the inner tracker. Each of these nine layers registers the two-dimensional coordinates of the traversing particle, enabling the reconstruction of the trajectory and, therefore, the curvature of the particles inside the magnetic field, inversely proportional to the rigidity. The resolution of the tracker is \(\Delta R/R \approx 0.1\) for particles with \(R < 20\) GV.

In this work, 8.5 years of data collected by AMS, from May 2011 to January 2020, were used. Events compatible with \(Z = 1\) were selected in different parts of the detector by using the charge measured by the inner tracker, upper and lower ToF. Furthermore, to reduce the \(Z \geq 2\) fragmentation background from fragmentation at the top of the detector, events have their charge selected at the first layer of the tracker, \(Z_{L1}\), to be compatible with one. For this reason, a cut is applied on the charge calculated using the highest available signal on L1. Since the highest signal is used, this charge distribution is positively skewed, hence an asymmetric charge window is selected, namely \(0.8 < Z_{L1} < 1.6\). Events were required to have hits on the four planes of the ToF to ensure a good velocity reconstruction. The events were required to have Cherenkov photons detected by at least three different PMTs of the RICH, with at least 50% of the hits detected by the PMT plane are being used on the ring reconstruction, which ensure that noisy events are rejected. Additionally, to ensure the quality of the track reconstruction, events were required to have \(\chi^2/NDF\) of the track fitting procedure below 10 in both the bending and non-bending coordinates.

Given that the \(\beta\) resolution is in the range of \(10^{-2}\) to \(10^{-3}\) in the velocity interval of the analysis, the events

![Figure 1: Schematic view of the Alpha Magnetic Spectrometer (AMS-02) detector scheme. See text for discussion. Figure taken from reference [10].](image)
were binned in this variable, with overlapping ranges. The ToF was used for events with $0.5 < \beta < 0.9$, the NaF for events with $0.75 < \beta < 0.98$ and the AGL for events with $0.96 < \beta < 0.997$. In the case of the ToF, the lower limit was determined by the minimum velocity for the particle to cross the magnetic field, whereas, in the RICH, it was determined by the emission threshold for Cherenkov photons. The velocity resolution of each detector determined the upper limit for the relevant velocity range. To select only CRs of galactic origin, a geomagnetic cutoff selection is also applied. Given that the binning of the data is in velocity, the selection is also applied with this variable: events are selected only if $\beta > \beta_C$, where $\beta_C$ is the geomagnetic cutoff velocity calculated using $R_C$, the cutoff rigidity calculated with the most recent IGRF geomagnetic model [13], and $m_i$ is the mass of the isotope of interest. For this study, we have used the deuteron mass as input because as deuterons have a higher mass, the cutoff velocity is lower, increasing the number of events of the deuteron sample as compared to what we would have if the proton mass was used as input.

In addition to the experimental data, Monte Carlo (MC) simulations of protons and deuterons were also used in this study. These simulations were produced by the AMS collaboration through a dedicated software based on the GEANT4 package [14]. The software simulates the interactions of particles with AMS material and produces detector responses, which are then used to reconstruct the desired event properties the same way as in data.

3. Mass identification in AMS-02

The isotope identification in this analysis is performed via the mass measurement by combining the rigidity measured by the tracker and the velocity measured by either the ToF or the RICH according to equation [1]. In this section, the methods for extracting the signals are presented and discussed.

3.1. Methodology

The event counting can be done with different techniques, either cut-based analyses or template fits. The latter has been chosen for this work, as the overlapping mass regions are automatically dealt with during the fit procedure. In addition, parametric templates were chosen over non-parametric ones for two main reasons: the parametrization is continuous, therefore regularizing the data, avoiding fluctuations, and the estimation of the systematic uncertainties can be done quickly through the usage of nuisance parameters. Considering the importance of the rigidity for the shape of the mass and the fact that the tracker measures the sagitta [9], which is proportional to the inverse of the rigidity, $1/R$, the templates are defined in terms of inverse mass. As a result, such distributions can be parametrized by combining a Gaussian and slightly modified Gaussians. As velocity comes from measurements relying upon two different techniques (ToF and RICH), the mass parametrizations are slightly different to accommodate the different backgrounds on each reconstruction technique, which will be presented and discussed further in this paper. The model parameters were studied as a function of $\beta$ with MC samples, and their behavior was regularized using cubic splines.

In the following section, we will describe the templates of both protons and deuterons and how their parameters change with velocity.

3.2. Proton templates

As discussed in section [1], in the velocity interval $0.5 < \beta < 0.9$ the measurement of the velocity is done with the ToF. In this detector, the main source of background comes from the interactions and multiple-scattering in AMS, which produce a low mass (high inverse-mass) tail on the distribution, as seen in figure [2] where a typical example of the ToF inverse mass distribution is shown for simulated proton events detected by AMS.

![Figure 2](image.png)

Figure 2: Example of the normalized inverse mass distribution of proton MC in the ToF range for events with kinetic energy per nucleon between 0.331 and 0.344 GeV/n.

In this range, in each velocity bin, the inverse mass distribution is parametrized by a Gaussian core ($G$) summed to an exponentially-modified Gaussian ($EMG$) with an exponential tail to the right (to describe the high-inverse mass events), that is:

$$M_p(1/m) = f_G \cdot G(1/m; \mu, \sigma) + (1 - f_G) \cdot EMG(1/m; \mu, \xi, \lambda_1)$$

where $\mu$ and $\sigma$ indicate respectively the mean and the width of the Gaussian, $f_G$ is the fraction of the Gaussian contribution, $\lambda_1$ is the tail parameter, and $\xi$ the factor...
which determines the increase of the EMG width with respect to the Gaussian. The parameter \( f_G \) is written as a function of \( \mu, \lambda_1 \) and the expected value of the inverse mass distribution, \((1/m)\). The expected value of the parametric model is given by the weighted sum of two components: a Gaussian component, \( \mu \), and a component from the EMG, which has its expected value given by \( \mu + 1/\lambda_1 \), which leads to:

\[
\langle 1/m \rangle = f_G \cdot \mu + (1 - f_G) \cdot (\mu + 1/\lambda_1)
\]

therefore

\[
f_G = 1 + \lambda_1 \cdot (\mu - (1/m))
\]

where \((1/m)\) is computed numerically from the histogram of the inverse mass distribution.

A typical example of fit for simulated proton events is shown in figure 3, with \( \chi^2/\text{ndf} = 1.6 \). It is clear from the figure that the proposed model describes the MC quite well, which is also stressed by the pull figure [4].

The velocity dependence of the other parameters, namely \( \mu, \sigma, \xi \) and \( \lambda_1 \), are shown in figure 4. The behavior of \( \mu \) reflects the fact in the ToF, the energy loss suffered by the particles shifts the inverse mass peak to the right (reducing the mass). As the velocity increases, the value gets closer to the expected proton mass, \( 1/m = 1.06(\text{GeV}/c^2)^{-1} \), as shown in panel (a). The parameter \( \sigma \), shown in panel (b), represents the width of the inverse mass distribution. One can note that at first, its value decreases from 0.18 until around 0.14 and then, at \( \beta > 0.8 \) starts to increase again. These two behaviors come from different physical effects: the rigidity resolution decreases at low energy due to multiple scattering and progressively gets better, reaching a plateau; then, the \( \gamma^2 \) factor of the mass resolution \( (\Delta m/m) \) becomes dominant as the velocity increases, increasing \( \sigma \). The parameter \( \xi \), shown in panel (c), which describes the width of the EMG with respect to the Gaussian, shows that EMG has a width approximately 15% larger in the entire range. The behavior of the tail parameter, \( \lambda_1 \) is shown in panel (d). Since it represents the exponential mass tail, the lower values of \( \lambda_1 \) at lower velocities indicate the tail is more relevant in these region, becoming slightly less important as the velocity increases.

![Figure 3](image1.png)  
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---

1The pull is defined as the difference between the data, \( x \), and the model, \( \theta \), normalized by the total uncertainty (data + model), \( \sigma \). That is \( p = \frac{x - \theta}{\sigma} \).
also present, as shown in figure 5, explained by interactions inside AMS.

![PDF Proton MC (AGL)](image)

Figure 5: Example of the inverse mass distribution of proton MC in the RICH-Aerogel region for events with kinetic energy per nucleon between 5.520 and 5.744 GeV/n.

Such interactions produce additional hits in the PMT plane of the RICH, causing the reconstructed ring to be larger, biasing the measured velocity and thus the mass towards higher values. Given this additional contribution, the parameterization of the RICH inverse mass requires the addition of another EMG, with an exponential tail to the left, to describe high-mass events, that is

\[
M_p(1/m) = f_G \cdot G(1/m; \mu, \sigma) + f_{EMG_1} \cdot EMG(1/m; \mu, \sigma, \lambda_1) + (1 - f_G - f_{EMG_1}) \cdot EMG(1/m; \mu, \sigma, \lambda_2)
\]  

where \( \mu \) is the mean, \( \sigma \) the width if the Gaussian, \( f_{EMG_1} \) is the fraction of the first EMG, \( \lambda_1 \) the low-mass exponential tail, \( \lambda_2 \) the high-mass exponential tail and \( \xi \) the factor which determines the increase of the EMG width with respect to the width of the gaussian, as in the ToF. However, given the additional freedom given to the distribution by adding an extra EMG, \( \xi \) has been set to 1 for simplicity. Examples of fits to proton MC in both the NaF and Aerogel velocity ranges are shown in figures 6 and 8, respectively. Once again, it is clear that our parametrization can describe the proton MC distribution well, as stressed by the pull. Although they share a common model, given the differences of both radiator materials and their location inside AMS, the parameters of each radiator are different. Therefore they will be treated separately. Analogously to the case of the ToF, \( f_G \) is also written as a function of other parameters and the expected inverse mass value.

\[
\langle 1/m \rangle = f_G \cdot \mu + (f_{EMG_1} \cdot (\mu + 1/\lambda_1)) + (1 - f_G - f_{EMG_1}) \cdot (\mu - 1/\lambda_2)
\]  

which leads to the expression for \( f_G \)

\[
f_G = 1 + \lambda_2 \left[ \langle 1/m \rangle - f_{EMG_1} \cdot \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right) - \mu \right]
\]  

where \( \langle 1/m \rangle \) is computed numerically from the inverse mass distribution.

A typical example of fit to proton MC is shown in figure 6 together with the pull. The necessity of a third component to account for high-mass tails is evident by looking at the region with \( 1/m < 0.8 \) (GeV/\( c^2 \))\(^{-1}\), where it is possible to see that the proton MC is shallower than a Gaussian distribution. Figure 7 shows the evolution of the parameters with the velocity. Panel (a) shows \( \mu \), which is close to what is expected for protons, 1.06 (GeV/\( c^2 \))\(^{-1}\), in most of the range, with the deviation at lower velocities coming from the energy loss particles undergo while crossing the detector; panel (b) shows \( \sigma \), which displays a constant behavior at the beginning of the range, increasing with the velocity, above \( \beta > 0.95 \), as a result of the \( \gamma^2 \) dependence of the mass resolution; panel (c) shows \( \lambda_1 \), which has a constant behavior with velocity apart from the beginning of the range, where the Cherenkov emission threshold affects the distribution; panel (d) shows \( \lambda_2 \), the parameter responsible for the high-mass tail. Similarly to \( \lambda_1 \), it has a drop at the beginning of the range due to the Cherenkov-emission threshold. Panel (e) shows \( f_{EMG_1} \), which also has a constant behavior with the velocity, indicating that the high-inverse mass (low mass) tails are independent of the velocity.

The parametrization is the same for both the NaF and the AGL. Still, the radiators differ in several aspects: the AGL reaches higher velocities, allows for a better velocity resolution, and due to the different geometry, has an acceptance that is tenfold that of the NaF. Hence, the values of the parameters are different.

An example of the fit to the proton simulated events in the AGL radiator is shown in figure 8. The top panel shows the inverse mass distribution with the different components, while the bottom panel shows the pull, which indicates an excellent agreement between the proposed model and simulations. As in the NaF range, the importance of adding a component to account for the high-mass tail is also clear from the increase of the width of the distribution below \( 1/m = 0.8 \) (GeV/\( c^2 \))\(^{-1}\).

Figure 9 shows the evolution of the parameters with the velocity for the AGL. Similarly to the NaF, \( \mu \), shown in panel (a), is compatible with what is expected for the proton mass; panel (b) shows the width, \( \sigma \), which behaves
Figure 6: Example of fit of the parametric model to proton simulated events in the NaF range for events with kinetic energy per nucleon between 1.676 and 2.157 GeV/n (top panel). The different lines indicate the components of the model: the Gaussian is the thin-dashed line; the EMG for low mass tails is the thick-dashed; the EMG for high mass tails is the dotted-dashed line; the sum of all the contributions is the solid black. The bottom panel shows the pull of the fit.

the same way it does in the NaF, increasing rapidly with the velocity; panel (c) shows the low-mass tail, described by \( \lambda_1 \), which displays a flat behavior within the range (except near the Cherenkov threshold), which is consistent with the flat behavior of the rigidity resolution in this region; panel (d) shows \( \lambda_2 \), which, on the other hand, has a stronger velocity dependence. It starts with lower values (meaning a more prominent tail) at low velocities due to the existence of the Cherenkov emission threshold. At velocities close to the threshold (\( \beta_{Th} \approx 0.96 \)), the signal is feeble and thus the reconstruction is more sensitive to the background. Well beyond the threshold, \( \lambda_2 \) increases (less prominent tails) to a stable value when it has a sharp drop, meaning the high-mass tails are more present at \( \beta > 0.99 \). This comes effect comes from the increase of the diameter of the Cherenkov rings with the velocity, which increases the probability of losing a fraction of the signal in the ECAL hole; panel (e) shows \( f_{EMG1} \), which decreases with the velocity. This behavior is explained by the fact that the high-mass tails become more critical at higher velocities hence one of the EMGs loses weight, while the other increases.

3.3. Deuteron templates

Following the construction of the proton template, the deuteron templates were built through a scaling factor applied to the proton parameters and the addition of a fragmentation component.

3.3.1. Scaling of the parameters

The scaling of the parameters is related to the difference between the mass of the isotopes. Since \( \mu \) represents the expected value of the inverse mass, \( \mu_d/\mu_p \sim m_p/m_d \), hence \( \mu_d = \mu_p \cdot \alpha_d \), where \( \alpha_d = m_p/m_d \approx 0.5 \). The mass resolution of protons and deuterons is approximately the same because the rigidity resolution is essentially flat below 20 GV. In addition, the resolution of 1/m and m are the same, that is \( \sigma_m/m = \sigma_1/m/(1/m) \). Therefore we can write \( \sigma_p/(1/m_p) \sim \sigma_d/(1/m_d) \), hence \( \sigma_d = \alpha_d \sigma_p \). A similar reasoning can be applied to the tail parameters \( \lambda_1 \) and \( \lambda_2 \). The variance of an EMG, \( \text{Var} \), is given by two components, one from the Gaussian and another from the exponential, \( \text{Var} = \sigma^2 + 1/\lambda^2 \). For deuterons, the variance is written can be written as a function of the parameters from the proton template as \( \text{Var}_d = \alpha^2 \sigma^2 + (\kappa/\lambda_p)^2 \), where \( \kappa \) is the scaling factor to be determined. Using the same reasoning applied to \( \sigma \), we have that \( \text{Var}_d m^2_p \sim \text{Var}_p m^2_p \), which leads to \( \kappa = 1/\alpha_d \). Hence, we have that \( \lambda_d = \lambda_p/\alpha_d \). Table 3 summarizes how the parameters are scaled for the deuteron model.

The other parameters present in the model, such as \( f_G \) and \( f_{EMG1} \), are kept to the same values obtained for the protons, without scaling, because they do not directly alter the shape of the distribution but rather dictate the fraction of each component. Considering that the other
During their interactions with AMS material, deuterons can fragment and produce protons. This effect is clearly shown in Figure 10, where the inverse mass distribution of simulated deuteron events in theToF range is shown: besides the main deuteron peak, with an inverse mass around 0.5 (GeV/c²)⁻¹, there is a fraction of events around 1 (GeV/c²)⁻¹.

Hence, to create a complete model for deuterons, \( M_d^{\text{total}} \), a proton component is added to the deuteron PDF, \( M_d \), thus giving:

\[
M_d^{\text{total}}(1/m) = f_d M_d(1/m) + (1 - f_d) M_p(1/m)
\]

where \( f_d \) represents the fraction of deuterons that did not fragment, and \( M_p \) is the proton model. Hence, in order to obtain a complete deuteron model, which also takes into account the fragmentation, only \( \alpha_d \) and \( f_d \) must be obtained. To this end, the procedure is as follows: the proton template parameters are fixed to the values obtained from the fit to proton simulated events, and the deuteron template is built by scaling the parameters according to Table 1. Both templates are then summed according to equation (9) resulting in the total model, which is then fitted to deuteron simulated events to extract the values of both \( \alpha_d \) and \( f_d \).

This is done with the same velocity bins as the one used for protons, such that the velocity dependence of these parameters can be studied.

An example of the fit to simulated deuteron events is shown in Figure 11. It is clear the scaling works remarkably well; moreover, the fit result for the scaling parameter, \( \alpha_d \), is around 0.5 as expected. The fragmentation component is also evident: in this particular bin, with kinetic energy per nucleon between 0.262 and 0.271 GeV/n, around 8% of the deuterons are fragmented and were identified as protons.

Figure 11 shows the velocity dependence of the pa-
3.4. Helium fragmentation background

Helium amounts to about 10% of CRs. Given this abundance, the background of such particles fragmenting while passing through AMS material, leaving spurious $Z = 1$ signals, cannot be neglected. It is known that $^4\text{He}$ is responsible for about 80% of the helium flux in CRs [15]. Hence, this species is expected to be the largest contributor to this type of background. The fragmentation of such particles while interacting with $^{12}\text{C}$, the main material of the AMS-02 detector [19], has been studied by several nuclear physics experiments, and they show that not only protons and deuterons are produced, but also tritons [17,18]. Although this component is small (below 1%), it can still be seen in experimental data as a high-mass tail to the right of the deuteron shoulder in the mass distribution, as shown in figure [12].

The fiducial volume of the mass measurement, that is, the region of the detector where it is performed, is the one from the upper ToF to the RICH detection plane. In this volume, the velocity and rigidity measurements are performed; hence, any fragmentation occurring above the upper ToF can contaminate the sample. Aiming to mitigate this effect, a cut selecting single-charged particles is applied to the first layer of the tracker (L1). However, the sample can still have some background due to the following mechanisms:

1. Fragmentation before the first layer of the tracker: it is possible that some particles fragment by interacting with material above the first layer, such as the low-energy radiation shield and the support of L1.

2. Incorrect charge measurement at the first layer of the tracker (L1): given that the single-layer charge resolution of the AMS tracker is about 8% for single-charged particles [19], it is possible that some $Z = 2$ events survive the selection, fragmenting further in the detector, such as the TRD or the support of the upper ToF.

 Tightening the cut on the L1 charge would reduce the background coming from point 2 but would reduce the data sample size considerably and would not remedy the background coming from the first point. Therefore, such contamination is unavoidable, and it must be estimated at the level of the signal extraction, as described in the next section.
3.5. Helium fragmentation templates

Given the species produced by the fragmentation of helium, the construction of the fragmentation template starts by obtaining the PDF of tritons. Similar to the case of deuterons, a triton template can be obtained by scaling the parameters of the proton template with a factor $\alpha_t$, which in this case is approximately $1/3$.

With the triton template, the fragmentation model can be written as:

$$M_{\text{He}}(1/m) = f_{\text{He} \rightarrow p} M_p(1/m) + f_{\text{He} \rightarrow d} M_d(1/m) + (1 - f_{\text{He} \rightarrow p} - f_{\text{He} \rightarrow d}) M_t(1/m)$$

(10)

where $f_{\text{He} \rightarrow p}$ and $f_{\text{He} \rightarrow d}$ represent the fractions of He which fragmented into protons and deuterons, respectively.

Hence, the estimation of each of these fractions, as well as of $\alpha_t$, is all that is left for the construction of the full fragmentation model. This could be done, in principle, by using He simulated events that passed a selection that requested the electric charge to be compatible with 1. However, this can also be done in a data-driven way, which has the advantage of not relying on any sort of cross-section modelling.

For this method, we assume $f_{\text{He} \rightarrow p}$ and $f_{\text{He} \rightarrow d}$ are independent of where the fragmentation took place, as long as it has occurred before the fiducial volume of the analysis; therefore we must ensure the incoming particle in an helium nucleus that fragmented inside AMS, by requiring $Z = 2$ above the upper ToF and $Z = 1$ below it. This is done by requiring $Z$ to be in the range $1.6 < Z < 2.4$ at L1 and in the TRD; and $0.6 < Z < 1.4$, in the inner tracker.

An example of the inverse mass distribution after this selection is shown in figure [13], where the peaks of the three isotopes can be seen. With this sample, the fragmentation fractions can be obtained as a function of velocity for each range. However, it is important to stress that such selection is very restrictive; therefore, the number of events per analysis bin is not always enough to extract the parameters with uncertainty at the percent level, especially in the NaF range, where the geometric acceptance is significantly smaller. Therefore, the bins were grouped to increase the statistics available for each fit to remedy this effect.

![Figure 12: Mass distribution of experimental data in the ToF range for events with kinetic energy per nucleon between 0.277 and 0.279 GeV/n. The proton peak and deuteron shoulder are clearly seen around 1 and 2 GeV/n, respectively. Tritons coming from $^4$He fragmentation populate the high-mass region.](image1)

![Figure 13: Example of the fragmentation sample in the ToF range, for events with kinetic energy per nucleon between 0.277 and 0.314 GeV/n.](image2)

Similar to what has been done in the case of the deuteron template, the parameters are obtained by performing a fit where the ones of the other species (deuterons and protons) are fixed according to what has been obtained in the previous fits to these species. All that is left to be adjusted are $\alpha_t$ and the fragmentation fractions. Figure [14] shows an example of the model described in equation (10) to experimental data. As indicated by the pull, the agreement between our model and the data is excellent.

Since the bins are grouped to have enough events for the extraction of the parameters, there are fewer points per subdetector range; therefore, building curves that describe the velocity dependence was not be done separately for each subdetector as it was in the previous cases. However, since the goal is to extract the fractions $f_{\text{He} \rightarrow p}$ and $f_{\text{He} \rightarrow d}$, the three measurements can be combined: the physical process which dictates the values of these fractions is the fragmentation of $^4$He, and there are no reasons to believe it is not continuous with the velocity. Hence, in the ve-
velocity ranges where there is overlap between the detectors, both measurements of velocity ranges where there is overlap between the detectors, the different lines indicate the components of the model: the protons are the thin-dashed line; the deuterons are the thick-dashed; the tritons are the dotted-dashed line; the sum of all the contributions is the solid black. The bottom panel shows the pull of the fit.

![Image](image.png)

Figure 14: Example of fit of the fragmentation model to experimental data in the ToF range, for events with kinetic energy per nucleon between 0.277 and 0.314 GeV/n. The different lines indicate the components of the model: the protons are the thin-dashed line; the deuterons are the thick-dashed; the tritons are the dotted-dashed line; the sum of all the contributions is the solid black. The bottom panel shows the pull of the fit.

4. Fit to experimental data

The experimental data sample consists of several components: unfragmented protons and deuterons; protons from deuteron fragmentation; and protons, deuterons, and tritons from helium fragmentation. The complete model, $M_{\text{Total}}$, is then given by

$$M_{\text{Total}}(1/m) = f_1 M_p + f_2 M_d + f_3 M_{d \rightarrow p} + f_4 M_{He \rightarrow p} + f_5 M_{He \rightarrow d} + f_6 M_{He \rightarrow t}$$

(11)

where the sum $\sum_{n=1}^{6} f_n = 1$. Using the models built before for the deuteron and fragmented helium, the notation can be simplified as follows

$$M_{\text{Total}}(1/m) = f_p M_p + f_d M_d + f_{He \rightarrow X} M_{He \rightarrow X}$$

(12)

and

$$M_{\text{Total}}(1/m) = f_p M_p + f_d M_d + f_{He \rightarrow X} M_{He \rightarrow X},$$

(13)

where $f_p + f_d + f_{He} = 1$.

The fit to the data is performed using bins of velocity, thinner than those used for the simulated data set due to the abundant number of events. To have the correct parameter values for the model in every bin, the splines describing each of the model parameters were used to obtain the templates. As with any other fitting technique, there are uncertainties that must be taken into account. To that end, the uncertainty associated with each parameter of the model is given by the gray band around the fits, which represents the 95% confidence interval of the fit.
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Figure 15: The top and bottom panels show $f_{He \rightarrow p}$ and $f_{He \rightarrow d}$ versus the kinetic energy per nucleon, respectively. The three different markers correspond to the different subdetectors; the black curve represents the spline fit and the gray band the 95% confidence interval of the fit.
the fit procedure. In effect, that means the parameters can change during the fit, but the Gaussian constraints limit their freedom. Since the parameters can fluctuate during the fit, there is no need to tune the simulations by smearing and shifting the mass distribution to find the best fit. It also means that the final uncertainty of the fit already incorporates these variations.

Figure 16 shows examples of fits to experimental data in the three velocity ranges, displaying the behavior of the fit in low, intermediate, and high energies. In the three cases, the pull shows an excellent agreement between the data and the model. It is also important to note that including the fragmentation components, especially the one from helium, is essential for the proper description of the data. Without it, the model would not be able to reproduce the data for inverse-masses below 0.4 (GeV/c²)⁻¹.

4.1. Mass resolution

As the parameters were allowed to fluctuate within the uncertainties of the spline fits, besides the counts of each particle type, the fits to experimental data yield new values of the parameters of the model itself. In particular, the model was built in such a way that \( \mu/\sigma \) is a good estimation of the detector mass resolution, \( \Delta m/m \), due to the fact that the Gaussian is the largest component of the model, as seen in the fits shown in figures 3, 6, and 8. The obtained mass resolution is shown in figure 17 as a function of the kinetic energy per nucleon. It varies from 9% in the AGL to 18% at the highestToF velocities. The steep increase of \( \Delta m/m \) at the end of each range is an effect of the \( \gamma^4 \) term in equation 2, which is ultimately the limiting factor of the measurement. In the case of AMS, the complementary techniques for measuring the velocity allow for the identification of isotopes to be performed in broad energy range. While the ToF can separate isotopes at energies as low as 0.2 GeV/n, the RICH allows the measurements to reach up to 10 GeV/n. A study of the mass resolution in AMS-02 has been performed using helium isotopes [20], showing similar behavior. However, the performance for helium isotopes is globally better due to the fact that the resolution of the velocity measurements increase with Z.

5. Conclusion

Studying single-charged isotopes in CRs could provide essential constraints on propagation processes, but the measurement of the fluxes of the isotopes is technically challenging because deuterons are one hundred times less abundant than protons. Several experiments have performed this measurement, but the range between 4 and 10 GeV/n remains uncharted. Due to the precise measurements of the velocity, provided especially by its Cherenkov detector, AMS-02 is able to identify isotopes through their masses in this unexplored range. In this article, we have presented and discussed a method for identifying and counting the hydrogen isotopes in AMS-02 data. Parametric models of the inverse mass motivated by the physical processes that happen in each of the subdetectors were built. The behavior of such parametrization as a function of velocity was discussed, also presenting how to obtain the different parameters and their uncertainties in different velocities. The fragmentation components were also included in the model. In particular, the fragmentation of helium nuclei was studied with AMS-02 data, which allowed for the construction of templates independently from interaction models present in simulation packages. The use of nuisance parameters in the fit avoided the necessity of tuning the MC simulations and allowed for a direct estimation of systematic effects coming from the knowledge of the parameters. Moreover, the proton model was readily scaled to tritons and deuterons by using a single scaling factor, allowing for the description of the different species without increasing the number of parameters substantially, hinting that such a model could also be used for the isotopic identification of \( Z \geq 2 \) particles as well. Finally, the quality of the fits to data was excellent and allowed for the assessment of the detector mass resolution, which is between 9 and 18% in the studied range, showing that the complementary velocity measurements provided by the ToF and RICH detectors allow for the identification of the hydrogen isotopes in the kinetic energy per nucleon range between 0.2 and 10 GeV/n.
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Figure 16: Fit of the parametric model experimental data in the ToF (left), RICH-NaF (middle), and RICH-Aerogel (right) ranges. The different lines indicate the components of the model: the protons are the thin-dashed line; the deuterons are the thick-dashed; the fragmented are dotted-dashed line; the sum of all the contributions is the solid black. The bottom panels show the pull of each fit.

Figure 17: Mass resolution, $\Delta m/m$ as a function of the kinetic energy per nucleon as extracted from experimental data. Circles represent the ToF; squares the NaF; triangles the AGL. See text for discussion.
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