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In the recent years, public health has become a core issue addressed by researchers. However, because of our limited knowledge, studies mainly focus on the causes of public health issues. On the contrary, this study provides forecasts of public health issues using software engineering techniques and determinants of public health. Our empirical findings show significant impacts of carbon emission and health expenditure on public health. The results confirm that support vector machine (SVM) outperforms the forecasting of public health when compared to multiple linear regression (MLR) and artificial neural network (ANN) technique. The findings are valuable to policymakers in forecasting public health issues and taking preemptive actions to address the relevant health concerns.
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INTRODUCTION

Health policymakers are concerned about economic issues and management of the health sector. Alone, health does not mean the lack of illness, but rather the ability of people to be an asset for the nation in terms of intrinsic and instrumental value (1). The health sector comprises of complex technologies that serve public health and wellbeing. The adoption of developmental technologies in a country is expensive and stimulates the health sector finances. An important factor, which causes health issues all over the world and cannot be ignored, is particulate matter 2.5 (PM2.5) in air. For a long time, a causal affiliation has been found among air pollution and health problems in humans. In Europe, the most problematic pollution is particulate matter 2.5 (PM2.5) and ground-level ozone (O3). The foremost causes of these toxins are gas and energy outputs used by different industries or population. Air pollution is highly associated with cardiovascular illnesses, strokes (2), and respiratory diseases (3). Furthermore, children are also at risk of neurological development issues from PM2.5 pollutants (4). A study carried out in Australia found that reducing PM2.5 in the environment decreases premature death rates, indicating that better investments and sustainable growth steps should be taken by economies to prevent public health crises (5).

This study incorporates the prediction and analysis of Saudi Arabian healthcare issues and risks for the period of 2008–2019. Our primary aim is to analyze the variables causing health risks, which ultimately lead to health risks for the country. Second, we further elaborate on the importance of each variable on medical expenditures, population, carbon dioxide (CO2) emissions, and gross domestic product (GDP). The health sector affects economic development through the health of workers and their consequent economic productivity, the country’s financial resources, and also by improving educational opportunities for the youth population, which can be asset to the country.
(1). We apply three methods, namely, the artificial neural network (ANN), support vector machine (SVM), and multiple linear regression (MLR), to find the best model in forecasting future risks. Last, we present the forecasting of next year’s public health issues by using the best forecasting tool, which aids policymakers in their health sector decisions and management of financing.

Overview of Saudi Arabia

Currently, Saudi Arabia (KSA) has an estimated population of ~32.6 million, making it the largest country among the Gulf Cooperation Council (GCC) countries (World Development Indicators). Saudi Arabia is also believed to be the fastest growing population among the GCC countries and is anticipated to reach 35 million people by 2050. Figure 1 depicts the increasing trend. Almost 60% of the population is aged 35 years or younger, which increases the steady demand of healthcare facilities (6). As per Vision 2030, many fundamental structural reforms have been introduced by the government, which also include the healthcare sector. The healthcare system includes both the private and public, both of which provide good quality services. Moreover, 60% of the sector is publicly owned and handled by the government's Ministry of Health. With the population in KSA having significantly increased between 1980 and 2015 and along with its current protectory, the population size is likely to impact the quality, quantity, and type of healthcare services available. Diseases among the Middle East and North Africa (MENA) region have drastically increased due to lack of health awareness.

Another reason to study the health sector is that health issues are rising in KSA due to lifestyle diseases such as diabetes, heart strokes, and other non-communicable diseases. As presented by Figure 2, the death rate from these serious illnesses is higher than other diseases. According to statistics, in 2014, over 422 million people were diagnosed with diabetes worldwide and the MENAs had 38.7 million diabetic patients in 2017. Hence, these numbers are expected to rise above 70 million by 2024. Another health-related factor in 2016 is that KSA has an obesity rate of 34.5% among adults, which was again highest in the MENA area. Dealing with the rising health expenditure for the country, especially in private sector which offers several opportunities to investors, operators, and health professionals, is yet another challenge for KSA. High capital costs for attracting high-quality doctors and nurses is important, while maintaining good healthcare services. Early in 2010, Saudi Arabia increased investments in its health sector with a surge of 68% of gross domestic product (GDP) in the national government healthcare expenditure. This was notably greater than those in northern Africa (7).

Currently, Saudi Arabia is delivering free healthcare services to all the citizen and expatriates hired in public sectors, primarily under the Ministry of Health. The government requires some private coverage by employers for the expatriates employed in private organizations. Healthcare services are considered citizen rights and are mostly covered by government expenses. Managing GDP for the country—which ultimately leads to many services provided by government—is another important challenge for the government. Healthcare investment challenges are also associated with rising health issues.

LITERATURE REVIEW

Numerous studies have been conducted to monitor the public health issues (8–11). As health issues are closely related to good health policies, however, it is important to determine the factors which are affecting the public health (12–14). While focusing on the child health issues, several researchers attempted to investigate the determinants of child health issues (15–17). Similarly, Gilliland et al. (18) examined the impact of air quality on child health, which proposes that improvement in air quality helps to minimize the lungs issues.

In the recent years, emerging air pollutants around the world and their impact on public health are the key area of study (19–22). In few important aspects such as indoor and outdoor air quality, the WHO (23) reports that 3.8 million deaths are caused by higher risk of diseases, which generate through indoor air pollution. Tsakas et al. (24) reported that decreased ventilation rate, modern living, and use of synthetic building material are also cause of worsening indoor air quality. But, it is an issue to be raised as reduction in the urban living is yet another emerging issue. Eissner and Balmes (25) mentioned that air pollution hazard arises from both the natural and human activities source and physicians are needed to know that exposure to these pollutants is rising, especially causing lungs and respiratory issues in upcoming generations. Sarwar et al. (26, 27) documented the nexus among carbon emission and health issues.

In case of Saudi Arabia, several studies are addressing the issues separately and creating awareness among the people for health-related risk. Alquaiz et al. (28) addressed in the study about women health risk associated with non-communicable diseases and found in survey that women are to be at greater risk in coming era than men. Similarly, Subhan et al. (29) concluded that young men are at health risk due to smoking habits. Nafees et al. (30) mentioned that smoker's household environment is three times exposed to hazard air pollutants particles in Saudi Arabia. Al Daajani et al. (31) and Moradi-Lakeh et al. (32) documented the early age health issues in children in Saudi Arabia. Al-Hanawi et al. (33) stated that human resource development is major investment in Saudi Arabian concern, which is due to the arising concerns in health issues. Unhealthy lifestyle, due to lack of awareness, making Saudi population prone toward health risk; however, it is important to find the factors and put more investments in health sector (34, 35).

Walston et al. (36) describe that Saudi population is growing rapidly, which leads to more healthcare expenditures for the country. Population growth is a threat to social and environmental factors (37) and lead to health issues by burden of diseases (38). Chemical pollution, environmental pollution, and water pollution all are causes to the burden of diseases hence, it causes health risk to the population. Mahmood et al. (39) stated that environmental policies needed to be re-evaluated, as Saudi Arabia is an oil generating country that leads more environmental degradation (40). Health issues has direct link
to clean environment (20, 26, 27, 41, 42) and many more confirmed this relation. In this study, we used multiple linear regression (MLR) and machine learning tools such as support vector machine (SVM) and artificial neural network (ANN) for forecasting health issues. Table 1 presents the previous studies, which incorporated the machine learning tools for forecasting.

Existing literature focused on SVM and ANN for specific disease, instead of overall public health issues. Either specific health concerns are important, but it lacks to drive the overall health issues of a specific country or region. Without an accurate prediction of health issues, it is nearly impossible to allocate the exact health budget, as well as to take preemptive measures. However, this first contribution of existing study is to fill this gap, in case of Saudi Arabia. Second, this study contributes by using the linear regression and machine learning tools to predict the public health in case of Saudi Arabia, whereas previous literature has not focused on Saudi Arabia.

DATA AND METHODOLOGY

This study employs multiple linear regression (MLR) and two main machine learning tools that are support vector regression (SVR) and ANN, which aim to forecast the health issues. Although, SVR and ANN are gaining interest among researcher, the least error in prediction makes it fits to be employed in this study. The data set contains the period of January 2008 to October 2019 and the sources of data are given in Table 2.

Regression Model

This statistical model is basically a technique to identify the relationship between dependent and independent variables. Regression analysis is mainly used for binary theoretically dissimilar purposes. First, it is used for the predictions, which are nearly similar to machine learning tool. Second, in some circumstances, regression analysis concludes causal relationships among the independent and dependent variables. Linear model in equation (1) is as follows:

\[ \text{Health Issue} = \beta_0 + \beta_1 \text{Health Issue}_{t-1} + \beta_2 \text{CO}_2 + \beta_3 \text{GDP} + \beta_4 \text{Health Expenditure} + \beta_5 \text{Population} + \epsilon \]  

In this equation, \( \beta \) represents the coefficients of independent variables. \( \epsilon \) is referred as error terms that are not detected from data. We use PM2.5 to as a proxy of health issues, as it seems one of the major air pollutant particles. Previous studies have missed the case of Saudi Arabia. Nearly, none of the study is about public health issues and prediction for Saudi Arabia. However, it is important to examine the causes and predictions of public health issues in Saudi Arabia. I will help the policymakers to drive an accurate health policy.

Support Vector Machine

Support vector machine (SVM) has been occurred as supervised classification tool for sorting and regression solutions. In the latest years, this methodology has gained interest and able to end up many suitable solutions. SVM is being considered as robust and accurate technique among ML algorithms. Different
studies opt this method with ANN for health-related issues (49–52). According to Byvatov et al. (53), SVM outperformed and outcomes are more robust with least errors. The regression model is produced through a sequence of high-dimensional functions. The formulations between equations (2) and (9) explain SVR technique from a mathematical aspect.

\[ f(x) = a^*\tilde{h}(x) + b \]  
\[ R(f) = c \frac{1}{n} \sum_{i=1}^{n} L_\varepsilon (y_i, f(x_i)) + \frac{1}{2} ||a^2|| \]

Where, \( \varepsilon \) is indicated the tolerance value.

\[ L_\varepsilon (y, f(x)) = \begin{cases} 0 & |y - f(x)| < \varepsilon \\ |y - f(x)| - \varepsilon & |y - f(x)| \geq \varepsilon \end{cases} \]

In the above equation, \( L_\varepsilon (y, f(x)) \) is marked a \( \varepsilon \) insensitive loss function. The loss is considered as zero if the projected value is inside the \( \varepsilon \) range. Corresponding to the lenient margin hyperplane, we need to present two slack variables, namely, \( \varnothing_i, \varnothing_i^* \), representing the positive and negative deviances, respectively, out of the \( \varepsilon \) range. Equation (2) is reformulated in the following restraint formula:

\[ Min \, \frac{1}{2} ||a||^2 + C \sum_{i=1}^{n} (\varnothing_i + \varnothing_i^*) \]  
Subject to:

\[ \begin{align*} \left[ a^*\tilde{h}(x_i) + b \right] - y_i &\leq \varepsilon + \varnothing_i^* \\ y_i - \left[ a^*\tilde{h}(x_i) + b \right] &\leq \varepsilon + \varnothing_i \\ \varnothing_i, \varnothing_i^* &\geq 0 \end{align*} \]  

The following form solves this restraint optimization solution:

\[ Min \, \frac{1}{2} ||a||^2 + C \sum_{i=1}^{n} (\varnothing_i + \varnothing_i^*) - \sum_{i=1}^{n} \beta_i \left[ a^*\tilde{h}(x_i) + b - y_i + \varepsilon + \varnothing_i \right] - \sum_{i=1}^{n} \beta_i \left[ y_i a^*\tilde{h}(x_i) - b + \varepsilon + \varnothing_i^* \right] \]
TABLE 1 | Overview of support vector machine (SVM) and artificial neural network (ANN) studies.

| References                          | Goal                                                                 | Method                                                                 | Findings                                                                 |
|-------------------------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|--------------------------------------------------------------------------|
| Vijayarani and Dhayanand (43)       | Kidney disease prediction using SVM and ANN algorithms              | The interest of this research paper is to forecast kidney diseases by applying Support Vector Machine (SVM) and Artificial Neural Network (ANN). | ANN is better than SVM.                                                  |
| Esmaeily et al. (44)                 | Comparing three data mining algorithms for identifying the associated risk factors of type 2 diabetes | In this research, artificial neural network (ANN), support vector machines (SVMs), and multiple logistic regression (MLR) models were used, using demographic, anthropometric, and biochemical features. | ANN achieves better results.                                             |
| Madhuravani et al. (45)             | Prediction exploration for coronary heart disease aid of machine learning | The tentative result is on three forecast methods like SVM, K-NN and ANN. It is to generate and recognize the coronary heart disease using three diverse organize machine learning. | Several techniques have been applied for calculation methods, the finest accuracy found in ANN, the greatest precision in K-NN and the top recall in ANN. |
| Hooda and Mann (46)                  | Examining the Effectiveness of Machine Learning                     | The Artificial Neural Network (ANN) and Support Vector Machine (SVM) are performed to generate improved input influences (weights and bias) for the choice of best kernel to categorize the data for additional diagnosis. | SVM performed better than ANN                                            |
| Son et al. (47)                     | Application of support vector machine for prediction of medication adherence in heart failure patients | They function a Support Vector Machine (SVM), a machine-learning method valuable for data sorting, | SVM modeling is a capable classification method for forecasting medication adherence in heart failure patients |
| Mello-Román et al. (48)             | Predictive models for the medical diagnosis of dengue: a case study in Paraguay | They used Artificial neural networks (ANN) and support vector machines (SVM) as supporting tools for medical diagnosis. | In their results, SVM polynomial attained outcomes above 90% for accuracy, sensitivity, and specificity. |

TABLE 2 | Source of data.

| Abbreviation         | Variable                                                                 | Source   |
|----------------------|--------------------------------------------------------------------------|----------|
| Health               | Exposure to PM2.5                                                         | OECD     |
| CO₂                  | Production-based CO₂ intensity, energy-related CO₂ per capita (Tons)     | OECD     |
| GDP                  | Real GDP                                                                 | WDI      |
| Health Expenditure   | Current health expenditure per capita (current US$)                       | WDI      |
| Population           | Population ages 15–64, total                                              | WDI      |

The dual form is mentioned under:

\[
\max \sum_{i=1}^{n} y_i (\varphi_i - \varphi_i^*) - \varepsilon \sum_{i=1}^{n} (\varphi_i - \varphi_i^*)
\]

\[
-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} y_i (\varphi_i - \varphi_i^*) k(x_i, x_j)
\]

\[
x (\varphi_j - \varphi_j^*) = 0;
\]

\[
0 \leq \varphi_i \leq C; 0 \leq \varphi_i^* \leq C; \text{ where } i = 1, 2, 3, \ldots, n
\]

Dependable with the Karush–Kuhn–Tucker theorem, our regression equation is stated as:

\[
f(x) = (\varphi_i - \varphi_i^*) k(x_i, x_j) + b
\]

\[
k(x_i, x_j) \text{ represents a kernel function, which equals the value of input of two vectors, namely, } x_i \text{ and } x_j, \text{ in the feature space } h(x_i) \text{ and } h(x_j).
\]

Among some most utilized kernel functions, such as radial basis kernel, polynomial kernel, sigmoidal kernel, and linear kernel, this study used polynomial kernel function to examine the health issues. Moreover, polynomial kernels have been widely utilized in diverse applications (54). The polynomial kernel with an order of \(d\) and constant of \(\alpha_1\)and \(\alpha_2\) can be formulated in equation (9) as:

\[
k(x, x_j) = (\alpha_1 x_i x_j + \alpha_2)^d
\]

Overall SVR method centers around the hyperparameters (\(C, \varepsilon\)) and the kernel parameters (\(d\)). These parameters and their determining them support correctness of the SVR model. The identification of all the three parameters significantly influences the estimation accuracy of SVR tools. More unambiguously, \(C\) provides the balance among the training error and the model strength. If \(C\) takes too huge a value, the observed risk of the objective purpose will be lessened. According to Vapnik’s, \(\varepsilon\) is systemically created minimal radius tube that values of errors,
which are lesser than certain threshold, are ignored. Smaller values of $\varepsilon$ determine low tolerance error, so it effects the support vector and ultimately the solutions (55).

**Artificial Neural Network Models**

Artificial neural network (ANN) is stimulated by the neurological functions caused by human brain and is articulated on the human being intellectual system. Scholars in numerous fields indicated a great attention in ANN as of its aptitude to discover resolutions under multidimensional, non-linear, and complex statistics. ANN can effortlessly manage with non-linear models and under imperfect data arrangement plus deliver fruitful consequences. ANNs comprise a great quantity of computational fundamentals (neurons) networking across subjective associates. ANN displays some features such as the functioning norm of the human brain and later learning multipart knowledge configurations, as it simplifies this information to apply in several circumstances.

This method can be classified into supervised and unsupervised model; ANN is better performed in predicting results. ANN is highly flexible and its capability to perform diverse relationship from input to output. This technique outperforms even data set is unclear and missing. ANN is broadly used as a practical substitute (56). The samples under this technique are divided into two sets that named as training data and testing data. Testing data is applied to perform the testing process and training data gives the link between output and input (57). In order to acquire the ideal network architecture, different groupings are evaluated. Among these combinations, a factor is to identify proper transfer function. We have applied a hyperbolic tangent sigmoid transfer function as stated in equation (10):

$$f(x) = \frac{1 - e^{-x}}{1 + e^{-x}}$$ (10)
FIGURE 4 | The proposed steps for the methodology of this study.

Step - 1

- Identify the studied factors
- Obtaining the data of public health

Step - 2

- Partition of collected data
- Training: Jan 2008 - Oct 2018
- Testing: Nov 2018 - Oct 2019

Step - 3

- Make a prediction model for MLR, ARR and SVR

Step - 4

- Calculate MSE and MAPE for each model
- By using the results of MSE and MAPE, we select the best model

Step - 5

- Forecast the public health issues
- Provide the policy implications
where $x$ is the weighted input summation of the hidden layer and $f(x)$ is the output of the hidden layer.

The most extensively employed learning algorithm is the backpropagation algorithm (58). The major idea behind using backpropagation algorithm is to reduce the sum of square errors backward propagating through the ANN. The Levenberg–Marquardt algorithm is generally applied to calculate the weights of ANN in backpropagation algorithm. This is derived from Newton’s method (59) and for minimizing a function $V(d)$ with respect to the vector $d$ given in equation (11):

$$\nabla (d) = - \left[ \nabla^2 V(d) \right] \nabla V(d) \quad (11)$$

$[\nabla^2 V(d)]$ denotes the Hessian matrix and $\nabla V(d)$ is the gradient vector.

Figure 3 elaborates the input, hidden, and output layers of ANN.

**Proposed Method**

The anticipated forecasting method is given in Figure 4. This method incorporates three main stages: First, it identifies the highly suitable method for forecasting the health issues in Saudi Arabia. Second, it determines the topmost affecting variable in forecasting the risk in health matters. Third, it refers some
TABLE 3 | Autocorrelation of health issues (exposure to particulate matter 2.5 (PM2.5)).

| Lags | Correlation |
|------|-------------|
| 1    | 0.03        |
| 2    | 0.16        |
| 3    | 0.45        |
| 4    | 0.02        |
| 5    | -0.16       |
| 6    | -0.27       |
| 7    | -0.23       |
| 8    | -0.41       |
| 9    | -0.05       |
| 10   | 0.47        |
| 11   | 0.92        |
| 12   | 0.43        |
| 13   | 0.12        |
| 14   | -0.54       |
| 15   | -0.26       |

The value of autocorrelation is higher at lag 12, however, we use lag 12 as independent variable along with other independent variables.

TABLE 4 | Unit root.

| Variable          | ADF (p) | Result  | KPSS (p) | Result  |
|-------------------|---------|---------|----------|---------|
| Health            | 0.001   | Stationary | 0.742   | Stationary |
| Health Expenditure| 0.000   | Stationary | 0.983   | Stationary |
| CO₂               | 0.027   | Stationary | 0.254   | Stationary |
| GDP               | 0.000   | Stationary | 0.684   | Stationary |
| Population        | 0.000   | Stationary | 0.218   | Stationary |

The null hypothesis of ADF shows the presence of unit root in series. For KPSS, the null hypothesis presents the series are stationary. We found all the variables are stationary at level.

TABLE 5 | Stepwise regression results.

| Variable          | Coefficient | Prob. |
|-------------------|-------------|-------|
| Health issues \_{t-1} | 0.992*** | 0.000 |
| Health Expenditure | -0.050**  | 0.019 |
| CO₂               | 0.075**  | 0.011 |
| GDP               | -0.081***| 0.000 |
| Population        | -0.093   | 0.742 |
| Constant          | 3.686*** | 0.000 |
| R-squared         | 0.997    |       |
| Adjusted R-squared| 0.997    |       |
| S.E. of regression| 0.008    |       |
| Sum squared residual | 0.008  |       |
| Log likelihood    | 446.950  |       |
| F-statistic       | 8455.636 |       |
| Prob(F-statistic) | 0.000    |       |

The *** and ** symbols indicate the level of significance at 1 and 5 respectively.

The mean absolute percentage error (MAPE), which assists in adjusting parameters to get more correct forecasting outputs.

Step 5: As parameters are adjusted in previous step, this last step forecasts risks outcomes in health issues for the next years that benefits policymakers and health workers to identify the problems and major variables to be noticed.

RESULTS AND DISCUSSION

As discussed in the previous section, our first step includes an assessment of previous years’ forecasted health issues that were aroused by some other variables. Using the data from 2008 to 2019, Figure 5 clearly defines that, according to time plotted, 2010 was an important year as the rise in health exposure to PM2.5 increased each month. The following years had the same pattern. The main contributors to the poor air quality are the carbon output from automobiles and manufacturing plants, as well as the effects of natural uncertain dust storms. In Saudi Arabia, dust storms are worse during spring from March to May every year (60).

Other than historical health data, more variables should be considered to identify and assess health risks. For this purpose, we incorporated variables such as CO₂, GDP, health expenditure, and population. Figure 6 predicts the testing data by linear plotting. Its linear trend helps to forecast a correct and precise model.

Moreover, we applied tests to analyze the autocorrelation values from lag 1 to lag 15, as shown in Table 3. The results depicted that lag 11 had the highest autocorrelation value of 0.92. Forecasting the time series health issues suggested that inputs include CO₂, GDP, health expenditure, and lag11 (lag health) in the proposed model. Upon further analysis, we performed a stepwise regression model to identify the best predicting variables that affect health in Saudi Arabia.

Splitting the Data Set

The anticipated procedure to forecast health risks requires other variables as mentioned by regression model. Each variable is
important to predict the risk of health issues. Continuing the procedure, the data set is divided into the training and testing data sets for the period of 1/1/2008 to 31/12/2018 for the proposed model.

Table 4 shows the unit root test results applied on our data set. Prior to application of MLR technique, we analyzed the existence of stationary data set. We applied Augmented Dickey–Fuller (ADF) and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests and our results confirmed that all the variables are stationary at level. Hence, we can apply our MLR technique following our selected machine learning tools such as ANN and SVR. Demonstrating stepwise regression results in Table 5, we found that health expenditures, CO$_2$, and GDP are significantly contributive toward the health issues forecasting. Since population is considered to be insignificant in its role of prediction, Saudi Arabia faces challenges of carbon emission and its impact on public health because of its oil production (39). As one of the richest countries in the world, Saudi Arabia is investing huge funds into their public sectors such as education and health. In such scenario, the government provides health opportunities by increasing the health benefits at door steps (61). The effect of GDP with its oil income is higher, directly reducing the investment in health expenditures, so it is an important factor in recognizing the health risk in upcoming years. The population is rising, which increases the health expenditure (33); but, in case of Saudi Arabia, it is not significant predictor for health risk. Health expenditure of the country is negatively related to health issues, which highlight that more health expenditure leads to less public health risks. Increased health spending will decrease health risks in Saudi Arabia for the next few years. We also found that CO$_2$ has a positive effect on health since hazard emissions in the environment affect exposure to PM2.5, raising the pollution level and creating health and environmental issues. Considering the effect of GDP, it has a negative relationship with health because of progress in other sectors that result in less spending toward health departments.

Figure 7 is the graphical representation of our results that prove that SVR forecast on the data set is more accurate, whereas...
**FIGURE 8** The percentage errors of MLR, ANN, and SVR models for testing data.

**FIGURE 9** The graph shows the real health issues and forecasts from MLR, ANN, and SVR for testing data.
MLR and ANN are lacking behind as in prediction model. Table 6 demonstrates that SVR is the most precise forecasting model of mean squared error (MSE) with value 0.008 and MAPE with 0.014 for training data. Similarly, testing data also showed the lowest value of MSE with 0.010 and MAPE with 0.015 compared to MLR and ANN. In this study, ANN is with highest MAPE of 0.725 in predicting the future health issues. The proposed SVR model with a polynomial cubic kernel function can be implemented as a significant policymaking tool in forecasting the upcoming risk in health issues and what steps to take.

Figure 8 determines that prediction of health risks has lower percentage in SVR techniques than in ANN and MLR. ANN has highest percentage of errors. Figure 9 represents the forecast testing data derived from SVR and this graph depicts that the data are the closest to observed data. Accuracy is more justified to be used as predicting model for health issues in this study.

Since our results support the SVR model for prediction, we use the SVR machine learning tool to forecast the health issues in coming months. Figure 10 depicts that health issues will rise in the upcoming months, but health issues will decrease, compensating for the rise. We attribute this to the government's precaution and increased spending in health-related policies.

CONCLUSION AND IMPLICATIONS

The rise in health issues resulting from environmental factors stimulates the concentration of researchers, since this is an important policy or financing department for countries. This study incorporates forecasting of health issues of KSA and highlights the major impacts on public health. The people of KSA are also facing rising health issues due to their personal lifestyle and poor eating habits. Another factor is hazardous emissions that cause air pollutants, which are vital to understanding the health risks. In this study, we used four variables, which are proposed forecasting factors for health-associated risks in Saudi Arabia. These factors include carbon emissions, GDP, population, and health expenditures. This study applied multilinear regression to understand and find the primary concern of forecasted health issues. Our statistical results show a strong negative relationship between health issues, GDP, and health expenses of the country. This demonstrates that GDP and health financing of the country can decrease health issues. We believe that, as a participant of the National Transformation Program 2020, the Ministry of Health declared advanced funds, improvements, and development of the Saudi Arabian healthcare plan. Moreover, investments in the health department started in 2010 and to date are considered to be an important part of policymaking and to finance departments. According to Tyrovolas et al. (62), KSA mortality rates decrease more during the period of 2010 to 2017 than from 1990 to 2010. Our analysis found that carbon emissions negatively affect health risks, since PM2.5 arises from hazardous emissions, which contribute to major health issues. Air pollution is highly affiliated with cardiovascular illnesses, strokes, respiratory diseases, and neurological development in children (2–4). Since population is
found to be insignificant and shows no association with health issues, KSA’s rising population might increase health expenses because of free medical services, but healthcare investments are enough to fix this risk.

In this study, another important finding includes the accurate forecasting model for health issues risk in KSA. We applied MLR, SVM, and ANN for this purpose, which resulted in SVM to be more accurate than ANN and MLR techniques. As mentioned in Table 6, SVM has the most accurate results with MSE of 0.008 and 0.010 for training and testing data as compared to ANN and MLR. On this basis of accuracy selection of SVM model, we forecasted that medical issues will rise in the beginning of next year. Drastic reduction has also been forecasted by the year October 2019, giving a view of the National Transformation Program 2020 activities effect on this reduction.

As a result of this study’s findings, we recommend that policymakers concentrate on variables such as carbon emission, GDP, and health expenses in their decision-making. These are highly contributive factors for health issues risks and cannot be ignored to combat this concern. Financing for health expenses needs investments, hence enhancing GDP is a vital factor to increased government spending. Decision-makers can use the machine learning tool SVM to forecast upcoming years’ health issues before determining policy or financing decisions, so they can achieve more accurate results and less error performance. This study can be further enhanced by comparing the other GCC countries and determining the most impactful factor in decision-making. In another way, this study has missing pandemic time period and can incorporate pre- and post-coronavirus disease 2019 (COVID-19) situation of the country. This study can further be improved by introducing variables such as dividing population into gender, age below 35 or above 35 years, and children. This could highlight whether population is still an insignificant factor in forecasting health issues or if some classification is not contributing significantly toward health risk issues. Importantly, further studies can use other proxies of health issues such as exposure to carbon.
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