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Abstract

A method for quasistatic cohesive fracture is introduced that uses an alternating direction method of multipliers (ADMM) to implement an energy approach to cohesive fracture. The ADMM algorithm minimizes a non-smooth, non-convex potential functional at each strain increment to predict the evolution of a cohesive-elastic system. The optimization problem bypasses the explicit stress criterion of force-based (Newtonian) methods, which interferes with Newton iterations impeding convergence. The model is extended with an extrapolation method that significantly reduces the computation time of the sequence of optimizations. The ADMM algorithm is experimentally shown to have nearly linear time complexity and fast iteration times, allowing it to simulate much larger problems than were previously feasible. The effectiveness, as well as the insensitivity of the algorithm to its numerical parameters is demonstrated through examples. It is shown that the Lagrange multiplier method of ADMM is more effective than earlier Nitsche and continuation methods for quasistatic problems. Close spaced minima are identified in complicated microstructures and their effect discussed.
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1. Introduction

Original approaches to fracture modeling were based on linear elastic fracture mechanics (LEFM), later generalized to the development of a plasticity zone at the crack tip. Based on failure criteria employing the concepts of stress intensity factor and the J-integral, they were typically used in a post-processing step assuming idealized geometries and then incorporated into finite element analyses. In contrast, cohesive fracture
assumes gradual decohesion ahead of the fracture tip. This seems to be close to the reality of most materials. It also offers regularization of several aspects of LEFM, which treats each material point as either cracked or uncracked. Following the pioneering work of Griffith [1], several authors [2-4] cast LEFM as an energy minimization problem. Attendant numerical solutions gave rise to a class of smeared crack methods that employ a phase field [3, 4]. These were later extended to include cohesive fracture [6, 7]. In a parallel development, discrete cohesive fracture in the sense of initiation and propagation of a strong displacement discontinuity was also formulated as a minimization problem of a non-differentiable, non-convex energy functional in [8, 9]. The concept of subdifferential and a continuation method were used, respectively. Applied to cohesive models which postulate no separation prior to a critical stress combination (termed “initially rigid” or “extrinsic” cohesive models), these works are distinct from finite element methods that use the same weak form as obtained from minimization of a smooth functional. The latter methods deal with crack initiation through an externally imposed stress criterion in the course of solving the attendant ODEs while in non-smooth optimization methods the activation criterion lies within the optimization method in the sense that an interface will open when it is energetically favorable to do so and not according to an externally imposed criterion. It was shown in [10] that the force based (as opposed to energy based) approach of solving equilibrium ODEs leads to a discontinuity of the internal force vector in time (termed a “time discontinuity”) which results in an ill-posed set of ODEs. It was further shown that the discontinuity is the root cause of some undesirable features of cohesive crack analysis [11]. Although remedies specifically meant to address the time discontinuity problem were offered [10, 13] as well as others, addressing undesirable behaviors without specifically attributing them to time discontinuity[14], it was shown in [9, 15, 17] that time discontinuity can be cured with no additional effort by the energy method applied to a non-differentiable, non-convex functional.

The phase-field method has the advantage that it tracks the crack path independent of the element boundaries, whereas the discrete method, as implemented so-far [9, 17-19], presupposes the crack path along element interfaces. This draw-back is currently addressed by randomized [20] or special isoperimetric [21] meshes, the latter coming with mathematical guarantees of (slow) convergence in 2D. The method, however, can be implemented with XFEM or any other embedded strong discontinuity method. On the other hand, the discrete model is able to represent crack opening and therefore fragmentation, as well as multiphysics problems in which flow within the crack is part of the problem.

In this paper we focus on the discrete cohesive energy method, whose avoidance of an explicit fracture criterion precisely leads to the above mentioned property of “time continuity”, i.e., a model that generates a continuous force vector at the time of crack activation. It also endows the model with the ability to perform implicit calculations, whereas in force-based (as opposed to energy-based) methods, the criterion interferes with the Newton iterations of an implicit scheme thus impeding convergence.

“Initially rigid” or “extrinsic” cohesive models were initially proposed for explicit dynamics [22]. They are applied to quasistatic problems less commonly in the literature because of the difficulty that Newton’s method does not converge on functions nondifferentiable at the solution. Convergence of Newton’s method has been studied in the context of nondifferentiable functions arising in fracture simulations using peridynamics [23]. Other authors, for example [24], recognizing the issue, opted for an explicit
solution of the quasistatic problem or circumvented difficulties of an implicit solution by either keeping the cracks fixed during Newton’s iterations [25, 26] or employing an “elastic-cohesive” (“intrinsic”) model [27].

The ability of the energy method to perform effective implicit calculations for quasistatic problems was confirmed by several implicit optimization implementations [9, 17, 19], which, however, provided slow convergence. Recent work [18] resulted in an optimization method, both implicit and explicit, based on a discontinuous Galerkin formulation with Nitsche flux and a block coordinate descent (BCD) algorithm, which performs well in explicit dynamics but is slower in implicit calculations, especially for quasistatic problems. This paper develops a new iterative method using ADMM (Alternating Direction Method of Multipliers) for quasistatic fracture that is 2-3 orders of magnitude faster for the set of problems considered. The new method uses ADMM to optimize the non-convex, non-smooth, linearly constrained potential function sequentially for each level of load.

In Section 2, an overview of the cohesive-elastic potential function is given. Spatial discretization is obtained in Section 3. In Section 4, the ADMM algorithm is applied to this problem and primal and dual convergence criteria are introduced. A new extrapolation technique, introduced in Section 4, is later (Section 6) shown to reduce the run-time by up to an order of magnitude by linearly estimating the next state and using this point as the optimization initial coordinate for the following quasistatic loading step. This technique is believed to have potential use in other quasistatic models as well. An example problem in Section 5 shows the dramatic improvement in run time of the proposed method compared to other methods. The algorithm is dependent on four discretization and optimization parameters. To analyze the sensitivity of the results to these parameters, in Section 6 several studies are performed on a test problem with adjusted parameter values. The time complexity of the ADMM algorithm is also experimentally tested. Nearly linear scaling with problem size and very fast iteration times allow the ADMM algorithm to solve large static fracture problems quickly.

2. The energy approach and its spatial discretization

We consider a class of models composed of a bulk linear-elastic material in which cohesive surfaces with non-zero opening form at a sufficient level of stress. This property of the cohesive cracks, i.e., an initially-rigid behaviour, is responsible for the singularity of the potential function and for the fact that implicit quasistatic solutions are less commonly encountered in the literature [28–31]. The system considered is a connected shape $\Omega$ in two dimensions (the logic generalizes to three dimensions) with a predefined set of interfaces $\Gamma_d$, taken to be finite element boundaries (see next section), interlacing the shape. The state of the system is given by the displacement field $u(x)$, which admits discontinuities on $\Gamma_d$. The interface openings $[u(x)]$ are defined as the jump discontinuity of $u(x)$ along $\Gamma_d$,

$$[u] = u^+ - u^-$$

$$u^\pm = \lim_{\varepsilon \to 0^\pm} u(x \pm \varepsilon n_d),$$

and $n_d$ is the unit normal on $\Gamma_d$, whose orientation is defined arbitrarily.
The potential energy of the system assuming no body forces is defined as

$$\pi(u) = \int_{\Omega} \psi(\varepsilon(u)) dV + \int_{\Gamma_d} \phi(\delta) dS - \int_{\partial \Omega} u \cdot \bar{t} dS$$

(3)

where

$$\delta = [u(x)]_n,$$

(4)

$$\phi(\delta) = \phi_c(\delta) + I_{R^+}(\delta_n),$$

(5)

$$\phi_c(\delta)$$ is the cohesive potential function, an example of which for a linearly descending cohesive interface model is defined in Fig. 1; $$\delta$$ is the magnitude of $$\delta = (\delta_n, \delta_s)$$, also defined in Fig. 1; $$\delta_n$$ is the normal component of the interface opening vector in the direction of $$n_d$$ and $$\delta_s$$ the component of the same vector in the direction parallel to $$\Gamma_d$$; $$I_{R^+}(\delta_n)$$ is an indicator function (in the sense of convex analysis [32]) enforcing that no interpenetration occurs along $$\Gamma_d$$ by assigning infinite energy to the non-feasible configuration $$\delta_n < 0$$; $$\bar{t}$$ is a vector of tractions applied to part of the body's boundary denoted $$\partial \Omega$$. We note that both $$\phi_c(\delta)$$ and $$I_{R^+}(\delta_n)$$ are not differentiable at crack initiation corresponding to $$\delta = \delta_{\text{max}} = 0$$; see Fig. 2.

$$\psi(\varepsilon(u))$$ is the linear-elastic energy associated with displacement $$u$$. The material is assumed to behave in a linear-elastic manner so the local elastic energy density obeys:

$$\psi(\varepsilon(u)) = \frac{1}{2} \varepsilon(u) : D : \varepsilon(u),$$

(6)

where $$D$$ is the elasticity constitutive tensor and $$\varepsilon(u)$$ is the symmetric part of the displacement gradient. In a typical problem a subset of $$u$$ will be set by the Dirichlet boundary conditions.

\begin{figure}[h]
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\caption{Initially rigid linearly decaying traction - separation model. $$\delta = \sqrt{\delta_n^2 + \beta^2 \delta_s^2}$$ is an effective opening displacement with “mixity parameter” $$\beta$$ as introduced in [22]; $$\delta_c$$ is the opening magnitude at complete failure, and $$\sigma_c$$ the critical stress that must be reached for failure initiation. The cohesive potential is irreversible: a) during initial loading (when $$\delta > \delta_{\text{max}}$$), some energy is dissipated; b) when unloaded and re-loaded to a displacement less than $$\delta_{\text{max}}$$, stress increases proportional to $$\delta$$. In each case, $$\phi_c$$ is equal to the total shaded area. The dissipated portion of the energy is shaded darker.}
\end{figure}
The optimization problem is spatially discretized in 2D plane stress/plane strain applications by a triangular finite element mesh with multiple copies of nodes so that no element shares a node with a neighbouring element. Cohesive interface elements are positioned between elements at each element boundary at the start of the simulation acting as potential sites of crack initiation and propagation (i.e., $\Gamma_d$ is taken to be the union of all element edges in the mesh). The deformation state is parameterized by $u_h$, a vector containing the global displacements of the nodes and an interface opening displacement $\delta_i$ per Gauss point $i$ of each interface surface, computed as an additional variable and constrained to equal $[u_i]$ at the Gauss point; $[u_i]$ and $\delta_i$ can be computed in either the global or the local coordinate system of the interface (a normal and a parallel component) at the Gauss point. The initial surface orientation is used to define the normal direction and is not updated during the simulation (for use in problems with significant rotation this should be updated). In either case, the operation $u_h \rightarrow [u_i]$ is a linear transformation composed of interpolation, vector difference, and rotation. The operator $A_i$ is used to denote the linear mapping at Gauss point $i$:

$$ [u_i] = A_i u_h. \quad (7) $$

Let $\delta_h$ define the set of interface opening vectors at all interface Gauss points. Let $K$ be the global stiffness matrix of the triangles (i.e., the “bulk” finite elements) and consider a Gauss quadrature is employed for numerical integration on $\Gamma_d$. The total energy of the discretized system in the absence of body forces and surface tractions is

$$ \pi(u_h, \delta_h) = E(u_h) + C(\delta_h), \quad (8) $$

where

$$ E(u_h) = (1/2) u_h^T K u_h \quad (9) $$

is the total elastic energy of the discrete system and

$$ C(\delta_h) = \sum_{i \in IntfPoints} a_i \phi_c(\delta_i) \quad (10) $$

is the cohesive energy, with $a_i$ the effective (weighted) area of interface point $i$ and $\delta_i = \sqrt{\delta_{n_i}^2 + \beta^2 \delta_{s_i}^2}$, formed from the 2-vector $\delta_{hi} = (\delta_{n_i}, \delta_{s_i})$ within $\delta_h$ corresponding
to interface point $i$. In what follows the subscript $h$ pertaining to spatial discretization will be dropped, i.e., vectors $\mathbf{u}, \mathbf{\delta}$ will be used for $\mathbf{u}_h, \mathbf{\delta}_h$, respectively, not to be confused with the 2-vectors $\mathbf{u}, \mathbf{\delta}$ of the continuum formulation. Replacing equation (7), $Au$ will denote the displacement jumps obtained from $\mathbf{u}_h$ at interface Gauss points, collectively.

3. Quasi-static minimization and ADMM algorithm

A quasi-static process is a process that occurs slowly enough so as to always be in equilibrium. An equilibrium state is one of locally minimal energy. It is therefore natural for a time discrete mathematical model of a quasi-static process to be posed as a sequence of energy minimization problems subject to constraints defined by the changing boundary conditions. The problem statement can therefore be defined as:

$$ (\mathbf{u}, \mathbf{\delta})^k = \operatorname{argmin}(\pi(\mathbf{u}, \mathbf{\delta})) \quad \text{s.t.} \quad \mathbf{u}_{BC} = \bar{\mathbf{u}}_{BC}^k, \quad \mathbf{\delta} = Au $$

(11)

where $\mathbf{u}, \mathbf{\delta}$ are nodal displacements and interface point openings; $\mathbf{u}^k$ is the solution at load step $k$, $\mathbf{u}_{BC}$ is the subset of $\mathbf{u}$, at which the Dirichlet constraints are applied, $\bar{\mathbf{u}}_{BC}^k$ is the value of the boundary conditions at load step $k$. It is assumed that the system is under such conditions that it will equilibrate at the nearest local minimum. Because the cohesive energy function is non-convex, the entire functional is non-convex, which means that there will in general be multiple local minimizers. The optimization method proposed here will converge to one of these. The computed minimizer is close to the equilibrium from the previous load step in most cases. This is physically plausible and, as reported, the energy minimization computations using different methods [17–19] match physical experiments. However, the underlying physical system may be fundamentally unstable in the sense that a small perturbation to the geometry or parameters leads to a significantly different solution path. One such occurrence of importance to multiscale analysis is identified in the test problem of Section 6. This behavior can be detected by an optimization method like the one proposed here only by sampling the space of geometries and parameters with multiple runs.

With algorithmic speed and simplicity as priorities, ADMM was chosen as the optimization algorithm. In [33] it is shown that ADMM will converge for a class of non-smooth, non-convex functions quite similar to the potential functions considered here. As an iterative method, ADMM simplifies the global optimization problem into one that is an unconstrained quadratic optimization problem and a set of low dimensional optimization problems that can be solved analytically. This aspect is similar to [18], except that in that method the explicitly parametrized Lagrange multipliers used here (see below) are replaced with the Nitsche flux, which has advantages in a dynamic setting but is not as effective for quasistatic problems. A significant difference between optimization for dynamic problems and optimization for quasistatic problems is that quasistatic optimization loses the regularization provided by the mass matrix. The continuity of tractions at interface points at the time of crack activation [10] remains relevant to ensure a smooth development of forces with evolution of the deformation throughout the solution trajectory. This is achieved with the use of the energy method as explained in [9]. Quasistatic iterative solutions with a stress-based (Newtonian) formulation, i.e., one that relies on extrinsic fracture criteria to initiate and propagate fractures, are indeed very difficult to converge [34].
In the following, the ADMM algorithm is presented and primal and dual convergence checks [35], computed using the infinity norm on residuals with units of pressure, are introduced. First, the augmented Lagrangian for the problem is defined:

$$ L(u, \delta; y) = E(u) + C(\delta) + y^T(Au - \delta) + \left(\frac{\rho}{2}\right)||Au - \delta||^2, $$

(12)

where $y$ is the Lagrange multiplier vector of the same length as $\delta$ (i.e., one Lagrange multiplier $y_i$ per interface Gauss point $i$) and $\rho$ is an optimization parameter (penalty).

The ADMM algorithm [35] is:

```plaintext
while !converged do
    \begin{align*}
    u^{k+1} &= \min_{u} [E(u) + (y^k)^T(Au) + \left(\frac{\rho}{2}\right)||Au - \delta^k||^2] \\
    \delta^{k+1} &= \min_{\delta} [C(\delta) + (y^k)^T(-\delta) + \left(\frac{\rho}{2}\right)||Au^{k+1} - \delta||^2] \\
    y^{k+1} &= y^k + \rho(\delta^{k+1} - A^{-1}(\delta - \delta^k))
    \end{align*}
end while
```

This statement of the problem defines the displacement variable and the fracture opening variable at an interface point as separate values and then specifies their relationship using the linear constraint $Au = \delta$. The benefit of this approach is that the separate optimizations in $u$ and $\delta$ are much simpler. For the deformation minimization, this is exactly the same as for a normal elastic problem and can be solved by solving a linear system: with $E(u)$ given by (9), the $u$ minimization expands to

$$ u^{k+1} = \min_{u} [(1/2)u^T(K + \rho A^T A)u + u^T A^T (y^k - \rho \delta^k)], $$

(13)

requiring

$$ (K + \rho A^T A)u^{k+1} + A^T (y^k - \rho \delta^k) = 0 $$

(14)

or

$$ u^{k+1} = - (K + \rho A^T A)^{-1} A^T (y^k - \rho \delta^k), $$

(15)

assuming that $(K + \rho A^T A)$ is positive definite and therefore invertible, which is the case for any positive, nonzero penalty parameter $\rho$.

The crack opening minimization is written as

$$ \delta^{k+1} = \min_{\delta} [C(\delta) - (y^k)^T \delta + \left(\frac{\rho}{2}\right)||Au^{k+1} - \delta||^2]. $$

(16)

This minimization entails the derivative of $\phi_c(\delta)$ w.r.t. $\delta$. Because $\phi_c(\delta)$ is not globally differentiable, a straightforward solution of the minimization problems [17] is out of reach. A computational algorithm is employed which exploits a generalized differential calculus to solve the non-differentiable problem [17]. The generalized gradient of a function $f$ at a non-differentiable point $x$, which is denoted $\nabla f(x)$, is defined as the set of slopes that are less steep than the slope of any directional derivative of $f$ at $x$ considering all admissible directions. Graphical interpretations of $\nabla \phi_c$ and $\nabla I_{\mathbb{R}^+}$ at the
origin are schematically shown in Fig. 3 and 4. At differentiable points, the generalized
gradient reduces to the singleton set \( \{ \nabla f(x) \} \). Just as in differential calculus, where
derivatives are rarely computed from the definition, one appeals to a body of theory
and to certain rules that characterize generalized gradients, see [32]. Using generalized
differential calculus, one writes: \( \delta^* \) is a solution of (17) if and only if
\[
0 \in \partial \phi_c(\delta^*_i) + \partial I_R^+ (\delta^*_n,i) + \{ \rho \delta^*_s - p_i \},
\]
where the summation is performed in a Minkowski sense (see [32] for a definition of
Minkowski sum) and \( p_i \) is a traction computed from the known deformation and Lagrange
multipliers at interface point \( i \),
\[
p_i = y_i + \rho A_i u_i. \tag{19}
\]
Equation (18) can be used to readily determine if the minimizer occurs at a non-
differentiable point. If not, solution is sought in a domain where the objective is dif-
ferentiable, which can be solved analytically for \( \beta = 1 \) (or numerically otherwise). We
refer the reader to [18] for a detailed derivation of these criteria for brevity of presentation.
The resulting algorithm is:

Compute \( p_i = \sqrt{\max(p_{n,i}, 0)^2 + \| p_{s,i}/\beta \|^2} \)
if \( p_i \leq \sigma_c \) and \( \delta_{\max,i} = 0 \), then
\begin{enumerate}
  \item pre-activation state with \( \delta_i = 0 \)
\end{enumerate}
else
\begin{enumerate}
  \item if \( p_{n,i} \leq 0 \), set \( \delta_{n,i} = 0 \) and solve (17) for \( \delta_{s,i} \) only,
  \item else, declare \( \delta_{n,i} > 0 \) and solve (17) for \( \delta_i \)
\end{enumerate}

Figure 3: Graphical interpretation of \( \phi_c \) at the origin; a) in the plane \( \delta_s = 0 \) and b) in the plane \( \delta_n = 0 \).

The remaining information needed to complete the model definition is the choice
of the augmented Lagrange parameter, \( \rho \), and that of convergence criteria. For each
individual crack opening energy minimization to have a unique solution, the problem must be strongly convex. This can be achieved \([18]\) if

\[
\rho > a_i \frac{\sigma_c}{\delta_c} \forall i. \tag{20}
\]

Larger values of \(\rho\) effectively limit the distance travelled in each optimization iteration. This parameter can be used to make the optimization more conservative and not escape local minima as easily. For the following tests a value was chosen experimentally, where the trade-off between run-time and accuracy was weighed (larger values typically resulted in more consistent solutions but required more optimization iterations).

The convergence criteria used are a modification of those suggested in \([36]\). The optimality conditions are primal and dual feasibility; primal feasibility can be computed directly while dual feasibility can be estimated using the current and previous state vectors. They specify that the linear constraints are satisfied and that the projection of the generalized gradient onto the feasible plane contains the zero vector. In accordance, the following residuals are formed:

\[
r^{k+1} = Au^{k+1} - \delta^{k+1} \tag{21}
\]

\[
s^{k+1} = \rho A^T \left( \delta^{k+1} - \delta^k \right). \tag{22}
\]

The primal residual, as defined above, has units of distance. By multiplying by \(\rho\) and dividing each entry by the effective area of the corresponding interface Gauss point, the quantity is converted to a set of fictional pressures being applied by the augmented component of the Lagrangian to enforce the equality constraint. The convergence check used is the infinity norm of this vector of pressures. By taking the maximal value, this check can be considered a guarantee of local equilibrium. If, instead, the sum of pressures is used, then the check becomes increasingly more stringent with higher mesh resolution. Taking the average augmented pressure has a similar problem: creating a larger mesh with areas not under stress would reduce the importance of the areas locally out of equilibrium, making the convergence check less stringent:

\[
r^{k+1} = \rho \left( Au^{k+1} - \delta^{k+1} \right) \odot a, \tag{23}
\]
where $\odot a$ denotes element-wise division by the effective interface areas. A similar transformation is applied to the dual residual, which originally has units of force. By dividing each 2-vector in $s$ by the effective surface area of the corresponding interface point, the vector of forces is converted to a vector of pressures. Each of these pressures gives an estimate of the local energy imbalance. This can be interpreted as an estimate of the potential gradient projected onto the constraint surface and normalized by the effective surface area. For the same reasons as above, the convergence check uses the infinity norm of this dual pressure residual:

$$
\tilde{s}^{k+1} = \rho A^T [(\delta^{(k+1)} - \delta^{(k)}) \odot a].
$$

Then, in order to move to the next quasistatic step the following two conditions must be satisfied:

$$
||\tilde{r}^{k+1}||_\infty < c_{\text{primal}} \tag{25}
$$

$$
||\tilde{s}^{k+1}||_\infty < c_{\text{dual}}. \tag{26}
$$

The convergence criteria constants are defined based on the requirements of the problem. Due to their construction, they do not have to be updated for changes in $\rho$, mesh size, or number of elements. The maximum physical pressure experienced in a simulation is bounded above by $\sigma_c$, and the typical pressure of most areas of interest is usually close to this value. So requiring that $c_{\text{dual}} < \sigma_c/300$ and $c_{\text{primal}} < \sigma_c/300$ was found to give reasonably converged solutions. Because $\rho$ must be large to ensure small steps are taken and that the $\delta$ optimization is convex, the primal residual is typically an order of magnitude smaller than the dual residual. Usually, when this is observed in an ADMM optimization, $\rho$ would be decreased to achieve a more balanced convergence rate, but for the test problem in Section 6, the slight inefficiency is accepted.

4. Extrapolation method

An extrapolation technique was used to reduce computation time in subsequent optimizations. The default choice for the starting point for the next load step is the converged solution of the previous load step. This is probably the safest choice in general, however, it does not take advantage of the local smoothness often seen in the problem. Of the steps taken in the simulation, a majority do not experience a significant change in the number of open cracks. A reasonable assumption in this situation is that the system is locally almost linear, therefore the updated state in a new load step will be well approximated by a linear extrapolation of the previous converged solutions. Let $z^k = [u^k; \delta^k; y^k]$ denote the state of the optimization system at step $k$ and let $\hat{z}^{k+1}$ be the estimate for the next time step. Since the problem constraints are linear and both $z^k$ and $z^{k-1}$ are feasible states, any linear combination of them will also be feasible, i.e., it will have low primal residual. Then the approximation being made is

$$
\hat{z}^{k+1} = z^k + (z^k - z^{k-1})
$$

and $\hat{z}^{k+1}$ is used as the initial estimate for the $k + 1$ optimization step. This is done by setting the initial state to the extrapolated value, updating the loading conditions, and
then iteratively solving for the actual updated state, $z^{k+1}$. The decision of whether to use an extrapolation estimate is made based on the accuracy of the extrapolation in the previous step, as given by

$$||z^k - z^{k-1}|| / ||z^k - z^k||.$$  

If the current guess quality is better than a set threshold, for example greater than 2, then an extrapolation estimate is used for the next step. Otherwise the current point, $z^k$, is used as the initial state.

In Section 6.2, the impact of the extrapolation method on the solution and number of optimization iterations is investigated for an example problem. Generally, depending on the problem, extrapolation was observed to provide between zero improvement and a factor of 10 speedup. In some cases, slightly different results have been predicted when using the extrapolation estimate. This is believed to be caused by jumping into a neighbouring local minimum.

The extrapolation method is not specific to ADMM and could likely also be applied to other models, in which consecutive optimizations are being performed. Potential improvements are the use of higher order extrapolation methods or learned heuristics; testing a small set of predicted starting points and picking the one with the lowest residual; and checking the energy at intermediate points between $z^{k+1}$ and $z^k$ to ensure a local minimum is not being escaped.

5. Example problem

We compare the performance of the ADMM algorithm with algorithms in our previous work including block-CD [18], continuation [17], and interior point [19] algorithms. The problem considered for this purpose is the mixed-mode failure of the single-edge notched beam of Galvez et al. [37] which is summarized in Figure 5. The FE mesh used was the same as the finer mesh in [17] consisting of 3508 6-noded triangular elements. All algorithms yield seemingly identical results which are shown in Figure 6 along with a comparison with experimental observations reported in [37] and numerical simulations obtained in [38] using a 3D XFEM model. The run-times of different algorithms are summarized in Table 1. All methods were implemented in our in-house code and convergence was judged by considering similar error tolerances. As opposed to the ADMM and block-CD algorithms, the continuation and interior point methods rely on a monolithic solution of the discrete energy minimization problem using the trust region minimization algorithm. Whereas the continuation method is based on successive smooth approximations to the minimization problem, the interior point method uses techniques developed for convex second-order cone programming. The number of load steps was different in each algorithm and was chosen by trial and error to optimize convergence of the iterations. Significantly smaller steps were required in the block-CD algorithm to obtain convergent iterations. The ADMM outperforms all previous algorithms in this quasi-static problem. This is due not only to savings because of relatively large load increments, but also the need for fewer iterations for convergence at each step.

Figure 6 also shows force-displacement curves obtained using four different meshes. The meshes consist of 5684, 14663, 44773, and 65451 elements, respectively. Furthermore, Figure 7 shows the crack paths.
Figure 5: Single-edge notched beam; a) problem setting and relevant mechanical properties and, b) deformed geometry (magnified by a factor of 100) of the single edge notched beam with 0.075mm applied vertical displacement.

Table 1: Comparison of run-times

| Algorithm          | Load steps | CPU                  | Run-time |
|--------------------|------------|----------------------|----------|
| Block-CD           | 4000       | 3.3 GHz Core i7 5820K | 9.6 hr   |
| Continuation       | 500        | 3.3 GHz Core i7 5820K | 13 hr    |
| Interior point [19]| 26         | 2.6 GHz Xeon E5-2690 | 17 hr    |
| ADMM (without extrap.) | 200         | 3.3 GHz Core i7 5820K | 21.7 min |
| ADMM (with extrap.) | 200        | 3.3 GHz Core i7 5820K | 3.1 min  |
6. Test problem

Our purpose in this section is to further test the algorithm for performance and sensitivity to algorithmic parameters. To this end, a test problem was devised, which provides insight into the model’s performance under different conditions and establishes the effect of different parameter choices. The geometry is based on a material with microstructure in the form of randomly embedded pores. The geometry can be seen in Figure 8, in which the pores are randomly generated but required to be a certain distance apart. In these tests, a lateral uniform displacement is incrementally applied on a vertical edge and the sum of lateral forces on the edge nodes is measured at each step. The displacement and force are converted to “stress” and “strain” by dividing by the width and height of the geometry respectively. A pinwheel isoperimetric mesh [21] was used for each of the tests to reduce the mesh dependence of the solutions. The default mesh has both width and length set to 200 and consists of 7788 elements, \( \sigma \) is set to 3.0 and \( \delta \) to 0.02287. The default values for \( c_{\text{dual}} \) and \( c_{\text{primal}} \) are set to 0.01 and about 1/300 of the maximum local stress during fracture (based on \( \sigma \)). Extrapolation and irreversibility are enabled by default, and the displacement is applied in 200 uniform steps between 0 and 0.029731 (slightly larger than \( \delta \)).

A parameter \( \alpha \) is introduced to ensure that the convexity condition given by equation (20) is satisfied when other parameters, including the mesh resolution, are changed. \( \rho \) is computed from \( \rho = \alpha \times \text{mean}(a_i) \times \frac{c}{\epsilon} \). The mean is chosen instead of the maximum in order to make \( \rho \) less sensitive to small irregularities in the mesh but the exact criterion of (20) is also verified at each Gauss point. The optimization process is dependent on the magnitude of \( \rho \) relative to other parameters so, by setting \( \alpha \) constant, some of this dependence is reduced. The default value for \( \alpha \) used in these tests is 100, however a range of values is also explored.
Figure 7: Crack paths obtained using different meshes for the single-edge notched beam.

Figure 8: Test problem; a) geometry and boundary conditions and, b) typical mesh used in the simulations containing 3913 elements.
Figure 9: a) Stress-strain and b) number of optimization iterations per load step with extrapolation enabled and disabled. Strain increases linearly with load step. The stress-strain curves computed using the two methods are visually indistinguishable. For steps, during which a significant number of new cracks are formed (around step 80), the update is not easily predicted using linear extrapolation and a similar number of optimization iterations are needed for the two methods. For most other steps, with a linear prediction, about 90% of the computation is skipped.

6.1. Convergence of the optimization problem

The number of ADMM iterations required for convergence at each load step (as well as the computation time for each iteration) is recorded using the geometry shown in Figure 8. The average stress - average strain curve and the number of optimization iterations for each load step are shown with and without the extrapolation method in Figure 9. The stress-strain curve is visually indistinguishable in the two cases. The number of iterations is reduced from 26975 to 3327 when extrapolation is activated.

Initially, the problem is completely elastic and the number of optimization iterations is small because none of the interfaces open. In this regime, the problem is equivalent to linear elastic FEA, with the added complexity that node displacements from neighbouring elements are constrained to be equal instead of shared. As the strain increases, stress concentrates in certain regions (typically near the edges of pores) and reaches $\sigma_c$. Some interfaces open slightly, which increases the number of optimization iterations around step 50. Around step 75, the cracks seen in Figure 10 begin to open substantially and the stress reaches a plateau. This results in the largest change in configuration and a higher number of optimization iterations (both with and without extrapolation). After this peak, the number of iterations required when extrapolation is disabled are similar for neighbouring steps. This is the original motivation for the extrapolation method: if the number of iterations is nearly identical, the problems being solved at each step are likely similar. Therefore there should be useful information available from the optimization process of previous steps, and a linear extrapolation is the simplest kind to try first. With extrapolation enabled, the number of iterations is consistently quite low after the peak, supporting the hypothesis that there is useful information in the trend of previous solutions.

Another interesting feature of Figure 9 is the drop in the number of iterations with-
out extrapolation around step 150 at the same time that the number of iterations with extrapolation increases slightly. This is the point when some cracks open completely \((\delta > \delta_c)\), and the slope of the stress-strain curve changes (around strain 0.012%). The iterations without extrapolation decrease because the complexity of the problem is reduced when some cracks open completely. However, the iterations with extrapolation momentarily increase because the initial guess is less accurate due to the deviation from the previous pattern.

6.2. Parameter sensitivity

The main parameters of the optimization process are \(\rho\), \(c_{\text{primal}}\), and \(c_{\text{dual}}\). These impact the priority given to satisfying the equality constraint during intermediate optimization iterations as well as the stopping criteria. Another setting decides whether extrapolation is enabled. These change the initial guess at each optimization step and the way the potential energy is modified as the solution progresses. The problem definition is dependent on the mesh resolution and on the load step resolution. It is useful to analyze both the sensitivity of solutions, and how changes in these parameters affect runtime.

Figure 11 shows stress-strain curves for parameter sweeps of \(\alpha\), \(c_{\text{primal}}\) & \(c_{\text{dual}}\), mesh resolution, and load resolution. The number of optimization iterations needed to find the solution for each choice of parameters is discussed in detail in Section 6.3.

The results are almost completely insensitive to \(\alpha\) (while kept a safe distance away from the convexity condition near \(\alpha = 1\)); see Figure 11a. Near the right side of the plot, there is a slight deviation between high and low \(\alpha\) values. This is likely due to slightly different local minima being found based on how much the optimization algorithm relaxes the equality constraints during intermediate steps.

The effect of displacement increment size is considered in Figure 11b. In general, larger steps may allow the state to escape a local minimum. For this example, the optimization finds the same local minimum for all displacement increment sizes except when the number of steps is set to the lowest tested value, 27. With 27 steps the progression is less smooth and deviates slightly from the trajectory obtained with other step sizes. The convergence with decreasing load step size is expected, being the quasistatic equivalent of convergence with time step, which is known to hold for time-continuous models but not for extrinsic cohesive models which do not possess the time-continuous property [10, 17].

We test a moderate range of mesh resolutions to estimate mesh sensitivity rather than mesh convergence. Figure 11c shows mesh dependence in the falling branch of the force-displacement curve in the sense that solutions do not seem to become closer with mesh refinement. The crack paths obtained using these meshes are shown in Fig. 10. In particular, note the closeness of the 3913 and 11910 elements solutions and that between solutions obtained with 5430 and 47930 elements. This clustering, and the fact that no observable mesh dependence typically occurs with meshes possessing the properties of isotropy and isoperimetry [39], e.g., pinwheel meshes [21], but also with general unstructured meshes, leads us to believe that closely spaced minima exist in problems with this type of microstructure such that a variation in the mesh will pick up different solutions corresponding to these minima. This problem-specific variability - some would call it a “data” (as opposed to algorithmic) instability - is probably random in nature and will certainly be picked up by any algorithm. Since this type of microstructure is typical of many multiscale analyses, a stochastic analysis of representative volumes...
Figure 10: Crack paths obtained using different meshes for the test problem. Although the paths are consistent, differences in the state of stress and strain in the neighboring elements lead to variations in the force-displacement curve, see Fig. [12].
Figure 11: Stress-strain curves as lateral strain is applied for various parameter ranges. The parameters varied are a) $\alpha$, b) number of load steps, c) number of mesh elements, and d) convergence threshold. In (a) and (b), all solutions are nearly identical. For the mesh size, the apparent lack of convergence with mesh size is believed to be due to the existence of closely spaced minima. As the stopping criteria decrease, the stress-strain curves converge.

seems necessary. A similar conclusion was reached by Al-Ostaz and Jasiuk [40] in the study of perforated epoxy and aluminum sheets. They performed Ansys™ spring-network fracture simulations, in which they obtained mesh dependence of the crack paths and, more importantly, they experimentally observed variability of the force-displacement curve.

Finally, the effect of the tolerance used in the stopping criteria is shown in Figure 11d. Both primal and dual pressures were required to be less than the ‘PressTol’ parameter for convergence. As the criteria become stricter (lower tolerance), the solutions converge to a single curve. For tolerance values of 0.016 and below, the results are indistinguishable.
6.3. Time complexity

The run time of the model is analyzed for the previous set of experiments. We consider the average time it takes to complete each optimization iteration and the total number of iterations separately. The tests were performed using a single core on an Intel Xeon CPU. Figure 12 shows the average time needed for each iteration as a function of the problem size. Since the bulk of the code is composed of sparse matrix-vector multiplications and single-pass loops, the iteration time is expected to be nearly linear with problem size. The fitted curve in the figure confirms this, with an exponent close to 0.94. The per-iteration computation time is independent of other parameters of interest.

Figure 13 shows the total number of optimization iterations needed for each choice of parameters. The value of $\rho$ has been shown to be problem dependent and to have a large impact on the convergence rate of ADMM [36]. If the value is too small, the optimization process fails to satisfy the constraints and convergence is slow. If the value is too large, the inner optimization problems make small progress toward the solution of the outer optimization problem in each outer iteration. For this test case, the number of (outer) iterations is smallest for $\alpha = 60$. At $\alpha = 20$, the number of iterations increases sharply. For small values of $\alpha$, the $\delta$ subproblem stops having a unique solution and also small values of $\alpha$ may allow the process to accidentally escape local minima. For this reason, $\alpha = 100$ is used as the default value instead of $\alpha = 60$. The computation time is similar and there is smaller risk of unintentionally escaping minima.

The overall pattern of number of optimization iterations versus number of load steps, $N_{\text{steps}}$, seems to be convex with a minimum around $N_{\text{steps}} = 200$. The $N_{\text{steps}} = 27$ point breaks the trend but, as seen in Figure 11, the solution when $N_{\text{steps}} = 27$ diverges to the point that it may be solving a slightly different problem. With a larger number of steps, each optimization is likely closer to the local minimum and the starting point is better predicted by the extrapolation method. However, as the number of steps increases, the
number of individual optimizations also increases. It seems as though there is a fixed
cost for each step due to the number of iterations it takes to converge near the solution.
The location of the minimum is likely sensitive to the convergence tolerance.

The number of iterations is also plotted against the number of mesh elements (again
as a log-log plot). The overall trend suggests a sublinear relation with exponent about
equal to 0.2. This is a slower increase than might otherwise be expected, suggesting that
the difficulty in solving the optimization problem is fairly independent of mesh resolution.

The impact of $c_{\text{primal}}$ and $c_{\text{dual}}$ on number of iterations is plotted (in a log log scale).
For values below 0.02, the trend is well fit by a line with slope -0.88. This implies a
nearly linear convergence rate in this regime. For values larger than 0.02 the trend line
doesn’t fit as well, but here the average number of iterations per step is around 5, which
is quite close to the minimum limit (1).

The overall scaling exponent is equal to the sum of the exponents for the change in
iteration time and number of iterations. Therefore, the run time scales super linearly ( 1
+ 0.2 = 1.2) in number of mesh elements. The convergence tolerance does not impact
the iteration time, so the previous (almost linear) result holds.

The amount of time required to generate a reasonable solution to this problem is about
1.5 minutes (with 5000 elements there are 3000 steps that take 0.03 seconds each). This
is sufficiently fast for the original use-case of the ADMM model, which is large scale data
generation for machine learning applications. Based on the roughly linear observed time
complexity and some preliminary tests, it is believed that the ADMM model can be used
to simulate previously intractable problem sizes in a reasonable time-frame.

7. Conclusion

A model was developed to simulate cohesive fracture by using ADMM to minimize a
non-smooth potential energy function. Representative convergence paths were analyzed
and the sensitivity of predictions to changes in model parameters was tested. An ex-
trapolation method for better initial optimization estimates was developed and shown to
significantly improve performance with little impact on results. Finally, the run-time of
the model was experimentally shown to increase roughly linearly with problem size and
the model was shown to simulate moderately sized problems in seconds. This makes the
model well suited for multiple runs within machine learning applications.
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