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Abstract

A general definition of mathematical morphology has been defined within the algebraic framework of complete lattice theory. In this framework, dealing with deterministic and increasing operators, a dilation (respectively an erosion) is an operation which is distributive over supremum (respectively infimum). From this simple definition of dilation and erosion, we cannot say much about the properties of them. However, when they form an adjunction, many important properties can be derived such as monotonicity, idempotence, and extensivity or anti-extensivity of their composition, preservation of infimum and supremum, etc. Mathematical morphology has been first developed in the setting of sets, and then extended to other algebraic structures such as graphs, hypergraphs or simplicial complexes. For all these algebraic structures, erosion and dilation are usually based on structuring elements. The goal is then to match these structuring elements on given objects either to dilate or erode them. One of the advantages of defining erosion and dilation based on structuring elements is that these operations are adjoint. Based on this observation, this paper proposes to define, at the abstract level of category theory, erosion and dilation based on structuring elements. We then define the notion of morpho-category on which erosion and dilation are defined. We then show that topoi and more precisely topoi of presheaves are good candidates to generate morpho-categories. However, topoi do not allow taking into account the notion of inclusion between substructures but rather are defined by monics up to domain isomorphism. Therefore we define the notion of morpholizable category which allows generating morpho-categories where substructures are defined along inclusion morphisms. A direct application of this framework is to generalize modal morpho-logic to other algebraic structures than simple sets.
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1 Introduction

Mathematical morphology \cite{9,26} is a formal technique which allows processing information in a non-linear fashion. It has been created in the 60s by G. Matherton and J. Serra initially to be applied to mining problems. Since then, mathematical morphology was mainly applied in the field of image processing \cite{27,28}. The first formalization of mathematical morphology was made within the framework of set theory, and more recently it has been extended to a larger family of algebraic structures such as graphs \cite{14,13,25,29}, hypergraphs \cite{7,8} and simplicial complexes \cite{16}. The two basic operations of mathematical morphology are erosion and dilation. When these two operations are defined within the framework of set theory, they are often based on structuring elements. The goal is then to match these structuring elements on given objects either to dilate or erode them.

A general definition of mathematical morphology (in the case of deterministic and increasing operators) has been defined within the algebraic framework of complete lattice theory \cite{20}. In this framework, a dilation (respectively an erosion) is an operation which is distributive over supremum (respectively infimum). In the framework of set theory, the complete lattice which is classically considered is \((\mathcal{P}(S), \subseteq)\) where \(\mathcal{P}(S)\) is the powerset of the set \(S\). From this simple definition of dilation and erosion, we cannot say much about their properties. By contrast, when they form an adjunction, many important properties can be derived such as monotonicity, idempotence, preservation of infimum and supremum, etc. Now, what is observed in all extensions of mathematical morphology to other algebraic structures than simple sets such as graphs, hypergraphs, etc., is that the process is always the same: defining the complete lattice from which erosion and dilation based on structuring elements are defined. Structuring elements are typically defined from a binary relation between elements of the underlying space (on which the algebraic structure is built). One of the advantages of defining dilation and erosion based on structuring elements is that in this case they form an adjunction.

In this paper, we propose to abstractly formalize (i.e. independently of a given algebraic structure) this approach to define the adequate complete lattice from which dilation and erosion based on structuring elements will be defined, and then to obtain directly the adjunction property as well as all the other algebraic properties mentioned previously. To this end, we propose to use the framework of category theory. We define a family of categories, called morpho-categories from which we abstractly define the notions of structuring element, erosion and dilation such that these two mathematical morphology operations form an adjunction. We then detail a series of examples of algebraic structures from the categorical notion of elementary topos \cite{4,22}, and more precisely the topos of presheaves. The usefulness of topos of presheaves is that they allow us to
unify in a same framework most of algebraic structures such as sets, graphs, and hypergraphs. Indeed, sets, graphs, and hypergraphs and many other algebraic structures can be defined as presheaves whose the category is known to be a complete and co-complete topos. Another important advantage of topos is that they assure us that given an object $c$ of the topos, the set of subobjects $\text{Sub}(c)$ is a morpho-category over which we can then define erosion and dilation based on structuring elements.

Now, although topos allow us to define erosion and dilation such that they form an adjunction, this framework is not completely satisfactory. The problem is that subobjects in $\text{Sub}(c)$ are not defined uniquely but up to an isomorphism, and then relations between subobjects are monics rather than standard inclusions. This leads us to consider a larger family of categories than topos, called morpholizable categories, which will also allow us to generate morpho-categories as before with topos but whose each element will be a subobject in a standard way (i.e. with respect to inclusion).

The paper is organized as follows: Section 2 reviews some concepts, notations and terminology about topos and mathematical morphology. In Section 3 we propose to define abstractly the concept of morpho-categories that we then illustrate with some examples of algebraic structures defined by presheaves. In Section 4 we introduce the two mathematical morphology operators of erosion and dilation based on structuring elements within the framework of morpho-categories. Some results will be also presented about them such as the property that they form an adjunction. We will further give sufficient conditions for these two operations to be anti-extensive and extensive, and dual with respect to each other. In Section 5 we introduce the notion of morpholizable categories over which we abstractly define a notion of inclusion between objects and show how to build morpho-categories in this framework. Finally, in Section 6 we apply the proposed abstract framework to define semantics of both modalities $\square$ and $\Diamond$, which are standard in modal logic. Hence, we extend the work in [6] where semantics of the modalities are also defined as morphological erosion and dilation but within the restricted framework of set theory. By considering a larger family of algebraic structures (graphs, hypergraphs, presheaves, etc.) the modal logic thus defined, so-called morpho-logic, will be more intuitionistic than classic.

2 Preliminaries: topos and mathematical morphology

2.1 Topos

This paper relies on many terms and notations from the categorical theory of topos. The notions introduced here make then use of basic notions of category theory (category, functor, natural transformation, limits, colimits, etc.), which are not recalled here, but interested readers may refer to textbooks such as [5].
The theory of topos has been defined by A. Grothendieck at the end of the 50’s [18]. Here, we will not present Grothendieck’s definition of topos, but the more general one of elementary topos defined in the late 60’s by Lawvere and Tierney [22]. The presentation will remain succinct and readers wanting to go into details in topos may refer to [4] for instance. Topos constitute a first family of categories from which we can define morpho-categories.

2.1.1 Definitions

Notations. In the following, morphisms are denoted by the lowercase latin letters \( f, g, h \), and natural transformations by the lowercase greek letters \( \alpha, \beta \), etc. Standarily, a natural transformation \( \alpha \) between two functors \( F, F' : C \to C' \) is denoted by \( \alpha : F \Rightarrow F' \). We write \( f : A \rightarrow B \) or more simply \( A \rightarrow B \) to indicate that \( f \) is a monic. Finally, \( \text{dom}(f) \) and \( \text{cod}(f) \) denote, respectively, the domain and the codomain of a given morphism \( f \).

Definition 2.1 (Exponentiable and exponential) Let \( C \) be a category. An object \( A \in C \) is exponentiable if for every object \( B \in C \) there exists an object \( B^A \in C \), called exponential, and a morphism \( \text{ev} : B^A \times A \to B \), called evaluation, such that for every morphism \( f : A \times C \to B \) there exists a unique morphism \( f^\circ \), called exponential transpose, for which the diagram

\[
\begin{array}{ccc}
A \times B^A & \xrightarrow{\text{id}_{A \times B^A} \times f^\circ} & B \\
\downarrow{\text{id}_{A \times C}} & & \downarrow{f} \\
A \times C & & \\
\end{array}
\]

commutes. We say that the category has exponentials if every object has its exponential.

Definition 2.2 (Cartesian closed) A category \( C \) is called Cartesian closed if \( C \) has finite products and exponentials.

Definition 2.3 (Subobject classifier) Let \( C \) be a category. A subobject classifier for \( C \) is an object \( \Omega \in |C| \) together with a morphism \( \top : 1 \to \Omega \) (\( 1 \) is the terminal object of \( C \) if it exists), called the true arrow, such that for each monic \( m : B \rightarrow A \), there is a unique morphism \( \chi_B : A \to \Omega \), called the characteristic arrow of \( B \), such that the diagram

\[
\begin{array}{ccc}
B & \xrightarrow{m} & 1 \\
\downarrow{m} & & \downarrow{\top} \\
A & \xrightarrow{\chi_B} & \Omega \\
\end{array}
\]

is a pullback. The morphism \( \top \circ ! \) is often denoted \( \top_B \).
It is quite simple to show that subobject classifiers are unique up to an isomorphism. Moreover, given an object \( A \) of a category \( \mathcal{C} \) with a subobject classifier, we denote by \( \text{Sub}(A) \) the set \( \{ f \mid \text{cod}(f) = A \text{ and } f \text{ is a monic} \} \) where \( [f] \) is the equivalence class of \( f \) according to the equivalence relation \( \approx \) defined by:

\[
f \approx g \iff \exists C \xrightarrow{f} B \xrightarrow{g} A
\]

where \( B \cong C \) means that \( B \) and \( C \) are isomorphic objects. Then, we have that \( \text{Sub}(A) \cong \text{Hom}_\mathcal{C}(A, \Omega) \), where \( \cong \) denotes isomorphism between morphisms, and \( \text{Hom}_\mathcal{C}(A, \Omega) \) is the set of morphisms in \( \mathcal{C} \) from \( A \) into \( \Omega \) (the mapping \( [f] \in \text{Sub}(A) \mapsto \chi_{\text{dom}(f)} \in \text{Hom}_\mathcal{C}(A, \Omega) \) is obviously a bijection). This then leads to the definition of power object defined next.

**Definition 2.4 (Powerobject)** Let \( \mathcal{C} \) be a Cartesian closed category with a subobject classifier \( \Omega \). The **power object** \( P(A) \) of an object \( A \in \mathcal{C} \) is defined as the object \( \Omega^A \) (exponential of \( A \) and \( \Omega \)).

**Definition 2.5 (Topos)** A **topos** is a Cartesian closed category \( \mathcal{C} \) with finite limits (i.e., limits for all finite diagrams) and a subobject classifier.

When \( \mathcal{C} \) is a topos, we have that \( \text{Hom}_\mathcal{C}(A \times B, \Omega) \cong \text{Hom}_\mathcal{C}(A, \text{P}(B)) \) (\( \mathcal{C} \) is Cartesian closed), and then \( \text{Sub}(A \times B) \cong \text{Hom}_\mathcal{C}(A, \text{P}(B)) \). More precisely, let us denote by \( \text{Hom}_\mathcal{C}(\_ , \text{P}(B)) : \mathcal{C}^{\text{op}} \to \text{Set} \) the standard contravariant hom functor, and by \( \text{Sub}(\_ \times \_ B) : \mathcal{C} \to \text{Set} \) the contravariant functor which associates to any object \( A \in \mathcal{C} \) the set \( \text{Sub}(A \times B) \) and to any morphism \( h : A \to A' \) the mapping \( \text{Sub}(h \times B) : \text{Sub}(A' \times B) \to \text{Sub}(A \times B) \) defined by \( [f'] \mapsto [f'] \) for which there exists a morphism \( g : \text{dom}(f') \to \text{dom}(f) \) such that \( \text{dom}(f) \) with \( g \) and \( f \) is a pullback of \( f' \) along \( h \times \text{Id}_B \). We then have that \( \text{Hom}_\mathcal{C}(\_ , \text{P}(B)) \cong \text{Sub}(\_ \times \_ B) \) naturally, i.e. there is a natural transformation \( \varphi(\_ , B) : \text{Hom}_\mathcal{C}(\_ , \text{P}(B)) \Rightarrow \text{Sub}(\_ \times \_ B) \) such that for every \( A \in \mathcal{C} \), \( \varphi(A, B) \) is bijective. The subobject of \( \text{P}(B) \times B \) corresponding to \( \text{Id}_{\text{P}(B)} \) by \( \varphi(\text{P}(B), B) \) is denoted \( \cong B \).

The following results are standard for topos:

- Every topos has also finite colimits, and then it has an initial object and a final object which are respectively the limit and the colimit of the empty diagram. The initial object is denoted by \( \emptyset \).

- Every morphism \( f \) in a topos can be factorized uniquely as \( m_f \circ e_f \) where \( e_f \) is an epic and \( m_f \) is a monic. The codomain of \( e_f \) is often denoted by \( \text{Im}(f) \), and then \( A \xrightarrow{f} B = A \xrightarrow{e_f} \text{Im}(f) \xrightarrow{m_f} B \).

(Readers interested by the proofs of these results may refer to [5].)

\(^1\)This generalizes to topos the set property which to every binary relation \( r \subseteq A \times B \) associates a unique mapping \( f_r : A \to \mathcal{P}(B) \) with \( f_r(a) = \{ b \mid (a, b) \in r \} \).
2.1.2 Example: the category of presheaves $\text{Set}^{\text{op}}$

An interesting category for us in the following is the category of presheaves $\text{Set}^{\text{op}}$. Let $\mathcal{C}$ be a small category. Let us denote by $\text{Set}^{\text{op}}$ the category of contravariant functors $F : \mathcal{C}^{\text{op}} \to \text{Set}$ (presheaves) where $\text{Set}$ is the category of sets. When the category $\mathcal{C}$ is a small category (i.e. both collections of objects and arrows are sets), it is known that the category $\text{Set}^{\text{op}}$ is complete and cocomplete (i.e. it has all limits and colimits). Then, let us show that it is a topos.

$\text{Set}^{\text{op}}$ is Cartesian closed. The product of two functors $F, G : \mathcal{C}^{\text{op}} \to \text{Set}$ is the functor $H : \mathcal{C}^{\text{op}} \to \text{Set}$ defined for every $C \in \mathcal{C}$ by $H(C) = F(C) \times G(C)$, and for every $f : A \to B \in \mathcal{C}$ by the mapping $H(f) : H(B) \to H(A)$ defined by $\{(a, b) \in H(A) \mid (f(a), f(b)) \in H(B)\}$.

To define the exponential of two functors $F, G : \mathcal{C}^{\text{op}} \to \text{Set}$, we define the object $G^F$ as the functor which associates to any object $C \in \mathcal{C}$ the set of natural transformations from $\text{Hom}_{\mathcal{C}}(\_ , C) \times F$ to $G$. For every $f : A \to B \in \mathcal{C}$, $G^F(f) : G^F(B) \to G^F(A)$ is the mapping which associates to any natural transformation $\alpha : \text{Hom}_{\mathcal{C}}(\_ , B) \times F \Rightarrow G$ the natural transformation $\beta : \text{Hom}_{\mathcal{C}}(\_ , A) \times F \Rightarrow G$ defined for every object $C \in \mathcal{C}$ by $\beta_C(g : C \to A, c \in F(C)) = \alpha_C(f \circ g, c)$.

$\text{Set}^{\text{op}}$ has a subobject classifier. In order to identify the subobject $\Omega$, we should first identify the subobjects of presheaves. Note that the action of a monic $i : F \Rightarrow G$ in $\text{Set}^{\text{op}}$ (i.e. $i$ is a natural transformation) on any $A \in \mathcal{C}$ results in an injective mapping $i_A : F(A) \to G(A)$, and then $F$ is a sub-presheaf of $G$ if for every object $A \in \mathcal{C}$, $i_A$ is the set-inclusion. Then, for every $A \in \mathcal{C}$ let us denote by $\text{Sieve}(A)$ the set of all sieves on $A$ where a sieve is a set $S$ of arrows $f$ in $\mathcal{C}$ such that:

1. If $f \in S$ then $\text{cod}(f) = A$, and
2. If $f \in S$ and $\text{cod}(g) = \text{dom}(f)$, then $f \circ g \in S$.

Given a monic $i : F \Rightarrow G$ in $\text{Set}^{\text{op}}$, let us define for every $A \in \mathcal{C}$ the mapping $\chi_i(A) : G(A) \to \text{Sieve}(A)$ by: $\forall x \in G(A)$

$$
\chi_i(A)(x) = \begin{cases} 
\{ f : B \to A \mid G(f)(x) \in i_B(F(B)) \} & \text{if } x \in i_A(F(A)) \\
\emptyset & \text{otherwise}
\end{cases}
$$

So, if we define the functor $\Omega : \mathcal{C}^{\text{op}} \to \text{Set}$ by associating to any $A \in \mathcal{C}$ the set $\text{Sieve}(A)$, then we have respectively

- the natural transformation $\chi_i : G \Rightarrow \Omega$ which to every $A \in \mathcal{C}$ and to every $x \in G(A)$, sets $\chi_i(x) = \chi_i(A)(x)$;
• the natural transformation $T : 1 \to \Omega$ which assigns to every $A \in \mathcal{C}$, $T_A$ associates to the unique element in $\mathcal{I}(A)$ the maximal sieve on $A$ (i.e. the set $\Omega(A)$).

These natural transformations $\chi_i$ and $T$ make the diagram

\[
\begin{array}{ccc}
F & \to & 1 \\
\downarrow & & \downarrow \\
G & \to & \Omega
\end{array}
\]

be a pullback square for every $A \in \mathcal{C}$, and then $\Omega$ is a subobject classifier in $\text{Set}^{\mathcal{C}^{\text{op}}}$.

**Examples of categories $\mathcal{C}$.** Sets, undirected graphs, directed graphs, rooted trees and hypergraphs can be defined as presheaves. Indeed, for each of them, the (base) category $\mathcal{C}$ can be graphically defined as:

\[
\begin{array}{ccc}
V & \rightarrow & E \\
\_ & \rightarrow & s, t
\end{array}
\]

The category $\mathcal{C}$ for undirected graphs satisfies in addition the two equations:

\[
s \circ s(t), t(s) = t \quad \text{and} \quad t \circ s(t), t(s) = s.
\]

For each case, the subobject classifier can be refined. Indeed, let us consider the case of directed graphs. Then, let $G : \mathcal{C}^{\text{op}} \to \text{Set}$ be a directed graph. We have seen that $\Omega(V)$ and $\Omega(E)$ are respectively $\text{Sieve}(V)$ and $\text{Sieve}(E)$, i.e. $\Omega(V) = \{\emptyset, \{id_V\}\}$ and $\Omega(E) = \{\emptyset, \{s\}, \{t\}, \{s, t\}, \{s, t, id_E\}\}$. For any presheaf category $\text{Set}^{\mathcal{C}^{\text{op}}}$, given a morphism $f : X \to Y$ in $\mathcal{C}$, there is a straightforward way to compute $\Omega(f) : \Omega(Y) \to \Omega(X)$. Indeed, for any sieve $S$ on $Y$ we have

\[
\Omega(f)(S) = \{g : Z \to X \mid Z \in \mathcal{C} \text{ and } f \circ g \in S\}
\]

Hence, we have that

\[
\begin{align*}
\Omega(s)(\emptyset) &= \emptyset & \Omega(t)(\emptyset) &= \emptyset \\
\Omega(s)(\{s\}) &= \{Id_V\} & \Omega(t)(\{s\}) &= \emptyset \\
\Omega(s)(\{t\}) &= \emptyset & \Omega(t)(\{t\}) &= \{Id_V\} \\
\Omega(s)(\{s, t\}) &= \{Id_V\} & \Omega(t)(\{s, t\}) &= \{Id_V\} \\
\Omega(s)(\{s, t, Id_E\}) &= \{Id_V\} & \Omega(t)(\{s, t, Id_E\}) &= \{Id_V\}
\end{align*}
\]

Therefore, the subobject classifier is the directed graph:

\[
\begin{array}{ccc}
\emptyset & \rightarrow & \{s, t\} \\
\_ & \rightarrow & T \\
\{s, t, id_E\}
\end{array}
\]

\footnote{\$\mathcal{I} : \mathcal{C} \to \text{Set}$ is the presheaf which associates to any $A \in \mathcal{C}$ the terminal object $1$ in $\text{Set}$.}
where we denote by $F$ the vertex $\emptyset$ and by $T$ the vertex $\{Id_V\}$.

The true arrow $T : 1 \rightarrow \Omega$ maps the unique vertex to $T$ and the unique arrow to $\{s,t,Id_E\}$.

### 2.1.3 Algebraization of subobjects

Let $\mathcal{C}$ be a topos. Let $X$ be an object of $\mathcal{C}$. Let us define the partial ordering $\preceq$ on $\text{Sub}(X)$ as follows: for all $f : A \rightarrow X$ and $g : B \rightarrow X$

$$[f] \preceq [g] \iff \exists h : A \rightarrow B, f = g \circ h$$

**Proposition 2.6** $(\text{Sub}(X), \preceq)$ is a bounded lattice. It is a complete lattice if $\mathcal{C}$ is a complete topos (i.e. $\mathcal{C}$ has all limits and colimits).

**Proof** Obviously, $\preceq$ is reflexive and transitive. To show anti-symmetry, let us suppose that $[f] \preceq [g]$ and $[g] \preceq [f]$. This means that there exist $h$ and $h'$ such that $f = g \circ h$ and $g = f \circ h'$ whence we have both that $f = f \circ h' \circ h$ and $g = g \circ h' \circ h$. We can deduce that $h' \circ h = Id_A$ and $h \circ h' = Id_B$, and then $A \cong B$. It remains to show that $\mathcal{C}$ is a Heyting algebra.

Actually, $(\text{Sub}(X), \preceq)$ satisfies a stronger result, it is a Heyting algebra. This has generated many works (initiated by Lawvere and Tierney [22]) which establish strong connections between elementary toposes and intuitionistic logics.

**Proposition 2.7** $(\text{Sub}(X), \preceq)$ is a Heyting algebra.

**Proof** Let us show first that $\text{Sub}(1)$ where 1 is the terminal object of the topos $\mathcal{C}$ is a Heyting algebra, i.e. categorically $\text{Sub}(1)$ is finitely complete and finitely co-complete, and it is Cartesian closed. We have seen in Proposition 2.6 that $\text{Sub}(1)$ is both finitely complete and finitely co-complete. Finite product is defined by the infimum of equivalence classes of monics introduced in Proposition 2.6. It remains to show that $\text{Sub}(1)$ has exponentials. Let $[U \rightarrow 1]$ and $[V \rightarrow 1]$ be two subobjects of 1. As $\mathcal{C}$ is a topos, $U$ and $V$ have an exponential $V^U$. As 1 is terminal in $\mathcal{C}$, there is a unique morphism $\alpha : V^U \rightarrow 1$. It remains to show that the morphism $\alpha$ is a monic. Let $f, g : S \rightarrow V^U$ be two morphisms. Under the (exponential) bijection, we have that $\text{Hom}_{\mathcal{C}}(S, V^U) \simeq \text{Hom}_{\mathcal{C}}(S \times U, V)$, and
then we have for \( f \) and \( g \) corresponding morphisms \( \overline{f}, \overline{g} : S \times U \to V \). Let us suppose that \( v^u \circ f = v^u \circ g \). This means that \( \overline{f} \circ u = \overline{g} \circ u \). But \( u \) is a monic and then \( \overline{f} = \overline{g} \) which implies by bijection that \( f = g \). We then deduce that \( v^u \) is a monic, and we conclude that \( Sub(1) \) is a Heyting algebra.

It is not difficult to show that \( Sub(X) \cong Sub_{C/X}(Id_X) \) where \( C/X \) is the slice category over \( X \) and \( Sub_{C/X}(Id_X) \) is the set of subobjects of the object \( Id_X \) in the slice category \( C/X \). By the fundamental theorem of topos theory \( C/X \) is also a topos, and then \( Sub_{C/X}(Id_X) \) is a Heyting algebra (\( Id_X \) is terminal in \( C/X \)), whence we conclude under the isomorphism \( Sub(X) \cong Sub_{C/X}(Id_X) \) that \( Sub(X) \) is a Heyting algebra. \( \square \)

### 2.2 Mathematical morphology on sets

The most abstract way to define dilation and erosion is as follows. Let \( (L, \leq) \) and \( (L', \leq') \) be two (complete) lattices. Let \( \lor \) and \( \lor' \) denote the supremum in \( L \) and in \( L' \), associated with \( \leq \) and \( \leq' \), respectively. Similarly, let \( \land \) and \( \land' \) denote the infimum in \( L \) and in \( L' \), respectively. An algebraic dilation is an operator \( \delta : L \to L' \) that commutes with the supremum, i.e.

\[
\forall (a_i)_{i \in I} \in L, \delta(\lor_{i \in I} a_i) = \lor'_{i \in I} \delta(a_i)
\]

where \( I \) denotes any index set (not fixed). An algebraic erosion is an operator \( \varepsilon : L' \to L \) that commutes with the infimum, i.e.

\[
\forall (a_i)_{i \in I} \in L', \varepsilon(\land'_{i \in I} a_i) = \land_{i \in I} \varepsilon(a_i)
\]

where \( I \) denotes any index set (not fixed). It follows that \( \delta \) preserves the least element \( \bot \) in \( L \) (\( \delta(\bot) = \bot \)), and \( \varepsilon \) preserves the greatest element \( \top' \) in \( L' \) (\( \varepsilon(\top') = \top' \)).

Now, in practice, morphological operators are often defined on sets (i.e. \( L \) and \( L' \) are the powersets or finite powersets of given sets \( S \) and \( S' \), and often \( S = S' \) and \( L = L' \)) through a structuring element designed in advance. Mathematical morphology has been mainly applied in image processing. In this particular case, the set \( S \) is an Abelian group equipped with an additive internal law \( + \), and its elements represent image points. Let us recall here the basic definitions of dilation and erosion \( \delta_B \) and \( \varepsilon_B \) in this particular case, where \( B \) is a set called structuring element, under an additional hypothesis of invariance under translation. Let \( X \) and \( B \) be two subsets of \( S \). The dilation and erosion of \( X \) by the structuring element \( B \), denoted respectively by \( \delta_B(X) \) and \( \varepsilon_B(X) \), are defined as follows:

\[
\delta_B(X) = \{ x \in S \mid \overline{B}_x \cap X \neq \emptyset \}
\]

\[
\varepsilon_B(X) = \{ x \in S \mid B_x \subseteq X \}
\]

This fundamental theorem states that if \( C \) is a topos, then for every object \( X \in \mathcal{C} \), \( C/X \) is a topos (see [4] for a proof of this result).
where $B_x = \{x + b \in S \mid b \in B\}$ where $+$ is the additive law associated with $S$ (e.g. translation), and $\hat{B}$ is the symmetrical of $B$ with respect to the origin of space. An example is given in Figure 1 in $\mathbb{Z}^2$ for a binary image. This simple example illustrates the intuitive meaning of dilation (expanding the white objects according to the size and shape of the structuring element) and erosion (reducing the white objects according to the structuring element).

Figure 1: From left to right: binary image, structuring element, dilation, erosion.

Now, in a more generally setting, we consider any set $S$, not necessarily endowed with a particular structure, and the structuring element $B$ can then be seen as a binary relation $R_B$ on the set $S$ ($R_B \subseteq S \times S$) as follows: $(x, y) \in R_B \iff y \in B_x$. This is the way we will consider structuring elements in this paper, as done in previous work, in particular for mathematical morphology on graphs (see e.g. [8, 13, 25], among others) or logics (see e.g. [1, 2, 3, 9, 6, 10, 17]).

The most important properties of dilation and erosion based on a structuring element are the following ones [9, 26, 27]:

- **Monotonicity**: if $X \subseteq Y$, then $\delta_B(X) \subseteq \delta_B(Y)$ and $\varepsilon_B(X) \subseteq \varepsilon_B(Y)$; if $B \subseteq B'$, then $\delta_B(X) \subseteq \delta_{B'}(X)$ and $\varepsilon_B(X) \subseteq \varepsilon_B(X)$.

- If for every $x \in E$, $x \in B_x$ (and this condition is actually necessary and sufficient), then
  - $\delta_B$ is extensive: $X \subseteq \delta_B(X)$;
  - $\varepsilon_B$ is anti-extensive: $\varepsilon_B(X) \subseteq X$.

- **Commutativity**: $\delta_B(X \cup Y) = \delta_B(X) \cup \delta_B(Y)$ and $\varepsilon_B(X \cap Y) = \varepsilon_B(X) \cap \varepsilon_B(Y)$ (and similar expressions for infinite or empty families of subsets).

- **Adjunction**: $X \subseteq \varepsilon_B(Y) \iff \delta_B(X) \subseteq Y$.

- **Duality**: $\varepsilon_B(X) = [\delta_B(X^C)]^C$ where $^C$ is the set-theoretical complementation.

In the particular example of a set with an additive law $+$, the corresponding relation would be $(x, y) \in R_B$ iff $\exists b \in B, y = x + b$.  

4In the particular example of a set with an additive law $+$, the corresponding relation would be $(x, y) \in R_B$ iff $\exists b \in B, y = x + b$.  
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Hence, $\delta_B$ and $\varepsilon_B$ are particular cases of general algebraic dilation and erosion on the lattice $(\mathcal{P}(S), \subseteq)$.

3 Morpho-categories

Morpho-categories will be categories on which we will define both basic mathematical morphology operations of erosion and dilation based on a structuring element.

In the following, we will denote objects of categories by the lowercase latin letters $c$, $d$ and $e$.

3.1 Definition

Definition 3.1 (Morpho-category) A morpho-category $\mathcal{C}$ is a category together with a functor $U : \mathcal{C} \to \text{Set}$, which is further complete and co-complete, and such that:

- morphisms in $\mathcal{C}$ define a partial order $\rightarrow$.
- $U$ preserves monics and colimits.

Notation 3.2 $\mathcal{C}$ formulates internally the notion of complete lattice. We will then use the standard notations of complete lattices, and denote the limit and colimit of diagrams $D$ by $\sqcap D$ and $\sqcup D$, respectively.

The archetypical example of morpho-category is the complete lattice $(\mathcal{P}(S), \subseteq)$ for a given set $S$ together with the forgetful functor identity on $\mathcal{P}(S)$. In the next section, we will present more examples of morpho-categories, all of them generated from presheaf toposes.

As $\mathcal{C}$ is complete and co-complete, it has initial and terminal objects which are, respectively, the limit and the colimit of the empty diagram. The initial object is denoted by $\emptyset$, and the terminal one by $t$.

Remark 3.3 In all the examples that we will develop in this paper, the functor $U$ is faithful, and then $\mathcal{C}$ is a concrete category. However, this property is not useful for us to define our two operations of erosion and dilation with good properties.

Remark 3.4 Given a morpho-category $\mathcal{C}$, we can define for all objects $c, d \in |\mathcal{C}|$, the object $d^c$ as the supremum of the diagram $\{ e \in |\mathcal{C}| \mid e \wedge c \rightarrow d \}$. It is known

---

5We choose the notation $\rightarrow$ to denote the partial order because necessarily morphisms in $\mathcal{C}$ are monics as for all objects $c, c' \in |\mathcal{C}|$, there is at most one morphism in $\text{Hom}_\mathcal{C}(c, c')$.

6and then for every $f \in \text{Hom}_\mathcal{C}$, $U(f)$ is an injective mapping.

7By “internally”, we mean that the traditional definition of complete lattice which takes place in sets is defined here to other categorical structures.
that the object \(d^c\) is the exponential of \(d\) and \(c\) if \(C\) satisfies the infinite distributive law:

\[
c \land \bigvee \mathcal{D} = \bigvee \{e \in |\mathcal{C}| \mid e \land c \rightarrow d\}
\]

where \(\mathcal{D}\) is a diagram. Indeed, we have that \(c \land \bigvee \{e \in |\mathcal{C}| \mid c \land e \rightarrow d\} = \bigvee \{e \land c \mid e \land c \rightarrow d\}\), and then we can conclude that \(d^c \land c \rightarrow d\). The existence of the exponential transpose is obvious.

### 3.2 Presheaf Toposes as generators of morpho-categories

In any complete topos \(C\), given an object \(c \in C\), we have seen that \(\text{Sub}(c)\) is a complete lattice (see Proposition 2.6). So, in the case of a presheaf topos whose base category is \(B\), given a presheaf \(F : B^{\text{op}} \to \text{Set}\), each \(b \in |B|\) gives rise to a forgetful functor \(U_b : [\alpha] \to \text{dom}(\alpha)(b)\) where \([\alpha] \in \text{Sub}(F)\). By definition of the order \(\leq\) on \(\text{Sub}(c)\), this functor preserves monics. Let us then show that it preserves colimits. First, let us remark that for every equivalence class \([\alpha] \in \text{Sub}(F)\) there exists the presheaf \(F_{[\alpha]} : B^{\text{op}} \to \text{Set}\) which to every \(b' \in |B|\) satisfies \(F_{[\alpha]}(b') \subseteq F(b')\). Therefore, given a diagram \(D\) in \(\text{Sub}(c)\), the colimits of \(D\) is defined by the equivalence class \([\beta : F_{\rightarrow} \Rightarrow F]\) where \(F_{\rightarrow} : B^{\text{op}} \to F\) is the presheaf defined for every \(b' \in |B|\) by:

\[
F_{\rightarrow}(b') = \bigcup_{[\alpha] \in \mathcal{D}} F_{[\alpha]}(b')
\]

By construction, \([\beta]\) is the colimit of \(D\) in \(\text{Sub}(F)\), and then we can deduce that \(U_b\) preserves colimits. By following the same process, we can also show that \(U_b\) preserves limits.

Hence, for graphs and hypergraphs, we can define two kinds of forgetful functors, one which forgets on vertices and the other which forgets on edge and hyperedges.\(^8\) In presheaf topos of sets, we can associate a unique kind of forgetful functor \(U : \text{Sub}(F) \to \text{Set}\) which, given a subobject \([\alpha]\), yields a set \(S\) such that the functor \(F' : \bullet \to S\) is isomorphic to \(\text{dom}(\alpha)\).

### 3.3 Invariant properties

Here, we state some properties on morpho-categories which will be useful for establishing some of our results in Section 4. The adjective “invariant” means that these properties are invariant by equivalence of categories.\(^9\)

Let \(C\) be a morpho-category whose forgetful functor is \(U : C \to \text{Set}\).

- **Atomicity.** An atom for \(U\) is an object \(c \in C\) such that \(U(c)\) is a singleton, and for every other object \(c' \in |C|\) with \(U(c') = U(c)\), we have that \(c \rightarrow c'\). \(C\) has atoms for \(U\) if for every \(x \in U(t)\) (\(t\) is terminal in \(C\)), there exists

\(^8\)Due to the definition of hypergraphs by presheaves, we can also forget about the set associated with the object \(R\) of the base category (see Section 2.1.2). This forgetful functor is actually similar to the one on hyperedges.
an atom \( c_x \in \mathcal{C} \) with \( U(c_x) = \{ x \} \).

\( \mathcal{C} \) is said **atomic for** \( U \) if any object \( c \in \mathcal{C} \) is sup-generated from atoms, i.e. \( c \) is the colimit of some diagrams of atoms.\(^9\)

- **Boolean.** \( \mathcal{C} \) is said **Boolean** if \( \mathcal{C} \) is Cartesian closed \(^{10}\) and for every object \( c \in \mathcal{C} \), we have further \( c \vee \emptyset = t \) where \( \emptyset = \emptyset^c \) (the exponential of the object \( c \) and the initial object \( \emptyset \) of \( \mathcal{C} \)).

It is obvious from definitions that these properties are invariant by equivalence of categories.

All the examples developed in this paper have atoms for all the forgetful functors which have been defined on them. For the morpho-categories over the topos of sets, atoms are singletons, and all of them are atomic for any forgetful functor \( U \). For the topos of graphs, if the forgetful functor \( U \) forgets on vertices, then atoms are all the graphs with only one vertex and no edge. Now, if the forgetful functor \( U \) forgets on edges, then atoms are all the graphs with only one edge \( e \), and the source and target of \( e \) as vertices. Morpho-categories over the topos of graphs are only atomic for the forgetful functors which forget on edges. Atoms for hypergraphs are similarly defined.

In the same way, all examples developed in this paper are Cartesian closed morpho-categories because for toposes, given an object \( X, \text{Sub}(X) \) is a Heyting algebra (see Proposition \( \ref{prop:subtopos} \)). However, only morpho-categories over sets are Boolean.

**Proposition 3.5** Let \( \mathcal{C} \) be a morpho-category which has atoms. Then, for every \( x \in U(t) \), \( c_x \) is unique.

**Proof** Suppose that there exists another atom \( c'_x \) with \( U(c'_x) = \{ x \} \). Then, we have both \( c_x \rightharpoonup c'_x \) and \( c'_x \rightharpoonup c_x \), and we can conclude by anti-symmetry that \( c_x = c'_x \).

As Cartesian closed morpho-categories are internal Heyting algebras, they satisfy a number of properties such as distributivity, commutativity, order-reversing of complementation, etc. Here, we give and prove some of them that will be used in the following.

**Proposition 3.6** Let \( \mathcal{C} \) be a Boolean morpho-category. Then we have for every object \( c, c' \in \mathcal{C} \):

1. \( c \land \emptyset = \emptyset \),
2. for every \( c' \in \mathcal{C} \) such that \( c \land c' = \emptyset \), \( c' \rightharpoonup \emptyset \),
3. \( c \rightharpoonup c' \implies \overline{c'} \rightharpoonup \emptyset \), and

\(^9\)This notion of atomicity can be compared with the notion of atom for toposes (see for instance \( \cite{11} \)).

\(^{10}\)We have seen in Remark \( \ref{remark:cartesianclosed} \) that in this case, for all the objects \( c, d \in \mathcal{C} \), the exponential \( d^c \) is given as the supremum of the diagram \( \{ e \in \mathcal{C} \mid e \land c \rightharpoonup d \} \).
4. \( \bar{c} = c \).

**Proof** The first property is a direct consequence of the evaluation arrow. Indeed, we have that \( \bar{c} \land c \mapsto \emptyset \), and then \( \bar{c} \land c = \emptyset \) (\( \emptyset \) is initial in \( \mathcal{C} \)).

The second point is a consequence of distributive laws. Indeed, as \( \mathcal{C} \) is Boolean, it is distributive, we have that \( c' = c' \land (c \lor \bar{c}) = (c \land c') \lor (c' \land \bar{c}) = c' \land \bar{c} \) (the last equation comes from the fact that \( c \land c' = \emptyset \)).

To show the third point, let us suppose that \( c \mapsto c' \). Let us show that \( c \land \bar{c} = \emptyset \).

Let us suppose the opposite, i.e. let us suppose that there exists \( c'' \not= \emptyset \) such that \( c \land \bar{c} = c'' \). We then have that both \( c'' \mapsto c' \) and \( c'' \mapsto \bar{c} \) which is not possible. Hence, we have that \( c \land \bar{c} = \emptyset \) which by the second property leads to \( \bar{c} \mapsto \bar{c} \).

The last point is also a simple consequence of distributive laws. Let us first show that \( \bar{c} \mapsto c \). As \( \mathcal{C} \) is distributive, we have that \( \bar{c} = \bar{c} \land (c \lor \bar{c}) = (\bar{c} \land c) \lor (\bar{c} \land \bar{c}) = \bar{c} \land c \) (the last equation comes from the fact that \( \bar{c} \land \bar{c} = \emptyset \)). The proof to show that \( c \mapsto \bar{c} \) is similar. \( \square \)

## 4 Mathematical morphology over structuring element

Here, we propose to generalize the definitions of erosion and dilation based on structuring elements in our categorical setting of morpho-categories. Taking inspiration from classical mathematical morphology where one probes the image with “simple” geometrical shapes called structuring elements, we propose to consider a structuring element as an object of the morpho-category \( \mathcal{C} \) that we will use to construct morphological operators by “matching” this structuring object at different “positions” with more “complex” objects of \( \mathcal{C} \).

### 4.1 Erosion and dilation in morpho-categories

Let \( \mathcal{C} \) be a morpho-category, and \( U \) its associated forgetful functor. As the morphisms between objects in \( \mathcal{C} \) are unique, these are monics. Therefore, according to our conventions, given two objects \( c, c' \in |\mathcal{C}| \), we will denote in the following \( c \mapsto c' \) the unique morphism between \( c \) and \( c' \) when it exists. Moreover, in the following, except when it will be explicitly stated, every set \( \{ c \in |\mathcal{C}| \mid P(c) \} \) where \( P \) is a property resting on \( |\mathcal{C}| \), will denote the diagram whose the objects are all the elements \( c \) and morphisms are all the monics in \( \mathcal{C} \) between them.

Finally, given an object \( c \in |\mathcal{C}| \) and an element \( x \in U(c) \), we will denote by \( x_t \) the element of \( U(t) \) (we recall that \( t \) is the terminal object of \( \mathcal{C} \)) such that \( x_t = U(c \mapsto t)(x) \).

**Definition 4.1 (Structuring element)** A **structuring element** is a mapping \( b : U(t) \rightarrow |\mathcal{C}| \).
Example 4.2 In the morpho-category \((\mathcal{P}(S), \subseteq)\), given a set \(S\), any mapping \(b : S \to \mathcal{P}(S)\) is a structuring element. This structuring element associates to an element \(x \in S\) a set \(b(x)\) whose elements are in relation with \(x\).

When mathematical morphology is applied in image processing, we saw that in this particular case, \(S\) is an Abelian group equipped with an additive law \(+\), and then given a point \(x \in S\), \(b(x) = \{x + b \mid b \in B\}\) where \(B \subseteq S\).

Example 4.3 Let us suppose a complete and co-complete topos \(\mathcal{C}\) together with a forgetful functor \(U : \mathcal{C} \to \text{Set}\) satisfying the properties of Definition 3.1. Given an object \(c \in \mathcal{C}\), any mapping \(b : U(\text{Id}_c) \to |\text{Sub}(c)|\) is a structuring element.

For instance, in the topos of directed graphs, i.e. the category of presheaves \(F : \mathcal{B} \to \text{Set}\) where \(\mathcal{B}\) is the base category \(\mathcal{B}\),

![Diagram](https://via.placeholder.com/150)

\(G \mapsto G\)

Given a graph \(G : \mathcal{B}^{\text{op}} \to \text{Set}\), if we suppose that the forgetful functor \(U\) forgets on vertices with \(U(\text{Id}_G) = G(V)\), we can consider the structuring element \(b : G(V) \to \text{Sub}(G)\) which to any \(x \in G(V)\) associates the subobject \([G_x \Rightarrow G]\) where \(G_x : \mathcal{B}^{\text{op}} \to \text{Set}\) is defined by:

- \(G_x(V) = \{y \in G(V) \mid \exists e \in G(E), S_e = \{x, y\} \cup \{x\}, \text{ and} \)
- \(G_x(E) = \{e \in G(E) \mid G(s)(e) = x \text{ or } G(t)(e) = x\}\).

where \(S_e = \{G(s)(e), G(t)(e)\}\) for every edge \(e \in G(E)\).

4.1.1 Algebraic structures of structuring elements

Let \(\text{StEl}\) denote the set of all structuring elements of \(\mathcal{C}\). A partial order on \(\text{StEl}\) can be defined using pointwise injection: \(b \leq b' \iff (\forall x \in U(t), b(x) \to b'(x))\).

**Proposition 4.4** \((\text{StEl}, \leq)\) is a complete lattice.

**Proof** \(\mathcal{C}\) is a morpho-category. Hence, for all \((b_i)_{i \in I} \in \text{StEl}\), where \(I\) denotes any index set, let us set

\[
\bigwedge_{i \in I} b_i(x) = \bigwedge\{b_i(x) \mid i \in I\}
\]

\[
\bigvee_{i \in I} b_i(x) = \bigvee\{b_i(x) \mid i \in I\}
\]

which are obviously the infimum (greatest lower bound) and the supremum (least upper bound) of the family of \(b_i\), respectively. The greatest element is the full structuring element defined by \(\text{full}(x) = t\) (the terminal object in \(\mathcal{C}\)), and the least element is the empty structuring element defined by \(\text{emp}(x) = \emptyset\) (the initial object in \(\mathcal{C}\)).

---

\(^{11}\)Be careful, here \(t\) designates the morphism between \(V\) and \(E\) in the base category \(\mathcal{B}\), and should not be confused with the terminal object in \(\mathcal{C}\).
Likewise, an internal composition law \( \star \) on \( \text{StEl} \) can be defined. Let \( b, b' : U(t) \to |\mathcal{C}| \) be two structuring elements. Let \( b \star b' : U(t) \to |\mathcal{C}| \) be the structuring element defined for every \( x \in U(t) \) by:

\[
(b \star b')(x) = \bigvee \{ b'(y_t) \mid y \in U(b(x)) \}
\]

We show in the next proposition that the operation \( \star \) is associative. To equip \( \text{StEl} \) with an identity element, we need to impose that the category \( \mathcal{C} \) has atoms for the forgetful functor \( U \). Indeed, for morpho-categories \( \mathcal{C} \) which have atoms for \( U \), we can define the structuring element \( \text{sgt} : x \mapsto c_x \), that will be shown to be the identity element.

**Proposition 4.5** Under the condition that \( U \) reflects monics, \( (\text{StEl}, \star, \text{sgt}) \) is a monoid.

**Proof** Let us first show that \( \star \) is associative, i.e. let us show that \( (b \star b') \star b'' = b \star (b' \star b'') \). From the definition of the operation \( \star \), we have that

\[
((b \star b') \star b'')(x) = \bigvee \{ b''(z_t) \mid z \in U(b \star b'(x)) \}
= \bigvee \{ b''(z_t) \mid \exists y \in U(b(x)), z \in U(b'(y_t)) \}
= (b \star (b' \star b''))(x)
\]

Let us now show that \( \text{sgt} \) is the identity element for \( \star \), i.e. for every \( x \in U(t) \), we have \( (b \star \text{sgt})(x) = b(x) \) and \( (\text{sgt} \star b)(x) = b(x) \). By definition of the operations \( \star \) and \( \text{sgt} \), we have that \( (b \star \text{sgt})(x) = \bigvee \{ c_{y_t} \mid y \in U(b(x)) \}\). Obviously, we have for every \( y \in U(b(x)) \) that \( U(c_{y_t}) \to U(b(x)) \), and then as \( U \) reflects monics \( c_{y_t} \to b(x) \). By the properties of colimits we can write that \( (b \star \text{sgt})(x) \to b(x) \).

Now, as \( U \) preserves colimits, we also have that \( U(b(x)) \to U((b \star \text{sgt})(x)) \), and then as \( U \) reflects monics, we conclude that \( b(x) \to (b \star \text{sgt})(x) \).

We can conclude that \( (b \star \text{sgt})(x) = b(x) \)

By definition, we have that \( (\text{sgt} \star b)(x) = \bigvee \{ b(y_t) \mid y \in U(\text{sgt}(x)) \} \), whence we can directly conclude that \( (\text{sgt} \star b)(x) = b(x) \).

All the examples developed in this paper (sets, graphs, hypergraphs) satisfy the conditions of Proposition 4.5 because each forgetful functor \( U \) is faithful and then reflects monics and epics.

### 4.1.2 Erosion and dilation: Definitions

**Definition 4.6 (Erosion)** Let \( b \) be a structuring element of \( \mathcal{C} \). The erosion over \( b \), denoted by \( \varepsilon[b] \), is the mapping from \( \mathcal{C} \) to \( \mathcal{C} \) for every object \( d \in |\mathcal{C}| \) as follows. Let \( D^b_d \) be the diagram \( \{ e \in |\mathcal{C}| \mid \forall v \in U(e), b(v_t) \to d \} \), then

\[
\varepsilon[b](d) = \bigvee D^b_d
\]

**Example 4.7** In the morpho-category \( (\mathcal{P}(S), \subseteq) \) for a given set \( S \), for every \( A \subseteq S \), we have \( D^b_A = \{ E \subseteq S \mid \forall x \in E, b(x) \subseteq A \} \). Hence, we have that
\[ \varepsilon[b](A) = \bigcup_{E \in D_d^\varepsilon} E = \{x \in S \mid b(x) \subseteq A\}. \]

In the case where \( C \) is an Abelian group with \( + \) as additive law, given a structuring element \( B \), we have that \( D_d^\varepsilon = \{ E \subseteq S \mid \forall x \in E, \{x + p \mid p \in B\} \subseteq A\} \), i.e. \( \varepsilon[b](A) = \{x \in S \mid B_x \subseteq A\} \) where \( B_x = \{x + p \mid p \in B\} (= b(x)) \).

This shows that Definition 4.6 includes the classical definition of \( \varepsilon \) by \( B \) on sets (see Section 2 for a reminder of mathematical morphology on sets).

**Example 4.8** In the morpho-category \((\text{Sub}(c), \leq)\) for a given object \( c \) in a complete topos \( C \) equipped with a forgetful functor \( U \) satisfying all the conditions of Definition 4.7, for every \( [f] \in \text{Sub}(c) \), the set \( D_d^\varepsilon[f] \) is \( D_d^\varepsilon = \{[g] \in \text{Sub}(c) \mid \forall x \in U([g]), b(x) \leq [f]\} \), and then \( \varepsilon[b]([f]) \) is the colimit of \( D_d^\varepsilon[f] \).

To illustrate this, let us take again the example of the topos of directed graphs with the forgetful functor \( U \) defined on vertices and the mapping \( b \) as in Example 4.3. Let \( G : \mathcal{B}^{op} \to \text{Set} \) be a graph. Let \([\alpha] \) be a subobject of \( \text{Sub}(G) \). In this case, \( \varepsilon[b]([\alpha]) = [\beta] \) where \( \beta : G' \Rightarrow G \) is the natural transformation with \( G' : \mathcal{B}^{op} \to \text{Set} \) the graph defined by:

- \( G'(V) = \{x \in G(V) \mid \forall e \in \text{dom}(\alpha)(E), x \in \alpha_{V}(S_e) \Rightarrow e \in \alpha_{E}^{-1}(G_{E}(E))\} \)
  and

- \( G'(E) = \{e \in G(E) \mid G(s)(e), G(t)(e) \in G'(V)\} \).

Hence \( \beta_{V} \) and \( \beta_{E} \) are inclusion mappings.

**Proposition 4.9** We have both that \( \emptyset \in D_d^{\varepsilon} \) (and then \( \bigwedge D_d^{\varepsilon} = \emptyset \)) and \( \varepsilon[b](d) \in D_d^{\varepsilon} \).

**Proof** As \( U \) preserves colimits, it preserves initial object, and then this allows us to conclude that \( \emptyset \in D_d^{\varepsilon} \).

In the same way, we know that \( U \) preserves colimits. Consequently, we have for every \( v \in U(\varepsilon[b](d)) \) that \( b(v_t) \to d \), whence we can conclude that \( \varepsilon[b](d) \in D_d^{\varepsilon} \).

Hence, \( \varepsilon[b](d) \) is the colimit of the cone \( (\emptyset \to e)_{e \in D_d^{\varepsilon}} \), and reciprocally \( \emptyset \) is the limit of the cocone \( (e \to \varepsilon[b](d))_{e \in D_d^{\varepsilon}} \).

**Definition 4.10 (Dilation)** Let \( b \) be a structuring element of \( C \). The dilation over \( b \), denoted by \( \delta[b] \), is the mapping from \( C \) to \( \mathcal{C} \) defined for every object \( d \in \mathcal{C} \) as follows. Let \( D_d^{\delta} \) be the diagram \( \{e \in \mathcal{C} \mid \forall v \in U(d), b(v_t) \to e\} \), then

\[ \delta[b](d) = \bigwedge D_d^{\delta} \]

**Example 4.11** In the category of sets \( \text{Set} \), given a set \( S \), for every \( A \subseteq S \), the dilation of \( A \) w.r.t. \( b \) is \( \delta[b](A) = \bigcup_{x \in A} b(x) \). Hence, in the case where \( S \) is an Abelian group with an additive law \( + \), \( \delta[b](A) = \bigcup_{x \in A} \{x + p \mid p \in B\} \) where \( B \)
is a structuring element (and \( b(x) = B_2 = x + B \)).

Here again, this shows that Definition \[4.10\] includes the classical definition of \( \delta \) by \( B \) on sets (see Section \[2\] for a reminder of mathematical morphology on sets).

**Example 4.12** Let us take again the example of the topos of directed graphs with the forgetful functor \( U \) defined on vertices and the mapping \( b \) as in Example \[4.3\]. Let \([\alpha]\) be a subobject of \( \text{Sub}(G) \). In this case, \( \delta[\alpha](\beta) = \beta \) where \( \beta : G' \Rightarrow G \) is the natural transformation with \( G' : \mathcal{B}^{op} \rightarrow \text{Set} \).

**Example 4.12**

Let \( G \) be a graph. Let \( \alpha \) be a subobject of \( \text{Sub}(G) \).

- \( G'(V) = \{ x \in G(V) \mid \forall e \in G(E), S_e = \{ x, y \} \Rightarrow x \in \alpha_V(\text{dom}(\alpha)(V)) \text{ or } y \in \alpha_V(\text{dom}(\alpha)(V)) \} \),
- \( G'(E) = \{ e \in G(E) \mid G(s)(e), G(t)(e) \in G'(V) \} \).

Hence, \( \beta_V \) and \( \beta_E \) are inclusion mappings.

**Proposition 4.13**

We have both that \( t \in \delta^\mathcal{B} \) (and then \( \delta^\mathcal{B} = t \)) and \( \delta[\alpha](\beta) \in \delta^\mathcal{B} \).

**Proof**

The first point is a direct consequence of the terminality of \( t \).

In the same way, by definition of \( \delta^\mathcal{B} \), we have for every \( v \in U(d) \) that \( b(v_t) \rightarrow \delta[\alpha](\beta) \), whence we can conclude that \( \delta[\alpha](\beta) \in \delta^\mathcal{B} \).

Hence, \( \delta[\alpha](\beta) \) is the limit of the cocone \( (e \rightarrow t)_{e \in \delta} \), and reciprocally \( t \) is the colimit of the cone \( (\delta[\alpha](\beta) \rightarrow e)_{e \in \delta} \).

**Proposition 4.14**

The dilation of any element \( d \) of \( |C| \) can be decomposed as follows: \( \delta[\alpha](\beta) = \bigvee \{ b(v_t) \mid v \in U(d) \} \).

**Proof**

Obviously, we have that \( \bigvee \{ b(v_t) \mid v \in U(d) \} \in \delta^\mathcal{B} \), and then by the properties of limits, \( \delta[\alpha](\beta) \rightarrow \bigvee \{ b(v_t) \mid v \in U(d) \} \).

Now, by Proposition \[4.13\] we have that \( \delta[\alpha](\beta) \in \delta^\mathcal{B} \), and then for every \( v \in U(d) \), \( b(v_t) \rightarrow \delta[\alpha](\beta) \). Hence, by the properties of colimits, we can conclude that \( \bigvee \{ b(v_t) \mid v \in U(d) \} \rightarrow \delta[\alpha](\beta) \).

Proposition \[4.14\] then defines an algorithm to compute dilation by iterating on the elements of \( U(d) \).

We will give in the next section the definition of an algorithm to compute erosions. However, to be able to compute erosions, some conditions on morpho-categories will be required.

---

\[^{13}\]Of course this requires that the set \( U(d) \) is of finite cardinality, and the supremum of two elements is computable (what is the case for all the examples presented in the paper).
4.2 Results

Theorem 4.15 (Adjunction) For all \(d, e \in |C|\), the following equivalence holds:

\[ d \mapsto \varepsilon[b](e) \iff \delta[b](d) \mapsto e \]

Proof (\(\implies\)) Let us suppose that \(d \mapsto \varepsilon[b](e)\). By Proposition 4.14, we know that \(\varepsilon[b](e) \in D^*_e\). Moreover, \(U\) preserves monics. We then have that \(U(d \mapsto \varepsilon[b](e))\) is an injective mapping. Hence, for every \(v \in U(d)\), we have that \(b(Uv) \mapsto e\), and then we can deduce that \(e \in D^*_d\). By the properties of limits, we then have that \(\delta[b](d) \mapsto e\).

(\(\impliedby\)) Let us suppose that \(\delta[b](d) \mapsto e\). As \(U\) preserves monics, we have that \(U(\delta[b](d) \mapsto e)\) is an injective mapping. By Proposition 4.14 we further know that \(\delta[b](d) \in D^*_d\). Hence, we have for every \(v \in U(d)\) that \(b(Uv) \mapsto e\), whence we can conclude that \(d \in D^*_e\), and then by the properties of colimits we have that \(d \mapsto \varepsilon[b](e)\).

As the adjunction property holds between \(\varepsilon[b]\) and \(\delta[b]\), the following standard results in mathematical morphology also hold.

Theorem 4.16 \(\varepsilon[b]\) and \(\delta[b]\) are:

- monotonic: for every \(d, d' \in |C|\), if \(d \mapsto d'\) then \(\varepsilon[b](d) \mapsto \varepsilon[b](d')\) and \(\delta[b](d) \mapsto \delta[b](d')\);
- commutative with respect to \(\land\) and \(\lor\), respectively: for every diagram \(\mathcal{D}\) in \(C\), \(\varepsilon[b](\land \mathcal{D}) = \land \{\varepsilon[b](d) \mid d \in \mathcal{D}\}\) and \(\delta[b](\lor \mathcal{D}) = \lor \{\delta[b](d) \mid d \in \mathcal{D}\}\);
- and satisfy the preservation properties: \(\varepsilon[b](t) = t\) and \(\delta[b](\emptyset) = \emptyset\);

Proof We prove these properties for \(\varepsilon[b]\). The proof for \(\delta[b]\) is substantially similar. Note that while the sketch of the proof is similar to the classical proof in the general algebraic setting of mathematical morphology, the detailed proof is here adapted to the particular setting proposed in this paper and to its specificities.

- **Monotonicity.** Obviously, we have that \(\varepsilon[b](d) = \lor \{e \mid e \mapsto \varepsilon[b](d')\}\). By adjunction, we then have that \(\varepsilon[b](d) = \lor \{e \mid \delta[b](e) \mapsto d\}\). If \(d \mapsto d'\), we then have that \(\{e \mid \delta[b](e) \mapsto d\} \subseteq \{e \mid \delta[b](e) \mapsto d'\}\), and then \(\lor \{e \mid \delta[b](e) \mapsto d\} \mapsto \lor \{e \mid \delta[b](e) \mapsto d'\}\), whence we can conclude that \(\varepsilon[b](d) \mapsto \varepsilon[b](d')\).

- **Commutativity.** Let \(\mathcal{D}\) be a diagram of objects in \(C\). By the properties of limits, \(\land \mathcal{D} \mapsto d\) for every \(d \in \mathcal{D}\). Therefore, by monotonicity, we have that \(\varepsilon[b](\land \mathcal{D}) \mapsto \varepsilon[b](d)\), and then by the property of limits, we can conclude that \(\varepsilon[b](\land \mathcal{D}) \mapsto \lor \{\varepsilon[b](d) \mid d \in \mathcal{D}\}\).

Let us prove the opposite direction. First, let us observe that for every \(v \in U(\lor \{\varepsilon[b](d) \mid d \in \mathcal{D}\})\), we have that \(b(Uv) \mapsto d\) for every \(d \in \mathcal{D}\). By
the property of limits, we then have for every \( v \in U(\bigwedge \{ \varepsilon[b](d) \mid d \in D \}) \), that \( b(v_t) \mapsto \bigwedge D \). Hence, \( \bigwedge \{ \varepsilon[b](d) \mid d \in D \} \) belongs to the diagram \( D^* \), whence we conclude that \( \bigwedge \{ \varepsilon[b](d) \mid d \in D \} \mapsto \varepsilon[b](\bigwedge D) \).

- **Preservation.** Obviously, we have that \( \varepsilon[b](c) \mapsto c \). In the same way, we obviously have that \( c \in D^*_c \), and then by the properties of colimits, we can conclude that \( c \mapsto \varepsilon[b](c) \).

By the monotonicity property, both \( \varepsilon[b] \) and \( \delta[b] \) are functors from \( C \) to itself, and then by Theorem 4.15, \( \delta[b] \) is left-adjoint to \( \varepsilon[b] \) in the category \( C \).

As usual, the composition of erosion and dilation is not equal to the identity, but produces two other operators, called opening (defined as \( \delta[b] \circ \varepsilon[b] \)) and closing (defined as \( \varepsilon[b] \circ \delta[b] \)). Opening and closing have the following properties.

**Theorem 4.17** \( \varepsilon[b] \circ \delta[b] \) (closing) and \( \delta[b] \circ \varepsilon[b] \) (opening) satisfy the following properties:

- \( \varepsilon[b] \circ \delta[b] \) is extensive;
- \( \delta[b] \circ \varepsilon[b] \) is anti-extensive;
- \( \varepsilon[b] \circ \delta[b] \circ \varepsilon[b] = \varepsilon[b] \);
- \( \delta[b] \circ \varepsilon[b] \circ \delta[b] = \delta[b] \);
- \( \varepsilon[b] \circ \delta[b] \) and \( \delta[b] \circ \varepsilon[b] \) are idempotent.

**Proof** Here, the proof is the same as the classical one, and it is detailed here for the sake of completeness, using the notations of the categorial setting.

- **Extensivity of closing.** Obviously, we have that \( \delta[b](d) \mapsto \delta[b](d) \), and then by the adjunction property, we can conclude that \( d \mapsto \varepsilon[b](\delta[b](d)) \).

- **Anti-extensivity of opening.** Obviously, we have that \( \varepsilon[b](d) \mapsto \varepsilon[b](d) \), and then by the adjunction property, we can conclude that \( \delta[b](\varepsilon[b](d)) \mapsto d \).

- **Preservation.** By anti-extensivity of opening we have that \( \delta[b](\varepsilon[b](d)) \mapsto d \), and then by monotonicity of opening, we can conclude that

  \[
  \varepsilon[b](\delta[b](\varepsilon[b](d))) \mapsto \varepsilon[d](d)
  \]

To show the opposite direction, we obviously have that \( \delta[b](\varepsilon[b](d)) \mapsto \delta[b](\varepsilon[b](d)) \), and then by the property of adjunction, we can conclude that \( \varepsilon[b](d) \mapsto \varepsilon[b](\delta[b](\varepsilon[b](d))) \).

The equation \( \delta[b] \circ \varepsilon[b] \circ \delta[b] = \delta[b] \) can be proved similarly.

- **Idempotence.** Direct consequence of the preservation properties.
A property which can be sought by the operations of erosion and dilation is to be, respectively, anti-extensive (i.e. $\varepsilon_b(d) \rightarrow d$) and extensive (i.e. $d \rightarrow \delta_b(d)$). With no further condition on the structure of objects $e \in |\mathcal{C}|$, we cannot hope to have such results. Indeed, no structural link exists between the objects $e \in D^*_a$ (resp. $d$) and the objects $b(v_t)$ for each $v \in U(e)$ (resp. $v \in U(d)$). It can be natural for an element $v \in U(e)$ to see the object $b(v)$ as a neighborhood of $v$, and which in our case can mean an object structured around the element $v$. This is similar to a cover notion.

**Definition 4.18 (Covered by)** Let $\mathcal{C}$ be a morpho-category. Let $b$ be a structuring element. Let $c \in |\mathcal{C}|$ be an object. We say that $c$ is **covered by** $b$ if $c \rightarrow \mathcal{V}\{b(v_t) \mid v \in U(e)\}$. We say that $\mathcal{C}$ is **covered by** $b$ if every object $c \in |\mathcal{C}|$ is covered by $b$.

**Theorem 4.19** Under the condition that $\mathcal{C}$ is covered by $b$, then $\varepsilon_b$ and $\delta_b$ are, respectively:

1. anti-extensive: for every $d \in |\mathcal{C}|$, $\varepsilon_b(d) \rightarrow d$;
2. extensive: for every $d \in \mathcal{C}$, $d \rightarrow \delta_b(d)$.

**Proof**

- **Anti-extensivity.** By the hypothesis of cover for $\mathcal{C}$, we have that $e \rightarrow \mathcal{V}\{b(v_t) \mid v \in U(e)\}$, and then $e \rightarrow d$ for every $e \in D^*_a$. Therefore, by the property of colimits, we conclude that $\varepsilon_b(d) \rightarrow d$.

- **Extensivity.** By the hypothesis of cover for $\mathcal{C}$ we have that $d \rightarrow \mathcal{V}\{b(v_t) \mid v \in U(d)\}$, and then $d \rightarrow e$ for every $e \in D^*_a$. Therefore, by the property of limits, we conclude that $d \rightarrow \delta_b(d)$.

Another property which can be sought is that erosion and dilation are dual operations. Of course, this requires first to be able to define the notion of complement what is made possible if morpho-categories are Cartesian closed. Indeed, we have seen in Section 3 that given an object $d \in |\mathcal{C}|$, its complement $\overline{d}$ is the object $\emptyset^d$ (the exponential of the object $d$ and the initial object $\emptyset$ of $\mathcal{C}$).

**Theorem 4.20** Let $\mathcal{C}$ be a morpho-category which is further Boolean and covered by $b$. Then, $\varepsilon_b(\overline{d}) = \delta_b(\overline{d})$.

**Proof** By definition of erosion and dilation, we have:

1. $\varepsilon_b(\overline{d}) = \mathcal{V}\{e \mid \forall v \in U(e), b(v_t) \rightarrow \overline{d}\}$
2. $\delta_b(\overline{d}) = \mathcal{V}\{e \mid \exists v \in U(d), b(v_t) \not\rightarrow \overline{e}\}$
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By the first point we have for every \( e \in D_a^C \) that for every \( v \in U(e) \), \( b(v) \rightarrow \overline{d} = d \) (\( C \) is Boolean).

As \( C \) is covered by \( b \), this means that for every \( e \in D_a^C \), there exists \( v \in U(d) \) such that \( b(v) \rightarrow \overline{e} \), and then \( D_a^C \subseteq \bigvee \{ e \mid \exists v \in U(d), b(v) \rightarrow e \} \).

By following the same process, we can show that \( \bigvee \{ e \mid \exists v \in U(d), b(v) \rightarrow e \} \subseteq D_a^C \), and then concluding that \( \varepsilon[b](\overline{d}) = \overline{\delta[b](d)} \).

This cover condition added to atomicity allows us to further compute erosions. Indeed, we have the following property:

**Proposition 4.21** If \( C \) is covered by \( b \) and has atoms for \( U \), then

\[
\varepsilon[b](d) = \left\{ \begin{array}{l}
\bigvee \{ c_{v \rightarrow d} \mid v \in U(d) \text{ and } b(v) \rightarrow d \} \\
\bigvee \{ b(v) \mid v \in U(d) \text{ and } b(v) \rightarrow d \text{ and } \forall v' \in b(v), b(v') \rightarrow d \} 
\end{array} \right.
\]

**Proof** As \( C \) is covered by \( b \), we have both that \( \bigvee \{ c_{v \rightarrow d} \mid v \in U(d) \text{ and } b(v) \rightarrow d \} \) and \( \bigvee \{ b(v) \mid v \in U(d) \text{ and } b(v) \rightarrow d \text{ and } \forall v' \in b(v), b(v') \rightarrow d \} \) belong to \( D_a^C \), and then so is their supremum, whence we can deduce that this supremum is smaller than \( \varepsilon[b](d) \) with respect to \( \rightarrow \).

Now, as \( C \) is covered by \( b \), we have for every \( e \in D_a^C \) that for every \( v \in U(e) \) both \( b(v) \rightarrow d \) and for every \( v' \in U(b(v)) \) that \( b(v') \rightarrow d \). And then, we have that

\[
e \rightarrow \left\{ \begin{array}{l}
\bigvee \{ c_{v \rightarrow d} \mid v \in U(d) \text{ and } b(v) \rightarrow d \} \\
\bigvee \{ b(v) \mid v \in U(d) \text{ and } b(v) \rightarrow d \text{ and } \forall v' \in b(v), b(v') \rightarrow d \}
\end{array} \right.
\]

whence we can conclude that

\[
\varepsilon[b](d) \rightarrow \left\{ \begin{array}{l}
\bigvee \{ c_{v \rightarrow d} \mid v \in U(d) \text{ and } b(v) \rightarrow d \} \\
\bigvee \{ b(v) \mid v \in U(d) \text{ and } b(v) \rightarrow d \text{ and } \forall v' \in b(v), b(v') \rightarrow d \}
\end{array} \right.
\]

\( \square \)

**Remark 4.22** As \( C \) is supposed covered by \( b \) in Proposition [4.21], we have the following property: \( \forall v \in U(t), c_v \rightarrow b(v) \). And then, either \( \varepsilon[b](d) = \bigvee \{ c_{v \rightarrow d} \mid v \in U(d) \text{ and } b(v) \rightarrow d \} \) if for every \( v \in U(d) \) such that \( b(v) \rightarrow d \) there exists \( v' \in U(b(v)) \) such that \( b(v') \neq d \), or \( \varepsilon[b](d) = \bigvee \{ b(v) \mid v \in U(d) \text{ and } b(v) \rightarrow d \} \) and \( \forall v' \in b(v), b(v') \rightarrow d \) otherwise.

This gives rise to the following algorithm:

1. **procedure** EROSION\((d \in |\mathcal{C}| \text{ and } b : U(t) \rightarrow |\mathcal{C}|)\)
2. \( S = \{ v \in U(d) \mid b(v) \rightarrow d \} \)
3. \( c = \bigvee \{ c_{v \rightarrow d} \mid v \in S \} \)
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while $S$ is not empty do
choose $v \in S$
if $\forall \nu' \in U(b(v'))$, $b(v') \rightarrow d$ then
c = c \lor b(v_t)
$S = S \setminus \{v\}$
return $c$

**Corollary 4.23** If $C$ is covered by $b$ and has atoms for $U$, then the algorithm Erosion returns $\varepsilon[b](d)$.

**Proof** Direct consequence of Proposition 4.21.

5 Morpholizable categories

Complete toposes allow us to generate a whole family of morpho-categories, the Heyting algebra $\text{Sub}(X)$ where $X$ is any object of the topos under consideration. The problem of these morpho-categories is that subobjects are equivalence classes of monics defined up to domain isomorphisms. To define our two mathematical morphology operations of erosion and dilation from a structuring element, the notions of point and neighborhood around this point are essential. We then need to choose one subobject among the set of isomorphic domains to get this set of points and to define the notion of structuring elements (see Example 3.2). But, in practice, chosen subobjects are linked by inclusion morphisms, and not by monics.

Here, we will define a family of categories, the morpholizable categories, which as presheaf toposes will also allow us to generate a whole family of morpho-categories, but taking better account of the notion of inclusion between subobjects.

5.1 Definitions and results

**Definition 5.1 (Morpholizable category)** A morpholizable category $C$ is a complete and co-complete category equipped with a family of faithful functors $(U_i)_{i \in I} : C \rightarrow \text{Set}$ such that the following properties hold:

- Preservation of bounds: for every $i \in I$, $U_i$ preserves limits and colimits.
- Preservation of equality: for all objects $c, d \in |C|$, if for every $i \in I$, $U_i(c) = U_i(d)$, then $c = d$.

**Example 5.2** Given a presheaf topos $\text{Set}^{\mathcal{B}^{op}}$, we can define the family of forgetful functors $(U_b : F \rightarrow F(b))_{b \in |\mathcal{B}|}$. Given a diagram $D$ in $\text{Set}^{\mathcal{B}^{op}}$, we can define the two presheaves $F_{\text{lim}}, F_{\text{colim}} : \mathcal{B}^{op} \rightarrow \text{Set}$ which to every $b \in \mathcal{B}$ associates the limit and the colimit of the diagram $D_b = \{F(b) \mid F \in D\}$ (this makes sense because the category $\text{Set}$ is complete and cocomplete). Hence, each $U_b$ preserves both limits and colimits. Now, the family $(U_b : F \rightarrow F(b))_{b \in |\mathcal{B}|}$
obviously preserves equality. Conversely, we cannot assure that each \( U_b \) is faithful for all presheaf toposes. The reason is given two natural transformations \( \alpha, \beta : F \Rightarrow F' \), \( \alpha \neq \beta \) only means that there exists \( b \in \mathcal{B} \) such that \( \alpha_b \neq \beta_b \), and then nothing prevents that there are \( b' \neq b \in \mathcal{B} \) such that \( \alpha_{b'} = \beta_{b'} \) (there is a priori no link between \( F(b) \) and \( F(b') \)). This is of course not true for all the examples we have presented so far (sets, graphs, and hypergraphs) which proves that for these examples each forgetful functor is faithful, and then all are morphizable categories. We will also develop another example of morphizable category, the simplicial complexes, which can not be defined as a presheaf topos.\(^{14}\)

**Simplicial Complexes.** Simplicial complexes are geometrical objects defined by combinatorial data. They enable to specify topological spaces of arbitrary dimensions. Simplicial complexes define particular hypergraphs.\(^{15}\) Indeed, a simplicial complex \( K \) consists of a set of vertices \( V \) and a set \( E \) of subsets of \( V \) such that \( E \) is closed under subsets, and for every \( v \in V \), \( \{v\} \in E \) and \( \emptyset \notin E \). Let us note \( \mathcal{K} \) the full subcategory of \( \mathcal{H} \) whose the objects are simplicial complexes. It is known that the category of simplicial complexes has limits and colimits for small diagrams. The two forgetful functors \( U_V \) and \( U_E \) are defined as for hypergraphs, and it is quite easy to show that they are faithful, and preserve limits and colimits, and equalities.

Since \( \mathcal{C} \) has limits and colimits, it has terminal and initial objects which are respectively the limit and the colimit of the empty diagram. The initial object is denoted by \( \emptyset \), and the terminal one is denoted by \( 1 \).

By standard results of category theory, the following properties are satisfied:

**Proposition 5.3** \( \mathcal{C} \) satisfies the two following properties: for every \( i \in I \)

1. each \( U_i \) preserves and reflects monics and epics;
2. the pushout of monics is a monic. By duality, the pullback of monics is a monic. More generally, both limits and colimits of monics are monics.

**Proof**

1. A consequence of the fact that \( U_i \) is faithful is that each \( U_i \) reflects monics and epics. This property, associated with the first property of Definition \(^{11}\) leads to the fact that each \( U_i \) preserves and reflects epics and monics.

\(^{14}\)Simplicial complexes are particular hypergraphs, but unlike the category of hypergraphs, the category of simplicial complexes is not a topos but only a quasi-topos (i.e. it is locally cartesian closed and the subobject classifier \( \Omega \) only classifies strong monics).

\(^{15}\)Let us recall that a hypergraph is a set \( V \) whose elements are called vertices together with a family \( E = (E_i)_{i \in I} \) of subsets of \( V \) called hyperedges. A morphism of hypergraphs between \( (V,E) \) and \( (W,F) \) is then a mapping \( f : V \rightarrow W \) such that for every \( E_i \in E \), \( f(E_i) \in F \).
2. Let

\[
\begin{array}{c}
c \rightarrow d \\
\text{monic} \downarrow \\
\downarrow f \\
c' \rightarrow d'
\end{array}
\]

be a pushout diagram in \( C \). From the first property of Proposition 5.3, each \( U_i \) preserves and reflects monics and epics. Therefore, since \( U_i \) also preserves pushout (the first property of Definition 5.1), and since the pushout of monics is monic in \( Set \), \( U_i(f) \) is monic in \( Set \). Since \( U_i \) reflects monics, we have that \( f \) is monic in \( C \). The proofs for pullback, limits and colimits are similar.

\[ \square \]

**Definition 5.4 (Inclusion)** Let \( C \) be a morphizable category, with its family of faithful functors \( \{ U_i \}_{i \in I} \). A morphism \( m : c \rightarrow c' \) in \( C \) is called an inclusion when for every \( i \in I \), each \( U_i(m) \) is a set-theoretical inclusion. We will then denote such an inclusion by \( c \hookrightarrow c' \). And we will denote by \( \mathcal{I} \) the class of inclusions of \( C \).

**Proposition 5.5** \( \mathcal{I} \) is a partial order.

**Proof** Reflexivity is obvious. Transitivity is a direct consequence of the facts that functors are structure-preserving maps between categories and that \( U \) reflects monics.

For the anti-symmetry, it is sufficient to show that there exists at most one inclusion \( c \hookrightarrow d \) between objects, and if there exists an inclusion \( d \hookrightarrow c \), then \( c = d \).

Then, let us suppose that there exist two inclusions \( m : c \hookrightarrow d \) and \( m' : c \hookrightarrow d \) in \( C \). Since each \( U_i \) is faithful, we have that \( U_i(m) \neq U_i(m') \) as \( m \neq m' \) which is not possible for set inclusion.

Let us suppose that there are both \( c \hookrightarrow d \) and \( d \hookrightarrow c \). By definition of inclusion, we then have that \( U_i(c) = U_i(d) \) for each \( i \in I \). Moreover, as there is at most one inclusion between objects, we have that \( c \simeq d \), and then by the preservation of equality condition, we can conclude that \( c = d \).

Now, we are going to see how to extract for each object \( c \in |C| \) a category \( C_c^\mathcal{E} \) which will be a morpho-category (see Theorem 5.8).

**Proposition 5.6** Every morphism \( f : c \rightarrow d \) in \( C \) can be factorized uniquely as \( i \circ e \) where \( i \) is an inclusion and \( e \) is an epic.

**Proof** Let \( (d \rightrightarrows d \coprod_c d) \) where \( d \coprod_c d \) is the pushout

\[
\begin{array}{c}
c \rightarrow f \\
\downarrow \\
f \\
\downarrow \\
d \rightarrow d \coprod_c d
\end{array}
\]
Since $C$ has limits, let us denote by $\text{Im}(f)$ the limit of $(d \Rightarrow d \coprod d)$. By definition of limit, the limit $\text{Im}(f)$ comes with a morphism $m : \text{Im}(f) \rightarrow d$, and by the universality property of limits, we also have a unique morphism $g : c \rightarrow \text{Im}(f)$. Since each $U_i$ preserves limits, $(U_i(\text{Im}(f)), U_i(m))$ is the limit of $(U_i(d) \Rightarrow U_i(d) \coprod U_i(c) U_i(d))$ in $\text{Set}$, and then $U_i (m) : U_i(\text{Im}(f)) \rightarrow U_i(d)$ is a monic and more precisely an inclusion, and $U_i(e) : U_i(c) \rightarrow U_i(\text{Im}(f))$ is a surjection. As each $U_i$ reflects both monics and epics, we can conclude that $m$ is an inclusion and $e$ an epic.

Following [15], morpholizable categories are strongly inclusive. They then satisfy the following supplementary properties (see [15] for their proofs):

- all isomorphisms are identities;
- any morphism which is both an inclusion and an epic is an identity;
- $\mathcal{I}$ is $\mathcal{I}$-right-cancellable in the sense that if $g \circ f \in \mathcal{I}$ and $g \in \mathcal{I}$, then $f \in \mathcal{I}$;
- $\mathcal{E}$ is $\mathcal{E}$-right-cancellable where $\mathcal{E}$ is the class of epics of $C$ (i.e. $\mathcal{E}^{op}$ is $\mathcal{E}^{op}$-right-cancellable).

We denote by $C^\mathcal{I}$ the subcategory of $C$ where $|C^\mathcal{I}| = |C|$ and morphisms are all the inclusions in $\mathcal{I}$.

Proposition 5.7 In $C$, limits and colimits of inclusions are inclusions.

Proof In $\text{Set}$, it is known that limits and colimits of inclusions are inclusions. As each $U_i$ both preserves limits and colimits, and reflects monics, we can conclude that limits and colimits of inclusions in $C$ are inclusions.

Since each $U_i$ reflects monics, $C^\mathcal{I}$ has also $\emptyset$ as initial object. Conversely, $C^\mathcal{I}$ has not necessarily a terminal object. The reason is that for most of morpholizable categories (anyway all the categories presented in this paper), the terminal object $1$ has only one morphism to itself which is the identity $1d$. This leads to the fact that $U_i(1)$ is a singleton, and then, as $U_i$ reflects epics, the unique morphism from any object $c$ to $1$ is also an epic. Hence, the category $C^\mathcal{I}$ has limits but not necessarily colimits. By contrast, for any object $c \in |C|$, the slice category $C^\mathcal{I}/c$ has for initial object the inclusion $\emptyset \hookrightarrow c$ and for terminal object the identity $1d_c$. Moreover, by Proposition 5.7, limits and colimits of inclusions are inclusions, and then we can conclude that the slice category $C^\mathcal{I}/c$ has limits and colimits. Obviously, there is the forgetful functor $U_c : C^\mathcal{I}/c \rightarrow C$ which maps any inclusion $d \hookrightarrow c$ to $d$ and any inclusion $d \hookrightarrow d'$ in $C^\mathcal{I}/c$ to itself. This forgetful functor leads to a full subcategory $C^\mathcal{E}_c$ of $C^\mathcal{I}$. This subcategory is both complete and co-complete. Hence, given an object $c \in C$, $C^\mathcal{E}_c$ is the category whose objects are all the subobjects and the morphisms are all the inclusions between them.

Theorem 5.8 The category $C^\mathcal{E}_c$ is a morpho-category.
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Proof The objects in $C^Z_c$ are partially ordered by inclusions, and given two objects $d$ and $d'$, the supremum of $d$ and $d'$, denoted by $\bigvee \{d, d'\}$, is the coproduct of $d$ and $d'$ in $C^Z_c$, and the infimum of $d$ and $d'$, denoted by $\bigwedge \{d, d'\}$, is the unique inclusion pullback of the inclusions $(d \leftarrow \bigvee \{d, d'\}, d' \leftarrow \bigvee \{d, d'\})$. Hence, $C^Z_c$ is a category finitely complete and finitely co-complete. Now, by Proposition 5.7, this category is further complete and co-complete. Finally, by Proposition 5.9, each $U_i$ preserves monics and colimits.

Example 5.9 In any presheaf category $\text{Set}^{\mathcal{B}^\text{op}}$, given a presheaf $F : \mathcal{B}^\text{op} \to \text{Set}$, the category $(\text{Set}^{\mathcal{B}^\text{op}})^{f}\mathcal{F}$ has for objects all the presheaves $F' : \mathcal{B}^\text{op} \to \text{Set}$ such that for every $b \in \mathcal{B}$, $F'(b) \subseteq F(b)$.

5.2 Mathematical morphology over morpholizable categories

Let $C$ be a morpholizable category whose the family of faithful functors is $(U_i)_{i \in I}$. Let $c \in [C]$ be an object. We have seen in the previous section that the category $C^Z_c$ is a morpho-category. We can then define on it both operations of erosion and dilation based on structuring elements defined in Section 4. In this framework, structuring elements are mappings $b : U_i(c) \to |C^Z_c|$ for a given faithful functor $U_i$.

Here, to facilitate the presentation, we use the standard definition of sets, graphs and hypergraphs, rather than the one we followed in the previous section to define them by presheaves.

Example 5.10 In the category of undirected graphs $\mathcal{G}$, if we consider the forgetful functor $U_V$, then given a graph $G = (V, E)$ the mapping $b$ can be defined for example as: for every vertex $x \in V$, $b(x) = G_x$ where $G_x = (V_x, E_x)$ is the subgraph of $G$ such that $V_x = \{y \mid \{x, y\} \in E\} \cup \{x\}$ and $E_x = \{\{x, y\} \in E \mid y \in V_x\}$. Now, if we consider the forgetful functor $U_E$, then given a graph $G = (V, E)$, a possible mapping $b$ can be: for every edge $\{x, y\} \in E$, $b(\{x, y\}) = G_{\{x, y\}}$ where $G_{\{x, y\}} = (V_{\{x, y\}}, E_{\{x, y\}})$ is the subgraph of $G$ such that $V_{\{x, y\}} = \{z \mid \{x, z\} \in E \text{ or } \{y, z\} \in E\}$ and $E_{\{x, y\}} = \{\{x, z\} \in E \mid z \in V_{\{x, y\}}\} \cup \{\{y, z\} \in E \mid z \in V_{\{x, y\}}\}$.

Example 5.11 In the category of hypergraphs $\mathcal{H}$, if we consider the forgetful functor $U_V$, then given a hypergraph $H = (V, E = (E_i)_{i \in I})$, the mapping $b$ can be defined as: for every vertex $x \in V$, $b(x) = H_x = (V_x, E_x)$ is the sub-hypergraph of $H$ where $V_x = \bigcup \{E_i \mid i \in I, x \in E_i\}$ and $E_x = (E_j)_{j \in J}$ such that $J = \{i \in I \mid x \in E_i\}$. If the forgetful functor is $U_E$, then given a hypergraph $H = (V, E = (E_i)_{i \in I})$, a possible $b$ can be: for every hyperedge $E_i \in E$, $b(E_i) = H_{E_i}$ where $H_{E_i} = (V_{E_i}, E_{E_i})$ is the sub-hypergraph of $H$ such that $V_{E_i} = \bigcup \{E_j \mid E_i \cap E_j \neq \emptyset\}$ and $E_{E_i} = \{E_j \in E \mid E_j \subseteq V_{E_i}\} = \{E_j \in E \mid E_i \cap E_j \neq \emptyset\}$.

Example 5.12 In the category of simplicial complexes $\mathcal{K}$, given a simplicial complex $K = (V, (E_i)_{i \in I})$, we can define for every $x \in V$, $b(x) = K_x$ with $K_x =$
the sub-simplicial complex of $K$ such that $V_x = \bigcup \{ E_i \mid i \in I, x \in E_i \}$ and $E_x = \{ E_i \neq \emptyset \mid \exists j \in I, x \in E_j \text{ and } E_i \subseteq E_j \}$. 

Given a structuring element $b : U_i(c) \rightarrow |C_c^F|$, the erosion over $b$ is then the mapping $\varepsilon[b]$ from $C_c^F$ to $C_c^F$ which for every object $d \in |C_c^F|$ yields $\varepsilon[b](d) = \bigvee D_d^b$ where $D_d^b = \{ e \in |C_c^F| \mid \forall v \in U_i(c), b(v) \rightarrow e \}$.

**Example 5.13** In the category of graphs $\mathcal{G}$, if we forget on the set of vertices, given a graph $G = (V, E)$ and considering the structuring element defined in Example 5.10, for every subgraph $G' = (V', E')$ the erosion of $G'$ is $\varepsilon[b](G') = (\overline{V}, \overline{E})$ where

$$\overline{V} = \{ x \in V \mid G_x \hookrightarrow G' \}$$

$$\overline{E} = \{ x, y \mid x, y \in \overline{V} \}$$

When we forget on edges, we have that $\varepsilon[b](G') = (\overline{V}, \overline{E})$ where

$$\overline{V} = \{ x \in V \mid \exists y \in V, \{x, y\} \in E' \text{ and } \forall y \in V, \{x, y\} \in E' \Rightarrow G_{\{x,y\}} \hookrightarrow G' \}$$

$$\overline{E} = \{ x, y \in E' \mid x, y \in \overline{V} \}$$

**Example 5.14** In the category of hypergraphs $\mathcal{H}$, if we forget on vertices, given a hypergraph $H = (V, E = (E_i)_{i \in I})$ and considering the structuring element defined in Example 5.11, for every sub-hypergraph $H' = (V', E')$, the erosion of $H'$ is $\varepsilon[b](H') = (\overline{V}, \overline{E})$ where

$$\overline{V} = \{ x \in V \mid H_x \hookrightarrow H' \}$$

$$\overline{E} = \{ E_i \mid i \in I \text{ and } E_i \subseteq \overline{V} \}$$

When we forget on hyperedges, we have that $\varepsilon[b](H') = (\overline{V}, \overline{E})$ where

$$\overline{V} = \{ x \in V \mid \exists i \in I', x \in E_i' \text{ and } \forall j \in I', x \in E_j' \Rightarrow H_{E_i'} \hookrightarrow H' \}$$

$$\overline{E} = \{ E_i' \in E' \mid E_i' \subseteq \overline{V} \}$$

**Example 5.15** In the category of simplicial complexes $\mathcal{K}$, given a simplicial complex $K = (V, E = (E_i)_{i \in I})$, for $b$ defined as in Example 5.12, for every sub-simplicial complex $K' = (V', E')$, the erosion $\varepsilon[b](K')$ of $K'$ is defined as for hypergraphs when we forget on vertices. We find the definition of the operator $Cl^A$ given in [110] where given a sub-simplicial complex $X$, $Cl^A(X)$ is the largest simplicial complex contained in $X$.

In the same way, given a structuring element $b : U_i(c) \rightarrow |C_c^F|$, the dilation over $b$ is the mapping $\delta[b]$ from $C_c^F$ to $C_c^F$ which to every object $d \in |C_c^F|$ yields $\delta[b](d) = \bigwedge D_d^b$ where $D_d^b = \{ e \in |C_c^F| \mid \forall v \in U(d), b(v) \rightarrow e \}$. 
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Example 5.16 In the category of graphs \( G \), if we forget on the set of vertices, given a graph \( G = (V, E) \) and considering the structuring element defined in Example 5.10, for every subgraph \( G' = (V', E') \) the dilation of \( G' \) is \( \delta[b](G') = (\overline{V}, \overline{E}) \) where
\[
\overline{V} = \{ x \in V \mid V_x \cap V' \neq \emptyset \} \\
\overline{E} = \{ \{ x, y \} \in E \mid x, y \in \overline{V} \}
\]
When we forget on edges, we have that \( \delta[b](G') = (\overline{V}, \overline{E}) \) where
\[
\overline{V} = \{ z \in V \mid \exists e \in E, S_e \cap V' \neq \emptyset \text{ and } z \in V_e \} \\
\overline{E} = \{ \{ x, y \} \in E \mid x, y \in \overline{V} \}
\]
Note that this dilation is not extensive: if \( G' \) contains isolated vertices, these vertices do not belong to the dilated graph, which makes sense with this definition of \( b \) and associated dilation, purely based on edges.

A simple example illustrates these definitions in Figure 2.

Figure 2: A simple example of a graph dilation. The graph \( G \) is composed of a set of vertices \( V \) represented by black dots, and a set of edges \( E \) represented by black lines. The subgraph \( G' = (V', E') \) has two vertices and one edge joining them (inside the red line). Its dilation \( \delta[b](G') \) has 4 vertices and 4 edges, enclosed in the blue line. Now if \( V' \) contains also the isolated vertex, then this vertex would belong to the dilation if we forget on vertices, but not if we forget on edges, illustrating the difference between both examples.

Example 5.17 In the category of hypergraphs \( H \), if we forget on vertices, given a hypergraph \( H = (V, E = (E_i)_{i \in I}) \) and considering the structuring element defined in Example 5.11, for every sub-hypergraph \( H' = (V', E') \), the dilation of \( H' \) is \( \delta[b](H') = (\overline{V}, \overline{E}) \) where
\[
\overline{V} = \{ x \in V \mid V_x \cap V' \neq \emptyset \} \\
\overline{E} = \{ E_i \in E \mid E_i \subseteq \overline{V} \}
\]
This example corresponds to one of the dilations proposed in [7]. A simple illustration is given in Figure 3.

When we forget on hyperedges, we have that \( \delta[b](H') = (\overline{V}, \overline{E}) \) where
\[
\overline{V} = \{ z \in V \mid \exists E_i \in E, E_i \cap V' \neq \emptyset \text{ and } z \in E_i \} \\
\overline{E} = \{ E_i \in E \mid E_i \subseteq \overline{V} \}
\]
Figure 3: Illustration of the dilation of an hypergraph by forgetting on vertices. The figure on the left represents $V$ (vertices represented as points) and $E$ (hyperedges represented as closed lines). The red lines indicate the hyperedges of $H_1$. The vertices of $H_1$ are the points enclosed in these lines. The blue lines on the right represent the hyperedges of $\delta(b)(H')$ and its vertices are the points enclosed in these lines. Figure from [7].

Since simplicial complexes define a subclass of hypergraphs, similar definitions as in Example 5.17 for erosion and dilation can be given for this subclass.

6 Application: morpho-logic

In [6], it was shown that standard modalities $\square$ and $\Diamond$ of the propositional modal logic can be defined as morphological erosion and dilation based on structuring elements defined over the lattice $\mathcal{P}(\Omega)$ where $\Omega$ is a set of possible worlds. Here, we propose to extend this formalization to any morpho-category. To allow for reasoning, we must impose the constraints on morpho-categories to be Cartesian closed and covered by the structuring element.

**Syntax.** Let $P$ be a countable set whose elements are called propositional variables and denoted by letters $p, q, r, \ldots$. The set $\mathcal{F}$ of formulas is defined by the following grammar:

$$\varphi, \psi ::= T \mid \bot \mid p \mid \neg \varphi \mid \varphi \land \psi \mid \varphi \lor \psi \mid \varphi \Rightarrow \psi \mid \square \varphi \mid \Diamond \varphi$$

where $p$ runs through $P$.

**Semantics.** A model $\mathcal{M}$ is a triple $(\mathcal{C}, b, \nu)$ where:

- $\mathcal{C}$ is a morpho-category which is further Cartesian closed and covered by $b$,
- $b : \mathcal{U}(t) \rightarrow |\mathcal{C}|$ is a structuring element, and
\( \nu : P \to |C| \) is a mapping called valuation.

The semantics of formulas in a model \( \mathcal{M} \) is a mapping \( \llbracket \mathcal{M} \rrbracket(\_ : \mathcal{F} \to |C| \) defined by structural induction on formulas as follows:

- \( \llbracket \mathcal{M} \rrbracket(\top) = t \) (\( t \) is the terminal object of \( C \)),
- \( \llbracket \mathcal{M} \rrbracket(\bot) = \emptyset \) (\( \emptyset \) is the initial object of \( C \)),
- \( \llbracket \mathcal{M} \rrbracket(p) = \nu(p) \),
- \( \llbracket \mathcal{M} \rrbracket(\lnot \varphi) = \emptyset^{\llbracket \mathcal{M} \rrbracket(\varphi)} \) (i.e. the exponential of \( \emptyset \) and \( \llbracket \mathcal{M} \rrbracket(\varphi) \)),
- \( \llbracket \mathcal{M} \rrbracket(\varphi \land \psi) = \llbracket \mathcal{M} \rrbracket(\varphi) \land \llbracket \mathcal{M} \rrbracket(\psi) \) (the infimum of \( \llbracket \mathcal{M} \rrbracket(\varphi) \) and \( \llbracket \mathcal{M} \rrbracket(\psi) \)),
- \( \llbracket \mathcal{M} \rrbracket(\varphi \lor \psi) = \llbracket \mathcal{M} \rrbracket(\varphi) \lor \llbracket \mathcal{M} \rrbracket(\psi) \) (the supremum of \( \llbracket \mathcal{M} \rrbracket(\varphi) \) and \( \llbracket \mathcal{M} \rrbracket(\psi) \)),
- \( \llbracket \mathcal{M} \rrbracket(\varphi \Rightarrow \psi) = \llbracket \mathcal{M} \rrbracket(\psi)^{\llbracket \mathcal{M} \rrbracket(\varphi)} \) (the exponential of \( \llbracket \mathcal{M} \rrbracket(\psi) \) and \( \llbracket \mathcal{M} \rrbracket(\varphi) \)),
- \( \llbracket \mathcal{M} \rrbracket(\lozenge \varphi) = \varepsilon[b](\llbracket \mathcal{M} \rrbracket(\varphi)) \) (the erosion of \( \llbracket \mathcal{M} \rrbracket(\varphi) \) with respect to \( b \)),
- \( \llbracket \mathcal{M} \rrbracket(\Diamond \varphi) = \delta[b](\llbracket \mathcal{M} \rrbracket(\varphi)) \) (the dilation of \( \llbracket \mathcal{M} \rrbracket(\varphi) \) with respect to \( b \))

We write \( \mathcal{M} \models \varphi \) if and only if \( \llbracket \mathcal{M} \rrbracket(\varphi) \approx t \). And then, standardly, given a set of formulas \( \Gamma \) and a formula \( \psi \), we write \( \Gamma \models \varphi \) to mean that for every model \( \mathcal{M} \) which for every formula \( \psi \in \Gamma \) verifies \( \mathcal{M} \models \psi \), we have that \( \mathcal{M} \models \varphi \).

Here, a standard Kripke model \((Q, R, \nu)\) where \( Q \) is a set of states, \( R \subseteq Q \times Q \) is an accessibility relation, and \( \nu : P \to \mathcal{P}(Q) \) is a mapping, is represented by the model \( \mathcal{M} = (\mathcal{P}(Q), b, \nu) \) where \( b : Q \to \mathcal{P}(Q) \) is defined by: \( \forall q \in Q, b(q) = \{ q' \in Q \mid (q, q') \in R \} \).

As is customary, our semantics brings back the implication to the order relation \( \to \) in \( C \).

**Lemma 6.1** \( \mathcal{M} \models \varphi \Rightarrow \psi \iff \llbracket \mathcal{M} \rrbracket(\varphi) \to \llbracket \mathcal{M} \rrbracket(\psi) \).

**Proof** Cartesian closed morpho-categories internally define Heyting algebras, and then they satisfy the following property:

\[
\llbracket \mathcal{M} \rrbracket(\varphi) \to \llbracket \mathcal{M} \rrbracket(\psi) \iff \llbracket \mathcal{M} \rrbracket(\psi)^{\llbracket \mathcal{M} \rrbracket(\varphi)} \approx t
\]

By the constraint for \( C \) to be Cartesian closed, the logic defined here is intuitionistic. Hence, the propositional connectives \( \land \) and \( \lor \) and the modalities \( \Box \) and \( \Diamond \) are not dual.
A sound and complete entailment system. Here, we propose to establish the consequence relation \( \vdash \), called proofs, between set of formulas and formulas. We then consider the following Hilbert-system.

- **Axioms:**
  - **Tautologies:** all intuitionistic propositional tautology instances 16
  - **Preservation:**
    - \( \lozenge \bot \Leftrightarrow \bot \)
    - \( \Box \top \Leftrightarrow \top \)
  - **Commutativity:**
    - \( \Box (\varphi \land \psi) \Leftrightarrow \Box \varphi \land \Box \psi \)
    - \( \lozenge (\varphi \lor \psi) \Leftrightarrow \lozenge \varphi \lor \lozenge \psi \)
  - **Anti-extensivity:**
    - \( \Box \varphi \Rightarrow \varphi \)
    - \( \lozenge \Box \varphi \Rightarrow \varphi \)
  - **Extensivity:**
    - \( \varphi \Rightarrow \lozenge (\varphi) \)
    - \( \varphi \Rightarrow \Box \lozenge \varphi \)

- **Inference rules:**
  - **Modus Ponens:**
    \[
    \frac{\varphi \Rightarrow \psi \quad \varphi}{\psi}
    \]
  - **Necessity:**
    \[
    \varphi \quad \Box \varphi
    \]

Derivation is defined as usual, that is, given a formula \( \varphi \in \mathcal{F} \), \( \varphi \) is derivable, written \( \vdash \varphi \), if \( \varphi \) is one of the axioms, or follows from derivable formulas through applications of the inference rules.

The proof of completeness that we present here follows Henkin’s method [21]. This method relies on the proof that every consistent set of formulas has a model. This relies on the deduction theorem which is known to fail for modal logics except under some conditions [19]. Here, we restrict the notion of derivation of a formula \( \varphi \) from a set of formulas \( \Gamma \), written \( \Gamma \vdash \varphi \), to the notion of local derivation defined by: \( \Gamma \vdash \varphi \) if and only if there exists a finite subset \( \{ \varphi_1, \ldots, \varphi_n \} \subseteq \Gamma \) such that \( \vdash \varphi_1 \land \ldots \land \varphi_n \Rightarrow \varphi \).

16We call intuitionistic propositional tautology instance any formula \( \varphi \) such that there exists an intuitionistic propositional tautology \( \psi \) whose propositional variables are among \( \{p_1, \ldots, p_n\} \) and \( n \) formulas \( \varphi_1, \ldots, \varphi_n \) such that \( \varphi \) is obtained by replacing in \( \psi \) all the occurrences of \( p_i \) by \( \varphi_i \) for \( i \in \{1, \ldots, n\} \). It is not difficult to show that if \( \psi \) is a propositional tautology, then for every model \( \mathcal{M} \), \( \mathcal{M}(\varphi) \models t \).
Theorem 6.2  The proof system defined above is sound, i.e. if $\Gamma \vdash \varphi$, then $\Gamma \models \varphi$.

Proof  First, let us prove that $\vdash \varphi \implies \models \varphi$. The soundness of axioms is obvious by Lemma 6.1 and the results proved in Section 4.2.

Soundness of Modus Ponens is obvious, and soundness of the Necessity rule and Monotony rule are direct consequences of Theorem 4.16.

To finish the proof, let us suppose that $\Gamma \vdash \varphi$. Let $M$ be a model of $\Gamma$. By definition, $\Gamma \vdash \varphi$ means that there exists $\{\varphi_1, \ldots, \varphi_n\} \subseteq \Gamma$ such that $\varphi_1 \land \ldots \land \varphi_n \Rightarrow \varphi$. By the previous soundness result, we have that $M \models \varphi_1 \land \ldots \land \varphi_n \Rightarrow \varphi$. As $\{\varphi_1, \ldots, \varphi_n\} \subseteq \Gamma$, we have that $[M](\varphi_1 \land \ldots \land \varphi_n) \models t$, and the by Lemma 6.1, $[M](\varphi) \models t$ (i.e. $M \models \varphi$).

Thanks to this definition of local derivability, we get the deduction theorem.

Proposition 6.3 (Deduction theorem)  Let $\Gamma \subseteq \mathcal{F}$ be a set of assumptions. Then, we have $\Gamma \cup \{\varphi\} \vdash \psi$ if, and only if $\Gamma \vdash \varphi \Rightarrow \psi$.

Proof  The necessary condition is obvious, and can be easily obtained by Modus Ponens and monotonicity (if $\Gamma \vdash \varphi$ and $\Gamma \subseteq \Gamma'$, then $\Gamma' \vdash \varphi$ - see Proposition 6.5 below).

Let us prove the sufficient condition. Let us suppose that $\Gamma \cup \{\varphi\} \vdash \psi$. This means that there exists $\{\varphi_1, \ldots, \varphi_n\} \subseteq \Gamma$ such that $\vdash \varphi_1 \land \ldots \land \varphi_n \Rightarrow \psi$. Two cases have to be considered:

1. For every $i$, $1 \leq i \leq n$, $\varphi_i \neq \varphi$. We can then write that $\vdash \varphi_1 \land \ldots \land \varphi_n \land \varphi \Rightarrow \psi$. By the exportation rule, we can also write $\vdash \varphi_1 \land \ldots \land \varphi_n \Rightarrow \varphi \Rightarrow \psi$, that is $\vdash \varphi \Rightarrow \psi$.

2. For every $i$, $1 \leq i \leq n$, $\varphi = \varphi_i$. The exportation rule $p \land q \Rightarrow r \iff p \Rightarrow q \Rightarrow r$ is a valid rule in propositional logic. Therefore, we can write that $\vdash \varphi_1 \land \ldots \land \varphi_n \Rightarrow \varphi_i \Rightarrow \psi$, i.e. $\vdash \varphi \Rightarrow \psi$.

Corollary 6.4  For every $\Gamma \subseteq \mathcal{F}$ and every $\varphi \in \mathcal{F}$, $\Gamma \vdash \varphi$ if and only if $\Gamma \cup \{\neg \varphi\} \not\vdash \bot$.

Proof  The "⇒" part is obvious. Let us prove the "⇐" part. Let us suppose that $\Gamma \cup \{\neg \varphi\} \not\vdash \bot$. This means that there is a finite subset $\{\varphi_1, \ldots, \varphi_n\} \subseteq \Gamma \cup \{\neg \varphi\}$ such that $\varphi_1 \land \ldots \land \varphi_n \Rightarrow \bot$, and then by the propositional logic, we have that $\varphi_1 \land \ldots \land \varphi_n \Rightarrow \bot$ (i.e. $\Gamma \cup \{\neg \varphi\} \not\vdash \varphi$). By the deduction theorem, we can then write $\vdash \varphi_1 \land \ldots \land \varphi_n \Rightarrow \bot$. The formula $(\neg \varphi \Rightarrow \varphi) \Rightarrow \varphi$ is a tautology, and then by Modus Ponens we have that $\bot \not\vdash \varphi$.

We also find the other standard properties associated to theoremhood, deducibility and consistency that we summarize in the following proposition.

Proposition 6.5
1. $\vdash \varphi$ iff for every $\Gamma \subseteq \mathcal{F}$, $\Gamma \vdash \varphi$.

2. if $\Gamma \vdash \Gamma'$ and $\Gamma' \vdash \varphi$, then $\Gamma \vdash \varphi$.

3. if $\varphi \in \Gamma$, then $\Gamma \vdash \varphi$.

4. if $\Gamma \vdash \varphi$ and $\Gamma \subseteq \Delta$, then $\Delta \vdash \varphi$.

5. $\Gamma \vdash \varphi$ iff there exists a finite subset $\Delta$ of $\Gamma$ such that $\Delta \vdash \varphi$.

6. if $\Gamma$ is consistent, then there exists a formula $\varphi \in \mathcal{F}$ such that not $\Gamma \vdash \varphi$.

7. $\Gamma$ is consistent iff there is no $\varphi \in \mathcal{F}$ such that both $\Gamma \vdash \varphi$ and $\Gamma \vdash \neg \varphi$.

8. $\Gamma \cup \{\varphi\}$ is consistent iff not $\Gamma \vdash \neg \varphi$.

**Proof** See the proof of Theorem 2.16 in [12].

For example, from the inference system and all the properties associated with it, we can prove the following statements:

- **Monotony:**
  - $(\varphi \Rightarrow \psi) \Rightarrow (\Box \varphi \Rightarrow \Box \psi)$
  - $(\varphi \Rightarrow \psi) \Rightarrow (\Diamond \varphi \Rightarrow \Diamond \psi)$

- **Adjunction:** $(\varphi \Rightarrow \Box \psi) \leftrightarrow (\Diamond \varphi \Rightarrow \psi)$

- **Kripke Schema:** $\Box (\varphi \Rightarrow \psi) \Rightarrow (\Box \varphi \Rightarrow \Box \psi)$

For instance the adjunction property is proved from the following two sequences:

- $\varphi \Rightarrow \Box \psi \vdash \varphi \Rightarrow \Box \psi$
- $\varphi \Rightarrow \Box \psi \vdash (\varphi \Rightarrow \Box \psi) \Rightarrow (\Diamond \varphi \Rightarrow \Diamond \Box \psi)$ (Commutativity of $\Diamond$)
- $\varphi \Rightarrow \Box \psi \vdash \Diamond \varphi \Rightarrow \Box \Box \psi$ (Modus Ponens)
- $\varphi \Rightarrow \Box \psi \vdash \Diamond \Box \psi \Rightarrow \psi$ (anti-extensivity of $\Diamond$)
- $\varphi \Rightarrow \Box \psi \vdash \Diamond \varphi \Rightarrow \psi$ (transitivity of implication)
- $\vdash (\varphi \Rightarrow \Box \psi) \Rightarrow (\Diamond \varphi \Rightarrow \psi)$ (Deduction theorem)

Similarly, we have

- $\Diamond \varphi \Rightarrow \psi \vdash \Diamond \varphi \Rightarrow \psi$
- $\Diamond \varphi \Rightarrow \psi \vdash (\Diamond \varphi \Rightarrow \psi) \Rightarrow (\Box \Diamond \varphi \Rightarrow \Box \psi)$ (Commutativity of $\Box$)
- $\Diamond \varphi \Rightarrow \psi \vdash \Box \Diamond \varphi \Rightarrow \Box \psi$ (Modus Ponens)
- $\Diamond \varphi \Rightarrow \psi \vdash \varphi \Rightarrow \Box \Diamond \varphi$ (extensivity of $\Box \Diamond$)
• $\Diamond \varphi \Rightarrow \psi \vdash \varphi \Rightarrow \Box \psi$ (transitivity of implication)
• $\vdash (\Diamond \varphi \Rightarrow \psi) \Rightarrow (\varphi \Rightarrow \Box \psi)$ (Deduction theorem)

**Definition 6.6 (Maximal Consistence)** A set of formulas $\Gamma \subseteq \mathcal{F}$ is maximally consistent if it is consistent (i.e., we have not $\Gamma \vdash \bot$) and there is no consistent set of formulas properly containing $\Gamma$ (i.e., for each formula $\varphi \in \mathcal{F}$, either $\varphi \in \Gamma$ or $\neg \varphi \in \Gamma$, but not both).

**Proposition 6.7** Let $\Gamma \subseteq \mathcal{F}$ be a consistent set of formulas. There exists a maximally consistent set of formulas $\Gamma \subseteq \mathcal{F}$ that contains $\Gamma$.

**Proof** Let $S = \{ \Gamma' \subseteq \mathcal{F} \mid \Gamma'$ is consistent and $\Gamma \subseteq \Gamma' \}$. The poset $(S, \subseteq)$ is inductive. Therefore, by Zorn's lemma, $S$ has a maximal element $\Gamma$. By definition, $\Gamma$ is consistent and contains $\Gamma$. Moreover, it is maximal. Otherwise, there exists a formula $\varphi \in \mathcal{F}$ such that $\varphi \notin \Gamma$. As $\Gamma$ is maximal, this means that $\Gamma \cup \{ \varphi \}$ is inconsistent, and then $\Gamma \cup \{ \neg \varphi \}$ is consistent. As $\Gamma$ is maximal, we can conclude that $\neg \varphi \in \Gamma$.

To show completeness, we need first to build a canonical model whose behavior is equivalent to derivability.

**Definition 6.8 (Canonical model)** Let $\Gamma \subseteq \mathcal{F}$ be a set of formulas. $\mathcal{M}_\Gamma = (\mathcal{C}, b, \nu)$ is the canonical model over $\Gamma$ defined by:

- the lattice $\mathcal{C}$ whose the elements are all maximally consistent sets $\Gamma'$ with $\Gamma' \subseteq \Gamma$. The infimum (resp. supremum) of two maximally consistent sets $\Gamma'$ and $\Gamma''$ is given by $\Gamma' \cap \Gamma''$ (resp. $\Gamma' \cup \Gamma''$). It is quite obvious to show that this lattice is complete and it satisfies the infinite distributive law. Finally, given two maximally consistent sets $\Gamma'$ and $\Gamma''$ we define their exponential $\Gamma' \Gamma''$ by $\bigvee \{ \Gamma'' \mid \Gamma' \cap \Gamma'' \subseteq \Gamma' \}$. As the infinite distributive law is satisfied, $\Gamma' \Gamma''$ is the exponential of $\Gamma'$ and $\Gamma''$.

- $b : \Gamma \rightarrow \mathcal{C}$ is the mapping which associates to every $\varphi \in \Gamma$ the maximally consistent set $\{ \varphi \}$. It is easy to show that $\mathcal{C}$ is covered by $b$.

- $\nu : P \rightarrow \mathcal{C}$ is the mapping defined by: $p \mapsto \begin{cases} \Gamma & \text{if } p \in \Gamma \\ \emptyset & \text{otherwise} \end{cases}$

**Proposition 6.9** For every $\varphi \in \mathcal{F}$, we have either $\llbracket \mathcal{M}_\Gamma \rrbracket(\varphi) = \Gamma$ and $\varphi \in \Gamma$, or $\llbracket \mathcal{M}_\Gamma \rrbracket(\varphi) = \emptyset$ and $\varphi \notin \Gamma$.

**Proof** By structural induction on the formula $\varphi$. The basic case as well as the cases where $\varphi$ is of the form $\varphi_1 \land \varphi_2$ and $\varphi_1 \lor \varphi_2$ are obvious. The other cases are treated as follows:

- $\varphi$ is of the form $\varphi_1 \Rightarrow \varphi_2$. By definition, we have that $\llbracket \mathcal{M}_\Gamma \rrbracket(\varphi) = \bigvee \{ \Gamma' \mid \Gamma' \cap \mathcal{M}_\Gamma(\varphi_1) \subseteq \mathcal{M}_\Gamma(\varphi_2) \}$

Here, by the induction hypothesis several cases have to be considered:
1. \([\mathcal{M}_\Gamma](\varphi_1) = \emptyset\) and \([\mathcal{M}_\Gamma](\varphi_2) = \emptyset\). In this case, we necessarily have that \([\mathcal{M}_\Gamma](\varphi) = \Gamma\).

2. \([\mathcal{M}_\Gamma](\varphi_1) = \emptyset\) and \([\mathcal{M}_\Gamma](\varphi_2) = \Gamma\). In this case, we necessarily have that \([\mathcal{M}_\Gamma](\varphi) = \emptyset\).

3. \([\mathcal{M}_\Gamma](\varphi_1) = \Gamma\) and \([\mathcal{M}_\Gamma](\varphi_2) = \emptyset\). In this case, we necessarily have that \([\mathcal{M}_\Gamma](\varphi) = \emptyset\).

4. \([\mathcal{M}_\Gamma](\varphi_1) = \Gamma\) and \([\mathcal{M}_\Gamma](\varphi_2) = \Gamma\). In this case, we necessarily have that \([\mathcal{M}_\Gamma](\varphi) = \emptyset\).

In all the case, as \(\Gamma\) is maximally consistent, we easily deduce that \(\varphi\) belongs or not to \(\Gamma\) depending on the case.

- \(\varphi\) is of the form \(\neg \psi\). By definition, we have that

\[
[\mathcal{M}_\Gamma](\varphi) = \bigvee \{\Gamma' \mid \Gamma' \land [\mathcal{M}_\Gamma](\psi) \subseteq \emptyset\}
\]

Here, by the induction hypothesis, two cases have to be considered:

1. \([\mathcal{M}_\Gamma](\psi) = \emptyset\). We then have that \([\mathcal{M}_\Gamma](\varphi) = \Gamma\).
2. \([\mathcal{M}_\Gamma](\psi) = \Gamma\). We then have that \([\mathcal{M}_\Gamma](\varphi) = \emptyset\).

As \(\Gamma\) is maximally consistent, deducing whether \(\varphi\) belongs or not to \(\Gamma\) depending on the case is also obvious.

- \(\varphi\) is of the form \(\square \psi\). By definition, we have that

\[
[\mathcal{M}_\Gamma](\varphi) = \bigvee \{\Gamma' \mid \forall \theta \in \Gamma', \exists \theta \subseteq [\mathcal{M}_\Gamma](\psi)\}
\]

Here, by the induction hypothesis, two cases have to be considered:

1. \([\mathcal{M}_\Gamma](\psi) = \emptyset\). We then have that \([\mathcal{M}_\Gamma](\varphi) = \emptyset\).
2. \([\mathcal{M}_\Gamma](\psi) = \Gamma\). We then have that \([\mathcal{M}_\Gamma](\varphi) = \Gamma\) (cf. Theorem 4.10).

As \(\Gamma\) is maximally consistent, deducing whether \(\varphi\) belongs or not to \(\Gamma\) depending on the case is direct by the Necessity rule.

- \(\varphi\) is of the form \(\Diamond \psi\). By definition, we have that

\[
[\mathcal{M}_\Gamma](\varphi) = \bigwedge \{\Gamma' \mid \forall \theta \in [\mathcal{M}_\Gamma](\psi), \exists \theta \subseteq [\mathcal{M}_\Gamma](\psi)\}
\]

Here, by the induction hypothesis, two cases have to be considered:

1. \([\mathcal{M}_\Gamma](\psi) = \emptyset\). We then have that \([\mathcal{M}_\Gamma](\varphi) = \emptyset\) (cf. Theorem 4.10).
2. \([\mathcal{M}_\Gamma](\psi) = \Gamma\). We then have that \([\mathcal{M}_\Gamma](\varphi) = \Gamma\).

As \(\Gamma\) is maximally consistent, deducing whether \(\varphi\) belongs or not to \(\Gamma\) depending on the case is direct by the extensivity axiom and Modus Ponens.
Corollary 6.10  \( \Gamma \vdash \varphi \iff \mathcal{M}_\Gamma \models \varphi \)

Proof Direct consequence of Proposition 6.9

Theorem 6.11 (Completeness) For every \( \Gamma \subseteq \mathcal{F} \) and every \( \varphi \in \mathcal{F} \), we have that:

\[
\Gamma \models \varphi \implies \Gamma \vdash \varphi
\]

Proof If \( \Gamma \not\vdash \varphi \), then \( \Gamma \cup \{ \neg \varphi \} \) is consistent. By Proposition 6.7 there exists a maximal consistent set of formulas \( \Gamma' \) that extends \( \Gamma \), and then by Corollary 6.10 we have that \( \mathcal{M}_{\Gamma'} \models \neg \varphi \), i.e. \( \mathcal{M}_{\Gamma'} \not\models \varphi \).

If we restrict ourselves to the presheaf topos of sets (i.e. the topos of presheaves of the form \( F : \bullet \to \text{Set} \)), we then find the standard normal modal logic \( \mathbf{T} \) and its extensions \( \mathbf{S4}, \mathbf{B} \) and \( \mathbf{S5} \) if we add the following axioms:

- \( \Box \varphi \Rightarrow \Box \Box \varphi \) (S4)
- \( \varphi \Rightarrow \Box \Diamond \varphi \) (B)
- \( \Diamond \varphi \Rightarrow \Box \Diamond \varphi \) (S5)

In this case, models are of the form \( ((Q, \subseteq), b, \nu) \) where \( Q \) is the set of states, \( b : Q \to \mathcal{P}(Q) \) is the accessibility relation, and \( \nu : P \to \mathcal{P}(Q) \) is the evaluation of propositional variables, and then morpho-categories under consideration are Boolean. Hence, the defined logic is not intuitionistic anymore but classical. The calculus presented above has then to be transformed by accepting as tautologies all propositional tautology instances, and by adding the following axiom:

- Duality: \( \neg \Box \varphi \iff \Diamond \neg \varphi \)

The proof of completeness is then in all respects equivalent to that above.

7 Conclusion

Deterministic mathematical morphology dealing with increasing operations relies on two core notions: the one of adjunction that induces powerful algebraic properties of the operators, and the one of structuring element, that allows defining concrete instantiations of abstract operators, useful in many applications on various structures such as images or more generally spatial information, graphs and hypergraphs, etc. In this paper, we proposed an additional level of abstraction by moving to the domain of categories. We introduced the notion of morpho-categories, on which dilations and erosions based on structuring elements (defined abstractly) are built. We showed that such categories can be
defined from topos of presheaves, which are general enough to include a number of structures (sets, hypergraphs, etc.). Then in order to be able to handle inclusions between subobjects, we introduced the notion of morpholizable category defined from a family of faithful functors associated with the category. Inclusion morphisms were then defined. Besides the definitions and theoretical results proved in the paper, examples of structuring elements in this new framework and associated dilations and erosions illustrated that the proposed construction applies to sets, graphs, hypergraphs, simplicial complexes, and includes previous definitions on such structures. Hence the proposed abstraction encompasses each particular case, and can be instantiated in many different ways. Finally, we applied our abstract framework to define an intuitionistic modal logic by giving semantics of the modalities ♠ and ◊ from erosion and dilation, respectively.

Future work will aim at further investigating the capabilities of the proposed framework, for example to deal with imprecision, based on fuzzy representations, or to handle extensions of simplicial complexes, such as simplicial sets (which can be defined by presheaves $F : \Delta^{op} \to \text{Set}$ where $\Delta$ is the simplex category, i.e. the category of finite ordinals with order-preserving functions as morphisms), in an algebraic topology context. Another extension would be to study the properties of the modal logic defined in the paper (e.g. Henessy-Milner theorem, finite model property, decidability results) and also to explore its links with spatial reasoning. For this, we could adapt and continue the approach that we initiated in [3].
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