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Abstract

Distribution shift is an important concern in deep image classification, produced either by corruption of the source images, or a complete change, with the solution involving domain adaptation. While the primary goal is to improve accuracy under distribution shift, an important secondary goal is uncertainty estimation: evaluating the probability that the prediction of a model is correct. While improving accuracy is hard, uncertainty estimation turns out to be frustratingly easy. Prior works have appended uncertainty estimation into the model and training paradigm in various ways. Instead, we show that we can estimate uncertainty by simply exposing the original model to corrupted images, and performing simple statistical calibration on the image outputs. Our frustratingly easy methods demonstrate superior performance on a wide range of distribution shifts as well as on unsupervised domain adaptation tasks, measured through extensive experimentation.

1 Introduction

As deep learning models become more ubiquitous, it has become increasingly critical to estimate their predictive uncertainty i.e. how reliable their predictions are. This is particularly important in healthcare, financial, and legal settings where a human user makes a decision aided by a deep learning model. The predictive uncertainty of a deep classification model is typically provided by an estimate of the class-wise probabilities of a given sample.

The baseline predictive uncertainty method is to simply use the softmax probabilities of the model as a surrogate for the class-wise probabilities [Hendrycks and Gimpel, 2017] (we will refer to this as the Vanilla method). However, such probability estimates are known to lead to overconfident models [Nguyen et al., 2015], and several approaches have been proposed to calibrate these probabilities. These methods include non-Bayesian ones such as Temperature Scaling (TS) [Guo et al., 2017], dropout [Srivastava et al., 2014; Gal and Ghahramani, 2016], and model ensembles [Lakshminarayanan et al., 2017], as well as Bayesian approaches such as Stochastic Variational Bayesian Inference (SVBI) for deep learning [Graves, 2011; Blundell et al., 2015; Louizos and Welling, 2016; 2017; Wen et al., 2018], among others.

All these approaches produce calibrated probabilities for in-distribution data with varying degrees of success. However, it has been found that the quality of the uncertainty predictions deteriorates significantly for data under distributional shift [Hendrycks and Dietterich, 2019; Ovadia et al., 2019]. Ovadia et al. [2019] demonstrate this by performing a large-scale benchmark analysis of existing methods for predictive uncertainty under dataset shift. In particular, CIFAR-10 and ImageNet trained models were evaluated on (i) synthetic shifts using their corrupted counterparts CIFAR-10-C and ImageNet-C [Hendrycks and Dietterich, 2019]. Other types of dataset shifts include (ii) natural shifts,
such as from ImageNet to ImageNet-v2 \cite{recht2019imagenet} or ImageNet-Sketch \cite{wang2019unsupervised}, and (iii) domain shift, from synthetic images to real images, such as in Office-Home \cite{venkateswara2017generalization}, or VisDA-2017 \cite{peng2017visda}.

In this work, we propose two frustratingly easy and effective post hoc methods for model calibration under distributional shift: Surrogate Adaptive Calibration (SAC), and Surrogate Temperature Scaling (STS). Our focus is on calibration for unsupervised distribution shift, where only unlabeled images of the test distribution are available. Our methods provide superior results among comparable methods, on the three types of distribution shift mentioned above: (i) synthetic shifts (CIFAR-10-C, ImageNet-C), (ii) natural shifts (ImageNet-V2, ImageNet-Sketch), and (iii) domain shifts (Office-Home, VisDA-2017). The key idea is that we can estimate distribution shift using just the model outputs, by comparing with known (arbitrary) corruption of in-distribution data.

Our methods can be combined with training-based calibration methods, and show impressive results on never seen types of corruptions. Our methods require no intermediate features from the model, and do not need any retraining, retuning, or additional training of models.

## 2 Related Work

Models trained on a given dataset are unlikely to perform as well on a shifted data \cite{hendrycks2019benchmarking, ovadia2019can}, and there are inevitable tradeoffs between accuracy and robustness \cite{chun2020measuring}. Several approaches have been proposed to increase model robustness, typically evaluated on the benchmark corrupted datasets CIFAR-10-C and ImageNet-C. Methods such as \cite{hendrycks2019benchmarking} show that fine-tuning a pre-trained model can improve the quality of the uncertainty estimates compared to training a model from scratch, but it does not improve accuracy. In contrast, we propose simple calibration methods that require no additional training or fine-tuning.

Simply training models against corruptions can fail to make models robust to new corruptions \cite{vasiljevic2016distillation, geirhos2018generalisation}. However, Hendrycks et al. \cite{hendrycks2020augmix} train models with a carefully designed new data augmentation technique called AUGMIX, and are able to improve both robustness and uncertainty measures. In contrast, our work applies a data augmentation technique at the calibration stage, which avoids having to retrain the models from scratch, and can be a simple post-hoc fix to calibrate trained models.

Nado et al. \cite{nado2020dangers} argue that the internal activations of deep models also suffer from distributional shift in the presence of shifted data. They thus propose to recompute the batch normalization coefficients at prediction time using a sample of the unlabeled images from the test distribution. While the accuracy, and ultimately the calibration, was improved for synthetic shifts (ImageNet-C), it degraded the accuracy for natural shifts (ImageNet-v2). Moreover, their work requires knowing the internal activations of the model, and hence is a white-box calibration which works only on deep neural networks. In contrast, we improve any model’s calibration treating it as a black box, and hence do not require to know its internal functionalities.

Krishnan and Tickoo \cite{krishnan2020probabilistic} introduced a new loss function, and demonstrated that it can be used as post-hoc calibration method leading to improved accuracy and uncertainty measures against new corruptions. This work can be seen as orthogonal to ours as the methods we propose here can be used as an add-on to any post-hoc supervised calibration method.
Shao et al. [2020] propose a confidence calibration method that uses an auxiliary classifier to identify misclassified samples, thus allowing them to be assigned low confidence. However, it requires a small sample of labeled test data. In contrast, our method does not require target labels.

While the above works focus on synthetic shifts modeled by noise corruptions, natural shifts (e.g., clipart to real images) are of greater interest. These are prominent in unsupervised domain adaptation, where only unlabeled examples from the test distribution are available. Many algorithms have been proposed to leverage these during training, which can be split into two main groups: (a) moment matching, which look to minimize the Maximum Mean Discrepancy [Gretton et al., 2012] between source (labeled) and target (unlabeled) images at the feature level (e.g., DAN [Long et al., 2015], JAN [Long et al., 2017]); and (b) adversarial training, inspired by the success of Generative Adversarial Networks (GANs) [Goodfellow et al., 2014]: DANN [Ganin et al., 2016] introduced a domain discriminator that differentiates source features from target features, competing with the feature extractor; CDAN [Long et al., 2018] improved upon DANN by conditioning the model on the classifier predictions; SÅFN [Xu et al., 2019] observe that the accuracy degradation from source to target model arises from the smaller feature of the target domain in comparison to the source domain, and propose an Adaptive Feature Norm approach to fix it; MDD [Zhang et al., 2019] proposed a new domain adaptation margin theory; MCC [Jin et al., 2020] proposed a new loss to minimize class confusion i.e. the tendency of the classifier to confuse correct and ambiguous classes for the target examples. However, these methods only focus on accuracy, and do not leverage calibration for uncertainty estimation.

Domain adaptation algorithms improve accuracy at the expense of model calibration [Wang et al., 2020]. To fix this, Park et al. [2020] proposed CPCS, an approach based on importance weighting to correct for covariate shift in data by deriving an upper bound on the expected calibration error. TransCal [Wang et al., 2020] extended the Temperature Scaling method into domain adaptation, and achieved more accurate calibration with lower bias and variance, without introducing any hyperparameters. (Concurrent work by Gupta et al. [2020] presents some preliminary simulations also using importance weighting, but limited to Random Forest and binary classifiers.)

However, both CPCS and TransCal require access to the model’s features to train an additional domain classifier, which is then used to compute the importance weights. In contrast, our methods only require the softmax probabilities of the model, thereby treating the model as a black-box, and can be extended to classifiers other than neural networks. Moreover, CPCS and TransCal need to be re-tuned for every new corruption to compute new importance weights. In contrast, our calibration methods require no retraining of any sort, and performs calibration for each surrogate set a priori.

3 Calibration

3.1 Supervised Calibration

Consider the $K$-class classification problem, where $x \in \mathcal{X}$ is a set of inputs such as images, and $y \in \{1, \ldots, K\}$ denotes the corresponding labels. The inputs and labels are drawn i.i.d. from the joint distribution $p(x, y)$, and $\hat{y}$ is a sample from the conditional distribution $p(y \mid x)$.

A classifier $f(x)$ is trained using a training dataset $D_{\text{train}}^{\text{in}}$, with hyper-parameters selected using a validation/calibration dataset $D_{\text{train}}^{\text{cal}}$. The datasets $D_{\text{train}}^{\text{in}}$ and $D_{\text{train}}^{\text{cal}}$ consist of finite samples drawn i.i.d. from $p(x, y)$.

Typically when $f$ is a deep neural network, $f : \mathcal{X} \to [0, 1]^K$ has a terminal softmax layer applied to linear outputs $g(x)$, i.e. $f(x) = \text{softmax}(g(x))$. Hence, the model $f$ outputs a probability distribution on the $K$ labels given an input $x$ from $\mathcal{X}$ (our analysis can be generalized to the case where the model outputs scores). The predicted class $\hat{y}$ is given by the most likely output:

$$\hat{y}(x) = \arg \max_{k} f(x)_k; \quad p_{\text{max}}(x) = \max_{k} f(x)_k$$

(1)

The model confidence (or uncertainty) $c_k$ for label $k$ is defined as the probability that the true label is $k$ given the classifier’s softmax output for that label $f(x)_k$:

$$c(x; p, f) \equiv P_{p(x, y)}[y = k \mid f(x)_k = f(x)_k]$$

(2)

We write $c(x; p, f)$ to emphasize $c$’s dependence on both $f$ and $p(x, y)$, since the distribution will change below. We shorten the notation whenever it is clear from context.
The goal of supervised calibration [Park et al., 2020] is to estimate the calibrated probabilities $c$ empirically by $\hat{c}$ using a finite set of labeled samples $D_{\text{in}}^{\text{cal}}$ drawn from $p(x, y)$. The error between the true and the estimated confidences is typically measured by Expected Calibration Error (ECE) [Guo et al., 2017]:

$$\text{ECE} = \mathbb{E}_{p(x, y)} [||c(x) - \hat{c}(x)||]$$  \tag{3}

**Vanilla**: $\hat{c}(x) = f(x)$, i.e. the Vanilla approach simply estimates $c(x)$ as the softmax probabilities $f(x)$.

In general, these softmax probabilities are not an accurate prediction of the class probabilities [Domingos and Pazzani, 1996]. In particular, for deep neural network models they are overconfident predictions [Guo et al., 2017]. They become even more overconfident under distribution shift [Ovadia et al., 2019].

**Temperature scaling**: $\hat{c}(x) = \text{softmax}(g(x)/T)$, and an optimal $T$ is estimated [Guo et al., 2017] by minimizing the negative log likelihood loss on the calibration set $D_{\text{in}}^{\text{cal}}$.

### 3.2 Covariate Calibration for Unsupervised Domain Adaptation

Unsupervised domain adaptation is the case where in addition to labeled images $D_{\text{train}}$ from the source distribution $p(x, y)$, we also have unlabeled images $D_{\text{out}}$ from a target distribution $q(x, y)$ that is different from $p$. Here, $q$ is said to have a covariate shift from $p$, i.e. $q(y|x) = p(y|x)$ but $q(x) \neq p(x)$ [Shimodaira, 2000]. The standard way of training models involves using images only from $p$. However, domain adaptation methods may leverage the unlabeled images $D_{\text{out}}$ from $q$ during training.

The goal of covariate calibration [Park et al., 2020] is to estimate calibrated probabilities $c$ for $q$:

$$c(x; q, f)_k = \mathbb{P}_{q(x, y)}[y = k | f(x)_k]$$  \tag{4}

The challenge lies in the fact that while we are given a calibration dataset of labeled examples $D_{\text{in}}^{\text{cal}}$ drawn from $p$, we only have a dataset of unlabeled examples $D_{\text{out}}^{\text{test}}$ drawn from $q$. In other words, Equation 4 requires labels to estimate $c$, which are not available.

**Temperature Scaling** (TS) does not tackle this directly, and assumes that the calibrated probabilities for $p$ must work well on $q$.

**CPCS** [Park et al., 2020] and **TransCal** [Wang et al., 2020] compute an importance weight for each sample in $D_{\text{in}}^{\text{cal}}$ using samples from $D_{\text{train}}$ and $D_{\text{out}}$, and then use a weighted version of temperature scaling:

1. Compute $w(x) = q(x)/p(x) \forall x \in D_{\text{in}}^{\text{cal}}$, using $D_{\text{out}}^{\text{test}}$
2. Optimize $T$ in temperature scaling by minimizing a weighted calibration error.

CPCS [Park et al., 2020] minimizes the Brier Score [DeGroot and Fienberg, 1983] weighted by $w$. TransCal [Wang et al., 2020] minimizes ECE weighted by $w$, with additional terms to correct for bias and variance in the expectations.

CPCS and TransCal need to compute importance weights to estimate the distribution shift, and then calibrate through temperature scaling. This unfortunately implies that new weights and temperatures need to be computed for every new type of corruption, and every new intensity.

### 4 Our methods

We conjecture that distribution shift can be imitated by model output shift for calibration. While the former is a complex distribution shift, the latter is one dimensional and can be handled by simple statistical techniques. Our solution is to find a surrogate shifted dataset (where the labels are known), with a $p^{\text{max}}$ model distribution similar to the unknown one. Then, we can use this surrogate dataset to calibrate the unknown one in a supervised fashion by simply setting $c(x; q, f)_k = c(x; q^*, f)$, where $q^*$ denotes the surrogate dataset distribution.

We empirically observe that these values indeed match, provided the $p^{\text{max}}(\tilde{x})$ distribution for $\tilde{x} \sim q^*$ is close to the $p^{\text{max}}(x)$ distribution for $x \sim q$. Figure 1 TOP shows the $p^{\text{max}}$ distributions of corrupted
Figure 1: TOP: Probability density (using kernel density estimation) of \(D_{\text{test}}\) (blue) obtained by corrupting ImageNet test images with the “elastic transform” at intensity 2, and the \(p_{\text{max}}\) distribution of each calibration set \(D_{\text{cal},j}\) (orange) obtained by corrupting ImageNet-cal images with varying intensity of a different corruption “pixelate”. BOTTOM: The respective accuracy and calibration confidence. The minimum calibration error is achieved precisely when the means of the distributions are the closest.

ImageNet-test set, and six surrogate calibration sets synthesized from the ImageNet-calibration set by adding increasing levels of a different corruption. It can be seen that the 4th surrogate distribution represents the closest match with the test distribution. Indeed, in Figure 1 BOTTOM, we see that this corresponds to the least calibration error.

Our approach is motivated by the theory on domain adaptation by [Ben-David et al., 2007, 2010] which suggests that successful transfer across distributions is one where the model cannot identify to which distribution the input observation belongs to. We achieve precisely this by matching with a surrogate distribution.

**Choice of supervised calibration method:** We first choose a supervised calibration method, and adapt it for covariate calibration. We chose Temperature Scaling [Guo et al., 2017], and show that this simple calibration method is sufficient to estimate uncertainty reliably. Note that any other calibration method could be used instead of Temperature Scaling as part of our methods.

While more sophisticated supervised calibration methods have recently been proposed [Kull et al., 2019, Rahimi et al., 2020], Temperature Scaling remains a competitive baseline. Moreover, CPCS [Park et al., 2020] and TransCal [Wang et al., 2020], which are the most relevant prior methods for covariate calibration, both utilize Temperature Scaling. This makes it ideal for a fair comparison.

### 4.1 Surrogate Adaptive Calibration (SAC)

**Synthesize surrogate calibration sets:** Given a set of finite samples \(D_{\text{cal}}\) drawn from \(p(x, y)\) not seen during the training of the model, we form \(J\) distinct calibration sets \(D_{\text{cal},j}\), \(j = \{1, \ldots, J\}\), by corrupting the data with a known corruption at different levels of intensity. This step is equivalent to drawing samples from distributions \(q^j(x, y)\), \(j = \{1, \ldots, J\}\) with a covariate shift from \(p(x, y)\). However, unlike the unlabelled data drawn from \(q\), the labels of \(q^j\) are known. Therefore, we can apply supervised calibration methods on each \(q^j\) to obtain confidence estimates. The final uncertainty estimate is then provided by the best \(q^j\) according to some metric. We expand on the number of surrogate calibration sets and choice of corruption in Section 7.3.

**Calibrate the surrogate sets:** For each calibration set \(D_{\text{cal},j}\), we define by \(T_j\) the optimal temperature obtained through Temperature Scaling. Thus, recalling that \(g\) denotes the model’s scores pre-softmax, we have \(\hat{c}(x; q^j, f) = \text{softmax}(g(x)/T_j)\).

Then, given a test set of samples \(D_{\text{test}} = \{x_1, \ldots, x_m\}\) drawn from \(q(x, y)\),
1. Calculate the mean of the $p_{\text{max}}$ values of the test images:

$$\mu_{\text{test}} = \mu(p_{\text{max}}(D_{\text{test}})) = \frac{1}{|D_{\text{test}}|} \sum_{x \in D_{\text{test}}} p_{\text{max}}(x) \quad (5)$$

2. Record the surrogate calibration set with the mean of its $p_{\text{max}}$ values i.e. $\mu_{\text{cal},j} = \mu(p_{\text{max}}(D_{\text{cal},j}))$ closest to $\mu_{\text{test}}$:

$$i = \arg\min_j |\mu_{\text{test}} - \mu_{\text{cal},j}| \quad (6)$$

3. Calibrate $D_{\text{test}}$ according to the surrogate calibration set with the closest mean:

$$\hat{c}(x; q, f) = \hat{c}(x; q_i, f) \quad (7)$$

Our calibration method is simple, and computationally efficient. The most expensive step is in evaluating the calibration images and respective corruptions with the classifier. This can be done efficiently since the number of images is relatively low. By relying on Temperature Scaling, which requires solving a one parameter optimization, the supervised calibration on each surrogate set can also be computed quickly. These can be computed and stored a priori. Therefore, at the evaluation stage we only need to compare the means.

### 4.2 Surrogate Temperature Scaling (STS)

We also propose a (frustratingly) easy and effective variant of SAC. Instead of choosing one surrogate calibration set $D_{\text{cal},i}$ with the closest mean $p_{\text{max}}$ to the test set, we calibrate according to the union of all the synthesized surrogate calibration sets $D_{\text{cal},j}$. We find that this performs better than the prior methods, and just as effectively as SAC.

We compare our methods’ characteristics with those of relevant prior methods in Table 1.

### 5 Evaluation Metric

As is typically the case, we evaluate calibration error in terms of the probability of correct classification i.e. Top-1 correctness:

$$c_{\text{Top-1}}(x; q, f) = P_{q(\tilde{x}, y)} [y = \hat{y}(\tilde{x}) \mid p_{\text{max}}(\tilde{x}) = p_{\text{max}}(x)] \quad (8)$$

Our estimated Top-1 confidence estimate is naturally given by:

$$\hat{c}_{\text{Top-1}}(x; q, f) = \max_k \hat{c}_{\text{Top-1}}(x; q, f)_k. \quad (9)$$

We then measure Top-1 ECE, by binning the data based on the probability of the most probable class according to the classifier i.e. $p_{\text{max}}(x)$. For each bin $B_m$, $m \in \{1, \ldots, M\}$, we estimate the true Top-1 model confidence by:

$$c_{\text{Top-1}}(B_m) = \frac{1}{|B_m|} \sum_{(x, y) \in B_m} 1_{\hat{y}(x) = y} \quad (10)$$

where $1_{\hat{y}(x) = y}$ is 1 if $\hat{y}(x) = y$, else 0.

Similarly, the empirical bin model confidence is:

$$\hat{c}_{\text{Top-1}}(B_m) = \frac{1}{|B_m|} \sum_{(x, y) \in B_m} \hat{c}_{\text{Top-1}}(x; q, f) \quad (11)$$

Then, the bin ECE is calculated as the binned version of Eq. 3, the weighted-average of the absolute difference between $c_{\text{Top-1}}(B_m)$ and $\hat{c}_{\text{Top-1}}(B_m)$:

$$ECE = \sum_{m=1}^{M} \frac{|B_m|}{N} |c_{\text{Top-1}}(B_m) - \hat{c}_{\text{Top-1}}(B_m)| \quad (12)$$

where $N$ is the total number of test samples, and $|B_m|$ is the number of samples in bin $B_m$. The actual value of ECE depends on the binning procedure used: equally spaced, or equally sized. Equal spacing leads to bins with very few samples since deep learning models have high accuracy and therefore, if calibrated, high confidence. To mitigate this issue, we use equal sized bins similar to [Nixon et al., 2019] and [Hendrycks et al., 2019b]. In our experiments, we use $M = 15$ equal-sized bins.
6 Datasets

6.1 Synthetic shifts

We evaluate on synthetic distribution shift using the CIFAR-10 and ImageNet datasets, and their corrupted counterparts CIFAR-10-C and ImageNet-C [Hendrycks and Dietterich, 2019]. The latter were formed by applying common real-world corruptions (16 in total) at 5 levels of intensity to the 10,000 test images of CIFAR-10, and the 50,000 test images of ImageNet. Corruptions include brightness (variations in daylight intensity), Gaussian noise (in low-lighting conditions) and Defocus blur (when the image is out of focus). See the Appendix for examples of each of the corruptions used. We chose 5,000 images to form our \( D_{\text{in}}^{\text{cal}} \). The remaining images form \( D_{\text{in}}^{\text{test}} \), and their corrupted versions form \( D_{\text{out}}^{\text{test}} \).

6.2 Natural shifts

We evaluate on natural distribution shift using:

1. ImageNet-V2 [Recht et al., 2019] dataset, which was designed to be as similar as possible to the original ImageNet dataset, but the data collection process took place a decade after ImageNet. It contains three different versions resulting from different sampling strategies: Matched-Frequency (MF), Threshold-0.7 (Thr), Top-Images (TI).

2. ImageNet-Sketch [Wang et al., 2019] dataset, which shares the same 1000 classes as ImageNet but all the images are black and white sketches.

6.3 Domain Adaptation

In the context of Domain Adaptation, we consider:

1. Office-Home [Venkateswara et al., 2017], a medium-scale dataset with 65 classes and 4 domains: Artistic (A), Clipart (C), Product (P) and Real-World (R). Models are trained using labeled images of one domain (source) and unlabeled image of a different domain (target). We consider all 12 combinations of domain shifts.

2. VISDA-2017, a large-scale dataset with a 12-class object recognition task and a large domain shift from synthesis-to-real images. The training set contains 152,000 synthetic images generated by rendering 3D models, while the test set has 55,000 real object images sampled from Microsoft COCO [Lin et al., 2014].

We consider two different partitions of each domain depending on if it is used as a source or target distribution. When used as the source distribution, we do a 80/20 split into \( D_{\text{in}}^{\text{train}} \) and \( D_{\text{in}}^{\text{cal}} \). When used as a target distribution, we do a 50/50 split. One split is used during training, and the other forms our \( D_{\text{out}}^{\text{test}} \). We present calibration on \( D_{\text{out}}^{\text{test}} \).

7 Experimental details

7.1 Relevant comparisons

Our proposed method performs post-training confidence calibration for unsupervised domain adaptation. Thus we compare our SAC and STS methods to CPCS [Park et al., 2020] and TransCal [Wang et al., 2020]. As additional baselines, we also consider Vanilla (softmax probabilities) and Temperature Scaling (TS) [Guo et al., 2017].

7.2 Models

Source-only: For the CIFAR10 models, we used the ResNet-20 pretrained model provided in the Github repo “Sandbox for training deep learning networks” [Sémery, 2021]. During training, the images were randomly distorted using horizontal flips and random crops and their brightness, contrast and saturation were jittered.

1https://github.com/osmr/imgclsmob
For the ImageNet models, we used pretrained ResNet-50 provided by PyTorch, which used the same data augmentation during training. Hence, brightness, contrast and saturation, together with the corruption used in our SAC and STS methods, are removed from CIFAR10-C and ImageNet-C when testing.

**Domain Adaptation:** We trained models using the Transfer Learning Library Github repo [Jiang et al., 2020]. The different domain adaptation methods we used include DAN [Long et al., 2015], JAN [Long et al., 2017], CDAN [Long et al., 2018], MDD [Zhang et al., 2019], SAFN [Xu et al., 2019], MCC [Jin et al., 2020].

7.3 Choices in SAC and STS

Our calibration methods SAC and STS require the synthesis of multiple calibration sets of varying corruption intensity from the original calibration set. We used “pixelate” as the corruption, and generated \( J = 6 \) calibration sets.

**Choice of surrogate sets:** We form \( J = 6 \) calibration sets \( D_{\text{cal}}^{i,j} \), since CIFAR10-C and ImageNet-C contain 5 levels of corruption intensity. We chose to include the original calibration set, and 5 surrogate sets with increasing corruption intensity. For \( j = 1 \), we simply take the images in \( D_{\text{in}}^{i} \). For \( j > 1 \), we take their “pixelate”-corrupted counterparts with intensity level \( j - 1 \).

**Choice of corruption for calibration:** We find that the choice of corruption for calibration does not affect the overall performance significantly. We performed a cross-validation study over the choice of corruption used to generate the calibration sets (always leaving it out of the corruptions used at test time). Figure 5 (in the appendix) plots the mean and variance of the ECE across different choices for calibration corruptions.

It is to be noted that the corrupted images at test time have never been seen by the model, either at the training stage or the calibration stage. Despite this, our easy calibration methods perform quite well. The \( D_{\text{test}}^{i} \) of the synthetically shifted CIFAR-10-C and Imagenet-C are formed by perturbing the images in the respective \( D_{\text{in}}^{i} \) with corruptions different from those used during training and calibration, i.e. not brightness, contrast, saturation, or pixelate. Hence, \( D_{\text{cal}}^{i,j} \) and \( D_{\text{test}}^{i} \) are completely disjoint. Despite this, our calibration shows improved results on \( D_{\text{out}}^{i} \) in the cases of covariate shift.

**Alternative distances:** In Eq. 6 instead of the distance between the means, any other difference between distributions could be used. We tried the Kolmogorov-Smirnoff statistic, and the Wasserstein distance between the cumulative distributions of the \( p_{\text{max}}^{i} \) values (see Figure 6 in the appendix), and do not find significant change in performance from using the mean.

**More efficient mean calculation:** Instead of computing the mean of the full \( D_{\text{out}}^{i} \), we computed it for a random subset of only 100 samples, and found similar performance (see Figure 7 in the appendix). As both CPCS and TransCal require substantially higher samples for an effective estimation of the importance weights, this is a significant advantage of our SAC method.

8 Results

8.1 Synthetic shift

We applied the different calibration methods mentioned before to the CIFAR10 and ImageNet trained models, and evaluated their calibration on CIFAR10-C and ImageNet-C. We report the ECE means across the different corruptions in Figure 2. For a more detailed comparison, we have included in the appendix (see Figure 9) a box plot with different quantiles summarizing the ECE results for each method and intensity shift. Importantly, we leave out brightness, contrast and saturation corruption since they were used during training as well as the pixelate corruption used by both STS and SAC method during calibration.

Both figures show that SAC and STS consistently outperform all other methods. They minimize ECE the most across all levels of corruption intensity, with even better performance at higher levels of intensity.

\(^{2}\text{https://github.com/thuml/Transfer-Learning-Library}\)
Figure 2: Mean ECE % (lower is better) across corruption types (synthetic distribution shift) for 5 corruption intensities using different calibration methods: Vanilla, Temperature Scaling (TS), CPCS [Park et al., 2020], TransCal [Wang et al., 2020], our Surrogate Temperature Scaling (STS), and our Surrogate-Adaptive Calibration (SAC). Our methods perform the best among all methods across all intensities, with the greatest improvement at higher intensities.

| Method         | ImageNet-V2 | ImageNet-Sketch |
|----------------|-------------|-----------------|
|                | MF | Thr | TI  |                | MF | Thr | TI  |
| Vanilla        | 8.77 | 4.88 | 3.23 | 22.29          |
| TS             | 4.81 | 2.49 | 1.87 | 16.09          |
| CPCS           | 5.29 | 3.26 | 5.85 | 38.79          |
| TransCal       | 12.26 | 4.43 | 1.99 | 52.24          |
| SAC (Ours)     | **4.44** | 2.49 | **1.86** | **10.71** |
| STS (Ours)     | 4.71 | **2.39** | 1.90 | 15.86          |

CPCS and TransCal are able to improve calibration at higher corruption intensities only for the ImageNet model. Since the models are trained using only the source distribution, there is a large discrepancy between source (clean images) and target (corrupted images) distributions, which leads to bad importance weight estimation, and ultimately poor calibration by CPCS and TransCal.

8.2 Natural shift
The results of evaluating the calibration methods on all three versions of ImageNet-V2 and ImageNet-Sketch are displayed in Table 2. Once again, SAC and STS provide the best results.

8.3 Domain Adaptation
For the Office-Home dataset, we trained a different model for each of the 12 combinations of domain shifts, using the CDAN adaptation algorithm [Long et al., 2018]. We applied the different calibration methods on the split of the target distribution not seen during training, so as to mimic a more challenging case and close to real-world application. The results are displayed in Table 3. Our simple STS method provides the best calibration in 6 out of the 12 domain shifts.

As for the VisDA-2017 dataset, which contains only one domain shift from synthetic to real images, we trained different models using 6 different domain adaptation methods: DAN [Long et al., 2015], JAN [Long et al., 2017], CDAN [Long et al., 2018], MDD [Zhang et al., 2019], SAFN [Xu et al., 2019], MCC [Jin et al., 2020]. The results are shown in Table 4. We find that our STS method provides the best calibration error, followed by our SAC method.

8.4 Ablation study on SAC
Our SAC method is based on two key components: using corrupted data for calibration, and adaptive calibration based on the model’s mean confidence. In order to measure the contribution of each component we can compare SAC to the STS and TS. The results show that STS improves upon TS at higher levels of corruption intensity, thus proving the effectiveness of surrogate calibration sets. However, this comes at the cost of poorer calibration at low corruption intensities. The SAC method
Table 3: ECE % (lower is better) comparison on target data not seen during training on Office-Home with different domain adaptation methods.

|          | A2C | A2P | A2R | C2A | C2P | C2R | P2A | P2C | P2R | R2A | R2C | R2P | Avg |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Vanilla  | 27.88 | 17.42 | 6.70 | 13.26 | 13.07 | 10.81 | 12.75 | 26.07 | 5.45 | 7.49 | 20.90 | 5.62 | 13.95 |
| TS       | 28.08 | 17.88 | 8.39 | 11.09 | 10.97 | 8.72 | 15.07 | 27.06 | 6.10 | 6.32 | 21.37 | 5.63 | 13.89 |
| CPCS     | 18.18 | 17.33 | 9.36 | 10.22 | 
| TransCal | 
| SAC (Ours) | 28.08 | 17.88 | 8.39 | 11.09 | 10.97 | 8.72 | 15.07 | 27.06 | 6.10 | 6.32 | 21.37 | 5.63 | 13.89 |
| STS (Ours) | 25.23 | 15.26 | 4.86 | 10.2 | 11.47 | 7.90 | 14.55 | 27.97 | 5.80 | 7.09 | 9.51 | 8.85 | 11.25 |

Table 4: ECE % (lower is better) on target data not seen during training on VisDA-2017 with different domain adaptation methods.

|          | DAN | JAN | CDAN | MDD | SAFN | MCC |
|----------|-----|-----|------|-----|------|-----|
| Vanilla  | 21.10 | 27.46 | 18.44 | 23.34 | 22.93 | 23.58 |
| TS       | 19.24 | 29.85 | 21.03 | 24.56 | 19.55 | 24.03 |
| CPCS     | 6.67  | 31.04 | 21.89 | 24.17 | 25.78 | 24.53 |
| TransCal | 25.61 | 34.48 | 22.81 | 25.88 | 29.73 | 24.84 |
| SAC (Ours) | 7.83  | 23.66 | 18.68 | 22.72 | 7.05  | 23.32 |
| STS (Ours) | 5.33  | 20.03 | 9.04  | 18.11 | 9.45  | 22.38 |

not only provides bigger improvements in calibration at higher corruption intensities, it also retains calibration at lower intensities. This highlights the importance of the adaptive mechanism.

**Why it works:** Our results are based on the fact that we can use the model outputs, in our case simply the $p_{max}$ values, as a proxy to evaluate distribution shift. This was illustrated in Figure 1: the calibration set whose $p_{max}$ mean is closest to the $p_{max}$ mean of the test set typically has lower calibration error. This is precisely what our SAC method does.

9 Conclusions

Increasingly, models trained on a given dataset are being asked to perform on data from a “shifted” dataset. Our work focuses on calibration of uncertainty estimates: we wish to ensure the model’s output probability reflects the true probability of the event. In contrast to most deep uncertainty work, we use a (frustratingly easy) purely statistical approach, and successfully reduce the calibration error of deep image classifiers under dataset shift.

We propose 2 methods, where we add a simple extra calibration step, and estimate uncertainty using only the model outputs. Our calibration methods involve synthesizing surrogate calibration sets by simply adding increasing intensities of a single type of known corruption to the original calibration data. While one method leverages unlabeled target images to chose the best surrogate set, the other simply uses their union. Our methods only require the output probabilities of a model, unlike previous methods which typically require the features of a model. Moreover, our methods do not require any retraining or retuning or additional training.

While previous works have shown that uncertainty estimates degrade on corrupted data, our two proposed calibration methods lead to better calibration on various types of dataset shifts: synthetic, natural, and domain adaptation. This is evidenced quantitatively in extensive experiments.
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Supplemental Material

A  CIFAR-10-C and ImageNet-C

CIFAR-10-C and ImageNet-C [Hendrycks and Dietterich, 2019] are datasets obtained from the CIFAR-10 and ImageNet datasets, respectively, by applying common real-world corruptions at different levels of intensity. The corruptions considered in this work are: Brightness, Contrast, Defocus Blur, Elastic Transform, Fog, Frost, Gaussian Blur, Gaussian Noise, Glass Blur, Impulse Noise, Pixelate, Saturate, Shot Noise, Spatter, Speckle Noise, Zoom Blur. In Figure 3 we show an example of all the different corruptions. In Figure 4 we show the contrast corruption type in five different intensities.

![Figure 3: Example of the different 16 corruptions used to form CIFAR-10-C and ImageNet-C [Hendrycks and Dietterich, 2019].](image)

![Figure 4: Example of the contrast corruption at the different levels of intensity.](image)

B  Robustness to the choice of corruption

We look how the choice of corruption to synthesize the surrogate calibration sets impacts our methods. Ideally, the choice of corruption should be representative of the distribution of corruptions, so a mild corruption or a very strong corruption would give slightly worse results. At the same time, here we demonstrate that choosing a different corruption should not significantly degrade the results.

In Figure 5 we perform a cross-validation study over the choice of corruption used to generate the calibration sets (always leaving it out of the corruptions used at test time). We plot the mean and variance of the ECE across different validation corruptions types. We find that for CIFAR-10, our AAC method is robust to the choice of corruption. For the ImageNet model, the robust remains although a careful choice may be necessary at higher levels of corruption.
Figure 5: Mean ECE (lower is better), averaged across different corruption types used in making the calibration sets. Figure 2 shows us the mean ECE using “contrast” as the calibration corruption. Here we show how these means change when different corruptions are used in the calibration set. For CIFAR-10, our proposed methods are robust to the choice of corruption used in the calibration set, while for ImageNet the choice of the corruption is more import, in particular for the Single Image method.

Figure 6: Comparison of different distances to choose the surrogate calibration set: Mean Expected Calibration Error (ECE) (lower is better) of the benchmark implementation [Ovadia et al., 2019], versus our Multi-Image methods for ImageNet (top) and CIFAR-10 (bottom). Each box represents a different uncertainty method.

C  Variants of the SAC method

As discussed in subsection 7.3, the SAC method is robust to the choice of distributional distance to choose the surrogate calibration set (see Figure 6) and when using the mean only 100 samples are enough instead of the entire calibration set (see Figure 7).

D  Qualitative Results

Figure 8 shows the calibrated probabilities for a typical test set. Figure 9 expands on Figure 2 by making use of a box-whisker plot to summarize the ECE across the different corruptions through its median and 1st and 3rd quantiles.
Figure 7: Comparison of our Multi-Image method for ImageNet (top) and CIFAR-10 (bottom) using the full batch of test images and only 100 of them, which we refer to as peak. Mean Expected Calibration Error (ECE) across different corruptions types, for fixed corruption intensity going from 0 to 5. Each box represents a different uncertainty method.

Figure 8: Calibration errors for the different methods on corrupted images on ImageNet using the elastic transform corruption with intensity 2. The x-axis is the range of $p_{\text{max}}$ values. We visualize as binned histograms the model accuracy (blue) (Equation 10), and the confidence estimates (orange) (Equation 11) (brown is where they overlap). The gap between the orange and blue curves represents the calibration error.

Figure 9: Comparison of the ECE (lower is better) for across corruptions types for 5 corruption intensities using different calibration methods: Vanilla, Temperature Scaling (TS), CPCS [Park et al., 2020], TransCal [Wang et al., 2020], our Surrogate Temperature Scaling (STS), and our Surrogate-Adaptive Calibration (SAC). Our methods perform the best among all methods across all intensities, with the greatest improvement at higher intensities. For each method, we show the quartiles summarizing the results on each corruption intensity. The ECE using our approaches is consistently better.