Effects of UAV Image Resolution, Camera Type, and Image Overlap on Accuracy of Biomass Predictions in a Tropical Woodland
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Abstract: Unmanned aerial systems (UASs) and photogrammetric structure from motion (SFM) algorithms can assist in biomass assessments in tropical countries and can be a useful tool in local greenhouse gas accounting. This study assessed the influence of image resolution, camera type and side overlap on prediction accuracy of biomass models constructed from ground-based data and UAS data in miombo woodlands in Malawi. We compared prediction accuracy of models reflecting two different image resolutions (10 and 15 cm ground sampling distance) and two camera types (NIR and RGB). The effect of two different side overlap levels (70 and 80%) was also assessed using data from the RGB camera. Multiple linear regression models that related the biomass on 37 field plots to several independent 3-dimensional variables derived from five UAS acquisitions were constructed. Prediction accuracy quantified by leave-one-out cross validation increased when using finer image resolution and RGB camera, while coarser resolution and NIR data decreased model prediction accuracy, although no significant differences were observed in absolute prediction error around the mean between models. The results showed that a reduction of side overlap from 80 to 70%, while keeping a fixed forward overlap of 90%, might be an option for reducing flight time and cost of acquisitions. Furthermore, the analysis of terrain slope effect in biomass predictions showed that error increases with steeper slopes, especially on slopes greater than 35%, but the effects were small in magnitude.
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1. Introduction

Tropical forests play a major role in world carbon storage [1], while providing biodiversity and ecological services [2]. Efforts to implement mechanisms that reduce forest deforestation and degradation such as REDD+ could help to stabilize CO₂ atmospheric concentrations [1]. The REDD+ mechanism is in the preliminary phases in 33 tropical countries requiring the establishment of administrative structures and the determination of reference levels for carbon stocks [3]. Malawi, as an example, is targeting 112 small- to medium-sized forest reserves with sizes of up to 2240 ha scattered across the country as potential REDD+ project areas [3]. Carbon stock estimation in these forest reserves requires design and implementation of statistically sound and consistent forest inventories [4].
Field-based forest inventories, which often are associated with large operational and logistical costs, can benefit from remotely sensed information to reduce costs while improving precision of the estimates [5–7].

Remote sensing technologies been effective in estimating forest resource parameters such as biomass [8,9]. Particularly, airborne laser scanning (ALS) has shown great potential for forest biomass estimation in different forest types, including boreal [10], temperate [11], Mediterranean [12] and tropical forests [13]. Recently, the use of unmanned aircraft systems (UASs) and the improvement of structure from motion (SfM) algorithms [14] have provided opportunities for new cost-effective alternatives to estimate forest attributes for smaller geographical areas [15,16]. SfM is a computer vision technique developed from traditional photogrammetric techniques [2] that derive 3D point clouds from very-high resolution images including ground-based images. SfM algorithms generate 3D geometry from many viewpoints of overlapping images without the need to have calibrated cameras [17]. UAS point clouds, characterized by a high point density, are mostly associated with the exterior of the canopy. Nevertheless, UAS data have been useful for estimation of forestry variables either by using a digital terrain model (DTM) derived from ALS [17–20] or a DTM derived from the UAS images to normalize the point cloud [3,18,21–23], or by simply using raw non-normalized photogrammetric data [24]. Previous studies have demonstrated estimation of individual tree variables such as tree height [15,25,26], canopy cover [15], crown diameter [15], tree density [15,25], diameter [25], biomass [25], canopy fuels [16], or tree detection [27–29]. Furthermore, UAV have been used for the estimation of height [17,21], number of stems [17], basal area [17], volume [17,29,30], canopy cover [31,32] and biomass [3,21,22], canopy gap detection [31,33,34], or tree-stump detection [35] using an area-based approach.

Field data collection and modeling of forest attributes, including variable selection, parametrization and processing, are a significant part of the total cost in UAV-based inventories. Model transferability was proposed to extrapolate models fitted for one area to other area (spatial transferability) [36] or to other points in time (temporal transferability) [37] for reducing the costs. For example, multi-temporal ALS data have been used to temporally transfer a model between two points in time using the direct approach (e.g., [11,38–42]). A similar approach might be considered to transfer a model fitted for a UAS acquisition, with a specific flight configuration, to other acquisitions with different flight configurations (e.g., different image resolution, camera type, side overlap) to reduce modeling costs.

Research on the effects of technical properties of the flight configuration, use of different camera systems, data processing options and the amount and properties of the field data used to establish relationships between ground data and UAS-derived point cloud data is limited. However, these are important considerations when designing UAS surveys to support forest inventories, because they may affect both costs and the accuracy of the results. Dandois et al. [43] did, however, analyze the effects of altitude, overlap and weather conditions on estimation of height and biomass by using an RGB (red-green-blue) camera. Fraser et al. [44] and Torres-Sánchez [45] found that a 100 m flight altitude was superior when compared to up to 120 m above ground. An analysis of forward overlap effects as associated with resolution or flight altitude was performed by Dandois et al. [43], Frey et al. [44] and Torres-Sánchez [45] whose showed that larger levels of forward overlap increased accuracy. Ni et al. [46] also found that finer image resolutions required larger forward overlaps. Furthermore, Dandois et al. [43] and Fraser et al. [44] compared different processing algorithms, but small differences were revealed. Kachamba et al. [22] compared the use of different filters to generate a digital terrain model (DTM) from UAS images. The influence of slope in DTM precision and accuracy of forestry attributes [47,48] have been analyzed using ALS sensors. Although ALS model predictions were affected by the increase in slope when estimating tree height [48–50], tree top detection [51], tree diameter, basal area, number of stems and volume [48], the effects were not severe. The successful estimation of forest attributes using 3D photogrammetric point clouds, which yield high point densities located mostly in the top of the canopy, might also be affected by slope. The analysis of plot size effects on the precision of biomass estimates in a dry tropical forest carried out by Kachamba et al. [3] determined
that larger sample plot sizes of 1000 m$^2$ tend to favor UAS-assisted inventories. The effects of several other important factors, as listed in Dandois et al. [23], remains unknown. Among these are camera type and image resolution acquired by UASs acquisition. To the best of our knowledge, the effects of these variables for estimating forest attributes remain unexplored. We examined two camera types in this manuscript that capture data in different regions of the electromagnetic spectrum, specifically only including the visible range of the spectrum: blue, green, and red (RGB) bands or including the near infrared (NIR) spectrum: green, red, and near-infrared bands.

The main goal of this study was to analyze the effects of camera type, image resolution, side overlap, and some practical considerations that often have to be made in operational surveys on accuracy of biomass model predictions in a tropical woodland using an UAS. Specifically, we aimed to quantify the effects of: (1) two different RGB and NIR cameras capturing two image resolutions of 10 and 15 cm ground sample distance (GSD), respectively, (2) two levels of side overlap: 70% and 80% using the RGB camera only, (3) transferability of models fitted from one set of acquisition parameters to other acquisitions, which were acquired with different flight characteristics and/or camera types, and (4) terrain slope on biomass predictions.

2. Materials and Methods

2.1. Study Area

The miombo woodlands in this study are part of the Muyobe community forest reserve, located in Mpherembe traditional authority in Mzimba district in the northern region of Malawi (centered at 11°35′S, 33°65′E, 1169–1413 m above sea level) (Figure 1). The selected area constitutes 200 ha of a total of 486 ha of the reserve. The dominant soil type is Ferrosols [48]. The mean annual daily minimum and maximum temperatures are 15 ± 1.6 °C and 26 ± 0.6 °C, respectively, and the annual rainfall was 889 ± 146 mm for the period 1975–2005. The dominant tree species in terms of biomass are Mnondo (Julbernadia globiflora), Mukongolo (Brachystegia manga) and Muwombo (Brachystegia longifolia), accounting for 20%, 12%, and 10% of the total biomass, respectively. For more details on the study area, see Kachamba et al. [32].
2.2. Field Measurements

Field data were acquired in 37 circular plots with 17.84 m radius (0.1 ha each) during April to May of 2015. A systematic sampling design was adopted with grids of 220 m by 220 m. The center of each of the designated plots was precisely located in the field using differential Global Navigation Satellite System (dGNSS). Two Topcon legacy-E + 40 channels dual frequency receivers were used with pseudo-range and carrier phase of global positioning system (GPS) and Global Navigation Satellite System (GLONASS). One receiver was used as a base station, while the other was used as a rover field unit within a baseline of 25 km. As proposed by Kouba [52], the base station position was established using precise point positioning with GPS and GLONASS data collected continuously for 24 h. The rover field unit was placed at the center of each plot on a rod at 2.98 m above ground level and data were recorded for an average of 33 ± 20 min using a one-second logging rate. The RTKLIB open source software version 2.4.2 developed by Takasu [53] was used for post-processing the recorded sample plot center coordinates. The maximum standard deviation revealed for northing, easting and height coordinates were 0.22 cm, 0.56 cm and 0.42 cm, respectively.

The diameter at breast height (dbh) was measured using a caliper or a diameter tape. A Haglöf Sweden® Vertex instrument was used for measuring total tree heights of up to 10 randomly selected sample trees within each plot. A height-diameter model developed by Kachamba and Eid [54] for the inventoried species in 107 sample plots systematically distributed along the entire Muyobe community forest reserve was used in this study. Among the 107 samples, we used 37 sample plots in this study for predicting tree height for those trees for which tree height was not measured. Then, aboveground biomass was predicted for the individual trees in each sample plot using the biomass allometric model developed by Kachamba et al. [22] for the 33 most representative species for miombo woodlands in Malawi, including these present in the study area, with diameter at breast height and tree height as independent variables. Subsequently, the tree biomass values were summed to obtain plot-level biomass values that were subsequently scaled to per-hectare values and used as ground reference value. Table 1 shows statistical summary of the field plot characteristics.

Table 1. Summary of the field plot characteristics (n = 37).

| Characteristic       | Range       | Mean    | Std¹  | Cv²  |
|----------------------|-------------|---------|-------|------|
| Biomass (Mg·ha⁻¹)    | 2.48–123.94 | 45.68   | 29.54 | 64.66|
| Basal area (m²·ha⁻¹) | 0.62–16.10  | 6.52    | 3.82  | 58.58|
| Number of stems (ha⁻¹)| 10–830    | 420     | 163   | 39   |
| Lorey’s mean height (m)| 4.19–14.58| 6.36    | 1.74  | 27.43|

¹ Std = Standard deviation, ² Cv = Coefficient of variation.

2.3. Remotely Sensed Data Collection and Processing

2.3.1. UAS Imagery Collection

The UAS images were collected from 23 to 26 April 2015, a leaf-on immediately following the rainy season. The images were collected using a SenseFly eBee fixed-wing UAS [55] equipped with two different types of cameras, which were used separately (Table 2). The RGB camera was a Canon IXUS127 HS (Canon Inc., Tokyo, Japan) with a dimension of 93.2 × 57.0 × 20.0 mm and a weight of 135 g with memory card and battery included. The sensor produces three separate 16.1 megapixel images in the red (660 nm), green (520 nm) and blue (450 nm) bands. The NIR (near infra-red) camera was a Canon S110 (Canon Inc., Tokyo, Japan) with a size of 74.4 × 55.8 mm and a weight of 153 g, including memory card but not the battery. The sensor produces three separate 12.1 megapixel images in the green (550 nm), red (625 nm) and NIR (850 nm) spectral bands. The eBee platform has a weight of 537 g without payload and it was equipped with an inertial measurement unit (IMU) and a GNSS to control the flight parameters and provide positioning during flight operations [55].
Prior to the image acquisition, the positions of 11 ground control points (GCPs) were determined and measured using the same procedure as the one used to establish the location of the sample plot centers for the field inventory. The GCP targets consisted of a set of 1 × 1 m cross-shaped timber planks painted white and some with black and white 50 × 50 cm checkerboard markers. GNSS position data for each GCP target were recorded for an average of 13 ± 6 min for each GCP with a one-second logging rate and post-processed using the RTKLIB software. The average standard deviation reported for northing, easting and height coordinates were 0.56 cm, 1.28 cm and 1.12 cm, respectively.

The image acquisition was controlled using the eMotion 2 version 2.4 software (Sensefly, Ltd., Cheseaux-Lausanne, Switzerland) \[55\] installed on a laptop computer. The flights were planned prior to flight using the mission control software and georeferenced base map from Microsoft Bing. Flight altitude above ground was determined according to the camera spectral sensitivity to generate constant 10 and 15 cm GSD pixel resolution images (Table 2). The acquisition of 10 cm GSD pixel images using the IXUS127 HS camera was carried out at 325 m above ground, but 286 m above ground when using the Canon S110 camera. Similarly, the acquisition of 15 cm GSD pixel images with the IXUS127 HS camera was carried out at 487 m above ground, but 430 m above ground when using the Canon S110 camera. This solution was adopted as cameras with similar sensitivities was not available for the present analysis. The five acquisitions were performed by keeping a fixed forward overlap of 90%, which refers to the overlap between consecutive images within a flight strip. The details of each acquisition are shown in Table 2. Side overlap, which refers to the overlap between images in adjacent flight strips, was set to 80% for the NIR-10, NIR-15, RGB-10 and RGB-15 acquisitions (Table 2). However, a side overlap of 70% was chosen for RGB-10-L. In total, 18 flights were carried out. These side overlap values were chosen taking into account stereo-matching requirements, previous flight experiences and considering additional flight time restrictions. Nine flights was performed for RGB-10 acquisition resulting in the larger number of images (1691) and the increase of flight time compared to other acquisitions. These flights were taken during days 23, 24 and 25 of April 2015, being part of previous analysis carried out by Kachamba et al. \[3,22\] for the entire Muyobe community forest reserve. The flight planning area was different for this acquisition, including images from nine flights to capture all the analyzed area for the present study.

### Table 2. Summary of the flight characteristics for each acquisition.

The prefix of the abbreviations refers to camera type (NIR and RGB, respectively), the first suffix refers to GSD (10 and 15 cm, respectively) and the second suffix refers to side overlap (L is 70% side overlap). NIR-10 was performed with GSD 10 cm; NIR-15 was performed with GSD 15 cm; RGB-10 was performed with GSD 10 cm; RGB-15 was performed with GSD 15 cm; RGB-10-L was performed with GSD 10 cm and side overlap of 70%.

| Acquisition | Date (day-month-year) | Side Overlap (%) | Flight Height (m) | Resolution (cm) | Number of Flights | Number of Images | Flight Time (min) | Wind Speed (m/s\(^{-1}\)) | Cloud Cover (%) |
|-------------|----------------------|------------------|------------------|-----------------|------------------|------------------|------------------|-----------------|----------------|
| NIR-10      | 25-04-15             | 80               | 286              | 10              | 2                | 470              | 61               | 6–8.5           | 20             |
| NIR-15      | 26-04-15             | 80               | 430              | 15              | 2                | 300              | 41               | 4–6             | 50–90          |
| RGB-10      | 23-04-15 to 25-04-15 | 80               | 325              | 10              | 9                | 1691             | 206              | 5–8.8           | 20–100         |
| RGB-15      | 26-04-15             | 80               | 487              | 15              | 2                | 237              | 38               | 4–5             | 70–100         |
| RGB-10-L    | 26-04-15             | 70               | 325              | 10              | 3                | 370              | 51               | 4–6             | 30–60          |

#### 2.3.2. Image Processing

The generation of three-dimensional (3D) dense point clouds from the images were performed for each acquisition using the proprietary software Agisoft Photoscan Professional version 1.1 (Agisoft LLC., St. Petersburg, Russia) \[56\]. Acquisitions were processed individually assigning the master band Red to the Canon IXUS127 HS camera and NIR to the Canon S110 camera. This software includes structure from motion (SfM) and stereo-matching algorithms to align the images and perform multi-view stereo reconstruction. The creation of the 3D point clouds required the following processing
steps: (i) image alignment using the SfM techniques to reconstruct the 3D geometry by detecting and matching image feature points in overlapping images [17]; (ii) guided marker positioning and camera optimization alignment: GCP coordinates were imported and the estimated positions, provided by the GNSS onboard the SenseFly eBee, were refined manually, which improved the position, as well as the camera orientation. The final positioning accuracy was 0.23, 0.19, 0.21, 0.23 and 0.22 m for the NIR-10, NIR-15, RGB-10, RGB-15 and RGB-10-L, respectively; and (iii) building the dense point clouds. The parameters used for the processing steps i-iii are shown in Table 3 and they were based on the empirical analysis by Puliti et al. [17]. Spectral information from the imagery (red, green and blue bands for the RGB camera and red, green and near-infrared for the NIR camera) was added to the point cloud. Spectral information from UAS point clouds has, in previous studies, been found useful for estimating non-structural properties of the canopy [18], as well as properties such as biomass [3,22].

| Task                              | Parameters                                                                 |
|-----------------------------------|-----------------------------------------------------------------------------|
| (i) Image alignment               | Accuracy: high                                                               |
|                                   | Pair selection: reference                                                    |
|                                   | Key points: 40,000                                                           |
|                                   | Tie points: 1000                                                             |
| (ii) Guided marker positioning    | Manual relocation of markers on the 11 GCPs for all the photos where a GCP was visible. |
| (iii) Building dense point clouds | Quality: medium                                                              |
|                                   | Depth filtering: mild                                                       |

2.3.3. DTM Generation

Point cloud classification was performed using a two-phase approach: (a) application of the progressive triangulated irregular network (TIN) algorithm developed by Axelsson [57]; and (b) application of the KDTree filter developed by Maneewongvatana and Mount [58] to reclassify ground points keeping only the lowest in a circular area approximately of the size of the crowns. First, the variant of the progressive TIN implemented in Agisoft Photoscan software [52] was applied. The algorithm divides the point cloud into cells of a certain size detecting the lowest point and generating a first approximate terrain model by triangulation. A cell size of 50 m was applied in the study. Then, the angle and maximum distance between a point and the DTM surface was set. In this study, a grid search approach was applied to test different values for angle parameters, considering a fixed maximum distance of 1 m. Based on preliminary tests, a 20-degree angle was chosen for further testing, and a ground-filtered point cloud was generated using that angle for the different acquisitions. Second, the KDTree filter was applied. This filter is included in the scipi.spatial library, and it was implemented in Python. KDTree is a binary tree whose nodes represent an axis-aligned hyper-rectangle. The set of points are split by each node by specifying an axis following the “sliding midpoint” rule [59]. A maximum distance of 5 m was set for accounting only for the closest neighbors considering crown size. The resulting DTM was then used to calculate the height relative to the ground for all points by subtracting the respective TIN values from the elevation of each point. The use of two subsequent filters determined spurious points below the average ground elevation, which are commonly associated with point clouds derived using SfM [60], being removed from further analysis and variable computation.

2.3.4. Variable Computation

A total of 86 point cloud variables commonly used as independent variables in forestry studies, were computed for each field plot and acquisition [12,22]. They characterized canopy height, canopy density, and canopy spectral properties. Variables describing canopy height and canopy density were
extracted as described by Næsset [61] and McGaughey [62]. Canopy height variables include minimum (Hmin), maximum (Hmax), mean (Hmean), mode (Hmode), standard deviation (Hsd), coefficient of variation (Hcv), kurtosis (Hkurt), skewness (Hskewness), variance (Hvariance) and height percentiles (H01, H10, H20, H25, H30, H40, …, H70, H75, H80, H90, H95, H99). In accordance with Kachamba et al. [3,22], a threshold value of 0.5 m height was applied to remove ground points and separate trees from low vegetation. Canopy density variables were derived by dividing the height between the 95th percentile of the height distribution and the 0.5 m threshold into 10 equally distributed vertical layers. These were labelled as D0, D1, …, D9 representing the percentage of points above each layer relative to the total number of points. The proportion of points above Hmean and Hmode and canopy relief ratio (CRR) was also calculated. In addition, spectral variables derived from the RGB or NIR spectral bands were included. Spectral variables were computed as the maximum (Smax), mean (Smean), standard deviation (Ssd), coefficient of variation (Scv), kurtosis (Skurt), skewness (Sskewness) and nine percentiles (S10, S20, …, S90) for each of the three bands of the RGB or NIR camera. For example, the Smax variable for the RGB camera was denoted as follows: Smax.red, Smax.green and Smax.blue while Smax for the NIR camera was denoted as follows: Smax.green, Smax.red and Smax.NIR. The remaining variables were also labelled similarly.

2.4. Model Construction and Validation

Multiple linear regression models were constructed to relate the field-measured biomass to several independent point cloud variables to assess the effects of image resolution, camera type, and side overlap (sub-objectives 1 and 2). Spearman’s rank correlation coefficient was computed to determine the strength and direction of the relationship between dependent and independent variables. The selection of UAS variables was made considering a minimum absolute correlation value of 0.4. The value was established after testing values of 0.1, 0.2, 0.3, 0.4 and 0.5. Furthermore, the selection of independent variables was restricted to a combination of up to three variables. Each of those variables corresponds to different point cloud characteristics: canopy height, canopy density or canopy spectral properties. Then, since multicollinearity frequently occurs between remotely sensed variables [63], the variance inflation factor (VIF) was used to identify and remove collinear variables as proposed by Kachamba et al. [3,22]. Models developed using untransformed variables produced satisfactory results. Commonly adopted transformations such as logarithmic transformation of the dependent and independent variables were not performed. The models were validated using a leave-one-out cross validation (LOOCV) procedure [64]. This validation technique was chosen because the available sample of field observations was small and we wanted to avoid further reductions of the sample size used for validation [65]. The statistical performance for each model was reported in terms of relative root mean square error (RMSE%), relative mean prediction error (MPE%) and squared Pearson’s linear correlation coefficient ($r^2$). Comparison between the models was performed using RMSE% values as this is a reliable measure for model performance accounting for both variance and mean difference between predicted and ground reference values. A two-sided student’s t-test, with 95% significance level, was used to determine if the MPE of each model was significantly different from zero.

2.5. Model Transferability Assessment

Model transferability between acquisitions was assessed in three steps: (i) selection of the best fitted model for each UAS acquisition; (ii) extrapolation of the selected model from one UAS acquisition, using the same UAS variables, to other acquisitions; and (iii) comparison between the best fitted model for each acquisition and the extrapolated models. The model accuracy was compared in terms of RMSE%. Analysis of variance (ANOVA) was performed to determine whether differences were statistically significant between models, with a significance level of 0.05. Furthermore, normality of the residuals was verified using Shapiro-Wilk test.
2.6. Effects of Flight Settings, Camera Type and Slope on Biomass Model Predictions

The effects of image resolution, camera type, side overlap and terrain slope in biomass predictions were tested to address sub-objectives 1, 2 and 4. First, a graphical assessment using boxplots including the absolute prediction error around the mean (PE%) per category was performed (Equation (1)). Secondly, a statistical assessment by fitting a linear mixed-effects model and analyzing whether there were statistically significant differences between the established characteristics was carried out. Linear mixed-effects models account for fixed and random effects, in particular for clusters or grouped variables. The analysis was performed using Laird and Ware [66] formulation (Equations (2) and (3)), which allows for correlated and unequal variances between designated groups and was implemented with nlme R package. Then, p-value of log-likelihood test implemented for determining whether there were statistically significant differences in biomass predictions between the analyzed categories. Terrain slope was grouped into three uniform classes according to plot inclination following Ørka et al. [48]. Classes were grouped into the following values: smooth slopes lower than 20°, medium slopes from 20° to 35° and steeper slopes higher than 35°.

\[
PE\% = \left| \frac{\gamma_i - \hat{\gamma}_i}{\bar{\gamma}} \right| \times 100
\]  

where \( \gamma_i \) is the biomass field value for plot i and \( \hat{\gamma}_i \) is the predicted biomass for sample plot i, respectively, and is \( \bar{\gamma} \) mean biomass for all plots.

\[
y = (resolutionb + camerab + overlapb) + (resolution\beta + camera\beta + overlap\beta) + \epsilon
\]  

\[
y = (slopeb) + (slope\beta) + \epsilon
\]  

where \( y \) is the PE% values, \( b \) accounts for the random effects of the model, \( \beta \) accounts for the fixed-effects of the model and \( \epsilon \) is the model error.

3. Results

3.1. Model Accuracy after LOOCV

The biomass prediction models and their prediction accuracies are summarized in Table 4. The models had MPE values that were not significantly different from zero (p-value > 0.05). The \( r^2 \) values after LOOCV ranged between 0.55 and 0.76. The RGB-10-L model yielded the best results with an RMSE% value of 31.51% while the NIR-15 model produced the largest RMSE% value of 43.04%. Models developed using the RGB camera outperformed those based on the NIR camera. The use of acquisitions with GSD 15 cm generally outperformed the ones with GSD 10 cm except for the RGB-10 acquisition, which had 0.49 RMSE% larger than RGB-15. Models developed with the RGB-10-L acquisition showed higher accuracy than RGB-10 with a side overlap of 80%.

| Acquisition | UAS Variables | \( r^2 \) | RMSE% | MPE% | p-Value |
|-------------|---------------|-----------|-------|------|---------|
| NIR-10      | Hmax, D1, S70.red | 0.64      | 38.40 | −0.51| 0.94    |
| NIR-15      | D1, Ssd.red, Sskewness.green | 0.55      | 43.04 | 0.03 | 1.00    |
| RGB-10      | Hvariance, D1, S40.red | 0.65      | 37.74 | 0.10 | 0.99    |
| RGB-15      | H30, D2, S10.green | 0.66      | 37.25 | 0.67 | 0.91    |
| RGB-10-L    | H80, D2, Hskewness | 0.76      | 31.51 | 0.02 | 1.00    |

* Pearson’s linear correlation coefficient.
Figure 2 presents the scatter plots of observed and predicted biomass values for each of the acquisitions using the models constructed with all the plots (see Table 4). All models had three independent variables including canopy height, canopy density and spectral variables. Furthermore, spectral variables are present in NIR-10, NIR-15, RGB-10 and RGB-15 models.

![Figure 2](image)

**Figure 2.** Scatterplots of predicted vs. ground reference values of biomass (Mg·ha$^{-1}$) for the different acquisitions. The suffix 10 refers to GSD 10 cm. The suffix 15 refers to GSD 15 cm. RGB-10-L acquisition was performed with GSD 10 cm and side overlap of 70%.

### 3.2. Assessment of Model Transferability

The transferability of the best fitted models, computed for each acquisition, to other acquisitions are presented in Figure 3. The application of RGB-10-L model variables to NIR-10, NIR-15, RGB-10, RGB-15 acquisitions showed the smallest differences with respect to the best fitted models for each acquisition with an average RMSE% difference of 5.97. Similar results were found when using NIR-10 model with an average RMSE% difference of 6.12. However, greater RMSE% differences were found when using RGB-10, NIR-15 and RGB-15 models with an average difference of 7.1, 8.67 and 11.48, respectively. These results show that models fitted to acquisitions with 10 cm GSD provides better results than those generated with 15 cm GSD. When considering individual acquisitions separately, NIR-15 was the most affected, with a RMSE% difference of 12.20 with respect to the best fitted models, while RGB-10 was least affected with a RMSE% difference of 5.01. The comparison between models by using ANOVA shows that there are significant differences between some of the best fitted models and the extrapolated models, with 95% probability (Figure 3). The Shapiro-Wilk test showed that the residuals were normally distributed for all models with an average p-value of 0.36. No statistically significant differences were found between acquisitions with the same GSD. No statistically significant differences were found when extrapolating NIR-10 model to RGB-10 and RGB-15 acquisitions. Similarly, no statistically significant differences were found when extrapolating RGB-10 model to RGB-15 and NIR-15, and when extrapolating RGB-10-L model to RGB-10.
3.3. Assessment of the Influence of Flight Settings, Camera Type and Slope on Model Accuracy

The influence of image resolution, camera type and side overlap in model accuracy is graphically summarized in Figures 4 and 5. Coarser resolution increases PE% values for either NIR or RGB cameras. Average increments in PE% absolute values range from 0.28 to 0.65% when using NIR or RGB, respectively. The models generated using the NIR camera, for both resolutions, present higher mean PE% errors than the RGB camera. RGB acquisition with 15 cm GSD shows a higher accuracy with an absolute PE% value of 0.5% higher than NIR 10 cm GSD. Greater dispersion of the values is found when using 80% side overlap rather than 70% and an increase of PE% was found when using 80% overlap.

Figure 4. Differences between image resolution, camera type and side overlap effects in biomass predictions.
Figure 5. Slope effect in biomass predictions. The mean prediction error per class is included using red dots in the boxplots. The biomass prediction accuracies are not significantly different among the slope classes.

The assessment of significant differences between classes shows no statistically significant differences between classes with 95% of probability. P-values for log-likelihood test were 0.83, 0.60 and 0.42 for image resolution, camera type and side overlap, respectively.

\[
PE\% = 28.26 + 0.66 \cdot 15\text{cm resolution} - 1.73 \cdot \text{RGB camera} + 3.47 \cdot 80\% \text{ side overlap} \quad (4)
\]

The effect of slope in biomass predictions is presented in Figure 5. The increment of terrain slope produces larger errors, especially for those plots with slopes steeper than 35%, for both RGB and NIR cameras. These slopes have greater effect when using NIR camera with a mean absolute PE% value of 48.41%. Slopes between 20 and 35% had slightly more effect when using RGB acquisitions than NIR ones. The assessment of significant differences between slope classes, performed by using a linear mixed-effects model (Equation (5)) and log-likelihood test shows that no statistically significant differences exist between classes with a p-value of 0.07.

\[
PE\% = 33.18 + 2.23 \cdot \text{slope between 20 to 35\%} + 10.33 \cdot \text{slope greater than 35\%} \quad (5)
\]

4. Discussion

The implementation of the REDD+ mechanism for better conserving tropical dry forest and reducing carbon emissions require the integration of efficient forest inventory techniques. This study aimed at estimating biomass using different UAS flight configurations, sensors, and terrain slopes in biomass predictions within a forest reserve in miombo woodlands of Malawi. The results may be of general interest and relevance beyond the scope of this case study and might be considered for analysis in other study areas when estimating other forestry attributes.

Our results demonstrate that the data generated by UASs with different flight configurations and sensors have the potential to be successfully used in predicting biomass with RMSE% values that ranges from 31.51 to 44.66%. These values are similar to that reported by Kachamba et al. [3,22] (39.33%), developed in the same area but using a larger number of plots. Dandois et al. [43] obtained 33% of RMSE% in temperate deciduous forest and Guerra-hernández et al. [25] 11.44% and 12.59% in a *Pinus pinea* plantation in 2015 and 2017, respectively. Direct comparisons with the Guerra-Hernández
et al. [25] study should, however, be made with caution, because the estimated RMSE% refers to single tree biomass of *Pinus pinea*. Furthermore, Miller et al. [21], studying monoculture plantations of the tropics, reported r² of 0.64, similar to the results of the present study (0.55 to 0.76). The selected UAS variables in the models reflect the importance of canopy height and canopy density metrics for estimating biomass in agreement with Puliti et al. [17], Kachamba et al. [3,54], and partially with Miller et al. [21], who only included canopy height metrics. Moreover, spectral information was present in models of four out of five acquisitions highlighting the usefulness of RGB and NIR spectral bands [18].

Coarsening the image resolution from 10 to 15 cm GSD reduced model accuracy in agreement with Frey et al. [67], who showed that 8 cm GSD performed better than 16 cm GSD when analyzing DSM completeness. However, Frey et al. [67] also found that a coarser GSD of 32 cm was the most favorable for DSM reconstruction. This was explained by the effect of wind, but this result was not found when considering a voxel space. The latter is related to the estimation of forestry variables as biomass, which considers the 3D vegetation profile. Furthermore, a smaller GSD required higher forward overlap to ensure the detection of sparse trees [44,64]. Dandois et al. [43] also showed that position accuracy (X, Y) for the derived point cloud is reduced when coarsening the GSD by increasing the UAS acquisition height from 20, 40, 60 to 80 m above canopy. In contrast, Fraser et al. [44] found that 100 m flight altitude was superior to lower flight altitudes when comparing up to 120 above ground. However, those flight altitudes are not comparable to our study, with flight altitudes ranging from 286 to 430 m above ground. We were able to acquire data at much higher altitudes than commonly used, as there were no flight policy regulations in the study area. The models developed using data from the RGB camera were better than the models developed using the NIR camera. Improved model accuracy was found when using a side overlap of 70% compared to 80%. These results are in agreement with Dandois et al. [43], who stated that absolute positioning accuracy of the point cloud was unaffected by changes in photographic side overlap. However, Dandois et al. [44] found slightly better accuracy in the x, y and z coordinates when using a 60% side overlap rather than 80%. While our study did not consider the effect of wind or cloud cover, the use of a slightly lower side overlap while keeping a high forward overlap indicates that might be beneficial for SFM processing. A fixed forward overlap of 90% was kept for both cases following Dandois et al. [43], Frey et al. [67] and Torres-Sánchez et al. [45], who achieved significantly better results when using larger forward overlap values around 95%. However, the decrease of forward overlap was detected as a source of significant differences in positioning accuracy of the point cloud [43], which was considered in the present study to determine a high 90% forward overlap.

The application of the best fitted models, computed for each acquisition, to the remaining ones showed average RMSE% differences between 5.97 and 11.48. Thus, when higher canopy height variables, such as, for example Hmax or H80, are included, the models are more transferable than including lower canopy height variables or when those were not included. Furthermore, the use of models fitted to acquisitions with higher resolution provides better results when extrapolating to others acquisitions with coarser resolutions. Slightly smaller differences were also found when applying RGB than NIR with 10 cm GSD. No statistically significant differences were found between images captured by different cameras with the same GSD. Model transferability between UAS acquisitions, considering those with finer resolution and higher canopy height variables, may reduce time and cost of model parametrization as it will be possible to extrapolate a model generated for one acquisition to others [42].

The influence of image resolution, camera type and side overlap showed no statistically significant differences in the MPE% values of the models for image resolution and side overlap agreeing with Dandois et al. [43]. Furthermore, the influence of slope showed an expected pattern, the larger the terrain slope the larger the error of the models. Slopes steeper than 35% generated larger errors while slopes between 20 to 35% had slightly more effect in RGB images than NIR. However, no statistically significant differences were found between slope classes, agreeing with Ørka et al. [48], Breidenbach
et al. [49] and Clark et al. [50], which were developed using ALS data. The reduction of side overlap while keeping a high forward overlap might be considered to reduce acquisition and processing time and costs.

This research has accounted for some possible effects of UAS flight configuration and post-processing, but as Dandois et al. [43] stated, there are as many combinations of acquisition settings to be considered. Thus, further analysis may focus on comparing different filtering algorithms for UAS point cloud normalization as those previously proposed by Kachamba et al. [22], those used by Miller et al. [21] or Wallace et al. [18] and the DTM-independent approach proposed by Giannetti et al. [24]. Furthermore, the effects of similar variables should be tested in other forest ecosystems including the boreal forests, in which NIR UAS cameras have been previously utilized to accurately estimate different forest structural attributes [17,68,69]. Further testing the effects of image resolution and side overlaps for estimating biomass or other forestry variables can help to increase flight efficiency and reduce post-processing time and costs. However, the reduction of forward overlap is not recommended as the lower number of images acquired during flights have been detected as an important source of error [43,45,67] and simulations using eMotion shows that there is not a significant reduction of flight time for the eBee used in the present study. As Dandois et al. [23] stated, several other effects can be analyzed related to post-processing pipelines (e.g., comparing different SfM algorithms), field data collection (i.e., number of field plot) and environmental variables (i.e., effect of aspect or slope when using different DTM approaches or the DTM-independent approach). These questions, some of which have been previously addressed using LiDAR technology, reflect that UAS is still a growing technology in forestry.

5. Conclusions

This study assesses the utility of UAS derived point clouds to estimate biomass when using different image resolution, camera types and side overlaps in Malawi miombo woodlands. The best biomass model was obtained by using an RGB camera with 10 cm GSD, and 70% side overlap and 90% forward overlap and resulted in RMSE of 14.39 Mg·ha\(^{-1}\). Although no statistically significant differences were found between image resolution, camera types, side overlap and terrain slope, model accuracy increased when using the RGB camera and finer image resolution while NIR camera and coarser resolution decreased model accuracy. Further studies are required to evaluate the influence of the flight and camera configurations when estimating other forest attributes as well as in other forest types. This study moves a step forward in determining optimal flight and camera types for accounting for forest biomass as assets to manage carbon emissions and reduce forest degradation in dry tropical forests.
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