DEEP LEARNING FOR LAGRANGIAN DRIFT SIMULATION AT THE SEA SURFACE
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ABSTRACT

We address Lagrangian drift simulation in geophysical dynamics and explore Deep Learning approaches to overcome known limitations of state-of-the-art model-based and Markovian approaches in terms of computational complexity and error propagation. We introduce a novel architecture, referred to as DriftNet, inspired from the Eulerian Fokker-Planck representation of Lagrangian dynamics. Numerical experiments for Lagrangian drift simulation at the sea surface demonstrates the relevance of DriftNet w.r.t. state-of-the-art schemes. Benefiting from the convolutional nature of DriftNet, we explore through a neural inversion how to diagnose model-derived velocities w.r.t. real drifter trajectories.
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1. INTRODUCTION

The modeling and simulation of Lagrangian drift at sea surface is a key scientific challenge in operational oceanography [1]. Applications of interest range from plastic and other debris tracking [2], algae or plankton drift [3], to the forecasting of drifting objects for search and rescue operations [4]. The analysis of Lagrangian drifts is also widely used to diagnose ocean numerical models w.r.t. Lagrangian trajectories observed in the field [5].

From a methodological point of view, we may distinguish two broad categories of approaches for Lagrangian drift simulation: model-based approaches [6] and Markov data-driven schemes [7]. Model-based approaches rely on the implementation of a sequential advection process knowing the underlying velocity fields [8]. Due to its sequential nature, these schemes are not highly-scalable to simulate large ensembles of drift trajectories. Besides, small errors in the underlying velocity fields may strongly affect the trajectory patterns. The latter is a critical issue as, for operational applications, these velocity fields are prone to inversion errors. By contrast, Markov data-driven schemes naturally account for uncertainties in the drift process but mainly apply to relatively coarse space-time resolutions. Their extension to fine-scale patterns is a challenge, [9]. We also note that in both approaches the simulation relies at each time-step on a location-wise velocities only, which may only apply for smooth velocity fields.

Recently, a growing literature has emerged for applications of Deep Learning (DL) to trajectory data, including among others, generative models [10, 11, 12, 13, 14], short-term forecasting [15] and classification issues [16]. Most of the studies using generative approaches rely on sequential and recurrent approaches, which may face the same limitations as the ones identified above for the state-of-the-art schemes for drift simulation. Different DL schemes (e.g., U-Net, VAE, GAN) have also been explored to simulate the time propagation of the PDF of particles [17]. To our knowledge however, only very few previous studies have explored the conditional simulation of individual Lagrangian drift [18]. We may also note that some studies stress the potential for considering higher-dimensional latent representation of trajectory data [19].

Here, we propose a novel DL scheme for the conditional simulation of Lagrangian drift. We introduce a convolutional architecture with a spatially-explicit latent representation, inspired by Eulerian Fokker-Planck representations of drift processes. It results in a non-local simulation of drift trajectories conditionally to velocity fields. In our numerical experiments, we consider an application to Lagrangian drift simulation at the sea surface for a case-study region of the California coast. The reported results support the relevance of this approach. Through an inverse problem formulation, we further illustrate how our approach provides new means to infer sea surface velocities from real drift trajectories.

The remainder is organized as follows. Section 2 provides some background. We introduce the proposed DL approach in Section 3 and report numerical experiments in Section 4. Section 5 discusses further our main contributions.

2. PROBLEM STATEMENT

Lagrangian fluid dynamics consider the fluid as an ensemble of particles and describe the flow properties through the trajectories of the particles advected by the flow [20]. This results in particle trajectories governed by the following ordinary differential equation:

\[
\frac{\partial \vec{r}(\vec{r}_0, t)}{\partial t} = \vec{v}(\vec{r}_0, t) = \vec{u}(\vec{r}(t), t)
\]

(1)

where \(\vec{r}(\vec{r}_0, t)\) and \(\vec{v}(\vec{r}_0, t)\) are respectively the position and velocity at time \(t\) of the particle initially located at \(\vec{r}_0\), and \(\vec{u}(\vec{r}(t), t)\) is the Eulerian velocity of the flow at position \(\vec{r}(t)\) and time \(t\). State-of-the-art model-driven schemes implement such Lagrangian drift dynamics using explicit time integration schemes, such as Runge-Kutta 4. The sequential nature of the above equation clearly propagates and accumulates errors if the underlying velocities are not perfectly known [21]. Besides, from a computational point of view, the location-dependent parameterization of the right-hand term in eq.(1) leads to a relatively poor parallelization potential for the simulation of large ensembles of trajectories.

Given eq.(1), learning-based approaches for Lagrangian drift simulation naturally consider recurrent neural networks as investigated in [22] using LSTM and broadly used from trajectory simulations [15]. This is also the theoretical background for Markov models [23] which can regarded as an extension of eq.(1) accounting for uncertainties. Both categories of approaches state the targeted issue as the simulation of a time sequence of positions \(\vec{r}(\vec{r}_0, t)\) according
to a discrete-time generalization of eq.(1):
\[ \vec{r}(t + \delta) = \mathcal{F}(\vec{r}(t), \mathbf{z}_t, t) \]  
(2)

with \( \delta \) the simulation time step, \( \mathcal{F} \) some deterministic or stochastic operator to be trained and \( \mathbf{z}_t \), conditioning variables. In general \( \mathbf{z}_t = \vec{u}(\vec{r}(t), t) \). This representation suffers from the same limitation as eq.(1) in terms of computational complexity and error propagation.

Interestingly, we can also derive an Eulerian formulation of Lagrangian dynamics. Through Fokker-Planck formalism [24], we can generalize eq.(1) to the time propagation of the pdf of the moving particle as follows:
\[ \frac{\partial}{\partial t} P_r(x, t) = -\frac{\partial}{\partial x} [\mu(x, t) P_r(x, t)] \]  
(3)

where \( x \) represents spatial position in the Eulerian framework, \( t \) the time, \( P_r(x, t) \) the probability density function of the position \( \vec{r} \) of the moving particle and \( \mu(x, t) \) a drift field. In our case, this drift term relates to the underlying velocity field \( \vec{u}(x, t) \). Solving eq.(3) relies on a time integration scheme from some initial pdf \( P_r(x, t) = P_{\vec{r}_0}(x, 0) \). Computationally speaking, this Eulerian representation is no more state-dependent as in eq.(1) but a partial differential equation (PDE). This is particularly appealing from a learning point of view as numerous studies have stressed the relevance of convolutional architectures as PDE solvers [25].

Here, we draw on this Eulerian Fokker-Planck representation of Lagrangian dynamics to explore Eulerian convolutional neural architectures for Lagrangian drift simulation.

3. PROPOSED METHOD

This section describes the proposed DL approach for Lagrangian drift simulation, referred to as DriftNet. We first introduce our neural architecture before the learning setup and the neural inversion approach.

3.1. DriftNet architecture

Formally, let us introduce \( D \) the spatial domain of interest and \( \mathbf{u} = \{ \mathbf{u}_{t_0}, \mathbf{u}_{t_0+\Delta}, \ldots, \mathbf{u}_{t_0+K\Delta} \} \) a sequence of velocity fields over domain \( D \) from time \( t_0 \) to \( t_0 + K\Delta \) with time resolution \( \Delta \) and number of time steps \( K \). Similarly, we denote by \( \vec{r} = \{ \vec{r}_{t_0}, \vec{r}_{t_0+\Delta}, \ldots, \vec{r}_{t_0+K\Delta} \} \) a Lagrangian drift given as a time series of locations in \( D \) from \( t_0 \) to \( t_0 + K\Delta \).

Inspired by Fokker-Plank representation eq.(3), we consider the following latent representation for a Lagrangian drift \( \vec{r} \):
\[ \begin{align*}
\mathbf{y} &= \mathcal{E}(\mathbf{u}, \mathbf{y}_0) \\
\vec{r} &= \mathcal{M}(\mathbf{y})
\end{align*} \]  
(4)

where \( \mathbf{y} \) is a space-time-explicit latent embedding of \( \vec{r} \), and \( \mathbf{y}_0 \) some initial latent embedding to encode the initial position \( \vec{r}_{t_0} \). In particular, we define \( \mathbf{y}_0 \) by assigning to each spatial pixel of the grid a value corresponding to the normalized distance to the initial position of the particle. Eulerian neural operator \( \mathcal{E} \) computes latent embedding \( \mathbf{y} \) given velocity conditions \( \mathbf{u} \) and initial representation \( \mathbf{y}_0 \), as introduced in eq.(3). Neural operator \( \mathcal{M} \) maps latent representation \( \mathbf{y} \) to the targeted Lagrangian drift \( \vec{r} \). As such, it aims at mapping a multi-dimensional tensor to a time series of locations in \( D \).

Regarding the parameterization of operator \( \mathcal{E} \), we do not constrain the latent representation to be univariate similarly to a PDF in Fokker-Planck formulation. We explore the computational efficiency of DL schemes for higher-dimensional latent representations.

Overall, operator \( \mathcal{E} \) is composed of four elementary units: a series of 3D convolution layers (with the number of channels evolving as follows: 2 \( \rightarrow \) 11 \( \rightarrow \) 16) with a non-linear LeakyReLU activation, a 2D convolutional LSTM block [26] and the last series of 3D convolution layers (number of channels evolving as follows: 16 \( \rightarrow \) 8) with a non-linear LeakyReLU activation. Mapping operator \( \mathcal{M} \) then combines a Softmax layer and a last block of 1D convolutional layers (number of channels evolving as follows: 8 \( \rightarrow \) 2) to transform latent variable \( \mathbf{y} \) into a set of positions \( \vec{r} \).

The initial latent representation \( \mathbf{y}_0 \) provided to operator \( \mathcal{E} \) encodes the initial position of the particle. For time \( t_0 \), we consider a 2D map where the value at each point of the reference domain \( D \) is given by a normalized distance to the initial position of the particle \( \vec{r}_{t_0} \). For the next time steps the encoded normalized distances from the initial position to each grid of the map are attenuated by the dispersion factor computed for the area of study (with regards to the maximum speed in the zone).

Through the different convolutional blocks and the Conv-LSTM unit, we expect the resulting architecture to capture relevant information at different space-time scales, and not only in a point-wise manner, as would be the case for the straightforward implementation of Fokker-Plank representation eq.(3).

3.2. Learning setting

We consider a supervised training of the proposed neural architecture according to the following two losses:

1. the Mean Square Error (MSE) between the reference and simulated trajectories for the \( K \)-step simulation of \( N_T \) particles
\[ \mathcal{L}_{MSE} = \frac{1}{N_T K} \sum_{i=0}^{N_T} \sum_{t=0}^{K} (\vec{r}_R(\vec{r}_0, t) - \vec{r}_S(\vec{r}_0, t))^2 \]  
(5)

2. Liu index between the reference and simulated trajectories [27]
\[ \mathcal{L}_{Liu} = \frac{1}{N_T} \sum_{i=1}^{N_{total}} \frac{\sum_{j=1}^{K} d_{ij}}{\sum_{j=1}^{K} l_{ij}} \]  
(6)

where \( d_{ij} \) is the Euclidean distance between the reference and the simulated trajectories number \( i \) at time step \( j \) and \( l_{ij} \) is the length of reference trajectory \( i \) between the initial position and the position at time step \( j \).

Overall, the training loss \( \mathcal{L} \) is a weighted sum: \( \mathcal{L} = \alpha \cdot \mathcal{L}_{MSE} + \beta \cdot \mathcal{L}_{Liu} \). From cross-validation experiments, we set \( \alpha \) and \( \beta \) to 0.2 and 0.8. Using Pytorch\(^1\), our learning setup relies on Adam optimizer with a learning rate of 5e-3 over 100 epochs.

3.3. Neural inversion of sea surface currents

Contrary to previous works, the proposed neural architecture for Lagrangian drift simulation does not rely on a point-wise relationship but may exploit space-time features of interest in the conditioning velocity fields. Here, we explore how a trained DriftNet can provide new ways to diagnose model-driven velocities w.r.t. real Lagrangian trajectories.

Let us consider a trained DriftNet with operators \( \{ \mathcal{E}^*, \mathcal{M}^* \} \) and a real Lagrangian trajectory \( \vec{r}_T \). We aim at identifying the correction \( \vec{u}_c \) to the conditioning velocity fields \( \mathbf{u} \) such that DriftNet trajectory simulated with velocity condition \( \mathbf{u} + \vec{u}_c \) and initial position \( \vec{r}_{t_0} \)

\(^1\)The open source code ofis available at https://github.com/CIA-Oceanix/DriftNet
best matches trajectory \( \bar{r} \). This leads to the following minimization problem:

\[
\hat{d}u = \arg \min_{d} ||r - M^* \mathcal{E}^* (u + du, y_0)||^2
\]

(7)

Thanks to the automatic differentiation natively embedded in DL framework, we directly solve this minimization using a fixed-step gradient descent, typically over 200 gradient steps with stepsize of 5e-2.

4. RESULTS AND DISCUSSION

In this section we introduce our operational oceanography case study. We present DriftNet results for Lagrangian drift simulation at sea surface and compare them to those of state-of-the-art models. We also report neural inversion examples for the retrieval of corrected sea surface velocities.

4.1. Case study and Datasets

The focus region for our Lagrangian drift simulations is the California Current System within the North East Pacific (20°N to 60°N and 160°E to 110°E, see Fig. 1). This zone is a major eastern boundary upwelling system wherein cold nutrient-rich water upwell up the coast fuel one of the most productive marine ecosystem. At the surface it is crossed by the equatorward-flowing California Current and is a part of the anticyclonic North Pacific gyre [28]. It is characterised by intense mesoscale activity with long-lived eddies generated along the coast travelling offshore westward. The strong mesoscale and submesoscale dynamics of the region together with the presence of a large number of drifters [29] make it particularly well suited for our study.

Two datasets are used: Global Ocean General Circulation Model reanalysis product GLORYS12V1 and Drifters trajectories records from the Copernicus Marine Services dataset. GLORYS12V1 2 is a reanalysis product of the E.U. Copernicus Marine Service with eddy-resolving resolution of 1/12° and 50 vertical layers [30] from 1993 to present. We focus here on GLORYS12V1 sea surface velocities. Satellite-tracked surface drifting buoys, referred to as drifters, data is collected from the Surface Drifter Data Assembly Centre (NOAA AOML), participating in Global Drifter Program (GDP) and is distributed by Copernicus E.U. Marine Service 3. Drifters trajectories records provide sea surface currents observations gridded at a 6-hour resolution, from 1990 to present for the entire globe [29], [31]. The mean trajectory length of drifters deployed in the zone of study is 280 days. As the focus here is set on short-time series, trajectories have been divided into 9-day segments. Overall, our dataset comprises a total of 12,436 9-day trajectories segments with a 6-hour resolution from 1993 until 2020.

We generate a synthetic dataset of Lagrangian trajectories according to GLORYS12V1 sea surface velocity fields using as initial positions those of the 9-day trajectories of real drifters. This dataset generated with Ocean Parcels tool [8] leads to a dataset of 12,436 9-day simulated trajectories with a 6-hour resolution. We use this dataset to assess the proposed DL scheme according to the following train-validation-test split: we randomly select 80% of the trajectories as training data, and the remaining 20% are equally split into the validation and test datasets.

2https://doi.org/10.48670/moi-00021
3https://doi.org/10.17882/86236

4.2. Benchmarking experiments

Our numerical experiments benchmark DriftNet (amounting to 2,230,491 trainable parameters) with the following state-of-the-art neural architectures:

- a LSTM architecture with a one-dimensional latent space, inspired from [15] (1,185,448 trainable parameters);
- a 2D Convolutional LSTM architecture with an additional ConvTranspose layer to map the 2D LSTM latent space to a sequence of positions (980,410 trainable parameters);
- a CNN architecture inspired from [11], which combines 3D convolutional blocks and ConvTranspose layers to map the embedded vector to the targeted temporal resolution (2,069,718 trainable parameters).

For evaluation purposes, we compare the simulated Lagrangian trajectories to the reference ones according to: As evaluation metrics, we consider the Liu index introduced in eq.(6), and the RMSE (root mean square error), defined as the root of the MSE defined in eq.(5), between the reference and the simulated positions \((\gamma(T))\) and Lagrangian time scales \((\tau(T))\) [32]. The Lagrangian time scale, \(T = \int R_T(\tau) d\tau\), with \(R_T(\tau)\) the autocorrelation function, is a measure of the time during which the velocities are correlated with themselves.

Figure 2 shows separation distance statistics between simulated and reference Lagrangian drifts for the benchmarked models. DriftNet clearly outperforms the other DL models. It reduces mean separation distance at 9-th day by 66% compared to LSTM-1D, 5% compared to LSTM-2D model and by 65% compared to CNN-2D (see Table 1). Importantly, the simulation performance is of the same order as the one corresponding to Ocean Parcels with a initial position uncertainty of 1/12° (Fig. 2b). This is a direct consequence of the chaos in turbulent flows, which is widely documented [21]. Similar conclusions can be drawn for Liu index, which provides an assessment of trajectory geometry similarities. DriftNet outperforms the second best model by 23%.

We analyse further the relevance of DriftNet simulations in terms of auto-correlation patterns (Fig. 2c-d). We report a very good match between DriftNet simulations and reference Lagrangian drifts. These results are in line with the good performance in terms Langrangian time scales discussed above.
Fig. 2. (a) Mean separation distance in km between trajectories simulated with Ocean Parcels, DriftNet, LSTM and CNN models as a function of time in days. (b) Distance in km between trajectories seeded in drifters launching positions and trajectories seeded in the 1/12° radius around them, both simulated with Ocean Parcels. The shaded area correspond to the distances comprised between the first and the third quantile. (c), (d) Autocorrelation for zonal (left) and meridional (right) velocities as a function of time lag (τ).

Table 1. Metrics comparison between DriftNet and state-of-the-art methods: Liu index, the RMSE between positions γ(⃗r_{t=9}), and Lagrangian time scales γ(T). Each metric is averaged over the trajectories of the test dataset.

| Model     | γ(T), days | Liu | γ(⃗r_{t=9}), km |
|-----------|------------|-----|-----------------|
| LSTM 1D   | 3.74       | 0.8 | 59.2            |
| LSTM 2D   | 1.78       | 0.26| 20.7            |
| CNN 2D    | 12         | 0.64| 52              |
| DriftNet  | 0.7        | 0.2 | 19.6            |

4.3. Inversion examples

We report inversion examples using the approach described in Section 3.3. As illustrated in Fig.3, we observe a mismatch between the drifter’s trajectory and the one simulated from GLORYS12V1 surface velocities. It reveals that GLORYS12V1 product cannot recover all fine-scale patterns from the assimilation of available satellite-derived observation datasets [30].

As reported for the two examples in Fig.3, DrifNet-based neural inversion identifies velocity anomalies such that the simulated trajectories match closely the real ones. By contrast, this inversion scheme does not apply relevantly when considering the other neural architectures. DrifNet-based velocity anomalies exhibit fine-scale vorticity patterns. Such structures are too small to be well resolved by reanalysis products which do not capture the small meso and submesoscale [30]. Limitations also exist in resolving the upper mesoscale with for instance eddy features potentially poorly positioned, misdimensioned, or incoherent in time, having a direct impact on the Lagrangian transport [5].

5. CONCLUSIONS

In this study we proposed a novel method for Lagrangian drift simulation and analysis at sea surface based on a Deep Learning scheme. It relates to Eulerian Fokker-Planck interpretation of Lagrangian dynamics. We introduce a convolutional architecture and an Eulerian latent representation of Lagrangian trajectories. The resulting Lagrangian drift simulations outperform previously explored state-of-the-art methods for trajectory data. We also point out its potential to diagnose sea surface velocities derived by operational models w.r.t. real drifter trajectories.

We believe this study to open new research avenues for the development of DL schemes for Lagrangian drift simulation. From a methodological point, the extension of the proposed architecture to a conditional GAN setting [33] naturally arises to account the variability of real drift trajectories. Regarding operational oceanography, we may envision extensions of the proposed scheme with satellite-derived observations and other model-driven variables, including among others SST fields, satellite SLA data, wave models’ outputs... Our neural scheme may also provide new means in movement ecology to study the interactions between animal movement trajectories and their environment [34].
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