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Learning stochastic object models from medical imaging measurements using Progressively-Growing AmbientGANs

Weimin Zhou, Sayantan Bhadra, Frank J. Brooks, Hua Li, and Mark A. Anastasio

Abstract—It has been advocated that medical imaging systems and reconstruction algorithms should be assessed and optimized by use of objective measures of image quality that quantify the performance of an observer at specific diagnostic tasks. One important source of variability that can significantly limit observer performance is variation in the objects to-be-imaged. This source of variability can be described by stochastic object models (SOMs). A SOM is a generative model that can be employed to establish an ensemble of to-be-imaged objects with prescribed statistical properties. In order to accurately model variations in anatomical structures and object textures, it is desirable to establish SOMs from experimental imaging measurements acquired by use of a well-characterized imaging system. Deep generative neural networks, such as generative adversarial networks (GANs) hold great potential for this task. However, conventional GANs are typically trained by use of reconstructed images that are influenced by the effects of measurement noise and the reconstruction process. To circumvent this, an AmbientGAN has been proposed that augments a GAN with a measurement operator. However, the original AmbientGAN could not immediately benefit from modern training procedures, such as progressive growing, which limited its ability to be applied to realistically sized medical image data. To circumvent this, in this work, a new Progressive Growing AmbientGAN (ProAmGAN) strategy is developed for establishing SOMs from medical imaging measurements. Stylized numerical studies corresponding to common medical imaging modalities are conducted to demonstrate and validate the proposed method for establishing SOMs.

Index Terms—Objective assessment of image quality, stochastic object models, generative adversarial networks.

I. INTRODUCTION

Computer-simulation remains an important approach for the design and optimization of imaging systems. Such approaches can permit the exploration, refinement, and assessment of a variety of system designs that would be infeasible through experimental studies alone. In the field of medical imaging, it has been advocated that imaging systems and reconstruction algorithms should be assessed and optimized by use of objective measures of image quality (IQ) that quantify the performance of an observer at specific diagnostic tasks [1]–[5]. To accomplish this, all sources of variability in the measured data should be accounted for. One important source of variability that can significantly limit observer performance is variation in the objects to-be-imaged [6]. This source of variability can be described by stochastic object models (SOMs) [7]. A SOM is a generative model that can be employed to produce an ensemble of to-be-imaged objects that possess prescribed statistical properties.

Available SOMs include texture models of mammographic images with clustered lumpy backgrounds [8], simple lumpy background models [6], and more realistic anatomical phan-
toms that can be randomly perturbed [9]. A variety of other computational phantoms [9]–[16], either voxelized or mathematical, have been proposed for medical imaging simulation, aiming to provide a practical solution to characterize object variability. However, the majority of these were established by use of image data corresponding to a few subjects. Therefore, they may not accurately describe the statistical properties of the ensemble of objects that is relevant to an imaging system optimization task. A variety of anatomical shape models have also been proposed to describe both the common geometric features and the geometric variability among instances of the population for shape analysis applications [17]–[24]. To date, these have not been systematically explored for the purpose of constructing SOMs that capture realistic anatomical variations for use in imaging system optimization.

In order to establish SOMs that capture realistic textures and anatomical variations, it is desirable to utilize experimental imaging data. By definition, however, SOMs should be independent of the imaging system, measurement noise and any reconstruction method employed. In other words, they should provide an in silico representation of the ensemble of objects to-be-imaged and not estimates of them that would be indirectly measured or computed by imaging systems. To address this need, Kupinski et al. [7] proposed an explicit generative model for describing object statistics that was trained by use of noisy imaging measurements and a computational model of a well-characterized imaging system [7]. However, applications of this method have been limited to situations where the characteristic function of the corresponding imaging measurements can be analytically determined, such as with lumpy and clustered lumpy object models [8], [25]. As such, there remains a need to generalize the method so that anatomically realistic and more complicated SOMs can be established from experimental imaging measurements.

Deep generative neural networks, such as generative adversarial networks (GANs) [26], hold great potential for establishing SOMs that describe discretized objects. However, conventional GANs are typically trained by use of reconstructed...
images that are influenced by the effects of measurement noise and the reconstruction process. To circumvent this, an AmbientGAN has been proposed [27] that augments a GAN with a measurement operator. This permits a generative model that describes object randomness to be learned from indirect and noisy measurements of the objects themselves. In a preliminary study, the AmbientGAN was explored for the establishing SOMs from imaging measurements for use in optimizing imaging systems [28]. However, similar to conventional GANs, the process of training AmbientGANs is inherently unstable. Moreover, the original AmbientGAN cannot immediately benefit from robust GAN training procedures, such as progressive growing [29], which limits its ability to synthesize high-dimensional images that depict objects of interest in medical imaging studies.

In this work, a new AmbientGAN approach is proposed that permits the utilization of the progressive growing strategy for training. In this way, SOMs can be established from noisy imaging measurements that can yield high-dimensional images that depict objects. The new approach, referred to as a Progressive Growing AmbientGAN (ProAmGAN), can utilize the progressive growing training strategy due to augmentation of the conventional AmbientGAN architecture with an image reconstruction operator. Stylized numerical studies corresponding to X-ray computed tomography (CT) and magnetic resonance imaging (MRI) are conducted to investigate the proposed ProAmGAN for establishing SOMs. Preliminary validation studies are presented that utilize standard quantitative measures for evaluating GANs and also objective measures based on signal detection performance.

The remainder of this paper is organized as follows. In Sec. II, previous works on learning SOMs by employing characteristic functions and AmbientGANs are summarized. The progressive growing training strategy for GANs is also reviewed. The proposed ProAmGAN for learning SOMs from noisy imaging measurements is described in Sec. III. Sections IV and V describe the numerical studies and results that demonstrate the ability of the ProAmGAN to learn SOMs from stylized X-ray CT and MRI measurements. Finally, a discussion and summary of the work is presented in Sec. VI.

II. BACKGROUND

Consider a discrete-to-discrete (D-D) description of a linear imaging system given by [4]:

\[ g = Hf + n, \]

where \( g \in \mathbb{R}^M \) is a vector that describes the measured image data, \( f \in \mathbb{R}^N \) denotes the finite-dimensional representation of the object being imaged, \( H \in \mathbb{R}^{M \times N} \) denotes a D-D imaging operator \( \mathbb{R}^N \to \mathbb{R}^M \) that maps an object in the Hilbert space \( \mathcal{U} \) to the measured discrete data in the Hilbert space \( \mathcal{V} \), and the random vector \( n \in \mathbb{R}^M \) denotes the measurement noise. Below, the imaging process described in Eq. (1) is denoted as: \( g = H_n(f) \). It is assumed that the D-D imaging model is a sufficiently accurate representation of the true continuous-to-discrete (C-D) imaging model that describes a digital imaging system and the impact of model error will be neglected. When optimizing imaging system performance by use of objective measures of IQ, all sources of randomness in \( g \) should be considered. In diagnostic imaging applications, object variability is an important factor that limits observer performance. In such applications, the object \( f \) should be described as a random vector that is characterized by a multivariate probability density function (PDF) \( \text{pr}(f) \) that specifies the statistical properties of the ensemble of objects to-be-imaged.

Direct estimation of \( \text{pr}(f) \) is rarely tractable in medical imaging applications due to the high dimensionality of \( f \). To circumvent this difficulty, a parameterized generative model, referred to throughout this work as a SOM, can be introduced and established by use of an ensemble of experimental measurements. The generative model can be explicit or implicit. Explicit generative models seek to approximate \( \text{pr}(f) \), or equivalently, its characteristic function, from which samples \( f \) can subsequently be drawn. On the other hand, implicit generative models do not seek to estimate \( \text{pr}(f) \) directly, but rather define a stochastic process that seeks to draw samples from \( \text{pr}(f) \) without having to explicitly specify it. Variational autoencoders and GANs are examples of explicit and implicit generative models, respectively, that have been actively explored [30]. Two previous works that sought to learn SOMs from noisy and indirect imaging measurements by use of explicit and implicit generative models are presented below.

A. Establishing SOMs by use of explicit generative modeling: Propagation of characteristic functionals

The first method to learn SOMs from imaging measurements was introduced by Kupinski et al. [7]. In that work, a C-D imaging model was considered in which a function that describes the object is mapped to a finite-dimensional image vector \( g \). For C-D operators, it has been demonstrated that the characteristic functional (CF) describing the object can be readily related to the characteristic function (CF) of the measured data vector \( g \) [31]. This provides a relationship between the PDFs of the object and measured image data. In their method, an object that was parameterized by the vector \( \Theta \) was considered and analytic expressions for the CF were utilized. Subsequently, by use of the known imaging operator and noise model, the corresponding CF was computed. The vector \( \Theta \) was estimated by minimizing the discrepancy between this model-based CF and an empirical estimate of the CF computed from an ensemble of noisy imaging measurements. From the estimated CF, an ensemble of objects could be generated. This method was applied to establish SOMs where the CF of the object can be analytically determined. Such cases include the lumpy object model [25] and clustered lumpy object model [8]. The applicability of the method to more complicated object models remains unexplored.

B. Establishing SOMs by use of implicit generative modeling: GANs and AmbientGANs

Generative adversarial networks (GANs) [26], [32]–[41] are implicit generative models that have been actively explored to learn the statistical properties of ensembles of images.
and generate new images that are consistent with them. A traditional GAN consists of two deep neural networks—a generator and a discriminator. The generator is jointly trained with the discriminator through an adversarial process. During its training process, the generator is trained to map random low-dimensional latent vectors to higher dimensional images that represent samples from the distribution of training images. The discriminator is trained to distinguish the generated, or synthesized, images from the actual training images. These are often referred to as the “fake” and “real” images in the GAN literature. Subsequent to training, the discriminator is discarded and the generator and associated latent vector probability distribution form as an implicit generative model that can sample from the data distribution to produce new images. However, images produced by imaging systems are contaminated by measurement noise and potentially an image reconstruction process. Therefore, GANs trained directly on images do not generally represent SOMs because they do not characterize object variability alone.

An augmented GAN architecture named AmbientGAN has been proposed [27] that enables learning an SOM from noisy indirect measurements of an object. As shown in Fig. 1, the AmbientGAN architecture includes the measurement operator \( \mathcal{H}_n \), defined in Eqn. (1), into the traditional GAN framework. During the AmbientGAN training process, the generator is trained to map a random vector \( \mathbf{z} \in \mathbb{R}^k \) described by a latent probability distribution to a generated object \( \mathbf{f} = G(\mathbf{z}; \Theta_G) \), where \( G : \mathbb{R}^k \to \mathbb{R}^N \) represents the generator network that is parameterized by a vector of trainable parameters \( \Theta_G \). Subsequently, the corresponding simulated imaging measurements are computed as \( \mathbf{g} = \mathcal{H}_n(\mathbf{f}) \). The discriminator neural network \( D : \mathbb{R}^N \to \mathbb{R} \), which is parameterized by the vector \( \Theta_D \), is trained to distinguish the real and simulated imaging measurements by mapping them to real-valued scalar \( s \). The adversarial training process can be represented by the following two-player minimax game [26]:

\[
\min_{\Theta_G} \max_{\Theta_D} \mathbb{E}_{\mathbf{g} \sim \mathcal{P}_g}[l(D(\mathbf{g}; \Theta_D)) + \mathbb{E}_{\mathbf{f} \sim \mathcal{P}_f}[l(1 - D(\mathbf{f}; \Theta_D))],
\]

where \( l(\cdot) \) represents a loss function. When the distribution of objects \( \mathcal{P}(\mathbf{f}) \) uniquely induces the distribution of imaging measurements \( \mathcal{P}(\mathbf{g}) \), i.e., when the imaging operator is injective, and the minimax game achieves the global optimum, the trained generator can be employed to produce object samples drawn from \( \mathcal{P}(\mathbf{f}) \) [26], [27].

Zhou et al. have demonstrated the ability of the AmbientGAN to learn a simple SOM corresponding to a lumpy object model that could be employed to produce small (64 x 64) object samples [28]. However, adversarial training is known to be unstable and the use of AmbientGANs to establish realistic and large-scale SOMs has, to-date, been limited.

**C. Progressively-Growing GAN Training Strategy**

A novel training strategy for GANs—progressive growing of GANs (ProGANs)—has been recently developed to improve the stability of the GAN training process [29] and hence the ability to learn generators that sample from distributions of high-resolution images. GANs are conventionally trained directly on full size images through the entire training process. In contrast, ProGANs adopt a multi-resolution approach to training. Initially, a generator and discriminator are trained by use of down-sampled (low resolution) training images. During each subsequent training stage, higher resolution versions of the original training images are employed to train progressively deeper discriminators and generators, continuing until a final version of the generator is trained by use of the original high-resolution images. While this progressively growing training strategy has found widespread success with conventional GANs, as described below, it cannot generally be employed with AmbientGANs. A solution to this problem is described next.

**III. Establishing SOMs by Use of Progressively-Growing AmbientGANs**

As discussed above, AmbientGANs enable the learning of SOMs from noisy imaging measurements but can be difficult to train, while ProGANs can be stably trained and established by use of higher-dimensional image data that are generally affected by noise and the image formation process. Below, a novel strategy, Progressively Growing AmbientGANs (ProAmGANs), is proposed to enable progressive growing of AmbientGANs for learning realistic SOMs from noisy and indirect imaging measurements.

The ProAmGAN progressively grows the generator to establish the SOM from its low-resolution version to full-resolution version. As with the AmbientGANs, the imaging measurements are subsequently simulated by applying the measurement operator to the generator-produced objects. However, imaging measurements acquired in most medical imaging systems are indirect representations of objects to-be-imaged (e.g., Radon transform data, k-space data). In such cases, the low-resolution version of the measured image data and the low-resolution version of the objects may not be simply related because they reside in generally different Hilbert spaces. Accordingly, in these cases, the progressive growing strategy cannot be directly applied because the generator in the original ProGAN produces images that reside in the same Hilbert space as the training data employed by the discriminator. To address this issue, in addition to including the measurement operator...
as with the AmbientGAN training strategy, an image reconstruction operator $O: \mathbb{R}^M \rightarrow \mathbb{R}^N$ is included in the proposed ProAmGAN training strategy. In this way, the generator can be trained to produce images that reside in the same Hilbert space as the images employed by the discriminator and the progressive growing strategy can be subsequently employed. The ProAmGAN training strategy is illustrated in Fig. 2.

Fig. 2: An illustration of ProAmGAN training. The training starts with low image resolution (e.g., $4 \times 4$) and the image resolution is increased progressively by adding more layers to the generator and the discriminator. The discriminator is trained to distinguish between the ground-truth and generated reconstructed objects.

Given a training dataset that comprises measured data $g$, a set of reconstructed objects $f_{\text{recon}}$ is computed by applying the operator $O$ to the measured data $g$: $f_{\text{recon}} = O(g) \equiv O(H_n(f))$. Denote the reconstructed object corresponding to the generator-produced measured data $g$ as $f_{\text{recon}}: f_{\text{recon}} = O(g) \equiv O(H_n(G(z; \Theta_G)))$. The discriminator in the ProAmGAN is trained to distinguish between $f_{\text{recon}}$ and $f$, and the generator is trained to generate objects $\hat{f} = G(z; \Theta_G)$ such that the corresponding reconstructed objects $\hat{f}_{\text{recon}}$ are indistinguishable from the reconstructed objects $f_{\text{recon}}$ that were reconstructed from the provided measurement data (i.e., training data). As with the AmbientGAN, when the distribution of objects $p(f)$ uniquely induces the distribution of reconstructed objects $p(f_{\text{recon}})$, and the ProAmGAN achieves the global optimal at the final full-resolution stage, the trained generator can be employed to produce object samples drawn from the distribution $p(f)$. In special cases where the imaging operator $H$ is full-rank and the measurement noise $n = 0$, ProAmGANs reduce to original ProGANs that are directly trained on objects.

### IV. Numerical Studies

Computer-simulation studies were conducted to demonstrate the ability of the proposed ProAmGAN to establish realistic SOMs from imaging measurements corresponding to different stylized imaging modalities. Details regarding the design of the computer-simulation studies are provided below.

#### A. Idealized direct imaging system

An idealized direct imaging system that acquired chest radiographs, modeled as: $g = f + n$, was considered first. By design, it was assumed that the measurement noise was the only source of image degradation. The motivation for this study was to demonstrate the ability of the ProAmGAN to learn an SOM from noisy images.

An NIH database of clinical chest X-ray images [42] was employed to serve as ground truth objects $f$. Three thousand images were selected from this dataset. These images were centrally cropped and resized to the dimension of $512 \times 512$ and were normalized to the range between 0 and 1. A collection of 3000 simulated measured images $g$ were produced by adding independent and identically distributed (i.i.d.) Gaussian noise with zero mean and the standard deviation of 2% to the collection of objects $f$. An example of the objects and the corresponding noisy imaging measurement are shown in Fig. S. 7 in the Supplementary file.

From the ensemble of simulated measured data, with the knowledge of the measurement noise model, a ProAmGAN was trained to establish a SOM that characterizes the distribution of objects $f$. The architecture of the generator and the discriminator employed in the ProAmGAN is described in Table S. 1 in the Supplementary file. Because the idealized planar X-ray imaging system acquires direct representations of objects (i.e., $\forall = \mathcal{U}$), the reconstruction operator $O(\cdot)$ was set to be the identity operator in the ProAmGAN training process.

For comparison, by use of the same ensemble of simulated measured images $g$, a ProGAN was trained. In this case, the generator was trained to learn the distribution of measured images $g$ themselves, which are contaminated by measurement noise, instead of learning the distribution of objects $f$ (i.e., the SOM). The ProGAN employed a generator and discriminator with the same architectures as those employed in the ProAmGAN.

The Fréchet Inception Distance (FID) [43] score, a widely employed metric to evaluate the performance of generative models, was computed to evaluate the performance of the original ProGAN and the proposed ProAmGAN. The FID score quantifies the distance between the features extracted by the Inception-v3 network [44] from the ground-truth (“real”) and generated objects (“fake”). Lower FID score indicates better quality and diversity of the generated objects. The FID scores were computed by use of 3000 ground-truth objects, 3000 ProGAN-generated objects and 3000 ProAmGAN-generated objects.

The structural similarity index (SSIM) [45] is a figure-of-merit describing the similarity of two digital images. As another form of evaluation, SSIM values were computed for different pairs of images. First, SSIM values were computed from 500,000 random pairs of ground truth objects. Next, SSIM values were computed from 500,000 random pairs of ProAmGAN-generated and ground truth objects. Finally, as a comparison, SSIM values were computed from 500,000 random pairs of ProGAN-generated and ground truth objects. From these three collections of SSIM values, three histograms were formed. The overlap area between any two
of the histograms (i.e., empirical PDFs) and the two-sample Kolmogorov-Smirnov (KS) test statistics \[46\] were computed.

**B. Computed tomographic imaging system**

A stylized tomographic imaging system was investigated next. This imaging system was described as: \( g = Rf + n \), where \( R \) denotes a 2D discrete Radon transform \[47\] that maps a 2D object \( f \) to a sinogram. The angular scanning range was 180 degrees and tomographic views were evenly spaced with a 1 degree angular step.

An NIH-sponsored database of clinical chest CT images \[48\] was employed to serve as ground truth objects \( f \). Three thousand images of dimension of \( 512 \times 512 \) were selected from this dataset and were normalized to the range between 0 and 1. A collection of 3000 measured data \( g \) were simulated by acting \( R \) on each object and adding i.i.d. Gaussian noise with a standard deviation of 10%. An example of the objects and the corresponding measured imaging data are shown in Fig. S. 8 in the Supplementary file.

From the collection of measured data \( g \), a set of reconstructed objects \( f_{\text{recon}} \) was generated by use of a filtered back-projection (FBP) reconstruction algorithm that employed a Ram-Lak filter. With the knowledge of the imaging operator and the measurement noise model, a ProAmGAN was subsequently trained by use of the reconstructed objects. The ProAmGAN employed the generator and discriminator with the architectures described in Table S. I (a) in the Supplementary file. In the ProAmGAN training process, the Radon transform \( R \) and the FBP operator were applied to the generated objects as discussed in Sec. III.

As a comparison, a ProGAN was trained by use of reconstructed objects \( f_{\text{recon}} \). The generator in the ProGAN was trained to learn the distribution of \( f_{\text{recon}} \) instead of learning the distribution of \( f \). The ProGAN employed a generator and discriminator with the same architectures as those employed in the ProAmGAN. The FID scores and empirical PDFs of SSIM values were computed as described in Sec. IV-A.

**C. MR imaging system with complete k-space data**

A stylized MR imaging system that acquires fully-sampled k-space data was investigated. This imaging system was described as: \( g = \mathcal{F}(f) + n \), where \( \mathcal{F} \) denotes a 2D discrete Fourier transform (DFT). A database of clinical brain MR images \[49\] were employed to serve as ground truth objects \( f \). Three thousand images having dimension of \( 320 \times 320 \) were selected from this dataset and were normalized to the range between 0 and 1. A collection of 3000 measured image data \( g \) were simulated by computing and sampling the k-space data \( \mathcal{F}(f) \) and adding i.i.d. zero mean Gaussian noise with a standard deviation of 2 to both the real and imaginary components. An example of the objects and the corresponding magnitude of the measured k-space data are shown in Fig. S. 9 in the Supplementary file.

From the ensemble of measured images, an ensemble of reconstructed images \( f_{\text{recon}} \) was generated by acting a 2D inverse discrete Fourier transform (IDFT) to each measured image data \( g \). A ProAmGAN was subsequently trained to establish a SOM that characterizes the distribution of objects \( f \) by use of the ensemble of reconstructed images \( f_{\text{recon}} \). The ProAmGAN employed a generator and discriminator with architectures described in Table S. I (a) in the Supplementary file. In the training process, the 2D DFT and IDFT were applied to the generator-produced objects as discussed in Sec. III.

For comparison, a ProGAN was trained by use of reconstructed images \( f_{\text{recon}} \). The ProGAN employed a generator and discriminator with the same architectures as those employed in the ProAmGAN. The FID score and empirical PDFs of SSIM values were also computed as described in Sec. IV-A.

**D. MR imaging system with under-sampled k-space data**

MR imaging systems sometimes acquire under-sampled k-space data to accelerate the data-acquisition process. In such cases, the imaging operator \( H \) has a non-trivial null space and only the measurement component \( f_{\text{meas}} = H^\dagger Hf \) can be observed through the imaging system. Here, \( H^\dagger \) denotes the Moore-Penrose pseudo-inverse of \( H \) and can be computed by applying a 2D IDFT to the zero-filled k-space data. In this study, the impact of k-space under-sampling on images produced by the ProAmGAN was investigated.

Clinical brain MR images contained in the NYU fastMRI Initiative database \[50\] were employed to serve as ground truth objects \( f \). Three thousand images having dimension of \( 320 \times 320 \) were selected from this database for use in this study. These images were resized to the dimension of \( 256 \times 256 \) and were normalized to the range between 0 and 1. Five data-acquisition designs corresponding to different k-space sampling ratios were considered: 1/1, 4/5, 1/2, 1/4, and 1/8. Here, the k-space sampling ratio was defined as the ratio of the number of sampled k-space components to the number of complete k-space components. The sampling patterns are illustrated in the top row of Fig. 3. For each considered design, a collection of 3000 measured data \( g \) were simulated by computing and sampling the k-space data and adding i.i.d. zero mean Gaussian noise with a standard deviation of 2 to both the real and imaginary components.

![Fig. 3: Top: k-space sampling patterns corresponding to different sampling ratios of 1/1, 4/5, 1/2, 1/4, and 1/8 from left to right; Bottom: images reconstructed by use of $H^\dagger$ corresponding to the k-space sampling patterns in the top row.](image-url)
to the considered sampling patterns are shown in the bottom row of Fig. 3. A ProAmGAN was subsequently trained to establish a SOM for each data-acquisition design. The architecture of the generator and the discriminator employed in the ProAmGAN is described in Table S. I (b) in the Supplementary file. In the training process, \( \mathbf{H} \) and \( \mathbf{H}^{\dagger} \) were applied to the generator-produced objects as discussed in Sec. III. The FID score was computed by use of 3000 ground-truth objects \( \mathbf{f} \) and 3000 ProAmGAN-generated objects \( \hat{\mathbf{f}} \) for each data-acquisition design. Because only the measurement component \( \mathbf{f}_{\text{meas}} = \mathbf{H}^{\dagger} \mathbf{H} \mathbf{f} \) can be measured by imaging systems, the ability of ProAmGANs to learn the variation in the measurement components was investigated. Specifically, the FID score was computed by use of the ground-truth measurement components \( \mathbf{f}_{\text{meas}} = \mathbf{H}^{\dagger} \mathbf{H} \mathbf{f} \) and ProAmGAN-generated measurement components \( \mathbf{f}_{\text{meas}} = \mathbf{H}^{\dagger} \mathbf{H} \mathbf{f} \) for each data-acquisition design.

As a comparison, an original ProGAN was trained by use of the reconstructed objects \( \mathbf{f}_{\text{recon}} \) for each data-acquisition design. The ProGAN employed the generator and the discriminator with the same architecture as those employed in the ProAmGAN. The ProGAN-produced images were compared to the ProAmGAN-produced images.

E. Task-based image quality assessment

In this study, the ProAmGAN-established SOMs corresponding to fastMRI brain objects were evaluated by use of objective measures of IQ. Specifically, the ProAmGAN-established SOMs were evaluated by comparing task-specific image quality measures computed by use of generated objects to those computed by use of ground-truth objects. A signal-known-exactly binary classification task was considered in which an observer classifies noisy MR images as satisfying either a signal-absent hypothesis \( (H_0) \) or signal-present hypothesis \( (H_1) \). The imaging processes under these two hypotheses can be described as:

\[
H_0 : \mathbf{g} = \mathbf{f} + \mathbf{n}, \quad (3a)
\]

\[
H_1 : \mathbf{g} = \mathbf{f} + \mathbf{s} + \mathbf{n}, \quad (3b)
\]

where \( \mathbf{s} \) denotes a signal image and \( \mathbf{n} \) is i.i.d. zero-mean Gaussian noise. Two different noise levels with standard deviations of 1\% and 5\%, and five different signals were considered. The considered signals are shown in Fig. 4.

![Fig. 4: Five signals considered in the signal detection study.](image)

Each considered signal detection task was performed on a region of interest (ROI) of dimension of 50 \( \times \) 50 pixels centered at the signal location. The signal-to-noise ratio of the Hotelling observer (HO) test statistic \( \text{SNR}_{HO} \) was employed as the figure-of-merit for assessing the image quality [4]:

\[
\text{SNR}_{HO} = \sqrt{\mathbf{s}_{\text{ROI}}^T \mathbf{K}^{-1} \mathbf{s}_{\text{ROI}}}, \quad (4)
\]

where \( \mathbf{s}_{\text{ROI}} \in \mathbb{R}^{2500 \times 1} \) denotes the vectorized signal image in the ROI, and \( \mathbf{K} \in \mathbb{R}^{2500 \times 2500} \) denotes the covariance matrix corresponding to the ROIs in the noisy MR images. When computing \( \text{SNR}_{HO} \), \( \mathbf{K}^{-1} \) was calculated by use of a covariance matrix decomposition [4]. The values of \( \text{SNR}_{HO} \) computed by use of 3000 ground truth objects and 3000 generated objects were compared.

F. Training details

All ProAmGANs and ProGANs were trained by use of Tensorflow [51] by use of 4 NVIDIA Tesla V100 GPUs. The Adam algorithm [52], which is a stochastic gradient algorithm, was employed as the optimizer in the training process. The ProAmGANs were implemented by modifying the ProGAN code (https://github.com/tkarras/progressive_growing_of_gans) according to the proposed ProAmGAN architecture illustrated in Fig. 2. Specifically, for each considered imaging system, the corresponding measurement operator and the reconstruction operator were applied to the generator-produced images, and the output images were subsequently employed by the discriminator. The training of all ProAmGANs and ProGANs started with a resolution of 4 \( \times \) 4. During the training process, the resolution was doubled by gradually adding more layers to the generator and the discriminator until the final resolution was achieved. More details regarding the progressive training details can be found in the literature [29].

V. RESULTS

A. Visual assessments

The ground-truth (top row) and ProAmGAN-generated objects (bottom row) corresponding to chest X-ray images are shown in Fig. 5. The ProAmGAN-generated objects have similar visual appearances to the ground-truth ones. Additional ProAmGAN-generated chest X-ray images are shown in Fig. S. 4 in the Supplementary file.

![Fig. 5: Top: Ground-truth chest X-ray objects \( \mathbf{f} \). Bottom: ProAmGAN-generated chest X-ray objects \( \hat{\mathbf{f}} \).](image)

A ProGAN-generated and ProAmGAN-generated objects are further compared in Fig. 6. It is clear that the ProAmGAN-produced chest X-ray image contains less noise than the one produced by the ProGAN. This demonstrates the ability of the ProAmGAN to mitigate measurement noise when establishing SOMs.
The ground-truth (top row) and ProAmGAN-generated objects (bottom row) corresponding to chest CT and brain MR images are shown in Figs. 7 and 9. The ProAmGAN-generated objects have similar visual appearances to ground-truth ones. Additional ProAmGAN-generated chest CT images and brain MR images are shown in Figs. S. 5 and S. 6 in the Supplementary file.

ProGAN-generated and ProAmGAN-generated objects are shown in more detail in Figs. 8 and 10. It is clear that the ProAmGAN-produced chest CT image in Fig. 8 contains fewer artifacts than the one produced by the ProGAN. This demonstrates the ability of the ProAmGAN to mitigate reconstruction artifacts when establishing SOMs.

The ProAmGAN-produced brain MR image in Fig. 10 contains less noise than the one produced by the ProGAN. This demonstrates the ability of the ProAmGAN to mitigate the noise in the reconstructed images when establishing SOMs.

### B. Quantitative assessments

The FID scores corresponding to ProGANs and ProAmGANs for the idealized direct imaging system, computed tomographic imaging system and MR imaging system with complete k-space data are shown in TABLE I. The ProAmGANs had smaller FID scores than the ProGANs, which indicates that the ProAmGANs outperformed the ProGANs.

|                  | ProGAN | ProAmGAN |
|------------------|--------|----------|
|                  | X-ray  | CT       | MRI     | X-ray  | CT       | MRI     |
| FID score        | 65.583 | 62.385   | 47.247  | 28.798 | 30.616   | 41.637  |
| SSIM PDF overlap area | 0.164  | 0.523    | 0.721   | 0.957  | 0.960    | 0.980   |
| Two-sample KS test statistic | 0.837  | 0.477    | 0.279   | 0.043  | 0.038    | 0.017   |

TABLE I: FID and metrics that evaluate PDFs of SSIMs. Here, “X-ray”, “CT”, and “MRI” correspond to the idealized direct imaging system, computed tomographic imaging system and MR imaging system with complete k-space data, respectively.

The empirical PDFs of SSIMs corresponding to the idealized direct imaging system, computed tomographic imaging
system and MR imaging system with complete k-space data are shown in Fig. 11, and the corresponding PDF overlap areas and two-sample KS test statistics are summarized in TABLE I. The PDFs of SSIMs corresponding to the ProAmGAN-generated and ground-truth objects largely overlap, while the one corresponding to the ProGAN-generated images had a significant discrepancy to the ground-truth PDF.

![Fig. 11: Empirical PDFs of SSIMs corresponding to ground-truth image pairs (red curves), ground-truth and ProAmGAN-generated image pairs (blue curves), and ground-truth and ProGAN-generated image pairs (yellow curves).](image)

C. MR imaging system with under-sampled k-space data

The ground-truth (top row) objects and ProAmGAN-generated objects trained with 4/5 k-space sampling ratio (bottom row) are shown in Fig. 12. The ProAmGAN-generated objects have similar visual appearances to the ground-truth objects.

Objects produced by ProAmGANs and ProGANs trained with different data-acquisition designs are shown in Fig. 13. It was observed that the ProAmGAN-generated objects (top row) are visually plausible for the k-space sampling ratios that range from 1/2 to 1/1, while the noise and aliasing artifacts appear in the ProGAN-generated objects (bottom row).

![Fig. 12: Top: Examples of ground-truth objects f. Bottom: Examples of ProAmGAN-generated objects f̂ corresponding to the data-acquisition design with 4/5 k-space sampling ratio.](image)

![Fig. 13: ProAmGAN-generated objects (top row) and ProGAN-generated objects (bottom row). From left to right, the ProGAN and ProAmGAN trained with the k-space sampling ratio of 1/1, 4/5, 1/2, 1/4, and 1/8.](image)

The FID corresponding to the objects f and that corresponding to the measurement components f_meas for each data-acquisition design are summarized in TABLE II. It is observed that the FID between f and f̂ increased when the k-space sampling ratio decreased, while the FID between f_meas and ̂f_meas were not significantly changed. This indicates that the SOMs established by ProAmGANs can be affected by the null space of imaging operator, while the variation in the measurement components can be reliably learned.

| k-space Ratio | FID for f | FID for f_meas |
|---------------|-----------|---------------|
| Full k-space  | 30.225    |               |
| 4/5 k-space   | 38.510    | 24.033        |
| 1/2 k-space   | 65.478    | 20.383        |
| 1/4 k-space   | 105.607   | 19.103        |
| 1/8 k-space   | 144.367   | 20.122        |

TABLE II: FID scores corresponding to the objects and the measurement components.

D. Task-based image quality assessment

The Hotelling observer performance was computed according to Eq. (4) and is shown in Fig. 14. It was observed that SNR_HO has a positive bias when the ProAmGAN is trained with imaging systems that have large k-space missing ratios. This is because the ProAmGAN was not able to learn the complete object variation when the imaging system has a large null-space. When the noise level was increased, the object variation became relatively less important in terms of limiting the observer performance, and the positive bias of SNR_HO subsequently became less significant. This is consistent with the observation in reference [53].

![Fig. 14: Hotelling observer performance corresponding to different tasks with different signals, noise levels, and k-space sampling ratios.](image)
VI. DISCUSSION AND CONCLUSION

Variation in the objects to-be-imaged can significantly limit the performance of an observer. When conducting computer-simulation studies, this variation can be described by SOMs. In this work, a deep learning-based method that employed ProAmGANs was developed and investigated for establishing SOMs from measured image data. The proposed ProAmGAN strategy incorporates the advanced progressive growing training procedure and therefore enables the AmbientGAN to be applied to realistically sized medical image data. To demonstrate this, stylized numerical studies were conducted in which ProAmGANs were trained on different object ensembles corresponding to common medical imaging modalities. Both visual examinations and quantitative analyses including task-specific validations indicate that the proposed ProAmGANs hold promise to establish realistic SOMs from imaging measurements.

In addition to objectively assessing imaging systems and data-acquisition designs, the ProAmGAN-established SOMs can be employed to regularize image reconstruction problems. Recent methods have been developed for regularizing image reconstruction problems based on GANs such as Compressed Sensing using Generative Models (CSGM) [54] and image-adaptive GAN-based reconstruction methods (IAGAN) [55], [56]. These methods can be readily employed with the SOMs established by use of the proposed ProAmGANs. ProAmGANs can also be used to produce clean reference images for training deep neural networks for solving other image-processing problems such as image denoising [57] and image super-resolution [58].

It is desirable to establish three-dimensional (3D) object models. A preliminary study developed a progressive-growing 3D GAN [59] and demonstrated its ability to generate 3D MR brain images with the dimension of $64 \times 64 \times 64$. Our proposed method can be readily extended to establish 3D object models by adopting such 3D GAN training strategies. Establishing a 3D version of the ProAmGAN will be explored in the future.

There remain additional topics for future investigation. It is critical to validate the learned SOMs for specific diagnostic tasks. We have conducted preliminary task-specific validation studies by use of the Hotelling Observer [4], [60] and simple binary signal detection tasks. It will be important to validate the learned SOMs for more complicated tasks by use of other observers such as the ideal observer [61]–[64] and anthropomorphic observers [65]. Finally, our proposed method can be readily employed with other GAN architectures such as the style-based generator architecture (StyleGAN) [66], [67] that can provide the additional ability to control certain features of generated-images and potentially can further improve the quality of generated-images.
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**Fig. S. 1:** ProAmGAN-generated chest X-ray images at different training steps corresponding to Sec. IV-A in the manuscript. FID scores decreased as the resolution increased in the training process.

**Fig. S. 2:** ProAmGAN-generated chest CT images at different training steps corresponding to Sec. IV-B in the manuscript. FID scores decreased as the resolution increased in the training process.

**Fig. S. 3:** ProAmGAN-generated brain MR images at different training steps corresponding to Sec. IV-C in the manuscript. FID scores decreased as the resolution increased in the training process.
Fig. S. 4: Additional 18 ProAmGAN-generated chest X-ray images corresponding to Sec. IV-A in the manuscript.

Fig. S. 5: Additional 18 ProAmGAN-generated chest CT images corresponding to Sec. IV-B in the manuscript.

Fig. S. 6: Additional 18 ProAmGAN-generated brain MR images corresponding to Sec. IV-C in the manuscript.
**Fig. S. 7:** An illustration of idealized planar X-ray imaging system that acquires noisy imaging measurements.

**Fig. S. 8:** An illustration of tomographic imaging system that acquires Radon transform data.

**Fig. S. 9:** MR imaging system with complete k-space data. Logarithm of one plus the magnitude of k-space data was displayed.

Table S. I: The architectures of the generator and discriminator for generating $512 \times 512$ images (a) and those for generating $256 \times 256$ images (b). More details about each component in the architecture can be found in ProGAN paper [1].

| Generator | Act. | Output shape | Discriminator | Act. | Output shape |
|-----------|------|--------------|---------------|------|--------------|
| Latent vector | - | $512 \times 1$ | Input image | - | $1 \times 512$ |
| Conv 4×4 | LReLU | $512 \times 4$ | Conv 1×1 | LReLU | $32 \times 512$ |
| Conv 3×3 | LReLU | $512 \times 4$ | Conv 3×3 | LReLU | $32 \times 512$ |
| Upscale | - | $512 \times 8$ | Downscale | - | $64 \times 256$ |
| Conv 3×3 | LReLU | $512 \times 8$ | Conv 3×3 | LReLU | $64 \times 512$ |
| Conv 3×3 | LReLU | $512 \times 8$ | Conv 3×3 | LReLU | $64 \times 512$ |
| Upscale | - | $512 \times 16$ | Downscale | - | $128 \times 128$ |
| Conv 3×3 | LReLU | $512 \times 16$ | Conv 3×3 | LReLU | $128 \times 256$ |
| Conv 3×3 | LReLU | $512 \times 16$ | Conv 3×3 | LReLU | $128 \times 256$ |
| Upscale | - | $512 \times 32$ | Downscale | - | $256 \times 64$ |
| Conv 3×3 | LReLU | $512 \times 32$ | Conv 3×3 | LReLU | $256 \times 128$ |
| Conv 3×3 | LReLU | $512 \times 32$ | Conv 3×3 | LReLU | $256 \times 128$ |
| Upscale | - | $512 \times 64$ | Downscale | - | $512 \times 32$ |
| Conv 3×3 | LReLU | $512 \times 64$ | Conv 3×3 | LReLU | $512 \times 32$ |
| Conv 3×3 | LReLU | $512 \times 64$ | Conv 3×3 | LReLU | $512 \times 32$ |
| Upscale | - | $256 \times 128$ | Downscale | - | $128 \times 16$ |
| Conv 3×3 | LReLU | $256 \times 128$ | Conv 3×3 | LReLU | $128 \times 16$ |
| Conv 3×3 | LReLU | $256 \times 128$ | Conv 3×3 | LReLU | $128 \times 16$ |
| Upscale | - | $128 \times 256$ | Downscale | - | $64 \times 8$ |
| Conv 3×3 | LReLU | $128 \times 256$ | Conv 3×3 | LReLU | $64 \times 8$ |
| Conv 3×3 | LReLU | $128 \times 256$ | Conv 3×3 | LReLU | $64 \times 8$ |
| Upscale | - | $64 \times 128$ | Downscale | - | $32 \times 4$ |
| Conv 3×3 | LReLU | $64 \times 128$ | Conv 3×3 | LReLU | $32 \times 4$ |
| Conv 3×3 | LReLU | $64 \times 128$ | Conv 3×3 | LReLU | $32 \times 4$ |
| Conv 1×1 | fully-connected | $1 \times 512$ | Conv 3×3 | LReLU | $1 \times 1$ |
| Conv 1×1 | linear | $1 \times 512$ | Conv 4×4 | LReLU | $1 \times 1$ |
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