Abstract

We propose a variational approach to the dynamics of the Bose-Hubbard model beyond the mean field approximation. To develop a numerical scheme, we use a discrete overcomplete set of Glauber coherent states and its connection to the generalized coherent states studied in depth by Perelomov [A. Perelomov, Generalized Coherent States and Their Applications, Springer-Verlag (Berlin, 1986)]. The variational equations of motion of the generalized coherent state parameters as well as of the coefficients in an expansion of the wavefunction in terms of those states are derived and solved for many-particle problems with large particle numbers $S$ and increasing mode number $M$. For $M = 6$ it is revealed that the number of parameters that have to be propagated is more than one order of magnitude less than in an expansion in terms of Fock states.
I. INTRODUCTION

The mathematical foundation of the phase space formulation of physical systems with Lie group symmetries has been considerably widened by the works of Brif and Mann [1, 2]. Based on their progress, the description of the Bose-Hubbard dynamics in terms of phase space distributions has received new impetus from the works of Korsch and collaborators [3, 4]. Therein, equations of motion for the $P$- as well as the $Q$-function of quantum optics [5, 6] have been derived and solved for small site numbers $M$. The basis functions that were found appropriate for the treatment of the particle number conserving dynamics are so-called SU($M$) coherent states (CS), also referred to as generalized coherent state (GCS) [7]. These have been investigated and favored in the same context by Buonsante and Penna in their enlightening review [8], whose focus is on variational mean field methods. A more recent review with a focus on SU(2) CS, introduced as atomic coherent states in [9], is given in [10]. An extension of the formalism towards dissipative Lindblad type equations in terms of $P$ functions has been given in [11].

In parallel, the use of discrete, complete von Neumann type sets of the more “standard” Glauber coherent states, whose position representation are Gaussian wavepackets, has been applied to a flurry of different physical situations, ranging from electron dynamics in atoms to nuclear dynamics in molecules as well as to nonadiabatic (combined electron-nuclear motion), as reviewed in [12–17]. The equations of motion of the coherent state parameters as well as of the coefficients in the expansion of the wavefunction in terms of those states are usually derived from a variational principle and possibly undergo additional approximations. It has turned out in numerical investigations that the use of a surprisingly small number of CS basis functions leads to converged results, e.g., in spin-boson type problems tackled by the so-called multi Davydov D2 Ansatz [18–20].

Furthermore, in [21], a generalization of the multi-configuration time-dependent Hartree method for bosons [22] based on McLachlan’s variational principle has been given. The time-dependent permanents used there are based on orthogonal orbitals, however. Previous approaches that have used Glauber coherent state based semiclassical propagators for Bose-Hubbard dynamics have been restricted to small mode numbers [23, 24], as is also the case for semiclassical approaches based on SU($M$) CS [25, 26], whereas mean field approaches as the ones discussed in [8] rely just on a single basis function (i.e. trivial multiplicity).
It has been worked out in \cite{27, 28}, that Gaussian CS are promising basis functions also for full fledged dynamical calculations for Bose-Hubbard dynamics beyond the semiclassical propagation or the Gross-Pitaevskii level \cite{29}. This success as well as that of the CS basis functions alluded to above, leads us to investigate the question if also for the fixed particle number generalized coherent states such a favorable situation exists and if Bose-Hubbard dynamics can be treated by a numerically exact variational approach based on those GCS.

The presentation is organized as follows: First, in Section II, we review the one-dimensional Bose-Hubbard model and the relation between the Glauber (field) coherent states \cite{30} and the (generalized) SU($M$) coherent states \cite{7}. This latter review is necessary in order to get a handle on the discretization of the representation of unity in terms of these states. In Section III, we then derive the variational equations of motion for the GCS parameters using the Lagrangian of the time-dependent variational principle. As a proof of principle in Sect. IV we finally solve the dynamical problem for several realizations of the Bose-Hubbard model with different (relatively large) mode number $M$ and particle number $S \gg M$ and compare to results gained from an expansion in Fock states where this is still feasible. Conclusions are given in Sect. V, while in the appendix some properties of the GCS that are needed in the main text, as well as the matrix form of the variational equations are gathered.

II. BOSE-HUBBARD MODEL AND COMPLETENESS OF SU($M$) COHERENT STATES

In the following we are constructing a discrete set of generalized coherent states for use in a variational approach to the dynamics of the Bose-Hubbard model, which is going to be reviewed first.

A. Bose-Hubbard model in one dimension

In this presentation, we are aiming at a treatment in terms of the variational principle of the dynamics of the one-dimensional linear chain Bose-Hubbard (BH) model \cite{31}

$$
\hat{H} = -J \sum_{j=1}^{M-1} [\hat{a}_{j}^\dagger \hat{a}_{j+1} + \text{h.c.}] + U \sum_{j=1}^{M} \hat{a}_{j}^\dagger \hat{a}_{j}^\dagger + \sum_{j=1}^{M} \frac{K_{j}^{2}}{2} \hat{a}_{j}^\dagger \hat{a}_{j},
$$

(1)
written here in normal-ordered form in terms of bosonic creation and annihilation operators, \( \hat{a}_j^{\dagger} \) and \( \hat{a}_j \), which fulfill the commutation relation \([\hat{a}_i, \hat{a}_j^{\dagger}] = \delta_{ij}\) and their action on number states \( \{|n_j\rangle\}, n_j = 0, 1, \ldots \) is given by

\[
\hat{a}_j |n_j\rangle = \sqrt{n_j} |n_j - 1\rangle, \quad \hat{a}_j^{\dagger} |n_j\rangle = \sqrt{n_j + 1} |n_j + 1\rangle.
\]

(2)

The hopping matrix element \( J \) is determined by the tunneling probability between nearest neighbors, whereas \( U \) denotes the on-site interaction and \( K_j^2/2 \) is the confining (or chemical) potential. This is a widely studied model for the dynamics of spinless particles in optical lattices [32]. A spectacular experimental realization of a quantum phase transition has been reached by varying the model’s parameters [33].

In [3] it has been argued that an analysis in terms of flat space and the use of the corresponding Glauber coherent states to describe particle number preserving BH dynamics is inadequate. The reason given, in the case of \( M \) sites (or modes), is that the dynamical group is spanned by the normally ordered operators

\[
\hat{a}_i^{\dagger} \hat{a}_j, \quad i, j \in \{1, 2, \ldots M\}
\]

and is equivalent to the special unitary group \( SU(M) \). Therefore the corresponding generalized coherent states should be employed to investigate the dynamics. We note in passing that, in terms of the normally ordered operators from Eq. (3), the operators \( \hat{a}_j^{\dagger2} \hat{a}_j^2 \) from Eq. (1) are written as \( \hat{n}_j (\hat{n}_j - 1) \), with the number operators \( \hat{n}_j = \hat{a}_j^{\dagger} \hat{a}_j \).

\section{Discrete grid of generalized coherent states}

A beautiful didactic discussion of the group theoretical construction of coherent states is given in [5]. Starting by revisiting the simple case of Glauber field coherent states as the coherent states of the Heisenberg Weyl group, more complex situations are discussed, where the group theoretical approach will be more advantageous for the understanding of the topological structure of the corresponding coherent states than in the simple case. An open question remains as to the completeness of a discrete set of coherent states in the general case, however.

The Glauber coherent states \(|z\rangle\) (single site case) can be defined via the eigenvalue equa-
tion
\[ \hat{a} |z\rangle = z |z\rangle \]  \hspace{1cm} (4)

with the complex eigenvalue
\[ z = \frac{\gamma^{1/2} q + i\gamma^{-1/2} p}{\sqrt{2}}. \]  \hspace{1cm} (5)
in terms of position and momentum (phase space) and width parameter $\gamma$. These states consist of a Poissonian superposition of number states \[30\].

Exactly fifty years ago, two independent contributions have proven the statement that a discretized version of the unit operator is given by
\[ \sum_{k,l} |z_k\rangle \langle \Omega^{-1}_{kl}|z_l\rangle = \hat{I}, \]  \hspace{1cm} (6)
with the overlap matrix $\Omega$ with elements
\[ \Omega_{kl} = \langle z_k z_l \rangle, \]  \hspace{1cm} (7)
if the requirement
\[ z_k = \beta (m + in), \]  \hspace{1cm} (8)
with $k = (m, n)$ where $m, n$ are integers and $0 < \beta \leq \sqrt{\pi}$, for the spacing of the grid points is met \[34, 35\]. Physically, this means that the cells in $(p, q)$ phase space that are spanned by the grid points must have an area less than or equal to the Planck cell area of $2\pi$ in the present units (where $\hbar = 1$). The limiting case of $\sqrt{\pi}$ for the spacing of the grid points has already been postulated long before by von Neumann \[36, 37\].

As mentioned above, for the BH model, generalized SU($M$) coherent states are the appropriate coherent states, staying within the particle number conserving subspace of the dynamics. In order to get a handle on their completeness, we use the expansion of a Glauber coherent state in terms of the generalized CS. The representation of the multimode generalized coherent state (GCS) that is most appropriate to this end is \[8\]
\[ |S, \vec{\xi}\rangle = \frac{1}{\sqrt{S!}} \left( \sum_{i=1}^{M} \xi_i a_i^\dagger \right)^{S} |0, 0, \ldots, 0\rangle, \]  \hspace{1cm} (9)
where $|0, 0, \cdots, 0\rangle$ denotes the multi-mode vacuum state and $S$ is the number of bosons of the GCS. The set of complex numbers $\{\xi_i\}$ are characteristic parameters of the GCS, and they satisfy the normalization condition

$$\sum_{i=1}^{M} |\xi_i|^2 = 1,$$

(10)

where $M$ represents the number of different modes present in the BH model of Eq. (I). Together with the total number of bosons $S$ (herein chosen to be $\gg M$), this determines the dimension of Hilbert space $C_{M+S-1}^{M-1} = \binom{M+S-1}{M-1}$ spanned by the Fock states. The relation of the above definition to the group theoretical formulation for $M > 2$ is obscured by the necessity to disentangle exponentiated operators [8]. It is helpful to write out the definition in Eq. (9) explicitly for small numbers $M = 2 < S$ to convince oneself of the fact that the GCS is a superposition of Fock states with coefficients to be determined from a generalized binomial formula.

As shown in [8], and as can be proven by Taylor expansion of the exponential function, the multimode Glauber coherent state $|Z\rangle = \prod_{i=1}^{M} |z_i\rangle$, and the GCS are related by

$$|Z\rangle = e^{-\frac{1}{2} \sum_{i=1}^{M} |z_i|^2} e^{\sum_{i=1}^{M} z_i a_i^\dagger} |0, 0, \cdots, 0\rangle$$

$$= e^{-\frac{1}{2} \sum_{i=1}^{M} |z_i|^2} \sum_{S=0}^{\infty} \frac{1}{S!} \left(\sum_{i=1}^{M} z_i a_i^\dagger\right)^S |0, 0, \cdots, 0\rangle$$

$$= e^{-\frac{\tilde{N} S}{2}} \sum_{S=0}^{\infty} \frac{1}{\sqrt{S!}} \sqrt{S!} \left(\sum_{i=1}^{M} \frac{z_i}{\sqrt{\tilde{N}}} a_i^\dagger\right)^S |0, 0, \cdots, 0\rangle$$

$$= e^{-\frac{\tilde{N} S}{2}} \sum_{S=0}^{\infty} \frac{\tilde{N}^{S/2}}{\sqrt{S!}} |S, \tilde{\xi}\rangle.$$  

(11)

Here, $\tilde{N} = \sum_{i=1}^{M} |z_i|^2$ denotes the average number of bosons in $|Z\rangle$. We note that the relationship between $\xi_i$ and $z_i$ is $\xi_i = \frac{z_i}{\sqrt{\tilde{N}}}$. Thus it is natural to construct a one-to-one map between the sets $\{\xi_{k,i}\}$ and $\{z_{k,i}\}$ to be used in a discretized version of the unit operator. Here the first index denotes the basis function discretization index and second index denotes the mode index.

To this end, we first generalize the completeness relation for the single site case from above for multimode Glauber coherent states: If the complex grid $L_{P,Q}$ which lies in the multidimensional complex $Z$-plane satisfies the multidimensional Planck cell condition, the
multimode coherent states will form an overcomplete set and they obey the closure relation

\[ \sum_{k,l} A_{k,l}|Z_k\rangle\langle Z_l| = \hat{I}, \quad Z_k, Z_l \in L_{P,Q}^M, \]  

(12)

where \( A = \Omega^{-1}, \Omega_{kl} = \langle Z_l|Z_k\rangle, |Z_k\rangle = |z_{k1}, z_{k2}, \ldots, z_{kM}\rangle \). From this, we infer that if a set of states is complete in the whole Hilbert space, these states are also complete for any subspaces which belong to the Hilbert space. In our present case, we take the subspace to be the one consisting of multimode Fock states \( \{|n_S\rangle = |n_1, n_2, \ldots\rangle|n_1, n_2, \ldots \in \mathcal{N}, \langle n_S|\tilde{N}|n_S\rangle = S, \tilde{N} = \sum_i \hat{n}_i \rangle \) with fixed number of bosons \( S \).

Since the Glauber coherent state can be written as a sum of \( SU(M) \) coherent states, according to

\[ |z_{k1}, z_{k2}, \ldots, z_{kj}, \ldots\rangle = e^{-\frac{S}{2}} \sum_{S=0}^{\infty} \frac{\tilde{N}^S}{\sqrt{S!}} |S, \xi_{k1}, \xi_{k2}, \ldots, \xi_{kj}, \ldots\rangle, \]

(13)

there is a map \( z_{kj} \rightarrow \xi_{kj} = \frac{z_{kj}}{\sqrt{\sum_i |z_{ki}|^2}} \). Unlike the \( |z_{k1}, z_{k2}, \ldots, z_{kj}, \ldots\rangle \) where the parameters \( z_{k1}, z_{k2}, \ldots, z_{kj}, \ldots \) are mutually independent, the \( \xi_{k1}, \xi_{k2}, \ldots, \xi_{kj}, \ldots \) are correlated due to the normalization factor \( \frac{1}{\sqrt{\sum_i |z_{ki}|^2}} \), however.

It is obvious that if the \( z_{k1}, z_{k2}, \cdots, z_{kj}, \cdots \) form a complex grid fulfilling the completeness criterion, then the corresponding \( \xi_{k1}, \xi_{k2}, \cdots, \xi_{kj}, \cdots \) will also form a complete basis

\[ \left\{ |S, \xi_{k1}, \xi_{k2}, \cdots, \xi_{kj}, \cdots\rangle \right\}_{\xi_{kj} = \frac{z_{kj}}{\sqrt{\sum_i |z_{ki}|^2}}, z_{kj} \in L_{P,Q}^M} \]

(14)

for the subspace \( \{|n_S\rangle = |n_1, n_2, \cdots\rangle|n_1, n_2, \cdots \in \mathcal{N}, \langle n_S|\tilde{N}|n_S\rangle = S, \tilde{N} = \sum_i \hat{n}_i \rangle \).

We now consider the two-mode case as an instructive example. The two independent complex grids for \( z_{k1} \) and \( z_{k2} \) are shown in Fig. [1] Taking samples from these two grids for \( z_{k1} \) and \( z_{k2} \) randomly at the same time, every produced pair of \( \{z_{k1}, z_{k2}\} \) forms a two-mode Glauber coherent state \( |z_{k1}, z_{k2}\rangle \). The \( \{z_{k1}, z_{k2}\} \) correspond to a set of couples of parameters \( \{\xi_{k1}, \xi_{k2}\} = \{\frac{z_{k1}}{\sqrt{|z_{k1}|^2 + |z_{k2}|^2}}, \frac{z_{k2}}{\sqrt{|z_{k1}|^2 + |z_{k2}|^2}}\} \) for the \( SU(M) \) coherent states, but due to the mutual correlation between \( \xi_{k1} \) and \( \xi_{k2} \), they cannot be presented on two independent complex planes. We are now rewriting the GCS parameters in the form \( \xi_{k1} = \cos(\frac{\theta_k}{2}) \) and \( \xi_{k2} = \sin(\frac{\theta_k}{2})e^{i\phi_k} \), where \( 0 \leq \theta_k \leq \pi \) and \( 0 \leq \phi_k \leq 2\pi \) are the angles and the relative phases, respectively. This allows us to represent the GCS parameters as points on the Bloch sphere. To this end, we first take 50 random samples from every complex
grid in Fig. 1 at the same time and generate 50 pairs of \(\{z_{k1}, z_{k2}\}\). The corresponding 50 pairs of \(\{\xi_{k1}, \xi_{k2}\}\) or \(\{\theta_k, \phi_k\}\) are displayed in spherical coordinates in the form of \(\{\cos(\theta_k/2) \cos(\phi_k), \cos(\theta_k/2) \sin(\phi_k), \sin(\theta_k/2)\}\), as shown in Fig. 2.

FIG. 1. The complex grids for \(z_1\) and \(z_2\) in the case of two modes.

FIG. 2. The grid of \(\{\xi_{k1}, \xi_{k2}\}\) on the surface of the unit sphere.

The procedure just presented can be generalized to more than just two modes and will allow us to perform numerical calculations with a finite, presumably small number of GCS for the BH model. Before we can do so, we have to derive the relevant equations of motion, however. Some properties of the GCS that are needed along the way are gathered in Appendix A.
III. LAGRANGIAN FORMULATION OF THE VARIATIONAL DYNAMICS

Generalizing the variational coherent state Ansatz reviewed in [17] by using the GCS discussed above, we are led to the expression

$$|\Psi(t)\rangle = \sum_{k=1}^{N} A_k(t)|S, \xi_k(t)\rangle$$

(15)

for the wavefunction, where $|S, \xi_k(t)\rangle = |S, \xi_{k1}(t), \xi_{k2}(t), \cdots \xi_{kM}(t)\rangle$ and $M$ is the number of modes in the BH Hamiltonian of Eq. (1). The initial set of basis functions $\{|S, \xi_k(0)\rangle\}$ is the one constructed in the previous section. Both the expansion coefficients $\{A_k(t)\}$ as well as the basis functions are time-dependent. The multiplicity parameter $N$ determines the number of complex parameters whose dynamics is to be determined. It is given by $(M+1)N$. We stress that the Ansatz above goes beyond mean-field Ansätze a la Gutzwiller, used e.g. in [38].

The time-dependent variational principle can be formulated in terms of the Lagrangian

$$L = \frac{i}{2}[\langle \Psi | \dot{\Psi} \rangle - \langle \dot{\Psi} | \Psi \rangle] - \langle \Psi(t) | \hat{H} | \Psi(t) \rangle,$$

(16)

and is leading to the Euler-Lagrange equations

$$\frac{\partial L}{\partial u_k^*} - \frac{d}{dt} \frac{\partial L}{\partial \dot{u_k}} = 0,$$

(17)

where $u_k$ can be any element of $\{A_k, \xi_{k1}, \cdots \xi_{kM}\}$ [39]. A comparison of the different variational principles in this context, which are McLachlan, time-dependent and Dirac-Frenkel is performed in [40] and [21] as well as in [41]. From Eq. (15) it is obvious that the wavefunction Ansatz does not contain the complex conjugates of any of the parameters and that thus the Cauchy-Riemann conditions are fulfilled and all three variational principles are equivalent.

Thus we first need to calculate the expression (suppressing the $S$ dependence of the basis states in a short-hand notation)

$$\frac{i}{2}[\langle \Psi | \dot{\Psi} \rangle - \langle \dot{\Psi} | \Psi \rangle] = \frac{i}{2} \sum_{k,j=1}^{N} (A_k^* \dot{A}_j - \dot{A}_k^* A_j) \langle \xi_k | \xi_j \rangle$$

$$+ \frac{i}{2} S \sum_{k,j=1}^{N} A_k^* A_j \sum_{i=1}^{M} (\xi_{ki}^* \xi_{ji} - \dot{\xi}_{ki}^* \xi_{ji}) \langle \xi_k^* | \xi_j^* \rangle$$

(18)
for the time-derivative. Here we have used the expressions for the right and left time
derivatives from Eqs. (A12, A13) to arrive at the final result.

Furthermore, from the Hamiltonian for the multimode BH model in Eq. (11), we get the
expectation value

\[ H = \langle \Psi(t) | \hat{H} | \Psi(t) \rangle \]

\[ = \sum_{k,j=1}^{N} A_k^* A_j \left[ - JS \sum_{i=1}^{M-1} \left( \xi_{k,j,i+1}^* + \xi_{k,i+1,j}^* \right) \langle \xi_k^* | \xi_j^* \rangle + \frac{U}{2} S(S-1) \sum_{i=1}^{M} \xi_{k,i}^2 \xi_{j,i}^2 \langle \xi_k^* | \xi_j^* \rangle \right] + \frac{S}{2} \sum_{i=1}^{M} \left( \xi_{k,i}^* \xi_{j,i} \right)^2 \langle \xi_k^| \xi_j^| \rangle, \]

where we have again used definitions of the \((S-1)\) and \((S-2)\)-boson GCS from Appendix A.

Combining Eq. (18) and Eq. (19), we arrive at the Lagrangian for the multimode Bose-Hubbard model

\[ L = \frac{i}{2} \sum_{k,j=1}^{N} \left( A_k^* \dot{A}_j - A_k^* A_j \langle \xi_k^* | \xi_j^* \rangle \right) - \frac{i}{2} S \sum_{k,j=1}^{N} A_k^* A_j \sum_{i=1}^{M} \left( \xi_{k,i}^* \dot{\xi}_{j,i} - \dot{\xi}_{k,i} \xi_{j,i} \right) \langle \xi_k^* | \xi_j^* \rangle \]

\[ - \sum_{k,j=1}^{N} A_k^* A_j \left[ - JS \sum_{i=1}^{M-1} \left( \xi_{k,i}^* \xi_{j,i+1} + \xi_{k,i+1,j}^* \right) \langle \xi_k^* | \xi_j^* \rangle + \frac{U}{2} S(S-1) \sum_{i=1}^{M} \xi_{k,i}^2 \xi_{j,i}^2 \langle \xi_k^* | \xi_j^* \rangle \right] + \frac{S}{2} \sum_{i=1}^{M} \left( \xi_{k,i}^* \xi_{j,i} \right)^2 \langle \xi_k^| \xi_j^| \rangle. \]

This leads to the following derivatives of the Lagrangian with respect to the coefficients \(A_k^*\)
and their time derivatives

\[ \frac{\partial L}{\partial A_k} = \frac{i}{2} \sum_{j=1}^{N} \dot{A}_j \langle \xi_k^* | \xi_j^* \rangle + \frac{i}{2} S \sum_{j=1}^{N} A_j \sum_{i=1}^{M} \left( \xi_{k,i}^* \dot{\xi}_{j,i} - \dot{\xi}_{k,i} \xi_{j,i} \right) \langle \xi_k^* | \xi_j^* \rangle - \frac{\partial H}{\partial A_k}, \]

\[ \frac{d L}{dt} \frac{\partial L}{\partial A_k} = - \frac{i}{2} \sum_{j=1}^{N} \dot{A}_j \langle \xi_k^* | \xi_j^* \rangle - \frac{i}{2} S \sum_{j=1}^{N} A_j \sum_{i=1}^{M} \left( \xi_{k,i}^* \dot{\xi}_{j,i} + \dot{\xi}_{k,i} \xi_{j,i} \right) \langle \xi_k^* | \xi_j^* \rangle, \]

where

\[ \frac{\partial H}{\partial A_k} = \sum_{j=1}^{N} A_j \left[ - JS \sum_{i=1}^{M-1} \left( \xi_{k,i}^* \xi_{j,i+1} + \xi_{k,i+1,j}^* \right) \langle \xi_k^* | \xi_j^* \rangle + \frac{U}{2} S(S-1) \sum_{i=1}^{M} \xi_{k,i}^2 \xi_{j,i}^2 \langle \xi_k^* | \xi_j^* \rangle \right] + \frac{S}{2} \sum_{i=1}^{M} \left( \xi_{k,i}^* \xi_{j,i} \right)^2 \langle \xi_k^| \xi_j^| \rangle. \]

From the Euler Lagrange equation (17), the equation of motion for the coefficient \(A_j\)

\[ i \sum_{j=1}^{N} \dot{A}_j \langle \xi_k^* | \xi_j^* \rangle + iS \sum_{j=1}^{N} A_j \sum_{i=1}^{M} \xi_{k,i}^* \dot{\xi}_{j,i} \langle \xi_k^* | \xi_j^* \rangle - \frac{\partial H}{\partial A_k} = 0. \]
can thus be obtained.

Next we switch to the equations of motion for the parameters $\xi_{km}$ of the SU($M$) coherent states. For the corresponding derivatives of the Lagrangian, we find

\[
\frac{\partial L}{\partial \xi_{km}} = iS \sum_{j=1}^{N} (A_{k}^{*} \dot{A}_{j} - \dot{A}_{k}^{*} A_{j}) \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle + \frac{i}{2} S \sum_{j=1}^{N} A_{k}^{*} A_{j} \dot{\xi}_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \\
+ \frac{i}{2} S (S-1) \sum_{j=1}^{N} A_{k}^{*} A_{j} \left[ \sum_{i=1}^{M} (\xi_{k}^{*} \dot{\xi}_{ji} - \dot{\xi}_{ki}^{*} \xi_{ji}) \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \right] - \frac{\partial H}{\partial \xi_{km}} \tag{24}
\]

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{\xi}_{km}} = -iS \sum_{j=1}^{N} (A_{k}^{*} \dot{A}_{j} + \dot{A}_{k}^{*} A_{j}) \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle - \frac{i}{2} S \sum_{j=1}^{N} A_{k}^{*} A_{j} \dot{\xi}_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \\
- \frac{i}{2} S (S-1) \sum_{j=1}^{N} A_{k}^{*} A_{j} \sum_{j=1}^{M} (\dot{\xi}_{ki}^{*} \xi_{ji} + \xi_{ki}^{*} \dot{\xi}_{ji}) \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \tag{25}
\]

with

\[
\frac{\partial H}{\partial \xi_{km}} = \sum_{j=1}^{N} A_{k}^{*} A_{j} \left[ -JS (\xi_{j,m+1}^{*} + \xi_{j,m-1}^{*}) \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \\
- JS (S-1) \sum_{i=1}^{M-1} (\xi_{k,i}^{*} \xi_{j,i+1} + \xi_{k,i+1}^{*} \xi_{j,i}) \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \\
+ US (S-1) \xi_{km}^{2} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle + \frac{U}{2} S (S-1) (S-2) \sum_{i=1}^{M} \xi_{k,i}^{*} \xi_{j,i} \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle + \frac{K_{m}^{2}}{2} S^{2} \xi_{km} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \right] + \frac{K_{m}^{2}}{2} S^{2} \xi_{km} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \tag{26}
\]

Again using the Euler-Lagrange equation, we finally arrive at the differential equation

\[
iS \left[ \sum_{j=1}^{N} A_{k}^{*} \dot{A}_{j} \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle + \sum_{j=1}^{N} A_{k}^{*} A_{j} \dot{\xi}_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle + (S-1) \sum_{j=1}^{N} A_{k}^{*} A_{j} \sum_{i=1}^{M} \xi_{ki}^{*} \dot{\xi}_{ji} \xi_{jm} \langle \xi_{k}^{j} | \xi_{j}^{j} \rangle \right] \\
- \frac{\partial H}{\partial \xi_{km}} = 0 \tag{27}
\]

for the $\xi_{km}$. Eqs. (23, 27) are coupled and nonlinear, as in the more standard case of Glauber coherent states as basis functions. There are no exponential function nonlinearities though, because the GCS overlaps are “simpler” than in the Glauber case, as can be seen in Appendix A.

In Appendix B, we put the nonlinear, coupled, implicit differential equations for the GCS parameters and the expansion coefficients in matrix form, which allows us to solve them efficiently numerically.
IV. NUMERICAL RESULTS

As a proof of principle, in the following, we will present numerical results based on the complex grid for SU($M$) coherent states introduced in Sect. II B for increasing mode number $M \ll S$, leading to an ever increasing size of the Fock state basis.

A. The two mode case $M = 2$

Firstly, for the driven two-mode Bose-Hubbard model with a time-dependent tunneling matrix element studied in [4], the Hamiltonian can be written as

$$H = -J(t)(a_1^\dagger a_2 + a_2^\dagger a_1) + \frac{U}{2}(a_1^\dagger a_1^\dagger a_2 a_2 + \sum_{j=1}^{2} K_j^2 a_j^\dagger a_j)$$  \hspace{1cm} (28)

where $J(t) = J_0 + J_1 \cos(\omega t)$. The initial state

$$|\Psi(0)\rangle = |S = 50, \xi_1 = -\sqrt{0.7}, \xi_2 = \sqrt{0.3}\rangle$$  \hspace{1cm} (29)

used for the propagation is the same as in [4].

By means of the SU(2) coherent states originating from the complex grid of Glauber coherent with distance $\sqrt{\pi}$, we construct the Ansatz

$$|\Psi(t)\rangle = \sum_{k=1}^{N} A_k(t)|S = 50, \xi_{k1}(t), \xi_{k2}(t)\rangle$$  \hspace{1cm} (30)

for the wavefunction that contains $3N$ complex parameters. Converged results are obtained by using $N = 25$ basis states and even 15 states lead to almost perfect results as is shown in Fig. (3). These results agree with the ones shown in Fig. 12(c) in [4]. We stress that for trivial multiplicity $N = 1$, the result is only reasonable for a very short time period and thereafter loses its predictive power, as can be seen in Fig. (3).

There is no big difference in the number of complex parameters that have been used for the converged results, compared to the size of the Fock space basis, which here is just 51, however. Therefore let us investigate increasing mode number in the following.

B. The three mode case $M = 3$

For three modes occupied by 20 bosons, we first choose

$$|\Psi(0)\rangle = |S = 20, \xi_1 = -\frac{\sqrt{2}}{2}, \xi_2 = i\frac{\sqrt{2}}{2}, \xi_3 = 0\rangle$$  \hspace{1cm} (31)
FIG. 3. Dynamics of the population of the first mode of a two mode Bose-Hubbard model with different numbers of SU(2) basis states. The particle number is $S = 50$, the hopping parameter is $J_0 = 1$, the on-site interaction energy is $U = 0.1J_0$ and $K_{1,2} = 0$. The driving frequency and strength are $\omega = 2\pi/J_0$ and $J_1 = 0.5J_0$. Different lines are results for different numbers of GCS: solid: $N = 1$, dashed: $N = 15$, dotted: $N = 25$, dash-dotted: $N = 50$.

as the initial state. In this case, our numerical results in Fig. 4 show that convergence is achieved with 50 basis functions, i.e. 200 complex parameters, a little less than the 231 complex-valued amplitudes one would need for an expansion in Fock states in the present case.

The parameter combination $\Lambda = US/J_0$ is frequently applied to distinguish the dynamical features of the Bose-Hubbard model. For $\Lambda < 1$ the dynamics is located in Rabi regime, while $1 < \Lambda \ll S^2$ and $\Lambda \gg S^2$ represent the so-called Josephson and Fock regime, respectively [23, 42]. In Figs. 5 and 6, we show the accuracy of the variational dynamics for the initial state

$$|\Psi(0)\rangle = |S = 20, 1, 0, 0\rangle$$

(32)

by comparing with the exact numerical results (gained by an expansion of the wavefunction in terms of Fock states) for 3 modes and 20 bosons. It turns out that the 50 basis functions that were found sufficient in Fig. 4 are still sufficient in the Rabi and Josephson cases. The pure Fock case was too demanding numerically and is therefore not considered. In the Rabi case displayed in Fig. 5 almost undamped sinusoidal oscillations are observed. The oscillations become more complex and damped in the Josephson case shown in Fig. 6. In
FIG. 4. Dynamics of the population of the first mode for three mode case for initial state (31). The on-site interaction energy is $U = 0.1J$, whereas the confinement parameters $K_j = 0$. Results for different number of basis functions (solid: $N = 50$, dashed $N = 100$, dash-dotted $N = 200$) are almost indistinguishable.

In this case, also the accuracy of ode45 used for the solution of the differential equations had to be promoted.

C. Beyond $M = 3$

To highlight the power of the proposed method we now investigate the more complicated situation where 20 bosons occupy 6 modes. Then the Hilbert space consists of $(\frac{25}{2})^6 = 53130$ Fock states. If we employ the SU($M$) states originating from the complex grid with the von Neumann spacing $\sqrt{\pi}$, as presented in Fig. (7), we find that several hundreds of CGS are needed for converged results at longer times. This means we need $(M + 1)800 = 5600$ complex valued parameters in our Ansatz (15), in order to converge the results for all times shown. Especially at the extrema of the curve, a large number of basis functions is needed.

However, if we decrease the distance of the complex grid, the results can be converged faster. In Fig. (8), we show that the underlying grid with smaller distance $\sqrt{\pi}/32$ allows for convergence already with 500 basis functions, whereas the “standard” grid needed 800 states to converge the results at specific later times.
FIG. 5. Dynamics of the population of all three modes. The initial state is Fock state $|20, 1, 0, 0\rangle$. $U = 0.03J$ and $\Lambda = 0.6$ defines the Rabi regime. The exact results is displayed by the solid lines, while the dashed lines are calculated by variational dynamics using 50 basis functions whose distance is $\sqrt{\pi}$.

These numerical results show that the combination of Fock states into a GCS with only $M$ complex parameters according to Eq. (2) and a corresponding variational Ansatz (15) with $(M + 1)N$ parameters allows for a faithful description of Bose-Hubbard dynamics. The number of complex parameters that we had to employ is more than one order of magnitude smaller than the dimension of the Fock space.

V. CONCLUSIONS AND OUTLOOK

We have shown that a numerically favorable treatment of Bose-Hubbard dynamics in 1D is possible by using a variational approach based on generalized coherent states. In contrast to established mean-field versions of the theory, here we have employed a numerically complete set of SU($M$) generalized coherent states as basis states in the expansion of the initial wavefunction. We have built an overcomplete set of basis function by using the expansion of the SU($M$) states in terms of Glauber coherent states for whom it is well-established how a numerically complete set of basis states has to be chosen.

The equations of motion of the GCS parameters as well as of the expansion coefficients
FIG. 6. Dynamics of the population of all three modes. The initial state is Fock state $|20,0,0\rangle$. $U = 0.2J$ and $\Lambda = 4$ defines the Josephson regime. The exact results is displayed by the solid lines, while the dashed lines are calculated by variational dynamics using 50 basis functions whose distance is $\sqrt{\pi}$. The SU($M$) used in Ansatz is 50, and the distance of corresponding GCS is $\sqrt{\pi}$.

FIG. 7. The dynamics of population of the first mode for the case of six modes. The initial state is $|S = 20, \xi_1 = -\frac{\sqrt{2}}{2}, \xi_2 = i\frac{\sqrt{2}}{2}, \xi_3 = \cdots \xi_6 = 0\rangle$. The on-site interaction energy is $U = 0.1J$ and the parameters $K_j = 0$. Solid line: 600 basis functions, dashed line: 700 basis functions, dashed-dotted line: 800 basis functions, dotted line: 1000 basis functions. Spacing of underlying Glauber CS grid was $\sqrt{\pi}$. 
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FIG. 8. Convergence of the results for a distance of $\sqrt{\pi}/32$ of the underlying Glauber CS grid. Other parameters (apart from the number of basis functions) as in Fig. (7) have been derived from the time-dependent variational principle in its Lagrangian form. The central idea is that the number of GCS parameters times the number of basis functions is much smaller than the number of basis functions needed in an unbiased expansion of the wavefunction in terms of Fock states. In this respect the method is closely related to the multi-configuration time-dependent Hartree method for bosons [22] as well as the variational approach in [27, 28], which are both, however, not based on GCS.

That the method indeed works for considerably smaller numbers of basis functions than in the case of an expansion in terms of Fock states has shown to be true for large particle number $S$ and increasing mode number $M < S$ for several examples in different parameter ranges. Especially for larger mode number, the use of small spacing (considerably smaller than the von Neumann spacing of $\sqrt{\pi}$) in the underlying Glauber CS grid turned out to be necessary for the use of a relatively small number of GCS basis functions. In this way we could report converged results using more than one order of magnitude less parameters than would have been necessary for an expansion in terms of Fock states. We stress that we did not encounter any problems that had to be solved with the recently introduced apoptosis procedure [19]. Regularization also used in [19] and well known from other approaches like MCTDH [44] was necessary, however.

In the future, we plan to investigate also larger mode numbers and small particle numbers that are relevant in thermalization studies of cold atoms in optical superlattices [45], as well
as other particle number conserving bosonic lattice systems with the proposed method. If its fortunate scaling properties persist, new territory in parameter space may become explorable. Furthermore, the application of the proposed methodology to BH models in more than 1D is planned. It is well known that the entanglement entropy of the ground state in lattice models fulfills so-called area laws. The entanglement growth in the course of time evolution poses a serious problem for other numerical propagation techniques like matrix product state based methods, however. It remains to be explored how well the method proposed herein can cope with these problems in higher dimensions.

Acknowledgments: The authors would like to thank Valentin Link for enlightening discussions. FG would like to thank the Deutsche Forschungsgemeinschaft for financial support under grant GR 1210/8-1.

Appendix A: Some properties of SU($M$) coherent states

In this appendix, we review some computationally helpful formulae along the lines of , which are needed in the main text. Firstly, the commutation between the annihilation operator and the collective creation operator which is applied to generate an SU($M$) coherent state is given by

$$[\hat{a}_i, \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^S] = S \xi_i \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^{S-1}. \quad (A1)$$

Secondly, by defining two collective operators

$$\hat{A}^\dagger = \sum_{i=1}^{M} \xi_i \hat{a}_i^\dagger, \quad \hat{B}^\dagger = \sum_{i=1}^{M} \eta_i \hat{a}_i^\dagger, \quad (A2)$$

two different SU($M$) coherent states can be generated via

$$|\tilde{\xi}\rangle = \frac{1}{\sqrt{S!}}(\hat{A}^\dagger)^S |0\rangle, \quad |\tilde{\eta}\rangle = \frac{1}{\sqrt{S!}}(\hat{B}^\dagger)^S |0\rangle. \quad (A3)$$
The vectorized parameter contains the parameters of all modes (here we do not consider doubly indexed parameters). The inner product of the above two states is then given by

\[
\langle \vec{\eta} | \vec{\xi} \rangle = \frac{1}{S!} \langle 0 | \left( \sum_{i=1}^{M} \eta_i^* \hat{a}_i \right)^S \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^S | 0 \rangle
\]

\[
= \frac{1}{S!} \langle 0 | \sum_{n_1+n_2+\cdots=S} \frac{S!}{n_1!n_2!\cdots} \left[ (\eta_1^* \hat{a}_1)^{n_1} (\eta_2^* \hat{a}_2)^{n_2} \cdots \right] | 0 \rangle
\]

\[
= \frac{1}{S!} \left( \sum_{n_1+n_2+\cdots=S} \frac{S!}{\sqrt{n_1!n_2!\cdots}} \eta_1^{*n_1} \eta_2^{*n_2} \cdots \langle \vec{n} | \right) \sum_{m_1+m_2+\cdots=S} \frac{S!}{m_1!m_2!\cdots} \xi_1^{m_1} \xi_2^{m_2} \cdots | \vec{m} \rangle
\]

\[
= \frac{1}{S!} \left( \sum \frac{S!}{m_1!m_2!\cdots} (\eta_1^* \xi_1)^{m_1} (\eta_2^* \xi_2)^{m_2} \cdots \right) \langle \vec{n} | \vec{m} \rangle
\]

\[
= \left( \sum_{i=1}^{M} \eta_i^* \xi_i \right)^S , \quad (A4)
\]

where we have used the general binomial theorem

\[
(x_1 + x_2 + \cdots + x_n)^k = \sum_{a_1+a_2+\cdots+a_n=k} \frac{k!}{a_1!a_2!\cdots a_n!} x_1^{a_1} x_2^{a_2} \cdots x_n^{a_n} . \quad (A5)
\]

The above result (A4) is quite different from the corresponding property for Glauber coherent states, which involves exponential functions.

Using Eq. (A1), we can now calculate the action of the annihilation operator on the SU(M) coherent state via

\[
\hat{a}_i | \vec{\xi} \rangle = \hat{a}_i \frac{1}{\sqrt{S!}} \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^S | 0 \rangle
\]

\[
= \frac{1}{\sqrt{S!}} \left[ \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^S a_i + S \xi_i \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^{S-1} \right] | 0 \rangle
\]

\[
= \sqrt{S} \xi_i | \vec{\xi} \rangle \quad (A6)
\]

where we have used the action of the annihilation operator on the ground state, see Eq. (2) as well as the definition

\[
| \vec{\xi} \rangle = \frac{1}{\sqrt{(S-1)!}} \left( \sum_{j=1}^{M} \xi_j \hat{a}_j^\dagger \right)^{S-1} | 0 \rangle \quad (A7)
\]
of the \((S-1)\)-boson GCS.

Furthermore, for \(|\eta\rangle\) and \(|\xi\rangle\), from Eq. (A6) we get

\[
\langle \vec{\eta}|\hat{a}_j^\dagger \hat{a}_k|\vec{\xi}\rangle = S\eta_j^*\xi_k\langle \vec{\eta}|\vec{\xi}' \rangle
\]  

(A8)

where the inner product \(\langle \vec{\eta}|\vec{\xi}' \rangle\) is

\[
\langle \vec{\eta}|\vec{\xi}' \rangle = \left(\sum_{i=1}^{M} \eta_i^*\xi_i\right)^{S-1}.
\]  

(A9)

In the main text as well as below, we will also refer to the following two inner products

\[
\langle \vec{\eta}|\vec{\xi}'' \rangle = \left(\sum_{i=1}^{M} \eta_i^*\xi_i\right)^{S-2},
\]  

(A10)

\[
\langle \vec{\eta}|\vec{\xi}''' \rangle = \left(\sum_{i=1}^{M} \eta_i^*\xi_i\right)^{S-3},
\]  

(A11)

of the \((S-2)\) and the \((S-3)\) GCS.

Using the chain rule, the matrix element of the right time-derivative now is

\[
\langle \vec{\eta}|\partial_t|\vec{\xi}\rangle = \langle \vec{\eta}|\sum_{i=1}^{M} \xi_i \partial_{\xi_i}|\vec{\xi}\rangle
\]

\[
= \frac{S}{\sqrt{S!}} \langle \vec{\eta}|\sum_{i=1}^{M} (\hat{\xi}_i\hat{a}_i^\dagger)\hat{\mathcal{A}}^i|0\rangle^{S-1} \]

\[
= \frac{S}{S!} \langle 0|\hat{\mathcal{B}}^{S-1}\hat{\mathcal{B}} \sum_{i=1}^{M} (\hat{\xi}_i\hat{a}_i^\dagger)\hat{\mathcal{A}}^i|0\rangle
\]

\[
= \langle \vec{\eta}|\sum_{i=1}^{M} (\hat{\xi}_i\hat{B}\hat{a}_i^\dagger)|\vec{\xi}\rangle
\]

\[
= \langle \vec{\eta}|\sum_{i=1}^{M} \xi_i (\eta_i^* + \hat{a}_i^\dagger\hat{B})|\vec{\xi}\rangle
\]

\[
= \sum_{i=1}^{M} (\hat{\xi}_i\eta_i^*)\langle \vec{\eta}|\vec{\xi}' \rangle + \sum_{i,j=1}^{M} \hat{\xi}_i\eta_j^*\langle \vec{\eta}|\hat{a}_i^\dagger\hat{a}_j|\vec{\xi}' \rangle
\]

\[
= \sum_{i=1}^{M} (\hat{\xi}_i\eta_i^*)\langle \vec{\eta}|\vec{\xi}' \rangle + (S-1) \sum_{i,j=1}^{M} \hat{\xi}_i\eta_j^*\eta_j\langle \vec{\eta}|\vec{\xi}' \rangle
\]

\[
= S \sum_{i=1}^{M} (\hat{\xi}_i\eta_i^*)\langle \vec{\eta}|\vec{\xi}' \rangle
\]  

(A12)
In the fifth line of the above equation, we have used the result of Eq. (A11) for $S = 1$, and the relation $\sum_{j=1}^{M} \xi_j^* \eta_j^{|\tilde{\eta}^\dagger |\tilde{\xi}^* \langle \tilde{\eta} | \tilde{\xi} \rangle^*} = \langle \tilde{\eta} | \tilde{\xi} \rangle$ which follows from Eqs. (A9, A10) is also used to get the result of the last line.

Similarly, for the left time-derivative we find

$$\langle \tilde{\eta} | \partial_t | \tilde{\xi} \rangle = \langle \tilde{\eta} | \sum_{i=1}^{M} \eta_i^* \partial_t \eta_i | \tilde{\xi} \rangle$$

$$= \langle \tilde{\eta} | \sum_{i=1}^{M} (\eta_i^* \hat{a}_i \hat{A}^\dagger) | \tilde{\xi} \rangle$$

$$= \sum_{i=1}^{M} (\eta_i^* \xi_i) \langle \tilde{\eta} | \tilde{\xi} \rangle + (S-1) \sum_{i,j=1}^{M} (\eta_i^* \xi_j \eta_j^* \xi_i) \langle \tilde{\eta} | \tilde{\xi} \rangle$$

$$= S \sum_{i=1}^{M} (\eta_i^* \xi_i) \langle \tilde{\eta} | \tilde{\xi} \rangle$$

Both results will be used in the main text.

**Appendix B: Matrix form of the variational equations**

Combining the equation Eq. (23) and Eq. (27), we get a compact and scalable matrix equation for the vector containing all coefficients $\{A_k\}$ and GCS parameters $\{\xi_{km}\}$

$$\begin{pmatrix} X & Y \\ Y^\dagger & Z \end{pmatrix} \begin{pmatrix} \dot{A} \\ \dot{\xi} \end{pmatrix} = -i \begin{pmatrix} R_1 \\ R_2 \end{pmatrix},$$

(B1)

analogous to the procedure lined out in the appendix of [19] for Glauber coherent states.

The block matrices are given by

$$X_{kj} = \langle \tilde{\eta}_k | \tilde{\xi}_j \rangle,$$

(B2)

$$Y = S(\xi_1^*, \xi_2^*, \cdots , \xi_M^*) \otimes A^T \circ (1_{1 \times M} \otimes X^'),$$

(B3)

$$Z = 1_{M \times M} \otimes \rho \circ F,$$

(B4)

where the vector $\tilde{\eta}_k$ is now indexed by the basis function discretization index and the vector $\xi_m$, to be defined below, is indexed by the mode index. Furthermore,

$$F_{ij} = S(S-1)X'' \circ (\xi_i^* \cdot \xi_i^T)(i \neq j),$$

(B5)

$$F_{ii} = SX' + S(S-1)X'' \circ (\xi_i^* \cdot \xi_i^T),$$

(B6)
and where $1_{m \times n}$ is an $m \times n$ matrix which only consists of ones, and $X'_{k\rho} = \langle \tilde{\xi}_k | \xi_{\rho} \rangle$ and $X''_{k\rho} = \langle \tilde{\xi}_k | \xi'_{\rho} \rangle$ are overlaps of $(S - 1)$ and $(S - 2)$-boson GCS from the previous appendix, respectively, whereas $\rho_{k\rho} = A_k^* A_{\rho}$. Furthermore, $\otimes$ denotes the tensor-product, whereas $\circ$ denoted the Hadamard-product (element-wise multiplication) and $\cdot$ denotes the standard scalar product.

Furthermore, the vectors are defined as

$$\hat{A} = \left( \begin{array}{c} \hat{A}_1 \\ \hat{A}_2 \\ \vdots \\ \hat{A}_N \end{array} \right), \quad \hat{\xi} = \left( \begin{array}{c} \hat{\xi}_1 \\ \hat{\xi}_2 \\ \vdots \\ \hat{\xi}_M \end{array} \right), \quad \xi_m = \left( \begin{array}{c} \xi_{1m} \\ \xi_{2m} \\ \vdots \\ \xi_{Nm} \end{array} \right), \quad R_1 = \left( \begin{array}{c} \frac{\partial H}{\partial A_1} \\ \frac{\partial H}{\partial A_2} \\ \vdots \\ \frac{\partial H}{\partial A_N} \end{array} \right), \quad R_2 = \left( \begin{array}{c} \frac{\partial H}{\partial \xi_{11}} \\ \frac{\partial H}{\partial \xi_{21}} \\ \vdots \\ \frac{\partial H}{\partial \xi_{1M}} \end{array} \right)$$

(B7)

with $H = \langle \Psi | H | \Psi \rangle$, the expectation of the Hamiltonian given in Eq. (13).

The vectors on the right hand side of equation Eq. (B1) are

$$R_1 = -JS \sum_{i=1}^{M-1} \left[ X' \cdot (A \circ \xi_{i+1}) \circ \xi^*_{i} + X' \cdot (A \circ \xi_{i}) \circ \xi^*_{i+1} \right]$$

$$+ \frac{U}{2} S(S - 1) \sum_{i=1}^{M} X'' \cdot (A \circ \xi_i \circ \xi_i) \circ \xi^*_{i} \circ \xi^*_{i} + \sum_{i=1}^{M} \frac{K^2}{2} S X' \cdot A$$

(B8)

as well as

$$\frac{\partial H}{\partial \xi_m} = -JS \rho \circ X' \cdot (\xi_{m+1} + \xi_{m-1})$$

$$- JS(S - 1) \sum_{i=1}^{M-1} \left[ \rho \circ X'' \cdot (\xi_m \circ \xi_i) \circ \xi^*_{i+1} + \rho \circ X'' \cdot (\xi_m \circ \xi_{i+1}) \circ \xi^*_{i} \right]$$

$$+ US(S - 1) \rho \circ X'' \cdot (\xi_m \circ \xi_m) \circ \xi^*_{m}$$

$$+ \frac{U}{2} S(S - 1) (S - 2) \sum_{i=1}^{M} \left[ \rho \circ X'' \cdot (\xi_i \circ \xi_i \circ \xi_{m}) \circ (\xi^*_{i} \circ \xi^*_{i}) \right]$$

$$+ \sum_{i=1}^{M} \frac{K^2}{2} S^2 \rho \circ X' \circ \xi_m$$

(B9)

for use in the vector $R_2$. Please keep in mind that $m + 1 \leq M, m - 1 \geq 1$. 
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