Order-Degree-Height Surfaces for Linear Operators∗

Hui Huang
School of Mathematical Sciences,
Dalian University of Technology
Dalian, Liaoning, 116024, China
huanghui@dlut.edu.cn

Manuel Kauers
Gargi Mukherjee
Institute for Algebra, Johannes Kepler University
Linz, A4040, Austria
manuel.kauers@jku.at
gargi.mukherjee@jku.at

ABSTRACT
It is known for linear operators with polynomial coefficients annihilating a given D-finite function that there is a trade-off between order and degree. Raising the order may give room for lowering the degree. The relationship between order and degree is typically described by a hyperbola known as the order-degree curve. In this paper, we add the height into the picture, i.e., a measure for the size of the coefficients in the polynomial coefficients. For certain situations, we derive relationships between order, degree, and height that can be viewed as order-degree-height surfaces.
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1 INTRODUCTION
D-finiteness and operations preserving D-finiteness play an important role in computer algebra. A function is called D-finite if it is annihilated by a nonzero linear operator with polynomial coefficients. Annihilating operators are used to represent D-finite functions, and to perform operations with them. It is therefore of interest to know how big such operators are. The primary interest is in the order of the operator. An operator of minimal order is the generator of the ideal of all annihilating operators for a given D-finite function, and certain facts about the function, for example its asymptotic behaviour, can be most easily extracted from such an operator. A disadvantage of a minimal order operator is that it may not be the smallest operator in terms of arithmetic size. The secondary interest is in the degrees of the polynomial coefficients of the operator. The arithmetic size is roughly the product of order and degree, and the minimal arithmetic size is often not achieved by the operator of minimal order. Instead, there is the possibility of trading order against degree: allowing a slightly higher order of the operator can lead to a substantial degree drop which altogether results in an operator of smaller arithmetic size. This effect has been observed and analyzed for many different operations related to linear operators [1, 3–5, 7]. Typical bounds are formulated in terms of hyperbolas such that for every point \((r, d)\) above the hyperbola, the function at hand has an annihilating operator of order \(r\) and degree \(d\). These hyperbolas are known as order-degree curves.

Besides order and degree, the size of an operator depends on a third parameter, called the height. It measures the size of the coefficients of the polynomial coefficients of the operator. For example, for differential operators over polynomials over the integers, it matters how long the integers appearing in the operator are. If we define the height as the log of the largest integer (in absolute value), the bitsize of an operator is roughly the product of its order, its degree, and its height. Besides some bounds for hypergeometric creative telescoping [8] and D-finite closure properties [7], not much is known about the bit size of operators that arise from computations with D-finite functions. The experience is however that the point \((r, d)\) on the order-degree curve which minimizes the arithmetic size does not also minimize the bitsize. But then, which point on the curve does minimize the bitsize? Does the point of minimal bitsize even sit on the curve, or can it happen that a further reduction of the bitsize is possible by increasing both the order and the degree? These were the motivating questions for the present paper.

Our goal is to extend the theory of order-degree curves to order-degree-height surfaces. Instead of hyperbolas that describe the points \((r, d)\) such that a given function has annihilating operators of order \(r\) and degree \(d\), we will see surfaces defined by polynomials describing the points \((r, d, h)\) such that the function has annihilating operators of order \(r\), degree \(d\), and height \(h\). Unfortunately, we do not have any such results for operators in \(\mathbb{Z}[x][\partial]\), with the height defined by the longest integer. In order to be able to apply the techniques from linear algebra that were used for deriving order-degree curves, we instead consider operators in \(C[y][x][\partial]\) where \(C\) is a field, with the height defined by the degree in \(y\). Our results in this setting suggest that order and degree can indeed be traded against height, and experiments with actual operators confirm this qualitative prediction, even though our bounds quantitatively are
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not very tight. Some of our bounds are particularly bad for large orders \( r \). While for a fixed degree and \( r \to \infty \), we would usually expect a bound on the height that converges to a constant, two of our bounds grow quadratically in \( r \). This may be an indication that the linear algebra approach which was used for deriving tight order-degree curves is not sufficient for deriving sharp order-degree-height surfaces.

The remainder of the paper proceeds as follows. In Section 2, we provide background and basic notions required in the paper. We then derive order-degree-height surfaces for three different situations: (a) in Section 3 for common left multiples of some given operators, extending the work of [7], (b) in Section 4 for hypergeometric creative telescoping, extending the work of [4], and (c) in Section 5 for contraction ideals of operators, extending the work of [2].

2 NOTATION AND GENERAL ASSUMPTIONS

The notation \( R[\sigma] \) already used in the introduction refers to an Ore algebra over the commutative ring \( R \). Recall that such an Ore algebra is defined in terms of an endomorphism \( \sigma : R \to R \) and a \( \sigma \)-derivation \( \delta : R \to R \), i.e., a map satisfying \( \delta(a + b) = \delta(a) + \delta(b) \) and \( \delta(ab) = \delta(a)b + \sigma(a)\delta(b) \) for all \( a, b \in R \). In the addition in \( R[\sigma] \) is defined as for polynomials, and the multiplication in \( R[\sigma] \) extends the multiplication on \( R \) through the commutation rule \( \delta(a)\sigma(b) + \sigma(a)\delta(b) \). An element \( a \) of \( R \) is called a constant if \( \sigma(a) = a \) and \( \delta(a) = 0 \).

Canonical examples for Ore algebras include differential operators, where \( \sigma = \text{id} \) and \( \delta \) is a derivation on \( R \) and \( \delta = 0 \). Throughout this paper, \( R \) will be a ring of polynomials or rational functions in two variables \( x, y \) over a field \( C \) of characteristic zero, e.g. \( R = C[x, y] \) or \( R = C(x, y) \) or \( R = C(x)[y] \), etc. We assume throughout that the elements of \( C[\sigma] \) (and thus \( C[\sigma] \)) are constants. We further assume that \( \sigma \) is an automorphism of \( R, \sigma \) and \( \delta \) maps polynomials to polynomials, and that they do not increase degrees. More precisely, we assume

\[
\deg_x(\sigma(f)) = \deg_x(f), \quad \deg_y(\sigma(f)) = \deg_y(f), \quad \deg_x(\delta(f)) \leq \deg_x(f), \quad \deg_y(\delta(f)) \leq \deg_y(f)
\]

for all \( f \in C[x, y] \). This is true for example for differential operators with the derivation \( \delta = \frac{d}{dx} \) and for difference operators with the shift \( \sigma(x) = x + 1 \).

The order of an element \( L \in R[\sigma] \) is defined as \( \deg_p(L) \). The height of an element \( p \in C[x, y] \) is defined as \( \deg_y(p) \), and \( \deg_x(p) \) is called its degree. The height/degree of a rational function \( p/q \) is defined as \( \deg(p) - \deg(q) \) for \( \deg = \deg_y \) and \( \deg = \deg_x \), respectively. If \( \sigma = \text{id} \) and \( \sigma = \frac{d}{dx} \), we write \( D_x \) instead of \( \sigma, \) and if \( \sigma(x) = x + 1 \) and \( \delta = 0 \), we write \( S_y \) instead of \( \delta \).

Elements of an Ore algebra \( R[\sigma] \) can be interpreted as operators. A function space \( F \) for \( R[\sigma] \) is defined as a left \( R[\sigma] \)-module. For a fixed \( f \in F \), the set of all \( L \in R[\sigma] \) with \( L \cdot f = 0 \) forms a left ideal of \( R[\sigma] \), called the annihilator of \( f \). As we will only consider left ideals in this paper, we will drop the attribute ‘left’ from now on. If \( R \) is a field, then \( R[\sigma] \) is a left-Euclidean domain, so every ideal is generated by a single element. In this case, any nonzero ideal element of minimal order can serve as a generator. We call such elements minimal. They are pairwise associate, i.e., any two minimal elements of an ideal are left-\( R \)-multiples of each other.

3 COMMON LEFT MULTIPLES

A common left multiple of some operators \( L_1, \ldots, L_n \in R[\sigma] \) is an operator \( L \in R[\sigma] \) such that there exist operators \( M_1, \ldots, M_n \in R[\sigma] \) with \( L = M_1L_1 + \cdots + M_nL_n \). If \( L_1, \ldots, L_n \) are annihilating operators of certain functions \( f_1, \ldots, f_n \), then \( L \) is an annihilator for every \( C \)-linear combination \( a_1f_1 + \cdots + a_nf_n \) of these functions. Bounds on orders and degrees of common left multiples were given in [2]. An order-degree curve for this case has appeared in [7]. Continuing the discussion in Section 2.2 of [7], we provide an order-degree-height surface describing the shapes of common left multiples of \( L_1, \ldots, L_n \).

\[ \text{Theorem 1. Let } L_1, \ldots, L_n \in C[x, y][\sigma] \text{ and let } r_L = \deg_x(L_\ell), \quad d_L = \deg_y(L_\ell), \quad h_L = \deg_y(L_\ell) \text{ for } \ell = 1, \ldots, n. \text{ Let } r, d, h \in \mathbb{N} \text{ be such that} \]

\[
(r+1)(d+1)(h+1) = \sum_{\ell=1}^n r_\ell d_\ell + (h+1) \sum_{\ell=1}^n r_\ell d_\ell \quad \text{and} \quad (r+1)(h+1) \sum_{\ell=1}^n d_\ell + (d+1) \sum_{\ell=1}^n r_\ell h_\ell \quad \text{and} \quad (d+1)(h+1) \sum_{\ell=1}^n r_\ell + (r+1) \sum_{\ell=1}^n d_\ell h_\ell - \sum_{\ell=1}^n r_\ell d_\ell h_\ell > 0.
\]

Then there exists a common left multiple of \( L_1, \ldots, L_n \in C[x, y][\sigma] \) of order at most \( r \), degree at most \( d \), and height at most \( h \).

\[ \text{Proof. Make an ansatz for } n \text{ operators} \]

\[ M_\ell = \sum_{i=0}^{r_\ell} \sum_{j=0}^{d_\ell} \sum_{k=0}^{h_\ell} m_{i,j,k} x^i y^j z^k \]

with undetermined coefficients \( m_{i,j,k} \ell \) and equate the coefficients of \( M_\ell L_\ell \) for \( \ell = 1, \ldots, n \) to each other in order to obtain a common left multiple of the desired shape. This leads to

\[ \sum_{i=0}^{r} \sum_{j=0}^{d} \sum_{k=0}^{h} (n-1)(r+1)(d+1)(h+1) \text{ equations. If } r, d, h \text{ are as in the statement of the theorem, the linear system has more variables than equations and therefore a nonzero solution.} \]

In the proof of the theorem, not only the input and output operators are restricted to \( C[x, y][\sigma] \), but also the multipliers \( M_1, \ldots, M_n \). In general, allowing the \( M_1, \ldots, M_n \) to be in \( C(x, y)[\sigma] \) can lead to common multiples of lower degree or height.

\[ \text{Example 2. We consider two randomly chosen operators } L_1, L_2 \in \mathbb{Q}[x, y][D_x] \text{ with } \deg_{D_x}(L_1) = 2, \quad \deg_{D_x}(L_2) = 1, \quad \deg_x(L_1) = 1, \quad \deg_x(L_2) = 2, \quad \deg_y(L_1) = 1, \quad \deg_y(L_2) = 1. \text{ In the following table,} \]

| \( r \) | \( d \) | \( h \) |
|------|------|------|
| 2    | 2    | 1    |
| 2    | 1    | 2    |
| 1    | 2    | 2    |
we compare the actual sizes of common left multiples of $L_1, L_2$ with the sizes predicted by Thm. 1. A table entry $u|v$ in column $r$ and row $d$ means that Thm. 1 predicts a common multiple of order $r$, degree $d$ and any height $h \geq u$, and for the specific operators $L_1, L_2$ we found a common multiple of order $r$, degree $d$, and height $h = v$. The common multiples were computed in $C(x, y)[D_1]$. A dot means that no operator of the respective order and degree was found or predicted.

In this experiment, Thm. 1 predicts orders and degrees correctly but the bound on the height overshoots. At the same time, it does at least qualitatively reflect the effect that increasing both $r$ and $d$ makes it possible to decrease $h$. We have repeated the experiment with operators $L_1, L_2$ of some other shapes and always found a similar conclusion.

Note that in this particular example, Thm. 1 also rightly predicts the symmetry w.r.t. $r$ and $d$.

| $d$ | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |
|-----|----|----|----|----|----|----|----|----|----|----|----|
|     | ⊥  | ⊥  | ⊥  | ⊥  | ⊥  | ⊥  | ⊥  | ⊥  | ⊥  | ⊥  | 15 |
|     | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 |

4 CREATIVE TELESCOPING

In this section, we consider bivariate proper hypergeometric terms and aim at describing the relationships between orders, degrees and heights for their telescopes. Bounds on these three quantities have been given in [4, 8, 10]. An order-degree curve for this case was also provided in [4]. We will closely follow the discussion in [4] and further extend the curve to an order-degree-height surface.

In this respect, we need to generalize all related notions introduced previously to the bivariate case. Let $k$ be a new variable distinct from the two variables $x, y$ and let $C(x, y, k)$ be the field of rational functions in $x, y, k$. Let $S_k$ and $S_k'$ denote the difference operators on $C(x, y, k)$ defined by

$$S_k(f(x, y, k)) = f(x + 1, y, k) \quad \text{and} \quad S_k'(f(x, y, k)) = f(x, y + 1, k)$$

for any rational function $f \in C(x, y, k)$. Clearly, $S_k$ and $S_k'$ commute with each other and leave elements in $C(x, y)$ fixed.

We will be considering some extension field $E$ of $C(x, y, k)$ on which difference operators $S_k$ and $S_k'$ can be naturally extended. A hypergeometric term with respect to $x, y, k$ is a nonzero element $H$ of such an extension field $E$ with $S_k(H)/H \in C(x, y, k)$ and $S_k(H)/H \in C(x, y, k)$. We are particularly interested in proper hypergeometric terms, that is, hypergeometric terms which can be rewritten in the following form

$$H = p\alpha^k b^k \prod_{m=1}^{M} \Gamma(u_m + a_m^\alpha k + a_m^\beta \cdot b_m k + b_m^\gamma) \Gamma(\alpha^m u_m + a_m^\alpha k + a_m^\beta k + b_m^\gamma)$$

where $p \in C[x, y, k] \setminus \{0\}$, $\alpha, \beta \in C[y] \setminus \{0\}$, $M \in \mathbb{N}$, $a_m, a_m^\alpha, b_m, b_m^\gamma, u_m, v_m, \alpha_m^\beta, b_m^\gamma, u_m, v_m \in C[x, y]$. Let $H$ be a proper hypergeometric term of the form (1). The method of creative telescoping consists in finding polynomials $c_0, c_1, \ldots, c_r \in C[x, y, k]$, not all zero, and a rational function $g \in C(x, y, k)$ such that

$$c_0 H + c_1 S_k(H) + \cdots + c_r S_k^r(H) = S_k(gH) - gH.$$
We can write
\[
\frac{S_k(L(H))}{L(H)} = \frac{S_k(P)}{P} \frac{Q}{S_k(R)},
\]
where
\[
P = \sum_{i=0}^{r} c_i x_i S_k^i(p) \prod_{m=1}^{M} P_{i,m},
\]
\[
Q = \beta \prod_{m=1}^{M} A_m^r (V_m + ru_m - \nu_m^r)^{\nu_m^r},
\]
\[
R = \prod_{m=1}^{M} (U_m + ru_m - \nu_m^r)^{\nu_m^r} B_m^{\nu_m^r}.
\]
A remarkable feature of this decomposition is that the undetermined coefficients \(c_0, \ldots, c_r\) only appear linearly in the polynomial \(P\) and yet do not appear at all in the polynomials \(Q, R\). Depending on the actual values of the parameters appearing in \(H\), the decomposition (2) may or may not satisfy the condition \(\gcd(Q, S_k^i(R)) = 1\) for all \(i \in \mathbb{N}\), and thus the corresponding equation
\[
P = Q S_k(Y) - R Y
\]
is not necessarily the true Gosper equation. However, even in this case, it only means that some solutions may be overlooked, and any nontrivial solution \(Y \in C[x, y, k]\) to this equation will still give rise to a correct telescope for \(H\) and a certificate. Since our main interest lies in bounding the size of telescopes, it is sufficient to investigate under which circumstances the equation (6) with the above choices of \(P, Q, R\) has a solution.

We proceed by performing a coefficient comparison between both sides of (6) with respect to powers of \(x, y\), and \(k\), rather than merely with respect to powers of \(k\) as in [10] or powers of \(x, k\) as in [4], yielding a linear system over \(C\). In order to better express the number of variables and equations in this system, we make the following notational convention.

**CONVENTION 4.** With Convention 3, let
\[
\deg_x(p) = \deg_x(x), \quad \deg_y(p) = \deg_y(y), \quad \deg_k(p) = \deg_k(p),
\]
\[
\mu = \max \left\{ \sum_{m=1}^{M} (u_m + b_m), \sum_{m=1}^{M} (u_m + v_m) \right\},
\]
\[
v = \max \left\{ \sum_{m=1}^{M} (a_m^r + c_m^r), \sum_{m=1}^{M} (u_m^r + b_m^r) \right\},
\]
\[
\xi = \max \left\{ \deg_y(c) + \sum_{m=1}^{M} (a_m \deg_y(A_m) + b_m \deg_y(B_m)), \right\}
\]
\[
\sum_{m=1}^{M} (u_m \deg_y(U_m) + v_m \deg_y(V_m)),
\]
\[
\eta = \max \left\{ \deg_y(b) + \sum_{m=1}^{M} (a_m^r \deg_y(A_m) + c_m^r \deg_y(V_m)), \right\}
\]
\[
\sum_{m=1}^{M} (u_m^r \deg_y(U_m) + b_m^r \deg_y(B_m)),
\]
Note that these parameters are all nonnegative integers which only depend on \(H\) but not on \(r, d\) or \(h\).

**LEMMA 5.** With Convention 4, let \(d \in \mathbb{N}\) and \(h \in \mathbb{N}\) be such that \(d + \deg_x(p) + \deg_y(p) + \deg_k(p)\) is a nontrivial solution \(Y \in C[x, y, k]\) to the equation (6) with the above choices of \(P, Q, R\) has a solution. Then
\[
\deg_x(Y) \leq \deg_x(P) - \nu, \quad \deg_y(Y) \leq \deg_y(P) - \eta, \quad \text{and} \quad \deg_k(Y) \leq \deg_k(P) - \eta.
\]

**PROOF.** Observe that
\[
\deg_x(c_i) \leq \nu, \quad \deg_y(c_i) \leq \eta, \quad \deg_k(c_i) = 0,
\]
\[
\deg_x(P_{i,m}) \leq \deg_y(P_{i,m}) \leq \deg_y(P_{i,m}) \leq \deg_y(U_m) + \deg_y(V_m) + \deg_k(U_m) + \deg_k(V_m),
\]
\[
\deg_k(P_{i,m}) \leq \deg_k(P_{i,m}) \leq \deg_k(U_m) + \deg_k(V_m) + \deg_k(U_m) + \deg_k(V_m),
\]
for all \(i = 0, \ldots, r\) and \(m = 1, \ldots, M\). The lemma follows from (3).

As suggested in [4], the degrees of \(Y\) in \(x, y, k\) will be chosen in such a way that \(Q S_k(Y) - R Y\) only contains monomials which are expected to occur in \(P\), so that no additional equations will appear.

**LEMMA 6.** With Convention 4, assume that \(Y \in C[x, y, k]\) satisfies
\[
\deg_x(Y) \leq \deg_x(P) - \nu, \quad \deg_y(Y) \leq \deg_y(P) - \eta, \quad \text{and} \quad \deg_k(Y) \leq \deg_k(P) - \eta.
\]

Then the number of nonzero monomials in terms of \(x, y, k\) appearing in \(P - (Q S_k(Y) - R Y)\) is bounded by the integer defined in (7).

**PROOF.** It follows from (4) and (5) that
\[
\max\{\deg_x(Q), \deg_y(R)\} = \max\{\deg_x(Q), \deg_y(R)\} = \nu,
\]
and \(\max\{\deg_y(Q), \deg_y(R)\} = \eta\). Thus the degrees of \(P - (Q S_k(Y) - R Y)\) in \(x, y, k\) are bounded above by those of \(P\), yielding the assertion by Lemma 5.

Now we are ready to present the main result of this subsection, which can be viewed as a natural generalization of the order-degree curve from [4, Theorem 5].

**THEOREM 7.** With Convention 4, let \(r, d, h \in \mathbb{N}\) be such that \(d + \deg_x(p) + \deg_y(p) + \deg_k(p) \geq 0\), \(h + \deg_x(p) + \deg_k(p) \geq 0\), \(h + \deg_y(p) + \deg_k(p) \geq 0\), and
\[
(r + 1)(d + 1)(h + 1) - (d + 1 + \deg_x(p) + \deg_y(p) + \deg_k(p) + 1)\eta - (d + 2 + \deg_x(p) + \deg_k(p) + 2r + \deg_y(p) + \deg_k(p) + 1)\nu > 0.
\]
Then there exists a telescope for \(H\) of order at most \(r\), degree at most \(d\) and height at most \(h\).

**PROOF.** In order to prove the theorem, it is sufficient to show that, for the given triple \((r, d, h)\) in the assumption, the corresponding equation \(P = Q S_k(Y) - R Y\) has a nontrivial solution \(Y \in C[x, y, k]\). Lemma 6, along with Lemma 5, suggests the ansatz
\[
Y = \sum_{i=0}^{d+\deg_x(p)-\nu} \sum_{j=0}^{h+\deg_y(p)-\eta} \sum_{k=0}^{\deg_k(p)-\eta} y_{i,j,k} x^i y^j k^k,
\]
with undetermined coefficients $y_{i,j,t}$. Together with the unknown coefficients over $C$ of the $c_i$ in $P$ given by (3), we obtain from the equation (6) a linear system over $C$ with

$$(r + 1)(d + 1)(h + 1) + (d + \delta_1 + \eta + 1)(h + \delta_2 + \xi + 1)(\delta_3 + \eta + 1)$$

variables and, by Lemma 6, at most

$$(d + \delta_1 + \eta + 1)(h + \delta_2 + \xi + 1)(\delta_3 + \eta + 1)$$

equations. By adding and removing $\eta$ in the second parenthesis of the number of equations, along with a direct calculation, one readily sees that the linear system for $r, d, h$ satisfying the given constraints has more variables than equations, ensuring the existence of such a nontrivial solution. The assertion follows.

**Example 8.** For the hypergeometric term $H = k \Gamma(x+k+y^2)/\Gamma(x-k+y)$, the following table contains the predicted and actual heights of telescopes for various orders and degrees. An entry $\mathcal{V}$ in cell $(r, d)$ means that Thm. 7 predicts the existence of a telescope of order $r$, degree $d$ and height $h \geq u$, and that there actually exists a telescope of order $r$, degree $d$ and height $h = v$. A dot indicates that no operator with the corresponding order and degree exists or is predicted.

| $d$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $r$ |
|-----|---|---|---|---|---|---|---|---|---|---|----|
| 10  |   |   |   |   |   | 12|   |   |   |   |    |
| 9   |   |   |   |   |   |   |   |   |   |   |    |
| 8   |   |   |   |   |   |   |   |   |   |   |    |
| 7   |   |   |   |   |   |   |   |   |   |   |    |
| 6   |   |   |   |   |   |   |   |   |   |   |    |
| 5   |   |   |   |   |   |   |   |   |   |   |    |
| 4   |   |   |   |   |   |   |   |   |   |   |    |
| 3   |   |   |   |   |   |   |   |   |   |   |    |
| 2   |   |   |   |   |   |   |   |   |   |   |    |
| 1   |   |   |   |   |   |   |   |   |   |   |    |

Thm. 7 inherits from the order-degree curve of [4] that it correctly predicts the orders but overshoots its degrees. For example, with $r = 2$, the theorem predicts a telescope of order 2 and degree $d$ whenever $d \geq 8$, and yet we actually found telescopes of order 2 and degree 5, 6 or 7 by direct calculation. Also the predicted heights overshoot, but note that the bound still supports trading order and degree against height, e.g., the height predicted for $(r, d) = (4, 6)$ is lower than that for $(r, d) = (4, 5)$ and $(r, d) = (3, 6)$. Note also that the predicted heights are not weakly decreasing for fixed $d$ and growing $r$, as they should (leftmost violations are highlighted in bold). This is a weakness of Thm. 7 caused by the quadratic term in $r$ appearing in the inequality.

### 4.2 The rational case

In this subsection, we deal with the remaining case where the given proper hypergeometric term $H$ of the form (1) can be further written as $H = f H_0$ for $f \in C(x,y,k)$ and a proper hypergeometric term $H_0$ with $S_k(H_0)/H_0 = a/b$. Along similar lines as the proof of [4, Lemma 9], one can show that whenever $f$ admits a telescope of order $r$, degree $d$ and height $h$, there always exists a telescope for $H$ of order $r$, degree at most $d + r \max\{\deg_x(a), \deg_y(b)\}$ and height at most $h + r \max\{\deg_x(a), \deg_y(b)\}$. Based on this transformation, we may assume without loss of generality that $H_0 = 1$. In other words, we assume that $H$ is a proper hypergeometric term of the form (1) and, at the same time, is a rational function in $C(x,y,k)$, which is equivalent to saying that $H$ is a rational function whose denominator factors into integer-linear factors. Following [4, §4], we employ the direct algorithm of Le [9], instead of Zeilberger’s algorithm, for analyzing sizes of telescopes in the rational case so as to obtain a much sharper bound.

Let $H$ be a rational proper hypergeometric term. The algorithm of Le [9] first decomposes $H$ as

$$H = \mathcal{S}_k(g) - \mathcal{g} + \frac{1}{i} \sum_{r=1}^{s} \mathcal{V}_i \left( \frac{1}{a_i x + a_i k + a_i^r} \right).$$

where $g \in C(x,y,k)$, $u \in C[x,y]$, $V_i \in C[x,y][S_k]$, $a_i, a_i', e_i \in Z$, $a_i' \in C[y]$ with $a_i' > 0$, $e_i > 0$, $\gcd(a_i, a_i') = 1$ for all $i$, and

$$a_i' = a_i + (a_i' - a_i') x + (a_i' - a_i') y \in Z$$

for all $i \neq j$ with $e_i = e_j$. Then $V_i = \mathcal{V}_i$ and $\mathcal{S}_k = 1$ by direct calculation. Also the predicted heights overshoot, but note that the main computational work happens in the last two steps. It is sensible to assume in the following degree analysis that we already know the decomposition (8) and to express the bounds in terms of quantities from the last term in (8), rather than from $H$.

**Theorem 9.** Let $H$ be a rational proper hypergeometric term admitting the decomposition (8). For $i = 1, \ldots, s$, assume that $V_i$ has degree $\delta_i$ and height $\tau_i$. Let $r, d, h \in \mathbb{N}$ be such that $d \geq \deg_x(u)$, $h \geq \deg_y(u)$, and

$$r + 1 + \deg_x(u) + \deg_y(u) - \sum_{i=1}^{s} a_i' \delta_i \tau_i$$

Then there exists a telescope $L$ for $H$ of order at most $r$, degree at most $d$ and height at most $h$.

**Proof.** According to the algorithm of Le [9], it suffices to find some $L \in C[x,y][S_k]$ and $R_i \in C[x,y][S_k]$ with the property that $L \mathcal{S}_k V_i = R_i (S_k^{\delta_i} - 1)$ for all $i = 1, \ldots, s$. Let $\rho_i$ be the order of $V_i$ for $i = 1, \ldots, s$ and make an ansatz

$$L = \tilde{L} \mathcal{V}_i$$

Then $L$ has order $r$, degree $d$, height $h$, and $L \mathcal{S}_k \mathcal{V}_i = \tilde{L} \mathcal{V}_i$ for $i = 1, \ldots, s$. It thus amounts to constructing operators $R_i \in C[x,y][S_k]$ such that $\tilde{L} \mathcal{V}_i = R_i (S_k^{\delta_i} - 1)$. Note that $\tilde{L} \mathcal{V}_i$ has order $r + \rho_i$, degree
$d - \deg_x(u) + \delta_t$ and height $h - \deg_y(u) + \tau_t$. Also note that $S_x - 1$ has order $a'_t$, degree $0$ and height $0$. So we consider ansatzes for the $R_t$ of order $r + \rho_t - a'_t$, degree $d - \deg_x(u) + \delta_t$ and height $h - \deg_y(u) + \tau_t$, respectively.

Comparing coefficients with respect to $x, y$ and $S_x$ in all the required identities $L V_i = R_t(S_x^{i_t} - 1)$ leads to a linear system with

$$(r + 1)(d - \deg_x(u) + 1)(h - \deg_y(u) + 1)$$

and

$$\sum_{i=1}^{s} (r + \rho_t - a'_t)(d - \deg_x(u) + \delta_t + 1)(h - \deg_y(u) + \tau_t + 1)$$

equations. Since $r, d, h$ satisfy the inequality given in the theorem, the number of variables exceeds the number of equations, and thus the resulting linear system has a nontrivial solution.

**Example 10.** For the rational function

$$H = \frac{1}{x+y} ( ((y + 1)^3 + 1) S_x - (x + y + y^3))(\frac{1}{x + 3k + y}),$$

the heights of telescopes predicted by Thm. 9 and the heights of telescopes actually observed are as follows.

| $r$ | $d$ | $S_x$ | $S_y$ | $S_t$ | $S_u$ | $S_v$ | $S_w$ | $S_w$ |
|-----|-----|-------|-------|-------|-------|-------|-------|-------|
| 7   | 4   | 19    | 7     | 5     | 3     | 1     | 3     | 2     |
| 6   | 4   | 22    | 8     | 4     | 5     | 3     | 1     | 2     |
| 5   | 4   | 28    | 8     | 4     | 5     | 3     | 1     | 2     |
| 4   | 4   | 46    | 10    | 4     | 6     | 3     | 1     | 2     |
| 3   | 4   | 13    | 4     | 7     | 3     | 5     | 1     | 4     |
| 2   | 4   | 28    | 4     | 10    | 3     | 6     | 1     | 4     |
| 1   | 4   | 19    | 1     | 10    | 1     | 7     | 1     | 4     |
| 0   | 4   | 0     | 0     | 0     | 0     | 0     | 0     | 0     |

Thm. 9 predicts orders and degrees correctly but the bound on the height overshoots. At least in this example, while the prediction supports trading order and degree against height, the actual operators seem to only allow for trading order against height. This might be a general phenomenon when $s = 1$.

5 CONTRACTION IDEALS

In [3], it has been shown that order-degree curves are caused by so-called removable singularities. This analysis is more general than the results obtained in the previous sections in so far as it is not limited to operators obtained by a certain operation, e.g., creative telescoping, but applies to any operator ideal. At the same time, the “general” result below does not include the results stated above as special cases, because it depends on different assumptions on what is known about the operators at hand.

In the present section, we make an attempt at extending the analysis of [3] to order-degree-height surfaces. Although there is some theory about the removability of singularities in Ore algebras of the form $C[x, y][d]$ [6, 13, 14], we will formulate our result in slightly different terms. For an operator $L \in C[x, y][d]$, let $(L)$ denote the ideal it generates in $C[x, y][d]$. Then $\text{Con}(L) := (L) \cap C[x, y][d]$ is an ideal of $C[x, y][d]$, called the contraction ideal of $(L)$. We assume that some elements of the contraction ideal $\text{Con}(L)$ are given and study how they give rise to order-degree-height surfaces about the elements of $\text{Con}(L)$.

The construction proposed in [3] can be summarized as follows. Suppose we know two operators $L \in C[x,y][a]$ and $L_1 \in \text{Con}(L)$. The goal is an estimate relating the orders $r$ and the degrees of the elements of $\text{Con}(L)$. Suppose that $\deg_x(L_1) > \deg_x(L)$ and let $p \in C[x] \text{ and } P \in C[x,y][a]$ be such that $pl_1 = Pl$. Suppose further that $\deg_x(p) > \deg_x(\text{lc}_a(P))$. In order to search for elements of $\text{Con}(L)$ of order $r$ and degree $d$, make an ansatz $(Q_0 + Q_1 \frac{P}{L})$ with some operators $Q_0, Q_1 \in C[x,y][a]$ with

$$\deg_x(Q_0) \leq r - \deg_x(L),$$

$$\deg_x(Q_0) \leq \deg_x(L) - 1,$$

$$\deg_x(Q_1) \leq r - \deg_x(L),$$

$$\deg_x(Q_1) \leq \deg_x(L) - 1.$$  

Then $\deg_x(Q_0 + Q_1 \frac{P}{L}) \leq \deg_x(L) - 1$, so if we equate the coefficients of all terms of degree $d - \deg_x(L)$ to zero, we obtain

$$(r - \deg_x(L) + 1)(\deg_x(P) - 1 - d + \deg_x(L))$$

linear constraints on the

$$(r - \deg_x(L) + 1) \deg_x(P) + (r - \deg_x(L) + 1)(d - \deg_x(\text{lc}_a(P)))$$

undetermined coefficients of $Q_0$ and $Q_1$. The linear system is underdetermined if $r \geq \deg_x(L)$ and

$$d \geq \deg_x(L) - \left(1 - \frac{\deg_x(L)}{r + 1 - \deg_x(L)}\right)(\deg_x(P) - \deg_x(\text{lc}_a(P))).$$

This matches the formula in Thm. 9 of [3] for the case $m = 1$. Observe that every nonzero solution of the linear system gives rise to a nonzero operator $Q_0 + Q_1 \frac{P}{L}$, because the degree restrictions imposed in the ansatz imply that the leading coefficient of $Q_1 \frac{P}{L}$ is a proper rational function while $Q_0$ has only polynomial coefficients, and then $Q_0 + Q_1 \frac{P}{L} = 0 \Rightarrow Q_0 = Q_1 = 0$.

For order-degree curves, the argument just sketched generalizes to the case where for the given $L \in C[x,y][a]$ we know several operators $L_1, \ldots, L_m \in \text{Con}(L)$. However, the general proof given in [3] makes use of the fact that $C[x]$ is a Euclidean domain. If we turn to operators in $C[x,y][d]$, we are faced with the problem that $C[x,y]$ is not a Euclidean domain. This makes it less clear how the ansatz must be shaped in order to ensure that a nonzero solution of the linear system translates into a nonzero ideal element. Indeed, it seems impossible to formulate a general ansatz whose shape only depends on the orders, degrees, and heights of the operators involved. Instead, we must also take into account how many syzygies there are between the leading coefficients of the operators. This quantity, for which we introduce the following notation, will appear in our order-degree-height surface formula.

**Definition 11.** For polynomials $u_1, \ldots, u_m \in C[x,y]$, let

$$\text{Syz}(u_1, \ldots, u_m) := \{ (q_1, \ldots, q_m) \in C[x,y]^m \mid q_1 u_1 + \ldots + q_m u_m = 0 \}$$

denote their syzygy module. Let $p_1, \ldots, p_m \in C[x,y] \setminus \{0\}$ and $P_1, \ldots, P_m \in C[x,y][d] \setminus \{0\}$. Suppose that $\deg_x(P_i) \leq \ldots \leq \deg_x(P_m)$. For $n \in \mathbb{N}$, let $m_n \in \{1, \ldots, m\}$ be maximal such that
Let the numbers \( x, y \) and define
\[
\deg_x q_\ell \leq \deg_x p_\ell - \deg_x \lambda(\ell) \quad \text{and} \quad 
\deg_y q_\ell \leq \deg_y p_\ell - \deg_y \lambda(\ell) \quad \text{for all } \ell.
\]
We define \( c_n := \text{dim}_C V_n \).

By the following lemma, the sequence \( c_0, c_1, \ldots \) stabilizes at \( n = \max_{\ell=1}^m \deg_x(P_\ell) \). In particular, for every operator \( L \) and every choice \( P_1, \ldots, P_m \) as in Def. 11, there is a constant \( c \) such that
\[
\sum_{n=0}^{r-\deg_x(L)} c_n \leq (r - \deg_x(L) + 1)c.
\]

**Lemma 12.** Let \( P_1, \ldots, P_m \) and \( P_1, \ldots, P_m \) be as in Def. 11. If \( n \in \mathbb{N} \) is such that \( m_n = m_{n+1} \), then \( c_n = c_{n+1} \).

**Proof.** Since \( \sigma \) is an automorphism, we have
\[
(q_1, \ldots, q_m) \in \text{Syz}(u_1, \ldots, u_m)
\]
and
\[
(\sigma(q_1), \ldots, \sigma(q_m)) \in \text{Syz}(\sigma(u_1), \ldots, \sigma(u_m))
\]
for all \( q_1, \ldots, q_m \). Since \( \sigma \) is also assumed to preserve degrees, \( \deg(q_\ell) = \deg(q_\ell) \Rightarrow \deg(\sigma(q_\ell)) \leq \deg(p_\ell - \deg_x \lambda(\ell)(P_\ell)) \) for all \( \ell \) and every choice of \( q_\ell \), both for \( \deg = \deg_x \) and \( \deg = \deg_y \). Together with the assumption \( m_n = m_{n+1} \), it follows that
\[
\text{dim}_C V_n = \text{dim}_C V_{n+1}.
\]

**Theorem 13.** Let \( L \in C[x, y][\partial] \) and let \( L_1, \ldots, L_m \in \text{Con}(L) \subseteq C[x, y][\partial] \). For all \( \ell = 1, \ldots, m \), let \( p_\ell \in C[x, y] \setminus \{0\} \) and \( \mu_\ell \in C[x, y][\partial] \) be such that \( p_\ell L_\ell = L \), the \( p_\ell \) are pairwise coprime, \( \deg_x P_\ell > \deg_x \lambda(\ell) \) and \( \deg_y p_\ell > \deg_y \lambda(\ell) \). Define \( \lambda_{x, \ell} \) and \( \lambda_{y, \ell} \) by
\[
\lambda_{x, \ell} := \deg_x p_\ell - \deg_x \lambda(\ell),
\]
\[
\lambda_{y, \ell} := \deg_y p_\ell - \deg_y \lambda(\ell)
\]
for all \( \ell \), and let
\[
\eta_x = \max_{\ell=1}^m (\deg_x P_\ell - \deg_x \lambda(\ell)), \quad \mu_x = \sum_{\ell=1}^m \deg_x(p_\ell),
\]
\[
\eta_y = \max_{\ell=1}^m (\deg_y P_\ell - \deg_y \lambda(\ell)), \quad \mu_y = \sum_{\ell=1}^m \deg_y(p_\ell),
\]
\[
\xi_x = \sum_{\ell=1}^m ((\deg_x(L_\ell)-1) \deg_x(P_\ell)), \quad \xi_y = \sum_{\ell=1}^m ((\deg_y(L_\ell)-1) \deg_y(P_\ell)).
\]
Let the numbers \( c_0, c_1, \ldots \) be as in Def. 11.

Let \( r, d, h \in \mathbb{N} \) be such that \( r \geq \deg_x(L), \deg_x(L_1), \ldots, \deg_x(L_m) \) and
\[
(r - \deg_x(L) + 1)(\eta_x \eta_y + \sum_{\ell=1}^m \lambda_{x, \ell} \lambda_{y, \ell})
\]
\[
- (\eta_x + r \mu_x - \xi_x)(\eta_y + r \mu_y - \xi_y)
\]
\[
+ (d - \deg_x(L) + 1 + r \mu_x - \xi_x)(h - \deg_y(L) + 1 + r \mu_y - \xi_y)
\]
\[
> \sum_{\ell=1}^m \deg_x(P_\ell) \lambda_{x, \ell} \lambda_{y, \ell} + \sum_{n=0}^{r-\deg_x(L)} c_n,
\]
where \( \eta_x = \max(\eta_x, d - \deg_x(L) + 1) \) and \( \eta_y = \max(\eta_y, h - \deg_y(L) + 1) \). Then there exists a \( Q \in C(x, y)[\partial] \) such that \( QL \in C[x, y][\partial] \) and \( QL = 0 \) and \( \deg_y(QL) \leq r \) and \( \deg_x(QL) \leq d \) and \( \deg_y(QL) \leq h \).

**Proof.** For \( r, d, h \in \mathbb{N} \) as in the theorem, consider an ansatz
\[
Q := Q_0 + Q_1 \frac{1}{p_1} P_1 + \cdots + Q_m \frac{1}{p_m} P_m
\]
for a left-multiplier \( Q \) for \( L \). Note that for every choice \( Q_0, \ldots, Q_m \in C[x, y][\partial] \) we have \( QL \in C[x, y][\partial] \). Setting \( p_0 = 1 \) and \( p_0 = 1 \), we can write \( Q = \sum_{i=0}^m Q_i \frac{1}{p_i} P_i \). For \( \ell = 0 \), we choose the degree bounds \( \deg_x(Q_0) \leq \deg_x(Q_0) + \deg_x(L(0)) = \lambda_{x, 0} \) and \( \deg_y(Q_0) \leq \deg_y(Q_0) + \deg_y(L(0)) = \lambda_{y, 0} \), and for \( \ell = 0 \), we choose the degree bounds \( \deg_x(Q_0) \leq \deg_x(Q_0) + \deg_x(L(0)) = \eta_x \). We also impose the bounds \( \deg_y(Q_0) \leq \eta_y \) for all \( \ell \). Then we have \( \deg_y(QL) \leq r \) as well as \( \deg_x(QL) \leq \eta_x \) and \( \deg_y(QL) \leq \eta_y \). In order to ensure the desired shape of \( QL \), we equate undesired coefficients of \( Q \) to zero. Because \( \deg_x(QL) = \deg_x(Q) + \deg_x(L) \) and \( \deg_y(QL) = \deg_y(Q) + \deg_y(L) \), we want \( Q \) to be a zero-degree \( \deg_x(QL) \leq d - \deg_x(L) \) and \( \deg_y(QL) \leq h - \deg_y(L) \). Undesired coefficients are those which violate these degree conditions. Taking into account that the coefficients of \( Q \) are rational functions whose common denominator divides the polynomial
\[
\prod_{\ell=1}^m \prod_{i=0}^\infty \deg_x(Q_\ell) \sigma^i(p_\ell),
\]
which has \( x \)-degree at most \( \mu_x - \xi_x \) and \( y \)-degree at most \( \mu_y - \xi_y \), we get
\[
\frac{(r - \deg_x(L) + 1)(\eta_x + r \mu_x - \xi_x)(\eta_y + r \mu_y - \xi_y)}{\text{number of } x \text{-degree monomials in } Q}
\]
\[
= (d - \deg_x(L) + 1 + r \mu_x - \xi_x)(h - \deg_y(L) + 1 + r \mu_y - \xi_y)
\]
\[
\frac{\text{number of } x \text{-degree monomials in } Q}{\text{number of } y \text{-degree monomials that are allowed to stay}}
\]
equations. The number of unknowns in the ansatz is
\[
\sum_{\ell=1}^m ((\deg_x(L_\ell)-1) \deg_x(P_\ell)),
\]
\[
\sum_{\ell=1}^m \sum_{i=1}^{\infty} \lambda_{x, \ell} \lambda_{y, \ell}.
\]
If the number of variables exceeds the number of equations, the linear system will have nonzero solutions. However, a nonzero solution \( (Q_0, \ldots, Q_m) \) need not translate into a nonzero multiplier \( Q \in \sum_{i=0}^m Q_i \frac{1}{p_i} P_i \). There is a danger of cancelations. By the restrictions on the degrees, no cancellation can happen between \( Q_0 \) and \( \sum_{i=1}^m Q_i \frac{1}{p_i} P_i \), because \( Q_0 \) has only polynomial coefficients while \( \sum_{i=1}^m Q_i \frac{1}{p_i} P_i \) is either zero or the leading coefficient is a proper rational function. It remains to avoid that \( \sum_{i=1}^m Q_i \frac{1}{p_i} P_i \) is identically zero. If it is identically zero, there must in particular be a cancelation among the leading terms. Let \( n \) be maximal such that at least one of \( [\partial^n]Q_i \frac{1}{p_i} P_i \) is nonzero, where we write \( [\partial^n]X \) for the coefficient of \( \partial^n \) in \( X \in C[x, y][\partial] \). Then
\[
([\partial^n-\deg_x(P_\ell)]Q_1, \ldots, [\partial^n-\deg_x(P_\ell)]Q_m)
\]
belongs to the vector space $V_{n}$ of Def. 11 (coordinates $\xi$ with $n < \deg_{\xi}(P)$ are meant to be omitted). For each $n$ there can be at most $c_{n}$ many linearly independent solutions for which a cancellation happens. Therefore, if the number of variables exceeds the number of equations by more than $\max_{n=0}^{r-\deg_{\xi}(L)} c_{n}$, there must be at least one solution that does not completely cancel. Since this is the case if $r, d, h$ are chosen as specified in the theorem, we are done. ■

**Example 14.** Let $L \in C[\{x, y\}][S_{x}]$ be the minimal telescoper of the hypergeometric term $H = k(\Gamma(x + k + y) / \Gamma(x - k + y)$ already considered in Example 8. It has order 2, degree 5, and height 9, and we have

$$\text{l}c_{\xi}(L) = (2x + y^{2} + y)(x^{2} + x^{2} + xy + y^{3} - 1).$$

There is an $L_{1}$ of $\text{Con}(L)$ of order 3, degree 8, height 8 and with

$$\text{l}c_{\xi}(L_{1}) = 6x^{2} + 6xy^{2} + 6xy + 6x + y^{4} + 4y^{3} + 4y^{2} + 3y.$$

**Applying Thm. 13 to $L$ and $L_{1}$ gives the following height predictions for elements of $\text{Con}(L)$ of various orders $r$ and degrees $d$ (in comparison to the actual smallest heights for elements of the respective shape):**

| $r$ | $d$ | $n$ |
|-----|-----|-----|
| 10  | 6  | 2  |
| 9   | 6  | 2  |
| 8   | 6  | 2  |
| 7   | 6  | 2  |
| 6   | 6  | 2  |
| 5   | 6  | 2  |
| 4   | 6  | 2  |
| 3   | 6  | 2  |
| 2   | 6  | 2  |
| 1   | 6  | 2  |
| 0   | 6  | 2  |

We see that Thm. 13 overshoots but rightly indicates that order and degree can be traded against height, for example for $(r, d) = (3,8)$, the predicted height is 8, which is less than the predicted height for $(r, d) = (3,7)$. Also, similar to Thm. 7, for fixed $d$ and increasing $r$ the minimal predicted heights are not weakly decreasing. Like in Thm. 7, we blame the quadratic term in $r$ appearing in the inequality for this behaviour. Thm. 13 leads to better estimates than Thm. 7 because knowing $L$ and $L_{1}$ in advance is a much stronger assumption than knowing the hypergeometric term $H$.

Thm. 13 appears to be a natural generalization of the order-degree curve from [3]. While this order-degree curve turns out to make quite accurate degree predictions, Thm. 13 is not that sharp. As mentioned in the beginning, an order-degree curve for an operator $L$ emerges if there are $L_{1}, P, p$ with $pL_{1} = PL$ and $\deg_{p}(p) > \deg_{\xi}(\text{l}c_{\xi}(P))$. In the univariate case, we can arrange this situation whenever $\text{l}c_{\xi}(L)$ has a removable factor. It can in fact always be arranged that $\text{l}c_{\xi}(P) = 1$. This is no longer true for operators in $C[\{x, y\}][d]$, because $C[\{x, y\}]$ is not a Euclidean domain. As a consequence, it can happen (and seems to be common) that a factor of $\text{l}c_{\xi}(L)$ can only be removed at the cost of introducing another factor into the leading coefficient.

Another interesting difference between Thm. 13 and Thm. 9 of [3] is that $\deg_{\xi}(P)$ cancels out in the derivation of the order-degree curve (cf. the summary at the beginning of this section), but it no longer cancels in the more general setting of Thm. 13. This difference is also responsible for the disturbing quadratic dependence on $r$, which has no counterpart in the univariate case.

### 6 CONCLUSION

We have shown several situations that order and degree can be traded against height. The effect was observed experimentally with actual operators and is supported by the theoretical bounds we have given. We believe that our results will be useful for deriving refined complexity analyses for operations involving operators that take heights into account.

Our results are limited to the case of operators in $C[\{x, y\}][d]$ with $y$-degree as height, and it would be interesting to have analogous results for operators in $Z[x][d]$ with integer bitlength as height. We conclude the paper with an example indicating that trading effects can also be expected in this setting.

**Example 15.** For $a_{n} = \sum_{k=0}^{n} (\frac{n!}{k!})^{2}$ let $a(x) = \sum_{n=0}^{\infty} a_{n} x^{n}$. Using LLL, we searched for differential operators of various orders $r$ and degrees $d$ that annihilate the series $a(x)$ and involve short integers. The results are shown in the table below; a number $h$ in cell $(r, d)$ of the table indicates that we found an operator of size $(r, d)$ which only involves integers with at most $h$ decimal digits.

| $r$ | $d$ | $n$ |
|-----|-----|-----|
| 20  | 10  | 9  |
| 19  | 10  | 9  |
| 18  | 10  | 9  |
| 17  | 10  | 9  |
| 16  | 10  | 9  |
| 15  | 10  | 9  |
| 14  | 10  | 9  |
| 13  | 10  | 9  |
| 12  | 10  | 9  |
| 11  | 10  | 9  |
| 10  | 10  | 9  |
| 9   | 10  | 9  |
| 8   | 10  | 9  |
| 7   | 10  | 9  |
| 6   | 10  | 9  |
| 5   | 10  | 9  |
| 4   | 10  | 9  |
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