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Abstract

The Transformer model has been shown to outperform other neural seq2seq models in several character-level tasks. It is unclear, however, if the Transformer would benefit as much as other seq2seq models from data augmentation strategies in the low-resource setting. In this paper we explore methods for data augmentation in the g2p task together with the Transformer model. Our results show that a relatively simple alignment-based approach of identifying consistent input-output subsequences in grapheme-phoneme data combined with a subsequent splicing together of such pieces to generate hallucinated data works well in the low-resource setting, often delivering substantial performance improvement over a standard Transformer model.

1 Introduction

The Transformer model (Vaswani et al., 2017) has recently been shown to be robust for character-level translation tasks, outperforming other recurrent sequence-to-sequence (seq2seq) models in a wide range of tasks, including morphological inflection, grapheme-to-phoneme (g2p), and text normalization (Wu et al., 2020). A transformer-based model also served as the baseline system for both the SIGMORPHON 2020 shared tasks on grapheme-to-phoneme conversion (Gorman et al., 2020) and low-resource morphological inflection (Vylomova et al., 2020), delivering substantially better performance than other models.1

A common thread in research with character-level seq2seq has been that, for situations where few training examples are available, alternative strategies to produce more robust performance must be taken. For morphology tasks, this has included strategies such as instructing the model to copy input symbols to the output (Makarov et al., 2017; Makarov and Clematide, 2018; Anastasopoulos and Neubig, 2019), which may require alignment of the input and output in the training. Another strategy is data augmentation (Bergmanis et al., 2017; Silfverberg et al., 2017), whereby some mechanism is employed to generate additional training examples from the few available ones. Pointer-generator networks (Vinyals et al., 2015), which facilitate copying of the input, have also been employed (Sharma et al., 2018). Perhaps since no low-resource g2p task has previously been organized, the performance of standard models of seq2seq in settings with limited training data have not been explored as much as in morphological inflection, where data augmentation has proven to be a successful strategy.

1Our code is available at https://github.com/LonelyRider-cs/sig_shared_tasks.
bust by itself in the low-resource setting, at least for morphology tasks. The multiple Transformer-based baselines in the SIGMORPHON 2020 morphological task did not provide any consistent improvement by data augmentation. Also, the best-performing systems did not seem to use this strategy, even in low-resource cases. For the grapheme-to-phoneme task, it is therefore unclear if the Transformer would also benefit from one of these strategies in low-resource scenarios. The SIGMORPHON g2p task (task 1) featured uniform amounts of training data of 3600 g/p word pairs, and so can not be considered a low-resource task.

The different strategies to fortify seq2seq models in the low-resource setting in other character-level tasks are not all applicable to the g2p task, however. The array of mechanisms for learning to copy the input—special copy symbols, pointer-generator networks—favored by many low-resource morphology systems do not naturally transfer to the g2p task since the input and output pairs use different alphabets. Data augmentation, however, remains a potentially viable strategy.

In this paper we discuss experiments on the SIGMORPHON 2020 task 1 data sets where we explored data augmentation strategies for the g2p setting. Our actual submission (team CU-Z) to the task was a bidirectional LSTM encoder-decoder which later turned out to perform much worse than the Transformer model described in this paper. We did not finish training the Transformer models before the submission deadline, and only submitted the BiLSTM. In this paper we only discuss data augmentation and the Transformer model.

## 2 Data Augmentation

We experimented with two strategies of data augmentation: our first strategy was to identify in the training data grapheme sequences in the beginning of words and at the ends of words that (almost) always map to the same phoneme sequence, such as a word-initial e consistently mapping to k. Subsequently we generated new training data by swapping such sequences across words, generating new words. This initial strategy failed to provide improvements on the development set, and we moved to a more refined version of this idea, discussed in more detail below.

|French| Greek|
|---|---|
|procurions| προκυπτότησ\[\scriptstyle\hat{\iota}\]|
|reconnaituer| ῥεκαννέτησις|
|brancéitude| βράνσετητον|
|davasonnage| δαβάσσονα\[\scriptstyle\acute{\iota}\]|
|magazoulevard| μαγαζουλ\[\scriptstyle\acute{\varepsilon}\]\[\scriptstyle\acute{\iota}\]|
|oucoutume| ώκουτυμι|
|socendredi| σοσάνθρωποι|
|thapu| ταπυ|
|sedi| σεδι|
|sagementsier| σαζμάζζει|

Table 1: Example augmented French data from the original min data set that contains 100 examples. In total, 50,000 examples such as the ones shown here are created from each data set.

### 2.1 Slice-and-shuffle

In our main strategy, we first perform a 1-to-1 alignment of the input-output data, yielding alignments such as are shown in Figure 1. For the alignment, we use an MCMC-algorithm originally developed by the second author for the SIGMORPHON 2016 shared task baseline for morphological inflection (Cotterell et al., 2016), largely similar to Expectation-Maximization based models (Ristad and Yianilos, 1998; Novak et al., 2012), but using an MCMC sampler instead. After the alignment, we investigate how consistently some part of the word-initial substring graphemes \(#i_1, \ldots, i_m\) maps to the same phonemes \(#o_1, \ldots, o_n\), and likewise for the word-final parts \(i_1, \ldots, i_m\) and \(o_1, \ldots, o_n\). We use \(#\) here as a symbol to denote either beginning-of-word or end-of-word. Whichever is intended should be clear from the context.

For example, in French, the initial grapheme sequence \(#poin\), whenever found in the data, is always aligned with \(#\text{pw}\). and the final grapheme sequence \(\text{parer}\#\) is consistently aligned with the phoneme sequence \(\text{pære}\#\). Such pieces can then be used to create new grapheme/phoneme pairs in an augmented training data set, such as \(\text{poinparer} \rightarrow \text{pwære}\). See Figure 1 for another example.

In particular, for an input subsequence \(i\), we estimate its reliability as being associated with an output subsequence \(o\) as the conditional probability of the output, given the input in the usual way as:
\[ p(o|i) = \frac{\text{count}(i:o) + \alpha}{\sum_{\text{ANY}} \text{count}(i: \text{ANY}) + \alpha |\text{ANY}|} \] (1)

Here \( \alpha \) is a smoothing parameter and \( \text{ANY} \)—through a slight notational abuse—represents all the witnessed different output alignments for a particular input subsequence \( i \). For example, if we are calculating the conditional probability of some output sequence, conditioned on an initial \( \text{#pho} \)-sequence, and \( \text{#pho} \) has been aligned in the training data with \( \text{#p}, \text{#f}, \) and \( \text{#fo} \), then \( \text{ANY} \) represents the set \( \{\text{#p}, \text{#f}, \text{#fo}\} \).

To select which beginning and ending pieces can be reliably used for creation of augmented data, we declare a cutoff probability \( c = 0.98 \) and only use those pieces \( i:o \) where \( p(o|i) > c \). This yields a large number of usable pieces for each language, even in the lowest-resource setting of 100 training examples.\(^2\) Note that the number of actual potential augmented input-output mappings corresponds to roughly the square of the number of discovered reliable beginning and ending pairings. We generate augmented words completely at random from all the pieces available to us, except we limit the output sequence length to 15 by excluding longer sequences, and put an additional restriction on the juncture where the splices come together regarding consonants and vowels, discussed below.

### 2.2 Consonants and Vowels

After estimating \( p(o|i) \) for each seen subsequence in the training data the resulting “reliable” pieces can be spliced together to augment the data set, by combining word-initial and word-final pieces. Since phonological assimilations and coarticulations are very common in vowel-vowel and consonant-consonant sequences, and since we wish to avoid generating unnatural syllables, we do not splice together pieces where a slice ending in a phoneme-side consonant would be paired up with another one that begins with a vowel and vice versa. This is also shown in the example Figure 1. To determine which symbols on the phoneme side are consonants and vowels, we use the unsupervised algorithm in Hulden (2017) to divide the set of phonemes seen in the training data for a language into consonants and vowels. Table 1 shows a selection of French “words” generated by this complete process of aligning, determining useful pieces, and splicing them together while avoiding CC or VV sequences at the juncture of splicing.

For each language and each original-size data set (100, 500, 3600) we generate 50,000 additional training examples from the original training data. To create the low-resource data training sets from the shared task training sets, we randomly select 100 (min), or 500 (med) examples from the original training data consisting of 3,600 examples. To determine the cutoff where the data-augmentation strategy stops paying dividends, we also create an augmented data set of 50,000 examples from the original data (we call the original task data the full data set).

### 2.3 Training details

Following Wu et al. (2020), we use a relatively small transformer model (the Fairseq implementation; Ott et al. (2019)) with 4 encoder-decoder layers, and 4 attention heads. The embedding size is 256 and hidden layer size 1024. We use dropout (0.3) during training and a batch size of 400, a learning rate of 0.001. We train the models until no improvement is seen on the dev-set for 5 epochs.

### 3 Results

The main results are shown in Table 2 and Figure 2. As can be seen, there is a consistent pattern of diminishing returns as more training data becomes available, with word error rates being significantly lower for almost all the augmented cases where 100 or 500 examples were used.

### 4 Related Work

Recurrent neural networks in a variety of models have been applied to the g2p problem, including LSTMs and bidirectional LSTMs (Rao et al., 2015), as well as convolutional networks (Yolchuyeva et al., 2019). The Transformer for g2p is investigated in Wu et al. (2020) and Yolchuyeva et al. (2020), showing improvements over previous models, at least in high-resource settings. Low-resource settings for g2p in general are examined in Jyothi and Hasegawa-Johnson (2017), and a number of papers have experimented with high-resource to low-resource transfer learning (Schlippe et al., 2014;
We have developed a method for data augmentation for the g2p task based on a 1-to-1 alignment of input/output strings together with a confidence calculation of what parts of the aligned strings can be used to splice together an augmented dataset. Used together with the popular Transformer seq2seq model, we see significant and consistent improvements on very small datasets of 100 examples, moderate improvements on medium-size datasets (500 examples), with the advantage tapering off and mostly disappearing completely with the shared tasks’ datasets of 3,600 examples.

5 Conclusion

We have developed a method for data augmentation for the g2p task based on a 1-to-1 alignment of input/output strings together with a confidence calculation of what parts of the aligned strings can be used to splice together an augmented dataset. Used together with the popular Transformer seq2seq model, we see significant and consistent improvements on very small datasets of 100 examples, moderate improvements on medium-size datasets (500 examples), with the advantage tapering off and mostly disappearing completely with the shared tasks’ datasets of 3,600 examples.
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