Ionization states for the multi-petawatt laser-QED regime
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A paradigm shift in the physics of laser-plasma interactions is approaching with the commissioning of multi-petawatt laser facilities world-wide. Radiation reaction processes will result in the onset of electron-positron pair cascades and, with that, the absorption and partitioning of the incident laser energy, as well as the energy transport throughout the irradiated targets. To accurately quantify these effects, one must know the focused intensity on target in-situ. In this work, a new way of measuring the focused intensity on target is proposed based upon the ionization of Xe gas at low ambient pressure. The field ionization rates from Phys. Rev. A 59, 569 (1999) and from Phys. Rev. A 98, 043407 (2018), where the latter rate has been derived using quantum mechanics, have been implemented for the first time in the particle-in-cell code SMILEI [Comput. Phys. Commun. 222, 351-373 (2018)]. A series of one- and two-dimensional simulations are compared and shown to reproduce the charge states without presenting visible differences when increasing the simulation dimensionality. They provide a new way to accurately verify the intensity on target using in-situ measurements.

There has been tremendous progress towards the construction and envisioned use of multi-petawatt (PW) class laser facilities across the globe. The CPA mechanism 2 allows such extreme powers to be achieved at the ELI pillars 3 4, currently being commissioned 5. Equally powerful lasers will be soon built in the United Kingdom 6, France 7, the United States 8 9 and South Korea 10. A 100-PW facility will be built in China 11 and a sub-exawatt one is currently designed for the Russian Federation 12. All this will lead to focused laser intensities higher than 10^23 W/cm^2 becoming available. Such values of the focused intensity open up new regimes of laser-matter interactions, inaccessible up until now. For example, physicists will undertake experiments to determine which theoretical model for radiation reaction applies to the laser-plasma interaction. It will also be possible to observe relativistic tunneling, initiate Quantum Electrodynamics (QED) cascades 13, or generate prolific pair production 14 15 in γγ or e−γ collisions, to name a few 16. The condition to achieve these milestones is to have a high value of the focused intensity. Thus, a reliable method to independently determine the peak intensity in the laser focus is essential in order to investigate these new Physics regimes and can therefore find applications in a wide range of different Physics experiments.

Historically, the focused intensity has been diagnosed by separately measuring the pulse’s spatial and temporal parameters at low power and extrapolating to the needed, higher, peak power 17. However, there are long and complex amplification chains in any multi PW-laser facility. The wavefront, spectral phase and temporal distortions appearing in these chains cause this method to potentially deliver results drastically different from the real peak intensity achieved in experiments 18. There is no easy way to correctly account for the chromatic aberrations and frequency chirps causing those significant distortions, invalidating the conventional methods for ultra-high power laser pulse characterization.

This letter describes a new method to diagnose the peak intensity, based on the laser-field ionization of a rarefied high-Z noble gas that is self-consistently modelled using a fully relativistic laser-plasma particle-in-cell (PIC) computer simulation code. New functionalities have been added to the publicly available SMILEI PIC code 19, based upon state-of-the art research on field ionization from 13 20 21 and 22 with the method to diagnose peak intensities firstly proposed in 23 25. This letter provides the first evidence that computationally efficient one-dimensional (1D) PIC simulations are accurate enough for the inference of an ultra-high power laser’s peak intensity. This paves the way to the diagnostic’s practical implementation at ELI-NP and other multi-PW laser facilities.

The model used to describe the field ionization of atoms is commonly determined based on the value of the Keldysh parameter 20:

\[
\gamma K = \frac{E_K}{E_l} = \omega_L \sqrt{\frac{2m_e IP_t}{e E_l}},
\]

where \( m_e \) is the electron’s rest mass, \( IP_t \) the ionization potential (IP) of the atom, \( \omega_L \) the light’s frequency, \( e \)
the fundamental unit of charge and $E_l$ the peak electric field of the laser pulse. $\gamma_K$ dictates in which regime the ionization takes place: multi-photon (MPI) if $\gamma_K > 1$ or tunnel (TI) if $\gamma_K < 1$. For current state-of-the-art laser-matter interaction experiments, where $\gamma_K \ll 1$, the Perelomov, Popov and Terent’Ev (PPT) theory for field ionization rates \cite{perelomov1980field,perelomov1982field} is often used. Following \cite{perelomov1982field}, the PPT static electric field ionization rate is:

$$w_{BM} = \omega_a \kappa^2 \left( \frac{2}{F} \right)^{2n^*-|m|-1} \times \frac{(l + |m|)!}{2^{|m|(|m|)!} (l - |m|)!} \exp \left( -2 \kappa \frac{3}{F} \right),$$

where $l$ and $m$ are the orbital and magnetic quantum numbers of the electron, $\omega_a$ the atomic unit of frequency, $\kappa^2 = IP_l/IP_H$ with $IP_H = m_e e^4/(2\hbar^2) \approx 13.6$ eV, $F = E/(\kappa^2 E_a)$ with $E$ the local value of the electric field and $E_a$ the atomic unit of electric field, $n^* = Z/\kappa$, $l^* = n^* - 1$, with $Z$ the ion charge number, and $\Gamma(x)$ the Gamma function. The above rate approaches the ADK rate \cite{adk1965ionization} when $n^* \gg 1$. 

This PPT rate was already implemented in SMILEI and the PIC code is capable of resolving the fast temporal oscillations of the laser electric field, thus eq. (2) does not need to be averaged over one laser period.

However, quantum tunnelling would only occur if the potential barrier caused by the combined atomic and laser fields is higher than the initial unperturbed energy level of the electron. If this is not the case, the electron would classically escape above the potential barrier in a process called barrier-suppression ionization (BSI) \cite{pappalardo2012ionization}. BSI happens for $E \geq E_{cr} = E_a \kappa^2/(16Z)$ for $E > E_{cr}$ the tunnel rates strongly deviate from numerically calculated rates \cite{hinds2003quantum}, as expected. A rate correctly describing the transition region between TI and BSI is the Bauer-M"uller (BM) rate $w_{BM} = 2.4 \omega_a (E/E_a)^2 (I_H/I_i)^2$, proven to work for $E \sim E_{cr}$ \cite{bauer1982ionization}. However, $w_{BM}$ deviates from numerically calculated rates as $E \gg E_{cr}$ \cite{perelomov1982field,albers2014ionization}. Derived both classically and quantum mechanically (in the motionless and free electron approximation), the rate dependence on $E$ for $E \gg E_{cr}$ is linear \cite{perelomov1982field}:

$$w_{BSI} = p \omega_a (E/E_a) \sqrt{(I_H/I_i)}. $$

The coefficient $p$ ranges from 0.62 to 0.87, depending on the potential used in the quantum derivation: for the 3D Coulomb potential $p \approx 0.8$. Numerically integrating the 1D time-dependent Schrödinger equation shows that the two approximations used in the quantum derivation are indeed applicable \cite{perelomov1982field}. $w_{BM}$, $w_{BSI}$ and $w_{BSI}$ are grouped into a piecewise-defined ionization rate \cite{perelomov1982field} which describes the whole range of possible $E$ values at the location of the atom:

$$w(E) = \begin{cases} 
    w_{lm}, & E \leq E_1 \\
    w_{BM}, & E_1 < E \leq E_2 \\
    w_{BSI}, & E > E_2 
\end{cases},$$

where $E_1$ and $E_2$ are found by imposing continuity on $w$ at the transition points. We have implemented this piecewise-defined rate as a new functionality in SMILEI.

The peak intensity diagnostic from \cite{perelomov1982field,albers2014ionization} is based on counting the ions of various charge states of a noble gas entering particle detectors. Comparing the theoretically expected numbers of ions with the experimental results allows inferring the peak intensity \cite{perelomov1982field}.

For a fixed value of the laser’s normalized vector potential $a_0 = c E_l/m_e \omega_L c$, a computationally efficient 1D PIC simulation shows how the proportion of the different charge states evolves during the passage of the laser pulse. Running many such 1D simulations, covering the range $a_0 \in [6.8,...,2162.8]$ corresponding roughly to $I \in [10^{25},...,10^{28}]$ PW for a plane wave, the ionization behavior as the intensity is varied can be obtained. We ran 15,000 1D simulations to finely sample this intensity range. Xenon (Xe), atomic number $Z = 54$, was used, and the initially neutral gas density was chosen such that the electron number density for the fully ionized gas, $n_e$, is low enough to make both collective effects and relativistic self-focusing negligible. The first condition led to us setting the plasma frequency $\omega_p = \sqrt{(n_e e^2/m_e c_0)}$ to be such that the plasma oscillation period is significantly longer than the duration of the laser pulse (which is of $O(10 fs)$ at ultra-high power laser facilities). The second condition led to us setting $n_e$ to be such that $P_L = 10$ PW is lower than $P_{cr} = 17 (\omega_L/\omega_p)^2$ GW. To meet both constraints, we chose the neutral Xenon number density $n_0 = 1.98 \times 10^{12}$ cm$^{-3}$.

Typical results of a one-dimensional (1D) simulation are shown in Fig. 1. The charge state dynamics are displayed as a function of time during the simulation. The $y$-axis represents the deposited weights from a particle binning diagnostic for different ion charge states. The electrons resulting from ionization were injected into the simulation as a separate species which had its Radiation Reaction module turned on. The input laser had a wavelength $\lambda_L = 800$ nm and a Gaussian temporal profile with a full-width at half-maximum (FWHM) of 6 optical cycles. The extent of the laser’s temporal profile was limited to 10 optical cycles. The simulation box was 12 $\lambda_L$ long and the spatial resolution was 8. On both sides of the box, Silver-Müller boundary conditions were chosen for the fields and periodic boundary conditions were chosen for the particles. The simulations lasted for 22 optical cycles and the number of particles per cell (ppc) for the Xe species was 32. To check the consistency of the results obtained relative to the number of ppc, we ran the same simulations with 128 ppc and obtained the
same results as for those with 32 ppc.

The results for the whole range of intensities appear in Fig. 2. Each data point from one $c_n$ curve corresponds to the fraction of the deposited weight of the charge state $Xe^{n+}$ relative to the total deposited weights of all states at the end of one simulation at a particular input intensity. The charge states values at the end of each simulation are thus plotted against the corresponding intensities.

To diagnose the peak intensity by means of these simulations, the numerically-estimated functions $c_n(I)$‘s shown in Fig. 2 are used to infer the number of Xe ions expected to be created at the focus of the laser pulse. First, a suitable model for the intensity’s spatial distribution $I(\vec{r})$ is chosen, then the number of Xe ions of charge state $n+$ is obtained from an integral over the focal volume:

$$N\left(Xe^{n+}\right) = n_0 \iiint c_n\left(I(\vec{r})\right) \, d^3r. \quad (4)$$

This gives an accurate estimate for the number of ions created in a real-world experiment.

We have calculated the above with $I(\vec{r})$ being a gaussian distribution:

$$I(\vec{r}) = \frac{I_m}{1 + \frac{x^2}{\rho^2}} \exp\left(-\frac{2\rho^2}{w_z^2}\right), \quad (5)$$

with $\rho = \sqrt{x^2 + y^2}$, $I_m$ the peak intensity, $z_R = \pi w_0^2/\lambda L$ the Rayleigh range, $w_0 = 3\mu m$ the beam waist and $w_z = w_0\sqrt{1 + (z^2/z_R^2)}$. Other descriptions of the focus can be employed [25].

To numerically calculate the integral from eq. (4), linear 1D interpolators are used to obtain the values of $c_n$ at peak intensities not simulated using the PIC code but required by the integration routine. For intensity values outside the PIC-simulated range of $[10^{20}, ..., 10^{25}] \, W/cm^2$, manual extrapolation for the highly charged states (i.e. $c_{47}$ to $c_{54}$ ones) is done. From physical considerations (confirmed by simulated results shown in Fig. 2), any highly charged state is not excited for $I < 10^{20} \, W/cm^2$. Additionally, only the fully ionized state remains for $I > 10^{25} \, W/cm^2$.

Then a midpoint rule in 2 dimensions ($z$ and $\rho$) is employed. Gaussian beams are symmetric with respect to the azimuthal dimension $\phi$, thus a 2D cylindrical integral is performed, being then multiplied by $2\pi$ to calculate the full 3D integral. The integration ranges are obtained by considering that below a threshold intensity the $c_{47}$ to $c_{54}$ charge states are not excited. From Fig. 2 $I_{thr} = 10^{20} \, W/cm^2$.

The integral in $z$ is performed across $[-z_{max}, z_{max}]$, with

$$z_{max} = z_R \sqrt{\frac{I_m}{I_{thr}}} - 1. \quad (6)$$

At each step along $z$, the integration along $\rho$ is performed across $[0, \rho_{max}]$, where $\rho_{max}$ is obtained by imposing that the intensity at that particular $z$ and $\rho_{max}$ equals $I_{thr}$.
The number of steps in $z$ was $N_z = 2^{12}$ and the number of steps in $\rho$, for each $z$ value, was $N_\rho = 2^{12}$.

To verify that the reduced dimensionality of the simulations was not impacting the obtained results, we have also investigated the relationship between intensity and charge state distribution in two-dimensional (2D) simulations. For an 800 nm beam, with a Gaussian transverse mode, a 3$\mu$m radius at focus, and the same temporal profile as above, the charge states at the end of the simulation for 1,000 different $a_0$ values are presented in the left panel of Fig. 3. The middle panel of Fig. 3 shows the spatial distribution of a representative beam’s squared electric field from one such 2D simulation. The simulation box was 12 laser wavelengths along $x$ and 20 laser wavelengths along $y$, with SilverMüller boundary conditions along $x$ and Periodic boundary conditions along $y$.

To check the consistency of the results between the 1D and 2D simulations, we performed a 2D version of the 3D integral from eq. (4) of the $c_n$ found in the 1D simulations over a grid of the same size as the 2D simulation box. The right panel of Fig. 3 confirms that the charge states at the end of a 2D simulation reproduce the 1D results: the reduced dimensionality of the simulations is not an impediment to estimating the predicted charge states.

Computational methods are not exact in practice and this could lead to difficulties when comparing to experimental results. One needs to estimate the numerical errors to ensure the veracity of the results. The $N(Xe^{n+})$’s from eq. (1), obtained using the 2D midpoint rule, are presented in Fig. 4. There, integral estimates in the theory of converging sequences of numerical approximations are shown (after being multiplied by $n_0$). That is, the result estimate for one integral, $I$, is a laptop’s calculation with the highest number of points it can accommodate, $I_M$, where $M = 2^{12}$ for both $z$ and $\rho$ axes. The same integral, with half the number of points along both $z$ and $\rho$, was performed and stored as $I_{M/2}$. The numerical error on a result $I_M$ was determined to be $|I_M - I_{M/2}|$. The numerical errors approximated in this way, after being multiplied by $n_0$, are too small to be visible when plotted on the figure.

To count the ions from the focus of the beam producing the species presented in Fig. 4, filtering of the particles based on their charge-to-mass ratio is needed and this is normally done using a Thomson spectrometer. An O(10PW) laser facility is expected to deliver a focused intensity of around $10^{23}$W/cm$^2$. At least $N_{min} = 50$ ions of a given charge state need to be collected by the spectrometer for a clear differentiation of that charge state from any of the neighbouring parabolas. One therefore needs to calculate the minimum initial gas density to allow $N_{min}$ ions to be collected, taking into account realistic distances from the spectrometer pinhole to the interaction point.

First, the ions are assumed to expand isotropically from the focus (confirmed by the 2D PIC simulations). Then, a circular aperture of diameter $D = 500 \mu$m gives a solid angle of $\Omega = (\pi D^2/4)/R^2$ (the planar area of the aperture is used because its dimensions need to be at least
The results presented so far are for simulations with an artificially high estimate of the peak intensity. One datapoint on each curve corresponds to the number of ions arising from one, fixed, peak intensity $I_{max}$ value in eq. (5). Results on y-axis are computer calculations for $N(Xe^{n+})$ from eq. (4). The integral result was obtained using a 2D Midpoint rule and is denoted by $I_M$ with the number of points used along the two directions $M_x = M_y = 2^{12}$. The errors estimated as $|I_M - I_M/2|$, where $I_M/2$ represents the integral result from an integration with $M_x/2 = M_y/2 = 2^{11}$ points along the two dimensions, after being multiplied by $n_0$, are too small to be visible on the graph.

FIG. 4. Number of Xenon ions produced in the focus of the gaussian beam from eq. (5). One datapoint on each curve corresponds to the number of ions arising from one, fixed, peak intensity $I_{max}$ value in eq. (5). Results on y-axis are computer calculations for $N(Xe^{n+})$ from eq. (4). The integral result was obtained using a 2D Midpoint rule and is denoted by $I_M$ with the number of points used along the two directions $M_x = M_y = 2^{12}$. The errors estimated as $|I_M - I_M/2|$, where $I_M/2$ represents the integral result from an integration with $M_x/2 = M_y/2 = 2^{11}$ points along the two dimensions, after being multiplied by $n_0$, are too small to be visible on the graph.

Increasing $D$ decreases the spectrometer’s capability to discriminate between different charge states and thus while providing a higher ion flux at the detector, a very large diameter aperture is not suitable for the envisioned future experiments.

The solution for a single-shot experiment is to increase the neutral gas number density $n_0$. However, one needs to avoid relativistic self-focusing: it would provide an artificially high estimate of the peak intensity. The results presented so far are for simulations with $n_0 = 1.98 \times 10^{12}$ cm$^{-3}$ for Xe. These were repeated for $n_0$ values up to three orders of magnitude higher. No self-focusing effects were observed in the 2D simulations: the numerical results were essentially the same. Increasing $n_0$ by a factor of 1000 increases the number of ions produced in the focus by the same factor (eq. 1 and therefore a single shot measurement of the peak intensity using Xe is more easily achieved. Depending on the experimental constraints of each facility, one can run additional PIC simulations to check when relativistic self-focusing effects appear in order to choose the most suitable gas density for the optimum source - pinhole distance.

Simulations for another noble gas were performed in the same manner. Argon ($Z=18$) is completely ionized at $I_{max} \sim 3 \times 10^{21}$ W/cm$^2$ according to the 1D PIC simulations. For facilities capable of delivering ultra-high power (10 PW+) pulses at high repetition rates, assuming the beam leaks through a mirror after the compressor, this method is suitable to be an in-situ diagnostic for the peak intensity. Alternatively, a reflection from a blast-shield glass plate or transmission through a turning mirror are equally well-suited to transport the beam into a secondary chamber to perform ionization measurements there. This allows measuring the peak intensity regardless of the experiment conducted in the main interaction chamber.

To conclude, a new method to diagnose the peak intensity of ultra-intense laser pulses has been presented. It can be easily implemented, requires modest computational resources and access to the modified SMILEI PIC simulation code (that has the three-piece field-ionization rate from [21] included: our addition of this rate is freely available from [33]). The 15,000 1D PIC simulations run on a quad-core laptop in one day of wall clock time, similarly for the integration routines. We envision that this peak intensity diagnostic will be routinely employed at O(10PW) and 100PW laser facilities. As the focused intensity is of fundamental importance in all high energy density physics experiments envisaged on these devices, an accurate measurement is required. This work allows transitioning from currently performed commissioning experiments on O(10PW) laser facilities to the community’s first experiments by providing an invaluable tool to assess the true intensity on the target.
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