Personal Credit Default Prediction Model Based on Convolution Neural Network
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It has great significance for the healthy development of credit industry to control the credit default risk by using the information technology. For some traditional research about the credit default prediction model, more attention is paid to the model accuracy, while the business characteristics of the credit risk prevention are easy to be ignored. Meanwhile, to reduce the complicity of the model, the data features need be extracted manually, which will decrease the high-dimensional correlation among the analyzing data and then result in the low prediction performance of the model. So, in the paper, the CNN (convolutional neural network) is used to establish a personal credit default prediction model, and both ACC (accuracy) and AUC (the area under the ROC curve) are taken as the performance evaluation index of the model. Experimental results show the model ACC (accuracy) is above 95% and AUC (the area under the ROC curve) is above 99%, and the model performance is much better than the classical algorithm including the SVM (support vector machine), Bayes, and RF (random forest).

1. Introduction

With the improvement in people living quality and the change in lifestyle, the loan consumption has been gradually accepted by the public [1]. Meanwhile, compared with the bank loan, the personal loan mode tends to be chosen by more and more borrowers because of the shorter approval procedure and time. In addition, to stimulate the economic growth, many developed countries such as Germany, Switzerland, Sweden, and Japan have entered the era of negative interest rate, and then, the frequent drops in the bank interest rate make many investors regard the personal loan as a managing finance tool. Especially since the first P2P (peer-to-peer) web lending platform, ZOPA, was established in 2005, the personal loan industry has grown rapidly throughout the world [2]. Lending Club founded in 2014, one of the first listed companies for online lending matching, declares in its website that the loan consumption market scale has exceeded 3 trillion dollars in the world, and the investors will have more and more broad space [3]. In China, the personal credit business has also entered a rapid development period since 2011. From 2011 to 2017, the number of Chinese online loan platforms increased from about 60 (among which there were only less than 20 active platforms) to 2325. However, the prosperity of the personal loan market brings a serious credit default problem, the main reason of which lies in lending platforms that relax the loan audit conditions and ignore the potential risks, in order to enhance their market competitiveness and get more benefits, which may cause great economic losses for the investors and the lending platform. Therefore, how to better control the economic risk caused by the customer loan default is the key to the stable development of the loan platform and the credit industry. So the experts and scholars of various countries tried to establish various credit default prediction models to control the risks. Nevertheless, these models had still not formed a uniform standard of the performance evaluation owing to different research concerns. In addition, because the loan data dimension is large, most scholars usually extracted the data features before modeling, to reduce the model complexity. However, at the same time, this feature extracting method led to human factors having a great influence on the model objectivity, and then, the ability of model was decreased to find the high-
3. Data Treating

In this study, the Lending Club loan dataset is used for modeling and testing, which includes 75 features such as current status, latest payment information, credit score, number of financial queries, and address. Some no-value data for modeling are deleted, which includes these records with incomplete current loan process and with seriously missing characteristic. The deleting ratio is 3.7%. Finally, 30000 relatively complete loan records are reserved as the initial dataset, which are divided into the default data group (25568 records) and nondefault data group (4432 records) according to the repayment status shown in Table 1. Although, these overdue (31–120 days) records should be regarded as the default data based on the Basel concordat, the paper focuses on prediction for the actual financial loss owing to the complete nonpayment of the borrowers, so these records are still in the nondefault data group.

Observing the records in the initial dataset, some problems are found including that some features of the record are missing and some features are not quantified, such as age and location, which will seriously affect the analysis process and prediction performance of the model, so in this study, these dirty data are firstly preprocessed by some suitable methods including that the missing feature value is filled according to the context and some features are quantified on direct coding. In theory, to denoise and balance, the data are helpful to improve the accuracy and the generalization ability of the model, while the study about the loan default prediction focuses more on the classification ability for small set samples.

In this paper, PCA (principal component analysis) method is used to extract the key information of the initial dataset and form a new extraction-feature dataset, and then, the influences on the modeling can be compared from the feature-extracted dataset and initial dataset. In the PCA method, the original data with some correlativity are recombed to form the small number of noncorrelation comprehensive data which not only contain most information of the original data but also better explain the economic implications because of the noncorrelation among the data. To determine whether the initial dataset is suitable for PCA, KMO (Kaiser–Meyer–Olkin) test and Bartlett’s test are done. And the value of the KMO test is 0.778, which means the records of the initial dataset have strong correlation, and the value of Bartlett’s test is 0.00, which shows the feature vectors of the initial dataset are not fully independent, so it is concluded that good results for descending dimension and feature extraction are got by using the PCA method on the initial dataset. In the paper, 26 principal components are got, which is described as follows:

$$F_m = \begin{bmatrix} a_{m1} & \cdots & \cdots & a_{mn} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_j \\ \vdots \\ x_n \end{bmatrix}$$

$$F_1 = \begin{bmatrix} a_{11} & \cdots & \cdots & a_{1n} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_j \\ \vdots \\ x_n \end{bmatrix}$$

$$\vdots$$

$$F_l = \begin{bmatrix} a_{l1} & \cdots & \cdots & a_{ln} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_j \\ \vdots \\ x_n \end{bmatrix}$$

$$\vdots$$

$$F_m = \begin{bmatrix} a_{m1} & \cdots & \cdots & a_{mn} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_j \\ \vdots \\ x_n \end{bmatrix}$$

2. Related Work

In order to guarantee the sustainable, stable, and healthy development of the credit industry, the experts and scholars of various countries have studied the credit default prediction problem from different aspects. Based on Lending Club dataset, the paper [4] builds some models to distinguish which feature is important to predict the loan default and which kinds of borrowers may pay debts with interest on time. Moreover, when the ACC is only used as the model performance index, the paper finds that the RF model is the most suitable classifier to identify which borrowers may break a loan contract, and the DT (decision tree) model is the best choice to discriminate which customers may have the good credit. The paper [5] extracts firstly the features of the credit dataset using RBMs (restricted Boltzmann machines) and then establishes a LDA (linear discriminant analysis) prediction model. The contrast experiments show that ACC of the LDA model on the dataset of German credit is better than that of some models such as LR (logistic regression), ANN (artificial neural network), SVM, and RF, but it is only 76.5% which cannot meet the requirements of practical application. On the Lending Club loan dataset, the paper [6] builds a RF model for borrower status prediction, and the ACC of RF is 87%. The paper [7] proposes a credit scoring model using ANN, which classifies personal loan applications into default and nondefault groups. And the results show that the model can screen effectively those default applications. The above articles have done a lot of research in the field of the credit default prediction, but the performance of these prediction models is unsatisfactory. Moreover, two key problems are not considered in these research studies: one is that, besides ACC, generalization ability of the prediction model is also important, which can make the trained model keep stable on the unknown data; the other is that the manual features extraction for the dataset will reduce the high-dimensional correlation among the analyzing data, which may result in model performance degradation. This paper tries to establish a personal credit default prediction model using CNN, and in the model, not only both ACC and the stability can be improved but also artificial influence can be reduced.
where $F_i$ is a principal component vector including 30000 records, $m = 26$ is the number of all principal components, $x_i$ is the feature vector of the initial dataset, and $n = 75$ is the number of the features. $a_i = (a_{i1}, a_{i2}, \ldots, a_{in})^T$ is the $i$th eigenvector of the covariance matrix ($C = (1/k) \sum_{j=1}^{k} x^{(j)} x^{(j)^T}$, and $k = 30000$ is the number of the records) of the initial dataset, and the corresponding eigenvalue is written as $\lambda_i$. And $H_i$, the variance contribution rate of $F_i$, can be obtained as

$$H_i = \frac{\lambda_i}{\sum_{i=1}^{m} \lambda_i} \cdot 100\%.$$  

The main result of principal component analysis is shown in Table 2. In the Table 2, the first eight eigenvalues of the principal components are greater than 1, and these components contain 69% information of the initial dataset, so they are combined as a new dataset named as extraction-feature sample and full-feature sample. Both of these two samples are separately divided into the training set including 70% records and the test set including 30% records, and they are separately used to build models to compare the influences on the performance of the models.

### 4. Traditional Algorithm

In this subsection, we compare the predictive ability of three traditional models including SVM model, Bayes model, and RF model on loan data and carry out a research on the effect of extraction feature manually with the traditional model. Thus, we establish three computational models based on extraction-feature sample and full-feature sample. And the ACC and AUC are selected as evaluation indexes to judge the predictive performance of these models. The formula is as follows:

$$\text{ACC} = \frac{(TP + TN)}{(TP + FN + FP + TN)}$$

where $TP$ is true positive. $FP$ shows false negative. $TN$ indicates true negative. And $FN$ reflects false negative. The system errors and statistical biases are marked as ACC. The AUC value generally represents the general predictive ability of the model. Usually, the AUC value is between 0.5 and 1.0, and the larger AUC represents a better performance [8]. The formula is defined as

$$\text{AUC} = \frac{\sum_{i=1}^{m} \text{PositiveClass rank}_i - (M(1-M)/2)}{MN},$$

where $M$ is the number of positive samples and $N$ is the number of negative samples. Rank represents the ordered set of probability values generated by the algorithm to classify a sample and ranki represents the position of the $i$th sample in the rank. Besides, the ROC (receiver operating characteristic) curve combines sensitivity and specificity with the graphical method, which accurately reflects the relationship between specificity and sensitivity of the analysis method.

#### 4.1. SVM Prediction Model

SVM is a statistical learning method, which comes from the problem of optimal classification and separates the two classes of samples by using a hyperplane and achieves the goal of maximizing the classification gap [9]. In this work, we establish the SVM model based on extraction-feature sample and full-feature sample. For input dataset $T$, $T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_i, y_i)\}, x_i \in \mathbb{R}^n, y_i \in \{0, 1\}$, where $x_i$ is the loan data eigenvector of the $i$th sample and $y_i$ indicates marking class of the $i$th sample. Due to the formula characteristics of the SVM model, the value range of $y_i$ needs to be changed to $\{-1, 1\}$. When $y_i = +1$, the state of the sample is judged as default; when $y_i = -1$, the state of the sample is judged as nondefault. For any point $(x_i, y_i)$ in the sample space and divisive hyperplane, $\omega^T \cdot x + b = 0$, where $\omega = (\omega_1, \omega_2, \ldots, \omega_n)$ is the normal vector including the weight of each eigenvalue, which decides the direction of a divisive hyperplane, and $b$ indicates a constant presented displacement, which is the distance between the divisive hyperplane and origin. The distance between any point in the sample space and the divisive hyperplane can be expressed as

$$d_i = \frac{|\omega^T \cdot x_i + b|}{||\omega||}.$$  

The model classifies the results of samples are denoted as

$$\begin{cases} 
\frac{|\omega^T \cdot x_i + b|}{||\omega||} \geq +1, & y_i = +1, \\
\frac{|\omega^T \cdot x_i + b|}{||\omega||} \leq -1, & y_i = -1.
\end{cases}$$

### Table 1: Classification table of default data and nondefault.

| Loan status              | Classification       |
|--------------------------|----------------------|
| Overdue (31–120 days)    | Overdue              |
| Overdue (16–30 days)     | Overdue              |
| In grace period          | Nondefault data      |
| Fully paid               | Default data         |
| Charged off              |                      |

### Table 2: Table of total variance analysis.

| Component | $\lambda_i$ | $H_i$ (% | $\sum_{i=1}^{M} H_i$ (%) |
|-----------|-------------|-----------|----------------------------|
| $F_1$     | 7.527       | 28.952    | 28.952                     |
| $F_2$     | 2.373       | 9.128     | 38.080                     |
| $F_3$     | 2.008       | 7.725     | 45.804                     |
| $F_4$     | 1.452       | 5.584     | 51.389                     |
| $F_5$     | 1.241       | 4.774     | 56.162                     |
| $F_6$     | 1.186       | 4.562     | 60.725                     |
| $F_7$     | 1.148       | 4.417     | 65.141                     |
| $F_8$     | 1.005       | 3.864     | 69.005                     |
| $F_9$     | 0.972       | 3.740     | 72.745                     |
| ...       | ...         | ...       | ...                        |
| $F_{26}$  | 0.002       | 0.008     | 100.000                    |
The samples which make the equality established are called support vectors. Randomly taking two different types of support vectors, the sum of distance between them and hyperplane is \( r = (2/||\omega||) \). The SVM model for solving the maximal segmentation hyperplane problem can be expressed as the optimal constraint:

\[
\begin{align*}
\text{max} & \quad r \\
\text{s.t.} & \quad y_i \left( \frac{\omega^T \cdot x_i + b}{||\omega||} \right) \geq r, \quad i = 1, 2, \ldots, N. \tag{7}
\end{align*}
\]

We make both sides of equation (7) divided by \( r \). Because \( r = (\omega/||\omega||) \) and \( b = (b/||\omega||) \) to simplify the formula. Equation (7) maximal is equivalent to make \((1/2)||\omega||^2\) minimal. So, equation (7) can be translated to

\[
\begin{align*}
\min & \quad \frac{1}{2} ||\omega||^2 \\
\text{s.t.} & \quad y_i \left( \frac{\omega^T \cdot x_i + b}{||\omega||} \right) \geq 1, \quad i = 1, 2, \ldots, N. \tag{8}
\end{align*}
\]

Because equation (8) is the convex quadratic programming problem, it can be solved by adding a Lagrange multiplier \( a_i \geq 0 \). The Lagrange function is presented as follows:

\[
L(\omega, b, a) = \frac{1}{2} ||\omega||^2 + \sum_{i=1}^{N} a_i \left( 1 - y_i \left( \frac{\omega^T \cdot x_i + b}{||\omega||} \right) \right). \tag{9}
\]

It can get \( \omega \) and \( b \) by solving equation (9). And we obtained the decision functions of the SVM model:

\[
f(x) = \text{sign} \left( \frac{\omega^T \cdot x + b}{||\omega||} \right) = \text{sign} \left( \sum_{i=1}^{N} a_i y_i x_i^T x + b \right). \tag{10}
\]

Moreover, the dimension of loan data is large, and the data space is more complex and not easy to split. In order to solve this problem, the polynomial kernel function and soft boundary are introduced. The formula of polynomial kernel function is as follows:

\[
\phi(x) = k(x, x_i) = (xx_i + 1)^p. \tag{11}
\]

So the decision functions of the SVM model can be translated to

\[
f(x) = \text{sign} \left( \frac{\omega^T \cdot \phi(x) + b}{||\omega||} \right) = \text{sign} \left( \sum_{i=1}^{N} a_i y_i \phi(x_i^T \phi(x) + b) \right) \tag{12}
\]

We add a penalty factor to the constraint and set its value to \( 10^2 \). The ROC curve contrast chart with two samples of the SVM model is obtained by the experiment shown in Figure 1.

It can be seen from the ROC curve comparison chart on SVM model that the AUC value of the SVM model with extraction-feature sample is 60%, which is 18% lower than that of 78% with full-feature sample.

In addition, it is found in Figure 2 that the ACC value of the SVM model with extraction-feature sample is 85%, in which the ACC value is lower than that of 88% with full-feature sample. The experimental results show that the ACC value and AUC value of the SVM model with extraction-feature sample is lower than that with full-feature sample. In addition, the SVM model based on extraction-feature sample is 296 fewer rightly judgments in default data than that based on the full-feature sample. In conclusion, the high-dimensional correlation is easy ignored, when the manual extraction-feature method is used in the SVM model, which affects the prediction performance of the model especially on default data.

4.2. Bayes Prediction Model. Bayes model is a classification model based on statistics which uses the prior probability to gain the posterior probability of one category and to judge what kind of data \([10]\). For input dataset \( T \), \( T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_I, y_I)\} \), \( x_i \in \mathbb{R}^n, y_i \in \{0, 1\} \), where \( x_i = (x_{i1}, x_{i2}, \ldots, x_{im})^T \) is loan data eigenvector of the ith sample and \( y_i \) shows marking class of the ith sample; when \( y_i = 0 \), the state of the sample is judged as default; when \( y_i = 1 \), the state of the sample is judged as nondefault. The formula of Bayes model is defined as

\[
P(y_i|x_i) = \frac{P(y_i)P(x_i|y_i)}{P(x_i)} = \frac{P(y_i)P(x_i|y_i)}{\sum_{y_i} P(x_i|y_i)P(y_i)} \tag{13}
\]

\( P(y_i) \) is prior probability of \( y_i \). \( P(x_i|y_i) \) reflects the probability of \( x_i \) after \( y_i \) happened. \( N \) shows the number of data. Since the Bayes algorithm makes assumptions that the
conditions are relatively independent, it can get the following:

\[ P(x_i \mid y_i) = \prod_{j}^{m} P(x_{ij} \mid y_i), \quad j = 1, 2, \ldots, m, \quad (14) \]

where \( x_{ij} \) represents the \( j \)th feature in the \( i \)th sample. \( M \) is the number of features. So equation (13) can be translated to

\[ P(y_i \mid x_i) = \frac{P(y_i) \prod_{j}^{m} P(x_{ij} \mid y_i)}{\sum_{j}^{N} P(y_i) \prod_{j}^{m} P(x_{ij} \mid y_i)} = P(x_i) \prod_{j}^{m} P(x_{ij} \mid y_i), \]

\[ j = 1, 2, \ldots, m. \quad (15) \]

A category of data which has the highest probability is the ultimate classification of the data. So the Bayes classifier decision function is as follows:

\[ f(x) = \arg \max_{y_i} p(x_i) \prod_{j}^{N} P(x_{ij} \mid y_i), \quad j = 1, 2, \ldots, N. \quad (16) \]

Besides, there are 15% default data in the dataset. So the prior probability of default data is set as 0.15, and the prior probability of nondefault data is set as 0.85 in this work. The ROC curve comparison between two samples (extraction-feature sample and full-feature sample) of the Bayes model was obtained by experiment.

Figure 3 shows the AUC of the Bayes model based on extraction-feature sample is 60%. However, the AUC of the Bayes model with full-feature sample is 80%, which is 20% higher than that with extraction-feature sample.

Figure 4 shows ACC value of 88% based on extraction-feature sample, which is 6% higher than the ACC value of 82% with full-feature sample on Bayes model. The ACC value is calculated based on the better truncation value, which determines the cutoff value between positive and negative examples. Compared with the ACC value, the AUC value can synthesize the prediction performance of all truncation values [11]. Furthermore, the loan data are a kind of skewed data. It influences not only the prior probability of nondefault data higher than default data but also the ACC value which is easily affected by large cardinality categories. Therefore, we priorly consider the AUC value, when the AUC value and the ACC value have different results in comparing the model performance. Moreover, the number of rightly judgments based on full-feature sample is more than that based on extraction-feature sample in default data.

To sum up, estimated ability of the Bayes model with full-feature sample is better than with extraction-feature sample in the prediction of personal loan.

4.3. RF Prediction Model. RF model is an integrated machine learning model, which establishes multiple decision trees and synthesizes the result of each tree to obtain the final classification results [12, 13]. 100 subsets \((T_1, T_2, \ldots, T_{100})\) are randomly selected with replacement from input dataset \(T\) to establish 100 decision trees in the RF model, whose maximum sample is set 5000 and the maximum depth is set to 5. The Gini index was used in this paper to judge the
optimal classification feature. The formula of Gini index can be expressed as

$$ Gini(T) = \sum_{k=1}^{N} p^k (1 - p^k), \quad k = 1, 2, \ldots, N, \quad (17) $$

where $p^k$ is the probability of the $k$th class and $n$ is the number of categories in dataset $T$. So, after classification by a certain eigenvalue $t$, the Gini index is denoted as

$$ Gini(T, t) = \sum_{k=1}^{N} \frac{|T^k|}{T} Gini(T^k). \quad (18) $$

The smallest $Gini(T, t)$ was selected as the segmentation point for classification.

As can be seen from Figure 5, the AUC value of 88% with extraction-feature sample is 6% lower than that of 94% with full-feature sample.

Besides, Figure 6 shows the ACC value of 88% based on extraction-feature sample is 3% lower than that of 91% with full-feature sample. And the RF model with extraction-feature sample has worse performance when predicting default data.

To sum up, the ACC value and AUC value of the RF model with extraction-feature sample are less than that with full-feature sample. It shows that manual extraction feature easily reduces the high-dimensional correlation in data, which affects the prediction performance of model. In addition, compared with three traditional models (SVM model, Bayes model, and RF model) in the two kinds of sample (extraction-feature sample and full-feature sample), the ACC value and AUC value of the RF model are higher than that of SVM model and Bayes model. Moreover, only when the RF model based on full-feature sample is used, both the ACC value and AUC value are above 90%. From the above studies, we find out the RF model has better prediction performance than SVM model and Bayes model in loan default. Unfortunately, the ACC value of three traditional models based on the two kinds of sample do not satisfy practical requirement of prediction effect in loan default.

5. Personal Credit Prediction Model of CNN Algorithm

Because the lower ACC value and AUC value with three traditional models cannot satisfy the demand of practical application of loan risk prevention and control and the manual extracting feature influencing the performance of prediction model, we choose a CNN model to predict the loan default in order to obtain better the performance. CNN is a kind of feedforward neural network with convolutional computation and deep structure, which is one of the representative algorithms of deep learning. It is often composed of multilayer structure including convolution layer, pooling layer, activation layer, and full connection layer and adopts the gradient descent method which adjusts the parameters by a larger number of iterative training. The convolutional layer is the core part of the CNN model, which has the characteristics of local connection and weight-sharing [14]. In addition, CNN model can learn and map the relationship between input and output pairs autonomously from a large
number of known data pairs without any precise mathematical expression between the input and the output. Because the CNN model can extract the features autonomously, we only use full-feature sample to establish the 1D-CNN (1-dimensional convolutional neural network) model in this paper. Besides, due to not having clear standards at present, the model parameter and structure can only be determined through a series of repeated tests by the results of test dataset. Final, we establish a 1D-CNN model, which is composed of eight convolutional layers, through a lot of experiments. Figure 7 reflects the structure chart of CNN model.

We use $T = \{x_1, x_2, \ldots, x_n\}$ to denote the input data corresponding to feature vector of loan data. The form of $T$ is $M \times 1 \times n$, where $M$ represents the number of data and $n$ represents the dimension of data. Every neuron in the convolutional layer has a small receiving domain for the input matrix, named as the convolution kernel, which obtains the output by convolution with a linear filter $h_k$ from a window $x_{t \times t+k-1}$ of the input vector is generated by a weight-sharing kernel tensor $\omega_k$ and a bias vector $b_k$:

$$h_k = \text{conv}(u_{t \times t+k-1})\omega_k u_{t \times t+k-1} + b_k,$$

where $k$ is the kernel size. The calculation process of the CNN model is shown in Figure 8.

The method of numerical calculation in feature sequence is denoted as

$$x_i = p_i \times w_1 + p_{i+1} \times w_2 + p_{i+2} \times w_3, \quad i = 1, 2, \ldots, n.$$

So the output of neuron is as follows:

$$f(h_k) = \sigma(h_k).$$

$\sigma$ is the activation function of a neuron. If there is more than one channel in the input layer, the sum of the output after filtering is used as the output of the neuron. This paper uses the ReLU function as the activation function.

The formula is as follows:
\[
\sigma(h_k) = \max\left(0, \omega^T_k x + b_k\right). \tag{22}
\]

\(x\) is the input value. When the input \(x\) is less than 0, the output is 0. When \(x\) is greater than 0, the output is \(x\). Because the ReLU function is a kind of unsaturated function, it effectively counters problems like gradient disappearance and gradient explosion compared with the sigmoid function and makes the network converge more quickly. Before the output layer, multiple feature sequences shall be transposed and merged into the form of one-dimensional column vectors. Thus, the sigmoid layer uses these vectors with the full connection layer. Finally, the output \(x_i\) of multiple neurons maps to between 0 and 1 by sigmoid. Thereby, we can get the final output \(a_i\). The sigmoid function calculation formula is defined as

\[
a_i = \frac{1}{1 + e^{-a_i}}. \tag{23}
\]

The mean square error is used as the loss function. We count the loss function as the following equation:

\[
L = \frac{1}{n} \sum_{i=1}^{n} (O_{\text{real}} - O_{\text{output}})^2. \tag{24}
\]

\(n\) is the number of samples. \(O_{\text{real}}\) is the real vector, and \(O_{\text{output}}\) is the output vector. The learning rate of the convolutional neural network is set to 0.01, while the maximum number of iterations \(E = 250\). Figure 9 reflects the flow chart of the CNN model.

In addition, BN (batch normalization) layer is used to normalize arbitrary data in the construction of CNN model. Different from the traditional normalization methods only using input data, the BN layer realizes data normalization at any layer in the whole network. It not only accelerates the convergence speed of the CNN model but also relieves the gradient dispersion problem in the deep network. And it makes training of the CNN model easily and stably.

As shown in Figure 10, the loss function of the CNN model tends to be flat after 200 generations, which shows that the model can converge effectively.

As shown in Figure 11, after 100 generations, CNN model gets ACC value of 95% in training and testing which is higher than that of SVM model, Bayes model, and RF model. Moreover, according to Figure 12, the ACC value of the CNN model reaches up to 97% and only 289 wrong judgments in default data. In amount, the CNN model is good at predicting default data.
In addition, it can be seen from Figure 13 that the AUC value of the CNN model is up to 99%, whose AUC value is also higher than SVM model, Bayes model, and RF model. It shows that the generalization ability of the CNN model is more excellent, and its data prediction is more accurate.

6. Conclusions

It is important to the healthy development of credit industry by controlling the credit default risk. However, the ability of traditional models does not meet the practical application requirements. In this work, we establish a CNN model to predict default loan and compare with three traditional models including SVM model, Bayes model, and RF model. The experimental result shows that the RF model has better performance than SVM model and Bayes model, whose ACC value and AUC value with extraction-feature sample and full-feature sample are as follows: 88%, 88%, 91%, and 94%. Besides, the CNN model has highest ACC value of 95% and AUC value of 99%. It indicates that the CNN model is superior to the three traditional models based on two samples. In addition, the extracting feature manually is often used in the traditional model. However, it decreases the objectivity and high-dimensional correlation, which affects the performance of prediction model, by comparing extraction-feature sample with full-feature sample on the same model. The CNN model effectively solves the problem cause by extracting feature manually through the autonomous extracting feature. To sum up, the CNN model has better performance and is more suitable for default prediction of personal loan data.
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SVM: Support vector machine
RF: Random forest
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LDA: Linear discriminant analysis
LR: Logistic regression
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BN: Batch normalization.
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