Automatic Identification of Peanut-Leaf Diseases Based on Stack Ensemble
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Abstract: Peanut is an important food crop, and diseases of its leaves can directly reduce its yield and quality. In order to solve the problem of automatic identification of peanut-leaf diseases, this paper uses a traditional machine-learning method to ensemble the output of a deep learning model to identify diseases of peanut leaves. The identification of peanut-leaf diseases included healthy leaves, rust disease on a single leaf, leaf-spot disease on a single leaf, scorch disease on a single leaf, and both rust disease and scorch disease on a single leaf. Three types of data-augmentation methods were used: image flipping, rotation, and scaling. In this experiment, the deep-learning model had a higher accuracy than the traditional machine-learning methods. Moreover, the deep-learning model achieved better performance when using data augmentation and a stacking ensemble. After ensemble by logistic regression, the accuracy of residual network with 50 layers (ResNet50) was as high as 97.59%, and the $F_1$ score of dense convolutional network with 121 layers (DenseNet121) was as high as 90.50. The deep-learning model used in this experiment had the greatest improvement in $F_1$ score after the logistic regression ensemble. Deep-learning networks with deeper network layers like ResNet50 and DenseNet121 performed better in this experiment. This study can provide a reference for the identification of peanut-leaf diseases.
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1. Introduction

Peanut is a crop with multiple uses and a very rich nutritional value. As the main oil and economic crop in the Guangdong Province of China, its growing area is constantly increasing, and it has become the second-largest cultivated crop in Guangdong Province [1]. The peanut itself and the complex field environment make the leaves easy to be infected by pathogens. The pathogen can spread rapidly through natural factors and has a high reproductive capacity. The main factor affecting its reproduction is the humidity of peanuts during the seedling stage [2]. Diseases of peanut leaves can reduce the yield and quality of peanuts by destroying the green tissue and chlorophyll in the leaves [3]. Artificial identification of peanut-leaf diseases requires professional knowledge, and it is easy to misdiagnose them only by artificial visual observation. In this way, peanut diseases cannot be diagnosed and treated in time. The key to control peanut disease is to diagnose the disease type quickly and accurately, and then take corresponding control measures in time.

With the development of computer technology, traditional machine-learning methods have been successfully applied to many fields. Beltran-Perez combined a multiscale generalized radial basis function network with discrete cosine transform, and successfully applied this method to a computer-aided diagnosis system for breast-cancer detection [4].
For fire sensitivity prediction and mapping, Pham evaluated four machine-learning methods. The models were evaluated using the area under the receiver operating characteristic curve and seven other performance metrics. The results showed that these models were sufficiently robust in responding to the training and verification dataset changes [5]. In terms of urban planning, Nikola successfully used a machine-learning method to classify the green infrastructure of satellite images [6]. In recent years, random forest, k-means, and support vector machine [7–9] algorithms based on traditional machine learning have been applied to plant-disease diagnosis. Wang et al. used a vector median filter to remove noise from collected corn-disease color pictures, then extracted the texture and color features of the corn-disease image as feature vectors, and then mapped the input space samples to high-dimensional space features for K-means clustering and plant-disease identification, and the final identification rate of their four corn diseases was 82.5% [10]. Es-saady et al. proposed a technology based on the serialization of two support vector machine classifiers, with one classifier extracting the color features of the picture, and the other classifier distinguishing the classes of similar colors according to the shape and texture features, and the accuracy rate reached 87.80% [11]. Moheson et al. used hyperspectral data to identify wheat leaf rust. Four machine-learning methods, including v-support vector regression, enhanced regression tree, random forest regression and Gaussian process regression, were established to estimate the severity of rust at the canopy scale. The experiment showed that hyperspectral signatures could be used in the identification of wheat leaf rust at different leaf area index levels [12]. Tan et al. performed background cutting on soybean leaf pictures, determined the chromaticity value of the leaves, and established several layers of back-propagation neural networks. The accuracy of the soybean disease spot-recognition rate was 92.1% [13]. Wang et al. proposed a method of plant-disease recognition that extracted 21 color features, 25 texture features and 4 shape features from the images of diseased leaves of wheat and grape, processed the features with principal component analysis (PCA), and classified wheat and grape diseases with multiple neural-network classifiers. The results showed that the PCA neural-network-based image recognition was the best method to detect and diagnose plant-leaf diseases [14].

In recent years, deep-learning methods have led a revolution in many fields such as speech recognition [15,16], object detection [17,18], and pose estimation [19,20]. Deep learning is a promising method for the automatic identification of plant diseases. By taking advantage of the sparse interaction, parameter sharing, and variable representation of a convolution network, it can effectively reduce network parameters, save model storage requirements, and improve the statistical efficiency of the network. Deep-learning methods have made some progress in recent years in identifying plant diseases and pests. Geetharamani et al. proposed a nine-layer deep convolutional neural network plant-disease-recognition model. This model recognized 39 different diseases of different plants on the open source dataset PlantVillage, and reached a 96.46% classification accuracy [21]. Hang et al. used the VGG16 model, Inception module, SE module, and the model of the pool average to identify a total of 10 diseases of cherry, apple, and corn, with an accuracy rate of 91.7%, while greatly reducing training time and model parameters [22]. Zhang et al. proposed a global pooled dilated convolutional neural network. By combining dilated convolution and global pooling, cucumber-leaf diseases were identified. The results showed that the model could effectively identify cucumber-leaf diseases [23]. In order to train a deep-learning model with good performance, a large number of data are often needed as the training set. However, datasets are very expensive, and the annotation of large datasets is a difficult problem. In this context, semisupervised learning methods aim at discovering and propagating labels to unsupervised samples, such that their correct labeling can improve the classification performance. Using the images of soybean leaves and herbivorous pests taken by Unmanned Aerial Vehicle, William et al. classified the unlabeled training set with a semisupervised method. The training set was used to train a convolutional neural network using different training strategies. The experimental results
showed that the accuracy reached 98.90% when using the InceptionV3 structure and a semisupervised method to train the soybean-leaf dataset [24].

The above methods have a high accuracy in plant-disease identification, indicating that traditional machine learning and deep learning are effective methods for identifying plant diseases. However, the above deep-learning methods are only aimed at identifying a certain plant or a variety of plant leaves for a certain disease. In actual field production, plant leaves are often infected by multiple pathogens. This experiment mainly focused on the identification of mixed diseases and single diseases on a single leaf of peanut. The types of identification were healthy leaves, rust disease, scorch disease, leaf-spot disease, and both rust disease and scorch disease at the same time. In addition, the above methods do not have a good combination of deep-learning methods and traditional machine-learning methods. To obtain better classification performance, our study used the deep-learning model as the base-model and the traditional machine-learning model as the meta-model, and then used the predicted data of the base-model as the input features of the meta-model. In this experiment, five convolutional neural network structures, AlexNet, VGG16, residual network with 50 layers (ResNet50), dense convolutional network with 121 layers (DenseNet121), and InceptionV3, were selected as the base-model according to the depth and width of convolutional networks. Three traditional machine-learning methods, random forest (RF), logistic regression (LR), and support vector machine (SVM) were selected as the meta-model according to different classification thoughts.

In the second part of this article, we will provide an introduction to the chosen deep-learning model and the traditional machine-learning model, and explain in detail the out-of-fold prediction strategy used by the stack ensemble in this experiment. The results of the model fitting in this study are presented in Section 3, and the discussion is presented in Section 4. Finally, Section 5 gives our conclusion and future research directions.

2. Materials and Methods

2.1. Experimental Data

Diseased peanut leaves were collected manually at the agronomic experiment base of South China Agricultural University in Guangzhou City, Guangdong Province. A mobile phone was used as to take pictures (Figure 1). The original collection contained many diseased peanut leaves, and the classes of disease were different. Among the collected images, the parts of peanut leaves that were clear and the parts that showed disease spots were captured according to the size of the leaves using the screenshot tool (Figure 2). The captured images were sorted by disease class and used as the dataset for this study. The disease-image dataset included healthy leaves, scorch disease, leaf-spot disease, rust disease, and simultaneous rust disease and scorch disease. The total number of pictures taken with the mobile phone was about 2000. After cropping, we finally obtained 6029 pictures of peanut leaves, including 3205 of healthy leaves (HL), 463 of leaves with scorch disease (SD), 1359 of leaves with rust disease (RD), 346 of leaves with leaf-spot disease (LSD) and 656 of leaves suffering from both rust and scorch disease (RD + SD). The division ratio of the training set and the test set in this experiment was 4: 1 (Table 1) [25].

|                | Train_Set | Test_Set |
|----------------|-----------|----------|
| Healthy leaves (HL) | 2564      | 641      |
| Scorch disease (SD) | 371       | 92       |
| Rust disease (RD)   | 1087      | 272      |
| Leaf-spot disease (LSD) | 277      | 69       |
| Both scorch and rust disease (SD + RD) | 526      | 130      |
| **Total**: 6029          |           |          |
Deep learning is a very active field of computer vision and image classification. It builds a multilayer neural network, uses a large amount of label data, and obtains the feature representation of the data to improve the accuracy of classification or prediction. As shown in Figure 3, a typical deep convolutional network includes an input layer and an output layer or classifier, as well as many hidden layers [26]. The hidden layer includes a convolutional layer, a pooling layer, and some fully connected layers. Figure 3 shows a typical CNN (convolutional neural network) structure used by multiple network structures.
2.2.1. AlexNet

AlexNet was designed by Hinton, the winner of the 2012 ImageNet competition, and his student Alex Krizhevsky [27]. AlexNet uses an eight-layer neural network with five convolutional layers and three full-connectivity layers (three convolutional layers followed by a maximum pooling layer), and contains 630 million links, 60 million parameters, and 650,000 neurons. The successful use of a rectified linear unit (ReLU) as an activation function for CNN, which works better than Sigmoid in deeper networks, successfully solves the gradient diffusion problem of Sigmoid in deeper networks, and is a breakthrough in deep learning.

2.2.2. VGG

The VGG convolutional neural network is a model that was proposed by Oxford University in 2014 [28]. When this model was proposed, it immediately became a very popular convolutional neural network model at that time because of its simplicity and practicality. The convolutional layers of VGG all use the same convolution kernel parameters. Several consecutive convolution kernels of size $3 \times 3$ are used to replace the larger convolution kernels such as $11 \times 11$ and $7 \times 7$. In addition, there is a pooling layer for dimensionality reduction. Under the condition of the same perception field, the depth of the network is improved, and the performance of the neural network is improved.

2.2.3. ResNet

The residual network is a deep convolutional network proposed by He Kaiming [29]. It is easier to optimize, and can improve the accuracy by increasing the depth of the network. Its core is to solve the problem of gradient degradation caused by an increase in network depth. This can improve network performance by simply increasing the depth of the network. The residual network is formed by stacking the residual blocks. These residual blocks contain two modules known as identity blocks and convolution blocks. The input and output dimensions of the identity block are the same. Therefore, multiple identity blocks can be connected together. The input and output dimensions of the convolution block are different, so its role is to change the dimension of the feature vector. The residual network uses a $3 \times 3$ size convolution kernel, and finally transforms the input image into a small but deep-feature map. The greater the depth of the network, the higher the dimension of the output features, and more complex features are learned by the network.

2.2.4. DenseNet

In deep-learning networks, as the depth of the network increases, the problem of gradient disappearance becomes more obvious. At present, many papers have proposed solutions to this problem. The core is to create a “shortcut” from the front layer to the back layer (such as a residual network). The idea of DenseNet is to directly connect all the layers on the premise of ensuring the maximum transmission of information between the middle layers of the network [30]. DenseNet is formed by connecting DenseBlock, convolutional layer, and pooling layer, with each DenseBlock containing convolution kernels of sizes $1 \times 1$ and $3 \times 3$. One advantage of DenseNet is that the network is narrower and there are fewer parameters. A large part of the reason is the design of DenseBlock. The dimension of output feature maps of each convolutional layer in DenseBlock is very small (less than 100). Other networks are as wide as hundreds of thousands. At the same time, this connection method makes the transfer of features and gradients more effective, and the network is easier to train.

2.2.5. Inception

The concept of “Inception” was first proposed in the GoogLeNet structure [31]. Instead of stacking the network depth to improve the performance of the model, InceptionV3 achieves a better model performance by building a network that balances depth and width. The first few layers of the network consist of a common convolutional layer and a max
pooling layer, followed by a stack of Inception modules with different structures. The structure of the Inception module is shown in Figure 4. The convolutions are of varied sizes of $1 \times 1$, $3 \times 3$, and $5 \times 5$. Additionally, it also contains a $3 \times 3$ pooling layer. These Inception modules help the model to save a lot of parameters, reduce overfitting, and increase the diversity of features.

![Inception module structure](image)

Figure 4. Inception module structure.

2.3. Machine Learning

2.3.1. Random Forest

Random forest is a multifunctional machine-learning algorithm that was first proposed by Leo Breiman and Adele Cutler. It is a data dimensionality reduction tool used to handle missing values, outliers, and other important steps in data exploration with good results [32]. Many decision trees (weak classifiers) are generated in the random forest, and each tree gives its own classification choice. By combining multiple weak classifiers in a voting or averaging way, the overall model has a high accuracy and generalization performance. In this experiment, the number of decision trees was set to 100, and used Gini impurity to measure the quality of a split. Gini impurity is a common metric to measure classification performance. The smaller the Gini impurity, the higher the purity, the higher the degree of order of the set, and the better the classification.

2.3.2. Logistic Regression

Logistic regression does not solve the regression problem, but rather the classification problem. It is a typical linear classifier that learns sample characteristics to obtain hypothetical functions between labels by training the positive and negative examples in the data. Faced with a classification problem, a cost function is established, the optimization method is iterated to get the optimal model parameters, and then the model is validated. In this experiment, L2 regularization was used to penalize the loss function. It added a “penalty term” to the parameters after the loss function. This prevented the model from becoming complex with too many parameters, and thus reduced the overfitting of the model.

2.3.3. Support Vector Machine

In 1995, Cortes and Vapnik proposed the support vector machine approach [33]. This method can find the best compromise between the complexity of a model and the learning ability to obtain the best generalization capability based on the limited sample information. The core idea of SVM is to map the input space to a higher dimension by using kernel functions. In this experiment, the radial basis function kernel was used as the mapping function for the hyperplane.
2.4. Out-of-Fold Prediction

Machine-learning algorithms often use k-fold cross-validation to evaluate model performance. During k-fold cross-validation, the model makes predictions on test samples that are not used for training, and such predictions are called out-of-fold predictions. The process of out-of-fold prediction for this experiment is shown in Figure 5. The dataset was first divided into a training set and a test set at a ratio of 4:1. Next, the training set was divided equally into K groups, and each subset of data was made a validation set once. The rest of the K − 1 group subset of data was used as the training set. These training sets were then trained on the base-model so that K models were obtained; these are referred to as M₁, M₂...Mₖ, and the datasets used to train these K models were called K₁, K₂...Kₖ. After that, the trained M models were used to predict the test set and its corresponding validation set, and the prediction probabilities P_{test} and P_{valid} were saved for each class. So that after K models were predicted, there were a total of K different P_{valid} and P_{test}. These different P_{valid} were stacked together as the feature input to the meta-model. At this point, the number of samples was exactly equal to the number of training sets. For different P_{test}, the predicted probabilities corresponding to each class were summed and averaged, and the result was used as the test set of the meta-model. In this experiment, K was set to 5. Random forest, logistic regression, and support vector machine were used as the meta-model; and AlexNet, VGG16, ResNet50, DenseNet121, and InceptionV3 were used as the base-model.

![Figure 5. Out-of-fold prediction process.](image)

2.5. Software and Hardware

The test software environment was a Windows 10 system using a PyTorch deep-learning open-source framework, and the programming language was Python. The computer had 32 GB of memory and was equipped with an Intel (R) Core (TM) i7-8700 CPU @ 3.20 GHz 3.19 GHz, and used an NVIDIA GeForce RTX 2080 (Nvidia Corporation, Santa Clara, CA, USA) to accelerate training. In this experiment, the AlexNet, VGG16, DenseNet121, ResNet50, and InceptionV3 models were all loaded with weights of more than 1000 classes, including 1.2 million images trained from ImageNet, and the softmax layer of the last layer of the model was changed from 1000 neurons to 5 neurons. The image input size for the InceptionV3 model was 299 × 299, while the input size of the other four models was 224 × 224. The learning rate was uniformly set as 1 × 10⁻⁴, the batch size was set as 16, the optimization function adopted SGD, and the momentum was set as 0.9 to accelerate the training. Before images were input to the model, the PyTorch script used three image-augmentation methods together on them. These three methods were image flipping, rotation, and scaling.
3. Results
3.1. Deep-Learning Model and Traditional Machine-Learning Model Accuracy

The expression of the accuracy rate (Acc) of this experiment’s calculation model was calculated as in Equation (1):

\[
\text{Acc} = \frac{1}{n} \sum_{i=1}^{n} \frac{n_{ii}}{n_i}
\]

where \(n\) is the total number of sample classes, \(i\) is the class label, \(n_{ii}\) is the number of samples predicted as class I, and \(n_i\) is the total number of samples in class I.

In Table 2, we can see that among the five CNN models, the accuracy of DenseNet121 in the test set was 95.98%, which was higher than other models. The accuracies of InceptionV3, ResNet50, AlexNet, and VGG16 in the test set were 95.07%, 95.25%, 91.79%, and 93.35%, respectively. In the traditional machine-learning method, SVM achieved an accuracy of 73.20%, which is 11.77% higher than the lowest LR of 61.43%. Compared with the convolutional neural network, the traditional machine-learning methods were much less effective in identification. Convolutional neural networks can automatically extract useful features of images through convolutional layers, and then summarize and classify these features nicely through the final fully connected layer.

### Table 2. Prediction accuracy of M models in deep learning and traditional machine learning.

| Model         | Data Augmentation Without Data Augmentation | Mean | M1  | M2  | M3  | M4  | M5  | Mean |
|---------------|--------------------------------------------|------|-----|-----|-----|-----|-----|------|
| AlexNet       | 91.61                                      | 91.40| 92.02| 92.33| 91.61| 91.79| 90.36| 90.36|
| VGG16         | 93.78                                      | 93.89| 95.34| 92.54| 91.19| 93.35| 92.64| 93.26|
| ResNet50      | 96.58                                      | 94.92| 94.61| 94.92| 95.23| 95.25| 94.40| 93.78|
| DenseNet121   | 96.68                                      | 96.68| 95.85| 95.85| 94.82| 95.98| 92.64| 95.44|
| InceptionV3   | 95.03                                      | 95.75| 94.51| 93.68| 96.37| 95.07| 91.92| 91.92|
| SVM           | 73.56                                      | 73.44| 72.98| 72.55| 73.48| 73.20| 70.76| 70.43|
| RF            | 72.33                                      | 71.98| 72.05| 72.16| 71.95| 72.09| 69.52| 69.35|
| LR            | 61.35                                      | 62.01| 61.48| 61.24| 61.08| 61.43| 59.47| 59.47|

3.2. Accuracy and Confusion Matrix of the Model after Stacking Ensemble

The confusion matrix was used to compare the performance of the classifier. Each row of the confusion matrix represents examples of unpredicted peanut-leaf disease, and each column represents actual peanut-leaf disease. Based on the confusion matrix, three indicators—recall, precision, and weighted average score (F1 score) of recall accuracy—were used to evaluate the performance of the model. In this experiment, \(F1(i)\) was used to evaluate the performance of model corresponding to each class, and \(F1\) used the \(F1(i)\) of each class to weigh the performance of the whole model. Equations (2)–(5) given the calculation of these indicators.

\[
\text{precision}_{(i)} = \frac{TP}{TP+FP}
\]

where \(\text{precision}_{(i)}\) is the precision corresponding to class I, \(TP\) is the number of correct answers to the prediction, and \(FP\) is the number of other classes predicted as this class by error.

\[
\text{recall}_{(i)} = \frac{TP}{TP+FN}
\]

where \(\text{recall}_{(i)}\) is the recall rate corresponding to class I, and \(FN\) is the number of classes that are predicted to be other classes.

\[
F1_{(i)} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]
where \( F_1(i) \) is the weighted average score of the recall accuracy corresponding to each class.

\[
F_1 = \frac{1}{\eta_a} \sum_{i=1}^{\eta_a} F_1^2(i)
\]

where \( F_1 \) is the weighting of the recall accuracy of the entire model’s average score.

As shown in Figure 6, Tables 3 and 4, the accuracy and \( F_1 \) score of each model were improved after using the stacking ensemble. In this experiment, the highest accuracy of the models reached 97.59%, and there were two ways to achieve this accuracy. One was to use ResNet50 as the base-model for extracting the features of the images, and then use LR to ensemble the five M models. Compared with the accuracy before the ensemble, the accuracy of the models improved by 2.37%. Another way to achieve the same accuracy was to use DenseNet121 to extract image features and then ensemble the model with RF. As shown in Table 2, without the use of out-of-fold predictions, the deep-learning methods were all very effective in the identification of peanut-leaf diseases. Each of the five base-models used in this experiment achieved an accuracy of more than 90% for the dataset. In the image-classification problem, a higher classification accuracy meant that it was harder to improve the accuracy any further. However, after using out-of-fold prediction, the accuracy of the five models was improved. Even when the accuracy was already high without using out-of-fold prediction, the accuracy was still improved by 1–3%. By training the meta-model using out-of-fold predictions from the base-model, the meta-model could view and exploit the expected behavior of each base-model when run on unseen data, as was the case in practice when using ensembles to make predictions on new data. The main point is that when the predictions of base-model were used as the input features of the meta-model, the meta-model was able to distinguish between models that performed well in the base-model and the models that performed poorly. It is also important to note that a feature input into the meta-model did not depend on its corresponding target in the base-model. This is because these features were generated using information that excluded the corresponding target from the base-model fitting process.

![Figure 6. (a) Accuracy of model ensemble; (b) F1 score of model ensemble.](image)
Table 3. Accuracy of the model ensemble with and without data augmentation.

| Model        | Accuracy | Data Augmentation | Without Data Augmentation |
|--------------|----------|-------------------|---------------------------|
|              | RF       | LR                | SVM           | WE 1 | RF       | LR    | SVM | WE |
| AlexNet      | 93.19    | 93.19             | 92.94         | 91.79| 92.19    | 92.54 | 92.44| 90.98|
| VGG16        | 96.01    | **96.10**         | 95.51         | 93.35| 93.77    | 94.44 | 94.02| 93.14|
| ResNet50     | 97.43    | **97.59**         | 97.43         | 95.25| 96.68    | 96.93 | 97.01| 94.36|
| DenseNet121  | 97.59    | 97.51             | 97.26         | 95.98| 95.93    | 96.35 | 95.85| 94.01|
| InceptionV3  | 96.76    | **96.84**         | 96.68         | 95.07| 94.85    | 95.51 | 94.85| 93.37|

1 Without ensemble.

Table 4. F1 scores for the model ensemble with and without data augmentation.

| Model        | F1 Score | Data Augmentation | Without Data Augmentation |
|--------------|----------|-------------------|---------------------------|
|              | RF       | LR                | SVM           | RF | LR | SVM |
| AlexNet      | 74.04    | **74.63**         | 73.77         | 73.77| 72.27 | 71.96|
| VGG16        | 84.75    | **85.60**         | 83.08         | 83.08| 78.52 | 76.40|
| ResNet50     | 89.93    | **90.07**         | 90.04         | 90.04| 87.74 | 87.64|
| DenseNet121  | 90.45    | **90.50**         | 89.31         | 89.31| 86.22 | 84.59|
| InceptionV3  | 80.25    | **87.48**         | 86.75         | 79.78| 82.17 | 86.75|

3.3. Effect of Data Augmentation on Model Accuracy and F1 Score

The area under the receiver operating characteristic (AUC–ROC) curve and AUC curves are often used to evaluate the performance of a machine-learning algorithm as well. The ROC curve plots the difference between the false positive rate (FPR) and true positive rate (TPR). A larger area under the curve means that the classifier has a better classification performance for that class. The formula is defined as in Equations (6) and (7):

\[
TPR = \frac{TP}{TP + FN}
\]

\[
FPR = \frac{FP}{FP + TN}
\]

where TPR is the amount of positive data that is correctly predicted as positive with respect to all positive data.

where TN represents a class that is truly false and predicted to be false, and FPR represents the amount of negative data points that are wrongly predicted as positive with respect to all negative data.

It is necessary to emphasize the data used during training. For example, as shown in Table 3, Table 4, Figure 6, and Figure 7, when using the data-augmentation technique in this experiment, the accuracy of each model was improved, as well as the F1 score, which is an important measure of the performance of a machine-learning model that weighs the recall and precision of the model to give an overall assessment of the performance of the model. Without data augmentation, the maximum overall F1 score of VGG16 after ensemble was 78.52. After training with data augmentation, the maximum F1 score reached 85.60. A larger F1 score meant that the classifier was more stable and did not easily misclassify this class into other classes. Figure 7 randomly selects three of the 30 models and presents their ROC curves. According to Figure 7, the curve coverage area of the SD and LSD classes improved after using the data-augmentation method, which indicates that the classification performance of the classifier for the SD and LSD classes was improved. Many neural networks have millions of parameters, and making these parameters work correctly requires large amounts of data on which to train. Data-augmentation techniques can improve the generalizability of a model by providing more training samples for the network and reducing the model’s dependence on certain attributes.
nonstacking models. As can be seen in Table 5, the best ensemble of all models had a very high identification accuracy for HD. For SD and LSD identification, the deeper models like DensenNet121 and ResNet50 had significantly higher maximum F1 scores after ensemble than AlexNet and VGG16. Likewise, after LR ensemble, ResNet50 achieved the highest recall and precision in RD and RD + SD. ResNet50 and DenseNet121 benefited from the shortcut structure, which progressed to full use of the information in each feature map, deepening the network layers while reducing the impact of the gradient explosion on training.

Table 5. Recall and precision of the best ensemble for each class.

| Model          | HD Recall | HD Precision | SD Recall | SD Precision | RD Recall | RD Precision | RD + SD Recall | RD + SD Precision | LSD Recall | LSD Precision |
|----------------|-----------|--------------|-----------|--------------|-----------|--------------|----------------|-------------------|-------------|---------------|
| AlexNet        | 99.38     | 97.25        | 75.00     | 88.46        | 97.06     | 90.10        | 81.54          | 92.98             | 71.01       | 75.38         |
| VGG16          | 99.53     | 98.76        | 85.87     | 92.94        | 98.53     | 96.32        | 92.31          | 90.91             | 84.06       | 87.88         |
| ResNet50       | 99.69     | 99.84        | 93.48     | 95.56        | 98.53     | 98.53        | 92.31          | 94.53             | 91.30       | 90.00         |
| DenseNet121    | 100.00    | 99.53        | 95.65     | 93.62        | 97.79     | 94.66        | 90.77          | 95.93             | 89.86       | 92.54         |
| InceptionV3    | 99.53     | 99.84        | 92.39     | 94.44        | 97.79     | 94.66        | 90.00          | 94.35             | 85.51       | 88.06         |

3.4. Identify Performance of Each Class after Model Ensemble

After feature extraction from the base-model, the ensemble of features with a different meta-model gave different results. As shown in Tables 3 and 4, the F1 score of all five base-models were maximally improved after ensemble with LR, and all deep-learning models except DenseNet121 achieved the highest accuracy. The ensemble of features using the meta-model improved the accuracy of the models compared to the nonstacking models. As can be seen in Table 5, the best ensemble of all models had a very high identification accuracy for HD. For SD and LSD identification, the deeper models like DensenNet121 and ResNet50 achieved significantly higher maximum F1 scores after ensemble than AlexNet and VGG16. Likewise, after LR ensemble, ResNet50 achieved the highest recall and precision in RD and RD + SD. ResNet50 and DenseNet121 benefited from the shortcut structure, which progressed to full use of the information in each feature map, deepening the network layers while reducing the impact of the gradient explosion on training.
Table 5. Recall and precision of the best ensemble for each class.

| Method | AlexNet | VGG16 | ResNet50 | DenseNet121 | InceptionV3 |
|--------|---------|-------|----------|-------------|-------------|
|        | Recall  | Precision | Recall | Precision | Recall  | Precision | Recall  | Precision | Recall  | Precision | Recall  | Precision | Recall  | Precision | Recall  | Precision | Recall  | Precision | Recall  | Precision |
| HD     | 99.38   | 97.25  | RF       | 99.53      | 98.76      | LR       | 99.69    | 99.84    | LR       | 99.53    | 99.84    | LR       | 100.00   | 99.53    | LR       |
| SD     | 75.00   | 88.46  | RF       | 85.87      | 92.94      | LR       | 93.48    | 95.56    | SVM      | 95.65    | 93.62    | SVM      | 92.39    | 94.44    | LR       |
| RD     | 97.06   | 90.10  | LR       | 96.32      | 95.62      | RF       | 98.53    | 96.75    | RF       | 98.53    | 96.75    | RF       | 97.79    | 94.66    | RF       |
| SD     | +       | 81.54  | 92.98    | LR         | 92.31      | 90.91    | RF       | 93.08    | 94.53    | LR       | 90.77    | 95.93    | LR       | 90.00    | 94.35    | SVM      |
| LSD    | 71.01   | 75.38  | LR       | 84.06      | 87.88      | RF       | 91.30    | 90.00    | RF       | 89.86    | 92.54    | RF       | 85.51    | 88.06    | RF       |

1 Meta-model.

4. Discussion

Machine-learning models have been developed constantly and have become very effective in the classification of images. They provide a feasible method for the identification of most plant-leaf diseases. However, the effectiveness of machine learning on the identification of peanut-leaf diseases has not been previously reported. Accurate diagnosis of peanut-leaf disease classes, and timely treatment of the disease are practical guidance for peanut production.

In this study, traditional machine-learning methods and deep-learning models were used for the identification of peanut-leaf diseases. After that, the traditional machine-learning methods and deep-learning models were combined by stacking ensemble. The training strategies of data augmentation and transfer learning were also used to evaluate the fitting performance of the models on the dataset of peanut-leaf diseases. The results showed that the deep-learning models had more robustness than the traditional machine-learning methods when identifying peanut-leaf diseases. The models with deeper network layers such as DenseNet121 and ResNet50 performed better than shallow and wide networks when used as the base-model. The performance of logistic regression classification was worse than support vector machine and random forest classification, but logistic regression as the meta-model could best improve the accuracy and F1 score of the base-model.

In the literature, different traditional machine-learning methods of classification, such as clustering [10], stacking [12], and low-dimensional to high-dimensional mapping [11], have been shown to be applicable to the classification of a wide range of plant leaves. However, to obtain high accuracy and robustness, it is necessary to artificially extract features, and the quality of the extracted features directly affects the performance of the model.

Deep-learning models have excellent performance in classifying images due to the rotation invariance, translation invariance, and sparse parameters of the convolutional layer [27]. Mohanty verified that deep-learning models can be applied to disease identification in a variety of plant leaves [25]. In order to improve the accuracy of recognition, various deep-learning training strategies have also been successfully applied to plant image classification, such as data augmentation [23], transfer learning [21], and semisupervised learning [24]. The five selected deep-learning models in our study still had a good classification performance in the dataset collected in the field environment. The results showed that the deep-learning models were still able to accurately identify peanut-leaf diseases in complex picture backgrounds. The deep-learning model with deeper network layers fit better to the peanut-leaf-disease dataset used in this study. Moreover, when the deep-learning model was used as a meta-model, the better the classification performance it had, the better the performance it achieved after the stacking ensemble.

5. Conclusions

Peanut-leaf disease is an important reason for the decline of peanut yields and quality. If a disease of peanut leaves can be detected in time, preventive measures can be taken as soon as possible to reduce the loss of crops.
To solve the problem of peanut-leaf diseases, this paper combined deep-learning models and traditional machine-learning methods to identify four peanut-leaf diseases. The networks with deeper layers, like ResNet50 and DenseNet121, had the best prediction performance for datasets. In the case of data augmentation, the highest accuracy reached 97.59%, and the F1 score reached 90.50 using the traditional machine-learning method for the ensemble.

In this paper, a leaf showing two diseases, a mixture of rust and scorch diseases, was identified for the first time. The best identification performance was achieved by ResNet50 combined with the LR model, which had a recall rate of 93.08, and the corresponding F1 score of 93.80 was the highest among all models. The other models also achieved good identification performance, indicating that the machine-learning method is still a powerful tool for identifying peanut-leaf diseases, including in the case of a peanut leaf showing two diseases at the same time.

At present, although the laboratory model of the highest recognition rate reached 97.59%, the field environment is complicated, and recognition of peanut-leaf diseases will still encounter many problems, such as a peanut leaf appearing at the same time as a number of different leaves, the degree of disease occurring, and the difficulty of training data collection. Further studies are needed to improve these problems.
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