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ABSTRACT. In the past decades, complex systems with impulsive effects and logical dynamics have received much attention in both the natural and social sciences. This historical survey briefly introduces relevant studies on impulsive differential systems (IDSs) and logical networks (LNs), respectively. To begin with, we investigate five aspects of IDSs containing fundamental theory, Lyapunov stability, input-to-state stability, hybrid impulses and delay-dependent impulses. Next, we compactly summarize the research status of some problems of LNs including controllability, stability and stabilization, observability and current research. Moreover, some significant applications of proposed results are illustrated. Finally, based on this overview, we further discuss some future work on complex systems with impulsive effects and logical dynamics.

1. Introduction. Complex systems research plays an increasingly important role in both the natural and social sciences. Due to the varied complexities, such as system dynamics complexity, statistical complexity and so on, some complex systems involve more than one disciplines [40]. From the perspective of control, the complexity of system dynamics has been widely investigated in last decades. Among system dynamics, both the impulsive effects and logical dynamics have attracted increasing attention recently. Hence, it is of interest and importance to investigate the complex systems with impulsive effects and logical dynamics.

It is known that there exists the phenomenon of transient disturbances or sudden jump in many dynamical systems. Compared with the whole evolution processes, this phenomenon lasts for a short time, hence, one can assume that the states change instantaneously at certain instants. This phenomenon is often viewed as the impulsive effect, and the system with the impulsive effects can be described as an impulsive differential system (IDS) [101, 21, 137, 34, 96, 78]. In practice, the impulsive effects can be found in many fields, such as the mechanical systems [130], economic control systems [28], attitude control systems [2, 45]. Although the impulsive effects are always regarded as the disturbances in
nature, we can also use this characteristic to design a control method, which is called the impulsive control method. In fact, impulsive control theory has been developed and applied widely during the past decades. The method of impulsive control can date back to [127], since the impulsive effects on stability were considered therein. Later, the model of IDS was firstly proposed in [42], and its relevant fundamental theories were proposed as well. Generally speaking, this book possesses substantial theoretical and practical value of studies on IDSs. In 2001, the concept of impulsive control was introduced by Yang Tao in [156]. Then, impulsive control systems received much attention and were investigated by many researchers [120, 141, 20, 29, 90, 91].

Actually, impulsive controller can be viewed as a controller with a simple structure that aims to change state trajectories at certain discrete instants. Note that the impulsive control method can overcome the difficulty that some systems cannot be implemented by continuous inputs [85, 80, 97, 76, 83, 75]. For example, the saving rate of a bank is not suitable to adjust all the time, and continuous input may result in antimicrobial resistance problem. Therefore, impulsive control seems to be a better choice to deal with these situations. For some more special systems, impulsive control method may be the only option to acquire desired performance. Moreover, compared with some continuous control method, the closed-loop system under impulsive control may possess better robustness and efficiency. Thus, there emerges much interesting work on the impulsive control systems in many fields [22, 136, 79, 71, 81, 23, 166].

On the other hand, there exist a lot of logical dynamics in both the life sciences and network communication engineering, and logical networks (LNs) can be well used to simulate and analyze dynamic behaviors. LNs are a kind of discrete-time systems, and all of variables including their states, outputs and inputs, only can take value from finite fields. Moreover, each feedback function is a logical function that composes of logical operators such as “and”, “or” and “negation”. The most important feature of LNs is no parameters over other systems such as continue systems and multi-agent systems, because LNs more emphasize on general principles rather than quantitative details. According to different finite domains, LNs naturally can be divided into different types. Specifically, when the variables take value from different finite domains, then LNs are called mixed-valued LNs [35]. While, the variables take value from the same finite domains, then LNs are called multi-valued LNs [111]. Especially, if the finite domain is binary, i.e., \{0, 1\}, then multi-valued LNs become Boolean networks (BNs) [38]. Due to the conceptual simplicity and the universality of applications, BNs have been studied much more thoroughly. Moreover, many results of BNs are also available on mix-valued LNs and multi-valued LNs. Akutsu et al. in [1] first proposed the concept of Boolean control networks (BCNs). Subsequently, many kinds of control strategies were introduced into BCNs, such as state feedback control [110], pinning control [118], sampled control [105] and so forth. Therefore, BNs and BCNs are the most representative and major research models of LNs. BNs are usually used to model gene regulatory networks (GRNs) since 1969 [38], and promote the development of GRNs. BNs can also be classified by different switching signals. When switching signals are probabilistic, then the corresponding systems are called probabilistic BNs [131]. Especially, if the probability is uniform distribution, then probabilistic BNs become switched BNs [61, 58], that are a special type of probabilistic BNs [33]. When the switching signals are stochastic, BNs are called stochastic BNs [150, 149]. While if there are no switching signal, then the systems are generality BNs.

In this paper, some basic theory and recent progress of the complex systems with impulsive effects and logical dynamics are briefly reviewed. Specifically, this investigation intends to introduce the work on two type of complex systems, i.e., IDSs and LNs. The rest
of this paper is arranged as follows. In Section 2, five topics of IDSs containing fundamental theory, Lyapunov stability, input-to-state stability, hybrid impulses and delay-dependent impulses are systemically introduced. Section 3 discusses five aspects of LNs, i.e., basic theory, controllability, stability and stabilization, observability and current research are proposed. Some applications of complex systems with impulsive effects and logical dynamics are illustrated in Section 4. Finally, Section 5 concludes this survey and discusses the further work.

Notations: Let $\mathbb{R}$ and $\mathbb{R}_+$ denote the set of real numbers and nonnegative real numbers, respectively. We denote $\mathbb{Z}_+$ and $\mathbb{N}$ the set of positive integer and nonnegative integer, respectively. Let $\mathbb{R}^n$ be the $n$-dimensional real spaces equipped with the Euclidean norm $| \cdot |$. Let $\mathbb{R}^{n \times m}$ denote the $n \times m$-dimensional real spaces. The notation $A > (\leq) 0$ implies that the matrix $A$ is positive (negative) definite matrix. The notations $A^T$ and $A^{-1}$ presents the transpose and the inverse of $A$, respectively. The matrix set $M_{m \times n}$ denotes the set of $m \times n$ real matrices. If $A$, $B$ are symmetric matrices, $A > B$ means that $A - B$ is positive definite matrix. For any interval $J \subseteq \mathbb{R}$, let $S \subseteq \mathbb{R}^k (1 \leq k \leq n)$, $C(J, S) = \varphi : J \rightarrow S$ is continuous and $C^1(J, S) = \varphi : J \rightarrow S$ is continuously differentiable. A function $\alpha : [0, \infty) \rightarrow [0, \infty)$ belongs to class $\mathcal{K}$ if $\alpha$ is continuous, strictly increasing, and $\alpha(0) = 0$. In addition, if $\alpha$ is unbounded, it belongs to class $\mathcal{K}_\infty$. A function $\beta : [0, \infty) \times [0, \infty) \rightarrow [0, \infty)$ belongs to class $\mathcal{K}_{\infty}$ if $\beta (\cdot, t)$ belongs to $\mathcal{K}$ for every fixed $t \geq 0$ and $\beta (r, t)$ decreases to 0 as $t \rightarrow \infty$ for every fixed $r \geq 0$. In addition, $\otimes$ denotes the Kronecker-product. Let $[t]$ represent the maximum integer of no more than $t$.

2. Complex systems with impulsive effects. In this section, we focus on the investigation of the complex system with impulsive effects. Moreover, we will model it by an impulsive differential system (IDS) and further discussions will be proposed. Namely, five aspects, that is, fundamental theory, Lyapunov stability, input-to-state stability, hybrid impulses and delay-dependent impulse will be taken into consideration.

2.1. Fundamental theory.

2.1.1. General model description. An impulsive differential system (IDS) can be described as follows:

$$\begin{cases}
\dot{x}(t) = f(t, x(t)), (t, x) \notin \Sigma_t, \\
\Delta x(t) = J(t, x), (t, x) \in \Sigma_t,
\end{cases}$$

(1)

where $x(t)$ and $\dot{x}(t)$ denote the system state and its right-hand derivative, respectively. And the state can be influenced by impulsive effects, namely, $x(t_k^+) = x(t_k) + J(t_k, x(t_k))$, when $(t_k, x(t_k)) \in \Sigma_t$. It is assumed that $x(t_0^+) = x(t)$, i.e., the solutions to system (1) are right continuous. In addition, $J(t_k, x(t_k)) \in \mathbb{R}^n$ denotes the difference value of the state $x(t)$ at $t_k$. In general, in order to investigate the stability of IDS (1), we also assume that the impulsive instant sequence $\{t_k\}$ satisfying that $t_k \in \mathbb{R}_+, t_k < t_{k+1}, k \in \mathbb{Z}_+, \lim_{k \rightarrow +\infty} t_k = +\infty$ and the uniqueness of solutions to system (1) with initial condition can be assured on interval $[0, +\infty)$. From above model description, one can observe that IDS (1) consists of three parts, that is,

i) an ordinary differential equation that characterize the the dynamic behaviors of system (1) between two consecutive impulsive instants;

ii) a difference equation that describe the instantaneous changes of states at impulsive instant;

iii) a regulation that determine when the impulsive effect happen.
Actually, one can conclude that the solution to IDS (1) may have following three situations:

1) a continuous function, if the state does not reach set $\Sigma$ or difference value $J(t_k, x(t_k)) = 0$;
2) a piecewise continuous function with finite number of discontinuities, which belong to the first kind, if the number of times that the state reaches set $\Sigma$ is finite and corresponding $J(t_k, x(t_k)) \neq 0$;
3) a piecewise continuous function possessing a countable number of discontinuities, which belong to the first kind, if the number of times that the state reaches set $\Sigma$ is countable and corresponding $J(t_k, x(t_k)) \neq 0$.

Generally, on the basis of the choice of impulsive instants, IDSs can be categorized into following three types that are of interest.

A type-I IDS with impulsive effects at fixed time:

\[
\begin{aligned}
\dot{x}(t) &= f(t, x(t)), \quad t \neq t_k, \\
\Delta x(t) &= J(t, x(t)), \quad t = t_k.
\end{aligned}
\]

In this model, the impulsive effects occur in a given time sequence $\{t_k\}$. It is clear that the solution to (2) is piecewise continuous with finite or countable number of discontinuities if $J(t_k, x(t_k)) \neq 0$. In fact, this type is the most studied by scholars.

A type-II IDS with impulsive effects at variable time:

\[
\begin{aligned}
\dot{x}(t) &= f(t, x(t)), \quad \mathcal{S}(t, x) \neq 0, \\
\Delta x(t) &= J(t, x(t)), \quad \mathcal{S}(t, x) = 0.
\end{aligned}
\]

In this situation, impulsive effects are determined by both the time and states, that is when the state trajectory of IDS (3) reaches the set $\mathcal{S}(t, x) = 0$, then the impulsive effect occurs. In fact, we can rewrite the set $\Sigma$ of system (1), i.e., $\Sigma = \{(t, x)|\mathcal{S}(t, x) = 0\}$. Compared with type-I IDS, type-II IDS seems to be more complex and more difficult to deal with.

A type-III autonomous system with impulses:

\[
\begin{aligned}
\dot{x}(t) &= f(x(t)), \quad x \notin \Sigma, \\
\Delta x(t) &= J(x), \quad x \in \Sigma.
\end{aligned}
\]

In this case, one can see that the state $x(t)$ is not explicitly dependent on $t$ and the difference equation satisfying that $J(t, x) = J(x)$. It is clear that the impulsive effects of this type is state-dependent, and due to this fact, there exist some very interesting examples of type-III IDS (see [42]).

2.1.2. Comparison with ordinary differential systems. Actually, the studies on impulsive differential systems (IDSs) are more abundant than that of ordinary differential systems without impulsive effects. For instance, there maybe exist no solution with certain initial value in certain IDS even when the corresponding ordinary differential system possesses a solution for arbitrary initial value; some basic characteristics such as continuous dependence with respect to initial value may no longer hold, and Lyapunov stability of IDSs may need a modified definition. Furthermore, a simple IDS may have some new behaviors that are of interest. For example, one can see rhythmical beating, merging of solutions, and noncontinuability of solutions in certain IDS. Specifically, we propose the following IDSs to illustrate that the continuability of certain solutions can be tremendously impacted by
impulsive effects. Consider such an IDS:
\[
\begin{align*}
\dot{x} &= 0, \ t \neq k, \ k \in \mathbb{Z}_+, \\
\Delta x &= 1 \frac{1}{x-1}, \ t = k.
\end{align*}
\] (5)

We can conclude that its solution \(x(t)\) with initial value \(x(0) = 1\) can exist only for \(0 < t < 1\). Actually, this solution is not continuable for \(t > 1\), due to the fact that the function \(\Delta x = \frac{1}{x-1}\) make no sense when \(x = 1\). Conversely, the solutions \(x(t)\) to the corresponding ordinary differential system \(\dot{x} = 0\) with arbitrary initial value can exist for all \(t > 0\). From this example, one can conclude that the impulses may destroy the continuability of certain solutions to original system.

Consider another IDS:
\[
\begin{align*}
\dot{x} &= 1 + x^2, \ t \neq k\frac{\pi}{4}, \ k \in \mathbb{Z}_+, \\
\Delta x &= -1, \ t = k\frac{\pi}{4}.
\end{align*}
\] (6)

We can obtain that the solution \(x(t)\) with initial value \(x(0) = 0\) can not be continued for all \(t > 0\). Further, the solution can be derived as follows, \(x(t) = \tan(t - k\frac{\pi}{4}), \ t \in (k\frac{\pi}{4}, (k+1)\frac{\pi}{4}]\), for all \(k \in \mathbb{Z}_+\). Nevertheless, the corresponding ordinary differential system possesses the solution \(x(t) = \tan(t)\) that can not be continued for \(t = \frac{\pi}{2}\) since \(\lim_{t \to (\frac{\pi}{2})^-} x(t) = \infty\). Hence, this example illustrates that the impulsive effects may enhance the continuability of certain solutions to original system.

Recall the assumption that the impulsive instant sequence \(\{t_k\}\) satisfies that \(t_k \in \mathbb{R}_+, \ t_k < t_{k+1}, \ k \in \mathbb{Z}_+\) and \(\lim_{k \to \infty} t_k = +\infty\). One can observe that this assumption indicates that in system (1), these impulsive effects can not destroy the continuability of solutions to original system. In fact, in order to study Lyapunov stability more effectively, we assume this condition holds generally.

2.2. Lyapunov stability. For the study on Lyapunov stability of impulsive differential systems (IDFs), the approach of constructing Lyapunov function is still popular with many researchers.

For stability analysis, note that the major difference between impulse-free systems and IDFs is that we have to deal with the uncontinuity of the Lyapunov function at impulsive instants for IDFs. In [132], a Lyapunov inverse theorem was obtained to analyze the stability of IDFs. In detail, this result presents a necessary condition of exponentially stability for IDFs, that is, there exists a discontinuous Lyapunov function \(V(t, x)\) such that it is nonincreasing at the impulsive instants and its derivative is negative between successive impulsive instants. However, under certain situation, it may be not easy to select a single Lyapunov function that meets such a necessary condition. Then, [133] developed some stability and boundedness criteria for IDFs by so-called perturbing Lyapunov functions which can traced back to [41].

Discuss the following IDS:
\[
\begin{align*}
\dot{x} &= f(t, x), \ t \neq t_k, \ k \in \mathbb{Z}_+, \\
x(t_k) &= g(t_k, x(t_k^-)), \ t = t_k,
\end{align*}
\] (7)

where \(t \in \mathbb{R}_+, \ t_k < t_{k+1}\) and \(\lim_{k \to \infty} t_k = \infty\), and we denote such type of impulsive instant sequence by set \(\mathfrak{F}_0\). We suppose that \(f(t, 0) = 0, g(t, 0) = 0\) for all \(t \in \mathbb{R}_+\).
Definition 2.1. [83, 84] Assume that $x(t)$ is the solution to system (7). Then the trivial solution is said to be

- stable, if for any $\varepsilon > 0$, there exists a positive constant $\delta = \delta(\varepsilon, t_0)$ such that for any $|x_0| < \delta(\varepsilon, t_0)$, then $|x(t, t_0, x_0)| < \varepsilon$, $t > t_0$.
- uniformly stable, if the same $\delta(\varepsilon)$ in the above applies for all $t_0$
- uniformly asymptotically stable, if the trivial solution is uniformly stable, and for any $t_0 > 0$ and $\varepsilon > 0$, there exist $\sigma(t_0) > 0$ and $T(\varepsilon, x_0) > 0$, such that $|x_0| < \delta$ implies that $|x(t, t_0, x_0)| < \varepsilon$ for any $t > t_0 + T$, namely, $\lim_{t \to \infty} x(t, t_0, x_0) = 0$.
- exponentially stable, if there exist some $M > 0$, $\lambda > 0$ such that

$$\|x(t)\| \leq M|x_0|e^{-\lambda(t-t_0)},$$

for all $t \geq 0$.

For simplicity, system (7) is said to be exponentially stable if its trivial solution is exponentially stable. Note that this definition is dependent on the selection of the impulsive instant sequence $\{t_k\}$. Further, we are interested in characterizing Lyapunov stability over classes of sequences in $\mathcal{F}_0$. In this subsection, we mainly talk about some results on exponential stability.

Definition 2.2. [84] System (7) is said to be uniformly exponentially stable (UES) over the class $\mathcal{F}_0$ if there exist $M > 0$, $\lambda > 0$ such that the estimate (8) holds for each $\{t_k\} \in \mathcal{F}_0$.

Before presenting some interesting results on UES, some necessary notations are given as follows.

Definition 2.3. [84] $V : \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}_+$ is said to be in $\mathcal{V}_0$ if

1. $V(t, x)$ is continuous in $(t_{k-1}, t_k) \times \mathbb{R}^n$ and $\lim_{(t,y) \to (t_k^+,x)} V(t,y) = V(t_k^+, x)$.
2. $V$ is locally Lipschitz in $x$ and $V(t, 0) = 0$ for all $t > 0$.
3. there exist positive scalars $a_1$, $a_2$ and $p$ such that $a_1|x|^p \leq V(t, x) \leq a_2|x|^p$ holds for all $x \in \mathbb{R}^n$.

Moreover, in order to characterize the frequency of impulsive effects, [119] introduced the concept of average impulsive interval (AII) which is inspired by that of average dwell time.

Definition 2.4. [119] (Average Impulsive Interval) For the impulsive instant sequence $\mathcal{F}_0 = \{t_1, t_2, \ldots\}$, if there exist positive integer $N_0$ and positive number $T_a$, such that

$$\frac{T-t}{T_a} - N_0 \leq N(T,t) \leq \frac{T-t}{T_a} + N_0, \forall T \geq t \geq t_0,$$

where $N_0 > 0$ is called the chatter bound and $N(T,t)$ denotes the number of impulses occur in interval $(t, T]$, then the average impulsive interval (AII) is equal to $T_a$.

Further, based on this concept, a significant result was derived in [119] as follows.

Lemma 2.5. [119] Suppose that there exist function $V \in \mathcal{V}_0 : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R}^+$, such that following conditions hold

$$D^+V(t, x) \leq -cV(t, x), \quad \forall (t, x) \in [t_{k-1}, t_k) \times \mathbb{R}^n,$$

$$V(t_k, g(t_k, x(t_k^+))) \leq aV(t_k, x(t_k^+)), \quad k \in \mathbb{Z}_+,$$

for all $x \in \mathbb{R}^n$ and $k \in \mathbb{Z}_+$. If all of impulsive instant sequence $\mathcal{F}_0$ satisfies that

$$-cT_a + \ln \alpha < 0,$$

then, system (7) is globally UES over the class $\mathcal{F}_0$. 

Remark 1. In fact, before concept of AII came along, many investigators tried to obtain the stability criterion of IDSs by restricting the upper and lower bounds of impulsive interval [159, 24]. It is clear that compared with these results, Lemma 2.5 possesses less conservativeness by the concept of AII. Furthermore, note that Lemma 2.5 holds regardless of $c > 0$ or $c < 0$ as long as condition (11) is satisfied.

Recently, the concept of AII was generalized by [142], i.e., the limiting form of average impulsive interval that is of interest. For convenience, we call this limiting form the generalized average impulsive interval (GAII).

Definition 2.6. [142] (Generalized Average Impulsive Interval) The generalized average impulsive interval (GAII) of impulsive sequence $\mathcal{F}_1 = \{t_1, t_2, \cdots \}$ is equal to $T_{ga} > 0$ if

$$\lim_{t \to \infty} \frac{t - t_0}{N(t, t_0)} = T_{ga}, \quad (12)$$

where $N(t, t_0)$ denotes the number of impulses occur in interval $[t_0, t]$. It is clear that condition (12) is weaker than (9), since from condition (9), we can also obtain the GAII $T_{ga} = \lim_{t \to +\infty} \frac{t - t_0}{N(t, t_0)}$. Furthermore, Definition 2.6 allows the case that GAII $T_{ga} = +\infty$, which is not considered in Definition 2.4, and this situation can happen when impulsive effects are infinite but sparse. For example, if $N(t, t_0) = |t - t_0|$, we obtain that GAII $T_{ga} = 1$; but if $N(t, t_0) = [0.1 \sqrt{t - t_0}]$, then it yields that GAII $T_{ga} = +\infty$, which is depicted in Fig. 1.

Although the concept of GAII is more general than that of AII, by Definition 2.6 we can only derive the “attractability”, but not the “stability” of corresponding IDS. Namely, we can only obtain the information of the state as $t \to +\infty$ based on condition (12). In fact, according to the Definition 2.6, we can always select a impulsive instants sequence which satisfies the condition (12), but the corresponding IDS becomes unstable. Specifically, we can better understand it by following example.

Example 1. Discuss a simple IDS as follows:

$$\begin{align*}
\dot{x} &= -x, \ t \neq t_k, \ k \in \mathbb{Z}_+,
\Delta x &= x(t_k^-),
\end{align*} \quad (13)$$

then, we can select a function $V(t, x) = |x(t)|$, such that following conditions hold

$$(H_1) \quad D^\gamma V(t, x) \leq -V(t, x), \quad \forall (t, x) \in [t_{k-1}, t_k] \times \mathbb{R}^n,$n

$$(H_2) \quad V(t_k, g(t_k, x(t_k^-))) \leq 2V(t_k, x(t_k^-)), \quad k \in \mathbb{Z}_+, \quad (14)$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{An example of GAII $T_{ga} = +\infty$.}
\end{figure}
for all \( x \in \mathbb{R}^n \) and \( k \in \mathbb{Z}_+ \). By applying Lemma 2.5, one can conclude that IDS (13) is globally UES over the class \( \mathcal{F}_0 \) if \( A^{II} \) satisfies that \( T_a > \ln 2 \). Now, we give an impulsive instant sequence \( \{t_k\} \) such that \( t_k = k, \ k \in \mathbb{Z}_+ \), which implies that \( A^{II}T_a = 1 \). We can check that all conditions in Lemma 2.5 holds, hence IDS (13) is globally UES over the sequence \( \{t_k\} \) (see thin solid line in Fig. 2). However, we can not claim that IDS (13) is globally UES over the class \( \mathcal{F}_1 \) when \( G^{II} \) satisfies that \( T_{ga} > \ln 2 \). In fact, there exist \( \epsilon = 1, T = 1 \) and sequence \( \{t^0_k\} \) such that for arbitrary small number \( \delta > 0, |x_0| < \delta \), it yields that \( x(T) > 1 \). Specifically, we can select a finite number of impulsive instants in interval \([0, 1]\) such that the impulsive effects can make the state \( x(1) > 1 \) (see thick solid line in Fig. 2). Then, after \( t > 1 \), let the impulsive instants are the same with \( \{t_k\} \). It can be calculated that \( G^{II} \) of sequence \( \{t^0_k\} \) satisfies condition (12) in Definition 2.6, while system (13) that is attractive, can not be stable over the class \( \mathcal{F}_1 \).

**Figure 2.** Behaviors of IDS (13) with initial value \( x_0 = 0.1 \).

### 2.3. Input-to-state stability

While studying the dynamics of a control system, the influence of external inputs should be characterized and investigated. The concepts of input-to-state stability (ISS) and integral input-to-state stability (iISS), proposed by Sontag, have been extensively applied in demonstrating the impact of the inputs [134, 135]. Considering both the impulsive effects and external input, [30] proposed the appropriate concept of ISS and iISS for IDS. First, we present the IDS with external input in both the continuous dynamics and impulses:

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)), \quad t \neq t_k, \\
x(t_k) &= g\left(x(t_k^-), u(t_k^-)\right),
\end{align*}
\]  

(15)

where \( k \in \mathbb{Z}_+, t_k < t_{k+1} \) and \( \lim_{k \to \infty} t_k = \infty \); the state \( x(t) \in \mathbb{R}^n \) is absolutely continuous between two successive impulsive instants; \( u(t) \in \mathbb{R}^m \) is a locally bounded, Lebesgue-measurable input; and \( f \) and \( g \) are functions: \( \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) and \( f \) is locally Lipschitz. Further, the uniqueness of solutions to system (15) with initial condition is assumed on interval \([t_0, +\infty)\) [30].

**Definition 2.7.** [30] Given a sequence \( \{t_k\} \), system (15) is called input-to-state stable (ISS) if there exist functions \( \beta \in \mathcal{K} \mathcal{L} \) and \( \gamma \in \mathcal{K} \mathcal{L}_\infty \), such that for each initial condition and each input \( u \), the solution to (15) satisfies

\[
|x(t)| \leq \beta\left(|x(t_0)|, T - t_0\right) + \gamma\left(\|u\|_{t_0, t}\right), \quad \forall t \geq t_0,
\]  

(16)

where \( \| \cdot \|_J \) presents the supremum norm on interval \( J \).
We can observe that ISS property describes robustness to inputs in the $L_\infty$ sense. Another situation is to discuss the robustness to inputs in the $L_1$ sense, that is iISS.

**Definition 2.8.** [30] Given a sequence $\{t_k\}$, system (15) is called integral input-to-state stable (iISS) if there exist functions $\beta \in \mathcal{K}L$ and $\gamma, \alpha \in \mathcal{K}_\infty$, such that for each initial condition and each input $u$, it yields

$$\alpha(|x(t)|) \leq \beta(|x(t_0)|, t - t_0) + \int_{t_0}^{t} \gamma(|u(s)|) ds + \sum_{t_k \in [t_0, t]} \gamma(|u(t_k^-)|), \quad \forall t \geq t_0.$$  

(17)

Note that Definitions 2.7 and 2.8 are dependent on the selection of the impulsive instant sequence $\{t_k\}$. Further, the researchers are often interested in characterizing ISS and iISS over classes of sequences $\{t_k\}$ in $\mathfrak{G}_0$. Hence, based on All condition, there also are many interesting results for ISS and iISS of IDSs [30, 15, 165, 16, 36, 86]. For instance, [15] investigated ISS for a class of IDS which jump map depends on time. Additionally, [165] considered ISS of IDSs with distributed-delayed impulses. Moreover, [86, 103] studied the effect of delay-dependent impulses on ISS of nonlinear systems. It is shown that the delay in impulses may bring a destabilizing effect to the ISS property of nonlinear systems with delay-dependent impulses. In addition, some interesting results on generalized concepts of ISS, e.g., input/output-to-state stability (IOSS) can be found in [79, 36].

### 2.4. Hybrid impulses.

In general, the research on dynamics of impulsive systems can be categorised into two groups, that is, impulsive perturbation problem (IPP) and impulsive control problem (ICP). If the impulses destroy original performance of the system, e.g., destabilize the stable system, then we call such phenomenon an IPP. Many interesting results on IPP have been derived, such as [82, 31, 152, 74, 73, 158] and references therein. On the contrary, if the impulses bring a certain positive performance to the system, e.g., stabilize the unstable system, then it is regarded as an ICP. Note that an impulsive controller contains two elements, that is, a set of control instants $T = \{t_k\}$, $t_k \in \mathbb{R}$, $t_k < t_{k+1}$, $k = 1, 2, \cdots$ and control laws $U(k, x) \in \mathbb{R}^n$, $k = 1, 2, \cdots$. At each $t_k$, state $x$ is changed impulsively by $x(t_k^+) = x(t_k^-) + U(k, x)$ such that some desired performance (e.g., stability) can be achieved under this impulsive control. We can also find some significant work on ICP (see [85, 80, 97, 76, 83, 75]).

For instance, discuss a simple IDS as follows:

$$\begin{cases} \dot{x} = 0, & t \neq n, \, n \in \mathbb{Z}_+, \\ \Delta x = 2^{(-1)^n} x(t^-), & t = n. \end{cases}$$  

(18)

We can verify that the equilibrium $x = 0$ is stable under impulsive perturbation, (see thin solid line in Fig. 3) hence it belongs to the group of IPP.

Similarly, we consider another IDS

$$\begin{cases} \dot{x} = 0, & t \neq n, \, n \in \mathbb{Z}_+, \\ \Delta x = 2^{-1} x(t^-), & t = n. \end{cases}$$  

(19)

One can check that the equilibrium $x = 0$ turns to be globally asymptotically stable under impulsive control (see thick solid line in Fig. 4). Due to the fact that the corresponding ordinary differential system does not possess such stability property, this belongs to the group of ICP.
Similarly, for stability problem, corresponding impulses can also be divided into three types: stabilizing impulses, destabilizing impulses and neutral impulses. We call the impulses belong to the type of stabilizing impulses, if the impulses can enhance the stability of original systems. On the contrary, we call the impulses belong to destabilizing impulses, if the impulses may destroy the stability of original systems or result in undesired performance. While, another one, i.e., the neutral impulses implies that the impulses do not have impact on the stability property [77]. In fact, in order to study these three types of impulses, three stability criteria for impulsive positive systems were proposed in [32]. Specifically, we take linear impulses $x(t_k) = \mu x(t^-_k)$ as an example, and there emerge three situations:

- If $|\mu| > 1$, the impulses may disorganize the stability property and result in certain undesired behaviors. Thus, this impulses are called destabilizing impulses. It is clear that destabilizing impulses are often regarded as disturbances, and corresponding phenomenon is of IPP.
- If $|\mu| = 1$, the impulses neither suppress nor enhance the stability of IDS since the norm of each state is not changed. Thus, the impulses with impulsive gain $|\mu| = 1$ belong to the type of neutral impulses.
- If $|\mu| < 1$, the impulses can increase the stability of corresponding ordinary differential systems. Thus, we claim that this impulses belong to stabilizing impulses. Further, stabilizing impulses can be considered as a impulsive controller, under which the closed-loop system can achieve the stability property. Hence, corresponding situation is of ICP.

Recall IDS (18), there exist both destabilizing impulses and stabilizing impulses according to the above analysis. Hence, it is natural to ask how to deal with more than one type of impulses simultaneously? In fact, the investigators systematically discussed this question in [142]. Moreover, they call the impulses containing more than one type of impulse the hybrid impulses. Let us see the following example concluding destabilizing impulses, stabilizing impulses and hybrid impulses.

**Example 2.** Consider simple impulsive systems as follows:

$$
\begin{cases}
\dot{x} = 0, \ t \neq n, \ n \in \mathbb{Z}_+,
\Delta x = \alpha x(t^-), \ t = n,
\end{cases}
$$

(20)

with initial condition $x_0 = 3$. Different state trajectories of system (20) for different values of $\alpha$ are depicted in the Fig. 3.

Specifically, we can observe that when $\alpha = 2$, system (20) becomes unstable due to the impulsive perturbation (see thin dashed line in Fig. 3); when $\alpha = 0.5$, system (20) becomes asymptotic stable under the impulsive control (see thick solid line in Fig. 3); when $\alpha = 2^{(-1)^p}$, system (20) possesses stability with hybrid impulses (see thin solid line in Fig. 3).

In order to analyze the hybrid impulses from a holistic perspective, the concept of average impulsive gain (AIG) was introduced in [142].

**Definition 2.9.** [142] (Average Impulsive Gain) The average impulsive gain (AIG) of impulsive instant sequence $\mathfrak{I}_0 = \{t_1, t_2, \cdots\}$ is defined as follows:

$$
\mu = \lim_{t \to +\infty} \frac{|\mu_1| + |\mu_2| + \cdots + |\mu_{N(t,t_0)}|}{N(t,t_0)} > 0,
$$

(21)

where $\mu_i$ is the impulsive gain of the $i$-th impulse, and $N(t,t_0)$ presents the number of impulsive instants during the interval $(t_0, t)$. 

In fact, due to the lack of this concept, the majority of work only investigated either
the destabilizing impulses (|μ_k| < 1) or destabilizing impulses (|μ_k| > 1), and there exist
few results that considered both of them simultaneously. It is permitted that more than one
type of impulses exist in the IDS based on concept of AIG. Further, by this concept, the
synchronization criteria of Lur’e networks with hybrid impulses were obtained in [144].
Hybrid impulses means that the impulses whose impulsive gains are not changeless and
may be different between each node. Namely, the strengths of impulsive effects may be
dependent on both the time and state [145]. Thus, compared with the previous existing
results, hybrid impulses seems to be more general. In addition, some more results on
hybrid impulses can be found in [92, 146].

2.5. Delay-dependent impulses. It is proved in [5] that, in the networked systems under
impulsive control, there inevitably exist communication delays and sampling delays. Gen-
erally speaking, these delays may result from the networked factors, such as controller-to-
actuator delays and sensor-to-controller delays. Further, this phenomenon can be modeled
by the IDS with delay-dependent impulses [138].

In fact, the delay-dependent impulses mean that the impulsive effects are determined by
both their current states and historical states. It is clear that such model is more general
and practical. The effects of delay-dependent impulses on stability of corresponding IDS
have been investigated widely. It should be noted that global existence and uniqueness
are fully studied in [102], which also should be assumed to hold in this subsection. In
[148], the researchers proposed a generalized Halanay differential inequality with respect
to delay-dependent impulses. Based on the work in [148], some researchers investigated
the synchronization problem of coupled memristor-based recurrent neural networks with
delay-dependent impulses in [164]. However, in most existing results, the delay in impulses
is regarded as a negative factor for the stability of the IDS [165]. Then, it is illustrated
that the IDS possesses robustness to small delay in impulses [6]. More interestingly, it
is proved that certain IDS can hold exponentially stability no matter how large the delay
in impulses. Later, [83] investigated the delay-dependent impulsive control of delayed
systems, in which it is proved that the delay in impulses may be beneficial for stability.
Recently, [84] proposed the stability criteria for nonlinear systems with delay-dependent
impulses. Moreover, an interesting example was given to illustrate the effects of the delay
in impulses.
Discuss the following IDS

\[
\begin{aligned}
\dot{x}(t) &= f(t, x(t)), \ t \neq t_n, \ t \geq t_0, \\
x(t) &= g(x(r^-)), \ t = t_n, \ r = r_n \in \mathcal{J}_\{t_n\},
\end{aligned}
\]

(22)

where \( n \in \mathbb{Z}_+, x(t) \in \mathbb{R}^n \) is the system state, \( \dot{x}(t) \) denotes the right-hand derivative of \( x(t) \), and \( x(r^-) \) denotes the left limit at instant \( t \). Note that functions \( f \) and \( g \) are assumed to satisfy suitable conditions so that global existence and uniqueness of solutions to system (22) with given initial condition are guaranteed [102]. For any given impulse sequence \( \{t_n\} \in \mathcal{S}_0 \) and constant \( \delta \in (0, 1] \), a set \( \mathcal{J}_\{t_n\}^\delta \) is introduced below:

\[
\mathcal{J}_\{t_n\}^\delta = \{r_n : r_n = (1 - \delta)t_{n-1} + \delta t_n, n \in \mathbb{Z}_+\}. \tag{23}
\]

System (22) is said to be globally UES over the class \( \mathcal{H}[\mathcal{S}_0, \mathcal{J}_\{t_k\}] \) which consists of the sequences \( \{t_k, r_k\} \), if there exist \( M > 0 \) and \( \lambda > 0 \) such that estimate (8) holds for each \( \{t_k, r_k\} \in \mathcal{H}[\mathcal{S}_0, \mathcal{J}_\{t_k\}] \).

Lemma 2.10. [84] Suppose that there exists a function \( V \in \mathcal{V}_0 : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^+ \), such that following conditions hold

\[
\begin{aligned}
(H_1) \quad &D^+ V(t, x) \leq -eV(t, x), \ \forall (t, x) \in [t_{k-1}, t_k) \times \mathbb{R}^n, \\
(H_2) \quad &V(t_k, g(x)) \leq e^{-\frac{d}{c} t_k} V(r, x), \ r = r_n \in \mathcal{J}_\{t_k\}^\delta,
\end{aligned}
\]

(24)

for all \( x \in \mathbb{R}^n \) and \( k \in \mathbb{Z}_+ \). Then system (22) is globally UES over the \( \mathcal{H}[\mathcal{S}_0, \mathcal{J}_\{t_k\}] \), if \( \{t_k\} \in \mathcal{S}_0 \) satisfies condition (9), and \( \lambda \) constant satisfies one of following conditions:

1) \( T_a > \frac{d}{c0} \), and \( c > 0, \ d < 0 \),

2) \( T_a < \frac{d}{c0} \), and \( c < 0, \ d > 0 \).

Remark 2. Note that in Lemma 2.10, it is required that the delay \( \tau_n = (1 - \delta)(t_n - t_{n-1}) \) and design parameter \( \delta \in (0, 1] \), which implies that the delay will be certainly determined by the impulsive instant sequence \( \mathcal{S}_0 = \{t_1, t_2, \ldots\} \) and the given parameter \( \delta \). Thus, condition (23) seems to be a little conservative. Inspired by this condition, a new concept of average impulsive delay, which overcomes the difficulty that the delays in impulses can be flexible and even beyond the impulsive interval, is proposed in [37]. Moreover, Lemma 2.10 only consider the delay in impulses, but not in continuous dynamics. Hence, an interesting topic is to obtain stability criteria for delayed systems with delay-dependent impulses.

We can see the bilateral effects of time delay in impulses from the following example:

\[
\begin{aligned}
\dot{x}(t) &= -\nu x(t), \ t \neq n, \\
x(t) &= 2^\nu x(t-h), \ t = n,
\end{aligned}
\]

(25)

with initial condition \( x_0 = 3 \), where \( n \in \mathbb{Z}_+, h \geq 0 \) is the time delay in impulses. If \( \nu = 1 \) and \( h = 0 \), one can conclude that system (25) is stable under the delay-free impulsive control (see thin solid line in Fig. 4), however, it turns to be unstable if there exists delay \( h = 0.5 \) in impulses (see thin dashed line in Fig. 4). It illustrates that the time delay in impulses may have negative impact on the stability. Conversely, if \( \nu = -1 \) and \( h = 0 \), system (25) with delay-free impulses is unstable (see thick dashed line in Fig. 4), however, it turns to be stable if there exist delay \( h = 0.5 \) in impulses (see thick solid line in Fig. 4). It is shown that the time delay in impulses may be beneficial for the stabilization.
3. Complex systems with logical dynamics. In this section, we will mainly consider the complex system with logical dynamics. It is known that if value domain is equal to set \( \{0, 1\} \), then logical networks (LNs) become Boolean networks (BNs). Note that BNs have attracted much attention in last decades, and many complex systems with logical dynamics can be modeled by BNs. Hence, five aspects containing basic theory, controllability, stability and stabilization, observability and current research will be introduced.

3.1. Model description and preliminaries. A BN can be described as follows:

\[
\begin{align*}
    x_1(t+1) &= f_1(x_1, x_2, \cdots, x_n), \\
    & \vdots \\
    x_{n-1}(t+1) &= f_{n-1}(x_1, x_2, \cdots, x_n), \\
    x_n(t+1) &= f_n(x_1, x_2, \cdots, x_n).
\end{align*}
\]   

(26)

Here, \( x_i \in \{0, 1\}, i \in \{1, 2, \cdots, n\} \) and \( f_i : \{0, 1\}^n \to \{0, 1\} \) is a logical function. In 2001, Prof. Cheng published a paper on the semi-tensor product (STP) of matrices in [7], announcing the birth of the STP. It is a generalization of convention matrices product, and breaks through the dimension matching condition of matrices product. Specifically, for any given two matrices \( A \in M_m \times n \) and \( B \in M_p \times q \), the STP of these two matrices is defined as

\[
A \bowtie B = (A \otimes I_l)(B \otimes I_l).
\]

Here, \( l = lcm(n, p) \) represents the least common multiple of \( n \) and \( p \). Then, in 2009, Prof. Cheng utilized the method of STP to realize the matrices expressions of logical functions [11], based on which, BNs can further be converted into multi-linear discrete systems, as:

\[
x(t+1) = L \bowtie x(t),
\]

(27)

where \( x(t) = \bigoplus_{i=1}^n x_i \), and \( L \) is called the transition matrix of system (26) and it is a logical matrix. Thus, based on the algebraic expression, a lot of approaches of analysis and control on the modern control theory are applicable to BNs. Early research methods on BNs can not establish an algebraic expression of BNs, then many problems were difficult to be investigated. For example, in [14], the authors needed to compute all the possible matrix-vector multiplications to find the optimal control strategy, but failed to provide an efficient algorithm to the obtained strategy. While under the framework of STP, [176] proposed new algorithms to find an optimal control strategy, which reduces both space complexity.
and computational complexity. Over the past decades, BNs have developed into a relatively mature stage under the help of STP. Among the existing publications, we want to emphasize attention on the following works.

3.2. Controllability. Controllability is one of the non-trivial and fundamental problems of control systems, especially for biology systems. As [1] pointed out that “One of the major goals of systems biology is to develop a control theory for complex biological systems”. In the early period, the controllability of BCNs have been investigated by several investigators [14, 18]. While, due to in the absence of a standard algebraic expression, it is difficult to achieve a well controllability criteria. Until 2009, Cheng et al. utilized the method of STP to obtain the algebraic expressions of BNs, then some necessary and sufficient conditions (NSCs) of controllability with two kinds of control inputs can be obtained [11]. However, the computational complexity of the criteria will be exponentially increased with steps. To solve the problem, a controllability matrix was constructed in [43] where there exist some states constraints, then several controllability criteria, which are independent of steps, were proposed under the help of Perron-Frobenius theory. Based on [43], Li et al. considered the controllability of switched BCNs with states and inputs constraints, then two algorithms were given to find switching sequence and control inputs that minimize the cost function [61]. Similarly, the controllability of probabilistic BCNs also was investigated in [106, 117]. In [117], both state controllability and trajectory controllability of BCNs with time-delay were investigated by the Perron-Frobenius theory. It pointed out that if one system with time-delay is trajectory controllable, then it must be state controllable, but the reverse is not true. Additionally, the controllability of some more complex BCNs were analyzed. In [171], Zhong et al. investigated the controllability of a family of BCNs, and considered two kinds of forms of control: the free control sequence and input Boolean network. Moreover, the authors also considered the controllability of identical-hierarchy mixed-valued LCNs in [172]. Then, some NSCs for group-controllability and simultaneously-controllability were derived. Note that, in these results [43, 61, 106, 171, 172, 117], the dimension of controllability matrices will increases exponentially with the number of nodes. In [93], Liang et al. obtained some improved controllability criteria by the Warshall algorithm, which reduced the computational complexity to $O(2^{3n})$ with $n$ being the number of state variables in a BCN. Subsequently, Zhu et al. also presented an improved method via combining the well known Tarjan’s algorithm and depthfirst search technique to investigate the controllability in [177], where the computational complexity is reduced from $O(2^{3n})$ to $O(2^{2n})$ compared with [93]. Actually, [1] has pointed out that it is a NP-hard for the control problems of BCNs. Numerous fundamental and important results about controllability of BCNs are based on the case that every node is under controlled. Lu et al. in [118] first proposed the definition of pinning control in BCNs. Under the pinning controllers, the authors obtained some NSCs for controllability, but pinning nodes were given in advance. Fortunately, in [59], Li et al. showed the selection algorithm of pinning nodes by solving some certain logical matrix equations.

3.3. Stability and stabilization. Stability and stabilization of BNs also are interesting topics. In [12], the authors first utilized the information of incidence matrices obtaining sufficient conditions for stability of BNs, then based on the transition matrices, some NSCs for stability and stabilization were derived. Similarly, based on the algebraic expressions, [64] further investigated the stability of switched BNs. The authors not only presented one necessary and sufficient condition (NSC) for point-wise stability, but also gave an verifiable NSC for switched BNs with arbitrary switching signal. Moreover, [64] also pointed out that one switched BN with $n$ nodes is globally stable at a given fixed point with time $2^{n}$
under any switching signal. As reported in [180], the asymptotical stability of a probability BN was successfully characterized by the solution uniqueness to its induced equations. Furthermore, bounded state delays were proved to be inoperative without consideration of the convergence rate. Considering impulsive effects, [56] presented some NSCs for stability and stabilization of the BNs with impulsive effects. Note that control gain matrices are known in [12, 56], but there is no algorithm for how to design stabilization controllers. Subsequently, in [69] and [70], Li et al. first proposed general state feedback controllers design approaches of BCNs and probabilistic BCNs to achieve global stabilization by constructing some reachable sets, respectively. While, [69] and [70] can not obtain all the possible state feedback controllers. To obtain all the controllers, in [62], Li et al. further analyzed reachable sets and obtained all the complete family of reachable sets, then not only all the possible state feedback controllers were designed, but also all output feedback controllers were obtained. In [98], the authors showed how to design state feedback stabilization controllers of BCNs with states and inputs delays. If the delays are stochastic, then [125] used an augmented method such that BNs with stochastic delays were converted into two coupled Markovian switching systems without delays. Finally, controller can be obtained by solving a convex programming problem.

The global stability implies that the BNs are finally convergent to a fixed point, while set stability determines whether the systems are convergent to a given set. Set stability and set stabilization were first formulated in [27], where the largest invariant subset and largest control invariant subset were found. Some NSCs for set stability and set stabilization were derived by analyzing invariant subsets. Then, [87] and [72] generalized the set stability and set stabilization to switched BNs. Moreover, output feedback controllers were designed to achieve stabilization in [99]. Additionally, In [157], the stabilization of dynamic-algebraic BCNs was investigated.

To reduce control cost, in [51], Li first considered the pinning control design for the stabilization of BNs. The selection algorithm of pinning nodes were given, then by solving some matrix equations, pinning controllers were designed. Moreover, Li further applied the pinning scheme into the investigations of the stability of BNs with delays and set stabilization of multi-valued LNs [53] and [54], respectively. In [121], the authors investigated the minimum number of pinning controllers such that BCNs achieve stabilization. When considering BNs with disturbances, the pinning control strategy also can be applicable to analyze the global robust stability and stabilization of BNs [167]. Actually, most of the selection strategies are dependent of transition matrices such as [51] and [167], then the design of pinning controllers depends on all of the nodes. However, in [50] and [168], the selection of pinning nodes depend on incident matrices rather than transition matrix, which is more applicable to large-scale BNs. Moreover, the pinning controllers were designed depending on the neighbors of controlled nodes. In both state feedback controllers and pinning controllers, the controllers need to be updated at every moment. In [105], Liu et al. formulated the sampled-data state feedback control, where controllers only were updated in each sampling period, to achieve stabilization. Then, the controllers were applied to solve the set stabilization of BCNs in [178, 153]. Note that the sampling period is invariant. In order to further reduce the number of controllers updated, Lu et al. designed the aperiodic sampled-data control to realize the stabilization [116, 139]. Moreover, event-triggered controllers also were designed to achieve the stabilization of probabilistic BCNs in [179].

In continuous systems, Lyapunov functions are one of the main tools to investigate the stability. The concept of Lyapunov function in BNs was first proposed in [143], and several Lyapunov-based stability results were obtained. Then, in [63], the authors proposed two approaches to construct Lyapunov functions to achieve the stability of BNs, and applied the
results to analyze the stability of switched BNs. Additionally, the Lyapunov function for stochastic BNs was defined in [126], based on which some NSCs for global stability were provided. Subsequently, in [124], the authors investigated the stability and guaranteed cost of time-triggered BNs. It was proved that the global stability can be guaranteed under a designed switching signal by constructing Lyapunov functions, based on which the bound of the infinite time cost function was presented. Additionally, it should be pointed out that the problem of output tracking control can be converted into that of stabilization such as [65, 88].

3.4. **Observability.** The observability also plays an important role in control systems. In [11], Cheng *et al.* first investigated the observability of BNs, and constructed the observability matrix. It was proved that if all of columns of the matrix are different, then the BNs are observable, vice versa. Subsequently, the observability of BCNs with impulsive effects and time delays were investigated in [55] and [57], respectively, where control inputs networks were known in [55] and [57]. Then, Zhang *et al.* investigated the observability of BCNs with time-variant delays in states in [163]. One algorithm was presented to design control sequences. In [19], the definition of distinguishable was proposed, then free control sequences were designed to achieve observability. Moreover, the reconstructibility also was analyzed, then the relation between observability and reconstructibility was revealed. In [161], four different definitions of observability were given, and implication relations were revealed. Some algorithms were provided to verify whether a given BCN is observable based on the theories of finite automata and formal languages. Then, the idea was generalized to investigate the observability of switched BCNs in [162]. More effective sufficient or necessary conditions for observability were obtained by constructing weighted pair graphs. Later on, the observability problem was converted into a set controllability problem in [10] and [175]. Moreover, in [175, 95], an observability graph was constructed to verify the observability of BCNs. In [26], Guo *et al.* proposed a new definition of observability called the output-feedback observability, then proved that the output-feedback observability can be regarded as an equivalent stabilizability problem of the corresponding LNs. As shown in [44] that determining a BN whether is observable is NP-hard, then some results about observability were obtained by combining the method of STP with the graph-theoretic approach, which also is exponential complexity. In [147], the authors considered how to add a minimal number of nodes such that conjunctive BNs with \( n \) nodes become observable. Then, an efficient algorithm with complexity \( O(n^2) \) was given to solve the minimal observability problem.

3.5. **Current research problems of BNs.** Except for the three basic problems described above, there are many interesting problems for BNs. In the following, we will list some of them.

The key point of disturbance decoupling problem (DDP) is to design controllers such that disturbances have no effect on outputs. Cheng *et al.* in [8] firstly gave the definition of DDP for BCNs, then free control sequences were found by constructing constant mapping matrices. Subsequently, the method of redundant variables separation was proposed in [155] to design state feedback controllers such that the DDP is solvable. Based on the method, the DDP of switched BCNs and singular BCNs were investigated in [66] and [108], respectively. Additionally, [46] and [109] designed event-triggered controllers and pinning controllers achieving DDP solvability, respectively. However, Li *et al.* in [47] pointed out that the definition of DDP proposed by [8] is somewhat strict if the aim of DDP is to make outputs undisturbed. Then, the definition of outputs robustness for BCNs was proposed,
and state feedback controllers as well as pinning controllers were designed to achieving DDP solvability by constructing permutation systems in [47] and [48], respectively.

The synchronization problem also attracted considerable attention, and is to see whether the trajectories of master-slave systems can keep consistent after some period of time. Zhong et al. have done a series of works about the analysis of synchronization [173, 172]. In [110], Liu et al. first proposed the designing algorithm of state feedback controllers by converting the synchronization problem into set stabilization. Later on, pinning controllers and event-triggered controllers were designed to achieve synchronization [52, 154, 122]. Additionally, local synchronization also was investigated in [3].

There are many other interesting topics, like normalization of singular BNs [104], function perturbations [107], local convergence [49], block decoupling [160], output regulation [68], robust control invariance [140, 94] and so forth.

4. Applications. Due to the fact that impulsive controller has simple structure and strong robustness, it has been widely applied to more and more control systems, such as neural networks, population modeling, ecosystems management, sample-data systems and synchronization of chaotic secure communication systems [128, 39, 129, 4].
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IGURE 5. Cryptosystem based on impulsive synchronization.

To be specific, [128] studied exponential stability criteria for IDS and convert the sampled-data system into the corresponding IDS. In [39], the authors obtained some applications to secure communication by impulsive synchronizing chaotic systems. In fact, the encryption process can be achieved by chaotic masking and modulation as follows. If \( m(t) \) denotes the message, then by chaotic masking we can convert it into encrypted form, i.e., \( f(t) = e(m(t)) = x_1(t)(m(t)+x_3(t)) \). Further, a cryptosystem with the transmission of impulses was proposed in [39] (see Fig. 5). In addition, [129] studied the stability of delay impulsive systems and applied it into the networked control systems. In [4], we can also find some applications to image encryption by impulsive synchronization.

Moreover, some applications of complex with logical dynamics have also been achieved successfully. Specifically, feedback shift registers (FSRs) are the main building block of stream ciphers. FSRs are a kinds of logical systems. The main tool for investigating FSRs is algebraic normal form (ANF), based on which, a lot of interesting problems on FSRs were investigated, such as irreducibility, equivalent transformation, decomposition. The Fig. 6 shows two kinds of configurations for FSRs, that are: Fibonacci and Galois, which can be modeled by BNs. While, there exist some barriers on the approach of ANF. For example, when consider the transformation between Fibonacci FSRs and Galois FSRs by
ANF, the uniform conditions need to be guaranteed [17]. Recently, BNs were proposed to model FSRs, and some interesting results were obtained [114, 170, 115]. Zhong et al. utilized the method of STP obtaining characters of transition matrices for Fibonacci FSRs [169]. Based on which, in [113], Lu et al. relaxed the conditions of the transformation compared with [17].

$$f(x_1, x_2, \ldots, x_n)$$

$$x_{n-1} \quad x_n \quad \ldots \quad x_1$$

(1)

$$f' \quad x' \quad f' \quad x' \quad \ldots \quad f'$$

(2)

**Figure 6.** Two kinds of configurations for FSRs based on BNs.

In [9], Cheng et al. viewed finite evolutionary game dynamics as LNs, then under the framework of STP, the existence of stationary stable profiles was studied. Zhao et al. [25] established a matrix-based framework for networked evolutionary games with finite memories. Interesting results also include [13, 67, 123, 100, 89]. The STP also can be applied to wireless communication [151], smart grid [174] and fault detection of circuits [60] and so forth. Some comprehensive introductions about the applications of STP method can refer to [112].

5. **Conclusion and further work.** Due to the fact that more and more dynamics can be modeled by complex systems with impulsive effects and logical dynamics, many investigators pay increasing attention to this type of complex system. Therefore, the corresponding relevant work has been systematically reviewed in this paper. First, we have compactly summarized five topics of IDS, that is, some basic theory of IDS, Lyapunov stability, input-to-state stability, hybrid impulses and delay-dependent impulses. Second, for LNs, we have emphasized attention on some problems including controllability, stability and stabilization, observability and current research. Finally, some significant applications of existing results on the complex system with impulsive effects and logical dynamics have been proposed.

Although the studies on complex systems have been developed rapidly, there also exist some challenging and interesting topics that should be further considered in the future. For example, in most existing results, it is required that the delay in impulses can not be larger than the length of impulsive interval; although [83] have proved that the delay in impulses may contribute to the stability, it only has considered the “pure” delay-dependent impulsive control, i.e., $$x(t_k) = Jx((t_k - \tau_k)^-)$$ . Namely, [83] has not considered the impulsive control “mixed” form: $$x(t_k) = J_1x((t_k)^-) + J_2x((t_k - \tau_k)^-)$$ . Therefore, one future work is to study the impact of large delay in impulses, i.e., $$\tau_k > t_k - t_{k-1}$$ . Another further work is to investigate the “mixed” impulsive control of delayed systems, in which the delay may have positive effects on stability. As for complex systems with logical dynamics, many results about BNs and BCNs have been obtained under the framework of STP, which leads to the computation complexity increases exponentially with networks nodes. Therefore, we have to seek some methods to reduce the computation complexity. On the other hand, how to
apply the existing and mature BNs method to other aspects especially on cyber-security is of great importance.
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