Prediction of the Position of External Markers Using a Recurrent Neural Network Trained With Unbiased Online Recurrent Optimization for Safe Lung Cancer Radiotherapy
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Abstract  Background and Objective: During lung cancer radiotherapy, the position of infrared reflective objects on the chest can be recorded to estimate the tumor location. However, radiotherapy systems have a latency inherent to robot control limitations that impedes the radiation delivery precision. Prediction with online learning of recurrent neural networks (RNN) allows for adaptation to non-stationary respiratory signals, but classical methods such as real-time recurrent learning (RTRL) and truncated backpropagation through time are respectively slow and biased. This study investigates the capabilities of unbiased online recurrent optimization (UORO) to forecast respiratory motion and enhance safety in lung radiotherapy.

Methods: We used nine observation records of the three-dimensional (3D) position of three external markers on the chest and abdomen of healthy individuals breathing during intervals from 73s to 222s. The sampling frequency was 10Hz, and the amplitudes of the recorded trajectories range from 6mm to 40mm in the superior-inferior direction. We forecast the 3D location of each marker simultaneously with a horizon value (the time interval in advance for which the prediction is made) between 0.1s and 2.0s, using an RNN trained with UORO. We compare its performance with an RNN trained with RTRL, least mean squares (LMS), and offline linear regression. We provide closed-form expressions for quantities involved in the loss gradient calculation in UORO, thereby making its implementation efficient. Training and cross-validation were performed during the first minute of each sequence.

Results: On average over the horizon values considered and the nine sequences, UORO achieves the lowest root-mean-square (RMS) error and maximum error among the compared algorithms. These errors are respectively equal to 1.3mm and 8.8mm, and the prediction time per time step was lower than 2.8ms (Dell Intel core i9-9900K 3.60 GHz). Linear regression has the lowest RMS error for the horizon values 0.1s and 0.2s, followed by LMS for horizon values between 0.3s and 0.5s, and UORO for horizon values greater than 0.6s.

Conclusions: UORO can accurately predict the 3D position of external markers for intermediate to high response times with an acceptable time performance. This will help limit unwanted damage to healthy tissues caused by radiotherapy.
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1 Introduction

1.1 External markers in lung cancer radiotherapy

The National Cancer Institute estimates that 236,000 new cases of lung and bronchus cancer appeared in the United States in 2021. Furthermore, it estimates that 132,000 deaths occurred in 2021, making up 21.7% of all cancer deaths [34].

During lung cancer radiotherapy, respiratory motion makes tumor targeting difficult. Indeed, the ampli-
tude of lung tumor motion due to breathing can exceed 5 cm in the superior-inferior (SI) direction [43]. Respiratory motion is largely cyclic but exhibits changes in frequency and amplitude, shifts and drifts, and varies across patients and fractions [51, 7]. The term “shift” designates abrupt changes of the respiratory signal, whereas “drift” designates continuous variations of the mean tumor position. Baseline drifts of $1.65 \pm 5.95$ mm (mean position ± standard deviation) in the craniocaudal direction have been observed in [47]. To overcome this problem, one can record the position of external markers placed on the chest and abdomen with infrared cameras (e.g., Cyberknife system [15] in Fig. 1). By using an appropriate correspondence model, these positions may be correlated to the three-dimensional (3D) position and shape of the tumor for accurate irradiation [7, 27].

![Fig. 1: Radiotherapy treatment system (Cyberknife) using external markers to guide the irradiation beam](image)

1.2 Compensation of treatment system latency via prediction

Radiotherapy treatment machines are subject to a time latency due to communication delays, robot control, and radiation system delivery preparation. Verma et al. reported that “for most radiation treatments, the latency will be more than 100 ms, and can be up to two seconds” [51]. Delay compensation is necessary to minimize excessive damage to healthy tissues (Fig. 3). To achieve that, various prediction methods, including Bayesian filtering based on Kalman theory [39], relevance vector machines [8], and online sequential forecasting random convolution nodes [54], have been proposed. Reviews and comparisons of the classical methods can be found in [51, 20, 13, 7]. Among the approaches studied, artificial neural networks (ANNs) form a class of algorithms that perform well at forecasting tasks. Different ANN architectures and training algorithms have been investigated extensively in the context of respiratory motion prediction, mostly for one-dimensional (1D) traces (Fig. 2a) [45, 9, 31, 16, 21, 22, 6, 46, 14, 50, 53, 12, 23, 57, 13, 24, 56, 5, 19, 38, 52]. ANNs are efficient for performing prediction with a high response time, which is the time interval in advance for which the prediction is made, also called the look-ahead time or horizon, and for non-stationary and complex signals. However, they are heavily computer resource intensive and have high processing times [51]. Furthermore, deep ANNs need large amounts of data for training which can be practically difficult because of patient data regulations, and the prediction results are strongly dependent on the database chosen. Tumor motion is essentially three-dimensional, but most previous works about ANNs applied to respiratory motion management in radiotherapy focused on univariate time-series forecasting.

Recurrence neural networks (RNNs) are characterized by a feedback loop that acts as a memory and enables the retention of information over time. They are able to efficiently learn features and long-term dependencies from sequential and time-series data [42]. As a result, almost all of the recent research about ANNs applied to time series forecasting for motion management in radiotherapy focuses on RNNs [14, 53, 57, 23, 24, 56, 19, 52, 38]. It has experimentally been observed that forecasting respiratory signals with an RNN could improve radiation delivery accuracy [19]. RNN models such as long short term memory (LSTM) networks have also been used in related medical data processing problems such as cardiorespiratory motion prediction from X-ray angiography sequences [2] and next-frame prediction in medical image sequences, including chest dynamic imaging [33, 40].

Our research investigates the feasibility of predicting breathing motion with online training algorithms for RNNs. In contrast to offline methods, online methods update the synaptic weights with each new training example. That enables the neural network to adapt to the continuously changing breathing patterns of the patient (section 1.1), therefore providing robustness to complex motion. Because online learning enables adapt-
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1 Adapted from [44] with permission from Wiley, Copyright 2004 American Association of Physicists in Medicine.

2 MLP, FCL, NARX, and TCN respectively stand for “multilayer perceptron”, “fully connected layer”, “nonlinear autoregressive exogenous model”, and “temporal convolutional network”. By abuse of language, the number of layers mentioned actually refers to the number of hidden layers. For instance, a “1-layer MLP” architecture refers to an MLP with 1 hidden layer.
Fig. 2: Time scope of our study, both from the radiotherapy application perspective and the algorithmic research perspective.

(a) Previous ANN models proposed for respiratory motion prediction in radiotherapy. The term "RNN" here designates a vanilla RNN, as opposed to LSTMs and gated recurrent units (GRU).²

(b) Evolution and development of algorithms for online learning of RNNs. Our study is the first to assess the potential of UORO for respiratory motion compensation in radiotherapy.

tation to examples unseen in the training set, it can be viewed as a way to compensate for the difficulty of acquiring and using large training databases for medical applications. Adaptive or dynamic learning has been applied many times to radiotherapy, and several studies demonstrated the benefit of that approach in comparison with static models [16, 50, 24]. Real-time recurrent learning (RTRL) [55] is one of these dynamic approaches that has already been used for predicting tumor motion from the Cyberknife Synchrony system [24] and the SyncTraX system [12], as well as the position of internal points in the chest [38].

Many techniques for online training of RNNs have recently emerged [35, 49, 10, 30, 41, 3, 32, 1, 28, 25, 4], such as unbiased online recurrent optimization (UORO) [48] (Fig. 2b). Most of these seek to approximate RTRL, which suffers from a large computational complexity. They also aim to provide an unbiased estimation of the loss gradient that truncated backpropagation through time (truncated BPTT) [11] cannot compute, guaran-
tering an appropriate balance between short-term and long-term temporal dependencies. The theoretical convergence of RTRL and UORO, which could not be proved by standard stochastic gradient descent theory, has recently been established [26].

Fig. 3: Excessive irradiation of healthy lung tissue due to an overall system delay $\Delta t$ not compensated. The area irradiated, represented here using diagonal stripes, is larger than the tumor size, to take into consideration effects such as the variation of the tumor shape during the treatment.

1.3 Content of this study

This is the first study evaluating the capabilities of RNNs trained online with UORO to predict the position of external markers on the chest and abdomen for safety in radiotherapy. In contrast to most of the studies mentioned in Section 1.2 focusing on the prediction of 1D signals, we tackle the problem of multivariate forecasting of the 3D coordinates of the markers, as this will help estimate the tumor location more precisely during the treatment. The proposed RNN framework does not perform prediction for each marker separately but instead learns patterns about the correlation between their motion to potentially increase the forecasting accuracy. We provide closed-form expressions for some quantities involved in UORO in the specific case of vanilla RNNs, as the original article [48] only describes UORO for a general RNN model. We compare UORO with different forecasting algorithms, namely RTRL, least mean squares (LMS), and linear regression, for different look-ahead values $h$, ranging from $h_{\text{min}} = 0.1s$ to $h_{\text{max}} = 2.0s$, by observing different prediction metrics as $h$ varies. We divide the subjects’ data into two groups: regular and irregular breathing, to quantify the robustness of each prediction algorithm. We analyze the influence of the hyper-parameters on the prediction accuracy of UORO as the horizon value changes and discuss the selection of the best hyper-parameters.

2 Material and Methods

2.1 Marker position data

In this study, we use 9 records of the 3D position of 3 external markers on the chest and abdomen of individuals lying on a treatment couch (HexaPOD), acquired by an infrared camera (NDI Polaris). The duration of each sequence is between 73s and 320s and the sampling rate is 10Hz. The superior-inferior, left-right, and antero-posterior trajectories respectively range between 6nm and 40mm, between 2nm and 10mm, and between 18 mm and 45mm. In five of the sequences, the breathing motion is normal and in the four remaining sequences, the individuals were asked to perform actions such as talking or laughing. Additional details concerning the dataset can be found in [18].

2.2 The RTRL and UORO algorithms for training RNNs

In this study, we train an RNN with one hidden layer to predict the position of 3 markers in the future. RNNs with one hidden layer are characterized by the state equation, which describes the dynamics of the internal states, and the measurement equation, which describes how the RNN output is influenced by the hidden states (Eq. 1). In the following, we denote by $u_n \in \mathbb{R}^{m+1}$, $x_n \in \mathbb{R}^{q}$, $y_{n+1} \in \mathbb{R}^{p}$, and $\theta_n$ the input, state, output, and synaptic weight vectors at time $t_n$. Fig. 4 gives a graphical representation of these two equations.

\[
x_{n+1} = F_{st}(x_n, u_n, \theta_n) \quad y_{n+1} = F_{out}(x_n, u_n, \theta_n)
\]

(1)

The instantaneous square loss $L_n$ of the network can be calculated from the instantaneous error $e_n$ between the vector $y_n^*$ containing the ground-truth positions and the output $y_n$ containing the predicted positions (Eq. 2).

\[
e_n = y_n^* - y_n \quad L_n = \frac{1}{2} \|e_n\|^2
\]

(2)

By using the chain rule, one can derive Eqs. 3 and 4, which describe how changes of the parameter vector
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3 Reprinted from [38], Copyright 2021, with permission from Elsevier.

4 Reprinted from [38], Copyright 2021, with permission from Elsevier.
θ
 affect the instantaneous loss \(L_{n+1}\) and state vector \(x_{n+1}\). Computation of the gradient of \(L_{n+1}\) with respect to the parameter vector using Eq. 3, followed by recursive computation of the influence matrix \(\partial x_n / \partial \theta\) using Eq. 4 constitutes the RTRL algorithm. RTRL is computationally expensive, and UORO attempts to solve that problem by approximating the influence matrix with an unbiased rank-one estimator. In UORO, two random column vectors \(\bar{x}_n\) and \(\bar{\theta}_n\) are recursively updated at each time step so that \(E(\bar{x}_n, \bar{\theta}_n) = \partial x_n / \partial \theta\). It was reported that "UORO’s noisy estimates of the true gradient are almost orthogonal with RTRL at each time point, but the errors average out over time and allow UORO to find the same solution" [25] (Fig. 5).

\[
\frac{\partial L_{n+1}}{\partial \theta} = \frac{\partial L_{n+1}}{\partial y} (y_{n+1}) \left[ \frac{\partial F_{\text{out}}}{\partial x} (x_n, u_n, \theta_n) \frac{\partial x_n}{\partial \theta} + \frac{\partial F_{\text{out}}}{\partial \theta} (x_n, u_n, \theta_n) \right] \tag{3}
\]

\[
\frac{\partial x_{n+1}}{\partial \theta} = \frac{\partial F_{\text{gt}}}{\partial x} (x_n, u_n, \theta_n) \frac{\partial x_n}{\partial \theta} + \frac{\partial F_{\text{gt}}}{\partial \theta} (x_n, u_n, \theta_n) \tag{4}
\]

2.3 Online prediction of the position of the markers with a vanilla RNN

If we denote by \(\vec{u}_j(t_k) = [u_j^x(t_k), u_j^y(t_k), u_j^z(t_k)]\) the normalized 3D displacement of marker \(j\) at time \(t_k\), the input vector \(u_n\) of the RNN consists of the concatenation of the vectors \(\vec{u}_j(t_n), \ldots, \vec{u}_j(t_{n+L-1})\) for each marker \(j\), where \(L\) designates the signal history length (SHL), expressed here in number of time steps. The prediction of the displacement of the 3 markers is performed simultaneously to use information about the correlation between each of them. The output vector \(y_{n+1}\) consists of the position of these 3 points at time \(t_{n+L+h-1}\), where \(h\) refers to the horizon value, expressed also in number of time steps (Eq. 5).

\[
\begin{pmatrix}
1 \\
u_1^x(t_n) \\
u_1^y(t_n) \\
u_1^z(t_n) \\
\vdots \\
u_3^x(t_{n+1}) \\
u_3^y(t_{n+1}) \\
u_3^z(t_{n+1})
\end{pmatrix}
\begin{pmatrix}
1 \\
y_1^{\text{out}}(t_{n+1}) \\
y_2^{\text{out}}(t_{n+1}) \\
y_3^{\text{out}}(t_{n+1})
\end{pmatrix} =
\begin{pmatrix}
1 \\
u_1^x(t_{n+L+h-1}) \\
u_1^y(t_{n+L+h-1}) \\
u_1^z(t_{n+L+h-1}) \\
\vdots \\
u_3^x(t_{n+L+h-1}) \\
u_3^y(t_{n+L+h-1}) \\
u_3^z(t_{n+L+h-1})
\end{pmatrix} \tag{5}
\]

In this work, we use a vanilla RNN structure, described by Eqs. 6 and 7, where the parameter vector \(\theta_n\) consists of the elements of the matrices \(W_{a,n}, W_{b,n}\), and \(W_{c,n}\) of respective size \(q \times q, q \times (m + 1), \) and \(p \times q\). \(\Phi\) is the nonlinear activation function and we use here the hyperbolic tangent function (Eq. 8).

\[
F_{\text{gt}}(x_n, u_n, \theta_n) = \Phi(W_{a,n}x_n + W_{b,n}u_n) \tag{6}
\]

\[
F_{\text{out}}(x_n, u_n, \theta_n) = W_{c,n}F_{\text{gt}}(x_n, u_n, \theta_n) \tag{7}
\]

\[
\Phi(z) = \begin{pmatrix}
\tanh(z_1) \\
\tanh(z_2)
\end{pmatrix} \tag{8}
\]

RNNs updated by the gradient descent rule may be unstable. Therefore, we prevent large weight updates by clipping the gradient norm to avoid numerical instability [36]. The optimizer is stochastic gradient descent. The implementation of UORO in the case of the vanilla model described above is detailed in Algorithm 1. The

\[\text{Algorithm 1: Implementation of UORO} \]

1. Initialize the parameters \(\theta\) and the RNN state vector \(x\) at time \(t = 0\).
2. For each time step \(t = 0, 1, 2, \ldots, T\):
   a. Compute the predicted output \(y_t = F_{\text{out}}(x_t, u_t, \theta_t)\).
   b. Compute the prediction error \(e_t = y_{t+1} - y_t\).
   c. Compute the gradient of the loss function \(\frac{\partial L}{\partial \theta}\) using the chain rule.
   d. Update the parameters \(\theta_t = \theta_{t-1} - \eta \frac{\partial L}{\partial \theta}\), where \(\eta\) is the learning rate.
3. Return the final predicted output \(y_T\).

The prediction error is then used to update the parameters of the RNN. The implementation details, such as the choice of activation function and the optimization algorithm, are left as future work.
Algorithm 1 UORO

1: Parameters:
2: \( L \in \mathbb{N}^+ \): signal history length, \( n_M = 3 \) : number of external markers considered
3: \( m = 3n_M L \): signal in \( \mathbb{N}^+ \) and \( p = 3n_M \): dimension of the RNN input; RNN state and RNN output
4: \( \eta \in \mathbb{R}_{>0} \) and \( \tau \in \mathbb{R}_{>0} \): learning rate and gradient threshold
5: \( \sigma_{init} \in \mathbb{R}_{>0} \): standard deviation of the Gaussian distribution of the initial weights
6: \( \epsilon_{norm} = 1.10^{-7}, \epsilon_{prop} = 1.10^{-7} \)

7: Initialization

9: \( W_{a,n=1}, W_{b,n=1}, W_{c,n=1} \): synaptic weight matrices of respective sizes \( q \times q, q \times (m+1) \) and \( p \times q \), initialized randomly according to a Gaussian distribution with std. deviation \( \sigma_{init} \).

10: Notation: \([W_0] = q^2, [W_1] = q(m+1), [W_c] = pq, \) and \([W] = p(q + m + 1)\)
11: \( x_{n=1} := 0_{q \times 1} \): state vector, \( \hat{x}_{n=1} := 0_{q \times 1} \), \( \bar{\theta}_{n=1} := 0_{p \times [W]} \): vectors such that \( \partial x_n / \partial \theta \approx \hat{x}_n \bar{\theta}_n \)
12: \( \delta \theta := \partial L_{n+1} / \partial \bar{F}_{n+1} \) and \( \delta \theta = \nu \partial F_{n+1} / \partial \theta \)

13: Learning and prediction

15: for \( n = 1, 2, \ldots, \) do

16: \( z_n := W_{a,n} x_n + W_{b,n} u_n, x_{n+1} := \Phi(z_n) \) (hidden state update)
17: \( y_{n+1} := W_{c,n} x_{n+1} \) (prediction), \( e_{n+1} := y_{n+1} - y_{n+1} \) (error vector update)
18: \( \partial \theta_y | W_{a,n} [W_0] \ldots \partial \theta_y | [W] := \left(-[\left(\partial e_{n+1} x_{n+1}^{T}\right)_{1,1} \ldots \left(\partial e_{n+1} x_{n+1}^{T}\right)_{p,q}}\right) \)
19: \( \nabla_{\bar{X}} L_{n+1} := -e_{n+1} W_{c,n}, \Delta \theta := \nabla_{\bar{X}} L_{n+1} x_n \bar{\theta} + \delta \theta \) (gradient estimate)

20: \( \nu \) : column vector of size \( q \) with random values in \([-1,1]\)

21: \( \hat{x}_{n+1} := \Phi\left(W_{a,n}(x_n + \epsilon_{prop} x_n) + W_{b,n} u_n\right) - x_{n+1} \) (tangent forward propagation)

22: \( \delta \theta_{\text{prop}} = \nu \otimes \Phi'(z_n) \) (element-wise product)

23: \( \left(\partial \theta_0 y | W_{a,n} [W_0] \ldots \partial \theta_0 y | [W] := \left(\left(\partial e_{n+1} u^{T}_{n+1} x_{n+1}^{T}\right)_{1,1} \ldots \left(\partial e_{n+1} u^{T}_{n+1} x_{n+1}^{T}\right)_{q,m+1}}\right) \)

25: \( \rho_0 := \sqrt{||\theta_0||^2 + \epsilon_{norm}}, \rho_1 := \sqrt{||\theta_0||^2 + \epsilon_{norm}} \)

26: \( z_{n+1} := \rho_0 \hat{x}_{n+1} + \rho_1 \nu \bar{\theta}_{n+1} := \bar{\theta}_{n}/\rho_0 + (\delta \theta) / \rho_1 \)

27: \( \theta_n := \left(W_{a,n}[1], \ldots, (W_{a,n})_{q,q}, (W_{b,n})_{1,1}, \ldots, (W_{b,n})_{q,m+1}, (W_{c,n})_{1,1}, \ldots, (W_{c,n})_{p,q}\right) \)

28: if \( \|\Delta \theta\|^2 > \tau \) then

29: \( \Delta \theta := \|\Delta \theta\| \Delta \theta \) (gradient clipping)

31: end if

32: \( \hat{\theta}_{n+1} := \theta_n - \eta \Delta \theta \) (weights update)

33: \( W_{a,n+1} := \left(\theta_{n+1} \ldots \theta_{n+1} \right)_{(q+1) \times (q+1)} + \left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + W_{a,n+1} := \left(\left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + \left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + W_{a,n} \right) \)

34: \( W_{c,n+1} := \left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + \left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + W_{c,n+1} := \left(\left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + \left(\theta_{n+1} \right)_{(q+1) \times (q+1)} + W_{c,n} \right) \)

35: end for

36: \( \text{Convention: for} \ A \in \mathbb{R}^{M} \times \mathbb{R}^{N} \text{ we note } [A_{1,1}, \ldots, A_{M,N}] = [A_{1,1}, \ldots, A_{M,1}, A_{1,2}, \ldots, A_{M,N}] \)

quantities \( \nabla_{\bar{X}} L_{n+1}, \delta \theta, \) and \( \delta \theta_{\text{prop}} \) are calculated in Appendix A. The RNN characteristics are summarized in Table 1.

2.4 Experimental design

We compare RNNs trained with UORO with other prediction methods: RNNs trained with RTRL, LMS, and multivariate linear regression (Table 2). We clipped the gradient estimate of the instantaneous loss (Eq. 2) with respect to the parameter vector \( \nabla_{\bar{X}} L_n \) for UORO, RTRL, and LMS when \( \|\nabla_{\bar{X}} L_n\|^2 > \tau \) with the same threshold value \( \tau = 2.0 \) for these three algorithms.

Learning is performed using only information from the sequence that is used for testing. Each time series is split into a training and development set of 1 min and the remaining test set. The training set comprises the data between 0s and 30s except in the case of linear regression as using more data is beneficial to offline methods. The hyper-parameters that minimize the
Fig. 6: Forecasting a 1D position signal. The signal history length $L$ is the time interval in the past, the information of which is used for performing one prediction. The horizon $h$, also called response time or look-ahead time, is the time interval in advance for which the prediction of which is used for performing one prediction. The term $\delta_j(t_k)$ in Eq. 10 designates the instantaneous prediction error at time $t_k$ due to marker $j$, defined in Eq. 9.

$$\delta_j(t_k) = \|\vec{u}_j^{\text{pred}}(t_k) - \vec{u}_j^{\text{true}}(t_k)\|_2$$  \hspace{1cm} (9)

$$\text{RMSE} = \sqrt{\frac{1}{3(k_{\text{max}} - k_{\text{min}} + 1)} \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{j=1}^{3} \delta_j(t_k)^2}$$  \hspace{1cm} (10)

To analyze the forecasting performance of each algorithm, we compute the RMSE, but also the normalized RMSE (Eq. 11), mean average error (Eq. 12), and maximum error (Eq. 13) of the test set. In Eq. 11, $\vec{u}_j^{\text{true}}$ designates the mean 3D position of marker $j$ in the test set. Because the weights of the RNNs are initialized randomly, given each set of hyper-parameters, we average the RMSE of the cross-validation set over $n_{\text{cv}} = 50$ successive runs. Then, during performance evaluation, each metric is averaged over $n_{\text{test}} = 300$ runs.

$$n\text{RMSE} = \sqrt{\frac{\sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{j=1}^{3} \delta_j(t_k)^2}{\sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{j=1}^{3} \|\vec{u}_j^{\text{true}} - \vec{u}_j^{\text{true}}(t_k)\|_2^2}}$$  \hspace{1cm} (11)

$$\text{MAE} = \frac{1}{3(k_{\text{max}} - k_{\text{min}} + 1)} \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{j=1}^{3} \delta_j(t_k)$$  \hspace{1cm} (12)

$$c_{\text{max}} = \max_{k=k_{\text{min}} \ldots k_{\text{max}}} \max_{j=1,2,3} \delta_j(t_k)$$  \hspace{1cm} (13)

Furthermore, we examine the jitter of the test set, which measures the oscillation amplitude of the predicted signal (Eq. 14). High fluctuations of the prediction signal result in difficulties concerning robot control during the treatment. The jitter $J$ is minimized when the prediction is constant, thus there is a trade-off between accuracy and jitter [18].

$$J = \frac{1}{3(k_{\text{max}} - k_{\text{min}} + 1)} \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{j=1}^{3} \|\vec{u}_j^{\text{pred}}(t_{k+1}) - \vec{u}_j^{\text{pred}}(t_k)\|_2$$  \hspace{1cm} (14)

We assume that given an RNN training method, each associated error measure $e_{i,h}$ (the MAE, RMSE, nRMSE, maximum error, or jitter) corresponding to sequence $i$ and horizon $h$ follows a Gaussian distribution $N(\mu_{i,h}, \sigma_{i,h}^2)$. Indeed, each realization of the random variable $e_{i,h}$ depends on the run index $r \in \{1, \ldots, n_{\text{test}}\}$, and we denote that value $e_{i,h}^{(r)}$. This enables calculating the 95% confidence interval $[\overline{\mu}_{i,h} - \Delta\mu_{i,h}, \overline{\mu}_{i,h} + \Delta\mu_{i,h}]$ for $\mu_{i,h}$, where $\Delta\mu_{i,h}$ is defined in Eq. 16.  \hspace{1cm} (15)

$$\sigma_{i,h}^2 = \frac{1}{n_{\text{test}} - 1} \sum_{r=1}^{n_{\text{test}}} (e_{i,h}^{(r)} - \overline{\mu}_{i,h})^2$$

$$\Delta\mu_{i,h} = 1.96 \frac{\sigma_{i,h}}{\sqrt{n_{\text{test}}}}$$  \hspace{1cm} (16)

The mean of the error $e_{i,h}$ over a subset $I \subseteq \{1, \ldots, 9\}$ of the 9 sequences and $h \in H = \{h_{\text{min}}, \ldots, h_{\text{max}}\}$, denoted by $e_I$, follows a Gaussian distribution with mean $\mu_I$. The half-range of the 95% confidence interval for $\mu_I$, denoted by $\Delta\mu_I$, can be calculated according to Eq. 17.  \hspace{1cm} (17)

$$\Delta\mu_I = 1.96 \frac{\overline{\sigma}_{I,h}}{\sqrt{n_{\text{test}}}}$$

We write $\overline{\sigma}_{I,h}$ instead of $\mu_{I,h}$ and $\overline{\sigma}_{I,h}$ instead of $\mu_{I,h}$ to designate estimators of these parameters given the $n_{\text{test}}$ runs.

When $I$ is the set $\{1, \ldots, 9\}$, the confidence intervals calculated are those associated with the 9 records. Otherwise, we select $I$ as the set of indexes associated with the regular or irregular breathing sequences.
The graphs representing the performance of each algorithm as a function of the horizon value \( h \) appear to have irregular and changeable local variations, especially in the case of RTRL and LMS, because the set of hyper-parameters automatically selected by cross-validation is different for each horizon value (Fig. 7). These instabilities may also be caused by the relatively low number of breathing records in our dataset. However, it can be observed that the prediction errors and jitter of the test set corresponding to each algorithm globally tend to increase with \( h \).

Linear regression achieves the lowest RMSE and nRMSE for \( h \leq 0.2s \) as well as the lowest MAE and maximum error for \( h = 0.1s \). The RMSE corresponding to linear regression for \( h = 0.2s \) is equal to 0.92mm. LMS gives the lowest RMSE for \( 0.3s \leq h \leq 0.5s \), the lowest MAE for \( 0.2s \leq h \leq 0.4s \), the lowest nRMSE for \( h = 0.3s \) and \( h = 0.4s \), and the lowest maximum error for \( 0.4s \leq h \leq 0.6s \). The RMSE corresponding to LMS for \( h = 0.5s \) is equal to 1.23mm. UORO outperforms the other algorithms in terms of RMSE for \( h \geq 0.6s \) and maximum error for \( h \geq 0.7s \). The RMSE given by UORO is rather constant and stays below 1.33mm across all the horizon values considered. RTRL and UORO both have a lower prediction MAE than LMS for \( h \geq 0.5s \). Our analysis of the influence of the latency on the relative performance of linear filters, adaptive filters, and ANNs agrees with the review of Verma et al. [51] (cf section 1.2).
The jitter associated with RTRL and UORO respectively increases from 0.71mm and 0.94mm for \( h = 0.1s \) to 0.78mm and 0.96mm for \( h = 2.0s \). However, the jitter associated with linear regression and LMS increases more significantly with \( h \). The jitter corresponding to linear regression is the lowest among the four prediction methods for \( h \leq 0.6s \).

The performance of each algorithm as a function of the horizon in the cases of normal breathing and abnormal breathing is detailed in Appendix D. The local unsteadiness of the variations of each performance measure with \( h \) in Figs. 15 and 16 is more pronounced than in Fig. 7 because both situations involve averaging results over fewer respiratory traces. However, it still appears that the prediction errors globally tend to increase with \( h \) in both cases. UORO performs better than the other algorithms for lower horizon values in the scenario of abnormal breathing. Indeed, it achieves the lowest RMSE and nRMSE for \( h \geq 0.3s \), and the lowest MAE for \( h \geq 0.2s \) (RTRL and UORO achieve comparable performance for high horizons in terms of MAE).

### 3.2 Influence of the hyper-parameters on prediction accuracy

Fig. 10 also shows that the prediction nRMSE of the cross-validation set tends to increase as the horizon value \( h \) increases. On average over the 9 sequences and all the horizon values, \( \eta = 0.1 \) and \( L = 7.0s \) give the best prediction results. However, for \( h = 2.0s \), a higher learning rate \( \eta = 0.2 \) and a lower value of the SHL \( L = 5.0s \) give better results (Figs. 10a, 10c). In other words, when performing prediction with a high look-ahead time, it seems better to make the RNN more dependent on the recent inputs, and quickly correct the synaptic weights when large prediction errors occur.

| Error type | Prediction method | Average over 9 sequences | Regular breathing | Irregular breathing |
|------------|-------------------|--------------------------|-------------------|-------------------|
| MAE (in mm) | RNN UORO | 0.845 ± 0.001 | 0.674 ± 0.001 | 0.916 ± 0.001 |
|            | RNN RTRL | 0.834 ± 0.002 | 0.684 ± 0.002 | 0.973 ± 0.003 |
|            | LMS     | 0.957         | 0.907         | 1.18             |
|            | Lin. regression | 4.45       | 3.23         | 6.57             |
|            | No prediction | 3.27        | 2.89         | 3.43             |
| RMSE (in mm) | RNN UORO | 1.275 ± 0.001 | 1.030 ± 0.001 | 1.505 ± 0.002 |
|            | RNN RTRL | 1.419 ± 0.005 | 1.119 ± 0.004 | 1.721 ± 0.005 |
|            | LMS     | 1.370         | 1.247         | 1.818            |
|            | Lin. regression | 6.089     | 4.454        | 9.164            |
|            | No prediction | 4.243      | 3.952        | 4.461            |
| nRMSE (no unit) | RNN UORO | 0.2824 ± 0.0002 | 0.2868 ± 0.0004 | 0.3211 ± 0.0004 |
|            | RNN RTRL | 0.3027 ± 0.0007 | 0.2914 ± 0.0008 | 0.3688 ± 0.0010 |
|            | LMS     | 0.3116        | 0.2987        | 0.4198           |
|            | Lin. regression | 1.411     | 1.181        | 2.132            |
|            | No prediction | 4.9312     | 1.006        | 0.9833           |
| Max error (in mm) | RNN UORO | 8.81 ± 0.01 | 7.20 ± 0.02 | 12.34 ± 0.02 |
|            | RNN RTRL | 11.68 ± 0.04 | 10.01 ± 0.04 | 14.56 ± 0.06 |
|            | LMS     | 9.31          | 8.59          | 12.9            |
|            | Lin. regression | 30.6     | 23.2         | 49.0            |
|            | No prediction | 14.8       | 13.9         | 18.2            |
| Jitter (in mm) | RNN UORO | 0.9672 ± 0.0004 | 0.7778 ± 0.0002 | 0.9973 ± 0.0007 |
|            | RNN RTRL | 0.7532 ± 0.0015 | 0.6494 ± 0.0012 | 0.8735 ± 0.0014 |
|            | LMS     | 1.596         | 1.646         | 1.724            |
|            | Lin. regression | 0.7767   | 0.6011       | 1.078            |
|            | No prediction | 0.4395     | 0.3877       | 0.5045           |

Table 3: Comparison of the forecasting performance of each algorithm. Each error value corresponds to the average of a given performance measure of the test set over the sequences considered and the horizon values between 0.1 and 2.0s. The 95% mean confidence intervals associated with the RNNs are calculated assuming that the error distribution is Gaussian (Eq. 17).
In our experimental setting, $\sigma_{init} = 0.02$ and $q = 90$ hidden units correspond to the lowest nRMSE of the cross-validation set (Figs. 10b, 10d). The nRMSE of the cross-validation set decreases as the number of hidden units increases, therefore we may achieve higher accuracy with more hidden units. However, that would consequently increase the computing time (Fig. 12). With the hyper-parameters $L = 7.0s$ and $q = 90$ correspond-
Fig. 8: Prediction performance of each algorithm in terms of nRMSE and jitter. Each point corresponds to the mean of the nRMSE and jitter of a given algorithm of the test set over the regular or irregular breathing sequences for a single horizon value. Datapoints corresponding to linear regression with high horizon values have not been displayed for readability as they correspond to high nRMSE values.

3.3 Time performance

UORO has a prediction time per time step equal to 2.8ms for 90 hidden neurons and an SHL of 9.0s, whereas RTRL requires 55ms to perform a single prediction using 55 hidden units with an SHL of 5.5s (Dell Intel Core i9-9900K 3.60GHz CPU 32Gb RAM with Matlab, Fig. 12). The complexity $O(q^3(q + L))$ and resulting high computing time of RTRL is the reason why we performed cross-validation for RTRL with fewer hidden units and lower SHL values than UORO, which has a complexity $O(q(q + L))$ (Table 2).

4 Discussion

4.1 Significance of our results relative to the dataset used

One drawback of our study is the number of sequences and all the horizon values, our shallow network already has 65,700 parameters to learn. Similarly, it has been reported in [38] that increasing the number of hidden units of a vanilla RNN with a single hidden layer trained to predict breathing signals using RTRL led to a decrease of the forecasting MAE. Fig. 10 displays the nRMSE averaged over the 9 sequences, and the general aforementioned recommendations are not optimal for each sequence. Therefore, we recommend using cross-validation to determine the best hyper-parameter set for each breathing record. The learning rate and SHL appear to be the most important hyper-parameters to tune (Fig. 11). Appropriately selecting them resulted in a decrease of the mean cross-validation nRMSE of 18.2% (from 0.395 to 0.323) and 21.3% (from 0.417 to 0.329), respectively.
currently the standard clinical approach. Distinguishing between normal and irregular breathing enabled us to objectively study and quantify the robustness of the algorithms compared (cf Table 3 and Appendix D). Since irregular breathing sequences comprise almost half of our entire dataset, the numerical error measures averaged over the nine sequences should be higher than one can expect in more realistic scenarios.
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Fig. 10: Prediction nRMSE of UORO of the cross-validation set as a function of each RNN hyper-parameter, for different horizon values. Given one hyper-parameter, each color point of the associated graph corresponds to the minimum of the nRMSE over every possible combination of the other hyper-parameters in the cross-validation range (Table 2). Each nRMSE measure is averaged over the 9 sequences and 50 runs. The black dotted curves correspond to the nRMSE minimum averaged over the horizon values between 0.1s and 2.0s, and the associated error bars correspond to its standard deviation over these horizon values.

4.2 Comparison with previous works

Table 4 compares the performance of UORO in our work with the results previously reported in the literature. Comparison with the previous research is complex because the datasets are different. In particular, the frequency, amplitude, and regularity of the signals vary from study to study. Furthermore, the response
The prediction errors in our research might appear relatively large, but this is due to the low sampling frequency (10Hz), the high amplitude of the breathing signals, and the high proportion of irregular patterns in our dataset (cf section 4.1). Furthermore, the breathing records that we use have a relatively low duration and therefore our RNN has fewer data available for training. When taking these circumstances into account, it appears that the errors reported in our study are consistent with the findings of the previous related works.

Our purpose is to examine the extent to which RNNs can efficiently learn to adaptively predict respiratory motion with little data. We do not aim to build a generalized model with a high amount of data. All the RNN-based models reported in Table 4 may benefit from adaptive retraining with UORO.

Teo et al. studied breathing records with a frequency of 7.5 Hz and reported lower errors using an MLP with one hidden layer trained first with backpropagation and retrained online [50]. The RMSE that they achieved was 26% lower than that of UORO in our research. Our higher errors are partly due to the amplitude of the breathing signals in our dataset, which are approximately 3 times higher. Mafi et al. and Jiang et al. also reported similar but lower prediction errors using RTRL to train a 1-layer RNN [24] and a 1-layer nonlinear auto-regressive exogenous model (NARX) [12], respectively. However, the former do not provide information concerning motion amplitude, and the latter use signals with amplitudes nearly twice lower and a higher sampling rate, equal to 30 Hz. Moreover, our results demonstrate that UORO has more benefits than RTRL in practice. The RMSE error that UORO achieved is approximately 2 to 4 times lower than the RMSEs reported by Sharp et al., who used a multilayer perceptron (MLP) with one hidden layer and breathing records of the same frequency (10Hz) with similar amplitudes [45]. Furthermore, the nRMSE error of UORO in our work is approximately 1 to 2 times lower than those corresponding to the 3-layer MLP in the study of Jöhle et al., even though they use breathing records with a relatively higher sampling frequency (25 Hz) and lower signal amplitudes. They claim that linear filters are the most appropriate to forecast respiratory motion, but our results indicate that this is true only when the response time is low with respect to the sampling frequency (Section 3.1). The RMSE that we found is within the range reported in the first study of Jiang et al., who predicted the position of an internal marker using an RNN with 1 hidden layer trained with BPTT with a higher frequency (30 Hz) [14].

RPM stands for “real-time position management”. See also footnote 2.

---

Fig. 11: Standard deviation of the nRMSE of the cross-validation set (black dotted curves in Fig. 10) for each hyper-parameter. A hyper-parameter corresponding to a high standard deviation value has a high influence on the prediction error.

Fig. 12: Calculation time (Dell Intel Core i9-9900K 3.60GHz CPU 32Gb RAM with Matlab)
Table 4: Comparison of our work with some of the previous studies about time-series forecasting with ANNs for respiratory motion compensation in radiotherapy (cf Section 1.2). In this table, the term “RNN” designates a vanilla RNN, as opposed to LSTMs. “LSTM-FCL” or “RNN-FCL” designates a combination of LSTM/RNN layers and fully connected layers. A field with “ - ” indicates that the information is not available in the corresponding research article. The results corresponding to our study are the performance measures averaged over the horizon values between 0.1s and 2.0s in Table 3.

5 Conclusions

This is the first study about RNNs trained with UORO applied to the forecast of the position of external markers on the chest and abdomen for safe radiotherapy, to the extent of our knowledge. This method can mitigate the latency of treatment systems due to robot control and radiation delivery preparation. This will in turn help decrease irradiation to healthy tissues and avoid lung radiation therapy side effects such as radiation pneumonitis or pulmonary fibrosis. The dataset used and our code are accessible online [17, 29].

Online processing is suitable for breathing motion prediction during the radiotherapy treatment as it enables adaptation to each patient’s individual respiratory patterns varying over time. Up to now, the only online learning algorithm for RNNs that has been evaluated in the context of respiratory motion prediction is RTRL [24, 38], but UORO has the advantage of being much faster, as they respectively have a theoretical complexity of $O(q^4)$ and $O(q^2)$, where $q$ is the number of hidden units. We derived an efficient implementation of UORO in the case of vanilla RNNs that uses closed-form expressions for quantities appearing in the loss gradient calculation, in contrast to the original article [48] describing UORO in the general case. We could efficiently train RNNs using only one minute of breathing data per sequence, as dynamic training can be implemented with limited data.

Most previous research in respiratory motion forecasting focused on univariate signals, but we undertook 3D marker position prediction, as it will help better estimate the 3D tumor motion via correspondence modeling. In addition, prediction was performed simultaneously for the three markers so that the RNN discovers and uses information from the correlation between their motion. We suggest using such multi-dimensional input and output framework (Eq. 5), as it may improve the 3D forecasting accuracy in comparison to independently predicting univariate coordinate signals as in [14, 12]. To the best of our knowledge, the com-
parison of the different prediction filters in our study takes into consideration the most extensive range of response times \( h \) among the previous studies in the literature about respiratory motion prediction. Also, our study compares the highest number of forecasting quality metrics (MAE, RMSE, nRMSE, maximum error, and jitter) for each algorithm as \( h \) varies, among the works on breathing motion forecasting. Using different metrics helps better characterize the behavior of each algorithm.

UORO achieved the lowest prediction RMSE for horizon values \( h \geq 0.6s \), with an average value over 9 breathing sequences not exceeding 1.4mm. These sequences last from 73s to 222s, correspond to a sampling rate of 10Hz and marker position amplitudes varying from 6mm to 40mm in the SI direction. Moreover, UORO achieved the lowest maximum error for \( h \geq 0.7s \) with an average value over the 9 sequences not exceeding 9.1mm. The average of the RMSE and maximum error over the sequences corresponding to regular breathing were respectively lower than 1.1mm and 7.7mm. The nRMSE of UORO only increased by 10.6% when performing the evaluation with the sequences corresponding to irregular breathing instead of regular breathing, which indicates good robustness to sudden changes in respiratory patterns. The calculation time per time step of UORO is equal to 2.8ms for 90 hidden units and an SHL of 9.0s (Dell Intel Core i9-9900K 3.60GHz CPU 32Gb RAM with Matlab). UORO has a much better time performance than RTRL, whose calculation time per time step is equal to 55.2ms for 55 hidden units and an SHL of 5.5s.

Linear regression was the most efficient prediction algorithm for low look-ahead time values, with an RMSE lower than 0.9mm for \( h \leq 0.2s \). LMS gave the best prediction results for intermediate look-ahead values, with an RMSE lower than 1.2mm for \( h \leq 0.5s \). These observations regarding the influence of the horizon agree with those in [51]. The errors reported in our study may be higher than in clinical scenarios due to the relatively high proportion of records corresponding to irregular breathing in our dataset.

Gradient clipping was used to ensure numerical stability and we selected a clipping threshold \( \tau = 2.0 \). The learning rate and SHL were the hyper-parameters with the strongest influence on the prediction performance of UORO. To the best of our knowledge, our work is the first to examine the influence of the horizon on hyper-parameter optimization among the works about respiratory motion forecasting during radiotherapy. Concerning UORO, we found that a learning rate \( \eta = 0.1 \) and SHL of 7.0s gave the best results on average, except with high horizon values close to \( h = 2.0s \), for which a higher learning rate \( \eta = 0.2 \) and lower SHL of 5.0s led to better performance. The prediction error decreased as the number of hidden units increased. That fact has also been observed previously with RTRL in the context of respiratory motion forecasting [38].

LSTM networks or gated recurrent units (GRUs) could be used instead of a vanilla RNN structure, as that could lead to higher prediction accuracy. Furthermore, UORO could be used to dynamically retrain in real-time the last hidden layer of a deep RNN that predicts respiratory waveform signals, as a form of transfer learning. This could improve the robustness of that RNN to unseen examples corresponding to irregular breathing patterns. Moreover, tumor position forecasting in lung radiotherapy will benefit from the development of new efficient online learning algorithms for deep RNNs. Using more data acquired from other institutions or synthesized via generative models [37] may be beneficial to subsequent studies.
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In this section, we compute the quantity $\nabla A$. 

A.1 Calculation of $\nabla_{\theta} L_{n+1}$

In this section we compute the quantity \( \frac{\partial L_{n+1}}{\partial x} = \frac{\partial L_{n+1}}{\partial y} \frac{\partial F_{\text{out}}}{\partial y} \), \( \frac{\partial L_{n+1}}{\partial x} \) appears in line 19 of Algorithm 1. Thus, for \((i, j) \in \{1, \ldots, p\} \times \{1, \ldots, q\}\), we have:

\[
\frac{\partial y_{n+1, k}}{\partial W_{c,n}^{i,j}} = \begin{cases} 
    x_{n+1, i} & \text{if } k = i \\
    0 & \text{otherwise}
\end{cases}
\]

Therefore:

\[
\frac{\partial L_{n+1}}{\partial y} = \frac{\partial L_{n+1}}{\partial y} \left[ \frac{1}{2} T_{n+1} e_{n+1} \right] = \frac{\partial L_{n+1}}{\partial y} \left[ \frac{1}{2} T_{n+1} e_{n+1} \right] = -e_{n+1} (22)
\]

Furthermore, is straightforward that:

\[
\frac{\partial F_{\text{out}}}{\partial x} = W_{c,n} (23)
\]

By combining Eqs. 22 and 23, we can rewrite Eq. 18 as:

\[
\frac{\partial L_{n+1}}{\partial x} = -e_{n+1} W_{c,n} (24)
\]

We have proven the formula for $\nabla_{\theta} L_{n+1}$ appearing in line 19 of Algorithm 1.

A.2 Calculation of $\delta \theta$

In this section, we compute the quantity:

\[
\delta \theta = \frac{\partial L_{n+1}}{\partial y} \frac{\partial F_{\text{out}}}{\partial \theta} = \frac{\partial L_{n+1}}{\partial y} \frac{\partial F_{\text{out}}}{\partial \theta} (25)
\]

The left factor has already been computed previously (Eq. 22). What remains to compute is the right factor. We write the parameter (line) vector as:

\[
\theta_{n} = [W_{a,n}^{\text{unrolled}}, W_{b,n}^{\text{unrolled}}, W_{c,n}^{\text{unrolled}}] (26)
\]

where $W_{a,n}^{\text{unrolled}}$ (resp. $W_{b,n}^{\text{unrolled}}, W_{c,n}^{\text{unrolled}}$) is a line vector containing the elements of $W_{a,n}$ (resp. $W_{b,n}, W_{c,n}$). We thus have:

\[
\delta \theta = -e_{n+1}^{T} \left[ 1 \times ((|\theta| - pq) \frac{\partial F_{\text{out}}}{\partial W_{c,n}^{\text{unrolled}}} \right] (27)
\]

\[
= \left[ 1 \times ((|\theta| - pq) \frac{\partial F_{\text{out}}}{\partial W_{c,n}^{\text{unrolled}}} \right] (28)
\]

We need to calculate the quantity $e_{n+1}^{T} \frac{\partial F_{\text{out}}}{\partial W_{c,n}^{\text{unrolled}}}$. We have $F_{\text{out}}(x_{n+1}, \theta_{n}) = y_{n+1} = W_{c,n} x_{n+1}$ (Eqs. 1 and 7), so the $k\text{th}$ component of $F_{\text{out}}(x_{n+1}, \theta_{n})$ is simply calculated as:

\[
y_{n+1, k} = \sum_{l=1}^{q} W_{c,n}^{l,k} x_{n+1, l} (29)
\]

Thus, for \((i, j) \in \{1, \ldots, p\} \times \{1, \ldots, q\}\), we have:

\[
\frac{\partial y_{n+1, k}}{\partial W_{c,n}^{i,j}} = \begin{cases} 
    x_{n+1, i} & \text{if } k = i \\
    0 & \text{otherwise}
\end{cases}
\]

Therefore:

\[
e_{n+1}^{T} \frac{\partial F_{\text{out}}}{\partial W_{c,n}^{i,j}} = e_{n+1}^{T} \begin{bmatrix} 0 \\
    \vdots \\
    x_{n+1, i} \\
    \vdots \\
    0 \end{bmatrix} \leftarrow i^{\text{th}} \text{row} (31)
\]

This can be rewritten as:

\[
e_{n+1}^{T} \frac{\partial F_{\text{out}}}{\partial W_{c,n}^{i,j}} = e_{n+1}^{T} x_{n+1, i} (32)
\]

Therefore:

\[
e_{n+1}^{T} \frac{\partial F_{\text{out}}}{\partial W_{c,n}^{i,j}} = \text{reshape}(e_{n+1}^{T} x_{n+1, i}, 1 \times pq) (34)
\]
We plug this expression into Eq. 28 to obtain finally:
\[ \delta \theta = [0_1 \times (\theta - p_0), \text{reshape}(\epsilon_{n+1} s_{T+1}^n, 1 \times p_0)] \] (35)

This justifies the update of \( \delta \theta \) in line 18 of Algorithm 1.

A.3 Calculation of \( \delta \theta_y \)

In this section, we detail the calculation of the following quantity:
\[ \delta \theta_y = \nu^T \frac{\partial F_{st}}{\partial \theta} \] (36)

In this equation, \( \nu \) represents a column vector of size \( q \) with random values in \( \{-1, 1\} \) (cf line 20 of Algorithm 1). \( F_{st}(x_n, u_n, \theta_n) \) does not depend on the quantity \( W_{c,n} \) so we can write:
\[ \delta \theta_y = \nu^T \frac{\partial F_{st}}{\partial W_{a,n}} \frac{\partial W_{a,n}}{\partial W_{unrolled}} 0_1 \times p_0 \] (37)

We focus first on the calculation of the left factor directly comes from the definition of \( \Phi \) in Eq. 8 and we define \( z_n \) as the following column vector:
\[ z_n = W_{a,n} x_n + W_{b,n} u_n \] (39)

The state equation can be rewritten as:
\[ F_{st}(x_n, u_n, \theta_n) = \Phi(z_n) \] (40)

We select \( (i, j) \in [1, ..., q]^2 \). We deduce from the previous equation that:
\[ \frac{\partial F_{st}}{\partial W_{a,n}} = \frac{\partial \Phi}{\partial z} \frac{\partial z}{\partial W_{a,n}} \] (41)

The calculation of the left factor directly comes from the definition of \( \Phi \) in Eq. 8:
\[ \frac{\partial \Phi}{\partial z} = \begin{bmatrix} \phi'(z_{n,1}) & 0 \\ . & . \\ 0 & \phi'(z_{n,q}) \end{bmatrix} \] (42)

The right factor can simply be calculated using an approach similar to that leading to Eq. 30:
\[ \frac{\partial z}{\partial W_{a,n}} = \begin{bmatrix} 0 \\ . \\ . \\ 0 \end{bmatrix} \] (43)

Eq. 41 can thus be rewritten as:
\[ \frac{\partial F_{st}}{\partial W_{a,n}} = \begin{bmatrix} \phi'(z_{n,1}) & 0 \\ . & . \\ 0 & \phi'(z_{n,q}) \end{bmatrix} \] (44)

We define for \( j \in [1, ..., q] \) the following matrix:
\[ \frac{\partial F_{st}}{\partial W_{a,n}} = \begin{bmatrix} \phi'(z_{n,1}) x_{n,j} \\ . \\ 0 & \phi'(z_{n,q}) x_{n,j} \end{bmatrix} \] (45)

Using Eq. 45, we can compute it the following way:
\[ \frac{\partial F_{st}}{\partial W_{a,n}} = \nu^T x_{n,j} \] (46)

Therefore,
\[ \nu^T \frac{\partial F_{st}}{\partial W_{a,n}} = \nu^T x_{n,j} \] (47)

where * refers to element-wise multiplication.

We can finally compute the quantity \( \nu^T \frac{\partial F_{st}}{\partial W_{unrolled}} \) appearing in Eq. 38 as:
\[ \nu^T \frac{\partial F_{st}}{\partial W_{unrolled}} = \begin{bmatrix} \nu^T \frac{\partial F_{st}}{\partial W_{a,n}} \\ \nu^T \frac{\partial F_{st}}{\partial W_{b,n}} \end{bmatrix} \] (48)

The reshaping operation, which was also used in Eq. 35, enables writing expressions with simple matrix operations that can be quickly performed with appropriate linear algebra libraries. In a similar way, we can compute the quantity \( \nu^T \frac{\partial F_{st}}{\partial W_{unrolled}} \) as:
\[ \nu^T \frac{\partial F_{st}}{\partial W_{unrolled}} = \text{reshape}((\nu \circ \phi'(z_n)) u_n^T, 1 \times q^2) \] (49)

To summarize, we can compute the quantity \( \delta \theta_y \) using Eqs. 38, 55 and 56. The quantity \( \delta \theta_y^{un} = \nu \circ \phi'(z_n) \) appears both in Eqs. 55 and 56 so it can be computed beforehand to improve time performance. In this section, we justified the lines 22, 23, and 24 in Algorithm 1.
B Appendix: Predicted motion for sequence 5 (regular breathing)

Fig. 13: Comparison between RTRL, UORO, and LMS regarding the prediction of the position of the z coordinate (spine axis) of marker 3 in sequence 5 (normal breathing)
C Appendix: Loss functions for sequence 1 (irregular breathing) and 5 (regular breathing)

Fig. 14: Prediction instantaneous square loss (cf Eq. 2) for sequence 1 (person talking) and sequence 5 (normal breathing). The horizon value is $h=2.0\text{s}$ and the loss is averaged over 300 runs.
D Appendix: Prediction performance for regular and irregular breathing sequences

Fig. 15: Forecasting performance of each algorithm as a function of the prediction horizon. Each point corresponds to the average of one performance measure of the test set across the sequences associated with regular breathing.
Fig. 16: Forecasting performance of each algorithm as a function of the prediction horizon. Each point corresponds to the average of one performance measure of the test set across the records associated with irregular breathing.

Sequence 201205111057-LACLARUAR-3-O-72 (cf [18]) has been removed from the sequences associated with abnormal respiratory motion for plotting the performance graphs, as that sequence does not contain abrupt or sudden motion that typically makes forecasting difficult.