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Abstract

Data augmentation is a powerful technique to increase the diversity of data, which can effectively improve the generalization ability of neural networks in image recognition tasks. Recent data mixing based augmentation strategies have achieved great success. Especially, CutMix uses a simple but effective method to improve the classifiers by randomly cropping a patch from one image and pasting it on another image. To further promote the performance of CutMix, a series of works explore to use the saliency information of the image to guide the mixing. We systematically study the importance of the saliency information for mixing data, and find that the saliency information is not so necessary for promoting the augmentation performance. Furthermore, we find that the cutting based data mixing methods carry two problems of \textit{label misallocation} and \textit{object information missing}, which cannot be resolved simultaneously. We propose a more effective but very easily implemented method, namely ResizeMix. We mix the data by directly resizing the source image to a small patch and paste it on another image. The obtained patch preserves more substantial object information compared with conventional cut-based methods. \textit{ResizeMix} shows evident advantages over CutMix and the saliency-guided methods on both image classification and object detection tasks without additional computation cost, which even outperforms most costly search-based automatic augmentation methods.

1. Introduction

Deep convolutional neural networks (CNN) have achieved great success in a wide range of computer vi-
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to obtain the source patch and pasting it on the target image at the same location. The ground truth labels are accordingly mixed proportionally to the patch area, which leads to a multi-label training style. However, the mixing strategy with a random manner may mislead the training, as the cropped patch usually does not conform to the label of the whole image. Subsequent researches [22, 29, 50] make efforts to mix the data more precisely, most of which take full advantages of the saliency information and use the location of the salient regions in the image to guide the mixing. The saliency-guided method facilitates the consistency of the mixed data and the allocated ground truth labels. This alleviates the misleading caused by the random mixing strategy during training, and further promotes the neural network performance.

However, the procedure of locating the salient region of the image always requires a complicated module and introduces additional computation cost during training, e.g., PuzzleMix [29] proposes to optimize the mixing mask and the saliency discounted transportation, and SaliencyMix [50] uses a saliency detection module to select the saliency source patch for mixing. In this paper, we systematically check the importance of the image saliency information for data mixing during network training. As shown in Fig. 1(b), the checking is performed mainly from two aspects, i.e., whether the saliency information is necessary for determining (i) where to paste the source patch and (ii) how to obtain the source patch.

For evaluating the two questions, we employ a Grad-CAM [45] module to locate the salient region in the image, and perform a series of studies about the saliency information for mixing. As a consequence, for (i), we find that the saliency-guided location surpasses that in CutMix, which keeps the location consistent in the two mixing images; while randomly determining the pasting location further surpasses the saliency-guided location. This indicates that the saliency information indeed facilitates the pasting location determining, but is defeated by the random location in terms of the data diversity. For (ii), the cropped patch from the salient region only achieves similar performance with the randomly cropped patch. How to obtain a better image patch for mixing still remains an unsolved question. As shown in Fig. 1(a), we deduce the cutting manner for obtaining the image patch is easy to cause label misallocation due to the semantic inconsistency between the cropped patch and the whole source image, and object information missing which is verified in our experiment. Based on the above clues, we propose a novel and effective data mixing method, namely ResizeMix, which directly resizes the image and pastes the resized patch on another image. ResizeMix eliminates the label misallocation issue and preserves substantial information for mixing. The proposed ResizeMix consistently outperforms CutMix [51] and latter saliency-guided methods [22, 29, 50] on both CIFAR and ImageNet classification tasks. When transferred to the MS-COCO object detection task, the model trained on ImageNet with ResizeMix shows evident advantages over CutMix.

We summarize our contributions as follows.
1. Considering saliency information is widely used in recent mixing-based augmentation methods, we systematically check the importance of the saliency information, and find that saliency information is not so necessary for mixing data.
2. We verify that cropping the patch for mixing is easy to cause label misallocation and object information missing, and propose a new mixing method ResizeMix, which resolves the two issues by directly resizing the image for mixing.
3. The proposed ResizeMix shows evident advantages over CutMix and the saliency-guided methods on both image classification and object detection tasks without any additional computation cost, which even outperforms most costly search-based automatic augmentation methods.

2. Related Work

Cutting- and Mixing- based Data Augmentation The goal of cutting augmentations is to make a network pay attention to the entire data like the dropout regularization [7, 18, 20, 46, 47]. Random erasing [55] selects a patch of an image and masks it out. The width and height of the patch need to be designed manually. Beyond this, Cutout [11] proposes to mask a region with a fixed-size square. Another type of augmentation methods are based on mixing data. Mixup [53] attempts to produce an element-wise convex combination of two images. Augmix [26] mixes up the images augmented by operations sampled from the spaces like AutoAugment [8] defined ones. Rather than mixing the element-wise convex, RICAP [49] randomly gets four patches from different images and combines them to a new sample. CutMix [51] randomly crops
a patch from one image and pastes it into the corresponding position of another image, which significantly improves the test accuracy and exceeds most augmentation methods on various datasets.

**Saliency Guided Data Augmentation** Recently, mixing-based augmentation methods are widely used to augment images because they do not require extra searching or training cost while bringing significant performance improvement of networks. For example, CutMix [51] significantly improves the test accuracy and exceeds the most automatic augmentation methods [8, 9, 33]. However, the cropping and pasting method may cause label misallocation when the cropped patch is from the background of the image. Some studies further improve the performance of CutMix by reserving patches with more saliency information when cropping and pasting the patch between two images. PuzzleMix [29], which proposes to optimize the position of the mixing mask and the saliency discounted transportation. SuperMix [10] uses the knowledge of a teacher to mix images on their salient regions. Somewhat differently, FMix [22] sets a threshold for the low-frequency parts in the image to get the saliency masks for mixing images. SaliencyMix [50] uses a saliency detection module to select the saliency source patch for mixing. However, they all need extra cost to find the saliency regions. Compared to these methods, we propose a convenient and effective approach that can preserve the object information of images.

**Automated Data Augmentation** Parallel with the success of neural architecture search [4, 15–17, 37, 57], automated augmentation methods start to develop rapidly. AutoAugment [8] attempts to search for better combinations of augmentation operations and their magnitudes. Due to its expensive search cost when implemented with reinforcement learning, PBA [27] with population evolution strategy and FastAA [33] with matching density are proposed to speed up training without reducing the performance. The augmentation combinations can be treated as a hyperparameter optimization formulation. OHL-AA [34] tries to optimize the probability distribution of augmentations, while Faster AA [23] and DADA [32] use the differentiable optimization directly to search the combinations and magnitudes of augmentations, which can save lots of searching cost. Integrated with adversarial training [2, 21, 40], AdvaAA [54] makes networks learn more hard data samples, in which the domain of dataset becomes more widespread. Different from the search or optimization strategies, RandAugment [9] reaches identical performance only set up two parameters with the same augmentation spaces. Overall, most of the automated augmentation methods need extra search or training cost to obtain better performance, while our proposed ResizeMix can promote the network performance without any additional cost.

### Table 1. Checking results on CIFAR-100 with WideResNet-28-10

| Row | Source Patch Type | Region | Pasting Region | Top-1 Acc(%) |
|-----|-------------------|--------|----------------|-------------|
| (1) Baseline | - | - | - | 81.20 |
| (2) CutMix [51] | Cut | Random | Corresponding | 83.40 |
| (3) | Cut | Random | Non-salient | 83.93 |
| (4) | Cut | Random | Salient | 83.97 |
| (5) | Cut | Random | Random | 84.14 |
| (6) | Cut | Non-salient | Random | 83.93 |
| (7) | Cut | Salient | Random | 84.07 |
| (8) | Cut | Random | Random | 84.14 |
| (9) ResizeMix | Resize | Whole | Random | 84.31 |

### 3. Checking the Importance of Saliency Information for Mixing Data

In this section, we systematically check whether the saliency information is necessary for mixing data. First, we introduce the preliminaries for our checking process in Sec. 3.1. Then we check the importance of saliency information from two perspectives, i.e. where to paste the source patch in Sec. 3.2 and how to obtain the source patch in Sec. 3.3.

#### 3.1. Preliminaries

We use $I_s \in \mathbb{R}^{W \times H}$ and $I_t \in \mathbb{R}^{W \times H}$ to denote the source and target image respectively. We denote the source patch obtained from the source image as $P \in \mathbb{R}^{W_p \times H_p}$, while the patch cropped from the salient region as $P_s$, from the non-salient region as $P_{ns}$, and from a random region as $P_r$.

We employ a Grad-CAM [45] module to obtain the salient and non-salient pixels in the image by calculating the heatmap. The Grad-CAM module is connected to the end of the backbone network. Specifically, $C_s$ represents a set of salient pixel coordinates where the activation value of the heatmap is greater than a certain upper threshold $t_u$; on the contrary, $C_{ns}$ represents a non-salient coordinate set where the activation value is under a lower threshold $t_l$. They are defined as

$$C_s = \{(x, y) | A(x, y) \geq t_u\},$$

$$C_{ns} = \{(x, y) | A(x, y) \leq t_l\},$$

where $(x, y)$ denotes the coordinate of a pixel in the image, and $A(x, y)$ denotes the activation value at the position of $(x, y)$.

We use $R(x_l, x_r, y_b, y_t)$ to denote a region of the image, and $x_l, x_r, y_b, y_t$ represent the left, right, bottom and top
In this section, we check whether saliency information is necessary for obtaining the source patch from the source image. As shown in Fig. 3, we crop patches from three different regions of the source image, i.e. the salient, non-salient and random region. The source patch is pasted to a random region \( R_r \) of the target image.

Row (6)-(8) in Tab. 1 show the results of three different types of the source patch obtaining. We find that the result of the salient patch in Row (7) surpasses the non-salient
Specifically, we first resize the source image \( I_s \) to a smaller sized patch \( P \) by a scale rate of \( \tau \), which is defined as

\[
P = T(I_s),
\]

where \( T() \) denotes the resizing operation and the scale rate \( \tau \) is sampled from the uniform distribution \( \tau \sim U(\alpha, \beta) \), where \( \alpha \) and \( \beta \) denote the lower and upper bound of the range respectively. Then we paste the resized patch \( P \) into a random region \( R_r \) in the target image. This mixing operation introduces no additional computation cost, as the scale rate and the pasting region are both obtained randomly. The image mixing is formulated as

\[
I_m = \text{Paste}(P, I_t, R_r).
\]

We mix the source image label \( l_s \) and the target image label \( l_t \) according to the image mixing ratio \( \lambda \),

\[
l_m = \lambda l_s + (1 - \lambda)l_t,
\]

where \( \lambda \) is defined by the size ratio of the patch and the target image, i.e. \( \lambda = \frac{W_P}{W_s} \), \( W_s \), \( H_s \) and \( W_P \), \( H_P \) denote the width and height of the target image and the source patch respectively. As \( P \) is resized from the source image with the scale rate of \( \tau \), the relationship of \( W \) and \( W_P \) is \( W_P = \tau \ast W \); the same as \( H \) and \( H_P \). Therefore, \( \lambda \) and \( \tau \) satisfy:

\[
\lambda = \tau^2.
\]

5. Experiments

In this section, we first study the effect of ResizeMix on image classification in Sec. 5.1. Then, we evaluate the generalization ability of the model pre-trained on ImageNet with ResizeMix by applying it on object detection in Sec. 5.2. Finally, we conduct some ablation studies and analysis in Sec. 5.3.

5.1. Evaluation on Image Classification

We evaluate the performance of ResizeMix on image classification dataset including CIFAR-10 [31], CIFAR-100 [31] and ImageNet [43].

5.1.1 Experiments on CIFAR-10

The CIFAR-10 dataset contains 60,000 color images of \( 32 \times 32 \) size with 10 classes. There are 50,000 images for training and 10,000 images for validation. We implement ResizeMix on two neural networks, i.e. WideResNet-28-10 [52] and Shake-Shake (26 x296d) [19]. We train the
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Table 2. Top-1 test accuracy rate (%) on CIFAR-10 classification with WideResNet-28-10 [32] (WRS28-10) and Shake-Shake (26 2x96d) [19] (SS-2×96d). “ResizeMix+” denotes ResizeMix equipped with RandAugment [9]. “Cost” represents the additional computation cost introduced by searching or adjusting augmentation strategies, and † denotes the cost estimated according to the description in the original paper. “GHs”: GPU Hours.

| Method          | Cost (GHs) | WRS28-10 | SS-2×96d |
|-----------------|------------|----------|----------|
| Baseline        | 0          | 96.13    | 97.14    |
| AA [8]          | 5000       | 97.32    | 98.00    |
| Fast AA [33]    | 3.5        | 97.30    | 98.00    |
| PBA [27]        | 5          | 97.42    | 97.97    |
| OHL-AA [34]     | 83.4†      | 97.39    | -        |
| RA [9]          | 0          | 97.30    | 98.00    |
| Faster AA [23]  | 0.23       | 97.40    | 98.00    |
| DADA [32]       | 0.1        | 97.30    | 98.00    |
| Cutout [11]     | 0          | 96.90    | 97.14    |
| CutMix [51]     | 0          | 97.10    | 97.62    |
| FMix [22]       | 6†         | 96.38    | -        |
| SaliencyMix [50]| 6†         | 97.24    | -        |
| ResizeMix       | 0          | 97.60    | 97.93    |
| ResizeMix+      | 6†         | 98.10    | 98.47    |

WideResNet-28-10 network for 200 epochs with a batch size of 256 using the stochastic gradient descent (SGD) optimizer. We use the Nesterov momentum [13] of 0.9, and the weight decay of $5 \times 10^{-4}$. The initial learning rate is 0.1 and decays with the cosine annealing schedule [39]. When training the Shake-Shake (26 2x96d) network, we set the total epochs as 1,800 and the batch size as 256 using the SGD optimizer. The initial learning rate is 0.01 and the weight decay is $1 \times 10^{-3}$. We set the parameters of $\alpha$, $\beta$ for limiting the resizing scale ratios defined in Sec. 4 as 0.1 and 0.8, which are used for determining the range of the patch resizing scale.

The top-1 test accuracy comparisons are shown in Tab. 2. We compare the results of our method with CutMix [51], and some saliency-guided mixing augmentations [22, 29, 50], as well as some automated augmentation methods [8, 9, 23, 33]. Our proposed ResizeMix augmentation outperforms CutMix [51] by 0.5% and it even outperforms the automated augmentation method AutoAugment [8] by 0.28% with WideResNet-28-10. It is worth noting that ResizeMix does not introduce any additional computation cost, while most saliency-guided or automated augmentation methods take additional cost to promote the performance.

5.1.2 Experiments on CIFAR-100

The CIFAR-100 dataset has the same number of images as CIFAR-10 but it contains 100 classes. We apply our method ResizeMix on the WideResNet-28-10 and Shake-Shake (26 2x96d) network. We use the same settings and hyper-parameters as the CIFAR-10 dataset to train WideResNet-28-10 and Shake-Shake (26 2x96d). Tab. 3 shows the CIFAR-100 performance comparisons of our proposed ResizeMix with other cutting method [11], mixing method [29, 50, 51] and automated augmentations. We observe that ResizeMix outperforms CutMix [51] by 0.87%. Compared to the automated augmentations, it surpasses AutoAugment [8] by 1.40% and RandAugment [9] by 1.01%.

5.1.3 Experiments on ImageNet

ImageNet [43] is a challenging and widely used dataset for image classification. It contains 1.2 million training images and 50,000 validation images with 1,000 classes. The input image size is set as 224 × 224. We train our method with the networks of ResNet-50 and ResNet-101 [25] for 300 epochs. We set the batch size as 512, the initial learning rate as 0.5, and the weight decay as $4 \times 10^{-5}$. The learn-
sizeMix and further promote the performance in Sec. 5.3.2. Then we combine RandAugment [9] with Re-
sizing ability under several object detection evaluation set-
tings. Especially on the lightweight framework SSD, Re-
sizeMix shows notable mAP promotion over the baseline
network, 0.4% mAP on MS-COCO and 1.7% mAP on Pas-
scraping the source image information in
augmentations. We first study the advantage of resizing
over cutting on preserving the source image information.

Table 5. Generalization ability comparisons on object detection between ResizeMix and CutMix [51]. The experiments are performed on two frameworks of SSD [38] and Faster-RCNN [41] on both MS-COCO [35] and Pascal VOC [14] datasets.

| Backbone | ImageNet-Cls Top-1 ACC(%) | MS-COCO Detection SSD mAP(%) | Faster-RCNN mAP(%) | Pascal VOC Detection SSD mAP(%) | Faster-RCNN mAP(%) |
|----------|---------------------------|-----------------------------|------------------|-------------------------------|------------------|
| ResNet-50 | 76.1 | 25.1 | 38.1 | 75.6 | 81.0 |
| Cutmix [51] | 78.6 | 24.9 | 38.2 | 76.1 | 81.9 |
| ResizeMix | 79.0 | 25.5 | 38.4 | 77.3 | 82.0 |

Table 6. Comparisons of the effects between resizing and cropping on the half input resolution training. The shown results are all the top-1 accuracies (%) on the validation set. The “Train” and “Val” column indicate the strategies of obtaining half-resolution input images for training and validation respectively. “RandCrop” means randomly cropping a patch from the image and “Resize” means resizing the whole image to a smaller patch. “CenterCrop” means cropping a patch at the center of the testing image.

| Row | Train | Val | CIFAR-10 WRS28-10 | CIFAR-100 WRS28-10 | ImageNet ResNet-50 |
|-----|-------|-----|-------------------|-------------------|-------------------|
| Baseline | - | - | 96.13 | 81.20 | 76.31 |
| (1) | RandCrop | Resize | 71.80 | 35.84 | 63.59 |
| (2) | RandCrop | CenterCrop | 90.10 | 66.70 | 58.58 |
| (3) | Resize | Resize | 92.06 | 71.90 | 63.85 |

Next, we explore several settings of resizing scale rates in Sec. 5.3.3. Finally, we analyze the differences between ResizeMix and other mixing-based augmentations in Sec. 5.3.4.

5.3.1 Cutting vs. Resizing on Information Preserving

We get the conclusion from Sec. 3.3 that cutting a patch from the source image may cause the problem of object information missing. To further verify the different effects of cutting and resizing on data mixing, we implement the comparison experiments under half input resolution settings. Specifically, during training, the input image is processed to a half-resolution one by randomly cropping a patch from the image or resizing the image to a half size. The images for validation are processed to the half sizes as well. The half-resolution experiments aim at comparing the information preserving abilities between cutting and resizing.

As shown in Tab. 6, processing the training images into the half-resolution ones by resizing shows evident advantages over cutting. When the training images are processed by cutting, no matter the testing images are processed by re-
sizing or cutting at the image center, the final performance cannot surpass that with resizing the training images. This further demonstrates that for obtaining a patch from the image, the manner of resizing preserves more effective information than cutting.

5.3.2 Effect of RandAugment on ResizeMix

We are the first to study the effect of automated data aug-
mentation on mixing data augmentation by combining Re-
sizeMix with RandAugment. To verify the impact of the position relationship between ResizeMix and RandAugment on the training performance, we place the RandAugment operations before and after ResizeMix respectively. We perform the experiment on the CIFAR-100 dataset with WideResNet-28-10, and all the hyperparameter settings are the same as that in Sec. 5.1.2. As shown in Tab. 7, the performance of putting RandAugment before ResizeMix is worse than using ResizeMix individually. This indicates that performing RandAugment on two images independently before mixing leads the two images to different patterns, which destroys the naturality of the mixed image and hinders the network learning. While RandAugment is performed after the images are mixed, the performance of ResizeMix obtains further improvement. It can be concluded that adding RandAugment after ResizeMix is a stronger augmentation pipeline to obtain better performance. It is worth noting that both ResizeMix and RandAugment do not introduce any additional computation cost.

When equipped with RandAugment [9] and the batch augmentation strategy [28,34,54] (the enlarging scale is set as 2 in our experiments), ResizeMix+ achieves top-1 accuracy rates of 98.10% with WideResNet-28-10 and 98.47% with Shake-Shake (26 2x96d) on CIFAR-10 in Tab. 2. And ResizeMix+ also achieves the new state-of-the-art performance of 85.23% on CIFAR-100 with WideResNet-28-10 in Tab. 3.

Table 8. Comparison with different resizing scale ranges on CIFAR-100 with WideResnet-28-10.

| Range     | Baseline | 0.1-0.9 | 0.1-0.8 | 0.1-0.7 | 0.2-0.8 |
|-----------|----------|---------|---------|---------|---------|
| Top-1(%)  | 81.2     | 83.91   | 84.31   | 83.72   | 83.70   |

5.3.3 Studying Resizing Scales

In this section, we study the settings of the resizing scale ratio. Since the scale ratio $\tau$ is randomly sampled from the uniform distribution $U(\alpha, \beta)$, we set different $\alpha$ and $\beta$ to limit the range of ratio $\tau$. Tab. 8 shows the results of different $\alpha$ and $\beta$ settings. All the experiments are performed on CIFAR-100 with WideResNet-28-10, and all the settings are the same as that in Sec. 5.1.2. We observe that when setting $\alpha$ as 0.1 and $\beta$ as 0.8 obtains the best performance, which is adopted to all the experiments with ResizeMix.

5.3.4 Analysis on Different Mixing Methods

We visualize the CAM [56] heatmaps of images mixed with different methods. As shown in Fig. 5, the first row are the original images, and the first column on the left are the mixed images of various mixing methods including Mixup [53], CutMix [51], and ResizeMix. And the next two columns show the CAM heatmaps of categories "American alligator" and "dingo" respectively.

We observe that though the Mixup-generated image contains the informations of both categories, the mixed image is unnatural compared with real-life images. CutMix pastes a random patch of the source image into another image, but the patch is more likely to contain no information of "dingo", which leads to the problem of label misallocation. The network cannot locate the region corresponding to the label "dingo" and this will mislead the network learning. However, ResizeMix obtains the patch preserving all the information of the source image "dingo", which effectively eliminates label misallocation.

6. Conclusion

In this paper, we systematically study the CutMix-based data augmentation methods, and find that the saliency information of mixing data is not so necessary. Moreover, we conclude that the cutting-based data mixing strategies cannot avoid label misallocation and object information missing simultaneously. To tackle the two intractable problems, we propose an effective method, namely ResizeMix, which
directly resizes the image to a small patch and mixes it with another image. The proposed method shows evident advantages over previous methods on various image classification and object detection benchmarks.
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As there are many pixels which hold the activation values of the heatmap as 
the geometry center of the region from boundaries to guarantee the whole region is within the im-

\[ x, y \] denote the left, right, bottom and top boundaries of \( R \). Then we calculate the boundaries of \( W \) as

\[ s = t = (r, t) = (u, s) \]

\[ c \]

\[ A(x, y) \] denotes the activation value of the heatmap at the coordinate of \( (x, y) \).

\[ C_r = \{ (x, y) | A(x, y) \leq t_r \} \]

\[ C_s = \{ (x, y) | A(x, y) \geq t_u \} \]

\[ C_{ns} = \{ (x, y) | A(x, y) \leq t_l \} \]

\[ C_s = \{ (x, y) | A(x, y) \geq t_u \} \]

\[ C_{ns} = \{ (x, y) | A(x, y) \leq t_l \} \]

where \( A(x, y) \) denotes the activation value of the heatmap at the coordinate of \( (x, y) \).

As there are many pixels which hold the activation values of the maximum or minimum values, we get the sets of salient and non-salient pixel coordinates \( C_s \) and \( C_{ns} \) as

\[ C_s = \{ (x, y) | A(x, y) \geq t_u \} \]

\[ C_{ns} = \{ (x, y) | A(x, y) \leq t_l \} \]

where \( A(x, y) \) denotes the activation value of the heatmap at the coordinate of \( (x, y) \).

We obtain the salient region \( W_p \times H_p \) of a image as follows. We first randomly sample a coordinate \( (c_x, c_y) \) as the geometry center of the region from \( C_s \), i.e., \( (x_c, y_c) \in C_s \). Then we calculate the boundaries of \( R_s \) as

\[ x_l = \left\lfloor x_c - \frac{W_p}{2} \right\rfloor \]

\[ y_l = \left\lfloor y_c - \frac{H_p}{2} \right\rfloor \]

\[ x_r = \left\lceil x_c + \frac{W_p}{2} \right\rceil \]

\[ y_r = \left\lceil y_c + \frac{H_p}{2} \right\rceil \]

where \( x_l, x_r, y_b, y_t \) denote the left, right, bottom and top boundary of the salient region \( R_s \). Finally, we adjust these boundaries to guarantee the whole region is within the im-
Figure 6. More visualization comparisons between CutMix and ResizeMix.

age. For $x_l$ and $x_r$,

$$
\begin{align*}
if \ x_l \leq 0, & \quad x_l = 0, \\
& \quad x_r = W_P, \\
if \ x_r \geq W, & \quad x_l = W - W_P, \\
& \quad x_r = W; \\
\end{align*}
$$

(13)

For $y_b$ and $y_t$,

$$
\begin{align*}
if \ y_b \leq 0, & \quad y_b = 0, \\
& \quad y_t = H_P, \\
if \ y_t \geq H, & \quad y_b = H - H_P, \\
& \quad y_t = H, \\
\end{align*}
$$

(14)

where $W$ and $H$ denote the width and height of the target image. The non-salient region $R_{ns}$ can be obtained in the same way.