A liquid Xenon Positron Emission Tomograph for small animal imaging: first experimental results of a prototype cell.
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Abstract

A detector using liquid Xenon (LXe) in the scintillation mode is studied for Positron Emission Tomography (PET) of small animals. Its specific design aims at taking full advantage of the Liquid Xenon scintillation properties. This paper reports on energy, time and spatial resolution capabilities of the first LXe prototype module equipped with a Position Sensitive Photo-Multiplier tube (PSPMT) operating in the VUV range (178 nm) and at 165 K. The experimental results show that such a LXe PET configuration might be a promising solution insensitive to any parallax effect.
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1 Introduction.

Positron Emission Tomography (PET) is a non-invasive clinical and research imaging technique in nuclear medicine using radio-labeled molecules to image molecular biological processes in vivo. It is also a powerful tool in modern clinical applications for cancer diagnosis. Tremendous experimental efforts on a host of techniques have been made in the field of PET imaging, in particular towards the development of new generation high resolution PET cameras dedicated to small animal imaging [1,4]. However, improvements are still needed with respect to the spatial resolution and sensitivity of the technique for its application to specific human organs and in particular to small animals. Recent technological advances have led to the development of dedicated small animal scanners which can be a tool to measure the kinetics of labeled drugs. The aim is to study interactions between novel drugs and their biological target, metabolism and morphological changes in animal models of disease. High time and energy resolution are required as well as DOI measurement for new generation PET prototypes.

Standard PETs are made of several longitudinal slices of radially-oriented crystals leading to the main drawback of such a geometry: when measuring the spatial coordinates of each interacting gamma, while two coordinates are well measured owing to the transverse granularity of the device, the Depth Of Interaction (DOI) cannot be determined with an equivalent accuracy. The hit is then reconstructed at the foot of the crystal (see Fig. 1). The consequence of this parallax effect is therefore a degradation of the resolution in the image reconstruction for positron annihilation off the PET longitudinal axis. Typically, for a microPET FOCUS 220, with point like \(^{18}\)F sources, the radial resolution increases from \(~1.3\) mm to \(~3.5\) mm when the source is shifted from 0 to 8 cm off the axis [5].
We describe here a novel design of PET scanner for small animals using the scintillation properties of the Liquid Xenon in an axial geometry to provide a three dimensional gamma reconstruction free of parallax error. Liquid Xenon is well known to be an excellent detecting medium for $\gamma$-rays due to its high atomic number and density. When compared to commonly used crystals (see Tab. 1), it appears that its decay time is short : 3 to 30 ns [6,7], the spread being due to the various scintillation modes of the Xe excimers. Its fast scintillation light yield is comparable to that of NaI. Several groups have been studying the possibility to use Liquid Xenon (LXe) as a sensitive medium in PET imaging field, either in a charge collecting mode [11] or in scintillation mode [12-15], or for other applications (e.g Dark Matter search) [16-18].

In the proposed PET design, the Xenon is contained in aluminum light guides read at each end with Position Sensitive PhotoMultiplier Tubes (PSPMT). When designing a LXe-based PET camera, there are at least three experimental difficulties to overcome:

- the purity of Xenon, where contamination should not exceed a few ppm in scintillation mode,
- the operating conditions at cryogenic temperature (typically 165 K),
- the detection of UV photons around 178 nm [19].

A LXe PET prototype module has been built and simulated using the GEANT4 [20] Monte Carlo code linked to the GATE [21] package adapted to this new scanner geometrical configuration. We first report in this paper on the z (axial) coordinate analytical calculation. Various models used by other collaborations that also attempt to solve the DOI problem with a 3D axial geometry detector are discussed. Then a comparison is done between simulation and experimental data that correspond to our first characterization measurements of the
prototype module in terms of energy, time and spatial resolution capabilities which are three relevant parameters for the optimization of the proposed LXe µPET prototype.

2 Experimental set-up.

The active volume of this prototype LXe µPET camera is a ring featuring an internal diameter of 8 cm and a radial extension of 25 mm (see Fig. 2). This module is placed in a cryostat composed of aluminum walls and filled with Liquid Xenon. Sixteen identical modules of the type shown on Fig. 3 are immersed in this ring. Each module presents a 2 x 2 cm\(^2\) cross-section in the transaxial plane of the camera. The axial field of view is 5 cm. A module is optically subdivided into 40 MgF\(_2\)-coated aluminum UV light guides, each featuring a 5 x 2 mm\(^2\) cross-section. The scintillation photons propagate in the guide by specular reflection. They are collected on both ends of each module by two PSPMT (see Fig. 4). The (x,y) positions measured by the PSPMT determine which light guides have been fired. The light attenuation which depends on the guide reflectivity allows the axial coordinate (z) to be deduced from dynode signals asymmetry.

This experimental set-up used for the test of the first prototype module is described on Fig. 5. The Xenon is grade 4.8 (i.e. a purity better than 20 ppm), which is pure enough for the detection of VUV photons after a few centimetre path length, whereas a maximum contamination of a few ppb is required if the aim is to drift ionization charges in an electric field [22]. Following the layout displayed on Fig. 5, Xenon is liquefied in the compressor (the liquid Xe compressor was purchased from Air Liquide DTA), then transferred to a container inside the cryostat. The temperature inside the cryostat is kept around 165 K via a liquid nitrogen heat exchanger. The cryostat is flushed with argon gas. The temperature fluctuation is less than a few tenths of a degree. The Xenon container is a stainless steel cylinder 50 mm long and 40 mm in diameter, closed at each end with a 3 mm thick suprasil window. This
container can house various types of cells (see Fig. 4). An experimental test bench has been built to allow the x and y measurement and furthermore to evaluate the z-axis localization, the energy and time resolutions. A $^{22}\text{Na}$ source is mounted on a small carriage moving along the z-axis, underneath the cryostat. The collimation is done by two pairs of lead collimators placed respectively at the top and bottom of the $^{22}\text{Na}$ source inducing a 2 mm gap (see Fig. 5). A LYSO crystal coupled to a photomultiplier tube completes the experimental set-up providing the coincidence signal. The VUV photons are collected with a PSPMT at each end. In the present set-up the PSPMTs are not immersed in the LXe and a thin argon gap (0.3 mm) is kept between the cell quartz window and the PMT entrance window. Photons then encounter refraction indices of 1.69 (Liquid Xenon [23]), 1.58 (cell quartz window), 1.0 (gas), and finally 1.58 (PSPMT entrance quartz window) leading to a 36 degree limit angle (LA). PSPMTs with the required specifications, i.e high Quantum Efficiency (QE) at 178 nm (QE = 20 %) and still working at low temperatures (165 K), are not commercially available yet. Hamamatsu provided us with two prototype tubes, belonging to the R8520-06-C12 series [24], having five aluminum strips deposited on their window to reduce the resistivity of the photocathode at 165 K. Their QE was around 20 %. On the whole however, these tubes were very satisfactory for exploring the feasibility of a PET based on the Liquid Xenon scintillation.

The read-out electronics (see Fig. 6) operates at room temperature and is composed of standard NIM and CAMAC modules. The charge measurement of PSPMT anode signals (6x and 6y) is performed using gated integrators and 12-bit Analogue to Digital Converters (QDC). The last dynode signal of each PSPMT is splitted in order to be treated like anode signals and also to be used for time tagging and experimental set-up triggering. The signals provided by the PMT coupled to the LYSO crystal are processed in the same way. The time
tagging and triggering electronics comprises: two Constant Fraction Discriminators (CFD), a coincidence module and a Time to Digital Converter (TDC). One CFD processes the LYSO PMT dynode signal, the second one is fed with the analog sum of the two PSPMT dynode signals. The coincidence module uses CFD output signal to trigger the TDC, the integrators and the VME-based data acquisition.

3 The Monte Carlo LXe μPET camera module simulation.

In order to simulate the LXe μPET camera module, the GATE toolkit has been used [21,25]. Each module was created as a square section box divided into 40 smaller boxes of rectangular section representing the light guides. The LXe material was defined in the material database file of GATE and assigned to the module. The aluminum coats covering the light guides have not been simulated in GATE, their influence on the detection of the 511 keV gamma photons being considered negligible [14,26]. However, UV photon transport in the aluminum guides and detection resolution were simulated with a custom MC code. The code is able to track individual scintillation photons from their emission point along the aluminum guide to the photodetectors, taking into account reflection as well as absorption. However it does not include the photon detection process operated by the PMTs. The source was a hypothetical 511 keV gamma photon emitter placed at the real distance below the detector. It was a 1 million Becquerel sphere of 1 mm radius. The lead shields of the experiment were also simulated. The presence of the LYSO acting as a trigger or a "collimator" was taken into account by simulating additional lead shields such that, combined to the other shields, the gamma photons are collimated through a square hole of the same area as the LYSO's sensitive surface. The output data of the GATE simulations consisted in the collection of all interactions occurring in the detector and in the other simulated components of the set-up. The most important features that are used for simulating the generation of the UV photons and
therefore the detection in our Monte Carlo code are the amount of deposited energy and the localization of the hits in the detector module.

The values of the simulation parameters are:

- light guide of 50 mm long and 5 x 2 mm² in cross-section
- 4 guides in x and 10 in y
- light guide reflectivity CR=0.8
- limit angle LA=36°
- PSPMT quantum efficiency QE=20 %
- LXe refractive index n=1.69 [23]
- scintillation yield in LXe : 46 10³ UV/MeV [8]

4 Light guide modelling and simulation result.

4.1 Light guide modeling.

Experimental studies on DOI measurement have been already carried out using axial scintillator arrangement [27-30]. The DOI quantification described in [27,28] is based on a linear approach of the light attenuation in the medium. The simulation shows that this model can only be applied with short crystals (2-3 cm). Large discrepancies are induced if longer scintillators are concerned. A second approach described in [29] introduces an angle θ defined as arctan(T/B), where T and B are the signals collected on both scintillator ends. The DOI calibration of the crystal is then derived from a polynomial fit of the function DOI=f(θ). In this example no light propagation model is introduced but the polynomial fit insures a reliable DOI calibration even for long crystals. Another approach [30] (CIMA collaboration) assumes
that the amount of light collected at a crystal end decays exponentially with the axial z coordinate of the γ photon interaction point. In the present device, the attenuation length $\lambda_{\text{ref}}$ of the light guide can be introduced. If we assume that the intrinsic attenuation length $\lambda_{\text{int}}$ of the LXe is much larger than $\lambda_{\text{ref}}$, the light attenuation in the detector can be described by:

$$I(z) = I_0 e^{-\frac{z}{\lambda_{\text{ref}}}} \quad (1)$$

The attenuation length $\lambda_{\text{ref}}$ depends on the light guide geometry and its reflectivity. It also depends on the limit angle LA: small values of LA favours photons which undergo small numbers of reflections consequently increasing the $\lambda_{\text{ref}}$ value. The number of photoelectrons collected at each module end is given by:

$$N_r(z) = A \cdot \frac{N_0}{2} \cdot \exp\left(-\frac{z}{\lambda_{\text{ref}}}ight) \cdot \exp\left(-\frac{l}{\lambda_{\text{ref}}}ight)$$

$$N_a(z) = A \cdot \frac{N_0}{2} \cdot \exp\left(-\frac{l}{\lambda_{\text{ref}}}ight) \cdot \exp\left(-\frac{z}{\lambda_{\text{ref}}}ight) \quad (2)$$

Where:

- the origin of the z axial coordinates is taken at the centre of the module,
- A is a constant depending on LA and on the PMT quantum efficiency,
- $N_0$ is the amount of scintillation photons,
- l is the module half length.

In Fig 7 the total amount of photoelectrons collected at each module end is plotted, scanning the total length of the simulated LXe module in steps of 5 mm. The simulated data are well fitted with an exponential curve.
4.2 The LXe pollution modeling in the simulation.

The exponential approach is very attractive because light propagation and collection can be described with simple analytic expressions, and moreover the propagation medium (light guide) is fully characterized by a single parameter $\lambda_{\text{ref}}$. However, the attenuation length of LXe strongly depends on its purity. In the past, various experiments were dedicated to the measurement of this parameter [23, 31-33]. It was shown that as long as pure Xenon is concerned its intrinsic attenuation length can be neglected when compared to the $\lambda_{\text{ref}}$ obtained with the currently studied LXe μPET module. The absorption of Xenon scintillation light by impurities (mainly H$_2$O and O$_2$) is described by the relation:

\[
I(z) = I_0 \cdot \exp\left(\frac{-z}{\lambda_{\text{abs}}}\right) = I_0 \cdot \exp\left(-\sigma \rho z\right) \tag{3}
\]

where $\sigma$ is the cross section of the interaction, $\rho$ is the impurities concentration and $N$ the LXe density. The equivalent attenuation length is given by:

\[
\lambda_{\text{abs}} = \frac{1}{\sigma \rho N} \tag{4}
\]

This attenuation length corresponds to the $\lambda_{\text{bulk}}$ parameter mentioned in [34]. The effective attenuation length (due to impurities) $\lambda_{\text{eff}}$ can be obtained in the same way and finally the overall $\lambda$ is given by:

\[
\frac{1}{\lambda} = \frac{1}{\lambda_{\text{ref}}} + \frac{1}{\lambda_{\text{eff}}} \tag{5}
\]
This relation shows that exponential model allows the LXe pollution to be easily introduced in the analytic expressions that describe light propagation.

4.3 Determination of the attenuation length $\lambda_{ref}$.

The first step to perform DOI measurement is to qualify the light propagation medium. The light guide attenuation length $\lambda_{ref}$ can be derived from Eq. (2):

\[
\ln\left(\frac{N_r}{N_i}\right) = \frac{2z}{\lambda_{ref}} \quad (6)
\]

In Fig. 8 the expression $\ln(N_r/N_i)$ is plotted for a 5 mm step module scanning. It can be seen that the exponential model is very satisfactory at this stage. The $\lambda_{ref}$ value is found to be equal to 26.5 ± 0.1 mm. In this simulation the $^{22}$Na source is perfectly collimated and no $\Delta z$ spread is introduced in the $z$ coordinate of interaction for a given source position. This leads to a linear trend even for $z_{source} = +/-25$ mm which corresponds to the module edges. A small deficit of UV photons is observed on the module edges when the simulation takes into account a “beam width”.

4.4 Determination of the interaction point.

The reconstructed $z$ coordinate is derived using Eq.(7).

\[
z_{rec} = \frac{1}{2} \lambda_{ref} \ln\left(\frac{N_r}{N_i}\right) \quad (7)
\]
The distribution of the reconstructed $z_{\text{rec}}$ position for a source located at $z_{\text{source}} = 0$ is shown on Fig. 9. A Gaussian fit of this distribution for different values of $z_{\text{source}}$ provides the axial resolution of the module. Fig. 10 illustrates the RMS value of $z$ reconstruction versus the source $z$ position. The average value for $\sigma_{z_{\text{rec}}}$ is around 3mm.

### 4.5 Energy resolution and reconstruction.

The energy resolution can be deduced from the total amount of photo-electrons collected for each $z_{\text{source}}$ coordinate. The spectrum of the sum $N_l(z)+N_r(z)$ obtained for $z_{\text{source}} = 0$ is shown in Fig. 11. A Gaussian fit of the photopeak leads to the $\sigma/\mu$ resolution where $\sigma$ and $\mu$ are respectively the RMS and the mean value of the fitted distribution. The best achievable value for the energy resolution 6 % is obtained at the module centre. Fig. 12 shows the simulated energy resolution for the whole module scanned by 5mm steps. It should be stressed that the impact of the PSPMT on the signal resolution is not included (except for the 20 % quantum efficiency).

Since the sum $N_l+N_r$ is not a constant along the $z$-axis, a correcting factor $f_{\text{cor}}(z_{\text{rec}})$ has to be applied to get the reconstructed value of the energy $E_{\text{rec}}$.

\[
E_{\text{rec}} = \frac{N_l+N_r}{f_{\text{cor}}(z_{\text{rec}})} \times 511 \text{ keV} \quad (8)
\]

Using the exponential model for $N_l$ and $N_r$ as described by Eq. (2), it appears that :

\[
E_{\text{rec}} \propto \sqrt{N_l \cdot N_r} \quad (9)
\]
with
\[ \sqrt{N_i(z) \cdot N_j(z)} = A \cdot \frac{N_0}{2} \exp\left(\frac{-l}{\lambda_{ef}}\right) \] (10)

should be a constant.

However in our Monte Carlo simulation, the energy calculated using Eq. (9) still exhibits a dependency on the z coordinate (see Fig. 13). The variation of the energy value is about 10%. This can be explained as follows: assuming \( N_{sc} \) is the total number of UV scintillation photons emitted by an incident 511 keV \( \gamma \) photon. Each scintillation photon is tracked in the MC code from the emitting point through the aluminum guide to the photodetectors, taking into account reflection as well as absorption. The total number of reflections by the end of the guide is different from a scintillation photon to another. In (11) \( N_i \) is the number of scintillation photons that undergo \( i \) reflections.

\[ N_{sc} = \sum_{0}^{\infty} N_i \] (11)

If the guide exhibits a reflection coefficient CR, then the total number \( N \) of scintillation photons collected at one end of the guide is given by Eq.(12).

\[ N = \sum_{0}^{\infty} N_i \times CR^i = \sum_{0}^{\infty} N_i \times \exp[i \times \ln(CR)] \] (12)

Assuming that \( N \) can be approximated by an exponential model means that Eq. (12) can be approximated by Eq. (13):

\[ N = N_n \times \exp(n_{ref} \times \ln(CR)) = N_n \times CR^n \] (13)
Where \( n_{\text{mean}} \) is the weighted average number of reflections the scintillation photons undergo for a given interaction point. In our case this approximation leads to a 10\% error on the calculated energy which is very satisfactory. To get a more precise value of the energy deposited by the \( \gamma \) photon it is necessary to apply a correction. As a consequence, in a calibration phase, a Gaussian fit of the \( N_r(z)+N_l(z) \) distribution is done at each \( z \) position. The \( [N_r(z)+N_l(z)]_{\text{mean}} \) values are stored. This set of points is then fitted using a polynomial expression. Finally, the simulated data are then corrected according to the \( z_{\text{rec}} \) value previously given by Eq. (7). Fig. 14 shows the result of such a correction on the reconstructed energy, the error is at the level of 1\%.

4.6 Discussion.

Simulation shows that the exponential model of the light attenuation is realistic. The \( z \) reconstructed coordinate can be found using the exponential scheme and the effect of Xenon impurities can be easily introduced in the equations that describe the model. Besides, the main advantage of this model is to qualify the light propagation medium by a single \( \lambda_{\text{ref}} \) parameter. However, it must be stressed that the exponential approximation induces an error in the energy calculation (10\% in our case). Given the very satisfactory results obtained when a polynomial correction is applied, this method has been chosen in the following analysis for the energy reconstruction. On the contrary the exponential model has been kept for the light guide characterization and the \( z \)-coordinate reconstruction.
5 Experimental results.

As mentioned in section 2 the experimental trigger was conditioned by the coincidence of the LXe cell and the LYSO detector signals. Experimental data analysis was carried out in the same conditions as in the simulation. However a 1mm step scan of the edges of the LXe cell revealed a 4 mm gamma beam width limiting the module performance near its edges. This arose from solid angle calculation once taking into account the source collimation (see section 2). In the present results the scan range of the module was set to +/- 20 mm around the central position. The edges calibration was also used to precisely determine the module centre from LYSO detector point of view. In the following analysis this central position is defined as having \( z = 0 \). Moreover PSPMT test showed that their response exhibited large fluctuations over the entrance window and that a response mapping was necessary.

5.1 Transaxial localisation and PSPMT mapping.

The PSPMT calibration was carried out using Xenon scintillation light. The first step to perform this mapping is to identify the guide in which the \( \gamma \) interaction took place. The transaxial localisation is derived from a weighted average calculation on the PSPMT anodes signals. The 40 light guide separation is shown in Fig. 15 (the \( \sigma_x \) and \( \sigma_y \) resolutions are respectively at the level of 1.4 and 0.6 mm). All of the four guides distributed along the x axis can be isolated whereas the collimation performed by the LYSO detector is such that our data are mostly accumulated in the 4 guides located close to the centre along the y axis. The simulation shows that the events reconstructed between two guides are induced by \( \gamma \) rays undergoing Compton scattering in several guides. Such events cannot be processed by PSPMTs. Therefore, in the analysis code, cuts are applied to select events that take place in a single guide. The PSPMTs mapping consists in the determination of a coefficient table that
normalize the right and left responses for each guide when the $^{22}\text{Na}$ source is located at the module centre.

5.2 Determination of the attenuation length $\lambda_{\text{ref}}$.

The dynode signals of the two PSPMTs ($N_r$ and $N_l$) were used to determinate the $\lambda_{\text{ref}}$ value. The expression $\ln(N_r/N_l)$ is calculated for each position of a 5 mm step scan and then the mean values are derived from gaussian fits of the distributions. The linear behaviour of the result (see Fig. 8) indicates that experimental data can also be processed using an exponential model. This calculation was operated for each of the 16 light guides. The data analysis showed that the 16 $\lambda_{\text{ref}}$ values exhibit a 23.9 mm mean value and a 1.0 mm standard deviation. The simulated attenuation length was found to be equal to 26.5 mm for a light guide reflectivity equal to 80 %. Assuming a 78 % reflectivity leads to a simulated $\lambda_{\text{ref}}$ equal to 24 mm.

5.3 The axial resolution.

The determination of the axial resolution was also based on the dynode signals asymmetry. Data were processed in the same way as in the simulation. The axial resolution is shown in Fig. 10 while the Fig. 16 presents the reconstructed position $z_{\text{rec}}$ as a function of the source position $z_{\text{source}}$. An axial resolution of $3.0 \pm 0.3$ mm was obtained since no cuts on the energy were applied. The effects of such cuts will be presented in section 5.6.

5.4 The energy resolution and reconstruction.

The energy resolution is derived from the fit of the photopeak in the $N_r+N_l$ spectrum. The spectrum corresponding to $z_{\text{source}}=0$ is shown in Fig. 17. The energy resolution for the whole module is shown in Fig. 12. The best energy resolution achievable is about 10 % near the
centre position of the module. The energy calculated using Eq. (9) also exhibits a 10 % error. The energy correction using a polynomial fit reduces this error to 3 %.

5.5 Time resolution.

The time resolution of the module prototype has been measured using the TDC signal. Fig. 18 summarizes the time resolution measurement along the module by step of 5 mm. A mean value of about 700 ps has been found when no energy cut is applied. It is improved up to 550 ps with an energy cut of 400 keV.

5.6 Summary of the module performances and discussion.

The optimization of the studied Liquid Xenon PET prototype depends on three relevant parameters:

- the energy resolution at the 511 keV photo-peak that permits to cut down photons having undergone Compton scattering,
- the time response that helps to level down random coincidence rate,
- the DOI measurement that makes the system insensitive to any parallax effect.

Concerning the first two relevant parameters (see Tab. 2), the tested prototype exhibits a 10% (RMS) energy resolution and a 550 ps time resolution. Better energy and time resolutions can be achieved using LXe [35,36] but to optimize these resolutions it is necessary to minimize the amount of UV photons absorbed before they reach a photo detector. In Ref. [36], detectors use ultra pure xenon (on line purification is operated) and high reflectivity material such as Teflon, which would not be appropriate in the present application where specular reflection is requested. Moreover in Ref. [35,36] the photodetectors are immersed in the LXe to improve the light collection efficiency. On the contrary, the DOI measurement described in the present
paper is straightforward, since determined by the number of pixels in the module, whereas the 
z-coordinate relies on UV photon absorption by the detector itself. For instance, a 90% reflectivity is 
less favorable than 80%. Consequently the optimal values for z, time and energy resolutions are a matter of compromise. Furthermore, no purification of the Liquid Xenon is 
operated in the perspective of simple experiment handling to satisfy future biology application. Simulation shows that increasing $\lambda_{\text{ref}}$ levels up the number of photoelectrons collected. By doing so, better $\sigma_E/E$ and $\sigma_t$ resolutions can be achieved but to the detriment of $\sigma_z$. Nevertheless, if the number of photo electrons collected is increased by using PSPMTs with higher quantum efficiency or if the present PSPMTs are immersed in the LXe, then better $\sigma_E/E$, $\sigma_t$ and $\sigma_z$ resolutions are reachable. The present 550 ps (RMS) time resolution would not permit to make the proposed LXe PET prototype a Time-of-Flight PET (TOF-PET) but would make possible to access on-line to the bio distribution of a medical tracer in laboratory animals (drug developments).

Concerning the DOI measurement, it has been demonstrated that a 400 keV energy cut enables to reach a resolution on z of $2.5 \pm 0.2$ mm (see Tab. 2) which is a promising result when compared to [34]. A simulation of the present test bench with PSPMTs that time immersed in the Liquid Xenon shows that a $\sigma_z$ at the level of 1.5 mm is reachable.

On the contrary the $\sigma_x$ and $\sigma_y$ measurements are already very competitive. In our detector scheme, the transverse coordinates x and y of the interaction point are derived from the address of the hit guide. With a matrix of 40 light guides each featuring a $5 \times 2$ mm$^2$ cross section, the $\sigma_x$ and $\sigma_y$ resolutions are respectively at the level of 1.4 and 0.6 mm. A second matrix of 100 light guides each featuring a $2 \times 2$ mm$^2$ is currently in test thus exhibiting a $\sigma_x$ and $\sigma_y$ resolution of 0.6 mm. Such a resolution would make possible, with the proposed LXe $\mu$PET, to image the distribution of molecular probes at sub-millimeter resolution in laboratory animals.
6 Conclusion.

A first prototype module of a parallax free μPET using LXe in an axial geometry has been built. A module is optically subdivided into 40, 5 x 2 mm$^2$ MgF$_2$-coated aluminum UV light guides read on each end by PSPMTs. The light guide modeling has been extensively discussed. The exponential model chosen has been found to be very attractive since light propagation can be described with simple analytic expression. Furthermore it allows the LXe pollution to be easily accounted for. An experimental test bench has been built to measure the transverse localization of an interaction in the module, i.e. $x$ and $y$ measurements, but also to evaluate the axial localization ($z$ coordinate), the energy and time resolutions. A Monte-Carlo simulation of this test bench has been carried out using the GATE-GEANT4 package. Both experimental and simulated data have been analyzed using the exponential scheme. The agreement is very satisfactory. The resolution on the $z$ coordinate has been found to be 2.5 mm once the photopeak is isolated with a cut on the reconstructed energy at 400 keV, the best achievable energy resolution is 10 % on the data and time resolution is about 550 ps. These results are promising. Better resolutions may be achieved by immersing the PSPMTs in the LXe, this solution is envisaged in a near future. The simulation of the whole scanner is underway to quantify its performance on reconstructed images.
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| Scintillator | Density (g cm\(^{-3}\)) | Decay time (ns) | Light Yield (UV/MeV) |
|-------------|--------------------------|----------------|---------------------|
| LXe         | 3.06                     | 3-30 [6,7]     | 46000 [8]           |
| NaI         | 3.67                     | 230            | 38000               |
| BGO         | 7.13                     | 300            | 9000                |
| LSO         | 7.4                      | 40             | 27000               |

Table 1: Comparison of physical properties of LXe and commonly used crystals. Values from [9,10], unless otherwise stated.

|                      | Experimental data (selection criterion) | Simulation (no PMTs) (selection criterion) |
|----------------------|-----------------------------------------|-------------------------------------------|
| \(\lambda\)         | 24mm                                    | 24mm CR=0.78 et LA=38°                    |
| Energy resolution    | 10%                                     | 6%                                        |
| Z resolution (RMS)   | 2.5mm (400keV) 3mm                      | 2.5mm (400keV) 3mm                       |
| Time resolution (RMS)| 550ps (400keV) 700ps                   |                                           |

Table 2: Comparison of experimental results and simulation - summary table.