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Abstract—This paper considers the problem of estimating the cumulative distribution function and probability density function of a random variable using data quantized by uniform and non-uniform quantizers. A simple estimator is proposed based on the empirical distribution function that also takes the values of the quantizer transition levels into account. The properties of this estimator are discussed and analyzed at first by simulations. Then, by removing all assumptions that are difficult to apply, a new procedure is described that does not require neither the transition levels, nor the input sequence used to source the quantizer to be known. Experimental results obtained using a commercial 12-bit data acquisition system show the applicability of this estimator to real-world type of problems.
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I. INTRODUCTION

Several of the techniques used in electronic engineering require knowledge of the parameters of the noise affecting systems and signals. This is the case, for instance, when electronic systems need to extract information from signals acquired by using data acquisition systems (DAQs) or analog-to-digital converters (ADCs). Accordingly, the noise cumulative distribution function (CDF) and probability density function (PDF) provide the user with enough information to better tune the used algorithms and estimators.

Other practical situations requiring knowledge of the input noise PDF occur when testing mixed-signal devices such as ADCs. The characterization of the behavior of ADCs and DAQs done for verification purposes, includes measurement of the input noise basic properties, such as mean value or standard deviation [1]. Having the possibility to extend this knowledge by adding information on its CDF and PDF removes the need for making simplifying and unproven assumptions about the noise statistical behavior.

Also, in practice, quantization is always affected by some additive noise contributions at the input. Noise may be artificially added, as when dithering is performed [2], or just the effect of input-referred noise sources associated to the behavior of electronic devices. It is known that a small amount of additive noise added before quantization may linearize, on the average, the stepwise input-output characteristic, but that a large amount of noise is needed for the linearization of quantizers with non-uniformly distributed transition levels [3][4]. Being able to characterize the input noise distribution is thus necessary if the user wants to have proper control over the whole acquisition chain, with or without the usage of dithering.

The problem of estimating the noise CDF and PDF based on quantized data is addressed in this paper. Research results on this topic appear in [5] where parametric identification of the input PDF based on quantized signals was described in the context of image restoration. Similarly, in [6], a parametric approach is taken to estimate the input PDF from quantized data. A solution to the same problem, in the context of ADC testing, is described in [1]. Besides being central in measurement theory, this problem is related to a class of control theory and system identification problems [7]-[9], and is analyzed in the context of categorical data analysis [10][11].

In this paper, we describe and characterize a simple non-parametric estimator for the CDF and PDF of the noise at the input of a memoryless quantizer, not however required to have uniformly distributed transition levels. When using ADCs it is common that output codes are used for data processing and estimation purposes. However, this is just one of the possible approaches. In fact, if the quantizer threshold levels are known or measured, the quantizer itself can be considered as a simple measuring instrument capable to assess the interval boundaries to which the input belongs. Thus, by processing data in the amplitude domain and by avoiding the usage of quantizer codes, a possible increase in estimators’ accuracy is obtained. To prove the validity of this approach, simulated data will be used, as well as results of a practical experiment based on equipment typically present in any laboratory environment. Outcomes prove that the proposed estimator is accurate and easily adoptable for practical purposes.

II. A CDF ESTIMATOR

Consider a quantizer having $K + 1$ transition levels $T_k$ such that it outputs $Q_k$, once the input value belongs to the interval $[T_{k-1}, T_k]$, where $k \in K = \{ k | k = 1, \ldots, K \}$ represents the set of possible values for $k$ and $Q_1, \ldots, Q_K$ is an increasing sequence of values. Additionally assume that $R$ records of $N$ samples each are sourced to the quantizer, where each sequence can be written as

$$x(n, r) = s_n + \eta(n, r) \quad n = 0, \ldots, N - 1, \quad r = 0, \ldots, R - 1$$

(1)

with $n$ as the time index, $r$ as the record index, $s_n$ as a deterministic sequence, and where $\eta(n, r)$ represents the $n$-th outcome of a noise sequence in the $r$-th record, with independent outcomes and having PDF, $f_{\eta}(\eta)$. Additionally...
assume that the noise can be modeled as a stationary random process with properties that are independent from the input sequence \( s_n \). Accordingly, the noise properties do not depend on the quantizer level in an ADC. Further assume that \( x(n,r) \) is quantized by a quantizer within an ADC or a DAQ. The sequence \( y(n,r) \) of quantized values \( Q_k \) is collected and processed by the experimenter to obtain an estimate \( \hat{F}_H(\cdot) \) of the noise CDF \( F(\cdot) \). Then, the CDF \( F_X(n) \) of the input signal \( x(\cdot) \) at time \( n \), is given by:

\[
F_X(n) = P(x(n,r) \leq T_k) = P(s_n + \eta(n,r) \leq T_k) = F_H(T_k - s_n)
\]

which shows the relationship between the noise CDF \( F_H(\cdot) \) and \( F_X(\cdot) \). To highlight the behavior of this relationship consider the PDFs and the CDF depicted in Fig. 1. Subfigures (a) and (b) show the behavior of the PDFs of \( x(\cdot) \), assuming two different values \( s_n \) and \( s_{n-1} \) of the deterministic input sequence. Shaded areas in subfigures (a) and (b) correspond to the probability of having experimental occurrence of \( x(\cdot) \) below the transition level \( T_k \), that is \( F_H(T_k - s_n) \) and \( F_H(T_k - s_{n-1}) \), respectively. Since these probabilities can easily be estimated by counting the number of times the ADC outputs a code lower than or equal to \( T_k \), an estimator of \( F_H(\cdot) \) results in correspondence to two different values of its argument. By taking into account the effect of input values \( s_n \) and \( s_{n-1} \), subfigure (c) shows that \( F_{X,n}(x) = F_H(T_k - s_n) \) and \( F_{X,n}(x) = F_H(T_k - s_{n-1}) \).

To obtain an expression for the estimator of \( F_H(T_k - s_n) \) observe that the difference \( T_k - s_n \) may provide the same value for different combinations of \( n \) and \( k \). Define \( x_j \) as the ordered sequence of such values. Thus, let us partition the set of all possible combinations \( (n,k) \) in subsets \( S_j \) such that if two couples \((n_1,k_1)\) and \((n_2,k_2)\) belong to \( S_j \), with \( n_1 \neq n_2 \) and/or \( k_1 \neq k_2 \), then \( T_{k_1} - s_{n_1} = T_{k_2} - s_{n_2} = x_j \). Define \( L_j \) as the cardinality of \( S_j \) and \( L \) as the number of such subsets. Then \( L = NK \) only if all subsets contain just one element, that is all differences \( T_k - s_n \) provide unique values. Otherwise \( L < NK \) and there is at least one subset \( S_j \) that has cardinality larger than 1. In both cases, \( \bigcup_{j=1}^L S_j \) contains all \( NK \) possible combinations of \( n \) and \( k \).

An estimator of \( F_H(x_j) \) is obtained by the empirical cumulative distribution function (ECDF) evaluated at \( x_j \), that is

\[
\hat{F}_H(x_j) = \frac{1}{RL_j} \sum_{(n,k) \in S_j} \sum_{r=0}^{K-1} y(n,r) \leq Q_k
\]

where \([A]\) is the indicator function of the event \( A \), that is \([A] = 1 \) if \( A \) is true and 0 otherwise. Thus, \( \hat{F}_H(\cdot) \) really defines a set of ECDFs, each one calculated for a given value of \( x_j \). The partitioning is useful, because all collected samples belonging to a set \( S_j \) provide information about the noise CDF value when its argument is \( x_j \). Since \( x_j \) can assume \( L \) distinct values, the PDF is sampled at \( L \) distinct points. Observe also that the values \( x_j \) in the argument of \( \hat{F}_H(\cdot) \) may not be uniformly distributed over the input noise amplitude range and that the estimated CDF is independent of the actual values associated to \( Q_k \).

To obtain an expression of the CDF estimator for any value of \( x \), \( \hat{F}_H(x_j) \) can be either interpolated between neighboring values using suitable interpolating functions, or a parametric model can be fitted to available data as shown in subsection III-B. Finally, the CDF can be differentiated either numerically or analytically to obtain an estimate of the noise PDF.

### A. Estimator properties

Estimator \( \hat{F}_H(\cdot) \) has statistical properties that depend on whether the sequence \( x_j \) is assumed to be known or not.

1) **Known test parameters:** Knowledge of the sequence \( x_j \) requires knowledge of both the transition level values \( T_k \) and of the samples in the input sequence \( s_n \). If both are assumed to be known, the only source of variability is associated to sampling of the noise sequence. In this case, the estimator mean value and variance can be derived by observing that \( \hat{F}_H(x_j) \) is a binominal random variable. Thus, its mean value can be calculated from (3) by observing that

\[
E(\{y(n,r) \leq Q_k\}) = P\{\{y(n,r) \leq Q_k\} = 1\}
= P\{x(n,r) \leq T_k\} = F_X(n) = \hat{F}_H(T_k - s_n)
\]

for some \( j \) in 1, \ldots, \( L \) and regardless of \( r \), so that

\[
E(\hat{F}_H(x_j)) = \frac{1}{L} \sum_{(n,k) \in S_j} \hat{F}_H(x_j) = \hat{F}_H(x_j)
\]

The estimator variance is given by

\[
\text{Var}(\hat{F}_H(x_j)) = \frac{1}{L} \sum_{(n,k) \in S_j} \text{Var}(\hat{F}_H(x_j)) = \frac{1}{L} \sum_{(n,k) \in S_j} \text{Var}(\hat{F}_H(x_j))
\]
The variance of (6) depends on the variance of \([y(n, r) \leq Q_k]\) given by
\[
\text{var}(y(n, r) \leq Q_k) = P(\{y(n, r) \leq Q_k\} = 1) \times (1 - P(\{y(n, r) \leq Q_k\} = 1)) = F_H(x_j)(1 - F_H(x_j)) \quad j = 1, \ldots, L
\]
so that
\[
\text{var}(\hat{F}_H(x_j)) = \frac{1}{RL_j} F_H(x_j)(1 - F_H(x_j)) \quad j = 1, \ldots, L
\]
results because of the statistical independence hypothesis. Expressions (4)-(7) show that the estimator is unbiased for selected values \(x_j\) of its argument. Thus, it estimates correctly the unknown CDF by sampling it at \(x = x_j, j = 1, \ldots, L\). If \(L\) is sufficiently large, the sampling process returns sufficient information for interpolating between neighboring samples to obtain an estimate of the CDF for any value of \(x\). In the following, simple linear interpolation is adopted that is shown to provide acceptable results. Many other published techniques can be found in the scientific literature [12], [14].

2) Unknown test parameters: When \(x_j\) is unknown it must first be estimated. This requires both the estimation of the DAQ transition levels and of the DAQ input samples in \(s_n\). If unknown, the transition levels can be estimated using the procedures described in [1], both under the hypothesis of DC and AC input signals. Similarly, the input sequence \(s_n\) can be determined either by measuring it with a reference instrument at the DAQ input or by estimating it, using the same quantized data at the DAQ output.

Estimating \(s_n\) using a swept DC or an AC signal

If \(s_n\) is first measured by a reference instrument, e.g., a digital multimeter (DMM) in the case of DC signals, it is affected by measurement uncertainty, whose effect can be neglected if it is much smaller than the resolution of the considered DAQ. The DMM can be used for instance when \(s_n\) is a sequence of swept DC values that are applied in sequence to the DAQ input for scanning the noise PDF.

Alternatively, an AC input can be applied, e.g., a sine wave. In this case, the DMM can only be used for measuring general parameters such as the sine wave amplitude, but can not provide information on the single sample \(s_n\). Thus, either a calibrated DAQ with a much smaller resolution is adopted as a reference instrument or, more practically, the sequence \(s_n\) is estimated from the stream of DAQ output data. This latter case is equivalent to considering the DAQ itself as the reference instrument used to obtain information about the input sequence. A straightforward technique to be used for estimating \(s_n\) in this case is the sine-fit, that is the least-squares approach. Observe that if the input noise standard deviation is small compared to the quantization step, the sine-fit is known to be a biased estimator [15], [17]. Thus, even if a large number of records is collected a biased noise CDF estimator will however result. Other estimators can be used to remove this bias at the expense of added complexity [18], [19].

When the sequence \(x_j\) is unknown either because \(T_k, s_n\), or both are unknown, estimation, measurement, or quantization errors affect both the DAQ input and output sequences. When this is the case, the estimator can be reformulated as follows. Consider
\[
\hat{x}_j = \hat{T}_k - \hat{s}_n = x_j + \epsilon_x,
\]
where \(\epsilon_x\) models the uncertainty affecting knowledge of both \(T_k\) and \(s_n\), needed to obtain \(x_j\). Assume also
\[
\hat{F}_H(x_j) = F_H(x_j) + \epsilon_y
\]
where \(\epsilon_y\) represents the estimation error accounting for the effect of sampling over the available finite record of data. As shown in (5), \(\epsilon_y\) is a zero-mean random variable with variance given by (7). Then, the updated noise estimator of \(F(x_j)\) becomes \(\hat{F}_H(x_j)\), where \(\hat{F}_H(\cdot)\) is calculated using (3) in which every occurrence of the unknown quantities \(T_k\) and \(s_n\) is replaced by the corresponding estimated or measured values.

Expressions in (8) show that if the variance of \(\epsilon_x\) and of \(\epsilon_y\) can be neglected and \(|\epsilon_x| < \Delta_x\), where \(\Delta_x\) represents a bound on the bias in the estimation of \(x_j\), then the estimated noise CDF is approximately bounded by \(F(x_j - \Delta_x)\) and \(F(x_j + \Delta_x)\). In the next section this property will further be analyzed.

III. APPLYING THE ESTIMATOR

In this section we show how to apply the proposed estimator both using simulations and experimental results. Practical issues arise when [3] is applied, as some of the needed information may not be available. Typically the values of \(T_k\) and/or \(s_n\) may not be known to the user or the construction of subsets \(S_j\) may not be straightforward, owing to the approximate equivalence of the difference defining \(x_j\). Details are given in the following subsections.

A. Choice of \(N\) and \(R\)

The number of samples \(N\) and of records \(R\) have different consequences on the estimator performance. \(N\) determines the number of points at which the CDF is sampled. Potentially \(N\) different sampling point results. However the actual sampling point is \(x_j = T_k - s_n\). Thus, different couples \(T_k, s_n\) can result in the same value \(x_j\) as explained in Section II. The choice of \(N\) is then implied by the type of interpolation performed after the CDF has been evaluated at the discrete sequence provided by \(x_j\). The number of records \(R\) instead, affects directly the variance of the estimator at the value \(x_j\), as shown in (7).

B. Simulation results

Simulation results using the Monte Carlo method are shown in this subsection both when assuming \(s_n\) known and unknown. In both cases, the transition levels are assumed to be known. If they are unknown, as assumed in subsection II-C, well grounded estimators exist that can be used in a preliminary DAQ calibration phase [1], [15], [21].

Results of the Monte Carlo simulations are shown in Fig. 2 and in Fig. 3. These are based on \(R = 1000\) records of
$N = 151$ noisy samples, quantized assuming an 8-bit uniform quantizer, with a quantization step equal to $\Delta = \frac{2}{2^5}$. While the assumption on the uniform distribution of transition levels provides information on the estimator performance when applied to nominally ideal ADCs, it can be applied to any quantizer, regardless of this assumption. In fact, it does not require or imply any specific sequence of values for the transition levels $T_k$. At the same time, experimental results described in Sect. III-C are obtained in practice, when the regularity hypothesis in the distribution of transition levels is inapplicable.

1) Known AC input sequence: Under the assumption that the input sequence was known, we considered a sine wave signal defined as:

$$s_n = A \sin \left( \frac{2\pi}{N} n + \phi_0 \right), \quad n = 0, \ldots, N - 1$$  \hspace{1cm} (10)

where $A = 5.37\Delta$ represents the sine wave amplitude, $\lambda = 35$ the number of observed periods, $\phi_0 = \frac{11}{2} \pi$ the initial record phase and $N = 151$ the number of observed samples. By further assuming zero-mean Gaussian noise with $\sigma = 0.25\Delta$ the estimated CDF is shown in Fig. 2(a) together with the reference Gaussian CDF (thin line). The good agreement between the two curves sustains the goodness of this approach. The estimated CDF is fitted to a Gaussian CDF, by using a nonlinear iterative least squares estimation procedure. Accordingly, the mean value was estimated as being equal to $-1.62 \cdot 10^{-6}$ while the standard deviation was estimated as being $0.2515\Delta$. By using these parameters the estimated noise PDF was plotted in Fig. 3(a) (red solid line) together with the used Gaussian PDF (black solid line). The negligible error between the two curves is plotted in the inset.

2) Unknown AC input sequence: Simulations were then run to determine how the estimator performed when $s_n$ was unknown, apart from $\lambda$. The same sequence as in (10) was
applied to the DAQ under the same conditions listed in [III-B1].

Thus, at first, an estimate of $s_n$ of $s_n$ was obtained by applying the least-squares approach to data quantized by the DAQ. Accordingly, by defining $\hat{H}$

$$
H = \begin{bmatrix}
0 & 1 & 1 \\
\sin(2\pi \frac{1}{N}) & \cos(2\pi \frac{1}{N}) & 1 \\
\sin(2\pi \frac{1}{N}) & \cos(2\pi \frac{1}{N}) & 1 \\
\vdots & \vdots & \vdots \\
\sin(2\pi \frac{N-1}{N}) & \cos(2\pi \frac{N-1}{N}) & 1
\end{bmatrix}
$$

(11)

for each record $r = 0, \ldots, R - 1$, we obtain

$$
\hat{\theta}_r = (H^T H)^{-1} H^T Y_r \\
\hat{\theta}_r = \begin{bmatrix}
\hat{\theta}_{1r} \\
\hat{\theta}_{2r} \\
\hat{\theta}_{3r} \\
y(n-1, r)
\end{bmatrix}
$$

(12)

so that estimates $\hat{A}$ of $A$ and $\hat{\phi}_0$ of $\phi_0$ in [10] result as:

$$
\hat{A} = \sqrt{\hat{\theta}_1^2 + \hat{\theta}_2^2}, \\
\hat{\phi}_0 = \arctan \frac{\hat{\theta}_1}{\hat{\theta}_2}
$$

(13)

The estimated sequence obtained by substituting $\hat{A}$ and $\hat{\phi}_0$ in [10] was then treated as if it were the known input sequence, so that the same CDF estimator could again be applied as in [III-B1].

Results are plotted in Fig. 2(b) and (c), from which it can be observed that:

- even if $s_n$ is unknown, acceptable results are obtained also because the errors appear to be erratically bouncing around the CDF reference value, so that the nonlinear fit accurately recovers the parameters of the original CDF;
- if a sufficiently large number of records is collected so that the uncertainty due to $\epsilon_y$ can be neglected, bounds on the estimation errors are indicated by the red lines, evaluated as $F_H(x_j - \Delta_e)$ and $F_H(x_j - \Delta_e)$, where $\Delta_e$ is calculated numerically in the simulations. The aperture of the bounded zone largely depends on the bias introduced by the sinefit: if the noise standard deviation is small compared to $\Delta_e$, the bias is known to be large [17], as confirmed by the larger width in Fig. 2(c) than in Fig. 2(b). By increasing the noise standard deviation the bias drops and the two bounds tend to collapse, meaning that $\Delta_e \rightarrow 0$;
- while in this case the estimated CDF was fitted nonlinearly to a Gaussian CDF to show the capability of the estimator to recover its behavior, other parametric or nonparametric approaches can be taken to interpolate between samples $x_j$ and to then recover the corresponding PDF [20].

Once parameters were extracted by using the fitting procedure, PDFs were calculated and plotted in Fig. 3(b) and (c) using black stars and red lines for the true and estimated PDF, respectively. With respect to Fig. 3(a), the input sequence $s_n$ was first estimated by determining the values of the amplitude, offset and initial record phase of the input sinewave, using a sinefit procedure [1]. Even in this case the estimation error can be considered acceptable for most applications.

C. Experimental results

Measurement data were collected to validate the proposed estimator using a swept DC input sequence. A Keysight U2331 12-bit data acquisition system was connected to a personal computer, while a 6½ digit multimeter was used to provide a reference value of the DAQ input signal, as shown in Fig. 4. A 14-bit resolution synthesizer was used to source the DAQ via a voltage divider having an approximate ratio of 10 : 1. The exact ratio value was not needed as the DMM was used to provide the measured values. The procedure was applied in two steps:

- at first the DAQ was calibrated, that is values of the transition levels were measured. To this aim the PC was programmed to implement the servo-loop method [1]. Accordingly, for any given DAQ code, the synthesizer was programmed to provide that DC value causing the DAQ output to be half of the time above and half below the given code. Once this condition was achieved, the DMM was used to measure the provided DC value. By iterating this technique over several DAQ codes a set of transition level values was collected. The values of transition levels were then fitted to a straight line. It was found that the absolute maximum error between the transition level position and the linear fit, over the measured voltage span, was bounded by $\Delta/4$;
- having information on the position of the transition levels, the synthesizer was used to scan the DAQ input value over the interval $[-4\Delta, 4\Delta]$, with $\Delta = 20/2^{12} = 0.004882 \ldots$ V, in steps of about $2.45 \cdot 10^{-4}$ V. Each time the provided value was also measured by the DMM. For
In this paper we described a simple estimator for measuring the noise CDF and PDF at the input of a quantizer inside an ADC or a data acquisition board. The approach taken is based on considering the entire amount of information returned by the used ADC and not just that carried by the output codes. This implies that processing takes into account the values of the transition levels in the used ADC to improve estimates over the usage of a simple empirical distribution function based on the ADC output codes. As simulation and experimental results show, the estimator proposed in this paper provides good results both when assuming uniform and non-uniform ADC transition levels and when considering DC and AC input sequences.
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