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Abstract
In a complex and changeable stock market, it is very important to design a trading agent that can benefit investors. In this paper, we propose two stock trading decision-making methods. First, we propose a nested reinforcement learning (Nested RL) method based on three deep reinforcement learning models (the Advantage Actor Critic, Deep Deterministic Policy Gradient, and Soft Actor Critic models) that adopts an integration strategy by nesting reinforcement learning on the basic decision-maker. Thus, this strategy can dynamically select agents according to the current situation to generate trading decisions made under different market environments. Second, to inherit the advantages of three basic decision-makers, we consider confidence and propose a weight random selection with confidence (WRSC) strategy. In this way, investors can gain more profits by integrating the advantages of all agents. All the algorithms are validated for the U.S., Japanese and British stocks and evaluated by different performance indicators. The experimental results show that the annualized return, cumulative return, and Sharpe ratio values of our ensemble strategy are higher than those of the baselines, which indicates that our nested RL and WRSC methods can assist investors in their portfolio management with more profits under the same level of investment risk.
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1 Introduction
Investing is a means to save money from extra income and idle funds, resulting in more compensation and rewards in the future. Investing undoubtedly increases one’s source of income and improves one’s personal quality of life. Warren Buffett [45], a famous investor, defines investment as “A process of laying out money now in the expectation of receiving more money in the future.” Indeed, successful investing can increase one’s finances through a variety of investment tools. To reduce the risks of the investment process, one must weigh and allocate one’s money considering a variety of factors. Generally, diversification is considered a safer way to invest one’s money in multiple assets rather than a single asset. As the saying goes, “Don’t put all your eggs in one basket.”

In terms of diversified investment, stock investment is considered to be the most difficult. The stock market is a highly complex and nonlinear dynamic ecosystem composed of market participants who can make decisions freely based on their individual beliefs and personal profits. Many factors affect the stock market, such as political turmoil, news events, public sentiment, and exchange rate fluctuations. Due to the instability and extremely unpredictable features of the stock market, stock decision-making is also affected by various and conflicting attributes, resulting in a typical multiattribute decision-making (MADM) problem [33]. In view of the existence of various factors in the stock market, rational portfolio management is our main goal.

Portfolio management is a continuous process that maximizes accumulated profits by minimizing the overall risk of the portfolio and involves position sizing and resource allocation.
allocation [1]. Professional investment analysts and retail investors often make stock trading decisions based on their personal experience and views. However, the efficiency of such portfolio management is extremely low in a complex and risky stock market. Some portfolio results recommended by traditional investment analysts present several limitations [34]. Traditional investment analysts fail to serve a large number of low net worth customers [35]. At the same time, they are more vulnerable to behavioral biases and conflicts of interest. However, AI-based investment has the advantages of low thresholds, low costs, and high efficiency [36, 37] and revises recommendations more often than human analysts. Moreover, Coleman et al. [38] provided the first comprehensive comparison of the investment recommendations generated by AI-based and human analysts. Their results suggest that AI-based portfolio systems outperform human analysts and are a valuable, alternative information intermediary to traditional sell-side analysts for investment decisions. In conclusion, the AI-based portfolio can surpass experienced human traders in financial markets [39]. Therefore, it is necessary to develop an AI-based portfolio stock trading strategy that can assist stock investors in coping with a variety of dynamic environments to maximize the expected return and minimize investment risk.

AI-based portfolio management systems can provide financial services and investment consulting for users by adopting easy-to-use and low-cost algorithms [2]. At the same time, the application of artificial intelligence algorithms can balance the risk and return of investment, which optimizes the portfolio to a great extent [8]. Markowitz proposed the standard mean-variance (MV) model to solve the multiobjective optimization problem in portfolio management [3]. In the MV model, portfolio optimization is regarded as the objective function, and the average return of assets is modeled as one of the constraints. Due to the cardinality and boundary constraints, the computational overhead of the MV model is very high, thus limiting its applicability. Based on the classical MV model, Strumberger et al. extended the formula to solve constrained combination problems by combining the bat algorithm with the artificial bee colony heuristic algorithm [4], which is a hard optimization problem suitable for stochastic optimization meta-heuristics. Furthermore, to improve the dispersion of investment, Slimane et al. [5] proposed two mean-semientropy portfolio selection models and designed a fuzzy simulation-based genetic algorithm to solve the models to optimality. Recently, Leung et al. [40] formulated the classic Markowitz mean-variance (MV) framework and its variant mean conditional value-at-risk (CVaR) as minimax and biobjective portfolio selection problems and then applied neurodynamic approaches to solve these problems.

In a dynamic stock market environment, the nonlinearity of the time series is prominent and affects the efficacy of stock price forecasts. Thus, Chou et al. [7] designed an intelligent time series prediction system to improve investment profits. In addition, stock prices sometimes represent a similar pattern and are determined by multiple factors. Chou et al. [9] proposed a novel model, Financial Graph Attention Networks (FingGATs) [43], to recommend the top-k stocks in terms of return ratios using time series of stock prices and sector information.

Recently, reinforcement learning has been widely applied in a variety of fields of decision-making, such as for self-driving [10, 11], medical care [12], robot control [13], and games [14]. The stock trading process can be regarded as an online decision-making process occurring in response to market fluctuations. Agents of reinforcement learning can decide which strategy to use to obtain as many rewards as possible. Accordingly, trading strategies also need to determine which operations (such as buying, selling, and holding) to use to gain more profits in stock trading. Therefore, reinforcement learning seems to be a very good choice for learning optimal stock trading strategies [15]. Given the nonlinear, noisy, and unstable nature of the stock market, it is difficult for decision-making agents to achieve optimal results. To address this challenge, a deep neural network is successfully integrated into reinforcement learning [16, 17] because deep reinforcement learning (DRL) can abstract the characteristics of data from complex nonlinear original data. Due to the fluctuations of stock data, more novel input features are considered in the deep learning model, which will improve the performance of the prediction model [18]. Portfolios, asset allocation, and trading systems could be better optimized by deep reinforcement learning [19].

To design a stock decision-making agent, we need to determine the most suitable deep reinforcement learning model. Because each model has its own advantages and disadvantages, we propose ensemble strategies of stock trading. Our contributions are as follows:

1. We explore benefits of basic reinforcement learning models that are adept at stock trading, laying a foundation for the ensemble strategy.
We select the three models Advantage Actor Critic (A2C), Deep Deterministic Policy Gradient (DDPG), and Soft Actor Critic (SAC) in the FinRL library [20] as our basic decision-makers. Based on these models, we propose a nested RL architecture that can dynamically and spontaneously select the active decision-maker and generate the optimal trading strategy for complex and dynamic stock markets. In addition, we compare our approach to several common ensemble algorithms.

To obtain a higher return, we consider the confidence factor and propose a weighted random selection with confidence (WRSC) algorithm, which follows the strategy of the strongest decision-maker with high confidence; otherwise, the decision-maker makes a weighted random selection from the remaining base decision-makers according to the annual return rate.

We demonstrate our ensemble strategies for U.S., Japanese and British stocks and validate case studies of real-world trading scenarios involving CSCO stocks, showing that our strategies exhibit excellent performance.

The rest of the paper is organized as follows. Section 2 introduces recent progress made in intelligent stock trading algorithms based on deep reinforcement learning and compares existing methods to our approach. Section 3 presents the problem formulation for RL-based stock trading under the MDP framework. Section 4 describes our stock trading methods based on reinforcement learning in more detail. Section 5 presents performance evaluations of our methods and baseline algorithms. In Section 6, we summarize the paper and describe our plans for future work.

### 2 Related work

The latest development of reinforcement learning and deep learning has introduced new ideas to quantitative trading on the stock market. Recently, deep reinforcement learning has been regarded as an effective method in the field of quantitative finance. For example, Liu et al. introduced a DRL library FinRL [20] that allows users to simplify their own development and compare it to existing schemes. Moreover, Qlib, a new AI-oriented quantitative investment platform, has been proposed [21] and enables the easy exploration of AI technology in quantitative investment. Qlib not only provides high-performance infrastructure but also integrates a number of machine learning tools for quantitative investment scenarios. Both methods lay a solid foundation for us to investigate the possible adoption of reinforcement learning in stock investment.

Following the paradigm of reinforcement learning, many methods for RL-based quantitative stock trading have been proposed in two fields, including the stock environment and portfolio strategies.

In terms of the stock environment, recent studies focus on a single stock investment. One new approach is called the adaptive stock trading strategy based on deep reinforcement learning [22], which uses the gated recurrent unit (GRU) to extract financial feature information to reflect the internal characteristics of the stock market and make adaptive trading decisions. Through the customized design of state and behavior space, researchers have proposed two kinds of trading strategies based on the reinforcement learning Gated Deep Q-learning trading strategy (GDQN) and Gated Deterministic Policy Gradient trading strategy (GDPG) [22]. GDQN and GDPG trading strategies perform well in stock markets, but they only concentrate on single stock investment without considering portfolio management. Because the profit margin of a single stock investment is often limited, its risk is relatively high. To solve this problem, our nested RL method analyzes the market of multiple stocks (this study uses 90 stocks) and constructs an intelligent stock trading strategy to build a flexible portfolio of multiple stocks.

On the other hand, there are representative studies on portfolio strategy. Recently, Li et al. proposed a novel Adaptive Deep Deterministic Policy Gradient scheme (ADDPG) for the portfolio allocation task [23]. The model can distinguish positive and negative feedback and dynamically adjust the learning rate of the Q function in the DDPG according to the prediction error. Despite the ADDPG’s improvement of the DDPG, it is still only suitable for steady stock markets and unable to deliver accurate decisions for a more volatile environment. To alleviate this limitation and realize the scalability of decision-making agents, we propose nested RL, which combines multiple RL algorithms to generate more flexible and optimized strategies in a complex and dynamic stock market.

Some research efforts have already explored ensemble reinforcement learning approaches that combine multiple RL methods to exceed the performance of a single method. To apply an ensemble strategy to continuous spaces, Rohan Saphal et al. [24] proposed SEERL, which combines diverse policies, including both discrete and continuous space strategies. The latter continuous space strategy is the equivalent of majority voting in continuous action space. Nevertheless, this voting strategy cannot deal with stock actions with time series and thus only considers current stock prices and ignores historical ones.

Remedies to such a problem have been proposed to carry out automated stocking. One pioneering work was done by Salvatore et al. [25], who proposed a multilayer and multiensemble stock trader to address the issue of using price information in single supervised classifiers leading to poor results. Then, Carta et al. proposed the multi-DQN
method [46], which combines deep Q-learning classifiers that can address the uncertain and chaotic behavior of different stock markets. However, the learning and convergence speed of the multi-DQN method slow as the amount of stock data increases. Our DRL shows great promise in dealing with complex, multifaceted, and sequential decision-making problems. In addition, Yang et al. proposed an automated stock trading (AUST) ensemble strategy based on three RL algorithms: Proximal Policy Optimization (PPO), the Advantage Actor Critic (A2C) and the Deep Deterministic Policy Gradient (DDPG) [26]. The method automatically selects the best agent of the three algorithms to make trading decisions according to the Sharpe ratio, which can adapt to different market environments. Nevertheless, this strategy only makes a greedy selection in n sliding windows of three months. The result only inherits the advantages of each algorithm and does not exceed the best performance of all three agents. Studies have shown that some RL agents make more assertive decisions, whereas other RL agents tend to be more pessimistic in response to the dynamic stock market. To comprehensively combine the strengths of each agent, we add the corresponding weight to each agent and propose the weighted random selection with confidence (WRSC) algorithm.

3 Problem formulation

Some unpredictable facets of the stock market can affect yields, but with a clear understanding of the market, one can make decisions at the best trading time. Stock trading refers to buying and selling the shares of a specific company. If one owns stock, one owns part of a company. The most commonly used stock market terms include buying, selling, holding, closing, the trading volume, the bear market, the bull market, dividends, etc. In a bear market, the stock market shows a downward trend where the prices of multiple stocks are falling. In a bull market, the stock market exhibits an upward trend where the prices of multiple stocks are increasing. Stock prices are divided into the opening price, closing price, highest price, and lowest price.

In the stock market, stock trading involves a stochastic and interactive process; thus, stock trading decisions can be modeled as the Markov decision process (MDP). During the MDP, decision-makers observe Markov stochastic dynamic systems periodically or continuously and make decisions sequentially. The MDP is a quad \( \{S, A, P, R\} \). Here, \( S \) is a set of finite states, \( A \) is a set of finite actions, \( P \) is the state transition probability, and \( R \) is the expected immediate reward received after performing action \( A \). In this section, we define the state space, action space, reward function and environment of this MDP framework. We use the following indicators to represent the state space of the stock trading environment.

3.1 State Space

Stock investors analyze all kinds of stock information before making decisions (buy, sell, or hold). To learn from the environment, our trading agent needs to observe many different characteristics. The state space describes the observation results obtained by interacting with the environment.

- Balance \( b \in \mathbb{R}^+ \) : the total amount remaining in the user’s account in time step \( t \).
- Shares own \( h \in \mathbb{Z}^+ \) : the current shares for each stock, where \( n \) represents the number of stocks.
- Closing price \( p \in \mathbb{R}^n \) : the closing price of the stock market, which is the weighted average trading volume of all transactions one minute before the last trading of the securities on a given day.
- Opening price \( o \in \mathbb{R}^n \) : the price at which a security first trades on the opening of an exchange on a trading day.
- High price \( h \in \mathbb{R}^n \) : the highest price among the trading prices on a given day.
- Low price \( l \in \mathbb{R}^n \) : the lowest price among the trading prices on a given day. The three prices reflect the changes in stock prices.
- Trading volume \( v \in \mathbb{R}^n \) : the total number of stocks traded by investors in a period of time.

3.2 Action Space

Action space refers to the allowed actions of the trading agent interacting with the stock market environment. Generally, \( a \in A \) includes three actions: \( \{-1, 0, 1\} \), where -1, 0, and 1 respectively denote selling, holding and buying a stock. A single action can be used in multiple stocks. We define action space \( \{-k,...,-1,0,1,...,k\} \), where \( k \) represents the number of stocks. For example, when one buys 20 NKE stocks or sells 20 NKE stocks (\( k=20 \)), the corresponding action is denoted as 20 or - 20, respectively. As shown in Fig. 1, the total value of an investor’s stock is ‘v’ at time \( t \). After taking different actions (buy, hold or sell), the corresponding total value of the stock will change and eventually become ‘total value 1,’ ‘total value 2,’ or ‘total value 3’ at \( t+1 \). Since stock trading occurs daily and stock decision-making occurs in real time, we believe that a daily decision-making frequency can effectively measure the performance of the model. That is, after obtaining the stock information of the current day, our model gives stock decision suggestions for the next day.
3.3 Reward function

Reward function $R(s, a, s')$ is an incentive mechanism that encourages trading agents to identify better behavior strategies. Here, we provide the commonly used reward function template [27] as follows:

- In state $s$, when action $a$ reaches new state $s'$, the change in the portfolio value is $R(s, a, s') = V' - V$, where $V'$ and $V$ represent the portfolio value in $s'$ and $s$, respectively.
- In state $s$, action $a$ is taken and reaches new state $s'$, the log value of the portfolio change ratio:

$$r(s, a, s') = \log \left( \frac{v'}{v} \right)$$

- During trading period $t$, the Sharpe ratio is defined as follows:

$$S_T = \frac{mean(R_t)}{std(R_t)}$$

where $R_t = V_t - V_{t-1}$, $t \in [1, ..., T]$. $V_t$ is portfolio's current value at $t$.

4 Methodology

The complexity of the stock market presents volatility, vulnerability, and uncertainty. Deep reinforcement learning agents can make a dynamic adjustment at any time according to changes in the environment, which can be successfully applied to stock decision-making. We choose the DRL models (the A2C, DDPG, and SAC) in the FinRL library as basic decision-makers. As data grow exponentially, tagging large datasets becomes time-consuming and strenuous. However, DRL does not use large label training datasets, which is a key advantage. The purpose of stock trading is to maximize returns while avoiding risks. To achieve this, DRL maximizes the total expected returns through trading actions.

4.1 Selection of the Base Decision-maker

The actor critic approach has been recently applied in designing reinforcement-based stock trading systems. Its main purpose is to simultaneously update an actor network that represents the policy and an opposite critic network that represents the value function. The actor critic approach has proven to be able to learn and adapt to large and complex environments. Thus, the actor critic approach performs well in trading with a large stock portfolio. We adopt the following three models (the A2C, DDPG, and SAC) as our basic decision-makers, each of which shows its own advantages in different stock markets.

These three models are chosen as basic decision-makers because they offer their own advantages and can provide dynamic decisions that conform to different trading environments. First, one of the A2C's [28] major advantages lies in its capacity to manage large collections of complex stock data and support multiple stock trading scenarios: single-stock trading, multiple-stock trading and portfolio allocation. Second, portfolio management is a process of continuously changing the distribution weight of funds in financial assets. The DDPG [29] is capable of handling high-dimensional continuous action spaces and can learn continuously. Therefore, the DDPG is an ideal candidate...
that can automatically adjust the weight of stocks in each trading period to find the optimal decision-making action. Third, the SAC [30] is suitable for significant changes in stock environments because it adopts a random strategy with certain advantages over the deterministic strategy. Next, we introduce the structures and principles of the three models in more detail.

4.1.1 Advantage Actor Critic (A2C)

In the original actor critic approach, the Q value output of the critic network is used to calculate the policy gradient. However, this method produces noise and high levels of variance. To address this issue, Wu et al. [44] proposed subtracting a baseline from the cumulative reward $Q(s_t, a_t)$ (stock return) when calculating the expectation. This method can reduce the gradient such that the step of gradient descent is gentler and makes the training process more stable. This also helps the A2C to construct a loss function. Based on this idea, the advantage function is constructed as follows:

$$A(s_t, a_t) = Q(s_t, a_t) - V(s_t)$$  \hspace{1cm} (3)

where $Q(s_t, a_t)$ is the value after executing decision action $a_t$ (buy, sell, hold) in state $s_t$ or the asset return value. $V(s_t)$ is the state value function. Therefore, the loss function of the A2C is as follows:

$$\nabla J_\theta(\theta) = E \left[ \sum_{t=1}^{T} \nabla_\theta \log \pi_\theta(a_t|s_t) A(s_t, a_t) \right]$$  \hspace{1cm} (4)

As shown in Fig. 2, the A2C uses multiple agents working in parallel to update gradients $\nabla \theta$ with different data samples. Each agent works independently to interact with the same stock environment to obtain independent sampling experience, and these experiences are also independent of each other, which breaks the coupling between experiences and has the same effect as experience replay. After all parallel agents complete the gradient calculation, the A2C uses the coordinator to transfer the average gradient on all agents to the global network. In this way, the global network can update the network of actors and critics.

The global network increases the diversity of training data. Synchronous gradient updating is more cost effective and efficient and has a better effect in large batches. At the same time, in view of the stability and robustness of the A2C, it is an ideal model for stock trading. Based on these advantages of the A2C, we choose it as our basic decision-maker.

4.1.2 Deep Deterministic Policy Gradient (DDPG)

The DDPG is a policy learning method that integrates deep learning neural networks into the deterministic policy gradient (DPG). Inspired by the deep Q network (DQN), Lillicrap et al. improved the DPG and used the convolutional neural network as policy function $\mu$ and Q function simulation. Then, the deep learning method is used to train these neural networks so that large-scale states and action space can be learned online.

The agent of the DDPG takes action $a_t$ (buy, sell, or hold) in state $s_t$ and obtains reward value $r_t$ (the return value of stock assets) when it reaches new state $s_{t+1}$. As shown in Fig. 3, the DDPG actor first stores the transition data $(s_t, a_t, s_{t+1}, r_t)$ into experience replay buffer $R$ and then randomly samples the mini-batch $N$ data from experience replay buffer $R$ during training. The DDPG uses a function approximator parameterized by $\theta_Q$ to update the critic network by minimizing the following losses:

$$L = \frac{1}{N} \sum_{t} (y_t - Q(s_t, a_t; \theta_Q))^2$$  \hspace{1cm} (5)
Fig. 3 Framework of the DDPG model

where $Q(s_t, a_t | \theta_Q)$ is an action value function describing the expected return after taking action $a_t$ in state $s_t$. $y_t$ is obtained by the following formula:

$$y_t = r(s_t, a_t) + \gamma Q(s_{t+1}, \mu(s_{t+1}) | \theta_Q)$$

where $\gamma \in [0, 1]$ is the discount factor. Then, we update the actor policy using the sampled policy gradient:

$$\nabla \theta u J \approx E_{\Pi \sim \rho^\beta}[\nabla \theta \mu Q(s, a | \theta_Q) | s = s_t, a = \mu(s_t)]$$

$$= E_{\Pi \sim \rho^\beta}[\nabla a Q(s, a | \theta_Q) | s = s_t, a = \mu(s_t)] \nabla \theta \mu \mu(s | \theta_{\mu}) | s = s_t]$$

where $\rho^\beta$ denotes the discounted state visitation distribution for different stochastic behavior policy $\beta$.

For the target networks, Lillicrap et al. used "soft" updates rather than directly copying the weights. The authors created copies of the actor and critic networks, $Q'(s, a | \theta_{Q'})$ and $\mu'(s, a | \theta_{\mu'})$, respectively, used to calculate the target values.

$$\theta_{Q'} \leftarrow \tau \theta_Q + (1 - \tau) \theta_{Q''}, \tau \ll 1$$

$$\theta_{\mu'} \leftarrow \tau \theta_{\mu} + (1 - \tau) \theta_{\mu''}, \tau \ll 1$$

The DDPG can better deal with high-dimensional continuous action space, so it can be effectively applied for stock trading. We thus choose it as the basic decision-maker.

4.1.3 Soft Actor Critic (SAC)

The Soft Actor Critic (SAC) [30] is an off-policy algorithm developed for maximum entropy reinforcement learning. Compared to the DDPG, the SAC uses stochastic policy, which has certain advantages over deterministic policy. The SAC requires the actor to maximize the entropy of reward expectation and strategy distribution at the same time. The introduction of maximum entropy enhances action exploration ability, enabling the exploration of more stock decisions and achieving more stable performance under complex circumstances.

The iterative process of the SAC is divided into soft policy evaluation and soft policy updating. For fixed strategy $\pi$, its soft $Q$ value can be iterated by Bellman backup operator $T^\pi$:

$$T^\pi Q(s_t, a_t) \triangleq r(s_t, a_t) + V E_{s_{t+1} \sim p}[V(s_{t+1})]$$

$$V(s_t) = E_{a_t \sim \pi}[Q(s_t, a_t) - log \pi(a_t | s_t)]$$

where $T^n$ is the Bellman backup operator, and $Q^{k+1} = T^n Q^k$. In practice, tractable policies are preferred. Thus, we additionally restrict the policy to set of policies $\Pi$ that can
Dynamic stock-decision ensemble strategy based on deep reinforcement learning


correspond to a parameterized family of distributions such as Gaussians. The soft policy is updated as follows:

$$\pi_{new} = \arg\min_{\pi' \in \Pi} D_{KL} (\pi' (|s_t|) | \pi_{old} (|s_t|))$$

where $$Z^{\pi_{old}} (s_t)$$ is the partition function used to normalize the distribution of Q values. Different from the usual off-policy method used to maximize the Q value, the policy of the SAC is updated in the direction of an exponential distribution proportional to Q. In practice, to facilitate the processing of the policy, we still output the policy as a Gaussian distribution and minimize the gap between the two distributions by minimizing KL divergence.

By using soft policy evaluation and soft policy updating repeatedly and alternately, the final policy will converge to the optimal value. The learning objective of the SAC is as follows:

$$\pi^* = \arg\max_{\pi} \sum E_{(s_t, a_t) \sim P_{\pi}} [r(s_t, a_t) + \alpha H(\pi (|s_t|))]$$

where hyperparameter $$\alpha$$ measures the relative importance of entropy for reward. The randomness of the optimal control policy controlled by $$\alpha$$ is determined by the following formula:

$$a_t^* = \arg\min_{a_t} E_{a_t \sim \pi_t} [-\alpha_t \log \pi_t^*(a_t | s_t) - a_t \bar{H}]$$

Relative to the deterministic policy, the stochastic policy of the SAC also requires entropy maximization, which means that the neural network needs to explore all possible optimal paths, which can produce the following advantages. 1) The policy will learn many ways to complete tasks through maximum entropy, which is more conducive to learning new tasks. 2) Clearly, the policy’s stronger exploration ability makes it easier to find better modes under multimodal rewards. For example, stock decision-making agents should not only obtain high returns but also reduce trading risks. 3) The policy is more robust and generalizable by exploring various optimal possibilities in different ways, so it is easier to adjust in the face of interference. For example, when facing different stock markets, agents can make different decisions in dealing with different environments.

4.2 Propositional strategies

4.2.1 Nested RL trading strategy

Based on the significant application advantages of the three DRL models (the A2C, DDPG, and SAC) mentioned in Section 4.1 in reference to stock trading, we adopt them as our basic decision-makers and combine them to integrate the advantages of the three agents and obtain higher returns with minimal risk. It is critical to select an agent that behaves the best from the A2C, DDPG and SAC according to annualized returns. Furthermore, choosing a suitable agent from the three agents as the final decision-maker in different trading environments is a major research problem. In view of the effective application of reinforcement learning in decision-making problems, we design two-layered reinforcement learning for the three agents and propose a nested reinforcement learning (Nested RL) framework including A2C RL, DDPG RL and SAC RL. At the second layer of nested RL, the three agents attempt to learn their own trading strategies independently and present their recommendations, while at the first layer, a primary agent aims to learn a selection strategy of determining which recommendations to adopt. Fig. 4 displays the nested RL frameworks (A2C RL, DDPG RL and SAC RL) on which the primary agent acts based on the three base decision-makers.

The first layer of nested A2C/DDPG/SAC RL contains five elements: A2C-1/DDPG-1/SAC-1 agent, Action, Reward, State and Environment on the left side of Fig. 4. Here, the action space of the primary agent involves choosing the A2C-2, DDPG-2 and SAC-2 strategies, where three actions follow function $$G(a, S)$$ in (14).

$$G(a, S) = \begin{cases} A2C(S), & \text{if } a \in [a_0, a_1] \\ DDPG(S), & \text{if } a \in [a_1, a_2] \\ SAC(S), & \text{if } a \in [a_2, a_3] \end{cases}$$

where the value range of action $$a$$ is $$[a_0, a_3]$$, and $$a_1$$ and $$a_2$$ are thresholds. The value range of action $$a$$ represents the annualized return obtained when three agents make decisions. The greater annualized return is, the greater the value range of action $$a$$ becomes.

These three actions indicate which recommendation Nested RL uses to make a decision. For instance, the Nested A2C RL’s agent (the A2C-1) selects an action from the DDPG-2 agent that acts as a basic decision-maker to carry out a stock trading strategy. Similarly, the DDPG-2 also contains five elements: the DDPG-2 agent, action, reward, state and environment. Upon receiving the DDPG-2 agent’s action, the environment’s state immediately changes and sends a reward signal to the DDPG-2 agent as its feedback. Afterward, the DDPG-2 agent makes decisions according to reward and feedback signals and gives trading recommendations to the A2C-1 agent. As a result, Nested A2C RL will eventually follow the decision made by the DDPG-2 agent. The DDPG’s environmental factors include opening/high/low prices, closing prices, trading volume and balance. Its reward is the annualized return. Figure 4 shows the overall process: the first layer selects a basic decision-maker, and the second layer follows this decision-maker to buy/sell/hold stocks. The pseudocode of Nested RL is listed in Algorithm 1. First, Nested RL obtains the state
representation of environment $S$ on Lines 1-2. Then, on Line 3, our method obtains the original action and $S'$ through the actor network. Lines 4-5 map the original action to the base decision-maker’s action. On Line 6, our algorithm obtains reward $R$ of the mapped base decision-maker’s action through the actor network. On Lines 7-8, the algorithm computes the TD loss to further update the network. On Lines 9-10, Nested RL updates critic network parameters. Lines 11-12 of this algorithm run gradient descent to update the actor network parameters. On Line 13, the algorithm saves the 5-tuple $(\phi(S), \text{subaction}, R, \phi(S'), t_{\text{end}})$ into the experience pool. Finally, the base decision-makers are trained by experience pool $D$ in every time period $m$ on Line 14.

**Algorithm 1 Nested RL.**

**Require:** Number of iterations $T$; Base learning algorithm $\xi$;

**Ensure:** action;

1: for $t = 0$ to $T$ do;
2: $S = \text{Transform To State}(T_t)$;
3: in the Actor network to obtain the original action and the next $S'$: action, $S' = \phi(S)$;
4: Map the original action to the sub action for the base decision-makers:
5: $\text{subaction} = \begin{cases} A2C(S), & \text{if action } \in [a_0, a_1] \\ DDPG(S), & \text{if action } \in [a_1, a_2] \\ SAC(S), & \text{if action } \in [a_2, a_3] \end{cases}$
6: Compute reward $R$ in the actor network: $R = \text{GetRewardInActorNetwork}(\text{subaction}, S)$;
7: in the critic network, use $S$ and $S'$ to get $V(S), V(S')$;
8: Compute the TD loss: $\delta = R + \gamma V(S') - V(S)$;
9: Use the Mean square error loss function to update critic network parameter $\omega$;
10: $\sum (R + \gamma V(S') - V(S))^2$
11: To update parameter $\theta$, apply the following:
12: $\theta = \theta + \alpha \nabla \log \pi_\theta(S, A)\delta$
13: put $(\phi(S), \text{subaction}, R, \phi(S'), t_{\text{end}})$ in experience replay $D$;
14: Use $D$ to update base decision-makers $\xi$ for every time period $m$;
15: **return** action;

4.2.2 WRSC trading strategy

Our nested RL approach is designed to achieve the ‘maximal annualized return for different stock market environments by dynamically fusing trading strategies provided by different RL agents. In addition to the layered RL framework defined by Nested RL, we also explore the combined Weighted Random Strategy with Confidence (WRSC) method to balance the likelihood of strong agents and weak agents being selected. This method selects the optimal trading strategy from the A2C, DDPG, and SAC based on their weight and confidence. Figure 5 illustrates the computation workflow of WRSC. First, WRSC runs the three agents to calculate the annualized return of stocks as AR(A2C), AR(DDPG) and AR(SAC). Then, it selects an agent’s strategy with the maximal annualized return and its confidence among the three candidates. Here, confidence refers to the probability that an agent will make a certain decision. When the agent’s confidence is greater than a threshold, WRSC complies with actions made by the current agent; otherwise, WRSC randomly selects the remaining two agents according to their respective weights as the current decision-maker and follows this agent’s actions. The pseudocode of our WRSC strategy is shown in Algorithm 2.

**Algorithm 2 Weighted random strategy with confidence (WRSC).**

**Require:** Dataset $T$; Base learning algorithm $\xi$; Weighted matrix $\omega$;

1: $T_1(\text{Training}), T_2(\text{Validation}) = \text{SplitAccordingToTime}(T)$;
2: $\text{best } \xi = \text{max Annual}(\xi, T_1)$;
3: for $t = 0$ to $T_2$, do
4: $S = \text{Transform To State}(T_{2t})$
5: Use the best base decision-maker to get action, $R, S'$
6: $S' = \text{best } \xi$. GetReward($S, action$)
7: confidence = best $\xi$. getConfidence(action, $T_{2t}$)
8: if (confidence < threshold) then
9: action = Randomly Choose one of the other algorithms according to their confidence
10: end if
11: put $(\phi(S), action, R, \phi(S'), t_{\text{end}})$ into experience replay $D$
12: end for
13: **return** action

In Algorithm 2, $T$ is first divided into training set $T_1$ and validation set $T_2$ according to time in step 1. On Line 2, WRSC obtains the best strategy from the base decision-maker by $T_1$. Then, on Lines 3-5, the algorithm obtains $S, S', R, \text{the action}$, the action value of the best base decision-maker. On Line 6, WRSC computes the confidence (probability) of this action and time step. On Lines 7-9, the algorithm determines whether to select the base agent’s strategies by comparing their confidence values against a predefined threshold. On Lines 10-11, WRSC continues to train base decision-makers using the experience
Fig. 4 Framework of nested A2C/DDPG/SAC RL

Fig. 5 Workflow of the Weighted Random Strategy with Confidence (WRSC) strategy
replay mechanism, where $\phi(S)$ is the function used to decode the state.

## 5 Performance evaluation

### 5.1 Datasets and experimental environment

We first explain the selection of stock data used for our trading strategy. As is well known, 30 Dow Jones stocks cover representative companies from many different industries, mainly including financial services, pharmaceutical industry, information technology, etc., and can reflect the state of the U.S. stock market to a certain extent. Therefore, these data are useful to train the robustness, effectiveness, and universality of our proposed model. The Dow Jones industrial average (DJIA) is also calculated based on the reputation, market value, and several other features of these 30 stocks. It is considered an indicator of the overall health of the market and is one of the most popular stock market indices. Therefore, these 30 Dow Jones stocks are very suitable for the training and test trading of our proposed strategy.

In addition to 30 U.S. stocks, we also choose 30 Japanese and British stock data for our experiments to verify and train the generality and applicability of the model. The company names of the stocks are shown in Table 1. Along the timeline of the original datasets, we further partition the data samples for 2000/01/01 to 2015/01/01 as a training set and those for 2015/01/01 to 2021/01/01 as a validation/trading set as shown in Fig. 6.

In actual trading scenarios, an intelligent trading agent needs to consider all kinds of relevant information, such as historical stock prices, current holding shares, and technical indicators. In this paper, our trading environment is established based on the OpenAI Gym framework, and according to the principle of time-driven simulation, we run the collected real data to simulate the stock market. Here, we adopt the FinRL library, which can simulate trading environments across various stock markets.

### 5.2 Performance comparison

#### 5.2.1 Evaluation indicator

1. **Annualized return**

   Since investors pay more attention to final investment benefits no matter which operation is taken for each stock, we use the measurement index - annualized return - to measure the performance of stock trading strategies. The annualized return refers to rate of return obtained by investors during a one-year investment period. The calculation formula is as follows:

   $$\text{Annualized return} = \frac{\text{Return} \cdot 365}{\text{Principal} \cdot \text{Investment days}} \cdot 100\%$$

2. **Cumulative return**

   The cumulative return of an investment is the total amount of the investment gained or lost over time, regardless of the time involved. The cumulative return is expressed as a percentage and can be calculated by following function:

   $$\text{Cumulative return} = \frac{\text{Current Values} - \text{Original Values}}{\text{Original Values}}$$

3. **Annualized volatility**

   Annualized volatility is the annualized standard deviation of portfolio return.

| Market                        | Company Symbol |
|-------------------------------|----------------|
| The U.S. stock (30 stocks)    | AXP, AMGN, AAPL, BA, CAT, CSCO, CVX, GS, HD, HON, IBM, INTC, JNJ, KO, JPM, MCD, MMM, MRK, MSFT, NKE, PG, TRV, UNH, CRM, VZ, V, WBA, WMT, DIS, DOW |
| The Japanese stock (30 stocks) | Advantest Corp, Alps Electric, Amada, Chiba Bank, Chugai Pharmaceutical, Concordia Financial Group, Dainippon Screen Mfg., DIC Corp, Eneos Holdings Inc, Fujikura Ltd., GS Yuasa Corp., Hitachi Zosen Corp., J.Front Retailing Co., Ltd., Japan Steel Works Ltd, JR West Japan, KDDI, Keisei Electric Railway Co., Ltd., Konami Corp., Maruha Nichiro Corp, Minebea Mitsumi Inc, NEC, Tokyo Electric Power, Casio, Mazda, Hitachi, Mitsui chemical, Mitsubishi Motors, Sony, Isuzu Motors Ltd., Yamaha |
| The British stock (30 stocks)  | ABDN, EDEV, BGUK, BLND, CRH, ENT, FLTRF, HIK, HLMA, ICP, IETJ, MRON, NWG, OCDO, POLYP, PSHP, RMV, RTO, SGE, SMDS, SMT, AZN, CPG, RR, LSEG, SSE, TW, NG, BP, BATS |
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4. Sharpe ratio

In finance, the Sharpe ratio [32] measures the performance of an investment compared to a risk-free asset, after adjusting for its risk. It is defined as the difference between the returns of the investment and the risk-free return, divided by the standard deviation of the investment. Its calculation of the Sharpe ratio is as follows:

\[ S_a = \frac{E(R_a - R_b)}{\sigma_a} = \frac{E(R_a - R_b)}{\sqrt{\text{var}(R_a - R_b)}} \quad (17) \]

where \( R_a \) is the asset return and \( R_b \) is the risk-free return (such as a U.S. Treasury security). \( E(R_a - R_b) \) is the expected value of the excess of the asset return over the benchmark return, and \( \sigma_a \) is the standard deviation of the asset excess return.

5. Max drawdown

A maximum drawdown (MDD) is the maximum observed loss from a peak to a trough of a portfolio, before a new peak is attained. Maximum drawdown is an indicator of downside risk over a specified time period. The formula for maximum drawdown is as follows:

\[ \text{MDD} = \frac{\text{Trough Value} - \text{Peak Value}}{\text{Peak Value}} \quad (18) \]

5.2.2 Benchmark Comparison

In this paper, we use five baselines to compete against our approach:

**Multi-DQN** This method is an ensemble of the same deep Q-learning classifiers with different experiences with the environment. It can tackle the uncertain and chaotic behavior of different stock markets through a flexible ensemble strategy.

**AUST** This is an ensemble strategy based on deep reinforcement learning designed as an automated stock trading (AUST) method [26]. The strategy automatically selects the best agent from three models to trade according to the Sharpe ratio.

The other three methods are the average weighted (Average-W), weighted by return (Weight-R), and weighted-random by return (RandomWeight-R) strategies.

**Average-W** This method simply assigns the same weight to the three agents (the A2C, DDPG, and SAC) to make a final decision.

**Weight-R** This approach gives greater weight to agents that can produce higher annualized returns and will follow the agents with the greatest weight.

**RandomWeight-R** This method mainly randomly selects agents to make decisions by annualized returns of stocks.

The premise of the latter three baselines are close to the majority voting method that combines the best action of each algorithm and determines its final decision on the frequency by which an action is preferred by each algorithm. Such a combination of basic decision-makers can yield a refined model of high accuracy and robustness.

The two methods proposed in this paper are nested RL (A2C RL, DDPG RL and SAC RL) and the weighted random selection with confidence (WRSC) strategy. The experimental results of the algorithms are shown in Tables 2, 3, and 4. The four evaluation indicators used in our paper are objective and not data related and do not depend on the time, country, etc. considered. Our nested RL and WRSC decision models are universal and robust, which is only related to the parameters of the model itself, the number of training times, the basic decision-makers, etc.

Tables 2 and 3 clearly show that the three performance indicators (the annual return, cumulative returns and Sharpe ratio) of A2C RL are higher than the RandomWeight-R, Weight-R, Average-W, Multi-DQN and AUST values, which shows that A2C RL gains more in the U.S. and Japanese markets. Tables 2 and 4 clearly show that the three performance indicators of DDPG RL are higher than the RandomWeight-R, Weight-R, Average-W, Multi-DQN and AUST values, which shows that DDPG RL behaves better in the U.S. and British markets. We also find from Tables 2, 3, and 4 that the three indicators of WRSC are greater than those of the traditional three methods, Multi-DQN and AUST, indicating that WRSC can achieve high returns in three different markets.

The low performance of the RandomWeight-R, Weight-R and Average-W approaches is caused by the limitation of simple ensemble approaches such as the weighted average and majority voting methods, which cannot be well applied to the long-term decision-making stock environment. These three traditional methods only select the basic decision-maker according to the weight of the stock return. When other relevant factors need to be considered, including technical indicators such as annual volatility and maximum drawdown (MDD), the traditional methods may not be able to deal with this information well. However, our proposed method can dynamically select the basic decision-maker that is most in line with the current state in real time according to changes in technical indicators in the trading environment. Our method reduces trading risk as much as possible while considering a high return. Note that the Multi-DQN achieves a very low annualized return because the model gradually performs poorly with an increase in stock data. The AUST [26] strategy does not achieve the same level of annual return as our methods because it only makes a greedy selection among the models in a sliding
### Table 2  Index values of Nested RL, WRSC and other baselines on 30 U.S. stocks

|                  | WRSC (ours) | Nested RL(ours) | Multi-DQN [46] | AUST [26] | Random Weight-R | Weight-R | Average-W |
|------------------|-------------|-----------------|----------------|-----------|-----------------|----------|-----------|
|                  |             |                 | A2C RL         | DDPG RL   | SAC RL          | A2C RL   | DDPG RL   | SAC RL   |
| Annual return    | 16.01%      | 12.27%          | 9.23%          | 7.57%     | 0.326%          | 8.51%    | 6.36%     | 8.77%    | 6.28%    |
| Cumulative return| 145.36%     | 100.69%         | 70.15%         | 55.11%    | 2.54%           | 63.43%   | 44.95%    | 65.86%   | 44.24%   |
| Sharpe ratio     | 1.02        | 0.81            | 0.68           | 0.58      | 0.12            | 0.58     | 0.43      | 0.66     | 0.44     |
| Annual volatility| 15.8%       | 15.76%          | 14.46%         | 14.24%    | 15.23%          | 16.79%   | 17.79%    | 14.22%   | 16.97%   |
| Max drawdown     | -17.76%     | -27.09%         | -20.04%        | -18.08%   | -28.96%         | -25.2%   | -32.33%   | -19.79%  | -28.22%  |

### Table 3  Index values of Nested RL, WRSC and other baselines on 30 Japanese stocks

|                  | WRSC (ours) | Nested RL(ours) | Multi-DQN [46] | AUST [26] | Random Weight-R | Weight-R | Average-W |
|------------------|-------------|-----------------|----------------|-----------|-----------------|----------|-----------|
|                  |             |                 | A2C RL         | DDPG RL   | SAC RL          | A2C RL   | DDPG RL   | SAC RL   |
| Annual return    | 0.64%       | 3.15%           | -1.98%         | -1.17%    | -6.18%          | -2.67%   | -1.90%    | -4.72%   | -3.56%   |
| Cumulative return| 3.76%       | 19.71%          | -10.99%        | -6.62%    | -33.36%         | -14.53%  | -10.57%   | -24.48%  | -18.99%  |
| Sharpe ratio     | 0.149       | 0.294           | -0.404         | -0.342    | -0.652          | -0.316   | -0.583    | 0.27     | -0.538   |
| Annual volatility| 5.19%       | 45.7%           | 4.68%          | 3.28%     | 10.15%          | 7.6%     | 3.21%     | 69.85%   | 6.36%    |
| Max drawdown     | -6.72%      | -37.5%          | -10.99%        | -11.8%    | -34.69%         | -19.7%   | -16.97%   | -62.11%  | -21.4%   |
window of three months and does not exceed the best performance of all three agents. Moreover, AUST may not be able to dynamically select a reasonable agent when the stock market changes. In contrast, our nested reinforcement learning methods (the A2C RL and DDPG RL) are able to match the dynamics of the stock environment in real time, thereby achieving higher returns.

Furthermore, it is clear from Table 2 (U.S. stocks) that WRSC’s performance exceeds that of Nested RL. The reason is that the majority of Nested RL decisions tend to choose the strongest agent with the best chance of winning the highest return and only select the weak agent with the lowest return in very few cases. The WRSC approach is designed to balance the possibility of a strong agent and weak agent being selected by combining weight random selection with confidence. Our WRSC algorithm follows a decision made by the strongest agent when its confidence is higher than the predefined threshold; otherwise, we randomly select the remaining agents by the weight of annual return. In this way, WRSC is able to locate more trading opportunities for profits.

From the perspective of the max drawdown index, the value of WRSC (-44.23%) in Table 4 is lower than the values of all other methods, which indicates that our approach has a smaller maximum loss when their annual volatility is roughly the same. Overall, the experimental results confirm that our method can generate a high-performance trading strategy.

Finally, to analyze the overall trend of the methods more clearly, we plot curves of different cumulative return changes of four baselines and our two methods for 2015/01/01-2020/12/30 in Figs. 7, 8, and 9:

The cumulative return curve in Fig. 7 shows that the three traditional methods, Multi-DQN and AUST strategy have always fallen behind A2C RL, and the gap with WRSC is becoming increasingly larger, which indicates that the application of deep reinforcement learning as a stock integration strategy can indeed improve investment return. It is evident that Nested A2C RL complies with a decision of the optimal base agent in most cases, and it can also adaptively choose the remaining decision-makers in other cases. Such behavior resembles the premise of WRSC, thereby demonstrating its best performance and robustness among the Nested RL methods proposed in this paper. Therefore, the overall performance of Nested A2C RL is the best and most robust of the three Nested RL methods. Furthermore, the performance and trend of WRSC and A2C RL are consistent because they share similar ensemble ideas. In some cases, WRSC sacrifices a small amount of stability in exchange for higher profits. In general, WRSC is more suitable for pursuing high profits, whereas Nested RL is more suitable for the common scenario of low risk tolerance.
As shown in Fig. 8, the Average-W/RandomWeight-R/AUST approaches are almost always in a loss state. Although Weight-R is profitable at first, it enters a loss state over time. In contrast, our A2C RL approach finally achieves high returns. Fig. 9 shows that the traditional Average-W/Randomweight-R curve is always at the bottom. Over time, our DDPG RL approach leads and achieves the largest annualized return.

The stock market is considered a risky prospect, as shares bought can increase or decrease in value for various reasons. We also observe that all the methods show a downward trend during 2020/02, 2020/03 and 2020/10 in Fig. 7, as the global stock market, including U.S. shares, was affected by the U.S. election and COVID-19, resulting in a negative trend and a sharp drop in the stock market. Therefore, the cumulative return obtained by our approaches and other baselines also declines or even has a low value for the above period of time. Similarly, the Japanese and British markets shown in Figs. 8 and 9 also show fluctuations.

To compare the performance of our ensemble strategy (Nested A2C RL and WRSC) with the three independent agents (the A2C, DDPG, and SAC) employed as the trading agent separately, we plot their dynamic curves on cumulative returns for U.S. stocks. Fig. 10 clearly demonstrates that the cumulative returns of our strategies gradually exceed those of the three independent agents. This further emphasizes that it is significant to adopt an ensemble strategy in stock decision-making.

In summary, the WRSC and nested RL methods proposed in this paper can generate an excellent stock trading strategy. When investment risk is similar, our integrated strategy can dynamically make appropriate decisions and gain high profits with a low loss.

5.2.3 Case Study

To verify the effectiveness of our proposed method for real trading, we compare the decision-making processes of the AUST and A2C RL strategies for U.S. stock CSCO. Figs. 11 and 12 show the decision-making processes for CSCO stock for 2020/09/30-2020/12/30, respectively, where the vertical axis denotes the stock price. The blue
Fig. 9 Trends of cumulative returns of nested RL, WRSC and baselines for 2015/01/01-2020/12/30 on 30 British stocks

Fig. 10 Trend of cumulative returns of nested A2C RL, WRSC and the DDPG, the SAC, and the A2C on the U.S. stocks

Fig. 11 Decision-making process of AUST on CSCO stock for 2020/09/30-2020/12/30
Fig. 12 Decision-making process of nested A2C RL on CSCO stock for 2020/09/30-2020/12/30

number represents the number of stocks bought on a day, and the red number represents the number of stocks sold.

Generally, both strategies can achieve the following expected decision behavior: buy at a low point and sell at a high point. Figure 11 shows that AUST only makes a buy decision at low points on 10/03 and 11/12 and makes a sell decision at three high points on 11/16, 11/17 and 11/18. In contrast, nested A2C RL can make decision-making operations at low and high points, as shown in Fig. 12. For example, buy-decisions were made at low points of 10/06, 10/08, and 10/28 to 11/01, and sell-decisions were made at high points of 10/11, 10/13, 11/17, 11/25 and 12/04. This proves that nested A2C RL can capture more trading opportunities and make accurate and timely decisions on whether to buy, sell or hold dynamically in response to changes in stock prices. In this way, nested A2C RL is able to obtain higher profits while avoiding investment risks.

6 Conclusion

In this paper, we analyze the applicability of a deep reinforcement learning model for stock decision-making. To address the complex environment of the stock market, we propose stock trading integration strategies based on deep reinforcement learning. One strategy is that of nested RL, which ensembles multiple deep reinforcement learning agents, including the A2C, DDPG and SAC. The other WRSC approach synthesizes the strategies of the three RL agents by computing their maximal annualized return and confidence. Experimental results for 90 stocks (the U.S., Japanese and British markets) demonstrate that both trading strategies perform better than the RandomWeight-R, Weight-R, Average-W, Multi-DQN and AUST ensemble strategies, which only use a greedy algorithm to select agents. Our methods can obtain more returns while ensuring lower risks and capture more trading decision-maker points in practical cases to adapt to different complex stock markets. And in addition to stock trading, our proposed method is also applicable to those scenarios that require intelligent decision-making. For example, automatic driving and route planning, game decision-making, recommendation system and service composition.

There are some limitations to our work. We only ensemble three DRL models as basic decision-makers and do not consider other factors involved in trading, such as sentiment and politics. Therefore, several types of research can be conducted in the future. First, we may explore more strong decision-makers with good performance and integrate them into nested strategies. Additionally, we could focus on other factors that influence stock trading, such as social news, sentiment [31], and politics. Finally, we may study ways to lower the annual volatility and investment risk of our RL methods under the conditions of high returns.
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