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Abstract
This paper is the continuation of the previous one Jiao and Cui (Area-Minimizing Cones Over Grassmannian Manifolds. J. Geom. Anal. 32, 224 (2022). https://doi.org/10.1007/s12220-022-00963-7), where we re-proved the area-minimization of cones over Grassmannians of $n$-planes $G(n, m; F)(F = \mathbb{R}, \mathbb{C}, \mathbb{H})$, Cayley plane $\mathbb{O}P^2$ from the point view of Hermitian orthogonal projectors, and gave area-minimizing cones associated to oriented real Grassmannians $\tilde{G}(n, m; \mathbb{R})$ by using Lawlor’s Curvature Criterion Lawlor (Mem Amer Math Soc 91(446), 1991). Here, we make a further step on showing that the cones, of dimension no less than 8, over minimal products of $G(n, m; F)$ are area-minimizing. Moreover, those cones are very similar to the classical cones over products of spheres, and for the critical situation—the cones of dimension 7 Lawlor (Mem Amer Math Soc 91(446), 1991), we gain more area-minimizing cones by carefully computing the Jacobian $\inf_{v} \det(I - tH_{ij}^v)$. Certain minimizing cones among them had been found from the perspective of $R$-spaces Ohno and Sakai (Josai Math Monogr 13:69–91, 2021), or isoparametric theory Tang and Zhang (J Differ Geom 115(2):367–393, 2020) recently, and the generic ones in our results are completely new. We also prove that the cones over minimal product of general $\tilde{G}(n, m; \mathbb{R})$ are area-minimizing, it can be seen as generalized results for some $\tilde{G}(2, m; \mathbb{R})$ shown in Ohno and Sakai (Josai Math Monogr 13:69–91, 2021), Tang and Zhang (J Differ Geom 115(2):367–393, 2020).
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1 Introduction

Area-minimizing cones are a class of area-minimizing surfaces whose truncated part inside
the unit ball owns the least area among all integral currents with the same boundary in the
sphere.

With an effort for searching necessary and sufficient conditions for a cone to be area-
minimizing, Gary R. Lawlor([10]) developed a general method for proving that a cone is
area-minimizing, which was called Curvature Criterion by himself.

The Curvature Criterion is explained by Lawlor from two equivalent concrete objects, the
vanishing calibration and the area-nonincreasing retraction, both defined on certain angular
neighborhood of the cone rather than in the entire Euclidean space. They are linked by the
fact that the tangent space of retraction surface is just the orthogonal complement of the dual
of the vanishing calibration, and both derive an ordinary differential equation(\textit{ODE}). The
simplified area-minimizing tests include if the \textit{ODE} has solutions, what is the maximal exis-
tent interval of a solution-vanishing angle, and then compare it with an important potential
of the cone-normal radius.

Lawlor studied those cones which his Curvature Criterion is both necessary and sufficient
like the minimal, isoparametric hypercones and the cones over principal orbits of polar group
actions. Based on his method, the classification of minimal(area-minimizing, stable, unstable)
cones over products of spheres is completed, he also proved some cones over unorientable
real projective spaces, compact matrix groups are area-minimizing and gave new proofs of a
large class of homogeneous hypercones being area-minimizing.

Other related researches, or researches for the area-minimizing cones associated to
Lawlor’s Curvature Criterion are: a new twistor calibrated theory and applications for the
Veronese cone given by Tim Murdoch [13], also see an new point view of Veronese cone from
vanishing calibration [11]; Extending the definition of coflat calibration and the illustration
of special Lagrangian calibrated cones over compact matrix group which are also shown in
[10] are given by Benny N. Cheng [2]; Proofs for area-minimization of \textit{Lawson- Osserman}
cones are given by Xiaowei Xu, Ling Yang and Yongsheng Zhang [16]; Researches on area-
minimizing cones associated with isoparametric foliations has been pioneered by Zizhou
Tang and Yongsheng Zhang [15], etc.

The Grassmannian manifolds are important symmetric spaces which can be endowed with
some special geometric structures. Generally, the research objects include the Grassmannian
of \(n\)-plane in \(\mathbb{R}^m\): \(G(n, m; \mathbb{F})\) (\(\mathbb{F} = \mathbb{R}, \mathbb{C}, \mathbb{H}\)), the Grassmannian of oriented \(n\)-plane in \(\mathbb{R}^m\):
\(\tilde{G}(n, m; \mathbb{R})\), and there exists an only analogue for \(\mathbb{F} = \mathbb{O}\), the Cayley plane: \(\mathbb{O}P^2\).

There exists standard embedding maps for those Grassmannian manifolds, except those
\(\tilde{G}(n, m; \mathbb{R})(n, m - n \neq 2)\), into Euclidean space which can be seen as isolated orbits of
some polar group actions, or standard embedding of symmetric $R$-spaces([1]). Those maps are minimal, the images lies in the spheres, then an natural question is to ask: Does those minimal cones over the images area-minimizing, stable or unstable?

By considering $G(n, m; \mathbb{R})$ and $G(n, m; \mathbb{C})$ as isolated singular orbits of adjoint actions of special orthogonal groups and special unitary groups([9]), Michael Kerckhove proved almost all their cones are area-minimizing. From the perspective of symmetric $R$-spaces and their canonical embeddings for $\tilde{G}(2, 2l + 1; \mathbb{R})(l \geq 3)$, by constructing area-nonincreasing retractions directly, Daigo Hirohashi, Takahiro Kanno and Hiroyuki Tasaki([6]) proved the area-minimization of these cones.

Later on, also from the point view of symmetric $R$-spaces, Takahiro Kanno([8]) proved that all the cones over the Grassmannian of subspaces $G(n, m; \mathbb{F})(\mathbb{F} = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O})$ and except $\mathbb{R}P^2$ and Grassmannian of oriented 2-planes $\tilde{G}(2, m; \mathbb{R})(m \geq 5)$ are area-minimizing.

The cone over $\mathbb{O}P^2$ was also shown area-minimizing from the above point view by Shinji Ohno and Takasi Sakai([14]) as part of their results. Moreover, based on the simple fact: the Riemannian product of minimal immersion(embedding) maps into unit spheres is also a minimal immersion(embedding) into unit sphere after some digital adjustment, they proved that those cones over minimal products of $R$-spaces which each $R$-space associate to an minimizing cone in their table(obviously ruled out $\mathbb{R}P^2$) are also area-minimizing.

We also note here, standard embeddings of $\mathbb{F}P^2(\mathbb{F} = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O})$ into unit spheres of Euclidean spaces are often called Veronese embeddings, they are focal submanifolds associated to isoparametric foliations. In [15], Zizhou Tang and Yongsheng Zhang proved that the cones over minimal products of focal submanifold of isoparametric foliations for $g = 3, 4, 6$ and $(m_1, m_2) \neq (1, 1)$ are area-minimizing.

In an early paper [7], we re-proved the area-minimization of cones over Grassmannians of $n$-planes $G(n, m; \mathbb{F})(\mathbb{F} = \mathbb{R}, \mathbb{C}, \mathbb{H})$, Cayley plane $\mathbb{O}P^2$ from the point view of Hermitian orthogonal projectors, and gave area-minimizing cones associated to the Plücker embedding of oriented real Grassmannians $\tilde{G}(n, m; \mathbb{R})$. Here, we continue to give a class of area-minimizing cones over products of those Grassmannian manifolds which inspired by the minimal product considered in [4, 14, 15] independently.

**Statement of Results** Under standard embeddings, every Grassmannian under a base field $\mathbb{F}(\mathbb{F} = \mathbb{R}, \mathbb{C}, \mathbb{H})$ is a minimal submanifold in associated dimensional spheres, and for their minimal product, we prove that

**Theorem 1.1** The cone $C$ over $M = \prod_{i=1}^m \sqrt{k_i}G(l_i, k_i; \mathbb{F})$ is area-minimizing, if $dimC > 7$, $m \geq 1$.

The base fields of Grassmannians can also be different,

**Theorem 1.2** The cone $C$ over $M = \prod_{i=1}^m \sqrt{d_i k_i}G(l_i, k_i; \mathbb{F}_i)$ is area-minimizing if $dimC > 7$, $m \geq 1$, where $d_i = dim_{\mathbb{R}}\mathbb{F}_i$.

Moreover, the cones of dimension 7 own the same critical properties which exhibited in [10] for the cases of product spheres. Similarly, we need to find the concrete expressions for the Jacobian $inf_v det(I - t H^{ij}_v)$ in (2.12), based on the work of [10], we successfully establish

**Theorem 1.3** The cones over minimal products of standard embeddings of types (I)$\mathbb{R}P^2 \times \mathbb{R}P^2 \times \mathbb{R}P^2 \times G(2, 4; \mathbb{R}), \mathbb{R}P^2 \times \mathbb{R}P^4, \mathbb{R}P^3 \times \mathbb{R}P^3, \mathbb{R}P^2 \times \mathbb{C}P^2$, and moreover
(II) $S^2 \times S^2 \times \mathbb{R} P^2$, $S^2 \times \mathbb{R} P^2 \times \mathbb{R} P^2$, $S^2 \times \mathbb{C} P^2$, $S^2 \times \mathbb{R} P^4$, $S^2 \times G(2, 4; \mathbb{R})$, $S^4 \times \mathbb{R} P^2$, $S^3 \times \mathbb{R} P^3$ are area-minimizing.

**Remark 1.4** Links in Types (I) are product manifolds where each factors are embedded Grassmannian submanifolds, Types (II) are product manifolds which owns reduced factors, and they are all at least two-dimensional spheres.

Our investigation for the minimal products of oriented real Grassmannians leads to

**Theorem 1.5** Cones over minimal product of Plücker embedded, oriented real Grassmannians are area-minimizing.

**Remark 1.6** In [14], they proved that those cones over minimal products of R-spaces which each R-space associate to an minimizing cone in their table (ruled out $\mathbb{R} P^2$) are also area-minimizing. In contrast, the factor of Veronese embedded $\mathbb{R} P^2$ is not included in their results, and for Grassmannian of oriented 2-planes (can be identified with complex hyperquadric), our results are coincided with theirs. Similar results are also established in [15] independently from the perspective of isoparametric theory.

This article is organized as follows:

In chapter 2, we give illustration of minimal product and the concrete formula for its norm of sharp operator. Then, we review some known results for the standard embedding of Grassmannians into spheres and part of the work of Gary R. Lawlor in [10].

In chapter 3, we study the minimal product of Grassmannian manifolds, then we give the proof for area-minimizing of cones which own the dimension greater than 7.

In chapter 4, we prove Theorem 1.3 through detailed discussions for the minimum values of Jacobian $\text{det}(I - t H^v)$. In chapter 5, we prove the area-minimization for cones over minimal product of oriented real Grassmannians.

## 2 Preliminaries

### 2.1 Minimal products

Given a family of minimal immersion $f_i : M_{ki} \hookrightarrow S^{a_i}(1 \leq i \leq m)$, the standard Euclidean inner product is denoted by $\langle , \rangle$, then $\langle f_i, f_i \rangle = 1$, denote the second fundamental form of $f_i$ with respect to the normal vector $v_i$ by $H^v_i = -\langle df_i, dv_i \rangle$.

Consider the product immersion,

$$f : M = M_1^{k_1} \times \cdots \times M_m^{k_m} \rightarrow S^{a_1 + \cdots + a_m + m - 1}(1) \quad (x_1, \ldots, x_m) \mapsto (\lambda_1 f_1(x_1), \ldots, \lambda_m f_m(x_m)),$$

where $\sum_{i=1}^m \lambda_i^2 = 1$, $\text{dim } M = k_1 + \cdots + k_m$.

Now, $df = (\lambda_1 df_1, \ldots, \lambda_m df_m)$, set $v = (v_1, \ldots, v_m)$, then $v$ is a normal vector of $M$ if and only if $\langle df, v \rangle = 0$ and $\langle f, v \rangle = 0$, i.e. in every Euclidean subspaces $\mathbb{R}^{a_i + 1}$, we set $v_i = \xi_i - b_i x_i$, here $x_i$ denote the position vector $f_i(x_i)$, and it should satisfy

$$\sum_{i=1}^m \lambda_i b_i = 0. \quad (2.2)$$
Let $H^v$ denote the second fundamental forms of $f$ with respect to the normal vector $v$, then
\[
H^v = -(df, dv) = - \sum_{i=1}^{m} (\lambda_i \langle df_i, d\xi_i \rangle - \lambda_i b_i \langle dx_i, dx_i \rangle)
\]
\[
= \sum_{i=1}^{m} (\lambda_i H^\xi_i + \lambda_i b_i g_i),
\]
where $g_i = \langle dx_i, dx_i \rangle$ is the induced metric of immersion $f_i$.

**Proposition 2.1** The product $f$ of minimal immersions $f_i (1 \leq i \leq m)$ is also a minimal immersion if and only if
\[
\lambda_i = \sqrt{\frac{k_i}{\sum_{i=1}^{m} k_i}}.
\]

**Proof** Let $\{e_{i1}, \ldots, e_{ik_i}\}$ be an orthonormal basis of $(M_i, g_i)$, then $\{\ldots, \frac{e_{i1}}{\lambda_i}, \ldots, \frac{e_{ik_i}}{\lambda_i}, \ldots\}$ is an orthonormal basis of $M$, hence
\[
H^v \left( \frac{e_{il}}{\lambda_i}, \frac{e_{is}}{\lambda_i} \right) = \frac{b_i \delta_{is} + H^\xi_i(e_{il}, e_{is})}{\lambda_i},
\]
where $l, s \in \{1, \ldots, k_i\}$, and under the above orthonormal basis, the matrix of $H^v$ is given by
\[
H^v = \text{diag} \left\{ \frac{b_1}{\lambda_1} I_{k_1} + \frac{1}{\lambda_1} H^\xi_1, \ldots, \frac{b_m}{\lambda_m} I_{k_m} + \frac{1}{\lambda_m} H^\xi_m \right\},
\]
where $H^\xi_i$ is the matrix of second fundamental forms of $f_i$ on the direction $\xi_i$.
Hence, $f$ is a minimal immersion if and only if
\[
\text{tr } H^v = \sum_{i=1}^{m} \frac{b_i k_i}{\lambda_i} = 0 \quad (2.6)
\]
for any chosen normal vector $v, v_i = \xi_i - b_i x_i$, since every $H^\xi_i$ has trace zero.

The left proof is similar to [10], if we choose $\lambda_i = \sqrt{\frac{k_i}{\sum_{i=1}^{m} k_i}} = \sqrt{\frac{\dim M_i}{\dim M}}$, then (2.6) holds.

We continue to compute the norm of $H^v$,
\[
|H^v|^2 = \sum_{i=1}^{m} k_i b_i^2 + |H^\xi_i|^2 + 2b_i \text{tr } H^\xi_i
\]
\[
= \dim M \left( \sum_{i} b_i^2 + \sum_{i} \frac{|\xi_i|^2}{k_i} |H^\xi_i|^2 \right)
\]
\[
= \dim M \left( 1 + \sum_{i} |\xi_i|^2 \left( \frac{1}{k_i} |H^\xi_i|^2 - 1 \right) \right)
\]
\[
\leq \dim M \cdot \max\{1, \frac{\alpha_i^2}{k_1}, \ldots, \frac{\alpha_m^2}{k_m}\},
\]
where $\alpha_i^2 = \sup_{\xi} |H^\xi_i|^2$, $\xi$ is a unit normal vector of $M_i$, $k_i = \dim M_i$. 

\[\text{ Springer}\]
Theorem 2.2 The upper bound of second fundamental forms of $f$ is given by $\alpha^2 := \sup_v |H^v|^2 = \dim M \cdot \max \{1, \frac{a_1^2}{k_1}, \ldots, \frac{a_m^2}{k_m}\}$.

### 2.2 Standard embedding of Grassmannians into spheres

This subsection is based on [3], a detailed discussion for the spherical, standard embedding of Grassmannians into the Euclidean spaces consisting of the Hermitian matrices is given in [7].

Let $\mathbb{F}$ denote the field of real numbers $\mathbb{R}$, the field of complex numbers $\mathbb{C}$, or the normed quaternion associative algebra $\mathbb{H}$, and $d = \dim \mathbb{F} \in \{1, 2, 4\}$.

We use the following notations: $M(m; \mathbb{F})$ denote the space of all $m \times m$ matrices over $\mathbb{F}$, $H(m; \mathbb{F}) \subset M(m; \mathbb{F})$ denote the space of all Hermitian matrices over $\mathbb{F}$,

$$H(m; \mathbb{F}) = \{A \in M(m; \mathbb{F}) | A^* = A\}. \quad (2.8)$$

$H(m; \mathbb{F})$ can be identified with real Euclidean space $E^N$ with the inner product:

$$g(A, B) = \frac{1}{2} \text{Re} \, \text{tr}(AB), \quad (2.9)$$

where $A, B \in H(m; \mathbb{F})$, $N = m + dm(m - 1)/2$.

Let $U(m; \mathbb{F}) = \{A \in M(m; \mathbb{F}) | AA^* = A^*A = I\}$ denote the $\mathbb{F}$-unitary group, $U(m; \mathbb{F})$ has a natural adjoint action $\rho$ on $H(m; \mathbb{F})$, given by $\rho(Q, P) = QPQ^*$, where $Q \in U(m; \mathbb{F}), P \in H(m; \mathbb{F})$, this action is isometry.

Let $G(n, m; \mathbb{F})$ denote the Grassmannian of $n$-plane in the right vector space $\mathbb{F}^m$. For every $L \in G(n, m; \mathbb{F})$, there exists an Hermitian orthogonal projector $P_L$ associated with it. This give an embedding $\varphi$ of $G(n, m; \mathbb{F})$ into the hypersphere contained in $H(m; \mathbb{F})$(the dimension of the sphere can reduce to $N - 2$):

$$\varphi : G(n, m; \mathbb{F}) \rightarrow H(m; \mathbb{F})$$

$$L \mapsto P_L, \quad (2.10)$$

where $P_L = P_L^*, P_L^2 = P_L, tr \; P_L = n$ and $L = \{z \in \mathbb{F}^m | P_Lz = z\}$.

This embedding is minimal, and its cone was shown area-minimizing in [7]. Other perspectives for these cones being area-minimizing can be seen in [6, 8, 9, 14].

### 2.3 Gary R. Lawlor’s curvature criterion

Let $M$ be a compact, smooth $(k - 1)$-dimensional embedded submanifold in the unit sphere $S^{n-1}$ and

$$C(M) := \{tx | x \in M, 0 \leq t < \infty\}. \quad (2.11)$$

To avoid the focal points for the endpoint maps of the cone $C(M)$ in $\mathbb{R}^n$, Lawlor defined an angular neighborhood of the cone-normal radius as the maximal normal wedge for a fixed point $p \in M$ that intersects $C(M)$ only in the ray $\overrightarrow{op}$, readers are referred to [10] for more details about normal radius and normal wedge.

Now, consider the embedding $M$ in $S^{n-1}$, we choose a fixed point $p \in M$ and select a unit normal vector $v$ at $p$, Let $(r, \theta)$ be the polar coordinate of the plane spanned by $\overrightarrow{op}$ and...
Lawlor defined the projection curve $\gamma_p$ as the solution of the following ODE:

\[
\begin{align*}
\frac{dr}{d\theta} &= r\sqrt{r^{2k}(\cos \theta)^{2k-2}\inf_v \left(\det(I - \tan(\theta)h_{ij}^v)\right)^2 - 1}, \\
\theta(0) &= 1.
\end{align*}
\] (2.12)

where $h_{ij}^v$ is the matrix representation of the second fundamental form.

If there exists a solution for the ODE (2.12), either $\frac{dr}{d\theta}$ vanish at some positive $\theta(p)$ or $r \to \infty$ as $\theta \to \theta_0(p)$, in the latter case, we call the smallest $\theta_0(p)$ among all the normal directions $v$ the vanishing angle at $p$. Lawlor defined the retraction as the homothetic maps generalized by all the projection curves for any normal directions $v$ at any point $p \in M$. The ODE (2.12) guarantee that the retraction is a continuously area-nonincreasing projection from the Euclidean space $\mathbb{R}^n$ to $C(M)$, see [6, 10] for more details about the area-nonincreasing retraction.

A simplified version of Lawlor’s Curvature Criterion states that:

**Theorem 2.3 [10]** If the vanishing angle $\theta_0(p)$ exists for any points $p \in M$ and pointwisely satisfy

\[
2\theta_0(p) \leq R_0(p),
\] (2.13)

where $R_0(p)$ is the normal radius at $p$, then $C(M)$ is area-minimizing (in the sense of mod 2 when $M$ is nonorientable).

Lawlor made some perturbations for the ODE (2.12), since the Jacobian $\inf_v \det(I - \tan(\theta)h_{ij}^v)$ is not easy to obtained for the generic geometric cones.

Denote the real vanishing angle by $\theta_0$. Let $\theta_1(k, \alpha)$ be the estimated vanishing angle function which replacing $\inf_v \det(I - \tan(\theta)h_{ij}^v)$ by an smaller positive-valued function

\[
F(\alpha, \tan(\theta), k - 1) = \left(1 - \alpha \tan(\theta)\sqrt{\frac{k - 2}{k - 1}}\right) \left(1 + \frac{\alpha \tan(\theta)}{\sqrt{(k - 1)(k - 2)}}\right)^{k-2}
\] (2.14)

in (2.12), where the condition $\alpha^2 \tan^2(\theta_1) \leq \frac{k - 1}{k - 2}$ should be satisfied, and $F$ is an decreasing function of $\alpha$ when $\tan(\theta)$, $k$ are fixed, it is also decreasing with respect to $k$ when $\alpha$, $\tan(\theta)$ are fixed.

Let $\theta_2(k, \alpha)$ be the estimated vanishing angle function which replacing $\inf_v \det(I - \tan(\theta)h_{ij}^v)$ by

\[
\lim_{k \to \infty} F(\alpha, \tan(\theta), k - 1) = (1 - \alpha \tan(\theta)) e^{\alpha \tan(\theta)}
\] (2.15)

in (2.12), where the condition $\alpha^2 \tan^2(\theta_2) \leq 1$ should be satisfied, and $(1 - \alpha \tan(\theta)) e^{\alpha \tan(\theta)}$ is also an decreasing function of $\alpha$ when $\tan(\theta)$ are fixed.

The three angles have the following relation:

\[
\theta_0 \leq \theta_1(k, \alpha) \leq \theta_2(k, \alpha),
\] (2.16)

and Lawlor made a 'Table' of vanishing angles by numerical analysis, including $\theta_1$ for $\dim C = \{3, \ldots, 11\}$, $\theta_2$ for $\dim C = 12$(see section 1.4 in [10]).
3 Cones of dimension bigger than 7

Now, for every \( i \in \{1, \ldots, m\} \), consider the minimal embedding of Grassmannians:

\[
G(l_i, k_i; \mathbb{F}) \to S^{n_i}(r_i)
\]

where \( r_i = \sqrt{\frac{l_i(k_i-l_i)}{2k_i}} \), \( \dim G(l_i, k_i; \mathbb{F}) = dl_i(k_i-l_i), n_i = k_i - 2 + \frac{k_i(k_i-1)}{2}d \). We can assume \( l_i \leq k_i - l_i \) for every \( i \), it contain the following three reduced cases: \( \mathbb{R}P^1 \equiv S^1(\frac{1}{2}) \), \( \mathbb{C}P^1 \equiv S^2(\frac{1}{2}) \) and \( \mathbb{H}P^1 \equiv S^4(\frac{1}{2}) \).

First, let \( f_i \) be the normalized minimal embedding \( f_i : \frac{1}{r_i}G(l_i, k_i; \mathbb{F}) \to S^{n_i}(1) \), then \( f : M \equiv \prod_{i=1}^m \frac{1}{r_i}G(l_i, k_i; \mathbb{F}) \to S^{+\sum_{i=1}^m n_i+m-1}(1) \) is minimal if and only if \( a_i := \frac{r_i}{r_j} = \sqrt{\frac{2d k_i}{\dim M}} \).

Hence, the normal vectors at \( \hat{E}_i \) when \( \xi_i \in N_{E_i}M_i \), \( \sum_{i=1}^m \lambda_i b_i = 0 \).

Proposition 3.1 The cone over \( \prod_{i=1}^m \sqrt{k_i}G(l_i, k_i; \mathbb{F}) \) is minimal.

We will use Gary R. Lawlor’s Curvature Criterion to verify that whether these cones are area-minimizing.

Proposition 3.2 The upper bound of the second fundamental forms of the cone over \( \prod_{i=1}^m \sqrt{k_i}G(l_i, k_i; \mathbb{F}) \) at the points belong to the unit sphere is given by \( \sup_v |H^v|^2 = \dim M \).

Proof The product of embedded Grassmannians can be seen as an orbit of product of associated unitary group of \( \{7\} \), so we can compute the second fundamental forms at an fixed point.

Since \( \sup_v |H^v|^2 = \dim M \cdot \max \{ \frac{a_1^2}{dl_1(k_1-l_1)}, \ldots, \frac{a_m^2}{dl_m(k_m-l_m)} \} \), and \( a_i^2 = \frac{dl_i(k_i-l_i)^2}{k_i} \), \( \frac{dl_i(k_i-l_i)^2}{k_i} < 1 \).

Now, we search for the normal radius of a cone over any minimal product of minimal submanifolds of unit spheres, it depends on the normals radius of every factors, we explain the details as follows:

Let \( f_i : M_i \hookrightarrow S^{n_i}(1) \) be a closed, embedded minimal submanifold in unit sphere, choose an origin \( E_i \in M_i \) or \( f_i(E_i) \).

By definition, normal radius \( N_i(E_i) \) at \( E_i \) is the maximal normal wedge that intersects \( M_i \) only in the ray \( \overrightarrow{E_i} \), i.e. the equation

\[
cosa E_i + sina \xi_i = \hat{E}_i \in M_i(\hat{E}_i \neq E_i),
\]

has solutions. In detail, there exists some nearest points \( T_i \), under associated normal direction, when \( \hat{E}_i = T_i \), \( \alpha \) attains its minimum \( \alpha_{min} = N_i(E_i) \).

Now, given a family of closed, minimal embeddings \( f_i : M_i \hookrightarrow S^{n_i}(1) (1 \leq i \leq m) \), the origin is \( P = (\lambda_1 E_1, \ldots, \lambda_m E_m) \), where \( \lambda_i = \sqrt{\frac{\dim M_i}{\dim M}} \).

The normal vectors at \( P \) are:

\[
\{v = (v^1, \ldots, v^m)|v^i = \xi_i - b_i E_i, \xi_i \in N_{E_i}M_i, \sum_{i=1}^m \lambda_i b_i = 0\},
\]

\( v \) is of unit length if and only if \( \sum_{i=1}^m (b_i^2 + |\xi_i|^2) = 1 \).
We consider the following equation,
\[ \cos \theta P + \sin \theta v = \hat{P} \in M(\hat{P} \neq P), \tag{3.2} \]
easy to see \( \theta \in (0, \pi) \), maximizing \( \langle \hat{P}, P \rangle \) will give the minimum value of \( \theta \), it can only happen when \( \hat{P} \) is different from \( P \) at just one component, denoted it by \( j \)-component:

**Case one:** \( M_j = S^{d_j}(1) \), then \( v^j = -b_j E_j \), the equation (3.2) imply that \( \cos \theta \lambda_j - \sin \theta b_j = -\lambda_j \), for other components, we can set
\[ \cos \theta \lambda_i - \sin \theta b_i = \lambda_i(i \neq j), \tag{3.3} \]
i.e. \( \xi_i \) are all given to be zeros. Multiplying \( \lambda_j, \lambda_i \) on both sides of the above two equations, added up, then we have \( \cos \theta = 1 - 2 \lambda_j^2 \), the associated concrete normal vector \( v \) can be also given.

**Case two:** \( M_j \) is an embedded, minimal submanifold in unit sphere of codimension at least one. We can also choose \( \xi_i(i \neq j) \) to be zero, and \( \cos \theta \lambda_i - \sin \theta b_i = \lambda_i(i \neq j) \). Denote the \( j \)-component of \( \hat{P} \) be \( T_i \), i.e.
\[ \begin{cases} \cos \theta \lambda_j - \sin \theta b_j E_j + \sin \theta \xi_j = \lambda_j T_j, \\ \cos \theta \lambda_i - \sin \theta b_i = \lambda_i(i \neq j). \end{cases} \tag{3.4} \]

Consider the normal radius of \( M_j \) at \( E_j \), there exists a normal vector \( \eta_j \) (maybe not unique), such that \( \lambda_j (\cos N_j E_j + \sin N_j \eta_j) = \lambda_j T_j \), then,
\[ \begin{cases} \sin \theta \xi_j = \sin N_j \lambda_j \eta_j, \\ \cos \theta \lambda_j - \sin \theta b_j = \cos N_j \lambda_j, \\ \cos \theta \lambda_i - \sin \theta b_i = \lambda_i(i \neq j). \tag{3.5} \end{cases} \]

Multiplying \( \lambda_j, \lambda_i \) on both sides of the above equations, added up, then we have \( \cos \theta = 1 - \lambda_j^2 (1 - \cos N_j) \), the associated concrete normal vector \( v \) can be also given.

In summary, we have proved the following theorem:

**Theorem 3.3** Given an minimal product \( M = M_1 \times \cdots \times M_m \), assume the former \( r \) factors are spheres, the latter \( m - r \) factors are not totally geodesic spheres. Then the normal radius of \( M \) (or its cone) at \( (\lambda_1 E_1, \cdots, \lambda_m E_m) \) is
\[ N = \arccos(1 - \min_{1 \leq A \leq m} \lambda_A^2 (1 - \cos N_A)), \tag{3.6} \]
where \( N_\beta(r + 1 \leq \beta \leq m) \) are the normal radius of \( M_\beta \) at \( E_\beta \), \( N_t = \pi(1 \leq t \leq r) \), \( \lambda_A^2 = \frac{\dim M_A}{\dim M} \).

**Note:** The second-named author himself would like to recommend that this result was also gained by Professor Yongsheng Zhang independently from him in an unpublished draft.

**Remark 3.4** It includes lawlor’s formula for normal radius of product spheres when \( r = m \).

Now, back to the minimal product of standard embedded Grassmannians, in the \( i \)-factor of \( P = \left( \cdots, a_i (1 - \frac{b}{k_i}), \cdots, a_i (1 - \frac{b}{k_i}), a_i (\cdots), a_i (\cdots) \right) \), we exchange one pair of \( a_i (1 - \frac{b}{k_i}) \) and \( a_i (\frac{b}{k_i}) \) in the same one factor to gain another point \( \hat{P} \), and it follows that:
\[ \langle P, \hat{P} \rangle = 1 - \frac{dk_i}{\dim M}. \tag{3.7} \]

Hence, (or use the formula (3.6) directly):
Proposition 3.5 The normal radius of the cone over $\prod_{i=1}^{m} \sqrt{k_i} G(l_i, k_i; \mathbb{F})$ is $\arccos(1 - \frac{dk_1}{\dim M})$, where $k_1 = \min\{k_1, \ldots, k_m\}$.

The left work is to compare the normal radius and the estimated vanishing angles, we have

Theorem 3.6 The cone $C$ over $M = \prod_{i=1}^{m} \sqrt{k_i} G(l_i, k_i; \mathbb{F})$ is area-minimizing, if $\dim C > 7$, $m \geq 1$.

Proof The cases for $m = 1$ were known results, see introductions in [7]. The cases for $m \geq 2$ are proved here, we first consider the cases: $7 \leq \dim M \leq 11$.

(1)$\mathbb{F} = \mathbb{H}$, $M$ can only be $\mathbb{H} P^1 \times \mathbb{H} P^1$. $(\dim C, \alpha^2) = (9, 8)$, then the estimated vanishing angle is $12.99^\circ$ by Lawlor’s table, and the normal radius is $\arccos(1 - \frac{dk_1}{\dim M}) = \frac{\pi}{2}$, it is area-minimizing;

(2)$\mathbb{F} = \mathbb{C}$, all of the normal radius between different cases have the minimum value $\geq \arccos(1 - \frac{4}{11}) = \arccos(\frac{3}{5}) \approx 53^\circ$, and the maximal value of vanishing angle is no more than $12.99^\circ$ by Lawlor’s table, so these cones are also area-minimizing;

(3)$\mathbb{F} = \mathbb{R}$, all of the normal radius between different cases have the minimum value $\geq \arccos(1 - \frac{2}{11}) = \arccos(\frac{9}{11}) \approx 35^\circ$, and the maximal value of vanishing angle is no more than $15.84^\circ$ by Lawlor’s table, so these cones are also area-minimizing.

For $\dim M \geq 12$, let $k = \dim C = \dim M + 1 \geq 13$, we use the following formula given by Gary R. Lawlor:

$$\tan(\theta_2(k, \alpha)) < \frac{12}{k} \tan \left( \theta_2 \left( \frac{12}{k}, \frac{12}{k} \alpha \right) \right).$$

(3.8)

Now, $\alpha = \sqrt{k} - 1$, then $\frac{12}{k} \alpha \leq \sqrt{13}$, hence

$$\tan(\theta_2(k, \alpha)) < \frac{12}{k} \tan \left( \theta_2 \left( \frac{12}{k}, \sqrt{13} \right) \right) < \frac{2}{k}.$$

(3.9)

The normal radius of cone over $M = \prod_{i=1}^{m} \sqrt{k_i} G(l_i, k_i; \mathbb{F})$ is $\arccos(1 - \frac{dk_1}{\dim M})$(we arrange the factors such that $k_1 = \min\{k_1, \ldots, k_m\}$), we compare $2\arctan^2 \frac{k}{2}$ and $\arccos(1 - \frac{dk_1}{\dim M})$ as follows:

Note that $2\arctan^2 \frac{k}{2} < \frac{4}{k}, 1 - \cos^2 \frac{4}{k} < \frac{8}{k^2}, dk_1 \geq 2$ and the proof follows by the above relations.

There are also analogies for the product embedding of Grassmannian manifolds over different base fields, consider the normalized minimal embeddedness $f_i : \frac{1}{r_i} G(l_i, k_i; \mathbb{F}_i) \rightarrow S^{n_i}(1)$, set $d_i = \dim \mathbb{R} \mathbb{F}_i$, then $r_i = \sqrt{\frac{l_i(k_i-l_i)}{2k_i}}$, $\dim G(l_i, k_i; \mathbb{F}_i) = d_i l_i (k_i - l_i)$, $n_i = k_i - 2 + \frac{k_i(k_i-1)}{2} d_i$, and we assume $l_i \leq k_i - 1$ for every $i$.

Let $M$ be $\prod_{i=1}^{m} \frac{k_i}{r_i} G(l_i, k_i; \mathbb{F}_i)$, then $f : M \rightarrow S^{\sum_{i=1}^{m} n_i + m - 1}(1)$ is minimal if and only if $a_i = \frac{k_i}{r_i} = \sqrt{\frac{2d_i k_i}{\dim M}}$, where $\dim M = \sum_{i=1}^{m} d_i l_i (k_i - l_i)$.

Hence,

Proposition 3.7 The cone over $\prod_{i=1}^{m} \sqrt{d_i k_i} G(l_i, k_i; \mathbb{F}_i)$ is minimal.

The upper bound of second fundamental forms of this cone is also $\dim M$, its normal radius is $\arccos(1 - \frac{\min\{d_i k_i\}}{\dim M})$. After an similar discussion to theorem 3.6, we have

Theorem 3.8 The cone $C$ over $M = \prod_{i=1}^{m} \sqrt{d_i k_i} G(l_i, k_i; \mathbb{F}_i)$ is area-minimizing if $\dim C > 7$, $m \geq 1$, where $d_i = \dim \mathbb{R} \mathbb{F}_i$. 

Springer
4 Cones of dimension 7

In this section, we consider $M$ as the product of embedded Grassmannian manifolds of $\dim M = 6$, just like the cases of products of spheres (see chapter 4 and 5 in [10]), the cone over $M$ may still have vanishing angles, we should find the concrete expressions of $\inf_{v} \det(I - tH_{ij}^{v})$ in ODE (2.12).

Let $A$ be an arbitrary $m \times m$ symmetric matrix whose trace is zero, $\alpha := ||A|| = \sqrt{\sum a_{ij}^{2}}$, $A$ just has $m$ real eigenvalues $\{a_{1}, \ldots, a_{m}\}$, then $\det(I - tA)$ attains its minimum for any symmetric matrix $A$ when there are only two different values represented among all of the $a_{i}$ (see Appendix of [10]), and the conditions $\sum a_{i} = 0$ and $\sum a_{i}^{2} = \alpha^{2}$ completely determine the solution once we know how many should be positive. Denote the multiplicity of the positive eigenvalue by $r$, the solution is $\alpha \sqrt{\frac{m-r}{mr}}$ of multiplicities $r$ and $-\alpha \sqrt{\frac{r}{m(m-r)}}$ of multiplicities $m - r$.

Let $L(\alpha, t, m, r)$ be the result function:

$$L(\alpha, t, m, r) := \left(1 - t\alpha \sqrt{\frac{m-r}{mr}}\right)^{r} \left(1 + t\alpha \sqrt{\frac{r}{m(m-r)}}\right)^{m-r}, \quad (4.1)$$

where $r \in [1, m - 1]$ is an integer, $L$ is decreasing in $r$, the minimum of $L$ with respect to $r$ is denoted by $F(\alpha, t, m) := L(\alpha, t, m, 1)$.

The smaller $r$ is, the bigger the angle radius of normal wedge will be. Lawlor use the function $F(\alpha, t, m)$ to build "The table" in [10]. There's a critical situation that when $\alpha = \sqrt{6}, m = 6$, from "The Table", the solution of (2.12) associated to $\inf_{v} \det(I - tH_{ij}^{v}) = F(\sqrt{6}, t, 6)$ exists in some finite interval $[0, \theta]$, the vanishing angle does not exist. Though, for concrete cones under critical situation, the multiplicity of the positive eigenvalue may fail to attain the least number 1, the cone over $M$ may still have vanishing angles.

The multiplicity of the positive eigenvalue played key roles in the complete classification of cones over products of spheres, for $\alpha = \sqrt{6}, m = 6$, the function of multiplicity 1 is

$$F(t) := F(\sqrt{6}, t, 6) = L(\sqrt{6}, t, 6, 1) = (1 - t\sqrt{5}) \left(1 + \frac{t}{\sqrt{5}}\right)^{5}, \quad (4.2)$$

it associate to the products of spheres which one of the spheres is a circle, their cones are stable, by the studying of cones for which the Curvature Criterion is Necessary and Sufficient, Lawlor conclude that these cones are stable, not area-minimizing.

The function of multiplicity 2 is

$$E(t) := L(\sqrt{6}, t, 6, 2) = (1 - t\sqrt{2})^{2} \left(1 + \frac{t}{\sqrt{2}}\right)^{4}, \quad (4.3)$$

associated to the cones over $S^{2} \times S^{4}$ and $S^{2} \times S^{2} \times S^{2}$, their cones have vanishing angles, hence be area-minimizing.

And the function of multiplicity 3 is

$$G(t) := L(\sqrt{6}, t, 6, 3) = (1 - t)^{3}(1 + t)^{3}, \quad (4.4)$$

associated to the cone over $S^{3} \times S^{3}$, the cone is area-minimizing too.

Now, we consider the cones $C = C(M)$ over the product of embedded Grassmannian manifolds of dimension 7. Under the standard embedding, $\mathbb{R}P^{1} \equiv S^{1}(\frac{1}{2}), C \mathbb{P}^{1} \equiv S^{2}(\frac{1}{2})$ and $\mathbb{H}P^{1} \equiv S^{4}(\frac{1}{2})([7])$, we call their associated factors in the product—the reduced factors...
since there doesn’t exist the terms of second fundamental forms in (2.5), or additionally, the factors could be any dimensional spheres less than 6, i.e. one of the factors is $S^1, S^2, S^3, S^4, S^5$.

So, there exists some cones over the products of embedded Grassmannian manifolds which part of its factors are reduced factors, and there are five cones which all its factors are not reduced factors, we divide them into two types, and we will show that cones over types: (I)$R^2 \times R^2 \times R^2, R^2 \times R^4, R^3 \times R^3, R^2 \times C P^2$ and (II)$S^2 \times R^2, S^2 \times R^2 \times R^2, S^2 \times C P^2, S^2 \times R^4, S^2 \times G(2, 4; R), S^4 \times R^2, S^3 \times R^3$ are area-minimizing.

We will prove that these cones are all area-minimizing by mainly showing that all their minimum Jacobian functions $inf_v det(I - tH_{ij}^v)$ are not equal to $F(t)$ in some suitable interval.

Those cones over type (II) products of Grassmannians own the same expressions of $inf_v det(I - tH_{ij}^v)$ to those associated cones over type (I) in some suitable interval, We will discuss them together by dividing them into cases (1), (2), (3), (4), (5) in the following, before that, we explain the general guidelines for computing the minimum values of $det(I - tH_{ij}^v)$.

**Methods:**

**Step one:** we try to find a most simple expression of $det(I - tH_{ij}^v)$ on suitable chosen normal directions after some technical treatments, that include the diagonalizable of normal vectors and a borrowed lemma from Appendix in [10], then the question reduces to find minimum values on an closed plane domain, say it $D$, denote its interior part and boundary by $\partial D$.

**Step two:** If possible, find the critical points in $D$, compute the associated values of $det(I - tH_{ij}^v)$, then compare with the minimum values in $\partial D$, this is an direct idea, which is followed in case (1).

For some cases, we don’t need to find the interior critical points, we can prove that the minimum values can only happen in the boundary, by showing that there are no interior critical points(case (3)), by using the method of Lagrange Multiplier(case (2),(5)), or doing some calculuses through fixed variables(case (4)).

**Step three:** We figure out that the minimum values of $det(I - tH_{ij}^v)$ on the boundary are $E(t)$ (cases (1),(2),(3),(5))and $G(t)$(case (4)), both own vanishing angles following the work of Lawlor.

**Case (1)** $R^2 \times R^2 \times R^2 (S^2 \times S^2 \times R^2, S^2 \times R^2 \times R^2)$;

First, we give illustrations for the area-minimization of the cone over the first one, then another one is an natural generalization.

The first submanifold is the products of three Veronese maps, for this case, we will prove that on $(0, 2\sqrt{2})$, for any $v$ among unit normals,

$$inf_v det(I - tH_{ij}^v) = (1 - t\sqrt{2})^2 \left(1 + \frac{t}{\sqrt{2}}\right)^4 = E(t).$$

Note $\frac{2\sqrt{2}}{\sqrt{2}} = 0.404$, and the vanishing angle associated to $E(t)$ is $tan19.9^\circ = 0.362$, by considering its normal radius, we conclude that this cone is area-minimizing.

The illustrations are as follows:

First, $R^2$ is embedded in $H(3, R)$(or its hyperplane of trace zero), the normal vector $\xi_1$ is given by $diag\{0, a, -a\}$(to see this, first assume $\xi_1$ is an any given normal vector, if $g_*\xi_1 := g\xi_1g^T$ is diagonal for an isotropy isometry action $g$, we could change the standard orthonormal tangent basis $E_\alpha := E_{a1} + E_{1a}(2 \leq \alpha \leq 3)$ given in [7] to $(g_{-1})_*E_\alpha$,
note the second fundamental forms is also equivariant, then \( h((g_1)_* E_\alpha, (g_1)_* E_\beta), \xi_1) = h(E_\alpha, E_\beta), g_* \xi_1 \), the computation is simplified, \(|\xi_1|^2 = a^2\), note the image lies in a sphere of radius \( \frac{1}{\sqrt{3}} \), then the value of \( H^\xi_1 \) at the sphere of radius 1 is given by \( \pm \frac{a}{\sqrt{3}} = \pm \frac{|\xi_1|}{\sqrt{3}} \).

Follow (2.5),

\[
I - t H^u = diag \{ (1 - \frac{b_1 t}{\lambda_1}) I_{k_1} - \frac{t}{\lambda_1} H^\xi_1, \ldots, (1 - \frac{b_m t}{\lambda_m}) I_{k_m} - \frac{t}{\lambda_m} H^\xi_m \},
\]

hence

\[
det(I - t H^u) = \prod_{i=1}^{3} ((1 - \sqrt{3}b_1 t)^2 - |\xi_i|^2 t^2),
\]

where \( \sum_{i=1}^{3} (b_i^2 + |\xi_i|^2) = 1 \).

In the next, \( t \) is restricted on \( (0, \frac{1}{\sqrt{3}}) \), this choice of \( t \) is enough for ensuring that the normal wedge of angle radius arctant won’t meet the focal points of the cone. Denote \(|\xi_i|^2 = c_i \geq 0\), we claim that if minimum value of \( det(I - t H^u) \) is attained for some \( b_1, c_1 (1 \leq i \leq 3) \), then no two of \( c_1, c_2, c_3 \) are non-zeros. If so, assume \( c_2 > 0, c_3 > 0 \), then for fixed \( b_1, b_2, b_3, c_1 \), the sum of \( c_2 \) and \( c_3 \) is constant. We adjust \( c_2, c_3 \) as follows: if \((1 - \sqrt{3}b_2 t)^2 \geq (1 - \sqrt{3}b_3 t)^2 \), i.e. \( b_2 \leq b_3 \), then we let \( c_3 \) be its possible maximal value and \( c_2 \) be zero, the result will be more small, this is an contradiction.

So, we can assume \( c_2 = c_3 = 0 \), then

\[
det(I - t H^u) = \left( (1 - \sqrt{3}b_1 t)^2 - c_1 t^2 \right) (1 - \sqrt{3}b_2 t)^2 (1 - \sqrt{3}b_3 t)^2,
\]

subject to

\[
\begin{cases} 
  b_1 + b_2 + b_3 = 0, \\
  b_1^2 + b_2^2 + b_3^2 + c_1 = 1, \ c_1 \geq 0.
\end{cases}
\]

We express \( det(I - t H^u) \) as functions of \( t, b_1, c_1 \), for convenience, we replace \( b_1 \) by \( a, c_1 \) by \( b^2 \), the above equations should have two real roots for \( b_2, b_3 \), then we can let the domain be

\[
D = \{ (a, b) \in \mathbb{R}^2 | 3a^2 + 2b^2 \leq 2 \},
\]

and

\[
g(a, b) := det(I - t H^u) = ((1 - \sqrt{3}at)^2 - b^2 t^2)(1 + \sqrt{3}at + (3a^2 + \frac{3}{2}b^2 - \frac{3}{2})t^2)
\]

Hence(we get almost all the following computations by using Mathematica),

\[
\frac{\partial g}{\partial a} = -t^3 \left( 1 + \sqrt{3}at + \left( 3a^2 + \frac{3}{2}b^2 - \frac{3}{2} \right) t^2 \right) (-3\sqrt{3} + 18\sqrt{3}a^2 + 5\sqrt{3}b^2 + 9at - 54a^3 t + 3ab^2 t),
\]

and

\[
\frac{\partial g}{\partial b} = -bt^2 \left( 1 + \sqrt{3}at + \left( 3a^2 + \frac{3}{2}b^2 - \frac{3}{2} \right) t^2 \right) (-4 + 14\sqrt{3}at - 3t^2 - 12a^2 t^2 + 9b^2 t^2).
\]
Consider $1 + \sqrt{3}at + (3a^2 + \frac{3}{2}b^2 - \frac{3}{2})t^2$ as a quadratic function of $a$ and compute the discriminant, we have $1 + \sqrt{3}at + (3a^2 + \frac{3}{2}b^2 - \frac{3}{2})t^2 > 0$ on $0 < t < \frac{1}{\sqrt{3}}$.

Solve the equations: $\frac{dg}{da} = 0$ and $\frac{dg}{db} = 0$, we conclude that in the interior of $D$, i.e. $3a^2 + 2b^2 < 2$, $g(a, b)$ attains minimum value at $a = -\frac{1}{\sqrt{6}}$, $b = 0$ (another critical point is $a = \frac{1}{\sqrt{6}}$, $b = 0$ which is bigger than this one). Note that the norm of the second fundamental form attains maximum value $\sqrt{6}$ when $(a, b) = (-\frac{1}{\sqrt{6}}, 0)$ or $(\sqrt{\frac{2}{3}}, 0)$, and they own the same expression of $det(I - tH_i^v)$.

On boundary of $D$ (note $g(a, b) = g(a, -b)$),
\[
f(a) := g\left(a, \sqrt{1 - \frac{3}{2}a^2}\right) = \frac{1}{288} (2\sqrt{3} + 3at)^4(-2 + 4\sqrt{3}at + 2t^2 - 9a^2t^2),
\]
subject to $a^2 \leq \frac{2}{3}$, and
\[
f'(a) = \frac{1}{48} t^2(2\sqrt{3} + 3at)^3(27ta^2 - 4\sqrt{3}a - 4t).
\]

By analyzing the quadratic function $27ta^2 - 4\sqrt{3}a - 4t$ in the interval $a^2 \leq \frac{2}{3}$, we find that if and only if $0 < t < \frac{2\sqrt{3}}{7}$, the sign of $f'(a)$ is $+$, $-$ if $t > \frac{2\sqrt{3}}{7}$, the sign is $+, -$. Additionally, we compute that: $f(-\sqrt{\frac{2}{3}}) > f(\sqrt{\frac{2}{3}})$, then $f(\sqrt{\frac{2}{3}})$ is the minimum value on the boundary.

The vanishing angle associated to $E(t)$ is $19.9^\circ$, and $\tan(19.9^\circ) < \frac{2\sqrt{3}}{7}$, since the normal radius is $\arccos\left(\frac{1}{2}\right) = 60^\circ$ by proposition 3.5, hence

**Theorem 4.1** The cone over products of three Veronese embeddings $\mathbb{R}P^2 \times \mathbb{R}P^2 \times \mathbb{R}P^2$ is area-minimizing.

Moreover, it is easy to see that the cases for $S^2 \times S^2 \times \mathbb{R}P^2$ and $S^2 \times \mathbb{R}P^2 \times \mathbb{R}P^2$ are attributed to the above discussions, by a further checking for normal radius, we also have

**Theorem 4.2** The cones over $S^2 \times S^2 \times \mathbb{R}P^2$, $S^2 \times \mathbb{R}P^2 \times \mathbb{R}P^2$ are area-minimizing.

**Case (2)** $\mathbb{R}P^2 \times G(2, 4; \mathbb{R})(S^2 \times G(2, 4; \mathbb{R}))$:

This case is similar to $\mathbb{R}P^2 \times \mathbb{R}P^2 \times \mathbb{R}P^2$, we will prove on $[0, \frac{2\sqrt{2}}{7})$, for any chosen unit normal vector $v$,
\[
inf_v det(I - tH_i^v) = (1 - t\sqrt{2})^2 \left(1 + \frac{t}{\sqrt{2}}\right)^4 = E(t).
\]

First, $G(2, 4; \mathbb{R})$ is embedded in $H(4, \mathbb{R})$(or its hyperplane of trace zero), the normal vector $\xi_2$ can be given by diag$[a, -a, b, -b]$(to see this, first assume $\xi_2$ is an any given normal vector, if $g_2\xi_2 := g\xi_2g^T$ is diagonal for an isotropy isometry action $g$, we could change the standard orthonormal tangent basis $E_\alpha' := E_{aa} + E_{aa}(1 \leq a \leq 2, 3 \leq \alpha \leq 4)$ given in [7] to $(g_{-1})_\alpha E_\alpha'$, note the second fundamental forms is also equivariant, then the computation is simplified). The result $H_2^{E_\alpha}$ has value diag$[-a + b, a + b, -a - b, a - b]$. Note the image lies in a sphere of radius $\frac{1}{\sqrt{2}}$, then the value of $H_2^{E_\alpha}$ at the sphere of radius 1 is given by $\frac{1}{\sqrt{2}}$ diag$[-a + b, a + b, -a - b, a - b]$, we let $x = a - b, y = a + b$. The
discussion for the first factor $\mathbb{R}P^2$ is the same to $\mathbb{R}P^2 \times \mathbb{R}P^2 \times \mathbb{R}P^2$, we assume $|\xi_1| = c$, since $b_1 + \sqrt{2}b_2 = 0$, then

$$
det(I - tH_{ij}) = ((1 - \sqrt{3b_1}t)^2 - c^2t^2) \left(1 + \frac{3}{2}b_1t^2 - \frac{3}{4}x^2t^2\right)
\times \left(1 + \frac{3}{2}b_1t^2 - \frac{3}{4}y^2t^2\right),
$$

(4.17)

it subject to

$$\frac{3}{2}b_1^2 + c^2 + \frac{1}{2}(x^2 + y^2) = 1.
$$

(4.18)

Fix $b_1$, let $A = (1 - \sqrt{3b_1}t)^2$, $B = (1 + \frac{\sqrt{3}}{2}b_1t)^2$, $\beta_1 = c^2$, $\beta_2 = x^2$, $\beta_3 = y^2$, then we want to get the minimum value of

$$f(\beta_1, \beta_2, \beta_3) = (A - t^2\beta_1) \left(B - \frac{3}{4}t^2\beta_2\right) \left(B - \frac{3}{4}t^2\beta_3\right),
$$

(4.19)

subject to $D = \{(\beta_1, \beta_2, \beta_3) \in \mathbb{R}^3 | \beta_1 + \frac{1}{2}\beta_2 + \frac{1}{2}\beta_3 = 1 - \frac{3}{2}b_1^2, \beta_i \geq 0 (i = 1, 2, 3)\}.$

We can use the method of Lagrange Multiplier to show that there are no minimum points in the interior of $D$, let $g(\beta_1, \beta_2, \beta_3) = \beta_1 + \frac{1}{2}\beta_2 + \frac{1}{2}\beta_3 - m$, where $m$ is a positive number. The gradient of $g$: $\nabla g = (1, \frac{1}{2}, \frac{1}{2})$, the gradient of $f$ is given by $\nabla f = (\frac{\partial f}{\partial \beta_1}, \frac{\partial f}{\partial \beta_2}, \frac{\partial f}{\partial \beta_3})$, where

$$
\begin{align*}
\frac{\partial f}{\partial \beta_1} &= -t^2(B - \frac{3}{4}t^2\beta_2)(B - \frac{3}{4}t^2\beta_3) < 0, \\
\frac{\partial f}{\partial \beta_2} &= -\frac{3}{4}t^2(A - t^2\beta_1)(B - \frac{3}{4}t^2\beta_3) < 0, \\
\frac{\partial f}{\partial \beta_3} &= -\frac{3}{4}t^2(A - t^2\beta_1)(B - \frac{3}{4}t^2\beta_2) < 0.
\end{align*}
$$

(4.20)

At a critical point $(\beta_1, \beta_2, \beta_3)$,

$$\nabla f / \nabla g \Leftrightarrow \frac{\partial f}{\partial \beta_2} = \frac{1}{2} \frac{\partial f}{\partial \beta_1},
$$

(4.21)

then $\beta_2 = \beta_3$, $B - \frac{3}{4}t^2\beta_2 = B - \frac{3}{4}t^2\beta_3 =: \lambda > 0$, $A - t^2\beta_1 = \frac{2}{3}(B - \frac{3}{4}t^2\beta_2) = \frac{2\lambda}{3}$.

The Hessian matrix $Hess(f)$ is of the form

$$
\begin{pmatrix}
0 & c & c \\
0 & c & \frac{c}{2} \\
c & \frac{c}{2} & 0
\end{pmatrix},
$$

(4.22)

where $c = \frac{3\lambda^2}{4}$.

A tangent vector $v$ of the algebraic manifold $g = 0$ is given by $v = (x, y, z) \in \mathbb{R}^3 | 2x + y + z = 0$, then the quadratic form $v Hess(f) v^T = -c(y^2 + yz + z^2) < 0$ shows that there are no minimum points in the interior of $D$.

On boundary $\partial D$, assume $\beta_1 = 0$, then

$$\frac{f}{A} = B^2 - \frac{3}{4}t^2(\beta_2 + \beta_3) + \frac{9}{16}t^4\beta_2\beta_3,
$$

(4.23)

attains minimum when at least one of $\beta_2, \beta_3$ is zero.
assume $\beta_2 = 0$, then
\[
\frac{f}{B} = AB - t^2 \left( B \beta_1 + \frac{3A}{2} \beta_3 \right) + \frac{3}{4} t^4 \beta_1 \beta_3.
\] (4.24)
attains minimum when $\beta_3 = 0$ if $B \geq \frac{3A}{2}$, when $\beta_1 = 0$ if $B \leq \frac{3A}{2}$.

So, $f(\beta_1, \beta_2, \beta_3)$ attains minimum when at least two of $\beta_1, \beta_2, \beta_3$ are zeros.

(a): $\beta_2 = \beta_3 = 0$,
\[
det(I - t H_{ij}^c) = \left( 1 - 2\sqrt{3} b_1 t + \frac{9}{2} b_1^2 t^2 - t^2 \right) \left( 1 + \frac{\sqrt{3}}{2} b_1 t \right)^4,
\] (4.25)
and $b_1^2 \leq \frac{2}{3}$.

This equation is just (4.14), so on $0 < t < \frac{2\sqrt{3}}{\sqrt{3}}$, the minimum is $E(t)$ and it is attained when $b_1 = \sqrt{\frac{2}{3}}, c = 0$.

(b): $\beta_1 = \beta_3 = 0$, i.e. $c = x = 0$, (the same for $\beta_1 = \beta_2 = 0$),
\[
f = AB \left( B - \frac{3}{4} y^2 t^2 \right),
\] (4.26)
subject to $\frac{3}{2} b_1^2 + \frac{1}{2} y^2 = 1$, i.e. $y^2 = 2 - 3b_1^2$, then we need to find the minimum of
\[
f(b_1) = (1 - \sqrt{3} b_1 t)^2 \left( 1 + \frac{\sqrt{3}}{2} b_1 t \right)^2 \left( 1 + \sqrt{3} b_1 t + 3b_1^2 t^2 - \frac{3}{2} t^2 \right),
\] (4.27)
where $b_1^2 \leq \frac{2}{3}$. And
\[
f'(b_1) = \frac{3}{4} t^2 (\sqrt{3} + 6tb_1) (-1 + \sqrt{3} b_1)(2 + \sqrt{3} b_1)(-t + \sqrt{3} b_1 + 3tb_1^2). \quad (4.28)
\]
When $0 < t < \frac{\sqrt{3}}{\sqrt{3}}$, the sign of $f'(b_1)$ is +, -, we need to compare $f(-\frac{\sqrt{2}}{\sqrt{3}})$ and $f(\frac{\sqrt{2}}{\sqrt{3}})$, the minimum point is $f(\frac{\sqrt{2}}{\sqrt{3}}) = E(t)$.

When $\frac{\sqrt{3}}{\sqrt{3}} < t < \frac{1}{\sqrt{3}}$, the sign of $f'(b_1)$ is -, +, -(we note here it is a little complicated, the signs of $\sqrt{3} + 6tb_1$ and $-t + \sqrt{3} b_1 + 3tb_1^2$ are all depending on $t$), the smaller interior critical point is $b_1 = x_0 = -\frac{1}{2\sqrt{3}}$, we compute that
\[
f(x_0) - f \left( \frac{2}{\sqrt{3}} \right) = \frac{(\sqrt{2} - 2t)(\sqrt{2} + 4t)^2(-13\sqrt{2} + 78t + 48\sqrt{2}t^2 + 16t^3)}{1024},
\] (4.29)
it is positive.

Hence, for case(b), when $0 < t < \frac{1}{\sqrt{3}}$, $f(b_1)$ attains the minimum $E(t)$ when $b_1 = \sqrt{\frac{2}{3}}$.

In summary, when $0 < t < \frac{2\sqrt{2}}{\sqrt{3}}$, the minimum of $det(I - t H_{ij}^c)$ is $E(t)$. The vanishing angle associated to $E(t)$ is $19.9^\circ$, and $tan(19.9^\circ) \leq \frac{2\sqrt{2}}{\sqrt{3}}$, the normal radius is $arccos(\frac{1}{2}) = 60^\circ$, then we have

**Theorem 4.3** The cone over $\mathbb{R} P^2 \times G(2, 4; \mathbb{R})$ is area-minimizing.
Moreover, it is easy to see that the case for \( S^2 \times G(2, 4; \mathbb{R}) \) is attributed to the above discussions, by a further checking for normal radius, we also have

**Theorem 4.4** The cone over \( S^2 \times G(2, 4; \mathbb{R}) \) is area-minimizing.

**Case (3)** \( \mathbb{R} P^2 \times \mathbb{R} P^4 (S^2 \times \mathbb{R} P^4, S^4 \times \mathbb{R} P^2) \): 
\( \mathbb{R} P^4 \) is embedded in \( H(5, \mathbb{R}) \), the normal vector \( \xi_2 \) can be given by \( \text{diag}\{0, c_1, c_2, c_3, c_4\} \) where \( \sum_{i=1}^{4} c_i = 0 \). Note the image lies in a sphere of radius \( \frac{\sqrt{3}}{5} \), then the value of \( H_2^{\xi_2} \) at the sphere of radius 1 is given by \( \frac{\sqrt{3}}{3} \text{diag}\{c_1, c_2, c_3, c_4\} \). Denote \( |\xi_1| = d \), let \( a^2 = \sum_{i=1}^{4} c_i^2 \), then \( |\xi_2|^2 = \frac{a^2}{2} \), hence \( \frac{a^2}{2} + \frac{3b^2}{2} + d^2 = 1 \). Since \( \lambda_1 = \frac{1}{\sqrt{3}} \), so \( b_1 + \sqrt{2}b = 0 \), and

\[
\det(I - tH_2^{\xi_2}) = (((1 - \sqrt{3}b_1t)^2 - d^2t^2)) \prod_{i=1}^{4} \left( 1 + \frac{\sqrt{3}}{2}b_1t - \frac{\sqrt{3}}{5}c_it \right). 
\] (4.30)

Follow [10], for fixed \( b_1, d \), on \( t \in (0, \frac{1}{\sqrt{3}}) \), the minimum of \( \prod_{i=1}^{4} (1 + \frac{\sqrt{3}}{2}b_1t - \frac{\sqrt{3}}{5}c_it) \) is obtained when \( c_2 = c_3 = c_4 = -\frac{c_1}{2} \) are all negative, and it is \( (1 + \frac{\sqrt{3}}{2}b_1t - \frac{\sqrt{3}}{5}c_1t)(1 + \frac{\sqrt{3}}{2}b_1t + \frac{1}{\sqrt{15}}c_1t)^3 \), for convenience, let \( b \) be \( \frac{\sqrt{3}}{\sqrt{2}}c_1 \), let \( a \) be \( b_1 \), then we need to find the minimum of

\[
g(a, b) = \left( (1 - \sqrt{3}at)^2 - (1 - \frac{3}{2}a^2 - b^2)t^2 \right) \times \left( 1 + \frac{\sqrt{3}}{2}at - \frac{3}{\sqrt{10}}bt \right) \left( 1 + \frac{\sqrt{3}}{2}at + \frac{1}{\sqrt{10}}bt \right)^3 \] (4.31)

in the domain \( D = \{(a, b) \in \mathbb{R}^2 | 3a^2 + 2b^2 \leq 2, b \geq 0\} \).

There are no critical points in the interior of \( D \) when \( t \) restricted on \( (0, \frac{1}{\sqrt{3}}) \) by using *Mathematica*.

The boundary of \( D \) are divided into two parts,

**a)** \( b = 0, a^2 \leq \frac{1}{3} \),

\[
g(a, 0) = \frac{1}{32} (2 + \sqrt{3}at)^4 (2 - 4\sqrt{3}at - 2t^2 + 9a^2t^2), 
\] (4.32)

this is just the function 4.14 for the boundary case of \( \mathbb{R} P^2 \times \mathbb{R} P^2 \times \mathbb{R} P^2 \), so for this case, when \( 0 < t < \frac{2\sqrt{2}}{3} \), the minimum is \( E(t) \).

**b)** on the ellipse \( b = \sqrt{1 - \frac{3}{2}a^2} \), define \( f(a) = g(a, \sqrt{1 - \frac{3}{2}a^2}) \), then

\[
f(a) = \frac{(1 - \sqrt{3}at)^2}{10000} (10 + 5\sqrt{3}at - 3\sqrt{5}\sqrt{2 - 3a^2}t) \times (10 + 5\sqrt{3}at + \sqrt{5}\sqrt{2 - 3a^2}t)^3, 
\] (4.33)

and

\[
f'(a) = \frac{3t^2(\sqrt{3}at - 1)}{500} (10 + 5\sqrt{3}at + \sqrt{5}\sqrt{2 - 3a^2}t)^2 \times (12a - \sqrt{3}t + 12\sqrt{3}a^2t - 3\sqrt{5a\sqrt{2 - 3a^2}t}).
\] (4.34)
Let $h(a) = 12a - \sqrt{3}t + 12\sqrt{3}a^2t - 3\sqrt{5}a\sqrt{2-3a^2}t$, we will show that $h$ is increasing in $a$. Since in the following we can see $h'(a) \to +\infty$ when $a \to \pm \sqrt{\frac{7}{3}}$, it suffices to prove that the minimum value of $h'(a)$ is no less than zero.

By using Mathematica,

$$h'(a) = 12 + 24\sqrt{3}at - \frac{9\sqrt{5}a^2t}{\sqrt{2-3a^2}} - 3\sqrt{5}\sqrt{2-3a^2}t,$$

(4.35)

and

$$h''(a) = \frac{6t(9\sqrt{5}a - 9\sqrt{5}a^3 + 4\sqrt{3}(2-3a^2)^{\frac{3}{2}})}{(2-3a^2)^{\frac{3}{2}}}.$$  

(4.36)

It happens that the minimum points of $h'(a)$, i.e. the roots of $h''(a)$, is independent of $t$.

The numerical solution of $h''(a) = 0$ is given by:

$$a \to -0.555087, a \to 0.922469 - 0.070777i, a \to 0.922469 + 0.070777i.$$  

(4.37)

the unique real root $x_0 = 0.555087$ is the minimum point of $h'(a)$. When $a \to x_0$, the minimum value of $h'(a)$ is $12 - 24.053t$ which is decreasing in $t$, and when $t = \frac{2\sqrt{7}}{3}$, $h'(x_0) = 2.28114$, then, we have proved that $h(a)$ is increasing in $a$.

Additionally, $h(-\sqrt{\frac{7}{3}}) = 7\sqrt{3}t - 4\sqrt{6} < 0$ and $h(\sqrt{\frac{7}{3}}) = 7\sqrt{3}t + 4\sqrt{6} > 0$, it tells us that the sign of $f'(a)$ is $+,-,-$.

Therefore the minimum value of $f(a)$ is the smaller of $f(-\sqrt{\frac{7}{3}})$ and $f(-\sqrt{\frac{7}{3}})$, which is $f(-\sqrt{\frac{7}{3}}) = E(t)$ if $0 < t < \frac{2\sqrt{7}}{3}$.

The vanishing angle associated to $E(t)$ is $19.9^\circ$, and $\tan(19.9^\circ) < \frac{2\sqrt{7}}{3}$, the normal radius is $\arccos(\frac{1}{2}) = 60^\circ$, hence

**Theorem 4.5** The cone over $\mathbb{R}P^2 \times \mathbb{R}P^4$ is area-minimizing.

Moreover, it is easy to see that the cases for $S^2 \times \mathbb{R}P^4$ and $S^4 \times \mathbb{R}P^2$ are attributed to the above discussions, by a further checking for normal radius, we also have

**Theorem 4.6** The cones over $S^2 \times \mathbb{R}P^4$, $S^4 \times \mathbb{R}P^2$ are area-minimizing.

**Case (4) $\mathbb{R}P^3 \times \mathbb{R}P^3$**

$\mathbb{R}P^3$ is embedded in $H(4, \mathbb{R})$, the normal vector $\xi_1$ can be given by $\text{diag}\{0, c_1, c_2, c_3\}$, respectively, $\xi_2 = \text{diag}\{0, d_1, d_2, d_3\}$, where $\sum_{i=1}^{3} c_i = 0$ and $\sum_{i=1}^{3} d_i = 0$. Note the image lies in a sphere of radius $\frac{\sqrt{3}}{2\sqrt{2}}$, then the value of $H_{ij}^{\xi_1}$ at the sphere of radius 1 is given by $\frac{\sqrt{3}}{2\sqrt{2}} \text{diag}\{c_1, c_2, c_3\}$, the similar results for $H_{ij}^{\xi_2}$, $|\xi_1|^2 = \frac{1}{2} \sum_{i=1}^{3} c_i^2$, $|\xi_2|^2 = \frac{1}{2} \sum_{i=1}^{3} d_i^2$.

Now $\lambda_1 = \lambda_2 = \frac{1}{\sqrt{2}}$, then $b_1 + b_2 = 0$, $\sum_{i=1}^{3} c_i^2 + \frac{1}{2} \sum_{i=1}^{3} d_i^2 + 2b_1^2 = 1$, and

$$\det(I - tH_{ij}^{\xi_i}) = \frac{3}{2} \left(1 - \sqrt{2}b_1t - \frac{\sqrt{3}}{2} c_i t\right) \left(1 + \sqrt{2}b_1t - \frac{\sqrt{3}}{2} d_i t\right).$$

(4.38)

For fixed $b_1, d_i(i = 1, 2, 3)$, the minimum of $\prod_{i=1}^{3} (1 - \sqrt{2}b_1t - \frac{\sqrt{3}}{2} c_i t)$ is attained when $c_1$ is positive and $c_2 = c_3 = \frac{-c_1}{2}$, similar for the case considering $b_1, c_i(i = 1, 2, 3)$ fixed,
all these can attained on $t \in (0, \frac{1}{\sqrt{3}})$. Then we can consider these normal vectors $v$ given as follows: let $v = (v_1, v_2)$, $v_1 = -b_1 x_1 + \xi_1$, $v_2 = b_1 x_2 + \xi_2$, where $x_1, x_2$ is the position vectors, $\xi_1 = \text{diag}(0, c_1, -\frac{c_4}{2}, -\frac{c_4}{2})$, $\xi_2 = \text{diag}(0, d_1, -\frac{d_4}{2}, -\frac{d_4}{2})$, and $c_1, d_1 \geq 0$, $8b_1^2 + 3c_2^2 + 3d_1^2 = 4$. For convenience, we set $b_1 = a, c_1 = b \geq 0, d_1 = c \geq 0$, then

$$
det(a, b, c) := det(I - tH_{ij}^2) = \left(1 - \sqrt{2}at - \frac{\sqrt{3}}{2}bt\right)\left(1 - \sqrt{2}at + \frac{\sqrt{3}}{4}bt\right)^2 \times \left(1 + \sqrt{2}at - \frac{\sqrt{3}}{2}ct\right)\left(1 + \sqrt{2}at + \frac{\sqrt{3}}{4}ct\right)^2,
$$

(4.39)

and $8a^2 + 3b^2 + 3c^2 = 4, b \geq 0, c \geq 0$.

Since $b, c$ are in the symmetric positions, we can further assume $a \geq 0$.

We let $f(a, b) = det(a, b, \sqrt{-\frac{8a^2}{3} - b^2 + \frac{4}{3}})$. First, we fix $a$ and determine the sign of $f'(b)$, here $a \geq 0, 0 \leq b \leq \sqrt{-\frac{8a^2}{3} + \frac{4}{3}}$.

By using Mathematica,

$$
f'(b) = \frac{9}{512}bt^3\left(-4\sqrt{2}at + \sqrt{3}bt + 4\right)\left(t\sqrt{-8a^2 - 3b^2 + 4} + 4\sqrt{2}at + 4\right) \times (\sqrt{2}at\sqrt{-8a^2 - 3b^2 + 4} + \sqrt{-8a^2 - 3b^2 + 4} - 4a^2t + \sqrt{6}abt - 16\sqrt{2}a - 3b^2t - \sqrt{3}b + 2t)
$$

(4.40)

The last factor in 4.40 is denoted by $g(a, b)$, then easy to see it has the same sign of $f'(b)$.

Now

$$
g\left(a, \sqrt{\frac{4}{3} - \frac{8a^2}{3}}\right) = 2\left(2a^2t + \sqrt{2}\sqrt{1 - 2a^2t} - \sqrt{1 - 2a^2 - 8\sqrt{2}a - t}\right),
$$

(4.41)

it is less than zero, and

$$
g'(b) = \frac{3\sqrt{2}abt}{\sqrt{-8a^2 - 3b^2 + 4}} - \frac{3b}{\sqrt{-8a^2 - 3b^2 + 4}} + \sqrt{6}at - 6bt - \sqrt{3}
$$

(4.42)

is also less than zero.

So, the possible sign of $g(b)$(hence that of $f'(b)$) is $+, -$ or $-$, we compute that

$$
f(a, 0) - f\left(a, \sqrt{\frac{4}{3} - \frac{8a^2}{3}}\right) = a\frac{(1 - 2a^2)t^3}{\sqrt{2}}
$$

(4.43)

$$
\times \left(2a^2\sqrt{1 - 2a^2t^2} - 12a^2t^2 + 3\sqrt{1 - 2a^2t} + 6\right),
$$

it is obviously no less than zero which shows that when $a$ is fixed, $f(a, b)$ attains minimum value $h(a) := g(\sqrt{\frac{4}{3} - \frac{8a^2}{9}})$(i.e. $c$ is zero).

We compute that

$$
h'(a) = \frac{3}{4}t^2\left(\sqrt{2}at + 1\right)^2 \left(\sqrt{1 - 2a^2t^2} - 2\sqrt{2}at + 2\right)
$$

(4.44)

$$
\times \left(12\sqrt{2}a^2t + 4\sqrt{1 - 2a^2at} - 6a - \sqrt{2}t\right).$$
Let \( q(a) := 4a\sqrt{1-2a^2}t - (-12\sqrt{2}a^2 t + 6a + \sqrt{2}t) \), \( 4a\sqrt{1-2a^2} \leq \sqrt{2}t \), where the equal sign holds iff \( a = \frac{1}{\sqrt{3}} \). Next, consider \( r(a) = -12\sqrt{2}a^2 t + 6a + \sqrt{2}t \) as a quadratic function of \( a \), then its minimum is \( r(0) = \sqrt{2}t \). Therefore \( q(a) < 0 \), and consequently \( h'(a) < 0 \).

\( h'(a) < 0 \), \( h \) is decreasing in \( a \). Therefore

\[
\min(h) = \min(f) = h \left( \frac{1}{\sqrt{2}} \right) = f \left( \frac{1}{\sqrt{2}}, 0 \right)
\]

(4.45)

\[
= \det \left( \frac{1}{\sqrt{2}}, 0, 0 \right) = (1 + t)^3(1 - t)^3 = G(t)
\]

when \( t \in (0, \frac{1}{\sqrt{3}}) \).

The vanishing angle associated to \( G(t) \) is \( 19^\circ \), and \( \tan(19^\circ) < \frac{1}{\sqrt{3}} \), the normal radius is \( \arccos(\frac{1}{\sqrt{3}}) > 70^\circ \), then we have

**Theorem 4.7** The cone over \( \mathbb{R}P^3 \times \mathbb{R}P^3 \) is area-minimizing.

Moreover, it is easy to see that the case for \( S^3 \times \mathbb{R}P^3 \) is attributed to the above discussions, by a further checking for normal radius, we also have

**Theorem 4.8** The cone over \( S^3 \times \mathbb{R}P^3 \) is area-minimizing.

**Case (5)** \( \mathbb{R}P^2 \times \mathbb{C}P^2 \):

\( \mathbb{R}P^2 \) is embedded in \( H(3, \mathbb{R}) \), the normal vector \( \xi_1 \) can be given by \( \text{diag}[0, c, -c] \), then \( ||\xi_1||^2 = c^2 \), the image lies in a sphere of radius \( \frac{1}{\sqrt{3}} \), then the value of \( H_1^{\xi_1} \) at the sphere of radius 1 is given by \( \text{diag}[c, -c] \).

\( \mathbb{C}P^2 \) is embedded in \( H(3, \mathbb{C}) \), the normal vector \( \xi_2 \) can be given by \( \text{diag}[0, b, -b] \), then \( ||\xi_2||^2 = b^2 \). Note the image lies in a sphere of radius \( \frac{1}{\sqrt{3}} \), then the value of \( H_2^{\xi_2} \) at the sphere of radius 1 is given by \( \frac{1}{\sqrt{3}} \text{diag}[b, b, -b, -b] \).

Now \( \lambda_1 = \frac{1}{\sqrt{3}}, \lambda_2 = \frac{\lambda_1}{\sqrt{3}}, \) then \( b_1 + \sqrt{2}b_2 = 0, b_2 + c^2 + \frac{3}{2}b_2^2 = 1, \) and

\[
det(I - tH_{ij}^{\xi_1}) = \left(1 - \sqrt{3}b_1t\right)^2 - c^2t^2 \left(1 + \frac{\sqrt{3}}{2}b_1t\right)^2 - \frac{1}{2}b_2^2t^2 \right)^2. \quad (4.46)
\]

Let \( b_1 \) be \( a \), let \( D = \{(a, b) \in \mathbb{R}^2|3a^2 + 2b^2 \leq 2\} \), denote

\[
g(a, b) = \left(1 - \sqrt{3}at\right)^2 - \left(1 - \frac{3}{2}a^2 - b^2\right)t^2 \left(1 + \frac{\sqrt{3}}{2}at\right)^2 - \frac{1}{2}b_2^2t^2 \right)^2. \quad (4.47)
\]

There are no minimum points in the interior of \( D \) when \( t \) restricted on \( (0, \frac{1}{\sqrt{3}}) \) by using \( \text{Mathematica} \).

On boundary of \( D \), i.e. \( c = 0 \), let

\[
f(a) := g \left(a, \pm \sqrt{1 - \frac{3a^2}{2}}\right) = \left(1 - \sqrt{3}at\right)^2 - \left(1 + \frac{\sqrt{3}}{2}at + \frac{bt}{\sqrt{2}}\right)^2 \times \left(1 + \frac{\sqrt{3}}{2}at - \frac{bt}{\sqrt{2}}\right)^2. \quad (4.48)
\]
where \( \frac{3}{2}a^2 + b^2 = 1 \).

Let
\[
a^2 = \left(\frac{b_1}{\lambda_1}\right)^2 + \left(\frac{\sqrt{3}}{2}a + \frac{b}{\sqrt{2}}\right)^2 + \left(\frac{\sqrt{3}}{2}a - \frac{b}{\sqrt{2}}\right)^2
\]
\[
= 3\left(\frac{3}{2}a^2 + b^2\right) - 2b^2
\]
\[
\leq 3.
\]

So, follow Lemma 3.2 and the Appendix in [10], on \((0, \frac{1}{\sqrt{3}}) \subset (0, \frac{1}{\sqrt{2}}) \subset (0, \frac{1}{\sqrt{3}})\), we have
\[
f(a) \geq F^2(\alpha, t, 3) \geq F^2(\sqrt{3}, t, 3) = (1 - t \sqrt{2})^2 \left(1 + \frac{t}{\sqrt{2}}\right)^3 = E(t),
\]
the minimum \(E(t)\) of \(det(I - tH_{ij}^t)\) can be attained by setting \(b = 0, c = 0, \) and \(a = \frac{1}{\sqrt{3}}\).

The vanishing angle is 19.9\(^\circ\), and \(\tan(19.9\(^\circ\)) < \frac{1}{\sqrt{3}}\), since the normal radius is \(\arccos(\frac{1}{3}) = 60\(^\circ\), hence

**Theorem 4.9** The cone over \(\mathbb{R}P^2 \times \mathbb{C}P^2\) is area-minimizing.

Moreover, it is easy to see that the case for \(S^2 \times \mathbb{C}P^2\) is attributed to the above discussions, by a further checking for normal radius, we also have

**Theorem 4.10** The cone over \(S^2 \times \mathbb{C}P^2\) is area-minimizing.

**Remark 4.11** A special class of cones we note here is, if the cone is not the product of spheres and one of the factors are \(S^1(\cong \mathbb{R}P^1)\), then the minimum value of Jacobian \(det(I - tH_{ij}^t)\) attains \(F(t) = (1 - t\sqrt{5})(1 + \frac{t}{\sqrt{3}})^5\). Then we can only conclude that these cones are stable, different like the case of product of spheres, the standard embedding of a Grassmannian into sphere is an isolated orbit of some polar group action(i.e. it is not a principal orbit of polar group action talked by Lawlor [10]), then it’s still of possibility for these cones to be area-minimizing.

## 5 The Plücker embedding and cones over products of oriented real Grassmannians

In [7], we have studied the Plücker embedding of oriented real Grassmannian \(\tilde{G}(l, k; \mathbb{R})\) into unit sphere of exterior vector space, and proved area-minimization of their cones except \(\tilde{G}(2, 4; \mathbb{R})\). In this section, we prove that the cone over minimal product of at least two \(\tilde{G}(l, k; \mathbb{R})\) including \(\tilde{G}(2, 4; \mathbb{R})\) is also area-minimizing.

First, we show that the Plücker embedding of oriented real Grassmannian \(\tilde{G}(2, 2n + 1; \mathbb{R})\) is equivalent to the isotropy representation of symmetric spaces of type \(B\), thus become symmetric \(R\)--spaces([6, 8]), then it naturally links to the work in [14, 15].

For \((G, K) = (SO(2n + 1)^2, SO(2n + 1))\)-symmetric pairs of type \(B_n\), the involution \(\theta\) is given by \(\theta(g_1, g_2) = (g_2, g_1)\) for \(g_1, g_2 \in SO(2n + 1)\). The Cartan decomposition \(g = l \oplus m\) is given by: \(g = so(2n + 1) \times so(2n + 1), l = \{(x, x)|x \in so(2n + 1)\}, m = \{(x, -x)|x \in so(2n + 1)\}\).
**Proposition 5.1** The Plücker embedding of $\tilde{G}(2, 2n + 1; \mathbb{R})$ is equivalent to the isotropy representation of $(G, K) = (SO(2n + 1)^2, SO(2n + 1))$-symmetric spaces of type $B_n$.

**Proof** $m$ is isomorphic to $\mathfrak{so}(2n + 1)$, under this identification, the adjoint action of $K$ on $m$ is given by: $Ad(k) \cdot x = k x k^t$ for $k \in K, x \in \mathfrak{so}(2n + 1)$. Choose base point $x_0 = G_{12} = E_{12} - E_{21}$, we have isotropy subgroup $Z_{K}^{2} = SO(2) \times SO(2n - 1)$, then the orbit through $x_0$ is $SO(2n + 1)/SO(2) \times SO(2n - 1) \cong \tilde{G}(2, 2n + 1; \mathbb{R})$.

Given $\mathfrak{so}(2n + 1)$ the Euclidean metric: $g(A, B) = -\frac{1}{2}\text{tr} AB$ for $A, B \in \mathfrak{so}(2n + 1)$, an orthonormal basis is given by: $G_{ij} = E_{ij} - E_{ji}(1 \leq i < j \leq 2n + 1)$.

$\wedge^2 \mathbb{R}^{2n+1}$ is equipped with the induced Euclidean metric, then there is an isometric isomorphism:

$$\wedge^2 \mathbb{R}^{2n+1} \cong \mathfrak{so}(2n + 1)$$

for $1 \leq i < j \leq 2n + 1$.

The orbit through $e_1 \wedge e_2$ of Plücker embedded $\tilde{G}(2, 2n + 1; \mathbb{R})$ is $Ae_1 \wedge Ae_2, A \in SO(2n + 1)$, let $A e_i = A_{ij} e_j$, the coordinate of this orbit is $Ae_1 \wedge Ae_2 = \Sigma_{i<j}(A_{i1} A_{j2} - A_{j1} A_{i2})e_i \wedge e_j$.

The base point $e_1 \wedge e_2$ is corresponding to $G_{12}$, the orbit of adjoint representation associated to $\tilde{G}(2, 2n + 1; \mathbb{R})$ is given by: $AG_{12} A^t = \Sigma_{i<j}(A_{i1} A_{j2} - A_{j1} A_{i2})G_{ij}$, then under the above identifications, the above two orbits are actually a same one. □

Now, for each $1 \leq i \leq m$, assume $f_i : M_i = \tilde{G}(l_i, k_i; \mathbb{R}) \hookrightarrow S^{n_i-1}(1)$ is a Plücker embedding, where $a_i = C_k_{l_i}$ is the combination number.

Consider the minimal product,

$$f : M = \tilde{G}(l_1, k_1; \mathbb{R}) \times \cdots \times \tilde{G}(l_m, k_m; \mathbb{R}) \rightarrow S^{a_1+\cdots+a_m-1}(1)$$

$$(x_1, \ldots, x_m) \mapsto (\lambda_1 f_1(x_1), \ldots, \lambda_m f_m(x_m)),$$

where each $f_i(x_i)$ is written in the unit simple $l_i$-vectors, $\lambda_i = \sqrt{\frac{l_i (k_i - l_i)}{\dim M}}, \dim M = \sum_{i=1}^{m} l_i (k_i - l_i)$.

Denote the cone over $M$ by $C$, the upper bound of second fundamental forms of each $\tilde{G}(l_i, k_i; \mathbb{R})$ is $\alpha_i^2 = 4(\frac{m}{3})$. Following Theorem 2.2, we have

**Proposition 5.2** The upper bound of the second fundamental forms of $C$ at the points belongs to the unit sphere is given by $\alpha^2 := \sup_M |H^v|^2 = \dim M$.

For the normal radius of $C$, we have

**Theorem 5.3** The normal radius of $C$ is $\text{arccos}(1 - \lambda_i^2)$, where $\lambda_i$ is arranged such that $\lambda_1 = \min\{\lambda_1, \ldots, \lambda_m\}$.

**Proof** We can use the formula (3.6) directly to prove this result, in order to make it clear, we also give concrete proof steps, rather than using (3.6) directly.

For a fixed $i \in \{1, \ldots, m\}$, the nearest point to the origin $E_i := e_{i,1} \wedge \cdots \wedge e_{i,l_i} \in M_i$ which belongs to the cone $C(M_i)$ is shown to be one of the normal unit simple vectors in [7], denote it by $T_i$.

Then the nearest point to the origin $(\lambda_1 E_1, \ldots, \lambda_m E_m)$ must be one of $P_i$, here $P_i$ are those points that the $i$-factors $\lambda_i E_i$ are replaced by $\lambda_i T_i$, the associated angle is

$$\cos \theta_i = \lambda_1^2 + \cdots + \lambda_{i-1}^2 + \lambda_{i+1}^2 + \cdots + \lambda_m^2 = 1 - \lambda_i^2,$$

then the normal radius is the minimum value of $\theta_i(1 \leq i \leq m)$. □
Hence,

**Theorem 5.4** Cones over minimal product of Plücker embedded, oriented real Grassmannians are area-minimizing.

**Proof** There only exists one case for $7 \leq \dim M \leq 11$, it is $\tilde{G}(2, 4; \mathbb{R}) \times \tilde{G}(2, 4; \mathbb{R})$.

$(\dim C, \alpha^2) = (9, 8)$, then the estimated vanishing angle is $12.99^\circ$ by Lawlor’s table, and the normal radius is $\arccos(1 - \frac{1}{k^2}) = 60^\circ$, it is area-minimizing.

For $\dim M \geq 12$, let $k = \dim C = \dim M + 1 \geq 13$, we use the following formula given by Gary R. Lawlor:

$$\tan(\theta_2(k, \alpha)) < \frac{12}{k} \tan \left(\frac{12}{\sqrt{13}}\right).$$

(5.4)

Now, $\alpha = \sqrt{k - 1}$, then $\frac{12}{k} \alpha \leq \sqrt{13}$, hence

$$\tan(\theta_2(k, \alpha)) < \frac{12}{k} \tan \left(\frac{12}{\sqrt{13}}\right) < \frac{2}{k}.$$

(5.5)

The normal radius is $\arccos(1 - \frac{\dim M}{k-1})$, we compare $2\arctan \frac{2}{k}$ and $\arccos(1 - \frac{\dim M_1}{k-1})$ as follows:

Note $2\arctan \frac{2}{k} < \frac{4}{k}$, $1 - \cos \frac{4}{k^2} < \frac{8}{k^2}$ and $\dim M_1 \geq 4$, then the proof is followed by the above relations.

\[\square\]

**Remark 5.5** The minimal product is suitable for various mixed cases which the factors could be any concrete embedded minimal submanifolds in spheres or the spheres themselves. For the cases of products of Grassmannians, there is a very challenging question here on the complete classification of the associated cones, we list some other cones which deserve further considerations:

1. Whether the cones of dimension less than 7 are area-minimizing, stable or unstable, similar to the cones over products of spheres? Except the products of spheres(i.e. all the factors are belong to $\mathbb{R}P^1, \mathbb{C}P^1, \mathbb{H}P^1$), all the others cannot be proved area-minimizing directly by Curvature Criterion in [10], such examples are: $S^1 \times \mathbb{R}P^2$, $S^1 \times G(2, 4; \mathbb{R})$, the product of two Veronese maps $\mathbb{R}P^2 \times \mathbb{R}P^2$, and $\mathbb{R}P^2 \times \mathbb{R}P^3$, etc.

2. Cones of dimension 7 which have reduced factors(not all), and the minimum polynomials are $F(i)$, could these cones be area-minimizing?

3. There are some cones of dimension bigger than 7 which could be area-minimizing, such as minimal products among $G(n, m; \mathbb{F})$, $\mathbb{C}P^2$, or Plücker embedded oriented real Grassmannians, etc.
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