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ABSTRACT

We proposed a modified non-overlapping template matching test and a method for specifying a pattern that appears too many times, in Takeda et al. (2014). The method that we proposed was effective for the most part, but had some difficulties. Our new contribution in this paper is to propose an improved method of identifying a pattern that appears too many times, in the non-overlapping template matching test for resolving these difficulties and to show how this identification test works effectively by some simulation studies.

1. Introduction

We are interested in tests for randomness in the field of cryptography. A statistical test suite has been proposed in Rukhin et al. (2010), which has been used in the field of cryptography. The non-overlapping template matching test was introduced in the test suite and would be effective for finding a pattern that appears many times. Here a pattern means a string consisting of 0’s and 1’s with a certain length. As in Rukhin et al. (2010), we call a pattern that is used for carrying out the non-overlapping template matching test, a template. Our purpose is to specify a pattern which appears too many times. We deal with the case when we have no information on B (not even the size m of B). In general, the non-overlapping template matching test depends on the setting of the template. It is difficult to try the test for all possible lengths and patterns as templates. Therefore, it is important to set a template in the non-overlapping template matching test. However, no method for setting of the template is proposed in Rukhin et al. (2010). In Takeda et al. (2014), we proposed a test which is a modification of the non-overlapping template matching test, and a method for identifying a pattern which appears too many times.

Let \( \{Z_i\} \) be a binary sequence whose size is n. We assume that the null hypothesis is \( \{Z_i\} \) is a sequence of mutually independent random variables and \( Z_i \) takes 0 and 1 with probability 1/2. We set a short length \( m^* \), which, we suppose, is shorter than the length m of the pattern B which appears too many times. By considering each of all binary patterns of length \( m^* \) to be the template \( B^* \), we carry out our modification method of the non-overlapping template matching test. By this method, we can find the existence of a pattern which appears too many times. In addition, we need to specify the pattern B which appears too many times. Therefore we proposed an identification method of the pattern B in Takeda et al. (2014). Our method succeeded in identification for many cases. However, our method
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2. Proposed procedure of identifying the template (Takeda et al. (2014))

One of the important points in the non-overlapping template matching test proposed in Rukhin et al. (2010) is how to choose the template. No method is shown in Rukhin et al. (2010). In Takeda et al. (2014), we discussed the case when we do not have any information on the pattern $B$, which appears too many times, and its length $m$. Our method (Short-Bit-NO-test) proposed in Takeda et al. (2014) is as follows. Instead of choosing the pattern $B$ as the template, first we set a short length $m^*$ (a positive integer) about which we can expect $m^* < m$, take each $B^*$ of $2^{m^*}$ binary patterns as the template, count the number of occurrences of $B^*$ in the binary sequence of size $n$ by non-overlapping template matching method, and repeat this operation $N$ times in the same line as in Rukhin et al. (2010). We obtain numbers of times of size $N$ that $B^*$ occurs is the binary sequence of size $n$ and construct the frequency distribution function $F_N(k)$, $k = 0, 1, 2, \cdots$ of the numbers of times that $B^*$ occurs in the binary sequence of size $n$. Let $F^0(k)$, $k = 0, 1, 2, \cdots$ be the probability distribution function of the number of times that $B^*$ occurs in the binary sequence of size $n$ under the null hypothesis. We use the one-sided Kolmogorov-Smirnov test. Put
\[
D^-_N = \max_k \left( \max \left( F^0(k) - F_N(k) \right) , 0 \right)
\]
and use the evaluation $P(\sqrt{N}D^-_N \geq d) \leq \exp(-2d^2)$ when $N$ is sufficiently large, and construct our test statistic by using $\exp(-2d^2)$, when $d$ is the sample value of $\sqrt{N}D^-_N$.

In Takeda et al. (2014), we discussed two cases, Case (C-1) and Case (C-2). Case (C-1) is that we have to find the existence of the pattern $B$ which appears too many times, of a certain length in the binary sequence, but we do not need to identify the pattern $B$. Case (C-2) is that we need to identify the pattern $B$ which appears too many times.

In Case (C-2) we proposed a method for identifying the pattern $B$ in the sequence. Our method is the following:

In the first step, we construct the set $B^{1*}$. $B^{1*}$ is the set of templates, for which the null hypothesis is rejected in the Short-Bit-NO-Test. In the second step, by making the combination $B^*_{12} = B^*_1 \oplus B^*_2$ of two templates $B^*_1$ and $B^*_2$ included in $B^{1*}$, we take each $B^*_{12}$ as a template and carry out the above Short-Bit-NO-Test. Here a combination $B^*_{12} = B^*_1 \oplus B^*_2$ of two templates means the first $m^*$ bits of $B^*_{12}$ are the same as $B^*_1$ (or $B^*_2$), the last $m^*$ bits of $B^*_{12}$ are the same as $B^*_2$ (or $B^*_1$) and the length $m^*_{12}$ of $B^*_{12}$ satisfies $m^*_{12} \leq m^* + m^*$. In the second step, by using the templates $B^*_{12}$’s which give rejection of the null hypothesis, we carry out the Short-Bit NO-Test. The third, fourth, \cdots steps are repetitions of the same operations. We stop the operation when we do not have any template which gives rejection of the null hypothesis or the repetition comes to the pre-specified step. The pattern $B$ is the template for which the $p$-value is minimum in the last set.

We calculated success ratios of this identification method by simulation studies. In our simulation studies, we set $m^* = 3, n = 10^3, N = 10^3$ and the level of significance
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\( \alpha = 0.05 \). We generate original binary sequences, each of which is supposed to satisfy the null hypothesis. We modify each of these sequences so that a pattern \( \tilde{B} \) of length \( \tilde{m} \) appears many times and construct modified binary sequences to use in our simulation studies in the following way. We want to find the pattern \( \tilde{B} \) as the pattern \( B \) which appears too many times. We call the pattern \( \tilde{B} \) the \textit{embedded pattern}. Let \( \tilde{B} \) be an embedded pattern and let \( \tilde{m} \) be its length in bits. We divide every original sequence of length \( nN \) by \( \tilde{m} \) and obtain \( \lfloor nN/\tilde{m} \rfloor \) segments. Among these segments, we choose randomly \( \Gamma \) segments and replace each of these \( \Gamma \) segments by \( \tilde{B} \). Thus we can have a modified binary sequence. We define \( \Gamma.ratio \) as \( \Gamma/\lfloor nN/\tilde{m} \rfloor \). For each case, we repeated our simulation study \( 10^4 \) times. We tried to see how often we could find \( \tilde{B} \) successfully. The results are shown in Takeda et al. (2014). In many cases, the success.ratio becomes large when the \( \Gamma.ratio \) becomes large. However, in the case of \( \tilde{B} = 000001 \), the success.ratio is small. In this paper, we try to improve these weak points of our identification method.

3. Improved identification method

Before improving our identification method, we investigate the reason why the success.ratio’s are low in the case of \( \tilde{B} = 000001 \). When a pattern \( B \) is expressed as \( B = b_1b_2 \cdots b_m \), we put \( C = b_ib_{i+1} \cdots b_{i+j} \), where \( i \) and \( j \) are positive integers and \( i + j \leq m \). We call the pattern \( C \) a component pattern of \( B \). Generally, the distribution of the number of occurrences of a template depends on both the embedded pattern \( \tilde{B} \) and its length \( \tilde{m} \). In particular, we are interested in the distribution of the number of occurrences of the template which is a component pattern of \( \tilde{B} \). We derived the frequency distribution functions of the number of occurrences of these templates by simulation studies.

In the case of \( \tilde{B} = 010001 \), we expect the Short-Bit-NO-test to reject the templates 010 and 001. The frequency distribution is shifted to the right when the \( \Gamma.ratio \) becomes large. In this case we would be able to reject the templates 010 and 001 and construct the template 010001 by combining 010 and 001.

Figures 1 and 2 show frequency distributions of the numbers of occurrences of templates \( B_1 = 000 \) and \( B_2 = 001 \), in the case of \( \tilde{B} = 000001 \). The x-axis expresses the number of occurrences of the template, and the y-axis expresses the frequency. In this case, we expect the Short-Bit-NO-test to reject the templates 000 and 001. We can see that the frequency distribution is shifted to the right in the case of the template 000 when the \( \Gamma.ratio \) becomes large. But the frequency distributions are almost the same in the case of the template 001. In this case we would not be able to reject the template 001 and to construct the template 010001 by combining 010 and 001.

From these results, in some cases because the frequency distributions of the numbers of the template that is a component pattern of \( \tilde{B} \), are not shifted to the right when the \( \Gamma.ratio \) becomes large, we will not be able to construct the embedded pattern \( \tilde{B} \) by combining two
templates that are rejected under the null hypothesis. Even if both templates $B_1$ and $B_2$, which are component patterns of $\tilde{B}$, are not rejected, we should use the embedded pattern as template. It is necessary to change the rule for constructing the embedded pattern $\tilde{B}$ by combining two templates. We compare the $p$-value as follows. Let $B_1$ and $B_2$ be two templates and let $B_3 = B_1 \oplus B_2$. If the $p$-value of the template $B_3$ is smaller than $p$-values of both templates $B_1$ and $B_2$, we use $B_3$ in the next step. From the above consideration, we revise the identification method we previously proposed. The improved identification method is as follows.
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Fig. 3: Frequency distribution functions of the number of occurrences of $B^* = 001$, $\tilde{B} = 0000001 \{0\%\text{(line)} 3\%\text{(dash)} 5\%\text{(dot)}\}$

First step. Let $\alpha$ be the level of significance. We set a short length $m^*$, which is supposed to be $m^* < m$. Let $B^{1*} = \{B^{1*}(1), B^{1*}(2), \ldots, B^{1*}(2^{m^*})\}$ be the set of the all $m^*$-bit patterns. Considering each element of $B^{1*}$ to be the template $B^*$, we carry out the Short-Bit-NO-Test. Let $p^{1*}(t)$ be a $p$-value of the $B^{1*}(t)$ for all $m^*$-bit patterns ($1 \leq t \leq T_1$). If we do not have any $m^*$-bit pattern $B^*$ where $p^{1*}(t) < \alpha$, we accept the null hypothesis. Otherwise, we proceed to the Second step.

$\kappa$-th step ($\kappa \geq 2$). Let $B^{\kappa*} = B^{(\kappa-1)*} \oplus B^{(\kappa-1)*} = \{B^{\kappa*}(1), B^{\kappa*}(2), \ldots, B^{\kappa*}(T_{1\kappa})\}$, where $T_{1\kappa}$ is the number of elements of $B^{\kappa*}$. Considering each element of $B^{i*}$ to be the template, we carry out the Short-Bit-NO-Test. Let $p^{i*}(t)$ be a $p$-value of the any element of $B^{i*}$. Let $B^{1\kappa*}$ be the set of templates for which the null hypothesis is rejected in the $\kappa$-th step. For any $B^{i*}(t)$, there exist $B^{(\kappa-1)*}(u)$ and $B^{(\kappa-1)*}(v)$, $1 \leq u, v \leq T_{1\kappa-1}$, in $B^{(\kappa-1)*}$ such that $B^{i*}(t) = B^{(\kappa-1)*}(u) \oplus B^{(\kappa-1)*}(v)$. When $p^{1\kappa*}(t) < \min(p^{(\kappa-1)*}(u), p^{(\kappa-1)*}(v))$, we use the $B^{i\kappa*}(t)$ in the next step. Let $B^{2\kappa*}$ be the set of templates for which $p^{1\kappa*}(t) < \min(p^{(\kappa-1)*}(u), p^{(\kappa-1)*}(v))$. We put

$$B^{\kappa*} = B^{2\kappa*} \cup B^{3\kappa*} = \{B^{\kappa*}(t); 1 \leq t \leq T_{\kappa}\},$$

where $T_{\kappa}$ is the number of elements of $B^{\kappa*}$. Let $p^{\kappa*}(t)$ be a $p$-value of the $B^{\kappa*}(t)$ for $1 \leq t \leq T_{\kappa}$. If $B^{\kappa*}$ is empty, we stop this process.

When $B^{(\kappa-2)*}$ includes the embedded pattern $\tilde{B}$, $B^{(\kappa-1)*}$ may include templates whose lengths are a few bits longer than one of the embedded patterns $\tilde{B}$. And the embedded pattern $\tilde{B}$ is a component pattern of these templates. These templates may be rejected in the $(\kappa-1)$-th step. In this case, because we should choose $B^{(\kappa-2)*}$, we compare the $p$-values of the elements of $B^{(\kappa-2)*}$ and $B^{(\kappa-1)*}$. If

$$\min_{1 \leq t \leq T_{(\kappa-2)}} p^{(\kappa-2)*}(t) \leq \min_{1 \leq t \leq T_{(\kappa-1)}} p^{(\kappa-1)*}(t),$$

we conclude that the embedded pattern $\tilde{B}$ is included in the set of templates $B^{(\kappa-2)*}$. 
Otherwise, we conclude that the embedded pattern \( \tilde{B} \) is included in the set of templates \( B^{(\kappa-1)^*} \). If \( B^{\kappa^*} \) is not empty, we proceed to the \((\kappa+1)\)-th step.

We continue this process until the \( \kappa^0 \)-th step, where \( \kappa^0 \) is the pre-assigned value. When \( B^{(\kappa_0-1)^*} \) includes the embedded pattern \( \tilde{B} \), \( B^{\kappa_0^*} \) may include templates whose lengths are a few longer than one of the embedded patterns \( \tilde{B} \). And the embedded pattern \( \tilde{B} \) is a component pattern of these templates. These templates may be rejected in the \( \kappa_0 \)-th step. In this case, because we should choose \( B^{(\kappa_0-1)^*} \), we compare the \( p \)-values of the elements of \( B^{(\kappa_0-1)^*} \) and \( B^{\kappa_0^*} \). If

\[
\min_{1 \leq t \leq T(\kappa_0-1)^*} p^{(\kappa_0-1)^*(t)} \leq \min_{1 \leq t \leq T_{\kappa_0}} p^{\kappa_0^*(t)},
\]

we conclude that the embedded pattern \( \tilde{B} \) is included in the set of the templates \( B^{(\kappa_0-1)^*} \). Otherwise we conclude that the embedded pattern \( \tilde{B} \) is included in the set of the templates \( B^{\kappa_0^*} \). We can show our Specifying Template Procedure as the flowchart in the Appendix.

4. Simulation studies

We examined the effectiveness of our improved identification method by simulations. We constructed the modified binary sequence for examining the effectiveness of our improved method in the same way as in Takeda et al. (2014). In these simulation studies, we set the same condition of Takeda et al. (2014). We generated original binary sequences, each of which was supposed to satisfy the null hypothesis. We modified each of these sequences so that a pattern \( \tilde{B} \) of length \( \tilde{m} \) bits appeared many times and constructed modified binary sequences to use in our simulation studies. We divided every original sequence of length \( nN \) by \( \tilde{m} \) and obtained \( \lfloor nN/\tilde{m} \rfloor \) segments. Among those segments, we chose randomly \( \Gamma \) segments and replaced each of these \( \Gamma \) segments by \( \tilde{B} \). We defined the \( \Gamma \)-ratio as \( \Gamma/\lfloor nN/\tilde{m} \rfloor \). We tried to see how we could find \( \tilde{B} \) successfully. We set \( m^* = 3, n = 10^3, N = 10^3 \) and the level of significance \( \alpha = 0.05 \). For each case, we repeated \( 10^4 \) times the identification of the embedded pattern in simulation study. Because we intend to reduce the number of elements in the set, which includes the pattern we should identify, the \textit{success.ratio} was defined as

\[
\text{success.ratio} = \frac{\text{times that } \tilde{B} \text{ is included in the set of templates obtained finally}}{10^4}.
\]

Table 1 shows the \textit{success.ratio}'s.

| \( \tilde{m} \) | \( \tilde{B} \) | \textit{success.ratio} |
|---|---|---|
| | \( 0.01 \) | \( 0.03 \) | \( 0.05 \) | \( 0.06 \) | \( 0.07 \) | \( 0.08 \) | \( 0.09 \) | \( 0.10 \) |
| 4 | 00001 | 0.9943 | 1.0000 | * | * | * | * | * | * |
| | 0101 | 0.9925 | 1.0000 | * | * | * | * | * | * |
| | 1111 | 0.9667 | 1.0000 | * | * | * | * | * | * |
| 5 | 000001 | 0.9984 | 1.0000 | * | * | * | * | * | * |
| | 01001 | 0.9958 | 1.0000 | * | * | * | * | * | * |
| | 11111 | 0.8469 | 0.9975 | 0.9998 | 1.0000 | * | * | * | * |
| 6 | 0000001 | 0.9988 | 1.0000 | * | * | * | * | * | * |
| | 010001 | 0.9971 | 1.0000 | * | * | * | * | * | * |
| | 111111 | 0.3363 | 0.4506 | 0.8050 | 0.9417 | 0.9364 | 0.9667 | 0.9710 | 0.9641 |
We can see the improved identification method is especially effective in the cases when \( B = 00001 \) and \( 000001 \). In the case of \( B = 111111 \), the success ratio's are as the same as those in Takeda et al. (2014). When we succeed in identification, we are interested in how many templates the set includes. We hope that the numbers of templates are small. Table 2 shows the numerical mean of the elements of the set of templates, when the set of the templates include the embedded pattern \( \tilde{B} \).

Table 2: mean of number of the elements

| \( \hat{m} \) | \( B \) | 0.01 | 0.03 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|---|---|---|---|---|---|---|---|---|---|
| 4 | 0001 | 37.2 | 45.7 | 43.2 | 42.3 | 41.6 | 41.2 | 40.9 | 40.7 |
| | 0101 | 54.4 | 60.3 | 52.2 | 48.6 | 45.7 | 43.6 | 41.9 | 40.7 |
| | 1111 | 56.5 | 47.0 | 38.6 | 36.9 | 35.8 | 35.1 | 34.8 | 34.5 |
| 5 | 00001 | 39.5 | 39.8 | 35.3 | 33.9 | 32.9 | 32.2 | 31.8 | 31.4 |
| | 01001 | 39.0 | 41.5 | 37.7 | 36.5 | 35.6 | 34.9 | 34.5 | 34.1 |
| | 11111 | 61.9 | 56.2 | 45.0 | 41.2 | 38.4 | 36.4 | 34.9 | 33.7 |
| 6 | 000001 | 42.9 | 41.9 | 36.6 | 34.2 | 32.5 | 31.4 | 30.6 | 30.1 |
| | 010001 | 29.9 | 35.6 | 34.3 | 33.6 | 33.1 | 32.8 | 32.7 | 32.5 |
| | 111111 | 65.7 | 58.3 | 44.6 | 40.3 | 37.0 | 34.7 | 32.9 | 31.5 |

In all cases, the mean values are 30 \( \sim \) 70. Because the number of all templates from 3 bits to 9 bits is 1,016, we consider that we could reduce the number of candidates of the embedded pattern \( \tilde{B} \). As far as our simulation studies are concerned, the improved method shows satisfactory results for all cases.

5. Conclusion

In Takeda et al. (2014), we proposed a method of identifying patterns that appear too many times in a binary sequence. We showed that the method was effective in many cases, but had difficulty in some cases. In this paper, we investigated causes why our method had difficulty in some cases and, by taking account of the causes, we proposed an improved method. We examined the effectiveness of the improved method by simulation studies. By these studies, we have shown our improved method is effective for a wider class of cases as far as we examined. Our future work is to find a better method for identification, e.g., by using another method instead of the Kolmogorov-Smirnov test and by taking into consideration the concept of multiple comparisons.
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Appendix

Specified Set (Sp.Set) means the set of templates in which the pattern we seek would be included.

start

Short-Bit-NO-Test length $m^*$
Short-Bit-NO-Test for $B^{1*}$
(all $m^*$-bit templates)
$p$-value $p^{1*(t)}$ of $t$-th element of $B^{1*}$

We have a rejected template.

No
Accept SNH

Short-Bit-NO-Test for $B^{2*} = B^{1*} \oplus B^{1*}$
$p^{2*(t)}$ for $t$-th element $B^{2*(t)} \in B^{2*}$
$B^{2*} = \{\text{set of all rejected templates among } B^{2*}\}$

$\exists B^{2*(t)} \in B^{2*}$
$p^{2*(t)} < \min(p^{1*(u)}, p^{1*(v)})$
when $B^{2*(t)} = B^{1*(u)} \oplus B^{1*(v)}$

No

Yes

$B^{2*} = B^{2*}$

$B^{2*} = \{B^{2*(t)}\}$
$B^{2*} = B^{2*} \cup B^{3*}$

Yes

$B^{2*} = \phi$

Yes

Sp.Set=$B^{1*}$

$\kappa = 3$

$\kappa$-th step
\[ \kappa \text{-th step} \]

Short-Bit-NO-Test for \( B_1^{\kappa*} = B^{(\kappa-1)*} \oplus B^{(\kappa-1)*} \)

\[ p^{\kappa*}(t) \] for \( t \)-th element \( B^{\kappa*}(t) \in B^{\kappa*} \)

\( B_2^{\kappa*} = \text{set of all rejected templates among } B_1^{\kappa*} \)

\[ \exists B^{\kappa*}(t) \in B^{\kappa*} \]
\[ p^{\kappa*}(t) < \min(p^{(\kappa-1)*}(u), p^{(\kappa-1)*}(v)) \]
when \( B^{\kappa*}(t) = B^{(\kappa-1)*}(u) \oplus B^{(\kappa-1)*}(v) \)

\[ B_2^{\kappa*} = \{ B^{\kappa*}(t) \} \]
\[ B^{\kappa*} = B_2^{\kappa*} \cup B_3^{\kappa*} \]

\[ B^{\kappa*} = \phi \]

Determining Sp. Set #1

\[ \kappa < \kappa_0 \]

Determining Sp. Set #2

\[ \kappa = \kappa + 1 \]
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Determining Sp. Set #1

\[ \exists B^{(\kappa-2)\ast}(t) \in B^{(\kappa-2)\ast} \]
\[ p^{(\kappa-2)\ast}(t) \leq \min p^{(\kappa-1)\ast}(t) \]

No \quad \text{Sp.Set} = B^{(\kappa-1)\ast}

Yes \quad \text{Sp.Set} = B^{(\kappa-2)\ast}

\{ \text{Stop} \}

Determining Sp. Set #2

\[ \exists B^{(\kappa_0-1)\ast}(t) \in B^{(\kappa_0-1)\ast} \]
\[ p^{(\kappa_0-1)\ast}(t) \leq \min p^{(\kappa_0)\ast}(t) \]

No \quad \text{Sp.Set} = B^{\kappa_0\ast}

Yes \quad \text{Sp.Set} = B^{(\kappa_0-1)\ast}

\{ \text{Stop} \}
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