Comparison of clustering methods for identification of outdoor measurements in pollution monitoring
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Abstract. This paper considers the problem of post-processing air pollution data to clearly identify outdoor clusters, by removing indoor data and “noise” caused by air from indoors mingling with air from outdoors. In this paper, several different clustering algorithms are compared using data from measurements in Macao. It is shown that \textit{X-means} generally outperforms the others for this purpose and can successfully separate data modified by noise. Such a technique simplifies the collection of large data sets since the person taking the measurements does not have to make any advance decisions about what is pure outdoor, or pure indoor, data. However, it is also shown in this work that setting up suitable procedures can be quite complex.

1. Introduction
Monitoring air pollution is now routine in many cities with governments striving to reduce the well-known risks to their citizens from outdoor pollution. However, a lesser considered effect is the air quality in the home or the office, with pollution arising from gases such as radon and carbon monoxide, mould and pollen, tobacco smoke, and materials used in the building such as asbestos and formaldehyde. In a dense area like Macao, these pollutants can mix with outdoor readings with air flow through windows and doors.

Monitoring of outdoor air pollution monitoring systems has traditionally used static stations located at points where either the authorities expect there to be a problem, or where they cover particular areas of interest. Such stations tend to be fairly sparsely distributed – as an example the Guangdong-Hong Kong-Macao Pearl River Delta Regional Air-Quality Monitoring Network has only 23 stations, of which 4 are in Hong Kong and only 1 in Macao (Taipa Grande) [1].

Another approach is mobile sensing, either using specially equipped vehicles or by operatives walking round taking miniature sensors with them. Compared to static monitoring stations, such mobile stations make it easier to cover a larger area in the city and have lower cost. They also have the advantage that (i) they allow a large amount of data to be collected and (ii) the data is collected at locations where people actually are, so allowing a better picture of how people’s health may be affected. These systems can use location services (like the location services in mobile phones) to record location and time information along with the pollution data, so that users can collect pollution data from both indoor and outdoor environments. However, in a large-scale deployment, it is difficult to identify whether a location is indoors or outdoors, or to expect every user to mark whether their current location is indoors or outdoors, so some means of separation has to be used.

However, the situation is more complicated than that because data can be affected by “noise”. Here we define noise to be the effect of mixing data from indoor and outdoor locations – for example, sitting
outside a restaurant may actually be outdoors, but the readings will be affected by pollutants from indoors coming through open windows and doors, and of course, *vice versa*. This sort of noise is generated by the data source itself, but there can be other sorts of noise, such as the warm-up times for sensors – good measurement practice should ensure that sensors are properly stabilised before taking readings, but it is possible that readings are taken early. [2]

In [3] and [4] it is claimed that the effect of noise in a dataset can be small if measures have been taken to minimise the noise. In this paper though, the noise can be very significant since we do not know in advance the locations to avoid because of contamination between indoor and outdoor data. It is not feasible to mark the location of every record as containing noise data or not – indeed, it would be impossible to tell. Hence there needs to be a method for identifying which points are (for example) outdoors and which represent outdoors plus noise. This is the subject of this paper.

In [5] the authors identified four techniques to enhance data analysis in the presence of high noise levels: (i) clustering-based, (ii) distance-based, (iii) an approach-based on whether an object can be considered an outlier and (iv) their proposed hyperclique technique. Here we are considering a clustering-based approach and note that the algorithm itself can detect outliers. In [6] and [7], the authors used the principle that, once the data has been clustered, noise objects are the farthest from the cluster centre. The authors in [8] took another approach and treated small clusters that are far from other major clusters, as sets of outliers. Obviously, the choice of clustering algorithm is important and can make a difference as to which objects are treated as outliers and the difficulty of deciding that may well depend on the type of dataset being considered and the characteristics of the noise.

In this paper we consider a situation where a noise cluster may be quite close to a cluster of data that is needed – for example, an indoor location and outdoors immediately adjacent to it, but with an open window in between as illustrated in Figure 1.

![Figure 1. Illustration of the problem](image)

In this simple case it is assumed that it is summer in Macao and the outside temperature is much hotter than indoors, where air conditioning is used; the room is filled with people, so the CO\(_2\) level is higher than outside. Humidity in Macao is generally high so the use of air conditioning inside would lead to lower values indoors.

At other times of the year, the temperature levels will be different, and the CO\(_2\) level will depend on the use of the room. Hence, an algorithm that is capable of separating data into noise clusters (where they exist) as well as the main indoors and outdoors, would be very useful.

Automatically determining the number of clusters has been one of the most difficult problems in data clustering. Most methods for automatically determining the number of clusters cast it into the problem of model selection. Usually, clustering algorithms are run with different numbers of cluster types \(K\); the best value of \(K\) is then chosen based on a predefined criterion.

In the set we have chosen, the X-Means and the Cascading K-Means do not need to have a value of \(K\) specified, just the range in which \(K\) is expected to lie. The algorithms themselves find the best value of \(K\) as well as the clusters. This allows a comparison of automatic choice of \(K\) to be compared with the more traditional approach mentioned above.

In this paper, the performance of the algorithms is compared, and it is shown that X-Means is clearly the best choice, although there are caveats on how the tests are conducted.
2. Clustering algorithms

Because these algorithms are generally well-known, they are not described in any detail in this paper, the comments here being restricted to a brief mention of the main features. A very comprehensive description of clustering techniques is given in [9] and that book covers all the methods below with the exception of Cascading K-Means.

2.1. Algorithms requiring k to be specified in advance

- **K-Means** is a well-known and popular iteration-based clustering method with the term stemming from [10]. The performance of the algorithm performance depends on the initial settings and there is, therefore, no guarantee of it converging to the global optimum. Because of this, there is a common practice of running the algorithm repeatedly with different starting conditions. Additionally, this algorithm is very sensitive to outliers, which have great impact on the updates of the cluster centres. However, it does have the advantage of being fast.

- **Agglomerative Hierarchical Clustering** [11] creates a hierarchical structure that reflects the order in which groups are merged or divided. With this approach, the choice of linkage algorithm is important as they do have different characteristics.

- **Bisecting K-Means** [11] combines K-Means and Hierarchical Clustering. From an initial position with all objects in a single cluster, it splits this cluster into two datasets. One is then selected for the second data partition and the algorithm repeats. This algorithm is superior to the K-Means algorithm in the selection of initial centre points. However, the initial two cluster centres are randomly selected, and this can lead to large deviations if the noise points or outliers happen to be chosen as the initial cluster centres; it is also computationally quite intensive.

- **K-Medoids** [12] is thought to be more resilient to noise and outliers than K-Means because it minimizes a sum of general pairwise dissimilarities instead of a sum of squared Euclidean distances, but this approach has a higher computational complexity.

2.2. Algorithms that determine the value of K

- **X-Means** [13] searches the space of cluster locations and number of clusters efficiently to optimize the Bayesian Information Criterion [14] or the Akaike Information Criterion [15]. In this algorithm, the number of clusters is computed by the algorithm itself, the user only having to specify the limits of the range of values that K can take.

- **Cascading K-Means** [16]. In this approach, the user specifies the range K can take, and the algorithm creates partitions forming a “cascade” from the smallest value of K to the largest. The best partition is selected using the Calinski-Harabasz [17] criterion.

3. Experiments Setting

3.1. Data normalization

Data Normalization standardizes the raw data by converting them into specific range using a linear transformation in order to generate good quality clusters and improve the accuracy of clustering algorithms. There is no universally defined rule for normalizing the datasets. [18]

In this paper, the attribute Min-Max normalization scheme [19] is applied for each dataset of each experiment. The experimental results in that paper show that Min-Max normalization leads to fewer errors than the Zero Mean and Decimal Scaling methods. In this work, we used the attribute Min-Max normalization method on the air pollution data, the results showing that this normalization improved the clustering accuracy.
The attribute Min-Max normalization method performs a linear transform on the original data so that if we know the maximum and minimum value of a given attribute \( v_i \), it is easy to transform the attribute into a normalised value \( x_i \) within the range \([0,1]\) by
\[
x_i = \frac{v_i - \min(v_i)}{\max(v_i) - \min(v_i)}.
\]

3.2. Data Clustering Platforms
In this work, four data clustering algorithms (K-Means algorithm, agglomerative hierarchical clustering, X-Means algorithm and Cascading K means algorithm) are performed using the well-known data clustering platform Weka [20]. The other two algorithms (Bisecting K-Means algorithm and K-Medoids algorithm) were implemented on another popular data clustering platform, ELKI 0.7.1[21].

3.3. Evaluation Methods
A good description of evaluation methods is given in [22]. Each air pollution data set in the experiments reported here is labelled with one of five class labels: (i) indoors, (ii) indoors with noise, (iii) at door, (iv) outdoors with noise, or (v) outdoors. From [23], evaluating these clustering results requires an external criterion and we choose two well-known external indices: Precision and Recall [24], [25]. Precision and Recall describe the accuracy and completeness, respectively, of the predicted clusters. These two measures can be calculated using the following:

\[
\text{Precision}(i, j) = \frac{n_{ij}}{n_j}, \quad \text{Recall}(i, j) = \frac{n_{ij}}{n_i}
\]

where \( n_{ij} \) is the number of objects of class \( i \) that are in cluster \( j \), \( n_j \) is the number of objects in cluster \( j \), and \( n_i \) is the number of objects in cluster \( i \).

Precision is the fraction of data put in the correct cluster (so a measure of what happens to the data), and Recall is the fraction of data in the cluster that belongs to it (so a measure of the cluster). Here we are interested in the outdoors cluster only and want to ensure that only outdoor data gets included – so we are looking for a Recall value of 100%. However, a Precision less than 100% means that some of the outdoors data will be lost to other clusters: with a large data set this is not a problem as long as the Precision is not too low.

4. Experiments
These experiments were carried out using sensors that recorded values of (i) PM1.0, (ii) PM2.5, (iii) PM10, (iv) HCHO, (v) CO\(_2\), (vi) Temperature and (vii) Humidity. Data points were recorded every 10s and each data set comprised at least 120 readings (i.e. 20 mins). The same sensor was used in each location, which meant that there was a time shift between the readings at each location, but experiments showed that the variation between sensors was likely to be greater than that over such time intervals and this is backed up by historical data.

Readings were taken in June 2018 around midday; in this season the temperature in Macao is usually hot (around 28°-34°) and there is widespread use of air conditioning indoors. CO\(_2\) depends very much on the number of people in an indoors locations and humidity can be very variable, especially if there is cooking indoors. Our results showed that PM values did not vary much between indoors and outdoors, and HCHO readings were zero. In different seasons the variation between indoors and outdoors would be different.

Figure 2 and Table 1 show example results, averaging the data set at each location. In Figure 2 the data is normalised using the scheme explained in Section 0, whereas Table 1 shows the actual average values at each location. The CO\(_2\) and temperature values follow the general outline of Figure 1 but notice the humidity dips inside the room, but nearer the door – this appears to be because of the air flow with the location of the air conditioning unit in the room, but it serves as an example as to the variations that might be expected in practical situations.
Figure 2. Example results showing difference between indoors and outdoors (normalised data values)

|                  | CO₂  | Temperature | Humidity |
|------------------|------|-------------|----------|
| Indoors          | 506  | 25.2        | 43.8     |
| indoor + noise   | 487  | 26.2        | 35.5     |
| noise            | 446  | 29.0        | 50.8     |
| outdoor + noise  | 445  | 28.8        | 53.6     |
| Outdoor          | 410  | 32.2        | 52.9     |

There are 5 possible clusters in this scenario, although the “at door” and “outdoors + noise” have similar values. Initially the different algorithms were applied to data sets containing all the attributes, i.e. including PM1, PM2.5, PM10 and HCHO, with the results summarised in Table 2. Each data set overall is of the order of 800 readings.

Knowing that data samples were taken from five different locations, the value of $K$ was set to 5 for the fixed-$K$ methods, and the range 2-5 was offered to those two methods that determine $K$.

All methods had difficulty separating the data for the locations “at door” and “outdoors with noise”, with K-Means Bisecting and K-Mediods mixing the data across the two clusters and Hierarchical and X-Means essentially ignoring the “at door” cluster; X-Means also determines that there are only 4 clusters. K-Means performs poorly with fairly low values for most performance measures and Cascading K-Means cannot cope at all, determining there are only 2 clusters.

Looking at the data in Figure 2, it is not really surprising that the methods have difficulty separating data between the “at door” and “outdoors + noise” since there is a lot of similarity. Hence another set of experiments was undertaken with the same data sets, but this time with the fixed value $K$ methods using a value $K = 4$, the value determined by X-Means. These results are also shown in Table 2. K-Means Bisecting and K-Mediods have similar results to those previously for the “outdoors” cluster and K-Means is similarly as bad as the earlier results. However, the real surprise is Hierarchical that does not put any data in the outdoors cluster.

The conclusion from these tests is that applying these methods to this data set could lead to unpredictable results, although X-Means does determine the number of clusters correctly (given how similar two of them are) and gets good results for Precision and Recall of the “outdoors” cluster (the main focus) and the two indoors sets.
Table 2. Results of clustering across all data sets

| Method             | Indoors | Indoors+noise | At door | Outdoors+noise | Outdoors | Specified | Found |
|--------------------|---------|---------------|---------|----------------|----------|-----------|-------|
| K-Means Bisecting  | 92%     | 100%          | 100%    | 100%           | 57%      | 63%       | 67%   |
|                    | 100%    | 100%          | 100%    | 54%            | 99%      | 100%      | 5     |
| The data at the door and the noise data outside the door are mixed into two clusters |
| K-Medoids          | 93%     | 100%          | 100%    | 100%           | 61%      | 75%       | 76%   |
|                    | 100%    | 100%          | 100%    | 53%            | 100%     | 100%      | 5     |
| The data at the door and the noise data outside the door are mixed into two clusters |
| K-Means            | 0%      | 0%            | 51%     | 100%           | 59%      | 64%       | 63%   |
|                    | 0%      | 0%            | 100%    | 56%            | 100%     | 57%       | 5     |
| Hierarchical       | 100%    | 99%           | 100%    | 100%           | 0%       | 0%        | 51%   |
|                    | 100%    | 100%          | 100%    | 100%           | 0%       | 0%        | 51%   |
| Data at the door and the noise data outside the door are put into the same cluster |
| X-Means            | 91%     | 100%          | 100%    | 100%           | 0%       | 0%        | 53%   |
|                    | 100%    | 100%          | 100%    | 99%            | 99%      | 100%      | 2-5   |
| Data at the door and the noise data outside the door are put into the same cluster |
| Cascading K-Means  | 0%      | 0%            | 49%     | 100%           | 0%       | 0%        | 35%   |
|                    | 0%      | 0%            | 100%    | 0%             | 0%       | 0%        | 2-5   |
| Fails very badly |

Table 3. Results of clustering across temperature, CO₂ and humidity

| Method             | Indoors | Indoors+noise | At door | Outdoors+noise | Outdoors | Specified | Found |
|--------------------|---------|---------------|---------|----------------|----------|-----------|-------|
| K-Means Bisecting  | 100%    | 100%          | 100%    | 100%           | 74%      | 83%       | 81%   |
|                    | 100%    | 100%          | 100%    | 81%            | 71%      | 100%      | 100%  | 5     |
| Fails very badly |

It is clear from the above discussion that the clustering might be considered a bit “hit and miss” and that while some methods give good results, a small change in configuration may cause that method to stop working. In our scenario, 5 of the 8 types of data did not change as much between location as CO₂, Temperature and Humidity. These sets of similar data reduce the effective distance between clusters, so another set of similar experiments was carried out, but this time using only those three parameters. The results of these are shown in Table 3.

Table 3. Results of clustering across temperature, CO₂ and humidity

| Method             | Indoors | Indoors+noise | At door | Outdoors+noise | Outdoors | Specified | Found |
|--------------------|---------|---------------|---------|----------------|----------|-----------|-------|
| K-Means Bisecting  | 100%    | 100%          | 100%    | 100%           | 77%      | 97%       | 96%   |
|                    | 100%    | 100%          | 100%    | 96%            | 71%      | 100%      | 100%  | 5     |
| Fails very badly |

Clearly these results are much better without the dilution caused by the sets of parameters that were very similar. K-Means still produces poor Recall on the “outdoors” set and misses the “indoors” cluster completely when K is set to 4. All the methods fail to separate the “at door” and “outdoors + noise” clusters, but as before this is to be expected since the parameters are very similar.

Overall, X-Means, not only determines a suitable value of K, it also produces Precision and Recall values that as good as any other method and performs well in the clustering, for all the clusters (assuming the lumping together “at door” and “outdoors + noise” is accepted), not just “outdoors”. In this case, Cascading K-Means also finds an appropriate value of K.
In Winter, the temperature will be reversed with higher temperatures inside the building, although the humidity will still be lower indoors (shown in Figure 3). As mentioned earlier CO\textsubscript{2} levels generally depend on the occupancy so will vary enormously. Overall though, there is expected to be sufficient variation for clustering to identify successfully the “outdoors” and “indoors” cluster at least. The issue is how well this approach would work in Spring and Autumn when the temperatures indoors and out may be very similar, as may be humidity if air conditioning is not used. This is an area of further work.

From Figure 4 it is clear that the temperature outdoors varies a lot with the season, but not so much the average humidity, although it was particularly low when the results for this paper were taken.

Figure 4. Average values of temperature (highest and lowest) and humidity in Macao for 1981-2010

5. Conclusions

This work has shown that it is possible to separate out noise clusters from the outdoor results required, something that is necessary in a densely populated area like Macao. However, care does need to be taken in identifying the parameters that do vary and can be used for the clustering, avoiding dilution of the data by removing parameters that are similar across all clusters. Of all the methods investigated, X-Means was clearly the best as it determined correctly the number of clusters, assuming that it is reasonable to merge “at door” with “outdoors+noise”, and performed as well as others in terms of Precision and Recall. Putting that value as K in the fixed-K methods produced no noticeable improvement.

Performing clustering over the three parameters that vary most is only used to identify where that’s et of values belongs; the values of PM samples and other pollutants can than be tied to that cluster for analysis of the pollution map.

Further work will investigate the performance in different seasons in Macao and locations showing different physical characteristics.
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