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Abstract

In the context of one-on-one instruction, reflective dialogues help students advance their learning and improve their problem solving ability. The effectiveness of one-on-one instruction with respect to learning through dialogue is highlighted by researchers and educators. However, little if any, is known about how reflective dialogues may lead to learning improvement and predict students' problem solving ability. This information can be extracted from large educational datasets using data mining techniques. Consequently, this study aims at mining USNA physics data set applying a two-level clustering approach to find patterns in the data and identify how reflective dialogues predict students' problem solving ability. The results indicated that reflective group performed better on the hourly exams. Control subjects took lower average count of steps during problem solving activity and the average of duration was longer in control group. Also, higher average of correct answers and average count of attempts was found in reflective condition. Yet, control group had a higher level of incorrect answers as compared to reflective group. During the intervention, reflective subjects had higher level of average count of attempts and lesser average count of deletion. Reflective group asked for less hints, had lesser count of problem and requested for calculator less than control subjects. The results of the analysis help educators plan more effective tutorial dialogues in Intelligent Tutoring Systems (ITSSs).
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1. Introduction

Social constructivists such as Vygotsky emphasize the importance of learning as a social activity. Vygotsky stressed that learning is an active process in which learners interact with other people and objects in the learning context. In Vygotsky's viewpoint, learning context should provide learners with guided instructions so that they are able to monitor and adapt their learning through interactions.

The social constructivist movement acknowledges the importance of social interaction and more knowledgeable peers in shaping learners' experiences. Instructional scaffolding given by more knowledgeable peers can help learners bridge their learning gap and consequently improve their learning. One way to provide students with effective scaffolding is through one-on-one instruction. In the context of one-on-one instruction, reflective dialogues help students advance their learning and improve their problem solving ability.

The effectiveness of one-on-one instruction with respect to learning through dialogue is highlighted by researchers and educators. However, little if any, is known about how reflective dialogues may lead to learning improvement and predict students' problem solving ability. This information can be extracted from large educational datasets using data mining techniques. Consequently, this study aims at mining USNA physics data set applying clustering approach to find patterns in the data and identify how reflective dialogues predict...
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students' problem solving ability. The results of analysis help educators plan more effective tutorial dialogues in Intelligent Tutoring Systems (ITSs). In sum, contributions of this paper are as follows:

a. By adopting clustering approach to mine educational data, this study contributes to better understanding of USNA physics data set and gives a better appreciation of reflective dialogues that might improve learning and predict students' problem solving skills.

b. Two level (hybrid) clustering approach as used in this study amalgamates benefits of both supervised and unsupervised partitioning methods. The researcher is not required to have prior knowledge of every cluster; even so, by considering multivariate spreads precise covariance matrixes and accurate mean vectors can be obtained.

c. The results help ITSs developers design more efficient tutorial dialogues that improve students' problem solving skills in a real classroom situation.

2. Literature Review

2.1 Post-practice Reflective Dialogues and Student Problem Solving

Researchers in the field of ITSs have recognized the importance of human tutorial dialogue in predicting student learning achievement10,11. During these dialogues, tutor gives students guidance on the problem and individual student's solution to that particular problem. Clarifying the problem by dividing it into small pieces and demystifying how students could come up with the solution to the problem in an effective way, give tutors another chance to meet the learning needs of students.

Literature shows that many researchers have integrated post-practice reflective activities into ITSs. Reifying solution processes of individual students which sometimes was followed by feedback from an automated coach was one of these reflective tools12. Research works on the efficiency of reification of students' solution trace have indicated that such kind of reflective activities enhance self-assessment and help students perform better on the subsequent tasks13. Yet, in the aforementioned studies, little if any, attention have been paid to the importance of post-practice reflective dialogue between student and human tutor that may facilitate the implementation of other reflective tools8.

Previous research works in the context of live tutorials point to the effectiveness of post-solution reflection as a useful instructional activity. For instance, the study conducted14 on reflective dialogues in avionics revealed various kinds of student-tutor exchanges. Expanded6 the findings of the previous study and claimed that explanations distributed between problem solving and post-practice reflection are more efficient than problem solving explanations per se. They also asserted that post-solution reflections during live tutorials and ITSs differ in several ways. For example, post-solution reflection in live tutorials mostly revolves around specific errors in students' solutions and not narrative traces of their solutions. Moreover, post-solution reflections in live tutorials are more dialogic than in ITSs. Thus, much effort is needed to automatize more dialogic post-reflection discussions in ITSs.

A research work9 investigated whether or not reflective questions and feedback on students' solutions enhance their conceptual knowledge and problem solving skills in Andes tutoring system. There were three conditions; the first treatment condition received reflective questions coupled with canned feedback and the second treatment condition was exposed to the same reflective questions but instead of receiving canned feedback they could interact with a human tutor. The control group solved Andes problems without receiving feedback and reflection questions. The results indicated that reflection questions both with human feedback and canned text feedback enhance learning. They claimed that this study is the first experimental study on post-practice reflection that illustrates its instructional effectiveness and value and more studies need to be conducted. However, this study did not demonstrate if the same results would be revealed in real classroom situation.

To this end, a follow up study was conducted15 to see if post practice reflective dialogues improve students' conceptual knowledge and problem solving ability in real classroom situation. Two experiments were conducted. The first experiment examined whether post reflective dialogues enhance leaning and also if students learn more when they interact during reflective dialogues.

Three reflective conditions with different activity levels were compared. In the first reflective condition, the least interactive version of reflective activity, students were
provided with expert-generated feedback. This treatment condition known as Canned-Text Response condition (CTR) did not lead to interaction but only self-explanation among students. In another reflective condition, KCDs reflective condition, Knowledge Construction Dialogues (KCDs) were applied to guide students towards the correct response using Socratic Method of questioning. Yet, this condition did not give students a chance to ask questions. Therefore, in the third reflective condition, Mixed Initiative Condition (MIC), following teacher turns there were hyperlinks that were related to questions students may intend to ask.

This experiment was conducted in fall 2005. 123 students in physics I classrooms took part in the experiment. They were randomly assigned to each condition. First, students had to take the pre-test. Then, the treatment groups solved the problem and answered the reflective questions (there were 9 work energy problems and twenty two reflective questions). After the intervention all three groups sat for the post-test. In order to measure retention, an hourly exam was conducted at the end of work energy lesson.

The results indicated that students’ level of interaction in problem solving and reflective dialogues was low so that it was difficult to conclude that students in more reflective condition outperformed those in less reflective condition. Before comparing the groups, data from those students who had a very low level of participation were omitted. Also, those students in reflective conditions who did no dialogue were considered as control subjects and reflective conditions of KCDs and MIX were combined due to the fact that only a few students in MIX condition asked probe questions. So, there remained thirty eight reflective dialogues, seventeen CTR and forty eight control subjects. Considering low participation level during problem solving and reflective dialogues, the results showed no significant differences amongst various reflective conditions on the post-test. However, the results revealed that students who were involved in reflective dialogues learn better than those who were not engaged in any reflective activity. It also indicated that the positive effect of reflective dialogues from the experiment hold up in the real classroom situation. This is in spite of the fact that this experiment failed to test the hypothesis that more reflective conditions could be more helpful than less interactive forms. For instance, there were only slight differences between canned text condition and other conditions in terms of final exam scores.

Therefore, 15 conducted another experiment in fall 2006 to refine the results of the previous experiment that was students who were involved in reflective dialogues performed better than other students as shown by the post-test. The current paper aims to mine this data set and all particularities are provided in section three.

### 2.2 Clustering Approach

Clustering is an essential data mining tool for analysing and exploring educational data. Clustering is a prominent method to recognize new learning patterns and has been used in much recent research. Hence, we describe briefly about clustering in the following.

The goal of clustering is assigning objects to groups that contain similar objects. Cluster analysis is a set of statistical methods that is widely used in several fields. Clustering approaches are based on maximizing the degree of association regarding the target variable in a group and minimizing it for members that belong to different clusters. Therefore, cluster analysis techniques enable researchers to organize large data sets and utilize them for the subsequent steps.

First step of cluster analysis is computing proximity indices among all members concerning the variable of interest. Whenever proximity indices are recognized then a clustering algorithm can be used to group similar data. Several clustering methods have been introduced but they are generally categorized into two groups: Hierarchical and Non-hierarchical.

Hierarchical clustering is an approach of cluster analysis which makes a hierarchy of clusters using agglomerative or divisive algorithms. Agglomerative algorithm considers each item as a cluster, and then gradually merges the clusters (bottom-up). In contrast, divisive algorithm starts with all objects as a single cluster and then splits the cluster to reach the clusters with one object (top-down). In general, hierarchical algorithms are weak in terms of quality because they cannot adjust the clusters after splitting a cluster in divisive method, or after merging in agglomerative method. As a result, usually hierarchical clustering algorithms are combined with another algorithm as a hybrid clustering approach to remedy this issue. Moreover, some extended works are done to fulfil the performance of hierarchical clustering such as Chameleon, CURE and BIRCH where the merge approach is enhanced or constructed clusters are refined.
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In the current paper, a two level clustering approach is used. First, hierarchical approach is used as the researcher does not have any accurate premise about the number of clusters in data set. Then, a partitional method is adopted when the number of clusters becomes evident.

A partitioning clustering method, makes k groups from n unlabelled objects such that each group contains at least one object. One of the most used algorithms of partitioning clustering is k-Means\(^2\) where each cluster has a prototype which is the mean value of its objects. The main idea behind k-Means clustering is the minimization of the total distance (typically Euclidian distance) between all objects in a cluster from their cluster center (prototype). Prototype in k-Means process is defined as mean vector of objects in a cluster. However, when it comes to time-series clustering, it is a challenging issue and is not trivial\(^2\). Another member of partitioning family is k-Medoids (PAM) algorithm\(^2\), where the prototype of each cluster is one of the nearest objects to the centre of the cluster. Moreover, CLARA and CLARANS\(^4\) are improved versions of k-Medoid algorithm for mining spatial databases.

In both k-Means and k-Medoids clustering algorithms, number of clusters, k, is not available or feasible to determine for many applications and it has to be pre-assigned. So, it is impractical in obtaining natural clustering results and is known as one of their drawbacks in static objects\(^2\). However, k-Means and k-Medoids are very fast as compared to hierarchical clustering\(^2\) and it has made them very suitable for clustering and has been used in several research works.

2.3 Clustering of Educational Data

Educational Data Mining (EDM) is considered a new discipline that is based on data mining techniques and algorithms and aims at exploring educational data to find predictions and patterns in data that characterize learners' behaviour\(^4\). One of the most useful EDM techniques is clustering approach. This approach has been used by several researchers in the field of EDM. For example, in their paper entitled "Using cluster analysis for data mining in educational technology research"\(^2\) used both hierarchical (Ward’s clustering) and non-hierarchical (k-Means clustering) to analyse click-stream server-log data in order to find out the characteristics of learners’ behaviour while they are engaged in problem solving in an online environment.

In their study\(^2\) tried to combine unsupervised and supervised classification to build user models for exploratory learning environments. They used k-Means clustering approach to analyse logged interface and eye-tracking data with the aim of discovering and capturing effective and ineffective students’ behaviours while interacting with exploratory learning environments.

Clustering approaches such as k-Means, classification (rule-based algorithms), tree-based algorithms, and function-based algorithms were used to analyse educational data. For instance,\(^2\) analysed graduate students information from 1993 to 2007 using Association (Lift metric), classification (Rule-based and Naive Bayesian), clustering (k-means) and outlier detection rules (Distance-based Approach and Density-based Approach) to improve graduate students' performance, and overcome the problem of low grades obtained by the students. Bharti et al.\(^2\) partitioned KDD Cup 1999 data set to proposes a hybrid model for intrusion detection to overcome difficulties with class dominance, force assignment and class problem. Lopez et al.\(^2\) classified data from 114 university students during a first year course in computer science using Classification (Rule-based algorithms, Tree-based algorithms, function-based algorithms, Bayes-based algorithms) and analysed the data using Weka/Clustering (EM, Hierarchical Cluster, SIB, K-Means), as well as association rule mining algorithm.

In order to identify key features of student performance in educational video games and simulations,\(^3\) applied Fuzzy cluster analysis using “fanny” algorithm in R & “agnes” algorithm to partition log files generated by an educational video game called as "Save Patch".

Agglomerative hierarchical clustering algorithm was utilized in a study carried out \(^3\) to analyse students’ activity in time series form and determine what different behaviour patterns are adopted by students in online discussion forums. Another study \(^3\) applied clustering with Latent Class Analysis (LCA) to group the Instructional Architect (IA) teacher users according to their diverse online behaviours in IA relational data set to understand teacher users of a digital library service.

Some studies \(^4\) used clustering algorithm (expectation maximization) to analyse big educational data. In their study \(^3\) applied this clustering algorithm to analyse data from 106 college students to distinguish different classes of learners based on performance and learning behaviours. Kock et al.\(^3\) applied the same algorithm.
to Moodle forum used by university students during a first-year course in computer engineering to determine if student participation in the course forum can be a good predictor of the final marks for the course and to examine whether the proposed classification via clustering approach can obtain similar accuracy to traditional classification algorithms.

Kock et al.36 analysed USNA physics spring 2007, 2008 and 2009 data sets using Clustering (Linear Discriminant Analysis) and sequential learning activity data to propose a new approach for the extraction of information from sequential user activities, and the analysis and interpretation of such information, with the ultimate goal of deriving Adaptation-oriented knowledge from naturally occurring learning behaviour. As mentioned in passing, this study aims at partitioning USNA physics data set applying a two level clustering approach to find patterns in the data and identify how reflective dialogues predict students’ problem solving ability.

### 3. The Corpus (Data set)

We have selected our corpus from Andes Physics data set taken from PSLC data shop; a previous study conducted15 on the effectiveness of reflective questions in students’ problem solving when they answer reflective questions after solving physics problems with Andes tutoring system.37 The experiment was conducted in first year physics classrooms at the US Naval academy. Sixty seven students taking general physics I were recruited and randomly assigned to each group. Treatment group comprised of thirty three subjects and there were thirty four control subjects.

Students first took a pre-test consisting of six quantitative and twenty four qualitative physics problems. It is worth mentioning that Knowledge Components (KCs) required to answer each problem were specified by physics experts. After the pre-test, participating students received training on how to use Andes. The intervention was carried out over the period of two weeks and covered five units of statics, translational dynamics, work energy, power, and linear momentum.

Upon completion of the problem, students in reflective group needed to answer a reflective question related to the problem they have solved. Figure 1, shows an example of reflective dialogues used in this experiment.

They typed the answer and started a teletyped dialogue with their tutor on the answer given. The dialogue between student and human tutor continued until the tutor ensured the student’s understanding of the correct answer to the reflective question posed. Almost three

| Problem: In the figure below, each of the three strings exerts a tension force on the ring as marked. Use the labels S1, S2, and S3 to refer to the three strings. Find the components of the net force acting on the ring. |
|---|
| Reflection question: What if I now told you that this ring has an acceleration. If you knew the mass of the ring (3 kg), how would you solve for the acceleration? |
| Student: 73.2 _ 3_a; 100 _ Fw _ 3_a. Is this right; how would the acceleration be the same for both? |
| Tutor: You have to keep the a_x and a_y distinguished. They are two completely independent numbers that (together with a_z) specify your acceleration vector. You don't try to boil them down to one number. It's as if I told you, “To get to my house, you go 3 blocks north and 5 blocks east,” and you said, “Ah, so you just go 8 blocks”—the two numbers together are the vector; they don't “boil down” to one number. OK? |
| Student: But can it only have one acceleration? |
| Tutor: It does have only one acceleration, but that acceleration is a vector and it takes 3 numbers to write it down. You need to review vectors in some detail; a_x, a_y, and a_z together specify the acceleration vector. |

Figure 1. Example of a reflective dialogue between a human tutor and student (Adopted from Andes Physics Tutor System Available at http://www.andestutor.org).
to eight reflective questions were asked per problem. Students could not proceed to the next problem until they accomplished all the reflective questions related to the problem. There were twenty six problems all together for reflective group and control group solved five more problems to balance time spent on task. Reflective intervention comprised of twenty one post practice reflective dialogue in all as well as five capstone dialogues (one dialogue at the end of each aforementioned unit).

After the intervention, students took a post-test that was similar both in form and content to the pre-test. Before comparing across the groups, one of the subjects with post-test duration of less than 2 minutes was omitted from control group and two subjects who did not participate in dialogues were reclassified and considered as control subjects. Thus, there remained treatment and control group of thirty one and thirty five subjects, respectively.

The results showed that reflective group performed better than control group on the post-test. Students’ engagement both in reflective dialogues and problem solving considerably improved as compared to the previous experiment; yet, it was still far from perfection. The data showed that the positive results of reflective dialogues after solving Andes problems maintain in real classroom setting; however, it did not reveal a significant effect. It was presumed that capstone dialogues that reflective subjects were supposed to complete at the end of each unit before doing the Andes problems, would significantly enhance students’ problem solving skills but the results did not show that significant impact of post-practice dialogues on students’ problem solving ability. This might be because only a few capstone dialogues (5 dialogues) were given to reflective group to see any effect.

4. Findings and Discussion

There were a total number of 345,536 transactions in all dialogues in reflective group. However, this data was still noisy because within the data set there were certain attributes whose values were inconclusive or useless. For example, 'Student response type' attribute had a value called "Choose" that was inconclusive so it was removed.

There were 832 such records. Then, for the attribute of Duration there were 830 records with a value 'dot' which was again inconclusive. For Level (group) attribute there were 207 of 345446 records with value '* (asterisk). To remove these outliers, the dataset was saved to comma separated values in IBM SPSS Modeler and then these outliers were manually removed.

With the outliers removed, the dataset was reduced to 343588 instances and fourteen attributes. We partitioned this data set with the following features

As mentioned in passing, in this study a two level clustering approach was applied. Since the researchers did not have any accurate premise about the possible number of clusters, hierarchical approach was used first. A non-hierarchical (k-Means) method was used afterwards which will be discussed in detail in this section.

Table 1. Extracted features from dataset

| Feature                  | Meaning                                                                 |
|--------------------------|-------------------------------------------------------------------------|
| Count of Session Id      | shows how many times a student has started a new session               |
| Sum of Duration (sec)    | is the total time spent on problem solving activity                     |
| Avg of Duration (sec)     | is the mean time spent on problem solving activity                      |
| Avg Count of attempts    | shows how many time students make effort to find the correct answer to the problem |
| Avg Count of DELETION    | shows the average number of times students delete their entries         |
| Avg Count of CALC_REQUEST| indicates the average number of times students ask for calculator from their tutor during problem solving activity |
| Avg Count of HINT_REQUEST| shows the average number of times students seek help from their tutor during problem solving |
| Count of Problems        | is indicator of the number of problems solved by each student          |
| Avg Count of steps       | shows the total number of steps taken by a student to solve a problem   |
| Avg of correct           | indicates average number of correct student entries during problem solving |
| Avg of Incorrect         | indicates average number of incorrect student entries during problem solving |
| Condition Type           | shows if the students belong to reflective condition or control group   |
Adopting two level (hybrid) clustering approach, we partitioned our feature dataset into four clusters. The pie chart contains each cluster and the percentage size of every cluster is shown on each slice. As shown in Figure 2, every cluster is of different size.

The percentage size of cluster one is 33.3% and the sizes of clusters two, three and four are 3.0%, 48.5%, and 15.2%, respectively. As can be seen, cluster two with the percentage size of 3.0% is the smallest cluster and the largest one is cluster three with the percentage size of 48.5%. Also, the ratio of sizes (largest cluster to smallest cluster) is 16.00.

![Figure 2. A summary of cluster structure.](image)

Figure 2. A summary of cluster structure.

Figure 3, indicates the predictor importance of our feature dataset. For example, “Condition Type” and “Average of Duration” are considered as two of the most important predictive features and “Count of Problems” as the least important one. This figure is important because it reveals which predictor matters most and also relates to the significance of each predictor in making estimations and predictions. All the features are explained in the following.

Cluster one consisted of twenty two students all of whom belonged to reflective condition (experimental group). Clusters two and three comprised of two and thirty two subjects respectively and all of them belonged to control group. Lastly, the forth cluster consisted of ten students from experimental group.

As for the next predictor, Average of Duration for clusters one and four was 16.64 and 15.07 seconds and for clusters two and three was 54.18 and 15.83 seconds, correspondingly. Cluster two took the longest to solve the problems. It can be said that cluster two subjects (DCBA5 & DD901) did not have a clear understanding of the problem in hand; therefore, they spent too much time to find the solution. Also, in cluster three there were some students who took very long to accomplish the problem given. To illustrate, DE141 with average duration of 20.73, DDBB9 with average duration of 24.03, and also DCBBD with average duration of 23.83 had the highest average of duration as compared to other subjects. All in all, control group spent more time on the problems than reflective group. The average of duration for control group was 16.14 which was considerably higher than that of reflective condition (14.91).

Average count of steps was different in each cluster. It was 15.36 and 16.70 respectively for cluster one and four, 16.19 for cluster three and 5.50 for the smallest cluster (cluster two). Average of steps for control group was 15.55 which is less than the Average of steps taken by reflective group (15.78). It is quite interesting to know that control subjects had pretty high average of duration during the problem solving activity but they took almost fewer steps to find the correct answers to the problems as compared to reflective subjects. Some of the control subjects had a very high average of duration during the problem solving activity but they took almost fewer steps to find the correct answers to the problems as compared to reflective subjects. Some of the control subjects had a very high average of duration during the problem solving activity but they took almost fewer steps to find the correct answers to the problems as compared to reflective subjects.

The average of incorrect answers for cluster one was 22.55 and 31.10 for cluster four. Moreover, 25.47 and 42.50 were the average of incorrect answers for clusters three and two. It is clear that clusters two and four had
the highest number of incorrect answers. For instance, average of incorrect answers for DD901 in cluster two was fifty which is relatively high. In cluster four, DD391 had an average of forty incorrect answers that was high as compared to other subjects in reflective condition. In general, the average of incorrect answers for control group was 26.47 which is significantly higher than the average of incorrect answers for reflective condition that was 15.5. These points to the fact that some control subjects with high average of duration, low average count of steps and high average number of incorrect answers did not have a good appreciation of the problems and just spent too much time on the questions without taking enough steps to find the correct answers.

The average of correct answers was pretty high for each cluster. It was 75.73 and 67.10 for clusters one and four respectively and 72.78 and 56.50 for clusters three and two. However, as the results indicated, the average of correct answer for reflective condition (73.03) was higher than control subjects (71.82). The data showed that a few students have high average of both correct and incorrect answers (e.g., DD391 in cluster four with the average of fifty nine for correct answers and average of incorrect answers of forty as well as DD901 in cluster two with the average of correct and incorrect answers of fifty). It is implied that subjects with such kind of particularities were gaming the Andes tutoring system rather than putting effort to find the correct solution to the problems.

Another important predictor of students’ problem solving ability was average count of attempts which was 21.95 for cluster one and 26.80 for cluster four. 23.94 and 8.50 were respectively the average count of attempts for third and second clusters. The data showed that cluster 4 had the highest average of attempts amongst others. So, it can be inferred that average count of attempts in reflective condition was more than control group. The percentage of average count of attempts in reflective group was 23.46 and was much more higher that of control subjects with average count of attempts of 23.02. DD901 had the least average of attempts (Avg. of attempts of four) in control group and this is in spite of the fact that this subject spent a long time on the problems. Cluster 3 had a high average of attempts in control group; yet, it was still less than that of reflective condition.

The data also showed that students in cluster two did never request for calculator during problem solving. However, the average count of calculator-request among students in clusters one, three and four was 1.81, 1.89, and 0.80, in the order mentioned. Cluster three subjects requested calculator from their tutor more than other students in other clusters. It was also found out that one of the students in cluster three (DDC3D) did not ask for calculator during problem solving. The average of calculator-request for experimental group was 1.59 which was less than reflective subjects’ request for calculator (1.89).

Moreover, DDC3D had no deletion during problem solving. The average count of deletion for cluster one and four was 1.09 and 2.3 correspondingly and 2.00 and 1.65 for clusters two and three. The results revealed that the average of deletion among control subjects (1.67) was higher than that of reflective group (1.46).

As for the predictor of the count of session Id, cluster four subjects had the largest number of starting a new session (46.10). Count of session Id for clusters one, two and three was 32.18, 12.00, and 41.16. One of cluster four students, DCC4D, and two of cluster three students, E04A3 and DD2D1, were found to have the highest count of session Id of fifty nine. In addition, DD901 had started a new session eight times only which was considered the lowest count of session Id. Generally, control subjects had a higher count of session Id of 39.44 which was relatively higher than that of reflective subjects (36.53).

Clusters number four and three with 140.90 and 137.72 counts of problem had the highest count of problems, respectively. Count of problems for cluster 1 was 121.14 and for cluster two was 66.50. DDE05 and DE057 from reflective condition with count of problems of 179 and 180 respectively were among the highest counts of problems. On the contrary, DD901 from control group had the lowest count of problems. Yet, the average count of problems in control group (133.52) was significantly higher than reflective group’s average count of problems (127.31). Table 2, provides a summary of our feature partitioning.

Cluster four with 698.64 had the highest sum of duration. Sum of duration for clusters one, two, and three was 531.06, 541.18, and 627.05, correspondingly. And finally, it was found out that cluster three had the largest average count of hint request (13.64). The average number of hint request for cluster one, two and four was 9.56, 1.00, and 0.50 respectively. The data showed that control group requested more hints from their tutor than reflective subjects.

As mentioned earlier, reflective group performed better on the post-test. The result maintained in real classroom situation; however, it did not show a significant
Table 2. Details of cluster analysis

| Descriptions         | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 |
|----------------------|-----------|-----------|-----------|-----------|
| Condition type       | Experiment| Control   | Control   | Experiment|
| Avg of Duration      | 16.64     | 54.18     | 15.83     | 15.07     |
| Avg Count of Steps   | 15.36     | 5.5       | 16.19     | 16.7      |
| Avg of Incorrect     | 22.55     | 42.5      | 25.47     | 31.1      |
| Avg of Correct       | 75.73     | 56.5      | 72.78     | 67.1      |
| Avg Count of attempts| 21.95     | 8.5       | 23.94     | 26.8      |
| Avg Count of Calc-request| 1.81 | 0        | 1.89      | 0.8       |
| Count of session Id  | 32.18     | 12        | 41.16     | 46.1      |
| Avg count of deletion| 1.09      | 2         | 1.65      | 2.3       |
| Count of problems    | 121.14    | 66.5      | 137.72    | 140.9     |
| Sum of duration      | 531.06    | 541.18    | 627.05    | 698.64    |
| Avg count of hint request| 9.56 | 1        | 13.64     | 0.5       |
| Avg of DT Exam scores 1 | 293.68 | 334      | 307       | 224       |
| Avg of DT Exam scores 2 | 295.51 | 201       | 254       | 202       |

5. Conclusion

From the above analysis we can infer that Andes was more of a procedural software system than an intelligent tutor system. In most of the logs the students have written explicit comments during their interaction with Andes. Andes would provide the students with a feedback that was pre-coded into it in case if the students’ response was incorrect. Yet, there were no further explanations to the feedback.

The data from this study showed that the average of duration was longer in control group. Control subjects took lower average count of steps during problem solving activity. Also, higher average of correct answers and average count of attempts was found in reflective condition. Yet, control group had higher level of incorrect answers as compared to reflective group.

During the intervention, reflective subjects had the higher level of average count of attempts and lesser average count of deletion. Reflective group asked for less hints from tutor, had lesser count of problem and requested for calculator less than control subjects. The data also indicated that reflective subjects did not usually ask for too many hints, did not spent too much time on the prob-
lem but at the same time they had high average of correct responses.

In sum, in order to improve students’ performance in ITSs, more reflective question needs to be asked of students. More importantly, they should not have the chance to find the correct answer by making conjecture.
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