ABSTRACT The facial air temperature has a significant impact on the driver’s thermal comfort. Machine Learning models have been proved to be evidently effective in temperature predicting. In this study, three models are employed to predict the drivers’ facial temperature in a certain series of vehicles, which are Support Vector Regression (SVR), Artificial Neural Network (ANN), and Gated Recurrent Unit (GRU) respectively. We conduct an electric vehicle air-conditioning system experiment to collect the datasets of drivers’ head temperature and 6 input features for model training. And we divide the training and testing datasets in two different ways. In these two ways, the testing datasets are the last 20% of datasets in each condition, and the datasets in the last condition respectively. The evaluation of these models’ performance is exerted with Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and the coefficient of determination (R2). The MAE of these three models are SVR: 0.8096, ANN: 0.4984, GRU: 0.7289 in the trained working conditions, and SVR: 1.0946, ANN: 0.7878, GRU: 0.7837 in the untrained working conditions. The results of MAE show that the performance of the ANN is the best among the three models when tested with the trained and untrained test datasets, and the same conclusion can be got from the R2 and RMSE. Moreover, the accuracies of these models are lower when the tested dataset is collected in new working conditions. According to the results above, ANN may be the preferred method for vehicle drivers’ facial air temperature prediction.

INDEX TERMS Artificial intelligence, control nonlinearities, heating, HVAC control, temperature control, temperature measurement, thermal engineering, thermal comfort evaluation.

I. INTRODUCTION

With the development of air-conditioning technology, automatic air conditioning based on thermal comfort is getting more and more attention. The original control method of adjusting and controlling the indoor temperature manually is no longer suitable for future needs. Accurate thermal comfort prediction is essential for controlling an automatic air conditioning system and improving drivers’ thermal comfort [1], [2]. Various methods were developed to model the thermal comfort of car occupants [3]–[10]. The most frequently considered method is the Predicted Mean Vote (PMV) proposed by Fanger and O. P. [5]. K. Matsunaga et al. used the Average Equivalent Temperature (AET) to calculate the PMV and assess the overall average thermal comfort [6]. The calculation of the AET model is mainly based on the surface area of three human body regions: head (0.1), abdomen (0.7), feet (0.2). However, this model failed to illustrate the different local thermal sensitivity of each body part. Y. Taniguchi et al. developed an evaluation method, partial Thermal Sensation Votes (TSV), based on subjective thermal comfort research which only took facial thermal sensation into consideration because of its significant impact on the overall thermal comfort [4]. Hagino and Junichiro improved the partial TSV to whole body TSV by giving different weight values to each part of the human body: forehead (0.42), upper arm on window side (0.38), thigh on window side (0.20), instep on window side (0.28) [11]. It can be concluded from the coefficients of partial TSV and whole body TSV that the face is most sensitive to thermal conditions and contributes the most to thermal comfort. This means that an accurate head temperature prediction model is very important for improving the comfort of the vehicle driver [12]. Machine Learning (ML)
algorithms are appropriate data-driven method of obtaining head temperature [3], [13]–[20]. Many former researchers have applied these methods to predict the temperature in other fields [21]–[23]. Xiao et al. used the machine learning methods to predict the Sea surface temperature with a high accuracy [24]. Shwetha et al. employed the ANN approach to predict the land surface temperature under cloudy conditions precisely [25]. Czerwinski et al. successfully estimated the temperature of Brushless Direct Current (BLDC) [26]. Therefore, it is possible that the machine learning methods are used to predicted the head temperature based on the data of other dimensions. This application of ML methods is also called “data-driven soft sensors” [26], [27], which can give the head temperature as a non-intrusive method [28], [29]. Due to the non-linearity that the machine learning method has, it is very advantageous to deal with such non-linear system with large time lag as the air conditioning system. The machine learning model establishes a mapping between input data and output data. To sum up, with these methods mentioned above, the head temperature can be sensed and used for air conditioning control. Although ML has been universally used in many fields [30]–[32], these studies didn’t predict the head temperature of vehicle drivers which is of particular importance for thermal comfort control.

The automatic control of air conditioning system is usually based on the indoor temperature sensor which is generally set beneath the dashboard. Therefore, there is no way for it to reflect the thermal comfort of human body precisely. Researchers often empirically add or minus a constant value to the value of the indoor temperature sensor to approach the head temperature. Although this method is simple to operate, it is not very convincing and precise enough. For a car with a small compartment, the accuracy may be acceptable, but for a slightly larger car, the temperature difference between the head temperature and the indoor temperature sensor is more complicated. A model with higher accuracy and being able to map this complex relationship is needed. Plenty of researches suggest that data-driven models and physics-based models can meet the need [11], [13], [16], [33], [34]. Although physics-based models are helpful for understanding its internal mechanism, these models usually need a lot of computing power and could not be used for real-time sensing and controlling [35]. Whereas the data-driven models such as SVR, ANN, and GRU will build a mapping between the required input and the head temperature without knowing the physical processes of the mechanic systems [31], [36].

The objective of this study is not only to choose the best data-driven model and explore how much do the Support vector regression (SVR), Artificial Neural Network (ANN), Gated Recurrent Unit (GRU) models overperform the empirical methods, but also to figure out how do these models perform in trained and untrained working conditions. In this paper an experiment is conducted to collect the data of head temperature and other related dimensions. 12 datasets of heating working conditions under different ambient temperatures and heating power are chosen for the head temperature prediction. We employ the SVR, ANN, and GRU models [25], [37]–[39] and optimize them by carefully selecting their hyperparameters. These models are trained with datasets of all working conditions, whereas the test datasets are split to trained and untrained working conditions. The testing datasets of trained working conditions are collected in the same working conditions with the training datasets. Their best performances under trained and untrained working conditions are also evaluated and compared to choose the most appropriate one.

The rest parts of this paper are organized in the structure as follows. In Section 2, the process of data acquisition and preprocessing is given. Whereas Section 3 describes the structure of SVR, ANN, GRU models and their optimization. Section 4 demonstrates the results of these models and discussions. In the end, Section 5 is the conclusion of the whole paper.

II. METHODS

Figure 1 presents the process flow of optimizing and evaluating the SVR, ANN, GRU models. The details of each method and evaluation indicator are illustrated in the following subsections.

A. SUPPORT VECTOR REGRESSION (SVR)

Support vector machine is a popular machine learning technology whose calculation depends on the kernel function [39]. SVM itself is applied to two classification problems. In this article, an important variation of SVM in regression, namely nonlinear SVR, is used. The basis of the theory is to use the kernel function to transform the data to higher dimensions, and then find the best function (f(X) or hyperplane) so that the deviation of the function from the target does not exceed the value of $\varepsilon$ ($\varepsilon$), and make sure the function as flat as possible. The (1) is used to predict the target value, and the coefficients are obtained by minimizing the (2) Lagrangian equation while satisfying the constraint conditions in (3) [39].

$$f(x) = \sum_{i=1}^{n} (a_i^0 - a_i) k(x_i, x) + b \quad (1)$$

$$L(a) = 0.5 \sum_{i=1}^{n} \sum_{j=1}^{n} (a_i - a_j^0) (a_j - a_j^0) k(x_i, x_j) + \varepsilon \sum_{i=1}^{n} (a_i + a_i^0) - \sum_{i=1}^{n} y_i (a_i - a_i^0) \quad (2)$$

$$\sum_{i=1}^{n} (a_i - a_i^0) = 0$$

$$0 \leq a_i \leq C$$

$$0 \leq a_i^0 \leq C \quad (3)$$

In these equations, $x_i$ is the support vector from the input value, $n$ is the number of support vectors, $k$ is the kernel function, which can be Gaussian, linear or polynomial, and $y_i$ is the target value.

B. ARTIFICIAL NEURAL NETWORK (ANN)

Among all the types of ANN, the Backpropagation Neural Network (BPNN) was chosen to predict the head temperature
because the BPNN can adapt to and express the nonlinear dynamic feature effectively, and achieve efficient learning and accurate prediction with Multilayer Perceptron (MLP). This neural network is the simplest of the neural network algorithms and consists of an input layer, several hidden layers, and an output layer. The network structure is shown in Fig. 2. In the input layer, in this study, there are 6 neurons corresponding to the 6 main input vectors which will be given in detail in the section of Data preprocessing. These 6 vectors have the most significant impact on the head temperature and are mutually independent, so they can be used for prediction. The numbers of hidden layer and hidden layer neurons were carefully selected and optimized in this ANN network. There is only one output layer in this study, and its output value is the
predicted head temperature value. The calculation process of each node in the ANN neural network is shown in the Fig. 3.

**FIGURE 3.** The calculation process of ANN.

The **h**1 refers to the first neuron of the hidden layer, in which **f** is the transfer function. While **l** refers to the output layer, in which **f**' is the transfer function of the output layer. **X** is the input, and **W** and **b** are the connection weight and deviation weight of the hidden layer and output layer. The output calculation process of other neurons in the hidden layer is the same as that of the first neuron. The final output **l** can be got after a series of calculations in the input layer, the hidden layer, and the output layer.

According to the error between the target output and the actual output, the neural network will use a specific update algorithm to update its own weight. When the loss reaches the maximum tolerance range or the number of iterations reaches the maximum, the neural network training will be completed.

**C. RECURRENT NEURAL NETWORK (RNN) AND GATED RECURRENT UNIT (GRU)**

Before introducing the GRU network, we need to have a general picture of the RNN model, because the GRU network is an updated version of the RNN and they share the same basic framework. The structure of traditional RNN is shown in Fig. 4. The update equation of the hidden state **h** is as follows:

\[
\mathbf{h}_t = \tanh(\mathbf{U} \mathbf{x}_t + \mathbf{W} \mathbf{h}_{t-1} + \mathbf{b})
\]  

(4)

Tanh is the transfer function named the hyperbolic tangent function, while **b** is the deviation vector. The **U** is the weight matrix of the cell state and the **W** is that of the input. In the traditional RNN models, **X** is the input vector at time **t**, **h** is the final output of the RNN cell at time **t**.

**FIGURE 4.** The traditional RNN structure.

In the last step, the gate value of the reset gate was multiplied by the new **c**' and the **Z** was multiplied by **c** - 1, and then the results of the two were added together to obtain the final hidden state output **c**. In the GRU model, if the gate value tends to 1, the output will be the new **c**; and if the gate value tends to 0, the output will be the **c** - 1 of the previous time step. The equations are given by the authors in [36] and they are replicated in (5) - (9):

\[
r_t = \sigma(W_{x_1} \mathbf{x}_t + W_{h_1} \mathbf{h}_{t-1} + \mathbf{b}_r)
\]

(5)

\[
z_t = \sigma(W_{x_2} \mathbf{x}_t + W_{h_2} \mathbf{h}_{t-1} + \mathbf{b}_z)
\]

(6)

\[
c'_t = \tanh(W_{x_3} \mathbf{x}_t + W_{h_3} (r_t \odot \mathbf{h}_{t-1}) + \mathbf{b}_c)
\]

(7)

The framework of the GRU model is shown in the Fig. 5.
The air outlet has 9 gears which control the wind speed of the outlet from the outlets near the Feet. The wind speed of the face, whereas in the Feet blowing mode, the hot air goes opposite. In the blowing mode to only Feet blowing and Face blowing respectively according to driving habits because the hot air goes upward naturally and the cold air goes opposite. In the heating mode, we set the ambient temperature was set to 5 °C, 0 °C, −5 ° and −10 °C respectively, whereas, in the cooling mode, it was set to 25 °C, 30 °C, 35 °C, and 40 °C. Additionally, the intensity of solar radiation is also simulated by controlling the Xenon lamp. The simulated solar radiation intensity ranges from 0 W/m² to 400 W/m². Above all, these working conditions were different in such dimensions as the ambient temperature, the wind speed gear, solar illuminance, and the rotating speed of the compressor, etc.

The experimenters arranged 37 sensors in the car, covering almost all data related to head temperature. The experimental data is collected once every 6 s, and there are a total of 6526 sets of data in all these conditions. These dimensions of data can well reflect the heating and cooling performance of the air conditioning system. However, the parameters of data-driven models in the heating and cooling working conditions are different because of the difference in the wind blowing mode, whereas, their developing methods are the same. Therefore, in this article, we only discuss the model in heating conditions.

D. EVALUATION OF THE MODEL PERFORMANCE

Root Mean Square Error (RMSE) (10), the root mean square error is the square root of the ratio of the sum of the squares of the deviation between the predicted value and the true value to the number of predictions m. It is used to measure the deviation between the observed value and the true value. Mean Absolute Error (MAE) (11) is the average value of absolute error, which can better reflect the actual situation of the predicted value error. Coefficient of determination ($R^2$) (12), which reflects the proportion of all the variation of the dependent variable that can be explained by the independent variable through the regression relationship. The equations of the above three determination coefficients are shown below. They are the key criteria for model evaluation. The performances of models are all evaluated with these three indicators in this study.

\[
RMSE(X, h) = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (\hat{y}_i - y_i)^2} \quad (10)
\]

\[
MAE(X, h) = \frac{1}{m} \sum_{i=1}^{m} |\hat{y}_i - y_i| \quad (11)
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \quad (12)
\]

In these equations, $\hat{y}_i$ is the predicted value and the $y_i$ is the raw data. $\bar{y}$ is the average value of raw data.

E. PROGRAMMING ENVIRONMENT

The modeling and evaluating process of our research were mainly performed in Python 3.6. The data processing is conducted with the SPSS and such packages of the Python software as NumPy [42], Pandas [43], and Scikit-Learn [44]. Our SVR, ANN, and GRU networks were established with Keras based on the Google TensorFlow [15].

IV. RESULTS AND DISCUSSION

A. DATA PREPROCESSING

Through data analysis methods such as Pearson correlation analysis, data of several extremely correlated dimensions (such as the temperature of several facial air outlets) were represented by one dimension, and the data that is not related to the head temperature (such as the compressor rotating speed, etc.) were eliminated. Finally, these data were simplified to 7 dimensions, including ambient temperature, vehicle speed, wind speed gear, solar illuminance, temperature of outlet near drivers’ feet, inner temperature sensor, and head temperature. As is mentioned in Section III, there are a total of 6526 samples collected in all these conditions and there are 6 input data and 1 output data namely the head temperature in each sample. To sum up, the input matrix size is 6526 * 6, and the output matrix size is 6526 * 1.

In order to apply machine learning methods, the data needs to be processed into supervised learning data and divided into training dataset and testing dataset. However, to interpret the performance of these models more precisely, the test data was chosen in two ways. In the first way, as is shown in Fig. 6 (a), we chose the whole dataset of a certain working
eters. The first thing to consider when determining model performance essentially the process of finding the optimal hyperparameters. The development of ANN models is directly related to their hyperparameters. The development of ANN models is the process of finding the optimal hyperparameters. The first thing to consider when determining model performance essentially the process of finding the optimal hyperparameters.

2) DEVELOPMENT OF ANN

All the training and testing data were then normalized into \( [0, 1] \) using (13).

\[
x_{\text{norm}} = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \quad (13)
\]

In this equation, \( x_{\text{norm}} \), \( x_i \), \( x_{\text{min}} \) and \( x_{\text{max}} \) are the normalized, observed, minimum and maximum values of data.

B. MODEL DEVELOPMENT

1) DEVELOPMENT OF SVR

The training effect of the SVR model mainly depends on three parameters, the insensitive loss coefficient \( \epsilon \), the width coefficient \( \gamma \), and the penalty coefficient \( C \). If \( \epsilon \) is too large, the number of support vectors will be small, which may lead to the model being too simple and the learning accuracy is insufficient; if \( \epsilon \) is too small, the regression accuracy will be higher, but the model may be too complicated. The width coefficient \( \gamma \) reflects the degree of correlation between the support vectors. The larger the \( \gamma \), the fewer the support vectors, the looser the connection between the vectors, the simpler the model, and the unsatisfactory training effect. The smaller the \( \gamma \), the more support vectors, and the more closely the relationship, the more complex the model, and the generalization performance may not be ideal. The higher the penalty coefficient \( C \) is, the easier it is to overfit. The smaller \( C \) is, the easier it is to underfit. In this paper, the gradient optimization algorithm of GridsearchCV [45] is used to optimize the SVR model [46]. It can automatically calculate the optimal combination of parameters within a given range and give the optimal results. Finally, the optimal parameters of the model are \( C = 0.285 \), \( \gamma = 0.42 \), epsilon = 0.001.

2) DEVELOPMENT OF ANN

The performance of the ANN models is directly related to their hyperparameters. The development of ANN models is essentially the process of finding the optimal hyperparameters. The first thing to consider when determining model hyperparameters is the transfer function. The three most used transfer functions in neural network models are Sigmoid, Tanh, and Relu. The output of Sigmoid is not zero-mean-value, therefore, the input of the neurons in the subsequent layer is non-zero-mean signals, which will slow down the gradient training. This transfer function is generally used in two classification problems. The output of the Tanh function is 0-mean, so Tanh is better than Sigmoid in practical applications. Relu will make the output of some neurons to be 0, which reduces the complexity of the network and the interdependence of parameters, alleviating the occurrence of over-fitting problems, but it will cause neuron necrosis.

In several ANN models with different structures, the transfer function Relu, Tanh, and Sigmoid were employed and compared respectively. The models were trained ten times on each condition and the prediction results of the model were averaged. Under the same model structure, different transfer functions were evaluated through many comparative experiments. Experimental results show that the best model effect can be achieved when the transfer function is selected as Relu. Therefore, the activation function of Relu was finally used in the model.

Additionally, optimization algorithms and loss functions can also affect the training effect of the model to a large extent. Stochastic Gradient Descent (SGD) was initially considered, but the SGD with a fixed learning rate will cause severe oscillations in the cost function. Although it can reach a minimum value, it takes longer than other algorithms and may be trapped at the saddle point. Consequently, the SGD is not the preferred optimization algorithms in this study. In order to converge faster, an algorithm that has an adaptive learning rate is needed. The latest two adaptive learning rate algorithms are Adaptive momentum estimation (Adam) and Root Mean Square prop (RMSprop). Adam adds bias-correction and momentum to RMSprop. Therefore, theoretically speaking, as the gradient becomes sparser, Adam has a better effect than RMSprop. Overall, Adam is the best choice.

The commonly used loss functions for training neural networks are mainly Mean Absolute Error (MAE) and Mean Square Error (MSE). After cross-applying optimization functions Adam and RMSprop and loss function MAE and MSE to the model, it is found through a lot of comparative experiments that the model combining Adam and MSE performs better, followed by Adam and MAE, RMSprop and MSE, and the combination of RMSprop and MAE performed worst.

Except for improving the training effect, we should also simplify the network structure as much as possible to reduce the cost of online computing power. Therefore, it is necessary to choose between a better training result and a smaller number of neurons. With respect to the structure of the hidden layer of the neural network, we mainly consider the single-layer and double-layer cases. In order to compare their performance, we tested the single hidden layer and double hidden layer neuron models, and selected their structures as the single hidden layer structure of neurons from 5 to 20 and...
double hidden layer structure of neurons from 1-1 to 15-15. The result (as shown in the Fig. 7 (a) and Fig. 7 (b), in which the upper and lower dotted lines represent the best and worst performance of the models respectively) suggests that as the number of neurons increases, the accuracy of the double hidden layer model shows an upward trend. And it has a better prediction effect than a single hidden layer model whose MAE is 0.2 °C higher than the double hidden layer model on average. In addition, the gap between upper and lower dotted lines in Fig. 7 (b) is relatively narrower, which represents a more stable performance of the double hidden layer model. And the best performance was reached when the network structure is 14-14.

![FIGURE 7. The performance of Single-layer ANN (a) and Double-layer ANN (b).](image)

The training process of this model is equivalent to the offline training process. Therefore, when the time cost is acceptable, the increase in computing caused by the larger number of iterations can be ignored. Consequently, 200 epochs are selected in this project. This number of iterations ensures that all models converge.

3) DEVELOPMENT OF GRU

As for the hyperparameter optimization in GRU, the trial-and-error method was employed. Through a lot of experiments, we concluded that the single-layer GRU network is better than the multi-layer GRU in predicting the head temperature. Like the ANN model, the GRU model also needs to choose an optimizer, loss function, number of neurons, etc. When the number of neurons in the GRU network is 2, the two loss functions MSE and MAE and the two optimizers Adam and RMSprop are cross-experimented. The experiment was run 10 times in each case and the evaluation parameters were averaged to eliminate errors. Experimental results shown in Table 1 is tested by the trained working condition, which proves that in the GRU neural network, the best combination is still Adam and MSE.

![FIGURE 8. Performance of GRU with different network structure.](image)

| Optimizer | MSE | MAE | MSE | MAE |
|-----------|-----|-----|-----|-----|
| Adam      | 0.7464 | 0.7738 | 0.8660 | 0.9006 |
| RMSprop   | 0.9603 | 0.9559 | 0.9497 | 0.9483 |

Training was performed when the number of neurons in a single layer of the GRU neural network were 1, 2, 4, 8, and 16 respectively. The training results are shown in Fig. 8, in which the upper and lower dotted lines represent the best and worst performance of the models respectively. It is found that when there are two neural nodes in the GRU models, it performs the best. And a GRU model with more than two neural nodes perform worse with the rise of neural nodes number.

For ANN and GRU models, another issue that needs to be considered is overfitting. When the loss of test data is much higher than the training loss, chances are that the model has been overfitted. The reason for overfitting is the high model complexity. There are many strategies to avoid overfitting by reducing the complexity of the model. For example, L1 or L2 regularization uses the Lagrangian method to optimize the penalty function formed by the L1 and L2 norms of the weight matrix together with the cost function that needs to be optimized, to control the number of non-zero elements in the model. Additionally adding a dropout of a certain size to randomly deactivate the nodes in the model at a certain ratio is also a useful way to reduce the complexity of the model. In this paper, the overfitting is controlled by adding a dropout value of 0.1.

C. PERFORMANCE COMPARISON AMONG OPTIMIZED SVR, ANN, GRU MODELS, AND THE INDOOR TEMPERATURE SENSOR

After the hyperparameters of several models have been determined, the models were compared in their best performance. According to the experimental results, the best performance of several models can be sorted from good to
TABLE 2. The Best performance of SVR, ANN, GRU in the trained and new condition and the performance of empirical model.

|                  | RMSE     | R2       | MAE     |
|------------------|----------|----------|---------|
| **Trained**      |          |          |         |
| SVR              | 0.9389   | 0.9591   | 0.8096  |
| ANN              | 0.6388   | 0.9811   | 0.4984  |
| GRU              | 0.9074   | 0.9709   | 0.7289  |
| **New**          |          |          |         |
| SVR              | 1.3335   | 0.9176   | 1.0946  |
| ANN              | 0.9519   | 0.9073   | 0.7878  |
| GRU              | 0.9832   | 0.9011   | 0.7837  |
| **Empirical model** | 3.2992 | 0.9064   | 2.9774  |

TABLE 3. The hyper-parameters of optimized SVR, ANN, GRU.

|         | Neuron numbers | Transfer function | Optimization algorithms | Loss function | C    | \( \gamma \) | \( \varepsilon \) |
|---------|----------------|-------------------|-------------------------|---------------|------|-------------|-----------------|
| SVR     | --             | --                | --                      | --            | 0.285| 0.42        | 0.001           |
| ANN     | 5-5            | Tanh              | Adam                    | MSE           | --   | --          | --              |
| GRU     | 2              | Tanh              | Adam                    | MSE           | --   | --          | --              |

Comparing the MAE curves of the ANN model and the GRU model, it was found that the hidden layer structure of the ANN model between 5-5 and 15-15 has basically stabilized at the best performance. The performance evaluation parameters of the ANN model with a structure of 14-14 in these two working conditions are respectively: RMSE: 0.9519, R2: 0.9073, and MAE: 0.7878 in the new working condition; RMSE: 0.6388, R2: 0.9811, and MAE: 0.4984 in the trained working condition. When the number of neurons in the GRU model is 2, its model performance is basically the best. On this condition, the model performance parameters are RMSE: 0.9074, R2: 0.9709, and MAE: 0.7289 on the trained condition and RMSE: 0.9832, R2: 0.9011, and MAE: 0.7837 on the new condition.

The evaluation parameters of the SVR model are RMSE = 0.9389, R2 = 0.9591, MAE = 0.8096 on the trained working condition; RMSE = 1.3335, R2 = 0.9176, MAE = 1.0946 on the new working condition.

Comparing the best performance of the three models, it is found that the best performance of the ANN model is better than the GRU model and the SVR model in this subject. After comprehensively considering the parameter requirements and performance requirements of the project, it was decided to adopt the ANN model as the final model. Considering the minimum parameter amount for the best performance, the structure of the ANN model in this study is selected as a 5-5 double hidden layer structure. As a variant of LSTM [47], GRU’s advantages are mainly reflected in memorizing and analyzing the characteristics of long-term data. Since the predicted output of the current time step in this subject is estimated based on input data of other dimensions at the previous and current time steps, the advantages of the GRU model over ANN in long-term prediction are not reflected. Therefore, this result is understandable.

In order to discuss the effectiveness of these models, we also need to compare their performance differences with the previous empirical methods. Before we introduced the facial air temperature prediction algorithms into the control of automatic air conditioning system, the control of it was based only on the indoor temperature sensors which are usually placed far from drivers’ head. Therefore, the difference between the indoor temperature sensor data and the head temperature data is also evaluated using the performance evaluation coefficient. The result is RMSE: 3.2992, R2: 0.9064, MAE: 2.9774, which is much worse than the predicted data. The performance comparison between SVR, ANN, GRU in the trained and new condition and the empirical model is shown in Table 2.

D. IMPACTS OF WORKING CONDITION

As we can see in Table 2, the performance of these three models in the new working condition is relatively poor...
compared with the trained working condition. However, in the process of product design of a real vehicle prediction model, all the data of common working conditions will be collected for model training. In that case, the ANN models will be able to master most of the working conditions.

**E. PREDICTION DATA OF THE FACIAL AIR TEMPERATURE**

Fig. 10 shows the raw data of head temperature and the predicted temperatures of the three data-driven models for the 2 testing datasets in around 1300 time-step. The results demonstrate ANN model can precisely predict the head temperature and reflect the trend of head temperature changing over time.

**V. CONCLUSION**

To develop a head temperature prediction model with high accuracy and low compute power cost and apply it in the control strategy of vehicle drivers’ thermal comfort, we selected and optimized the traditional machine learning algorithm SVR, the traditional ANN model, and the variant of RNN network, GRU. The performances of the models were compared and evaluated. The best performance of the ANN model is RMSE: 0.6388, R2: 0.9811, MAE: 0.4984, and the best performance of GRU is RMSE: 0.9074, R2: 0.9709, and MAE: 0.7289 on the trained condition. The performance of SVR is RMSE: 0.9389, R2: 0.9591, MAE: 0.8096. Based on the comparison of these models’ performance and the limitation of parameters’ number, the ANN model with a 5-5 structure was selected for head temperature prediction in this study. For it performs close to the best ANN network structure (14-14) and has a significantly smaller number of parameters than the best structure as shown in the Fig. 7(a). The hyper-parameters of the proposed models are shown in the Table 3. The next step of our study is to complete the predictive control strategy of the driver’s head temperature in the passenger compartment of the car and collect more data on other working conditions for further model training. The following conclusions are summarized from this study:

1. High-precision temperature prediction can be achieved by inputting data in a limited number of dimensions in the passenger compartment.
2. The prediction performance of ANN is better than that of GRU model and SVR model when tested with the trained working condition.
3. These three models perform better when tested with the trained working condition than the new working condition.

In this study, a variety of machine learning methods were employed to predict the head temperature, which provides a computing-power saving online predicting method for air conditioning system control based on thermal comfort. With a slight modification, this model can also be used to predict values other than head temperature such as the abdomen temperature, which provides the possibility to comprehensively predict and control other indicators that affect drivers’ thermal comfort. In our future work, we will conduct an end-end test to examine our models and combine them with the control strategies in a real electric vehicle. Additionally, we will collect the datasets of more working scenarios for further training.
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