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Abstract - Educational Data Mining (EDM) is a novel concept associated with developing methods for exploring the specific types of data produced by educational settings and using those approaches to effectively understand students and the environments in which they learn. Prediction attempts to shape trends that will allow it to predict results or learning outcomes based on available data. Predicting student success has become an appealing challenge for researchers. They develop an understandable and efficient model using supervised and unsupervised EDM techniques. This assists decision-makers in improving student performance. The task of deciding the best model leads to the emergence of various techniques from both EDM techniques. The numerous research models used to solve the problem of student success prediction using educational data mining are discussed in this paper. The primary purpose of this paper is to explain the methodology for implementing the proposed solution for student performance prediction, as well as to present the findings of a study aimed at evaluating the performance of various data mining classification algorithms on the given dataset in order to assess their potential usefulness for achieving the goal and objectives.
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1. Introduction

Data mining techniques are efficient research methods for finding hidden trends in massive, unintelligible datasets [2]. These methods are successfully used in a variety of fields, including accounting, pharmacy, human diseases, communications, healthcare, and education [3]. Educational data mining (EDM) is one of the research areas that uses data mining techniques on educational datasets to obtain useful information that can be interpreted and understood for decision making [4]. There are a number of variables that influence the decision to forecast and track student success in educational institutions. Educational institutions’ decision-makers use these variables to create or build strategies to enhance and track students’ academic performance [5].

The growing focus on data mining in the educational sector has resulted in the creation of a novel emerging research area known as Educational Data Mining (EDM). It is concerned with the study of educational data produced by educational environments [3]. Classification, Regression, Time Series Analysis, Clustering, Connection Rule Mining, and Neural Networks are some of the data mining methods widely used in EDM.

The aim of this paper is to evaluate educational data derived from students’ transcripts and forecast their success so that they can take appropriate measures at the appropriate times to meet their expectations. Early prediction of student success in the correct manner would enhance both student retention and the assessment methods used by the students. This approach would also support educators and education officials by providing them with more knowledge about their students’ learning abilities as well as how to better assist students who are falling behind in a given set.

Furthermore, evaluating students’ learning and making assumptions about potential aspects of their success is important for an educational system in order to provide customized learning opportunities tailored to each student’s particular needs or even to guide them to pursue technical education. Thus, it is critical to closely track students’ performance in order to recognize potential retardation and to interfere proactively in their academic enhancement through the assignment of extra learning content, small group training, and so on.

1.1. Factors that Influence Academic Performance of Students

Education's primary aim has always been to boost student academic performance. Many studies have been performed over the years by researchers and educators to assess the factors that affect (positively or negatively) student achievement in their academic track. It was claimed that measuring student academic performance would
be difficult because student performance would be influenced by socioeconomic, psychological, and environmental factors.

Examinations hold a special role as a way of measuring a student’s academic performance. In reality, students’ exam performance is heavily influenced by three factors: demographics, academic climate, and socioeconomic factors.

- **Demographic Factors**
  Demographic variables are personal characteristics such as age, gender, body mass index (BMI), food habits, and disabilities, as well as the form of family system, living area, and sibling structure.

- **Academic Environment factors**
  Academic environmental variables are those that have a direct effect on a student’s academic success at the higher education level and include continuous evaluation assessments, the type of education, the type of institute, the location of the institute, the medium of instruction, private tutoring, the marks earned at the final level, the type of community chosen at the higher education level, and extra-curricular activities.

- **Socio-Economic factors**
  The socioeconomic status of a family is determined by family income, parental education level, parental occupation, and social status in the community. Families with a high socioeconomic status are also more active in preparing their young children for school since they usually have access to a wide variety of opportunities to encourage and facilitate the growth of young children. They are able to offer high-quality child care, books, and toys to their young children in order to enable them to engage in different learning experiences at home. They will have easy access to knowledge about their children’s wellbeing, as well as their children’s social, emotional, and cognitive development.

This study aims to explore previous studies on designing models to predict student performance in an educational environment. The review work was approached in a systematic manner by the authors of this paper. This strategy is intended to support the study’s goals, which are:

- To define current prediction methods and tools used to predict student performance.
- To investigate and classify the type of variable used for the predictive process.
- To classify and investigate the researchers who used these learning models to assess student performance.

As a result, the ability to predict students’ output with high precision at several stages of the huge quantity of dataset school period is regarded as important not only for educators and educational institutes, but also for students. More broadly, “knowledge exploration” will help educators better conduct their classes, recognize learning disabilities, and develop their teaching methods, while students can be given a preliminary assessment of their development and probably improve their performance.

The following is how the paper is structured: Section 2 addresses several similar works and explains why a new approach is needed. Section 3 describes our methodology steps and how the process will contribute to the creation of our novel prediction model. Section 4 investigates our experimental environments, findings, and discussions, accompanied by Section 5’s conclusions and future work.

2. Related work

Predicting student academic performance is becoming an important factor in enhancing the standard of academic instruction, assisting students as they study, and providing tutors with more choices while preparing their students. Many works on this topic have been published in recent years. Here discovered several literature reviews that analyzed student academic performance modelling from various perspectives.

**Ghorbani, R., & Ghousi, R. (2020) [5]** Attempts to compare various resampling strategies, such as Borderline SMOTE, Random Over Sampler, SMOTE, SMOTE-ENN, SVM-SMOTE, and SMOTE-Tomek, to manage the imbalanced data issue when predicting students’ success using two different datasets. Furthermore, the distinction between multiclass and binary classification, as well as feature structure, was investigated. Random Forest, K-Nearest-Neighbor, Artificial Neural Network, XG-boost, Support Vector Machine (Radial Basis Function), Decision Tree, Logistic Regression, and Nave Bayes are among the machine learning classifiers used in this analysis. As model validation techniques, the Random hold-out and Shuffle 5-fold cross-validation methods are used. The findings obtained using various evaluation criteria suggest that models would perform better with fewer classes and nominal features.

**Almasri, A., et al. (2020) [6]** proposed a coherent structure for developing a new supervised cluster-based (CB) classifier model. The unified structure implements a clustering technique to arrange student historical records into a series of homogeneous clusters. Then, for each cluster, a classifier model is constructed, and the final unified classifiers, along with the centroids for each cluster, are used as the CB classifier model. According to the experimental findings, the CB model achieves a high accuracy performance of 96.25 percent. Furthermore,
employ feature selection techniques to pick appropriate features from a space of features. The model achieves a high accuracy output using relevant features, achieving 96.96 percent, with relevant features accounting for 57.4 percent of total features on average.

Popescu, E., & Leon, F. (2018) [7] proposed the method consists of using an advanced regression algorithm known as "Large Margin Nearest Neighbor Regression" (LMNNR) for grade prediction based on students' behavior on wiki, forum, and microblogging tools. The findings are excellent, outperforming widely used regression algorithms. The key goal is to forecast students' success based on their social media footprints. Data is gathered from a Web Applications Design course in which students use wiki, forum, and microblogging resources for communication and collaboration in a project-based learning scenario. The research involves a total of 343 students from six consecutive course installments. For grade prediction, an advanced regression algorithm is used in addition to the novel settings and performance indicators. Excellent correlation coefficients are obtained, and 85% of predictions are within one point of the actual grade, outperforming traditional regression algorithms.

Chen, W., et al. (2018) [8] focus on Short courses with a single result assigned by the teacher at the end. Due to a lack of performance data and relatively limited enrollments, learner activity recorded as they engage with course content and with one another in Social Learning Networks (SLN) is critical for prediction. Based on the processing of behaviors collected on the modes of (human) learning in a course, our approach describes several (machine) learning features that are then used in acceptable classifiers. Through estimation on data captured from three two-week courses hosted through our delivery platforms, make three key observations: (i) behavioral data contains signals predictive of learning outcomes in short-courses (with classifiers achieving AUCs ≥ 0.8 after the two weeks), (ii) early detection is possible within the first week (AUCs ≥ 0.7 with the first week of data), and (iii) the content features have an “earliest” detection capability, while the SLN features become the more predictive set over time as the network matures.

Lau, E. T., et al. (2019) [9] proposed an approach that combines traditional statistical analysis with neural network modeling/prediction of student results. Traditional statistical evaluations are used to determine the variables that are likely to influence the students’ results. The neural network is represented by 11 input variables, two hidden neuron layers, and one output layer. As the backpropagation training rule, the Levenberg–Marquardt algorithm is used. The error performance, regression, error histogram, uncertainty matrix, and region under the receiver operating characteristics curve are used to test the neural network model's performance. Overall, the neural network model has achieved a good prediction accuracy of 84.8%, along with limitations.

Lee, C. S., et al. (2018) [10] proposed an approach that combines traditional statistical analysis with neural network modeling/prediction of student results. Traditional statistical evaluations are used to determine the variables that are likely to influence the students’ results. The neural network is represented by 11 input variables, two hidden neuron layers, and one output layer. As the backpropagation training rule, the Levenberg–Marquardt algorithm is used. The error performance, regression, error histogram, uncertainty matrix, and region under the receiver operating characteristics curve are used to test the neural network model's performance. Overall, the neural network model has achieved a good prediction accuracy of 84.8%, along with limitations.

Xu, J., et al. (2017) [11] develops a novel machine learning approach for predicting student performance in degree programs that can address these main challenges has been developed. The suggested approach has two main characteristics. For making predictions based on students' changing performance states, a bilayered structure comprised of multiple base predictors and a cascade of ensemble predictors is first created. Second, a data-driven method focused on latent factor models and probabilistic matrix factorization is proposed to discover course relevance, which is critical for developing effective base predictors. The proposed study discusses the following challenges through detailed simulations on an undergraduate student dataset obtained over three years at UCLA: (1) Students vary considerably in terms of history and course selection; (2) Courses are not equally insightful for making accurate predictions; and (3) Students' changing progress must be factored into the forecast.

Several studies have been examined that explored, illustrated, and investigated the use of DM techniques in education. Several study studies that used EDM to analyze students' performance in higher education data have been analyzed. To summarize, several research are currently being performed to predict students' academic
performance in conventional classrooms or virtual education platforms. These studies yielded very interesting and logical results. Researchers have been involved in the study of prediction in academic competition.

3. PROBLEM DEFINITION

Predicting students' performance remains exceedingly difficult due to the large amount of data and the lack of an existing method to measure and study students' progress and performance. Their research also suggests that by using suitable data mining techniques (such as Decision Tree, Neural Networks, Nave Bayesian, K-Nearest Neighbor, and SVM), students' achievement and performance can be improved more effectively. The primary research issue is whether interactivity influences student output and how students implicitly interact with learning materials in various learning environments. Academic performance of students is a major factor in any educational institution; therefore, strategic programs in continuing inspiring or guiding the students for a better performance that may lead to a better future should be planned. Information derived from data in higher education institutions is not always accurate because the counting procedure does not always take other variables and attributes into account that could influence the extracted knowledge. Various educational data mining (EDM) techniques, such as classification, regression, and density estimation, have been used in the prediction of student results, such as forecasting student behaviors and correlating student interactivity.

Accurately predicting students' future performance dependent on their ongoing academic records is critical for carrying out required pedagogical measures to ensure students graduate on time and satisfactorily. As a result, innovative plans focused on information technology support must view student performance as part of the institutional culture. It is also important that the models used to assess student performance be applicable to other higher education institutions. Machine learning methods have proved to be useful for this function in recent years. The primary goal of this research is to create an integrated framework that enables machine learning to be used to predict student performance. Several machine learning methods, including decision trees, neural networks, support vector machines, and random forest, were used to assess the accuracy of student output predictions in the proposed work. The research results provide valuable insight into how to build a more effective and sensitive method to assist students in achieving their educational goals.

4. Proposed methodology

Predicting student performance is a critical challenge that is being investigated using EDM. This task anticipates the importance of an unspecified variable that defines the students in terms of outcome (Pass/Fail), grades, points, and so on. Predicting student attrition, errors, and progress are the key topics covered in this study's literature review. Every stakeholder in this domain desires an early warning system to forecast learning at an early stage. This early warning system lowered not only the cost of learning but also the amount of time and space required.

On regression or classification problems, different learning algorithms produce different results. Since the learning results from different algorithms vary, it is possible to boost the final prediction output for each algorithm, resulting in better results with the combined learning algorithms as compared to the results obtained with a single algorithm [22]. Ensemble learning is intended to improve predictive accuracy by combining predictions from multiple algorithms. Ensemble learning has been widely used in machine learning to boost efficiency by grouping individual algorithms on a variety of classification and regression tasks. Several ensemble strategies have been suggested, including voting, averaging, bagging, boosting, and piling. Stacking is a high-performance heterogeneous ensemble process. In recent years, it has been commonly used in data mining competitions. It can be thought of as a super multi-layer vision. Each layer contains one or more models, and the next layer of the model learns from the effects of the previous layer. Many models are used in machine learning to solve a binary classification problem, such as the regression algorithm, decision tree algorithm, kernel-based algorithm, Bayesian process algorithm, clustering algorithm, and so on. To boost robustness and generalization in a single model, stacking can be easily combined with different classifiers or regression models.

One of the most challenging problems is to improve the consistency of educational processes in order to improve student performance. Instructors should update their teaching methods to meet the needs of low-performing students and offer additional assistance to deserving students. The prediction results may assist students in developing a good understanding of how well or poorly they will perform in a course and then taking appropriate steps. Rising student retention is a long-term goal for all educational institutions worldwide. Increased retention has many positive results, including enhanced college credibility, ranking, and career opportunities for alumni, among others.
Predicting students’ performance in postgraduate studies is crucial for any educational institution. It is particularly important for those who want to give students opportunities to do something useful in their field of study, as well as those who want to effectively manage the required teaching tools for excellent learning experiences. Furthermore, understanding students’ performance in and course ahead of time is a must in order to assist at-risk students by minimizing the difficulties they face in their learning journeys and assisting them in excelling in the learning process.

**Phase 1: Pre-processing and Balancing**

Data pre-processing is an important step in Machine Learning because the quality of data and the valuable knowledge that can be extracted from it directly affects our model’s ability to learn; thus, it is critical that pre-process our data before feeding it into our model. Its aim is to transform raw data into a format that mining algorithms can use. During this process, the following tasks are completed.

- Data Integration.
- Data Cleaning.
- Discretization.

After data pre-processing, the data balancing approach is used to solve the class imbalance problem. The class imbalanced problem occurs when the number of instances in one class is significantly less than the number of instances in another class or classes. The proposed work assumes that the Cross-Validation approach is used to estimate the test error associated with a model in order to evaluate its accuracy.
Phase 2: - Feature Selection using RFE

Many attributes in the student output dataset may be inappropriate for classification purposes. The aim of feature selection is to choose an acceptable subset of features that can effectively represent the input data, thus reducing the dimensionality of the feature space and eliminating irrelevant data. The filter method searches for the fewest number of important features while ignoring the rest. It ranks the features using variable ranking techniques, with the highest ranked features being selected and added to the learning algorithm. The proposed work is an introduction. RFE, or Recursive Feature Elimination, is a common feature selection algorithm. RFE is common because it is simple to set up and use, and it is efficient at defining the features (columns) in a training dataset that are more or more important in predicting the target variable.

Phase 3: - Ensemble Learning Paradigm using Ensemble SVM (ESVM)

Ensemble approaches are strategies for creating several models and then integrating them to achieve better performance. Ensemble models usually yield more reliable results than a single model. This was the case in a number of machine learning competitions where the winning solutions employed ensemble methods. In the final step, implement the ensemble support vector machine (ESVM) classification technique, which was built by combining multiple diversity structures of SVM classifiers and thus has high generalization efficiency and classification precision. The proposed SVM ensemble learning model is made up of two different SVM classifier structures and five different kernel functions. The diversity of the ensemble members, in particular, is based primarily on different kernel function options and the structure of the SVM classifiers.

Every educational institute nowadays requires an effective student academic performance prediction model. However, resolving data quality problems in student success prediction models is often the most difficult task. This study proposed a model for predicting student performance dependent on the supervised learning technique ensemble SVM.

5. Performance evaluation

Evaluating classifier efficiency is an important part of comparing and selecting the best one. There are several methods for measuring and evaluating the output of machine learning algorithms. This paper employs a variety of assessment methods, including prediction Accuracy, Sensitivity, Precision, and F1-score; additionally, a statistical evaluation technique is employed for more reliable and efficient analyzing and comparing. Analyzing and evaluating the output of the classifiers is an essential technique. While assessment methods are easy to use, the results obtained can be misleading. Seeking the right model or system based on their strengths is therefore a crucial challenge. Evaluating classifier efficiency is an important part of comparing and selecting the best one. There are several methods for measuring and evaluating the output of machine learning algorithms. There are five commonly used different measures for evaluating classification consistency. Details are as follows:

- **CCI (Correctly Classified Instances):** represents the number of correctly identified instances divided by the total number of instances. Precision is a term that is commonly used.
- **ICI (Incorrectly Classified Instances):** represents the number of instances that were wrongly labelled divided by the total number of instances.
- **Precision:** of algorithm represents the percentage of accurate classified instances from all truly classified instances.
- **Recall:** reflects the division number of correctly classified instances by the total number of all instances.
- **F-Measure:** measured from recall and precision values.

6. Conclusion

The primary aim of research is to significantly predict student performance in order to enhance academic outcomes. This can be done by the use of various educational data mining techniques to provide high-quality education. One way to achieve the highest degree of quality in the higher education sector is by accurate estimation of students’ learning in educational institutions. There are numerous prediction models available using different mining techniques. Existing policies have largely been unable to respond to the increasing demands for higher and master training as mandated by the education framework. The current models are reviewed in this paper, and a novel model is proposed to effectively predict student success. This research work aims to specify the challenges and opportunities of quality education in higher education institutions, as well as provide a model for improving education quality.
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