A Combined Machine Learning and Residual Analysis Approach for Improved Retrieval of Shallow Bathymetry from Hyperspectral Imagery and Sparse Ground Truth Data
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Abstract: Mapping shallow bathymetry by means of optical remote sensing has been a challenging task of growing interest in recent years. Particularly, many studies exploit earlier empirical models together with the latest multispectral satellite imagery (e.g., Sentinel 2, Landsat 8). However, in these studies, the accuracy of resulting bathymetry is (a) limited for deeper waters (>15 m) and/or (b) is being influenced by seafloor type albedo. This study explores further the capabilities of hyperspectral satellite imagery (Hyperion), which provides several spectral bands in the visible spectrum, along with existing reference bathymetry. Bathymetry predictors are created by applying the semi-empirical approach of band ratios on hyperspectral imagery. Then, these predictors are fed to machine learning regression algorithms for predicting bathymetry. Algorithm performance is being further compared to bathymetry predictions from multiple linear regression analysis. Following the initial predictions, the residual bathymetry values are interpolated by applying the Ordinary Kriging method. Then, the predicted bathymetry from all three algorithms along with their associated residual grids is used as predictors at a second processing stage. Validation results show that by using a second stage of processing, the root-mean-square error values of predicted bathymetry is being improved by ≈1 m even for deeper water (up to 25 m). It is suggested that this approach is suitable for (a) contributing wide-scale, high-resolution shallow bathymetry toward the goals of the Seabed 2030 program and (b) as a coarse resolution alternative to effort-consuming single-beam sonar or costly airborne bathymetric laser surveying.
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1. Introduction

Studying the bathymetry of shallow seafloor at coastal areas with optically transparent waters is a developing sector in remote sensing that in recent years has received more and more attention. The remote sensing of coastal seafloor assists in improving our knowledge about sensitive benthic ecosystems such as coral reefs, macro-algae habitats, and soft substrates, which play a significant environmental and economical role for coastal communities [1–4] and serves as a baseline for coastal processes and coastal risk analysis studies [1,5]. The main techniques applied in optically derived bathymetry include airborne and space-borne multispectral imagery often coupled with sonar-based/airborne laser bathymetry and at a lesser extent with in situ spectral measurements. Earlier studies of [6] and [7] provided the basis for empirical modeling of bathymetry using multispectral data. Furthermore, optical models have been suggested by [8] and [9] for deriving bathymetry and inherent optical properties (IOPs) of shallow water from model inversion applied on hyperspectral imagery. In more recent studies, there has been an increasing use of multispectral imagery (mainly Sentinel2...
and Landsat sensors) along with established approaches for bathymetry retrieval. [10] combined multispectral satellite imagery with optical modeling for estimating bathymetry at a wider depth range up to 30 m of water depth with their results showing a root-mean-square error (RMSE) between 1 and 2 m. [11] proposed a method for deriving bathymetry first by clustering multispectral satellite imagery and then by applying empirical models [6, 7] and a support vector machine (SVM) algorithm to each cluster separately. This approach minimized significantly the influence of bottom variability in deriving bathymetry resulting in mean absolute errors between 0.2 and 0.5 m. However, these bathymetry errors correspond to seafloor shallower than 5 m of water depth. Their RMSE reached up to 2 m for depths deeper than 5 m. [12] applied a semi-empirical bio-optical model on Sentinel-2 imagery which outputs wide depth zones instead of continuous bathymetry. Furthermore, [13] introduced a novel method that is based on the Google Earth Engine cloud computing platform for deriving bathymetry using Sentinel-2 imagery. They implemented four empirical models [7, 14–16], and they obtained bathymetry predictions with RMSE values between 1 and 3 m for various nearshore locations in Greece. Furthermore, they calculated the spatial distribution of bathymetry residuals for analyzing their potential relationship with reference depth and/or seafloor type. They suggest that the spatial modeling of residuals should be implemented in future studies for improving the results of satellite-derived bathymetry. The aforementioned studies have shown potential in bathymetric mapping of wide areas of shallow seafloor up to an average depth of 15 m. Beyond this depth, there is a significant decrease in bathymetric accuracy. This limitation is mainly due to the restricted spectral resolution of multispectral sensors [17], which usually provide 3–4 spectral bands in the visible spectrum.

Optically derived bathymetry relies on wavelengths (spectra) of the visible spectrum that are less absorbed by water. These wavelengths range from 400 nm (violet) to 650 nm (red). According to Beer’s law, longer wavelengths are being absorbed faster as they travel through the water column, while shorter wavelengths penetrate at greater depths. The water penetration of different wavelengths is further affected by seawater contents such as chlorophyll and suspended matter concentrations that absorb specific wavelengths [8]. In contrast to multispectral imagery, there are other sensors that record at finer spectral resolution (5–20 nm) in the visible spectrum providing hyperspectral imagery with numerous bands. Such imagery is provided by the Hyperion sensor (EO1 mission: 2002–2016) with a spatial resolution of 30 m offering more than 20 spectral bands in the visible spectrum.

In order to obtain better results from multispectral imagery, some recent studies tested also machine learning techniques for deriving bathymetry. [18] applied an artificial neural network (ANN) approach on Landsat imagery with promising results even for predicting depths greater than 20 m. Furthermore, [19] tested two ANN algorithms on IKONOS and Landsat imagery that outperformed the optical modeling and the regression trees techniques. By using several hundreds of training data points, they obtained bathymetry predictions with RMSE values of less than 1.5 meter for a depth range between 0 and 18 m. [20] applied a SVM algorithm on Landsat imagery using more than a thousand training points; however, the RMSE values they yielded were more than 2 m for a depth range between 0 and 22 m. [21] developed a new approach for deriving bathymetry from IKONOS-2 multispectral imagery. They modified an SVM model to perform training only on a localized level (e.g., neighborhood scale) and by using the full size of training dataset (≈720 training points per km²), they obtained bathymetry with RMSE values less than one meter for up to a depth of 16 m. Their approach proved relatively robust when they reduced the amount of training data by 90%, and they obtained an RMSE value of 1.3 m. In addition, [21] emphasized the effect of residuals autocorrelation that is produced by global training approaches when a regression model is being applied. They suggest that a locally trained algorithm tackles better the various sources of error in the bathymetric prediction process.

Until now, the applicability of hyperspectral imagery for deriving bathymetry has been mainly tested with numerical optical models and with in situ spectral libraries [8,9, 22, 23] showing variable results that are valid only for very shallow water depths. Optical models require computational power and expert knowledge for model tuning, and in situ spectral libraries require time-consuming
field surveys. In this study, we combine the strengths of empirical models with the applicability of machine learning and geostatistical analyses for improving bathymetry predictions from hyperspectral imagery in a more efficient way. Machine learning algorithms are quite successful in identifying the complex relationship between high-dimensional datasets, and they have been implemented within most geographic information systems (GIS) software. The aim of this study is to assess the performance of machine learning algorithms in conjunction with hyperspectral imagery for deriving shallow bathymetry over a wide range of depths and seafloor types by exploiting a restricted amount of ground truth bathymetry data. The rationale of the study is that hyperspectral data provide a greater number of input variables that describe optical depth variability more effectively. In addition, considering the conclusions from [13], we incorporate the bathymetry residuals in the suggested workflow for maximizing the accuracy of satellite-derived bathymetry (SDB).

2. Materials and Methods

The areas shown in Figure 1 were selected for this study according to the availability of hyperspectral imagery and reference bathymetry along with suitability due to water transparency. Caribbean sea waters are classified as Jerlov type IA [24] suggesting maximum light transmission (i.e., very low absorption) and thus increased water clarity. This is mainly due to the highly oligotrophic character of Caribbean waters, which results in a low concentration of chlorophyll in the water column [25]. In this way, the task of deriving bathymetry from optical data is better constrained, primarily to the effects of water depth and seafloor type albedo. Sparse points extracted from airborne laser bathymetry [26] acquired in 2006 were used as a reference for guiding the analysis of hyperspectral data. In addition, existing ground truth samples of benthic cover [27] from part of the study area were used for examining the relation of SDB errors with seafloor type.

![Figure 1. Overview of the wider study area displaying subareas PR1 and PR2 corresponding to different Hyperion imagery stripes. Imagery data are overlaid on airborne laser bathymetry.](image-url)
The study area comprises of two sub-areas (PR1 and PR2) representing two different Hyperion datasets (Figure 1, Table 1) that were processed and analyzed separately. In each case, 5 bands (B011-B015) from the blue (430–480 nm) and 8 bands (B018–B025) from the green (500–610 nm) ranges of the visible spectrum were used. The overall steps of the workflow followed in this study are shown in Figure 2. Hyperion L1R level products were corrected for atmospheric effects using the FLAASH© model in ENVI© software. The pixel values of L1R products are radiometrically corrected at-sensor (top of atmosphere or TOA) radiances in digital number (DN) units. The atmospheric model was set to represent atmospheric conditions in the tropics and to take into account the effect of maritime aerosol. Afterwards, the natural logarithm was calculated for each of the 14 bands, and a set of band ratios was built following the approach of [7]. This approach was chosen since it is regarded as less sensitive to bottom-type variations [11]. In order to select the most appropriate band ratios for predicting bathymetry, we calculated the correlation coefficient between band ratios and reference bathymetry. Band ratios showing a correlation coefficient of more than 0.5 were selected as inputs to the process for deriving bathymetry using two machine learning algorithms (kappa nearest neighbor (kNN) and random forest (RF), regression models) and multiple linear regression analysis (MLRA).

Table 1. Hyperion data details.

| Product Name       | Acquisition Date/Time | Band Subset | Sub-Area |
|--------------------|------------------------|-------------|----------|
| EO1H0050472011264110TE_1R | 21-Sep-2011/14:20 UTC | B011-B025   | PR1      |
| EO1H0050472013022110T5_1R  | 22-Jan-2013/14:34 UTC  | B011-B025   | PR2      |

Figure 2. Schematic diagram of the workflow followed in this study.

In this study, two machine learning algorithms were tested against a multiple linear regression analysis (MLRA) approach. The machine learning algorithms do not require any assumptions regarding the distribution of input variables, and they are capable of resolving complex relationships between the independent variables (predictors) and the dependent variable.

The RF is a machine learning algorithm developed by [28], and it is applied for the classification of categorical values or for the regression of continuous variables. The concept of the RF algorithm is based on the use of multiple random subsets of the explanatory variables (predictors) for generating a model (classification/regression trees) describing the variability of the dependent variable. Thus, a set of training data is mandatory in the RF process, and it should capture as much of the data variability in the area. During the model building, the RF will reserve randomly selected parts of the training data for internal cross-validation of the results (out-of-bag sample). At each iteration, one explanatory variable is neglected, and its importance score is calculated by assessing the prediction error. The variable...
importance calculation is considered one of the main advantages of the RF algorithm. The RF has been successfully applied so far in benthic habitat mapping and seafloor characterization studies [29–31].

In a more recent study from [32], they applied the RF algorithm on multi-temporal Landsat8 imagery for estimating bathymetry at various locations around the world (5–25 m of water depth). They used several hundreds of training points per square kilometer at each location, and they obtained results with RMSE values from 1 to 2.5 m in general.

The kNN is another widely applied machine learning algorithm characterized by simplicity in its implementation. The algorithm has a dual functionality allowing for either classification or regression applications. The kNN regression is applied for predicting the values of a continuous variable by using the values of independent variables from k samples in space [33]. The method makes use of a training dataset for producing predictions for unknown independent variables by averaging the values of the k nearest known independent variables based on a distance metric [34]. Similarly to the RF, the kNN also requires a sufficient amount of training data that best describe the overall variability of the variables under examination. The kNN algorithm has been applied in various marine mapping projects [35–37] and recently, [38] utilized Worldview-3 imagery and the kNN regression algorithm for predicting bathymetry over variable seafloor types and up to a depth of 30 m. In their study, the kNN method produced bathymetric predictions with relatively small RMSE values (1–1.5 m) even for deeper waters. However, these results were obtained by using a relatively large training dataset of 1500 reference bathymetry points over a study area of approximately 1 km$^{-2}$.

The MLRA is one of the most widely used techniques in predicting a dependent variable (continuous) by using a set of explanatory variables (Equation (1)). The greater the correlation of determination ($R^2$) between the explanatory and the dependent variable, the better the prediction result. As with the machine learning techniques, part of the data are used for training the algorithm and building a model by using several predictors that have the form of Equation (2) [7]:

$$y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip} + \epsilon$$ (1)

where for $i = n$ observations, $y_i$ = dependent variable, $x_i$ = explanatory variables, $\beta_0$ = y-intercept (constant term), $\beta_p$ = slope coefficients for each explanatory variable, and $\epsilon$ = the model’s error term (also known as the residuals).

$$z = m_1 (\ln B_i / \ln B_j) - m_0$$ (2)

where $z$ = depth, $m_1$ = user-defined scaling factor, $m_0$ = fixed depth offset, $B_i$ = pixel value of $i$ wavelength band, $B_j$ = pixel value of $j$ wavelength band, providing that $i < j$.

MLRA has been amongst the first techniques applied for estimating bathymetry using multispectral imagery [6,14]. The MLRA was further applied in various optical bathymetry studies under different model adaptations [7,11,15,20,39].

The presented method was based on extending the empirical approach from [7] to the spectral range of hyperspectral data between 430 and 610 nm (Equation (3)). According to [40], the calibration between the band-ratio values and the reference bathymetry is a critical step in the SDB models. The model from [7] is based on Equation (2), according to which the ratio of a log-transformed blue band and a log-transformed green band is taken. The dividend should be a band with shorter wavelength than the divisor (e.g., near the blue spectrum). Generally, the divisor is a band chosen from the green or the red range of the spectrum, depending on the average depths of the study area. [40] suggest that blue/green ratios show better results for deriving greater depths, while blue/red ratios are more suited for deriving shallow depths. Consequently, five blue hyperspectral bands were combined with nine green hyperspectral bands. By applying the [7] model to hyperspectral imagery, a larger number of bathymetry predictors is being produced, and thus, a better approximation of actual bathymetry may be achieved. The correlation coefficient ($R^2$) of all ratios with bathymetry was examined. Consequently, a number of 40 band ratios with a correlation coefficient greater than 0.5 with airborne laser bathymetry were used as input to three algorithms: (a) MLRA, (b) kNN regression, and (c) RF. A randomly created
set of 300 bathymetric points was used for training the algorithms in each area. This number was selected for resembling a sparse bathymetric dataset.

By taking Equation (2) for several band ratios, we obtain:

\[ z = \beta_0 + \beta_1 (\ln B_{i1}/\ln B_{j1}) + \beta_2 (\ln B_{k2}/\ln B_{l2}) + \ldots + \beta_p (\ln B_{mp}/\ln B_{np}) + \epsilon \]  

(3)

where for 1:n band ratios, \( z \) = depth, \( \beta_0 \) = y-intercept (constant term), \( \beta_1..p \) = slope coefficients for each explanatory variable, \( B_{i,k,m} \) = blue bands, \( B_{j,l,n} \) = green bands, and \( \epsilon \) = the model’s error term.

An additional processing stage was considered for improving the RMSE between the predicted and reference bathymetry. The main idea is that output bathymetry grids from the previous stage may be potentially combined for providing a final grid with better bathymetric predictions. In order to strengthen this concept, we considered including the residual errors in a way similar to that applied in geostatistical analysis studies [29,41]. Once the residuals of each algorithm output were calculated (at each training point), then we applied the Ordinary Kriging algorithm (SAGA GIS spatial and Geostatistics tools) [42] for producing an interpolated surface describing the spatial distribution of bathymetric residuals. The amount and even distribution of training points in the areas (see Results section) assure that the interpolated residual grid provides a quite representative result regarding the actual distribution of bathymetric errors. In total, six predictive layers (three output bathymetry grids from stage 1 along with their interpolated residual grids) were utilized at the second stage of predictive mapping using only the machine learning algorithms (kNN and RF). These were chosen as more suitable techniques in retrieving bathymetry from unconventional predictors that show a non-linear relationship with reference bathymetry.

3. Results

3.1. First Stage

All algorithms were trained using several fractions of the corresponding airborne laser bathymetry data in each sub-area. The learning curves are presented in Figure A1 (Appendix A). An upper limit of 25% training data points was used, since it was observed that the RF and the kNN algorithms were not performing optimally for larger training sizes. According to the learning curves in Figure A1 (Appendix A), it may be inferred that in general, an increase of the training data does not minimize the prediction error significantly. Furthermore, it is observed that in some instances (Figure A1a,f), the training error is larger than the validation error, indicating some form of bias resulting in under-fitting of the training data. The concept of this study is based on the exploitation of sparse bathymetric data for mapping remote coastal areas; thus, only the SDB using the minimum training size (i.e., 0.5% or \( \approx 300 \) data points) is presented below. The resulting SDB for area PR1 is shown in Figure 3. Regarding area PR1, the RF performed better than the kNN and MLRA algorithms in terms of correlation with reference bathymetry and the RMSE of the residuals (Figure 3(ai,aii), Table 2). It has to be noted that for an overall assessment of predicted bathymetry, the residuals were calculated on a per-pixel basis (prediction grid minus the reference bathymetry grid) and not only extracted from the training samples. The RMSE for area PR1 using the RF is 1.9 m, and depth residuals are not related to a particular depth range (Figure 4). It has to be noted that the MLRA utilized a small fraction (see Discussion) out of the total number of band ratios provided compared to the kNN and RF algorithms. Regarding area PR2, all algorithms predicted bathymetry relatively well in terms of correlation with reference bathymetry (i.e., \( R^2 > 0.85 \)); however, the RMSE for all algorithm outputs was greater than 2 m (Table 2). Nevertheless, the MLRA model showed the best performance regarding PR2 with an RMSE value of 2.2 m (Figure 3(cxi,cxii), Table 2).
Figure 3. Satellite-derived bathymetry from stage 1 using (a) the random forest (RF), (b) the kappa nearest neighbor (kNN), and (c) the multiple linear regression analysis (MLRA) algorithms. PR1: Bathymetric profile comparison and scatterplot between airborne laser bathymetry and SDB using: RF (i,ii); kNN (v,vi) and MLRA (ix,x). PR2: Bathymetric profile comparison and scatterplot between airborne laser bathymetry and SDB using: RF (iii,iv); kNN (vii,viii) and MLRA (xi,xii).
Table 2. Bathymetry prediction accuracy (RMSE and correlation coefficient $R^2$ with reference bathymetry) for stage 1.

| STAGE 1   | Predictors: Band Ratios | RF  | kNN | MLRA |
|-----------|--------------------------|-----|-----|------|
| Area      | Depth Range              | RMSE | $R^2$ | RMSE | $R^2$ | RMSE | $R^2$ |
| PR1       | 0–25 m                   | 1.9 m | 0.85 | 2.1 m | 0.79 | 2.4 m | 0.91 |
| PR2       | 0–25 m                   | 2.3 m | 0.88 | 2.4 m | 0.87 | 2.2 m | 0.89 |

3.2. Second Stage

At the second stage, once the residuals from each algorithm output were calculated at each training point (Figure 4), the Ordinary Kriging method was used for modeling their spatial distribution. The residuals were fitted with a function that showed the highest variogram determination score. In general, it was observed that at the first stage, each algorithm performed in a slightly different way judging by the error distribution (Figure 4), and there was not any particular relation of residuals with depth or any seafloor cover (Figures 4 and 5). The RF and kNN algorithms provided more accurate bathymetric predictions (Figure 6, Table 3) than in the first stage, reducing the RMSE values approximately by one meter. In the second stage, the RF performed slightly better than the kNN in terms of RMSE values, and both algorithms achieved a high correlation coefficient with reference bathymetry (Figure 6ai–aiv, Table 3).
Figure 5. Box-plots of seafloor-type classes and bathymetry residuals from each resulting satellite-derived bathymetry (SDB) using (a) RF, (b) kNN, and (c) MLRA. Seafloor types available only for PR2 [27].

Figure 6. Satellite-derived bathymetry from stage 2 using (a) the RF algorithm and (b) the kNN algorithm. PR1: Bathymetric profile comparison and scatterplot between airborne laser bathymetry and stage 2 SDB using RF (i,ii) and kNN (v,vi). PR2: Bathymetric profile comparison and scatterplot between airborne laser bathymetry and stage 2 SDB using RF (iii,iv) and kNN (vii,viii).
Table 3. Bathymetry prediction accuracy (RMSE and correlation coefficient $R^2$ with reference bathymetry) for stage 2.

| Area | Depth Range | STAGE 2 Predictors: SDB from Stage 1 and Residuals | RF | kNN |
|------|-------------|--------------------------------------------------|-----|-----|
| PR1  | 0–25 m      | RMSE: 1.1 m $R^2$: 0.95                         | RMSE: 1.2 m $R^2$: 0.94 |
| PR2  | 0–25 m      | RMSE: 1.1 m $R^2$: 0.89                         | RMSE: 1.8 m $R^2$: 0.92 |

4. Discussion

4.1. Algorithm Performance

MLRA was set to perform a step-wise selection of predictor grids with a p-value of 5%. Regarding the PR1 area, three predictors were selected out of 40 input variables, whereas in the PR2 area, the MLRA selected seven predictors out of 40 input variables. The MLRA predictor selection suggests that it is not the entire number of hyperspectral bands that is crucial for deriving bathymetry, but it is rather a portion of effective bands within the range of 430–610 nm. One possible explanation for this discrepancy between PR1 and PR2 might be the fact that PR1 has a median depth of 12 m, while PR2 has a median depth of 18 m. The relatively shallower depths over PR1 area possibly require a smaller number of blue/green band ratios for bathymetric prediction. In contrast, deeper waters of PR2 require a larger number of blue/green band combinations for accurate bathymetry retrieval. Considering the output importance scores from the RF algorithm, there was not observed any particular pattern on the most important band ratios for any of the sub-areas.

Both areas show an overall RMSE close to 10% of predicted depth. The slightly increased RMSE values for PR2 may also be attributed to error contributions due to the greater median depth of the area.

Geostatistical modeling of residuals assisted in further minimizing the RMSE values for both areas using the kNN and RF regression algorithms. Modeling the spatial trend of residuals has been proposed in [13] as a complementary task in future studies regarding satellite-derived bathymetry. In order to better understand the error distribution, we examined the residuals against data from existing seafloor classes about PR2 [27]. Boxplots in Figure 5 show that all classes (algae, sand, and seagrass) include residuals with approximately zero mean, suggesting that there is no clear relation between extreme residual values and a particular seafloor type. Nevertheless, sandy seafloor appears to hold less spread residuals, meaning that bathymetry predictions over sand are more accurate than those over algae or seagrass. The relatively homogeneous distribution of residuals and their independence from seafloor type (Figures 4 and 5) suggests that these may be attributed to sensor noise and/or widespread contributions from water column or sun-glint effects. It is hypothesized that the imagery from PR2 is probably mildly influenced by sun-glint, which was not possible to remove in the preprocessing steps.

The training set of random points used in this study consists of ≈4 training points per km$^2$ in each area, and each point has a minimum distance of 90 m with (i.e., three times the cell size) to avoid autocorrelation effects. This study yielded accuracy results comparable to that of similar studies, although a significantly lower amount of training points was used. This is attributed to the effectiveness of hyperspectral data that contribute further in describing most of the data variability. It is hypothesized that by increasing the input data (i.e., the number of bands in the visible spectrum), less training data are required. If this study was to use the same amount of training points as earlier studies do, then we should have used at least hundreds of times more data points per square kilometer. In reality though, this is a rather unrealistic scenario and thus not practical when remote or uncharted areas need to be mapped. Our approach is assumed to be more compatible with the multi-purpose use of unmanned underwater vehicles (UUVs) and autonomous underwater/surface vehicles (AUVs, ASVs), taking advantage of their remote capabilities for collecting ad hoc sparse bathymetric data without the need.
for dedicated bathymetric surveys. This is a more effective way for fusing ground-truth depths with satellite imagery and producing more accurate wide-scale shallow bathymetry.

4.2. Comparison with Other SDB Methods Using Hyperspectral Imagery

This study shows that band ratios from hyperspectral imagery produce bathymetric maps with vertical errors falling within 10% of water depth or less. This apparently seems to be a general rule in earlier studies using hyperspectral imagery for deriving bathymetry [22,23]. Furthermore, [9] applied several radiative transfer models on airborne hyperspectral imagery for deriving bathymetry and seafloor types. Some of the models (i.e., BRUCE) performed significantly well in producing bathymetry for depths between 0 and 15 m with RMSE values of less than one meter. However, the majority of the bathymetry retrievals for depths greater than 10 m contained RMSE values between 1 and 4 m. [43] introduced a novel empirical model based on the concept of [7], but instead of using the ratio of two bands, they suggest using the ratio of similarity and correlation coefficients with reference onshore spectra. These coefficients are supposed to account better for the influence of water depth and bottom type on the reflectance values of imagery. Their study shows promising results with RMSE values varying between 1 and 2 m. [44] utilized hyperspectral imagery from the Compact Airborne Spectrographic Imager (CASI) sensor for deriving bathymetry and benthic habitats up to 10 m of water depth by applying a set of reference spectral classes produced using the Hydrolight optical model. Their approach outputs narrow depth zones rather than continuous bathymetric data, and their results show a declining accuracy with increasing depth.

In this study, hyperspectral imagery contributes several predictor variables (i.e., band ratios), each one fitting a portion of particular depths for the given seafloor cover. By combining the descriptive ability of as many predictors as possible in a machine learning regression workflow, a more complete bathymetric prediction can be achieved even for areas with complex seafloor types and water depths by utilizing a restricted amount of ground truth bathymetry data.

Compared to earlier approaches, another important output of this study is that the residuals are spread uniformly toward all depths. This shows that hyperspectral imagery and the band ratios have a good potential in producing shallow seafloor bathymetry with more homogeneous errors even for depths greater than 10 m. In addition, the presented approach utilizes primarily openly available datasets and software; thus, it is more applicable to a wider number of users. The only task that required the use of a commercial software was the atmospheric correction. However, there are some alternative techniques for performing crude atmospheric correction [45] without the need of commercial software, and thus, the overall approach is considered as largely open-source.

5. Conclusions

This study has demonstrated that the use of hyperspectral imagery is vital for producing accurate bathymetry by utilizing a sparse set of reference data. Hyperspectral imagery contributes more information about shallow water optical properties, and thus, it is a more suitable input to machine learning regression algorithms for deriving bathymetry. In addition, the usefulness of band ratios is extended by using a larger amount of blue/green band combinations and thus producing bathymetry descriptors that are less sensitive to seafloor type albedo over wider depth ranges. By including bathymetry residuals from initial predictions to an additional processing stage, a much higher accuracy is being achieved. This approach is quite robust in that it produces relatively low RMSE values by using a very limited amount of training data. It is suggested that the approach described in this paper is easily implemented; thus, it has good potential in contributing new high-resolution (30 × 30 m) bathymetry to international bathymetry mapping projects, such as the Seabed 2030 project.
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Appendix A

Figure A1. Learning curves of the algorithms used for predicting SDB in this study. Sub-area PR1: (a) Random forest, (b) kappa nearest neighbors, (c) multiple linear regression analysis. Sub-area PR2: (d) Random forest, (e) kappa nearest neighbors, (f) multiple linear regression analysis.
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