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Ultra-high-energy photons with energies exceeding $10^{17}$ eV offer a wealth of connections to different aspects of cosmic-ray astrophysics as well as to gamma-ray and neutrino astronomy. The recent observations of photons with energies in the $10^{15}$ eV range further motivate searches for even higher-energy photons. In this paper, we present a search for photons with energies exceeding $2 \times 10^{17}$ eV using about 5.5 yr of hybrid data from the low-energy extensions of the Pierre Auger Observatory. The upper limits on the integral photon flux derived here are the most stringent ones to date in the energy region between $10^{17}$ and $10^{18}$ eV.

**Unified Astronomy Thesaurus concepts:** Particle astrophysics (96); Ultra-high-energy cosmic radiation (1733); Cosmic ray showers (327); Non-thermal radiation sources (1119); Multivariate analysis (1913)

1. Introduction

The recent observations of photons with energies of a few $10^{14}$ eV from decaying neutral pions, both from a direction coincident with a giant molecular cloud (HAWC J1825-134, Albert et al. 2021) and from the Galactic plane (Amenomori et al. 2021), provide evidence for an acceleration of cosmic rays to energies of several $10^{15}$ eV, and above, in the Galaxy. A dozen sources emitting photons with energies up to $10^{15}$ eV have even been reported (Cao et al. 2021a), and in at least one of them (LHAASO J2108+515, also in directional coincidence with a giant molecular cloud), these photons might have a hadronic origin (Cao et al. 2021b). Observations of these photons are key in probing the mechanisms of particle acceleration, completing the multi-messenger approach aimed at understanding the nonthermal processes producing cosmic rays. The detection of even higher-energy photons would be of considerable interest in discovering extreme accelerators in the Galaxy, and would highlight the presence of super-heavy dark matter (SHDM) produced in the early universe and decaying today (see, e.g., Benson et al. 1999; Berezhinsky & Mikhailov 1999; Medina-Tanco & Watson 1999; Aloisio et al. 2006; Siffert et al. 2007; Kalashev & Kuznetsov 2016; Alcantara et al. 2019).

Above $10^{17}$ eV, the absorption length for photons almost matches the scale of the Galaxy, and reaches that of the Local Group as the energy increases (Risse & Homola 2007). The observation of point-like sources of photons would be compelling evidence for the presence of ultra-high-energy (UHE) accelerators within such a local horizon. Diffuse fluxes of photons are also expected from farther away from the interactions of ultra-high-energy cosmic rays (UHECRs) with the background photon fields permeating the extragalactic space (see, e.g., Gelmini et al. 2008; Kampert et al. 2011; Bobrikova et al. 2021) or with the interstellar matter in the Galactic disk (Bérat et al. 2022). Although the estimation of these cosmicogenic photon fluxes suffers from several uncertainties of astrophysical origin, such as, in particular, the exact composition of UHECRs, they can be determined to range, at most, around $10^{-2}$ km$^{-2}$ sr$^{-1}$ yr$^{-1}$ above $10^{17}$ eV and around $10^{-3.5}$ km$^{-2}$ sr$^{-1}$ yr$^{-1}$ above $10^{18}$ eV. These cosmicogenic fluxes are more than two orders of magnitude below the sensitivity of current instruments, thereby constituting a negligible background for detecting photons from point sources, extended structures, or exotic phenomena.

Previous searches for a diffuse flux of photons using data from KASCADE-Grande (Apel et al. 2017) and EAS-MSU (Fomin et al. 2017) have led to upper limits on photon fluxes of the order of $10^{-2}$ km$^{-2}$ sr$^{-1}$ yr$^{-1}$ for energy thresholds between $10^{17}$ and $3 \times 10^{17}$ eV, while at higher energies, at a threshold of $10^{18}$ eV, upper limits of the order of $10^{-2}$ km$^{-2}$ sr$^{-1}$ yr$^{-1}$ were determined using data from the Pierre Auger Observatory (Savina & Pierre Auger Collaboration 2021). The aim of the study reported in this paper is to search for primary photons with energies above $2 \times 10^{17}$ eV using data from the low-energy extensions of the Pierre Auger Observatory, which are briefly presented in Section 2. The data
set used in this study is described in Section 3 together with the simulations needed to establish the selection criteria aimed at distinguishing photon-induced air showers from those initiated by hadronic cosmic rays. In Section 4, the specificities of the photon-induced showers are used to define discriminating observables, which are then combined to search for photon candidate events in the data. The results are given in Section 5, and from the absence of a photon signal, upper limits on the integral photon flux are derived that improve the previous ones mentioned before. Finally, the astrophysical significance of these limits is discussed in Section 6.

2. The Pierre Auger Observatory

The Pierre Auger Observatory (Aab et al. 2015a), located near Malargüe, Argentina, offers an unprecedented exposure for UHE photons. A key feature of the Pierre Auger Observatory is the hybrid concept, combining a surface detector array (SD) with a fluorescence detector (FD). The SD consists of 1600 water-Cherenkov detectors arranged on a triangular grid with a spacing of 1500 m, covering a total area of 3000 km². The SD is overlooked by 24 fluorescence telescopes, located at four sites at the border of the array. The SD samples the lateral shower profile at ground level, i.e., the distribution of particles as a function of the distance from the shower axis, with a duty cycle of ≈100%, while the FD records the longitudinal shower development in the atmosphere above the SD. The FD can only be operated in clear, moonless nights, reducing the duty cycle to ≈15%. Through combining measurements from both detector systems in hybrid events, a superior accuracy of the air-shower reconstruction can be achieved than with just one system. In the western part of the SD array, 50 additional SD stations have been placed between the existing SD stations, forming a sub-array with a spacing of 750 m and covering a total area of about 27.5 km². With this sub-array, air showers of lower primary energy (below $10^{18}$ eV) with a smaller footprint can be measured. To also allow for hybrid measurements in this energy range, where air showers develop above the field of view of the standard FD telescopes, three additional High-Elevation Auger Telescopes (HEAT) have been installed at the FD site Coihueco, overlooking the 750 m SD array. The HEAT telescopes operate in the range of elevation angles from 30°–60°, complementing the Coihueco telescopes operating in the 0°–30° range. The combination of the data from both HEAT and Coihueco (“HeCo” data) enable fluorescence measurements of air showers over a large range of elevation angles. A schematic depiction of the detector layout, including the 750 m array and HEAT, can be found in Figure 1.

3. Data Samples and Simulations

The analysis is based on hybrid data collected by the Coihueco and HEAT telescopes and the 750 m SD array between 2010 June 1 and 2015 December 31. Subsequent data will be used in a follow-up paper. In the present paper, we use the same analysis techniques as in Aab et al. (2017a) to provide a first search for photons in the energy range between $2 \times 10^{17}$ and $10^{18}$ eV using data from the Pierre Auger Observatory. The follow-up paper will not only make use of a larger data set, but will also profit from an analysis that is tailor-made for the low-energy enhancements of the Observatory.
inside the geometrical field of view of the fluorescence telescopes and gaps in the recorded tracks, which can appear, for example, for air showers crossing several telescopes, amount to less than 30% of the total observed track length. Finally, it is required that the uncertainty on the reconstructed photon energy $E_{\gamma}$, defined as the calorimetric energy taken from the integration of the profile plus a missing-energy correction of 1% appropriate for primary photons (Aab et al. 2017a), is less than 20%.

Since the precise knowledge of the atmospheric conditions is crucial for the hybrid reconstruction, events recorded during periods without information on the aerosol content of the atmosphere are not taken into account. To exclude events where the recorded profile may be distorted due to clouds over the Observatory, only events from known cloud-free periods are accepted. Events where no information on the cloud coverage is available from either the Lidar system installed at the FD site Coihueco (BenZvi et al. 2007) or infrared data from the GOES-12 satellite (Abreu et al. 2013) are excluded.

Finally, the last selection criterion removes events where fewer than four of the six SD stations in the first 750 m hexagon around the station with the largest signal are active. Such cases can occur, e.g., in the border region of the array or when individual SD stations are temporarily offline and not taking data. In this case, the discriminating observables $S_b$ and $N_{\text{stations}}$ (see Section 4) can be underestimated, mimicking air showers initiated by photons.

The numbers of events after each level of the event selection and the associated selection efficiencies are given in Table 1, excluding the burnt sample as mentioned before. The largest reduction occurs already at the geometry level. Here, the main contribution comes from the restriction of the acceptance to the area of the 750 m SD array, followed by the requirement that the contribution comes from the restriction of the acceptance to the reduction occurs already at the geometry level. Here, the main

| Table 1 |
| --- |
| **Numbers of Events from the Data Sample (Excluding the Burnt Sample)** |
| Passing the Different Event Selection Levels and the Associated Selection Efficiencies Relative to the Preceding Level |
| --- |
| Total number of HeCo events: | 557,944 | ... |
| After geometry level: | 20,545 | 3.7% |
| After profile level: | 12,129 | 59.0% |
| After atmosphere level: | 4373 | 36.1% |
| After $S_b$ level: | 3873 | 88.6% |
| $E_{\gamma} > 2 \times 10^{17}$ eV: | 2204 | 56.9% |

Note. See the text for explanations.

The search for primary photons presented in this work exploits the well-known differences in air-shower development for photon-induced and hadron-induced air showers: on the one hand, air showers initiated by photons develop deeper in the atmosphere than those initiated by hadrons, and on the other hand, they exhibit a smaller number of muons at ground level (Risse & Homola 2007). The first difference can be quantified through $X_{\text{max}}$, which can be directly measured with the FD. To complement the FD observable $X_{\text{max}}$, we use another quantity determined from the data of the 750 m SD array, called $S_b$, which is defined as follows (Ros et al. 2011):

$$S_b = \sum_i S_i \times \left( \frac{R_i}{1000 \text{ m}} \right)^b,$$

where $S_i$ denotes the measured signal in the $i$th SD station at a perpendicular distance $R_i$ to the shower axis. The parameter $S_b$ has been chosen here as $b = 4$ to optimize the photon-hadron separation in accordance with Aab et al. (2017a). By construction, $S_b$ is sensitive to the lateral distribution, which in turn depends on the depth of the air-shower development in the atmosphere and the number of muons. Hence, $S_b$ can be used to distinguish photon- and hadron-induced air showers. In addition to $X_{\text{max}}$ and $S_b$, the number of triggered SD stations $N_{\text{stations}}$ is also used in the analysis, as it has been shown in Aab et al. (2017a) that it can significantly improve the overall performance of the analysis. The distributions of $X_{\text{max}}$, $S_b$, and
The data sample in black. Only events with \( E_\gamma > 2 \times 10^{17} \text{ eV} \) are shown. The simulated samples are subdivided into a training sample used to train the MVA and a test sample used to determine the separation power of the individual observables. Note that for illustrative purposes and to facilitate the comparison of the data to the ones obtained from the simulated samples, the latter were weighted with an \( E_\gamma^{-3} \) spectrum instead of the \( E_\gamma^{-2} \) one used in the MVA (see Section 4).

\( N_{\text{stations}} \) are shown in Figure 2 for the simulated samples as well as the data sample.

To combine the three discriminating observables, a multivariate analysis (MVA) is performed using the boosted decision tree (BDT) method as implemented by the TMVA package (Hoecker et al. 2007). To take into account energy and zenith angle dependencies, the photon energy \( E_\gamma \), and the zenith angle \( \theta \) are also included in the MVA. The MVA is trained using two thirds of the simulated samples described before, while the remaining third is used to test the trained MVA for consistency and calculate the performance of the MVA with regard to photon/hadron separation. In Figure 2, the training and test subsamples are denoted by the markers and the shaded regions, respectively, for both the photon and the proton samples. In the training and testing stages of the MVA, events are weighted according to a power-law spectrum \( E^{-\Gamma} \) with a spectral index \( \Gamma = 2 \), as in previous photon searches (see, e.g., Aab et al. 2017a).

The distribution of the output from the BDT \( \beta \), which is used as the final discriminator for separating photon-induced air showers from the hadronic background, is shown in Figure 3 for both the simulated and the data samples (see also Section 5). The photon and proton distributions are clearly separated. The background rejection at a signal efficiency of 50%, i.e., the fraction of proton-induced events that have a \( \beta \) larger than the median of the photon (test sample) distribution—which is used as the photon candidate cut, marked with the dashed line in Figure 3—is \( 99.87 \pm 0.03 \)% where the uncertainty has been determined through a bootstrapping method. When only events with \( E_\gamma \geq 2 \times 10^{17} \text{ eV} \) are taken into account, the background rejection at 50% signal efficiency becomes \( 99.91 \pm 0.03 \)%; hence, we expect a background contamination of \( 0.09 \pm 0.03 \)%.

For the size of the data sample given in Table 1 (2204 events), this would translate, under the assumption of a pure-proton background, to \( 1.98 \pm 0.66 \) background events that are wrongly identified as photon candidate events. All of these numbers have been determined from the test samples (see above). Were the analysis to be based on \( X_{\text{max}} \) only, the background rejection at 50% signal efficiency would be 92.5%. The expected background contamination can therefore be reduced significantly by including the SD-related observables \( S_b \) and \( N_{\text{stations}} \).

Figure 2. Normalized distributions of the three discriminating observables \( X_{\text{max}}, S_b \), and \( N_{\text{stations}} \). The photon sample is shown in blue, the proton sample in red, and the data sample in black. Only events with \( E_\gamma > 2 \times 10^{17} \text{ eV} \) are shown. The simulated samples are subdivided into a training sample used to train the MVA and a test sample used to determine the separation power of the individual observables. Note that for illustrative purposes and to facilitate the comparison of the data distributions to the ones obtained from the simulated samples, the latter were weighted with an \( E_\gamma^{-3} \) spectrum instead of the \( E_\gamma^{-2} \) one used in the MVA (see Section 4).

Figure 3. Normalized distributions of the final discriminator \( \beta \). The photon sample is shown in blue, the proton sample in red, and the data sample in black. Only events with \( E_\gamma > 2 \times 10^{17} \text{ eV} \) are shown. The simulated samples are subdivided into a training sample used to train the MVA and a test sample used to determine the separation power of the full analysis. The dashed line denotes the median of the photon test sample, which is used as the photon candidate cut. The inlay shows a zoom on the data distribution around the photon candidate cut.

5. Results

Finally, we apply the analysis to the data sample to search for the presence of photon candidate events. The distributions of the three discriminating observables \( X_{\text{max}}, S_b \), and \( N_{\text{stations}} \) for the data sample are shown in Figure 2 together with the corresponding distributions for the simulated samples. In the following paragraphs, we briefly discuss these distributions.

The \( X_{\text{max}} \) distribution for the data sample is shifted toward smaller \( X_{\text{max}} \) values compared to the proton distribution. This is in line with current Auger results on the composition of UHECRs: for example, in Yushkov & Pierre Auger Collaboration (2019), the \( \langle X_{\text{max}} \rangle \) values that were measured above \( 10^{17.2} \text{ eV} \) are consistently below the expectation for primary protons, indicating a heavier composition. As the average \( X_{\text{max}} \) is decreasing with increasing primary mass, a shift of the \( X_{\text{max}} \) distribution for the data sample toward smaller values is expected. Similarly, a composition effect can be seen in the \( S_b \) and \( N_{\text{stations}} \) distributions. As the lateral shower profile gets wider with increasing primary mass and the number of muons
at ground level increases, more triggered SD stations are expected, on average, compared to primary protons (and consequently, primary photons), leading to higher values of \(N_{\text{stations}}\), as well as a higher signal in these stations, which together with the higher multiplicity leads to larger \(S_h\) values. Also the choice of the hadronic interaction model—here EPOS LHC—has an impact on the distributions obtained for the simulated samples, in particular the proton distributions. Furthermore, Aab et al. (2015b, 2016a) indicate a possible underestimation of the number of muons in simulations, which can also influence the distributions.

In the next step, the MVA is applied to the 2204 events from the data sample. The distribution of \(\beta\) obtained for the data sample is shown in Figure 3 and compared to the distributions for the simulated samples. As expected from the distributions of the individual observables, on average smaller, i.e., less photon-like, values of \(\beta\) for the data sample than for the proton sample are found.

Finally, we use the distribution of \(\beta\) for the data sample to identify photon candidate events. As in Aab et al. (2017a), we use a photon candidate cut fixed to the median of the photon (test sample) distribution in the energy range \(E_\gamma > 2 \times 10^{17}\) eV, which is shown in Figure 3 as a dashed line. Zero events from the data sample have a value above the candidate cut value; hence, no photon candidate events are identified. When looking at the events closest to the candidate cut, it can be noticed that their \(S_h\) values are located toward the photon-like tail of the distribution for primary protons at the respective energies, typically at 1.5–2 standard deviations from the corresponding mean values for protons. Their \(X_{\text{max}}\) values, however, are usually within 1 standard deviation from the corresponding average for protons. Regarding \(N_{\text{stations}}\), a similar behavior as for \(S_h\) is found. In the combination of the individual observables in the MVA, the resulting value of \(\beta\) is below the photon candidate cut.

We calculate the final results of this study in terms of upper limits on the integral flux of photons \(\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0)\), where C.L. denotes the confidence level at which we determine the upper limits. \(\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0)\) is calculated according to

\[
\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0) = \frac{N_{\gamma,C.L.}^{C.L.}}{\epsilon_{\text{cand}} \times (1 - f_{\text{burnt}}) \times E_\gamma},
\]

where \(N_{\gamma,C.L.}^{C.L.}\) is the upper limit on the number of photon candidate events at the given confidence level calculated using the Feldman–Cousins approach (Feldman & Cousins 1998) with no background subtraction, \(\epsilon_{\text{cand}}\) is the efficiency of the photon candidate cut, \(f_{\text{burnt}}\) is the fraction of the data used as a burnt sample, and \(E_\gamma\) is the integrated efficiency-weighted exposure for photons (see also Table 2). \(E_\gamma\) is calculated from simulations as

\[
E_\gamma(E_\gamma > E_0) = \int_{E_0}^{\infty} \frac{E^{-\Gamma}}{c_E} \epsilon_\gamma(E_\gamma, t, \theta, \varphi, x, y) dS dt d\Omega dE_\gamma,
\]

where \(\epsilon_\gamma(E_\gamma, t, \theta, \varphi, x, y)\) is the overall efficiency for photons—excluding the final photon candidate cut—depending on the photon energy \(E_\gamma\), the time \(t\), the zenith angle \(\theta\), the azimuth angle \(\varphi\), and the coordinates \(x\) and \(y\) of the impact point of the air shower on the ground. The integration is performed over the area \(S\), the time \(t\), the solid angle \(\Omega\), and the photon energy \(E_\gamma\). The normalization factor \(c_E\) is calculated through

\[
c_E = \int_{E_0}^{\infty} E^{-\Gamma} dE_\gamma,
\]

The result of the integration following Equation (3) with a spectral index \(\Gamma = 2\) is shown in Figure 4. In the energy range of interest between \(2 \times 10^{17}\) and \(10^{18}\) eV, the weighted exposure varies between 2.4 and 2.7 km² yr sr, with a maximum at \(3.5 \times 10^{17}\) eV. Toward lower energies, the exposure becomes smaller because lower-energy air showers trigger the detector with reduced efficiency. Toward higher energies, the dominant cause for the decrease in exposure is the event selection, because showers where \(X_{\text{max}}\) is reconstructed to be below the field of view of the telescopes are excluded from the analysis (see Section 3).

We place upper limits on the integral photon flux \(\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0)\) at threshold energies of 2, 3, and 5 \(\times 10^{17}\) eV, as well as 10\(^{18}\) eV, at a confidence level of 95\%. At these threshold energies, the upper limits are 0.28, 0.63, 2.20, and 13.8\% for the same threshold energies as above. Regarding \(N_{\text{stations}}\), a similar behavior as for \(S_h\) is found. In the combination of the individual observables in the MVA, the resulting value of \(\beta\) is below the photon candidate cut.

We use the distribution of \(\beta\) for the data sample to identify photon candidate events. As in Aab et al. (2017a), we use a photon candidate cut fixed to the median of the photon (test sample) distribution in the energy range \(E_\gamma > 2 \times 10^{17}\) eV, which is shown in Figure 3 as a dashed line. Zero events from the data sample have a value above the candidate cut value; hence, no photon candidate events are identified. When looking at the events closest to the candidate cut, it can be noticed that their \(S_h\) values are located toward the photon-like tail of the distribution for primary protons at the respective energies, typically at 1.5–2 standard deviations from the corresponding mean values for protons. Their \(X_{\text{max}}\) values, however, are usually within 1 standard deviation from the corresponding average for protons. Regarding \(N_{\text{stations}}\), a similar behavior as for \(S_h\) is found. In the combination of the individual observables in the MVA, the resulting value of \(\beta\) is below the photon candidate cut.

We calculate the final results of this study in terms of upper limits on the integral flux of photons \(\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0)\), where C.L. denotes the confidence level at which we determine the upper limits. \(\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0)\) is calculated according to

\[
\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0) = \frac{N_{\gamma,C.L.}^{C.L.}}{\epsilon_{\text{cand}} \times (1 - f_{\text{burnt}}) \times E_\gamma},
\]

where \(N_{\gamma,C.L.}^{C.L.}\) is the upper limit on the number of photon candidate events at the given confidence level calculated using the Feldman–Cousins approach (Feldman & Cousins 1998) with no background subtraction, \(\epsilon_{\text{cand}}\) is the efficiency of the photon candidate cut, \(f_{\text{burnt}}\) is the fraction of the data used as a burnt sample, and \(E_\gamma\) is the integrated efficiency-weighted exposure for photons (see also Table 2). \(E_\gamma\) is calculated from simulations as

\[
E_\gamma(E_\gamma > E_0) = \int_{E_0}^{\infty} \frac{E^{-\Gamma}}{c_E} \epsilon_\gamma(E_\gamma, t, \theta, \varphi, x, y) dS dt d\Omega dE_\gamma,
\]

where \(\epsilon_\gamma(E_\gamma, t, \theta, \varphi, x, y)\) is the overall efficiency for photons—excluding the final photon candidate cut—depending on the photon energy \(E_\gamma\), the time \(t\), the zenith angle \(\theta\), the azimuth angle \(\varphi\), and the coordinates \(x\) and \(y\) of the impact point of the air shower on the ground. The integration is performed over the area \(S\), the time \(t\), the solid angle \(\Omega\), and the photon energy \(E_\gamma\). The normalization factor \(c_E\) is calculated through

\[
c_E = \int_{E_0}^{\infty} E^{-\Gamma} dE_\gamma,
\]

The result of the integration following Equation (3) with a spectral index \(\Gamma = 2\) is shown in Figure 4. In the energy range of interest between \(2 \times 10^{17}\) and \(10^{18}\) eV, the weighted exposure varies between 2.4 and 2.7 km² yr sr, with a maximum at \(3.5 \times 10^{17}\) eV. Toward lower energies, the exposure becomes smaller because lower-energy air showers trigger the detector with reduced efficiency. Toward higher energies, the dominant cause for the decrease in exposure is the event selection, because showers where \(X_{\text{max}}\) is reconstructed to be below the field of view of the telescopes are excluded from the analysis (see Section 3).

We place upper limits on the integral photon flux \(\Phi_{\gamma,U.L.}^{C.L.}(E_\gamma > E_0)\) at threshold energies of 2, 3, and 5 \(\times 10^{17}\) eV, as well as 10\(^{18}\) eV, at a confidence level of 95\%. At these threshold energies, the upper limits are 0.28, 0.63, 2.20, and 13.8\% for the same threshold energies as above. Regarding \(N_{\text{stations}}\), a similar behavior as for \(S_h\) is found. In the combination of the individual observables in the MVA, the resulting value of \(\beta\) is below the photon candidate cut.
The Astrophysical Journal, 933:125 (11pp), 2022 July 10

Abreu et al.

orders of magnitude above the previous limit from Savina & Pierre Auger Collaboration (2021), which is due mainly to the smaller exposure, which in turn is a consequence of the smaller size of the 750 m SD array compared to the full array. Overall, the Pierre Auger Observatory now provides the most stringent limits on the incoming UHE photon flux over three decades in energy. This set of upper limits allows us to draw some conclusions relevant to the astrophysics of UHECRs and beyond, which we now discuss.

A guaranteed flux of UHE photons of cosmogenic origin is that resulting from interactions of UHECRs with the background photon fields permeating the universe, most notably the cosmic microwave background (Greisen 1966; Zatsepin & Kuzmin 1966). This flux is much reduced relative to that of UHECRs due to, as pointed out in the introduction, the short photon horizon (a few hundred kiloparsecs) compared to the cosmic-ray one (from a few tens of megaparsecs above the GZK threshold to cosmological scales below). Although guaranteed, the precise knowledge of this flux suffers from several uncertainties. The production channel of these photons is the decay of $\pi^0$ mesons. The hadrons that cause the creation of these mesons may be primary proton cosmic rays, or secondary ones mainly produced by the photodisintegration of nuclei interacting inelastically with a cosmic background photon. Since the nucleons produced in a photodisintegration reaction inherit the energy of the fragmented nucleus divided by its atomic number, the photons ultimately produced from primary heavy nuclei are of lower energies than those from lighter ones or from proton primaries. The photon flux, therefore, depends on the nature of the UHECRs, which remains poorly constrained above about $5 \times 10^{19}$ eV. The expectation for a pure-proton scenario is shown as the red band in Figure 5 (Kampert et al. 2011), while that for a mixed composition at the sources is shown as the green band (Bobrikova et al. 2021). The latter, which is an order of magnitude lower than the former and falls off much faster, is in agreement with the various constraints inferred from the data collected at the Observatory, namely, the mass composition and the energy spectrum (Aab et al. 2017b). Other dependencies that explain the width of the bands come from the hypotheses on the maximum acceleration energy of the nuclei at the sources and on the shape of the energy spectrum of the accelerated particles. Overall, while the sensitivities reached above about $3 \times 10^{18}$ eV approach the most optimistic expectations of the cosmogenic photon flux from protons, they are about 1.5 orders of magnitude above those from the mixed-composition model.

Another cosmogenic flux is that from the interactions of UHECRs with the matter traversed in the Galactic plane, which is larger than the aforementioned one below about $10^{18}$ eV (Bérat et al. 2022). Shown in blue, the width of the band accounts for uncertainties arising from the distribution of the gas in the disk, the absolute level of the UHECR flux, and the mass composition. The limits obtained in this study improve previous ones in the energy range of interest to probe such a flux; yet they remain between two and three orders of magnitude above the expectations.

The cosmogenic fluxes just mentioned can be seen as floors above which increased sensitivity to photons could reveal unexpected phenomena. To exemplify such a potential, we explain below the four curves that correspond to fluxes from putative sources in the Galactic disk or to patterns that could
emerge from proton-proton interactions in the halo of the Galaxy or from the decay of SHDM.

The recent observation of photons above \(2 \times 10^{14} \text{eV}\) from decaying neutral pions from the J1825-134 source reported in Albert et al. (2021), in a direction coincident with a giant molecular cloud, provides evidence that cosmic rays are indeed accelerated to energies of several \(10^{15} \text{eV}\), and above, in the Galaxy. Interestingly, the flux of this source could extend well beyond \(2 \times 10^{14} \text{eV}\), as no cutoff is currently observed in its energy spectrum measured up to this energy. As an example of the discovery potential with increased exposure, we show as the green curve the flux from such a putative source extrapolated to the highest energies. Note that this flux, which is directional in essence, is here for simplicity calculated by converting it to a diffuse one, assuming the flux was distributed over the full sky. We observe that the extrapolated flux for this source is higher than the cosmogenic ones below \(10^{18} \text{eV}\). The upper limits determined here exceed the extrapolated flux of this single, specific source by two orders of magnitude. They nevertheless limit the effective number of similar sources in the Galaxy. Improved tests of the abundance of such putative sources will be possible by further increasing the sensitivity of photon searches in this energy region or decreasing the energy threshold.

The origin of the bulk of the high-energy neutrino flux observed at the IceCube observatory (see, e.g., Aartsen et al. 2020) is still debated. However, their production mechanism is conventionally considered as that of high-energy hadronic or photohadronic interactions that create charged pions decaying into neutrinos. These same interactions produce neutral pions that decay into photons. Therefore, there is an expected connection between high-energy photons and high-energy neutrinos. Since the horizon of photons is much smaller than that of neutrinos, they can trace the local sources in a way that could facilitate the differentiation between different scenarios. In Figure 5, we reproduce in olive green the expectations for neutrinos, they can trace the local sources in a way that could facilitate the differentiation between different scenarios. In Figure 5, we reproduce in olive green the expectations for cosmic-ray interactions with the hot gas filling the outer halo of the Galaxy up to hundreds of kiloparsecs, as estimated in Kalashev & Troitsky (2014) by requiring that this photon flux is the counterpart of the neutrino one. The width of the band reflects the uncertainties in the spectral shape of the neutrino flux. We observe that the limits derived in this study are already constraining.

Finally, UHE photons could also result from the decay of SHDM particles. We note that previous upper limits on the incoming photon flux already severely constrained non-acceleration models in general, and SHDM models in particular, trying to explain the origin of cosmic rays at the highest energies (see, e.g., Abraham et al. 2008; Aab et al. 2017a). Still, the production of super-heavy particles in the early universe remains a possible solution to the dark matter conundrum because of the high value of the instability energy scale in the Standard Model of particle physics, which, according to current measurements of the Higgs-boson mass and the Yukawa coupling of the top quark, ranges between \(10^{10}\) and \(10^{13} \text{GeV}\) (Degrassi et al. 2012; Bednyakov et al. 2015). The Standard Model can, therefore, be extrapolated without encountering inconsistencies that would make the electroweak vacuum unstable up to such energy scales (and even to much higher ones given the slow evolution of the instability scale up to the Planck mass (Degrassi et al. 2012)),

Figure 5. Upper limits (at 95% C.L.) on the integral photon flux above \(2 \times 10^{17} \text{eV}\) determined here (red circles). Shown are also previous upper limits by various experiments: Pierre Auger Observatory (hybrid: blue circles, taken from Savina & Pierre Auger Collaboration 2021; SD: cyan circles, taken from Rautenberg & Pierre Auger Collaboration 2019), KASCADE/KASCADE-Grande (orange triangles, taken from Apel et al. 2017), EAS-MU (magenta diamonds, taken from Fomin et al. 2017), and Telescope Array (green squares, taken from Abbasi et al. 2019). The red band denotes the range of expected GZK photon fluxes under the assumption of a pure-proton scenario (Kampert et al. 2011). The green band shows the expected GZK photon flux assuming a mixed composition that would fit the Auger data (Bobrowski et al. 2021). In addition, the expected photon fluxes from the decay of SHDM particles are included (decay into hadrons: dashed violet line, based on Kalashev & Kuznetsov 2016; decay into leptons: dotted-dashed gray line, based on Kachelriess et al. 2018; the exact lines have been obtained through personal communication with one of the authors). The photon fluxes that would be expected from \(pp\) interactions in the Galactic halo (Kalashev & Troitsky 2014, olive-green line) or from cosmic-ray interactions with matter in the Milky Way (Bérat et al. 2022, blue band) are shown as well. Also included is the expected flux of photons from a single, putative source without a cutoff in its spectrum (dotted turquoise line, modeled after HAWC J1825-134, Albert et al. 2021, where we extrapolated the measured flux to the highest energies), ignoring its directionality as if its flux were distributed over the full sky.
where new physics could arise, giving rise to a mass spectrum of super-heavy particles that could have been produced during post-inflation reheating by various mechanisms (see, e.g., Ellis et al. 1992; Berezhinsky et al. 1997; Chung et al. 1998; Ellis et al. 2016; Garry et al. 2016; Dudas et al. 2017; Kaneta et al. 2019; Mambrini & Olive 2021). The set of limits shown in Figure 5 allows for constraining the phase space of mass and lifetime of the SDM particles (see, e.g., Kalashev & Kuznetsov 2016; Kachelriess et al. 2018; Berat et al. 2022). To illustrate the discovery potential with searches for UHE photons, we show as the dashed violet line and the dotted-dashed line the expected photon fluxes in the case of hadronic (Kalashev & Kuznetsov 2016) and leptonic (Kachelriess et al. 2018) decay channels, respectively. For these lines, we assume that the mass $M_x$ of the SHDM particles is $10^{10}$ GeV and their lifetime $\tau_X$ is $3 \times 10^{11}$ yr, as currently allowed by previous limits. As the sensitivity of current photon searches increases, it will be possible to further constrain these values (Anchordoqui et al. 2021).

Further improvements of the upper limits derived in this analysis can be expected not only from using a larger data set, profiting from the constant increase in exposure over time, but also from the ongoing detector upgrade of the Pierre Auger Observatory, dubbed AugerPrime (Castellina & Pierre Auger Collaboration 2019; Aab et al. 2016b). A major part of this upgrade is the installation of scintillation detectors on top of the water-Cherenkov detector stations of the SD, with the aim of better separating the muonic and electromagnetic components of an air shower. Current photon searches already exploit the differences in these components between photon- and hadron-induced air showers, albeit in a rather indirect way. AugerPrime will allow for a more direct access, which will lead to an overall better separation between photon-induced air showers and the vast hadronic background. Naturally, this upgrade will improve the upper limits on the incoming photon flux or, in the best case, lead to the unambiguous detection of photons at UHEs.
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