Abstract

This report presents the technical details of our submission to the EPIC-Kitchens-100 Action Recognition Challenge 2021. To participate in the challenge we deployed spatio-temporal feature extraction and aggregation models we have developed recently: GSF and XViT. GSF is an efficient spatio-temporal feature extracting module that can be plugged into 2D CNNs for video action recognition. XViT is a convolution free video feature extractor based on transformer architecture. We design an ensemble of GSF and XViT model families with different backbones and pre-training to generate the prediction scores. Our submission, visible on the public leaderboard, achieved a top-1 action recognition accuracy of 44.82%, using only RGB.

1. Introduction

Video content understanding is one of the widely researched areas in computer vision with several applications ranging from automated surveillance to robotics, human computer interaction, video indexing and retrieval, etc., to name a few. Egocentric action recognition is a particularly challenging sub-task of video content understanding. Egocentric videos are captured using wearable cameras and are often characterized by the presence of a cluttered environment containing several objects and egomotion caused by movement of the camera wearer. Recognizing the action present in a video requires extraction of fine-grained spatio-temporal features that can discriminate one action from another. EPIC-Kitchens-100 [2] is the largest egocentric action recognition dataset with 90K video segments composed of 97 verb and 300 noun categories. The verb and noun labels of a video segment is combined to form its action label.

To participate in the challenge, we used two different video action recognition models composed of entirely different building blocks and feature aggregation strategy.

- GSF[5]: A plug and play module that can transform 2D CNNs into a high performing spatio-temporal feature extractor;
- XViT[1]: A convolution free transformer based architecture for efficient video representation learning

Gate-Shift-Fuse (GSF) is a CNN based architecture that captures local relationship which introduces an inductive bias about the 3D structure of video frames within a small spatio-temporal receptive field. On the other hand XViT, a transformer based model, captures global information and learns geometric relationship between the pixels. While GSF relies on the inductive bias owing to the locally connected convolution layers for feature extraction, XViT disregards any prior about the data and learns the relevant patterns in it that are suitable for addressing the end task. Thus the two models used in the challenge extract different features and are highly complementary to each other. We deployed an ensemble of the two model families to participate in the challenge. The final score is obtained by averaging the prediction scores from the individual members in the ensemble.

2. Models

We describe details of the two model families in this section.

2.1. GSF

GSF, an extension of GSM [4], is a light weight feature encoding module capable of converting a 2D CNN into an
efficient and effective spatio-temporal feature extractor. The output features from a spatial convolution layer of the 2D backbone is first applied to a gating module, composed of a light-weight 3D convolution kernel, to generate grouped spatial gating. The spatial gating is then applied to the input features to obtain group-gated features and residual. Forward and backward shifting in time is then applied to the group-gated features. In GSM, the time-shifted features are combined with the residual using addition operation. GSF extends this simple fusion with a data dependent weighted channel fusion mechanism using a convolution layer. The resulting spatio-temporal features are then propagated to the next layer of the backbone CNN for further processing.

### 2.2. XViT

Vision transformers [3] can be extended for video recognition by extending the self-attention mechanism between tokens within a frame to tokens from other frames as well. However, this will increase the complexity quadratically with the increase in the number of frames. To make the model tractable XViT [1] proposes efficient space-time mixing attention as follows.

Let \( q_{s,t} \in \mathbb{R}^{1 \times d_h}, k_{s,t} \in \mathbb{R}^{1 \times d_h} \) and \( v_{s,t} \in \mathbb{R}^{1 \times d_h} \) be the query, key and value at a spatial location \( s \) and temporal location \( t \). Then the self-attention \( y_{s,t} \) is computed as

\[
y_{s,t} = \sum_{s'=0}^{S-1} \text{softmax}\left(\left\{ q_{s,t} \cdot \tilde{k}_{s',t-w:t+w} \right\} / \sqrt{d_h} \right) \tilde{v}_{s',t-w:t+w}
\]

with

\[
\tilde{k}_{s',t-w:t+w} = [k_{s',t-w}(d_h^{t-w}), \ldots, k_{s',t+w}(d_h^{t+w})]
\]

\[
\tilde{v}_{s',t-w:t+w} = [v_{s',t-w}(d_h^{t-w}), \ldots, v_{s',t+w}(d_h^{t+w})]
\]

where, \( k_{s',t'}(d_h^i) \) and \( v_{s',t'}(d_h^i) \) denotes the operator for indexing the \( d_h^i \) channels from \( k_{s',t'} \) and \( v_{s',t'} \), respectively.

The video transformer model used in this challenge is constructed by replacing the self-attention in [3] with Eqn. 1

### 3. Experiments

We describe the implementation details of the two model families along with their training and testing settings in this section.

#### 3.1. Implementation Details

**GSF.** Gate-Shift-Fuse Networks are instantiated by plugging in GSF to the backbone layers of a 2D CNN. For the challenge, we instantiated three different models by changing the backbone CNNs. This includes InceptionV3, ResNet50 and ResNet101. The GSF variant of InceptionV3 and ResNet50 are first pre-trained on Kinetics400 dataset while for ResNet101, we used the ImageNet pretrained weights and directly trained the model on EPIC-Kitchens-100 dataset.

**XViT.** Backbone used is the base architecture ViT-B/16 from [3] with 12 transformer layers each with 12 attention heads and an embedding dimension of 768. Each frame from the video is first divided into non-overlapping patches of size \( 16 \times 16 \) and are then applied to a linear layer for vectorization. The temporal window \( t_w \) is set as 1.

**Training.** We trained all our models using SGD with momentum (0.9) and a cosine scheduler with linear warmup. The base learning rate for GSF models are set as 0.01 for a batch size of 32 while XViT is trained with a base learning rate of 0.05 and a batch size of 128. GSF models are trained for 60 epochs and XViT is trained for 50 epochs. 16 frames uniformly sampled from the input video clip are applied as input to all the models. We also applied temporal jittering during training, as done in [6]. All models are trained in a multi-task classification setting using three classification layers to predict verb, noun and action labels. We generated the action labels by combining the verb and noun label of the video provided with the dataset to obtain a total of 3806 action categories in the training set. More details regarding training can be found in [5] and [1].

**Testing.** We sample 2 clips consisting of 16 frames during testing. From each frame, 3 spatial crops are generated. Thus, from each video, we generate 6 clips. The prediction
score from each of the 6 clips are averaged to obtain the video prediction.

3.2. Results

Tab. 1 lists the performance of the various models used for the challenge. The top part of the table shows the results on the validation set. From the validation set results, one can see that GSF is strong on verb prediction while XViT results in a better performance on noun prediction. This shows that GSF is a powerful model for temporal reasoning. On the other hand, the presence of global spatial receptive field of XViT enables it to perform as a strong object recognition model. Combining the prediction scores obtained from both model families improves the performance considerably, showing their complementarity in extracting spatio-temporal features. The bottom part of the table shows the performance on the test set, which is visible on the leaderboard. Note that all model developments have been done on the validation set and evaluation of individual models is not done on the test set to tune the models’ performance. This shows that our ensemble generalizes well to the test data.

4. Conclusion

In this report, we summarized the details of the two model families used for participating in the EPIC-Kitchens-100 Action Recognition Challenge 2021. The improved performance of the ensemble consisting of the two model families shows that the two models are complementary to each other. This resulted in achieving a top-3 action recognition performance on the leaderboard.
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