Squeezing-enhanced communication without a phase reference
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We study the problem of transmitting classical information using quantum Gaussian states on a family of phase-noise channels with a finite decoherence time, such that the phase-reference is lost after \( m \) consecutive uses of the transmission line. This problem is relevant for long-distance communication in free space and optical fiber, where phase noise is typically considered as a limiting factor. The Holevo capacity of these channels is always attained with photon-number encodings, challenging with current technology. Hence for coherent-state encodings the optimal rate depends only on the total-energy distribution and we provide upper and lower bounds for all \( m \), the latter attainable at low energies with on/off modulation and photodetection. We generalize this lower bound to squeezed-coherent encodings, exhibiting for the first time to our knowledge an unconditional advantage with respect to any coherent encoding for \( m = 1 \) and a considerable advantage with respect to its direct coherent counterpart for \( m > 1 \). This advantage is robust with respect to moderate attenuation, and persists in a regime where Fock encodings with up to two-photon states are also suboptimal. Finally, we show that the use of part of the energy to establish a reference frame is sub-optimal even at large energies. Our results represent a key departure from the case of phase-covariant Gaussian channels and constitute a proof-of-principle of the advantages of using non-classical, squeezed light in a motivated communication setting.

1 Introduction

The ability to establish and maintain a shared reference frame [1] between the sender and receiver is often an implicit assumption in communication scenarios. This is the case, for example, in long-distance communication on optical fiber and in free space, where the information is encoded into quantum states of the electromagnetic field [2]. The most fundamental noise models in this scenario are phase-covariant Gaussian channels [3, 4], such as the thermal attenuator and the additive-noise channel [3, 4]. For these channels coherent states are known to minimize the output entropy [5–8] and can be used to design codes attaining the channel capacity, i.e., the maximum classical-information transmission rate, provided that the sender and the receiver share a phase reference. Therefore, in practice, typical communication protocols rely on establishing a common phase reference by sending a high energy coherent state. Once the common reference is established, information can be encoded into the amplitude and the phase of a coherent state [9–11], easily generated by a classical source. Clearly, then, the use of non-classical sources in this setting provides no communication advantage.

However, encoding on the phase degree of freedom can be greatly affected if the sender and receiver cannot maintain the common phase reference during the communication protocol cannot phase-lock their signals. This can happen when the relative phase drifts during transmission due to a physical mechanism in the medium, e.g., Kerr non-linearities and temperature fluctuations in optical fiber [12–14] or turbulence effects in free space [15]; but it can also be an effective result of other mechanisms, e.g., the use of a photodetector to measure the signals or the presence of a malicious eavesdropper [16, 17]. Several works analyzed the effect of phase noise on common communication methods based on coherent states encodings [18–23].

In this work we address the question of reliable transmission of classical information for non-Gaussian memory channels [24] that describe the lack of a common frame of reference (see Fig. 1). Specifically, we focus on the realistic scenario where decoherence takes place in a finite time \( T \) [12–15, 19] during which the sender can send a total of \( m = \frac{\delta t}{\delta t} \) signals before the onset of decoherence, where \( \delta t \) is the duration of each signal. Whilst it is simple to show that the classical capacity for such channels can be achieved using Fock states, here we are interested in determin-

\textsuperscript{2}An alternative is to send a finite number of signals in parallel using different frequency slots.
between Alice and Bob is fixed for a time \( T \) sense of a phase-reference. The relative phase \( \theta \) is analyzed in this work, modeling communication in the absence of a phase-reference. The relative phase \( \theta \), in the form of a quantum state \( \hat{\rho}(\theta) \in B(\mathcal{L}(\mathbb{R}^m)) \) encoding the classical message \( x \in X \). After a time \( T \), the relative phase between Alice and Bob’s local oscillators changes as a result of each party’s local oscillator phase-drifting.

Figure 1: Two uses of the phase-noise memory channel \( \Phi_m \) analyzed in this work, modeling communication in the absence of a phase-reference. The relative phase \( \theta \in (0, 2\pi] \) between Alice and Bob is fixed for a time \( T = m\delta t \) but unknown. Alice exchanges a total of \( m \) pulses with Bob, each lasting a time \( \delta t \), in the form of a quantum state \( \hat{\rho}(\theta) \in B(\mathcal{L}(\mathbb{R}^m)) \) encoding the classical message \( x \in X \). After a time \( T \), the relative phase between Alice and Bob’s local oscillators changes as a result of each party’s local oscillator phase-drifting.

Figure 2: Depiction of several communication strategies on phase-noise memory channels studied in the article. Covariant strategies employ a Haar-random passive interferometer \( \hat{U} \) to increase the communication rate of any initial ensemble. The input ensembles we consider are discrete constellations comprising the vacuum state and one or more pulse signals, including Fock, coherent and squeezed-coherent states.

In particular, we show that the addition of squeezing can greatly enhance the communication rate compared to coherent-state encodings, for this family of phase-noise channels. In particular, in the case of complete dephasing \( (m = 1) \), coinciding with the channel seen by a photodetector, we exhibit an explicit squeezed-coherent-state encoding whose rate surpasses any coherent-state communication strategy for suitable values of the average energy of the signals.

Our results provide a clear departure from the case of phase-covariant Gaussian channels and prove the unconditional advantage of using non-classical Gaussian light in a physically motivated communication setting. We note that several works observed an enhancement in discrimination and communication in presence of phase noise via the addition of squeezing to coherent states, though with several restrictions on sources and measurements [23, 25–29]. To our knowledge, our work is the first to prove an unconditional advantage.

Furthermore, we show that the advantage of squeezed-coherent encodings is robust with respect to the addition of channel losses, contrarily to Fock-state encodings, identifying a regime where the use of a source producing up to two-photon Fock states is sub-optimal with respect to a much simpler squeezed-coherent source with reasonable squeezing values, e.g., \( \sim 5.8 \text{dB} \) at energy \( E \sim 2 \) vs the 8-15dB attainable at the state of the art [30, 31].

Finally, we show that the use of part of the signals to establish a common phase reference [1, 32, 33] on these channels is in general detrimental for the communication rate, even at large signal energies.

The rest of the article is structured as follows: in Sec. 2 we recap the general communication problem and introduce the channel model; in Sec. 3 we first compute the channel capacity, showing it is attained by Fock encodings, then prove the optimality of covariant encodings, and finally restrict to Gaus-
sian encodings; in Sec. 4 we first determine upper bounds on coherent-state encodings, applying recent advances in bounding the classical Poisson channel capacity [34, 35], then we compute attainable lower bounds on coherent and squeezed-coherent encodings via explicit discrete-pulse alphabets; moreover, in Sec. 5 we tackle the case of loss and phase-noise, while in Sec. 6 we prove the strict sub-optimality of phase-estimation strategies at large energies; finally, in Sec. 7 we discuss the relevance of our results.

2 Communication in the absence of a phase reference

In this section we introduce the mathematical model describing the effective channel associated with the lack of a common phase reference, and establish the notation used throughout the remainder of our work.

2.1 Phase-noise memory channels

Consider two parties—a sender A and a receiver B—who wish to communicate classical information using quantum states of light (see Fig. 1). Both A and B are in possession of their own phase reference in the form of local oscillators, i.e., high-intensity laser light with respective phases \( \theta_S \) and \( \theta_R \); in general \( \theta_S \neq \theta_R \). Consequently, any state \( \hat{\rho} \in \mathcal{B}(\mathcal{L}^2(\mathbb{R}^m)) \), prepared by A is described from B’s point of view as \( e^{i\hat{n}\hat{\theta}_R} e^{-i\hat{n}\hat{\theta}_S} \), where \( \hat{\theta} = \theta_S - \theta_R \), \( \hat{n} = \sum_{i=1}^m \hat{n}_i \) is the total-photon-number operator, \( \hat{a}_i = \hat{a}_i^\dagger \hat{a}_i \) where \( \hat{a}_i, \hat{a}_i^\dagger \) are the bosonic creation and annihilation operators satisfying the canonical commutation relations \( [\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}, [\hat{a}_i, \hat{a}_j] = 0 \). Thus, the phase mismatch between A and B’s phase references is operationally equivalent to a phase-shift.

In the simplest case, i.e., \( m = 1 \) in Fig. 1, the relative phase between A and B, \( \theta = \theta_S - \theta_R \), drifts after each use of the transmission line. If this relative phase shift is fixed but otherwise unknown then B’s description of the state sent by A is

\[
\Phi_1(\hat{\rho}) := \int_0^{2\pi} \frac{d\theta}{2\pi} e^{i\hat{n}\hat{\theta}_R} e^{-i\hat{n}\hat{\theta}_S},
\]

\[
= \sum_{n=0}^{\infty} |n1\rangle\langle n1| \hat{\rho} |n1\rangle\langle n1|,
\]

where \( |n\rangle \) is a Fock state of the light mode, such that \( \hat{a}_1 |n\rangle = n |n\rangle \). That is, the lack of a common phase reference is operationally equivalent to a completely dephasing channel. We note that the latter describes also the situation where the channel between A and B is ideal, and B decodes all signals sent by A using a photodetector.

However, as mentioned in the introduction in practice, any phase-variation mechanism will take place in a finite amount of time \( T \), hence the unknown relative phase, \( \theta \in (0, 2\pi) \), will remain fixed during this period. Therefore, A and B are capable of exchanging \( m = \left[ \frac{T}{\delta t} \right] \) signals, if each of them has duration \( \delta t \). We model each signal as a different light mode so that the effective channel we consider takes as input a state, \( \hat{\rho} \in \mathcal{B}(\mathcal{L}^2(\mathbb{R}^m)) =: \mathcal{H} \), and applies the same fixed, but otherwise random, phase \( \theta \) on all \( m \) modes, i.e.,

\[
\Phi_m(\hat{\rho}) := \int_0^\infty \frac{d\theta}{2\pi} e^{i\hat{n}\hat{\theta}_R} e^{-i\hat{n}\hat{\theta}_S} = \sum_{n=0}^\infty p(n) \hat{\rho}_n
\]

where \( \hat{n} = \sum_{i=1}^m \hat{n}_i \) is the total-photon-number operator, \( p(n) := \text{Tr} \left[ \hat{\Pi}_n \hat{\rho} \right] \), \( \hat{\rho}_n := \hat{\Pi}_n \hat{\rho} \hat{\Pi}_n/p(n) \) and \( \hat{\Pi}_n \) is the projector on the subspace of \( \mathcal{H} \) with total photon number \( n \). Therefore, the channel \( \Phi_m \) qualifies as a non-Gaussian memory channel.

Observe that whereas A and B cannot use the global-phase degree of freedom of light to encode information—there are no coherences between states with different total photon number—they can still utilise the relative phase between \( m \)-mode states with a fixed total photon number since \( \Phi_m \) commutes with the action of energy-preserving Gaussian unitaries, i.e., \( m \)-mode passive interferometers.

One may wonder why A and B don’t simply use some of their resources to perform a standard phase estimation in order to establish a common phase-reference phase-lock their lasers [33] and then perform a standard communication protocol. As we will show in Sec. 6, this possibility is sub-optimal in practice when A and B’s average energy resources are finite. This notwithstanding, this strategy phase-locking suffers from another obvious shortcoming, as A and B would need to repeat such procedure at regular time intervals \( T \).

2.2 The capacity problem

The classical capacity of a quantum channel is defined as the maximum reliable transmission rate of classical information attainable by employing the channel asymptotically many times with arbitrary encoding and decoding operations [4]. The capacity of a channel \( \Phi \) from Hilbert space \( \mathcal{H} \) to Hilbert space \( \mathcal{K} \) is given by the regularized formula

\[
C(\Phi) := \lim_{k \to \infty} \frac{1}{k} \max_{\Xi_k} \chi(\Phi^\otimes k, \Xi_k),
\]

where the maximization is over all input ensembles \( \Xi_k = \{q(x), \hat{\rho}_k^{(x)} \} \), with \( \hat{\rho}_k^{(x)} \) states of the Hilbert space \( \mathcal{H}^\otimes k \), \( \hat{\rho}_k^{(x)} \in \mathcal{H}^\otimes k \) a set of (possibly entangled) states across \( k \) independent uses of the channel, and \( x \in X \) is a label which parametrizes the set of signal states.
on $\mathcal{H}^\otimes k$. Here
\[
\chi(\Phi, E) := S\left( \int dx \, q(x) \Phi(\hat{\rho}(x)) \right) - \int dx \, q(x) S(\Phi(\hat{\rho}(x))),
\]
is the Holevo quantity [4], with $S(\cdot)$ the von Neumann entropy. Note that, for infinite-dimensional Hilbert spaces, one further needs to constrain the signals in order to avoid a divergence of the transmission rate. Typically, this is done by enforcing an average-energy constraint on the input ensemble: $\int dx q(x) \hat{\rho}(x) \leq E$, so that the information transmission rate is a function of $E$. In optical communication, this constraint is motivated by a practical limit in the source power.

The achievability of (3) requires in general the use of entangled inputs on $\mathcal{H}^\otimes k$ [36]. However, for phase-covariant Gaussian channels it was recently shown [6–8] that the regularization is not necessary and the capacity is given by the maximization of the single-letter formula (4), attainable with coherent-state signals. As we will show in Sec. 3.1, this is the case also for our phase-noise memory channel $\Phi_m$ by using Fock signals.

Importantly, entanglement can be used at the output of the channel as well. Indeed, if one is restricted to use a specific type of signals $\hat{\rho}(x) \in \mathcal{S}$, then
\[
R_S(\Phi) := \max_{\mathcal{E}} \chi(\Phi, \mathcal{E}) \tag{5}
\]
determines the maximum rate attainable by sending sequences of signals extracted from $\mathcal{S}$ over multiple uses of the channel and decoding them with an optimal collective quantum measurement [4]. The realization of such measurement is still not trivial in practice, even for coherent-state codes [9–11, 37, 38], and typical low-energy communication methods commit to specific single-system quantum measurements $\mathcal{M} := \{ M_y \geq 0, \sum_y M_y = I \}$, which, in conjunction with a specific type of signals $\mathcal{S}$, induce a classical channel with maximum information transmission rate given by its Shannon capacity:
\[
R_S(\Phi; \mathcal{M}) := \max q \sum_{x,y} q(x)p(x|y) \log \frac{p(x|y)}{\sum_{x'} q(x')p(x'|y)},
\]
where the term to maximize is the classical mutual information between the input $x$, with probability distribution $q$, and the output $y$, with conditional probability distribution $p(x|y)$ such that $p(x|y) := \operatorname{Tr} [ M_y \Phi(\hat{\rho}(x)) ]$.

3 Phase-noise channel: capacity, covariant and Gaussian rates

In this section we compute the phase-noise memory channel capacity and several maximum information transmission rates with Gaussian encodings. We make use of covariant encodings [39], which randomize any given encoding, and we show that they attain larger or equal rate for our channel.

3.1 Classical capacity of the phase-noise channel and Fock encodings

In this section we show that the classical capacity of the effective channel $\Phi_m$ is $C(\Phi_m, E) = m g(E)$, where $g(E) := (E + 1) \log(E + 1) - E \log E$ is the entropy of a single-mode thermal state of average energy $E$.

It is straightforward to see that for an ensemble $\mathcal{E}_k$ with energy constraint $kE$
\[
\chi(\Phi_m^\otimes k, \mathcal{E}_k) \leq S(\hat{\rho}_{th}(kE)) = \sum_{j=1}^{mk} g(E_j) = k m g \left( \frac{E}{m} \right),
\]
where the first inequality follows from discarding negative terms in the Holevo quantity and using the fact that the entropy is maximized, under an average-energy constraint, by a thermal state [2, 40]. This follows from $0 \leq D(\hat{\rho} | \hat{\rho}_{th}(E)) = S(\hat{\rho}_{th}(E)) - S(\hat{\rho})$ whenever $\operatorname{Tr} [ \hat{\rho} \hat{H} ] = E$, with equality if and only if $\hat{\rho} = \hat{\rho}_{th}(E)$. Here $H$ is the total photon number of $mk$ modes and $\hat{\rho}_{th}(kE)$ is a thermal state of $mk$ modes with total average energy $kE$, which can always be written as tensor product of single-mode thermal states with average energies $E_j = E/m$. Finally, $k m g \left( \frac{E}{m} \right)$ is monotonic in $E$, therefore it is not restrictive to constrain the total energy to be $kE$.

Now note that the upper bound of Eq. (7) is achievable using an ensemble of tensor-product Fock states on $m$ modes, i.e., mapping $x \in X \mapsto \otimes_{j=1}^m |n_j(x)\rangle$. Indeed, Fock states are pure, giving a zero contribution to the second term of the Holevo quantity, and invariant under the action of $\Phi_m$, so that with a thermal probability distribution of total average energy $E$, the average output state of the channel is exactly $\hat{\rho}_{th}(E)$. Hence we conclude that $C(\Phi_m, E) = m g \left( \frac{E}{m} \right)$. Moreover, the same arguments above apply to any phase-noise channel with arbitrary phase distribution, provided that the phase-shift is identical on each mode, so that their capacity is given by the same expression.

We stress that this is the same rate attainable by $m$ uses of the identity channel with average energy per mode $E/m$, implying that, if the sender and receiver can produce and detect Fock states, then $\Phi_m$ is essentially noiseless.

Finally, as Fock states with increasing photon number are increasingly difficult to produce, it makes sense to consider the rate obtainable by sending ensembles of Fock states with fixed maximum photon number. Repeating the proof of this section, the optimal rate of these ensembles as defined in (5) is readily
characterized as
\[ R_t(E) = \max_{s < t} g(s, t), \] (8)
where \( g(s, t) = \beta(s) - s - \log \left( \frac{1-e^{-\beta(s)}(t+1)}{1-e^{-\beta(s)}} \right) \) is the entropy of the thermal state of the truncated Hilbert space with photon number up to \( t \), with average photon number \( s \), with inverse temperature \( \beta(s) \).

Note that for any ensembles of \( t \) states the maximum rate is bounded by the maximum value of the Holevo quantity, i.e., \( \log t \). For restricted Fock ensembles with photon number up to 1 or 2 states the Holevo quantity saturates to respectively \( \log 2 \) and \( \log 3 \) as the energy constraint grows.

### 3.2 Covariant encodings

Since photon-number states are hard to produce, one can be interested in constraining the ensembles to more accessible states \(^2\). A drastic simplification in the optimization over any family of states can be obtained by exploiting the symmetry of the channel (see [39] for a general resource-theoretic treatment of encoding-restricted communication).

We use the fact that the average on Haar-random energy-preserving Gaussian unitaries \( \tilde{U} \) (or passive interferometers PI), which act as the group encoding-restricted communication).

We use the fact that the average on Haar-random energy-preserving Gaussian unitaries \( \tilde{U} \) (or passive interferometers PI), which act as the group encoding-restricted communication).

Exploiting this property, the rate achievable with an arbitrary ensemble \( \mathcal{E} = \{q(x), \tilde{\rho}(x)\} \) is then bounded by
\[
\chi(\Phi_m, \mathcal{E}_{\text{Haar}}) \leq \left[ S \left( \int x q(x) \int U_{\mathcal{E}} dU \Phi_m (\tilde{U} \tilde{\rho}(x) \tilde{U}^\dagger) \right) \right. \\
- \int x q(x) \int U_{\mathcal{E}} dU S(\Phi_m (\tilde{U} \tilde{\rho}(x) \tilde{U}^\dagger) ) \\
= \chi(\Phi_m, \mathcal{E}_{\text{Haar}}) \] (10)
where the inequality follows from the concavity and unitary-invariance of the von Neumann entropy and the fact that \( \tilde{U} \) and \( \Phi_m \) commute, while in the last equality we defined \( \mathcal{E}_{\text{Haar}} \) as the ensemble obtained by applying a Haar-random PI \( \tilde{U} \) to the states extracted from \( \mathcal{E} \). The inequality means that one can always restrict the maximization of the Holevo quantity to ensembles of the form \( \mathcal{E}_{\text{Haar}} \), which are invariant under total-phase shifts and thus constitute what we refer to as covariant encodings.

It follows that for any ensemble of states \( \mathcal{E} \) with total photon number distribution \( p(x) \), where \( p(x)(n) = \text{Tr} \left[ \hat{\Pi}_n \tilde{\rho}(x) \right] \) and writing \( \tilde{\rho}(x) := \hat{\Pi}_n \tilde{\rho}(x) \hat{\Pi}_n / \text{Tr} \left[ \hat{\Pi}_n \tilde{\rho}(x) \right] \), use of (9) reduces the Holevo quantity to
\[
\chi(\Phi_m, \mathcal{E}_{\text{Haar}}) = \left[ H \left( \int x q(x) p(x) \right) - \int x q(x) H(p(x)) + \sum_{n=0}^\infty \int x q(x) p(x)(n) \times \left( \log \left( \frac{n + m - 1}{m - 1} \right) - S(\tilde{\rho}(x)) \right) \right] (11)
\]
\[
= mg \left( \frac{E}{m} \right) - D \left( \int x q(x) p(x) || p^{\text{th}} \right) - \int x q(x) \left( H(p(x)) + \sum_{n=0}^\infty p(x)(n) S(\tilde{\rho}(x)) \right),
\]
where \( D(\cdot || \cdot) \) is the Kullback-Leibler divergence, \( H(\cdot) \) the Shannon entropy, and
\[
p^{\text{th}}(n) = \left( \frac{n + m - 1}{m - 1} \right) \left( \frac{E}{E + m} \right)^n \left( \frac{m}{E + m} \right)^m (12)
\]
is the total-photon-number distribution of the thermal state on \( m \) modes with average energy per mode \( \frac{E}{m} \).

From this expression it is intuitively apparent that states with peaked total-photon-number distribution are preferable as they make \( H(p(x)) \) smaller without necessarily increasing \( D(\int x q(x) p(x) || p^{\text{th}}) \). Indeed, as already mentioned above, the capacity of the channel is attained by a thermal ensemble of Fock states. This fact will be crucial in understanding why squeezed states offer an enhancement (see Sec. 4.2).

### 3.3 Gaussian encodings

In the rest of the article we will restrict to Gaussian encodings, which are easily realizable in practice. Note that, thanks to the concavity of the entropy and the fact that any Gaussian state can be written as a mixture of pure Gaussian states, it is straightforward to further restrict the optimization to pure Gaussian states (see Appendix B). The position and momentum operators of \( m \) bosonic modes can be grouped as a vector \( \hat{\Phi} = (\hat{x}_1, \hat{p}_1, ..., \hat{x}_m, \hat{p}_m) \). These operators satisfy the canonical commutation relations

\[ [\hat{x}_i, \hat{p}_j] = \delta_{ij}, \quad [\hat{x}_i, \hat{x}_j] = [\hat{p}_i, \hat{p}_j] = 0, \quad [\hat{x}_i, \hat{p}_j] = 0. \]
where \( [\hat{r}_i, \hat{r}_j] = i\Omega_{ij} I \), where
\[
\Omega := \bigoplus_{i=1}^m \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

A key class of Gaussian unitary operators is that of displacements
\[
\hat{D}(s) = \exp(-is^T\Omega r), \quad s \in \mathbb{R}^m,
\]
(14)
satisfying \( \hat{D}(s_1 + s_2) = \hat{D}(s_1)\hat{D}(s_2) e^{i\Omega s_1/2} \). The displacement operators can be written in terms of the creation and destruction operators using \( \hat{a}_i = (\hat{x}_i + i\hat{p}_i)/\sqrt{2} \). The set of displacements constitutes an orthogonal complete operator set and allows the definition of the characteristic function of a trace class operator \( \hat{\rho} \in B(L^2(\mathbb{R}^m)) \) as \( \phi_{\hat{\rho}}(s) := \text{Tr} \left[ \hat{\rho} \hat{D}(-s) \right] \) [44]. Gaussian states are those states whose characteristic function is Gaussian, i.e.
\[
\phi_{\hat{\rho}}(s) = \exp \left( -\frac{1}{4} s^T \Omega^T V \Omega s + is^T \Omega \mu \right),
\]
(15)
with \( \mu := \text{Tr} [\hat{r} \hat{\rho}] \) and \( V := \text{Tr} \left\{ [\hat{r} - \mu, (\hat{r} - \mu)^T] \hat{\rho} \right\} \) the associated statistical mean vector and covariance matrix respectively. Any pure Gaussian state \( |\psi\rangle \) can be written as
\[
|\psi\rangle = \hat{U} \hat{S}(r) \hat{D}(s) |0\rangle \otimes |m\rangle
\]
(16)
where \( \hat{D}(s) \) is a product of single-mode displacement defined above, while \( \hat{S}(r) \) is a product of single-mode squeezing operators, defined as
\[
\hat{S}(r_i) = \exp \left( \frac{i}{2} (\hat{a}_i^2 - \hat{a}_i^\dagger) \right),
\]
(17)
which can be written in terms of the position and momentum operators using \( \hat{a}_i = (\hat{x}_i + i\hat{p}_i)/\sqrt{2} \) and its hermitian conjugate \( \hat{a}_i^\dagger \), and \( \hat{U} \) an energy-preserving Gaussian unitary operation acting on all \( m \) modes.

We are then left to consider Gaussian ensembles of the form \( E_{\text{Haar}}^\text{c} \) := \( \{q(r,s), \hat{U}, \hat{S}(r) \} \), which can be generated by producing a tensor product of \( m \) squeezed-coherent states \( |r,s\rangle := \hat{S}(r) \hat{D}(s) |0\rangle \otimes |m\rangle \) with probability \( q(r,s) \) and then acting with a \( m \)-mode Haar-random PI \( \hat{U} \). Consequently, the optimal Gaussian rate, as defined by Eq. (5) for \( \hat{S}(r) \) being the set of Gaussian states, is obtained by maximizing Eq. (11) over \( q(r,s) \): \( R_{\text{c}}(\Phi_m, E) := \max_{q(s)} \left( \int ds q(s) P^{(s)} \log (n + m - 1) \right) \) is attained by producing a single-mode coherent state of energy \( s \) with probability \( q(s) \) and distributing it with a Haar-random PI. For \( m = 1 \), only the last two terms of Eq. (19) contribute and we recover the well-known discrete-time classical Poisson channel with input distribution \( q(s) \). Its capacity is still an open problem in classical information theory for which only upper and lower bounds are known [34, 35, 47-49]. For \( m > 1 \), the first term adds a positive contribution depending on the number of modes \( m \) and the output photon-number distribution.

4 Bounds on Gaussian communication rates

In this section we determine upper and lower bounds on Gaussian communication rates on \( \Phi_m \). We recall that a more general phase-noise model encompassing our \( \Phi_m \) has been studied in [19], where the authors derived approximations to the Holevo information of coherent-state ensembles with fixed energy in the low-photon-number sector. By restricting our attention to \( \Phi_m \), we perform a wider analysis, extending the attention to general encodings. In particular, in this section we

- evaluate an exact upper bound for the rate of coherent state encodings;
- present explicit strategies with covariant encodings and discrete energy pulses;
- study the high and low energy behaviour of the optimal coherent state rate and show how to achieve them;
- show the advantage of using squeezing with respect to coherent states.

4.1 Maximum coherent-state rate and its upper bounds

If we restrict to coherent-state encodings (\( r = 0 \) in Eq. (16)), we can provide a general expression for the optimal rate using the fact that the total-photon-number distribution of a coherent state \( s \) := \( \hat{D}(s) |0\rangle \otimes |m\rangle \) is a Poissonian \( \mathbf{P}^{(s)} \) with probabilities \( P^{(s)}(n) := e^{-s} s^n / n! \) and depends only on its total energy \( s := |s|^2 \).

The optimization in Eq. (11) can be restricted to input distributions on the total energy only, \( q(s) \), and the optimal coherent-state rate
\[
R_c(\Phi_m, E) := \max_{q(s)} \left( \int ds q(s) P^{(s)}(n) \log (n + m - 1) \right)
\]
(19)
is attained by producing a single-mode coherent state of energy \( s \) with probability \( q(s) \) and distributing it with a Haar-random PI. For \( m = 1 \), only the last two terms of Eq. (19) contribute and we recover the well-known discrete-time classical Poisson channel with input distribution \( q(s) \). Its capacity is still an open problem in classical information theory for which only upper and lower bounds are known [34, 35, 47-49]. For \( m > 1 \), the first term adds a positive contribution depending on the number of modes \( m \) and the output photon-number distribution.
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Employing the connection with the Poisson channel, we can upper-bound the optimal coherent-state rate by bounding separately the expressions in the second and third rows of Eq. (19).

**Proposition 4.1.** For any upper bound \( R_c(\Phi_1, E) < f(E) \) (where \( R_c(\Phi_1, E) \) is the capacity of the Poisson channel) we have

\[
R_c(\Phi_m, E) < f(E) + \sum_{n=0}^{\infty} P^{(E)}(n) \log \left( \frac{n + m - 1}{m - 1} \right).
\]

(20)

**Proof.** In order to prove Proposition 4.1 we need to upper bound the first term in the coherent-state rate. We observe that \( \sum_{n=0}^{\infty} P^{(s)}(n) \log \left( \frac{n + m - 1}{m - 1} \right) \) is a concave function of \( s \). Indeed its second derivative evaluates to

\[
d^2 \frac{d}{ds} \left( \sum_{n=0}^{\infty} P^{(s)}(n) \log \left( \frac{n + m - 1}{m - 1} \right) \right)
= s^{-2} \sum_{n=0}^{\infty} P^{(s)}(n)((s - n)^2 - n) \log \left( \frac{n + m - 1}{m - 1} \right)
+ s^{-2} \sum_{n=0}^{\infty} P^{(s)}(n)(s^2 \log \left( \frac{n + m - 1}{m - 1} \right)
+ s(n + 1) \log \left( \frac{n + m - 1}{m - 1} \right) - s(2s + 1)n \log \left( \frac{n + m - 1}{m - 1} \right)\right)
= \sum_{n=0}^{\infty} P^{(s)}(n) \left( \log \left( \frac{n + m - 1}{m - 1} \right)
+ \log \left( \frac{n + m - 1}{m - 1} \right) - 2 \log \left( \frac{n + m}{m - 1} \right) \right)
\leq \sum_{n=0}^{\infty} P^{(s)}(n) \sum_{i=1}^{m} \log \left( \frac{n + i}{n + i + 2} \right) \leq 0,
\]

where we used \( P^{(s)}(n) \) monotonically decreasing with \( s \), as well as recalling that \( \int_0^{\infty} ds q(s) = E \), we obtain the following inequality:

\[
\int_0^{\infty} ds q(s) \sum_{n=0}^{\infty} P^{(s)}(n) \log \left( \frac{n + m - 1}{m - 1} \right) \leq \sum_{n=0}^{\infty} P^{(E)}(n) \log \left( \frac{n + m - 1}{m - 1} \right).
\]

(22)

Hence the optimal coherent-state rate can be upper bounded for all \( E \) and \( m \) by Eq. (20).

Note that the second term in Eq. (19) equals the Holevo quantity of an ensemble of coherent states at fixed expected value of the energy, which [19] evaluated for encodings which are not covariant, therefore suboptimal. In the rest of the article, we employ two upper bounds based on the bounds of Ref. [34] and Ref. [35], on the capacity of the Poisson channel. Explicitly, the bound \( R_{\text{up}}(\Phi_m, E) \) is given by Eq. (20) with [35]:

\[
f(E) := E \log \left( 1 + \frac{1}{e^{1+\gamma}} E + 2E^2 \right)
+ \log \left( 1 + \frac{1}{\sqrt{2e}} \sqrt{\frac{1 + (1 + e^{1+\gamma}) E + 2E^2}{1 + E} - 1} \right)
\geq \max_{q(s)} \left[ H \left( \int_0^{\infty} ds q(s) P^{(s)} \right) - \int_0^{\infty} ds q(s) H(P^{(s)}) \right],
\]

where \( \gamma \) is the Euler-Mascheroni constant.

The bound obtained using [34] reproduces correctly the expansion of the channel capacity \( C(\Phi_m, E) \) at the first two leading orders, but it appears to be larger than \( R_{\text{up}}(\Phi_m, E) \) everywhere but for extremely low energies. Therefore, we employ the former bound only to derive the low-energy expansion of the coherent-state rate, see Sec. 4.3.2, while the latter bound is employed throughout the rest of the manuscript.

### 4.2 Lower bounds on Gaussian rates via discrete-pulse encodings

#### 4.2.1 Randomized on/off modulation (ROOM)

For general \( m \), we can determine an achievable lower bound on both the coherent and squeezed-coherent maximum rates by employing a simple randomized on/off modulation (ROOM) at the encoding: with some probability \( p \) we send a Haar-random pulse \( \hat{U}|r,s\rangle \) and the vacuum otherwise. The resulting lower bound for general \( r, s, p \) respecting the mean-energy constraint is

\[
R(\Phi_m, E; r, s, p) = p \sum_{n=1}^{\infty} Q^{(r,s)}(n) \log \left( \frac{n + m - 1}{m - 1} \right)
+ h \left( 1 - p + p Q^{(r,s)}(0) \right)
+ \sum_{n=1}^{\infty} h \left( p Q^{(r,s)}(n) \right)
= p \sum_{n=1}^{\infty} Q^{(r,s)}(n) \log \left( \frac{n + m - 1}{m - 1} \right)
+ h \left( 1 - p + p Q^{(r,s)}(0) \right)
+ \left( 1 - Q^{(r,s)}(0) \right) h(p)
- p h Q^{(r,s)}(0) \right),
\]

where \( Q^{(r,s)} \) is the total-photon-number distribution of a tensor product of squeezed-coherent states \( |r, s\rangle \) [45, 46] and \( h(p) := -p \log p \). In particular, as explained above, for the coherent encoding it always suffices to start with a single-mode pulse, i.e., \( r = 0 \) and \( s = (s_0, 0, \ldots, 0) \), so that \( Q^{(r,s)} \) reduces to a Poissonian \( P^{(|\alpha|^2)} \).
Consequently, in accordance with Eq. (5), we define the best lower bounds on the maximum rate of coherent and squeezed-coherent encodings as

\[ R^{\text{room}}(\Phi_m, E) := \max_{s, p} R(\Phi_m, E; s, 0, p), \quad (25) \]

\[ R^{\text{sec}}(\Phi_m, E) := \max_{r, s, p} R(\Phi_m, E; r, s, p), \quad (26) \]

where the optimization is over values of the parameters respecting the energy constraint. Clearly, in a ROOM communication strategy, the larger the energy of the Haar-random pulses is, the smaller is their parameters subject to the average-energy constraint. Since the energy constraint \( E = (1 - p)|s|^2 \) imposes \( s = s_0 := (\sqrt{E/p}, 0, \cdots, 0) \), the optimization of Eq. (25) essentially reduces to a single-parameter one:

\[ R^{\text{room}}(\Phi_m, E) := \max_{p \in [0, 1]} R(\Phi_m, E; \sqrt{E/p}, 0, p). \quad (27) \]

On the contrary, for the squeezed-coherent encoding it is difficult to optimize Eq. (26) in general. Numerical evidence suggests to concentrate all the energy in one pulse before \( \bar{U} \), i.e., \( r = (r, 0, \cdots, 0) \) and \( s = (s, 0, \cdots, 0) \), with \( s \in \mathbb{R} \) and \( r > 0 \). Intuitively, this choice is aimed at reducing the photon-number variance as pointed out after Eq. (11).

4.2.2 On/off modulation plus photodetection (OOP)

As explained in Sec. 2.2, attaining the maximum rate \( R^{\text{room}}_{c, \text{OOP}}(\Phi_m, E) \) of a ROOM encoding still requires the realization of collective quantum measurements across several uses of the channel. Hence we consider further a fully explicit communication scheme, employing a non-randomized on/off modulation with coherent, \( \mathcal{A}_c := \{ |0\rangle, |s\rangle \} \), or squeezed-coherent signals, \( \mathcal{A}_{sc} := \{ |0\rangle, |r\rangle, |s\rangle \} \), plus on/off photodetection measurements (OOP), \( \mathcal{M}_{pd} := \{ |0\rangle, |I - |0\rangle, |0\rangle \} \), whose rate \( R^{\text{room}}_{c, \text{OOP}}(\Phi_m, E; \mathcal{A}_{c, \text{OOP}}, \mathcal{M}_{pd}) \) can be computed via Eq. (6).

4.2.3 Two or more pulses

It is clear that the ROOM encoding can be generalized by considering more than one covariant pulse, obtaining similar expressions to Eq. (24). Providing analytical intuition about the behaviour of these strategies is challenging and beyond the scope of this paper. However, in our numerics we do consider ternary coherent and squeezed-coherent encodings, composed of the vacuum state and two randomized pulses with distinct parameters (see Fig. 2 for a depiction of these strategies and the Mathematica [50] notebook \(^3\) for the numerics). As for ROOM, the maximum rate of these encodings can be obtained by optimizing all the parameters subject to the average-energy constraint.

\(^3\)Supplementary files.

4.3 Limiting behaviour of the maximum coherent-state rate

4.3.1 High-energy regime

Let us discuss the high energy regime for coherent-state strategies. The second term of the upper bound Eq. (20) can be further bounded using Jensen’s inequality, obtaining the coarser bound

\[ \sum_{n=0}^{\infty} P^{(E)}(n) \log \left( \frac{n + m - 1}{m - 1} \right) \leq \log \left( \frac{E + m - 1}{m - 1} \right) = (m - 1) \log E + O(1), \quad (28) \]

which, together with the well-known fact that at high energies the capacity of the Poisson channel is \( \frac{1}{2} \log E + O(1) \) [35], establishes the following:

**Proposition 4.2.** The maximum rate of transmission of classical information through the channel \( \Phi_m \) using high-energy coherent state encodings is given by

\[ R_c(\Phi_m, E) = \left( m - \frac{1}{2} \right) \log E + O(1). \quad (29) \]

We check that this asymptotic rate is achievable with a thermal ensemble of coherent states. An ensemble for which the average state is the thermal state can be obtained by encoding with probability distribution given by a Gamma distribution

\[ q(s) = \left( \frac{m}{E} \right)^m e^{-\frac{E}{m} s^{-1}}, \]

indeed

\[ \int_0^\infty ds q(s) P^{(s)}(n) = \left( \frac{n + m - 1}{m - 1} \right) \left( \frac{E}{E + m} \right)^n \left( \frac{m}{E + m} \right)^m = p^{th}(n). \quad (30) \]

For this distribution one needs to evaluate only the average-output-entropy term. From the well-known fact that \( H(P^{(s)}) \leq \frac{1}{2} \log 2 \pi e (s + \frac{1}{12}) \) [49, 51], and from Jensen inequality, we have

\[ \int_0^\infty ds q(s) H(P^{(s)}) \leq \int_0^\infty ds q(s) \frac{1}{2} \log 2 \pi e (s + \frac{1}{12}) \leq \frac{1}{2} \log 2 \pi e (E + \frac{1}{12}). \quad (31) \]

We then obtain a rate

\[ R^{th} = mq(E/m) - \int_0^\infty ds q(s) H(P^{(s)}) \geq mq(E/m) - \frac{1}{2} \log 2 \pi e (E + \frac{1}{12}) = \left( m - \frac{1}{2} \right) \log E + O(1). \quad (32) \]

Moreover, by fixing \( E/m = k \) and sending \( m \) to infinity, we get a rate per use of the transmission line.
which approaches the identity-channel capacity with energy constraint \( k \):

\[
\frac{R_{\text{th}}}{m} = g(E/m) - \int_0^\infty ds \, q(s) H(\Phi(s)) \\
\geq g(k) - \frac{1}{2m} \log 2\pi e \left( km + \frac{1}{12} \right) \\
= C(\Phi, k) + O\left( \frac{\log m}{m} \right). \tag{33}
\]

### 4.3.2 Low-energy regime

Let us now discuss the low-energy regime for coherent-state strategies. The series that appears in the bound Eq. (20) can be rearranged as a power series in \( E \), and at the leading order (at fixed \( m \)) it reads

\[
\sum_{n=0}^\infty P^{(E/p)}(n) \log \left( \frac{n+m-1}{m} \right) = C \log m + o(E). \tag{34}
\]

where \( c = \frac{1+\gamma}{\sqrt{2\pi}} - 1 \approx 0.038 \), and \( \gamma \) is the Euler-Mascheroni constant.

However, at extremely low energies \( (10^{-60} \div 10^{-40}) \) and for all \( m \), one can use the alternative bound \( \hat{R}_{\text{sp}}^{\text{om}}(\Phi_m, E) \), which provides the following asymptotically-tighter upper bound for the rate of our channel:

\[
\hat{R}_{\text{sp}}^{\text{om}}(\Phi_m, E) = E \log \frac{1}{E} + E \log \log \frac{1}{E} + E(2 + \log 13 - \gamma + \log m) + o(E). \tag{35}
\]

An achievable lower bound is instead provided by a corresponding one for the Poisson channel. In the following we will adapt an on/off modulation that attains the Poisson channel unconstrained decoding at the leading order in \( E \) and in general provides a good lower bound for \( E \leq 1 \) [34]. Note that this bound can be surpassed at larger energies by that of Ref. [47]. The strategy we consider is a randomized on/off modulation (ROOM) and consists in sending a vacuum pulse \( |0\rangle \) with probability \( 1-p \) and otherwise a Haar-random coherent pulse \( \hat{U}_s |s\rangle \otimes |0\rangle^\otimes m-1 \) of energy \( |s|^2 = \frac{E}{p} \). Following the same reasoning to obtain the optimal coherent-state rate, it is straightforward to see that the net effect of this encoding is that of inducing an on/off total energy distribution in Eq. (19), i.e., \( q(0) = 1-p, q(\frac{E}{p}) = p \). The corresponding rate

\[
R(\Phi_m, E, p) := p \sum_{n=1}^\infty P^{(E/p)}(n) \log \left( \frac{n+m-1}{m} \right) \\
+ h(1 - p + p P^{(E/p)}(0)) \\
+ \sum_{n=0}^\infty \left( p P^{(E/p)}(n) - p \sum_{n=0}^\infty h( P^{(E/p)}(n)) \right) \\
= p \sum_{n=1}^\infty P^{(E/p)}(n) \log \left( \frac{n+m-1}{m} \right) \\
+ h(1 - p + p P^{(E/p)}(0)) \\
+ \left( 1 - P^{(E/p)}(0) \right) h(p) - p h( P^{(E/p)}(0)),
\]

where we have defined \( h(x) = -x \log x \) and used the property \( h(xy) = x h(y) + y h(x) \). One can then maximize this function over \( p \in [0,1] \) to obtain the best lower bound \( \hat{R}_{\text{sp}}^{\text{om}}(\Phi_m, E) := \max_p R(\Phi_m, E, p) \).

We have already seen that, independently of the value of \( p \), we have \( p \sum_{n=1}^\infty P^{(E/p)}(n) \log \left( \frac{n+m-1}{m} \right) \leq E \log m + o(E) \). Then we use the fact that for the remaining terms in Eq. (36), at low energies, the maximum is attained for \( p = E \log \frac{1}{E} \), see [34]. By inserting this value of \( p \) we get

\[
R_{\text{sp}}^{\text{om}}(\Phi_m, E) = E \log \frac{1}{E} - E \log \log \frac{1}{E} + E \log m + o(E). \tag{36}
\]

Moreover, note that at low energies one can attain this rate at order \( O(E) \) by explicit on/off modulation plus photodetection (OOP) that sends independently on each mode a fixed coherent pulse of energy \( \frac{E}{pm} \) with probability \( p \) and the vacuum otherwise [34] (see also [27] for a less-performing generalized PPM strategy). The rate for this strategy is immediately obtained from the on/off rate for the case \( m = 1 \) [34]:

\[
R_{\text{sp}}^{\text{om}}(\Phi_m, E, m) = m R_{\text{sp}}^{\text{om}}(\Phi_1, E/m) = E \log \frac{1}{E} \\
- E \log \log \frac{1}{E} + E \log m + o(E). \tag{37}
\]

We can summarize the low energy analysis with the following:

**Proposition 4.3.** The rate of transmission of classical information through the channel \( \Phi_m \) using low-energy coherent state encodings is bounded by

\[
R_c(\Phi_m, E) \geq E \log \frac{1}{E} - E \log \log \frac{1}{E} + E \log m + o(E) \tag{38}
\]

\[
R_c(\Phi_m, E) \leq E \log \frac{1}{E} - E \log \log \frac{1}{E} + E(2 + \log 13 - \gamma + \log m) + o(E). \tag{39}
\]
Figure 3: Plot (log-linear scale) of several rates per unit of channel capacity $C(\Phi_m, E)$ vs. the average energy $E$ for several values of $m$: upper (dashed lines) and lower (dot-dashed lines) bounds on the optimal coherent-state rate, $R_{\text{coh/room}}^{\text{opt}}(\Phi_m, E)$, lower bound (continuous line) on the optimal squeezed-coherent-state rate, $R_{\text{sq/room}}^{\text{opt}}(\Phi_m, E)$. The optimal rate achievable with coherent states rate lies in the shaded region. Note that as $m$ increases, the coherent-state rate becomes comparable with the capacity. Moreover, squeezing always provides a notable advantage over simple coherent encoding and it can even surpass the coherent-state encoding upper bound for $m = 1$.

4.4 Comparison of all strategies and squeezing advantage

4.4.1 Quantum advantage via squeezing

In Fig. 3 we plot the coherent and squeezed-coherent lower bounds $R_{\text{room}}^{\text{opt}}$ and the coherent upper bound $R_{\text{coh}}^{\text{opt}}$ per unit of channel capacity for several values of $m$, as a function of the mean energy $E$. First of all, we observe a general increasing trend of the rate with $m$, implying that one can make use of correlations in the phase noise to increase the Gaussian communication rate.

More importantly, the plot also shows that the use of squeezing provides a large increase of the communication rate for all $m$ and $E$ with respect to its direct coherent counterpart. This is particularly evident for $m = 1$, where there even exists a small range of energies such that $R_{\text{sq/room}}(\Phi_1, E) > R_{\text{coh}}^{\text{opt}}(\Phi_1, E)$. Since for $m = 1$ it also holds that $R_{\text{room}}(\Phi_1, E) = R_{\text{coh}}^{\text{opt}}(\Phi_1, E)$ (see Sec. 4.4.2), we conclude that the fully explicit OOP squeezed-coherent communication scheme surpasses any coherent-state scheme, answering a question that can be traced back to [26]. This proves the existence of an unconditional quantum advantage with respect to classical communication strategies, which can be demonstrated using only experimental-friendly resources such as squeezing and photodetectors.

4.4.2 Attainability of ROOM rate with fully explicit OOP scheme

We start by observing that, for $m = 1$, the OOP scheme attains the lower bound Eq. (24) at all energies both for coherent and squeezed-coherent encodings, i.e., $R_{\text{room}}(\Phi_1, E) = R_{\text{coh}}^{\text{opt}}(\Phi_1, E)$, implying that both $(m = 1)$-ROOM rates are attainable with an end-to-end explicit protocol.

For $m > 1$ instead we have $R_{\text{room}}(\Phi_1, E) > R_{\text{coh/room}}^{\text{opt}}(\Phi_1, E)$ in general (see e.g. Fig. 4). Interestingly, in the low-energy regime this gap closes and the same lower bound of (38) can be attained by a fully explicit OOP strategy for all $m$.

4.4.3 Comparison with Fock and ternary encodings

The advantage of a ROOM squeezed-coherent encoding is quite small with respect to that obtained with an on/off encoding using the vacuum and a one-photon Fock state [1], which is, admittedly, not particularly challenging to produce nowadays. For this reason, we are driven to consider discrete encodings comprising more than two signals.

As we already pointed out, for any ensembles of $t$ states the maximum rate is bounded by $\log t$. For restricted Fock ensembles with photon number up to 1 or 2 the Holevo quantity rapidly saturates to respectively $\log 2$ and $\log 3$. Still, as shown in Fig. 5, the advantage of squeezed-coherent encodings is enhanced by considering ternary constellations, which can surpass the performance of 0/1 Fock encodings. Importantly, the amount of squeezing required by these optimal encodings is relatively modest, e.g., at $E = 1.1$ the largest $r \approx 0.62$ corresponds to a squeezing of 5.4dB, while at $E = 2$ the largest $r \approx 0.68$ corresponds to a squeezing of 5.8dB. Hence our squeezed-coherent encoding is fully within reach of current experimental platforms [30] (up to 15dB), even for on
chip production [31](up to 8dB).
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Figure 5: $m = 1$, Binary (dashed) and ternary (dot-dashed) rates achievable with Fock encodings with up to two photons (orange), coherent states (violet), and squeezed coherent states (green). The violet solid line is the upper bound on the coherent state rate Eq. 45.

Clearly, one can surpass the ternary squeezed-coherent encoding with a ternary Fock encoding, as shown in Fig. 5. However, the difficulty of producing Fock states with photon number larger than 1, makes encodings with multiple squeezed-coherent states preferable over those relying on Fock states. Such advantage is further enhanced in the presence of loss, as we will discuss in the next section.

5 Beating Fock encodings under loss

A simple model to account for losses is to precede the phase noise channel $\Phi_{\eta,n_{th}}$ with a lossy bosonic channel $E_{\eta,n_{th}}$. $E_{\eta,n_{th}}$ sends Gaussian states into Gaussian states, acting on first and second moments as

$$\mu_{E_{\eta,n_{th}}} \rightarrow \mu' = \sqrt{\eta} \mu, \quad (40)$$

$$V_{E_{\eta,n_{th}}} \rightarrow V' = \eta V + (1 - \eta)(2n_{th} + 1)I_2, \quad (41)$$

and for $n_{th} = 0$ it acts on Fock states as following

$$E_{\eta,0} |n\rangle \langle n| = \sum_{i=0}^{n} \binom{n}{i} \eta^i (1 - \eta)^{n-i} |i\rangle \langle i|. \quad (42)$$

The action on the characteristic function of $\Phi_{m}$ and $E_{\eta,n_{th}}$ is

$$\phi(r) \rightarrow \phi'(r) = \phi(\eta r) e^{-\frac{(1-\eta)n+\eta}{2}r^2}, \quad (43)$$

$$\phi(r) \rightarrow \phi'(r) = \frac{1}{2\pi} \int_0^{2\pi} \psi(R(\theta) \otimes \cdots \otimes R(\theta) r) d\theta, \quad (44)$$

where each $R(\theta)$ is a rotation of angle $\theta$ of the coordinates $(x_i, p_i)$. From this characterization it is evident that $\Phi_{m}$ and $E_{\eta,n_{th}}$ commute, therefore the order in which we place them is irrelevant.

Replacing ensembles $E = \{q(x), \hat{p}(x)\}$ with $E_{\eta} = \{q(x), E_{\eta,n_{th}}(\hat{p}(x))\}$ in the rate expression Eq. 11 we can compute rates in the presence of loss.

Since the action of loss on coherent states is $E_{\eta,0} |\alpha\rangle \langle \alpha| = |\sqrt{\eta} \alpha\rangle \langle \sqrt{\eta} \alpha|$, we can immediately compute the maximum coherent-state rate in the presence of loss as

$$R_c(\Phi_m \circ E_{\eta,0}, E) = R_c(\Phi_m, \eta E), \quad (45)$$

and employ upper and lower bounds adapted from Sec. 4.

To compute the rates of encodings generated by applying a random PI to single-mode squeezed-coherent states, we need instead the photon-number distribution of a generic Gaussian state, which is reported in Appendix E, Eq. (65). Finally, to compute the rates of encodings generated by Fock states we can use Eq. (42).

In Figs. 6,7 we plot these rates in the case $m = 1$ and $m = 2$ and zero-temperature environment, $n_{th} = 0$, showing that squeezed-coherent encodings outperform both coherent and Fock encodings with photon number up to 2 in the presence of a moderate amount of loss, in the regime $E \approx 1$.

6 Communication cost of establishing a phase reference

The optimality of covariant encodings makes strategies with phase reference states suboptimal in principle, but it is still worth to compare them with covariant encodings. We consider an encoding employing $E_x$ energy in the first mode to prepare a fixed phase reference state and $E(1-x)$ on the remaining $m-1$ modes with arbitrary encoding, with $0 < x < 1$. By monotonicity of the capacity, clearly this rate cannot be better than that of the identity channel on $m-1$ modes with energy constraint $E(1-x)$. Asymptotically at high energy, the leading term of this upper bound is $(m-1) \log E$, independently of $x$ and of the reference state, which is less than the coherent-state rate achieving Eq. (29) by $\frac{1}{2} \log E$. We give an expression of the rate with phase synchronization in Appendix C, showing that coherent states encoding achieve this upper bound asymptotically. In Fig. 8 we show the comparison in the finite energy regime between a covariant coherent encoding with an average thermal input state and encodings using a truncated phase state $|\psi\rangle = [2\pi E + 1]^{-1/2} \sum_{n=0}^{2E} |n\rangle$ as reference and a thermal ensemble of coherent states for coding. In fact, while phase estimation procedures [52–56] where improvements are which benefit from super-Poissonian photon-number statistics, the advantage we report in this paper is obtained by trading signals characterized by Poissonian photon-number distribution with sub-Poissonian squeezed-coherent states.
7 Discussion and conclusions

We have analyzed the performance of Gaussian encodings in the presence of phase-noise with a finite decoherence time, such that \( m \) successive signals can be sent before losing the phase reference. This is a physically-motivated example of non-Gaussian channel, and we showed that good encodings make an intelligent use of the relative degrees of freedom, rather than trying to synchronize a common phase. Indeed, phase synchronization schemes with quantum-enhanced phase estimation seem to be unfavored with respect to general coherent-state strategies, if the global energy cost is taken into account.

Moreover, we showed that squeezing can greatly enhance the communication rate, as an effect of reducing the entropy of the total-photon-number distribution. In particular for \( m = 1 \) we proved that, for the first time to our knowledge, an explicit strategy, alternating between the vacuum and a squeezed-coherent state, together with photodetection, outperforms any coherent-state code. This is particularly interesting considering that it can be easily realized with current technology, while the as-yet-unknown optimal coherent-state rate will need in general the use of entangled measurements at the receiver side, which are still challenging.

Finally, we showed that the squeezing advantage over coherent states is robust with respect to addi-
tional loss effects in the communication line and that, in this case, squeezed-coherent encodings with multiple pulses can even outperform Fock-state encodings. This fact, in conjunction with the difficulty of realizing photon-number states and the relatively small amount of squeezing required by our strategies, establishes squeezed-coherent states as a robust and efficient coding method for communication without phase-reference.

We leave as open questions: the optimality of strategies employing non-zero squeezing among Gaussian states for any \( m \) and \( E \); the sub-optimality of ensembles using states with super-Poissonian statistics, which is good for phase synchronization, with respect to coherent-state strategies. Moreover, we did not consider the possibility of sending entangled squeezed states across the channel uses, which could in principle further enhance the communication rates due to superadditivity.
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A Decomposition into irreducible representations of $U(m)$

In this section we determine the decomposition into irreducible representations of $U(m)$ of the Hilbert space of $m$ modes. In the following we switch to a complex notation for coherent states, i.e., $|\alpha\rangle := e^{a^\dagger - a} |0\rangle$.

Since coherent states are an overcomplete set, we can first restrict to study the action of $U(m)$ on coherent states and then straightforwardly extend the result to arbitrary bosonic states via the decomposition

$$\hat{\rho} = \int d^{2m} \tilde{\alpha} \, P_\rho(\tilde{\alpha}) \, |\tilde{\alpha}\rangle \langle \tilde{\alpha}|,$$

where $P_\rho(\tilde{\alpha})$ is the Glauber-Sudarshan $P$-representation [44, 57] of the $m$-mode bosonic state $\hat{\rho}$.

We will make use of a crucial property that connects coherent states of an infinite-dimensional system with spin-coherent states of finite dimension [42, 43]. First, note that an $m$-mode coherent state can be decomposed as

$$|\tilde{\alpha}\rangle = \sum_{n=0}^{\infty} \left( \sqrt{P^{(s)}(n)} \right) |\psi_n(\tilde{\alpha})\rangle,$$

where $s := |\tilde{\alpha}|^2$ the mean energy of the state, and $\Pi_n |\alpha\rangle = \sqrt{P^{(s)}(n)} |\psi_n(\tilde{\alpha})\rangle$.

Explicitly

$$|\psi_n(\tilde{\alpha})\rangle = \sum_{m_1=1}^{m} \ldots \sum_{m_n=1}^{m} \prod_{i=1}^{n} u_{m_i}^{a_i} |\vec{n}\rangle,$$

where we have introduced the multi-mode Fock state $|\vec{n}\rangle = |n_1\rangle \otimes \cdots \otimes |n_m\rangle$, and $\vec{u} := (\vec{n})^\dagger$. Now observe that each $|\psi_n(\tilde{\alpha})\rangle$ lives in a finite-dimensional subspace and it can be mapped to the state of $n$ copies of a $m$-level system state with coefficients $\vec{u}$:

$$\sum_{i=1}^{m} u_{m_i}^{a_i} |i\rangle \otimes \cdots \otimes |m\rangle = \sum_{\sigma \in S_n} \sum_{i=1}^{m} u_{m_i}^{a_i} U(\sigma) \left| \vec{n}(m) \right\rangle \equiv |\psi_n(\vec{u})\rangle,$$

where $|\vec{n}(m)\rangle$ is the tensor-product state $|\vec{n}(m)\rangle = |1,\ldots,1,m,\ldots,m\rangle$, with $n_i$ repetitions of the $i$-th basis element, $U(\sigma)$ is a permutation of the $m$-level systems and the isomorphism is defined on the basis of permutation-symmetric states.
\[(\frac{1}{n!})^{1/2} \sum_{\sigma \in S_n} \langle U(\sigma) \mid n \rangle \rightarrow |\tilde{\alpha}\rangle.\] Finally, thanks to this mapping, the action of an energy-preserving Gaussian unitary \(\hat{U}\) corresponding to \(U \in \mathbb{U}(m)\) in phase space, can also be written as

\[\hat{U} |\tilde{\alpha}\rangle = |U \tilde{\alpha}\rangle = \sum_{n=0}^{\infty} \sqrt{P^{(s)}(n)} \hat{d}^{(m,n)}_{U} |\psi_{n}(\tilde{\alpha})\rangle, \quad (49)\]

where \(\hat{d}^{(m,n)}_{U}\) is the image of \(U\) with respect to the irreducible representation of \(U(m)\) on the permutation-symmetric subspace of \(n \times m\)-level systems. This is enough to conclude that each block with total photon number \(n\) hosts the irreducible representation of \(U(m)\) corresponding to the Young diagram of one row of length \(n\), which has dimension \((\frac{n(n+m-1)}{2})\)\[58]\.

By Schur’s lemma it then follows that the Haar numbers and, inside each block with fixed total photon numbers and, inside each block with fixed total photon number, it acts as a \(U(m)\)-twirling:

\[\int_{U(m)} dU \hat{U} |\tilde{\alpha}\rangle \langle \tilde{\alpha}| \hat{U}^\dagger = \sum_{n=0}^{\infty} P^{(s)}(n) \int_{U(m)} dU \hat{d}^{(m,n)}_{U} |\tilde{\psi}_{n}(\tilde{\alpha})\rangle \langle \tilde{\psi}_{n}(\tilde{\alpha})| \hat{d}^{(m,n)}_{U} = \sum_{n=0}^{\infty} P^{(s)}(n) \frac{\tilde{\Pi}_{n}}{(n+m-1)!}. \quad (50)\]

This result can then be applied to each coherent-state term in the decomposition of Eq. (46), obtaining Eq. (9) of the main text.

B Pure-state ensembles are always optimal among Gaussian encodings

Consider an ensemble comprising general Gaussian states of the form \(\hat{\rho}_{G} = \hat{U} \tilde{S}(r) \hat{D}(s) \hat{D}^{\dagger}(s) \hat{S}(r) \hat{U}^\dagger\), where \(\hat{\rho}_{th}\) is an \(m\)-mode thermal state, \(\hat{U}\) is an \(m\)-mode PI and \(\hat{D}(s), \hat{S}(r)\) are as defined in Eq. (14) and (17). The tensor product of single-mode displacement operators \(\hat{D}(r) = \exp(\alpha \hat{a}^\dagger - \alpha^\dagger \hat{a})\) and squeezing operators \(\hat{S}(s) = \exp(\frac{1}{2}(\hat{a}^2 - \hat{a}^\dagger 2))\), respectively. Now recall that any thermal state can be decomposed as a mixture of coherent states with Gaussian weights, i.e., \(\hat{\rho}_{th} = \int d^{2m} \beta \hat{p}_{G}(\beta) \hat{\Psi}_{G}(\beta)|\beta\rangle \langle \beta|\) \[44]\ and hence every Gaussian state \(\hat{\rho}_{G}\) can be written as a mixture of pure Gaussian states with Gaussian weight. Then for any mixed-state Gaussian ensemble \(\tilde{E}_{G} := \{q(x), \hat{\rho}_{G}(x)\}\), respecting the mean-energy constraint, one can consider an equivalent pure-state Gaussian ensemble \(\tilde{E}_{G} := \{q(x)\hat{p}_{G}(\hat{\beta}(x), \hat{\Psi}_{G}(\hat{\beta}(x)|\beta\rangle \langle \beta|\}, \) comprising all the pure states \(\hat{\Psi}(\hat{\beta}(x)|\beta\rangle \langle \beta|\), with \(|\beta\rangle \langle \beta| = \hat{U}_{x} \tilde{S}(r) \hat{D}(s) \hat{D}^{\dagger}(s) \tilde{S}(r)\), that take part in the decomposition of some \(\hat{\rho}_{G}(x)\), with proper weights. Then by the equivalence of these two ensembles and the concavity of the entropy we obtain, for any channel \(\Phi\) acting on \(m\) bosonic modes,

\[\chi(\Phi, \tilde{E}_{G}) = S \left( \int dx q(x) \Phi(\hat{\rho}_{G}(x)) \right) - \int dx q(x) S(\Phi(\hat{\rho}_{G}(x))) \leq S \left( \int dx d^{2m} \beta q(x) \hat{p}_{G}(\hat{\beta}(x) \hat{\Psi}(\hat{\beta}(x)|\beta\rangle \langle \beta|) \right) - \int dx d^{2m} \beta q(x) \hat{p}_{G}(\hat{\beta}(x) S(\hat{\Psi}(\hat{\beta}(x)|\beta\rangle \langle \beta|)) = \chi(\Phi, \tilde{E}_{G}). \quad (51)\]

This implies that, when optimizing the Holevo quantity over Gaussian encodings, one can always restrict to pure states.

C Communicate with phase reference

Consider now the scenario where Alice and Bob use a fraction of the total available energy \(x E\) to prepare a single mode state suitable for estimating the phase of the channel and \((1-x)E\) is the average energy of the ensemble of coherent states on the remaining \(m-1\) modes. The input states have thus the form \(|\psi\rangle \otimes |\tilde{\alpha}\rangle\), with \(|\tilde{\alpha}\rangle = \otimes_{i=2}^{m}|\alpha_{i}\rangle\), \(|\psi\rangle \hat{n}_{1}|\psi\rangle = x E, \langle \tilde{\alpha}| \sum_{i=2}^{m} \hat{n}_{i}|\tilde{\alpha}\rangle = |\alpha|^{2}\). Since \(\Phi_{m}\) commutes with energy-preserving Gaussian unitaries on the last \(m-1\) modes, one can adapt the argument in the main text to obtain an optimal rate

\[\chi_{th}^{ph}(\Phi_{m}, x E) = \left[S \left( \int dp(\tilde{\alpha}) \Phi_{m}(|\psi\rangle \langle \psi| \otimes \int dU \hat{U} |\tilde{\alpha}\rangle \langle \tilde{\alpha}| \hat{U}^\dagger) \right) - \left( \int dp(\tilde{\alpha}) \int dU S(\Phi_{m}(|\psi\rangle \langle \psi| \otimes \hat{U} |\tilde{\alpha}\rangle \hat{U}^\dagger) \right) \right]
\[= \left[S \left( \int dp(\tilde{\alpha}) \Phi_{m}(|\psi\rangle \langle \psi| \otimes \sum_{n=0}^{\infty} P^{(s)}(n) |\tilde{\alpha}|^{2n} \hat{\Pi}_{n}^{(m-1)} \right) - \int dp(\tilde{\alpha}) \hat{S}(\Phi_{m}(|\psi\rangle \langle \psi| \otimes |\tilde{\alpha}\rangle \langle \tilde{\alpha}|)) \right]. \quad (52)\]

Where \(\hat{\Pi}_{n}^{(m-1)}\) is the projector on the space of \(m-1\) modes with total photon number \(n\). The first term is

\[\Phi_{m}(|\psi\rangle \langle \psi| \otimes \sum_{n=0}^{\infty} \int P^{(s)}(n) \hat{\Pi}_{n}^{(m-1)} \right) = \sum_{l=0}^{\infty} q^{(x E)}(l) \int P^{(s)}(n) \hat{\Pi}_{n}^{(m-1)}, \quad (53)\]

where \(q^{(x E)}(n) = \text{Tr} \left[ |\hat{\Pi}_{n} \phi \rangle \langle \phi| \otimes |0\rangle \langle 0| \right], and the second term can be computed by noting that
Using a coherent state as reference, and coding with
we obtain, for fixed \( x \),
\[
\chi_{ph}^E(\Phi_m, E, x) = S[q^{(xE)}] + S[\int_0^\infty ds \ p(s) \ P^{(s)}]
\]
\[
+ \sum_{n=0}^\infty \int_0^\infty ds \ p(s) \ P^{(s)}(n) \log \left( \frac{n + m - 2}{m - 2} \right)
\]
\[- \int_0^\infty ds \ p(s) \ S[\rho^{(s,xE)}] \quad (54)
\]
Using a coherent state as reference, and coding with
a thermal ensemble for \( m - 1 \) modes, at high energies
we obtain, for fixed \( x, 0 < x < 1, \)
\[
\chi_{ph}^E(\Phi_m, E, x) = (m - 1) \log E + \frac{1}{2} \log E
\]
\[- \frac{1}{2} \log E + O(1) \quad (55)
\]
which is already sufficient to reach the upper bound
at leading order. Other phase reference states are not
useful at this level.

D Squeezed-coherent encodings

The photon-number distribution of a coherent
squeezed state \( S(r)D(\sqrt{2}Re\alpha, \sqrt{2}Im\alpha) |0\rangle \), \( r \in \mathbb{R} \)
and \( \alpha \in \mathbb{C} \), is given by \( p(n|r, \alpha) = |c(n|r, \alpha)|^2 \),
where \[45, 46]\n\[
c(n|r, \alpha) = (n! \cosh(r))^{-\frac{1}{2}} \left( \frac{1}{2} \tanh(r) \right)^{n/2}
\]
\[
\times H_n \left[ \alpha \sinh(2r)^{-1/2} \right] \exp \left[ - \frac{1}{2} |\alpha|^2 - \frac{1}{2} \tanh(r) \alpha^2 \right] \quad (56)
\]
and \( H_n(\gamma) \) is the Hermite polynomial of order \( n \).
Taking \( \alpha \in \mathbb{R} \), the average energy of the state is
\( E + \frac{1}{2} = \frac{1}{2} \cosh(2r) + e^{-2r} \alpha^2 \). Substituting for \( \alpha \) we
then obtain
\[
c(n|r, E) = (n! \cosh(r))^{-\frac{1}{2}} \left( \frac{1}{2} \tanh(r) \right)^{n/2}
\]
\[
\times H_n \left[ \sqrt{\frac{2E + 1 - \cosh(2r)e^{2r}}{2 \sinh(2r)}} \right] \exp \left[ - \frac{1}{2} \left( \frac{2E + 1 - \cosh(2r)e^{2r}}{4} \right)(1 + \tanh(r)) \right] \quad (57)
\]
An achievable rate using these states for the encoding
is obtained via the following on/off modulation:
\[
\varepsilon_{p,r,\tilde{a},U} = \left\{ (1 - p) |0\rangle |0\rangle^{\otimes m}, \right.
\]
\[
pdU \hat{U} \hat{S}(r) \hat{D}(\tilde{a}) |0\rangle |0\rangle^{\otimes m} \hat{D}(\tilde{a}) \hat{S}(r)^\dagger \hat{U}^{\dagger} \left\}, \quad (58)
\]
where the vacuum state is sent with probability \( (1 - p) \),
while a pulse is sent with probability \( p \). The latter is generated by a product
of displacements denoted as \( \hat{D}(\tilde{a}) := D((\sqrt{2}Re\alpha_1, \sqrt{2}Im\alpha_1) \cdots D((\sqrt{2}Re\alpha_m, \sqrt{2}Im\alpha_m)), \)
and single-mode squeezing with fixed parameters on
each mode, \( r, \tilde{a} \in \mathbb{R}^m \), followed by a Haar-random
passive Gaussian unitary \( \hat{U} \) on the \( m \) modes. All
the parameters \( p, r, \tilde{a} \) are chosen so as to satisfy
an average-energy constraint for the ensemble and
the total photon number distribution is \( Q^{(r,\tilde{a})} \), with probabilities
\[
Q^{(r,\tilde{a})}(n) = \sum_{n_i=n} \prod_{i=1}^m p(n_i|r_i, \alpha_i). \quad (59)
\]
Following the same reasoning leading to (36), the rate
achievable with this encoding is
\[
R(\Phi_m, E, \tilde{a}, r, p) = \sum_{n=1}^\infty Q^{(r,\tilde{a})}(n) \log \left( \frac{n + m - 1}{m - 1} \right)
\]
\[- \frac{1}{2} \log E + O(1) \quad (55)
\]
\[
+ h \left( 1 - p + pQ^{(r,\tilde{a})}(0) \right) + \left( 1 - Q^{(r,\tilde{a})}(0) \right) h(p)
\]
\[- p h \left( Q^{(r,\tilde{a})}(0) \right) \quad (60)
\]
The rates of covariant ensembles generated from
ternary encodings can be obtained by Eq. (11) simply
putting \( Q^{(r,\tilde{a})}(n) \) as total photon-number
distribution.

E Photon number distribution of single mode Gaussian states

Single-mode Gaussian states \( \hat{\rho} \) are characterized by
the vector \( \mathbf{m} = (x, p) := (\sigma (\hat{x} - \hat{p}), \sigma (\hat{p} - \hat{x})) \),
where \( \hat{x} \) and \( \hat{p} \) are the position and momentum operator, and
the matrix
\[
V := \left( \begin{array}{cc}
\text{Tr} \left[ 2\hat{\hat{x}} - (\hat{x} - \hat{p})^2 \hat{\rho} \right] & \text{Tr} \left[ (\hat{x} - \hat{p})^2 \hat{\rho} \right] \\
\text{Tr} \left[ (\hat{x} - \hat{p}) \hat{\rho} \right] & \text{Tr} \left[ 2\hat{\hat{p}} - (\hat{x} - \hat{p})^2 \hat{\rho} \right]
\end{array} \right) \quad (61)
\]
Their photon number distribution can be computed
as follows \[59\]. Redefining \( \hat{x} \) and \( \hat{p} \) with a rotation
in the phase space, \( V \) can be put to diagonal form.
Define the variables:
\[
2\tau_1^2 := V_{11} + 1 \quad 2\tau_1^2 := V_{22} + 1 \quad (62)
\]
\[
A = \frac{1}{2\tau_1^2} + \frac{1}{2\tau_1^2} \quad B = \frac{1}{\sqrt{2\tau_2^2}} + \frac{i}{\sqrt{2\tau_2^2}} \quad (63)
\]
\[
C = -\frac{1}{4\tau_2^2} + \frac{1}{4\tau_2^2} \quad D = -\frac{x^2}{2\tau_2^2} - \frac{p^2}{2\tau_2^2} \quad (64)
\]
Then the probability of photon number \( n \) is
$$p(n, m, V) := \text{Tr}[\hat{\rho}|n\rangle\langle n|]$$

$$= e^{D \frac{n}{\tau_1 \tau_2}} \sum_{i=0}^{n} \frac{n!}{i!} \left(1 - A\right)^i \frac{|C|^{n-i}}{i! (n-i)!} \left| H_m \left( \frac{iB}{2\sqrt{C}} \right) \right|^2 .$$

(65)