I. INTRODUCTION

One of the most intriguing features of gravity is that the dynamics of spacetime can be given a thermodynamic interpretation [1]. This discovery, followed by many other works aiming to better understand the deep connection between gravity and thermodynamics both in specific cases [2–5] and on more general ground [6–15] (see for instance [16] for a review), naturally led to the see gravity as an emergent phenomenon.

A similar perspective has been developed after decades of theoretical efforts devoted to solve the Quantum Gravity (QG) problem from different approaches. The continuum description of spacetime is, from this point of view, indeed emergent, arising from the collective behavior of some fundamental “atoms of space”. These degrees of freedom are not simply quantized continuum fields; they do not have any spatiotemporal meaning nor they have a direct geometric interpretation [17]. Some examples are the spin networks of Loop Quantum Gravity (LQG) [18–21] (though they were introduced first within a canonical quantization of the gravitational field), the piecewise-flat simplicial geometries of lattice QG approaches [22–23], the quanta of Group Field Theories (GFTs) [24–26], causal sets [27], and possibly the underlying degrees of freedom of String Theory [28].

If gravity is in fact an emergent phenomenon, probing its thermodynamic properties could help us understanding its “microscopic structure” [29]. Moreover, if QG theories are able to predict quantum corrections to the classical thermodynamic variables, then thermodynamic equations, which we expect to hold both in classical and quantum regime, may be used to describe corrections to the usual gravitational dynamics, i.e., to the Einstein equations. This is the basic principle that we subscribe to in this paper.

A key role in the thermodynamic approach to gravity is played by horizon entropy. Interestingly enough, a lot of effort was put into trying to compute corrections to the “classical” Bekenstein-Hawking area law [30, 32] due to quantum geometry [33–34] and from quantum and thermal fluctuations [42–48], obtaining, in general, a functional form given by

$$S = \frac{A}{4L_{\text{pl}}^2} + b \log \frac{A}{4L_{\text{pl}}^2} + O\left(\frac{A}{4L_{\text{pl}}^2}\right)^{-1}, \quad (1)$$

where $A$ is the horizon area. Unfortunately, while there is broad agreement on the logarithmic form of these next-to-the-leading-order corrections, the factor $b$ seems to be very model dependent [39]. However, it is interesting to notice that conformal field theory arguments [50], as well as computations in LQG [38, 40, 41] and GFT [51], all seem to suggest a value $b = -3/2$. These quantum corrections could be used, in the spirit described above, to obtain corrections to the standard gravitational dynamics.

A first difficulty of this program is that typically the corrections are obtained in the spherically symmetric case, and there is no a priori reason to assume them to be true for more general spacetimes. Hence one has in principle no idea of how he entropy functional should be corrected.

Another issue is that even if one believes Equation (1) to capture the supposed entropy modifications, the standard procedure developed by Jacobson [1] makes use of local Rindler horizons. Being these local, one has not a clear notion of what the area of the horizon should be.

Given these difficulties, one is led to consider first the spherically symmetric case, in order to understand first what happens in this simplified picture and to hopefully
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find some (perhaps) observable corrections. Indeed, a first tentative in this direction has been performed in [52], where an effective cosmological dynamics has been obtained strikingly resembling the effective dynamics obtained in the Loop Quantum Cosmology setting [53] (see [54] for a review). Another possibility, explored in [55, 56] involves the implementation of such logarithmic corrections at the level of local causal diamonds, obtaining modified Einstein equations.

In this paper, we will only consider the very simple situation of a spherically symmetric static case, and we derive from a thermodynamic approach the corrections to the Schwarzschild–de Sitter solution induced by equation (1) by imposing the validity of fundamental thermodynamic equations for each spherically symmetric surface of a spatial hypersurface. In section IV we will apply specifically this program of obtaining possible quantum corrections to the gravitational dynamics in a very simple case, the Schwarzschild–de Sitter case, finding a modified solution. In section III we will study the linear perturbation around this modified background in the Schwarzschild case. Finally we draw some conclusions in section IV.

II. MODIFIED GEOMETRY FROM ENTROPY CORRECTIONS

In order to obtain a modified dynamics from quantum corrections to the entropy functional, it is necessary to recast the gravitational dynamics in terms of thermodynamic quantities. We will do this by following the approach in [57], which we will briefly review here.

As a starting point, one considers a spacetime which is assumed to be foliated by space-like leaves $\Sigma$ characterized by a constant value of a scalar field $t(x^a)$. Coordinates $y^\alpha$ can be defined on the leaves by defining a congruence of time-like curves parameterized by $t$, each curve connecting events with the same value of $y^\alpha$.

The unit normal to the $\Sigma$ is given by $u_a = -N\nabla_a t$ and we can write the induced metric on $\Sigma$ as

$$h_{ab} \equiv g_{ab} + u_a u_b. \tag{2}$$

Note that $h^\alpha_\beta$ is the projector on the leaves. A coordinate change can be written as

$$dx^a = (Nu^a + N^a) dt + x^a_{,\alpha} dy^\alpha, \tag{3}$$

where $N_a$ is tangent to $\Sigma_t$, namely $h^b_{\alpha} N_a = N_b$. The "time-development vector" $\zeta^a = Nu^a + N^a$ tells how the coordinates change with the time if $y^\alpha$ is kept fixed.

The relevant vector here is $\xi^a \equiv N_a u^a$, the component of $\zeta^a$ which is normal to $\Sigma_t$. As $g_{\alpha\alpha} = N_\alpha$, when $g_{00} = 0$ then $\xi^0 = \xi^a$. If the spacetime is static $\xi^a$ can be identified with a time-like Killing vector.

A. Noether charge of $\xi^a$ and surface heat content

Because of diffeomorphism invariance, there exists a Noether charge associated to any vector field in spacetime, generating a corresponding diffeomorphism. If we call $F^a(\xi)$ the conserved current associated to the above vector $\xi^a$, one can show that

$$u_a F^a(\xi) = \frac{1}{8\pi L_{pl}^2} D_\alpha (N a^\alpha), \tag{4}$$

where $a^i \equiv u^j \nabla_j u^i$ is the acceleration and $D_\alpha a^i = \nabla_\alpha a^i - a^j \nabla_j a^i$, where $D_\alpha$ is the covariant derivative on the constant $t$ slices. By definition, $Na_\alpha \equiv Nu^j \nabla_j u_\alpha = \xi^i \nabla_i u_\alpha$ measures the change in velocity along the vector $\xi^i$. One can also show that for $a_\alpha$ the following identity holds:

$$Na_\alpha = h^i_\alpha \nabla_j N. \tag{5}$$

Now, consider a $t = \text{const.}$ region $\mathcal{V}$, and let us integrate equation (4) multiplied by the correct volume element $\sqrt{h} \, d^3x$ on it: we find

$$\int_{\mathcal{V}} \sqrt{h} \, d^3x u_a F^a(\xi) = \int_{\partial \mathcal{V}} \frac{\sqrt{\sigma}}{8\pi L_{pl}^2} (Nr_\alpha a^\alpha). \tag{6}$$

where $r_\alpha$ is the unitary normal to the boundary surface $\partial \mathcal{V}$.

Now, consider, in particular, a surface characterized by $N(t, x) = \text{const.}$ inside the $t = \text{const.}$ hypersurface. Then $r_\alpha$ is the normal to this particular surface, so that we can write $r_\alpha \propto D_\alpha N$, or equivalently as $r_\alpha \propto h^i_\alpha \nabla_i N$, meaning that $r_i$ and $Na_i$ are in the same direction. We can thus normalize this vector by choosing $r_\alpha = \epsilon a_\alpha/a$, with $\epsilon = \pm 1$, so that $r_\alpha$ is always pointing outward. As a consequence, we see that $Na_\alpha a^\alpha = \epsilon Na = \epsilon (h^i_\alpha \nabla_i N \nabla_j N)^{1/2}$. Now, following [57], we identify the quantities appearing at the right-hand-side of the above equation as follows:

- First, we notice that the quantity $Na/(2\pi)$ can be interpreted as the (Tolman redshifted) local Davies-Unruh temperature of observers with $u_a = -N\delta^0_a$, i.e. of observers whose motion is normal to the hypersurface $t = \text{const.}$ and whose acceleration is $a$ with respect to freely falling observers.

- Second, we interpret $s = \sqrt{\sigma}/(4L_{pl}^2)$ as an entropy density. This follows because any small patch of the boundary we are considering can be considered as a correspondingly small cross-section of the local Rindler horizon for a local Rindler observer accelerating with acceleration $a$ (who thus associate a temperature $T_{loc} \equiv Na/(2\pi)$ to this surface).

In terms of these quantities, we can then write

$$\int_{\mathcal{V}} \sqrt{h} \, d^3x u_a F^a(\xi) = \epsilon \int_{\partial \mathcal{V}} d^2x Ts, \tag{7}$$
so that, as long as the boundary is defined as a surface characterized by \( N(t, \mathbf{x}) = \text{const.} \) in a constant-\( t \) hypersurface, the Noether charge for the vector \( \xi \), integrated on a physical region of space, is equal to the boundary enthalpy.

### B. Gravitational dynamics and thermodynamics

Up to this point, however, the gravitational field equations have not been used. When this is done, one can use equation (7) to recast the integrated gravitational dynamics as

\[
\frac{1}{16\pi L_{3}^{2}} \int_{\partial \mathcal{V}} \sqrt{h} d^{3}x \, u_{a} g^{ij} \mathcal{L}_{\xi} N_{ij}^{a} = \epsilon \int_{\partial \mathcal{V}} d^{2}x \, T s - \int_{\mathcal{V}} d^{3}x N \sqrt{h} u^{a} u^{b} (\mathring{T}_{ab}),
\]

where \( \mathring{T}_{ab} = T_{ab} - T g_{ab}/2 \), with \( T \equiv T_{a}^{a} \), and \( \mathcal{L}_{\xi} N_{ij}^{a} \) is the Lie derivative along \( \xi \) of the quantity \( N_{bc}^{a} = -\Gamma_{bc}^{a} + \frac{1}{2} (\Gamma_{bd}^{c} \delta_{a}^{d} + \Gamma_{cd}^{d} \delta_{a}^{b}) \),

which can be interpreted as the canonical momentum of the quantity \( f^{ab} = \sqrt{-g} g^{ab} \). In particular, one can show that

\[
\sqrt{h} u_{a} g^{ij} \mathcal{L}_{\xi} N_{ij}^{a} = -h_{ab} \mathcal{L}_{\xi} p^{ab},
\]

where \( p_{ab} \) is the canonically conjugate momentum to the projection tensor \( h_{ab} \). In the following, we will be interested in a very particular case of the above equation: when the spacetime is static, \( \xi^{a} \) is a Killing vector, and the left-hand-side of the above equation vanishes, giving

\[
\epsilon \int_{\partial \mathcal{V}} d^{2}x \, T s = \int_{\mathcal{V}} d^{3}x N \sqrt{h} u^{a} u^{b} (\mathring{T}_{ab}).
\]

In [57], this equation is interpreted as **holographic equipartition**, imposing that the number of degrees of freedom on the bulk and on the boundary is the same. Here, however, an interpretation in terms of thermodynamic variables will be more convenient.

### C. Modified Schwarzschild-de Sitter geometry

Equation (9), having an immediate thermodynamic interpretation, can be used as a starting point for the programme of obtaining modified geometries from a modified entropy functional, at least in the simplest cases.

In the following we will focus only on a cosmological constant-like energy momentum tensor, thus characterized by a constant energy density: \( T_{a}^{a} = \rho \delta_{a}^{a} \). As a consequence, \( \mathring{T}_{a}^{a} = -\rho \delta_{a}^{a} \).

Let us consider the construction performed as before, and let us adopt \( t \) as time variable; further, let us adapt our coordinates to the spherical symmetry shown by the system. We thus make the ansatz

\[
ds^{2} = -f(r) \, dt^{2} + h(r) \, dr^{2} + r^{2} \, d\Omega^{2}.
\]

Thus, the boundary we are interested to, is a \( r = \text{const.} \) in a \( t = \text{const.} \) hypersurface, i.e., a 2-sphere of radius \( r \).

Given the symmetry properties of the system we can write the equilibrium equation [9] (choosing \( \epsilon = -1 \)) as

\[
T(r) S(r) = -\frac{4}{3} \pi r^{3} \rho \sqrt{f(r)h(r)} + \Upsilon,
\]

where \( S(r) = \int_{\partial S_{2}(r)} d^{2}x s(r) \). Here we used \( u^{a} u^{b} \mathring{T}_{ab} = -\rho u^{a} u_{a} = \rho \), and we added a constant \( \Upsilon \) related to a singular density at the center. In this coordinate system, furthermore,

\[
T = \frac{Na}{2\pi} = \frac{1}{2\pi} \sqrt{h^{ij} \nabla_{i} N \nabla_{j} N} = \frac{1}{4\pi} (fh)^{-1/2} f'(r),
\]

It is useful to reparametrize \( h(r) = f^{-1}(r) e^{g(r)} \), so that

\[
TS = -\frac{4}{3} \pi r^{3} \rho e^{g/2} + \Upsilon,
\]

\[
T = \frac{f'(r) e^{-g/2}}{4\pi}.
\]

In order to determine both the functions \( f \) and \( g \), and hence determine the full form of the metric in this coordinate system, we need one more relation among these quantities, besides the equation above. This can be obtained as done in [5], by imposing that the dynamical surface gravity \( \kappa = \frac{1}{2} \nabla_{a} \nabla^{a} r \) matches the “acceleration surface gravity” \( \kappa(r) = Na = 2\pi T \). By definition, we have

\[
\kappa = \frac{1}{2} \left( \partial_{a} \nabla^{a} r + \Gamma_{a \mu}^{a} \nabla^{\mu} r \right) = \frac{1}{2} \left( \partial_{a} (g^{a\mu} \nabla_{\mu} r) + \Gamma_{a \mu}^{a} g^{a\nu} \nabla_{\nu} r \right) = \frac{1}{2} \left( \partial_{a} (g^{a\mu} \partial_{\mu} r) + \Gamma_{a \mu}^{a} g^{a\nu} \partial_{\nu} r \right) = \frac{1}{2} \left( \partial_{a} g^{a\tau} + \Gamma_{a \kappa}^{a} g^{a\tau} \right) = \frac{1}{2} \left( \partial_{a} h^{-1} + \Gamma_{a \kappa}^{a} h^{-1} \right).
\]

We now evaluate the Christoffel symbols

\[
\Gamma_{a \kappa}^{0} = f^{-1} \partial_{\kappa} f, \quad \Gamma_{r r} = h^{-1} \partial_{r} h,
\]

finally obtaining

\[
\kappa = \frac{h^{-1}}{4} \left( f^{-1} \partial_{\kappa} f - h^{-1} \partial_{r} h \right).
\]
In particular, we notice immediately that this definition agrees with $\kappa = \partial_r f/2$ when $f = h^{-1}$.

Equating the two resulting definitions of surface gravity, from equation (15) and equation (12), we find

$$\frac{1}{2} (fh)^{-1/2} f'(r) = \frac{h^{-1}}{4} \left( f^{-1} \partial_r f - h^{-1} \partial_r h \right),$$

which, once rewritten in terms of $f$ and $g$, becomes

$$f' \left( 1 - e^{g/2} \right) = \frac{1}{2} fg'.$$

The general solution can be written explicitly in the form

$$g = \log \left( \frac{f}{f + C} \right)^2$$

where $C$ is an integration constant. We note that by choosing $C = 0$ we obtain $g = 0$, which correspond to $h f = 1$, the usual condition for a spherically symmetric solution in the Schwarzschild form. This condition in fact guarantees the correct asymptotic behaviour when a cosmological constant is not present, and we will stick to it.

We could now insert in (13) the modified form of the entropy functional

$$S \approx \frac{\pi r^2}{L_{\text{pl}}^2} \left( 1 + \frac{b L_{\text{pl}}^2}{\pi} \log \frac{\pi r^2}{L_{\text{pl}}^2} \right),$$

and solve the resulting equation. This is quite easy to do, and is described in Appendix A.

However, in the spirit of interpreting our fundamental equation as a thermodynamic one, we prefer to consider the derivative of equation (13) with respect to $r$ as our fundamental dynamical equation, describing the change of enthalpy across different spherical surfaces due to the presence of a matter source.

Recalling that, from the above arguments, $g = 0$, for $\pi r^2 \gg L_{\text{pl}}^2$, the radial derivative of equation (13) becomes

$$f''_{\rho,b}(r) \left( r^2 + \frac{b}{\pi} \log \pi r^2 \right) + f'_{\rho,b}(r) \left( 2r + \frac{b}{2r} \right) = -16\pi r^2,$$

where for the sake of notation, we have put $L_{\text{pl}} = 1$ (the right powers of $L_{\text{pl}}$ will be reinstated below). Let us neglect the second term going as $r^{-1}$, which is very small in the limit of large $r$, and let us look first for a solution of the homogeneous equation. This can be easily integrated one time to get $f'_{\rho,b}(r) = c_1 K_b(r)$, with

$$K_b(r) = \exp \left( - \int_1^r dz \frac{2z}{z^2 + \frac{b}{\pi} \log \pi z^2} \right),$$

and we notice that, for large $r$, $K_b(r)$ goes as $r^{-2}$ plus other subleading terms. Next, we look for a particular solution. Consider an ansatz of the form

$$f_{\rho,b}(r) = A_{\rho,b}(r) K_b(r).$$

The quantity $A_{\rho,b}(r)$ must then satisfy the equation

$$A'_{\rho,b}(r) = -16\pi r^2 + \frac{r^2}{b/(2\pi) \log \pi r^2} K_b^{-1}(r).$$

Its formal integration then gives $A_{\rho,b}(r)$, and we can write the most general solution for $f'$ as

$$f'_{\rho,b}(r) = (A_{\rho,b}(r) + c_1) K_b(r).$$

We can now write analytically the solution for $f(r)$ by treating perturbatively the logarithmic terms in the integral for $K_b(r)$ (since for each $y \geq 1$ we have $\log(y^2)/(\pi y^2) \ll 1$). In this way we just need to solve the following integral:

$$\int_1^r dy \frac{2y}{y^2} \left( 1 - b \log(y^2) \right) \pi y^2 = 2 \log z \left( 1 + \frac{b}{\pi z^2} \right) - \frac{b}{\pi} \left( 1 + \log \pi \right) \left( 1 - \frac{1}{z^2} \right) \sim 2 \log z \left( 1 + \frac{b}{\pi z^2} \right) - \frac{b}{\pi} \left( 1 + \log \pi \right),$$

where the last term has again been neglected because, in our approximations, it is much smaller than all the other ones. So, we obtain

$$K_b(r) \approx \frac{1}{r^2} - \frac{2b \log r}{\pi r^4}.$$

Now, if we perform the same expansion also for $A'_{\rho,b}$, we obtain

$$A'_{\rho,b} \approx -16\pi r^2 \left( 1 + \frac{b}{\pi} \log \pi \right),$$

from which we would conclude that

$$A_{\rho,b} = -\frac{16\pi}{3} r^3 \left( 1 + \frac{b \log \pi}{3 \pi^2 r^2} \right) + c_2,$$

where the integration constant can be reabsorbed into the constant $c_1$. Now, in the usual spirit of neglecting corrections of order $O(r^{-2})$, we can safely neglect the second term in round brackets and we find

$$f'_{\rho,b} \approx \left( -\frac{16\pi}{3} r^3 + c_1 \right) r^{-2} \left( 1 - \frac{2b \log r}{\pi r^2} \right).$$

This equation is easily integrated and, neglecting again term of order $r^{-2}$, we find

$$f_{\rho,b}(r) \approx c_2 - \frac{c_1}{r} \left( 1 - \frac{2b \log r}{3 \pi r^2} \right) - \frac{8\pi}{3} r^2 \left( 1 - \frac{2b \log^2 r}{r^2} \right).$$

We finally fix the integration constants so that

$$f_{\rho,b=0} = 1 - \frac{rs}{r} - \frac{8\pi}{3} r^2,$$

which means $c_2 = 1$ and $c_1 = r_S$. By reinstating powers of $L_{\text{pl}}$, we finally conclude

\[1\] This is similar to the approach in [5].
The same result is obtained in appendix A with an alternative procedure. We see that quantum corrections to the metric function are suppressed by the very small ratio $L_{pl}^2/r^2$ for $r$ larger than the Schwarzschild radius $r_S$ (but within the range of validity of the coordinate system chosen, determined by $f_{\rho,b}(r) > 0$). Moreover, we notice that the form of $f_{\rho,b}(r)$ naturally suggests to define effective $r$-dependent black hole and cosmological constant parameters as

$$r_S(r) \equiv r_S \left( 1 - \frac{2b L_{pl}^2}{3\pi r^2} \log \frac{r}{L_{pl}} \right), \quad \rho(r) \equiv \rho \left( 1 - \frac{2b L_{pl}^2}{\pi r^2} \log^2 \frac{r}{L_{pl}} \right).$$

Notice also that the position of horizons is modified by the quantum corrections. For instance, in the pure de Sitter case, the new horizon is given by

$$f_{\rho,b}(r) \simeq 1 - \frac{r_S}{r} \left( 1 - \frac{2b L_{pl}^2}{3\pi r^2} \log \frac{r}{L_{pl}} \right) - \frac{8\pi \rho L_{pl}^2}{3} \left( 1 - \frac{2b L_{pl}^2}{\pi r^2} \log^2 \frac{r}{L_{pl}} \right).$$

is how a black hole reacts to small external perturbances. When perturbed, the response of black holes is characterized by a set of quasi-normal modes, which have been thoroughly investigated both at the theoretical (see [58] for a review) and experimental [59, 60] level. In this section, we study black hole perturbations on the modified background of equation in (22) (with $\rho = 0$) by means of a WKB approximation in two simple cases: first, in Section III A we study the behavior of a scalar perturbation, which already shows the most important features of the physics involved; then, in Section III B we consider axial tensor perturbations, whose fundamental evolution equations share with the scalar ones remarkable mathematical similarities.

### A. Scalar perturbations

Let us first study the dynamics of a simple scalar field on the modified background. After the spherical decomposition

$$\phi \equiv \sum_{\ell m} \frac{u(r,t)}{r} Y_{\ell m}(\theta, \varphi),$$

where $Y_{\ell m}$ are spherical armonics, the equation of motion

$$0 = \Box \phi = \frac{1}{\sqrt{-g}} \partial_{\mu} \left( \sqrt{-g} g^{\mu\nu} \partial_{\nu} \phi \right)$$

becomes

$$f_b \partial_t (f_b \partial_r u_{\ell m}) - \partial_r^2 u_{\ell m} - V(r) u_{\ell m} = 0,$$

where

$$V(r) \equiv f_b \left[ \frac{\partial_r f_b}{r} + \frac{\ell (\ell + 1)}{r^2} \right]$$

and where we have redefined the factor $f_{\rho,b}(r)|_{\rho=0} \equiv f_b(r)$ as

$$f_b(r) \equiv (1 - r_S(r)/r),$$

Since there are two length scales involved in the definition of $f_b(r)$, it is useful to define the following parameters:

$$\epsilon_S \equiv L_{pl}^2/r_S^2, \quad z \equiv r/r_S.$$
black holes, while the second one measures the radial coordinate in units of the Schwarzschild radius. In terms of these two quantities, we have that

\begin{align}
 f_b(z) &= 1 - \frac{1}{z} \left(1 - \epsilon_S \frac{c_b}{2} \log \frac{z}{\sqrt{\epsilon_S}} \right), \\
 V_\ell(z) &= \frac{f_b(z)}{r_S^2} \left[\frac{\partial_z f_b(z)}{z} + \frac{\ell(\ell + 1)}{z^2} \right],
\end{align}

where \( c_b \equiv 2b/3\pi \) is a parameter supposed to be of order 1, which is the standard scenario where quantum logarithmic corrections appear. Written in terms of these new variables it is easy to perturbatively find the zero of \( f_b(z) \). In fact, a simple computation shows that the new zero is approximately at

\[ z_S \simeq 1 + \frac{c_b}{2} \epsilon_S \log \epsilon_S, \]

so that it is slightly smaller than the standard Schwarzschild radius, for a positive \( c_b \). Of course, the potential vanishes for \( z \to \infty \) (and so also for \( r \to \infty \)), as in the standard Schwarzschild scenario.

In Figure 1 we have plotted the potential as a function of \( z \) for various values of the ratio \( \epsilon_S \), from values typical of solar mass black holes and for much smaller Schwarzschild radii. We see that the form of the potential is very much the same of the Schwarzschild scenario. The asymptotic behavior, on the other hand, is very slightly modified.

The next standard step to study perturbations on a Schwarzschild background consists in introducing the “tortoise coordinate” via the differential relation

\[ dx \equiv f_b^{-1}(r) \, dz. \]

In the limit of small \( \epsilon_S \), one can explicitly check that \( z \to z_S \) corresponds to \( x \to -\infty \), while \( z \to +\infty \) corresponds to \( x \to +\infty \). Using the (rescaled) tortoise coordinate \( x \), equation (28) becomes, after a time Fourier transform,

\[ \partial_x^2 \tilde{u}_{\ell m}(\omega, x) + Q_\ell(\omega, x) \tilde{u}_{\ell m}(\omega, x) = 0, \]

where

\[ Q_\ell(\omega, x) \equiv r_S^2 (\omega^2 - V_\ell(x)). \]

1. WKB approximation and QNMs

The WKB approximation described in [61, 62], defines the quasinormal modes via a “Bohr-Sommerfeld quantization rule”:

\[ \frac{Q_\ell(x)}{\sqrt{2\partial_x^2 Q_\ell(x)}} \bigg|_{x=x_{\max}} = -i(n + 1/2), \]

where \( n \) is an integer, \( n = 0, 1, 2, \ldots \) and where \( x_{\max} \) denotes the value of the tortoise coordinate \( x \) at which \( Q_\ell(x) \) has a maximum. Given that the potential \( (29) \) is modified mainly in the region around its maximum, the above approximation may provide already a good way to determine the corrections to the quasinormal modes in this modified Schwarzschild background.

Since we will work perturbatively, keeping only terms at order \( \mathcal{O}(\epsilon_S) \), we will need to expand the potential \( Q_\ell(x) \) in powers of \( \epsilon_S \):

\[ Q_\ell(x) = Q_\ell^{(0)}(x) + \epsilon_S Q_\ell^{(1)}(x) + \mathcal{O}(\epsilon_S^2). \]

The point at which \( Q_\ell(x) \) reaches its maximum will be slightly displaced from the point \( \tau_\ell \) at which \( Q_\ell^{(0)}(x) \) is maximum, meaning that we can write \( x_{\ell,\max} = \tau_\ell + \epsilon_S x_{\ell,\tau} + \mathcal{O}(\epsilon_S^2) \). Then we have

\[ Q_\ell(x_{\ell,\max}) = Q_\ell^{(0)}(\tau_\ell) + \epsilon_S x_{\ell,\tau} \partial_x Q_\ell^{(0)}(\tau_\ell) + \epsilon_S Q_\ell^{(1)}(\tau_\ell) + \mathcal{O}(\epsilon_S^2) \]

\[ = Q_\ell^{(0)}(\tau_\ell) + \epsilon_S Q_\ell^{(1)}(\tau_\ell) + \mathcal{O}(\epsilon_S^2). \]
since \( \tau_\ell \) is the maximum of \( Q^{(0)} \). Notice, at this point, that since the map \( x(z) \) is monotonic for small \( \epsilon_S \ll 1 \), the maximum of the potential can be equivalently determined for \( z \), which is certainly easier:

\[
\overline{Q}_\ell = Q_\ell(z_{\ell,\text{max}}) = Q_\ell(z_{\ell,\text{max}}) = Q_\ell^{(0)}(\tau_\ell) + \epsilon_S Q_\ell^{(1)}(\tau_\ell) + \mathcal{O}(\epsilon_S^2) = \overline{Q}_\ell^{(0)} + \epsilon_S \partial_z \overline{Q}_\ell^{(1)} + \mathcal{O}(\epsilon_S^2), \tag{40}
\]

where \( z_{\ell,\text{max}} \equiv \tau_\ell + \epsilon_S z_{\ell,\epsilon} + \mathcal{O}(\epsilon_S^2) \), and \( z_{\ell,\epsilon} \) is determined from the requirement that \( \partial_z Q_\ell \big|_{z=z_{\text{max}}} = 0 \) order by order. In this way one finds,

\[
z_{\ell,\epsilon} = -\left. \frac{\partial_z Q_\ell^{(1)}}{\partial_z Q_\ell^{(0)}} \right|_{z=\tau_\ell}. \tag{41}
\]

Explicitly, \( \overline{Q}_\ell^{(1)} \) in equation (40) is given by

\[
\overline{Q}_\ell^{(1)} = 2\omega^{(0)} \hat{\omega}^{(1)} - \overline{V}_\ell^{(1)}, \tag{42}
\]

where \( \overline{V}_\ell^{(1)} \) is the first order term in the expansion of \( V_\ell(z) \) in powers of \( \epsilon_S \) evaluated in \( \tau_\ell \), where \( V_\ell(z) \equiv r_S^2 V_\ell(z) \) is the potential in units of the Schwartzschild radius. Similarly, \( \hat{\omega} \equiv r_S \omega \) represents a frequency in units of the Schwartzschild radius.

The same strategy can be used for the denominator in equation (38):

\[
\partial_z^2 \overline{Q}_\ell^{(0)} = \left. \partial_z^2 Q_\ell^{(0)} \right|_{z=\tau_\ell}(1 - z^{-1})^2, \tag{43a}
\]

while at the first order, we have

\[
\partial_z^2 \overline{Q}_\ell^{(1)} = \left[ \partial_z^2 Q_\ell^{(0)}(1 - z^{-1})^2 \right]_{z=\tau_\ell} + \left[ \partial_z^2 Q_\ell^{(1)}(1 - z^{-1})^2 \right]_{z=\tau_\ell} + \left[ 2\epsilon_S \partial_z^2 Q_\ell^{(0)} \right]_{z=\tau_\ell}. \tag{43b}
\]

In conclusion, the leading order WKB approximation [35] provides a correction to the quasinormal modes of the form

\[
\hat{\omega}_n^{(1)} = \frac{1}{2\hat{\omega}_n^{(0)}} \left[ \overline{V}_\ell^{(1)} - i(n + 1/2) \frac{\partial_z^2 \overline{Q}_\ell^{(1)}}{\sqrt{2\partial_z^2 \overline{Q}_\ell^{(0)}}} \right], \tag{44}
\]

where \( \hat{\omega}_n^{(0)} \) and \( \hat{\omega}_n^{(1)} \) are the zeroth- and first-order contributions to the quasinormal modes \( \hat{\omega}_n \):

\[
\hat{\omega}_n = \hat{\omega}_n^{(0)} + \epsilon_S \hat{\omega}_n^{(1)} + \mathcal{O}(\epsilon_S^2), \tag{45}
\]

and \( \partial_z^2 \overline{Q}_\ell^{(0)} \) and \( \partial_z^2 \overline{Q}_\ell^{(1)} \) are determined from equations (43). Equation (44) gives the perturbations to the Schwartzschild black-hole as a result of the above leading order WKB approximation. Further corrections to this approximations may not be particularly relevant for any practical purpose, because of the already very large (at least for macroscopic black holes) suppression factor \( \epsilon_S \).

**B. Axial tensor perturbations**

Let us now investigate tensor perturbations on the above modified black hole solution. The perturbative framework consists in writing \( g_{\mu\nu} = \tilde{g}_{\mu\nu} + h_{\mu\nu} \), where \( \tilde{g}_{\mu\nu} \) is the background metric characterized by equation (22), while \( h_{\mu\nu} \) encodes the gravitational perturbation. Because of the background spherical symmetry, \( h_{\mu\nu} \) can be decomposed in two parts: one depending only on \( t \) and \( r \), the other depending only on angular variables \( \theta \) and \( \varphi \). Moreover, since the background is also parity invariant, axial and polar components of \( h_{\mu\nu} \) do not mix, and so \( h_{\mu\nu} \) can be further decomposed into

\[
h_{\mu\nu} = h_{\mu\nu}^{\text{axial}} + h_{\mu\nu}^{\text{polar}}.
\]

We will study these two different type of perturbations separately. In order to keep the notation as simple as possible, we will set \( rs = 1 \).

In the Regge-Wheeler gauge (see [63] for a pedagogical discussion), the axial part of \( h_{\mu\nu} \) depends only on two independent functions, \( h^{(0)} \) and \( h^{(1)} \), whose dynamics is determined by the equation \( \delta R_{\mu\nu} = 0 \). The two resulting independent equations can be written, after a spherical harmonics decomposition and for \( \ell \geq 2 \), as [63] [64]

\[
0 = -f_{b}^{-1} \partial_t h_{t\ell}^{(0)} + \partial_x \left( f_b h_{t\ell}^{(1)} \right), \tag{46a}
\]

\[
0 = -\partial_t \partial_t h_{t\ell}^{(0)} + \partial_x \partial_x h_{t\ell}^{(1)} + \frac{2}{r} \partial_x h_{t\ell}^{(0)} + \frac{2}{r^2} \partial_x h_{t\ell}^{(1)}, \tag{46b}
\]

where a prime denotes a differentiation with respect to \( r \) and where \( h^{(i)} = \sum_{\ell m} h_{t\ell}^{(i)}(t, r)Y_{\ell m}(\theta, \varphi) \). Notice that, by defining \( \psi_{t\ell} = f_b h_{t\ell}^{(1)} \), the first of the two equations above becomes

\[
\partial_t h_{t\ell}^{(0)} = \partial_x \psi_{t\ell}, \tag{47}
\]

where \( x \) is the tortoise coordinate defined by (35). By substituting equation (47) in equation (46b), we immedi-

\[\text{\footnote{The form of this equation is not affected by small quantum corrections since it is already at first order.}}\]
ately obtain
\[ 0 = -\partial_t \partial_x \psi_{\ell m} + f_b^{-1} \partial_t^2 \psi_{\ell m} + \frac{2}{r} \partial_x \psi_{\ell m} + \left[ \frac{f_{b}^{'}}{r} - \frac{2}{r} \frac{f_{b}}{r^2} \right] \psi_{\ell m}. \]

The first order derivative term proportional to $\partial_x \psi$ can be eliminated by introducing the usual rescaled variable $F_{\ell m} \equiv \psi_{\ell m}/r$. Indeed,
\[-\partial_t \partial_x \psi_{\ell m} + \frac{2}{r} \partial_x \psi_{\ell m} = -f_b^{-1} \partial_t^2 F_{\ell m} - F_{\ell m} f_b' + \frac{2}{r} F_{\ell m} f_b \]
and, therefore, we find an equation of the form
\[- \partial_t^2 F_{\ell m} + \partial_x^2 F_{\ell m} + U_{\ell} F_{\ell m} = 0, \tag{48} \]
where
\[ U_{\ell} = \frac{f_b}{r} \left[ \frac{f_{b}^{'}}{r} - \frac{2}{r} \frac{f_{b}}{r^2} \right]. \tag{49} \]

By a Fourier transform, we see that equation (48) can be recast into an equation identical to (46), but with a different “potential”. In order to unify the treatment, we introduce an additional label, $\sigma$, which is equal to 0 in the scalar case, and to 2 in the axial tensor case [63, 65]. Then we can unify the dynamical equations for scalar and axial tensor perturbations in the following single equation,
\[ \partial_t^2 F_{\ell m} (\omega, x) + Q_{\ell, \sigma} F_{\ell m} (\omega, x) = 0, \tag{50} \]
where
\[ Q_{\ell, \sigma} = \omega^2 - V_{\ell, \sigma}, \tag{51a} \]
\[ V_{\ell, \sigma} = \frac{f_b}{r} \left[ \frac{f_{b}^{'}}{r} + (1 - \sigma^2) f_b' \right]. \tag{51b} \]

Of course, we can now determine again the quasinormal modes
\[ \omega_{\ell m, \sigma} = \omega_{\ell m, 0}^{(1)} + \epsilon_6 \omega_{\ell m, 0}^{(1)} + O(\epsilon_6^2) \tag{52} \]

in the leading order WKB approximation by means of equation (44) with the appropriate introduction of the label $\sigma$:
\[ \omega_{\ell m, 0}^{(1)} = \frac{1}{2 \omega_{\ell m, 0}^{(1)}} \left[ V_{\ell, \sigma}^{(1)} - i(n + 1/2) \frac{\partial_t^2 Q_{\ell, \sigma}^{(1)}}{2 \partial_x^2 Q_{\ell, \sigma}^{(0)}} \right], \tag{53} \]

where, as usual, $V_{\ell, \sigma}^{(1)}$ is the first order term in the expansion of $V_{\ell, \sigma}$ in powers of $\epsilon_6$, evaluated in $\tau_{\ell, \sigma}$ (which is the radius at which the potential $V_{\ell, \sigma}^{(0)}$ is maximum), while
\[ \partial_t^2 Q_{\ell, \sigma}^{(0)} = \left[ \partial_t^2 Q_{\ell, \sigma}^{(0)} (1 - r_S/r)^2 \right]_{r = \tau_{\ell, \sigma}}, \tag{54a} \]
\[ \partial_x^2 Q_{\ell, \sigma}^{(1)} = \left[ \partial_x^2 Q_{\ell, \sigma}^{(0)} (1 - r_S/r)^2 \right]_{r = \tau_{\ell, \sigma}}, \tag{54b} \]
\[ + \left[ \partial_x^2 Q_{\ell, \sigma}^{(1)} (1 - r_S/r)^2 \right]_{r = \tau_{\ell, \sigma}} + \left[ \frac{2 c_b \lambda}{r^3} (1 - r^{-1}) \log \frac{r}{\sqrt{\xi S}} \right]_{r = \tau_{\ell, \sigma}}. \]

IV. CONCLUSIONS AND DISCUSSIONS

In this paper, we have derived a modified Schwarzschild-de Sitter geometry by including logarithmic corrections to the entropy-area law, motivated by many result in QG theories in presence of spherical symmetry. We have adopted the perspective that the thermodynamics is the fundamental framework to describe continuum gravitational dynamics, even when the thermodynamic functional include quantum corrections to the classical ones. Therefore, we have assumed that the fundamental thermodynamic relations characterizing the Schwarzschild-de Sitter spacetime remain unchanged even when quantum corrections to the area law are included and used them to obtain a modified Schwarzschild-de Sitter geometry for the region comprised between the black hole horizon radius and the de Sitter one. The resulting geometry is obtained within a perturbative approach, by only retaining the lowest corrections in powers of the ratio between the Planck scale and the black hole radius. Since only regions outside the black hole horizon are considered, no attempt to investigate (and possibly remove) the singularity has been performed.

As a result of the analysis, the non-trivial metric components are equal to the classical ones, modulo the introduction of effective, $r$ dependent black hole and cosmological constant energy density parameters. Corrections of classical parameters are suppressed by (at least) a factor $r^{-2}$.

Within this modified geometry one can in principle study a plethora of phenomena of interest for black hole physics. As an example, especially relevant in the context of gravitational waves interferometry, we have analytically computed the corrections to the black-hole quasi-normal modes for scalar and axial tensor perturbations on this modified Schwarzschild geometry (thus imposing the cosmological constant energy density zero) within the WKB approximation.

As the Regge-Wheeler potential gets similar corrections to the metric, one obtains that the corresponding corrections to the quasi-normal modes are suppressed by $\epsilon_S \equiv L_p^2 / r_S^2$. As a consequence, they are far from being observable with the current (and within the recent future) sensitivity of gravitational waves detectors. It is important to stress that these computations can only be seen as indications, given that black holes of astrophysical interest have in general non-zero spin and thus cannot be described in terms of a Schwarzschild geometry.

Still, the generalization of the techniques used within this work to less symmetric spacetimes can be quite complicated. The main reason is that there is still no conclusive argument from QG suggesting the specific type of entropy corrections for non-spherical surfaces. Of particular importance would be, in this context, to obtain clear indications about the possible entropy corrections to local Rindler horizons, which played a major role in determining the connection between gravitational dynamics.
and spacetime thermodynamics and thus could offer the possibility of obtaining modified gravitational dynamics from modified thermodynamic functionals, in the same spirit employed here and e.g. in [55]. In particular, given the classical connection between horizon entropy and diffeomorphism invariance [66, 67], a better understanding of quantum corrections to horizon entropy may be useful to obtain some more information about the emergence of diffeomorphism invariance from QG in some continuum limit of the theory.

The obvious technical and conceptual limitations of this approach are however balanced by the relative simplicity in which modified geometries can be obtained from simple theoretical evidences obtained from QG. In this sense, this work clearly testify the importance that spacetime thermodynamics may have in the quest to obtain an effective gravitational description in terms of continuous geometries.
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Appendix A: Alternative derivation of modified solution

We can rewrite Eq. (13) by using the modified form of the entropy [18] obtaining the differential equation (setting \(C = 0\))

\[
\frac{df_{\rho,b}}{du} = 4\frac{3\gamma L_{pl}u^{-2}\sqrt{\pi} - 4L_{pl}^{4}\rho_{u}}{1 + bu^{-2}\log u^{2}}
\]

\[
\simeq 4\frac{3\gamma L_{pl}\sqrt{\pi}}{u^{2}} - 4L_{pl}^{4}\rho_{u}\left(1 - \frac{b}{u^{2}}\log u^{2}\right)
\]

(A1)

where we introduced the adimensional variable \(u = \sqrt{\pi r}/L_{pl}\) and retained the corrections only at the first order.

Integrating we get

\[
f_{\rho,b} = c_{1} - \frac{4\gamma L_{pl}\sqrt{\pi}}{u}\left[1 - \frac{2b}{9u^{2}}(1 + 3\log u)\right]
\]

\[
- \frac{8}{3}L_{pl}^{4}\rho_{u}u^{2}\left[1 - \frac{2b}{u^{2}}\log^{2} u\right]
\]

(A2)

We fix the arbitrary constant by imposing that the classical solution be obtained when \(b = 0\). In this way we get (neglecting 1 with respect to \(\log u\))

\[
f_{\rho,b} = 1 - \frac{r_{s}}{r}\left(1 - \frac{2M_{pl}^{2}}{3\pi r^{2}}\log \sqrt{\pi r}\right)
\]

\[
- \frac{8}{3}L_{pl}^{2}\rho_{u}r^{2}\left(1 - \frac{2bL_{pl}^{2}}{\pi r^{2}}\log^{2} \sqrt{\pi r}\right)
\]

(A3)

which is the same result obtained in equation (22) in the main text.
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