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Abstract

Due to the climate change, the need of sustainable technological progress is growing. Renewable energies undergo a significant upturn, but they come with the price of nearly uncontrollable and hard-to-predict fluctuating energy generation. This forces a paradigm change in handling the energy resources in the society. Especially in the industry, there will appear a need to manage energy in the sense of planning and controlling power consumption. If a company wants to make use of its flexibility in energy consumption - for example by managing a local virtual power plant - there is a need to make decisions in the required pace. Thus, a real-time decision-making process needs an adequate IT-infrastructure and algorithms tailored to the specific use case. This paper gives an overview of the necessary components to realize real-time analytics for industrial energy management. The concepts are expatiated on a scalable real-time computing architecture and a mathematical approach for short term prediction of energy consumption and pattern recognition that are included in a Business Intelligence Tool for decision support using only open source components.

1. Introduction

The worldwide attention to the UN climate summit in Paris 2015 showed the increasing importance of sustainability in the global development of the society. The irreversibility of these trend-setting decisions has been proven in the recently shown massive resistance against any try of the American President to reverse the movement towards a more sustainable economy. Another powerful development that has an impact on nearly every part of the economy is the digitalization: the use of new digital technological possibilities induces a large chance for the sustainability movement. This applies in particular in the manufacturing sector with many interesting use cases for both - the digitalization as well as the sustainability process. In Germany for instance, there are two initiatives, Industry 4.0 and the energy transition, to support the innovation process in this area. Whereas the first one promotes the fourth industrial revolution by an integration of the internet of things into the industrial value chain [1], the latter one tries to speed up the transition to a low carbon, environmentally sound, reliable and affordable energy supply. [2]

For industrial energy management, the potential synergies of these two developments are close to obvious. Here, innovations are increasingly based on a continuous data acquisition as promoted in ISO 50001. This, along with the expansion of sensors and data, provides the basis of nearly every industry 4.0 scenario. [3] As a consequence, a huge amount of gathered data has to be transformed into information on how to lower energy consumption or greenhouse gas emission. Hence, data processing becomes the digital shadow for many recent innovations. Decisions reached on the basis of data [4] can enable a holistic and thus complex optimization of the energy use within a company. Therefore, the usage of data plays a key role in industrial energy management that corresponds to the characteristic feature of Industry 4.0, which is the creation of value from data. [2]

In brief summary this means that the industrial management needs to develop tools to handle the increasing complexity based on data. Additionally, corresponding information systems are required to overcome the stage of a pure monitoring device, but need to provide an active system that integrates IoT concepts and can handle new challenges that arise with the sustainability movement. Consequently, this paper follows the vision of an energy management system that appears as a digital expert supporting the energy manager in a manufacturing company. This expert has not only to process data at a large scale but also to break down its complexity to achieve comprehensibility and graspability for the user. The described tool is technically a decision support system that bases its output on an optimization over all possible scenarios. That requires the ability to predict the behavior of the system given certain parameters from the user. The whole approach is introduced in [5] with the predictive model as central component.

In order to provide those functionalities, there is a need of powerful user interfaces with a visualization supporting the user permanently and guaranteeing the possibility to react to recent developments in the
system. This requires real-time reaction, as decision-makers are used to immediate feedback from human expert collaboration. The intelligence of the system depends mainly on fast data processing and the adaptability to previous experiences in the predictive model. Thereby induced general requirements on the architecture of the system can be summarized as the ability to analyze large sets of historical data and rapidly process streams of data from manufacturing and energy sensors. [6]

2. Related Work

A lot of work about has already been done about IT infrastructures that can handle real-time data processing. For example, the usage of Apache Spark and Apache Storm for real-time applications are well understood. In [7] Agneeswaran shows the advantages of using these tools in context of machine learning algorithms. Furthermore, a big data architecture with an in-memory data base was presented in [8]. There are many publications available not only about adequate IT infrastructures but also about mathematical models and algorithms that can be used for real-time systems. The application of machine learning algorithms in the domain of energy management is already focused in the special case of buildings in [9]. In addition, predictions of energy consumption for large-scale systems are analyzed in [10].

As seen above, there is already much research done about all subcomponents requisite for real-time analytics. However, to the knowledge of the authors the application domain of industrial energy management integrated in a holistic approach from data basis to the decision support has not been examined nor published yet.

2.1. Approach

The goal of this paper is the presentation of a concept that closes the gap identified in the related work. An approach for a holistic procedure model was already presented in [5, 6], whereby data analytics is introduced as a process of transformation from data to information usable for decision-making. Additionally, a procedure consisting of four steps (data modelling, analysis, simulation and optimization) is presented ibid. In this paper, the analysis and simulation step as well as their mutual influence are focused, whilst the decision support is realized through visualization of the prediction. This includes the future effects of an intervention. Therefore it is the user to perform the optimization step manually.

As motivated above, the digital expert needs to be fast and adaptive. The implied advantage of the decision support system as a digital expert is its general capability to handle any desired amount of data sources on an arbitrary fine time scale. This entails a huge scalability of the system and determines an absence of scalability as central limitation of data-driven energy management.

The prerequisite for this capability is a predictive model by which data processing at high speed and integration of all available data is possible. This imposes high demands to the infrastructure and motivates the introduction of a corresponding big data architecture. According to the presented approach, the next two chapters concern the big data architecture and the predictive model, before a suitable visualization environment is discussed. The paper concludes with an outlook on the future research work. The aim of this paper is the introduction of a holistic approach, wherefore the complexity of the presented components is consciously restricted and details about every submodel need to be found in the referenced papers.

3. Scalable Real-Time Computing Architecture

To realize the above-mentioned concepts there is a need to process sensor data at a massive scale while providing real-time insight into the current state of the system, as well as predicting trends in near future. Thus, an important step is the construction of an adequate infrastructure. By keeping the modularization of the architecture as high as possible, the system is able to adjust to new challenges. It is possible to separate such an architecture into five distinct parts: Data Integration, Storage, Access, Analytic Processing and Visualization. [11] A sixth aspect is Security which is not focused in this paper. Figure 1 shows a graphical view of the now presented architecture.

3.1. Data Integration

The first stage of building a data processing architecture is to identify components needed to acquire the desired data. In order to generate data, energy sensors are connected to all machines of interest. Moreover, energy data is complemented by information from machine data acquisition that is either accessible via a Representational State Transfer (REST)-compliant Web services or is periodically sent by a bus system to the cluster. If the data provided by the sensors and machines is homogenous, it is possible to directly hand it over to a general-purpose message broker with complex functionalities like RabbitMQ [12] or a lightweight one which comes with very high throughput like Apache Kafka. [13] If the data dealt with is highly heterogeneous or the system needs to be able to adjust to format changes quickly, Apache NiFi [14] is an adequate tool for constantly evolving devices, metadata and data formats and can handle any file types that may occur.
It uses flow-based programming and provides a web-based user interface to observe and manage data flows in real-time. Moreover, Kafka offers build-in functionalities for an Extract-Transform-Load (ETL) approach, meaning that the initial data cleaning logic is applied to the data before it enters the system architecture. [15] For the system introduced in this paper, an Extract-Load-Transform (ELT) approach is used, since the data cleaning logic is applied after the data have been loaded into the cluster (see Figure 1).

3.2. Data Storage

The raw data stream produced by energy sensors and machine data acquisition is stored in the column-based database Apache Cassandra® [16], which allows fast reads, writes and good scalability for time-series data sets. [17] Both the cleaned data set and the analytics results will be stored in the in-memory computing and storage platform Apache Ignite. [18] Ignite’s in-memory storage paradigm and built-in support for Apache Spark [19] as well as in-memory MapReduce computation can significantly boost performance of complex algorithms run on historical data sets. Since in-memory storage is not persistent, Cassandra can be used as the persistent storage for the Ignite cache.

3.3. Data Access

In the architecture there is a need to perform stream processing for real-time data analytics as well as batch processing to analyze historical data at a large scale. For this sake the open source cluster-computing framework Apache Spark can be used either on top of Ignite’s in-memory computing platform or just with Cassandra to perform the analysis of historical data sets. Spark offers implicit parallelism as well as fault-tolerance computing and comes with various programming interfaces (for Scala, Java, Python and R) that ease the use of the framework.

For stream analytics, the stream processing framework Apache Storm [20] provides distributed and fault-tolerant real-time computation. A Storm topology consumes streams of data and processes those streams in arbitrarily complex ways.

3.4. Analytic Processing

The Analytic Processing builds the core component of the here presented digital expert for industrial energy management. In a first step, historical data have to be analyzed to extract useful information that will be used to perform real-time classification and prediction. Thus, Spark is needed to do the initial data mining and machine learning on large historical data sets. Next, each tuple in the data stream is classified using the data mining information and the next tuples are predicted based on the model derived from the machine learning process. It is important to keep in mind that not all data mining and machine learning methods can be parallelized such that they can be implemented with Spark efficiently. This also holds for the classification and prediction part which needs to fit into the processing model of Storm. Therefore, while choosing the methods applied to different steps in the analytic processing, the restrictions given by the selected technology must be taken into account. The procedure in the analytic processing and possible used methods are discussed in detail in the Section III.

3.5. Visualization

The information resulting from the real-time analytic processing needs to be transformed into a view that provides all important information for the specific use case in real-time. The real-time view has to picture the short term prediction of every time unit, such as seconds, meaning that for each time unit the next short term prediction of that point has to be loaded and displayed by the visualization tool within strict time requirements. In Section IV a real-time intelligence tool is introduced that provides this feature together with some illustrations. Moreover, R is used as a general tool to visualize and analyze historical data sets [21].

An additional component, which is not listed explicitly in the paragraphs above, is Apache Zookeeper. [22] It is implicitly needed to take care of the coordination and synchronization between the components of Storm and Kafka.

All components of the technology stack in the presented architecture are selected to potentially support data analytics and real-time processing at a massive scale. Moreover, all of them run distributed on a cluster of flexible size and therefore scale horizontally to the amount of data and resources. As mentioned above, most components of the technology stack used in the architecture can be replaced by components fulfilling similar roles as long as the interfaces between the components are provided. As an example, instead of Storm, Apache Flink® [23] can simply be used to do the real-time analytics if it yields a better performance for the specific use case. Since Kafka offers an API for Flink, the data can be pushed into the Ignite cache with a Flink streamer. Similar, Spark can be replaced by MapReduce computation schema on top of Ignite if it fits the developer experience better. This flexibility enables the developer team to adjust each part of the architecture in a way that fits best the team skills and analytic algorithms in a specific use case.
3.6. Open Source Paradigm

This subchapter reflects the experience of the authors during their data analytics projects and explains the reasons why the presented architecture was built completely with open source technologies. First, open source technologies ensure maximal flexibility in the independent specific design of a software solution due to its provision of the source code. In the development of new concepts this can predominate the potentially higher implementation effort. Second, the main development environments for data analytics like R and Python are based on open source principles and provide domain specific algorithms for a variety of analytical tasks. Due to the large online community and many contributors, these tools offer good support and are continuously improved.

A central aspect for the decision for the open source approach is the velocity of the development of data analytics and corresponding technologies today. This leads to a continuous change of choice of different software tools that all provide specific advantages. The idea of many commercial platforms is to propose all kind of technologies, so that the user is invited to build a full technology on a single platform. This can potentially lead to a so called vendor-lock-in, where the user can only change general components of the architecture with a large effort because of missing interfaces to other technologies. For a single use case, there will not appear any problem, since one can choose the commercial software that fits the problem best. However, for this work the simple addition of other little related use cases that can be realized on the same data basis takes in a major role. The example in this work is the realization of a short-term prediction for industrial energy management and a pattern recognition for condition monitoring on the basis of the same big data architecture. In general, the rise of the digitalization and internet of things (IoT) just started and on the long run every company will have...
Pursuing a data-driven approach the objective is to learn a model which has to comply with real-time and parallelization capability only using the machine’s output data. The supposed approach for unsupervised learning consists of two steps which include a number of single modules performing algorithms for specific analytical subtasks. First, the historical state and energy data are examined to extrapolate a clustering and the transition probabilities. Second, forward propagation and a short-term forecast is calculated based on the real-time data.

4.1. Historical Data Analytics - Model Definition

As the complex coherences cannot be described by some simple physical model, a probability model including a directed acyclic graph (DAG) is set up. The procedure is illustrated on the example of an industrial machine which provides its state and power consumption. In order to keep the model as simple as possible, a dimension reduction or feature extraction method can be applied at the beginning.

Retrieved historical energy data are pre-processed in a data mining module that can perform for instance scaling, a segmentation and clustering algorithms. For this sake, an approach such as a segmental k-means algorithm can be chosen, depending on power value and further by feature extraction acquired data, e.g. gradient and arithmetic average power value over the latest r timestamps. The result is a sequence of energy clusters. Thus, through data mining the complexity of the input data from energy sensors is reduced from the over-countable state space of the power consumption to the discrete state space of energy clusters.

In the machine learning module the correlations between different data streams need to be mapped. In the exemplary stochastic approach mentioned above, each state of the machine data and each energy cluster from the data mining module is considered as a node of a two-layer probabilistic graphical model (PGM), as shown in Figure 2. Furthermore, a state is assumed to affect its duration along with the energy clusters during its term and the successive state, whereas an energy cluster has an impact merely on the following energy cluster. The resulting transition probabilities between these random variables yield a prediction of the future data based on the current values. Our example model possesses the r-th order Markov property, as the mean power value for each time stamp purely depends on the r previous values. Furthermore, state changes do not occur in equal periods of time and hence this certain model defines a semi-Markov process.

An intervention in the state process corresponds to the adaption of the machine program, which enables simulations of improvements in machine control. Regardless of the specific model used for the data mining and machine learning module the result of the historical data analytics steps should be a predictive model that allows simulations of interventions in established processes.

4.2. Properties and Limitation of the Machine Learning Model

After defining the model an important step is the comparison of its properties to the specifics of the empirical data. Adapting the model to the properties of our application certain courses of energy data can be described, such as alternating high and low power consumption, local peaks or a plateau phase with virtually constant values, followed by an increase/decrease in use of energy, or vice versa. More complex correlations like a particular curve progression, however, need to be captured with a more complex model.
A characteristic property of industrial machines are long stand-by times followed by sudden rises in  
energy consumption with sharply fluctuating energy data. Thus, a semi-Markov assumption with a  
separate stochastic process for dwell time in one state delivers an appropriate model for machine  
states as latent cause. For further pattern recognition, observing the cluster sequence might be an  
appropriate approach that could yield an indication of machine states.

Although computing-intensive medium-term forecasts based on historical data can be performed  
with this model using Spark, this paper focuses on real-time prediction which is discussed in the  
following subsection.

4.3. Real-Time Data Analytics – Predictions

As shown in Figure 1 the first step is performed by a data cleaning module that ensures an adequate  
data quality. The correlations are represented in the machine learning model premised on historical  
data analytics, while the complexity of real-time processing can be reduced by replacing the elaborate  
clustering procedure by a simple classification in the data stream. Thus, using the output data of the  
historical data analytics yields real-time capability in spite of the significant higher complexity of our model  
compared to the mostly used regression approach.

Incoming energy data are processed first in the classification module which is connected with the  
data mining module for the historical data analytics. In the presented example, energy data are classified  
and assigned to the \( k \) partition sets by applying the minimal distance to cluster centroids regarding the  
same metric as used for the \( k \) -means clustering. Next, a prediction module based on the machine learning  
model derived form historical data an  

data cleaning module that ensures an adequate data  

In addition, the short term prognosis of the power value \( p_{t+1} \) is refined by computing its \((1-\alpha)\)-  
confidence interval \([p_{\min}, p_{\max}]\) which fulfills

\[
P[p_{\min} \leq p_{t+1} \leq p_{\max}] = \sum_{j=1}^{k} P[p_{\min} \leq p(j) \leq p_{\max}] \cdot P[l, i, j] \geq 1 - \alpha,
\]

where \( p(j) \) denotes the power values within cluster \( j \).

Thus, the future energy consumption of a machine for the following few time units can be forecasted with a  
defined certainty, and as a long term goal adjust its schedule to the expected available amount of energy.

4.4. Real-Time Data Analytics – Pattern Recognition

Besides the usual energy management tasks, there are other valuable applications of the real-time data  
analytics framework. Instead of short-time predictions, the induced classification module offers  
possibilities for different approaches. Assume that we have a pattern that is associated to a critical state of  
the regarded machine. This association could be learned by correlating patterns in energy data with for  
example critical machine states. Based on this knowledge, it would be advantageous to detect  
occurrences of this critical pattern. Since the presented machine learning approach is based on  
stochastics, it is possible to compute probabilities of seeing a critical pattern.

Independent from the clustering module and thus, independent from the process to generate stochastic  
descriptions of the energy consumption time series, the result can be summarized as the following. If  
\((p_{t-d+1}, \ldots, p_t)\) are the last \( d \) power values, then the stochastic description corresponds to the translation into energy clusters \((c_{t-d+1}, \ldots, c_t)\). Depending on the  

stochastic model and the underlying assumption like the markov or semi-markov-property the method to  
detect patterns is different.

Here, we explain the idea in the case of uncorrelated observations, i.e. each power value belongs to a certain cluster, which can be described  
via Gaussian mixture model or in the easiest case as Gaussian distributed. Using a sliding window  
approach with window size \( d \) at every time step \( t \) a partial time series \((p_t, \ldots, p_{t+d})\) is regarded.  
Because of the assumptions, it holds

\[
P(p_{t-d+1}, \ldots, p_t) = \prod_{s=1}^{d} \left( \sum_{m=1}^{M} \epsilon_m N_{\mu_m \sigma_m}(p_{t-d+s}) \right).
\]

If this value is below a certain threshold, an alarm can be triggered. Thus, partial time series or windows can be classified into critical and non-critical patterns.
Before applying this method, the time series consisting of power values could be normalized in several ways to avoid offset translation and other principal problems in time series. Alternative approaches to detect patterns can be derived with the translation of the energy clusters into symbols. For this case, a symbolic aggregate approximation (SAX) could be applied. Based on this representation of each window every text mining algorithm could be applied in general. The task is to search correlations of words and critical machine states.

The real-time pattern recognition can be used to detect critical machine states, which lead to a waste of energy. Together with the short-time prediction, this aspect of real-time data analytics insures higher energy efficiency in industrial companies.

4.5. Architecture – Model

As mentioned in Section II, there is a need to choose a model and algorithms that fit the selected processing paradigm. Computing the transition probabilities for the model described in the previous paragraphs and performing a k-means clustering can be efficiently implemented in Spark. Moreover, the real-time classification and forecast depend on the last r values in a time series as well as some precomputed parameters and transition probabilities. This information can be loaded initially with the startup of the Storm topology. Thus, both classification and forecast can be implemented within the Storm framework using a sliding window approach.

5. Real-Time Intelligence

For this project an internal visualization website showing the real-time scenario of various attributes has been developed.

5.1. Tools and Technologies

At first, the requirements for the tools used to build and design each part of the website have to be defined. Clearly, there is a need for a database-backend tool that should be able to manipulate the data according to our requirements. To present the data in a visually attractive manner on the website, a good frontend tool is demanded. Finally, the selected visualization tool needs to provide many different visualization possibilities. For example, there should be support for line graphs or timeline graphs and it should provide the feature to customize the visualization according the specific use case. For all of those components it is important to consider real-time ability of the website in order to provide the functionalities described in Section I. In the following paragraph tools are discussed which can be used to achieve the requirements stated above.

In general, there are many tools available to build a website such as PHP, Python, Java and Ruby on Rails, to name but a few. For the specific use case described in this paper, Ruby on Rails has been chosen, since it is suitable for rapid prototyping with its provided program skeletons. [24] This framework is already configured and ready for manipulation to fit the use case without any initial configuration hassles. Further, common features like a good documentation or an open source license are provided in addition to a healthy community.

Here, Ruby on Rails is mainly used for the backend purpose, i.e. to connect with the database and collect all the required data for the visualization. For the frontend, HTML, CSS and JavaScript have been selected. The website and all its views should be accessible for differently sized devices. Therefore, Bootstrap is a good choice as it provides the functionality to develop a responsive website. [25] Vis.js, a dynamic, browser-based visualization library written in JavaScript, comes with several components for visualization. [26] As mentioned in the sections above the current energy consumption, classification and forecast need to be clearly visualized in a graph. The functionality for line graphs is provided by the component Graph2D of Vis.js and allows different customization options like color manipulation. By utilizing Server-Side Events together with the Ruby on Rails module, real-time updates of the server can be implemented efficiently. From the perspective of the implementation achieving the real-time scenario was relatively simple due to the preconfigured skeletons of Ruby on Rails, as configuration is commonly the most time-consuming task.

5.2. Visualization

In order to give an impression of the developed real-time intelligence tool, two images of different views are presented.

The first picture in Figure 3 shows the pattern of energy consumption of the considered machine. After a period of idle time a common job starts with a steep uprise, followed by three plateaus with different energy consumption rates. About 35 seconds later, the machine changes back into the idle state. This illustrates that the energy consumption for a typical job on this machine shows a distinctive pattern. The goal for the analytic model is to capture such specific pattern and to predict the next few seconds after a job has been started. The second image illustrates the visualization of a ten second prediction for a point in time, after a job has just started on the machine. The blue line is the actual energy consumption, where the red one is the predicted power value. Moreover, the grey lines limit the white space which demonstrates the confidence interval for the actual power value, which gives us a 95% chance that the actual value is
Figure 3. Common pattern of energy consumption divided into six clusters calculated by the k-means clustering and a ten second prediction of the power value (red) and the printer state (B = ready, W = warming up, D = printing, E = energy-saving mode), its 95%-confidence interval along with the actual course (blue)

within that range based on the historical analytic processing.

6. Conclusion

For the testing of the concepts several environments and data sources are used. The central test environment for the prototyping was built around a printer as can be found in every office. First, it was necessary to install some sensors and scrap information from the machine data acquisition. Since a general data model is used the concepts can be transferred to other industrial machines. The results can be seen as proof-of-concept, since all components played well together.

The next steps of the research is the further development of the mathematical models, inducing more complexity in the algorithms to ensure adaptivity and their integration in the architecture. Adaptivity in this context means a continuous improvement of the prediction to establish trust in the system. The inclusion of feedback through the
deviation of real power consumption from the forecasted one into the predictive model yields an extension of the presented unsupervised learning approach in the analysis step to a reinforcement learning technique. Another aspect that is not regarded in this work so far is the real-time decision-making process. Based on the prediction and pattern recognition the user needs to make decisions. In the field of industrial energy management, a short-term prediction can help to avoid load peaks that lead to costs for the company. The user needs to decide which energy consumer can be reduced or shifted or which energy generator or storage can be adapted. In the field of condition monitoring, pattern recognition can be used to predict critical machine states. With this information, the user can try to avoid the critical states or take measures to handle the situation in an optimal way. Further, the concepts will be tested in several industrial environments in context of current research projects.
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