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Abstract

An exhaustive knowledge of flood risk in different spatial locations is essential for developing an effective flood mitigation strategy for a watershed. In the present study, a risk-vulnerability analysis to flood is performed. Four components of vulnerability to flood: 1) physical, 2) economic, 3) infrastructure and 4) social; are evaluated individually using a Geographic Information System (GIS) environment. The proposed methodology estimates the impact on infrastructure vulnerability due to inundation of critical facilities, emergency service stations and bridges. The components of vulnerability are combined to determine an overall vulnerability to flood. The exposures of land use/land cover and soil type (permeability) to flood are also considered to include their effects on severity of flood. The values of probability of occurrence of flood, vulnerability to flood, and exposures of land use and soil type to flood are used to finally compute flood risk at different locations in a watershed. The proposed methodology is implemented for six major damage centers in the Upper Thames River watershed, located in the South-Western Ontario, Canada to assess the flood risk. An information system is developed for systematic presentation of the flood risk, probability of occurrence of flood, vulnerability to flood, and exposures of land use and soil type to flood by postal code regions or Forward Sortation Areas (FSAs). The flood information system is designed to provide support for different users, i.e., general public, decision-makers and water management professionals. An interactive analysis tool is developed within the information system to assist in evaluation of the flood risk in response to a change in land use pattern.
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1. Introduction

Records of loss of life and damage caused by floods worldwide show that these have continued to rise steadily during recent years. Understandably, the response has been to call for increased efforts to protect life and property. The sustainable and effective management of floods demands a holistic approach—linking socio-economic development with the protection of natural ecosystems and appropriate management links between land and water uses. It is recognized that a watershed is a dynamic system in which there are many interactions between human population, land use and water bodies. Assessment and mapping of “flood risk” [1-7] and “vulnerability to flood”, and dissemination of the appropriate information to different stakeholders is a very important part of the flood management process. The general public may use the information in purchasing a house, or in selecting a site to start a business. Knowledge of flood risk could aid decision-makers in: developing land development plans and land use zoning; planning emergency response strategies; waste disposal site selections; preparing infrastructure budgetary decisions; developing guidelines for operation of existing infrastructure; and general policy development at all levels. Water management professionals can utilize the flood risk information in planning, design, construction, and operation & maintenance of flood protection infrastructure (e.g., reservoirs, dikes, drainage pipes, etc). Flood risk mapping has been performed extensively for effective flood management, starting with the pioneering work of Garrett [8]. The risk of flooding to towns and villages along 200 km of the River Thames...
and its tributaries are assessed using a mathematical model developed for Thames Water Rivers Division, UK. The River Thames Strategic Flood Defence Initiative examines the vulnerability of floodplain development along the river. The achievements of the Flood Risk Mapping Program, New Brunswick, Canada, are summarized by Burrell and Keefe [9]. The procedures used to produce flood risk maps are outlined very clearly along with an assessment of the accuracy achieved. Floyd [1] performs a flood risk assessment on the city of Bombay (Mumbai), India. The results provide an initial indication of the cost-effectiveness of different remedial measures. Morris and Flavin [10] present maps of England and Wales showing the built-up areas that would be at flood risk. Shrubsole [11] mentions government responsibilities in flood management of the Saguenay and Red River valley and provides alternative flood management strategies considering ecosystem management, partnerships and the role of science. Hall et al. [12] represents the processes of fluvial and coastal flooding over linear flood defence systems in sufficient detail to test alternative policy options for investment in flood management. Potential economic and social impacts of flooding are assessed using national databases of floodplain properties and demography. A case study of the river Parrett catchment and adjoining sea defences in Bridgewater Bay in England demonstrates the application of the method and presentation of results using Geographic Information System (GIS). Barredo et al. [13] aims to illustrate a framework for flood risk mapping at pan-European scale produced by the Weather-Driven Natural Hazards (WDNH). The threatening natural event is represented as the hazard component, and furthermore, exposure and vulnerability are considered as anthropogenic factors that contribute also to flood risk. The flood risk is considered on the light of exposure, vulnerability and hazard, and mathematically considered as product of hazard, exposure and vulnerability.

Vulnerability assessments have been undertaken to understand the “potential for loss”, traditionally they focused on the nature of the hazard and who and what are exposed [14]. More recently, vulnerability assessments have explored the social, economic, and political conditions that are likely to affect the capacity of individuals or communities to cope with or adapt to hazards [15]. Bender [16] discusses the development and use of natural hazard vulnerability assessment techniques in the Americas. He emphasizes how and why a thorough vulnerability analysis is required for physical, economic and social planning in a watershed. There are numerous studies that have addressed contemporary vulnerability of different communities worldwide to flooding from the natural hazards perspective of understanding exposure and the number of people and structures affected [17,18] but few that explore the socio-economic aspects of flooding vulnerability [19-22]. Recently, the conceptualization on social vulnerability has gained prominence in the literature. It is related to characteristics that influence an individual’s or group’s ability or inability to anticipate, cope with, resist, and recover from or adapt to any external stress such as the impact of flooding [23-25]. Cutter et al. [26] present a method for assessing vulnerability in spatial terms using both biophysical and social indicators. Their results suggest that the most biophysically vulnerable places do not always spatially interact with the most vulnerable populations. Flax et al. [27] develop a risk-vulnerability assessment methodology named as Community Vulnerability Assessment Tool (CVAT), which assists emergency managers in their efforts to reduce vulnerabilities through hazard mitigation, comprehensive land use and development planning. Cutter et al. [28] list factors that have gained consensus among social scientists as contributing to social vulnerability to environmental hazards. Blong [29] introduces a new damage index for estimating the replacement cost of damaged buildings in vulnerability analysis. Carter [30] analyzes flood risk as a combination of threat, consequence, and vulnerability. He discusses the federal role in investment decisions for flood control infrastructure. Chakraborty et al. [31] develop two new quantitative indicators, i.e., a geophysical risk index, based on National Hurricane Center and National Flood Insurance Program data, and a social vulnerability index, based on census information. Rygel et al. [32] focus on constructing a social vulnerability index and its application to a case study of hurricane storm hazard. They demonstrate a method of aggregating vulnerability indices for different indicators using Pareto ranking that results in a composite index of vulnerability, which avoids the problems associated with assigning weights. Werritty et al. [33] discuss the social impacts of flood events in Scotland including attitude and behavior toward flooding events, warnings, evacuations and consequences. The study suggests ways for enhancing social resilience for sustainable flood management in Scotland.

GIS is considered as a key tool by many researchers [34-38] to map the spatial distribution of flood risk and vulnerability to flood. A GIS facilitates the input, storage, management, analysis, integration, and output of spatial data which can aid with real time decision making and strategic planning for effective risk management and hazard preparedness [39]. GIS can improve warning, evacuation, and emergency response systems by helping route emergency response vehicles and locating emergency response facilities [39-40]. Exposures of soil and geology to flood, urban infrastructure, and socioeconomic data, can be input and stored in a GIS and then analyzed to identify areas prone to flood, identify vulnerable populations, and forecast flood events, and aid in land use zoning decisions to improve flood mitigation and management [17,39].
The flood risk mapping and analysis on various flood prone watersheds have been performed by many researchers throughout the world. In a recent study on Romanian national strategy, Varga et al. [41] provide basic information for preliminary flood risk assessments and flood hazard mapping in all areas with a significant flood risk, according to the Flood Directive. The technical and scientific approach and the main steps in setting up the plan for flood prevention, protection and mitigation at the river basin level are presented. Apel et al. [7] perform flood risk analyses in Eilenburg, Germany, especially in urban areas and tested a number of combinations of models of different complexity both on the hazard (probability of occurrence) and on the vulnerability. Chang et al. [42] examine the anthropogenic and natural causes of flood risks in six representative cities in the Gangwon Province of Korea. Tran et al. [43] explore the impacts of floods on the economy, environment and society; and tries to clarify the rural community’s coping mechanism to flood disasters in Central Viet Nam. They reveal that flooding is an essential element for a coastal population, whose livelihood depends on productive functions of cyclical floods. Forster et al. [44] assess flood risk for a rural detention area, alongside the Elbe River in Germany. They find that the losses in agricultural areas exhibit a strong seasonal pattern, and the flooding probability also has a seasonal variation. The flood risk is assessed for a planned detention area based on loss and probability estimation approaches of different time frames, namely a monthly and an annual approach.

The present research study is motivated by the Hotspots project [45,46] completed by the Center for Hazards and Risk Research (CHRR) at Columbia University and the World Bank’s Disaster Management Facility (DMF), now the Hazard Management Unit (HMU). In the Hotspots project, the risk levels are estimated by combining hazard or probability of occurrence with historical vulnerability for two indicators of risk—population and Gross Domestic Product (GDP) per unit area—for six major natural hazards: earthquakes, volcanoes, landslides, floods, droughts, and cyclones. The relative risks for each grid cell, rather than country as a whole, is calculated at sub-national scales. Such information can inform a range of disaster prevention and preparedness measures, and development of long-term land-use plans and multi-hazard risk management strategies. Hotspots global analysis and case studies stimulate additional research, particularly at national and local levels. The present study develops an information system for risk-vulnerability analyses to flood and facilitates vulnerability mitigation by providing various flood information to different users. The information system is designed to provide selective access to information on the bases of user needs. This reduces the misuse of data and promotes data security. A set of suitable vulnerability indicators and the procedure for their integration into an overall vulnerability index with high spatial density represent the major analysis tool within the information system. The additional innovations of the information system include: 1) the computation of selected flood risk-vulnerability indicators organized into themes from four components of vulnerability to flood, i.e., physical, economic, infrastructure, and social vulnerability [15], 2) the spatial infrastructure vulnerability analysis to flood due to inundation of main communication routes and road bridges, 3) the spatial flood impacts due to inundation of critical facilities (schools, hospitals, and fire stations) and 4) quantification of exposures of land use/land cover and soil permeability to flood. The postal codes or Forward Sortation Areas (FSA) are considered for spatial discretization of the region and flood risk evaluation. An interactive analysis tool is also developed for calculation of flood risk as a function of change in land use. The proposed information system is implemented to six major damage centers in the Upper Thames River watershed, located in the South-Western Ontario, Canada. The study focuses only on floods which are caused by the overflow of river banks that are characteristics for the region of interest.

As a prerequisite, some relevant technical definitions are provided in the next section. The third section contains a detailed description of the study area—the Upper Thames River basin in South-Western Ontario, Canada. The fourth, fifth and sixth sections provide the details on determination of probability of occurrence, vulnerability and exposures of land use and soil permeability to flood, respectively, and summarize the results obtained. The seventh section describes the features of developed information system for risk-vulnerability analyses to flood. The eighth section summarizes the conclusions from the study.

2. General Definitions

The most common approach to define “flood risk” is the definition of risk as the product of “hazard”, i.e., the physical and statistical aspects of the actual flooding (e.g., return period of the flood, extent and depth of inundation), and the “vulnerability”, i.e., the exposure of people and assets to floods and the susceptibility of the elements at risk to suffer from flood damage [7,47,48]. This definition is adopted in the Flood Directive [49]. According to Forster et al. [44], flood risk is a combination of potential damage and probability of flooding. More precisely, risk is considered as the product of hazard and vulnerability of a region [47]. However, in this study flood risk is the product of probability of occurrence (p_i), vulnerability to flood (V_i), and exposures of land use (E_{land}^i) and soil permeability (E_{Soil}^i) to flood, following...
the concept of Kron [50] and Barredo et al. [13], where flood risk is expressed as a function of the hazard, vulnerability and exposed values:

\[ \text{Flood Risk} = (p_e) \times (V) \times (E_{\text{Land}} \text{ and } E_{\text{Soil}}) \]  

(1)

Hazard may be defined as a threatening event, or the “probability of occurrence \((p_e)\)” of a potentially damaging phenomenon within a given time period and area [31, 47]. It frequently encompasses hydrological and hydraulic analyses and the mapping of flood lines on floodplain. Vulnerability to flood \((V)\) is defined as a measure of a regions’ or population susceptibility to flood damages [51-53]. Exposures of land use \((E_{\text{Land}})\) and soil permeability \((E_{\text{Soil}})\) to flood quantify their effect on the severity of flood. When the exposures of land use/land cover and soil permeability to flood are considered, these denote how land use and soil permeability affects the severity of flood. For example, urbanized land use pattern results in an impervious soil layer increasing the severity of flood and thus the exposure of land use pattern to flood in an urban area is high. The exposure of soil permeability to flood is also directly related to flood flow. The more permeable soil has more infiltration capacity and therefore reduces surface runoff, whereas less permeable soil has less infiltration capacity and is more prone to water logging [54].

In the present study, all the information on the above mentioned three components of flood risk are effectively presented and processed using GIS. The layout for collecting and integrating the data, along with the sequential procedural steps for data processing and representation are outlined in Figure 1. The vulnerability section in Figure 1, illustrates the concept of layering data using a GIS, as well as combining vulnerability components to assess the overall vulnerability to flood. The next section presents the detailed characteristics and geography of the study area.

**Figure 1. Organization of the flood information system.**
3. Study Area

The Upper Thames river basin lies in the middle of south western Ontario; drains an area of 3,500 km²; and is populated by approximately 422,000 people. The basin is nested between the Great Lakes Huron and Erie. The basin has a well documented history of flooding events dating back to the 1700s. A detailed map of the Upper Thames River watershed in Ontario, Canada with a location map (inset) is shown in Figure 2. Two main tributaries of the Thames River, referred to as the North (1,750 km²) and South (1,360 km²) branches, join at a location in London known as “The Forks” (Figure 2). The Forks region has served as a historical landmark for London, and is characterized by both commercial and residential structures. Major flood damage centers in the watershed include communities of London, St. Marys, Ingersoll, Mitchell, Stratford and Woodstock. The Upper Thames river basin is an area of special importance for the sustainable socio-economic development of Ontario. This is a large and fertile area, and plays an important role in agriculture production from, fishing and aquaculture to perennial fruit trees. The flooding in the Upper Thames river watershed has the great effect on the fertility of soil and increase in the natural aquatic production. It is also the most dangerous natural disaster hazard affecting the socio-economic development and the life of the people in the area. Several studies have already been done to estimate the economic damage in the watershed due to flooding [55].

Figure 2. Detailed map and location map (inset) of the Upper Thames River watershed (Source: <http://www.thames-river.on.ca/About_Us/images/UTRCA_Watershed.jpg>).
The study area consists of a number of major postal code regions, some of which extend beyond the watershed boundaries. The Forward Sortation Areas (FSAs) are distinguished by the first three characters of their postal code designation. The regions which historically experience more frequent flooding events are selected as areas of particular significance and the FSAs of these regions are selected for analysis. A total of 25 FSAs from these cities have been considered in the study, and are listed in Table 1. These FSAs are the smallest spatial geographic units considered in this study. The cities of important FSAs include London (17 FSAs), Woodstock (3 FSAs), Mitchell (1 FSA), St. Marys (1 FSA), Ingersoll (1 FSA) and Stratford (2 FSAs); with a particular emphasis on the city of London. Table 1 shows that the largest FSA by area in London is N6P; with an area of 103 km² and in the entire study area is N0K; with an area of 1510.0 km². The smallest FSA by area in London is N6B; with an area of 3.2 km², and in the entire study area is N4Z; with an area of 0.5 km². The average area of an FSA in London is 29.5 km² and the average area of all FSAs in the study area is 122.2 km².

Numerical data necessary for the development of a flood information system has been collected from Statistics Canada, which provides updated national statistics consistently every five years following a Census of the population. Data is available for areas of various sizes, including FSAs as small census divisions which remain relatively stable over many years. Various layers and datasets compatible with the GIS software are collected from Statistics Canada, The Ontario Fundamental Dataset, Upper Thames River Conservation Authority (UTRCA), Surficial Geology of Southern Ontario (SGSO) dataset, and Route Logistics (RL). These datasets are available online or obtained from the Serge A. Sawyer map library and the Internet Data Library System (IDLIS) at the University of Western Ontario (UWO), London, Canada. Table 2 presents the detailed information on different data layers with their formats and sources used in the present case study. All three components of the flood risk are assessed and represented in the information system separately in dissimilar ways. Each component is represented graphically, numerically, or using a combination of both. Next two sections describe the methodologies for determination of probability of occurrence and vulnerability to flood.

4. Probability of Occurrence

Probability of occurrence of flood ($p_o$) [31] describes a physical threat from a flood occurring and a region becoming inundated. The consideration of probability of occurrence as a flood risk component is essential, since flood risk of a highly vulnerable population to flood is negligible if there is less probability or chance of occurrence of flood. The probability of occurrence (i.e., the extreme events and associated probability) of flood is also termed as “flood hazard” by many researchers [7,13,47,50,56]. In the present study however, the available results on $p_o$ performed by the UTRCA are used. Already available 100-year and 250-year flood lines are used for risk-vulnerability analysis.
The probability or likelihood of occurrence of flooding is described as the chance that a location will be flooded in any one year. For example, 1.3% chance of flooding each year implies 1 in 75 chance of flooding at that location in any year. Exceedance probability \( p_e \) of a flood is represented as \([31,57]\):

\[
P(X \geq x) = p_e = 1 - F(x)
\]

where \( F(x) \) denotes the value of Cumulative Distribution Function (CDF) of river flow \( x \). The return period \( T_e \) of flood flow \( x \) is the reciprocal of exceedance probability, which is mathematically represented as \([57]\):

\[
T_e = 1 / P(X \geq x) = 1 / (1 - F(x))
\]

A flood line of a particular return period is the extreme boundary of the region exposed to a flood of the same return period. It represents the spatial extent of threat from the flood of a particular return period. The flood lines for a particular return period are evaluated by using physical, hydraulic and hydrologic characteristics of a particular location in the watershed. The present study utilizes 250-year flood line data for all FSAs being considered and 100-year flood line data for FSAs within the City of London, as per the availability. A flood hazard map with 100 and 250-years flood lines is used as one of risk components depicting spatial extent of flooding with exceedance probability of 0.01 and 0.004, respectively. The following procedural steps are followed in GIS for incorporating the information on probability of occurrence in this study: 1) the FSA, 100 and 250-years flood line shapefile layers are imported into ArcMap \([58]\); 2) the FSA layer and 100-yr flood line layers are turned “on” so that they are displayed in the Data Viewing window; 3) twenty five FSAs of interest in this study are highlighted using the selection tool and then converted into their own layer (FSA layer of interest); 4) these map features are then observed in the “layout” view where it is possible to insert map elements such as north arrows, legends and scale bars using the Insert Map Elements feature; 5) the map is then exported to “.jpeg” format. The same procedure is repeated for the 250-year flood line layer.

5. Vulnerability to Flood

Vulnerability to flood is defined as measure of a region’s susceptibility to flood damage \([51-53]\). It also includes population susceptibility to physical, mental or emotional damage due to flooding. Vulnerability could be influenced by individual emotions, seriousness of the current situation, and previous experiences with natural disasters. Traditionally, vulnerability has considered only biophysical factors. More recently, social factors have also been incorporated into assessment of vulnerability to disasters \([31]\).

In this study, vulnerability to flood has been defined as a combination of four distinctive types of vulnerabilities: physical, economic, infrastructure and social \([15]\). The physical vulnerability generally incorporates only those indicators susceptible to biological sensitivity. Wetlands are for example, considered regions of physical vulnerability in this study. Wetlands are among the most productive ecosystems on earth. The richness of these transitional ecosystems relates mostly to the diversity of ecological niches created by the variability of seasonal and interannual cycles. Modifications in the hydrologic regime that disturb these cycles have been found to be the main stress factor threatening shoreline wetlands in all the world’s major rivers \([59]\). The regulation of water levels has also caused the shrinkage of wetlands, and an incidental reduction in the diversity of plant communities and the number of plant species \([60]\). These regions have high biodiversity and sensitive life, which would experience higher damages, longer, slower recovery times due to flooding. Economic vulnerability includes flood damage indicators which can be expressed in monetary terms. Infrastructure vulnerability includes civil structure such as road networks, railways, and road bridges. Infrastructure components are important to movement of population, communications, and safety. Their inundation impedes traffic and hinders communications, increasing stress in the exposed population. Inundation may also block important emergency routes and cause physical damage to roads. Social vulnerability focuses on the reaction, response, and resistance of a population to a disastrous event. Vulnerable population may require special attention in an evacuation situation for example. The indicators are chosen based on a review of existing literature assessing vulnerability to current hazards \([25-27,31,32,51]\).

The vulnerability index \((VI)\) corresponding to each indicator for \(i^{th}\) FSA is calculated using the following equation, which standardizes \([61]\) each vulnerability index value ranging from 0.0 to 1.0 as done by Wu \et al. \([51]\):

\[
VI_i = \frac{V_i - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}}
\]

where \(V_{\text{min}}\) and \(V_{\text{max}}\) are the minimum and maximum values of the indicator for all FSAs, respectively, and \(V_i\) is the actual value of the indicator for \(i^{th}\) FSA. All physical, economic, infrastructure (including the numbers of critical facilities and road bridges) and social vulnerability indices are directly calculated using (4). For example, vulnerability index for \(i^{th}\) FSA of the social vulnerability indicator “Population under 20yrs of age” is calculated from the data set of 25 values (for 25 FSAs) on population under 20yrs of age using (4). The GIS is not used for determination of economic and social vulnerability indices, as they are directly calculated in the spreadsheet using Statistics Canada Census data. The economic and so-

Copyright © 2010 SciRes.
cial vulnerability maps are created in ArcMap on the basis of calculated values of vulnerability indices. The following procedure is followed for calculating the sum of the length of roadways/railways: 1) roads/railways layer is imported into GIS; 2) the length of each road/railway is contained in the attributes table; 3) those road/railway segments from the attribute table are selected which fall within and intersect a particular FSA; 4) the “statistics” option from the “length” field in the attribute table options is selected; 5) the program calculates the sum of lengths and display them in that particular FSA; 6) the values are stored in a table and finally 4) is used for determining the vulnerability indices—“length of roads” and “length of railways”. The similar procedure is followed for the vulnerability index—“unpaved roads”, but the unpaved, dirt and gravel roads are selected for each FSA individually using the “Select by Location” or “Select by Attributes” tool.

This calculation of vulnerability index using 4) [61] offers an improvement over the traditional calculation [26,31,51] of vulnerability index, i.e., dividing all values by the maximum value, \( V_i = \frac{V_i}{V_{max}} \), as it considers both the maximum and minimum values and ensures that the vulnerability indices are within [0, 1] interval and always non-negative. It is not necessary to use the scale [0, 1] for standardization. Montz and Evans [25], Grosshans et al. [54] and Odeh et al. [62] standardize the values of vulnerability and plotted the maps considering [0, 10], [0, 5] and [0, 100] scales, respectively. In the assessment of infrastructure vulnerability, the present study considers: a) the impact of flooding of critical facilities (schools, hospitals, and fire stations) and b) the spatial impact of flooding of main communication routes and road bridges. The developed methodologies for considering these impacts are discussed in next two subsections. The main objectives of the analysis presented in these two subsections are: 1) to model the impact of inundation of critical facilities (e.g., schools, hospitals and fire stations) of an FSA on its total infrastructure vulnerability, which is achieved by considering the “number of critical facilities (i.e., number of schools or hospitals within an FSA)” as vulnerability indicators [determined by using 4), as done for physical, economic, social and other infrastructure vulnerability indicators]; and 2) to model the impact of inundation of an FSA (which may contain one or more than one critical facilities) on its surrounding FSAs, which is modeled using a grid system. There are numerous studies that have addressed the impact of inundation of critical facilities on infrastructure vulnerability based on the number of critical facilities within an FSA [27,51,62], but none that explore the impact on surrounding FSAs, because people dwelling outside the flooded FSA also may depend on the critical facilities situated within the flooded FSA. This impact on infrastructure vulnerability of surrounding FSAs is modeled using a grid system.

5.1. Infrastructure Vulnerability Due to Inundation of Critical Facilities

Vulnerability of critical facilities is an indicator of infrastructure vulnerability [27,51,62]. Emergency shelters, nursing homes, public buildings, schools, hospitals, fire and rescue stations, police stations, water treatment or sewage processing plants, utilities, railroad stations, airports and government facilities are identified as critical facilities by Odeh et al. [62] and Flax et al. [27]. Critical facilities are those that play an integral role in public safety, health, and provision of aid [27]. As per the availability of data, the critical facilities considered in this study include schools, fire stations and hospitals, and are given special attention in vulnerability analysis in order to provide a more accurate estimate of flood risk.

Schools can be used for both education and as a place of refuge and a center for aid distribution during a flood. Fire stations provide the source of response to an emergency in the area near the station, and aid in disaster relief. Flooding of a fire station causes the population in close proximity to be more vulnerable. Hospitals represent another type of critical facilities that require special attention during flooding. Hospitals may have patients that need special attention in the case of an emergency. Procedure for assessment of infrastructure vulnerability due to inundation of critical facilities includes the use of a GIS tool. As per the availability of data, the FSAs of London are considered for the demonstration of the methodology. The impact of inundation of critical facilities of an FSA on its total infrastructure vulnerability is determined by considering the “number of critical facilities (i.e., number of schools or hospitals within an FSA)” as vulnerability indicators [determined by using 4), as done for physical, economic, social and other infrastructure vulnerability indicators]. To model the impact of inundation of an FSA (which may contain one or more than one critical facilities) on its surrounding FSAs, a 6×6 grid layer is placed over the FSAs of London, which breaks the entire city into 36 cells, as illustrated in Figure 3(a). The size of each grid cell is 25 km² (5 km × 5 km). The cell area for each FSA is calculated using area calculation function provided by the GIS tool. The layer containing the information on critical facilities is placed onto the grid layer and FSA layer to determine areas more susceptible to damage. The process used in assigning infrastructure vulnerability due to the inundation of critical facilities is based on the assumption that the people closest to the facility are its primary users. Thus, the spatial shape, termed as “vulnerability shape” in this study, is square as shown in Figure 3(b). There are four different color designations (red, orange, yellow and white) representing assigned Degree of Importance (D1).
The presence of just one of these is sufficient to classify the cell as important. All “important” cells are equally important. The DI values indicating vulnerability levels decrease equally in all directions with the distance from the inundated cell. Procedure implemented using GIS tool is as follows:

1) Divide the area under consideration into a grid—the grid should be regular in shape. In this analysis, a 6 × 6 square grid is used for demonstration purpose.

2) Use the DI to quantify the importance of a critical facility for each FSA. Red, orange, yellow and white color codes correspond to 1.0, 0.75, 0.2 and 0.0 DI values, respectively. The colors are reflecting the DI of each cell: red (high), orange (medium), yellow (low), white (no influence), which indicates the importance of the presence of critical facilities. The grid cells within an FSA that contain one or more critical facilities are identified. These grid cells are assigned red color, the highest DI of 1, assuming that the people closest to the facility are its primary users.

3) Assign a white color, indicating “zero” DI value to the remaining grid cells. The result is a square-shaped representation of vulnerability, which decreases with distance from the red (center) cell.

4) Following the previous three steps, assign DI values for all grid cells separately for each case of a grid cell with red color. For example, if 10 (ten) grid cells contain critical facilities, the grids cells would be assigned appropriate DI values 10 times. Finally, the Overall DI (ODI) for a grid cell is calculated by averaging these ten DI values.

5) The vulnerability for an FSA—area shown in bold solid line in Figure 3(c)—is calculated as:

\[
V_{UL_i} \text{ of } i^{th} \text{ FSA} = \frac{\sum_{j=1}^{k} (ODI_k \times A_k)}{\sum_{j=1}^{k} A_k} \quad (5)
\]

where ODI is overall DI for kth grid cell, Ak is the area of ith FSA.

![Figure 3](image_url)

Figure 3. Determination of the vulnerability due to inundation of critical facilities and bridges. (a) 6 × 6-grid layered over the FSAs of London; (b) square vulnerability shape; (c) example FSA region divided in grid cells; (d) vulnerability shapes for cells with 1-5 bridges; (e) with 6-10 bridges (not to scale).
6) Determine the standardized vulnerability index value using:

\[ V_{ul_{i}}^{std} = \frac{V_{ul_{i}} - V_{ul_{i}}^{min}}{V_{ul_{i}}^{max} - V_{ul_{i}}^{min}} \]  

where \( V_{ul_{i}}^{max} \) and \( V_{ul_{i}}^{min} \) are the maximum and minimum vulnerability values of critical facilities, \( V_{ul_{i}} \) is the value of vulnerability for critical facilities pertaining to the \( i^{th} \) FSA. Thus the standardized infrastructure vulnerability values are obtained at FSA level.

5.2. Infrastructure Vulnerability Due to Inundation of Road Bridges

The infrastructure vulnerability is also affected by the inundation of road bridges. Vulnerability of an area due to the inundation of a bridge includes the interruption of traffic and formation of communication barriers between different locations in the affected region. Inundation of, or damage to a particular bridge affects not only the FSA in which it is located, but also all other FSAs that depend on the use of the bridge. In this study, only bridges over the water bodies are considered significant, because these bridges have limited alternate routes associated with them, and are necessary for safe crossing of the water body. They are frequently used as means for transporting commercial goods, a route to and from the workplace, and as emergency routes in case of a disaster.

The impact of inundation of road bridges of an FSA on its total infrastructure vulnerability is modeled by considering the “number of road bridges” as vulnerability indicator [determined by using 4], as done for physical, economic, social and other infrastructure vulnerability indicators. To model the impact of inundation of an FSA (which may contain one or more than one road bridges) on its surrounding FSAs, the same procedure (steps 1 through 6) as described in previous subsection is followed, with the use of the new vulnerability shapes as shown in Figures 3(d) and (e). Again, \( 6 \times 6 \) grid is used in the assessment of vulnerability as shown in Figure 3(a). However, the shape used in assessing vulnerability due to the inundation of road bridges is not a box, but rather cross-like. The shape varies with the number of bridges in any particular grid cell. Figures 3(d) and (e) illustrate the shapes of vulnerability for cells containing 1-5 and 6-10 road bridges, respectively. The number of bridges over water that is contained in each cell determines the shape that would be used in assessment of vulnerability. As the number of bridges increases, the more likely it is that inundation of that cell would affect more people. The vulnerability shape due to inundation of bridges is mainly based on a basic assumption: the need for crossing any given bridge decreases with distance from the bridge (i.e., the need for crossing the bridge is highest in areas that are closest to the bridge), because people further away from a particular bridge may have other alternatives for crossing the water body with equal convenience. The proposed method assumes that the whole cell being considered is flooded, and that bridges in that cell are unavailable for use. The cells are assigned a DI based on the vulnerability mapping in proximity to the inundated cell. The DI assignment is similar to the one used in assessing the infrastructure vulnerability due to inundation of critical facilities. However, the road bridges scenario designates a DI as either red/high (1.0) or yellow/low (0.2) for demonstration of the proposed methodology. In both analyses it was assumed that the whole grid cell is equally affected by the flooding, thus damage is assumed to be uniform across the cell area. The population density within a portion of the FSA covered by a grid cell is not known. Therefore a uniform distribution of population is assumed throughout each FSA.

The following procedural steps are followed in GIS for incorporating the information on infrastructure vulnerability due to inundation of critical facilities: 1) the “buildings” layer is imported; 2) in the attribute table the type of building is specified. In the options for the attribute table “select by attribute” is used and then the category (e.g., school/hospital/fire station) is used to select only those buildings which are schools/hospitals/fire stations; 3) these buildings are saved as a separate layer for referencing in the critical facilities analysis of the study. The same procedure is followed for road bridges but the “bridge” layer is imported.

The calculation of the vulnerability indices following the procedures described in this section provides input for mapping each category of vulnerability in GIS. Table 3 shows the values of four components of vulnerability in the Upper Thames River basin. The seventh column of Table 3 indicates the standardized average vulnerability values of four vulnerability components (presented in columns 3-6) for all FSAs. In physical vulnerability, the FSA-NOK in Michell is identified as the most vulnerable due to large wetland areas in the region. The FSAs with “zero” values in the column of physical vulnerability indicate absence of wetlands. The FSA–N4S in Woodstock is the most vulnerable in economic sense due to the presence of large number of older houses in this region. The FSA–NOK in Michell is also identified as the most vulnerable in regards to infrastructure component due to its largest land area, which includes the longest road and railway networks. It is also identified that the FSA–N4Z in Stratford is the least vulnerable due to the absence of railway and minimum length of paved and unpaved roads. The column for social vulnerability shows high values for most of the FSAs within the city of London due to high population in these FSAs. The FSA–N5Y is the most vulnerable in social sense due to high values of indicators such as “differential access to resources”, “so-
cial status” and “ethnicity”.

The present study incorporates a unique consideration of inundation of road bridges and critical facilities in assessing infrastructure vulnerability. 

**Figure 4** displays the difference in infrastructure vulnerability due to inundation of critical facilities and road bridges. In most cases, the standardized values of infrastructure vulnerability of the FSA increase with the addition of impacts due to the inundation of road bridges and critical facilities. The GIS generated map may be produced for each component of vulnerability values as presented in **Table 3** for identifying spatial variability of vulnerabilities to flood. More details of the processed numerical data and graphical results of the present vulnerability analysis to flood can be obtained from Peck et al. [63].

5.3. Calculation of the Vulnerability to Flood

Although maps of individual component of vulnerability can be useful, it is easiest to assess vulnerability throughout the watershed if the multidimensional components can be integrated into a single measure [32]. In the present study, the simplest way to combine the four components of vulnerability into a single measure would be to average the values of indices [31,51] for each component [as given in the seventh column of **Table 3**]. **Figure 5** shows the GIS generated map of vulnerability to flood obtained by averaging and standardizing the four components of vulnerability. The darker color indicates larger vulnerability. Map in **Figure 5** provides for easy comparison of vulnerability between different FSA regions of six major damage centers, and insight into the spatial

| Damage Center | FSA   | Components of Vulnerability to Flood | Overall vul* | Rank |
|---------------|-------|-------------------------------------|-------------|------|
| N6A           | 0.000 | 0.264 0.432 0.383                   | 0.296 15    |      |
| N6B           | 0.000 | 0.282 0.467 0.399                   | 0.316 12    |      |
| N6C           | 0.014 | 0.613 0.477 0.794                   | 0.498 6     |      |
| N6E           | 0.000 | 0.128 0.256 0.767                   | 0.303 13    |      |
| N6G           | 0.000 | 0.495 0.556 0.703                   | 0.471 9     |      |
| N6H           | 0.015 | 0.828 0.356 0.784                   | 0.503 5     |      |
| N6J           | 0.000 | 0.876 0.447 0.732                   | 0.296 14    |      |
| N6K           | 0.004 | 0.457 0.299 0.613                   | 0.527 4     |      |
| N6L           | 0.000 | 0.000 0.022 0.000                   | 0.353 11    |      |
| N6M           | 0.009 | 0.234 0.172 0.012                   | 0.000 25    |      |
| N6N           | 0.044 | 0.004 0.055 0.020                   | 0.110 19    |      |
| N6P           | 0.005 | 0.084 0.089 0.072                   | 0.032 22    |      |
| N5V           | 0.002 | 0.815 0.305 0.813                   | 0.061 20    |      |
| N5W           | 0.000 | 0.515 0.421 0.608                   | 0.486 8     |      |
| N5X           | 0.034 | 0.288 0.293 0.390                   | 0.405 10    |      |
| N5Y           | 0.001 | 0.707 0.461 1.000                   | 0.268 16    |      |
| N5Z           | 0.005 | 0.539 0.502 0.736                   | 0.562 3     |      |
| London        | N6L  | 0.000 0.749 1.000 1.000 1.000 1     | 0.000 25    |      |
| N6M           | 0.009 | 0.234 0.172 0.012                   | 0.000 25    |      |
| N6N           | 0.044 | 0.004 0.055 0.020                   | 0.110 19    |      |
| N6P           | 0.005 | 0.084 0.089 0.072                   | 0.032 22    |      |
| N5V           | 0.002 | 0.815 0.305 0.813                   | 0.061 20    |      |
| N5W           | 0.000 | 0.515 0.421 0.608                   | 0.486 8     |      |
| N5X           | 0.034 | 0.288 0.293 0.390                   | 0.405 10    |      |
| N5Y           | 0.001 | 0.707 0.461 1.000                   | 0.268 16    |      |
| N5Z           | 0.005 | 0.539 0.502 0.736                   | 0.562 3     |      |
| Michell       | N6K  | 0.000 0.749 1.000 1.000 1.000 1     | 0.000 25    |      |
| N6M           | 0.009 | 0.234 0.172 0.012                   | 0.000 25    |      |
| N6N           | 0.044 | 0.004 0.055 0.020                   | 0.110 19    |      |
| N6P           | 0.005 | 0.084 0.089 0.072                   | 0.032 22    |      |
| N5V           | 0.002 | 0.815 0.305 0.813                   | 0.061 20    |      |
| N5W           | 0.000 | 0.515 0.421 0.608                   | 0.486 8     |      |
| N5X           | 0.034 | 0.288 0.293 0.390                   | 0.405 10    |      |
| N5Y           | 0.001 | 0.707 0.461 1.000                   | 0.268 16    |      |
| N5Z           | 0.005 | 0.539 0.502 0.736                   | 0.562 3     |      |
| Wood-stock    | N4T  | 0.000 0.110 0.011 0.082 0.041 21    | 0.041 21    |      |
| Stratford     | N5A  | 0.134 0.673 0.384 0.690 0.494 7     | 0.494 7     |      |
| Ingersoll     | N5C  | 0.092 0.293 0.275 0.261 0.249 17    | 0.249 17    |      |

*Overall vulnerability: standardized average values
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Figure 4. Infrastructure vulnerability for the FSAs of London. (a) infrastructure vulnerability not considering the impact of critical facilities and bridges; (b) infrastructure vulnerability including the critical facilities and bridges.
variability of vulnerability. It is identified from Table 3 and Figure 5 that FSA–N0K in Michell is the most vulnerable in the basin, as the area under this postal code is much larger than other FSAs and consequently it contains a number of wetlands and more infrastructure. It is found that the vulnerability values for FSAs in London vary between 0 and 0.562. The FSA–N5Z is identified as the most vulnerable, whereas N6M is identified as the least vulnerable within the city of London. The Table 3 and Figure 5 give a general description of region’s vulnerability, and can be used for emergency flood management, disaster mitigation activities and planning future disaster protection infrastructure.

It should be noted for clarification that, there may be some correlation among vulnerability indicators under different components of vulnerability. In this study the chance of involving correlated indicators is very less, as the indicators are chosen based on a review of existing literature [25-27,31,32,51]. If the number of indicators is too high Principal Components Analysis (PCA) [32] can be applied to select the set of uncorrelated indicators. The basic aim of a PCA is to reduce a complex set of many correlated variables into a set of fewer, uncorrelated components.

6. Exposures of Land Use and Soil Permeability to Flood

The present study utilizes 250-year flood line data for all FSAs and 100-year flood line data for FSAs within the City of London, as obtained from UTRCA, Canada, for considering the values of probability of occurrence in the calculation of flood risk. The impacts of land use and soil type are not considered during generation of the flood lines and probability of occurrences. To incorporate the impact of exposures of land use and soil permeability into the analysis a separate component of the flood risk is considered as expressed in (1), following Kron [50] and Barredo *et al.* [13]. The indices of vulnerability to flood, as discussed in previous section, have no influence on flood flow and river channel characteristics. The exposures of land use and soil permeability are two physical watershed characteristics which affect the flood flow [64], and are considered as the important characteristics of flood risk in the Upper Thames River watershed. This study considers the impact of exposures of land use and soil permeability only for those FSAs within the municipality of London as per the availability of data. An exposure value of 1 is assigned to the regions outside of the City of London.

6.1. Land Use

The land use map used in the present study is obtained from the UWO Internet Data Library System (IDLS). Their CanMap Route Logistics 2006 dataset contains the Ontario land use GIS layer. This layer is designated as “ONland_use” and is of type “polygon” as mentioned in Table 2. The available land use data include seven different categories of use: open space, commercial, residential, parks and recreational, government and institutional, resource and industrial, and water body. Each of these land use categories has been assigned a DI value. These values, while estimated by the research team, can be changed by decision-makers with more extensive knowledge on how different land use influences flood runoff characteristics. Overdeveloped and highly commercialized areas include more pavement and impervious surfaces. They increase runoff quantity and shorten the time of concentration. On the other side, open land (including agricultural land) is exposed to direct infiltration of rainfall which decreases runoff quantity and lengthens the time of concentration. With this knowledge, the DI values are assigned to each category of land use, which are as follows: water body (0.1), parks & recreational (0.2), open area (0.3), Government and institutional (0.7), commercial (0.8), residential (0.8), resources & industrial (0.8).

Area under each land use type is expressed as a fraction of the FSAs total area. Summation of the fraction of
each type multiplied by its DI provides an exposure value representative of the land use for an FSA. Therefore, mathematically the exposures of land use to flood for ith FSA is expressed as:

\[ E_{i}^{land} = \sum_{j=1}^{m} [D_{i,j} \times (A_{j} / A_{i})] \]  

(7)

where \( E_{i}^{land} \) is the exposure of land use to flood, \( D_{i,j} \) is the DI of land use type “\( l \)”. “\( l \)” may be any of the land use types. Area under each land use type \( l \) is expressed as \( A_{j} \) for ith FSA. Total area of the ith FSA is denoted as \( A_{i} \).

6.2. Soil Permeability

Soil permeability refers to the hydrological drainage characteristic of soil to allow water movement through its pores, which is inversely proportional to soil density. The more permeable the soil is, the more water can be transmitted through it. A soil with low permeability, such as clay, doesn’t permit much water flow. This could cause “puddling” of water and thus higher accumulation of water on the soil surface. Regions which are composed primarily of these types of soils are prone to a higher flood risk because the water requires a longer time to drain or infiltrate into the ground [54]. Using a GIS dataset known as Surficial Geology of Southern Ontario, it was possible to spatially assess the soil permeability characteristics of the region. The data is available with different designations of permeability: low, medium-low, high or variable. A DI is assigned to each permeability category based on the ability of soil to infiltrate water, facilitate its transmission, and decrease flooding. DI values assigned to each category of soil permeability are as follows: low (0.8), low-medium (0.6), variable (0.5), high (0.3).

Area under each permeability category is expressed as a fraction of the total area. Summation of the fraction of each category multiplied by its DI provides an exposure value representative of soil permeability for an FSA. Therefore, mathematically the exposure of soil permeability to flood for ith FSA is expressed as:

\[ E_{i}^{Soil} = \sum_{p=1}^{n} [D_{i,p} \times (A_{p} / A_{i})] \]  

(8)

where \( E_{i}^{Soil} \) is the exposure of soil permeability to flood, \( D_{i,p} \) is the DI of permeability category “\( p \)”. “\( p \)” may be low, medium-low, variable and high. Area under each permeability category \( (\( p \)) \) is expressed as \( A_{p} \) for ith FSA. Total area of the ith FSA is denoted as \( A_{i} \). The standardization is being performed following the equation similar to (4) and (6), expressed as:

\[ E_{i}^{std} = \frac{E_{i} - E_{min}}{E_{max} - E_{min}} \]  

(9)

where \( E_{max} \) and \( E_{min} \) are the maximum and minimum exposure values pertaining to land use/soil permeability, \( E_{i} \) is the value of exposure of land use/soil permeability pertaining to the ith FSA. The following procedural steps are followed in GIS for incorporating the information on exposures of soil permeability and land use to flood: 1) the Ontario Surficial Geology dataset for Zone 17 in Ontario is imported into ArcMap; 2) the layer features are symbolized by categorical attributes; 3) to symbolize each soil type with its own colour, the Layer Properties dialogue box is opened, “Symbology” and “Categories” tabs are selected from the left menu, and “unique values” is highlighted; 4) in the Value Field, “SINGLE_PRI” is selected, which represents the single primary material of the soil composition. A colour scheme is selected and then each soil is represented by its own colour in the ArcMap data viewer; 5) the “Select by Location” tool of GIS is used to isolate those soils which fall within a particular FSA; 6) an area calculation is then performed on these “soils of interest” which provides the area of each soil type and the FSA boundaries that the soil area is within. An additional field is entered into the layers attribute table; the name of the field (column) and its type (floating point, integer etc.) are specified. All values are initialized to 0. The calculator option is then selected to compute the areas of the selected attributes. An advanced Visual Basics Application (VBA) area statement is used to calculate the required areas; 7) the type of each soil can be found in the layers attribute table along with the soils characteristic permeability which varied from “low” to “high”; 8) the results are summarized in a table. A similar procedure is followed for land use, but “category” is symbolized by: Commercial, Government & Institutional, Open area, Parks and Recreational, Residential, Resource and Industrial, and Water body. The impacts of exposures of land use and soil permeability to flood for FSAs of London are tabulated in Table 4. All

| Table 4. Impact of exposures of land use and soil permeability to flood. |
|---------------------------------------------------------------|
| FSA | Impact of Exposures (standardized value) |
|-----|------------------------------------------|
|     | Based on land use | Based on soil permeability |
|-----|-------------------|----------------------------|
| N6A | 0.7362            | 0.2139                     |
| N6B | 1.0000            | 0.0000                     |
| N6C | 0.7562            | 0.9403                     |
| N6E | 0.4311            | 0.9497                     |
| N6G | 0.3954            | 0.5836                     |
| N6H | 0.2481            | 0.5144                     |
| N6J | 0.7067            | 0.8668                     |
| N6K | 0.3339            | 0.4643                     |
| N6L | 0.0000            | 1.0000                     |
| N6M | 0.0386            | 0.7239                     |
| N6N | 0.0125            | 0.9149                     |
| N6P | 0.0122            | 0.7982                     |
| N5V | 0.3049            | 0.3906                     |
| N5W | 0.7427            | 0.1372                     |
| N5X | 0.2357            | 0.3267                     |
| N5Y | 0.8250            | 0.2760                     |
| N5Z | 0.7938            | 0.4290                     |
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the values are standardized with in [0, 1] to produce an indicator scores. Table 4 indicates that the exposure of land use for FSA-N6B, which is located in the central part of London, has maximum impact to flood due to presence of more commercial, residential and industrial areas; whereas the exposure of soil permeability has minimum impact to flood, as N6B has high permeable soil with high drainage capacity. The table also indicates that the exposure of land use for FSA-N6L, which is located in the southern part of London, has minimum impact to flood due to presence of more open and recreational areas; whereas the exposure of soil permeability has more impact to flood, as N6L has low permeable soil with less drainage capacity.

7. Development of the Information System

Providing a website for people to access flood risk information is an effective way of informing the public about the susceptibility to flooding that they may otherwise not be aware of. The study of Barredo et al. [13] is a contribution to the discussion about the need for communication tools between the natural hazard scientific community and the political & decision making players in this field. The website can serve as an information center and may provide analysis tools for interactive processing of available flood information. It also provides the opportunity to tailor the presentation of the same information to different types of users according to their needs. According to the program evaluation glossary of USEPA [65], an information system is an organized collection, storage, and presentation system of data and other knowledge for decision making, progress reporting, and for planning and evaluation of programs. It can be either manual or computerized, or a combination of both. The information from the present risk-vulnerability analysis to flood is systematically kept in a computerized information system for more efficient use. The Adobe Dreamweaver Creative Sweet 3 software (http://www.adobe.com/ap/products/dreamweaver) is used for creating the flood information system. The whole website is based off the Cascading Style Sheets (CSS) template provided in Adobe CS3. The developed information system is easy to navigate. The process starts by providing access to different FSAs of 6 damage centers in the watershed for flood risk mapping. After selecting the damage center, typing in the first three digits of an FSA will direct the user to information about that FSA. Selected three digits of the FSA activate the search engine that is created using a search engine composer. Information page is available for every FSA region. The information that is displayed for all the users; includes maps, numerical data, and an analysis tool in Microsoft excel spreadsheet format for calculation of flood risk as a function of change in land use. After typing the first three digits of an FSA in an identified cell of the spreadsheet, the user will be directed to the information on flood risk of the FSA, considering the present land use pattern and area under different categories of land use. Area under each land use type can be changed by the user to find out the flood risk under future scenario of land use pattern. It will calculate risk by using (1).

The prototype information system created for this risk-vulnerability analysis to flood targets 3 different user categories: 1) general public, 2) decision-makers and 3) water management professionals. The general public has access to a simple explanation of flood risk terminology, tables providing values of vulnerability to flood and a description of what they mean, 100-year and 250-year flood lines, as well as a simple analysis tool for flood risk calculation. Decision-makers are provided with a more detailed description of flood risk terminology and the implications of flooding. They have access to the same flood hazard maps as the general public. Decision-makers are provided with a more detailed and flexible analysis tool which allows the user to change the land use and compare the present level of flood risk with the one obtained under changed land use scenario. This may assist in the analyses of different land development initiatives and their consequences on flood risk. Water management professionals are presented with the most detailed descriptions and the most technical flood related information. They are provided a very detailed numerical breakdown of vulnerability and exposures of land use and soil permeability, including a list of all indicators used in the analyses. They also have access to the flood hazard maps similar to those provided to the general public and the decision-makers. The analysis tool available to professionals is the same as one provided to the decision-makers. The professionals are the only user with access to a “raw data” containing all of the numerical data used for the flood risk analyses. Screenshots of the opening page of prototype information system and analysis tool are shown in Figures 6(a) and (b). The information system is user-friendly and the details can be found in Black et al. [66].

8. Conclusions

The present study analyzes flood risk and vulnerability to flood in the Upper Thames River basin, Ontario, Canada. It deals with a large region as a case study with six major damage centers in the watershed for flood risk mapping considering probability of occurrence, four components of vulnerability and exposures of land use and soil permeability to flood. The impact of inundation of critical facilities and road bridges on infrastructure vulnerability is analyzed. New indices are introduced in the infrastructure vulnerability to flood, for example—length of railway, length of road, number of major intersections,
Figure 6. (a) Opening page of the information system; (b) analysis tool for decision makers.
The present study has some limitations and offers some benefits for future development. In the flood information system, all the indices of infrastructure vulnerability for critical facilities are not considered due to unavailability of data. For example, emergency shelters, nursing homes, public buildings, police stations, water treatment or sewage processing plants, utilities, railroad stations, airports, and government facilities, which are identified critical facilities [27,62]. The assignment of Degree of Importance (DI) for calculation of impact inundation of important service buildings, emergency service stations, and road bridges across the river on infrastructure vulnerability, and in calculation for exposures of land use and soil permeability is dependent on the perspective of decision-makers or floodplain planners, which introduces some uncertainty due to vagueness or imprecision in the model. This uncertainty due to imprecision in the assignment of DI may be addressed in the flood risk calculation. In the present system only two flood lines are available, e.g., 100- and 250-years flood lines, which limit the calculation of flood risk. The impact of critical facilities and road bridges across the river on infrastructure vulnerability is calculated only for the City of London as per the availability of data. The same analysis may be performed for other damage centers in the watershed. In future studies, different shapes and sizes of “vulnerability shapes” with finer grid system and actual population density can be considered for determining the impact of inundation of critical facilities and road bridges. The impact of climate change is not considered in the current version of the system. The hazard maps or the position of flood lines will change if the climate change impacts are taken into consideration [67]. The values of flood risk for different postal codes may be easily updated to include the impact of climate change. No hydrologic calculation is performed in the present study to find out current position of flood lines. A sophisticated hydrologic modeling may be implemented for finding out the current positions of flood lines and result in more accurate calculation of flood risk. The proposed methodologies of flood risk mapping are not limited to the present case study and may be easily applied to other watersheds.
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Abstract

Topographic attributes are often used as explanatory variables when providing spatial estimates of various environmental attribute response variables. Elevation of sampling locations can be derived from global positioning systems (GPS) or digital elevation models (DEM). Given the potential for differences in elevation among these two data sources, especially in response to forest canopy cover, our objective was to compare GPS and DEM-derived elevation values during the dormant season. A non-parametric Wilcoxon test indicated GPS elevation was higher than DEM elevation with a mean difference of 6 m. Linear regression analysis indicated that GPS and DEM elevation were well correlated ($R^2 = 0.71$, $r = 0.84$, $p < 0.0001$). Although elevation among the two data sources differed, the strong linear relationship allows for correction of elevation values in a predictable manner.

Keywords: Forest Canopy Cover, Linear Regression, Spatial Estimates

1. Introduction

Global positioning systems (GPS) are widely used in environmental research to identify locations of permanent sampling locations. Horizontal accuracy is suggested to be influenced primarily by GPS grade and canopy cover [1-4]. Spatial estimates of various environmental attribute response variables are widely developed using digital elevation model (DEM) derived topographic attributes as explanatory variables. Elevation derived from a DEM is an attribute typically used in this methodology. Alternatively, elevation determined by GPS may also be used in this type of analysis. Given the potential for differences in elevation among these two data sources, our objective was to compare GPS and DEM-derived elevation in a statistically rigorous manner on a typical hardwood forest site. GPS data for this analysis were collected in part in support of a recently published study on forest soil C and N [5] and are reanalyzed here. The utility of this analysis results from a lack of studies that compare elevation derived from these two data sources.

2. Methods

2.1. Site Description

The Camp Branch Experimental Watershed is located in Fall Creek Falls State Park on the Cumberland Plateau in Central Tennessee (35°38' N lat.; 85°18' W long.). The watershed is a 94 ha mixed hardwood forest. Permanent data points (Figure 1) were marked with steel posts as part of an earlier study [6]. GPS data were collected after leaf fall in November 2006 and canopy coverage was

Figure 1. Elevation map of the 94 ha Camp Branch Experimental Watershed. Also shown are the 95 data points for which coordinates and elevation were determined.
estimated to range from 15% to 25% during the GPS data collection period. Mean GPS elevation is 554 m and ranges from 532 m to 584 m. Mean DEM-derived elevation is 548 m and ranges from 528 m to 567 m.

2.2. GPS Data

Coordinates (UTM zone 16N; horizontal datum NAD83) and elevation of the 95 data points were collected in November 2006 with a mapping-grade Trimble GeoXT receiver (Trimble Navigation Ltd., Sunnyvale, CA, USA). Elevation of the data points was recorded as height above mean sea level (MSL) using the EGM96 geoid model. Data were post-processed with TerraSync v.2.52 (Trimble Navigation Ltd., Sunnyvale, CA, USA) using a continuously operating reference station (CORS) in Hartsville, TN located approximately 68 miles from the study area. After post-processing, a shapefile of the 95 data points was generated. Mean and standard deviation of the number of positional fixes was 15.0 and 9.8, respectively. Mean and standard deviation of maximum positional dilution of precision (PDOP) was 4.4 and 0.65, respectively. Mean and standard deviation of horizontal precision was 1.3 m and 0.2 m, respectively.

2.3. Digital Elevation Model

A level 2, 10-m resolution DEM of the watershed taken from the 7.5 minute Sampson, TN quadrangle was obtained from the U.S. Geological Survey’s National Elevation Dataset (EROS, Sioux Falls, SD, USA). The horizontal datum of the DEM is NAD27 and the vertical datum is NAVD88.

2.4. ArcGIS

Both the GPS data point shapefile and the DEM were imported into ArcGIS v.9.2 (ESRI Inc., Redlands, CA, USA) and projected in UTM zone 16N and NAD83 (Figure 1). Elevations of the 95 data points derived from the DEM were extracted for comparison with GPS elevations. The spatial analyst function was used to generate 10 m contour lines to aid in visualizing topographic features.

2.5. Statistical Analysis

Due to a non-normal mean difference, a non-parametric Wilcoxon procedure was used to test for differences among GPS and DEM-derived elevation (PROC NPAR1WAY, SAS v.9.1, SAS Institute Inc., Cary, NC, USA). The relationship of GPS to DEM-derived elevation was examined using simple linear regression (PROC REG, SAS v.9.1, SAS Institute Inc., Cary, NC, USA).

3. Results and Discussion

The Wilcoxon test indicated GPS elevations were larger than DEM-derived elevations ($Z = 4.18, p < 0.0001$). Mean and standard deviation of the difference in elevation was 6 m and 5 m, respectively. The difference in elevation ranged from 21 m to −5 m (Table 1) and was not related to maximum PDOP, the number of positional fixes, and horizontal precision. Regression analysis indicated that GPS and DEM-derived elevation were well correlated ($y = 123.74 + 0.7665x$, $R^2 = 0.71$, $r = 0.84$, $p < 0.0001$) (Figure 2). Out of 95 data points, 4 fell outside the 95% prediction interval for the regression (Figure 2). Results indicate DEM-derived elevation of other data points within the study area can be adjusted with confidence when GPS-derived elevation is considered more representative of actual elevation thereby minimizing error propagation effects on accuracy of spatial estimates of environmental attribute response variables.

![Figure 2](image-url)
Table 1. GPS data collection parameters, GPS elevation, DEM elevation, and elevation difference for each of the 95 permanent data points on the Camp Branch Experimental Watershed.

| Maximum PDOP | Positional Fixes | Horizontal Precision | GPS Elevation | DEM Elevation | Elevation Difference |
|--------------|------------------|----------------------|---------------|---------------|---------------------|
| 4.8          | 17               | 1.1                  | 584           | 563           | 21                  |
| 3.3          | 14               | 1.2                  | 575           | 557           | 18                  |
| 3.9          | 6                | 1.7                  | 562           | 544           | 18                  |
| 4.3          | 10               | 1.3                  | 546           | 529           | 17                  |
| 5.2          | 15               | 1.2                  | 553           | 537           | 16                  |
| 5.8          | 28               | 1.1                  | 570           | 555           | 15                  |
| 4.9          | 12               | 1.3                  | 558           | 543           | 15                  |
| 3.3          | 13               | 1.0                  | 543           | 529           | 14                  |
| 4.6          | 11               | 1.3                  | 548           | 536           | 12                  |
| 4.7          | 6                | 1.3                  | 577           | 565           | 12                  |
| 4.4          | 15               | 1.4                  | 556           | 544           | 12                  |
| 5.1          | 10               | 1.5                  | 560           | 549           | 11                  |
| 5.0          | 11               | 1.4                  | 547           | 536           | 11                  |
| 5.7          | 14               | 1.3                  | 570           | 559           | 11                  |
| 3.9          | 7                | 1.5                  | 555           | 545           | 10                  |
| 4.4          | 15               | 1.4                  | 538           | 528           | 10                  |
| 4.4          | 19               | 1.4                  | 557           | 547           | 10                  |
| 4.6          | 17               | 1.0                  | 559           | 549           | 10                  |
| 3.9          | 64               | 1.0                  | 563           | 553           | 10                  |
| 5.1          | 11               | 1.6                  | 563           | 554           | 9                   |
| 4.9          | 10               | 1.2                  | 575           | 566           | 9                   |
| 4.5          | 4                | 1.8                  | 571           | 562           | 9                   |
| 4.8          | 10               | 1.3                  | 552           | 543           | 9                   |
| 3.3          | 6                | 1.3                  | 538           | 529           | 9                   |
| 4.9          | 15               | 1.1                  | 548           | 540           | 8                   |
| 4.9          | 10               | 1.2                  | 556           | 548           | 8                   |
| 4.1          | 32               | 1.4                  | 546           | 538           | 8                   |
| 4.3          | 18               | 1.5                  | 550           | 543           | 7                   |
| 5.4          | 16               | 1.2                  | 555           | 548           | 7                   |
| 4.2          | 10               | 1.6                  | 555           | 548           | 7                   |
| 4.6          | 11               | 1.1                  | 558           | 551           | 7                   |
| 5.0          | 16               | 1.4                  | 556           | 549           | 7                   |
| 4.1          | 12               | 1.3                  | 553           | 547           | 7                   |
| 4.7          | 10               | 1.6                  | 563           | 557           | 6                   |
| 3.3          | 12               | 1.1                  | 549           | 543           | 6                   |
| 4.9          | 15               | 1.1                  | 547           | 541           | 6                   |
| 4.5          | 17               | 1.0                  | 557           | 551           | 6                   |
| 4.2          | 15               | 1.3                  | 555           | 549           | 6                   |
| 3.1          | 17               | 1.1                  | 546           | 540           | 6                   |
| 3.8          | 8                | 1.0                  | 549           | 543           | 6                   |
| 3.3          | 16               | 1.5                  | 552           | 547           | 5                   |
| 2.5          | 11               | 0.9                  | 560           | 555           | 5                   |
| 5.2          | 13               | 1.1                  | 546           | 541           | 5                   |
| 4.8          | 12               | 1.2                  | 556           | 551           | 5                   |
| 3.9          | 4                | 1.1                  | 561           | 556           | 5                   |
| 4.0          | 10               | 1.1                  | 552           | 547           | 5                   |
| 4.8          | 66               | 1.1                  | 549           | 544           | 5                   |
| 3.9          | 10               | 1.2                  | 568           | 563           | 5                   |
| 4.7          | 26               | 1.3                  | 542           | 537           | 5                   |
| 3.4          | 10               | 1.3                  | 551           | 547           | 4                   |
| 4.7          | 12               | 1.3                  | 556           | 552           | 4                   |
| Maximum PDOP | Positional Fixes | Horizontal Precision | GPS Elevation | DEM Elevation | Elevation Difference |
|--------------|-----------------|---------------------|--------------|--------------|-------------------|
| 4.9          | 12              | 0.9                 | 561          | 557          | 4                 |
| 3.2          | 10              | 1.2                 | 552          | 548          | 4                 |
| 2.5          | 12              | 1.1                 | 553          | 549          | 4                 |
| 4.1          | 12              | 1.1                 | 536          | 532          | 4                 |
| 4.9          | 11              | 1.3                 | 553          | 549          | 4                 |
| 4.7          | 10              | 1.2                 | 567          | 563          | 4                 |
| 4.0          | 14              | 1.1                 | 553          | 549          | 4                 |
| 5.4          | 12              | 1.4                 | 553          | 550          | 3                 |
| 5.0          | 19              | 1.6                 | 553          | 550          | 3                 |
| 4.6          | 11              | 1.2                 | 549          | 546          | 3                 |
| 4.4          | 7               | 1.4                 | 544          | 541          | 3                 |
| 4.7          | 12              | 1.1                 | 551          | 548          | 3                 |
| 3.8          | 12              | 1.3                 | 551          | 548          | 3                 |
| 4.2          | 10              | 1.6                 | 553          | 550          | 3                 |
| 4.2          | 13              | 1.2                 | 550          | 548          | 2                 |
| 4.8          | 22              | 1.0                 | 545          | 543          | 2                 |
| 4.6          | 43              | 1.2                 | 547          | 545          | 2                 |
| 4.4          | 20              | 1.2                 | 551          | 549          | 2                 |
| 4.0          | 13              | 1.4                 | 549          | 547          | 2                 |
| 5.2          | 7               | 1.4                 | 537          | 535          | 2                 |
| 4.7          | 13              | 1.6                 | 552          | 550          | 2                 |
| 4.1          | 12              | 1.4                 | 550          | 548          | 2                 |
| 4.9          | 13              | 1.4                 | 552          | 550          | 2                 |
| 4.8          | 10              | 1.0                 | 556          | 554          | 2                 |
| 3.3          | 15              | 1.2                 | 533          | 531          | 2                 |
| 4.7          | 10              | 1.1                 | 548          | 547          | 1                 |
| 4.1          | 15              | 1.4                 | 548          | 547          | 1                 |
| 4.7          | 16              | 1.2                 | 556          | 555          | 1                 |
| 4.2          | 21              | 1.4                 | 551          | 551          | 0                 |
| 4.9          | 12              | 1.7                 | 549          | 549          | 0                 |
| 3.4          | 14              | 1.2                 | 554          | 554          | 0                 |
| 4.2          | 14              | 0.9                 | 555          | 555          | 0                 |
| 5.3          | 10              | 1.8                 | 547          | 547          | 0                 |
| 4.9          | 12              | 1.2                 | 551          | 551          | 0                 |
| 4.8          | 14              | 1.4                 | 546          | 546          | 0                 |
| 4.8          | 22              | 1.4                 | 567          | 567          | 0                 |
| 3.8          | 9               | 1.4                 | 550          | 550          | 0                 |
| 4.5          | 23              | 1.4                 | 556          | 556          | 0                 |
| 4.1          | 10              | 1.3                 | 543          | 544          | -1                |
| 3.6          | 10              | 1.3                 | 544          | 545          | -1                |
| 4.4          | 46              | 1.8                 | 563          | 564          | -1                |
| 4.9          | 15              | 1.4                 | 547          | 548          | -1                |
| 5.5          | 12              | 1.0                 | 560          | 561          | -1                |
| 4.8          | 23              | 1.3                 | 532          | 537          | -5                |

In a study that compared elevations from five mapping-grade Trimble GPS receivers with surveyed benchmark elevations [7], average absolute vertical errors of post-processed data among the receivers ranged from 0.8 m to 1.9 m. The greatest effect on vertical error was canopy coverage. Vertical error of post-processed data was 0.2 m under open sky, 0.4 m under 50% canopy, and 3.3 m under 100% canopy. While the vertical error in our study was larger at 6 m, the two studies are not directly comparable.

4. Conclusions

Results indicate that, under conditions specific to this study,
although GPS elevation was overestimated compared to DEM-derived elevation, the relationship among these data sources was predictable and followed a well defined linear relationship. While the magnitude of the elevation difference among the two data sources was large for some of the data points, the strong linear relationship allows for correction of elevation values in a predictable manner. More generically, the results of this analysis indicate that potential differences in GPS and DEM derived elevation estimates will need to be considered when elevation related environmental attributes are analyzed and extrapolated spatially.
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Abstract

The present study aims to develop a new hybrid Fuzzy Simulink model to assess the groundwater quality levels in Tiruchirappalli city, South India. Water quality management is an important issue in the modern times. The data collected for Tiruchirappalli city have been utilized to develop the approach. This is illustrated with seventy nine groundwater samples collected from Tiruchirappalli city Corporation, South India. The characteristics of the groundwater for this plain were monitored during the years 2006 and 2008. The quality of groundwater at several established stations within the plain were assessed using Fuzzy Logic (FL) and GIS maps. The results of the calculated FL and GIS maps with the monitoring study have yielded good agreement. Groundwater quality for potability indicated high to moderate water pollution levels at Srirangam, Ariyamangalam, Golden Rock and K. Abisekapurm zones of the study area, depending on factors such as depth to groundwater, constituents of groundwater and vulnerability of groundwater to pollution. Fuzzy logic simulation approach has shown to be a practical, simple and useful tool to assess groundwater quality assessment for potability. This approach is capable of showing and updating the water quality assessment for drinking.

Keywords: Groundwater quality, Fuzzy Logic Model, GIS, Potability, Tiruchirappalli City

1. Introduction

Over few decades, competition for economic development, associated with rapid growth in population and urbanization, has brought in significant changes in land use, resulting in more demand of water for domestic activities. Groundwater is one among the Nation’s most important natural resources. Very large quanta of ground water are pumped each day for industrial, agricultural, and commercial use. Groundwater is the drinking-water source for about one-half of the nation’s population, including almost all residents in rural areas. Information on the quality and quantity of ground water is important because of the nation’s increasing population and dependency on this resource. The population dependent on public water systems that used groundwater for drinking water supplies increased during last fifty years. The estimated withdrawal increased about five-fold during last half century. The quality and availability of ground water will continue to be an important environmental issue.

Sponsor by M.N.S.Gold Technologies Madurai, India.

Long-term conservation, prudent development and management of this natural resource are critical for preserving and protecting this priceless national asset.

As per the International norms, if per capita water availability is less than 1700 m$^3$ per year then the country is categorized as water stressed and if it is less than 1000 m$^3$ per capita per year then the country is classified as water scarce. India is water stressed and is likely to be water scarce by 2050 [1].

Continued research, guidance and regulations by government agencies and pollution abatement programmes are necessary to preserve the Nation’s groundwater quality and quantity for future generations. The impact of Industrial effluents is also responsible for the deterioration of the physico-chemical and bio-chemical parameters of groundwater [2]. The environmental impacts on the groundwater contaminations may seriously affect the socio-economic conditions of the country. Knowledge on water chemistry is important to assess the quality of aquatic resources for understanding its suitability for various needs [3]. Information on the status and changing trends in water quality is necessary to formulate suitable guide-
lines and efficient implementation for water quality assessment, water quality monitoring and enforcement of prescribed limits by different regulatory bodies [4]. Various methods discussed in literature on drinking water quality revealed that deterministic approach in decision making by comparing values of parameters of water quality with prescribed limits provided by different regulatory bodies could be used without considering uncertainties involved [5].

There are two areas in which the literature is far from complete and has the gaps which are to be bridged and these are: 1) The decision on the water quality assessment (desirable, acceptable or not acceptable) using fuzzy logic and 2) The sets of the monitored data and limits should not be as crisp set, but as fuzzy sets. One way of avoiding the difficulty in uncertainty handling in water quality assessment is to introduce a margin of safety or degree of precaution.

Before applying a single value to drinking water quality standards as the same technique was also used by other researchers in the field of environmental science [6-8] Keeping the importance of uncertainty handling in the potable water quality assessment and versatility of the fuzzy set theory in decision-making in the imprecise environment, an attempt has been made to classify the groundwater from Tiruchirappalli City Corporation of Tamilnadu, South India for the potable use [9].

2. Study Area, Materials and Methods

2.1. Study Area

The Base map of Tiruchirappalli city was drawn from Survey of India Topo sheets Nos. 58 J/9, 10, 13 and 14 and satellite imagery (IRS -1C and LISS III) is lies between 10°48’18” North: 78°41’7” East. The general topology of Tiruchirappalli is flat and lies at an altitude of 78 m above sea level. Tiruchirappalli is fed by the rivers Cauvery and Kollidam. There are reserve forests along the river Cauvery. Golden Rock and the Rock Fort are the prominent hills. The southern/south-western part of the district is dotted by several hills which are thought to be an offset of the Western Ghats Mountain range and the soil is considered to be very fertile. For the sample collection, seventy nine bore well locations were identified. These locations were identified in such a way that the bore wells were evenly distributed over the study area and have used for potability.

The water samples were collected for periods between March 2006 and December 2008. The water from these bore wells were used for drinking, house hold utilities and bathing by the residents. The Laboratory tests were conducted on these samples for 16 different physico-chemical potable water quality parameters as per the standard procedure [10-12] criteria were adopted for testing these samples.

2.2. Thematic Maps

The base map data was used for the study included digitized data sets originally developed by Survey of India, and the Tiruchirappalli city corporation. The work maps were prepared from 1:20,000 scale topographic paper maps using AutoCAD, Arc GIS 9.2 and Surfer V.8.

The groundwater hydrochemistry records of the study area were used for the preparation of the maps. These maps are obtained by geostatistical (Kriging) methodology and the results were presented in the form of equal ion concentration lines [13].

The groundwater quality data were used as the hidden layer for the preparation of base maps. These features were the boundary lines between mapping units, other linear features (streets, rivers, roads, etc.) and point features (bore well points, etc.). The contours were developed for pH, EC, Cl, Na⁺, Ca²⁺, Mg²⁺, Total Hardness, Alkalinity, F, SO₄²⁻, Coli form and NO₃⁻ for the seasonal conditions of the study period between 2006 and 2008.

The monitoring and sampling program was initiated in 2006 and finalized the year 2008. A total of seventy nine monitoring stations were established of them represented groundwater conditions. The groundwater stations had different depths to groundwater. The sampling locations of all the stations are shown in Figure 1. A total of seventy nine separate ground water quality monitoring sessions were realized during the study period during the months of June, August, October and November of the year 2006-2008 and March, June and October of the year 2006-2008.

2.3. Potable Water Quality Maps

The data used for the mapping water quality assessment for potability were developed from the laboratory water quality analysis. Data for these studies were based on the sampling conducted by the first author for groundwater samples collected from predetermined locations of existing bore wells in Tiruchirappalli city. The data were linked to the sampling bore well locations using geodata base creation of Arc GIS 9.2 and Surfer 8 software.

The decision on the water quality assessment for potability gives that the water is desirable, acceptable and not acceptable as per the guidelines from BIS and WHO [9-11] regulatory bodies. But, in the border line cases of water quality parameters, it becomes a Herculean task as different types of uncertainties are involved at various part of experimental and measurement process right from sampling, sample storage, processing and analysis. The sets of the monitored data and limits should not be as crisp set, but as fuzzy sets. One way of avoiding the difficulty in uncertainty handling in water quality assessment is to introduce a margin of safety or degree of precaution before applying a single value to drinking water.
quality standards as the same technique was also used by other researchers in the field of environmental science [2,5,12-14]. These methodologies based on fuzzy set theory were utilized with real environmental water quality assessment to handle the uncertainties in imprecise environment in decision- making on the potability of water quality can be handled. The concept of a class with unsharp boundaries and marked the beginning of a new direction by providing a basis for a qualitative approach to the analysis of complex systems in which linguistic rather than numerical variables are employed to describe system behavior and performance [15]. Keeping the importance of uncertainty handling in the drinking water quality assessment and versatility of the fuzzy set theory in decision-making. An attempt was made to classify the under ground water from Tiruchirappalli city corporation, South India for the drinking purposes.

Figure 1. Study area and sampling location map of Tiruchirappalli city.
3. A Hybrid of Fuzzy Logic Model with GIS

Geographic Information Systems (GIS) have become important tools in efficiently solving many problems in which spatial data are important. Natural resources and environmental concerns, including groundwater have benefited greatly from the use of GIS. It is becoming powerful computer tools for varied applications ranging from sophisticated analysis and modeling of spatial data to simple inventory and management. GIS incorporates data that describes population characteristics, socio-economic conditions, landscape and analysis the spatial relationship of these factors. In addition to integrating and analyzing health related data, this technology promotes data sharing through the use of standard formats and act as a highly efficient communication tool. Analysis of spatial and attribute data in a GIS can be classified into five main types of procedures.

1) Data transformation and restructuring
2) Data retrieval, classification and measurement
3) Overlay
4) Neighborhood and statistical measures and
5) Connectivity

The most significant difference between GIS and other information systems, the databases is the spatial nature of the data in a GIS. The analysis functions in a GIS allow manipulation of multiple themes of spatial data to perform overlays, buffering and arithmetic operations on the data with its spatial analysis capabilities, GIS technology can play an important role in human services research there by ensuring better service delivery for clients. Along with other computer applications including word processors, spread sheets, databases, statistical packages and the internet, GIS is thus a versatile tool for human service professionals providing a competitive edge particularly in the areas of planning and evolution and community development. Hence the GIS methodology has been adopted in the presented study and illustrated in Figure 2.

Data collected from the study area for various seasons were used as the input for simulation model. The simulation was used for the collected data for all the samples of the studied seasonal variations. Based on expert knowledge [16,17] 66 rules were designed for physico-chemical water quality parameters in Group I Figure 3, whereas 73 rules were designed for Group II Figure 4. Results from group one and two are combined with Group III Figure 5 to assess the final classification of water. A total of 27 rules were fired for the final assessment of groundwater quality in the fuzzy logic model. The results from all the three groups were aggregated to assess

Figure 2. Flow chart showing data flow and analysis of GIS in the present study.
the final classification of water as shown in Figure 6. The processes were applied to all the seasonal water samples and the results obtained are as shown in Figure 7(a), (b) and (c).

The rule based decision on expert’s perception has been fired using Mamdani implication of maximum and minimum operator [18]. To assess the drinking water quality of the groundwater samples, 181 rules are fired.

![Figure 3. Block diagram for fuzzy logic model for First Group water quality parameters.](image)

**System Gr1**: 4 inputs, 1 outputs, 66 rules

**System Gr2**: 4 inputs, 1 outputs, 73 rules

![Figure 4. Block diagram for fuzzy logic model for Second Group water quality parameters.](image)
3.1 Fuzzy Logic and GIS Approach towards Groundwater Classification

A fuzzy rule based system is generated in which users classify the water according to given data in Desirable, Acceptable, Not acceptable, Rejected quality with respect to different parameters, all connected using AND operator. The user’s feedback is also taken with respect to overall quality for different parameters connected by AND operator. For example, one of the feedbacks taken may be like this, If TDS = good AND pH = medium and Sulphate = good then, overall water quality = What ? After this, Delphi’s technique is applied to converge the
feedback of various users to a single value. A degree of
match has been computed between the user’s perception
and field data for different parameters and for every type
of water quality viz. good (Desirable) medium (Accept-
able) or bad (Not Desirable). The water quality for which
degree of match is the highest and was considered to
represent the quality of the water sample.

4. Results and Discussions

Physio-chemical groundwater quality assessment by det-



Figure 7. Subsurface water potable frequency during pre-
monsoon periods. (a) 2006; (b) 2007; (c) 2008.

monsoon) for potability. Potability maps for the Pre monsoon and
post monsoon period is shown Figures 8(a), 8(b), 8(c),
9(a), 9(b) and 9(c) for pre monsoon & post monsoon
years 2006, 2007 and 2008 respectively.

5. Conclusions

The saying “A picture is worth a thousand words” is true
for GIS applications in the field of human services as
visual maps on client communities and their needs as an
alternative to tables of numbers, charts or anecdotes not
only make information easier to grasp but also provide
more dimensions to study human service data. Customiz-
ed maps created using GIS software can help human ser-
vice professional to gain a better understanding of the
client communities they serve, as illustrated by the needs
assessment project. Apart from querying information on
spatial and non spatial data, print output of the maps at
user defined scales and extent, making of an integrated
analysis on spatial and non spatial data, performing que-
ry on multiple themes simultaneously are some of the
features of the health GIS model. It is difficult to under-
stand the issues related to epidemic diffusion simply by
groundwater quality analysis as it lacks spatial informa-
tion. Therefore, combination of both groundwater quality
parameters and GIS methods is very useful to researchers
Figure 8. (a) Potability map of pre-monsoon 2006; (b) Potability map of pre-monsoon 2007; (c) Potability map of pre-monsoon 2008.

to model the health related issues as GIS provides efficient capacity to visualize the spatial data [19].

The quality of the groundwater of the Tiruchirappalli city was monitored in 79 sampling wells for 3 years and major recorded data revealed that the concentrations of cations and anions were above the maximum, desirable for human consumption. The Electrical Conductivity was found to be the most significant parameter within input parameters used in the modeling. The developed model enabled well to test the data obtained from 79 samples of
bore wells of Tiruchirappalli city.
- The groundwater in Tiruchirappalli meets all WHO drinking water standards with in the range of 67.5% to 92.5% for potable during pre monsoon condition of all the sampling durations.
- As the sampling station of 24 and 73 were found in non potable condition due to vicinity of wastewater discharging areas and solid waste dumping sites.
- During post monsoon all the sampling stations
satisfies WHO drinking water standards within in the range of 67.5% to 92.5%.

- At the stations 59, 62 and 72 were reported with non potability of 32.5% due to unhealthy environmental conditions of wastewater and local waste dumps near by the sampling points.
- Solid wastes including sledges were disposed, and without any pre treatment before dumping and no protection towards the subsurface water for potability.
- In the previous study by the authors the subsurface water quality in Ariyamangalam, Zone Tiruchirappalli City Corporation was seriously under threat by carbonates and sulphates near the sampling points of Ariyamangalam zone. Also contaminated by several pollutants as Ariyamangalam itself was currently polluted due to the waste dumping site and improper waste water vicinity.
- Without immediate response, the subsurface water is currently degrading its consumption quantity and will not be potable in near future if the proper steps have not been taken care.
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Abstract

Digital terrain models (DTMs) are not commonly used to integrate for landscape spatial analysis. Two dimensional patch-corridor-matrix models are prototypes in landscape spatial ecology analysis. Previous studies have motivated ecologists to integrate terrain models in landscape analysis through 1) adjusting areas and distance calculations prior computing landscape indices; 2) designing new indices to capture topography and 3) searching the possible relationship between topographic characteristics and vegetation patterns. This study presents new indices called Relative number of Topographic Faces (RTF) and Simplicity of topographic Faces (STF) that can be easily computed in a GIS environment, capturing topographical features of landscapes. Digital terrain model was first prepared and topographic units were extracted and installed in computing the suggested indices. Mountainous and rugged topography in Lebanon was chosen on a forested landscape for the purpose of this study. The indices were useful in monitoring changes of topographic features on patch and landscape level. Both indices are ecologically useful if integrated in landscape pattern analysis, especially in areas of rugged terrains.

Keywords: Landscape Indices, Topography, Forest, Digital Terrain Model, Patch, Lebanon

1. Introduction

Ecological concern was about quantifying patterns in the spatial heterogeneity of landscapes [1]. Although landscape indices capture important aspects of landscape patterns, one of the main engines of patterning remains poorly or uninstalled into the spatial analysis of landscapes [2-7]. Topographically neutral landscapes remain the backbone of landscape pattern analysis, especially when two dimensional patch-corridor-matrix models are integrated into friendly and easy to use packages of landscape analysis.

Although, ecologists know well the effect of topography on patterns and processes, trials are still rare to integrate topographical characteristics in a landscape spatial analytical approach. Previous proposals on introducing topography to landscape indices include 1) correcting surface areas and distances prior to landscape metric computation, 2) designing new indices that could relate vegetation pattern with topographical characteristics, and 3) use of statistical models relating topography with vegetation patterns. New indices will continue to derive which causes ecologists to face long list metrics [8]. New emerged topographically related landscape metrics are therefore, under prediction, since without topographical analysis and relation to metrics in certain areas will induce misleading final interpretation. Studies still urge scientists for further topographical insertions within metric computations and/or development of simple approaches that could be readily implemented into familiar software packages with regard to ecologists [9,10].

Landscape ecology has started with oversimplification in conceptualizing and analyzing landscapes as mosaic of discrete patches [11,12]. Nowadays, it is being directed toward the utilization of surface metrics together with patch metrics for quantifying landscape patterns [13]. Surface metrics are to be used for continuous representation of spatial heterogeneity but unlike patch metrics they are less accessible for direct computation to the hand of landscape ecologists. A simple easy to use topography related indices remains as a priority.
Developing landscape indices requires deep investigations with trials in order to eliminate redundancy of information [14,15]. Ecological indicators also need to capture the complexities of the ecosystem yet remain simple enough to be easily and routinely monitored [16]. The concept of landscape ecology does not provide well-developed and easy to apply methodology for analyzing pattern and dynamics in landscapes with rugged topography.

Topography results variation in community structure, composition and succession pathways [17,18] and influences the frequency, spread, extent, and distribution of natural disturbances [19,20]. Ecosystem dynamics also demonstrated interactions with topography [21]. Relation of topography in forming landscape pattern has not well understood yet.

Topographical analysis is consequently needed for the completion of relating pattern to processes. Accomplishing this concern, a first step is providing ecologists quantifiable topographical information in an easy approach. The present study introduces two landscape indices that account for topography on patch and landscape level of ecological hierarchy. Rugged topography of forest landscapes in Lebanon was chosen for applying such indices.

2. Materials and Methods

2.1. Study Area

Situated on the eastern coast of the Mediterranean Sea, Lebanon occupies the junction between Europe, Asia and Africa, with a surface area of 10,452 km² and it is characterized by four main geomorphological units: narrow Coastal Plain and two mountain chains (Mount Lebanon and Anti Lebanon) separated by a fertile and relatively elevated plateau at an elevation of 700 to 1100 m named Bekaa Plain (Figure 1). The geomorphological units are
oriented from northeast to southwest. The two mountain chains are almost of rugged topography due to the dominant hard carbonate rocks, and the occupy about 70% of the total Lebanese territory.

2.2. Preparatory Phase

First, the Triangulated Irregular Network (TIN) of the entire landscape was performed. A TIN is a vector-based representation of physical land surface resulted from the three dimensional coordinates (x, y and z). It is constructed of nodes that are arranged in a network of non-overlapping triangles. The points of a TIN are distributed based on algorithm that uses locations where most necessary to an accurate representation of the terrain. A TIN comprises a triangular network of vertices connected by edges to form a triangular tessellation. Points of triangles are widened in a lower density when terrains have little variations in heights. Conversely, density of points increases in terrains of intense topographic variations. Construction of a TIN requires elevation data of the terrain as points or adapted from contour lines. A TIN is typically based on a Delaunay triangulation that entails points capturing changes in surface forms. Unlike unique sized grid cells, triangles of variable dimensions in a TIN are able to reflect large complexity of relief, providing slope gradient and aspect.

TIN GIS layer was prepared for Lebanon using 50 m equidistance contour lines in the GIS system, using the software ArcGIS 9.2. Forest maps of 1965 [22,23] were overlapped digitally onto the TIN vector layer where topography of each forest patch of both periods was obtained. The geographic space of a patch with triangles (faces or tiles of the TIN) of slope gradients and aspects was dissolved or generalized into contiguous non-overlapping triangles that were first derived from the detailed triangulation of the TIN. For the purpose of this study, triangles of slope gradient were chosen.

2.3. Relative Number of Topographic Faces

Relative number of Topographic Faces (RTF) is one of the suggested new indices that fits within the descriptive modeling of landscape patterns. RTF captures topographical characteristics of vegetation patterns (forest patches) at the level of individual TIN tiles. It is based on computing the number of topographic faces in a forest patch relative to its surface area with a landscape as follows:

$$RTF = \frac{\text{Number of topographic faces}}{\text{Area (km}^2\text{)}}$$

where Number of topographic faces is the total variation of landform within a forest patch and Area is the spatial extent of the same forest patch in square kilometer.

RTF was computed using GIS facilities of relating each forest patch to other attributable data that were derived from the TIN layer. The number of TIN faces was obtained for each forest patch after overlapping procedures. A one-to-one link was set between GIS tables that hold data about patches surface areas and their number of topographic faces. This database link has enabled the calculation of RTF.

2.4. Topographic Faces Degree of Simplicity

The relative number of topographic faces will reflect one side of a patch topographic feature. The RTF could not perceive the percent area of each topo-face within a patch, which will not completely reflect the topographic characteristics of landscapes. The simplicity of topographic faces (STF) is an added developed index in this study that accounts for percent area of each topo-face within a patch or landscape. STF was computed at the landscape level through the following equation:

$$STF = \frac{\sum_{i=1}^{n} hpp_i}{N}$$

where $hpp$ is the highest percent of area of a topo-face for each patch within the landscape; and $N$ is the total number of patches. STF will oscillate between 0 and 100%. Higher STF values is the result of a landscape with larger topo-faces within patches, i.e., topographically more homogeneous landscape. Two patches of similar size and equal RTF would probably have completely different STF, which lead us to clearly understand their degree of topographic complexity.

2.5. Application of the Developed Indices

Figure 2 illustrates the different steps followed in the computation of the indices “RTF and STF”, starting from contour lines to creation of TIN layer and overlapping forest maps.

Each of the obtained triangles in a forest patch represents a slope gradient and aspect. Within a forest patch, two neighboring triangles of the same slope characteristics were dissolved in a unified larger triangle. Joined triangles or faces have equal slope gradient. These faces were counted within each forest patch.

For the purpose of this work, forest maps of 1965 and 1998 for Lebanon were chosen. Changes in RTF were investigated between different forest patches of both years that explain the trend of forest dynamics, i.e., whether forest patches are moving toward either complex or simple topography.

3. Results

The Relative number of Topographic Faces (RTF) dem-
onstrated sensitivity for variations in patch size and topographic complexity. The total number of topographic faces increases with increasing patch size (Figure 3(a)). In Lebanon, it appeared that the increasing trend of topographic faces number is even faster than patch size increase. Topographically complex mountains are what causing such phenomenon; knowing the fact that mountains of Lebanon have intensive rugged topography [24]. In mountainous terrain, forest patches will accumulate topographic faces in accentuated manner as they increase in size. This fact required normalization of RTF to patch size (surface area) in order to buffer out the effect of patch-size-topo-faces relation (Figure 3(b)).

The largest patch of the 1965 forest map with an area of 68.6 sqkm has its RTF of 41. This means for each 1 sqkm of an area for this particular patch, 41 facets or topographic faces existed. The topographic complexity or RTF for another patch, half size of the previous one, was 95. The smallest patch size (0.26 sqkm) has RTF of 148. Another example, two patches of almost similar size (0.53 sqkm) have largely different RTF which are 311 and 18. The complexity of the topographic features of a geographic location affects the RTF value of a patch. RTF reflected the degree of ruggedness or topographic complexity of a forest patch.

In addition to the path-based computation of RTF, this index could be computed on landscape level. In 1965, the topographic complexity of the forest patches, entire landscape, was 106, i.e., the mean RTF. The mean RTF demonstrated an important increase, reaching more than double the previous value, i.e. 264, in the year 1998. The lowest RTF that characterizes forest of 1965 was 9 and its maximum value was 311 (Figure 4). These values have changed to set between 2 and 688 in 1998. Forests have moved toward geographic locations that are characterized by more topographic complexity. Mean forest patch size has decreased from 1.4 sqkm in 1965 to 0.2 sqkm in 1998, i.e., the size of the forest patches decreased by about 75% for both periods. Forests have moved or remained limited in unreachable geographical locations from point of view geomorphology, i.e., moved toward topographically complex places. The simplicity of topographic faces (STF) on landscape level has changed from 32% in 1965 to 12% in 1998. The largest topographic face within a forest patch has decreased by 20% in the entire landscape. This landscape decrease in STF means that each forest patch is being divided into smaller areas of topo-faces.

On patch level, 1965 forests demonstrated a maximum STF of 83% that decreased to 54% in 1998. This largest STF was limited between 20 and 40% of slope gradient.
in 1965 and between 27% and 44% of slope gradient in 1998.

4. Discussions and Conclusions

Metrics are still challenging for their ecological applications relating pattern to process. This study gives an insight about how to integrate topography into pattern analysis at the landscape or patch level. New landscape indices were proposed that could be computed in GIS system with automated method. Both indices account directly for topographic characteristics of a patch or landscape. They are designed to assess topographic variation, following detailed topographic segmentation of area through the triangulated irregular network (TIN). Analysis could undergo on any level of subdividing topographic units or faces. Also, a topographic face could remain in the possible smallest subdivision generated through TIN computation or generalization of faces also could be practiced depending on the study purpose. Detailed information of slope gradient or aspect was provided in TIN layer of GIS. The user has to decide whether to establish the analysis on the basis of slope gradient or aspect or on both divisions. Our example uses forests of Lebanon that are characterized by their mountainous habitat. In such rugged mountains, topography play prominent role in patterning the landscape. While landscape indices alone do not account for topographic characteristics of an area, the indices ‘RTF and STF’, as presented here, integrate topography in a simple manner without the need to pass into complicated transformation of grid computation suggested in previous studies [9]. Through the computation of RTF and STF, forest patches are separated into different ranges of topographic complexity. Different landscapes could also be analyzed for variations topographic characteristics. The developed indices could also investigate changes of topography through different time periods. In Lebanon, forest patches demonstrated more topographical complexity when comparing forest maps of 1965 and 1998. During this period, such increase in topographic complexity was accompanied with patch size decrease. Some forest patches have moved towards less topographically complex areas while others forest residues remained in rugged areas. RTF has doubled with 20% decrease in STF and 75% decrease in patch size. This reveals the importance and explains what valuable information could be obtained of computing RTF and STF together with other landscape indices. Previous studies were satisfied in monitoring changes of landscape spatial pattern through the computation of landscape indices that have no relation to topography although the landscapes were mostly of mountainous characteristics. Many landscape indices have limited or no/undiscovered relation to processes. It is therefore, recommended to work on landscape indices basis that are more creditable to answer changes in processes. Processes are largely connected to topography as well as its changes [6]. The presented indices are easy to apply in a GIS system. Their automation is also possible through their future implementation in a landscape spatial analysis software package.
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Abstract

Neotectonic investigations using morphotectonic parameters such as basin asymmetry, drainage anomalies, digital data interpretation and geomorphic field evidences were carried out in Satluj river valley downstream of Khab in the Kaurik Chango Fault (KCF) zone. The study reveals the presence of a north-south trending fault which is similar to the KCF. Unpaired, tilted terraces, V shaped valleys, deep gorges and lakes are the manifestations of fault movement in the area. Presence of deformation structures preserved in the palaeolake profile at Morang indicates that the area has also been seismically active in the past. In this paper we present a conceptual model of the formation of lakes in KCF zone. Morphometric analysis was carried out with the help of Digital Elevation Models (DEMs) and field investigations.
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1. Introduction

Himalayan mountain range was created as a result of the collision of the Indian and the Asian plate. Ensuing tectonic turmoil is witnessed in the form of intra-continental deformation along major faults and thrusts [1-4]. The Himalayan region is dissected by several NW-SE trending regional thrusts namely Indo Tsangpo Suture Zone, Main Central Thrust and Main Boundary Thrust. These thrust planes and their subsidiary fault systems are the foci of several devastating earthquakes. In the Satluj-Spiti river valleys, a number of N-S trending faults have disturbed the Precambrian-Palaeozoic succession of the Tethys Himalaya [5-8]. Kinnaur lies in the Higher Himalayan region between Main Central Thrust (MCT) and Indo-Tsangpo Suture Zone (ITSZ).

The expression of active tectonism in Kinnaur is reflected in tilted terraces, V shaped valleys, convex slopes, rampant landslides and gorges. Kinnaur is a seismically active segment of the Himalaya. A major earthquake of magnitude > 6.8 occurred in this region in 1975 [9]. The region exhibits diverse deformation including strike-slip, normal and thrust faulting [10]. Kaurik-Chango fault has been studied in detail by several workers [9-13]. Several palaeolake profiles have been reported along the Kaurik-Chango fault in the upper Spiti valley [10,12-15]. However, research has not been done in the area between Khab and Akpa. This paper is an attempt to study the neotectonic activity in the area using morphotectonic parameters. The study area lies between 78°00’ and 79°00’ E and 31°25’ to 32° N in the rugged Higher Himalayan terrain characterized by barren slopes and steep gradient.

2. Geology of the Area

Satluj River has been studied in detail by a number of workers [7,16-19]. The study area comprises thick succession of medium to high grade metamorphic rocks and their sedimentary cover. The succession is emplaced by granite intrusions of varying ages. Rocks of Vaikrita and Haimanta Groups are exposed in the region Figure 1(a). Vaikrita Group comprises psammatic gneiss with quartzite bands, banded gneiss, granite gneiss, quartz mica gneiss. Haimanta Group comprises grey-purple quartzites, black carbonaceous phyllites and quartz mica schist interbedded with amphibolites and calc schists [19]. Figure 1(b) shows the SRTM image of the study area. River Spiti takes an abrupt southerly turn and flows parallel to the Kaurik-Chango fault near Sumdo. Seven terraces have been observed on the eastern bank [19]. There
is no evidence of terraces on the western bank. This may be due to the shifting of the river westward owing to the uplifted eastern block of the Kaurik Chango fault [20]. Quaternary fluvio-lacustrine deposits occur all along the Satluj valley downstream of Khab. These deposits are well preserved on the eastern bank. Several evidences gathered during the present work between Khab and Akpa indicate that Kaurik-Chango fault extends downward upto Akpa showing an uplifted eastern block. There are indications of tectonic and seismic activity similar to those in the Spiti valley.

In this paper, several morphotectonic indices were used to analyze the tectonic deformation in the area. Digital Elevation Model and satellite data were used to study the landscape evolution of the region. Field investigations were carried out to verify the data generated in the lab.

Figure 1. (a) Geological map of the study area (after Bhargava and Bassi, 1998); (b) SRTM image of Himachal Himalaya showing the location of the study areas. Also marked are the major drainage, thrusts and faults in the study area (image taken from NASA-SRTM program).
3. Methodology

Digital data interpretation was carried out with the help of a 3D Digital Elevation Model (DEM) and 2D topographic map to the scale 1:50,000. The softwares that were used to process the digital data are Surfer 9.6 and Globe Mapper. The Digital Elevation Model (DEM) Figure 2(a) of the area indicates significant changes in the topography and development of geomorphic features such as fault facets, abruptly changing river course, meandering and widening of the river, formation of terraces, vertical down cutting and formation of gorges. The uplifted eastern block can be seen clearly in the model. SRTM data of the study area was downloaded from the site (http://srtm.cgiar.org.). Basin asymmetry was calculated with the help of the SRTM data Figure 2(b). Asymmetry factor AF is defined as AF = 100 \( \frac{A_r}{A_t} \) where \( A_r \) is the area of the basin to the right (facing downstream).

Figure 2. (a) Digital elevation model of the study area; (b) SRTM image of the study area showing basin asymmetry.
of the trunk stream and $A_t$ is the total area of the drainage basin. In case of tectonic tilting, the value of $AF$ becomes greater than 50 and the tributaries present on the tilted side of the main stream grow longer than those on the other side [21]. Transverse topographic symmetry factor ($T$) is defined as $T = Da/Dd$ where $Da$ is the distance from midline of the drainage basin to the midline of the active meander belt. $Dd$ is the distance from the basin midline to basin divide. Value of $T$ ranges between 0 to 1. $T = 0$ implies a perfectly symmetrical basin and $T = 1$, a perfectly asymmetrical one [20,21].

The landscape morphology of an area is governed by drainage of the rivers and their tributaries. Tectonic deformation has a direct impact on the drainage of that area. Tectonic deformation changes the channel slope which is responsible for variation in the channel morphology [22-27].

Drainage map and stream profiles were prepared with the help of the SRTM data. Valley incision is used to define relative uplift [24,28]. Cross valley profile for the Satluj basin was prepared with the help of SRTM data. A high valley-floor-width to valley-height ratio (seen in a broad valley) indicates tectonic stability. On the other hand, a low valley-floor-width to valley-height ratio (seen in a narrow valley) is associated with recent tectonic movement [29]. Asymmetry Factor calculated for the Satluj river basin is 55.84 indicating that the basin is asymmetrical. Transverse Topographic symmetry factor ($T$) calculated for the basin is given in Table 1. The data clearly shows that the basin is tilted towards the northwest Figure 2(b).

4. Drainage and Stream Profiles

Drainage map of the area shows lower order streams joining the trunk stream at 90\(^\circ\). The streams on the eastern block are longer and more in number compared to those on the western block. River Satluj flows through a crystalline basement belonging to Vaikrita Group. The area lies in the Kaurik-Chango fault zone. Quaternary reactivation of these faults has lead to bedrock incision by Satluj which flows in a gorge for most of its course in the study area Figure 3(a). Longitudinal profile of Satluj shows a change in elevation near Spilu. Between Spilu and Akpa, the river has carved a deep gorge. This abrupt change in river morphology indicates that the river course in this region is tectonically controlled Figures 3(b)-(c). Low valley floor width to height ratio suggests that the river is cutting downwards due to the tectonic activity in the region.

5. Geomorphology

The Satluj river basin under investigation is a rectangular basin with an area of 1839 sq km. The mean height of the basin is 3118.3 m. River Satluj is a 4\(^{th}\) order stream as per the Horton–Strahler method of stream ordering. The highest point in the basin is about 4400 m. The total basin relief is 2400 m. The streams on the eastern block flow in escarpments along most of their course. Landslide cones and springs are rampant on the eastern block Figure 3(e). The river flows in a narrow valley for most of its stretch from Spilu to Morang Figure 4(a).

River Satluj has carved three levels of unpaired terraces at Akpa Figure 4(b). The river in this region deflects abruptly towards the west. Tectonic rejuvenation of the N-S fault has also caused the tilting of the terraces Figure 4(c). Landslide cones and springs are rampant along the N-S lineament Figure 4(d).

In Morang, fluvio-lacustrine deposits are exposed for about 1 km Figure 4(e). These deposits are 60-70 m thick. The sedimentary succession is represented by laminated clay-silty clay and horizontally bedded sands. Laminated sediments dominate the lake section. Presence of lacustrine deposits also suggests that neotectonic movements along the N-S fault were responsible for blocking the river and forming a lake. The uplifted eastern block led to the damming of the rivulet, Khokpa nala. Ensuing landslides facilitated the formation of a lake on the footwall.

| River Basin | Basin Area Total (Km\(^2\)) | Basin Asymmetry (AF) | Topographic symmetry factor ($T$) | Valley Floor width Ratio (Vf) | Mean Height |
|-------------|-----------------------------|----------------------|----------------------------------|-----------------------------|------------|
| Satluj River | 1839                        | 55.84                | 0.32                             | 1.2                         |            |
|             |                             |                      | 0.06                             |                             |            |
|             |                             |                      | 0.011                            | 2.3                         | 3118.3 m   |
|             |                             |                      | 0.10                             | 0.60                        |            |
|             |                             |                      | 0.40                             |                             |            |

Table 1. Morphometric characters of Satluj river showing active nature.
Figure 3. (a) Drainage map of the study area; (b) longitudinal profile of river Satluj in the study area; (c) cross valley profile of river Satluj in the study area; (d) hypothetical model showing lake formation in KCF zone; (e) geomorphological map of the study area.
Figure 4. (a) River Satluj flowing in a narrow valley from Spilu to Morang; (b)-(c) three levels of unpaired terraces formed by the river at Akpa, showing tilted surface; (d) recent landslide material; (e) fluvio lacustrine deposits at Morang; (f) sketch of deformation structure in the lacustrine profile.

block Figure 3(d). At least five levels of deformation structures are exposed in the palaeolake profile at Morang Figure 4(f).

6. Discussion

Kinnaur and Lahaul Spiti districts of Himachal Pradesh were severely rocked by a major earthquake of magnitude > 6.8 in 1975. The earthquake was associated with movements along a subvertical N-S trending normal fault named Kaurik-Chango fault. Luminescence chronology of seismites in Sumdo suggests that activation of Kaurik-Chango fault and seismic activity dates back to Late Pleistocene [15].

In the present area of investigation, a N-S lineament was observed along which river Satluj flows for a consi-
derable distance before getting deflected near Akpa. A number of neotectonic evidences which were gathered during the study testify to its active nature. Morphotectonic parameters such as Asymmetry Factor (AF) and Transverse topographic symmetry factor (T) as well as the field evidences suggest that the Satluj river basin is tilted. DEM of the area also shows the difference in elevation of the two blocks. Drainage analysis clearly displays the effect of tectonic rejuvenation. Blocking of Kho-kpa nala, a small rivulet took place due to fault movement leading to the formation of Morang palaeolake on the eastern block. Several levels of deformation structures have been observed in the fluvo-lacustrine profile at Morang. Similar structures are seen near Kaurik Chango fault in Sumdo and Leo. Presence of deformation structures in the Morang fluvo-lacustrine profile indicate that the area lies in the tectonically and seismically active zone and has experienced several pulses of intense seismic activity. Neotectonic indicators such as the uplifted terrain, unpaired terraces, fluvo-lacustrine deposits, deformation structures, alignment of springs and landslides in the fault zone are strong evidences of the active nature of the N-S fault in the study area.
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Abstract

Singhbhum Shear Zone is a highly mineralized zone having variety of minerals, predominantly those of uranium, copper and some sulphide minerals. From Remote Sensing data it is possible to decipher the regional lithology, tectonic fabric and also the geomorphic details of a terrain which aid precisely in targeting of metals and minerals. Mapping of mineralized zones can be done using Geospatial Technology in a GIS platform. The present study includes creation of various maps like lithological map, geomorphological map, contours and slope map using satellite data like IRS LISS-IV and ASTER DEM which can be used to interpret and correlate the various mineral prospective zones in the study area. Even the alterations of the prevalent mineral zones can be mapped for further utilization strategies. The present work is based on the investigations being carried under ISRO-SAC Respond Project (Dept. of Space, Govt. of India SAC Code: OGP62, ISRO Code: 10/4/556).

Keywords: Singhbhum Shear Zone, Geospatial Mapping, Mineral Prospecting, Alterations, Sulphide Ores

1. Introduction

Mineral Exploration is not only highly imaginative and creative but a very costly activity as well. Much information about potential areas for mineral exploration can be provided by interpretation of surface features on aerial photographs and satellite images (Lilesand et al, 2007). From Remote Sensing data it is possible to decipher the regional lithology, tectonic fabric and also the geomorphic details of a terrain which aid precisely in targeting of metals and minerals. Usage of Geospatial Technology has enhanced the study of mineral exploration as geological maps can be easily integrated with other important details like geomorphology, structure, geophysical data etc. Multispectral image analysis technique in the field of Geologic remote sensing has proved to be a potential technique for the information extraction process. Number of image analysis techniques are evolved and applied for optimization of information extraction process.

SSZ represents one of the most spectacular tectonic features is occurring in the Singhbhum Craton spread over Jharkhand and adjoining areas, marks the boundary between the two Archaean Cratons of Singhbhum Granite Batholith and the Iron Ore Group and the Proterozoic Mobile Belt in the north. SSZ is an arcuate belt of 200 km length and width varying between 1-25 kms. It is one of the most well known mineral abundant zones in the country and extensive mineral exploration has been carried out in this zone since a long time. The Central Indian Suture or the Satpura Mobile Belt continues across the Mahanadi fault to form the Northern Boundary of the Singhbhum craton. The mobile belt bends around the craton to merge with the Eastern Ghats Mobile Belt in the south. The latter overthrusts the Singhbhum craton at the Sukhinda thrust.

The study area falls in the SSZ and is extended between Tatanagar (22° 50’ N: 86° 10’ E) and Bahragora (22° 16’ N: 86° 43’ E) in the south east falling mostly in the Survey of India Toposheet no. J/2, 6, 7, 10 and 11, confined in the East Singhbhum of Jharkhand (Figure 1).

The present work involves geospatial mapping of the study area on a GIS platform by interpreting multispectral satellite imagery.

2. Geological Setting

SSZ is a unique arcuate structure extending from Bahragora in east to Porahat in west. At the extreme west end it grades into high angle fault and extends upto the western margin of Bonai granite. Satellite imagery study sho-
ws that beyond Bahragora in east, the arcuate southern continuation of the shear zone extends through Mayurbhanj to Sukinda thrust (Ramakrishnan and Vaidyanathan, 2008). The shear zone is characterized by extreme ductile shearing, multiple metasomatism, migmatisation and prominent mineralization of copper, uranium, tungsten and phosphate. The bulk of the shear zone material is made up of pelites and volcanic clastics, probably generated during the Dhanjori and Koir deposition cycles. The shear zone is also characterized by abundance of ultramafic intrusions such as hornblende schists, talc schists, serpentinite and synkinematic body of serpentinised lherzolite with pyroxinite relics. The deformational history of this shear zone is highly complex marked by repeated phases of folding, mylonitisation and rotation of fabric (Figure 2).

Figure 1. Location map.

Figure 2. Geological map of Singhbhum shear zone (source: www.dae.gov.in/amd/regions).
3. Materials and Methods

Data used: (see Table 1)
1) IRS LISS IV
2) ASTER DEM
3) Survey of India Toposheets

Software used:
1) ERDAS IMAGINE
2) Arc GIS 9.3

The methodology used in the present study is shown in the following Flow Figure 3.

Table 1. Specifications of LISS IV.

| Specification            | Value                  |
|--------------------------|------------------------|
| Ground Resolution        | 5.8 m                  |
| Steerability             | Yes                    |
| Swath                    | 23.5 km (MX), 70 km (MONO) |
| Spectral Bands           | B2(green, 520-570 nm), |
|                          | B3(red, 630-700 nm),  |
|                          | B4(NIR, 700 nm-1400 nm) |
| Radiometric Resolution(Bits) | 7 bits selected out of 10 |
| IGFOV                    | 5.8 m                  |
| SNR@Saturation           | >128                   |
| SWR@Nyquist              | >20 all bands          |
| Off Nadir Viewing        | +/-26°                 |

![Flowchart showing methodology.](image-url)
4. Generation of Maps

The capability of GIS to manipulate classified spatial information through amalgamated layers makes it a unique tool for delineating potential locales. Flexibility of experimenting with spatial data followed by visualization of its effect immediately gives GIS a cutting edge over other contemporary techniques for modeling mineral deposits. For the preparation of GIS map, the data sets are grouped into polygon, line and point features depending upon the geographic distribution. The areas having aerial extent are taken as polygon layers; line features are digitized as line coverages.

In the present study, apart from the base map of the study area, Drainage map was prepared with the help of the LISS IV data (Figure 4). The contour lines at 50 m intervals were extracted from the ASTER DEM and the slope map (Figure 7) of the area was generated from it. The Geomorphological units were interpreted from the LISS IV imagery after processing the imagery and then with the help of the image interpretation keys like tone, texture, pattern, association and by relating to the lithology and height information of that particular area.

5. Geomorphology

Geomorphology serves as an excellent tool in economic geological point of view and aim in search of mineral deposits, the topographic expression gives clue to the geologic structure which is favourable for mineral deposits and indirect inference of geomorphic details of an area. It includes surface expression of the ore bodies like ridges, plateaus or some elevated position, which are indications of gossans and residual mineral occurring in weathering surface. Geomorphology not only gives the pattern and the spatial distribution of various landforms but also gives information on the natural resource potential. Such maps are graphic representation of landforms of an area. For mineral exploration, the geomorphic features are important in prospecting; the deposits formed by residual
and supergene enrichment can be indicated. (E.g. hill slopes, ridges, plateaus and valleys etc) Alluvial plain, denudational hill, intermontane valley, pediment-inselberg complex, pediplain, pediment, undissected plateau, residual hill, structural hill, valley fill, water body and river sand make up the geomorphology of the study area. Pediplain covers 49.51% i.e. the majority of the area whereas least area is covered by undissected plateau (0.28%). The Shear Zone is mainly covered by structural hill with intermontane valley in between and pediment and pediplain adjacent to it (Figure 5).

6. Lithology

Lithological maps can be easily integrated with other important details like geomorphology, structure, etc. This kind of data integration facilitates for the better identification of mineralized zones. The lithology of the study area is made up of talc-chlorite schists, phyllite, granite, quartzite, migmatite, mica-schist, laterite, hornblende schist, dolerite, epidiorite, gabbro anthracite, sandstone and alluvium. Mica/ Hornblende Schist with Phyllite bands occupy the largest area with 15.34% whereas sand/silt dominant alluvium covers the least area with 0.36%. The lithology in the Shear Zone is mainly of Quartzite and Mica schist with phyllite adjacent to it (Figure 6).

7. DEM

DEM is created and the same is wrapped with digital FCC data. It gives a 3D view (Figure 8) of the landscape from which precise mapping can be interpreted perfectly. DEM wrapped various thematic layers can be used to prepare probable mineralized zones.

8. Identification of Potential Mineralized Zones

Mineral Resource Potential Mapping is a very complex analytical procedure which requires simultaneous consideration of a number of spatial evidences-geological, geomorphological, structural etc. In the present study, geomorphology and lithology has been mapped and observations have been made based on it. As quartzite dominates the lithology of the Shear Zone, it can be said that the area contains zircon, rutile as minerals. Zircon contains uranium and rutile is mainly composed of titanium. Natural rutile also contains significant amount of niobium and tantalum. The presence of phyllite in the shear zone indicates quartz, sericite content. Sericite is a common alteration mineral of orthoclase or plagioclase feldspars in areas that have been subjected to hydrothermal alteration typically associated with copper, tin, or other hydrothermal ore deposits.
Figure 6. Lithological map of study area.

Figure 7. Slope map of the study area.
The probability of occurrence of minerals as mentioned above is based on the lithology and related geomorphology. Further studies based on alteration zone, lineament mapping will make it more specific as lineaments can help to spot the location of mineral abundance and so can alteration zones.

9. Summary and Conclusions

Geospatial Mapping for complex regions like Singhbhum Shear Zone is an important activity since it involves a detailed information database through the satellite based studies. These informations have to be generated for an integrated regional development approach for this strategic location. Presently the LISS-IV imagery has been utilized to prepare an updated host of geological maps like geomorphology, slope, drainage, base map. The drainage pattern of the area provides clue about the bedrock lithology, topography and the types of landform present. In the present area, the drainage pattern is seen to be dendritic. The delineation of geomorphological units suggest that the landform class in the study region is that of landform developed on folded strata whereas the adjacent areas have a fluvial landform (after landform classification by Rasher and Weaver, 1990). Due to a hostile and inaccessible area these maps are highly useful for further investigations and interpretations to be used by the mining industries especially Uranium Corporation of India Limited (UCIL), Indian Copper Complex (ICC) for their optimum utilization and the Government and NGOs to take advantage for their need based planning and programmes. The various geomorphological units and their features are attempted to delineate the adjacent viable mining areas and their potential estimation. The factors responsible for contamination of the local water bodies with the radiogenic environment and their side effects are also being investigated on the basis of these maps.
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