Transfer Entropy Analysis of Interactions between Bats Using Position and Echolocation Data

Irena Shaffer and Nicole Abaid

1 Engineering Mechanics Program, Virginia Tech, Blacksburg, VA 24061, USA; irenas4@vt.edu
2 Department of Mathematics, Virginia Tech, Blacksburg, VA 24061, USA
* Correspondence: nabaid@vt.edu; Tel.: +1-540-231-5516

Received: 31 August 2020; Accepted: 12 October 2020; Published: 19 October 2020

Abstract: Many animal species, including many species of bats, exhibit collective behavior where groups of individuals coordinate their motion. Bats are unique among these animals in that they use the active sensing mechanism of echolocation as their primary means of navigation. Due to their use of echolocation in large groups, bats run the risk of signal interference from sonar jamming. However, several species of bats have developed strategies to prevent interference, which may lead to different behavior when flying with conspecifics than when flying alone. This study seeks to explore the role of this acoustic sensing on the behavior of bat pairs flying together. Field data from a maternity colony of gray bats (Myotis grisescens) were collected using an array of cameras and microphones. These data were analyzed using the information theoretic measure of transfer entropy in order to quantify the interaction between pairs of bats and to determine the effect echolocation calls have on this interaction. This study expands on previous work that only computed information theoretic measures on the 3D position of bats without echolocation calls or that looked at the echolocation calls without using information theoretic analyses. Results show that there is evidence of information transfer between bats flying in pairs when time series for the speed of the bats and their turning behavior are used in the analysis. Unidirectional information transfer was found in some subsets of the data which could be evidence of a leader–follower interaction.
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1. Introduction

Many social animals such as insects, fish, birds, and bats exhibit collective behavior, where one individual adjusts its behavior in response to other members of the group [1,2]. One aspect of collective behavior that has received much interest is collective motion of animal groups [3–5], which results in impressive displays by coordinated bird flocks and fish schools for example, and has applications in engineering multi-agent or distributed systems. While these behaviors have long been studied from the point of view of mathematical models, one relatively new method of studying collective motion is information theory [3].

Information theoretic tools such as mutual information, causation entropy, and transfer entropy have recently become popular methods for studying the interactions of individuals in a model-free context. Information theory is based on work by Shannon [6] and has been used in many studies on topics such as computational neuroscience [7–9], analysis of complex systems [10], collective robotics [11,12], weather and climate science [13], and social media [14,15]. Specifically, transfer entropy, an extension of Shannon’s concept of entropy to measure information flow between time series, has been used to study the interaction
of animal groups such as fish [16], meerkats (Suricat suricatta) [17], and insects [18]. It has also previously been used to determine leader–follower interactions in meerkats [17], bats [19,20], and in fish–robot interactions [21].

Previous studies have used information theory to model the interaction between bats flying in pairs [19,20]. Using 3D trajectories extracted from videos of wild bats in flight, these studies used transfer entropy and convergent cross mapping to identify interaction between bats. The results from the studies show evidence of information exchange between bats in a pair as well as greater information flow from bats flying behind their partners in space, indicating that the rear bat is leading the pair.

Echolocating bats are somewhat unique from other social animals in that they use the active sensing mechanism of echolocation as their primary means of navigation and obstacle avoidance [22]. Bats emit directional ultrasonic pulses and are able to receive information about their environment based on the spectral changes, amplitude, and time delay of the returning echoes [23]. Since the bats must be able to compare the echo to the original call, they risk interference from calls made by nearby conspecifics, also known as sonar jamming [24]. Many bat species are social and live in colonies ranging in size from tens to millions of bats for at least part of their annual life-cycle [25,26]. When roosting in such colonies, they often emerge from roosts nightly in large swarms and fly in groups at high speeds. Since these bats rarely collide with each other or objects in their environment, it suggests they have developed strategies to avoid signal interference. Studies supporting this idea have shown that some of the sensing strategies used by bats may be a response to sonar jamming, such as frequency modulation [27–29], adjusting pulse emission rates [30–32], and eavesdropping on conspecifics [33–35].

One strategy used by bats to prevent sonar jamming is adjusting pulse emission rates. In one study, wild-caught Mexican free-tailed bats (Tadarida brasiliensis Mexicana) were placed in a wire cage in a recording studio, and the number of calls made by the bats were counted [30]. It was found that artificial calls played in the recording studio caused slower emission rates by the bats, and this reduced the relative proportion of emitted pulses that overlapped with another bat. In another study, Mexican free-tailed bats were recorded flying in a laboratory where artificial calls were directed at varying angles to the bat’s flight trajectory [31]. The bats reduced their call emission rates in the presence of the artificial calls and had the worst navigational performance when the artificial calls where produced from behind the bats in the direction they were flying, leading to the conclusion that the direction of a conspecific’s call plays a role in the amount of interference. It is worth noting that these responses may depend heavily on species. For example, observations of Eastern bent-wing bats (Miniopterus fuliginosus) exiting a cave, suggested this species increased their call emission rate when more bats were present [32].

As a more extreme response to sonar jamming, bats will sometimes cease making calls for a short time and instead listen to the pulses produced by another bat. Chiu et al. recorded pairs of big brown bat (Eptesicus fuscus) in a laboratory setting and found that when the bats were flying close together, one would often fly silently for more than 0.2 s [33]. Since it has been shown that bats can passively locate sources of sound, though with less accuracy than through active sensing [34], this study suggests that the silent bats were able to use the calls made by the conspecific to avoid collisions. Another study of hoary bats (Lasiurus cinereus) in the wild also found some cases where these bats flew in silence for a short time [35].

Based on this evidence, this study seeks to test the hypothesis that bats listen to the calls of their conspecifics. More specifically, this leads to a question that has not received much attention: how much of a role do sonar calls play in the interaction of flying bats? The aim of this study was to use transfer entropy to analyze the interactions of pairs of bats in flight and to expand upon and clarify previous work which uses 3D trajectories by incorporating the calls made by each bat into the analysis. While previous works have studied the role of echolocation calls in bat interactions, to the best of our knowledge none of
these have used information theoretic techniques to measure this interaction. We believe that using these techniques gives additional insight into the behavior of bats in flight.

2. Materials and Methods

2.1. Experimental Setup and Data Collection

Data for this study were collected in September 2019 from a wild bat colony in Bristol, VA, USA. A maternity colony of about 10,000 gray bats (*Myotis grisescens*) roosts in a culvert, diverting Beaver Creek, that runs under Bristol (Figure 1). At sunset, the bats emerge from the culvert and fly along the creek to forage for insects. Four thermal cameras and an array of eight microphones were placed on a bridge a short distance from the opening of the culvert to record the bats as they flew along the creek and under the bridge. We note that the data collected here were not used in previous studies.
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Figure 1. Pictures of the bridge over Beaver Creek with the cameras and microphones set up for recording and the culvert where the bats roost. Culvert photo credit [36]. Photo of the bridge was taken 12 September 2019.

2.1.1. Cameras

Four thermal cameras (Viento 640, Sierra Olympic, Hood River, OR, USA) with video acquisition rate of 30 Hz, were used to film the bats’ flight paths (Figure 2). The cameras were placed in a line with approximately 1 m between each camera. All the cameras were set at different angles to focus on a point about 5 m from the bridge. Using the four views from the cameras, it is possible to obtain 3D positions of points in a volume of approximately $5 \times 5 \times 8$ m with the longest dimension aligned with the width of the creek.
To calibrate the camera system for stereoscopic tracking [37], the intrinsic parameters of each camera were found by filming a checkerboard with squares of known size and using MATLAB’s Camera Calibration Toolbox [38]. To find the extrinsic parameters of the cameras, a wand with a known length was moved though the space seen by all the cameras. The ends of the wand were heated to be easily seen by the thermal cameras. This was done when all cameras had been set up in position to record the bats, but before any bats had exited the culvert. The ends of the wand were tracked using a custom digitizing software, DLT [39]. The extrinsic parameters were calculated using the easyWand software [40], which relies on open source sparse bundle adjustment routines [41].

The cameras started recording when the bats began to leave the culvert, around sunset, and were stopped only after most bats had exited, which took approximately 45 min. Pairs of bats were tracked by hand from the videos to obtain their 3D trajectories. The tracking and acquisition of 3D points were done in the same digitizing software used to track the wand points [39]. Figure 3 shows a pair of bats that have been tracked in all four camera views. Pairs were defined as two bats which could both be seen by all cameras for at least 10 frames while no other bats were in view of the cameras. The first bat to enter the view of the cameras was designated the front bat and the second, the rear bat. The 3D trajectories were smoothed using the MATLAB smooth function with the lowess method, a local regression using weighted linear least squares and a 1st degree polynomial model [42], and then interpolated using a cubic spline and re-sampled at 120 Hz. Only the trajectories at times in which both bats were in view of the cameras were used for analysis. An example of the 3D trajectory of a pair of bats can be seen in Figure 4.

2.1.2. Microphone Array

An array of eight microphones (USG Omidirectional Electret Ultrasound Microphones, Knowles FG-O, Avisoft Bioacoustics, Nordbahn, Germany) with an acquisition rate of 250 kHz and a recording interface (UltraSoundGate 816H, Avisoft Bioacoustics, Nordban, Germany) were used in this study to record sounds made by the bats (Figure 2). The microphones were placed in two star arrays about 3 m apart. The positions of the microphones in the array can be seen in Figure 5.

When recording in the field, the microphones were pointed horizontally in direction of the negative z axis as shown in Figure 4 so they were aimed in the direction the bats were coming from. The set up of one of the thermal cameras and one of the microphone arrays can be seen in Figure 2. In order to synchronize the time on the videos and audio recordings, two metal objects were hit together in view of one of the cameras. This produced a sound that was picked up by the microphones at virtually the same time the
impact can be seen in the video. After selecting bat pairs from the videos, the calls made by the bats were analyzed using Batalef [43], a custom software program for sound analysis with special features specifically designed for identifying and analyzing bat calls. After finding all the calls made by a pair of bats, each call was manually assigned to the front or rear bat by looking at the amplitude and differences in the spectrogram of the call. These call assignments were verified using MATLAB’s k-means cluster classification. An example of the spectrogram of some calls can be seen in Figure 6.

Figure 3. Flight path of a pair of bats projected into all four camera views as tracked using the DLT interface [39]. Tracked points are shown in magenta, cyan, and yellow.

(a) View along x axis (b) View along y axis

Figure 4. 3D trajectories of the bat pair shown in Figure 3, where (a) gives the view along the x axis and (b) gives the view along the y axis. The positions of the cameras and microphones are also shown.
2.2. Data Analysis

Transfer entropy (TE) is the measure of information flow from one time series to another and was developed by Schreiber [44]. The TE is based on the Shannon entropy which is the expected uncertainty in a random variable [6]. Shannon entropy is defined as:

\[ H(X) = - \sum_{x \in X} p(x) \log_2 p(x), \]  

where \( x \) is a measurement of a random variable \( X \), \( X \) is the set containing all possible values of \( X \), and \( p(x) \) is the probability distribution function (PDF) of \( X \).
Transfer entropy, $T_{X \rightarrow Y}$, measures the amount of information that flows from $X$ to $Y$. It is calculated as the amount of information the source, $x(t)$, provides about the next state of the destination, $y(t + 1)$, in relation to the current state, $y(t)$. It is defined as:

$$
T_{X \rightarrow Y} = \sum_{y(t+1) \in Y(t+1)} \sum_{y(t) \in Y(t)} \sum_{x(t) \in X(t)} p[y(t+1), y(t), x(t)] \log \frac{p[y(t+1)|y(t), x(t)] p[y(t+1)|y(t)]}{p[y(t+1)|y(t)]}, \tag{2}
$$

where $p[y(t + 1), y(t), x(t)]$ is the joint probability of $y(t + 1), y(t)$, and $x(t)$; $p[y(t + 1)|y(t), x(t)]$ is the probability of $y(t + 1)$ conditioned on $y(t)$ and $x(t)$; and $p[y(t + 1)|y(t)]$ is the probability of $y(t + 1)$ conditioned on $y(t)$. For discrete time series data, a logarithm base of 2 is used and the units of TE are bits. For continuous data, a logarithm base of $e$ is used and the units of TE are nats [45]. Transfer entropy is asymmetric so, in general, $T_{X \rightarrow Y} \neq T_{Y \rightarrow X}$. Due to this, the direction of information flow in a system can be determined.

There are a variety of different methods that can be used to construct the PDF used to calculate the TE [45]. One method is to sort the data into a finite number of bins and count the number of data points in each bin to determine the probability function. While this method is very fast, it is not as accurate as other methods. More complex and accurate methods include: a multivariate Gaussian model, kernel estimation, permutation entropy, and the Kraskov, Stögbauer, and Grassberger (KSG) technique [46]. Kernel estimation measures the similarity between pairs using a specific resolution. The KSG technique improves on the kernel estimation method by using a dynamically altered kernel width that adjusts with sample density. The KSG method can measure non-linear relationships, is model free, and requires fewer observations to achieve an accurate PDF estimations. While originally used to calculate mutual information, it has been extended to also calculate transfer entropy [47]. For these reasons, the KSG technique is one of the most widely used PDF estimators [45]; we use it for this study.

Transfer entropy was computed for two different 1D time series derived from the positions of the bats; this analysis was then extended to a multidimensional version by augmenting these time series with the acoustic data captured by the microphone array, which is detailed later. For the position data, one of time series used was curvature of the flight trajectories which was chosen to measure the response of one bat to a change in direction of another bat. The second time series used was the flight speed, which was chosen to measure the response of one bat to a change in the velocity of another bat. Examples of these 1D time series for a bat can be seen in Figure 7.

The 3D velocity ($v$) and acceleration ($a$) of each bat were calculated numerically by differentiating the smoothed and interpolated position vector. The curvature ($\rho$) was then calculated using the following equations:

$$
a_n = a - a_t = a - \frac{a \cdot v}{||v||^2} v \tag{3}
$$

$$
\rho = \frac{||a_n||}{||v||} \tag{4}
$$

where $a_n$ is the normal acceleration and $a_t$ is the tangential acceleration with respect to the flight path. The speed was calculated as the norm of the 3D velocity vector at each time step.

After calls had been found and assigned to each bat, they were translated to vectors of binary values. These vectors were down sampled to match the trajectory data. Each index had a value of 1 if there was a call at that time step and 0 if there were no calls. These vectors for each pair were then concatenated, similar to the time series data. The final data used for TE analysis were two vectors of position data for the front and rear bat and two vectors with the corresponding call data for the front and rear bats.
The TE analysis was performed on 20 bat pairs together and on two subsets of the data. The partition of the data was based on the time at which the pair flew in front of the cameras and microphone array. Ten of the pairs of bats were recorded in the first 10 min in which the bat colony was leaving the culvert. This will be referred to as set “Begin”. The other 10 pairs of bats were recorded about 45 min later when the majority of the bats had already exited the culvert. This will be referred to as set “End”.

Since TE analysis requires large sets of data for accurate results, the 1D time series data of each pair was concatenated into two vectors, one containing all the time series data for the front bats and the other all the data for the rear bats. By using this ensemble dataset, we have a single experimental data point. The higher the value of TE, the more information is shared between the data sets. However, the value of TE that signifies meaningful information transfer varies for different data sets. To create a baseline for TE values that indicate significant interaction in a pair of bats, the bat pairs in each data set were scrambled. A different rear bat was randomly assigned to each front bat (see Figure 8). Since bats from different pairs were unlikely to have time series of the same length, the longer one of each pair was truncated. The time series for these new pairings were concatenated like before (see Figure 8). TE was calculated for 250 random pairings of bats for each subset of data. The same 250 random pairings were used to calculate the baseline for curvature and speed. If the TE of the real pairing of bats is larger than one standard deviation from the mean of the TE of the random pairings, it is considered to be significant and evidence of information transfer between bat pairs. This approach was selected since it takes into account that the experimental data are a single point rather than a mean of multiple data points, as in for example, a one sample t-test.

![Figure 7. Examples of plots the curvature of the trajectory, and speed of a single bat.](image)

![Figure 8. Visual representation of concatenating time series and randomly reassigning pairs.](image)
Transfer entropy was calculated for curvature of trajectories and speed of the bats for all 20 pairs together and each of the subsets. Each of these data types and sets were calculated with calls (multivariate TE) and without calls (univariate TE). Before computing TE, the data were normalized to have zero mean and standard deviation of one. All TE calculations were done using the Java Information Dynamics Toolkit (JIDT) [45]. When calculating TE with a KSG estimator, there is some variance and bias with respect to the true PDF. If the true value is close to zero, the variance in the estimated PDF can give small, negative TE values. Since these negative values mean that there is no information transfer between variables, they are equivalent to zero TE. All calculated TE values that were negative were set equal to zero for analysis.

3. Results

The results for the interaction of the bat pairs through the curvature of their trajectories can be seen in Figures 9 and 10. When only position data are considered, the TE values from the rear bats to the front bats of the Begin subset are above the baseline value for significance. However, in the direction front to rear, there is very little information transfer. Adding the data about calls made by the bats increases the TE in the Begin subset in the direction rear to front. However, most of the other subsets in both directions have a decrease in both the TE values (seen in Figure 9) and in distance from mean of the baseline (seen in Figure 10) when call data is included.

The results for the interaction of the bat pairs through their speed can be seen in Figures 11 and 12. When looking at the TE of all the pairs of bats, there is significant information transfer both from front to rear and rear to front. Adding data about the calls decreases the TE values but they generally still remain above the baseline for significance. In the Begin subset of pairs, there is also significant information transfer in both directions. In this subset, adding data about calls does not have much effect on the number of standard deviations above the mean of random pairings of the TE, as shown in Figure 12. The End subset only has significant information transfer in the direction rear to front. Adding call data brings the TE value in both directions to just below the baseline value for significance.

![Figure 9. Cont.](image-url)
Figure 9. Transfer entropy of curvature of the trajectories for all sets of data. The randomized control pairs are represented by the bar and error plots, where the bar represents the mean of the randomized pairs and the error bar is one standard deviation from the mean. The transfer entropy (TE) of the experimental pairings of bats is represented by the star. The TE of the experimental pairings must be at least one standard deviation from the mean to be considered significant. (a) The information transfer from the front bats to the rear bats. (b) The information transfer from the rear bats to the front bats.

Figure 10. Relative transfer entropy of curvature of the bat trajectories for all sets of data. The horizontal axis represents the different subsets of data, and the vertical axis is the number of standard deviations the experimental pairings are from the mean of the control pairs. Values must be above one standard deviation from the mean of the random pairs (black horizontal line) to be considered significant. (a) The information transfer from the front bats to the rear bats. (b) The information transfer from the rear bats to the front bats.
Figure 11. Transfer entropy of the speed of the bats for all sets of data. The randomized control pairs are represented by the bar and error plots, where the bar represents the mean of the randomized pairs and the error bar is one standard deviation from the mean. The TE of the experimental pairings of bats is represented by the star. The TE of the experimental pairings must be at least one standard deviation from the mean to be considered significant. (a) The information transfer from the front bats to the rear bats. (b) The information transfer from the rear bats to the front bats.

Figure 12. Cont.
4. Discussion

For the study performed in this work, the greatest amount of information transfer is seen when the speed of the bats is used for the transfer entropy analysis. This result suggests that, for many of the subsets of bats, one of the bats adjusted its speed due to the speed of the other bat. Analysis of all pairs of bats and the Begin subset show there is information transfer in both directions, meaning there is no leader–follower interaction. In the End subset, there is information transfer from rear to front but not front to rear. However, the difference between the two TE values is small and thus, this may not signify leader–follower interactions. For most subsets, adding data about the echolocation calls does not change the distance of the TE values from the baseline for significance, except in the set of all bats where there is a decrease in information transfer. This indicates that the information flow between the bats’ speeds are not generally changed when the other bat in the pair makes an echolocation call.

Inspection of the time series plots of the speed of the bats shows that the slopes of the line of best fit for the speed plots tend to be similar for the same pair of bats even when the average speed of the two bats varies by more than 2 m/s. This can be seen in example plots in Figure 13. This slope of the speed is the same as the tangential acceleration which is the acceleration of the bats in the direction of travel. This could mean that the pairs of bats are sharing information about their acceleration instead of their speed. Due to the relation between speed and tangential acceleration, the TE analysis finds information transfer in the speed as well. Further analysis needs to be done to confirm this correlation between the tangential acceleration, and could be an area of study for future work on this topic.

The curvature of the trajectories captures more directional information flow between time series representing the turning of the bats. TE analysis of the curvature of the bat trajectories shows evidence of information transfer only in the set of bats that exited the culvert first. In this Begin subset, there is information transfer from the rear bat to the front bat, but no information flow from the front bat to the rear bat. This indicates leadership of the rear bats, which is consistent with the findings in [19]. Including data about calls increases the statistical significance of the information transfer. This suggests that the front bat listens to echolocation calls made by the rear bat and adjusts its curvature according to information learned from the calls.

Comparison of the subsets Begin and End can give some additional insight into the behavior of the bats. There is more information transfer in the Begin subset than the End subset in both the curvature and
speed analyses. This could indicate different behavior from the group of bats that leave the roost before the majority of the colony and the group that leaves the roost after the majority of the other bats which may be due to intrinsic characteristics of the bats, like boldness, hunger, or age. An extension of this study could be to record bats over the span of many nights to see if this is a recurring behavior.

![Speed time series of bat pair number 2](image1)

![Speed time series of bat pair number 15](image2)

![Speed time series of bat pair number 17](image3)

**Figure 13.** Examples of plots the speed of pairs of bats. A line has been fitted to the data to show the similarity in the slopes of the speed.

Overall, the results from this study are consistent with the result found in a previous study [19], showing that there is evidence of leadership by the rear bat in the curvature of the trajectories. The addition of data from the echolocation calls also supports this finding. This study expanded on the previous study by using a new data set on a different colony of bats, looking at the speed and flight direction of the bats, as well as adding data about the echolocation calls. There are a few areas in which future work could be done to expand on this study. The first would be to record bats at different times of the year or at different times in the same night to see if there are any behavioral changes that can be identified in the information transfer. Another potential study would be to expand the area captured by the cameras. This could give more information on how distance affects the interaction between a pair of bats. The previous study [19] also looked at how obstacles affected interaction, and this could be studied in further detail by adding data from the echolocation calls made by the bats.

5. Conclusions

Based on the results from this study, we propose some theories about the behavior of the bats that were recorded. The increased information transfer in the beginning set of bats compared to the ending set of bats suggests that some characteristics of the first bats to leave the colony were different from the
last bats to leave the colony. A possible explanation for this is that the bats who left early were hungry and begin to forage for insects immediately after leaving the culvert, where as the bats who left later might have been less hungry and did not start hunting immediately. The study by Chiu [48] suggests that bats follow each other when capturing insects. Thus, the bats who left the culvert early and immediately started hunting might follow each other more than bats that are flying without searching for food.

Another possible theory is that the age of the bats plays a role in the amount of their interaction. The colony at which these data were collected was a maternity colony. At the time of year the data were collected, the population of bats was made up of adult female bats and nearly fully grown juveniles. It is possible that certain pairings of bats are more likely to share information each other than other pairings. For example, a juvenile might be more likely to follow an adult bat, since the older bat may be better at navigation and foraging. Under this assumption, it is possible that the first bat pairs to leave the culvert were made up of more mixed-age bats that wanted to follow each other than the bat pairs leaving the culvert later.

Overall this study gives insight into the behavior of bats in flight. Beyond the experimental extensions detailed in the discussion, it would be possible to use other information theoretic measures, such as mutual information or other entropies. These measures may highlight different trends in the data that are not revealed by transfer entropy and may offer a more nuanced view of information transfer between the bats.
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