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Abstract: Automatic age and gender prediction from face images has lately attracted much attention due to its wide range of applications in numerous facial analyses. We show in this study that utilizing the Caffe Model Architecture of Deep Learning Framework; we were able to greatly enhance age and gender recognition by learning representations using deep-convolutional neural networks (CNN). We propose a much simpler convolutional net architecture that can be employed even if no learning data is available. In a recent study presenting a potential benchmark for age and gender estimation, we show that our strategy greatly outperforms existing state-of-the-art methods.
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CNN- Convolutional Neural Networks
DNN-Deep Neural Network
CV- Computer Vision

I. INTRODUCTION

Social understanding, biometrics, identity verification, video surveillance, human-machine interaction, electronic customers, crowd behavior analysis, online advertising, product recommendations, and many more real-world applications rely on age and gender data. Due to the multiple causes of intra-class differences in people's facial pictures, calculating age and gender from face shots is challenging to solve. It restricts the models' applicability in real-world scenarios. Differences in facial feature dimensions have been used in the past to estimate or classify the attributes from face photos. Few of the prior methods were built to address the plethora of challenges that unconstrained photography brings. Furthermore, previous systems' machine learning algorithms did not correctly utilise the large numbers of picture samples and data available via the Internet to improve classification skills. We utilised Deep Learning in this study to consistently predict a person's gender and age from a single facial capture.

The expected gender will be 'Male' or 'Female.' For predicting age, we generally consider one of the following ranges: (0–2), (4–6), (8–12), (15–20), (25–32), (38–43), (48–53), (60–100) (In the final softmax layer, these eight ranges are used as nodes.). It is challenging to determine an accurate age from a single shot due to factors such as cosmetics, environmental lights, impediments, and facial expressions. As a result, instead of treating this as a regression problem, we treat it as a classification challenge. The Caffe framework of convolutional neural networks was utilised in the study to train pre-trained models. The Caffe framework beats TensorFlow by 1 to 5 times in internal testing. We use the caffe model trained model to make predictions about new data that hasn't been seen before after the training phase. A Python script will be written that uses OpenCV for the project code. The trained model will detect the person's face and correctly forecast their age and gender. Age and gender are two of the essential face characteristics that influence social relationships. In intelligent applications, estimating these properties from a single facial image is a critical challenge. Access control, human-computer interaction, marketing intelligence, visual surveillance, determining the total number of children and adults in hospitals, and automated ticket counters are among these uses (issuing the ticket according to age).

II. METHODOLOGY

We implemented various techniques such as Face Detection, Face Alignment using OpenCV for processing the image, and CNN architecture for training Models. Later we performed Age group classification and Gender classification to predict age and gender while capturing photographs accurately.

The architecture of the work by Levi and Hassner, courtesy of [1].

Our CNN architecture is depicted in this diagram. There are three convolutional layers followed by a rectified linear operation and finally a pooling layer in the network. The first two layers also use a local response normalisation method for normalisation.
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The first Convolutional Layer of CNN has 96 filters with a resolution of 77%, the second Convolutional Layer has 256 filters with a resolution of 55%, and the third and final Convolutional Layer has 384 filters with a resolution of 33%.

Finally, two ultimately linked layers with 512 neurons each are added. Figure 3 shows a detailed schematic depiction..

This is the file we will use to execute the trained model. The .pb file contains the protobuf in binary format (1's and 0's) and the .pbtxt contains in text format. The network configuration for age and gender is provided in .prototxt files, whereas the .caffemodel file describes the internal states of the layers' parameters. Further, TensorFlow files are also included along with the .caffemodel file while loading the networks.

To get the image argument from the command prompt, we utilised the argparse package to construct an argument parser. And to categorise gender and age, we parsed the input which holds the path to the image.

Next a protocol buffer is created and modeled for the face, age, and gender. The model's mean values are created and the list of age groups and genders are used to categorise. To load the networks, the readNet() function is used. The first parameter is used to store training weights, while the second is used to save network configuration.

Furthermore, we have collected the video stream through the feed from a webcam where padding is set to 20. We then read the stream and store the material in the hasFrame and frame names till any key is hit. If it is not a video, we will have to wait. For this, we will use cv2's waitKey() and then break.

Using the faceNet and frame arguments, we executed the detectFace() method, and the produced result was saved under the identifiers frameOpenCVDNN and faceBoxes. And if we obtained 0 faceBoxes, that implies we did not find any faces. The net is faceNet, and the model is the DNN Face Detector, which takes up approximately 2.7MB of disc space.

For detecting the face using DNN, the following steps are taken:

1. A shallow copy of the frame is then created to get its height and width.
2. From the shallow copy, a blob is made.
3. After setting the input a forward pass to the network is made.
4. faceBoxes is currently an empty list. Hence we defined the confidence level for each number from 0 to 127. (between 0 and 1). We acquire the x1, y1, x2, y2 coordinates and append a list of them to faceBoxes whenever the confidence is greater than the confidence threshold, which is 0.7.
5. Then, for each such list of coordinates, rectangles were drawn on the picture and returned the following: the shallow copy and the list of faceBoxes. If there are faceBoxes, however, we must generate a four-dimensional blob from the image to characterise each one's face.

While doing so, we scale, resize, and send in the mean values. We then feed the input into the network and give it a forward pass to determine the two classes' confidence.

The gender of the individual in the photograph is determined by the higher of the two numbers. After that, the process is repeated again to determine ages. Gender and age texts will then be added to the final image and use imshow to display it.
IV. RESULTS

As mentioned before, upon a live real-time video capturing, a rectangle green colored facial bounding box is displayed around the face of the user. The two parameters that are displayed are gender and age. For gender, male and female categorizations are done. And in the second parameter, a range of values for age. This application does not predict the birth year as it only classifies the age range, that is, (0–7 years), (8–12), (61–…), etc.

V. CONCLUSION

The findings of this project on gender categorization and age estimation contributions may be applied to real-time application problems. Although previous techniques addressed the issues of age and gender classification, much of this research was limited to constrained photographs acquired in lab conditions until recently. Such settings don't adequately reflect the appearance differences prevalent in real-world photographs on social media platforms and web archives. On the other hand, images on the internet are not only more difficult to find but also more numerous. We study how well Deep-CNN performs on these tasks utilising Internet data, and a facial recognition example from a related field. Due to the lack of labelled data, we describe our findings using a lean Deep-Learning architecture that prevents overfitting. In comparison to particular current network topologies, our network is "shallow", minimising the number of parameters and the risk of overfitting.
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We purposefully include cropped copies of the images in our training set to increase the amount of the training data. Two key conclusions emerge from our research. First, CNN may be utilised to enhance age and gender classification results even with today's substantially reduced amount of unconstrained picture sets labelled for age and gender. Second, while the approach presented here is straightforward, more complicated systems with more training data may be able to achieve more significant outcomes.

FUTURE ENHANCEMENTS

We will look into a more complex CNN architecture and a more reliable image processing approach for estimating exact ages for future work. We can use this project for electronic customers, crowd behavior analysis.
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