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Abstract. Motivated by various applications and examples, the standard notion of potential for dynamical systems has been generalized to almost additive and asymptotically additive potential sequences, and the corresponding thermodynamic formalism, dimension theory and large deviations theory have been extensively studied in the recent years. In this paper, we show that every such potential sequence is actually equivalent to a standard (additive) potential in the sense that there exists a continuous potential with the same topological pressure, equilibrium states, variational principle, weak Gibbs measures, level sets (and irregular set) for the Lyapunov exponent and large deviations properties. In this sense, our result shows that almost and asymptotically additive potential sequences do not extend the scope of the theory compared to standard potentials, and that many results in the literature about such sequences can be recovered as immediate consequences of their counterpart in the additive case. A corollary of our main result is that all quasi-Bernoulli measures are weak Gibbs.
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1 Introduction

Let \((X, d)\) be a compact metric space and let \(C(X)\) be the space of real-valued continuous functions on \(X\) endowed with the sup-norm \(\| \cdot \|_\infty\) (the compactness assumption will be lifted in Section 4.3). Let \(T : X \to X\) be a continuous map. We denote by \(\mathcal{P}(X)\) the space of Borel probability measures on \(X\), and by \(\mathcal{P}_T(X)\) the set of \(T\)-invariant elements of \(\mathcal{P}(X)\).

In the standard (additive) thermodynamic formalism (see for example [53, 35, 47]), the potential is a function \(f \in C(X)\) and the central role is played by the sequence of functions \((S_n f)_{n \geq 1}\), where

\[
S_n f = \sum_{k=0}^{n-1} f \circ T^k. 
\]

(1.1)

The sequence \((S_n f)_{n \geq 1}\) is called additive, which refers to the property that \(S_{n+m} f = S_n f + (S_m f) \circ T^n\), \(n, m \geq 1\). The non-additive thermodynamic formalism, which was first introduced in [25], consists in replacing the sequence \((S_n f)_{n \geq 1}\) with a more general sequence \((f_n)_{n \geq 1} \subset C(X)\) subject to some conditions. Several classes of sequences \((f_n)_{n \geq 1}\) have been studied in the literature, and in particular a lot of attention has been devoted to almost additive and asymptotically additive sequences of potentials:

Definition 1.1. A sequence \((f_n)_{n \geq 1} \subset C(X)\) is said to be

(i) almost additive if there exists \(C \geq 0\) such that

\[
\| f_{n+m} - f_n - f_m \circ T^n \|_\infty \leq C, \quad n, m \geq 1; 
\]

(1.2)

(ii) asymptotically additive if

\[
\inf_{f \in C(X)} \limsup_{n \to \infty} \frac{1}{n} \| f_n - S_n f \|_\infty = 0. 
\]

(1.3)
Almost additive sequences were first introduced in [8, 40] and asymptotically additive sequences in [27] (see in particular Proposition A.5 (iv) therein for a formulation of the definition as above). It is easy to realize that additive sequences satisfy (1.2) and (1.3). Moreover, it is well known that every almost additive sequence is asymptotically additive, since (1.2) implies that \( \lim_{k \to \infty} \limsup_{n \to \infty} \frac{1}{n} ||f_n - S_n(\frac{1}{n})||_{\infty} = 0 \), see for example [27, Proposition A.5 (ii)] or [62, Proposition 2.1]. More references about almost and asymptotically additive sequences will be given below.

The main result of this paper is that the infimum in (1.3) is actually reached, which answers the open question in [21, Remark 6.6], and shows that almost and asymptotically additive sequences are much closer to being additive than previously thought.

**Theorem 1.2.** Let \( (f_n)_{n \geq 1} \) be an asymptotically additive (or almost additive) sequence of potentials. Then, there exists \( f \in C(X) \) such that

\[
\lim_{n \to \infty} \frac{1}{n} ||f_n - S_n f||_{\infty} = 0. \tag{1.4}
\]

The proof of Theorem 1.2 is elementary and will be provided in Section 2. As discussed in Remark 2.3 below, the function \( f \) in (1.4) is unique up to some (standard) equivalence relation. We also note that any sequence \( (f_n)_{n \geq 1} \subset C(X) \) satisfying (1.4) for some \( f \in C(X) \) is obviously asymptotically additive. Thus, \( (f_n)_{n \geq 1} \) is asymptotically additive if and only if it satisfies (1.4) for some \( f \in C(X) \).

The relation (1.4) means that the sequence \( (f_n)_{n \geq 1} \) is additive up to sublinear corrections. More precisely, if \( (f_n)_{n \geq 1} \subset C(X) \) is almost or asymptotically additive, then there exists \( f \in C(X) \) such that

\[
f_n = S_n f + u_n, \quad n \geq 1, \tag{1.5}
\]

where \( u_n \in C(X) \) satisfies \( \lim_{n \to \infty} n^{-1} ||u_n||_{\infty} = 0 \). As discussed in detail in Section 3, this implies that the sequence \( (f_n)_{n \geq 1} \) has the same topological pressure, equilibrium states, variational principle, weak Gibbs measures, level sets (and irregular set) for the Lyapunov exponent and large deviations properties as the potential \( f \). This makes much of the theory of almost additive and asymptotically additive sequences redundant in the sense that it becomes an immediate consequence of the standard theory in the additive case and that it does not extend its scope (at least as far as the properties mentioned above are concerned).

However, we stress that the almost additive and asymptotically additive conditions remain very relevant for applications: by Theorem 1.2, they can be seen as sufficient conditions for the additive theory to apply. Moreover, in many cases, the sequence \( (f_n)_{n \geq 1} \) is given, but the additive potential \( f \) is not known explicitly (Theorem 1.2 only proves its existence as a limit in a quotient space). Thus, working with \( (f_n)_{n \geq 1} \) instead of \( (S_n f)_{n \geq 1} \) may still be required for some explicit computations, viewing \( (f_n)_{n \geq 1} \) as an explicitly known approximation of \( (S_n f)_{n \geq 1} \).

In 1D statistical mechanics, when \( f_n \) is (minus a constant times) the Hamiltonian of a finite-volume system of size \( n \) with absolutely summable interactions (see for example [47, Section 3.2]), it is well known that (1.4) holds when \( f \) is the energy per site, and the sublinear corrections \( u_n \) in (1.5) are viewed as boundary terms. In a sense, the construction in the present paper yields an \( f \) which plays a similar role for general dynamical systems, provided \( (f_n)_{n \geq 1} \) is almost or asymptotically additive.

The paper is organized as follows. We prove a slightly more general version of Theorem 1.2 in Section 2. Section 3 is then mostly intended for the reader less familiar with the non-additive thermodynamic formalism. There, we give the basic definitions of the non-additive thermodynamic formalism and show how they are reduced to the usual additive definitions as a consequence of Theorem 1.2. We also give detailed references about almost and asymptotically additive sequences. In Section 4, we discuss some less obvious consequences and extensions of Theorem 1.2: In Section 4.1, we prove that all weakly coupled and quasi-Bernoulli measures are weak Gibbs, which leads to a natural open question about almost additive potential sequences and Gibbs measures (see Section 4.2). In Section 4.3, we generalize the main result to non-compact spaces and discontinuous potentials, and we discuss some consequences of the moderate variation condition in Section 4.4.
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2 Proof of the main result

We prove here a slight generalization of Theorem 1.2. Throughout this section, we assume that \((V, \| \cdot \|)\) is a normed vector space and that \(W \subset V\) is a subspace such that \((W, \| \cdot \|)\) is a Banach space. We let \(K : W \to W\) be a contraction (i.e., \(\|Kf\| \leq \|f\|\) for all \(f \in W\)), and for \(f \in W, n \geq 1\), we write \(S_nf = \sum_{k=1}^{n-1} K^k f\).

**Theorem 2.1.** Let \((f_n)_{n \geq 1} \subset V\) be a sequence such that

\[
\inf_{f \in W} \limsup_{n \to \infty} \frac{1}{n} \|f_n - S_nf\| = 0. 
\]

Then, there exists \(f \in W\) such that

\[
\lim_{n \to \infty} \frac{1}{n} \|f_n - S_nf\| = 0. 
\]

Theorem 1.2 corresponds to the special case \(f\) with \(K = f \circ T\). The general formulation given in Theorem 2.1 allows, for example, to consider also functions \(f_n\) that are possibly discontinuous, by choosing \(W = B(X)\), where \(B(X)\) is the space of bounded functions, and \(W = C(X)\), with still \(\| \cdot \| = \| \cdot \|_\infty\) and \(Kf = f \circ T\). Furthermore, Theorem 2.1 will turn out to be a convenient formulation when we deal with non-compact spaces \(X\) in Section 4.3.

The main ingredient of the proof is the following standard construction (see Remark 2.4 for comments). Let \(L = \text{cl}\{h - Kh : h \in W\} \subset W\), where the closure is taken in the Banach space \((W, \| \cdot \|)\). Consider then the equivalence relation ~ on \(W\) defined by \(f \sim g\) whenever \(f - g \in L\). Let then \(\tilde{f} = \{g \in W : f \sim g\}\) be the equivalence class of \(f \in W\). Since \(L\) is closed in \((W, \| \cdot \|)\), the quotient space \(W/\sim\) is a Banach space (see for example [24, Proposition 1.35]) with respect to the norm \(\| \cdot \|_*\) defined by

\[
\|\tilde{f}\|_* = \inf_{g \in f} \|g\|, \quad \tilde{f} \in W/\sim. 
\]

In order to prove Theorem 2.1, we need the following lemma (see for example [50, Proposition 2.35]):

**Lemma 2.2.** Let \(f \in W\). Then,

\[
\lim_{n \to \infty} \frac{1}{n} \|S_nf\| = \|\tilde{f}\|_. 
\]

**Proof.** We start by observing that for each \(n \geq 1\),

\[
\frac{1}{n} S_nf \sim f. 
\]

Indeed, one can check that \(f - \frac{1}{n} S_nf = h_n - K h_n\) with \(h_n = \frac{1}{n} \sum_{i=1}^{n-1} S_i f\), so that (2.5) holds.

By (2.5) and the definition of \(\| \cdot \|_*\), we have \(\frac{1}{n} \|S_nf\| \geq \|\tilde{f}\|_*\) and thus \(\inf_{n \to \infty} \frac{1}{n} \|S_nf\| \geq \|\tilde{f}\|_*\). To prove a bound in the opposite direction, we observe that for every \(\varepsilon > 0\), there exists \(h_\varepsilon \in W\) such that \(\|f + h_\varepsilon - Kh_\varepsilon\| \leq \|\tilde{f}\|_* + \varepsilon\). It follows that

\[
\|S_nf\| \leq \|S_n(f + h_\varepsilon - Kh_\varepsilon)\| + \|S_n(h_\varepsilon - Kh_\varepsilon)\| \\
\leq n\|f + h_\varepsilon - Kh_\varepsilon\| + \|h_\varepsilon - Kh_\varepsilon\| \leq n(\|\tilde{f}\|_* + \varepsilon) + 2\|h_\varepsilon\|. 
\]

Dividing by \(n\), taking the limit as \(n \to \infty\) and finally using that \(\varepsilon\) is arbitrary yields the inequality \(\lim \sup_{n \to \infty} \frac{1}{n} \|S_nf\| \leq \|\tilde{f}\|_*\), which completes the proof.

**Proof of Theorem 2.1.** Let \((f_n)_{n \geq 1} \subset V\) satisfy (2.1). Then, for each \(k \geq 1\), there exists \(f^{(k)} \in W\) such that

\[
\lim \sup_{n \to \infty} \frac{1}{n} \|f_n - S_nf^{(k)}\| \leq \frac{1}{k}. 
\]

By (2.4) and (2.6), we obtain that for all \(k, \ell \geq 1\),

\[
\|\tilde{f}(k) - \tilde{f}(\ell)\|_* = \lim_{n \to \infty} \frac{1}{n} \|S_n f^{(k)} - S_n f^{(\ell)}\| \leq \frac{1}{k} + \frac{1}{\ell}. 
\]

Additive, almost additive and asymptotically additive potential sequences are equivalent.
It follows that the sequence \((\tilde{f}(k))_{k \geq 1}\) is Cauchy in \((W, \norm{\cdot}_*)\), and hence there exists \(f \in W\) such that \(\lim_{k \to \infty} \norm{\tilde{f}(k) - f} = 0\). We find, using again (2.4) and (2.6), that for any \(k \geq 1\),
\[
\lim_{n \to \infty} \frac{1}{n} \|f_n - S_n f\| \leq \lim_{n \to \infty} \frac{1}{n} (\|f_n - S_n f^{(k)}\| + \|S_n f^{(k)} - S_n f\|) \leq \frac{1}{k} + \|\tilde{f}(k) - \tilde{f}\|_*.
\]
Taking the limit as \(k \to \infty\) establishes (2.2).

**Remark 2.3.** The vector \(f \in W\) in (2.2) is not unique. The Cauchy sequence argument above yields an equivalence class \(\tilde{f}\), and indeed the set of all vectors \(f \in W\) satisfying (2.2) forms an equivalence class under \(\sim\), since by Lemma 2.2,
\[
f \sim g \iff \lim_{n \to \infty} \frac{1}{n} \|S_n f - S_n g\| = 0. \tag{2.8}
\]
Moreover, it is obvious from the proof that given any sequence \((f^{(k)})_{k \geq 1} \subset W\) such that
\[
\lim_{k \to \infty} \lim_{n \to \infty} \frac{1}{n} \|f_n - S_n f^{(k)}\| = 0,
\]
we have \(\lim_{k \to \infty} f^{(k)} = \tilde{f}\) in \((W, \norm{\cdot}_*)\), and by the discussion above, the limit \(\tilde{f}\) does not depend on the choice of \((f^{(k)})_{k \geq 1}\).

**Remark 2.4.** In the setup of Theorem 1.2, i.e., when \(V = W = C(X), \norm{\cdot} = \norm{\cdot}_\infty\) and \(K f = f \circ T\), the following comments can be made:

1. The sequence \((n^{-1/2} \tilde{f}_n)_{n \geq 1}\) converges to \(\tilde{f}\) in \((C(X), \norm{\cdot}_\infty)\). Indeed, by (2.5), we have
\[
\frac{1}{n} \|\tilde{f}_n - \tilde{f}\|_* \leq \frac{1}{n} \|f_n - S_n f\|_\infty,
\]
and the right-hand side converges to zero as \(n \to \infty\) by (1.4).

2. For all \(f \in C(X)\), we have also \(\norm{\tilde{f}}_* = \sup_{\mu \in \mathcal{F}_T(X)} \int f \, d\mu\), see for example [34, Proposition 2.1].

3. We have \(\mathcal{L} = \text{cl}\{h - h \circ T : h \in C(X)\}\), where the closure is taken in \((C(X), \norm{\cdot}_\infty)\). The elements of \(\mathcal{L}\) are sometimes called *weak co boundaries* [15], and there are other equivalent definitions of \(\mathcal{L}\), see for example [36, Proposition 2.13]. If \(f \sim g\), then \(f\) and \(g\) are sometimes called *physically equivalent* in statistical mechanics [47, Section 4.6] or *weakly cohomologous* [15].

4. With (2.8) in mind, it is natural to generalize physical equivalence to non-additive sequences. We view two sequences \((f_n)_{n \geq 1}, (g_n)_{n \geq 1} \subset C(X)\) as physically equivalent if \(\lim_{n \to \infty} \frac{1}{n} \|f_n - g_n\|_\infty = 0\) (see for example [27, Remark A.6 (ii)] and [14, Section 3.2] for similar considerations). This is indeed a generalization, since by (2.8), for every \(f, g \in C(X)\), the two additive sequences \((S_n f)_{n \geq 1}\) and \((S_n g)_{n \geq 1}\) are equivalent iff \(f \sim g\). In this language, (1.4) says that the sequence \((f_n)_{n \geq 1}\) is physically equivalent to the additive sequence \((S_n f)_{n \geq 1}\), and the precise implications of this are discussed in Section 3 below.

### 3 Non-additive potential sequences

This section is intended for the reader less familiar with the non-additive thermodynamic formalism. We briefly review some basic concepts and results and explain the immediate consequences of Theorem 1.2 on the theory of almost additive and asymptotically additive sequences.

The first generalization of the thermodynamic formalism to non-additive sequences of functions was provided by Falconer in [25], where the main motivation was the dimensional analysis of non-conformal repellers. Non-additive sequences of potentials typically arise from products of matrices of the kind
\[
f_n(x) = h(M(x) \cdot M(Tx) \cdot M(T^2x) \cdots M(T^{n-1}(x))], \tag{3.1}
\]
where \(M\) is a continuous matrix-valued function on \(X\) (in many cases, \(M\) is the Jacobian matrix of \(T\) or its inverse) and \(h\) is a real-valued function, typically \(h(A) = \log \|A\|\) for some matrix norm \(\|\cdot\|\). Except in very specific cases (for example if \(M\) is the Jacobian of a conformal map \(T\)), the sequence \((f_n)_{n \geq 1}\) is not additive. However, depending on the properties of the matrices \(M(x)\), the sequence can be almost additive or asymptotically additive. We refer the reader to the numerous works cited below for many applications of non-additive sequences, and as of now we focus only on the “abstract” formalism of such sequences.
3.1 Non-additive thermodynamic formalism

We introduce the distance \( d_n(x,y) = \max_{k \in \{0,1,...,n-1\}} d(T^kx,T^ky) \), \( n \geq 1 \). In this section, \( \mathcal{F} = (f_n)_{n \geq 1} \subset C(X) \) is any sequence of real-valued, continuous functions. We now define the basic notions of the non-additive thermodynamic formalism, which are standard and direct generalizations of the corresponding concepts in the additive case.

**Definition 3.1.** The topological pressure of the sequence \( \mathcal{F} \) is defined as

\[
P_T(\mathcal{F}) = \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log \left( \sup_{E} \sum_{x \in E} e^{f_n(x)} \right),
\]

where the supremum is taken over all \((n,\varepsilon)\)-separated sets, i.e., all sets \( E \subset X \) such that for any \( x,y \in E, x \neq y \), we have \( d_n(x,y) \geq \varepsilon \) (see for example [18]).

As in the additive case (see [53, Chapter 9], [35, Section 20.2]), there are other possible definitions which, for the sequences that will be considered in the present paper, are equivalent to (3.2). In the special case of shift spaces, one can, again as in the additive case, omit the parameter \( \varepsilon \) and define \( P_T(\mathcal{F}) \) as

\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{E} \sup_{x \in E} e^{f_n(x)},
\]

where the sum is over all cylinder sets \( C \) of rank \( n \).

**Definition 3.2.** Given \( \mu \in \mathcal{P}_T(X) \), we define the average Lyapunov exponent of \( \mathcal{F} \) by

\[
\mathcal{F}_*(\mu) = \lim_{n \to \infty} \frac{1}{n} \int f_n d\mu.
\]

The limit in (3.3) exists and is finite for the sequences \( \mathcal{F} \) of interest in the present paper. We note that in the additive case, i.e., if \( f_n = S_n f \) for some \( f \in C(X) \), we simply obtain \( \mathcal{F}_*(\mu) = \int f d\mu \).

**Definition 3.3.** The sequence \( \mathcal{F} \) satisfies the variational principle if\(^1\)

\[
P_T(\mathcal{F}) = \sup_{\mu \in \mathcal{P}_T(X)} (\mathcal{F}_*(\mu) + h_T(\mu)),
\]

where \( h_T(\mu) \) is the Kolmogorov-Sinai entropy of \( \mu \). Any measure \( \mu \in \mathcal{P}_T(X) \) at which the supremum in (3.4) is reached is called an equilibrium state (or equilibrium measure) for \( \mathcal{F} \).

The first variational principle for non-additive sequences was proved by Falconer in [25]. There, the sequence \( \mathcal{F} \) is sub-additive, i.e., \( f_{n+m} \leq f_n + f_m \circ T^m \) for all \( n,m \geq 1 \). Results about sub-additive sequences are easily adapted to almost additive sequences, since for any almost additive sequence \( \mathcal{F} \), the sequence \( (f_n + C)_{n \geq 1} \) is sub-additive (with \( C \) as in (1.2)).\(^2\)

Another version of the variational principle was proved by Barreira [7, Theorem 1.7] for sequences \( \mathcal{F} \) satisfying the following condition: there exists \( f \in C(X) \) such that \( \lim_{n \to \infty} \|f_{n+1} - f_n \circ T - f\|_\infty = 0 \). Such sequences are asymptotically additive (see for example [27, Proposition A.5 (iii)]), and, under the stronger condition \( \sum_{n \geq 1} \|f_{n+1} - f_n \circ T - f\|_\infty < \infty \), they are almost additive.

The almost additive thermodynamic formalism was introduced by Barreira [8] and Mummert [40, 41]. These works define almost additive sequences and prove, among other results, the variational principle under some additional assumptions that were later removed in [18]. See also [28, 26] for earlier special cases of almost additive sequences of the form (3.1).

The first discussion of the asymptotically additive thermodynamic formalism appears in the work [27] by Feng and Huang, which includes a proof of the variational principle. The definition of asymptotically additive sequences therein is slightly different, but equivalent to (1.3). See [27, Proposition A.5] for some relations between the different definitions, and for a proof that almost additive sequences are asymptotically additive.

\(^1\)If \( \mathcal{F}_*(\mu) \) can take the value \(-\infty\), which is not the case with almost and asymptotically additive sequences, a more detailed statement is required in order to remove some ambiguity, see for example [18, Theorem 1.1].

\(^2\)Our main result does not apply to general sub-additive sequences and we refer the reader to [18] and [10, Chapters II.4 and III.7] for a detailed exposition of the sub-additive thermodynamic formalism and its applications. The same comment applies to asymptotically sub-additive sequences, see for example [27, 55].
Assume now that the sequence $F$ is almost or asymptotically additive, and write $f_n$ as in (1.5). The contribution of $u_n$ vanishes from (3.2) and (3.3) in the limit $n \to \infty$, so that actually

$$P_T(F) = P_T(f), \quad \mathcal{F}_*(\mu) = \int f d\mu,$$

where $P_T(f) = P_T((S_n f)_{n \geq 1})$ is the standard topological pressure of $f$. As a consequence, the variational principle (3.4) boils down to the standard, well-known additive variational principle [53, 35, 47]:

$$P_T(f) = \sup_{\mu \in \mathcal{P}(X)} \left( \int f d\mu + h_T(\mu) \right),$$

and the equilibrium states of $\mathcal{F}$ are the same as the equilibrium states of $f$ in the usual sense.

### 3.2 Gibbs and weak Gibbs measures

Many results about almost additive and asymptotically additive sequences involve Gibbs and weak Gibbs measures, which we now define.

**Definition 3.4.** We say that a (not necessarily invariant) probability measure $\mu \in \mathcal{P}(X)$ is a Gibbs measure for $F$ if for all $\varepsilon > 0$ small enough, there exists $K_\varepsilon \geq 1$ such that

$$K_\varepsilon^{-1} \leq \frac{\mu\{y \in X : d_n(x,y) < \varepsilon\}}{e^{f_n(x) - n P_T(F)}} \leq K_\varepsilon, \quad x \in X, n \geq 1.$$

We say that $\mu \in \mathcal{P}(X)$ is a weak Gibbs measure for $F$ if there exists a family $(K_{n,\varepsilon})_{n \geq 1, \varepsilon > 0} \subset [1, \infty)$ such that $\lim_{\varepsilon \to 0} \limsup_{n \to \infty} n^{-1} \log K_{n,\varepsilon} = 0$ and

$$K_{n,\varepsilon}^{-1} \leq \frac{\mu\{y \in X : d_n(x,y) < \varepsilon\}}{e^{f_n(x) - n P_T(F)}} \leq K_{n,\varepsilon}, \quad x \in X, n \geq 1, \varepsilon > 0. \quad (3.5)$$

In the additive case, i.e., when $f_n = S_n f$ for some $f \in C(X)$, we simply say that $\mu$ is (weak) Gibbs with respect to $f$ (the notion of weak Gibbs measure with respect to a function $f$ was first introduced in [59]).

There are small variations in the definitions of (weak) Gibbs measures in the literature (see for example [51, Definition 2.3]). The discussion in the present paper remains unchanged for other variants of the above definition. In the special case of shift spaces (and, by extension, for systems which have a Markov partition), the common definition is that $\mu$ is a Gibbs measure for $F$ if there exists $K \geq 1$ such that

$$K^{-1} \leq \frac{\mu(C_n(x))}{e^{f_n(x) - n P_T(F)}} \leq K, \quad x \in X, n \geq 1, \quad (3.6)$$

where $C_n(x)$ is the cylinder set of rank $n$ containing $x$, and we say that $\mu$ is a weak Gibbs measure if (3.6) holds with $K$ replaced by $K_n$, where $\lim_{n \to \infty} n^{-1} \log K_n = 0$. See for example [33].

When $F$ is almost additive and satisfies the bounded variation condition (see Definition 4.4 below), the existence of a unique invariant Gibbs measure, which is also the unique equilibrium measure for $F$, is established in [8, 40, 41], see also [10, Chapter IV.10].

It is well known (see for example [21, Lemma 4.4]) that any invariant weak Gibbs measure for an asymptotically additive sequence $F$ is also an equilibrium measure. The converse is also true in statistical mechanics under some quite general conditions [46].

Now, if $F$ is asymptotically additive, we have again by Theorem 1.2 the decomposition (1.5). The sublinear corrections $u_n$ can be absorbed into the constants $K_{n,\varepsilon}$ in (3.5), so that $F$ and $(S_n f)_{n \geq 1}$ share the same weak Gibbs measures (this is true with all variants of the definition). It follows that the set of all measures $\mu \in \mathcal{P}(X)$ which are weak Gibbs with respect to asymptotically additive sequences of potentials is no larger than the set of weak Gibbs measures in the usual (additive) sense.

The same is, however, not true of Gibbs measures. In fact, all that can be said a priori is that any measure that is Gibbs with respect to $F$ is weak Gibbs with respect to $f$. One can argue that this is enough for many applications, and that when working with asymptotically additive sequences of potentials, the notions of weak Gibbs and Gibbs measures are no different; in fact, on Markov shifts, any measure that is weak Gibbs with respect to an asymptotically additive sequence is also Gibbs for another, well-chosen, asymptotically additive sequence, see [33]. However, in the special case where $F$ is almost additive, the Gibbs property is genuinely stronger than the weak Gibbs property. This observation leads to an important open question which will be discussed in Section 4.2.
3.3 Dimension theory and multifractal analysis

The dimensional analysis of the level sets of non-additive sequences is one of the main motivations for the development of the non-additive thermodynamic formalism. We limit ourselves to a very brief discussion here, and we refer the reader to the books [43, 10] for a detailed exposition of the dimension theory of dynamical systems and its many applications.

**Definition 3.5.** We define the level sets of $F$ (sometimes called the level sets of the Lyapunov exponent) by

$$E(\alpha) = \left\{ x \in X : \lim_{n \to \infty} \frac{1}{n} f_n(x) = \alpha \right\}, \quad \alpha \in \mathbb{R},$$

and we define the irregular set of $F$ as the set where the above limit does not exist.

The topological entropy as well as various notions of dimension of $E(\alpha)$ and the irregular set have been abundantly studied. For example, let $E(\alpha)$ be the topological entropy of the restriction of $T$ to $E(\alpha)$. Then, if $F$ is almost additive, Theorem 1 in [12] (see also [10, Theorem 12.1.1]) asserts that, under some conditions on the dynamical system, on $F$ and on $\alpha$, we have

$$E(\alpha) = \sup\{h_T(\mu) : \mu \in \mathcal{P}(X), F_*(\mu) = \alpha \} = \min\{P_T(qF) - q\alpha : q \in \mathbb{R}\},$$

where $qF = (qf_n)_{n \geq 1}$.

In fact, most of the attention has been devoted to the generalization

$$E(\alpha) = \left\{ x \in X : \lim_{n \to \infty} \frac{1}{n} f_{1,n}(x) \frac{f_{2,n}(x)}{g_{1,n}(x)} \frac{f_{3,n}(x)}{g_{2,n}(x)} \cdots \frac{f_{r,n}(x)}{g_{r,n}(x)} = \alpha \right\}, \quad \alpha \in \mathbb{R}^r,$$

where $r \geq 1$, and, for $1 \leq i \leq r$, $F_i = (f_{i,n})_{n \geq 1}$ and $G_i = (g_{i,n})_{n \geq 1}$ are sequences of continuous functions.

For almost additive sequences, in the case $r = 2$ and $g_{i,n} = n$, $i = 1, 2$, $n \geq 1$, a variational principle for the topological entropy of the level sets (3.9) was established in [13] for repellers under specific assumptions. In a more general case, the $u$-dimension (which generalizes the topological entropy) of the level sets (3.9) and of the irregular set was studied in [12]. Further results about the level sets (3.7) and (3.9) were obtained in [5] when the constant $\alpha$ is replaced by a continuous function $\alpha : X \to \mathbb{R}$, see also [6]. A review was provided in [9], see also [10].

For related results and generalizations in the case of asymptotically additive sequences, we refer the reader to [62, 11, 17, 10].

Now, Theorem 1.2 again reduces the analysis to the additive case. Writing $f_n$ as (1.5), we indeed see that the sublinear corrections $u_n$ do not play any role in the definition (3.7) of $E(\alpha)$, so that $E(\alpha)$ is in fact the level set of the Birkhoff average $\lim_{n \to \infty} \frac{1}{n} S_n f$. In the same way, $u_n$ vanishes from all the quantities in (3.8), so that the relations (3.8) boil down to the corresponding ones in the additive case. This also applies to the irregular set, and the same considerations extend to the generalization (3.9), by applying Theorem 1.2 to each of the sequences $F_i$ and $G_i$.

**Remark 3.6.** Another comment about the limit $\lim_{n \to \infty} \frac{1}{n} f_n$ for asymptotically additive sequences can be made: since $\lim_{n \to \infty} \frac{1}{n} f_n = \lim_{n \to \infty} \frac{1}{n} S_n f$ (when the limit exists), the conclusions of Birkhoff’s ergodic theorem applied to $f$ immediately extend to the sequence $F$. This simplifies the proof of the version of Birkhoff’s ergodic theorem for almost additive and asymptotically additive sequences given for example in [8, 40, 27].

3.4 Large deviations

The asymptotic behavior of the sequence $(n^{-1} f_n)_{n \geq 1}$ can also be studied using the theory of large deviations. Here, we assume that a sequence of probability measures $(\mu_n)_{n \geq 1} \subset \mathcal{P}(X)$ is given, and we view $f_n$ as a random variable on $X$ with respect to $\mu_n$, $n \geq 1$.

**Definition 3.7.** The Large Deviation Principle (LDP) holds if there exists a lower semicontinuous function $I : \mathbb{R} \to [0, +\infty]$, called rate function, such that for any open set $O \subset \mathbb{R}$ and any closed set $F \subset \mathbb{R}$, we have

$$\liminf_{n \to \infty} \frac{1}{n} \log \mu_n \left\{ x \in X : \frac{1}{n} f_n(x) \in O \right\} \geq - \inf_{x \in O} I(x),$$

$$\limsup_{n \to \infty} \frac{1}{n} \log \mu_n \left\{ x \in X : \frac{1}{n} f_n(x) \in F \right\} \leq - \inf_{x \in F} I(x).$$
One may also consider the large deviations of the vector in (3.9), viewed as an \( \mathbb{R}^r \)-valued random variable. The LDP for almost additive and asymptotically additive sequences under some conditions was proved in [14, 51, 52], see also [6]. The following result was proved in [21]: under some mild conditions on the dynamical system, if \( \mathcal{F} \) is asymptotically additive, and if \( \mu_n = \mu \) for all \( n \), where \( \mu \) is a weak Gibbs measure with respect to an asymptotically additive sequence \( \mathcal{G} = (g_n)_{n \geq 1} \), then the LDP holds with a rate function \( I \) given by
\[
I(x) = \sup_{\alpha \in \mathbb{R}} (\alpha x - P_T(\mathcal{G} + \alpha \mathcal{F}) + P_T(\mathcal{G})), \quad x \in \mathbb{R},
\]
where the asymptotically additive sequence \( \mathcal{G} + \alpha \mathcal{F} \) is defined in the obvious way.

Theorem 1.2 implies that \((n^{-1} f_n)_{n \geq 1}\) and \((n^{-1} S_n)_{n \geq 1}\), seen as sequences of random variables with respect to the measures \( \mu_n \), are exponentially equivalent (see [23, Section 4.2.2]), and as such they obey the exact same LDP (if any). Applying also Theorem 1.2 to the sequences \( \mathcal{G} \) and \( \mathcal{G} + \alpha \mathcal{F} \), we obtain that the right-hand side of (3.10) can be written in terms of the corresponding additive potentials, so that the above LDP is no more general than previously known results in the additive case (see for example [20, 45]).

**Remark 3.8.** The short review about almost additive and asymptotically additive sequences above is far from complete. Numerous other works have studied or used almost additive sequences (see for example [1, 57, 3, 56, 39, 58, 2, 61]) and asymptotically additive sequences (see for example [19, 55, 60, 42, 54, 49, 48]). We also mention that recent works (for example [31, 32, 38, 30, 29]) considered such potential sequences on non-compact spaces, and an extension of our main result to such spaces will be proved in Section 4.3.

## 4 Further consequences, extensions and open questions

We investigate in this section some less obvious consequences and extensions of Theorem 1.2, and we discuss two open questions.

### 4.1 Quasi-Bernoulli and weakly coupled measures

In this section, we give a corollary of Theorem 1.2 that applies to weakly coupled measures\(^3\) on shift spaces, and in particular, to quasi-Bernoulli measures. We let \( X = \mathcal{A}^\mathbb{N} \) for some finite set \( \mathcal{A} \). We denote the points of \( X \) by \( x = (x_i)_{i \geq 1} \) and introduce the distance \( d \) given by \( d(x, y) = 0 \) if \( x = y \), and by \( d(x, y) = 2^{-n(x,y)} \) where \( n(x,y) = \min\{i \geq 1 : x_i \neq y_i\} \) if \( x \neq y \). We let \( T \) be the left-shift, i.e., \((T(x))_i = x_{i+1}, i \geq 1\).

Given a measure \( \mu \in \mathcal{P}(X) \), we write \( \mu_n(a_1, \ldots, a_n) = \mu(\{x \in X : x_i = a_i, 1 \leq i \leq n\}) \), \( a_1, \ldots, a_n \in \mathcal{A} \), \( n \geq 1 \). We now define two classes of measures.

**Definition 4.1.** A measure \( \mu \in \mathcal{P}(X) \) is weakly coupled if \( \mu_1(a) > 0 \) for all \( a \in \mathcal{A} \) and if there exists a sequence \((D_n)_{n \geq 1} \subset [1, \infty)\) satisfying \( \lim_{n \to \infty} \frac{1}{n} \log D_n = 0 \) such that
\[
D_n^{-1} \leq \frac{\mu_{n+m}(a_1, \ldots, a_{n+m})}{\mu_n(a_1, \ldots, a_n) \mu_{m}(a_{n+1}, \ldots, a_{n+m})} \leq D_n, \quad m, n \geq 1, a_1, \ldots, a_{n+m} \in \mathcal{A}. \tag{4.1}
\]

A measure \( \mu \in \mathcal{P}(X) \) is quasi-Bernoulli if the above holds with \( D_n = D \) for some \( D \geq 1 \) independent of \( n \).

Given a weakly coupled measure \( \mu \), the sequence \( \mathcal{F} = (f_n)_{n \geq 1} \) given by
\[
f_n(x) = \log \mu_n(x_1, \ldots, x_n), \quad n \geq 1, x \in X \tag{4.2}
\]
satisfies the bound
\[
\|f_{n+m} - f_n \circ T^n\|_\infty \leq \log D_n, \quad n, m \geq 1. \tag{4.3}
\]

In particular, if \( \mu \) is quasi-Bernoulli, then \( \mathcal{F} \) is almost additive with \( C = \log D \). It turns out that (4.3) with \( \lim_{n \to \infty} \frac{1}{n} \log D_n = 0 \) is enough to ensure that \( \mathcal{F} \) is asymptotically additive (a variation of the standard argument that applies to this case is provided in [21, Theorem 6.1 (3)]). We thus obtain the following immediate corollary of Theorem 1.2:

\[^3\text{Such measures were considered in [37, Definition 8.2], see also [44, 22].}\]
We discuss here some specific properties of almost additive sequences and the associated Gibbs measures.

As mentioned in Section 3.2, when the bounded variation condition may depend on the actual function within an equivalence class.

\[ f \sim \tilde{f} \]

In fact, weak Gibbs measures are a property of the equivalence class \( \tilde{f} \) (recall Remark 2.4): if \( f \sim f' \), then \( \mu \) is weak Gibbs with respect to \( f \) iff it is weak Gibbs with respect to \( f' \). On the contrary, Gibbs measures and the bounded variation condition may depend on the actual function within an equivalence class.

\[ \text{Corollary 4.2.} \quad \text{Let } \mu \text{ be a weakly coupled measure (or a quasi-Bernoulli measure). Then } \mu \text{ is weak Gibbs with respect to an additive potential, i.e., there exists } f \in C(X) \text{ and a sequence } (K_n)_{n \geq 1} \subset [1, \infty) \text{ such that } \lim_{n \to \infty} n^{-1} \log K_n = 0 \text{ and} \]

\[
K_n^{-1} \leq \frac{\mu_n(x_1, \ldots, x_n)}{e^{S_n(f)(x)}} \leq K_n, \quad n \geq 1, \ x \in X. \tag{4.4}
\]

\[ \text{Remark 4.3.} \quad \text{Note that the function } f \text{ in (4.4) has vanishing topological pressure, since the topological pressure of the sequence (4.2) is easily seen to be zero (see also [33]).} \]

Corollary 4.2 gives a partial answer to a question raised in [4, p. 1421] and also by Pablo Shmerkin:

\[ \text{Open question:} \quad \text{Is there, for every quasi-Bernoulli measure } \mu, \text{ a potential } f \in C(X) \text{ with respect to which } \mu \text{ is a Gibbs measure, i.e., such that (4.4) holds with } K_n \text{ replaced by a constant } K \geq 1 \text{ independent of } n? \]

We make the following comments about this question:

1. The converse is true: if \( \mu \) is Gibbs with respect to some \( f \in C(X) \), then \( \mu \) is quasi-Bernoulli.

2. Corollary 4.2 provides a partial answer by guaranteeing that \( \mu \) is at least weak Gibbs for some \( f \in C(X) \).

3. An example of quasi-Bernoulli measure that is not Gibbs with respect to any \( \text{Hölder-continuous potential} \) is given in [2, Example 2.10 (2)], but this measure may still be Gibbs with respect to a continuous potential.

4. If \( \mu \) is weakly coupled (instead of quasi-Bernoulli), then \( \mu \) is not, in general, Gibbs for some \( f \in C(X) \).

Indeed, if \( \mu \) is invariant, the Gibbs property implies that \( \mu \) is mixing [35, Proposition 20.3.6], whereas many invariant measures in statistical mechanics are weakly coupled without even being ergodic.

5. The question is a special case of the open problem stated in the next section.

4.2 An open question about almost additive sequences and Gibbs measures

We discuss here some specific properties of almost additive sequences and the associated Gibbs measures. The following definition (see for example equation (2.1) in [14]) is a direct generalization of the condition introduced by Bowen in the additive case [16].

\[ \text{Definition 4.4.} \quad \text{A sequence of functions } (f_n)_{n \geq 1} \subset C(X) \text{ satisfies the bounded variation condition if there exists } \varepsilon > 0 \text{ such that} \]

\[
\sup_{n \geq 1} \sup_{x,y \in X, \ \delta_n(x,y) < \varepsilon} |f_n(x) - f_n(y)| < \infty. \tag{4.5}
\]

In the case of shift spaces, using the notation of Section 4.1, this condition becomes

\[
\sup_{n \geq 1} \sup_{x,y \in X, \ x_i = y_i, 1 \leq i \leq n} |f_n(x) - f_n(y)| < \infty. \tag{4.6}
\]

As mentioned in Section 3.2, when \( \mathcal{F} = (f_n)_{n \geq 1} \) is almost additive and satisfies the bounded variation condition, the existence of a unique invariant Gibbs measure, which is also the unique equilibrium measure for \( \mathcal{F} \), is established for some dynamical systems in [8, 40, 41, 10]. (The same is not true with asymptotically additive sequences with bounded variations, see Remark 4.5.)

With \( \mathcal{F} \) as above, there exists by Theorem 1.2 a function \( f \in C(X) \) such that (1.4) holds. However, even though the bounded variation condition is satisfied by \( \mathcal{F} \), it is not, in general, satisfied by the sequence \( (S_n f)_{n \geq 1} \). Thus, the uniqueness argument in [8, 40, 41, 10] cannot be replaced by the corresponding standard argument for the additive potential \( f \) (see for example [16] or [35, Theorem 20.3.7]), since this argument requires \( (S_n f)_{n \geq 1} \) to have bounded variations. In the same way, the unique equilibrium measure for \( \mathcal{F} \) is Gibbs with respect to \( \mathcal{F} \), but it is in general only weak Gibbs with respect to \( f \), as discussed previously.

In fact, weak Gibbs measures are a property of the equivalence class \( \tilde{f} \) (recall Remark 2.4): if \( f \sim f' \), then \( \mu \) is weak Gibbs with respect to \( f \) iff it is weak Gibbs with respect to \( f' \). On the contrary, Gibbs measures and the bounded variation condition may depend on the actual function within an equivalence class.
We are thus naturally brought to the following question:

**Open question:** Is there, given any almost additive sequence \((f_n)_{n \geq 1}\) with bounded variations, a function \(f \in C(X)\) such that

\[
\sup_{n \geq 1} \|f_n - S_nf\|_{\infty} < \infty \quad ?
\]  

(4.7)

The condition (4.7) is stronger than (1.4). If (4.7) holds, it is immediate that \((S_nf)_{n \geq 1}\) also has bounded variations and that the unique invariant Gibbs measure for \(\mathcal{F}\) is also the unique invariant Gibbs measure for \(f\).

As a corollary, a positive answer to the question above would imply that every quasi-Bernoulli measure (see Section 4.1) is actually a Gibbs measure for some \(f \in C(X)\), since, in the case of quasi-Bernoulli measures, the sequence \(\mathcal{F}\) given by (4.2) is almost additive and has bounded variations (the left-hand side of (4.6) is actually zero).

**Remark 4.5.** In the case of asymptotically additive sequences (instead of almost additive ones), the bounded variation condition does not guarantee the uniqueness of the equilibrium state, even in the simplest setups. For example, let \(X\) be the full shift \(\mathcal{A}^\mathbb{N}\) as in Section 4.1 and let \(f \in C(X)\) be a function which admits (at least) two distinct invariant weak Gibbs measures \(\mu, \mu'\) (such examples are well known in statistical mechanics: apply the main result of [46] to any interaction admitting several equilibrium states). Let then \(\mathcal{F}\) be as in (4.2). Here again, \(\mathcal{F}\) has bounded variations. Moreover, we have \(\lim_{n \to \infty} \frac{1}{n} \|f_n - S_nf\|_{\infty} = 0\), and thus \(\mathcal{F}\) is asymptotically additive (this was also observed in [33]). However, \(\mathcal{F}\) admits \(\mu\) as a Gibbs measure, and also \(\mu'\) as a weak Gibbs measure; in particular, both \(\mu\) and \(\mu'\) are equilibrium states for \(\mathcal{F}\).

### 4.3 Non-compact spaces and discontinuous potentials

For simplicity, we have up to now limited ourselves to continuous potentials and continuous sequences of potentials on compact metric spaces, which is the most common setup (although the non-compact case has been considered for example in [31, 32, 38, 30, 29]). In this section, we let \(X\) be any topological space. We give a generalization of Theorem 1.2 which applies to such \(X\), and without any regularity condition on the functions \(f_n\).

The map \(T : X \to X\) is still assumed to be continuous. We denote by \(B(X)\) the space of bounded functions, and by \(C_b(X)\) the space of bounded continuous functions on \(X\). Both spaces are Banach with respect to the norm \(\| \cdot \|_{\infty}\).

**Theorem 4.6.** Let \(X\) be a topological space, and let \((f_n)_{n \geq 1}\) be a sequence of real-valued functions satisfying\(^5\)

\[
\inf_{f \in C(X)} \limsup_{n \to \infty} \frac{1}{n} \|f_n - S_nf\|_{\infty} = 0.
\]

(4.8)

Then, there exists \(f \in C(X)\) such that (1.4) holds.

**Proof.** We will apply Theorem 2.1 with \(V = B(X), W = C_b(X), \| \cdot \| = \| \cdot \|_{\infty}\), and again \(Kf = f \circ T\).

We first reduce the problem to the case where \(f_n \in B(X)\) for all \(n \geq 1\). By (4.8), there exists \(g \in C(X)\) and \(n_0\) such that \(\|f_n - S_ng\|_{\infty} < n\) for all \(n \geq n_0\). Thus, the sequence \((f'_n)_{n \geq 1}\) defined by \(f'_n = 0\) if \(n < n_0\) and \(f'_n = f_n - S_ng\) otherwise is such that \(\|f'_n\|_{\infty} < \infty\) for all \(n\), and by replacing \(f\) with \(f + g\), we obtain that the sequence \((f'_n)_{n \geq 1}\) also satisfies (4.8). Moreover, (1.4) holds for \((f'_n)_{n \geq 1}\) iff it holds for \((f_n)_{n \geq 1}\) (again by replacing \(f\) with \(f + g\)). So as of now, we assume without loss of generality that \(f_n \in B(X)\) for all \(n\).

In order to apply Theorem 2.1, it remains to show that we can replace the infimum in (4.8) with an infimum over the set \(C_b(X)\), i.e., that

\[
\inf_{f \in C_b(X)} \limsup_{n \to \infty} \frac{1}{n} \|f_n - S_nf\|_{\infty} = 0.
\]

(4.9)

To prove (4.9), let \(f \in C(X) \setminus C_b(X)\). Then \(\|S_nf\|_{\infty} = \infty\) for infinitely many values of \(n\) (indeed, if \(\|S_nf\|_{\infty} < \infty\) and \(\|f\|_{\infty} = \infty\), then \(\|S_{n+1}f\|_{\infty} = \|f + (S_nf) \circ T\|_{\infty} = \infty\)). Since \(\|f\|_{\infty} < \infty\) for all \(n\), we find \(\limsup_{n \to \infty} \frac{1}{n} \|f_n - S_nf\|_{\infty} = \infty\). Thus, the functions in \(C(X) \setminus C_b(X)\) can be discarded in the infimum in (4.8), so that (4.9) indeed holds. This completes the proof.

---

\(^4\)In practice, it is most common to require the functions \(f_n\) to be at least measurable, but this is not necessary for Theorem 4.6.

\(^5\)The quantity \(\|f_n - S_nf\|_{\infty}\) in (4.8) is allowed to be infinite, since both \(f\) and \(f_n\) may be unbounded.
Additive, almost additive and asymptotically additive potential sequences are equivalent

In the setup of Theorem 4.6, the decomposition (1.5) remains valid with some (not necessarily continuous) functions $u_n$ satisfying $\lim_{n \to \infty} n^{-1} \|u_n\|_\infty = 0$.

The condition (4.8) generalizes the definition of asymptotically additive sequences to non-compact spaces and possibly discontinuous functions $f_n$. We now show that, also in the non-compact case, almost additive sequences are asymptotically additive. The standard proof (see [27, Proposition A.5 (ii)] or [62, Proposition 2.1]) requires each function $f_n$ to be bounded, which may not be the case on unbounded spaces. We show here how the argument can be adapted.

**Proposition 4.7.** Let $X$ be a topological space, and let $(f_n)_{n \geq 1} \subset C(X)$ be a sequence of continuous functions satisfying (1.2) for some $C \geq 0$. Then the sequence $(f_n)_{n \geq 1}$ satisfies (4.8). In particular, the conclusion of Theorem 4.6 holds.

**Proof.** By (1.2), we have $\|f_n - S_n f_1\|_\infty \leq (n - 1)C$ for all $n$. The sequence $(f'_n)_{n \geq 1} = (f_n - S_n f_1)_{n \geq 1}$ still satisfies (1.2) with the same constant $C$, and since $\|f_n\|_\infty < \infty$ for all $n$, the standard proof ([27, Proposition A.5 (ii)] or [62, Proposition 2.1]) implies that $(f'_n)_{n \geq 1}$ satisfies (4.8). By replacing $f$ with $f + f_1$ in (4.8), we obtain the conclusion of the proposition.

**4.4 Moderate variation condition**

We now introduce the moderate variation condition (also sometimes called tempered or mild variation condition), which is weaker than the bounded variation condition (Definition 4.4). In the remainder of this section, we assume that $(X, d)$ is again a compact metric space.

**Definition 4.8.** A sequence of functions $(f_n)_{n \geq 1}$ satisfies the moderate variation condition if
\[ \lim_{\varepsilon \to 0} \limsup_{n \to \infty} \sup_{x,y \in X, d_n(x,y) < \varepsilon} \frac{1}{n} |f_n(x) - f_n(y)| = 0. \]  

(4.10)

As with Definition 4.4, one can simplify (4.10) in the case of shift spaces. It is easy to realize that in the continuous, additive case, i.e., if $f_n = S_n f$ for some $f \in C(X)$, then (4.10) holds.

This moderate variation condition is often required for non-additive sequences, and it was observed in [62, Lemma 2.1 and Remark 1] that this condition is actually redundant in the asymptotically additive case, since any asymptotically additive sequence automatically satisfies (4.10). This is easily seen using Theorem 1.2 or Theorem 4.6.

We present now a version of Proposition 4.7 where the continuity condition on $f_n$ is replaced by the moderate variation condition (unlike Proposition 4.7, it requires the space $X$ to be compact).

**Proposition 4.9.** Assume $(X, d)$ is a compact metric space, and let $(f_n)_{n \geq 1}$ be a sequence of real-valued functions satisfying the moderate variation condition and (1.2) for some $C \geq 0$. Then the sequence $(f_n)_{n \geq 1}$ satisfies (4.8). In particular, the conclusion of Theorem 4.6 holds.

**Proof.** The proof that $(f_n)_{n \geq 1}$ satisfies (4.8) is given in [21, Theorem 6.1 (4)] and we only outline it here. The first step is to show, using the same argument as [27, Proposition A.5 (ii)] or [62, Proposition 2.1], that for any $k \geq 1$,
\[ \lim_{k \to \infty} \limsup_{n \to \infty} \frac{1}{n} \left\| f_n - S_n \left( \frac{f_k}{k} \right) \right\|_\infty = 0. \]  

(4.11)

Now by the condition (4.10), we can find, for each $k \geq 1$, a regularization $f^{(k)} \in C(X)$ of the function $\frac{f_k}{k}$ such that
\[ \lim_{k \to \infty} \left\| \frac{f_k}{k} - f^{(k)} \right\|_\infty = 0. \]

By combining this and (4.11), we obtain
\[ \lim_{k \to \infty} \limsup_{n \to \infty} \frac{1}{n} \left\| f_n - S_n f^{(k)} \right\|_\infty = 0, \]

which is what we needed to show.

\[ \text{There are minor variations of this condition in the literature, compare for example with equation (15) in [13] and equation (2.2) in [14].} \]
We conclude with a simple corollary of Proposition 4.9, which addresses the case of additive, discontinuous potentials.

**Corollary 4.10.** Let $\hat{f} : X \to \mathbb{R}$ be such that $(S_n \hat{f})_{n \geq 1}$ satisfies the moderate variation condition, i.e.,

$$
\lim_{\varepsilon \downarrow 0} \lim_{n \to \infty} \sup_{x, y \in X, \, d_n(x, y) < \varepsilon} \frac{1}{n} |S_n \hat{f}(x) - S_n \hat{f}(y)| = 0. \tag{4.12}
$$

Then, there exists $f \in C(X)$ such that

$$
\lim_{n \to \infty} \frac{1}{n} \|S_n \hat{f} - S_n f\|_\infty = 0. \tag{4.13}
$$

Thus, by Corollary 4.10, any potential satisfying (4.12) is essentially equivalent to a continuous one in the sense discussed in Section 3.
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