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ABSTRACT

We show that the Liouville property and Reiter’s condition are equivalent for semigroupoids. This result applies to semigroups as well as semigroup actions. In the special case of measured groupoids and locally compact groupoids, our result proves Kaimanovich’s conjecture of the equivalence of amenability and the Liouville property.
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1. Introduction

Since the seminal work of von Neumann [38], amenable groups and semigroups have had a profound impact on many areas of mathematics. Amenability of locally compact groups has been shown to be equivalent to many fundamental properties in harmonic
analysis including the Liouville property which is one of the subjects of the present paper. In operator algebras, amenability plays a pivotal role in their classification (cf. [9,14]) as well as in the recent progress on the Novikov conjecture (see [17,30]). Indeed, amenable groupoids satisfy the Baum–Connes conjecture [37]. Amenability also plays a significant role in the recent development of semigroup C*-algebras relating to some aspects of number theory [10,25,26].

A locally compact group $G$ is amenable if there is a left invariant mean on $L^\infty(G)$. A topological semigroup $G$ is usually called amenable if there is a left invariant mean on the algebra $LUC(G)$ of bounded left uniformly continuous functions on $G$. These two definitions of amenability are equivalent for locally compact groups. The notion of amenability has been extended to group actions by Zimmer [40,41]. For the more general case of groupoids which, among other things, unify both concepts of groups and group actions, it was introduced by Renault [34,1]. Amenable groupoids were defined in terms of Reiter’s condition, which stipulates the existence of nets of approximately invariant probability measures and was first formulated by Day [12] for discrete semigroups. For locally compact groups, Reiter’s condition is equivalent to amenability and therefore the definition of an amenable groupoid is a natural extension of the group case. However, for topological semigroups, the question of whether Reiter’s condition follows from amenability as defined previously appears to be open [23, p.321].

The equivalence of amenability and the Liouville property for $\sigma$-compact locally compact groups was first conjectured by Furstenberg [16] and proved by Rosenblatt [36], Kaimanovich and Vershik [21]. More recently, Kaimanovich introduced the Liouville property for groupoids in [20] and conjectured its equivalence to amenability, having proved that the former implies the latter. For semigroups, the Liouville property for abelian semigroups has been studied in [11,24,32], but its connection to amenability has not been the subject of investigation before.

Our main objective in this paper is to clarify the relationships of amenability, Reiter’s condition and the Liouville property in the setting of semigroupoids, which subsumes and provides a unified treatment to the important cases of groupoids, semigroups and transformation semigroups. We introduce and study the Liouville property and Reiter’s condition for semigroupoids. We prove that a semigroupoid possesses the Liouville property if and only if it satisfies Reiter’s condition (Theorems 4.1, 4.2, 5.3, 5.6). An immediate consequence is the equivalence of the Liouville property and Reiter’s condition for semigroup actions (Theorem 6.7) as well as the equivalence of amenability and the Liouville property for discrete semigroups (Theorem 6.10) and also, for both measured groupoids and topological groupoids (Theorems 6.1, 6.3), the latter proves a conjecture of Kaimanovich in [20]. We thank Vadim Kaimanovich for informing us, after we have written this paper, that his conjecture for measured groupoids has also been proved by Theo Bühler and himself in an unpublished note. Our result includes the case of topological groupoids, which requires some refinements of Reiter’s condition.

A Riemannian manifold is said to have the Liouville property if it does not admit non-constant bounded harmonic functions. Examples include complete manifolds with
non-negative Ricci curvature, by a well-known result of Yau [39]. To introduce the Liouville property for groups, we begin with a connected Lie group $G$. The Laplace operator of $G$ generates a one-parameter convolution semigroup $(\pi_t)_{t>0}$ of probability measures on $G$ such that a function $f \in L^\infty(G)$ is $C^2$ and harmonic if and only if it satisfies the convolution equations $f = f * \pi_t$ for all $t > 0$ (cf. [18] and [3, Proposition V.6]). This is equivalent to $f = f * \pi_t$ for some $t > 0$ if $G$ is of type $T$ [3, p.136] (e.g. $G$ is semisimple with finite centre [3, Théorème II.1]). More generally, given a probability measure $\pi$ on a locally compact group $G$, a Borel function $f : G \to \mathbb{C}$ is called $\pi$-harmonic if it satisfies the convolution equation $f = f * \pi$. The latter condition is an analogue of the mean value property which characterises harmonic functions on manifolds. We say that $G$ has the Liouville property if there is an absolutely continuous probability measure $\pi$ on $G$ such that all bounded $\pi$-harmonic functions are constant. In § 2, we extend the definition of Liouville property to semigroupoids, which are algebraic structures that resemble a semigroup, except that multiplication is not globally defined.

We begin our discussion of semigroupoids in the next section, followed by an introduction to Reiter’s condition and the Liouville property, in both the measurable and topological contexts. To pave our way, we prove some basic results in § 3 concerning convolution of systems of measures on semigroupoids. In § 4, we show that the Liouville property implies Reiter’s condition for semigroupoids, both in the measurable and topological setting. This extends the result in [20] for groupoids equipped with a Haar system. The converse of the previous result for semigroupoids is proved in § 5. In both results, we only make the weaker assumption of a quasi-Haar system for semigroupoids so that wider applicability can be achieved. For example, such semigroupoids include discrete semigroups, which need not admit a Haar system. The following section (§ 6) is devoted to the special cases of groupoids, transformation semigroups and semigroups. Our results on semigroupoids apply directly to semigroups equipped with a quasi-invariant measure (Theorem 6.9). For semigroups without such a measure and not necessarily locally compact, we discuss briefly the case of metrizable semigroups, for which one can show that Reiter’s condition implies the Liouville property, which in turn implies amenability. The proof of the last implication is different from that for semigroupoids. However, a more thorough treatment will be given in another work [7]. We conclude the paper with some examples of semigroups with the Liouville property in § 7.

2. Semigroupoids

We initiate the discussion of semigroupoids with semigroups. By a topological semigroup, we mean a semigroup $S$ endowed with a topology such that the multiplication on $S$ is jointly continuous. If moreover, the topology is metrizable, we call $S$ a metric semigroup.

To discuss semigroupoids in measurable and topological settings, we need to fix some notations for measures and functions on a topological space $X$. A positive finite Borel measure $\mu$ on $X$ is called tight if for each $\varepsilon > 0$, there is a compact set $K \subseteq X$ such that


\[ \mu(X \setminus K) < \varepsilon. \]

Every positive finite Borel measure on a complete separable metric space is tight.

Let \( M(X) \) be the space of complex-valued regular Borel measures on \( X \). For each nonzero \( \mu \in M(X) \), the norm of \( \mu \) is defined by \( \|\mu\| = |\mu|(X) \) where \(|\mu| \) is the total variation of \( \mu \). The support of \(|\mu| \) is defined by

\[
\text{supp } |\mu| = \bigcap \{ F \subseteq X : F \text{ is closed}, |\mu|(F) = |\mu|(X) \}
\]

and the support of \( \mu \), denoted by \( \text{supp } \mu \), is defined to be that of \(|\mu| \). A measure \( \mu \in M(X) \) is called tight if \(|\mu| \) is tight. Every Borel measure with compact support is a tight measure. We denote by \( M_t(X) \) the subspace of \( M(X) \) consisting of tight measures on \( X \). Let \( C_b(X) \) be the \( C^* \)-algebra of bounded complex continuous functions on \( X \). For a metric space \( X \), the support \( \text{supp } \mu \) of each tight measure \( \mu \) is nonempty and separable. Moreover, for every Borel set \( B \subseteq X \) and \( \varepsilon > 0 \), there is a compact set \( K \subseteq B \) satisfying \(|\mu|(B \setminus K) < \varepsilon \).

We recall that a topological space \( Y \) is a Polish space if it is homeomorphic to a complete separable metric space. A subset of \( Y \) is called analytic if it is of form \( f(Z) \) for some continuous function \( f \) from a Polish space \( Z \) to \( Y \). Every Borel set in a Polish space is analytic.

In the sequel, by an analytic Borel space, we mean a measurable space \((\mathcal{G}, \mathcal{B})\) which is isomorphic to an analytic set in a Polish space with the relative Borel structure. The sets in the \( \sigma \)-algebra \( \mathcal{B} \) are called the Borel sets in \( \mathcal{G} \). The \( \sigma \)-algebra \( \mathcal{B} \) is often not written explicitly for an analytic Borel space \( \mathcal{G} \). We refer to [2] for the basic properties of analytic Borel spaces.

**Remark 2.1.** Since an uncountable Polish space with its Borel structure is isomorphic to the unit interval \([0, 1]\) with the usual Borel structure [22, p. 451], we see that the Banach space \( L^1(Y, \mu) \) of \( \mu \)-integrable functions on \( Y \) is separable for any Borel measure \( \mu \) on a Polish space \( Y \). The same is true for \( L^1(\mathcal{G}, \nu) \), where \( \nu \) is a Borel measure on an analytic Borel space \( \mathcal{G} \).

Let \( S \) be a topological semigroup. A function \( f \in C_b(S) \) is called left uniformly continuous if the mapping \( a \in S \mapsto \delta_a * f \in C_b(S) \) is continuous, where \( \delta_a * f \) is the left translate of \( f \) by \( a \), which is the convolution of the point mass \( \delta_a \) and \( f \) defined below. The space of bounded left uniformly continuous functions on \( S \) will be denoted by \( LUC(S) \) which forms a sub-C*-algebra of \( C_b(S) \). For a discrete semigroup \( S \), we have \( LUC(S) = \ell^\infty(S) \).

Given \( \pi, \sigma \in M(S) \), we define their convolution \( \pi \ast \sigma \) to be the image of product measure \( \pi \times \sigma \) under the map \( (x, y) \in S \times S \mapsto xy \in S \), that is,

\[
(\pi \ast \sigma)(E) = \int_{S \times S} \chi_E(xy) d(\pi \times \sigma)(x, y)
\]

for each Borel set \( E \subseteq S \). For \( f \in C_b(S) \), we have
\[
\int_S f d(\pi * \sigma) = \int_S \int_S f(xy) d\pi(x) d\sigma(y).
\]

In the sequel, we denote by \(\pi^n\) the \(n\)-fold convolution \(\pi * \cdots * \pi\) of \(\pi\).

Given \(\pi \in M(S)\) and a Borel function \(f : S \to \mathbb{C}\), we define the \textit{semigroup convolutions} \(f * \pi\) and \(\pi * f\) by

\[
(f * \pi)(x) = \int f(xy) d\pi(y) \quad \text{and} \quad (\pi * f)(x) = \int f(yx) d\pi(y)
\]

if the integrals exist. For a point mass \(\delta_a\) at \(a \in S\), we have \((\delta_a * f)(x) = f(ax)\) and \((f * \delta_a)(x) = f(xa)\) as well as

\[
\int_S (\delta_a * f) d\pi = \int_S f d(\delta_a * \pi).
\]

**Definition 2.2.** Let \(S\) be a topological semigroup and let \(\pi \in M(S)\) be a probability measure. A Borel function \(f : S \to \mathbb{C}\) is called \(\pi\)-harmonic if \(f * \pi = f\).

**Definition 2.3.** A topological semigroup \(S\) is called \textit{(left) amenable} if there is a left invariant mean on \(LUC(S)\), that is, there exists a norm-one positive linear functional \(\varphi : LUC(S) \to \mathbb{C}\) on the \(\mathrm{C}^*\)-algebra \(LUC(S)\) satisfying \(\varphi(\delta_a * f) = \varphi(f)\) for all \(a \in S\).

For a locally compact group \(S\), this definition of amenability agrees with the usual one [29, p.67]. We now turn to semigroupoids, which generalise semigroups and groupoids at the same time, in a very natural way. A \textit{semigroupoid} is a small category. It consists of a set \(\mathcal{G}^{(0)}\) of objects (called units), a set \(\mathcal{G}\) of morphisms, the surjective source and target maps \(s, t : \mathcal{G} \to \mathcal{G}^{(0)}\), and a composition map \((\zeta, \eta) \in \mathcal{G}^{(2)} \mapsto \zeta \eta \in \mathcal{G}\) on \(\mathcal{G}^{(2)} := \{ (\zeta, \eta) \in \mathcal{G}^2 : s(\zeta) = t(\eta) \}\). In the special case where there is only one unit, the concept of semigroupoids reduces to semigroups with identity, which are sometimes called \textit{monoids}. As usual, we identify the units with the corresponding identity morphisms in \(\mathcal{G}\) (which exist by definition). In this way, we may consider \(\mathcal{G}^{(0)}\) as a subset of \(\mathcal{G}\) and by a slight abuse of language, we call \(\mathcal{G}\) a \textit{semigroupoid}.

For each \(x \in \mathcal{G}^{(0)}\), we write \(\mathcal{G}^x := t^{-1}(x) = \{ \gamma \in \mathcal{G} : t(\gamma) = x \}\). One may view the target map \(t : \mathcal{G} = \bigcup_{x \in \mathcal{G}^{(0)}} \mathcal{G}^x \to \mathcal{G}^{(0)}\) like a \textit{bundle projection}. Actually, we will see that the Liouville property for \(\mathcal{G}\) is defined on the \textit{‘fibres’} \(\mathcal{G}^x\).

A semigroupoid \(\mathcal{G}\) is called \textit{Borel} if \(\mathcal{G}\) is an analytic Borel space, \(\mathcal{G}^{(0)}\) is an analytic Borel space (as a subspace of \(\mathcal{G}\)) such that \(s, t\) and the composition map are Borel. In this case, the sets \(\mathcal{G}^x\) and the maps \(\zeta : \eta \in \mathcal{G}^{(1)} \mapsto \zeta \eta \in \mathcal{G}^{(1)}\) are Borel. We call \(\mathcal{G}\) a \textit{topological semigroupoid} if it is endowed with a topology compatible with the semigroupoid structure, that is, the composition map, \(s\) and \(t\) are continuous. We denote by \(C_c(\mathcal{G})\) the space of complex continuous functions on \(\mathcal{G}\) with compact support.
By a \textit{locally compact semigroupoid}, we mean a topological semigroupoid which is locally compact Hausdorff and second countable. This implies that all our locally compact semigroupoids are $\sigma$-compact.

Example 2.4. Groupoids, which are by definition small categories in which every morphism is invertible, form a special class of semigroupoids. We refer to [1,34] for more information about groupoids.

Another class of examples is given by semigroups, or more generally, semigroup actions. Let $S$ be a semigroup with identity $e$ acting on a set $X$ from the right. We denote the action by $(x, s) \in X \times S \mapsto x.s \in X$, where $x.e = x$. The semigroupoid attached to the transformation semigroup $X \curvearrowright S$ is given by $G := X \times S := X \times S$ (as a set), with the source and target maps $s : (x, s) \in X \times S \mapsto x.s \in X$, $t : (x, s) \in X \times S \mapsto x \in X$, and the composition $(x, s)(x.s, t) = (x, st)$. It is clear that the set $G^{(0)} = \{(x, e) : x \in X\}$ of units of $X \times S$ can be canonically identified with $X$. By taking $X = \{pt\}$, one can also view the semigroup $S$ itself as the semigroupoid $\{pt\} \times S$.

If $X$ and $S$ are analytic Borel spaces, or topological spaces, such that $s$, $t$ and the composition map are Borel or continuous respectively, then $X \times S$ becomes a Borel or topological semigroupoid. In particular, this is the case if $S$ is a countable discrete semigroup acting on a Borel space or a topological space by Borel or continuous maps respectively.

Groupoids and transformation semigroups are the two motivating examples for us. We will frequently come back to them.

We will need to consider systems of measures on the fibres $G^x$ of a semigroupoid $G$. For groupoids, these are called kernels by Connes in [8, p.11].

Definition 2.5. Let $G$ be a Borel semigroupoid. A \textit{Borel system of measures} on $G$ is a family $\lambda = (\lambda^x)_{x \in G^{(0)}}$ of $\sigma$-finite positive Borel measures $\lambda^x$ on $G^x$ such that for every non-negative Borel function $f$ on $G$, the map $x \in G^{(0)} \mapsto \langle \lambda^y, f \rangle := \int_G f d\lambda^x \in [0, \infty]$ is Borel measurable, where we extend $\lambda^x$ naturally to a measure on $G$ such that $\lambda^x(G \setminus G^x) = 0$, and in particular, the map $x \in G^{(0)} \mapsto \lambda^x(E)$ is Borel for each Borel set $E \subset G$.

Definition 2.6. Let $G$ be a topological semigroupoid. A \textit{continuous system of measures} on $G$ is a family $\lambda = (\lambda^x)_{x \in G^{(0)}}$ of (nonzero) $\sigma$-finite positive Radon measures $\lambda^x$ on $G^x$ such that for every $f \in C_c(G)$, the map $x \in G^{(0)} \mapsto \langle \lambda^x, f \rangle \in \mathbb{C}$ is continuous.

Given a Borel semigroupoid $G$ with $x \in G^{(0)}$ and $\gamma \in G$ satisfying $s(\gamma) = x$, and a Borel measure $\lambda^x$ on $G^x$, we write $\gamma \lambda^x$ for the pushforward of $\lambda^x$ under the Borel map $\gamma : \eta \in G^x \mapsto \gamma \eta \in G^{\delta(\gamma)}$, which is the Borel measure on $G^{\delta(\gamma)}$ induced by the map $\gamma$. By definition, we have
\[ \langle \gamma \lambda^x, f \rangle = \int_{\mathcal{G}^x} f(\gamma \eta)d\lambda^x(\eta) \]

for each non-negative Borel function \( f \) on \( \mathcal{G}^{t(\gamma)} \).

For a locally compact semigroupoid \( \mathcal{G} \), the pushforward \( \gamma \lambda^x \) is defined analogously. As usual, we write \( \mu \prec \nu \) to mean that a measure \( \mu \) is absolutely continuous with respect to \( \nu \).

**Definition 2.7.** Let \( \mathcal{G} \) be a Borel (resp. topological) semigroupoid. A Borel (resp. continuous) system of measures \( \lambda = (\lambda^x)_{x \in \mathcal{G}^{(0)}} \) on \( \mathcal{G} \) is called a (left) Haar system if for all \( \gamma \in \mathcal{G} \), we have \( \gamma \lambda^s(\gamma) = \lambda^{t(\gamma)} \) and the map \( (\gamma, \eta) \in \mathcal{G}^2 \mapsto (d(\gamma \lambda^s(\gamma))/d\lambda^{t(\gamma)})(\eta) \in [0, \infty] \) is Borel, where \( d(\gamma \lambda^s(\gamma))/d\lambda^{t(\gamma)} \) denotes the Radon–Nikodym derivative. In the preceding definition, the system \( \lambda = (\lambda^x)_{x \in \mathcal{G}^{(0)}} \) will be called a (left) quasi-Haar system if the condition \( \gamma \lambda^s(\gamma) = \lambda^{t(\gamma)} \) is replaced by \( \gamma \lambda^s(\gamma) \prec \lambda^{t(\gamma)} \).

**Definition 2.8.** A Borel system of measures \( \lambda = (\lambda^x)_{x \in \mathcal{G}^{(0)}} \) on a Borel semigroupoid \( \mathcal{G} \) is called proper if there exists an increasing sequence of Borel subsets \( A_n \) of \( \mathcal{G} \) with \( \mathcal{G} = \bigcup_n A_n \) such that for each \( n \in \mathbb{N} \), the map \( x \in \mathcal{G}^{(0)} \mapsto \lambda^x(A_n) \in \mathbb{R} \) is bounded.

**Definition 2.9.** A measure semigroupoid is a triple \( (\mathcal{G}, \lambda, \mu) \) consisting of a Borel semigroupoid \( \mathcal{G} \), a proper quasi-Haar system \( \lambda = (\lambda^x)_{x \in \mathcal{G}^{(0)}} \) on \( \mathcal{G} \) and a positive Borel measure \( \mu \) on \( \mathcal{G}^{(0)} \).

In the topological setting, we shall denote by \( (\mathcal{G}, \lambda) \) a locally compact semigroupoid \( \mathcal{G} \) equipped with a quasi-Haar system \( \lambda = (\lambda^x)_{x \in \mathcal{G}^{(0)}} \) on \( \mathcal{G} \).

**Remark 2.10.** If \( \lambda \) is a left Haar system on a Borel (or locally compact) groupoid, then \( \lambda \) is a quasi-Haar system since \( \gamma \lambda^s(\gamma) = \lambda^{t(\gamma)} \). An important example of a measure semigroupoid is the measured groupoid \( (\mathcal{G}, \lambda, \mu) \) studied in \([1,20]\) in which the Borel system \( \lambda \) is assumed to be a left Haar system. Likewise, a continuous system \( \lambda \) of measures on a locally compact groupoid \( (\mathcal{G}, \lambda) \) considered in \([1,20]\) is always a left Haar system. Our notion of a quasi-Haar system is a weaker version of a Haar system in the groupoid case. However, this weak version is already sufficient for our purpose and has wider applicability.

Let us now consider the case of the Borel semigroupoid \( X \bowtie S \) attached to a Borel transformation semigroup \( X \bowtie S \).

**Definition 2.11.** A positive Borel measure \( \lambda \) on a topological semigroup \( S \) is called quasi-invariant if \( s\lambda \prec \lambda \) for all \( s \in S \), where \( s\lambda \) is the left translate of \( \lambda \), which is the measure induced by the left translation \( t \in S \mapsto st \in S \).

If \( S \) is a group, this is equivalent to saying that all translates of \( \lambda \) are mutually equivalent. Thus our definition extends the classical one (cf. [15, p.58]). Let \( \lambda \) be a
quasi-invariant positive $\sigma$-finite Borel measure on $S$. Suppose that the map $(s, t) \in S \times S \mapsto (d(s)/d\lambda)(t) \in [0, \infty]$ is Borel. Then $\lambda^x := \delta_x \times \lambda$ is a quasi-Haar system on $X \times S$ as $(x, s)(\delta_x \times \lambda) = \delta_x \times (s\lambda)$. Here is a concrete class of examples: Suppose that $G$ is a locally compact group, acting on an analytic Borel space $X$ with a Borel action $(x, g) \in X \times G \mapsto x.g \in X$. Let $\lambda_G$ be the Haar measure on $G$. If $S$ is a Borel subsemigroup of $G$ containing the identity such that $\lambda_G(S) \neq 0$, then the restriction $\lambda$ of $\lambda_G$ to $S$ satisfies $s\lambda \prec \lambda$ for all $s \in S$ and $(d(s\lambda)/d\lambda)(t) = \chi_S(s^{-1}t)$. Therefore $\lambda^x := \delta_x \times \lambda$ gives rise to a quasi-Haar system on $X \times S$. In particular, if $X = \{pt\}$, this allows us to view the semigroup $S \cong \{pt\} \times S$ as a measure semigroupoid. Of course, another class of examples is given by the case when $S$ is discrete (and countable) and $\lambda$ is the counting measure.

2.1. Reiter’s condition

**Definition 2.12.** Let $\mathcal{G}$ be a Borel (resp. topological) semigroupoid, and $\lambda$ a quasi-Haar system on $\mathcal{G}$. A Borel (resp. continuous) system $\theta = (\theta^x)_{x \in \mathcal{G}(0)}$ of probability measures on $\mathcal{G}^x$ is called $\lambda$-adapted if

$$\forall x \in \mathcal{G}(0), \quad \theta^x \prec \lambda^x \quad \text{and the map}$$

$$(\gamma, \eta) \in \mathcal{G}^2 \mapsto \frac{d(\gamma \theta^{s(\gamma)})}{d\lambda^{t(\gamma)}}(\eta) \in [0, \infty] \quad \text{is Borel.} \quad (1)$$

Note that absolute continuity in $(1)$ and Definition 2.7 imply that $\gamma \theta^x(\gamma) \prec \gamma \lambda^s(\gamma) \prec \lambda^t(\gamma)$ and we may consider the Radon–Nikodym derivative in $(1)$.

Given a measure semigroupoid $(\mathcal{G}, \lambda, \mu)$, we define a Borel measure $\mu \star \lambda$ on $\mathcal{G}$ by

$$\mu \star \lambda (E) = \int_{\mathcal{G}} \lambda^x(E) d\mu(x) \in [0, \infty]$$

for each Borel set $E$ in $\mathcal{G}$. For $f \in L^1(\mathcal{G}, \mu \star \lambda)$, we write

$$\langle \mu \star \lambda, f \rangle := \int_{\mathcal{G}} fd(\mu \star \lambda) = \int_{\mathcal{G}^0} \left( \int_{\mathcal{G}^x} f d\lambda^x \right) d\mu(x).$$

**Definition 2.13.** A measure semigroupoid $(\mathcal{G}, \lambda, \mu)$ is said to satisfy Reiter’s condition, or called Reiter, if there exists a sequence $(\theta_n)_{n}$ of $\lambda$-adapted Borel systems of probability measures $\theta_n = (\theta^x_n)_{x \in \mathcal{G}(0)}$ such that

$$\lim_{n \to \infty} \int_{\mathcal{G}} \left\| \theta^{t(\gamma)}_n - \gamma \theta^{s(\gamma)}_n \right\| f(\gamma)d(\mu \star \lambda)(\gamma) = 0 \quad \text{for all } f \in L^1(\mathcal{G}, \mu \star \lambda). \quad (2)$$
Remark 2.14. We observe that \( \| \theta_n^{t(\gamma)} - \gamma \theta_n^{s(\gamma)} \| \leq 2 \) and by the Lebesgue convergence theorem, the following condition implies (2):

\[
\lim_{n \to \infty} \left\| \theta_n^{t(\gamma)} - \gamma \theta_n^{s(\gamma)} \right\| = 0 \text{ for } \mu\text{-a.e. } x \in \mathcal{G}^{(0)} \text{ and } \lambda^x\text{-a.e. } \gamma \in \mathcal{G}^x.
\] (3)

Given a continuous system of measures \( \theta = (\theta^x)_{x \in \mathcal{G}^{(0)}} \) on a locally compact semigroupoid \( \mathcal{G} \) and a compact subset \( K \subseteq \mathcal{G}^{(0)} \), we set \( \text{supp}_K \theta := \bigcup_{x \in K} \text{supp} \theta^x \).

Definition 2.15. A locally compact semigroupoid \( (\mathcal{G}, \lambda) \) with quasi-Haar system \( \lambda \) is said to satisfy Reiter’s condition if there exists a sequence \( (\theta_n) \) of \( \lambda \)-adapted continuous systems of probability measures \( \theta_n = (\theta_n^x)_{x \in \mathcal{G}^{(0)}} \) such that

\[
\lim_{n \to \infty} \left\| \theta_n^{t(\gamma)} - \gamma \theta_n^{s(\gamma)} \right\| = 0 \text{ for all } \gamma \in \mathcal{G}.
\] (4)

We say that \( (\mathcal{G}, \lambda) \) satisfies the uniform Reiter’s condition if the convergence in (4) is uniform on compact subsets of \( \mathcal{G} \).

If for every compact subset \( K \) of \( \mathcal{G}^{(0)} \), the support \( \text{supp}_K (\theta_n) \) is compact for each \( \theta_n \) in (4), we say that \( (\mathcal{G}, \lambda) \) satisfies the tight Reiter’s condition.

We also call \( (\mathcal{G}, \lambda) \) Reiter (respectively, uniform Reiter or tight Reiter) if it satisfies Reiter’s condition (respectively, the uniform Reiter’s condition or the tight Reiter’s condition).

Remark 2.16. A measured groupoid \( (\mathcal{G}, \lambda, \mu) \), where \( \lambda \) is a left Haar system, is Reiter in our sense if and only if it is amenable (see [1, Chapter 3]). A locally compact groupoid \( (\mathcal{G}, \lambda) \), where \( \lambda \) is a left Haar system, is uniform Reiter in our sense if and only if \( \mathcal{G} \) is amenable (see [1, Chapter 2]). Moreover, by [35, Theorem 2.14], we know that in the case of locally compact groupoids, \( (\mathcal{G}, \lambda) \) is Reiter if and only if it is uniform Reiter. We will see later that for such groupoids, Reiter’s condition is also equivalent to the tight Reiter’s condition.

Let us now consider the case of the semigroupoid \( X \times S \) attached to a transformation semigroup \( X \rhd S \), where \( S \) is a countable discrete semigroup. For our quasi-Haar system, we always choose \( \lambda^x = \delta_x \times \lambda \), where \( \lambda \) is the counting measure. Going through our definitions, we see that in the Borel case, \( (X \times S, \lambda, \mu) \) is Reiter if there exists a sequence \( (\theta_n) \) of families \( \theta_n = (\theta_n^x)_{x \in X} \) of probability measures \( \theta_n^x \) on \( S \) such that for every \( n \in \mathbb{N} \) and \( s \in S \), the map \( x \in X \mapsto \theta_n^x(s) \in \mathbb{R} \) is Borel and

\[
\lim_{n \to \infty} \int_X \sum_{s \in S} \| \theta_n^x - s \theta_n^{x,s} \| f(x, s) d\mu(x) = 0 \quad \text{for all } f \in L^1(X \times S, \mu \times \lambda).
\]

In the locally compact case, our definition says that \( (X \times S, \lambda) \) is Reiter if there exists a sequence \( (\theta_n) \) of families \( \theta_n = (\theta_n^x)_{x \in X} \) of probability measures \( \theta_n^x \) on \( S \) such that for every \( n \in \mathbb{N} \), the map \( x \in X \mapsto \theta_n^x \in \ell^1(S) \) is continuous and
\[
\lim_{n \to \infty} \| \theta_n^x - s \theta_n^x \| = 0 \quad \text{for all } x \in X \text{ and } s \in S.
\]

If the convergence is uniform on compact subsets of \(X\), then \((X \times S, \lambda)\) is uniform Reiter, and if \(\text{supp}_K \theta_n := \bigcup_{x \in K} \text{supp} \theta_n^x \subseteq S\) is finite for every compact subset \(K\) of \(X\), then \((X \times S, \lambda)\) is tight Reiter.

2.2. Liouville property

Let \((G, \lambda, \mu)\) be a measure semigroupoid and \(\pi = (\pi_x)_{x \in G^{(0)}}\) a Borel system of probability measures. By natural extension as before, we often regard the measure \(\pi_x\) on \(G^x\) as a measure on \(G\) vanishing on \(G \setminus G^x\). Given \(\pi_x \prec \lambda^x\) for all \(x \in G^{(0)}\), we can define, for every \(x \in G^{(0)}\), the fibrewise Markov operator \(P_x : L^\infty(G^x, \lambda^x) \to L^\infty(G^x, \lambda^x)\) by

\[
P_x(f)(\zeta) = \int_{G^*(\zeta)} f(\zeta \eta) d\pi_x(\eta) \quad (\zeta \in G^x).
\]

Extending Definition 2.2, a Borel function \(f : G^x \to \mathbb{C}\) is called \(P_x\)-harmonic if \(P_x(f) = f\).

Let \(H_{\pi,x}(G) := \{f \in L^\infty(G^x, \lambda^x) : P_x(f) = f\}\) be the space of bounded \(P_x\)-harmonic functions on the fibre \(G^x\).

For a locally compact semigroupoid \((G, \lambda)\) with a \(\lambda\)-adapted continuous system \(\pi\) of probability measures, the space \(H_{\pi,x}(G)\) is defined analogously.

**Definition 2.17.** A measure semigroupoid \((G, \lambda, \mu)\) is said to have the Liouville property, or called Liouville, if there exists a \(\lambda\)-adapted Borel system of probability measures \(\pi = (\pi_x)_{x \in G^{(0)}}\) such that \(H_{\pi,x}(G) = \mathbb{C}1\) for \(\mu\)-a.e. \(x \in G^{(0)}\), where \(1\) is the constant function on \(G^x\) with value 1.

**Definition 2.18.** A locally compact semigroupoid \((G, \lambda)\) with quasi-Haar system \(\lambda\) is said to have the Liouville property, or called Liouville, if there exists a \(\lambda\)-adapted continuous system of probability measures \(\pi = (\pi_x)_{x \in G^{(0)}}\) such that \(H_{\pi,x}(G) = \mathbb{C}1\) for all \(x \in G^{(0)}\).

We say that \((G, \lambda)\) has the continuous Liouville property, or is continuous Liouville, if the system \(\pi\) above also satisfies the condition that the map \((\gamma, \eta) \in G^2 \mapsto (d(\gamma \pi_\eta(\gamma))/d\lambda^{(\gamma)}) (\eta) \in \mathbb{R}\) is bounded and continuous.

The semigroupoid \((G, \lambda)\) is said to have the tight Liouville property or called tight Liouville, if it is Liouville with the system \(\pi\) satisfying the condition that for every compact subset \(K\) of \(G^{(0)}\), \(\text{supp}_K(\pi)\) is compact.

For groupoids, these definitions coincide with the ones given in [20].

**Example 2.19.** In the case of the semigroupoid \(X \times S\) attached to a transformation semigroup \(X \rhd S\), where \(S\) is a discrete semigroup, the fibrewise Markov operator \(P_x : \ell^\infty(S) \to \ell^\infty(S)\) is given by \(P_x(f)(r) = \sum_{s \in S} f(rs) \pi_{x,r}(s)\). In particular, this is
just the convolution $f \ast \pi$ on the semigroup $S$ for $X = \{pt\}$, in which case the Liouville property states that all bounded $\pi$-harmonic functions on $S$ are constant.

3. Convolution of systems of measures

In this section, we derive some basic results needed later for the convolution of two systems of measures on semigroupoids. Let $\mathcal{G}$ be a Borel semigroupoid and $\pi = (\pi_x)_{x \in \mathcal{G}^{(0)}}$ a Borel system of probability measures on $\mathcal{G}$. Given a positive Borel measure $\rho$ on $\mathcal{G}^x$ for some $x \in \mathcal{G}^{(0)}$, we first define the convolution $\rho \ast \pi$ of $\rho$ with the system $\pi$ as the following Borel measure on $\mathcal{G}^x$:

$$\rho \ast \pi(E) = \int_{\mathcal{G}^x} \pi_{s(\zeta)} \{ \eta \in \mathcal{G}^{s(\zeta)} : \zeta \eta \in E \} d\rho(\zeta)$$

for each Borel set $E$ in $\mathcal{G}^x$. For $f \in L^1(\mathcal{G}^x, \rho \ast \pi)$, we have

$$\langle \rho \ast \pi, f \rangle := \int_{\mathcal{G}^x} f(d(\rho \ast \pi)) := \int_{\mathcal{G}^x} \left( \int_{\mathcal{G}^{s(\zeta)}} f(\zeta \eta) d\pi_{s(\zeta)}(\eta) \right) d\rho(\zeta).$$

Now for a Borel system $\rho = (\rho_x)_{x \in \mathcal{G}^{(0)}}$ of measures on $\mathcal{G}$, we define $(\rho \ast \pi)_x := \rho_x \ast \pi$ and write $\rho \ast \pi = (\rho \ast \pi)_x$ for the family of Borel measures $(\rho \ast \pi)_x$ on $\mathcal{G}^x$.

For a locally compact semigroupoid $\mathcal{G}$ and a continuous system $\pi$ of probability measures on $\mathcal{G}$, one can define analogously the convolution $\rho \ast \pi$ for a Borel measure $\rho$ on some $\mathcal{G}^x$, and for a continuous system $\rho$ of measures on $\mathcal{G}$.

Remark 3.1. The above definition of the convolution $\rho \ast \pi$ coincides with the one for groupoids given by Connes [8, p.11].

In the case of the semigroupoid $X \rhd S$ attached to a transformation semigroup $X \ltimes S$, where $S$ is a discrete semigroup, the convolution $\rho \ast \pi$ is given by $(\rho \ast \pi)(t) = \sum_{r,s \in S} \pi_{x,r}(s) \rho(r)$.

We collect below some simple facts about convolutions of measures for later use. For a Borel semigroupoid $\mathcal{G}$, we denote by $B_b(\mathcal{G}^x)$ the algebra of bounded Borel functions on a fibre $\mathcal{G}^x$, equipped with the supremum norm $\| \cdot \|_\infty$. We recall that the total variation norm of a finite Borel measure $\rho$ on $\mathcal{G}^x$ is given by $\|\rho\| = \sup \{ |\int_{\mathcal{G}^x} f d\rho| : f \in B_b(\mathcal{G}^x), \|f\|_\infty \leq 1 \}$.

Lemma 3.2. Let $\mathcal{G}$ be a Borel or locally compact semigroupoid and $\pi = (\pi_x)_{x \in \mathcal{G}^{(0)}}$ a Borel system of probability measures on $\mathcal{G}$.

a) If $\rho$ is a finite Borel measure on $\mathcal{G}^x$ for some $x \in \mathcal{G}^{(0)}$, then $\|\rho \ast \pi\| \leq \|\rho\|$. 
b) If $\rho$ is a probability measure on $G^x$ ($x \in G^{(0)}$), then $\|\pi_x - \rho \ast \pi\| \leq \int_{G^x} \|\pi_x - \zeta \pi_{s(\zeta)}\| d\rho(\zeta)$.

**Proof.**

a) Given $f \in B_b(G^x)$, the map $f_\pi : \zeta \in G \mapsto \int_{G^x} f(\zeta \eta)d\pi_{s(\zeta)}(\eta)$ is a bounded Borel function, with $\|f_\pi\|_\infty \leq \|f\|_\infty$. Hence $|\langle \rho \ast \pi, f \rangle| = |\langle \rho, f_\pi \rangle| \leq \|\rho\| \cdot \|f_\pi\|_\infty \leq \|\rho\| \cdot \|f\|_\infty$ and the result follows.

b) Let $\varepsilon > 0$. Pick $f \in B_b(G^x)$ with $\|f\|_\infty = 1$ and $|\langle \pi_x - \rho \ast \pi, f \rangle| \geq \|\pi_x - \rho \ast \pi\| - \varepsilon$.

As $\rho$ is a probability measure, we have

$$\|\pi_x - \rho \ast \pi\| \leq \varepsilon + \int_{G^x} \left| \int_{G^x} f(\eta)d\pi_x(\eta) - \int_{G^x} \left( \int_{G^{s(\zeta)}} f(\zeta \eta)d\pi_{s(\zeta)}(\eta) \right) d\rho(\zeta) \right|$$

$$\leq \varepsilon + \int_{G^x} \left| \int_{G^x} f(\eta)d\pi_x(\eta) - \int_{G^{s(\zeta)}} f(\zeta \eta)d\pi_{s(\zeta)}(\eta) \right| d\rho(\zeta)$$

$$\leq \varepsilon + \int_{G^x} \|\pi_x - \zeta \pi_{s(\zeta)}\| d\rho(\zeta)$$

where $\zeta \pi_{s(\zeta)}$ is a measure on $G^{t(\zeta)} = G^x$. This completes the proof. \(\square\)

**Lemma 3.3.** Let $G$ be a Borel semigroupoid with Borel systems $\pi = (\pi_x)_{x \in G^{(0)}}$ and $\rho = (\rho_x)_{x \in G^{(0)}}$ of probability measures on $G$. Let $\lambda = (\lambda_x)_{x \in G^{(0)}}$ be a quasi-Haar system on $G$ in b) and c) below.

a) $\rho \ast \pi$ is a Borel system of probability measures on $G$.

b) If $\pi_y < \lambda^y$ for all $y \in G^{(0)}$, then for every $x \in G^{(0)}$ and every Borel measure $\sigma$ on $G^x$, we have $\sigma \ast \pi < \lambda^x$.

c) If $\rho_x < \lambda^x$ for all $x \in G^{(0)}$, and if both maps $(\gamma, \eta) \in G^2 \mapsto (d(\gamma \pi_{s(\gamma)})/d\lambda^{t(\gamma)})(\eta)$ and $(\gamma, \eta) \in G^2 \mapsto (d(\gamma \rho_{s(\gamma)})/d\lambda^{t(\gamma)})(\eta)$ are Borel, then so is the map $(\gamma, \eta) \in G^2 \mapsto (d(\gamma \rho \ast \pi_{s(\gamma)})/d\lambda^{t(\gamma)})(\eta)$.

**Proof.**

a) Given a non-negative Borel function $f$ on $G$, the non-negative map $\zeta \in G \mapsto \langle \zeta \pi_{s(\zeta)}, f \rangle$ is Borel. Therefore the map $x \in G^{(0)} \mapsto \int_{G^x} \langle \zeta \pi_{s(\zeta)}, f \rangle d\rho_x(\zeta)$ is Borel since $\rho$ is a Borel system of measures.

b) This follows from $\langle \sigma \ast \pi, f \rangle = \int_{G^x} \left( \int_{G^x} f d(\zeta \pi_{s(\zeta)}) \right) d\sigma(\zeta)$ for each non-negative Borel function $f$ on $G^x$, and $\zeta \pi_{s(\zeta)} < \zeta \lambda^{s(\zeta)} < \lambda^{t(\zeta)} = \lambda^x$. 


c) Let \( u_\gamma := (\gamma \pi_{s(\gamma)})/d\lambda^{t(\gamma)} \) and \( v_\gamma := (\gamma \rho_{s(\gamma)})/d\lambda^{t(\gamma)} \). Then for each non-negative Borel function \( f \) on \( \mathcal{G} \) and \( \gamma \in \mathcal{G} \) with \( s(\gamma) = x \), we have

\[
\langle (\gamma \ast \pi)_x, f \rangle = \int_{\mathcal{G}} \left( \int_{\mathcal{G}} f(\zeta) d\pi_{s(\zeta)}(\eta) \right) d\rho_x(\zeta) = \int_{\mathcal{G}} \left( \int_{\mathcal{G}} f(\xi) d\pi_{s(\xi)}(\eta) \right) d(\gamma \rho_x)(\xi) \\
= \int_{\mathcal{G}} \left( \int_{\mathcal{G}} f(\xi) d\pi_{s(\xi)}(\eta) \right) d(\gamma \rho_x)(\xi) = \int_{\mathcal{G}} \left( \int_{\mathcal{G}} f(\xi) d\lambda^{t(\xi)} \right) v_\gamma(\xi) d\lambda^{t(\gamma)}(\xi) \\
= \int_{\mathcal{G}} f(\omega) \left( \int_{\mathcal{G}} u_\xi(\omega) v_\gamma(\xi) d\lambda^{t(\gamma)}(\xi) \right) d\lambda^{t(\gamma)}(\omega).
\]

Hence we have \( (\gamma \ast \pi)_{s(\gamma)}/d\lambda^{t(\gamma)})(\omega) = \int_{\mathcal{G}} u_\xi(\omega) v_\gamma(\xi) d\lambda^{t(\gamma)}(\xi) \). It follows that the map \( (\gamma, \omega) \in \mathcal{G}^2 \mapsto (\gamma \ast \pi)_{s(\gamma)}/d\lambda^{t(\gamma)})(\omega) \) is Borel. □

**Lemma 3.4.** Let \( \mathcal{G} \) be a locally compact semigroupoid with two continuous systems \( \pi = (\pi_x)_{x \in \mathcal{G}^{(0)}} \) and \( \rho = (\rho_x)_{x \in \mathcal{G}^{(0)}} \) of probability measures on \( \mathcal{G} \). Then

a) \( \rho \ast \pi \) is a continuous system of probability measures.
b) If \( \pi \) and \( \rho \) have the property that for every compact subset \( K \subseteq \mathcal{G}^{(0)} \), the supports \( \text{supp}_K(\pi) \) and \( \text{supp}_K(\rho) \) are compact, then \( \rho \ast \pi \) has this property as well.
c) Let \( \lambda = (\lambda_x)_{x \in \mathcal{G}^{(0)}} \) be a quasi-Haar system on \( \mathcal{G} \). If \( \pi_x < \lambda^x \) and \( \rho_x < \lambda^x \) for all \( x \in \mathcal{G}^{(0)} \), and if both maps \( (\gamma, \eta) \in \mathcal{G}^2 \mapsto (\gamma \pi_{s(\gamma)})/d\lambda^{t(\gamma)})(\eta) \in \mathbb{R} \) and \( (\gamma, \eta) \in \mathcal{G}^2 \mapsto (\gamma \rho_{s(\gamma)})/d\lambda^{t(\gamma)})(\eta) \in \mathbb{R} \) are bounded and continuous, then the map \( (\gamma, \eta) \in \mathcal{G}^2 \mapsto (\gamma \ast \pi)_{s(\gamma)}/d\lambda^{t(\gamma)})(\eta) \in \mathbb{R} \) is also bounded and continuous.

**Proof.**

a) Since \( \mathcal{G} \) is locally compact and second countable, we know that the map \( x \in \mathcal{G}^{(0)} \mapsto (\pi_x, f) \in \mathbb{C} \) is continuous for every \( f \in C_b(\mathcal{G}) \) (not only for \( f \in C_c(\mathcal{G}) \)), and likewise for \( \rho \). A similar argument as in the proof of [31, Chapter III, Lemma 1.1] shows that for every \( f \in C_b(\mathcal{G}) \), the map \( \zeta \in \mathcal{G} \mapsto \langle \zeta \pi_{s(\zeta)}, f \rangle \in \mathbb{C} \) is continuous (and obviously bounded, too). Hence, as \( \rho \) is a continuous system of measures, we conclude that the map \( x \in \mathcal{G}^{(0)} \mapsto \langle (\rho \ast \pi)_x, f \rangle = \int_{\mathcal{G}^x} \langle \zeta \pi_{s(\zeta)}, f \rangle d\rho_x(\zeta) \in \mathbb{C} \) is continuous.

b) Given two subsets \( A \) and \( B \) of \( \mathcal{G} \), we write \( A \cdot B \) for the image of \( (A \times B) \cap \mathcal{G}^{(2)} \) under the composition map \( \mathcal{G}^{(2)} \to \mathcal{G} \). Obviously, \( A \cdot B \) is compact if both \( A \) and \( B \) are compact. Now given a compact subset \( K \) of \( \mathcal{G}^{(0)} \), it is obvious that \( \text{supp}_K(\rho \ast \pi) \subseteq \text{supp}_K(\rho) \cdot \text{supp}_K(\pi) \).

c) This follows from the same computation as in the proof of Lemma 3.3 c) and a similar argument to the proof of [31, Chapter III, Lemma 1.1]. □
4. Liouville property implies Reiter’s condition

We are now ready to reveal the relationship between Reiter’s condition and the Liouville property for semigroupoids. We do so in the measurable and topological setting. In this section, we prove that for semigroupoids equipped with a quasi-Haar system, the Liouville property implies Reiter’s condition. This extends two results of Kaimanovich (Theorem 4.2 and Theorem 6.1 in [20]) for groupoids with a Haar system. We first establish the connection between our setting and the one in [20, § 3].

Let \((\mathcal{G}, \lambda, \mu)\) be a measure semigroupoid and \(\pi = (\pi_x)_{x \in \mathcal{G}^{(0)}}\) a \(\lambda\)-adapted Borel system of probability measures on \(\mathcal{G}\). We observe that, for every \(x \in \mathcal{G}^{(0)}\), the fibrewise Markov operator \(P_x : L^\infty(\mathcal{G}^x, \lambda_x) \to L^\infty(\mathcal{G}^x, \lambda_x)\) has a predual operator given by \(\theta \in L^1(\mathcal{G}^x, \lambda_x) \mapsto \theta P_x := \theta * \pi \in L^1(\mathcal{G}^x, \lambda_x)\) since

\[
\langle \theta, P_x(f) \rangle = \int_{\mathcal{G}^x} \left( \int_{\mathcal{G}} f(\zeta \eta \eta) d\pi_{s(\zeta)}(\eta) \right) d\theta(\zeta) = \langle \theta * \pi, f \rangle \quad (f \in L^\infty(\mathcal{G}^x, \lambda_x))
\]

(cf. [20, § 3]). We have the \(k\)-th iterate \(\theta P_x^k = \theta * \pi^k\).

**Theorem 4.1.** Let \((\mathcal{G}, \lambda, \mu)\) be a measure semigroupoid. If \((\mathcal{G}, \lambda, \mu)\) is Liouville. Then it is Reiter.

**Proof.** Let \(\pi = (\pi_x)_{x \in \mathcal{G}^{(0)}}\) be a \(\lambda\)-adapted Borel system of probability measures such that \(H_{\pi,x}(\mathcal{G}) = \mathbb{C} 1\) for \(\mu\)-a.e. \(x \in \mathcal{G}^{(0)}\). Moreover, let \(\theta = (\theta^x)_{x \in \mathcal{G}^{(0)}}\) be any \(\lambda\)-adapted Borel system of probability measures. For instance, we could take \(\theta^x = \pi_x\). Set \(\theta_n^x := \frac{1}{n+1} \sum_{k=0}^n \theta^x * \pi^k\). This is, for every \(n \in \mathbb{N}\), a \(\lambda\)-adapted Borel system of probability measures by Lemma 3.3 a), b) and c). We have for every \(\gamma \in \mathcal{G}\):

\[
\left\| \theta_n^t(\gamma) - \gamma \theta_n^s(\gamma) \right\| = \left\| \frac{1}{n+1} \sum_{k=0}^n \theta^t(\gamma) * \pi^k - \gamma (\theta^s(\gamma) * \pi^k) \right\| = \left\| \frac{1}{n+1} \sum_{k=0}^n (\theta^t(\gamma) - \gamma \theta^s(\gamma)) * \pi^k \right\|.
\]

By assumption, we have \(H_{\pi,x}(\mathcal{G}) = \mathbb{C} 1\) for \(\mu\)-a.e. \(x \in \mathcal{G}^{(0)}\). In the language of [19], this means that for \(\mu\)-a.e. \(x \in \mathcal{G}^{(0)}\), the Poisson boundary of \(P_x\) is trivial. Hence [19, Theorem 2.8] implies that for \(\mu\)-a.e. \(x \in \mathcal{G}^{(0)}\) and \(\lambda^x\)-a.e. \(\gamma \in \mathcal{G}^x\), we have

\[
\lim_{n \to \infty} \left\| \frac{1}{n+1} \sum_{k=0}^n (\theta^t(\gamma) - \gamma \theta^s(\gamma)) * \pi^k \right\| = \lim_{n \to \infty} \left\| \frac{1}{n+1} \sum_{k=0}^n (\theta^t(\gamma) P_{t(\gamma)}^k - \gamma \theta^s(\gamma) P_{t(\gamma)}^k) \right\| = 0.
\]

By Remark 2.14, \((\mathcal{G}, \lambda, \mu)\) is Reiter. \(\square\)

In the topological setting, we have the following analogous result.
Theorem 4.2. Let \((\mathcal{G}, \lambda)\) be a locally compact semigroupoid with quasi-Haar system \(\lambda\).

1) If \((\mathcal{G}, \lambda)\) is Liouville, then it is Reiter.
2) If \((\mathcal{G}, \lambda)\) is tight Liouville, then it is tight Reiter.
3) If \((\mathcal{G}, \lambda)\) is continuous Liouville, then it is uniform Reiter.

Proof. For 1), let \(\pi = (\pi_x)_{x \in \mathcal{G}^{(0)}}\) be a \(\lambda\)-adapted continuous system of probability measures on \(\mathcal{G}\) such that \(H_{\pi,x}(\mathcal{G}) = \mathbb{C}1\) for all \(x \in \mathcal{G}^{(0)}\). Define a new family of measures \(\rho = (\rho_x)_{x \in \mathcal{G}^{(0)}}\) by setting \(\rho_x := \frac{1}{2}(\pi_x + (\pi \ast \pi)_x)\). By Lemma 3.3 b), c) and Lemma 3.4 a), \(\rho\) is again a \(\lambda\)-adapted continuous system of probability measures on \(\mathcal{G}\). Moreover, let \(\theta = (\theta^x)_{x \in \mathcal{G}^{(0)}}\) be any \(\lambda\)-adapted continuous system of probability measures. For instance, we could take \(\theta^x = \pi_x\). We define, for each \(n \in \mathbb{N}\), \(\theta_n := \theta \ast \rho^n\). By our assumption, \(H_{\pi,x}(\mathcal{G}) = \mathbb{C}1\) for all \(x \in \mathcal{G}^{(0)}\), or in the language of [19], the Poisson boundary of \(P_x\) is trivial for all \(x \in \mathcal{G}^{(0)}\). Hence, combining [19, Theorem 2.6] and [19, Theorem 2.7] as in [20, Proof of Theorem 6.1], we obtain for every \(\gamma \in \mathcal{G}\):

\[
\lim_{n \to \infty} \left\| \theta^{(\gamma)}_n - \gamma \theta^{s(\gamma)}_n \right\| = \lim_{n \to \infty} \left\| (\theta^{(\gamma)} - \gamma \theta^{s(\gamma)}) \ast \rho^n \right\| = \lim_{n \to \infty} 2^{-n} \sum_{k=0}^n \binom{n}{k} (\theta^{(\gamma)} - \gamma \theta^{s(\gamma)}) \ast \pi^{n+k} = 0. \tag{5}
\]

This proves 1).

For 2), note that if we choose \(\theta\) and \(\pi\) with the property that \(\text{supp}_K(\theta)\) and \(\text{supp}_K(\pi)\) are compact for all compact subsets \(K \subseteq \mathcal{G}^{(0)}\), then for every \(n \in \mathbb{N}\), \(\theta_n\) has the same property due to Lemma 3.4 b).

For 3), we choose \(\theta\) and \(\pi\) such that \(\mathcal{G}^2 \to \mathbb{R}\), \((\gamma, \eta) \mapsto (d(\gamma \theta^{s(\gamma)})/d\lambda^{(\gamma)}) \ast \eta\) and \(\mathcal{G}^2 \to \mathbb{R}\), \((\gamma, \eta) \mapsto (d(\gamma \pi^{s(\gamma)})/d\lambda^{(\gamma)}) \ast \eta\) are bounded and continuous. Then, by Lemma 3.4 c), we know that for every \(n \in \mathbb{N}\), \(\theta_n\) has the same property. Hence for every \(n \in \mathbb{N}\), the map \(\gamma \in \mathcal{G} \mapsto \left\| \theta^{(\gamma)}_n - \gamma \theta^{s(\gamma)}_n \right\| \in \mathbb{R}\) is continuous. Moreover, these maps form a decreasing sequence (in \(n\)) by Lemma 3.2 a). Therefore, Dini’s theorem implies that the convergence in (5) is uniform on compact subsets of \(\mathcal{G}\). \(\square\)

5. Reiter’s condition implies Liouville property

We are going to prove that Reiter’s condition implies the Liouville property for semigroupoids, both in the measurable and topological setting. In the special case of groupoids, this proves Kaimanovich’s conjecture and the details will be given in the next section. A crucial construction in the proof is to replace, in Reiter’s condition on the semigroupoid \(\mathcal{G}\), the Borel systems \((\theta_n)_{n \in \mathbb{N}}\) of approximately invariant measures by a single system \(\pi = (\pi_x)_{x \in \mathcal{G}^{(0)}}\) so that the convolution powers \((\pi^n_x)_{x \in \mathcal{G}^{(0)}}\) play the role of the sequence \((\theta^n_x)_{x \in \mathcal{G}^{(0)}}\). In the proof of Proposition 5.1, we follow the strategy adopted in [21] for the case of discrete groups. We begin with measure semigroupoids.
Proposition 5.1. Let \((\mathcal{G}, \lambda, \mu)\) be a measure semigroupoid. If \((\mathcal{G}, \lambda, \mu)\) is Reiter, then there exists a \(\lambda\)-adapted Borel system of probability measures \(\pi = (\pi_x)_{x \in \mathcal{G}(0)}\) on \(\mathcal{G}\) such that for \(\mu\)-a.e. \(x \in \mathcal{G}(0)\) and \(\lambda^x\)-a.e. \(\gamma \in \mathcal{G}^x\), we have \(\lim_{n \to \infty} \left\| \pi_{t(\gamma)} - \gamma \pi_{s(\gamma)} \right\| = 0\).

Proof. Since \(L^1(\mathcal{G}(0), \mu)\) is separable (see Remark 2.1), there exists a sequence of finite subsets \((\mathcal{F}_i)_i\) of \(L^1(\mathcal{G}(0), \mu)_+\) such that \(\mathcal{F}_1 \subseteq \mathcal{F}_2 \subseteq \ldots\) and \(\bigcup_{i=1}^{\infty} \mathcal{F}_i\) is dense in \(L^1(\mathcal{G}(0), \mu)_+\). Choose sequences \((t_i)_i\) and \((\varepsilon)_i\) in \((0,1)\) such that \(\sum_{i=1}^{\infty} t_i = 1\), \(\varepsilon_1 > \varepsilon_2 > \varepsilon_3 > \ldots\) and \(\lim_{i \to \infty} \varepsilon_i = 0\). As \(\lambda\) is proper (Definition 2.8), we can find an increasing sequence of Borel subsets \(A_i\) of \(\mathcal{G}\) such that \(\mathcal{G} = \bigcup_{i=1}^{\infty} A_i\) and

\[ C_i := \sup_{x \in \mathcal{G}(0)} \lambda^x(A_i) \in (0, \infty). \] (6)

Choose a sequence \((n_i)_i\) of natural numbers such that \(n_1 < n_2 < \ldots\) and \((t_1 + \cdots + t_{i-1}) n_i < \frac{\varepsilon_i}{C_i}\).

Let us now choose inductively \(\lambda\)-adapted Borel systems of probability measures \(\theta_i = (\theta_i^x)_{x \in \mathcal{G}(0)}\) on \(\mathcal{G}\). Let \(\theta_1\) be any \(\lambda\)-adapted Borel system of probability measures on \(\mathcal{G}\). Now assume that \(\theta_1, \ldots, \theta_{m-1}\) have been chosen. Let

\[ \Theta_{m-1} := \left\{ \theta_{k_1} \ast \cdots \ast \theta_{k_j} : 1 \leq j \leq n_m - 1, k_j \in \{1, \ldots, m-1\} \right\}. \]

Every \(\rho \in \Theta_{m-1}\) is \(\lambda\)-adapted by Lemma 3.3 c). Let \(u^x := d\rho^x/d\lambda^x\). Then

\[ \int_{\mathcal{G}^x} u^x(\zeta)d\lambda^x(\zeta) = \int_{\mathcal{G}^x} d\rho^x(\zeta) = 1 \]

as \(\rho^x\) is a probability measure. For \(f \in \mathcal{F}_{m-1}\) and \(\rho \in \Theta_{m-1}\), let \(\varphi_{f, \rho}(\zeta) = u^{t(\gamma)} f(t(\zeta))\). Then \(\varphi_{f, \rho}\) is Borel because \(\rho\) is \(\lambda\)-adapted, and we have \(\varphi_{f, \rho} \in L^1(\mathcal{G}, \mu \star \lambda)\) since

\[
\int_{\mathcal{G}(0)} \left( \int_{\mathcal{G}^x} \varphi_{f, \rho}(\zeta)d\lambda^x(\zeta) \right) d\mu(x) = \int_{\mathcal{G}(0)} \left( \int_{\mathcal{G}^x} u^x(\zeta)d\lambda^x(\zeta) \right) f(x)d\mu(x) \\
= \int_{\mathcal{G}(0)} f(x)d\mu(x) < \infty.
\]

For each \(\rho \in \Theta_{m-1}\), let \(v_{\gamma}(\eta) := d(\gamma \rho^{s(\gamma)})/d\lambda^{t(\gamma)}(\eta)\). Since \(\gamma \rho^{s(\gamma)}\) is a probability measure, we have

\[ \int_{\mathcal{G}^x} v_{\gamma}(\eta)d\lambda^x(\eta) = \int_{\mathcal{G}^x} d(\gamma \rho^{s(\gamma)}) = 1. \] (7)

For \(f \in \mathcal{F}_{m-1}\) and \(\rho \in \Theta_{m-1}\), set \(\varphi_{f, \rho}(\eta) = \int_{\mathcal{G}} v_{\gamma}(\eta) 1_{A_m(\gamma)} f(t(\eta))d\lambda^{t(\eta)}(\gamma)\). Again, \(\varphi_{f, \rho}\) is Borel because \(\rho\) is \(\lambda\)-adapted, and \(\varphi_{f, \rho}\) lies in \(L^1(\mathcal{G}, \mu \star \lambda)\) as (6) and (7) imply
\[
\int_{G^{(0)}} \left( \int_{G^x} \phi_{f,\rho}(\eta)d\lambda^x(\eta) \right) d\mu(x)
= \int_{G^{(0)}} \left( \int_{G^x} \left( \int_{G^{t(\eta)}} v_\gamma(\eta)1_{A_m}(\gamma)f(t(\eta))d\lambda^t(\eta)(\gamma) \right) d\lambda^x(\eta) \right) d\mu(x)
= \int_{G^{(0)}} \left( \int_{G^x} v_\gamma(\eta)d\lambda^x(\eta) \right) 1_{A_m}(\gamma)d\lambda^x(\gamma) f(x)d\mu(x)
\leq C_m \cdot \int_{G^{(0)}} f(x)d\mu(x) < \infty.
\]

Since \((G, \lambda, \mu)\) is Reiter, we can choose \(\theta_m\) such that

\[
\int_{G} \left\| \theta_m^{t(\gamma)} - \gamma \theta_m^{s(\gamma)} \right\| 1_{A_m}(\gamma) f(t(\gamma))d(\mu \ast \lambda)(\gamma) < \varepsilon_m \quad \text{for all } f \in F_{m-1},
\]

\[
\int_{G} \left\| \theta_m^{t(\zeta)} - \zeta \theta_m^{s(\zeta)} \right\| \varphi_{f,\rho}(\zeta)d(\mu \ast \lambda)(\zeta) < \frac{\varepsilon_m}{C_m} \quad \text{for all } f \in F_{m-1} \text{ and } \rho \in \Theta_{m-1}
\]

and

\[
\int_{G} \left\| \theta_m^{t(\eta)} - \eta \theta_m^{s(\eta)} \right\| \phi_{f,\rho}(\eta)d(\mu \ast \lambda)(\eta) < \varepsilon_m \quad \text{for all } f \in F_{m-1} \text{ and } \rho \in \Theta_{m-1}.
\]

Now set \(\pi_x := \sum_{i=1}^{\infty} t_i \theta_i^x\) for all \(x \in G^{(0)}\). \(\pi = (\pi_x)\) is again a \(\lambda\)-adapted Borel system of probability measures.

Take \(m \in \mathbb{N}\) and \(f \in F_{m-1}\). Set \(n := n_m\). Write the \(n\)-fold convolution \(\pi_x^n = (\pi_1)_x + (\pi_2)_x\) where

\[
(\pi_1)_x = \sum_{k \in \mathbb{N}^n \atop \max(k) < m} t_{k_1} \cdots t_{k_n}(\theta_{k_1} \ast \cdots \ast \theta_{k_n})^x,
\]

\[
(\pi_2)_x = \pi_x^n - (\pi_1)_x = \sum_{k \in \mathbb{N}^n \atop \max(k) \geq m} t_{k_1} \cdots t_{k_n}(\theta_{k_1} \ast \cdots \ast \theta_{k_n})^x.
\]

Then \(\|(\pi_1)_x\| \leq (t_1 + \cdots + t_{m-1})^n m < \frac{\varepsilon_m}{C_m}\) for all \(x \in G^{(0)}\) and hence

\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| (\pi_1)_{t(\gamma)} - \gamma (\pi_1)_{s(\gamma)} \right\| 1_{A_m}(\gamma)d\lambda^x(\gamma) \right) f(x)d\mu(x)
\]
\[
< \int_{\mathcal{G}^{(0)}} \left( \int_{\mathcal{G}^x} \left( 2^m \frac{m}{C_m} \| 1_{A_m}(\gamma) \| \right) f(x) \, d\mu(x) \right) \leq 2^m.
\]

For \( k \in \mathbb{N}^n \) with \( \max(k) \geq m \), \( \theta_{k_1} \cdots \theta_{k_n} \) is of the form \( \theta \ast \tau \) for some \( \theta = \theta_k \) with \( k \geq m \), or it is of the form \( \rho \ast \theta \ast \tau \) for some \( \rho \in \Theta_{m-1} \) and \( \theta = \theta_k \) with \( k \geq m \). By (8), we have

\[
\int_{\mathcal{G}^{(0)}} \left( \int_{\mathcal{G}^x} \left( \| \theta^{(\gamma)} - \gamma \theta^{s(\gamma)} \| \right) \| 1_{A_m}(\gamma) \| \right) f(x) \, d\mu(x) < \varepsilon_m. \tag{14}
\]

For every \( x \in \mathcal{G}^{(0)} \), Lemma 3.2 b) implies

\[
\| \theta^x - (\rho \ast \theta)^x \| \leq \int_{\mathcal{G}^x} \| \theta^{(\zeta)} - \zeta \theta^{s(\zeta)} \| \, d\rho^x(\zeta). \tag{15}
\]

Therefore we have

\[
\int_{\mathcal{G}^{(0)}} \left( \int_{\mathcal{G}^x} \left( \| \theta^x - (\rho \ast \theta)^x \| \right) \| 1_{A_m}(\gamma) \| \right) f(x) \, d\mu(x) \leq C_m \int_{\mathcal{G}^{(0)}} \left( \int_{\mathcal{G}^x} \left( \| \theta^{(\zeta)} - \zeta \theta^{s(\zeta)} \| \right) \| 1_{A_m}(\gamma) \| \right) f(x) \, d\mu(x) \tag{16}
\]

\[
\leq C_m \int_{\mathcal{G}^{(0)}} \left( \int_{\mathcal{G}^x} \left( \| \theta^{(\zeta)} - \zeta \theta^{s(\zeta)} \| \right) \| 1_{A_m}(\gamma) \| \right) f(x) \, d\mu(x) \tag{15}
\]

\[
= C_m \int_{\mathcal{G}^{(0)}} \left( \int_{\mathcal{G}^x} \left( \| \theta^{(\zeta)} - \zeta \theta^{s(\zeta)} \| \right) \| 1_{A_m}(\gamma) \| \right) f(x) \, d\mu(x) \tag{9}
\]

\[
= C_m \int_{\mathcal{G}} \left\| \theta^{(\zeta)} - \zeta \theta^{s(\zeta)} \right\| \varphi_{f,\rho}(\zeta) d(\mu \ast \lambda)(\zeta) < \varepsilon_m.
\]

For every \( \gamma \in \mathcal{G} \), Lemma 3.2 b) implies that

\[
\left\| \theta^{(\gamma)} - \gamma (\rho \ast \theta)^{s(\gamma)} \right\| = \left\| \theta^{(\gamma)} - (\gamma \rho^{s(\gamma)}) \ast \theta \right\| \leq \int_{\mathcal{G}^{(\gamma)}} \left\| \theta^{(\gamma)} - \eta \theta^{s(\eta)} \right\| d(\gamma \rho^{s(\gamma)})(\eta). \tag{17}
\]

Using \( v_\gamma(\eta) := (d(\gamma \rho^{s(\gamma)})/d\lambda^{t(\gamma)})(\eta) \) and \( \phi_{f,\rho}(\eta) = \int_{\mathcal{G}} v_\gamma(\eta) 1_{A_m}(\gamma) f(t(\eta)) \, d\lambda^{t(\eta)}(\gamma) \), a computation analogous to (16) gives
\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| \theta^t(\gamma) - \gamma(\rho * \theta)^s(\gamma) \right\| 1_{A_m}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x)
\]
(18)

\[
\leq \int_{G^{(0)}} \left( \int_{G^x} \left( \int_{G^x} \left( \left\| \theta^t(\gamma) - \gamma(\rho * \theta)^s(\gamma) \right\| d(\gamma \rho^s(\gamma))(\eta) \right) 1_{A_m}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x)
\]
(17)

\[
= \int_{G} \left\| \theta^t(\eta) - \gamma(\rho^s(\eta)) \right\| \phi_{f_0, \rho}(\eta) d(\mu * \lambda)(\eta) < \varepsilon_m.
\]

Combining (16) and (18), we get

\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| (\rho * \theta)^t(\gamma) - \gamma(\rho * \theta)^s(\gamma) \right\| 1_{A_m}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x) < 2\varepsilon_m
\]
and also for all \(m' \leq m\),

\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| (\rho * \theta)^t(\gamma) - \gamma(\rho * \theta)^s(\gamma) \right\| 1_{A_{m'}}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x) < 2\varepsilon_m.
\]
(19)

With the help of Lemma 3.2 a), we deduce from (14) and (19) that

\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| (\theta * \tau)^t(\gamma) - \gamma(\theta * \tau)^s(\gamma) \right\| 1_{A_{m'}}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x) < \varepsilon_m
\]
and

\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| (\rho * \theta * \tau)^t(\gamma) - \gamma(\rho * \theta * \tau)^s(\gamma) \right\| 1_{A_{m'}}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x) < 2\varepsilon_m.
\]

As every summand in \(\pi_2\) is of the form \(\theta * \tau\) or \(\rho * \theta * \tau\), we obtain

\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| (\pi_2)^t(\gamma) - \gamma(\pi_2)^s(\gamma) \right\| 1_{A_{m'}}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x)
\]
(20)

\[
< \sum_{\max(k) \geq m} t_{k_1} \cdots t_{k_n} \cdot 2\varepsilon_m \leq \left( \sum_{i=1}^{\infty} t_i \right)^n \cdot 2\varepsilon_m = 2\varepsilon_m.
\]

Finally, combining (13) and (20), using Lemma 3.2 a), we obtain, for \(m' \leq m\),
\[
\int_{G^{(0)}} \left( \int_{G^x} \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| 1_{A_{m_i}}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x) < 4\varepsilon_m \text{ for all } i \geq n = n_m.
\]

Since \( \lim_{m \to \infty} \varepsilon_m = 0 \), we have, for every \( m' \in \mathbb{N} \) and \( f \in F_{m' - 1} \),

\[
\lim_{i \to \infty} \int_{G^{(0)}} \left( \int_{G^x} \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| 1_{A_{m_i}}(\gamma) d\lambda^x(\gamma) \right) f(x) d\mu(x) = 0 \quad (21)
\]

which gives

\[
\lim_{i \to \infty} \int_{G^{(0)}} \left( \int_{G^x} \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| d\lambda^x(\gamma) \right) f(x) d\mu(x) = 0
\]

for all \( f \in \bigcup_i F_i \), and hence for all \( f \in L^1(G^{(0)}, \mu) \). It follows that for \( \mu \text{-a.e. } x \in G^{(0)} \) and \( \lambda^x \text{-a.e. } \gamma \in G^x \), we have \( \lim_{i \to \infty} \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| = 0 \). Here we have used the fact that the sequence \( \left( \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| \right)_i \) is decreasing by Lemma 3.2 a). \( \Box \)

**Lemma 5.2.** Let \((G, \lambda, \mu)\) be a measure semigroupoid. If there exists a \( \lambda \)-adapted Borel system of probability measures \( \pi = (\pi_x)_{x \in G^{(0)}} \) such that \( \lim_{i \to \infty} \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| = 0 \) for \( \lambda^x \text{-a.e. } \gamma \in G^x \) and \( \mu \text{-a.e. } x \in G^{(0)} \), then we have \( H_{\pi, x}(G) = \mathbb{C}1 \) for \( \mu \text{-a.e. } x \in G^{(0)} \).

**Proof.** Take \( x \in G^{(0)} \) such that \( \lim_{i \to \infty} \left\| \pi^i_{t(\gamma)} - \gamma \pi^i_{s(\gamma)} \right\| = 0 \) for \( \lambda^x \text{-a.e. } \gamma \in G^x \). Let \( f \in L^\infty(G^x, \lambda^x) \) satisfy \( P_0(f) = f \). Then \( f = P^i_x(f) \) and, for \( \lambda^x \text{-a.e. } \gamma \in G^x \), we have \( f(\gamma) = \int_{G^x} f(\zeta) d\pi^i_{s(\gamma)}(\zeta) \). Therefore

\[
\left| f(\gamma) - \int_{G^x} f(\zeta) d\pi^i_{s(\gamma)}(\zeta) \right| = \left\| \gamma \pi^i_{s(\gamma)} - \pi^i_{t(\gamma)} \right\| \leq \left\| f \right\|_\infty \cdot \left\| \gamma \pi^i_{s(\gamma)} - \pi^i_{t(\gamma)} \right\| \xrightarrow{i \to \infty} 0
\]

for \( \lambda^x \text{-a.e. } \gamma \in G^x \). Hence \( f \) is constant \( \lambda^x \text{-a.e.} \). \( \Box \)

From Proposition 5.1 and Lemma 5.2, we have established the following theorem.

**Theorem 5.3.** Let \((G, \lambda, \mu)\) be a measure semigroupoid. If \((G, \lambda, \mu)\) is Reiter, then it is Liouville.

We now discuss topological semigroupoids. In addition to the previous approach to the measure semigroupoid case, we need to make use of the uniform and tight Reiter’s condition to deduce the existence of one single continuous system \( \pi = (\pi_x)_{x \in G^{(0)}} \) in the following key proposition.
Proposition 5.4. Let \((\mathcal{G}, \lambda)\) be a locally compact semigroupoid with quasi-Haar system. If \((\mathcal{G}, \lambda)\) is uniform and tight Reiter, then there exists a \(\lambda\)-adapted continuous system of probability measures \(\pi = (\pi_x)_{x \in \mathcal{G}(0)}\) such that

\[
\lim_{i \to \infty} \left\| \pi_{i(\gamma)}^{\dagger} - \gamma \pi_{s(\gamma)}^{\dagger} \right\| = 0 \text{ for all } \gamma \in \mathcal{G}.
\]

Proof. Since \(\mathcal{G}\) is \(\sigma\)-compact (see § 2), there exists a sequence of compact subsets \((C_i)_i\) of \(\mathcal{G}\) such that \(C_0 \subseteq C_1 \subseteq C_2 \subseteq \ldots\) and \(\mathcal{G} = \bigcup_{i=0}^{\infty} C_i\). Choose sequences \((t_i)_i\) and \((\varepsilon_i)_i\) in \((0, 1)\) such that \(\sum_{i=1}^{\infty} t_i = 1\), \(\varepsilon_1 > \varepsilon_2 > \varepsilon_3 > \ldots\) and \(\lim_{i \to \infty} \varepsilon_i = 0\). Furthermore, choose a sequence \((n_i)_i\) of natural numbers such that \(n_1 < n_2 < \ldots\) and \((t_1 + \cdots + t_{i-1})^{n_i} < \varepsilon_i\).

Let us now inductively choose \(\lambda\)-adapted continuous systems of probability measures \(\theta_i = (\theta_i^x)_{x \in \mathcal{G}(0)}\). Let \(\theta_1\) be such a continuous system of probability measures with \(\left\| \theta_{i,1}^{\dagger} - \gamma \theta_{i,1}^{\dagger} \right\| < \varepsilon_1\) for all \(\gamma \in C_0\). Now assume that \(\theta_1, \ldots, \theta_{m-1}\) have been chosen. Let

\[
\Theta_{m-1} := \{\theta_{k_1} \ast \cdots \ast \theta_{k_j} : 1 \leq j \leq n_m - 1, k_j \in \{1, \ldots, m - 1\}\}.
\]

Lemma 3.3 c) implies that every \(\rho \in \Theta_{m-1}\) is \(\lambda\)-adapted. Moreover, for \(K \subseteq \mathcal{G}(0)\) compact, set \(\text{supp}_K(\Theta_{m-1}) := \bigcup_{\rho \in \Theta_{m-1}} \text{supp}_K(\rho)\). Then, by Lemma 3.4 b), \(\text{supp}_K(\Theta_{m-1})\) is compact for every compact subset \(K \subseteq \mathcal{G}(0)\). Now choose \(\theta_m\) such that

\[
\left\| \theta_{m,1}^{\dagger} - \gamma \theta_{m,1}^{\dagger} \right\| < \varepsilon_m \tag{22}
\]

for all \(\gamma \in \text{supp}_{\mathcal{G}(0)}(\Theta_{m-1}) \cup (C_{m-1} \cdot \text{supp}_{\mathcal{G}(0)}(\Theta_{m-1})) \cup C_{m-1}\). Such \(\theta_m\) exist since \(\mathcal{G}\) is uniform and tight Reiter.

Now set \(\pi_x := \sum_{i=1}^{\infty} t_i \theta_i^x\) for all \(x \in \mathcal{G}(0)\), \(\pi = (\pi_x)_{x \in \mathcal{G}(0)}\) is again a \(\lambda\)-adapted continuous system of probability measures. Take \(m \in \mathbb{N}\) and \(\gamma \in C_{m-1}\). Set \(n := n_m\). Write \(\pi_x^n = (\pi_1)_x + (\pi_2)_x\) where \((\pi_1)_x\) and \((\pi_2)_x\) are defined as in (11) and (12). Then \(\| (\pi_1)_x \| \leq (t_1 + \cdots + t_{m-1})^{n_m} < \varepsilon_m\) for all \(x \in \mathcal{G}(0)\). Therefore, \(\| \gamma (\pi_1)_{s(\gamma)} \| < \varepsilon_m\). Thus we obtain

\[
\left\| (\pi_1)_{t(\gamma)} - \gamma (\pi_1)_{s(\gamma)} \right\| < 2\varepsilon_m. \tag{23}
\]

For \(k \in \mathbb{N}^n\) with \(\text{max}(k) \geq m\), \(\theta_{k_1} \ast \cdots \ast \theta_{k_n}\) is of the form \(\theta \ast \tau\) for some \(\theta = \theta_k\) with \(k \geq m\), or it is of the form \(\rho \ast \theta \ast \tau\) for some \(\rho \in \Theta_{m-1}\) and \(\theta = \theta_k\) with \(k \geq m\). By choice

\[
\left\| \theta_{1}^{\dagger} - \gamma \theta_{1}^{\dagger} \right\| \leq \varepsilon_m. \tag{24}
\]

Moreover, it follows that from Lemma 3.2 b) that
\[
\left\| \theta^t(\gamma) - (\rho * \theta)^t(\gamma) \right\| \leq \int_{\text{supp}(\rho^s(\gamma))} \left\| \theta^t(\zeta) - \zeta \theta^s(\zeta) \right\| d\rho^t(\gamma)(\zeta) \leq \varepsilon_m. \tag{25}
\]

Similarly, Lemma 3.2 b) implies that
\[
\left\| \theta^t(\gamma) - \gamma(\rho * \theta)^s(\gamma) \right\| = \left\| \theta^t(\gamma) - (\gamma \rho^s(\gamma) * \theta) \right\| \leq \int_{\mathcal{G}} \left\| \theta^t(\gamma) - \zeta \theta^s(\zeta) \right\| d(\gamma \rho^s(\gamma))(\zeta)
= \int_{\text{supp}(\rho^s(\gamma))} \left\| \theta^t(\gamma \eta) - \gamma \eta \theta^s(\gamma \eta) \right\| d\rho^s(\gamma)(\eta) \leq \varepsilon_m. \tag{26}
\]

Combining (25) and (26), we get
\[
\left\| (\rho * \theta)^t(\gamma) - \gamma(\rho * \theta)^s(\gamma) \right\| < 2\varepsilon_m. \tag{27}
\]

Therefore, because of (24) and (27), Lemma 3.2 a) implies \(\left\| (\theta * \tau)^t(\gamma) - \gamma(\theta * \tau)^s(\gamma) \right\| < \varepsilon_m\) and \(\left\| (\rho * \theta * \tau)^t(\gamma) - \gamma(\rho * \theta * \tau)^s(\gamma) \right\| < 2\varepsilon_m\). As every summand in \(\pi_2\) is of the form \(\theta * \tau\) or \(\rho * \theta * \tau\), we obtain
\[
\left\| (\pi_2)^t(\gamma) - \gamma(\pi_2)^s(\gamma) \right\| < \sum_{k \in \mathbb{N}} \sum_{\max(k) \geq m} t_{k_1} \cdots t_{k_n} \cdot 2\varepsilon_m \leq \left( \sum_{i=1}^{\infty} l_i \right)^n \cdot 2\varepsilon_m = 2\varepsilon_m. \tag{28}
\]

Finally, combining (23) and (28), we get using Lemma 3.2 a)
\[
\left\| \pi_{t(\gamma)}^i - \gamma \pi_{s(\gamma)}^i \right\| < 4\varepsilon_m \text{ for all } i \geq n.
\]

On the whole, we deduce that for every \(\gamma \in \mathcal{G}\),
\[
\lim_{i \to \infty} \left\| \pi_{t(\gamma)}^i - \gamma \pi_{s(\gamma)}^i \right\| = 0. \quad \square
\]

**Lemma 5.5.** Let \(\mathcal{G}\) be a topological semigroupoid with a quasi-Haar system \(\lambda\). Suppose that there exists a \(\lambda\)-adapted continuous system of probability measures \(\pi = (\pi_x)_{x \in \mathcal{G}(0)}\) such that \(\lim_{i \to \infty} \left\| \pi_{t(\gamma)}^i - \gamma \pi_{s(\gamma)}^i \right\| = 0\) for all \(\gamma \in \mathcal{G}^x\). Then we have \(H_{\pi,x}(\mathcal{G}) = \mathbb{C}1\) for all \(x \in \mathcal{G}(0)\).

**Proof.** Take \(x \in \mathcal{G}(0)\) and \(f \in L^\infty(\mathcal{G}^x, \lambda^x)\) with \(P_x(f) = f\). Then \(f = P_x^i(f)\) and \(f(x) = \int_{\mathcal{G}^x} f(\zeta) d\pi_x^i(\zeta)\) and also, \(f(\gamma) = \int_{\mathcal{G}^x} f(\gamma \zeta) d\pi_x^i(\gamma)(\zeta)\) for all \(\gamma \in \mathcal{G}^x\). Therefore
\[
|f(x) - f(\gamma)| = \left| \left( \pi_{t(\gamma)}^i - \gamma \pi_{s(\gamma)}^i, f \right) \right| \leq \|f\|_{\infty} \cdot \left\| \pi_{t(\gamma)}^i - \gamma \pi_{s(\gamma)}^i \right\| \xrightarrow{i \to \infty} 0.
\]
This means that for all \(\gamma \in \mathcal{G}^x\), we have \(f(\gamma) = f(x)\) and hence \(f\) is constant. This proves \(H_{\pi,x}(\mathcal{G}) = \mathbb{C}1\). \(\square\)
Finally, Proposition 5.4 and Lemma 5.5 together yield the following result.

**Theorem 5.6.** Let \((\mathcal{G}, \lambda)\) be a locally compact semigroupoid with quasi-Haar system. If \((\mathcal{G}, \lambda)\) is uniform and tight Reiter, then it is Liouville.

### 6. Special cases

In this section, we discuss three important special cases, namely groupoids, transformation semigroups and semigroups. We begin with groupoids.

**6.1. Groupoids**

An important consequence of our results is the equivalence of amenability and the Liouville property for groupoids, in both measurable and topological settings. In particular, we settle a conjecture of Kaimanovich [20, Conjecture 4.6] by showing that amenable groupoids admit the Liouville property. To be precise, combining Theorem 4.1 and Theorem 5.3, we obtain the following result for measured groupoids.

**Theorem 6.1.** Let \((\mathcal{G}, \lambda, \mu)\) be a measured groupoid, where \(\lambda\) is a left Haar system. Then \((\mathcal{G}, \lambda, \mu)\) is Liouville if and only if it is Reiter.

Since amenability and Reiter’s condition are equivalent for groupoids, this theorem establishes the equivalence of the Liouville property and amenability for measured groupoids. This result has also been proved by Bühler and Kaimanovich in an unpublished note. However, a similar result for topological groupoids is more subtle, which requires a deeper analysis of Reiter’s condition, given below.

**Lemma 6.2.** Let \((\mathcal{G}, \lambda)\) be a locally compact groupoid, where \(\lambda\) is a left Haar system. The following conditions are equivalent:

(i) \((\mathcal{G}, \lambda)\) is Reiter,
(ii) \((\mathcal{G}, \lambda)\) is uniform Reiter,
(iii) \((\mathcal{G}, \lambda)\) is tight Reiter.

**Proof.** (i) \(\Rightarrow\) (ii) follows from [35, Theorem 2.14]. (iii) \(\Rightarrow\) (i) is obvious. It remains to prove (ii) \(\Rightarrow\) (iii).

We show that for every \(\varepsilon > 0\) and \(C \subseteq \mathcal{G}\) compact, there exists a \(\lambda\)-adapted continuous system of probability measures \(\theta = (\theta^x)_{x \in \mathcal{G}(0)}\) on \(\mathcal{G}\) such that \(\|\theta^\gamma(t) - \gamma \theta^\gamma(s)\| < \varepsilon\) for all \(\gamma \in C\), and in addition, \(\text{supp}_K(\theta)\) is compact for every compact subset \(K \subseteq \mathcal{G}\).

Given \(\varepsilon > 0\) and \(C \subseteq \mathcal{G}\) compact, since \(\mathcal{G}(0)\) is locally compact and \(\sigma\)-compact, there exist \(K_n \subseteq \mathcal{G}(0)\) compact with \(s(C) \cup t(C) \subseteq K_1, K_n \subseteq K_{n+1}\) for all \(n \in \mathbb{N}\) and \(\mathcal{G}(0) = \bigcup_{n=1}^{\infty} K_n\).
Since \((\mathcal{G}, \lambda)\) is Reiter, \(\mathcal{G}\) is amenable and hence there exists a topological approximate invariant density \((g_j)_{j=1}^\infty\) in \(C_c(\mathcal{G})\), as defined in [35, Definition 2.7]). Normalizing \(g_j \cdot \lambda^x\) for some \(j\) and for each \(x \in K_2\), we obtain a \(\lambda\)-adapted continuous system of measures \(\vartheta_2 = (\vartheta_2^x)_{x \in \mathcal{G}^{(0)}}\) such that

\[
\|\vartheta_2^{t(\gamma)} - \gamma \vartheta_2^{s(\gamma)}\| < \varepsilon \quad \text{for all } \gamma \in C
\]

(29)

with the additional properties that \(\text{supp}_{\mathcal{K}_2}(\vartheta_2)\) is compact and \(\vartheta_2^x\) is a probability measure for all \(x \in K_2\). Likewise, for all \(n \geq 3\), one can find \(\lambda\)-adapted continuous systems of measures \(\vartheta_n = (\vartheta_n^x)_{x \in \mathcal{G}^{(0)}}\) such that \(\text{supp}_{\mathcal{K}_n}(\vartheta_n)\) is compact and \(\vartheta_n^x\) is a probability measure for all \(x \in K_n\).

Now define \(U_2 := \mathcal{K}_2^c\) and \(U_n := \mathcal{K}_n^c \setminus K_{n-2}\) for all \(n \geq 3\). By construction, \(\mathcal{G}^{(0)} = \bigcup_{n=2}^\infty U_n\). Since \(\mathcal{G}^{(0)}\) is locally compact and \(\sigma\)-compact, \(\mathcal{G}^{(0)}\) is paracompact and one can find a partition of unity \(\{h_n\}_{n \geq 2}\) subordinate to \(\{U_n\}_{n \geq 2}\). Define \(\vartheta_n^x := h_n(x)\vartheta_2^x\) for \(x \in U_n\) and \(\vartheta_n^x := 0\) for \(x \notin U_n\). By construction, these \(\vartheta_n\) are \(\lambda\)-adapted continuous systems of measures such that \(\text{supp}(\vartheta_n) := \text{supp}_{\mathcal{G}^{(0)}}(\vartheta_n) \subseteq \text{supp}_{\mathcal{K}_n}(\vartheta_n)\). In particular, \(\text{supp}(\vartheta_n)\) is compact.

Set \(\vartheta^x := \sum_{n=2}^\infty \vartheta_n^x\) which is a finite sum since the cover \(\{U_n\}\) is locally finite. As each \(\vartheta_n\) is \(\lambda\)-adapted, so is the continuous system \(\vartheta := (\vartheta^x)_{x \in \mathcal{G}^{(0)}}\) where \(\|\vartheta^x\| = \sum_n \|\vartheta_n^x\| = \sum_n h_n(x) = 1\).

We claim that \(\vartheta\) has the desired properties. Indeed, given \(\gamma \in C\), both \(t(\gamma)\) and \(s(\gamma)\) lie in \(K_1\), hence \(h_n(t(\gamma)) = h_n(s(\gamma)) = 0\) for all \(n \geq 3\), and so \(h_2(t(\gamma)) = h_2(s(\gamma)) = 1\). Thus \(\vartheta^t(\gamma) = \vartheta_2^{t(\gamma)} = \vartheta_2^{s(\gamma)}\), and also \(\vartheta^s(\gamma) = \vartheta_2^{s(\gamma)} = \vartheta_2^{s(\gamma)}\). It follows that

\[
\|\vartheta^{t(\gamma)} - \gamma \vartheta^{s(\gamma)}\| = \|\vartheta_2^{t(\gamma)} - \gamma \vartheta_2^{s(\gamma)}\| < \varepsilon.
\]

Finally, given \(K \subseteq \mathcal{G}^{(0)}\) compact, there exists \(N \in \mathbb{N}\) with \(K \subseteq \bigcup_{n=2}^N U_n\), so that \(h_n|_K = 0\) for all \(n \geq N + 2\). Hence \(\text{supp}_K(\vartheta) \subseteq \bigcup_{n=2}^{N+1} \text{supp}(\vartheta_n)\) which is compact. 

Combining Theorem 4.2 and Theorem 5.6 with the previous lemma, we obtain the equivalence of the Liouville property and Reiter’s condition in the topological setting. This proves the topological analogue of [20, Conjecture 4.6]

**Theorem 6.3.** Let \((\mathcal{G}, \lambda)\) be a locally compact groupoid, where \(\lambda\) is a left Haar system. Then \((\mathcal{G}, \lambda)\) is Liouville if and only if it is Reiter.

**Remark 6.4.** By convention, all our locally compact groupoids are locally compact and second countable. However, the same proofs as above show that Lemma 6.2 and Theorem 6.3 also hold for topological groupoids which are locally compact and \(\sigma\)-compact.
6.2. Transformation semigroups

We now show the equivalence of the Liouville property and Reiter’s condition for transformation semigroups. First, combining Theorem 4.1 and Theorem 5.3, one obtains the following result in the measure setting.

**Theorem 6.5.** Let \((X, \mu)\) be an analytic Borel space. Let \(S\) be a discrete semigroup acting on \(X\) by Borel maps. Let \((X \times S, \lambda, \mu)\) be the corresponding measure semigroupoid. Then \((X \times S, \lambda, \mu)\) is Liouville if and only if it is Reiter.

For the topological setting, we prove a lemma first.

**Lemma 6.6.** Let \(X\) be a locally compact and second countable Hausdorff space, and \(S\) a countable discrete semigroup acting on \(X\) by continuous maps. Let \((X \times S, \lambda)\) be the corresponding locally compact semigroupoid with quasi-Haar system. The following are equivalent:

(i) \((X \times S, \lambda)\) is uniform Reiter,

(ii) \((X \times S, \lambda)\) is uniform and tight Reiter,

(iii) For each \(\varepsilon > 0\), finite set \(F \subseteq S\) and compact set \(C \subseteq X\), there exists a family \(\theta = (\theta^x)_{x \in X}\) of probability measures on \(S\) satisfying the following conditions:

1. the map \(x \in X \mapsto \theta^x \in \ell^1(S)\) is continuous;
2. \(\|\theta^x - s \theta^{x-s}\| < \varepsilon\) for all \(s \in F\) and \(x \in C\);
3. \(\text{supp}(\theta) := \bigcup_{x \in X} \text{supp}(\theta^x)\) is finite.

**Proof.** Clearly, we have (iii) \(\Rightarrow\) (ii) \(\Rightarrow\) (i). It remains to prove (i) \(\Rightarrow\) (iii). Let \(\varepsilon > 0\) with a finite set \(F \subseteq S\) and compact set \(C \subseteq X\) given in (iii). Since \((X \times S, \lambda)\) is uniform Reiter, there is a family of probability measures \(\vartheta = (\vartheta^x)_{x \in X}\) on \(S\) such that the map \(x \in X \mapsto \vartheta^x \in \ell^1(S)\) is continuous and \(\|\vartheta^x - \delta_s * \vartheta^{x-s}\| < \frac{\varepsilon}{2}\) for all \(s \in F\) and \(x \in C\).

Since \(X\) is locally compact and \(\sigma\)-compact, there exist compact subsets \(K_n\) of \(X\) with \(C \cup C.F \subseteq K_1, K_n \subseteq K_{n+1}\) for all \(n \in \mathbb{N}\) and \(X = \bigcup_{n=1}^{\infty} K_n\).

Let us now define probability measures \(\vartheta^x_2\) on \(S\) for all \(x \in K_2\) such that the map \(x \in K_2 \mapsto \vartheta^x_2 \in \ell^1(S)\) is continuous. For \(1 > \varepsilon' > 0\) and \(x \in K_2\), there exists a finite set \(E_x \subseteq S\) such that \(\|\sum_{s \in E_x} \vartheta^x(s) \delta_s - \vartheta^x\| < \varepsilon'\). As \(y \in X \mapsto \vartheta^y \in \ell^1(S)\) is continuous, the map \(y \in X \mapsto \sum_{s \in E_x} \vartheta^y(s) \delta_s - \vartheta^y \in \ell^1(S)\) is continuous as well. Hence there exists an open neighbourhood \(U_x\) of \(x\) such that \(\|\sum_{s \in E_x} \vartheta^y(s) \delta_s - \vartheta^y\| < \varepsilon'\) for all \(y \in U_x\). Since \(K_2\) is compact, there exist finitely many \(x_1, \ldots, x_N\) in \(K_2\) such that \(K_2 \subseteq \bigcup_{i=1}^{N} U_{x_i}\). Define \(E := \bigcup_{i=1}^{N} E_{x_i}\), and for \(x \in K_2\), set \(\vartheta^x_2 := \sum_{s \in E} \vartheta^x(s)\). Obviously, the map \(x \in K_2 \mapsto \vartheta^x_2 \in \ell^1(S)\) is continuous. For all \(x \in K_2\), we have \(\|\vartheta^x_2\| \geq \|\vartheta^x\| - \|\vartheta^x - \vartheta^x_2\| > 1 - \varepsilon'\). Thus we may form \(\vartheta^x := \|\vartheta^x_2\|^{-1} \cdot \vartheta^x_2\) for all \(x \in K_2\). By construction, \(\vartheta^x\) are probability measures on \(S\) such that the map \(x \in K_2 \mapsto \vartheta^x \in \ell^1(S)\) is continuous. Moreover, for all \(x \in K_2\), we have
Let \( \|\vartheta_2^x - \vartheta^x\| \leq \|\vartheta_2^x - \vartheta_2^s\| + \|\vartheta_2^x - \vartheta^x\| = \left(\|\vartheta_2^x\|^{-1} - 1\right) \|\vartheta_2^x\| + \|\vartheta_2^x - \vartheta^x\| \)

< \( (1 - \varepsilon')^{-1} - 1 + \varepsilon' < \frac{\varepsilon}{4} \)

for sufficiently small \( \varepsilon' \). Hence it follows that for all \( s \in E \) and \( x \in C \), we have

\[
\|\vartheta_2^x - \vartheta^x\| \leq \|\vartheta_2^x - \vartheta_2^s\| + \|\vartheta_2^x - \vartheta^x\| + \|\delta_s \star \vartheta^x - \delta_s \star \vartheta_2^x\| \quad (30)
\]

\[
< \frac{\varepsilon}{4} + \frac{\varepsilon}{4} + \frac{\varepsilon}{4} = \varepsilon.
\]

Now define \( U_2 := K_n \) and \( U_n := K_n \setminus K_{n-2} \) for all \( n \geq 3 \). By construction, we have \( K_n \setminus K_{n-1} \subseteq U_n \) for all \( n \geq 3 \), and \( X \subseteq \bigcup_{n=2}^{\infty} K_{n-1} \subseteq \bigcup_{n=2}^{\infty} K_n \subseteq U_1 \). Since \( X \) is locally compact and \( \sigma \)-compact, we can find a partition of unity \( \{h_n\}_{n \geq 2} \) subordinate to \( \{U_n\}_{n \geq 2} \). Define \( \theta_2^x := h_2(x)\vartheta_2^x \) for \( x \in U_2 \) and \( \theta_2^x := 0 \) for \( x \notin U_2 \). Then the map \( x \in X \mapsto \theta_2^x \in \ell^1(S) \) is continuous. Now fix \( t \in S \) and define, for \( n \geq 3 \), \( \theta_n^x := h_n(x)\delta_t \). Set \( \theta^x := \sum_{n=2}^{\infty} \theta_n^x \).

We claim that \( \theta \) has the desired properties. For every \( x \in X \), \( \|\theta_n^x\| = h_n(x) \) implies \( \|\theta^x\| = \sum_n h_n(x) = 1 \) and \( \theta^x \) are probability measures. Moreover, given \( x \in C \), there exist \( N \geq 2 \) such that \( x \) lies in \( U_N \). But by construction, \( U_N \subseteq K_N \) implies \( U_N \cap U_n = \emptyset \) for all \( n \geq N + 2 \). Therefore, \( \theta^x = \sum_{n=2}^{N+1} \theta_n^x \) for all \( x \in U_N \). This shows continuity of the map \( x \in U_N \mapsto \theta^x \in \ell^1(S) \) and \( x \in X \mapsto \theta^x \in \ell^1(S) \). Furthermore, it is clear that for all \( x \in X \), we have \( \text{supp}(\theta^x) \subseteq E \cup \{t\} \). Finally, given \( s \in F \) and \( x \in C \), both \( x \) and \( x.s \) lie in \( K_1 \) and hence \( h_n(x) = h_n(x.s) = 0 \) for all \( n \geq 3 \), and \( h_2(x) = h_2(x.s) = 1 \). Thus \( \theta^x = \theta_2^x = \vartheta_2^x \) and \( \theta^x.s = \theta_2^x.s = \vartheta_2^x.s \). We conclude that

\[
\|\theta^x - \delta_s \star \theta^x.s\| = \|\vartheta_2^x - \delta_s \star \vartheta_2^x.s\| < \varepsilon. \quad \Box
\]

We observe from the definition that the transformation semigroupoid \( (X \rtimes S, \lambda) \) in the above lemma is Liouville if and only if it is continuous Liouville, and now, using Theorem 4.2 and Theorem 5.6, we can conclude with the following result.

**Theorem 6.7.** Let \( X \) be a locally compact and second countable Hausdorff space, and \( S \) a countable discrete semigroup acting on \( X \) by continuous maps. Let \( (X \rtimes S, \lambda) \) be the corresponding locally compact semigroupoid with quasi-Haar system. Then \( (X \rtimes S, \lambda) \) is Liouville if and only if it is uniform Reiter.

**6.3. Locally compact semigroups**

Let \( S \) be a second countable locally compact semigroup equipped with a positive quasi-invariant Borel measure \( \lambda \) such that the map \( (s,t) \in S \times S \mapsto (d(s\lambda)/d\lambda)(t) \) is Borel. As explained in Remark 2.10, by identifying \( S \) with \( \{pt\} \times S \), we may view \( (S, \lambda) \) as a locally compact semigroupoid with a quasi-Haar system. In this case, \( (S, \lambda) \) is Reiter, in the sense of Definition 2.15, if there exists a sequence \( (\theta_n) \) of Borel probability measures on \( S \) with \( \theta_n < \lambda \) for all \( n \in \mathbb{N} \), and \( \lim_{n \to \infty} \|\theta_n - s\theta_n\| = 0 \) for all \( s \in S \).
Remark 6.8. In the above setting, \((S, \lambda)\) is Reiter if and only if there exists a left invariant mean on \(L^\infty(S, \lambda)\) since the proof in \([25, \S\ 4.2]\) carries over. Therefore there is no difference between Reiter’s condition and amenability for \((S, \lambda)\).

To describe the Liouville property for \((S, \lambda)\) according to Definition 2.18, let \(\pi\) be a probability measure on \(S\) with \(\pi \prec \lambda\). In this case, the fibrewise Markov operators reduce to a single one \(P : L^\infty(S, \lambda) \to L^\infty(S, \lambda)\) with \(P(f)(s) = \int_S f(st)d\pi(t)\), and \(H_\pi(S) := \{f \in L^\infty(S, \lambda): P(f) = f\}\) is the space of \(\pi\)-harmonic functions in \(L^\infty(S, \lambda)\). The locally compact semigroup \((S, \lambda)\) is Liouville if there exists a probability measure \(\pi\) on \(S\) with \(\pi \prec \lambda\) such that \(H_\pi(S) = \mathbb{C}1\).

Theorem 6.9. In the situation described above, \((S, \lambda)\) is Liouville if and only if it is Reiter.

Proof. The key observation is that, by definition, \((S, \lambda)\) is Liouville if and only if \((\{pt\} \rtimes S, \delta \times \lambda, \delta)\) is Liouville as a measure semigroupoid (where \(\delta\) is the point mass). By Theorem 4.1, we know that \((S, \lambda)\) is Reiter if it is Liouville. For the converse, let \((S, \lambda)\) be Reiter. This means that \((S, \lambda)\) is Reiter as a locally compact semigroupoid with quasi-Haar system. Again by definition, this implies that \((\{pt\} \rtimes S, \delta \times \lambda, \delta)\) is Reiter as a measure semigroupoid. Hence Theorem 5.3 implies that \((\{pt\} \rtimes S, \delta \times \lambda, \delta)\) is Liouville as a measure semigroupoid. Hence the locally compact semigroup \((S, \lambda)\) is Liouville. \(\square\)

The question remains which semigroups \(S\) admit a quasi-invariant measure \(\lambda\) with a Borel map \((s, t) \in S \times S \mapsto (d(s\lambda)/d\lambda)(t)\). This is for instance the case if \(S\) is a locally compact subsemigroup of a second countable locally compact group \(G\), that is, \(S\) is a subsemigroup of \(G\) as well as a locally compact subspace. If the Haar measure \(\lambda_G\) on \(G\) satisfies \(\lambda_G(S) \neq 0\), then the restriction \(\lambda\) of \(\lambda_G\) to \(S\) is a measure with the desired properties.

Of course, another class of examples is given by countable discrete semigroups \(S\) with identity and counting measure \(\lambda\). For these semigroups, we have the following result from Remark 6.8 and Theorem 6.9. In the next subsection, we discuss the case of metric semigroups, which need not be locally compact nor support a quasi-invariant measure.

Theorem 6.10. Let \(S\) be a countable discrete semigroup with identity. The following conditions are equivalent.

(i) \(S\) is Liouville, that is, there exists a probability measure \(\pi\) on \(S\) such that every bounded \(\pi\)-harmonic function is constant;
(ii) \(S\) is Reiter, that is, there exists a sequence \((\theta_n)\) of probability measures on \(S\) such that \(\lim_{n \to \infty} \|\theta_n - s\theta_n\| = 0\) for all \(s \in S\);
(iii) \(S\) is amenable.
In the last section, we give some examples of discrete semigroups with the Liouville property for all non-degenerate probability measures, i.e., with the property that every bounded $\pi$-harmonic function is constant for every non-degenerate probability measure $\pi$.

6.4. Metric semigroups

Following the previous results for semigroups equipped with a quasi-invariant measure, it is natural to enquire about semigroups without such a measure. We present the case of metric semigroups in this subsection, but refer to [7] for further discussion of topological semigroups.

Given a probability measure $\pi$ on a metric semigroup $S$, we denote by $H_\pi(S)$ the closed subspace of $LUC(S)$ consisting of $\pi$-harmonic functions on $S$. We say that $S$ has the Liouville property if there is a tight probability measure $\pi$ on $S$ such that $H_\pi(S) = \mathbb{C}1$ where $1$ denotes the constant function on $S$ with value 1.

A metric semigroup $S$ is said to satisfy Reiter’s condition if for every $\varepsilon > 0$ and compact set $K \subseteq S$, there is a probability measure $\theta$ on $S$ with compact support such that $\|\theta - \delta_x * \theta\| < \varepsilon$ for all $s \in K$.

For a countable discrete semigroup $S$, the notion of the Liouville property and Reiter’s condition just introduced agrees with the one previously defined.

Given a $\sigma$-compact metric semigroup $S$ satisfying Reiter’s condition, a construction analogous to that in the proof of Proposition 5.4 yields a tight probability measure $\pi$ on $S$ such that

$$\lim_{n \to \infty} \|\delta_x * \pi^n - \pi^n\| = 0$$

(31)

for all $s \in S$. In fact, this is also true for topological semigroups and a detailed proof will be given in [7]. Consequently, we have the following result.

**Theorem 6.11.** Let $S$ be a $\sigma$-compact metric semigroup with identity $e$ satisfying Reiter’s condition. Then $S$ enjoys the Liouville property.

**Proof.** By the previous observation, there is a tight probability measure $\pi$ on $S$ satisfying (31) for all $s \in S$. Hence for each $\pi$-harmonic function $f \in LUC(S)$, we have

$$|f(x) - f(e)| = \int_S (f(xy) - f(y))d\pi^n(y) = \int_S (\delta_x * f - f)d\pi^n$$

$$= \int_S f d(\delta_x * \pi^n - \pi^n) \leq \|f\|_\infty\|\delta_x * \pi^n - \pi^n\| \to 0 \quad \text{as} \quad n \to \infty$$

and it follows that $f$ is constant. This completes the proof. $\square$
We conclude this section by showing that a metric semigroup $S$ with the Liouville property, but not necessarily $\sigma$-compact, must be amenable. This will follow readily from the fact that the space $H_\pi(S)$ of bounded $\pi$-harmonic functions on $S$ is the range of a contractive projection on $\text{LUC}(S)$, which commutes with left translations. To show this, we need the following two lemmas which are straightforward extension of similar results in [6] for groups.

Let $\rho$ denote the topology of pointwise convergence in $\text{LUC}(S)$ and let $\tau$ be the topology of uniform convergence on compact sets in $S$.

**Lemma 6.12.** Let $S$ be a metric semigroup and let $f \in \text{LUC}(S)$. Denote by $K_f$ the $\rho$-closure $\overline{\{f \ast \delta_s : s \in S\}}$ of the convex hull of $\{f \ast \delta_s : s \in S\}$. Then the topologies $\rho$ and $\tau$ coincide on $K_f$ which is compact in these topologies.

**Lemma 6.13.** Let $f \in \text{LUC}(S)$ and $\pi \in M(S)$ be a probability measure. Then $f \ast \pi \in K_f$.

**Proposition 6.14.** Let $S$ be a metric semigroup and let $\pi \in M_f(S)$ be a probability measure. Then there exists a contractive projection $P : \text{LUC}(S) \to \text{LUC}(S)$ with range equal to $H_\pi(S)$. Moreover, $P$ commutes with left translations on $S$.

**Proof.** The arguments are similar to those given in [4] and [6] for groups, but we include the proof for completeness. Let $\text{LUC}(S)$ be equipped with the topology $\rho$ of pointwise convergence and let the Cartesian product $\text{LUC}(S)^{\text{LUC}(S)}$ be equipped with the product topology. Define a linear map $L : \text{LUC}(S) \to \text{LUC}(S)$ by $L(f) = f \ast \pi \ (f \in \text{LUC}(S))$.

Consider $L$ as an element in $\text{LUC}(S)^{\text{LUC}(S)}$, and so are the $n$-th iterates $L^n = \underbrace{L \circ \cdots \circ L}_{n-\text{times}}$. By Lemma 6.13, $L^n \in \prod_{f \in \text{LUC}(S)} K_f \subseteq \text{LUC}(S)^{\text{LUC}(S)}$ for all $n$. It follows that the closed convex hull $K := \overline{\{L^n : n = 1, 2, \ldots\}} \subseteq \prod_{f} K_f$ is compact in the product topology by Lemma 6.12.

Define an affine map $T : K \to K$ by $T(\Lambda)(f) = \Lambda(f) \ast \pi \ (\Lambda \in K, f \in \text{LUC}(S))$. Then $T$ is continuous. Indeed, given a net $(\Lambda_\alpha)_\alpha$ in $K$ converging to $\Lambda \in K$, then $\Lambda_\alpha(f) \longrightarrow \Lambda(f)$ pointwise on $S$ for each $f \in \text{LUC}(S)$. By Lemma 6.13, $\Lambda(f), \Lambda_\alpha(f) \in K_f$ and hence Lemma 6.12 implies that $(\Lambda_\alpha(f))_\alpha$ converges to $\Lambda(f)$ uniformly on compact sets in $S$. It follows that $(\Lambda_\alpha(f) \ast \pi)_\alpha$ converges pointwise to $\Lambda(f) \ast \pi$. This proves that $(T(\Lambda_\alpha))_\alpha$ converges to $T(\Lambda)$ in the product topology.

By the Markov–Kakutani fixed-point theorem, $T$ admits a fixed point $P \in K$ which gives

$$P(f) = P(f) \ast \pi \quad (f \in \text{LUC}(S)).$$

It is easy to see that $P^2 = P$ and $P(\text{LUC}(S)) = H_\pi(S)$. The last assertion follows from the fact that left translations on $S$ commute with the operator $L$. $\square$
Theorem 6.15. Let $S$ be a metric semigroup with the Liouville property. Then $S$ is amenable.

Proof. Let $\pi$ be a tight probability measure on $S$ such that $H_\pi(S) = \mathbb{C}1$. Let $P : LUC(S) \rightarrow LUC(S)$ be the contractive projection constructed in Proposition 6.14. Since $P(LUC(S)) = H_\pi(S)$, we have $P(f) = \varphi(f)1$ ($f \in LUC(S)$) for a unique functional $\varphi : LUC(S) \rightarrow \mathbb{C}$. Evidently, $\varphi$ is a left invariant mean. $\square$

The above approach using the contractive projection $P$ gives an alternative proof of the implication (i) $\Rightarrow$ (iii) in Theorem 6.10.

7. Examples

A measure on a semigroup is called non-degenerate if its support generates the semigroup. It is known that if a locally compact abelian semigroup $S$ supports a non-degenerate probability measure $\pi$, then $H_\pi(S) = \mathbb{C}1$ (cf. [24,33]). We now present a class of discrete non-abelian semigroups with the Liouville property for all non-degenerate probability measures.

Definition 7.1. Let $S$ be a discrete semigroup with identity $e$. A central series of $S$ is a finite chain

$$\{e\} = S_0 \subset S_1 \subset \ldots \subset S_n = S,$$

of subsemigroups in $S$ such that

(i) $S_m$ is right reversible for all $0 \leq m \leq n$, that is, for all $x, y$ in $S_m$, we have $S_m x \cap S_m y \neq \emptyset$;
(ii) For every $1 \leq m \leq n$, $a \in S_m$ and $s \in S$, there exist $x, y$ in $S_{m-1}$ with $xas = ysa$.

We call $n$ the length of the above central series.

Semigroups admitting central series are a natural generalisation of nilpotent groups. We should note, however, that the concept of nilpotent semigroups is not defined in terms of the existence of central series (cf. [27]). Evidently, every abelian semigroup admits a central series of length 1.

Example 7.2. The Heisenberg semigroup

$$S = \left\{ \begin{pmatrix} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix} \in GL_3(\mathbb{R}) : x, y, z \geq 0 \right\}$$

admits a central series of length 2.
To see this, set
\[ S_0 = \left\{ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \right\}, \quad S_1 = \left\{ \begin{pmatrix} 1 & 0 & z \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} : z \geq 0 \right\} \text{ and } S_2 = S. \]

Condition (i) is obviously satisfied for \( S_0 \) and \( S_1 \) (\( S_1 \) is abelian), and it holds for \( S_2 = S \) as well because of
\[ \begin{pmatrix} 1 & \zeta + x \eta \\ 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & \zeta & 0 \\ 0 & 1 & \eta \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & x & z+\xi \eta \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \zeta & 0 \\ 0 & 1 & \eta \\ 0 & 0 & 1 \end{pmatrix} \]
for all \( x, y, z \) and \( \xi, \eta, \zeta \).

Condition (ii) is true for \( m = 1 \) since \( S_1 \) is abelian. For \( m = 2 \), condition (ii) holds because we have for all \( x, y, z \) and \( \xi, \eta, \zeta \):
\[ \begin{pmatrix} 1 & x \eta \\ 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & \xi \zeta & 0 \\ 0 & 1 & \eta \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \xi & \zeta \\ 0 & 1 & \eta \\ 0 & 0 & 1 \end{pmatrix}. \]

Actually, exactly the same computations show that for every subring \( R \) of \( \mathbb{R} \), the semigroup
\[ S = \left\{ \begin{pmatrix} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix} \in GL_3(\mathbb{R}) : x, y, z \in R \cap [0, \infty) \right\} \]
admits a central series of length 2.

We show that semigroups with central series have the Liouville property for all non-degenerate probability measures. This generalizes the corresponding result for nilpotent groups [13,28] (see also [5]). First, we sketch a proof of the following lemma, using similar arguments in [5].

**Lemma 7.3.** Let \( S \) be a discrete semigroup with identity \( e \) and \( \pi \) a non-degenerate probability measure on \( S \). Then for each \( f \in H_\pi(S) \), we have \( f(ax) = f(x) \) for all \( x \in S \) and \( a \) in the centre of \( S \).

**Proof.** Considering the real and imaginary parts separately, we may assume that \( f \) is real-valued. Fix \( a \) in the centre of \( S \). Set \( g(x) = f(x) - f(ax) \), where \( g \in \ell^\infty(S) \). Let \( \alpha := \sup_{x \in S} g(x) \). Then \( g \in H_\pi(S) \). Choose a sequence \( (x_n)_n \) in \( S \) with \( \alpha = \lim_{n \to \infty} g(x_n) \).

Define \( g_n \in \ell^\infty(S) \) by \( g_n(x) := g(x_n x) \). Then \( g_n \in H_\pi(S) \) and \( \lim_{n \to \infty} g_n(e) = \alpha \), where \( g_n(x) = g(x_n x) \leq \alpha \) for all \( x \in S \). We also know that \( \|g_n\|_\infty \leq \|g\|_\infty \).

Let \( h \) be a \( w^* \)-limit point of \( g_n \) in \( \ell^\infty(S) \). Since \( g_n \in H_\pi(S) \) and the map \( \varphi \in \ell^\infty(S) \mapsto \varphi * \pi \in \ell^\infty(S) \) is \( w^* \)-continuous, we have \( h = h * \pi \) in \( \ell^\infty(S) \) and therefore \( h \in H_\pi(S) \).

As \( w^* \)-convergence in \( \ell^\infty(S) \) implies pointwise convergence, \( g_n(x) \leq \alpha \) implies \( h(x) \leq \alpha \) for all \( x \in S \). Since \( \lim_{n \to \infty} g_n(e) = \alpha \), we have \( h(e) = \alpha \).
We show $h(a) = \alpha$. Since $S = \bigcup_{n=1}^{\infty} (\text{supp} \pi)^n = \bigcup_{n=1}^{\infty} \text{supp} \pi^n$, one can choose $n \in \mathbb{N}$ such that $\pi^n(a) > 0$. If $h(a) < \alpha$, then

$$\alpha = h(e) = h \ast \pi^n(e) = \sum_{y \in S} h(y)\pi^n(y) = h(a)\pi^n(a) + \sum_{y \neq a} h(y)\pi^n(y)$$

$$< \alpha\pi^n(a) + \sum_{y \neq a} \alpha\pi^n(y) = \alpha$$

which is a contradiction. Hence we must have $h(a) = \alpha$. Similarly, $h(a^p) = \alpha$ for all $p \in \mathbb{N}$.

Now if $\alpha > 0$, then we can choose $m \in \mathbb{N}$ with $\|f\|_{\infty} \leq \frac{1}{4}m\alpha$, and $n \in \mathbb{N}$ with $g_n(a^p) > \frac{1}{2}\alpha$ for all $1 \leq p \leq m$. This gives

$$\frac{1}{2}m\alpha < \sum_{p=1}^{m} g_n(a^p) = \sum_{p=1}^{m} f(x_n a^p) - f(ax_n a^p) = \sum_{p=1}^{m} f(x_n a^p) - f(x_n a^{p+1})$$

$$= f(x_n a) - f(x_n a^{p+1}) \leq 2 \cdot \frac{1}{4}m\alpha = \frac{1}{2}m\alpha$$

which is impossible. Therefore $\alpha \leq 0$ and we have $g(x) \leq 0$ for all $x \in S$, that is, $f(x) \leq f(ax)$ for $x \in S$. Repeating the previous argument for the function $f(ax) - f(x)$, we get $f(ax) \leq f(x)$ and hence $f(x) = f(ax)$ for all $x \in S$.

**Theorem 7.4.** Let $S$ be a discrete semigroup with identity and a central series. Then for every non-degenerate probability measure $\pi$ on $S$, we have $H_{\pi}(S) = C1$.

**Proof.** We proceed inductively on the length $n$ of the central series of $S$. The case $n = 0$ is trivial. For the inductive step, assume the assertion is true for length $n$ and let

$$\{e\} = S_0 \subsetneq S_1 \subsetneq \ldots \subsetneq S_n \subsetneq S_{n+1} = S$$

be a central series of length $n + 1$. Since $S$ has an identity in $S_1$ which is right reversible, we can define an equivalence relation $\sim$ on $S$ by setting $x \sim y$ if there exist $a, b \in S_1$ satisfying $ax = by$. The set $S/\sim$ of equivalence classes $\hat{x}$ is a semigroup structure with product $\hat{x} \cdot \hat{y} := (xy)^\prime$, which is well-defined because $S_1$ is in the centre of $S$. Observe that

$$\{\hat{e}\} = S_1/\sim \subsetneq S_2/\sim \subsetneq \ldots \subsetneq S_n/\sim \subsetneq S_{n+1}/\sim = S/\sim$$

is a central series of length at most $n$ for $S/\sim$.

Now let $\pi$ be a probability measure on $S$ such that $\text{supp} \pi$ generates $S$ as a semigroup. Let $q : S \to S/\sim$ be the quotient map. Define a probability measure $\hat{\pi}$ on $S/\sim$ by setting $\hat{\pi}(\hat{x}) := \sum_{x \in q^{-1}(\hat{x})} \pi(x)$. Then $\text{supp} \hat{\pi}$ generates $S/\sim$ as a semigroup. By the inductive hypothesis, we have $H_{\hat{\pi}}(S/\sim) = C1$. 
Let \( f \in H_x(S) \). Define \( \hat{f} : S/\sim \to \mathbb{C} \) by \( \hat{f}(\hat{x}) := f(x) \). This is well-defined. Indeed, if \( x \sim y \), then there exist \( a, b \in S_1 \) with \( ax = by \). As \( S_1 \) is contained in the centre of \( S \), Lemma 7.3 yields \( f(x) = f(ax) = f(by) = f(y) \). One verifies readily that \( \hat{f} * \hat{\pi} = \hat{f} \). Therefore \( \hat{f} \), and hence \( f \), must be constant. \( \square \)

References

[1] C. Anantharaman-Delaroche, J. Renault, Amenable Groupoids, L’Enseignement Math., vol. 36, 2000, Geneva.
[2] W. Arveson, An Invitation to C*-Algebra, Springer, New York, 1976.
[3] R. Azencott, Espaces de Poisson des groupes localement compacts, LNM, vol. 148, Springer, Berlin, 1970.
[4] C.-H. Chu, Matrix-valued harmonic functions on groups, J. Reine Angew. Math. 552 (2002) 15–52.
[5] C.-H. Chu, T. Hilberdink, The convolution equation of Choquet and Deny on nilpotent groups, Integral Equations Operator Theory 26 (1996) 1–13.
[6] C.-H. Chu, A.T.-M. Lau, Harmonic functions on topological groups and symmetric spaces, Math. Z. 268 (2011) 649–673.
[7] C.-H. Chu, X. Li, Harmonic functions on semigroups, in preparation.
[8] A. Connes, Sur la théorie non commutative de l’intégration, Lecture Notes in Math., vol. 725, Springer-Verlag, Berlin, 1979, pp. 19–143.
[9] A. Connes, Von Neumann algebras, in: Proc. ICM, Helsinki, 1978, Acad. Sci. Fennica, Helsinki, 1980, pp. 97–109.
[10] J. Cunz, C. Deninger, M. Laca, C*-algebras of Toeplitz type associated with algebraic number fields, Math. Ann. 355 (2013) 1383–1423.
[11] L. Davies, D.N. Shanbhag, A generalization of a theorem of deny with applications in characterization problems, Quart. J. Math. 38 (1987) 13–34.
[12] M.M. Day, Amenable semigroups, Illinois J. Math. 1 (1957) 509–544.
[13] E.B. Dynkin, M.B. Malyutov, Random walks on groups with a finite number of generators, Sov. Math., Dokl. 2 (1961) 399–402.
[14] G.A. Elliott, The classification problem for amenable C*-algebras, in: Proc. ICM, Zürich, 1994, Birkhäuser, Basel, 1995, pp. 922–932.
[15] G. Folland, A Course in Abstract Harmonic Analysis, CRC Press, Boca Raton, 1995.
[16] H. Furstenberg, Boundary theory and stochastic processes on homogeneous spaces, in: Harmonic Analysis on Homogeneous Spaces, Proc. Sym. Pure Math., 1972, AMS, Providence, R.I., 1973, pp. 193–229.
[17] N. Higson, J. Roe, Amenable group actions and the Novikov conjecture, J. Reine Angew. Math. 519 (2000) 143–153.
[18] G.A. Hunt, Semi-groups of measures on Lie groups, Trans. Amer. Math. Soc. 81 (1956) 263–293.
[19] V.A. Kaimanovich, Measure-theoretic boundaries of Markov chains, 0–2 laws and entropy, in: Harmonic Analysis and Discrete Potential Theory, Frascati, 1991, Plenum, New York, 1992, pp. 145–180.
[20] V.A. Kaimanovich, Amenability and the Liouville property, Israel J. Math. 149 (2004) 45–85.
[21] V.A. Kaimanovich, A.M. Vershik, Random walks on discrete groups: boundary and entropy, Ann. Probab. 11 (1983) 457–490.
[22] K. Kuratowski, Topology, Vol. I, Academic Press, New York, 1966.
[23] A. Lau, Amenability of semigroups, in: The Analytical and Topological Theory of Semigroups, in: De Gruyter Exp. Math., vol. 1, de Gruyter, Berlin, 1990, pp. 313–334.
[24] K.-S. Lau, W.-B. Zeng, The convolution equation of Choquet and Deny on semigroups, Studia Math. 97 (1990) 115–135.
[25] X. Li, Semigroup C*-algebras and amenability of semigroups, J. Funct. Anal. 262 (2012) 4302–4340.
[26] X. Li, Nuclearity of semigroup C*-algebras and the connection to amenability, Adv. Math. 244 (2013) 626–662.
[27] A.I. Mal’cev, Nilpotent semigroups, Ivanov. Gos. Ped. Inst. Uč. Zap. Fiz.-Mat. Nauki 4 (1953) 107–111.
[28] G.A. Margulis, Positive harmonic functions on nilpotent groups, Sov. Math., Dokl. 166 (1966) 241–244.
[29] I. Namioka, On certain actions of semi-groups on L-spaces, Studia Math. 29 (1967) 63–77.
[30] N. Ozawa, Amenable actions and applications, in: Proc. of the ICM, Madrid, 2006, vol. II, EMS Publishing House, 2007, pp. 1624–1650.
[31] K.R. Parthasarathy, Probability Measures on Metric Spaces, AMS ChelseaPubl., Providence, R.I., 2005.
[32] C.R. Rao, D.N. Shanbhag, Further extensions of the Choquet–Deny and Deny Theorems with applications in characterization theory, Quart. J. Math. 40 (1989) 333–350.
[33] C.R. Rao, D.N. Shanbhag, An elementary proof for an extended version of the Choquet–Deny theorem, J. Multivariate Anal. 38 (1991) 141–148.
[34] J. Renault, A Groupoid Approach to C*-Algebras, Lect. Notes Math., vol. 793, Springer, Berlin, 1980.
[35] J. Renault, Topological amenability is a Borel property, Math. Scand. 117 (2015) 5–30.
[36] J. Rosenblatt, Ergodic and mixing random walks on locally compact groups, Math. Ann. 257 (1981) 31–42.
[37] J-L. Tu, La conjecture de Baum–Connes pour les feuilletages moyennables, K-Theory 17 (1999) 215–264.
[38] J. von Neumann, Zur allgemeinen Theorie des Masses, Fund. Math. 13 (1929) 73–116.
[39] S.-T. Yau, Harmonic functions on complete Riemannian manifolds, Comm. Pure Appl. Math. 28 (1975) 201–228.
[40] R.J. Zimmer, Hyperfinite factors and amenable ergodic actions, Invent. Math. 41 (1977) 23–31.
[41] R.J. Zimmer, Amenable ergodic group actions and an application to Poisson boundaries of random walks, J. Funct. Anal. 27 (1978) 350–372.