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Measuring Non-Destructively the Total Indium Content and Its Lateral Distribution in Very Thin Single Layers or Quantum Dots Deposited onto Gallium Arsenide Substrates Using Energy-Dispersive X-ray Spectroscopy in a Scanning Electron Microscope
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Abstract: The epitaxial deposition of a precise number, or even fractions, of monolayers of indium (In)-rich semiconductors onto gallium arsenide (GaAs) substrates enables the creation of quantum dots based on InAs, InGaAs and indium phosphide (InP) for infrared light-emitting and laser diodes and the formation of indium antimonide (InSb)/GaAs strained layer superlattices. Here, a facile method based on energy-dispersive X-ray spectroscopy (EDXS) in a scanning electron microscope (SEM) is presented that allows the indium content of a single semiconductor layer deposited on a gallium arsenide substrate to be measured with relatively high accuracy ($\pm$0.7 monolayers). As the procedure works in top-down geometry, where any part of a wafer can be inspected, measuring the In content of the surface layer in one location without destroying it can also be used to map the lateral indium distribution during quantum dot formation and is a method suitable as an in-situ quality control tool for epitaxy.
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1. Introduction

For InAs [1] and InGaAs [2] quantum dots and quantum wells deposited on GaAs substrates, the layer widths, quantum dot size and their relative indium content determine the optical properties of the quantum structures formed [3]. These parameters are all directly related to the total amount of indium deposited, which therefore needs to be measured reliably to control the deposition rate [4]. The Stranski–Krastanov transition from flat layer growth of homogenous In(Ga)As quantum wells to self-organised quantum dot formation occurs at a critical thickness that is itself temperature dependent [5] but is generally believed to lie around 1.7 monolayers (ML) of indium (In) [6] if a minimum indium concentration threshold is reached in the deposition above which indium segregation commences due to strain [7–9]. In-situ measurements such as intensity fluctuations in reflection high-energy electron diffraction (RHEED) [10] or spectroscopic ellipsometry (SE) [11] may be available during molecular beam epitaxy or low-pressure chemical vapour deposition, but sometimes the results are ambiguous when either the signals are blurred because the surfaces are not atomically flat or if some fraction of atoms deposited become re-evaporated at higher deposition temperatures. Ex-situ surface analysis techniques such as Auger electron spectroscopy [12], high-resolution electron energy-loss spectroscopy [13] or X-ray photoelectron spectroscopy [14–16] can measure the total amount of In atoms deposited on a GaAs surface, if carefully calibrated, but need a transfer to another ultra-high vacuum chamber unless directly connected to the growth chamber, which is expensive and needs expert user operation. If just the total amount of indium on a surface were to be determined,
micro-X-ray fluorescence (μ-XRF) would be an equally non-destructive measurement approach. It has been shown that ≈1% of a full monolayer of Sn could be detected on Si using this method [17], but the ability to subtract the bremsstrahlung background intensity accurately and reproducibly is critical, making the choice of the emission line, as well as the positions of substrate lines, important factors, so the sensitivity for In on GaAs will probably be much worse. Braun and Ploog [18] estimated the sensitivity for In on GaAs as 0.25 monolayers (ML) using a home-built kit within a growth chamber that provided time resolution but no spatial resolution, and at the growth temperature employed some indium that may already have started to desorb so that the measured In signal in the flux could have differed from the amount of In finally deposited. Generally, the lateral resolution of μ-XRF lies in the range >5 μm [19] and so would not allow simultaneous sub-μm distribution mapping of In-rich quantum dots.

Here, it is shown that transfer to a very basic table-top scanning electron microscope equipped with a tungsten hairpin emitter and an energy-dispersive X-ray spectrometer (SEM-EDXS) is a facile and relatively quick alternative characterisation method to measure sub-monolayer thicknesses of In-containing semiconductors on GaAs and to map the lateral distribution of In on the surface. Such equipment is now very widely spread and its availability in many teaching and research laboratories means that SEM-EDXS is rapidly becoming a routine technique, making it useful to consider signal quantification and explore its limitations.

In scanning electron microscopy, the energy of the primary electrons defines their interaction volume with the sample. This interaction volume increases both laterally and vertically with acceleration voltage, i.e., with electron energy [20]. The dependence of lateral resolution on the acceleration voltage has been studied extensively. The penetration depth of electrons into the sample also influences the depth in which the majority of X-rays are produced. This has been traditionally used in the past to adjust the depth sensitivity of SEM-EDXS and to measure the thicknesses of surface coatings, however, mainly for relatively thick layers in the range >0.05 μm, up to several μm [21–23].

Recent developments of dedicated instrumentation and modelling in wavelength-dispersive X-ray microanalysis (SEM-WDX) have shown that low-energy spectra taken with very bright electron beams under ultra-high vacuum conditions with multiple spectrometers can allow oxide thicknesses down to 10 nm [24] to be measured; a commercial publication claimed sensitivity down to 2 nm [25]. In a recent study, we have shown that thin oxide layers on top of Si and SiGe wafers could be measured in SEM-EDX top-down geometry to sub-nm accuracy [26]. In this study, the same principle is applied to the measurement of thin indium containing layers (InAs, InGaAs, InP, InSb) that are orders of magnitude thinner than typical hard coatings used for mechanical tools or anti-reflective coatings in optics; hence, X-ray count rates will be much lower and both lower acceleration voltages and the effects of external influences, such as the build-up of thin contamination layers of the surfaces during data acquisition, need to be considered in detail. Both our previous study [26] and our current study are examples of how basic SEM-EDXS instrumentation can, to some degree, substitute the use of much more complicated and expensive surface analysis equipment, which typically would have to operate in ultra-high vacuum conditions.

2. Monte Carlo Simulations

For modelling the electron penetration, multiple electron scattering, X-ray production and X-ray detection in SEM-EDXS [20,27] as a function of acceleration voltage the Monte Carlo package CASINO version 2.42 (Electron Microscopy Research Group, McGill University, Montreal, QC, Canada) has been used [28]. This code simulates the X-rays generated by multiply scattered electrons and those detected by a typical solid-state Si-based detector with an atmospheric thin polymer entrance window. It does, however, neglect secondary X-ray fluorescence effects, which seems to have only recently been considered in detail [29].
and X-ray fluorescence from fast secondary electrons, which can be a problem at high acceleration voltages [30,31].

In order to obtain an unambiguous chemical signal from the indium (In) atoms in the surface layer, characteristic X-rays from the In L-line need to be excited. This line consists of the following prominent sub-lines: \( \text{L}\alpha_1 \) at 3287 eV and \( \text{L}\alpha_2 \) at 3279 eV (that cannot be separated by EDX spectrometers), \( \text{L}\beta_1 \) at 3487 eV, \( \text{L}\beta_2 \) at 3714 eV and \( \text{L}\gamma_1 \) at 3921 eV. So, the minimum electron energy needed for their excitation will be 4 keV. There are also two weaker sub-lines identified as \( \text{L}_1 \) at 2904 eV and \( \text{L}\gamma_{2,3} \) at 4160 eV. Figure 1 shows two screen shots from the graphical user interface of the CASINO software, one for electrons at 4 keV (top) and one for electrons at 15 keV (bottom), that demonstrate in this side-view that most electrons will penetrate rather deep into material, where they will be scattered multiple times and can produce X-rays from both the surface layer and the underlying substrate.

**Figure 1.** Monte Carlo simulation of multiple electron scattering for a 10 nm wide beam through 10 nm \( \text{In}_0.1\text{Ga}_{0.9}\text{As} \) film on GaAs substrate at energies of 4 keV (a) and 15 keV (b). Trajectories of back-scattered electrons are shown in red, those of absorbed electrons in blue. Note the different scales: (a): 155 nm × 94 nm, (b): 1883 nm × 1152 nm.
Figure 2 quantifies this by plotting from the depth profiles for each energy the maximum peak position of the corresponding depth distribution of electrons and X-rays for the range of 4–30 keV electron energy. The simulated electron penetration depth increases from 63 nm at 4 kV to 1640 nm at 30 kV, while the depth distributions of X-rays generated from the As and Ga L-lines increase from 18 nm at 4 kV to 620 nm at 30 kV; however, the peak depth from which most of these X-rays are actually detected is much shallower because many soft X-rays from larger depths will be re-absorbed in the sample. In particular, As L-line X-rays persistently come from a depth of up to only ≈30 nm and can therefore still be regarded to originate relatively close to the surface. Hence, As L will constitute an ideal calibration signal with which to compare the In L-line intensity.

Figure 2. Monte Carlo simulation of the peak positions of the depth distributions of electrons (green squares), As L-line X-rays (turquoise and red squares) and Ga L-line X-rays (blue and red triangles) in GaAs as function of electron acceleration voltage.

Figure 3 shows X-ray intensities of all X-ray lines expected from (In)GaAs for 10 nm In$_{0.1}$Ga$_{0.9}$As/GaAs as a function of electron acceleration voltage. While the curves for the hard X-ray K-lines commence only above 11 keV and then increase rapidly, the curves for all L-lines are much smoother and reach peak values for acceleration voltages of 12 kV (In L), 14 kV (As L) and 20 kV (Ga L), so this range should generate optimal count rates.

In particular, the purple curve for In L-line intensity and the red curve for As L line intensity in Figure 3 are similar in form so that their ratio, plotted in Figure 4, should remain almost constant. In the following, a number of different thin overlayers have been simulated, as listed in Table 1, and the resulting In L/As L line intensity ratios are plotted as a function of acceleration voltage in Figure 4. While this intensity ratio does not stay constant, all curves are of a similar form, with an initial sharp increase from 4 kV to 5–6 kV and a slight and broad dip around 15 kV.
Figure 3. Monte Carlo simulation of the intensities of various X-ray lines for 10 nm In$_{0.1}$Ga$_{0.9}$As/GaAs as function of electron acceleration voltage.

Figure 4. Monte Carlo simulation of the intensity ratio of In L/As L X-ray lines for various In-containing thin layers on GaAs as function of electron acceleration voltage.
Table 1. Materials properties used in simulations and volume density of indium atoms for various overlayer materials considered. Note that materials with a larger lattice constant have fewer In atoms in an equivalent layer of 1 nm thickness.

| Layer Material | Density [g/cm$^3$] | Band-gap [eV] | Lattice Constant [pm] @300K | Strain State Compared to GaAs | # In Atoms/nm$^3$ |
|----------------|---------------------|---------------|-----------------------------|-----------------------------|------------------|
|                |                     |               |                             |                             | Relaxed | Fully Strained |
| GaAs           | 5.32                | 1.42          | 565.3                       | 22.14                       | – |
| In$_{0.1}$Ga$_{0.9}$As | 5.34                | 1.27          | 569.4                       | 21.67                       | 21.84 |
| In$_{0.2}$Ga$_{0.8}$As | 5.38                | 1.13          | 573.4                       | 21.21                       | 21.55 |
| InP            | 4.81                | 1.344         | 586.87                      | 19.79                       | 20.64 |
| InAs           | 5.68                | 0.354         | 605.83                      | 17.99                       | 19.48 |
| InSb           | 5.77                | 0.17          | 647.9                       | 14.71                       | 17.32 |

All layers considered here effectively contain a total indium amount corresponding to 1 nm In$Z$ (where $Z = P, As$ or Sb is a group-V element from the periodic table); however, due to the different lattice parameters, those layers with increased lattice parameters contain fewer In atoms per unit volume and, thus, also per unit area for such a 1 nm thick layer modelled. Hence, the curves in Figure 4 are all arranged in sequence of their lattice constants (increasing from top to bottom) or areal density of In atoms (decreasing from top to bottom). Any quantification by SEM-EDXS will be ultimately limited by the lack of knowledge of the precise strain state of the top surface layer that contains In atoms: relaxation modifies the form of its unit cells from compressively strained tetragonal with in-plane lattice constants identical to $a_{GaAs}$ but a vertically increased lattice constant of $c$ where [32]

$$c = a_{GaAs} + x(a_{In_{x}Ga_{1-x}Z} - a_{GaAs})\left(1 + \nu\right)\left(1 - \nu\right)$$

with a Poisson number of $\nu \approx \nu_{GaAs} = 0.312$, to that of a cubic sample $a_{In_{x}Ga_{1-x}Z}$ in the relaxed case. So, while for the relaxed state the cubic unit cell with 4x In atoms has a volume of $(a_{In_{x}Ga_{1-x}Z})^3$; for the strained state this tetragonal unit cell volume is given as $c^3 a_{GaAs}^2$. Normalizing the data in Figure 4 not with respect to a 1 nm thin In-enriched overlayer but to the areal density of In atoms contained within this overlayer gives the values of the two last columns in Table 1. These values decrease from the GaAs value the more In atoms replace Ga atoms and the larger the corresponding group-V atom becomes, in line with the curves in Figure 4, which demonstrates that the In L/As L ratio can be used as a direct measure of the number of In atoms in the surface layer, within 7% maximum error for the In(Ga)As system.

Figure 5 proves that very thin surface layers of native oxides or hydrocarbon contamination will not significantly influence the In L signal from the indium containing top semiconductor layer (here: 5 nm of In$_{0.2}$Ga$_{0.8}$As) as long as these surface layers remain sufficiently thin; a less than 10% relative increase in In L can be predicted for surface layers thinner than 3 nm, which can be guaranteed in practice as long as very high magnifications are avoided, otherwise surfaces may need to be plasma cleaned prior to analysis [33].
Figure 5. Monte Carlo simulation of the intensities of selected X-ray lines for 5 nm In$_{0.2}$Ga$_{0.8}$As on GaAs as function of overlayer thickness where the surface overlayers are modelled as pure carbon (amber squares for C K, purple diamonds for In L-line, × 50) or pure b-Ga$_3$O$_5$ (red squares for O K-line, turquoise diamonds for In L-line, × 50).

3. SEM Characterisation

Comparable spectroscopy experiments were performed under the same conditions by mounting several specimens onto a common stub for investigation in a Hitachi table-top SEM 3030 plus (Hitachi High-Tech, Krefeld-Fichtenhain, Germany) operated at $U = 15$ kV, a take-off angle (TOA) of $22^\circ$ and magnification of 40 ×. The microscope is equipped for EDXS with a 30 mm$^2$ Bruker XFlash 430 (Bruker Nano GmbH, Berlin, Germany) silicon drift detector of nominal 450 µm thickness, which has a 0.029 mm dead layer, an AP3.3 polymer entrance window and provides 126 eV full width at half maximum resolution at 5.9 keV and a sampling of 10 eV/channel. The surfaces of all specimens were cleaned in 99.8% pure ethanol and acetone. No conductive coatings were applied to any sample.

Figure 6 shows four of the six specimens examined in this study (the ones not shown here are Si and GaAs wafers). Three are thin In$_x$Ga$_{1-x}$As single layers of nominal thicknesses of 2, 5 and 10 nm, respectively, grown on GaAs substrates by molecular beam epitaxy. Their indium content $x = 0.20$ is believed to be calibrated within $\Delta x = 0.01$, as were those samples in references [7–9]. The fourth sample is a small piece from an S-doped InAs wafer. Note the slight difference in hue of the InAs and (In)GaAs surfaces in the optical image of Figure 6b due to the different bandgaps of the materials. As the bandgap decreases, the reflectivity peaks of InGaAs shift from the blue to the green-yellow region [34,35]. Figure 6c is an SEM image taken with the back-scattered electron (BSE) detector, recorded at 15 kV and 40 × magnification with a working distance of 7.7 mm. Here, the InAs wafer surface appears 20–30% brighter than those of (In)GaAs, while simulations (cf. Table 2) only suggest a relative increase in the BSE yield from GaAs to InAs of $\approx 10\%$. The difference may be explained by the weak channelling contrast of the (001) oriented wafer pieces, visible as faint dark contours running along horizontal, vertical and diagonal directions in Figure 6c.
Figure 6. Three long specimens of InGaAs/GaAs (numbers # 1–3) and one small piece of InAs substrate (sample # 4) mounted on a 1” diameter SEM stub (a,b); BSE image of central area where all samples are visible, as used for SEM-EDXS (c). Specimen numbers correlate with those in Table 3.

Table 2. Monte Carlo simulation of backscattered electron (BSE) yield and characteristic X-ray intensities of L- and K- lines for bulk substrates at 15 kV.

| Bulk Sample | Line Type | BSE Coeff. | As X-rays | Ga X-rays | In X-rays |
|-------------|-----------|------------|-----------|-----------|-----------|
|             | L         | K          | L         | K         | L         |
| GaAs        | 0.329     | 444.93     | 60.95     | 897.14    | 148.88    |
| InAs        | 0.361     | 419.02     | 50.79     | -         | 603.52    |

Table 3. List of specimens investigated and X-ray counts extracted for acquisition times of 1–1.15 h. Error bars are based on simple counting statistics for the background. The nominal InAs equivalent monolayers (ML) are the product of nominal layer thickness and nominal indium concentration of the group III sub-lattice, divided by half the relaxed unit cell thickness (a/2) which corresponds to the thickness of a (002) lattice plane.

| # | Growth Number | Substrate | Top Layer | Nom. InAs Equiv. ML | InL [Counts] | AsL [Counts] | InL/AsL | Measured Thickness [InAs Equiv. ML] |
|---|---------------|-----------|-----------|--------------------|--------------|--------------|---------|-------------------------------------|
| 1 | ME1065        | GaAs      | In_{0.2}Ga_{0.8}As | 1.4     | 1112         | 2,106,681   | 0.000528 | 0.9 ± 0.6                           |
| 2 | ME1066        | GaAs      | In_{0.2}Ga_{0.8}As | 3.5     | 5239         | 1,696,135   | 0.003083 | 5.1 ± 0.7                           |
| 3 | ME1064        | GaAs      | In_{0.2}Ga_{0.8}As | 7.0     | 12,380       | 2,392,187   | 0.005175 | 8.6 ± 0.6                           |
| 4 | –             | InAs      | –         | –       | –            | 2,342,596   | 1.60     | –                                   |
| 5 | –             | GaAs      | –         | 0       | 596          | 1,459,337   | 0.000408 | 0.7 ± 0.8                           |
| 6 | AP9151        | GaAs      | InAs      | 1.5     | 3787         | 2,279,822   | 0.001661 | 2.7 ± 0.8                           |

3.1. Energy-Dispersive X-ray (EDX) Spectroscopy

For the spectra recorded with acquisition times of 1–1.15 h as shown in Figure 7, wafers were investigated pairwise, as it turned out that the weak In signal from the InGaAs layer samples would be influenced by stray scattering from InAs if simultaneously present, as shown here.

The software Quantax 70 (Bruker Nano GmbH, Berlin) automatically quantifies characteristic X-ray lines tabulated for elements from Be (Z = 4) to Cf (Z = 98) in four steps:

i. It removes detector artefacts, such as sum peaks, escape peaks, offsets due to incomplete charge collection and blur due to line broadening.

ii. It performs continuous bremsstrahlung fitting and background subtraction around these characteristic lines [36].

iii. It fits the peaks of all characteristic X-ray lines detected, including multiple sub-lines.

iv. It quantifies the net counts extracted by internal, standardless calculation of element-number (Z) specific ionisation cross-sections, fluorescence yields and relative X-ray
emission rates (Z-effect), absorption (A) and internal fluorescence (F) corrections. This is called standardless peak-to-background (P/B) ZAF quantification [37,38].

Figure 7. X-ray spectra from InAs, GaAs, Si and three InGaAs/GaAs wafer samples, displayed on a logarithmic scale for the energy range of 0–15 keV (a), on linear scale for the relevant range of 0–5 keV only, using different vertical scales to show the strong In L and As L lines (b) and the weak In L signals in the epitaxial wafer samples (c).
3.2. EDX Mapping

X-ray mapping was conducted for sample #6 of nominally 1.5 ML InAs on a GaAs substrate, which showed 200–300 nm scale speckle-type contrast in light microscopy, as shown in Figure 8a. These features are of the same dimension as the nominal 210 nm resolution of the light microscope used. Hence, the direct interpretation of this speckle from light microscopy is not possible. A back-scattered electron image (Figure 8b), however, indicates this speckle pattern is a real feature of the surface, and the small area in its centre investigated by X-ray mapping (Figure 8c) confirms the presence of a rough surface where In-rich islands and In-poor troughs and holes form a meandering surface pattern typical of surfaces just before the Stranski–Krastanov transition from flat layer to island growth, via the percolation and roughening of the wetting layer already formed.

![Image](image_url)

**Figure 8.** Optical light micrograph of \((20 \mu m)^2\) surface area in reflection (a) and BSE image (b) with X-ray map insert of \((0.9 \mu m)^2\) area (c) with Ga K counts in blue (min = 41, max = 209) and In L counts in yellow (min = 0, max = 5). All bright dots in (c) are yellow and, despite the noise, align well with the white dot pattern in (b).

4. Discussion

Let us first look at X-ray spectra of the pure binary materials InAs and GaAs in Figure 7. InAs shows an In\(_L\)/As\(_L\) ratio of 1.60 in the experimental spectra (yellow-orange), while Monte Carlo simulations would have suggested a ratio of 1.44 (see Table 2). This 10% relative discrepancy is small, given that the SDD detector used in the experiment is somewhat thinner than the Si:Li detector used in the simulations, and it is not quite clear which of the In L sub-lines are actually taken into account in the model simulation. In any case, this error in the effective \(k\)-factors is negligible compared to the scatter due to the uncertainty in the distribution of indium in various top layers (InGaAs, InAs, InP or InAs, cf. Figure 4). The X-ray spectrum of GaAs (green) shows no apparent In signal but the quantitative analysis by the Bruker Quantax software reports about 600 net counts for In L, with a statistical error bar of \(\pm 670\) counts based on integrating, on average, about 4500 counts over 100 channels (from 3–4 keV). This suggests a baseline for In\(_L\)/As\(_L\) ratio detectability of \((0.4 \pm 0.5)\)‰, or 400 ppm. This is almost as large as the signal expected from 1 ML pure InAs and indicates this will be the detection limit in our set-up for measurements about 1 h long, where the specimen covers half the field of view (as two specimens were always studied in parallel); an improvement would only be possible by reducing the noise visible in the spectra of Figure 7c by increasing the beam current of the tungsten filament, simply looking at one wafer surface only, or by increasing the measurement time correspondingly; an improvement in the SNR by a factor of 4 would be possible in this instrument if one wafer surface was monitored for a whole 8 h working day.
For wafer ME1064 in Figure 7c, one can clearly see the peaks of two In L-lines (L_α and L_β1), for wafer ME1066, only the strongest line (L_α) remains visible, and for wafer ME1065, the human eye can no longer discern a clear peak in the range of 3–4 keV, in agreement with the software reporting net counts of around 1100, which is close to the upper limit of the zero baseline signal of 600 ± 800 counts for GaAs. The count rates, In_L/As_L ratios and extracted equivalent In full monolayers are all listed in Table 3.

Figure 8 demonstrates the feasibility of mapping the lateral indium distribution on a surface by SEM-EDX. It should be noted that the In/As ratio from EDXS of this specimen is almost a factor 2 higher than expected, possibly due to some underlying InGaAs containing a buffer layer that the 15 kV electron beam partially penetrates. Furthermore, the In/Ga ratio from the X-ray maps in Figure 8c is much higher than expected from the spectrum, by a factor of 3–5, which is attributed to bit-rounding errors when generating non-negative integer distribution maps: the Ga map should have had a mean of only 0.2 counts (i.e., consisting mainly of pixels with 0 and 1 counts) but actually had a mean of almost unity. This indicates that full quantification of SEM-EDXS maps with low count rates may not be possible with standard commercial software, similar to that found for STEM-EDXS [39]. Still, the observed speckle patterns in Figure 8a,b agree in length scale.

A direct correlation of these SEM-EDXS results with surface analytical techniques mentioned previously has so far not been possible for several reasons: AES would need to carefully calibrate the escape depths of Auger electrons for InGaAs, which is beyond the scope of this study; SIMS does not provide reliable signals from the top surface monolayer, as ion currents typically need some seconds to stabilise [40]; and μ-XRF is not normally used for low X-ray energies such as As L or even In L-lines. There is, to our knowledge, only one recent example of μ-XRF incorporated into SEM-EDXS (called XTrace, by Bruker) that could potentially be used to compare the two techniques; however, no such instrument seems to be available in the UK. The manufacturer claims it will work well for thin films above 1 nm thickness and achieve down to 10 ppm sensitivity for homogeneous glass samples. From its specification (50 kV anode voltage, 600 μA anode current [41]), it is clear the penetration of 50 kV X-rays into the sample will be almost one order of magnitude larger than that of 15 keV electrons used here, yielding much lower X-ray counts from the surface for similar beam currents, but then X-ray anodes can be run at typically one order of magnitude higher currents than tungsten hairpin filaments (≈50 μA), which would compensate the lower surface sensitivity. While the background in μ-XRF is much lower than in EDXS, the major advantage would be that an inherent consistency check could be performed by comparing μ-XRF results from In_L/As_L ratio quantification with In_K/As_K ratios using MC simulations similar to those shown here. This is planned for a future study.

Finally, it should be noted that in principle, a tilt of the sample towards the X-ray detector could be used to enhance the surface sensitivity of the indium signal due to grazing incidence; however, very large angles would be required (84.3° for a factor of 10×, 89.43° for a factor of 100×) and a reliable, nearly vertical set-up would be extremely difficult to achieve in practice. Many basic SEMs, such as the model used here, do not have any sample tilt stages and the only option would be to mount the samples near-vertically on a suitable wedge, which, again, cannot be achieved with sub-degree precision.

5. Conclusions

The measurements indicate that just under 1 ML equivalent of In atoms (i.e., half a unit cell of InP, InAs or InSb) on GaAs is detectable in SEM-EDXS, as long as neither any Si wafer material nor any material with a high indium content, such as InAs wafers, are adjacent to the region of analysis: a strong Si signal would yield a small sum peak at 3.48 keV (cf Figure 7a,b) that could be misinterpreted by the software as being due to In L_β1. Additionally, an InAs wafer in the vicinity, as shown in Figure 6a, would give a false positive signal for (In)GaAs (cf. grey curve in Figure 7c) due to In L-line stray electrons that can extend laterally over distances of several millimetres [29–31].
A higher electron dose (longer exposure and/or higher beam current) would improve the signal-to-noise ratio further so that In$_L$/As$_L$ ratios <400 ppm may be detectable, as long as no additional peaks appear in the 2.5–4.5 keV range that would change background fitting and subtraction. The above value is similar to the minimum detectable mass limit estimated for EDXS in [42] and corresponds to 0.65 ML, or 4 atoms/nm$^2$. In our Hitachi 3030 plus table-top SEM, we typically obtained for GaAs samples about 2 million net counts of the As L edge within 1–1.15 h of acquisition. The detection limit scales with 1/$\sqrt{t}$, where $t$ is the acquisition time. Error bars under ± 0.1 ML, which have been obtained for buried InGaAs layers by TEM-EDX in cross-section geometry [39,43–45] and by SEM-WDX for sulphur [46] will probably not be obtainable by SEM-EDX in plan-view geometry because this would necessitate about 100 million net counts for the As L edge, which, on this table-top SEM, would take 50–60 hrs of data acquisition and is unrealistically long for quality control. SEM instruments with field-emission sources that generate higher beam currents and larger X-ray detectors that provide higher collection angles may be able to approach this limit, which, of course, would be highly desirable for quality control purposes.

Funding: This research has not been externally funded.

Data Availability Statement: Not applicable.

Acknowledgments: The author thanks the late Anthony G Cullis and Mark Hopkinson, both at University of Sheffield, Karsten Tillmann and Arno Förster, both at Research Centre Jülich, for provision of the epitaxial layer samples.

Conflicts of Interest: The author declares no conflict of interest.

References
1. Brandt, O.; Tapfer, L.; Ploog, K.; Bierwolf, R.; Hohenstein, M.; Philipp, F.; Lage, H.; Heberle, A. InAs quantum dots in a single-crystal GaAs matrix. Phys. Rev. B 1991, 44, 8043–8053. [CrossRef] [PubMed]
2. Leonard, D.; Fafard, S.; Pond, K.; Zhang, Y.H.; Merz, J.L.; Petroff, P.M. Structural and optical properties of self-assembled InGaAs quantum dots. J. Vac. Sci. Technol. B 1994, 12, 2516–2520. [CrossRef]
3. Yoffe, A.D. Semiconductor quantum dots and related systems: Electronic, optical, luminescence and related properties of low dimensional systems. Adv. Phys. 2001, 50, 1–208. [CrossRef]
4. Joyce, P.B.; Krzyzewski, T.J.; Bell, G.R.; Jones, T.S.; Malik, S.; Childs, D.; Murray, R. Effect of growth rate on the size, composition, and optical properties of InAs/GaAs quantum dots grown by molecular beam epitaxy. Phys. Rev. B 2000, 62, 10891–10895. [CrossRef]
5. Ledentsov, N.N.; Ustinov, V.M.; Egorov, A.Y.; Zhukov, A.E.; Maksimov, M.V.; Tabatabaei, I.G.; Kopev, P.S. Optical properties of heterostructures with InGaAs-GaAs quantum clusters. Semiconductors 1994, 28, 832–834.
6. Gerard, J.M.; Genin, J.B.; Lefebvre, J.; Moison, J.M.; Lebouche, N.; Berthe, F. Optical investigation of the self-organised growth of InAs/GaAs quantum dots. J. Crystal Growth 1995, 150, 351–356. [CrossRef]
7. Walther, T.; Cullis, A.G.; Norris, D.J.; Hopkinson, M. The nature of islanding in the InGaAs/GaAs epitaxial system. In Proceedings of the MRS Fall Meeting, 27 November–1 December 2000, Boston, MA, USA. Mat. Res. Soc. Symp. Proc. 2001, 648, P. 12.6.1–6.
8. Walther, T.; Cullis, A.G.; Norris, D.J.; Hopkinson, M. How InGaAs islands form on GaAs substrates: The missing link in et explanation of the Stranski-Krastanow transition. In Proceedings of the 12th Microscopy of Semiconducting Materials Conference, 25–29 March 2001, Oxford, UK. Inst. Phys. Conf. Ser. 2001, 169, 85–88.
9. Walther, T.; Cullis, A.G.; Norris, D.J.; Hopkinson, M. Nature of the Stranski-Krastanow transition during epitaxy of InGaAs on GaAs. Phys. Rev. Lett. 2001, 86, 2381–2384. [CrossRef]
10. Theeten, J.; Hottier, F. On the role of chlorine in the vapour phase epitaxy of (100)GaAs as evidenced by lead and rheed. Surf. Sci. 1976, 58, 583–589. [CrossRef]
11. Theeten, J.B. Real-time and spectroscopic ellipsometry of film growth: Application to multilayer systems in plasma and CVD processing of semiconductors. Surf. Sci. 1998, 96, 293–295.
12. Arthur, J.R. The use of scanning Auger microscopy in molecular beam epitaxy of GaAs and GaP. J. Vac. Sci. Technol. 1973, 10, 136–139. [CrossRef]
13. Murrell, A.J.; Wei, A.T.S.; Fairbrother, D.H.; Singh, N.K.; Foord, J.S. Surface chemical processes in metal organic molecular-beam epitaxy; Ga deposition from triethylgallium on GaAs(100). J. Appl. Phys. 1990, 68, 4053. [CrossRef]
14. Schwartz, G.P.; Gualtieri, G.J.; Kammlott, G.W.; Schwartz, B. An X-ray photoelectron spectroscopy study of native oxides on GaAs. J. Electrochem. Soc. 1979, 126, 1737–1749. [CrossRef]
15. Ploog, K. Surface studies during molecular beam epitaxy of gallium arsenide. J. Vac. Sci. Technol. 1979, 16, 838–846. [CrossRef]
16. Kowalczyk, S.P.; Schaffer, W.J.; Kraut, E.A.; Grant, R.W. Determination of the InAs-GaA(100) heterojunction band discontinuities by x-ray photoelectron spectroscopy (XPS). J. Vac. Sci. Technol. 1982, 20, 705–708. [CrossRef]
17. Hamann, D.M.; Bardgett, D.; Cordova, D.L.M.; Maynard, L.A.; Hadland, E.C.; Lygo, A.C.; Wood, S.R.; Esters, M.; Johnson, D.C. Sub-monolayer accuracy in determining the number of atoms per unit area in ultrathin films using X-ray fluorescence. Chem. Mater. 2018, 30, 6269–6216. [CrossRef]
18. Braun, W.; Ploog, K.H. Real-time surface composition and roughness analysis in MBE using RHEED-induced X-ray fluorescence. J. Cryst. Growth 2003, 251, 68–72. [CrossRef]
19. Nowak, S.H.; Bjeoumikhov, A.; von Borany, J.; Buchriegler, J.; Munnik, F.; Petric, M.; Renno, A.D.; Radtke, M.; Reinholz, U.; Scharf, O.; et al. Examples of XRF and PIXE imaging with few microns resolution using SLCam, a color X-ray camera. X-ray Spectrom. 2015, 44, 135–140. [CrossRef]
20. Joy, D.C. Monte Carlo Modeling for Electron Microscopy and Microanalysis; Oxford University Press: New York, NY, USA, 1995.
21. Pouchou, J.L.; Pichoir, F. Surface film X-ray microanalysis. Scanning 1990, 12, 212–224. [CrossRef]
22. Pouchou, J.L.; Pichoir, F. Electron probe X-ray microanalysis applied to thin surface films and stratified specimens. Scanning Microsc. 1993, 1993 (Suppl. 7), 167–189.
23. Möller, A.; Weinbruch, S.; Stadermann, F.J.; Ortner, H.M.; Balogh, A.G.; Hahn, H. Accuracy of film thickness determination in electron probe microanalysis. Microchim. Acta 1995, 119, 41–47. [CrossRef]
24. Matthews, M.B.; Buse, B.; Kearns, S.L. Electron probe microanalysis through coated oxidized surfaces. Microsc. Microanal. 2019, 25, 1112–1129. [CrossRef] [PubMed]
25. Staub, P.F. The low energy X-ray spectrometry techniques as applied to semiconductors. Microsc. Microanal. 2006, 12, 340–346. [CrossRef] [PubMed]
26. Walther, T. Measurement of nanometre-scale gate oxide thicknesses by energy-dispersive X-ray spectroscopy in a scanning electron microscope combined with Monte Carlo simulations. Nanomaterials 2021, 11, 2117. [CrossRef]
27. Goldstein, J.I.; Costley, J.L.; Lorimer, G.W.; Reed, S.J.B. Quantitative X-ray analysis in the electron microscope. In: Proc. Anal. Electr. Microsc., Chicago, USA. Scanning Electron Microsc. 1977, 1, 315–324.
28. Drouin, D.; Couture, A.R.; Joly, D.; Tastet, X.; Aimez, Y.; Gauvin, R. CASINO v2.42.—A fast and easy-to-use modeling tool for scanning electron microscopy and microanalysis users. Scanning 2007, 29, 92–101. [CrossRef]
29. Yuan, Y.; Demers, H.; Rudinsky, S.; Gauvin, R. Secondary fluorescence correction for characteristic and Bremsstrahlung X-rays applied to silicon and gallium nitride. Micron. 2003, 68–72. [CrossRef]
30. Wendt, M.; Schmidt, A. Improved reproducibility of energy-dispersive X-ray microanalysis by normalization to the background. Phys. Stat. Sol. A 1978, 46, 179–183. [CrossRef]
31. Small, J.A.; Leigh, S.D.; Newbury, D.E.; Myklebust, R.L. Modeling of the bremsstrahlung radiation produced in pure- element targets by 10–40 keV electrons. J. Appl. Phys. 1987, 61, 459–469. [CrossRef]
32. Introduction to EDS Analysis. Available online: http://www.bruker.com/quantax-eds-for-sem (accessed on 1 June 2022).
33. Walther, T.; Nutter, J.; Reithmaier, J.P.; Pavelescu, E.M. X-ray mapping in a scanning transmission electron microscope of InGaAs quantum dots with embedded fractional monolayers of aluminium. Semicond. Sci. Technol. 2020, 35, 084001. [CrossRef]
34. Walther, T.; England, J. Investigation of boron implantation into silicon by quantitative energy-filtered transmission electron microscopy. In Proceedings of the 17th International Conf. on Microscopy of Semiconducting Materials, 4–7 April 2011, Cambridge, UK. J. Phys. Conf. Ser. 2011, 326, 012053.
35. QUANTAX micro-XRF. Available online: https://www.bruker.com/en/products-and-solutions/elemental-analyzers/eds-wds-ebsd-SEM-Micro-XRF/quantax-micro-xrf.html (accessed on 22 June 2022).
36. Mu, S. Minimum Detection Limit and Silicon Nitride Window. Available online: https://edaxblog.com/2021/04/08/minimum-detection-limit-and-silicon-nitride-window/ (accessed on 1 June 2022).
37. Walther, T. A comparison of transmission electron microscopy methods to measure wetting layer thicknesses of sub-monolayer precision. In Proceedings of the EMAG2007, Glasgow, UK, 3–7 September 2007.
38. Walther, T.; Hopkinson, M.; Daneu, N.; Recnik, A.; Ohno, Y.; Inoue, K.; Yonenaga, I. How to best measure atomic segregation to grain boundaries by analytical transmission electron microscopy. J. Mater. Sci. 2014, 49, 3989–3908. [CrossRef]
45. Walther, T. Accurate measurement of atomic segregation to grain boundaries or to planar faults by analytical transmission electron microscopy. *Phys. Stat. Sol. C* **2015**, *12*, 310–313. [CrossRef]

46. Christien, F.; Risch, P. Cross-sectional measurement of grain boundary segregation using WDS. *Ultramicroscopy* **2016**, *170*, 107–112. [CrossRef]