Numerical study on ESR by making use of Wiener-Khinchin relation in time domain
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I. INTRODUCTION

Quantum spin systems have attracted interests in the decades, because they exhibit various nontrivial characteristics. In particular, the strong quantum fluctuation and/or competition among the interaction (frustration) cause the singlet pair (the so-called valence bond) to behave as a unit of degree of freedom, and various novel concepts, e.g., the valence bond solid, resonating valence bond, and also magnon BEC, etc. have been developed. ESR is one of the major tools to study these properties. In particular, spatial arrangements of magnetic ions play important role for the property, and we need to treat the model microscopically.

Another important topic related to the finite size effect is the effect of nonmagnetic defects in quantum spin chains. In spin $S = 1/2$ antiferromagnetic Heisenberg chain, the quantum fluctuation prevents the system from being ordered even at $T = 0$K. A nonmagnetic defect breaks the translational symmetry and polarizes the surrounding spins. Such a system is described by an open spin chain and some effects on susceptibility have been study on the Pd doped chain Sr$_2$CuO$_{2.2}$Cl. Due to large anisotropy no ESR signal of such defects have been report. Only magnetic resonance of intrinsic defects in spin-Peierls CuGeO$_2$ is reported since the signal from the chain drops for $T < T_{SP}$. Recently it has been reported in organic spin chain Fabre salt, the ESR signal of an intrinsic defect in Heisenberg antiferromagnetic chain. Moreover, they observed the coherence signal of the correlated defect which could have an important impact in the domain of quantum information. The knowledge of the ESR of intrinsic defect in spin chain is an important problem and is limited by the number of spins of the open chain one can calculate.

To study these aspects of quantum spin systems, the direct estimation of the ESR spectrum for given Hamiltonian has been investigated. The most simple way is to calculate the Kubo formula directly by making use of the eigenvalues and eigenvectors obtained by diagonalization of the Hamiltonian. But, the application of this method is limited to small systems for which we can obtain all the eigenvalues and their eigenvectors. For example, for the spin system of $N$ spins of $S = 1/2$, we need the memory of $2^{2N}$. By making use of the symmetries of the system we may reduce the dimensions of the block diagonalized Hamiltonian, but still the size is limited in $N < 20$.

To relieve this restriction, a method to obtain the autocorrelation function by making use of time evolution of state has been introduced. The spectrum is obtained by Fourier transform of the autocorrelation function. In this method, the time evolution of autocorrelation function is obtained by the application of the time-evolution operator $e^{-i\mathcal{H}t}$ by making use of the Chebyshev iteration formula. Here we need the memory only of the order $2^N$, and we could study double size of the case of the diagonalization method. In principle, we need to take average over the thermal distribution of the initial state, but thanks to the idea of the thermal state we do not need to take the complete average. By this method, the thermal property of the ESR spectrum for the single molecular magnet V$_{15}$ which consists of 15 $S = 1/2$ spins has been studied. In this method, the time evolution of the autocorrelation is obtained in a finite time domain $0 < t < T$, and thus spectrum is suffered from the so-called Gibbs oscillation, and the prescription of gaussian masking is necessary to smear out the oscillation.

In the present paper, we propose an alternate method to obtain ESR spectrum from a time evolution of a magnetization by making use of the Wiener-Khinchin theorem, which relates the spectrum density of magnetization dynamics and the Fourier transform of the autocorrelation function which gives the ESR spectrum. In quantum system, the definition of the dynamics of magnetization is tricky and we give a quantum version of Wiener-Khinchin relation, i.e., an explicit relation between Fourier transform of the autocorrelation function and the spectrum density in the quantum case. By making use of the relation we can obtain the ESR spectrum at finite temperatures. In this method...
the effect of the Gibbs oscillation is significantly reduced.

The outline of this paper is as follows. The methods previously used are explained in Sec. II. In Sec. III, we explained the new method motivated by the Wiener-Khinchin theory. In Sec. IV, we give the summary of the paper and discussion on related problems. In Appendix A, we give description of a spin system for which we demonstrate the methods, and in Appendix B, we explain the Gibbs oscillation.

II. PREVIOUS METHODS

A. Kubo formula and ESR spectrum

The ESR spectrum is obtained by the Kubo formula\textsuperscript{17,18}. The imaginary part of the dynamical susceptibility $\chi''(\omega)$ is given by

$$
\chi''(\omega) = \frac{1}{2}(1 - e^{-\beta\omega}) \int_{-\infty}^{\infty} \langle M^x(0)M^x(t) \rangle_{eq} e^{-i\omega t} dt,
$$

and The ESR absorption spectrum is given by

$$
I^x(\omega) = \omega \lambda_0^2 \chi''(\omega).
$$

Here, we adopt usual notations:

$$
M^x(t) = e^{iHt}M^xe^{-iHt}, \quad M^x = \sum_{i=1}^{N} S_i^x,
$$

and

$$
\langle \cdot \rangle_{eq} = \frac{\text{Tr}[\cdot e^{-\beta H}]}{\text{Tr}[e^{-\beta H}]}. \tag{4}
$$

B. Numerical methods

For numerical analysis of the ESR absorption spectrum, several methods have been developed. There are essentially two types of methods: (1) Exact diagonalization method\textsuperscript{11,12} and (2) Time-evolution of the autocorrelation function method\textsuperscript{13}.

1. Exact diagonalization method

For direct estimation of the Kubo formula, we may explicitly evaluate the formula by making use of the set of the eigenvalues and the eigenvectors $\{E_n, |n\rangle\}_{n=1}^{D}$ of the hamiltonian $H$ where $D$ is the dimension of Hilbert space of $H$:

$$
H|n\rangle = E_n|n\rangle, \tag{5}
$$

obtained by a numerical diagonalization. The autocorrelation function $\langle M^x(0)M^x(t) \rangle_{eq}$ is expressed as

$$
\langle M^x(0)M^x(t) \rangle_{eq} = \sum_n \langle n|M^xe^{iHt}M^xe^{-iHt-\beta H}|n\rangle / Z \tag{6}
$$

$$
= \sum_{n,m,m'} \langle n|M^x|m\rangle \langle m|e^{iE_{m}t}|m'\rangle \langle m'|M^x|n\rangle e^{-iE_{m}t-\beta E_n} / Z \tag{7}
$$

$$
= \sum_{m,n} |\langle m|M^x|n\rangle|^2 e^{(E_{m}-E_{n})t-\beta E_n} / Z, \tag{8}
$$

where $Z$ is the partition function

$$
Z = \sum_n e^{-\beta E_n}. \tag{9}
$$
The Fourier transform of this reads
\[
\int_{-\infty}^{\infty} \langle M^x(0) M^x(t) \rangle dt e^{-i\omega t} = \sum_{m,n} \langle m | M^x | n \rangle^2 e^{-\beta E_n} \int_{-\infty}^{\infty} e^{-i(\omega - (E_m - E_n)) t} dt / Z \]
(10)
\[
= \sum_{m,n} \langle m | M^x | n \rangle^2 e^{-\beta E_n} 2\pi \delta (\omega - (E_m - E_n)) / Z.
\]
(11)

This yields the imaginary part of the dynamical susceptibility as
\[
\chi''(\omega) = \frac{1 - e^{-\beta \omega}}{2} \sum_{m,n} \langle m | M^x | n \rangle^2 e^{-\beta E_n} 2\pi \delta (\omega - (E_m - E_n)) / Z
\]
(12)
\[
= \sum_{m,n} D_{m,n} \delta (\omega - \omega_{m,n}),
\]
(13)

where
\[
D_{m,n} = \pi (e^{-\beta E_n} - e^{-\beta E_m}) \langle m | M^x | n \rangle^2 / Z, \quad \omega_{m,n} \equiv E_m - E_n.
\]
(14)

We may treat only the range of \(\omega_{m,n} > 0\) since we are considering the absorption peak, not the emission. Note that \(\chi''(\omega) > 0\) for \(\omega > 0\).

In this method, the spectrum is given by an ensemble of delta functions. Thus to draw the spectrum, we convert them in a continuous form. For example we may use bins in the \(\omega\) axis, or we replace the delta function by a gauss distribution with some variance which represents a finite resolution.

This method is exact, but we need to obtain all the eigenvalues and their eigenstates. Therefore, we need to store the matrix of the size \(D\), which is \(2^N\) for systems of \(N\) spins with \(S = 1/2\). This requires \(D^2\) in the memory. If the system has symmetry, we may reduce the size. For example if the system conserves \(M^z\), then \(D\) is reduced to \(N C_{N/2+M^z}\). Moreover for ESR only the uniform mode is relevant and thus only the fully symmetrized states are necessary, which also reduces \(D\). However, the limitation of the memory prevents us from calculation more than \(N = 20\) for systems of \(S = 1/2\). In Fig. [1] an example of spectrum obtained by exact diagonalization method for an antiferromagnetic Heisenberg chain with \(N = 14\) with the static field \(H = 5K\) at the temperature \(T = 100K\). The notation of the model is explained in Appendix A. The data is given as ensemble of the delta peaks (Eq.(13)), we made a histogram with small bins to show the spectrum with a mesh of the frequency \(\Delta \omega = 0.00005\).
2. Time-evolution of the autocorrelation function method

As we find in the Kubo formula (Eq. (11)), the spectrum is given by the autocorrelation function. Thus, if we have the autocorrelation function, the spectrum is given by its Fourier transform.

First, we derive the explicit expression to calculate in the time-domain method. The integral is divided to two parts.

\[
\int_{-\infty}^{\infty} \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} dt = \int_0^{\infty} \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} dt + \int_{-\infty}^0 \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} dt. \tag{15}
\]

The second integration term can be reduced to the following form:

\[
\int_0^{\infty} \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} dt = \int_0^{\infty} \langle M^x M^x(-t) \rangle_{eq} e^{i \omega t} dt = \int_0^{\infty} \left( \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} \right)^* dt, \tag{16}
\]

where the first equal sign follows from the change of variables \( t \rightarrow -t \) and the second one the relation \( \langle M^x M^x(t) \rangle_{eq}^* = \langle M^x M^x(-t) \rangle_{eq} \) (\( * \) denote complex conjugate). Therefore we have

\[
\int_{-\infty}^{\infty} \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} dt = \int_0^{\infty} \left[ \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} + \left( \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} \right)^* \right] dt \tag{17}
\]

\[
= 2 \text{Re} \left[ \int_0^{\infty} \langle M^x M^x(t) \rangle_{eq} e^{-i \omega t} dt \right], \tag{18}
\]

where \( \text{Re}[\cdot] \) denotes the real part.

The autocorrelation function \( \langle M^x M^x(t) \rangle_{eq} \) is given by

\[
\langle M^x M^x(t) \rangle_{eq} = \frac{\text{Tr} M^x e^{i \mathcal{H} t} M^x e^{-i \mathcal{H} t} e^{-\beta \mathcal{H}}}{\text{Tr} e^{-\beta \mathcal{H}}}. \tag{19}
\]

For a small system whose eigenstates can be obtained, we can calculate the trace numerically exactly. However, for larger systems we can obtain it by making use of what we call random vectors \( D \). In this method we prepare the so-called Boltzmann-weighted random vectors or typical state (see below) \( |\Phi_\beta\rangle \), and perform time evolution of the state by applying \( e^{-i \mathcal{H} t} \), which can be done by the Chebyshev method. In this method, we need memory only of the order \( D \) not \( D^2 \). Thus we can calculate up to larger number of spins.

Let us explain the method of the typical state briefly. Let \( \{|n\rangle\}_{n=1}^D \) be an arbitrary set of complete orthonormal states of Hilbert space. Using the complex-valued random variables \( \{\xi_n\}_{n=1}^D \), we define the random vector as

\[
|v\rangle = \sum_{n=1}^D \xi_n |n\rangle. \tag{20}
\]

The coefficients \( \{\xi_n\}_n \) satisfy the following conditions:

\[
\text{E}[\xi_n] = 0, \tag{21}
\]

\[
\text{E}[\xi_n \xi_m^*] = 0, \tag{22}
\]

\[
\text{E}[\xi_m^* \xi_n] = \delta_{mn}. \tag{23}
\]

In this paper, we draw them from the 2D dimensional spherical surface: \( \sum_{n=1}^D |\xi_n|^2 = D \). This construction is independent of the choice of the set of bases \( \{|n\rangle\}_n \). The thermal state (or typical state) in the system Hamiltonian \( \mathcal{H} \) at an inverse temperature \( \beta \) is defined by

\[
|\Phi_\beta\rangle = e^{-\frac{1}{2} \beta \mathcal{H}} |v\rangle. \tag{24}
\]

Using this state, we can calculate the expectation value of an observable \( X \) in equilibrium by

\[
\langle X \rangle_{eq} = \frac{\text{Tr}[X e^{-\beta \mathcal{H}}]}{\text{Tr}[e^{-\beta \mathcal{H}}]} = \frac{\text{E}[\langle \Phi_\beta | X | \Phi_\beta \rangle]}{\text{E}[\langle \Phi_\beta | \Phi_\beta \rangle]} \tag{25}
\]

In the program, we take the average \( \text{E}[\cdot] \) with respect to the same samples \( \{|\Phi_\beta\rangle\} \) in the dominator and in the numerator. In fact, it is known that the convergence of \( \text{E}[\cdot] \) becomes faster with the increase of the dimension \( D \) of
the Hilbert space. If we evaluate this quantitatively by using finite samples \((j = 1, \cdots S)\) of the states the deviation is given by

\[
P \left( \frac{\left| \text{Tr}[X] - \frac{G}{S} \sum_{j=1}^{S} |\Phi_{\beta}^{j}|X|\Phi_{\beta}^{j}\rangle|^2}{|\text{Tr}[X]|^2} \geq a \right) \leq \frac{1}{aS(D+1)} \frac{D\text{Tr}[X^\dagger X] - |\text{Tr}[X]|^2}{|\text{Tr}[X]|^2}, \quad a > 0. \tag{26}
\]

So it would be enough to prepare only a few typical states as samples for a sufficiently large system.

The autocorrelation function \(\langle M^x M^x(t) \rangle_{eq}\) is given by

\[
\langle M^x M^x(t) \rangle_{eq} = \frac{\mathbb{E}[\langle |\Phi_{\beta}| M^x e^{iHt} M^x e^{-iHt} |\Phi_{\beta}\rangle]}{\mathbb{E}[\langle |\Phi_{\beta}| |\Phi_{\beta}\rangle]]. \tag{27}
\]

The essence of this method is how to deal with \(e^{-\beta H}\) and \(e^{-iHt}\).

Here, we review this problem introducing the expansion with the Chebyshev polynomial as follows:

\[
|\Phi_{\beta}\rangle = e^{-\beta S/2} e^{-\tau H_{sc}} |\psi\rangle = e^{-\beta S/2} \left[ I_0(-\tau) T_0(H_{sc}) + 2 \sum_{k=1}^{k_{max}} I_k(-\tau) T_k(H_{sc}) \right] |\Phi_{\beta}\rangle, \tag{28}
\]

where

\[
H = \Delta \lambda H_{sc} + \chi, \quad \Delta \lambda = \frac{E_{\text{max}} - E_{\text{min}}}{2}, \quad \chi = \frac{E_{\text{max}} + E_{\text{min}}}{2} \tag{30}
\]

and \(E_{\text{max}}\) and \(E_{\text{min}}\) are the largest and smallest eigenvalues of \(H\). The infinite sum should be truncated after \(k_{\text{max}}\) terms, which is chosen such that \(I_{k_{\text{max}}}(-\tau)\) is sufficiently small. \(I_k(\cdot)\) denotes the modified Bessel function of order \(k\) and \(T_k(\cdot)\) the Chebyshev polynomial of order \(k\). The Chebyshev polynomials satisfy the following recurrence relation:

\[
T_{k+1}(H_{sc}) = 2H_{sc} T_k(H_{sc}) - T_{k-1}(H_{sc}), \quad T_0(H_{sc}) = 1, \quad T_1(H_{sc}) = H_{sc}. \tag{31}
\]

Using this expansion and recurrence relation, we can obtain \(|\Phi_{\beta}\rangle\) only multiplying a vector by \(H_{sc}\) repeatedly, and summing them up, without storing any large matrices such as the Hamiltonian \(H\). We can also treat the time evolution operator \(e^{-iHt}\) similarly.

In this way, we obtain the time-series data of the vectors:

\[
M^x e^{-iHt}|\Phi_{\beta}\rangle, \quad \text{and} \quad e^{-iHt} M^x |\Phi_{\beta}\rangle \tag{32}
\]

and the autocorrelation function \(f(t) \equiv \langle |\Phi_{\beta}| M^x M^x(t) |\Phi_{\beta}\rangle\).

Next, we apply discrete Fourier transform(\(DFT\)) on them. Specifically, using the set of discrete values \(\{f_k\}_{k=0}^{n-1} = \{f(kT/n)\}_{k=0}^{n-1}\) for given \(T \) and \(n\), we obtain the DFT result as a set of discrete values

\[
\int_0^T f(t) e^{-i\omega t} dt \simeq \frac{T}{n} \sum_{k=0}^{n-1} f \left( \frac{kT}{n} \right) e^{-i\omega_k kT}, \quad \omega \simeq \omega_k \equiv \frac{2\pi}{T} k, \quad k = 0, 1, 2, \ldots, n - 1, \tag{33}
\]

where only the first half of \(\{\omega_k\}_k\) are significant since the latter half correspond to the negative frequencies, and the maximum frequency is less than \(\frac{2\pi}{T}\). It should be noted that here the range of the time integral is finite but not \(\infty\) as in the definition of original Fourier transform. This leads to what is called the Gibbs oscillation problem\(^{19}\) (Appendix B). The Gibbs oscillation with the negative values of the spectrum occurs due to the discontinuity at the ends of the interval of integration. To avoid this phenomenon, we may apply a suitable window function to \(DFT\)\(^{19}\). Here, we use a Gaussian window:

\[
\int_{-T}^{T} f(t) e^{-i\omega t} e^{-\frac{1}{2}(\alpha^2 \phi^2)} dt = 2\text{Re} \left[ \int_0^T f(t) e^{-i\omega t} e^{-\frac{1}{2}(\alpha^2 \phi^2)} dt \right]. \tag{34}
\]

The Gaussian window function smears the Gibbs oscillation and gives a Gaussian-like profile with correct amplitude. As depicted in Fig. 2 the Gibbs oscillation disappears and the result is consistent with the one derived with the exact diagonalization method with the resolution of \(O(\alpha)\).
FIG. 2: The spectrum obtained by exact diagonalization method and by the time-evolution method: $N = 6$, temperature $T = 500K$, $H = 5K$, sampling time $dt = 0.5$, the number of data $n = 100000$, and the mesh of the frequency $\Delta \omega = 0.00005$ (red line) and $2\pi/50000$ (blue line). (a) the spectrum obtained by exact diagonalization method (red line) and by time-evolution method without window functions (blue line). You can see the negativeness of the spectrum caused by the Gibbs oscillation. (b) The smeared Gibbs oscillation owing to the Gaussian window function with $\alpha = 6$ which means that the variance in the frequency domain is $\frac{\alpha}{T} = 0.00012$. Compared with the spectrum obtained by exact diagonalization with the delta peaks replaced by the Gaussians with variance $(0.00015)^2$ (red line), the time-evolution spectrum (blue line) is consistent as expected.

III. WIENER-KHINCHIN METHOD

Now, we propose a new method making use of the Wiener-Khinchin theorem. In this method, we use the time-evolution of the state as in the previous subsection, and thus by this method we can study large systems as well. Here, instead of the autocorrelation function, we study the dynamics of magnetization itself, i.e., $\langle M^z(t) \rangle$ from an initial state $|\Phi_0\rangle$, and use the Wiener-Khinchin relation, that is, the relation between the Fourier transform of the fluctuation in time of a quantity $X(t)$, and the spectrum of the autocorrelation function $\langle X(0)X(t) \rangle$.

A. Wiener-Khinchin theorem

First, we briefly review classical Wiener-Khinchin theorem. For a time-evolution of a quantity $X(t)$, we define the autocorrelation function $R(t)$ and the spectral density $S(\omega)$ as

$$R(t) \equiv \langle X(0)X(t) \rangle \equiv \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} X(\tau)X(t+\tau) d\tau,$$

and

$$S(\omega) \equiv \lim_{T \to \infty} \frac{\left|X^T(\omega)\right|^2}{T}, \quad X^T(\omega) \equiv \int_{-T/2}^{T/2} X(t)e^{-i\omega t} dt,$$

respectively. The Wiener-Khinchin theorem tells us that the Fourier transform of the autocorrelation function equals to the spectral density:

$$G(\omega) \equiv \int_{-\infty}^{\infty} R(t)e^{-i\omega t} dt = S(\omega).$$

Note that here we assumed that process $X(t)$ is stationary.

The autocorrelation function $R(t)$ is defined as the autocorrelation function along the time-evolution. We also assume that the average is the same as that in the ensemble average in the equilibrium state if the process $X(t)$ is ergodic.
B. Dynamics of the magnetization

Now we go back to the original model in question. We need the autocorrelation function \( R(t) = \langle M^x(0) M^x(t) \rangle_{\text{eq}} \) to obtain the spectral density \( S(\omega) \) which is directly related to the ESR spectrum. Here it should be noted that \( M^x(t) \) is an operator and the definition of \( \langle M^x(t) \rangle \) is tricky. Definitely, \( \langle M^x(t) \rangle_{\text{eq}} \) is time-independent. In the following, we propose a numerical method motivated by the Wiener-Khinchin theorem, but it should be understood as a numerical algorithm to obtain \( S(\omega) \).

First we prepare a typical initial state for the canonical ensemble, \( |\Phi_\beta\rangle = e^{-\beta \mathcal{H}/2} |\psi\rangle \). The expectation value with the state gives the equilibrium state at the given temperature. But for an sample of the typical state, \( \langle M^x(t) \rangle \) is not necessarily zero. Then we calculate the time evolution of the selected state and obtain the value of \( \langle M^x(t) \rangle \) at each time. From this time evolution of \( \langle M^x(t) \rangle \), we obtain the spectral density Eq. (36).

At last, by averaging the spectral densities with respect to several initial states, we obtain the spectral density for this process. Here we again note that the expectation value \( \langle M^x(t) \rangle \) in the equilibrium is zero. Thus, the expectation value of the spectral density of its Fourier transform

\[
M^T_\beta(\omega) \equiv \int_{T/2}^{T/2} \langle M^x(t) \rangle e^{-i\omega t} dt
\]

is also zero.

However, the expectation value of the spectral density \( \langle |M^T_\beta(\omega)|^2 \rangle \) is not zero, and this provides information for the Fourier transform of the autocorrelation function \( G(\omega) \) for the ESR spectrum of the system. We will show below the explicit relation of this spectral density and \( G(\omega) \).

C. Relation between the spectrum density and \( G(\omega) \)

The time evolution of the system from a given initial state \( |\Phi_\beta\rangle \) provided with the random coefficients \( \{\xi_n\} \) is assumed to be given by the quantum mechanical evolution \( e^{-i\mathcal{H}t} \).

Thus, we introduce a quantity \( \hat{M}^T_\beta(t) \) by

\[
\hat{M}^T_\beta(t) = \langle \Phi_\beta | M^x(t) | \Phi_\beta \rangle = \sum_{m,n} \xi_m^* \xi_n e^{-\beta (E_m + E_n)/2} e^{i\beta (E_m - E_n) t} \langle m|M^x|n \rangle,
\]

where \( |n\rangle \) and \( E_n \) are the eigenvector and its eigenenergy of the system Hamiltonian \( \mathcal{H} \).

The Fourier transform \( \hat{M}^T_\beta(\omega) \) is expressed as

\[
\hat{M}^T_\beta(\omega) = \sum_{m,n} \xi_m^* \xi_n e^{-\beta (E_m + E_n)/2} 2\pi \delta^T(\omega - (E_m - E_n)) \langle m|M^x|n \rangle,
\]

where

\[
\delta^T(\omega) \equiv \frac{1}{2\pi} \int_{-T/2}^{T/2} e^{-i\omega t} dt = \frac{\sin \frac{T\omega}{} \omega}{T \to \infty} \delta(\omega).
\]

Therefore

\[
|\hat{M}^T_\beta(\omega)|^2 = \sum_{m,n,m',n'} \xi_m^* \xi_n \xi_{m'}^* \xi_{n'} e^{-\beta (E_m + E_n)/2} e^{-\beta (E_{m'} + E_{n'})/2} \times 4\pi^2 \delta^T(\omega - (E_m - E_n)) \delta^T(\omega - (E_{m'} - E_{n'})) \langle m|M^x|n \rangle \langle n'|M^x|m' \rangle.
\]

Here we take the average over the random variables \( \{\xi_n\} \). Using the following formula:\[1\]

\[
\langle \xi_m^* \xi_n \xi_{m'}^* \xi_{n'} \rangle = \frac{D}{D + 1} \left\{ \delta_{m,n} \delta_{m',n'} (1 - \delta_{m,m'}) + \delta_{m,m} \delta_{n,n'} (1 - \delta_{m,n}) \right\} + \frac{2D}{D + 1} \delta_{m,n} \delta_{n,m} \delta_{m,n},
\]

and \( \langle n|M^x|n \rangle = 0 \), we have

\[
\langle \hat{M}^T_\beta(\omega) \rangle^2 = \sum_{m,n} \langle \xi_n^* \xi_m^* \rangle \langle \xi_m \xi_n \rangle e^{-\beta (E_m + E_n)} 4\pi^2 \left( \delta^T(\omega - (E_m - E_n)) \right)^2 |\langle m|M^x|n \rangle|^2
\]
\[
\frac{D}{D + 1} e^{-\beta \omega} \sum_{m,n} e^{-2\beta E_n} 2\pi \delta^T (\omega - (E_m - E_n)) |\langle m|M^x|n \rangle|^2, \tag{44}
\]

where we used the relation
\[
(\delta^T (\omega - (E_m - E_n)))^2 \approx \frac{T}{2\pi} \delta^T (\omega - (E_m - E_n)), \tag{45}
\]

and the final result for the spectral density reads
\[
\Sigma_\beta (\omega) = \lim_{T \to \infty} \frac{E[|\hat{M}_T^x (\omega)|^2]/Z_\beta^2}{T} = \frac{D}{D + 1} e^{-\beta \omega} \sum_{m,n} e^{-2\beta E_n} 2\pi \delta^T (\omega - (E_m - E_n)) |\langle m|M^x|n \rangle|^2/Z_\beta^2, \tag{47}
\]

where
\[
Z_\beta = E[\langle \Phi_\beta |\Phi_\beta \rangle]. \tag{48}
\]

Finally by comparing this result with the Fourier transform of the autocorrelation function
\[
G_\beta (\omega) = \sum_{m,n} e^{-\beta E_n} 2\pi \delta^T (\omega - (E_m - E_n)) |\langle m|M^x|n \rangle|^2/Z_\beta, \tag{49}
\]

we obtain a Wiener-Khinchin-like relation
\[
G_\beta (\omega) = \frac{D + 1}{D} \frac{Z_\beta^2}{Z_\beta} e^{\beta \omega} \Sigma_{\beta/2} (\omega). \tag{50}
\]

Thus, the imaginary part of the dynamical susceptibility of our interest is given by
\[
\chi'' (\omega) = \frac{D + 1}{D} \frac{Z_\beta^2}{Z_\beta} \text{sinh} \left( \frac{\beta \omega}{2} \right) \Sigma_{\beta/2} (\omega). \tag{51}
\]

Here it should be noted that we need to calculate the quantities of \( \beta/2 \) (not \( \beta \)) to obtain the ESR spectrum of \( \beta \).

In the present method, we obtained the approximate spectrum from a finite time domain. The finiteness of the domain causes the Gibbs oscillation in this case as well. However, because we take the square of \( \hat{M}_T^x (\omega) \) (Eq.(42)), and thus the negative value would not appear.

Here we note that the total amplitude of the spectrum, i.e., the integration over the spectrum does not change because of the relation:
\[
\frac{1}{T} \int_{-\infty}^{\infty} \left( \frac{\sin \omega T/2}{\pi \omega} \right)^2 d\omega = \frac{1}{2\pi}, \tag{52}
\]

and we can obtain the correct spectrum in the limit \( T \to \infty \) in the present method.

As to the effect of the Gibbs oscillation, in the present method it gives the width of the spectrum due to the finiteness of the observation. In this sense we regard that the width comes from the way of observation and is natural, in contrast to the case of the method presented in the section II.B.2 where we introduced a gaussian window with an artificial width to smear the Gibbs oscillation which is the same order of the natural width. The width of the gaussian window is taken to be in the same order of the width of the Gibbs oscillation.

We show a comparison of the spectrum obtained by the exact diagonalization method and by the Wiener-Khinchin method.
We also show the intensity

\[ I^x = \int_0^{\infty} I^x(\omega)d\omega \]  \hspace{1cm} (53)

which is the integral over the spectrum \( I^x(\omega) \) obtained by the exact diagonalization method and by the Wiener-Khinchin method as a function of temperature. The data of WK method are obtained by averaging 100 samples. Here we find almost perfect agreement.
D. Typicality of the fluctuation

If Tr[X] ≠ 0, the estimation Eq. (28) works. But, in WK method, Tr[Xe−βH] = 0, and thus we cannot use this bound for the estimation of the error for the quantity $M^T_β(t)$ (Eq. (39)) or $\hat{M}^T_β(\omega)$ (Eq. (10)). Thus to obtain $E[|\hat{M}^T_β(\omega)|^2]$ (Eq. (11)) from numerical data, we need to estimate the variance of the quantity:

$$E \left[ \left( |\hat{M}^T_β(\omega)|^2 - E[|\hat{M}^T_β(\omega)|^2] \right)^2 \right] = E[|\hat{M}^T_β(\omega)|^4] - E[|\hat{M}^T_β(\omega)|^2]^2 \quad (54)$$

If we assume the non-degeneracy of energy gaps that if $E_m - E_n = E_{m'} - E_{n'}$ then $(m = m'$ and $n = n')$ or $(m = n$ and $m' = n')$, and approximate $\delta^T(x) = \delta(x)$, then we have

$$E[\xi_n^\ast \xi_m \xi_m^\ast \xi_n \xi_n^\ast \xi_{m'} \xi_{m'}^\ast] \to E[|\xi_n^\ast \xi_m|^2 (\xi_n^\ast \xi_n)^2] \approx 4, \quad (55)$$

and

$$E[|\hat{M}^T_β(\omega)|^4] - E[|\hat{M}^T_β(\omega)|^2]^2 \approx 3E[|\hat{M}^T_β(\omega)|^2]^2. \quad (56)$$

Thus, the distribution of the quantity $|\hat{M}^T_β(\omega)|^2$ has a standard deviation

$$\sqrt{3E[|\hat{M}^T_β(\omega)|^2]}, \quad (57)$$

which does not depend on D and of the order of the value of average. This means that the distribution function converges to a fixed form. Thus, we can estimate $E[|\hat{M}^T_β(\omega)|^2]$ by some ensemble average over the sample independently of D.

In the case of the autocorrelation function Tr[Xe−βH] ≠ 0, and we expect that the distribution of the obtained values converges to the expectation value with the variance of the order 1/D. In this sense, the method of the autocorrelation has an advantage. But the WK method can also give a value with finite sampling because the variance of which does not depend on D, and the distribution shows a kind of typicality. We may call it the typicality of the distribution for zero-mean quantity.

IV. SUMMARY AND DISCUSSION

We have proposed a time-domain method to obtain ESR spectrum by making use of Wiener-Khinchin relation, in which effects of the Gibbs oscillation due to finite observation period is practically suppressed. This method is used the thermal typical state for the variable whose expectation value is zero in the thermal average, and thus the temperature of the thermal state and that of the spectrum differ by the factor 2.

Here we presented one of the way for time-domain method motivated by the Wiener-Khinchin theorem, but there are many other ways to obtain the spectrum density by making use of relation related to Wiener-Khinchin theorem. For example, if we calculate $E[\langle \Phi_β | M^z | \Phi_β \rangle \langle \Phi_β | M^z(t) | \Phi_β \rangle]$, we can obtain a similar expression. The relation among them will be interesting problem.

It should be noted that the present method does not directly relate to the experimental situation. In this paper, we proposed the present method by making use of mathematical relations discussed in Sec III to obtain the spectrum. But, dynamics from the thermal typical state is an interesting problem to study, which will be studied elsewhere.
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Appendix A: Model for Application

We demonstrate the methods applying to the one-dimensional spin-1/2 XXZ model with the dipole-dipole interaction under a static magnetic field $H$ and an oscillating field $\lambda(t)$. We obtain the response to the AC field $\lambda(t)$ along the $x$ axis. The hamiltonian of the system is given by

\[
\mathcal{H}_{\text{tot}} = \mathcal{H} + \lambda(t) = \mathcal{H}_0 + \mathcal{H}' + \mathcal{H}_D + \mathcal{H}_Z + \lambda(t),
\]

where

\[
\mathcal{H}_0 = J \sum_{i=1}^{N-1} \mathbf{S}_i \cdot \mathbf{S}_{i+1},
\]

\[
\mathcal{H}' = J \sum_{i=1}^{N-1} \Delta S_i^z S_{i+1}^z,
\]

\[
\mathcal{H}_D = D_0 \sum_{\langle i,j \rangle} \left( \frac{S_i \cdot S_j}{r_{ij}^3} - \frac{3(S_i \cdot r_{ij})(S_j \cdot r_{ij})}{r_{ij}^5} \right),
\]

\[
\mathcal{H}_Z = -g\mu_B H \sum_{i=1}^N S_i^z,
\]

\[
\lambda(t) = \lambda_0 \cos \omega t \sum_{i=1}^N S_i^x.
\]

Hereafter we put $g\mu_B = 1$. We adopt Kelvin as the unit of energy, and $\Delta = 0.00001$. For the demonstration we put $D_0 = 0$.

Appendix B: Gibbs oscillation and window function

Here we discuss the properties of Gibbs oscillation which inevitably comes from the finite observation time. This is a general problem encountered in performing the Fourier transform of time-series data in finite time domain. In the method of autocorrelation function this effect causes undesirable negative values of the spectrum, which has been managed to be smeared by the use of a window function.

First let us have a brief review on the Gibbs oscillation. Let $\{f_k\}_{k=-\infty}^{\infty}$ be the time sequence of data such as the autocorrelation function. The spectrum of process is given by

\[
F(\omega) = \Delta \sum_{k=-\infty}^{\infty} f_k e^{-i\omega k \Delta} \left( \sim \int_{-\infty}^{\infty} f(t) e^{-i\omega t} dt \right),
\]

\[
f_k = \frac{1}{2\pi} \int_{-\pi/\Delta}^{\pi/\Delta} F(\omega) e^{i\omega k \Delta} d\omega,
\]

where $\Delta$ is the interval of sampling. This transformation is often called the discrete time Fourier transform (DTFT). In reality, however, since we cannot prepare an infinite number of data, we have to terminate the sum at a finite number. Thus the transformation is modified as

\[
\tilde{F}(\omega) \equiv \Delta \sum_{k=-n}^{n-1} f_k e^{-i\omega k \Delta} = \Delta \sum_{k=-\infty}^{\infty} f_k h_k e^{-i\omega k \Delta}
\]

where we used a symmetry of $f_k$

\[
h_k = \begin{cases} 1 & k = 0, \pm 1, \pm 2, \ldots, \pm (n-1), -n \\ 0 & \text{otherwise} \end{cases}
\]
This formula is expressed in the form of convolution:
\[
\tilde{F}(\omega) = \frac{1}{2\pi} \int_{-\pi/\Delta}^{\pi/\Delta} F(\omega')H(\omega - \omega')H(\omega') \, d\omega',
\]
where \( H(\omega) \) is the DFTT of \( \{h_k\}_k \)
\[
H(\omega) = \Delta \sum_{k=-n}^{n-1} e^{-i\omega k \Delta} = \Delta e^{i\omega \Delta/2} \frac{\sin(\omega n \Delta)}{\sin(\omega \Delta/2)}.
\]

Above formula means that the spectrum we need is deformed by the DTFT of the rectangular window \( H(\omega) \). In Fig. 5(a), \( \tilde{H}(\omega) \equiv \Delta \frac{\sin(\omega n \Delta)}{\sin(\omega \Delta/2)} \) is depicted. This oscillation gives the negative peak of the spectrum \( \tilde{F}(\omega) \). (Note that the frequency \( \omega \) is also discretized in the finite domain.)

In order to avoid this apparent negative peaks, a window function method unusually with a Gaussian window has been introduced.
\[
g_k = h_k e^{-\frac{1}{2}(\alpha \frac{\omega}{\Delta})^2}, \quad k = 0, \pm 1, \pm 2, \ldots
\]

In Fig. 5(b), the spectrum of \( |G(\omega)| \) is depicted.

The parameter \( \alpha \) determines the artificial resolution of the spectrum. Within this resolution, the Gibbs oscillation is smeared out and, so we can reproduce the spectrum as discussed in section II B 2.

---

**FIG. 5:** Square root of power spectrum of window function : \( n = 10000, \Delta = 0.5, \) and \( \alpha = 6 \). (a) rectangle window, (b) gaussain window.

Here, we take the value of \( \Delta \) which is the interval of observation time arbitrary. But, in the case the eigenenergy is confined in a finite range \( E_{\text{min}} < E_i < E_{\text{max}} \), that is the situation so-called Bond-limited function, the Nyquist-Shannon theorem tells us that \( \Delta \) should be smaller than \( \pi/E_{\text{max}} \). Thus, it is most efficient to take \( \Delta \) in the Chebyshev procedure to be this value.

The width of the Gauss window \( \alpha \) is known to be taken as
\[
e^{-\frac{1}{2}(\alpha \frac{\omega}{\Delta})^2} = \varepsilon \rightarrow \alpha^2 = -2 \ln \varepsilon,
\]
where \( \varepsilon \) is a number of the order of the smallest number of the computer resolution, say \( \varepsilon = 10^{-12} \). This is consistent with the above choice of \( \alpha = 6 \). The period of the Gibbs oscillation is of the same order of the width of the gaussian window.

In contrast to the method using the autocorrelation function, in the WK method the spectrum is squared, and the spectrum is given by \( |\tilde{F}(\omega)|^2 \) and thus the spectrum is positive. Although the effect of the Gibbs oscillation exists, it gives natural width due to the finite time window and do not harms the spectrum much. In Fig. 6 we show comparison of \( H(\omega) \) and \( |H(\omega)|^2 \)
FIG. 6: Comparison of windows: $n = 10000$, $\Delta = 0.5$: (a) $\hat{H}(\omega)$, (b) $\frac{1}{T} \hat{H}(\omega)^2$.
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