Large scale adoption of large language models has introduced a new era of convenient knowledge transfer for a slew of natural language processing tasks. However, these models also run the risk of undermining user trust by exposing unwanted information about the data subjects, which may be extracted by a malicious party, e.g. through adversarial attacks. We present an empirical investigation into the extent of the personal information encoded into pre-trained representations by a range of popular models, and we show a positive correlation between the complexity of a model, the amount of data used in pre-training, and data leakage. In this paper, we present the first wide coverage evaluation and comparison of some of the most popular privacy-preserving algorithms, on a large, multi-lingual dataset on sentiment analysis annotated with demographic information (location, age and gender). The results show since larger and more complex models are more prone to leaking private information, use of privacy-preserving methods is highly desirable. We also find that highly privacy-preserving technologies like differential privacy (DP) can have serious model utility effects, which can be ameliorated using hybrid or metric-DP techniques.

1. Introduction

Natural language communication exhibits the possibility of both increased human understanding and conflict, something we intuitively demonstrate when we filter the sharing of sensitive personal information based on context. We would not reveal the same level of personal information to a casual acquaintance that we do to our doctor, since we expect a different level of confidentiality from those contexts. It is incumbent on the creators of automated systems to deal with the human norms around privacy, ensuring that we accord with social expectations around the risk of personal or reputational damage (Kozyreva et al. 2021).

Many recent advances in the field of natural language processing (NLP) have been driven by the introduction of large language models (LLMs) which can extend into the billions of parameters, pre-trained on very large textual corpora (Narayanan et al. 2021). These models have demonstrated state-of-the-art performance in a number of tasks and benchmarks (Han et al. 2021), and enabled the transferring of the embedded knowledge of such models to researchers and organisations that lack the resources to train an equivalently-complex model of their own (Qi et al. 2018; Peters, Ruder, and Smith 2019). However, the popularity of LLMs driven by these factors has threatened to transgress the expectation of privacy around automated text processing.
Language models pose a threat to personal privacy because of their immense potential for misuse - text authorship can reveal a vast amount of personal information about an individual, including potentially sensitive demography revealed without the authors’ knowledge or intention (Rao, Rao, and Rohatgi 2000; Emmery, Kádár, and Chrupula 2021). Users may be less inclined to allow their writing to be used in machine learning systems if they knew that could expose their political ideology (Iyyer et al. 2014; Colleoni, Rozza, and Arvidsson 2014), economic status (Aletras and Chamberlain 2018; Doi, Mizuno, and Fujiwara 2020), or a range of other things that could uniquely identify them (Narayanan and Shmatikov 2008; Sun, Wang, and Zhang 2012). Much recent research has provided evidence that such models are prone to this kind of information leakage, due to the memorization of large parts of their training corpus (Carlini et al. 2019; Leino and Fredrikson 2020) and the exposure of sensitive attributes through the embedding generation process (Song and Raghunathan 2020).

These risks have led to a rise in public distrust of automated systems—for an instructive example, see the persistence of the belief that Facebook or other social networks are using smartphone microphones to eavesdrop on users, despite the near-total lack of evidence (Kröger and Raschke 2019). The onus in these case is on machine learning practitioners to reassure potential users on the security and privacy of their data, or risk undermining the public trust on which we rely (Kozyreva et al. 2021; Prabhumoye et al. 2021). This principle becomes only more critical when viewed in the light of under-resourced language users, who already deal with exclusion and bias (Benjamin 2018; Nekoto et al. 2020).

There are however promising developments in the field of statistical privacy that present an opportunity to continue to make progress in NLP, while preserving a measurable level of privacy for the individuals whose data we rely on (Dwork and Roth 2013). These innovations arrive at a critical time, since as we show, there are good reasons for concern over the amount of personal and private information the most effective learning tools are already leaking. We present a critical evaluation of these developments and their impact on the demographic privacy risk specific to LLMs, as well as proposing hybrid solutions that maximise the privacy provided by model-agnostic interventions.

1.1 Privacy at risk

Why should we concern ourselves with the privacy risk to individuals whose data we use in the course of machine learning research? Beyond the obvious moral objection that we should strive to minimise any potential negative impact from our work on any participant, the key role of large-scale public datasets in driving advances in NLP means that public trust is essential for continued progress in the field; dealing with the safety and security of personal data is a necessary step towards establishing that trust (Anwar 2021; Shadbolt et al. 2019; Horvitz and Mulligan 2015). Further, we should take some responsibility for mitigating genuine potential harms that may stem from downstream use of our research outputs: machine learning is seeing extensive use in the insurance industry (Paruchuri 2020; Baudry and Robert 2019; Roy and George 2017) for example, and it does not stretch the bounds of credulity a great deal to imagine an unscrupulous provider eliciting pieces of demographic information in this roundabout way that it would be illegal in certain jurisdictions to simply ask for, since it would provide a basis for making biased decisions about pricing and coverage.

Use of freely available mass published data, like that harvested from social media, presents similar ethical considerations (Townsend and Wallace 2016). We have a duty to ensure both consistency and privacy here: users may have edited or deleted posts
that models continue to rely on in existing datasets, and may unintentionally reveal information they would retroactively choose to keep private (Bartunov et al. 2012; Pontes et al. 2012; Goga et al. 2013). These principles form an important part of the General Data Protection Regulations (Cummings and Desai 2018; Hijmans and Raab 2018; Kuner et al. 2017), which imposes a statutory duty on researchers to consider these factors during experimental design. The severity of this risk, or more accurately the tolerance of a user towards disclosure and their willingness to share potentially private information, may also vary dependent on the cultural mores of their society, ethnic group, and age cohort (Fietkiewicz, Lins, and Budree 2018; Callanan, Jerman-Blazić, and Blazić 2016; Krasnova and Veltri 2010), all of which would prove difficult, if not impossible, for researchers to control for at the instance level. There is persuasive evidence that this differential expectation of privacy risk may partially determine mores around personal information disclosure at the national level, leading to uneven levels of data availability and consistency across cultural boundaries (Pomfret, Previte, and Coote 2020; Reed, Spiro, and Butts 2016).

The massive availability of data sourced from millions of individuals across the Internet has provoked large advances in our ability to design capable algorithmic systems for modelling language tasks (Vaswani et al. 2017; Devlin et al. 2019). However, these advances have exposed the issue of privacy in a more urgent way than we have seen previously - the more we learn about language from texts authored by real people (Petroni et al. 2019) and the better our models become at generalising beyond narrow task-specific use cases (Brown et al. 2020), the more we unavoidably learn about the people who wrote them. Indeed, a growing body of experimental literature has established that these more powerful models can leak substantial information that we may wish to keep private - personally identifying demographic information among them (Song, Ristenpart, and Shmatikov 2017; Carlini et al. 2019).

Even seemingly innocuous sets of data (Xu et al. 2008), such as the network properties of social media users (Pontes et al. 2012; Aletras and Chamberlain 2018) or data which has been cleansed of identifying attributes (Sun, Wang, and Zhang 2012), can provide fertile ground for the kind of attack known as re-identification (Frankowski et al. 2006), in which a malicious actor attempts to discover demographic characteristics—and ultimately the identity—of a target from a seemingly ‘anonymous’ set of data about them. It has also been established conclusively that it is practical to extract details of an individuals’ presence or absence in a model’s training set, in an attack known as membership inference (Leino and Fredrikson 2020; Truex et al. 2019). Potentially sensitive information such as age or gender can be reliably reconstructed given the output of such a model (Zhang, Zhang, and Zhao 2020; Fredrikson, Jha, and Ristenpart 2015), along with more esoteric topics such as political and ideological orientation (Khaua, Cambria 2020; Collenei, Rozza, and Arvidsson 2014; Iyyer et al. 2014).

Latent representations of highly complex data, including neural embeddings for text sequences, have proven to be ideal vectors for this kind of privacy vulnerability (Song and Raghunathan 2020), and thus form an important test case for determining the effectiveness of any prospective privacy-preserving intervention.

Privacy differentials across multilingual representations is a relatively under-studied phenomenon, but we consider the potential existence of differences germane, and hence we include monolingual models for languages other than English, as well as multilingual models, in our analysis. There is some evidence that multilinguality can benefit task performance when applied to low or medium resource languages (Pribáň and Steinberger 2021; Pires, Schlinger, and Garrette 2019), however this is contested by other studies which claim a performance advantage for monolingual models (Rönnqvist
et al. 2019; Virtanen et al. 2019). One possible explanation for this difference in findings is that the level of relatedness between high and low resource languages incorporated into a multilingual embedding may be determinative (Woller, Hangya, and Fraser 2021); if the lower-resourced language input is less related to the handful of high resource languages typically extant in language model training sets (Joshi et al. 2020), then the more complex multilingual model may under-perform a smaller monolingual system. We wish to extend this analysis to consider the privacy implications of both strategies.

1.2 Existing privacy strategies

The existence of targeted attacks against the personal privacy of individuals whose data is contained in large datasets has not led to a curtailment in the growth of available data, but to calls for the establishment of participant trust through strong privacy-preserving practices and norms (Daries et al. 2014; Paullada et al. 2021).

Anonymisation, or as it might be better termed pseudonymisation (Rao, Rao, and Rohatgi 2000; Pfitzmann and Kohntopp 2001), is one potential response to this trend. Under this rubric, specific identifiers that can uniquely unmask an individual are removed—a national identification or social security number for instance—and replaced with synthetic identifiers created for this experiment. Unfortunately, a string of experimental results (Narayanan and Shmatikov 2009; Jawurek, Johns, and Rieck 2011; Biryukov, Khovratovich, and Pustogarov 2014; Pyrgelis et al. 2019) as well as the case of the Netflix Prize Dataset (Narayanan and Shmatikov 2006), in which researchers were able to uniquely identify the majority of ‘anonymous’ participants through reference to other public sources of information, proved that maintaining personal privacy is harder than it might first appear; that in fact, our preferences, interactions, and the data we generate may be enough in themselves to reveal parts of our identity that we would prefer remain hidden.

Pseudonymisation relies on the logically spurious assumption that the protected data will always be directly referred to in the text, and cannot be inferred from otherwise innocuous text sequences with the application of other sources of knowledge. Moreover, the cost of more advanced forms of pseudonymisation such as \(k\)-anonymity or \(l\)-diversity that attempt to provide a statistical guarantee of privacy disclosure can prove severe, to the extent that achieving a minimal level of privacy gain can almost completely eliminate the utility of a dataset for the intended purpose (Brickell and Shmatikov 2008; Li and Li 2009).

Hence, developing privacy-preserving approaches that can provide a verifiable level of privacy, while also preserving a meaningful level of performance in a given set of downstream tasks.

1.3 Adversarial and differential privacy

To reduce the salience of such privacy attacks, recent research has adopted the adversarial training methods pioneered in the field of domain adaptation (Ganin et al. 2016). Essentially, this strategy attempts to maximise the performance of a model when train and test instances are drawn from similar but distinct distribution, by learning an intermediate representation that promotes features that benefit the target task, while suppressing features that are heavily conditioned by the domain shift. Applying this model to privacy in NLP tasks is a short conceptual step: instead of domain-invariant features, we seek to surface private-attribute invariance while learning a good representation for our downstream task (Elazar and Goldberg 2018).
To provide a quantifiable guarantee of disclosure risk, we employ the concept of differential privacy (DP) (Dwork and Roth 2013). Under the formulation of this system (see Equation 1), we call a computation differentially private if the results on a dataset \( A \) are equally plausible as the results on a dataset \( B \) that differs in a single record, with the addition of a small amount of calibrated noise. That maximum possible deviation, expressed by the parameter \( \epsilon \), stands in for our maximal privacy loss.

The level of private information leaked by a computation \( M \) can be expressed by the variable \( \epsilon \), where for the symmetric difference \( \oplus \) between two datasets \( A \) and \( B \) that differ in only one record, and any set of possible outputs \( S \subset \text{Range}(M) \),

\[
Pr[M(A) \in S] \leq Pr[M(B) \in S] \times \exp(\epsilon \times |A \oplus B|)
\]  

We can apply this to our problem space by adopting the local differential privacy approach (Cormode et al. 2018; Mahawaga Arachchige et al. 2020). Under this scheme, we apply noise proportional to the sensitivity of our computation - the maximum difference in output of the same operation carried out on both datasets - and the \( \epsilon \) variable to the input before we carry out learning through gradient descent; we are essentially reducing the certainty of our model about the state of any individual record, and hence the ability of adversaries to carry out re-identification with intermediate representations that follow this step.

Given a scenario in which we are aware of categories of private information that may interest an attacker such as gender, location or age, it is intuitively compelling to combine a general privacy approach such as \( \epsilon \)-DP along with an adversarial objective that targets the specific variables we wish to obscure. In addition to the formal guarantees provided by our DP implementation, this allows us to compare outcomes for the specific attacker task envisioned as a practical measure of privacy.

1.4 Contributions

In this work, we present an initial contribution towards a comparison of several promising methods for reducing the amount of private demographic information leakage during a representative NLP task. In particular:

- We carry out a systematic evaluation of both adversarial training methods (gradient reversal and cross-gradient training), along with methods based on the application of differential privacy. Both paradigms represent active areas of research for NLP privacy.
- We present a comparison of the impact of such privatising systems across a set of input embeddings drawn from popular large pre-trained language models chosen to reflect popular models in use for knowledge transfer across the NLP domain, and show a reduction of up to 40\% in relative attack efficacy.
- We evaluate and demonstrate our results across a multilingual corpus, demonstrating the effect of these technologies across a set of relatively high (English), medium (French and German), and lower resource (Norwegian, Danish) European languages, as well as a multilingual slice composed of records from all included languages. We note both
commonalities and distinctions in our results which may present useful areas for further linguistic study.

- We study the impact of the privacy/utility trade-off and present an empirical basis for gauging an appropriate balance of outcomes for hybrid adversarial/differentially private systems.

On the basis of these studies we present an adversarial/differentially private hybrid model as the preferred choice for achieving relatively high levels of individual privacy, while offering a significant level of calibration sensitivity so that downstream users can rapidly achieve an acceptable privacy/utility balance. On this basis, we investigate the impact of multiple task-related factors such as input dimensionality and model complexity on optimal privacy system design.

This paper will first lay out a review of related work in the field in Section 2, including some proposed methods for privatising of texts in NLP. Then, we will lay out our methodology in Section 3, before discussing our suite of models studied, evaluation criteria, and the results in Section 5. Section 6 will present some further analysis and discussion of secondary considerations arising from our experimental work, including investigation of the tradeoff between privacy and model utility. We will make some closing remarks in Section 7, along with some recommendations for further work.

2. Related Work

Adversarial Learning. Adversarial training has seen strong research interest since initial proposition, with multiple works extending the paradigm (Zhang et al. 2020; Wang et al. 2019; Wang and Deng 2018). Coavoux, Narayan, and Cohen (2018) provided a useful guide to applying this work to personal privacy in the setting they describe as ‘multi-detasking’, in which we train an adversary network using intermediate representations from our main task model to recover demographic labels about the input.

Li, Baldwin, and Cohn (2018) applied this method to multiple protected attributes simultaneously across several English-language datasets, an approach that was also followed by Madras et al. (2018) and Elazar and Goldberg (2018). Xu et al. (2019) proposed a counter-intuitive model wherein input texts are rewritten via back-translation from adversarially-trained representations to eliminate sensitive attributes from the dataset; while this may prove a vital technology for dataset owners to apply before release, we concern ourselves in this work with the intermediate representations themselves.

This form of adversarial training has also been applied to debiasing representations; in Kaneko and Bollegala (2019), Zhang, Lemoine, and Mitchell (2018), and Zhao et al. (2018) the goal is to generate gender-invariant representations that do not express a differential between binary genders. Jaiswal and Provost (2020) and Li et al. (2020a) extend the problem space to include multi-modal data, an interesting research direction that may show potential for generalisation beyond NLP.

Differential Privacy in NLP. Local differential privacy (LDP), in terms of applying additive noise to inputs before passing them through the intended computation, has seen a great deal of interest in privacy-preserving data collection (Erlingsson, Pihur, and Korolova 2014; Kairouz, Bonawitz, and Ramage 2016; Wang, Wu, and Hu 2016). However, previous research into LDP has also borne out the potential for this method to reduce information leakage from trained text representations (Beigi et al. 2019). Lyu, He, and Li (2020) propose a system that adds perturbation to a pre-trained embedding vector
by normalizing the vector (Shokri and Shmatikov 2015), then applying additive noise drawn from the Laplace distribution in the traditional DP fashion (Dwork et al. 2006).

Metric differential privacy (MDP) (Chatzikokolakis et al. 2013), which we consider a corollary development to local DP, involves the substitution of the original formulation’s Hamming distance metric for understanding indistinguishability of two datasets for an arbitrary distance mechanism. Feyisetan et al. (2020) and Fernandes, Dras, and McIver (2019) applied this formulation to perturbing texts by proposing a system which swaps words for perturbed versions by considering the distance between their embedding vector with additive noise applied and the other vectors in the vocabulary, choosing the nearest candidate based on their metric of interest, as shown in Figure 1. Beyond simple distance metrics, some research has also pointed to the potential value of alternate metric spaces (Feyisetan, Diethe, and Drake 2019; Xu et al. 2020; Dhingra et al. 2018) in maintaining semantic continuity while ensuring DP-compliance.
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**Figure 1**
Metric differential privacy mechanism. Dashed lines represent an arbitrary distance calculation.

*Hybrid Approaches.* Some previous work has married both approaches: Phan et al. (2019) proposed an approach which implements classical differential privacy in an adversarial learning paradigm, however, this work relies on adversarial objectives to promote robustness to adversarial samples rather than privacy. Alnasser, Beigi, and Liu (2021) proposes a similar hybrid approach, applying both adversarial and local differential privacy to English language embeddings, but only for the pre-trained BERT language model. In our paper CAPE: Context-Aware Private Embeddings for Private Language Learning (Plant, Gkatzia, and Giuffrida 2021), we propose a system of hybrid adversarial and local differential privacy designed for maximally private outcomes against a known set of re-identification tasks, extensible to arbitrary model architectures.

3. Methodology

We present an overview of our empirical method for establishing the relative effect of privacy-preserving methods on the ability of an attacker to recover the value of indicator variables from intermediate representations used in a typical NLP task. For this, we rely on the Trustpilot dataset collected by Hovy, Johannsen, and Søgaard (2015), which captures review texts and scores for various forms of consumer goods and online
services, along with a range of demographic information about the review author. A short description of the dataset is in Section 3.1, with a full analysis in Appendix 7.1.

We define as our base task sentiment prediction, that is inferring a 5-point rating from the linked review text. The text representation generated by a feature extraction component consisting of one of a set of pre-trained language models (for a list see Section 3.4) along with two densely-connected layers is given as input to the base classification model. Categorical cross-entropy is used as loss function during training.

In order to determine how successful an adversary may be in recovering private information from the intermediate representations within our model, we define a secondary classification task with access to our model’s internal state and demographic labels for each row in our dataset (see Section 4.1 for more details). For each of our private indicator variables, here gender, country, and age rank, we create a separate classification model with identical makeup to the base classifier, which will simultaneously attempt to learn the values of private indicators from the input representation.

We set the model parameters according to those used in Beigi et al. (2019), with our sentiment classifier consisting of a 200-unit hidden layer connected to a softmax output layer. To maintain constructive comparisons, we do not alter the characteristics of the classification layers during hyper-parameter tuning. A diagram of an indicative model architecture can be found in Figure 2.

As a baseline for comparison, we reproduce the auto-encoder-based feature extraction and classification model in Beigi et al. (2019), under which the output of a trained encoder is substituted for the sequence embedding drawn from a language model. We have re-implemented this work based on descriptions included in the paper, deriving a network based on a gated recurrent unit (GRU) encoder and decoder setup which is trained to produce a document encoding which is then used as input to the same classification setup as in the other baseline.

We do not compare directly to the results reported in the original research, since we are reporting results across multiple languages with a different method for determining our dataset splits, as reported in Section 3.1. We compare our results only with non-privatised representations, since we wish to only establish comparable performance in the classification part of our task set.

Once we establish the performance of our classification network, both base task and simulated attacker, for each of our test set of language models, we intro-
duce our privacy-preserving methods. These can be broadly sorted into adversarial, differentially-private, and hybrid methods, and are described in full detail in Section 3.2. Our model architecture remains static during experimentation, aside from the specific additional steps listed for each privacy method.

3.1 Dataset

The Trustpilot dataset consists of user review texts along with accompanying 5-point scale scores for hundreds of thousands of users of the online consumer reviews sites collected by Hovy, Johannsen, and Søgaard (2015) in 2015. While Trustpilot operates across many countries, the researchers restricted their data collection to those countries with more than 250,000 users at the time of collection: the United Kingdom, the United States, Germany, France, and Denmark. These countries do represent significant linguistic variety, since the user is not constrained to write their review in the prevailing language of the country in which they are posting.

Demographic variables are also included in this dataset. Users can choose to add their gender, birth year, and place of residence when posting their review. The researchers also partially augment these annotations by inferring gender from the existing national distribution of first names, and by using geographical databases to convert the free text location field into a latitude/longitude pair.

For a longer description and some indicative statistics, consult Appendix 7.1.

3.1.1 Preprocessing. From the Trustpilot dataset, we sampled only the instances of reviews that have an attached gender and birth year annotation for the user retained. Precise location information is extremely sparse for some countries, and notably absent completely for France, and hence the country annotation is used as the target attribute for location inference. The number of total instances per country is listed in Table 1.

| Country           | Instances |
|-------------------|-----------|
| Denmark           | 467,392   |
| France            | 24,440    |
| Germany           | 26,810    |
| United Kingdom    | 146,381   |
| United States     | 43,879    |

Table 1
Data instances per country

We split the dataset by language of review text rather than by country of posting, leaving us with six languages of interest with significant representation within the dataset: English, French, German, Danish, and Norwegian. We also generate a 50,000-instance multilingual set equally composed of texts from each listed language.

The dataset is processed so that we retain the country and gender annotations from the original dataset as our location and gender indicator variables, while birth years are used to sort the writers into three age rank bins (younger than 36, 36-45, older than 46) according to their age in 2021. We treat these features as categorical labels, converting them to an integer representation and applying one-hot encoding for use in learning. Further information on processing the data can be found in Plant, Gkatzia, and Giuffrida (2021), which describes our preliminary set of experiments using only a single set of pre-trained embeddings and English language instances from the dataset.
Table 2
Data instances per language

| Language  | Train | Test | Val  | Total  |
|-----------|-------|------|------|--------|
| English   | 136,226 | 38,921 | 19,460 | 194,607 |
| French    | 16,170  | 4,620  | 2,310  | 23,100  |
| German    | 20,129  | 5,751  | 2,875  | 28,755  |
| Danish    | 259,866 | 74,247 | 37,123 | 371,236 |
| Norwegian | 51,209  | 14,630 | 7,315  | 73,154  |
| Multi-language | 35,000  | 10,000  | 5,000  | 50,000  |

Splits are calculated using the adversarial Wasserstein process proposed by Søgaard et al. (2021): the input texts are arranged in Wasserstein space, a random centroid is selected and the nearest neighbours form the new test set. We use a 70/10/20 train/validation/test split structure, with the number of instances in each split shown in Table 2.

3.2 Privacy Methods

We present here an overview of the privacy-preserving models chosen to implement as part of our suite of test scenarios.

3.2.1 Adversarial. Following the ‘multi-detasking’ conception of Coavoux, Narayan, and Cohen (2018), also referred to as Gradient Reversal (GR), we define the adversarial objective as the performance of our secondary classifier in recovering the label of our private variable from the intermediate representation, scored by categorical cross-entropy. We incorporate this extra information by adding a penalty to our main model when this adversary performs well, as shown in Figure 3.
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The loss function of a classification model parameterised by the variable $\theta_c$ can be combined with an adversarial classifier parameterised by $\theta_a$ to create an attribute-invariant model as shown in Equation 2.

Where $x_e$ is an example from our training set, $y$ is the target prediction label, $z$ is the label of the desired invariant feature, $\lambda$ is a regularization parameter,
\( \mathcal{L}(x, y, z; \theta_c, \theta_a) = -\log P(y|x_e; \theta_c) - \lambda \log P(\neg z|x_e; \theta_a) \) (2)

We also consider an alternate formulation of the adversarial method proposed in Shankar et al. (2018), which they term Cross-Gradient Training (CGT). The goal of CGT is not to suppress the signal that allows the secondary classifier to recover domain information entirely, since this may remove useful information that may be germane to our network’s basic task. Instead, CGT involves an attempt to augment the input with a set of perturbations that allow it to generalise better to unseen domains, learned from the gradient of loss within the secondary classifier. This notion extends to privacy in the same sense as the previous example: if we can learn a generalised version of the private information that does not directly identify the demographic label, we can achieve an acceptable level of privacy.

For each example \( x \), label \( y \), and private label \( z \) in our sample, we carry out the following procedure: features are extracted and the private label is learned by a classification model \( C_p(x) \). We then attempt to generate a new input \( x' \) which would provoke a prediction from \( C_p(x') \) as far as possible from \( z \). The standard classification task predicting \( y \) with \( C_b(x') \) is also trained at the same time.

Given labelled data \( x, y, z \), step size \( \epsilon \), augmentation weight \( \alpha \), learning rate \( \eta \), and base task and private variable classifiers with parameters \( \theta_b \) and \( \theta_p \) and loss functions \( \mathcal{L}_b \) and \( \mathcal{L}_p \) respectively, we train thus,

1: Initialise \( \theta_b \) and \( \theta_p \)
2: Sample labelled batch \((X, Y, Z)\)
3: \( X_p := X + \epsilon \cdot \nabla_X \mathcal{L}_p(X, Z; \theta_p) \)
4: \( X_b := X + \epsilon \cdot \nabla_X \mathcal{L}_b(X, Y; \theta_b) \)
5: \( \theta_b \leftarrow \theta_b - \eta \nabla \theta_b ((1 - \alpha)\mathcal{L}_b(X, Y; \theta_b) + \alpha \mathcal{L}_b(X_b, Y; \theta_b)) \)
6: \( \theta_p \leftarrow \theta_p - \eta \nabla \theta_p ((1 - \alpha)\mathcal{L}_p(X, Z; \theta_p) + \alpha \mathcal{L}_p(X_p, Z; \theta_p)) \)

In cases where \( y \) and \( z \) are highly correlated, then CGT is equivalent to traditional adversarial training. In all other cases, it will allow the model to generalise more effectively (Shankar et al. 2018).

3.2.2 Differential privacy. In order to explore the potential of differential privacy, we extend the approach of Lyu, He, and Li (2020) in using local DP to apply perturbations to the representations retrieved from our pre-trained language models, thereby reducing the certainty of a potential attacker about the true value of any recovered information, since they cannot reliably determine its difference from the other records in the dataset – what is often referred to in the literature as indistinguishability (Chatzikokolakis, Palamidessi, and Stronati 2015; Jorgensen, Yu, and Cormode 2015).

Converting the embeddings retrieved from our language model into a DP-compliant representation requires us to inject calibrated Laplace noise into the hidden state vector obtained from the pre-trained language model as follows:

\[ \tilde{x}_e = x_e + n \] (3)
where $n$ is a vector of equal length to $x_e$ containing independent and identically distributed random variables sampled from the Laplace distribution centred around 0 with a scale defined by $\frac{\Delta f}{\epsilon}$, where $\epsilon$ is the privacy budget parameter and $\Delta f$ is the sensitivity of our function.

Since determining the sensitivity of an unbounded embedding function is practically infeasible, we constrain the range of our representation to $[0,1]$, as recommended by Shokri and Shmatikov (2015). In this way, the L1 norm and the sensitivity of our function summed across $n$ dimensions of $x_e$ are the same, i.e. $\Delta f = 1$.

Given labelled data $x, y, z$, we follow the training process,

1: Extract features from input sequence: $x_e = f(x)$
2: Normalise representation: $x_e \leftarrow x_e - \min x_e / (\max x_e - \min x_e)$
3: Apply perturbation: $\tilde{x}_e = x_e + \text{Lap}(\frac{\Delta f}{\epsilon})$
4: Train classifiers: $\mathcal{L}(\tilde{x}_e, y, z; \theta_r, \theta_p) = -\log P(y|\tilde{x}_e; \theta_r, \theta_p)$

We also investigate the potential of metric DP (MDP) (Chatzikokolakis et al. 2013) through an implementation of the work of Feyisetan et al. (2020). Under this regime we continue to add calibrated noise to our meaning representation—this time drawn from the multivariate normal distribution—but instead of using the noised vector as the direct input to our learning mechanism, we use the system to swap words for existing vectors that are close in the embedding space. For an input sequence $x = (w_1, w_2, \ldots, w_n)$, language model $\phi$ with existing dictionary $D$, and privacy parameter $\epsilon$, we obtain a new sequence thus, 

1: for $i \in 1, \ldots, n$ do
2: Get embedding vector $v_i = \phi(w_i)$
3: Sample noise vector $v_n = \frac{1}{\sqrt{(2\pi)^m|\Sigma|^\frac{1}{2}}} \exp(-\frac{1}{2}(x - \mu)^T \Sigma^{-1}(x - \mu))$, where $m$ is the dimensionality of the embedding, $\Sigma$ is the covariance matrix set as identity, and the mean $\mu$ is centred at the origin
4: Sample a magnitude $l$ from the Gamma distribution $l = \frac{\Gamma(m)\phi^m}{\Gamma(m)\phi^m}$, where $\phi = 1/\epsilon$
5: Scale the noise vector $v_n = v_n * l$
6: Perturb embedding $\hat{v}_i = v_i + v_n$
7: Get the nearest word to perturbed vector $\hat{w}_i = \text{argmin}_{d \in D} \| \phi(d) - \hat{v}_i \|$
8: Swap $x_i$ for $\hat{w}_i$
9: end

Note that dependent on the magnitude of the noise added to the sequence and the size of the dictionary of pre-trained embeddings, the closest existing representation in embedding space to the noised word may be the original word.

3.2.3 Hybrid. To preserve the general privacy benefits of DP-compliant embeddings with invariance to the specific private variable identified for adversarial training, we combine both processes in a system we call Context-Aware Private Embeddings (CAPE).
We add calibrated noise drawn from the Laplace distribution to the pre-trained sequence embedding obtained from the language model, as in Lyu, He, and Li (2020), as well as using the joint loss function with gradient reversal stemming from Coavoux, Narayan, and Cohen (2018). A diagram of the combined system is pictured in Figure 4.

Figure 4
CAPE model diagram. Dashed lines represent gradient updates.

3.3 Privacy Models

We describe here the models we have chosen to apply in our experimental testing, the method of operation of which are detailed in Section 3.2. ‘Model’ here refers to the process applied to our learning system to reduce the ability of our simulated attacker network to correctly predict the demographic attribute of interest from an intermediate representation. A listing of the models and the linked abbreviation we will use to stand in for each in reporting our results can be found in Table 3.

| Model abbreviation | Description |
|--------------------|-------------|
| Baseline (AE)      | auto-encoder-based embeddings w/ non-private classification |
| Baseline (FX)      | pre-trained embeddings w/ non-private classification |
| CGT                | Cross-gradient training |
| GR                 | Gradient reversal |
| LDP                | Local differential privacy |
| MDP                | Metric differential privacy |
| CAPE               | Context-Aware Private Embeddings |

Table 3
Privacy model abbreviations

We also include a baseline, non-private solution for comparison—the quantum of privacy protection in our system essentially being denoted by the difference in performance of our attacker on a privatised network versus the non-private. Our non-private baseline network for all languages is based on the work of Guo et al. (2019): input to our network is the pre-trained sequence embedding drawn from the language model, which is passed through two 64-unit densely connected layers, the output of which is connected to two classifier heads, one for the base task and one for the simulated
attacker. Each classifier head consists of a single 200-unit dense layer connected to a softmax output layer, as shown in Figure 2.

3.4 Language Models

We present here the language models chosen to evaluate as a source for pre-trained text representations which may present a privacy risk. A full description of each chosen embedding source can be seen in Appendix 7.1.

Language models were chosen based on the number of downloads listed on the Huggingface model repository website\(^1\), which we consider a reasonable proxy for popularity/impact. We rank the top five models for the English language\(^2\) and attempt to find matching models that have been developed for each of the other languages of interest. This process led us to select models based on BERT (Devlin et al. 2019), RoBERTa (Liu et al. 2019), ALBERT (Lan et al. 2019), and GPT-2 (Radford et al. 2018). We also add GloVe (Pennington, Socher, and Manning 2014) and Komninos (Komninos and Manandhar 2016) embeddings for English, as representatives of previous generations of pre-trained vectors versus the more recently popular language models.

This kind of parity was more difficult to achieve for multilingual models, given that successful monolingual models often do not transfer to this domain, and hence we include the ‘paraphrase-xlm-r-multilingual-v1’ (Reimers and Gurevych 2020) and ‘distiluse-base-multilingual-cased-v2’ (Yang et al. 2020) models.

4. Experimental Setup

In this section, we lay out the conditions for our empirical work, including the setup of each class of experiment, the quantification of relative degrees of private information leakage, and the evaluation framework in use.

In Section 5.1, we carry out a comparison of our baseline classification method for private attributes to the auto-encoder-based method proposed by Beigi et al. (2019), as described in Section 3. We use this baseline method in successive experiments to establish a non-private benchmark for private information leakage that we can compare to each of our privatising methods to quantify their impact.

In Section 5.2, we report the performance of our attacker classifier when we apply our privacy-preserving models to each language dataset individually, as well as the multilingual set. Gradient reversal (GR) and cross-gradient training (CGT) methods are applied as previously described: for GR, we simply invert the sign of the gradient during backpropagation. CGT requires us to watch the gradient of the attacker classifier during training to perturb the input to both classifiers. We set the step size of perturbation during training to 5 and the \(\alpha\) parameter, which controls the ratio of the contribution of the perturbed input versus the original input to the total loss, to 0.5.

In terms of our locally differentially private models, both LDP and CAPE, we add calibrated noise from the Laplace distribution to our sequence embedding between the output of our language model and the first dense layer of our network. The \(\epsilon\) parameter controlling the size of our privacy budget is kept static at 0.1 throughout this stage of testing. In order to test metric differential privacy (MDP), we instead pre-compute all sequence swaps across our dataset before training or inference, since exhaustively

\(^1\) https://huggingface.co/models?language=en&sort=downloads
\(^2\) We disregard distilled versions since we intend to measure broad differences across architectures
searching the embedding space for every word vector during online training proved highly computationally expensive. In this case, the $\epsilon$ privacy parameter is set to a value of 20 during testing. Base and adversary classifiers are trained and tested with noised sequences obtained in these ways in the same fashion as the other experimental models. Embodied in each of our privatisation strategies is a decision about the level of performance degradation we will accept to decrease privacy risk. In order to quantify the ratio between enhanced attribute privacy and decreased predictive power, we must measure the utility of our network. The effect of each privacy-preserving method as represented by performance in our basic task across our main set of experiments are reported in Section 5.3.

4.1 Evaluation Criteria

We consider the primary metric of success in our attacker task as the ability to reliably distinguish the gender, age, or location of the individual from the text representation. We establish the rate of successful predictions of our demographic attribute as a measure of the privacy at risk, as in Jaiswal and Provost (2020); Zhao et al. (2019) – any change in this from our baseline to private methods will indicate this. Since we are dealing with an imbalanced dataset across multiple axes of comparison, we report both accuracy and F1-scores, emphasising the latter as a more reliable measure.

We provide summary statistics for each experiment using the two-way ANOVA method, reporting the variance in F1 results ($\sigma^2$) across the private information type categorical variable row-wise, and the summary sum of squares (SS), degrees of freedom(df), F-value (F), F critical value (F-crit) and p-value (P) scores both row- and across the embedding type column-wise, and across the whole set of results. F-crit here is calculated based on a 0.05 p-value significance threshold.

Since we rely on empirical demonstrations of our privacy outcomes, we also consider utility through the same lens. Performance in the downstream task, prediction of the review score class from the text as laid out in Section 3, forms our primary metric in comparison to the baseline model. We report F1-score as a robust mechanism for use across our test scenarios.

5. Results

In this section we will discuss in detail the results of each experiment, as well as discuss some initial findings from our empirical data.

5.1 Non-private baselines

We present here the results from a comparison of our basic method to the auto-encoder-based method of (Beigi et al. 2019). It should be noted that we have not attempted to implement the privacy-enhancing elements of the work, and therefore these results establish only a comparable level of performance for both the basic sentiment analysis task and the private information re-identification task for our system with a recent published baseline. Results for the base task, as well as each private demographic variable attacker network, can be seen in Table 4. Accuracy and F1-score are presented for each embedding class, with the best-performing instance, e.g. the classifier most able to predict the target variable, highlighted.

We apply these methods to only the English-language instances from our dataset, to more accurately represent a comparison with the original work, which included
only English results from the Trustpilot set. We do however present our language-
model-based approach as a non-private baseline comparison in all further experiments, regardless of language.

| Model        | Base Task acc. | Gender acc. | Location acc. | Age acc. | \(\sigma^2\)  |
|--------------|----------------|-------------|---------------|----------|-------------|
| GPT          | 0.689          | 0.681       | 0.792         | 0.758    | 0.789       |
| GPT          |                |             |               |          |             |
| Baseline (FX)| 0.599          | 0.449       | 0.537         | 0.375    | 0.649       |
| Gl           | 0.646          | 0.624       | 0.749         | 0.674    | 0.732       |
| Ko           | 0.631          | 0.598       | 0.749         | 0.668    | 0.713       |
| Be           | 0.680          | 0.670       | 0.788         | 0.737    | 0.794       |
| MB           | 0.662          | 0.654       | 0.763         | 0.712    | 0.749       |
| Ro           | 0.690          | 0.681       | 0.802         | 0.765    | 0.811       |
| Al           | 0.691          | 0.685       | 0.795         | 0.779    | 0.806       |
| RoBERTa      | 0.690          | 0.681       | 0.792         | 0.758    | 0.789       |
| ALBERT       | 0.689          | 0.681       | 0.792         | 0.758    | 0.789       |
| MB           | 0.662          | 0.654       | 0.763         | 0.712    | 0.749       |
| Ro           | 0.690          | 0.681       | 0.802         | 0.765    | 0.811       |
| Al           | 0.691          | 0.685       | 0.795         | 0.779    | 0.806       |
| GPT          | 0.689          | 0.681       | 0.792         | 0.758    | 0.789       |
| Baseline (AE)| 0.599          | 0.449       | 0.537         | 0.375    | 0.649       |

**Table 4**  
Non-private task baseline comparison. Gl: GloVe, Ko: Komninos, Be: BERT, MB: Multilingual BERT, Ro: RoBERTa, Al: ALBERT, GPT: GPT-2.

| SS   | df | F    | P    | F-crit |
|------|----|------|------|--------|
| Row  | 0.069 | 7  | 0.783 | 0.613  | 2.764  |
| Column | 0.236 | 2  | 9.318 | 0.003  | 3.739  |
| Total | 0.462 | 23 |      |        |        |

**Table 5**  
Non-private baseline results summary statistics.

Several interesting trends can be observed immediately from inspection of the results. First, using pre-trained embeddings from popular LLMs without significant fine-tuning immediately outperforms an auto-encoder-based approach trained only on instances from our dataset. This finding is perhaps unsurprising since the training corpus and depth of the model is far less extensive. These approaches may however be eminently compatible (Lewis et al. 2020; Gordon, Rawlinson, and Ahmad 2020; Li et al. 2020b).

It is important to note here that we do not believe it is judicious to compare directly our results to the results of Beigi et al. (2019), as discussed in Section 3. Also, it is important to bear in mind that we applied this system to a completely separate dataset split than that used in the original paper, which in our case was generated through the application of an adversarial selection process, as detailed in Section 3.1. Indeed, under the reproducibility schema advocated in (Belz 2021), we would not have access to the object conditions, but rather a subset measurement method and procedure conditions.

Secondly, it appears that pre-trained embeddings that lead to higher performance on the basic sentiment analysis task also enable better performance for the attacker, as shown by the results for Roberta and Albert in Table 4. We posit that by becoming more efficient at encoding contextual semantic information through the co-occurrence of terms in their training sets, these models have also become more vulnerable to private data leakage through also encoding elements of authorial style (Emmery, Kádár, and Chrupala 2021). This effect is not negligible, with the largest relative change in F1-score amounting to \(\sim 16\%\).
5.2 Privacy-preserving models

In this section we present the results for each of our previously cited privacy-preserving processes of interest, as detailed in Section 3.2, applied across the various languages in our Trustpilot dataset. We investigate here not only each language corpus separately, but a combined multilingual set drawn from each. For each privacy-preserving model, the set of attacker tasks aiming to predict the gender, location, and age variable are applied separately to each set of pre-trained representations, the score for which is presented as a row in our results tables (6, 8, 10, 12, 14, 16).

Results for private variable classifiers are presented as F1-scores. Results in the table are presented at a precision of 4 digits. Best performance—that is, showing the poorest record of predicting the target variable—is picked out in bold.

| Model | Gender | Location | Age | \(\sigma^2\) |
|-------|--------|----------|-----|------------|
| Baseline | Gl | 0.674 | 0.661 | 0.674 | 0.021 |
| | Ko | 0.668 | 0.630 | 0.680 | 0.024 |
| | Be | 0.737 | 0.749 | 0.746 | 0.027 |
| | MB | 0.712 | 0.696 | 0.691 | 0.021 |
| | Ro | 0.765 | 0.771 | 0.773 | 0.026 |
| | Al | 0.779 | 0.765 | 0.754 | 0.029 |
| | GPT | 0.758 | 0.730 | 0.753 | 0.024 |
| CGT | Gl | 0.375 | 0.649 | 0.449 | 0.020 |
| | Ko | 0.375 | 0.649 | 0.449 | 0.020 |
| | Be | 0.375 | 0.649 | 0.449 | 0.020 |
| | MB | 0.375 | 0.649 | 0.449 | 0.020 |
| | Ro | 0.375 | 0.649 | 0.449 | 0.020 |
| | Al | 0.375 | 0.649 | 0.449 | 0.020 |
| | GPT | 0.375 | 0.649 | 0.449 | 0.020 |
| LDP | Gl | - | - | - |
| | Ko | - | - | - |
| | Be | 0.375 | 0.649 | 0.449 | 0.020 |
| | MB | 0.375 | 0.709 | 0.454 | 0.030 |
| | Ro | 0.375 | 0.649 | 0.449 | 0.020 |
| | Al | 0.646 | 0.819 | 0.457 | 0.033 |
| | GPT | 0.561 | 0.798 | 0.449 | 0.017 |
| MDP | Gl | 0.572 | 0.719 | 0.456 | 0.017 |
| | Ko | 0.572 | 0.703 | 0.459 | 0.015 |
| | Be | 0.653 | 0.798 | 0.498 | 0.023 |
| | MB | 0.635 | 0.738 | 0.472 | 0.018 |
| | Ro | 0.664 | 0.809 | 0.501 | 0.024 |
| | Al | 0.645 | 0.790 | 0.479 | 0.024 |
| | GPT | 0.646 | 0.768 | 0.491 | 0.019 |
| CAPE | Gl | - | - | - |
| | Ko | - | - | - |
| | Be | 0.375 | 0.649 | 0.449 | 0.020 |
| | MB | 0.378 | 0.649 | 0.278 | 0.082 |
| | Ro | 0.350 | 0.649 | 0.449 | 0.023 |
| | Al | 0.426 | 0.649 | 0.424 | 0.017 |
| | GPT | 0.375 | 0.649 | 0.449 | 0.020 |

Table 6
English results. Gl: GloVe, Ko: Komninos, Be: BERT, MB: Multilingual BERT, Ro: RoBERTa, Al: ALBERT, GPT: GPT-2

| SS | df | F | P | F-crit |
|----|----|---|---|------|
| Row | 4.024 | 41 | 18.674 | 1.334e\(-27\) | 1.537 |
| Column | 1.331 | 2 | 126.587 | 8.517e\(-26\) | 3.108 |
| Total | 5.786 | 125 | | |

Table 7
English results summary statistics.

We can derive several interesting observations from our English-language results, displayed in Table 6. Firstly, it is clear that the application of both broad categories of privacy-preserving mechanism—differential privacy noise and adversarial training—
produce a marked drop in the information leaked to our simulated attacker network. In fact, in the best case, that of RoBERTa embeddings passed through the CAPE model, the F1-score of our gender attacker experiences a relative drop of $\approx 45\%$ over baseline.

This drop is variable across the range of embeddings tested, but several tendencies can be observed in action:

- **Models with more parameters show larger mean reductions in attacker performance.** We note when comparing RoBERTa, ALBERT, BERT, and GPT-2, that the results for the change in performance of gender re-identification against the baseline appear to be proportional to the size of the model in terms of number of parameters. ALBERT shows an $\approx 25\%$ average drop in performance with the smallest set of 11 million parameters, BERT shows an $\approx 30\%$ drop with 109 million, GPT-2 shows a reduction of $\approx 32\%$ with 117 million, while RoBERTa shows the largest relative drop of $\approx 39\%$ with 125 million parameters.

- **Adversarial gradient-based methods produce remarkably homogeneous results.** The variance between results for different sets of embeddings for our purely adversarial methods (gradient reversal and cross-gradient training), are much lower than that of our other privacy-preserving methods. Indeed, at the level of precision displayed in Table 6, the vast majority of scores are identical. We theorise that this effect is due to a decrease in variance across the embeddings caused by the suppression of contextual stylometric cues that also impacts the existing contextual semantic relationships between token vectors. We explore the impact of this on downstream performance in Section 5.3, as well as investigating the statistical deviation of the embedding vector in Section 6.2.

- **Adding adversarial training objectives decreases information leakage in a DP-compliant scenario.** Comparing the mean performance reduction over baseline for all private demographic variables across our differentially-private systems—local differential privacy, metric differential privacy, and CAPE—we find that CAPE provides an $\approx 30\%$ reduction, while LDP and MDP show smaller drops of $\approx 19\%$ and $\approx 6\%$ respectively. It is worth pointing out that under some circumstances, represented here by the attempt to classify the location variable, CAPE displays the same previously mentioned reduction in variance as other adversarial methods.

- **Age re-identification performance in mBERT is low.** We note that in the case of our baseline and CAPE models, embeddings extracted from mBERT show anomalously low age identification results. One potential explanation for this outcome is the vocabulary peculiarities of mBERT; while the model vocabulary is much larger than BERT (119,000 vs. 30,000 entries), minority languages are oversampled in relation to English (Abdaoui, Pradel, and Sigel 2020), which could indicate that archaisms or neologisms that may indicate age are being left out.

We note here that for the non-contextual pre-trained embeddings tested (GloVe and Komninos vectors), downstream task performance was so poor once any element of differential noise was added that no useful metric could be extracted to quantify the
other impacts of our privacy-preserving systems. We suggest that this indicates our privacy budget objective was set at a level inappropriate to the use of these lower-dimensional vectors, and that further analysis is required to determine a suitable standard for producing effective intermediate representations in these settings. For further discussion of the impact of privacy budgeting please consult Section 6.2.

Table 8
French results. GPT: GPT-2, MB, Multilingual BERT, CB: CamemBERT, FB: FlauBERT

| Model | Gender | Location | Age | $\sigma^2$ |
|-------|--------|----------|-----|------------|
| Baseline | | | | |
| FB | 0.680 | 0.985 | 0.414 | 0.082 |
| MB | 0.658 | 0.985 | 0.405 | 0.085 |
| CB | 0.724 | 0.985 | 0.447 | 0.072 |
| GPT | 0.645 | 0.985 | 0.376 | 0.093 |

| CGT | | | | |
| FB | 0.404 | 0.985 | 0.419 | 0.110 |
| MB | 0.404 | 0.985 | 0.419 | 0.110 |
| CB | 0.404 | 0.985 | 0.419 | 0.110 |
| GPT | 0.404 | 0.985 | 0.419 | 0.110 |

| GR | | | | |
| FB | 0.410 | 0.985 | 0.414 | 0.109 |
| MB | 0.404 | 0.985 | 0.419 | 0.110 |
| CB | 0.404 | 0.985 | 0.419 | 0.110 |
| GPT | 0.405 | 0.985 | 0.405 | 0.112 |

| Model | Gender | Location | Age | $\sigma^2$ |
|-------|--------|----------|-----|------------|
| LDP | | | | |
| FB | 0.405 | 0.985 | 0.419 | 0.110 |
| MB | 0.404 | 0.985 | 0.419 | 0.110 |
| CB | 0.404 | 0.985 | 0.419 | 0.110 |
| GPT | 0.636 | 0.985 | 0.419 | 0.082 |

| CGT | | | | |
| FB | 0.404 | 0.985 | 0.419 | 0.110 |
| MB | 0.404 | 0.985 | 0.419 | 0.110 |
| CB | 0.404 | 0.985 | 0.419 | 0.110 |
| GPT | 0.404 | 0.985 | 0.419 | 0.110 |

| GR | | | | |
| FB | 0.528 | 0.985 | 0.328 | 0.113 |
| MB | 0.528 | 0.985 | 0.328 | 0.113 |
| Ro | 0.528 | 0.985 | 0.328 | 0.113 |
| GPT | 0.528 | 0.985 | 0.328 | 0.113 |

| Model | Gender | Location | Age | $\sigma^2$ |
|-------|--------|----------|-----|------------|
| MDP | | | | |
| FB | 0.571 | 0.985 | 0.417 | 0.086 |
| MB | 0.624 | 0.985 | 0.419 | 0.082 |
| CB | 0.712 | 0.985 | 0.443 | 0.073 |
| GPT | 0.659 | 0.985 | 0.414 | 0.082 |

| GR | | | | |
| Be | 0.528 | 0.985 | 0.328 | 0.113 |
| MB | 0.632 | 0.985 | 0.421 | 0.081 |
| Ro | 0.640 | 0.985 | 0.440 | 0.076 |
| GPT | 0.680 | 0.985 | 0.424 | 0.079 |

| Model | Gender | Location | Age | $\sigma^2$ |
|-------|--------|----------|-----|------------|
| Cape | | | | |
| Be | 0.528 | 0.985 | 0.328 | 0.113 |
| MB | 0.528 | 0.985 | 0.328 | 0.113 |
| Ro | 0.527 | 0.985 | 0.328 | 0.114 |
| GPT | 0.528 | 0.985 | 0.328 | 0.113 |

Table 9
French results summary statistics.

| SS | df | F | P | F-crit |
|----|----|---|---|--------|
| Row | 0.125 | 23 | 1.047 | 0.434 | 1.767 |
| Column | 4.514 | 2 | 435.333 | 1.3e-30 | 3.200 |
| Total | 4.878 | 71 |

Table 10
German results. Be: BERT, MB: Multilingual BERT, Ro: RoBERTa, GPT: GPT-2
We consider here the results for French and German language texts, presented in Tables 8 and 10. We claim that the language models used to generate embeddings for these languages represent a fair comparison to the English language models used to generate the previous set of results, since the training data corpus for each is comparable in size and scope. For instance, the RoBERTa-derived French model CamemBERT (Martin et al. 2020) was trained using 138GB of French documents from the multi-lingual OSCAR dataset (Ortiz Suárez, Sagot, and Romary 2019), which compares favourably to the mixed 160GB of documents in the original model training corpus (Liu et al. 2019). This holds true also for FlauBERT (Le et al. 2020) and German BERT (Chan, Schweter, and Möller 2020) as compared to the original BERT (71GB and 12GB vs. 13GB). On this basis, we believe that the set of models used in these tests can be considered as relatively even in terms of language resources, and hence we believe that any observed deviation of results can be attributed to changes in the language structure and textual content, rather than the effect of sparse training/fine-tuning text availability.

We note the following interesting findings from these experiments:

- **Re-identification of gender is higher on average than English results.** The mean average results across all privacy-preserving technologies is higher for both French (≈ 4% relative) and German (≈ 20% relative) when compared to English. French and German exhibit more gendered language features than English (Hord 2016; Kokovidis 2015; Stahlberg et al. 2007).

- **Performance of age identification across all models is much lower.** Our results show an absolute drop in age re-identification performance of ≈ 4% for French and ≈ 11% for German. We note that this may be due to the increased prevalence of fake data for this attribute linked to reduced willingness to share accurate personal information in these nations, as discussed in Section 1.1.

- **Location in terms of country ceases to be a meaningful target variable.** While testing with English-language instances we could expect significant proportions of source texts to be tagged with countries other than the UK, since Trustpilot also operates in numerous other nations where English is the primary language, including the United States. We can no longer make that statement confidently for French or German, where we would expect the vast majority to be sourced from the country in question. In that case, high accuracy re-identification by classification is achievable by brute force guessing. In these cases, identifying the country of origin does not represent an increased privacy threat - the text itself does that reliably. Regional and locality identification would still present a threat, although one not addressed in this experiment.

### Table 11
German results summary statistics.

|       | SS   | df | F     | P       | F-crit |
|-------|------|----|-------|---------|--------|
| Row   | 0.121| 23 | 2.717 | 0.002   | 1.767  |
| Column| 5.098| 2  | 1314  | 3.200   | 3.200  |
| Total | 5.308| 71 | 3.314 | 3.200   | 3.200  |
Overall, we continue to note the reduced performance of attacker networks in the CAPE setting over other differentially-private models, which continues to demonstrate the effectiveness of adversarial training at reducing information leakage.

Table 12
Danish results. Be: BERT, MB: Multilingual BERT, Ro: RoBERTa

| Model | Gender | Location | Age | \(\sigma^2\) |
|-------|--------|----------|-----|-------------|
| Baseline | Be | 0.689 | 0.996 | 0.392 | 0.091 |
| | MB | 0.622 | 0.996 | 0.334 | 0.110 |
| | Ro | 0.584 | 0.996 | 0.300 | 0.122 |
| CGT | Be | 0.430 | 0.996 | 0.272 | 0.145 |
| | MB | 0.430 | 0.996 | 0.272 | 0.145 |
| | Ro | 0.430 | 0.996 | 0.272 | 0.145 |
| GR | Be | 0.430 | 0.996 | 0.010 | 0.249 |
| | MB | 0.430 | 0.996 | 0.262 | 0.148 |
| | Ro | 0.430 | 0.996 | 0.098 | 0.206 |
| LDP | Be | 0.608 | 0.996 | 0.341 | 0.108 |
| | MB | 0.430 | 0.996 | 0.225 | 0.159 |
| | Ro | 0.430 | 0.996 | 0.257 | 0.149 |
| MDP | Be | 0.692 | 0.996 | 0.415 | 0.084 |
| | MB | 0.649 | 0.996 | 0.337 | 0.109 |
| | Ro | 0.535 | 0.996 | 0.260 | 0.138 |
| CAPE | Be | 0.430 | 0.996 | 0.121 | 0.197 |
| | MB | 0.430 | 0.996 | 0.197 | 0.169 |
| | Ro | 0.430 | 0.995 | 0.272 | 0.145 |

Table 13
Danish results summary statistics.

| Source | SS | df | F  | P   | F-crit |
|--------|----|----|----|-----|--------|
| Row    | 0.208 | 17 | 2.688 | 0.007 | 1.933 |
| Column | 5.082 | 2  | 559.094 | 9.755e-27 | 3.276 |
| Total  | 5.444 | 53 |      |      |        |

Table 14
Norwegian results. Be: BERT, MB: Multilingual BERT, Ro: RoBERTa

| Model | Gender | Location | Age | \(\sigma^2\) |
|-------|--------|----------|-----|-------------|
| Baseline | Be | 0.590 | 0.995 | 0.308 | 0.119 |
| | MB | 0.589 | 0.995 | 0.310 | 0.118 |
| | Ro | 0.620 | 0.995 | 0.301 | 0.120 |
| CGT | Be | 0.407 | 0.995 | 0.254 | 0.153 |
| | MB | 0.407 | 0.995 | 0.254 | 0.153 |
| | Ro | 0.407 | 0.995 | 0.254 | 0.153 |
| GR | Be | 0.407 | 0.995 | 0.230 | 0.160 |
| | MB | 0.407 | 0.994 | 0.152 | 0.187 |
| | Ro | 0.407 | 0.995 | 0.087 | 0.212 |
| LDP | Be | 0.407 | 0.995 | 0.249 | 0.154 |
| | MB | 0.407 | 0.995 | 0.206 | 0.168 |
| | Ro | 0.407 | 0.995 | 0.212 | 0.166 |
| MDP | Be | 0.606 | 0.995 | 0.285 | 0.126 |
| | MB | 0.571 | 0.995 | 0.279 | 0.129 |
| | Ro | 0.612 | 0.995 | 0.276 | 0.129 |
| CAPE | Be | 0.326 | 0.995 | 0.252 | 0.167 |
| | MB | 0.453 | 0.995 | 0.203 | 0.164 |
| | Ro | 0.309 | 0.995 | 0.156 | 0.199 |

Turning to the results for Danish and Norwegian dataset instances, as displayed in Tables 12 and 14, we claim that these can be understood as representing a typical scenario for medium-resource languages (Ortiz Suárez, Romary, and Sagot 2020; Iliev and Genov 2012). In these cases, the language model has been pre-trained in the same way as the original research in a high-resource setting, but with a substantially reduced...
text corpus. The Danish BERT model used in these experiments for instance is trained on around 1.6 billion words of text, while the original BERT model was trained with around 3.3 billion words. This was also the case for the NorBERT model used to produce Norwegian embeddings, which was trained with around 2 billion words.

In this way, we can expect the model to be less sensitive to context variation and less able to represent complex text sequences, since we would intuitively expect general task performance to scale with corpus size and variability (Sasano, Kawahara, and Kurohashi 2009; Rose 1997).

• **Location prediction continues to be a trivial task.** As can be seen in the results for both languages, prediction scores continue to trend towards perfect performance, since a negligible number of the dataset instances originate from nations other than the country of language origin. Mean performance across all models for both languages (0.995) reaches a marginally higher rate than the French and German examples (0.985), which indicates that the instances are more highly localised than the major western European languages.

• **Gender re-identification performance is lower than higher-resource settings.** Comparing the performance across all embeddings of our gender prediction task, we can see that both Danish and Norwegian show comparatively lower scores than any previously analysed language set. In terms of mean F1-score, Danish shows an \( \approx 3\% \) absolute drop in performance, while Norwegian shows a larger \( \approx 6\% \) absolute reduction. This lower performance ratio is mirrored in the results once privacy-preservation is applied. This result could be linked to the lower sensitivity of the model due to limited training texts, as previously mentioned, although we also contend that ongoing changes in the contextual and grammatical markers of gender in online language use for these languages could also be a factor (Lohndal and Westergaard 2021; Cornips and Gregersen 2017; Rodina and Westergaard 2015).

• **Accuracy of age classification is lower than all other experiments.** We note that the performance of our re-identification network in the majority of settings is lower by an average of \( > 10\% \) for both lower-resource languages than the other language settings studied. This may reflect the a higher pitch of public reticence to sharing age data as has been mentioned previously, or may reflect a lack of variation in the training corpora; it could be, for instance, that the Danish and Norwegian sections of Common Crawl and Wikipedia do not contain as much
stylistic variation between authors of differing age ranges as the larger English or French sections.

| Model | Gender | Location | Age  | $\sigma^2$ |
|-------|--------|----------|------|-----------|
| Baseline MB | 0.589  | 0.598 | 0.589 | 2.665e-5 |
| USE | 0.617 | 0.612 | 0.608 | 1.847e-5 |
| XLM | 0.640 | 0.638 | 0.643 | 5.078e-6 |
| CGT MB | 0.412 | 0.859 | 0.336 | 0.080 |
| USE | 0.530 | 0.768 | 0.336 | 0.047 |
| XLM | 0.574 | 0.749 | 0.336 | 0.043 |
| GR MB | 0.412 | 0.576 | 0.336 | 0.015 |
| USE | 0.412 | 0.439 | 0.335 | 0.003 |
| XLM | 0.412 | 0.440 | 0.320 | 0.004 |
| CAPE MB | 0.412 | 0.842 | 0.336 | 0.075 |
| USE | 0.412 | 0.439 | 0.316 | 0.004 |
| XLM | 0.460 | 0.439 | 0.266 | 0.011 |

Table 16
Multi-language results. MB: Multilingual BERT, XLM: Multilingual RoBERTa, USE: Multilingual Universal Sentence Encoder

|             | SS    | df | F     | P      | F-crit |
|-------------|-------|----|-------|--------|--------|
| Row         | 0.333 | 14 | 1.863 | 0.078  | 2.064  |
| Column      | 0.456 | 2  | 17.872| 9.957e-6| 3.340  |
| Total       | 1.147 | 44 |       |        |        |

Table 17
Multi-language results summary statistics.

Finally, we present the results for privacy models trained using a multi-lingual corpus. We can expect this model to show lower baseline performance and sensitivity overall than models trained using a large corpus of documents in the individual languages (Pires, Schlinger, and Garrette 2019; Rust et al. 2021). However, we do establish by examining the baseline results that cross-lingual demographic prediction is viable given a multilingual embedding, indicating that such models are vulnerable to the same information leakage as monolingual language models.

In addition we note that:

- **Location prediction is viable once more.** Prediction at the national level across the set of languages in our dataset proves meaningful once more, given the heterogeneous set of localities in the test set. We note that certain applications of privacy-preserving systems here enhance the ability of our attacker network in specific settings—for instance when applying differential privacy across mBERT embeddings, or using cross-gradient training. We suggest that this effect may be due to the additional noise pushing the distinct clusters of single language embeddings further apart in a way which may make them easier for our attacker network to classify. This possibility will be examined in more detail in Section 6.2.
• **Gender results trend lower than monolingual models.** Results for gender re-identification more closely resemble the Danish and Norwegian scenarios than the relatively higher-resource languages. We suggest that this may point to a commonality: that models with a larger and more diverse training corpus in a target language are better able to represent the gendered nature of textual sequences, and hence are more liable to leak information.

• **Age prediction results are consistent with higher-resource settings.** Age re-identification scores show a similar distribution to the relatively higher-resource settings of French and German, rather than the very poor performance seen in Danish and Norwegian.

We were unable to provide results for Metric Differential Privacy in this setting due to the technical complexity involved in projecting multiple language training sets into a common embedding space. We expect to address this deficiency in forthcoming research.

5.3 Utility effects

We present here the outcome of our utility testing, where the effect of increasing privacy on the performance of our model is measured as a function of the performance of the base task classifier—as the level of privacy rises, we would expect to see a concomitant drop in utility as a trade off (Li and Li 2009; Rastogi, Suciu, and Hong 2007). We aggregate the results across each language and privacy method, averaging the F1-score over all runs, including every tested language model/embedding set. Table 18 shows the results, which are also presented in Figures 5 and 6.

| Model | Base task F1-score |
|-------|--------------------|
| English |                     |
| AE | 0.530 |
| FX | 0.714 |
| CGT | 0.491 |
| GR | 0.705 |
| LDP | 0.600 |
| MDP | 0.648 |
| CAPE | 0.493 |

| Model | Base task F1-score |
|-------|--------------------|
| French |                     |
| FX | 0.574 |
| CGT | 0.362 |
| GR | 0.564 |
| LDP | 0.411 |
| MDP | 0.575 |
| CAPE | 0.369 |

| Model | Base task F1-score |
|-------|--------------------|
| German |                     |
| FX | 0.613 |
| CGT | 0.450 |
| GR | 0.599 |
| LDP | 0.468 |
| MDP | 0.612 |
| CAPE | 0.416 |

| Model | Base task F1-score |
|-------|--------------------|
| Danish |                     |
| FX | 0.534 |
| CGT | 0.317 |
| GR | 0.516 |
| LDP | 0.416 |
| MDP | 0.529 |
| CAPE | 0.368 |

| Model | Base task F1-score |
|-------|--------------------|
| Norwegian |                     |
| FX | 0.562 |
| CGT | 0.424 |
| GR | 0.554 |
| LDP | 0.441 |
| MDP | 0.551 |
| CAPE | 0.424 |

| Model | Base task F1-score |
|-------|--------------------|
| Multilingual |                     |
| FX | 0.615 |
| CGT | 0.484 |
| GR | 0.590 |
| LDP | 0.440 |
| MDP | 0.501 |
| CAPE | 0.416 |

**Table 18**

Base task performance F1-score per model per language, averaged across all runs.
We can make some initial determinations from an examination of the data:

- Utility outcomes are better for higher-resourced languages. Averaged across all models, base task performance for English outpaces all other language groups, exhibiting a maximum ≈ 15% absolute lead over the Danish group and minimum ≈ 9% absolute over the multilingual group. Norwegian and Danish results are also lower in absolute terms than
French and German, which gives weight to our intuition that this finding is relative to the degree of pre-training carried out and the extent of the training corpus.

- **Gradient reversal and metric differential privacy exhibit relatively fewer negative utility effects.** GR and MDP methods both exhibit only around $\approx 2\%$ drop in base performance in absolute terms, which dependent on the task in question may represent a negligible downstream effect. This finding is interesting given the divergent levels of privacy offered by the respective methods: in English results for instance, GR exhibits a re-identification performance reduction of around $\approx 13\%$ absolute. Given that MDP is a general privatisation measure and does not require the introduction of a known set of demographic annotations, this is perhaps an explainable phenomenon. However, additional testing could reveal the extent of the general privacy guarantee; for more, see Section 7.1.

- **Local differential privacy introduces a high level of utility perturbation at a fixed privacy budget.** Both systems that rely on additive noise, LDP and CAPE, display a similar level of utility degradation at $\approx 20\%$ absolute penalty, higher than the other systems addressed in our testing. This is to be expected, since we have set a very restrictive privacy budget ($\epsilon = 0.1$) to achieve very high levels of privacy risk reduction in our experimentation. A more permissive set of parameters can help mitigate the utility effect, as discussed in Section 6.2. It must be noted however that the $\epsilon$ variable does not express a general budget factor that is interpretable across all potential tasks; the budget determines the level of additional noise in proportion to the sensitivity of queries made during computation, so the correct value must be established for each task individually.

6. Discussion

This section will provide some further context and analysis for our results in the previous experiments, including the impact of some potential confounding factors on the level of privacy provided by our suggested systems.

6.1 Assessing embedding deviation

During our experiments, the question occurred of how to adjudge the potential effects on privacy and utility of preservation techniques without the investment of extensive empirical research. Here, we propose to apply any potential technique which involves altering the content of embeddings to a subset of the dataset, then projecting the vectors into a lower-dimensional space where large-scale effects may be more obvious.

To test this, we gather a slice consisting of the first 10,000 rows in our English language corpus, and extract the pre-trained embeddings from the *bert-base-cased* model. For comparison, we extract the same set of sequences from our metric differential privacy model, and from our local differentially private model. We present the average Euclidean and Cosine distance metrics (calculated for each paired row) in Table 19.

Our empirical results demonstrate the distinct effect of the differential privacy process, but the outcome may be easier to distinguish in a visual form. In order to project our dataset slice into a two-dimensional space, we adopt the t-SNE dimensionality reduction process (Maaten and Hinton 2008), which attempts to minimise the
Table 19
Average distance metrics for English text sequences paired with equivalents produced by LDP and MDP models.

|       | Euclidean | Cosine |
|-------|-----------|--------|
| LDP   | 387.987   | 0.987  |
| MDP   | 6.017     | 0.168  |

Figure 7
Plot of embedding vectors for English text sequences produced by the ‘bert-base-cased’ model, and their local DP and metric DP equivalents. Dimensionality reduced using t-SNE.

KL-divergence between a similarity distribution over high-dimensional objects and a corresponding low-dimensional representation.

The results of the t-SNE dimensionality reduction process can be seen in Figure 7, with the original embedding compared to the equivalent sequence with local and metric DP applied. We observe that the outcome of the dimensionality leads to a linearly-separable grouping of local DP sequences, while the original and MDP results are far more contiguous. Intuitively, this supports our earlier results - the LDP-perturbed embeddings are less representative of the original content of the text sequence, and so will exhibit less effective task performance.

However, the distribution of points does not seem to capture the dynamics evident in our privacy experiments, which indicates the potential for this approach to indicate potential detriments to task performance, in the event of deciding between competing privacy technologies.
6.2 Analysing the privacy/utility tradeoff

In proposing the CAPE model, we proffer the potential for tuning the privacy parameters of the model to account for a range of possible privacy vs. utility scenarios. In order to determine the effect of adjusting these parameters, we carried out a number of experiments over a range of sensible values drawn from the existing literature: in terms of the weight given to the contribution of the adversarial learning system in the model’s overall objective function denoted by the variable $\lambda$, we refer to the values established in Ganin et al. (2016), while our range of values for the privacy budget parameter $\epsilon$, which controls the addition of noise under the local differential privacy regime, follows the example of Lyu, He, and Li (2020).

We carry out each run of the CAPE model over the English instances from our dataset, using the \textit{bert-base-cased} embedding set and the \textit{gender} demographic attribute. Results for both the basic review score prediction task and simulated attacker task are presented in Table 20.

| $\lambda$ | $\epsilon$ | Base task F1 | Attacker F1 |
| --- | --- | --- | --- |
| 0.1 | 0.01 | 0.449 | 0.375 |
| 0.1 | 0.1 | 0.532 | 0.375 |
| 0.1 | 0.5 | 0.705 | 0.375 |
| 0.1 | 1 | 0.701 | 0.375 |
| 0.1 | 5 | 0.708 | 0.375 |
| 0.1 | 10 | 0.693 | 0.375 |
| 0.1 | 20 | 0.713 | 0.375 |
| 0.1 | 50 | 0.696 | 0.375 |
| 0.1 | 100 | 0.693 | 0.375 |
| 0.5 | 0.01 | 0.449 | 0.375 |
| 0.5 | 0.1 | 0.460 | 0.375 |
| 0.5 | 0.5 | 0.701 | 0.375 |
| 0.5 | 1 | 0.654 | 0.375 |
| 0.5 | 5 | 0.683 | 0.375 |
| 0.5 | 10 | 0.716 | 0.375 |
| 0.5 | 20 | 0.707 | 0.375 |
| 0.5 | 50 | 0.712 | 0.375 |
| 0.5 | 100 | 0.652 | 0.375 |
| 1 | 0.01 | 0.016 | 0.375 |
| 1 | 0.1 | 0.526 | 0.375 |
| 1 | 0.5 | 0.703 | 0.375 |
| 1 | 1 | 0.685 | 0.378 |
| 1 | 5 | 0.711 | 0.375 |

Table 20
F1-score for base and simulated attacker tasks for CAPE model over a range of privacy budgets ($\epsilon$) and adversarial weight parameter values ($\lambda$).

We can immediately determine that base task performance increases broadly in proportion to the size of the privacy parameter $\epsilon$, as was expected, although we can also see that increasing the weighting of the adversarial training objective by raising the value of $\lambda$ above 1.0 tends to negatively affect performance - catastrophically so at the more permissive end of the privacy scale, as can be seen more clearly in Figure 8.

However, the more interesting result is displayed in the plot of privacy outcomes for the same set of experiments, shown in Figure 9. We can see here that the level of the privacy budget makes a relatively limited impact on the level of information leakage. Note here that we are testing only a single variable, the value of which is used during
Figure 8
F1-score for basic review score prediction task for the CAPE model over a range of privacy budgets ($\epsilon$), grouped by adversarial weight parameter ($\lambda$). Higher values on the y-axis represent better task performance.

Figure 9
F1-score for simulated attacker task for the CAPE model over a range of privacy budgets ($\epsilon$), grouped by adversarial weight parameter ($\lambda$). Lower values on the y-axis represent better privacy preservation.

our adversarial training phase, rather than information that is completely unavailable to the algorithm.

This finding is of immediate interest, since if raising the privacy budget allows us to achieve better utility outcomes without sacrificing privacy on the identified demographic variables, then this may go some way towards mitigating the negative impact of differential privacy in NLP task settings. To determine how much of this retained privacy performance is due to the hybrid nature of the model, we repeated the experiments with our local DP-only model using the same set of parameters, achieving the results seen in Table 21 and Figure 10.

These results provide an interesting counterpoint to the CAPE model: it appears obvious that at higher—and therefore more permissive—privacy budget values, the protection provided by the adversarial learning objective simply supersedes the LDP privacy mechanism, which would otherwise fail to obscure the information leakage
| Privacy budget | Attacker F1 |
|----------------|------------|
| 0.01           | 0.375      |
| 0.1            | 0.375      |
| 0.5            | 0.660      |
| 1              | 0.660      |
| 5              | 0.614      |
| 10             | 0.627      |
| 20             | 0.654      |
| 50             | 0.662      |
| 100            | 0.671      |

Table 21
F1-score for simulated attacker task for LDP model over a range of privacy budgets (\(\epsilon\)).

Figure 10
F1-score for simulated attacker task for LDP model over a range of privacy budgets (\(\epsilon\)). Lower values on the y-axis represent better privacy preservation.

from the sample text. This implies that hybrid mechanisms can be relied on to ensure a minimum level of privacy regardless of privacy budget, as long as the demographic variables are pre-annotated and available at training time.

6.3 Increasing model complexity

Finally, we assess here the impact of increasing classifier complexity and depth on privacy outcomes, both those from non-private encodings and from those privatised using our CAPE model. Since we would expect a deeper classifier network to be prima facie better at distinguishing demographic signal from the noise of everything else encoded in a pre-trained sequence embedding, we would expect a more complex simulated attacker network to therefore exhibit higher information leakage in a non-
private setting, and potentially a higher relative drop in attacker performance when privacy preservation is applied.

We carry out a set of experiments across a range of classifier setups for both private and non-private scenarios, using the English language splits from our dataset and obtaining the embeddings from the ‘bert-base-cased’ language models. We adapt our attacker network by altering the ‘depth’—that being the number of layers in the classifier—and also the ‘width’—that being the number of units in each layer.

| Depth | Width | Non-private | CAPE | Change |
|-------|-------|-------------|------|--------|
| 1     | 50    | 0.681       | 0.394| -42%   |
| 1     | 100   | 0.666       | 0.375| -44%   |
| 1     | 200   | 0.663       | 0.375| -43%   |
| 1     | 500   | 0.680       | 0.375| -45%   |
| 2     | 50    | 0.669       | 0.294| -56%   |
| 2     | 100   | 0.670       | 0.293| -56%   |
| 2     | 200   | 0.671       | 0.375| -44%   |
| 2     | 500   | 0.652       | 0.375| -43%   |
| 3     | 50    | 0.678       | 0.375| -45%   |
| 3     | 100   | 0.684       | 0.375| -45%   |
| 3     | 200   | 0.678       | 0.375| -45%   |
| 3     | 500   | 0.647       | 0.375| -42%   |
| 4     | 50    | 0.685       | 0.375| -45%   |
| 4     | 100   | 0.675       | 0.375| -44%   |
| 4     | 200   | 0.685       | 0.375| -45%   |
| 4     | 500   | 0.684       | 0.375| -45%   |
| 5     | 50    | 0.674       | 0.375| -44%   |
| 5     | 100   | 0.646       | 0.375| -42%   |
| 5     | 200   | 0.656       | 0.375| -43%   |
| 5     | 500   | 0.673       | 0.375| -44%   |

Table 22
Attacker performance as F1-score for non-private and CAPE models. Depth refers to the number of layers in the classifier network, width to the number of units in each layer.

Figure 11
Attacker performance over range of depth/width values.

Results are presented in Table 22, as the F1-score representing the attacker performance for both the non-private and private networks, with the relative change between the settings also reported. Interestingly, the results do not bear out our assumptions; looking at Figure 11, it is clear that the relative performance of our adversary network does not vary significantly with the complexity of the classifier layers. This may indicate
that the attacker network topology is not germane to the detection of the relatively robust demographic signal from the pre-trained embedding, although this would require additional experimentation with alternate network components to judiciously assess.

7. Conclusion

In this work, we have presented an initial set of results that we believe show an indication the extent of the information leakage issue for language models; beyond that, we believe we have presented some indicative results for practical solutions that may help ameliorate the issue—a concrete necessity given that many governments are evincing interest in regulating the practice (Aho and Duffield 2020; Minssen et al. 2020). We have not only proposed a simple framework for assessing the practical consequences of implementing various privacy preserving mechanisms, but we have also extended that toolset to cover multiple potential areas of interest: alternate languages, language models, and types of private information. We have covered in our language model selection a broad section of popular models which we consider representative (Qiu et al. 2020), however given the speed at which new models are being derived, we would expect this list of change radically in a relatively short space of time.

In performing our evaluation, we have been able to rely to a large extent on the valuable contribution of the Trustpilot dataset, which as a large multilingual resource with reliable annotation in multiple demographic categories provides an ideal test case for our test protocol. However, the availability of such datasets is severely limited, particularly when it comes to the inclusion of language sets under-represented in the field at large (Benjamin 2018; Mazarura, de Waal, and de Villiers 2019). Without high-quality resources with useful indicative variable annotations in the language in question, large scale cross-comparison of privacy mechanisms could prove difficult in the extreme.

Based on our experimental evidence, we established the following set of axioms that may provide a useful resource for further research in the field:

- **All pre-trained language models leak demographic data.** We were able to extract useful leaked information from all of the models during our testing, and convert that into inferences about user demographics that they could reasonably expect to remain private.

- **The complexity of the language model, and how much data was used to train it, matters.** More complex language models, and those trained with a more extensive corpus of data, were more prone to leak information - and vice versa.

- **Classifier complexity is not highly linked to attacker performance.** Our tests found no significant correlation between attacker performance and the depth of the classifier network.

- **Local differential privacy is highly deleterious to model utility.** Applying noise across embeddings at the level of privacy budget tested necessitated a significant cost to base task performance in our testing, which we can partially control for in hybrid models with laxer budgets.

- **Metric differential privacy shows much more moderate impact on performance.** The simple Euclidean metric differential privacy implemented here exhibited far lower utility costs, while providing somewhat less impressive privacy results.
As LLMs continue to become available at greater scale and complexity—during the writing of this work, the 175 billion parameter GPT-3 model (Brown et al. 2020) was made public—we believe this research, and the objective of achieving measurable and empirically verifiable privacy preservation more broadly, only becomes more necessary. Without a commonly agreed framework for making decisions on the acceptable level of information leakage, we run the risk of undermining user trust.

7.1 Further Work

Finally, we would point to the following fruitful lines of inquiry we noted during the preparation of this work:

- In our experiments, we assessed the privacy performance of differentially private and hybrid models using the same set of private variables as we included in the set seen by all the models at training time. In order to test the general level of privacy provided by DP on unseen variables over adversarial learning, it would be desirable to engineer a scenario where we introduce new variables during evaluation that are not included in training.

- One potential avenue of research we did not pursue relates to the impact of representation dimensionality on information leakage; if it is the case that higher-dimensional encodings capture a more nuanced set of interactions between individual tokens within a sequence, then producing lower-dimensional representations with the same model may provide a shortcut to leaking less additional information. This would require retraining a chosen language model several times.

- The question of privacy attacks other than re-identification of personal attributes remains unaddressed by our work. One immediate extension we envisage is to also produce results for membership inference attacks: a form of attack where an adversary uses model outputs to infer whether an individual’s data was used in the training set for a model (Shokri et al. 2017; Leino and Fredrikson 2020).

- In this work, we deal with perhaps the most simplistic implementation of metric differential privacy, projecting each embedding in Euclidean space. However, multiple alternate formulations that use different metrics have been proposed (Feyisetan, Diethe, and Drake 2019; Xu et al. 2020; Carvalho, Vasiloudis, and Feyisetan 2021). Evaluating empirically the distinct outcomes of each distance metric would be a worthy endeavour.

Beyond these immediate concerns, it is incumbent on us to point out that while language model training and privacy preservation remain separate concerns, including a high level of user protection will represent an additional cost in terms of implementation and research, which may not be bearable by lower-resourced users of such models. We propose that the wholesale importation of privacy preservation techniques into language model production—for instance, by the addition of additional objectives which penalise attention to potentially revealing tokens—could help address the information leakage issue at source.
Appendix A: Dataset Description

Since a long-form description of the Hovy, Johannsen, and Søgaard (2015) dataset as proscribed by Bender and Friedman (2018) is not available, we have prepared a description of the characteristics of the dataset to aid in recognising the generalisation potential of our research.

**Curation Rationale** In order to provide a large scale textual resource with high coverage of demographic annotations for study (Hovy, Johannsen, and Søgaard 2015) crawled the Trustpilot website, extracting publicly available review content as JSON-formatted objects. Data in the released set is restricted to those countries with more than 250,000 users at the time of collection in 2015: Denmark, France, Germany, the United Kingdom, and the United States. Collection was restricted to reviews posted at most seven years prior to the date of collection.

The collected set is augmented in two ways. Firstly, when gender information is not supplied by the reviewer, the researchers attempt to add gender by reference to the existing distribution of first names and genders. If a particular first name appears more than 3 times in the un-augmented set and is correlated with one gender at least 95% of the time, that gender is propagated to all other occurrences of that first name without an attached gender. Secondly, the researchers use the Geonames database to add latitude and longitude information to the free-text location field as reported by the reviewer. In occasions where the canonical location is indeterminate, such as when two towns share the same name, the researchers select the largest town of that name in the selected country.

**Language Variety** Languages represented within the dataset with more than 100 instances are listed in Table 1 as represented by ISO639-1 codes. Regional variations are not listed, but for English are likely to include both British English (en-UK) and US English (en-US).

| Language Code | Instances | Language Code | Instances |
|---------------|-----------|---------------|-----------|
| en            | 1567424   | oc            | 907       |
| da            | 935629    | ro            | 582       |
| fr            | 430103    | sl            | 545       |
| no            | 184126    | ms            | 527       |
| de            | 176115    | id            | 415       |
| nb            | 24767     | ht            | 371       |
| nl            | 8102      | hu            | 344       |
| sv            | 7823      | tr            | 330       |
| es            | 7691      | lt            | 306       |
| it            | 5891      | cy            | 254       |
| ca            | 5449      | af            | 244       |
| pl            | 2469      | eu            | 236       |
| wa            | 2191      | tl            | 222       |
| pt            | 1948      | zh            | 192       |
| nn            | 1946      | am            | 180       |
| eo            | 1275      | br            | 162       |
| mt            | 1077      | cs            | 152       |
| fi            | 1051      | ug            | 121       |
| et            | 964       | sk            | 110       |

*Table 1*  
Language tag and no. of examples in dataset
**Speaker Demographic** Speakers were not directly invited to participate in this set and a full demographic overview is not available. No specific information about the users’ income, social or economic status is available explicitly within the dataset.

However, the researchers do have access to the self-reported demographic attributes of age, gender and location. Table 2 shows the proportion of users in each country for which those attributes are available.

| Country            | Users | Age | Gender | Location | All |
|--------------------|-------|-----|--------|----------|-----|
| United Kingdom     | 1,424k| 7%  | 62%    | 5%       | 4%  |
| France             | 741k  | 3%  | 53%    | 2%       | 1%  |
| Denmark            | 671k  | 23% | 87%    | 17%      | 16% |
| United States      | 648k  | 8%  | 59%    | 7%       | 4%  |
| Netherlands        | 592k  | 9%  | 39%    | 7%       | 5%  |
| Germany            | 329k  | 8%  | 47%    | 6%       | 4%  |
| Sweden             | 170k  | 5%  | 64%    | 4%       | 3%  |
| Italy              | 132k  | 10% | 61%    | 8%       | 6%  |
| Spain              | 56k   | 6%  | 37%    | 5%       | 3%  |
| Norway             | 51k   | 5%  | 50%    | 4%       | 3%  |
| Belgium            | 36k   | 13% | 42%    | 11%      | 8%  |
| Australia          | 31k   | 8%  | 36%    | 7%       | 5%  |
| Finland            | 16k   | 6%  | 36%    | 5%       | 3%  |
| Austria            | 15k   | 10% | 43%    | 7%       | 5%  |
| Switzerland        | 14k   | 8%  | 41%    | 7%       | 4%  |
| Canada             | 12k   | 10% | 19%    | 9%       | 4%  |
| Ireland            | 12k   | 8%  | 30%    | 7%       | 4%  |

Table 2
Proportion of users with available demographic attributes (Hovy, Johannsen, and Søgaard 2015)

The mean and median ages for users in the sets for each country are given in Table 3, in comparison to the official figures for each country as reported in the CIA World Factbook (Central Intelligence Agency 2021).

| Country      | Women | Men |
|--------------|-------|-----|
|              | mean  | off. median | mean  | off. median |
| Denmark      | 38.80 | 41.6 | 39.07 | 38 |
| France       | 42.03 | 41.2 | 41.92 | 41 |
| Germany      | 40.64 | 45.3 | 38.97 | 38 |
| United Kingdom | 44.51 | 41.5 | 43.87 | 43 |
| United States | 40.79 | 38.1 | 36.70 | 33 |

Table 3
Average age per country (Hovy, Johannsen, and Søgaard 2015)

**Annotator Demographic** The dataset is not substantially annotated except where demographic attributes have been inferred using the augmentation techniques described in Section 7.1.

**Speech Situation** All reviews were posted to the Trustpilot website between 2008 and 2015. Messages represent extemporaneous literature describing the experience of users with various businesses, services, products, and other agencies. The public nature of these communications, along with the associated star ratings, indicates that these were regarded by the user as intended for public consumption, with the intended audience...
presumably prospective users of the target business or service. A secondary target of the speech may also have been the operators of such businesses.

**Text Characteristics** The majority of texts in this dataset concern reviews of products and retail services such as parking charges or home decoration, rather than other forms of business transaction such as legal or business consultancy. A distribution across the most common categories addressed by the review broken down by gender (Hovy, Johannsen, and Søgaard 2015) is illustrated in Figure 1.

![Figure 1](image)

*Figure 1*
Most common review categories by gender (Hovy, Johannsen, and Søgaard 2015)
## Appendix B: Language Models

| Language | Model                                      |
|----------|--------------------------------------------|
| English  | bert-base-cased                            |
|          | bert-base-multilingual-cased              |
|          | roberta-base                               |
|          | albert-base                                |
|          | gpt2                                       |
| French   | flaubert/flaubert_base_cased               |
|          | bert-base-multilingual-cased              |
|          | camembert-base                             |
|          | antoilou/belgpt2                          |
| German   | bert-base-german-cased                     |
|          | bert-base-multilingual-cased              |
|          | T-Systems-onsite/cross-en-de-roberta-sentence-transformer |
|          | dbmdz/german-gpt2                         |
| Danish   | Maltehb/danish-bert-botxo                 |
|          | bert-base-multilingual-cased              |
|          | flax-community/roberta-base-danish        |
| Norwegian| ltgoslo/norbert                            |
|          | bert-base-multilingual-cased              |
|          | flax-community/nordic-roberta-wiki        |
| Multilingual | bert-base-multilingual-cased         |
|          | paraphrase-xlm-r-multilingual-v1          |
|          | distiluse-base-multilingual-cased-v2      |

Table 1
Language models used
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