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Abstract—Prompt learning is an effective paradigm that bridges gaps between the pre-training tasks and the corresponding downstream applications. Approaches based on this paradigm have achieved great transcendent results in various applications. However, it still needs to be answered how to design a unified framework based on the prompt learning paradigm for various information extraction tasks. In this paper, we propose a novel composable prompt-based generative framework, which could be applied to a wide range of tasks in the field of Information Extraction. Specifically, we reformulate information extraction tasks into the form of filling slots in pre-designed type-specific prompts, which consist of one or multiple sub-prompts. A strategy of constructing composable prompts is proposed to enhance the generalization ability to extract events in data-scarce scenarios. Furthermore, to fit this framework, we transform Relation Extraction into the task of determining semantic consistency in prompts. The experimental results demonstrate that our approach surpasses compared baselines on real-world datasets in data-abundant and data-scarce scenarios. Further analysis of the proposed framework is presented, as well as numerical experiments conducted to investigate impact factors of performance on various tasks.

Index Terms—Natural language processing, prompt learning, information extraction, unified framework.

I. INTRODUCTION

With the development of deep learning and the application of distributed technology in training large-scale models, Pre-trained Models have gradually emerged in many fields such as Computer Vision (CV) and Natural Language Processing (NLP). Along with Pre-trained Models came a new research paradigm—“fine-tuning”. It is the pattern that pre-trains models on large-scale unlabeled data to learn common knowledge first, then fine-tunes them for downstream tasks. Benefiting from the comprehensive knowledge learned during the pre-training phase, Pre-trained Models could achieve considerable performance on downstream tasks.

Pre-trained Models for natural language are also known as Pre-trained Language Models (PLMs), which brought new vitality to the NLP field due to the remarkable ability to express text. The most famous case is BERT [1], which achieved the best results on 11 tasks at the beginning of its publication and was later introduced into various NLP fields. Since the emergence of BERT, how to exploit the potential of PLMs for downstream tasks has been an important research point.
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Fig. 1. Processes of pre-training BERT and applying it based on the “fine-tuning” and “prompt learning” paradigm. (a) is the training diagram of the “masked language model” task, which is the most representative sub-task in the BERT pre-training process. (b) is the overview of a “fine-tuning”-based approach that detects triggers by applying the CRF algorithm and fine-tuning BERT. (c) shows how to construct the input for a “prompt learning”-based method to detect triggers. The network structure of this method is the same as the “masked language model” sub-task in pre-training.

In the field of Information Extraction (IE), traditional methods [2]–[4] are based on the fine-tuning paradigm. They construct models by attaching well-designed networks for the downstream tasks to the tail of PLMs. However, as shown in Fig[1] at least two factors lead to a non-negligible gap between pre-training and fine-tuning when applying this paradigm. First, applying extra networks leads to structural differences between pre-training and fine-tuning. Secondly, the differences between pre-training and downstream tasks result in a significant discrepancy.

Recently, a new paradigm called “prompt learning” was proposed to bridge gaps between fine-tuning and pre-training [5], [6]. Same as the example in Fig[1](c), in this paradigm, various downstream tasks are converted to tasks (such as cloze) that are familiar to PLMs. Based on the prompt learning paradigm, Chen et al. proposed a generative framework named “LightNER” [7] for the Named Entity Recognition (NER) task. The overview of the method is shown in Fig[2](b). It introduced a prompt-guided attention layer that utilizes learnable prompts to guide the focus of attention. This framework achieves encouraging results on low-resource NER tasks but cannot apply to other IE tasks such as Event Extraction (EE).
Text: Retired military officers led large protests in Malaysia.

(a) An example of NER, EE, and RE

(b) LightNER

(c) DEGREE

(d) PTR

(e) Our unified framework

Fig. 2. Overviews of existing classic prompt-based frameworks for IE tasks and our unified composable prompt-based generative framework. (a) is an example of extracting entities, events, and relations from a sentence. (b) is the overview of LightNER, a prompt-based method for the NER task. (c) shows the framework of DEGREE, which completes the EE task by recovering damaged text in every type-specific prompt. (d) displays the details of extracting relation via the RoBERTa-based approach PTR. (e) is an example of using the framework proposed in this paper to accomplish the NER, EE, and RE tasks uniformly.

CondiGen [8] is an event argument extraction model based on the prompt learning paradigm, which extracts arguments by utilizing the BART [9] to recover the damaged template of each event type. It did not answer how to extract triggers by the prompt learning paradigm and suffers from error propagation due to the pipeline structure. In 2021, Hsu et al. proposed “DEGREE”, a prompt-based generative model, which provides a template design approach for EE [10]. Specifically, it extracts events by restoring damaged texts in type-specific prompts. Fig 2(c) is the schematic diagram of this approach with joint structure. DEGREE achieves encouraging results in both low- and high-resource scenarios.

However, DEGREE constructs the type-specific prompt for an event type by gathering all pronouns of the argument roles into a short sentence describing the event’s occurrence. It results in a close correlation between the argument sub-prompt and the event type. In other words, this leads to considerable differences between argument sub-prompt for different event types. For instance, although both the “Meet” and “Demonstrate” events have the same “Entity” and “Place”
The contributions of this work are four-fold: (1) We introduce a method of constructing prompts with independent sub-prompts for complex tasks such as Event Extraction. Furthermore, to improve our framework’s generalization ability to extract events in data-scarce scenarios, we design a kind of composable prompts consisting of multiple modular sub-prompts for Event Extraction. (2) We propose a prompt-based method for Relation Extraction by judging semantic contradictions and design a corresponding template for it. (3) A series of experiment results on Event Extraction, Named Entity Recognition, and Relation Extraction demonstrate the effectiveness of our framework in both data-abundant and data-scarce scenarios.

II. RELATED WORKS

A. Prompt Learning Paradigm

Researches [14],[15] show that the prompt template’s quality dramatically affects the performance of prompt-based models. The most intuitive way is to manually design a reasonable template for every possible situation based on the human experience. Schick and Schütze applied manual templates to the text classification and conditional text generation tasks in the few-shot scenario [16]. Some works are devoted to automatically searching for suitable templates made up of natural language by approaches named Prompt Mining [17]. Prompt Paraphrasing [18], Prompt Generation [6], and Prompt Scoring [19]. Other studies believe that applying prompts is intended to guide the model to predict the desired answer. Therefore, the prompt can be in other forms that machines can understand and is not limited to human language. For example, Shin et al. fine-tuned embeddings of virtual tokens [20], which are initialized by a discrete search method, as a soft prompt for PLM. Hard-Soft Prompt Hybrid Tuning is a type of work between the above two directions. It adds learnable vectors at the beginning and end of the artificially designed prompts to enhance their presentation ability [11].

B. Information Extraction

Named Entity Recognition, Event Extraction, and Relation Extraction are three essential sub-tasks of Information Extraction. With the recent advances in transformer-based PLMs, many elaborate methods, which apply PLM as the backbone, have been proposed for these three sub-tasks [21].

For NER, the mainstream “fine-tuning”-based methods treat it as a sequence tagging problem [22],[23], while some approaches formalize it as a sequence-to-sequence task [25]. Based on the “prompt-learning” paradigm, Chen et al. proposed a generative framework with learnable prompts [7] and achieved encouraging results on low-resource NER tasks.

Same as NER, the vast majority of PLM-based RE methods use the “fine-tuning” paradigm [26],[27]. In 2021, Han et al. proposed a text classification framework named “PTR” [11], which could extract relations based on the “prompt-learning” paradigm. A similar work following is “Konwprompt” [21], which incorporates knowledge among relation labels into the prompt-learning paradigm.
Event Extraction is a more complex task due to the challenge of extracting multiple components. According to the number of steps required to extract events, current approaches can be divided into two categories in structure. The methods with pipeline structure obtain triggers first and then extract arguments based on triggers predicted \( \text{[3], [29], [30]} \). Another line of work \( \text{[31], [32]} \) with joint architecture extracts triggers and arguments simultaneously and is free from error propagation. When it comes to the technology of extracting event components, conventional methods \( \text{[3]} \) obtain triggers and arguments by classifying tokens into specific categories. Some works reformulate EE as a question answering \( \text{[33]} \) or machine reading comprehension task \( \text{[34]} \). With the appearance of encoder-to-decoder-based PLMs such as T5 and BART, generative EE models \( \text{[35], [36]} \) have been explored in recent years. Finally, based on prompt learning paradigm, researchers convert EE to tasks that are familiar to PLMs and achieve encouraging results \( \text{[3], [10]} \).

UIE \( \text{[37]} \) is a unified generative framework for IE which extracts various forms of information by generating target structures. To model different IE tasks universally, it designs a structural extraction language to encode heterogeneous information structures and a structural schema instructor to guide the generative model. Although UIE is also a T5-based unified generative framework for IE, our CPGF is very different from UIE in the following respects:

- The requirements for training data are different. UIE pre-trains the backbone model on the large-scale corpus to learn common IE abilities from various knowledge sources. CPGF aims to obtain remarkable performance by training on the target dataset directly.
- The unified forms are distinct. CPGF transforms IE into the pre-training task (slot-filling) of T5, while UIE outputs structural information via constraint generation. Therefore, our CPGF can elicit knowledge contained in the original T5 model more efficiently.

### III. BACKGROUND

#### A. Prompt Learning Paradigm

The main idea of the “prompt learning” paradigm is to translate downstream tasks into pre-training tasks (usually cloze) familiar to PLMs \( \text{[38]} \). Take the widely used pre-training task “Masked Language Model (MLM)” as an example. The original text \( S \) is converted to the input of a PLM by a pre-designed prompting function firstly:

\[
S_{\text{prompt}} = f_{\text{prompt}}(S).
\]

And then, the PLM predicts each masked word as it did in the pre-training process:

\[
z = \text{MLM}(S_{\text{prompt}}),
\]

where MLM(\cdot) indicates the algorithm used for the MLM task during pre-training. A slight difference is that a set of permissible values \( Z = \{z_1, z_2, \ldots \} \) is defined to constrain predictions when applying this paradigm for downstream tasks. The values set \( Z \) could be a set consisting of many words in the case of classification, while the whole vocabulary when dealing with generative tasks \( \text{[33]} \). Finally, a mapping function is required to obtain the label in some cases where the answer \( z \) is not the direct expected output.

#### B. Information Extraction

Information Extraction is a text processing task, the purpose of which is to automatically extract specific types of facts from natural language texts and output structured results. Facts come in many forms, such as entities, relationships, and events. Based on the above three forms, Information Extraction consists of three essential subtasks: Named Entity Recognition, Relation Extraction, and Event Extraction.

1) Named Entity Recognition: The purpose of Named Entity Recognition is to automatically find the exact representation (words or phrases with specific meanings, such as a person, location, and organization \( \text{[39]} \)) of each entity from the text and determine its type \( \text{[40]} \). As shown in Fig.2(a), an automated system for NER should recognize that ”Malaysia” is an entity from the given text and classify it as ”location.”

2) Event Extraction: Event Extraction in this paper refers to automatically extracting structured event information from unstructured natural language texts under the guidance of an event schema. Events information is more complex than entities. It is defined as a specific occurrence involving participants1 and consists of a trigger and a set of arguments.

To make the Event Extraction task easier to understand, we introduce essential terminologies as follows:

- **Trigger** indicates the word or phrase that best represents the occurrence of an event.
- **Event type** is a category defined in the event schema. It is usually obtained by classifying a trigger.
- **Event argument** is an entity participating in the event or an attribute value (such as TIME, CRIME, MONEY) of the event.
- **Argument role** refers to the role that an argument plays in the event it appears.

Take Fig.2(d) as an example. Extracting the event from this sentence consists of four items:

- Recognizing “protests” as the trigger.
- Classifying this event as type “demonstrate”.
- Identifying that “Retired military officers” and “Malaysia” are arguments of this event.
- Assigning the roles “agent” and “place” to arguments “Retired military officers” and “Malaysia”.

3) Relation Extraction: Relation Extraction aims to assign a relation type to a pair of entities with logical connections \( \text{[41]} \). Given the organization entity “Retired military officer” and the country entity “Malaysia”, a Relation Extraction model should have the ability to judge that the relation between them is “country_of_headquarters” according to the context semantics.

### IV. UNIFIED COMPOSABLE PROMPT-LEARNING-BASED GENERATIVE FRAMEWORK

As shown in Fig.2(e), the framework proposed in this paper consists of four components. Information decomposition indi-

1\url{http://projects.ldc.upenn.edu/ace/}
cates splitting complex information into multiple fragments. Sub-prompts generation and Prompts Construction are the stages that yield sub-prompts for information fragments and type-specific or composable prompts (exclusive to EE) for information types, respectively. In the slots filling stage, we apply the generative PLM T5 to predict answers.

A. Task Formalization

Given an origin text $S$, the purpose of Information Extraction is to obtain target information $\mathcal{Y} = \{Y^1, \ldots, Y^t\}$, where $Y^j$, $j \in [1, t]$ represents the information to extract for the $j$-th type, and $t$ refers to the number of types. We build a set of prompts $\mathcal{P}^r = \{P_1^r, \ldots, P_t^r\}$ to extract information by filling slots in the prompts. According to the characteristics of specific tasks, we regard the target information as a collection of multiple minimum granularity fragments: $\mathcal{Y}^j = \{y_1^j, y_2^j, \ldots, y_n^j\}$, where $n$ is the number of components that make up the information with the $j$-th type. For Event Extraction, the components set for the event with type of “event” could be represented as:

$$\mathcal{Y}^{\text{event}j} = \{\text{trigger-event type}^j, \text{argument-role}^1_1, \ldots, \text{argument-role}^m_1\},$$

where $n^j$ indicates the number of arguments participating in the event type. For NER and RE, since an entity and relation cannot be decomposed, only one element is included in their component set.

B. Sub-prompts Generation

This subsection will introduce two kinds of sub-prompts for complex IE tasks such as Event Extraction. The type-dependent sub-prompts are suitable for data-abundant scenarios, while modular sub-prompts are designed for data-scarce scenarios. Fig. 3 shows the difference between these two kinds of sub-prompts. The left part of this figure shows the relationship between type-dependent sub-prompts and information categories. In this situation, sub-prompts are independently generated by replacing keywords in definitions or descriptions of fragments in each information type with mask words.

In the case of using modular sub-templates, we merge similar information fragments before yielding sub-prompts. As shown in Fig 3(b), CPGF treats elements with the same semantics but are distributed in different types of information segments. Therefore, for complex IE tasks such as Event Extraction, the components set for the event with type of “event” could be represented as:

$$\mathcal{Y}^{\text{event}j} = \{\text{trigger-event type}^j, \text{argument-role}^1_1, \ldots, \text{argument-role}^m_1\},$$

where $n^j$ indicates the number of arguments participating in the event type. For NER and RE, since an entity and relation cannot be decomposed, only one element is included in their component set.

C. Prompts Construction

The prompt for the $j$-th information type is constructed by connecting the original text with sub-prompts obtained in subsection IV-B.

$$S^{\text{prompt}}_p = f^{\text{prompt}}(S) = S \ || \ P^{rj},$$

where $|$ is defined as the operation of concatenating two texts, and $P^{rj}$ represents the result of combining all the sub-prompts that related to elements contained in the target information:

$$P^{rj} = \big||_{i=1}^n p^j_i,$$

where the value of $n$ is always 1 for NER and RE. For Event Extraction, we called $S^{\text{prompt}}_p$ “type-specific prompt” if sub-prompts used to consist it are type-dependent because each part of this prompt is related to the information type. Prompts composed of modular sub-prompts are named “Composable prompts”.

D. Answer Generation

After obtaining a set of prompts for a sample, we feed them to a generative PLM. The PLM outputs a sequence consisting of predicted values for masked words in each
prompt. Specifically, when processing the prompt for the \( j \)-th type, the decoder of the generative PLM constructs the output sequence by successively predicting slots in sub-prompts:
\[
x^t_i = \text{MLM}(p^t_i).
\]
In this progress, we apply the special character ‘|’ to separate predicted results for the sub-prompt, which has multiple answers.

After that, our framework maps each output to a component of target information, which could consist of one or multiple values. Finally, we manually aggregate components obtained into complete information \( \gamma^j \).

E. Training

The ultimate purpose of the generative PLM in our framework is to output a token sequence consisting of information fragments and mask tokens that equal the golden one. To fully use the dependence among the answers of sub-prompts, slot-filling is formalized as an autoregressive text generation in our framework. Inputting the prompt for \( t \)-th information type \( S^t_{\text{prompt}} \), the conditional probability of the output sequence is progressively combined by the probability of each token:
\[
p(Q|S^t_{\text{prompt}}) = \prod_{i=1}^{\left|Q\right|} p(q_i|q_{<i}, S^t_{\text{prompt}}),
\]
where \( Q \) is the sequence to generate, \( q_i \) is the \( i \)-th token in sequence \( Q \), \( q_{<i} \) represents the tokens in the front of \( q_i \) and \( p(q_i|q_{<i}, S^t_{\text{prompt}}) \) is the conditional probability for token \( q_i \).

In the stage of training, the decoder predicts each word with golden tokens before the current position. During inference, the sequence is generated by applying greedy decoding. It means that the decoder selects a token with the highest probability from the vocabulary of the generative PLM as the output at the current moment according to the subsequence generated.

The training object is to minimize the loss function, which can be formalized as:
\[
\mathcal{L} = -\sum_{t=1}^{\left|D\right|} \sum_{j=1}^{\left|Q_t\right|} \sum_{k=1}^{\left|V\right|} q_{i,j,k} \log p(q_{i,j,k}|q_{i,<j}, S^t_{\text{prompt}}),
\]
where \( |D|, |Q|, \) and \( |V| \) are the symbolic representations of the size of the training set, the length of the \( i \)-th output sequence, and the number of tokens in the vocabulary, respectively.

F. Applying on Information Extraction tasks

1) Event Extraction: Given a sentence consisting of token sequence \( S = \{w_1, w_2, \ldots, w_{|S|}\} \), the EE task aims to obtain events \( Y = \{e_1, e_2, \ldots, e_{|E|}\} \), where each event can be written as \( e_i = \{t_i^r, A_i^r\} \). In more detail, \( t_i^r \) is the trigger of the \( i \)-th event, and the set of arguments \( A_i^r \) can be further expressed as \( A_i^r = \{a_{i1}^r, a_{i2}^r, \ldots, a_{|A_i|}^r\} \). Furthermore, \( t_i^r \) and \( a_{ij}^r \) are sub-sequences of sentence \( S \) and approaches need to map them to the correct event type and argument role.

Fig[4] shows the process of extracting events with composable and type-specific prompts. Given a text \( S \), We obtain the sub-prompt for a trigger by replacing the keywords in a declarative sentence that describes the event’s occurrence with a mask token “(extra_id_i)” defined by T5. There are two kinds of sub-prompts for argument roles: modular and type-dependent. We first build the modular sub-prompts library for argument roles of all event types in the event schema if using composable prompts. The stems of modular sub-prompts for argument roles are universal annotation guidelines that elaborate on the roles’ implications in related events. For type-dependent sub-prompts, we use more detailed descriptions (including event types’ names) as stems for elements in each event. To design the question for the cloze task, we replace the critical positions in the above two kinks of stems with mask tokens. Then we generate composable or type-specific prompts for each event type by connecting the original text, trigger sub-prompt, and corresponding modular or type-dependent sub-prompts orderly. Next, the generative model T5 gets the concatenated texts as inputs and outputs the sequences consisting of answers for sub-prompts.

By analyzing output sequences, our framework can obtain fragments about triggers, event types, event arguments, and argument roles. For instance, the predicted answer “Malaysia” for the sub-prompt “Where this event takes place
Retired military officers led large protests in Malaysia.

Relation types:

| Relation type        | "city_of_death" | "founded_by" | "city_of_headquarters" | "country_of_headquarters" |
|----------------------|-----------------|--------------|------------------------|--------------------------|
| Head entity type     | person          | organization | organization          | organization             |
| Tail entity type     | city            | person       | city                   | country                  |
| Description phrase   | was died in     | was founded by | was located in         | was located in           |

Prompts:

... it is [mask0] that the person Retired military officers was died in the city Malaysia.

... it is [mask0] that the organization Retired military officers was founded by the person Malaysia.

... it is [mask0] that the organization Retired military officers was located in the country Malaysia.

... it is [mask0] that the organization Retired military officers was located in the city Malaysia.

2) Named Entity Recognition: Since an entity cannot be split into multiple fragments, our framework treats the NER task as extracting an argument or a trigger from an input sentence. As shown in Fig. 4, the application of CPGF to the NER task is very similar to that of EE, except that each prompt for NER has only one sub-prompt. We consider “In the sentence above, words (extra_id_0) indicate the (entity type),” as the prompt template in this paper.

3) Relation Extraction: Consider that Relation Extraction aims to classify relation types between entity pairs rather than extract spans from given texts. It is challenging for generative models to predict relation types’ names directly. To solve this problem, we design a sophisticated template that allows our framework to classify relationships by predicting whether contextual semantics are conflicting.

Fig. 5 shows the details of the prompt template and illustrates the logic of extracting relations by estimating semantic inconsistencies in the prompts. The types of head and tail entities are known knowledge for a relationship. We first concatenate these types with mentions of head and tail entities in the text, respectively. Then, we connect the new representations of these two entities with a phrase representing the relation type’s semantics. The resulting text is expanded into a subject clause containing a “[mask]” token.

We can see from the example in Fig. 5 that since there is no relation “founded_by” between the entity pairs, the prompt constructed by the above approach will be semantically inconsistent with the original text. First, entity type “person” and entity mention “Malaysia” are inconsistent. Furthermore, the semantics of the connecting phrase “was founded by” conflicts with the relationship implied in the original text. In this case, the golden answer for “[mask0]” is “wrong”. The golden answer is “right” only if there are no inconsistencies in the prompt.

| Parameter          | Task      | Values                  |
|--------------------|-----------|-------------------------|
| Learning rate      | NER, EE, RE | [5e-5, 1e-4]            |
| Weight decay       | NER, EE, RE | [1e-4, 1e-3, 1e-2]      |
| Batch size for T5 base | NER, EE, RE | [32, 64]                |
| Batch size for T5 large | NER, EE, RE | [20]                    |

Table I. HYPER-PARAMETER SEARCHING SPACES FOR IE TASKS.

V. EXPERIMENTS

A. Experimental Setup

We evaluated the performance for NER on the dataset CoNLL2003 with the standard split the same as LightNER. Experiments for Event Extraction were conducted on the widely used dataset ACE2005, which covers 7 types and 33 subtypes. For the RE task, we selected the traditional corpus SemEval[42] as the dataset. It contains 9 bidirectional relation types and a special relation “Other”. To make a fair comparison, we applied the same split as the previous works [10], [11], [33], [35], [43] and followed the evaluation criteria used in them as well.

We utilized a single NVIDIA RTX A6000 for the training/evaluation on the full dataset and a single NVIDIA TITAN RTX for the experiments on data-scarce scenarios. The optimizer in experiments is AdamW. We used the pre-trained parameters “T5-base” and “T5-large” to initialize the T5 model. In this paper, “CPGF-base” stands for using “T5-base” as the PLM in the CPGF framework with type-specific prompts, and “CPFG-large” represents applying “T5-large”.
In all scenarios of IE tasks, the optimal hyperparameters are obtained by grid searching with the F1-score as the criterion. The search spaces are shown in Table I.

\section*{B. Results for Event Extraction}

\textbf{1) Baselines:} To verify the advantages of CPGF proposed in this paper, we selected methods that embody generative, prompt learning, and fusing label information as baselines. We compared CPGF-based Event Extraction models with four similar prior models: EEQA, OneIE, Text2Event, and DEGREE in data-abundant and data-scarce scenarios. EEQA \cite{10} formulates Event Extraction as a question-answering task, and OneIE is a system trained on multi-task with global features. Text2Event \cite{33} is a generative method that converts Event Extraction into a sequence-to-structure problem and outputs structured event information by a constrained decoding algorithm. “Text2Event-B” and “Text2Event-L” indicate two results obtained by using “T5-base” and “T5-large”. DEGREE \cite{10} is the state-of-the-art prompt-learning-based EE method, but it does not cover all the argument roles of the dataset ACE2005. For fairness, we obtained the results of DEGREE by rerunning its code but evaluating on all argument roles used in the other three baselines. DEGREE-a indicates the results of retraining DEGREE with new templates that include missing roles of the original template. Since UIE is pre-trained for IE on a large-scale corpus, comparing it with other works selected in this paper is unfair. Therefore we do not consider it as a baseline in this paper.

\textbf{2) Data Abundant:} Table II shows the overall performance on the complete ACE2005 dataset. T-C and A-C stand for trigger classification and argument classification, respectively. We can observe that CPGF-base and CPGF-large significantly outperform the best F1 in baselines for trigger classification by 2.72% and 3.54%, respectively. Although both DEGREE and CPGF are prompt-based methods, our CPGF-large outperforms DEGREE by 4.43% in trigger classification. Considering that more than 99.5% of the triggers in the ACE2005 corpus consist of only one word. We believe the reason for the substantial improvement is that applying T5 to complete the cloze task is more conducive to extracting triggers than using BART to recover templates.

CPGF-based models achieve excellent F1 scores for argument extraction as well. On the same training data, our models considerably improve the F1 score of argument classification when compared with DEGREE. Notice that the model OneIE is trained on multi-tasks with entity, relation, and event annotations. Therefore, as far as the Event Extraction task is concerned, the disadvantage of our method in the F1 score does not mean that our approach is inferior to OneIE in performance on argument extraction. The results above illustrate the effectiveness of our framework.

\textbf{3) Zero Shot:} In this scenario, models are trained on many given types but evaluated on unseen types. We follow the data split used in paper \cite{14}: the top 10 most frequent event types are used during training, and the rest make up the test set. Three recent pieces of studies, Transfer \cite{44}, ILP \cite{45}, and TE/QA \cite{46}, which are devoted to EE in the zero-shot scenario, are considered as baselines along with DEGREE. “w/ composable” represents using composable prompts instead of type-specific prompts.

As shown in Table III, both CPGF-base and CPGF-large achieve good F1 scores in T-C and A-C. It is worth noting that, with type-specific prompts, our CPGF-based models have significant improvements in argument extraction compared to DEGREE. It demonstrates that the method extracting arguments by multiple independent sub-prompts has better transferability than DEGREE. Furthermore, as we can see intuitively from the table, the application of composable prompts significantly improves the F1 score of argument classification on both CPGF-base and CPGF-large models. These increases occur because the modular sub-prompts cover some argument roles in the unseen event types. The improvements prove the effectiveness of the composable prompts we proposed in the zero-shot setting. We observe that the F1 values of T-C decrease slightly with the application of composable prompts. The reasons for this phenomenon are that (1) event type is the unique element of an event and cannot benefit from modular sub-prompts, and (2) the application of modular sub-prompts results in a loss of semantics associated with event types. However, relative to the improvement on the A-C, the slight decreases in triggers classification are acceptable.

\textbf{4) Low Resource:} We conducted experiments with the same setup used in DEGREE \cite{10} to build the training set. In detail, we used 1%, 5%, 10%, and 20% of the training set as supervisory information in four experiments and kept the test and development set unchanged. The random selection of training data has a great impact on performance. Therefore, we retrained the previous methods with the same training data and evaluate them with the same criteria.

We can observe from Table IV that our models with type-specific prompts achieve competitive results when compared to DEGREE. This proves that our framework has a similar
TABLE IV
F1 scores(%) of Event Extraction in the scenario of low resource. The second best scores are underlined.

| Model       | 1% T-C | A-C | 5% T-C | A-C | 10% T-C | A-C | 20% T-C | A-C |
|-------------|--------|-----|--------|-----|---------|-----|---------|-----|
| OneIE       | 38.16  | 7.16| 57.26  | 22.96| 58.14   | 27.16| 66.58   | 33.91|
| Text2Event-B | 14.60 | 6.20| 43.78  | 20.45| 46.14   | 23.68| 54.46   | 34.24|
| Text2Event-L | 20.96 | 9.66| 46.66  | 23.64| 48.07   | 26.79| 57.24   | 35.35|
| EEQA        | 18.21  | 6.33| 52.91  | 18.78| 54.09   | 20.49| 61.27   | 24.27|
| DEGREE      | 50.74  | 15.84| 63.30  | 33.45| 65.07   | 37.20| 66.53   | 41.52|
| DEGREE-a    | 51.52  | 18.9 | 64.41  | 35.70| 65.61   | 38.46| 66.92   | 42.43|

| Model       | 1% w/ composable | 5% w/ composable | 10% w/ composable | 20% w/ composable |
|-------------|-------------------|-------------------|-------------------|-------------------|
| CPGF-base   | 50.54  | 17.05 | 64.22  | 32.53 | 67.67  | 37.24 | 69.29  | 39.95 |
| CPGF-large  | 51.80  | 18.74 | 66.52  | 33.74 | 67.51  | 38.68 | 71.36  | 43.30 |

2) Data Abundant: Table V shows the performance of each method evaluated on the full CoNLL2003 dataset. As we can observe that our framework has the same performance on the F1 score as the best baseline LightNER, which is a prompt-based framework proposed for NER. Remarkably, compared to three finetuning-based methods, CPGF achieves higher F1 scores, whether using T5-base or T5-large. The experiment on complete CoNLL2003 shows that our framework is practical for the NER task in the data-abundant scenario.

C. Results for Named Entity Recognition

1) Baselines: For Named Entity Recognition, four strong methods, including LightNER [7], were considered as baselines. LC-BERT and LC-BART, used as baselines in LightNER, are the adoptions of label-specific classifiers on BERT and BART, respectively. “Template” [7] extracts entities by enumerating all possible spans and taking the span with the largest possibility as the final entity.

TABLE V
RESULTS (%) FOR NER ON THE COMPLETE CONLL2003 DATASET.

| Model       | P    | R    | F1   |
|-------------|------|------|------|
| LC-BERT     | 91.93| 91.54| 91.73|
| LC-BART     | 89.60| 91.63| 90.60|
| Template    | 90.51| 93.34| 91.90|
| LightNER    | 92.39| 93.48| 92.93|
| CPGF-base   | 92.24| 92.37| 92.31|
| CPGF-large  | 92.51| 93.35| 92.93|

2) Data Abundant: Table V shows the performance of each method evaluated on the full CoNLL2003 dataset. As we can observe that our framework has the same performance on the F1 score as the best baseline LightNER, which is a prompt-based framework proposed for NER. Remarkably, compared to three finetuning-based methods, CPGF achieves higher F1 scores, whether using T5-base or T5-large. The experiment on complete CoNLL2003 shows that our framework is practical for the NER task in the data-abundant scenario.

3) Low Resource: For comparison purposes, we followed the few-shot NER setting used in LightNER [7] that limits the number of instances for certain specific categories in the training set by downsampling on CoNLL2003. Specifically, “LOC” and “MIS” are considered low-resource entities, while “PER” and “ORG” are set as high-resource entities. In this scenario, we evaluated our CPGF-based NER models with the same training instances used in LightNER.

We can observe from Table VI that both CPGF-base and CPGF-large achieve remarkable increases in high-resource entity categories. When it comes to low-resource entities, our CPGF-large makes a significant improvement for the type “LOC”, and both the two CPGF-based models obtain competitive results on “MIS”. It demonstrates that our framework can effectively identify entities in low-resource scenarios.

D. Results for Relation Extraction

1) Baselines: PTR [11] is the first work to introduce the prompt paradigm into the RE task. Konwprompt [21] is the current state-of-the-art prompt-based RE approach that integrates the label information of relationships into the virtual tokens of prompts on its basis. We selected both PTR and Konwprompt as baselines for the RE task.

TABLE VII
RESULTS (%) FOR RE ON THE COMPLETE SEMEVAL DATASET.

| Model       | P    | R    | F1   |
|-------------|------|------|------|
| PTR         | 89.49| 90.72| 90.10|
| Konwprompt  | -    | -    | 90.20|
| CPGF-base   | 89.59| 90.58| 90.09|
| CPGF-large  | 89.17| 91.33| 90.24|

Fig. 6. Performance in low-resource scenarios with different sizes of training instances.
2) Data Abundant: As displayed in Table VII, CPGF achieves the highest F1 score when applying T5-large as the PLM. It demonstrates the effectiveness of our framework on the Relation Extraction task.

3) Low Resource: In this scenario, we not only followed the previous works [11], [21] to conduct 8-, 16-, and 32-shot experiments but also extended three more extreme experimental groups: 1-, 2-, and 4-shot. We maintained the same data sampling method and the metric of average performance as PTR and KnowPrompt.

The results of the above experimental groups are shown in Fig 6. CPGF achieves competitive results under the traditional 8-, 16-, and 32-shot settings while improving significantly in the rest of the experimental groups with fewer training instances. Firstly, the data in the chart demonstrates that our framework can effectively extract relation information in low-resource scenarios. Moreover, the remarkable improvement suggests that CPGF is more suitable for scenarios where training data is extremely scarce than existing prompt-based methods.

E. Discussion
1) Effect of prompts’ text composition: Existing studies [14], [15] have shown that the form of prompts has a non-negligible impact on the performance of prompt-based methods. According to the report in the paper [47], the performance fluctuation of the NER system can even reach 20% just by changing the textual representation of the prompt. We designed multiple different manual prompts for each IE task to investigate the impact of the prompt text composition in CPGF. The PLM used in this experiment is T5-base. As we can see from Table VIII, the change of prompt text causes fluctuation of the NER system can even reach 20% just by changing the textual representation of the prompt. We designed multiple different manual prompts for each IE task to investigate the impact of the prompt text composition in CPGF. The PLM used in this experiment is T5-base. As we can see from Table VIII, the change of prompt text causes fluctuation of the NER system can even reach 20% just by changing the textual representation of the prompt. We designed multiple different manual prompts for each IE task to investigate the impact of the prompt text composition in CPGF. The PLM used in this experiment is T5-base. As we can see from Table VIII, the change of prompt text causes fluctuation of the NER system can even reach 20% just by changing the textual representation of the prompt. We designed multiple different manual prompts for each IE task to investigate the impact of the prompt text composition in CPGF. The PLM used in this experiment is T5-base. As we can see from Table VIII, the change of prompt text causes fluctuations within a narrow range. However, these small fluctuations are negligible compared to the overall scores. This suggests that CPGF is slightly affected by the prompt text. In other words, our framework can reduce the labor cost of prompt design engineering than other prompt-based methods.

2) Impact of Converted Form for RE: Besides the form of judging semantic consistencies, there are other ways to extract relations from text using CPGF. To discuss the effectiveness of our RE approach, we compared it with methods as follows: Predicting consistency is similar to the form we recommend but directly predicts “consistent” or “inconsistent” rather than “right” or “wrong”. Predicting head entity determines whether the relationship exists by predicting the head entity in the entity pair. Specifically, given the tail entity and description of the target relationship, the relation is considered to exist only

| Prompt Text Example | Named Entity Recognition | Event Extraction (Trigger Detection) | Relation Extraction |
|---------------------|--------------------------|--------------------------------------|---------------------|
| In the sentence above, words [mask0] indicates Locations. | 92.24 92.37 92.31 | 75.34 79.62 77.42 | 89.59 90.58 90.09 |
| In the sentence above, words [mask0] indicates positions or sites occupied or available for occupancy or marked by some distinguishing feature. | 92.57 91.52 92.04 | 76.31 78.01 77.15 | 89.48 89.83 89.65 |
| In the sentence above, words [mask0] indicates Locations, such as BRUSSELS, Germany and Britain. | 91.76 92.53 92.15 | 76.09 77.85 76.95 | 88.78 90.72 89.72 |
| Locations is(are) [mask0]. | 92.07 91.93 92.00 | 75.96 77.89 76.91 | 89.37 90.32 89.84 |

TABLE VIII
RESULTS (%) FOR IE TASKS WITH VARIOUS PROMPTS.

| Template name | Example | Answer | F1 |
|---------------|---------|--------|----|
| Template recommended | From the above sentence, the following conclusion can be inferred: it is [mask0] that the organization “Retired military officers” is located in the country “Malaysia”. | right / wrong | 90.09 |
| Predicting consistency | The above sentence is [mask0] with “the organization Retired military officers is located in the country “Malaysia””. | consistent / inconsistent | 89.38 |
| Predicting head entity | That is to say, the organization [mask0] is located in the country Malaysia. | span of the head entity | 83.54 |
| Predicting tail entity | That is to say, the organization Retired military officers is located in the country [mask0]. | span of the tail entity | 79.44 |
| Predicting relation | From the above sentence, the following conclusion can be inferred: the relationship between Retired military officers and Malaysia is [mask0]. | name of the relation | 81.26 |

TABLE IX
RESULTS (%) FOR RE TASK WITH DIFFERENT TEMPLATE DESIGNS.
if the model accurately predicts the head entity span.

- **Predicting tail entity** shares the same idea with **predicting head entity**, but the tail entity is what needs to be predicted.

- **Predicting relation** aims to output the name of the relation type directly.

We implemented the above methods with the same experimental setup (using T5-base) and presented their performances in Table IX. Experimental results show that transforming the RE task into the form of judging semantic consistencies outperforms other forms significantly. Compared to directly outputting “consistent” or “inconsistent”, the form we recommend achieves a higher score.

3) **Effect of Hyper-parameters:** Selecting hyper-parameters is a very important process for training neural networks. In this subsection, we study the effect of each hyperparameter on CPGF in different scenarios. As can be seen from Table IX, NER shares the same hyperparameter settings with EE, while RE does not. Because the purposes of NER and EE are to extract spans, which differ from RE. Therefore we refer to NER and EE collectively as span extraction. We take NER as an example to show the effect of hyperparameter settings on span extraction tasks. Experiments on data-abundant scenarios were conducted on completed datasets. In low-resource scenarios, we replaced training and validation sets with 32 samples which are randomly sampled from them. Experiments were conducted on T5-base.

As we can observe from Fig 7, learning rate changes significantly impact both tasks’ results in the low-resource scenario. In the scenario with sufficient data, the magnitude of this effect becomes slight. But setting learning rates to too small values will also seriously affect performance. Compared to learning rates, values of weight decay have milder effects on tasks’ results in all scenarios. However, selecting an appropriate weight decay value will allow CPGF to perform better.

With the increase in batch size, the performance trends of these two tasks are different. For the RE task, the effect of batch size in the two scenarios has same regularities: 1) changing batch size has a noticeable but modest effect on the F1 score, and 2) the optimal value is 32. When applying CPGF to span extraction tasks, these consistent regularities are no longer present. In the data-abundant scenario, batch size has a very slight impact on performance. Nevertheless, in the low-resource scenario, increasing batch size significantly drops the F1 score. We believe that differences in task form lead to this phenomenon. When extracting relations, the output is one of the two fixed words, “right” and “wrong.” On the contrary, CPGF predicts “[mask]” tokens as variable-length phrases with various expressions to extract entities or events. For the latter task, the model will find the gradient descent direction faster and more accurately with a smaller batch size in the low-resource scenario.

4) **Apply Prompt Templates to Other PLMs:** The task forms for NER and EE in this paper depend on PLMs with encoder-decoder architecture, such as T5 and BART. The reason is that these two tasks require PLMs with the generative ability to output variable-length information. Since our templates for NER and EE are designed based on the pre-training task of T5, they cannot be directly applied to BART.

The RE prompt template we designed in this paper can directly apply to encoder-only PLMs. We selected RoBERTa as the PLM to verify the effectiveness of our RE template on encoder-only PLMs. Fig. 8 shows the results in both data-abundant and low-resource scenarios. It suggests that extracting relations by judging semantic consistencies is effective on RoBERTa. Especially in situations where training instances are

Fig. 7. Changes in F1 scores (%) with tuning hyper-parameters. (a), (b) and (c) are results on Relation Extraction, while (d), (e) and (f) are results on span extraction. The performance in the low-resource scenario is more affected by hyper-parameters than in the data-abundant scenario. The learning rate and batch size values significantly affect the framework’s performance on various tasks.
incredibly scarce, our method significantly outperforms baseline remarkably. The improvements demonstrate the template we proposed for RE has better generalization ability on other PLMs.

VI. CONCLUSION

This paper proposes a unified generative framework for Information Extraction tasks based on the prompt paradigm. It extracts information by predicting masked words in pre-designed prompts, which consist of one or multiple sub-prompts. Meanwhile, a kind of composable prompt composed of modular sub-prompts is introduced to improve the model’s generalization ability for complex information in the scenario of data-scarce. Furthermore, we propose a novel approach that extracts relation types by estimating semantic inconsistencies in prompts. Experiments conducted on Named Entity Recognition, Event Extraction, and Relation Extraction demonstrate the effectiveness of our framework in scenarios of data-abundant and data-scarce. Impact factors of performances on various tasks are discussed through numerical experiments.
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