F-CAM: Full Resolution Class Activation Maps via Guided Parametric Upscaling
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ABSTRACT

Class Activation Mapping (CAM) methods have recently gained much attention for weakly-supervised object localization (WSOL) tasks. They allow for CNN visualization and interpretation without training on fully annotated image datasets. CAM methods are typically integrated within off-the-shelf CNN backbones, such as ResNet50. Due to convolution and pooling operations, these backbones yield low resolution CAMs with a down-scaling factor of up to 32, contributing to inaccurate localizations. Interpolation is required to restore full size CAMs, yet it does not consider the statistical properties of objects, such as color and texture, leading to activations with inconsistent boundaries, and inaccurate localizations. As an alternative, we introduce a generic method for parametric upscaling of CAMs that allows constructing accurate full resolution CAMs (F-CAMs). In particular, we propose a trainable decoding architecture that can be connected to any CNN classifier to produce highly accurate CAM localizations. Given an original low resolution CAM, foreground and background pixels are randomly sampled to fine-tune the decoder. Additional priors such as image statistics and size constraints are also considered to expand and refine object boundaries. Extensive experiments¹, over three CNN backbones and six WSOL baselines on the CUB-200-2011 and OpenImages datasets, indicate that our F-CAM method yields a significant improvement in CAM localization accuracy. F-CAM performance is competitive with state-of-art WSOL methods, yet it requires fewer computations during inference.
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1 Introduction

Deep learning (DL) models, and in particular CNNs, provide state-of-the-art performance in many visual recognition applications, such as image classification and object detection. However, they remain complex models with millions of parameters that typically require supervised end-to-end training on large annotated datasets. Weakly supervised learning (WSL) has recently emerged as an appealing approach to mitigate the cost and burden of annotating large datasets, by exploiting data with limited or coarse labels [59]. In particular, WSL is largely beneficial in object localization to avoid costly annotations, such as bounding boxes. Weakly-supervised object localization (WSOL) methods have drawn much attention because they rely on image-class labels, that is less costly to acquire for training.

¹Code: https://github.com/sbelharbi/fcam-wsol

Figure 1: An illustration of the differences between interpolation and our trainable parametric upscaling with priors. \( C \) is the interpolated CAM, and \( S^2 \) is the F-CAM produced using our proposed trainable decoder architecture. The figure also shows the elements required to train our method. More details are presented in Fig. 2.
An important family of WSOL methods includes class-activation maps (CAMs), which visualize CNN decisions by resorting to the feature-map activations of the deep layers [58]. Such feature maps yield spatial information allowing access to a coarse localization of the object. Despite the growing interest and success of CAM methods, they tend to cover only small discriminative parts of an object. Several approaches have been proposed to improve CAMs, such as data-enhancement methods [9, 34, 46, 52, 55] or methods that seek to improve the feature maps [19, 29, 45, 47, 48, 49, 54, 56]. Gradients are also used to interrogate a CNN such that specific target labels are localized [12, 20, 28].

All these methods are typically applied with an off-the-shelf CNN backbone for feature extraction, such as Inception, VGG, or ResNet families. Given the multiple strided convolutions and pooling operations, these backbones yield low resolution CAMs with a downscale factor up to $32^2$. Therefore, each pixel in a CAM covers a patch of $32 \times 32$ pixels in the input image, making the CAM vulnerable to inaccuracies in object localization. Interpolation is often used to generate full size CAMs, but it does not take into consideration statistical properties of an object such as color and texture or its shape. This results in a well-known issue with CAMs, where they cover only small discriminative image regions, leading to blobby localization with inaccurate boundaries (see Figs. 3 and 4). The downscale factor of CAMs can therefore be a bottleneck in localization tasks$^1$. Moreover, CAMs do not explicitly model the background, which plays a central role in increasing false positives/negatives because, e.g., parts of the background could be considered as part of the object [31]. Finally, using only global labels for supervision (without any pixel-level information), is considered to be an ill-posed problem [8, 43] that may lead to sub-optimal solutions.

The issue of low resolution CAMs is not sufficiently addressed in the literature [38, 51, 53]. For instance, [51] proposes dilated residual networks that yield a downscale factor of 8. [53] considers upscaling the feature maps then performing classification and segmentation using two branches. [38] uses a U-Net architecture to reconstruct the image. To obtain full resolution CAMs during inference, the reconstruction image is used in combination with the upscaled CAM, in addition to other post-processing methods such as Sobel filtering and region growing methods. Such methods either yield small CAMs, are difficult to scale to large number of classes, or require post-processing steps. In this paper, we explicitly investigate this issue and propose a method to improve the resolution and localization accuracy of CAMs. As an alternative to interpolation, we propose to equip a classifier employed for WSOL with a parametric decoder architecture. The decoder is trained to gradually upscale the resolution of feature maps, yielding a full resolution CAM (Fig.2). We explicitly model the foreground and background using the decoder, allowing for robust localization. The decoder outputs two activation maps$^4$, one for the foreground and the other for the background, with the same size as the input image.

Using a decoder such as in Fig. 2, which has a U-Net form [30], is mainly motivated by deep image prior [41]. It has been successfully applied to super-resolution task and other tasks, including denoising and inpainting [41]. It was shown in [41] that such U-Net architectures with skip connections capture a large part of low-level image statistics. As shown in the recent research in [45], such low-level details play a critical role in improving localization accuracy. The authors of [45] aggregate low-level features to yield detailed CAMs that are also used to collect pseudo-labels for pixel-alignment. This suggests that exploiting fine-grained details in deep networks is a promising direction to improve localization accuracy. Fig. 1 shows the intuition of our method and its connection to deep image prior [41]. In contrast the transductive learning setup used in [41] for unsupervised super-resolution, we consider an inductive learning allowing for fast inference. In particular, we propose using local and global constraints to train the decoder without additional supervision. The local constraints entail pixel alignment with pseudo-annotation that

$^1$In practice, it is common to modify the convolution stride and max-pooling layers to reduce the downsampling factor.

$^2$This could be easily extended to multi-label case.
are collected from CAMs produced by a WSOL classifier. In addition, conditional random field (CRF) [39] is used as a consistency loss to align the activations with object boundaries, by exploiting statistical properties of the image such as color and local proximity between pixels. An additional global constraint allows recovering the complete part of the object using a size prior.

Our main contributions are summarized below.

(1) We propose a simple, yet efficient alternative to interpolation to improve the quality of CAMs for WSOL task. Given a trained CNN classifier for WSOL, we propose integrating a decoder architecture to perform a parametric upscaling of CAMs. It leverages low/top-level features from the classifier, and original low resolution CAMs to produce full-resolution CAMs (F-CAMs) that yield accurate localizations. In addition, the decoder explicitly models the foreground and background. The proposed guidance loss is named pixel alignment loss.

(2) Training of the decoder is performed using loss terms that enhance localization accuracy, consistency, and completeness of F-CAMs, using only global image-class annotations. We exploit low resolution CAMs in addition to the pixel statistics and object size priors to train the decoder. Our method is generic, and can be combined with any WSOL method with a CNN classifier, such as ResNet, VGG, and Inception families. It aims at improving CAM quality and, therefore, CAM localization accuracy without altering the classification performance.

(3) Following the experimental WSOL protocol in [8], we combine F-CAM with several baseline methods, including CAM [58], GradCAM [32], GradCam++ [7], SmoothGradCAM++ [25], XGradCAM [12], LayerCAM [15], on two challenging benchmark datasets for WSOL, CUB-200-2011 [42] and OpenImages [5, 8]. The results indicate that F-CAM can provide significant improvements in CAM localization for these baselines. In addition, F-CAMs produced with our method have better properties than standard CAM methods for WSOL, e.g., better robustness to the threshold values. The enhanced results made these simple WSOL baselines competitive with recent state-of-the-art WSOL methods. Finally, we provide ablation studies and a time complexity analysis. The inference time obtained with F-CAM is lower than the average time of fine-tuned baseline methods, and is competitive with other CAM methods.

2 Related work

Authors in [58] introduce Class Activation Maps (CAMs), showing that spatial feature maps of standard DL models, trained using only image-class labels already, can rich spatial information which can be used for object localization without additional supervision. CAMs allow highlighting important regions of an input image associated with a CNN’s class predictions. Since the CNN is trained for a classification task using global image-class labels, CAMs tend to activate only on small discriminative regions while missing coverage for large parts of the body.

Several extensions have been proposed to alleviate this issue. In particular, WSOL methods based on data enhancement [9, 34, 46, 52, 55] aim to encourage the model to be less dependent on most discriminative regions and seek additional regions. For instance, [34] divides the input image into patches, and only a few of them are randomly selected during training. This forces the model to look for diverse discriminative regions. However, given this random information suppression in the input image, the CNN can easily confuse objects from the background because most discriminative regions were deleted. This leads to high false positives.

Other methods consider improving the feature maps [19, 29, 45, 47, 48, 49, 54, 56]. For instance, [47] considers using dilated convolutions to adapt to objects with different sizes. [54] argues that a WSOL task must be divided into object classification and class-agnostic localization tasks. The latter generates noisy pseudo-annotations, then performs bounding box regression with them for an accurate localization. This is achieved separately from the classification task to avoid undesired interaction between both tasks. In [45], authors enhance the features by considering shallow features of DL models, yielding state-of-the-art localization accuracy, and demonstrating the benefit of shallow features for object localization.

The aforementioned methods are model-dependent, i.e. they require training a specific model architecture. Other families of WSOL methods are model-independent, and allow to interrogate the localization of target label over a pretrained classifier, e.g., Gradient-weighted Class Activation Mapping (Grad-CAM), Grad-CAM++, Ablation-CAM, and Axiom-based Grad-CAM [12, 20, 28]. Dilated residual networks (DRN) [51] explicitly addressed the issue of low resolution of CAMs. Given an input image of $224 \times 224$, the DRN can produce a map of size $28 \times 28$ which is an improvement compared to ResNet family [14] that can produce a map of $7 \times 7$. Despite this improvement, the CAMs are still low resolution with a downscale factor of 8. [38] Uses U-Net model to reconstruct the image. During inference, a series of post-processing steps are used including: applying Sobel filter, and region growing algorithm guided with the upsampled low resolution CAM to yield full resolution CAM. While this provides high resolution CAMs, they still required different post-processing steps.

Finally, authors in [53] use a shared backbone, which is followed by two branches for classification over high resolution feature maps and segmentation. CAMs are refined using
CRs, with the collected labels used for segmentation. Our work differs from [53] in terms of the architecture and loss, in addition to the main application. We consider U-Net architecture to exploit low and high-level features of the classifier. The classifier’s CAMs are low-resolution, enabling scaling to large numbers of classes. We also exploit an unsupervised size constraint, and other methods to collect reliable regions.

3 Proposed approach

Notation. Consider a training set \( D = \{(X, y)\}_{i=1}^N \), where \( X : \Omega \subset \mathbb{R}^2 \) denotes an image and \( y \in \{1, \ldots, K\} \) its global label, with \( K \) the number possible classes. Our model (Fig. 2) is composed of: (a) module \( g \) for the classification task, and (b) decoder \( f \) to output two activation maps, one for the foreground and the other for background, used for the object localization task. The classifier is composed of: (1) feature encoder backbone for constructing features, and (2) pooling head to compute classification scores. For simplicity, \( \theta \) refers to the parameters of the entire model (Fig. 2). Furthermore, \( g(X) \in [0, 1]^K \) denotes the per-class classification probabilities where \( g(X)_k = \text{Pr}(k|X) \). The softmax activation maps generated by the decoder are denoted \( S = f(X) \in [0, 1]^{[\Omega]} \times 2 \) where \( S^1, S^2 \) are the background and foreground maps, respectively. Map \( S^2 \) is class-agnostic, meaning it can hold the activation of any class \( y \). The classifier yields a low-resolution CAM of the target \( y \), which is then interpolated to have the same resolution as the image. The high-resolution CAM is referred to as \( C \). We denote \( S_p \in [0, 1]^2 \) as a row of matrix \( S \), with index \( p \in \Omega \) denoting a given point.

Generation of sampling regions (SRs). In order to guide the fine-tuning of the decoder, we employ local information at pixel level as a supervisory signal. A WSOL task aims at producing a bounding box, with the foreground inside and the remaining region considered as background. Similarly, we rely on the activation magnitude in \( C \) to decide a pixel state (i.e. foreground or background). Since such activations hint the presence or absence of an object, we can assume that pixels with high activations are more likely to be foreground, while lower activations are background [11]. We denote \( C^+ \) and \( C^- \) as foreground and background regions, respectively, estimated as follows,

\[
C^+ = \psi^+(C), \quad C^- = \psi^-(C, n^-),
\]

where \( \psi^+(C) \) is the set of top\(^5\) pixels in \( C \), which is ordered from high to low activation. Without adding additional hyper-parameters, \( \psi^+(C) \) takes all pixels in \( C \) with activation magnitude above Otsu [26] threshold obtained over \( C \). \( \psi^-(C, n^-) \) is the set of top \( n^- \) pixels in \( C \), which is ordered from low to high activation. \( \psi^-(C, n^-) \) sorts activation magnitudes in \( C \) from low to high and takes the \( n^- \) top pixels. We denote by \( n^- \) the portion of pixels that we are allowed to consider as background. Pixels in \( C^+ \) are assigned pseudo-label 1 for foreground and pixels in \( C^- \) are assigned 0 for background.

The estimated sampling regions \( C^+ \) and \( C^- \) are uncertain and can contain incorrect labels. Since standard CAMs are often bloy, the foreground \( C^+ \) could contain background regions. Similarly, \( C^- \) is expected to hold background pixels but also parts of the object since CAMs are typically incomplete. Due to this uncertainty and noise in labels, we avoid fitting the model directly on \( C^+/C^- \) all at once. Instead, we randomly select a few pixels at each training iteration, while dropping the remaining pixels [34, 36]. This prevents overfitting over \( C^+ \) and \( C^- \). To this end, we define a stochastic set of pixels randomly selected from foreground and background for an image at a training iteration,

\[
\Omega' = U(C^+) \cup U(C^-),
\]

where \( U(C) \) consists of a sampled set of one pixel\(^6\) uniformly sampled from the set \( C \). We denote by \( Y \) the partially pseudo-labeled mask for the sample \( X \), where \( Y_p \in \{0, 1\}^2 \) with labels 0 for background, and 1 for foreground.

Overall training loss. Our training loss combines two main terms: a standard classification loss, and our proposed loss for fine-tuning the decoder named pixel alignment loss. This loss entails local (i.e., pixel level) and global terms. The local term aims at aligning the output activations \( S \) with the pseudo-labeled pixels selected in \( \Omega' \) using standard partial cross-entropy \( H \). To promote the consistency in activations, and align them with the object boundaries, we exploit statistical properties of the image such as the color, and pixel proximity allowing nearby pixels with similar color to be assigned similar state (i.e., foreground or background). To this end, we include the CRF loss [39] denoted by \( R \). (See supplementary materials for more details.)

CAMs are known to highlight minimal discriminative regions. This could easily lead to unbalanced partitioning, where the background region dominates the foreground in term of size, which gives raise to false positives. To circumvent this issue, the activations of the foreground are explicitly pushed to expand by constraining their total area to be large. In parallel, the background is pushed to be large as well, so as to avoid foreground dominance. By doing so, we push both regions to compete over pixels but without violating other competing losses, i.e. CRF and partial cross entropy. In particular, we consider the absolute size constraint (ASC) [4] over both the foreground and background. We do not assume whether the background is larger than the foreground [27] nor the opposite. The ASC loss encourages both regions to be large. To

\(^5\)In this context, the top \( n \) elements of a list ordered from value \( a \) toward \( b \) are the initial \( n \) elements of the list.

\(^6\)We can however sample more pixels at once.
avoid a trivial solution, with half the image as foreground
and the other half as background, control terms are necessary.
In this work, partial cross entropy and CRF losses control
the growth of the size, so as to ensure consistency with the
object boundaries and sampling regions. The size loss is
unsupervised and formulated through inequality constraints
to maximize the area of activation of the map at hand. The
constraints are solved via standard log-barrier method [6].
We note: \( H(Y_p, S_p) = - \sum_{p \in \Omega} Y_{p}^{2} \log(S_{p}^{2}) \) as the standard
cross-entropy between the \( S_p \) and the pseudo-label mask \( Y_p \)
at pixel \( p \), and \( \alpha, \lambda \) are balancing coefficients. Our overall
pixel alignment loss is formulated as,

$$\min_{\theta} \quad - \log(g(X)[y]) + \alpha \sum_{p \in \Omega} H(Y_p, S_p) + \lambda \mathcal{R}(S, X),$$

s.t. \( \sum S^r \geq 0 \), \( r \in \{1, 2\} \),

(3)

It is important to note that training with our method (Eq. 3)
does not require any additional supervision besides the already
provided global image-class annotation \( y \). This label is used
to build the CAM of the target as presented in Fig. 2. Another
important aspect is the semantic meaning of the foreground in
\( S^2 \). Since \( c^+ \) holds pixels that are assumed to be foreground
estimated from the CAM \( C \) of the true label \( y \), the foreground
predicted in \( S^2 \) is expected to be consistent with the global
annotation \( y \) of the image. Once the foreground full-resolution
CAM is obtained, localization is carried out using the same
standard method used for any CAM (see Fig. 2, inference).

4 Results and discussion

4.1 Experimental methodology:

Datasets. To evaluate our method, two datasets from [8]
are adopted: CUB-200-2011 (CUB) [42] and OpenImages
[5, 8]. CUB contains 200 categories of birds with 5,994
training images and 5,794 testing images. In addition, 1,000
extra images annotated in [8] are used as a validation set
for model and hyper-parameters selection. OpenImages contains
37,319 images of 100 classes. 29,819 samples are used for
training, while 2,500 samples are used for validation. The
5,000 remaining images are used for test. Different from
CUB, OpenImages WSOL dataset provides pixel annotation
of objects instead of bounding boxes for a fine localization.
We follow the protocol in [8] for both datasets.

Evaluation metrics. Following [8], we report 5 localization
metrics and one classification metric. For localization, we report:
(1) MaxBoxAcc (also known as CorLoc [10],
and GT-known [34]): fraction of images for which the predicted
bounding box has more than \( \sigma = 50\% \) IoU with the
ground truth, independently from classification prediction, (2)
MaxBoxAccV2: the same as MaxBoxAcc but averaged over
threes sizes \( \sigma \in \{30\%, 50\%, 70\%\} \), (3) top-1 localization
accuracy: fraction of images with the correct class prediction
and more than \( \sigma = 50\% \) IoU with the ground truth box, and
(4) top-5 localization accuracy: fraction of images with class
label belonging to the top-5 predictions and more than \( \sigma = 50\% \) IoU. With OpenImages, (5) we report the F\( \times \)AP
metric proposed in [8] which computes the area under the
precision-recall curve. As in [8], the CAM’s threshold is
marginalized over the interval \( \tau \in [0, 1] \) with a step of 0.001.

Implementation details. In all experiments, we follow the
same protocol as [8] including backbones, training epochs
(50 for CUB and 10 for OpenImages), and batch size of 32.
We validated our method over three backbones, VGG16 [33],
InceptionV3 [37], and ResNet50 [14]. In Eq.3, the hyper-
parameter \( \lambda \) for the CRF is set to the same value as in [39]
which is \( 2e^{-9} \). For log-barrier optimization, hyper-parameter
\( t \) is set to the same value as in [2, 16]. It is initialized to 1, and
increased by a factor of 1.01 in each epoch with a maximum
value of 10. \( \alpha \) is searched in \{1, 0.1\} through validation. We
find that large values, such as 1, do not harm the performance,
suggesting that sampling regions are less noisy. In all experi-
ments with our method, we used a learning rate of 0.01 using
SGD for optimization. Similar to [8], images are resized to
256 \( \times \) 256, then randomly cropped to 224 \( \times \) 224 for training.
\( n^- \) is chosen using the validation set from the set \{0.1, 0.7\}
with a step of 0.1.

Baseline models. To validate our F-CAM method, we com-
pare with recent WSOL methods, including: CAM [58],
HaS [34], ACoL [55], SPG [56], ADL [9], CutMix [52],
CSTN [22], TS-CAM [13], MEIL [21], DANet [48],
SPOL [45], ICL [17], NL-CCAM [50], FC [57], Grad-
CAM [32], GradCam++ [7], Smooth-GradCAM++ [25],
XGradCAM [12], LayerCAM [15]. We present the results
reported in [8] for the methods: CAM, HaS, ACoL, SPG,
ADL, and CutMix. For GradCAM, GradCam++, Smooth-
GradCam, XGradcam, and LayerCAM, we have reproduced
their results. We also reproduced results for CAM [58], and
name its results as CAM* to distinguish it from CAM’s res-
rts in [8]. For the rest of the methods, we present what was
reported in the original papers. Missing values are shown here
by --. [8] provides results using few-shot learning (FSL)
where a few fully supervised samples are used to train the
model. A simple baseline is also provided in [8] which is
a center-Gaussian baseline. It generates isotropic Gaussian
score maps centered at the image. This represents a lower
bound performance obtained without any training. We study
the impact of combining our method with 6 baseline WSOL
methods over localization performance. Our choice is based
on low complexity – we chose methods that yield CAMs
by a simple forward pass, such as CAM [58], or a forward
and a backward pass, such as GradCAM family while using
standard pretrained classifiers. In addition, these methods
simply interrogate a classifier without changing its architecture, making the integration of our decoder with the classifier straightforward. To this end, we select the following WSOL methods: CAM, GradCAM, GradCAM++, Smoth-GradCAM, XGradCAM, and LayerCAM. All the baselines use the same pooling method which is a global average pooling [58]. To integrate our F-CAM method, the WSOL baseline method is trained only using the classification term in Eq.3 until convergence. Then, we freeze the classifier, and continue fine-tuning our decoder using the pixel alignment loss in Eq.3. Such separation in training is meant to avoid any undesirable interaction between classification and pixel-wise assignment tasks [3], and to provide clear conclusions about the results. Moreover, it allows the baseline method to converge and yield accurate localization which will be used to guide the decoder’s fine-tuning.

4.2 Comparison with state-of-the-art:

| Methods | VGG Inception ResNet | Top-1 localization | Top-5 localization |
|---------|----------------------|--------------------|--------------------|
| CAM [58] [cvpr,2016] | 45.8 | 40.4 | 56.1 |
| HC [54] [cvpr,2017] | 55.6 | 41.1 | 60.7 |
| ACoL [55] [cvpr,2018] | 44.8 | 46.8 | 57.8 |
| SPG [56] [eccv,2018] | 42.9 | 44.9 | 51.5 |
| ADL [9] [cvpr,2019] | 39.2 | 35.2 | 41.1 |
| CadMix [52] [cvpr,2019] | 47.0 | 48.3 | 54.5 |
| ICL [7] [corr,2020] | 57.5 | 56.1 | 56.1 |
| CSTN [22] [corr,2020] | 50.1 | 49.0 | 50.1 |
| TS-CAM [13] [corr,2021] | Den-S [40] | 71.3 | Den-S [40] | 83.8 |
| PC [57] [corr,2020] | – | 56.0 | – |
| MEIL [21] [corr,2020] | 57.4 | – | – |
| DANet [49] [corr,2019] | 52.5 | 49.4 | 61.9 |
| NL-CCAM [50] [wacv,2020] | 52.4 | – | 65.0 |
| SPOL [45] [cvpr,2021] | – | – | 80.1 |
| CAM* [58] [cvpr,2016] | 33.5 | 40.9 | 47.8 |
| GradCAM [32] [cvpr,2017] | 18.5 | 41.6 | 32.3 |
| GradCAM* [7] [cvpr,2018] | 20.8 | 41.4 | 34.7 |
| Smooth-GradCAM [25] [corr,2019] | 17.7 | 44.4 | 33.1 |
| XGradCAM [12] [bmvc,2020] | 18.5 | 40.9 | 48.3 |
| LayerCAM [15] [corr,2021] | 24.8 | 43.9 | 44.2 |
| CAM* [58] [wacv,2016] | 44.0 | 54.6 | 59.1 |
| GradCAM + ours | 22.1 | 56.1 | 38.9 |
| GradCAM* [7] + ours | 23.2 | 55.9 | 39.0 |
| Smooth-GradCAM [25] + ours | 22.9 | 57.3 | 38.9 |
| XGradCAM [12] + ours | 22.0 | 55.8 | 59.3 |
| LayerCAM [15] + ours | 21.3 | 56.4 | 47.7 |
| CAM** [58] + ours | 76.3 | 57.7 | 78.1 |
| GradCAM [32] + ours | 52.2 | 59.6 | 72.7 |
| GradCAM* [7] + ours | 52.0 | 60.2 | 76.0 |
| Smooth-GradCAM [25] + ours | 51.2 | 77.6 | 68.6 |
| XGradCAM [12] + ours | 49.6 | 73.5 | 82.7 |
| LayerCAM [15] + ours | 51.9 | 76.6 | 76.1 |

Table 2: The top-1 and top-5 localization accuracy of WSOL methods on CUB according to the MaxBoxAcc metric. In red are the cases where our method decreases performance over the corresponding baseline.

Table 1: Performance on MaxBoxAcc and PxAP metrics.

Quantitative comparison. Tab.1 shows the performance obtained with the proposed method and baseline methods according to the MaxBoxAcc and PxAP metrics. We observe that results with the 6 selected baselines range from the lower performance using CAM* to the higher performance using Layer-CAM. This provides a good scenario to evaluate our method directly tied to classification performance, the improvement of our method is bounded by the number of correctly classified samples. By inspecting the classification performance of WSOL baselines, only CAM* yields high accuracy over the CUB dataset for the three architectures. This explains

MaxBoxAccV2 performance on CUB is reported in supp. material.
why top-1 CAM* is much higher than others. The average classification accuracy ranges from 44% to 59%. In addition, all WSOL baselines yield high classification using VGG16 over CUB which again explains the high top-1 localization. Over OpenImages, all methods yield relatively the same classification accuracy with an average that ranges from 63% to 70%. Since the aim of our method is to improve localization performance without changing the classification performance, our method can only improve the localization of correctly classified samples. This gives advantage to other methods that have high classification accuracy. Note that model selection during the training of our baselines is achieved through the localization performance on the validation set as proposed in [8]. It was observed in [8] that the localization task converges in the early training epochs while the classification task takes longer to converge. We observed similar behavior when training our baselines.

Visual comparison: WSOL baselines with F-CAMs. Figs. 3 and 4 illustrate the impact of our method on WSOL baselines in term of activations and localization. It is well known that standard CAM methods tend to activate only over minimal discriminative regions as shown in these figures. However, the optimum threshold allows other low (invisible) activations to participate in defining the final localization such as in the first row in Fig. 3. As a result, non-discriminative regions could be easily included in the localization. Moreover, such low activations downgrade the interpretability aspect since they yield a box that covers regions without any visible activation over an object. In comparison, our method yields sharp and complete CAMs allowing bounding boxes to be tight around the object making it robust to thresholding while improving the interpretability aspect. Similarly, over OpenImages, WSOL baselines yield minimal activation that are sensitive to thresholding. Note that in PxA_P metric, authors in [8] do not define an optimum threshold as in MaxBoxAcc and MaxBoxAccV2 since PxA_P defines an area under the precision-recall curve. Using high threshold such as 0.8 yields very small true positive regions with high false negative. On the other hand, our method easily covers the object with minimal false positives. In the next section, we analyze the score of the CAMs as an attempt to understand their sensitivity to thresholding.

Activation distribution shift: WSOL baselines with F-CAMs. Fig. 5 shows the change in MaxBoxAcc and PxA_P metrics with respect to \( \tau \) over the test set using CAM* baseline compared to CAM* + ours. For MaxBoxAcc metric, notice that the CAM*'s functioning region is concentrated near 0 while the localization performance completely drops

\begin{itemize}
  \item Training curves and classification performance for all WSOL baselines methods are reported in the supplementary materials.
  \item The rest of the methods are presented in the supplementary material.
\end{itemize}
to zero when $\tau$ starts to increase. This indicates that often the optimum threshold for these methods is very small. On the other hand, when combined with our method, MaxBoxAcc becomes less sensitive to $\tau$. Over PxAP metric (Fig.5b), using our method improves the metric by pushing the curve to the top right corner. Following [8], we inspect the activation distribution of CAMs since they are related to the shape of the metrics curves (Fig.6). CAM* shows a single mode with high concentration of activation near zero which explains the shape of the MaxBoxAcc and PxAP metrics (Fig.5). In addition, this makes the search of the optimum threshold difficult. Moreover, changing the threshold slightly could lead to high variation in localization performance since the threshold is expected to separate the foreground from background. The single mode in the distribution means that the method is unable to separate foreground and background regions, and reflects more uncertainty in CAM interpretability. On the other hand, using F-CAM allows the appearance of a second mode near one. (Mode near zero is for background pixels, while the mode near one is for foreground pixels.) This second mode is more clear over OpenImages dataset. Moreover, both modes are sharper than CAM* alone. This reflects assigning foreground and background to each pixel with more certainty. The reason for this behavior is that our activations are trained using cross-entropy (Eq.3) which pushes activations to be certain (0/1). These results explain why metrics over baseline CAM* perform well only near zero with large sensitivity to thresholding while our method shows less sensitivity. It is important to note that CAM activation distributions (Fig.6) are heavily influenced by the object size. For datasets with small objects, background pixels which are expected to have low activation magnitude will lead typically to density around zero that is higher than the density around one. This can be observed over CUB for our method. On the other hand, over datasets with large objects, density around one is typically expected to be high which is observed over OpenImages using our method.

**Note:** Supplementary materials contain failure cases, CRF loss, ablation studies, run-time analysis, results on the impact of CAM size vs. localization accuracy, convergence curves of WSOL baselines, and more visual results.

## 5 Conclusion

CAM methods typically rely on interpolation in order to restore full size CAMs in WSOL tasks. To improve the localization accuracy of CAMs, this paper proposes to connect a trainable decoding architecture to a CNN classifier, allowing for parametric upscaling of CAMs to accurate full resolution CAMs (F-CAMs). Low resolution CAMs and variants priors are used to fine-tune the decoder. Evaluated in combination with six baseline WSOL methods and three CNN backbones,
our F-CAM methods improves the performance of these baselines by a large margin on CUB and OpenImage datasets. F-CAM performance is competitive with state-of-the-art WSOL methods, yet it requires less computation resources during inference.
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A Supplementary material

We provide in this supplementary document:

1) General description of CRF loss $\mathcal{R}$ [39].
2) Failure cases (Sec.C).
3) Ablation study (Sec.D).
4) Simulation of the impact of downscale factor of CAMs over the localization performance (Sec.E).
5) Runtime inference for WSOL baselines and our method (Sec.F) and number of parameters per model.
6) MaxBoxAccV2 performance over CUB (Tab.F.3).
7) Classification performance of different WSOL baselines (Tab.F.5).
8) Convergence curves of WSOL baseline training. (Fig.F.9).
9) Comparison of localization performance curves (Fig.F.7,F.8).
10) Comparison to CAMs activations distributions (Fig.F.5, F.6).

B General description of CRF loss

Given an input image $X$ and the softmax activation $S$ of the decoder, the CRF loss is formulated [39] as,

$$\mathcal{R}(S, X) = \sum_{t=1}^{t=2} S^T W (1 - S^t),$$  \hspace{1cm} (B.1)

where $W$ is an affinity matrix where $W[i, j]$ captures the color similarity and proximity between pixels $i, j$ in the image $X$. We consider using Gaussian kernel to capture color and spatial similarities [18]. We use the permutohedral lattice [1] for fast computation of $W$. Minimizing Eq.B.1 pushes the decoder to produce consistent activations for nearby pixels with similar color.

C Failure cases.

Fig.C.1 illustrates few examples over OpenImages test set where our method failed to localize the correct object. The fine-tuning of our method is guided mainly by the activations of the WSOL baseline. When the activations largely miss the correct object, our method learns on wrong supervisory signal leading to false localization. Detecting these cases and dealing with them remains an open issue in this work. This scenario goes under learning from highly noisy supervisory signals which is still a growing field [35].

D Ablation study

Tab.D.1 shows the impact of adding different terms in the pixel alignment loss in our training loss on all backbones and on both datasets using CAM* method. We observe that simply adding sampling regions of foreground and background yields a large improvement of the baseline. This shows the importance of using supervisory signals at pixel level to guide CAMs. Baseline methods use only classification signal which is a global information. Adding local guidance helps better discerning foreground from background. Adding a CRF term and size constraint helps better extending the foreground while respecting object’s boundaries yielding more improvement. We report in Fig.D.2 the impact of the hyper-parameter $n^-$ on the localization performance. Note that $n^-$ describes the extent of the background region we are allowed to sample.
Figure D.2: Impact of $n^-$ on the localization performance over CUB and OpenImages validation with CAM* baseline + ours. Random runs are done while the rest of hyperparameters are fixed.

from. It is interconnected with the object size. Datasets with large objects result in small background and small objects lead to large background. This is reflected in these curves. On CUB, often objects are small. Therefore, assuming large background is safe. As a result, large values of $n^-$ yield better results. On the other hand, objects in OpenImages dataset tend to be large leaving small background, making small values of $n^-$ more efficient. This gives us an intuition for better range for $n^-$. 

Table D.1: Ablation study of different terms in the pixel alignment loss over CAM* baseline. The bottom line in green is the improvement over the WSOL baseline CAM* (top green line), when combined with our full method 4th green line.

E Simulation of the impact of downscale factor of CAM over PxAP performance

The size of the CAM is influenced by many operations in the model including convolution, and pooling operations. Standard models such as Resnet family [14] downscales the CAM by a factor $z$ up to $z = 32$. In order to assess the impact of such downscale factor over the localization performance obtained through a CAM, we propose a simple simulation. For this simulation, we consider the dataset OpenImages as it provides the pixel-wise annotation in order to evaluate the PxAP performance. Instead of working directly on a model, we substitute the model’s predicted low resolution CAM by a downsampled, with factor $z$, version of the true mask. Then, we measure the PxAP performance between the upscaled CAM and the true mask. This yields an almost perfect low resolution CAM but we assume it was predicted by the model. The procedure is illustrated in Fig.E.4. The results are presented in Fig.D.3. This figure shows that the low resolution size of CAMs is a major bottleneck in localization. Even when the low resolution CAM is directly the downscaled version of the true mask, upscaling back to the high resolution does not yield the exact mask due to loss of information when downscaling. PxAP values in Fig.D.3 could be seen as an upper bound for pixel-wise localization in function of the scale factor. This implies that our method with full resolution can still yield better performance. These results suggest as well that for a better localization performance, it is better to use a low scale factor.

F Runtime analysis

We report in Tab.F.4 the time required to build a CAM for all the studied WSOL finetuned baselines and other methods. While adding a decoder to a standard classifier increases the number of parameters, the inference time is still better than average finetuned baselines and competitive with other CAM methods. Because the inference is achieved through a single forward with fully convolutional operations, our method is expected to be fast. Other methods may require a forward and a backward to estimate a CAM. Our method is still competitive to ACoL, SPG, and ADL methods. We included other methods ScoreCAM [44], SSCAM [56], and IS-CAM [23]. Their slow runtime prevented us from considering them as baselines.
Figure E.4: Simulation to evaluate the impact of CAM size over the localization performance using $\text{PxAP}$ metric. In our simulation, we substitute the low resolution CAM predicted by the model by downscaled version of the true mask by a factor $z$ allowing us to quickly change the scale and assess its impact on the localization performance using $\text{PxAP}$ metric. The scaling procedure is performed using bilinear interpolation.

| Encoder | | | |
|---|---|---|---|
| VGG | Inception | ResNet |
| Layer 1 | 128 | 64 | 64 |
| Layer 2 | 256 | 80 | 256 |
| Layer 3 | 1024 | 288 | 512 |
| Layer 4 | – | 768 | 1024 |
| Layer 5 | – | 1024 | 2048 |

| Decoder | | | |
|---|---|---|---|
| Layer 1 | 256 | 256 | 256 |
| Layer 2 | 128 | 128 | 128 |
| Layer 3 | 64 | 64 | 64 |
| Layer 4 | – | 32 | 32 |
| Layer 5 | – | 16 | 16 |

Table F.2: Architecture details. We use the same common backbones VGG16, InceptionV3, and Resnet50 without modification. Each backbone has its own definition of a layer and specific number of layers.

| Methods | CUB (MaxBoxAccV2) |
|---|---|---|---|
| CAM [58] (cvpr,2016) | 63.7 | 56.7 | 63.0 | 61.1 |
| HaS [34] (iccv,2017) | 63.7 | 53.4 | 64.7 | 60.6 |
| ACoL [55] (cvpr,2018) | 57.4 | 56.2 | 66.5 | 60.0 |
| SPG [56] (eccv,2018) | 56.3 | 55.9 | 60.4 | 57.5 |
| ADL [9] (cvpr,2019) | 66.3 | 58.8 | 58.4 | 61.1 |
| CutMix [52] (eccv,2019) | 62.3 | 57.5 | 62.8 | 60.8 |
| Best WSOL | 66.3 | 58.8 | 66.5 | 61.1 |
| FSL baseline | 71.6 | 86.6 | 82.4 | 80.2 |
| Center baseline | 59.7 | 59.7 | 59.7 | 59.7 |
| ICL [17] (accv,2020) | 66.7 | 60.3 | 63.2 | 63.4 |
| CAM* [58] (cvpr,2016) | 57.0 | 54.4 | 62.1 | 57.8 |
| GradCAM [32] (eccv,2017) | 62.7 | 57.1 | 63.3 | 61.0 |
| GradCAM++ [7] (wacv,2018) | 73.8 | 60.7 | 70.2 | 68.2 |
| Smooth-GradCAM++ [25] (corr,2019) | 64.1 | 59.7 | 66.6 | 63.4 |
| XGradCAM [12] (bmvc,2020) | 62.8 | 56.7 | 63.2 | 60.9 |
| LayerCAM [15] (ieee,2021) | 74.1 | 62.6 | 72.6 | 69.7 |
| CAM* [58] + ours | 79.1 | 71.2 | 79.4 | 76.5 |
| GradCAM [32] + ours | 79.5 | 76.2 | 80.8 | 78.5 |
| GradCAM++ [7] + ours | 84.1 | 73.1 | 82.7 | 79.9 |
| Smooth-GradCAM++ [25] + ours | 83.1 | 74.0 | 81.6 | 79.5 |
| XGradCAM [12] + ours | 80.1 | 70.6 | 80.0 | 76.9 |
| LayerCAM [15] + ours | 84.3 | 73.9 | 82.7 | 80.3 |
| Best WSOL + ours | 84.3 | 76.2 | 82.7 | 80.3 |

Table F.3: Performance on CUB using $\text{MaxBoxAccV2}$ metric.
### Table F.4: Time required to build CAMs of different WSOL methods.

**STDCL**: standard classifier = encoder (VGG16, Inception, ResNet50) + global average pooling. **#PCL** (millions): number of the parameters of the classifier. **#NFM**: number of the feature maps at the top layer. **SFM**: size of the feature maps at the top layer. **#PDEC** (millions): number of the parameters of the decoder. **Time**: time necessary to build a full size CAM over an idle Tesla P100 GPU for one random RGB image of size $224 \times 224$ with 200 classes. Methods SSCAM [24] ($N = 35$, $\sigma = 2$), IS-CAM [23] ($N = 10$), IS-CAM [23] ($N = 10$) are evaluated with batch size 32 with their original hyper-parameters ($N$, and $\sigma$).

| Methods | VGG | Inception | ResNet | Mean | VGG | Inception | ResNet | Mean |
|---------|-----|-----------|--------|------|-----|-----------|--------|------|
| CAM* [58] | 49.3 | 65.5      | 65.1   | 59.9 | 69.1 | 61.2      | 73.2   | 67.8 |
| GradCAM | 24.8 | 65.4      | 42.2   | 44.1 | 69.0 | 54.0      | 72.4   | 65.1 |
| GradCAM++ | 24.8 | 65.2      | 42.2   | 44.0 | 70.3 | 69.6      | 72.3   | 70.7 |
| Smooth-GradCAM | 24.8 | 65.3      | 42.2   | 44.1 | 69.0 | 54.0      | 67.0   | 63.3 |
| XGradCAM | 24.8 | 65.4      | 65.1   | 51.7 | 69.0 | 69.4      | 72.0   | 70.1 |
| LayerCAM | 24.8 | 65.0      | 51.2   | 47.0 | 70.3 | 53.9      | 72.2   | 65.4 |

Table F.5: Classification performance of WSOL baseline methods. Model selection is performed over localization performance MaxBoxAcc and PxAP.
Figure F.5: CAM’s activation distribution over CUB test set: WSOL baselines vs. WSOL baseline + ours validated with MaxBoxAcc.
Figure F.6: CAM’s activation distribution over OpenImages test set: WSOL baselines vs. WSOL baseline + ours validated with MaxBoxAcc.
Figure F.7: CUB test set: WSOL baselines vs. WSOL baselines + ours validated with MaxBoxAcc.
Figure F.8: OpenImages test set: WSOL baselines vs. WSOL baselines + ours validated with MaxBoxAcc.
Figure F.9: Convergence of classification and localization tasks over validation set over baselines WSOL methods. The red dot is the epoch for the selected model based on the localization performance using MaxBoxAcc metric.
Figure F.10: CAM* method examples for three backbones (left to right: VGG16, Inceptionv3, ResNet50): baselines (top) vs. baseline + ours (bottom) validated with MaxBoxAcc. Colors: CUB (left): green box: ground truth. red box: predicted. red mask: thresholded CAM. OpenImages (right): red mask: true positive. green mask: false negative. blue mask: false positive. $\tau = 50, \sigma = 0.8$. 
Figure F.11: GradCAM method examples for three backbones (left to right: VGG16, Inceptionv3, ResNet50): baselines (top) vs. baseline + ours (bottom) validated with MaxBoxAcc. Colors: CUB (left): green box: ground truth. red box: predicted. red mask: thresholded CAM. OpenImages (right): red mask: true positive. green mask: false negative. blue mask: false positive. $\tau = 50, \sigma = 0.8$. 
Figure F.12: GradCAM++ method examples for three backbones (left to right: VGG16, Inceptionv3, ResNet50): baselines (top) vs. baseline + ours (bottom) validated with MaxBoxAcc. Colors: CUB (left): green box: ground truth. red box: predicted. red mask: thresholded CAM. OpenImages (right): red mask: true positive. green mask: false negative. blue mask: false positive. $\tau = 50, \sigma = 0.8$. 
Figure F.13: LayerCAM method examples for three backbones (left to right: VGG16, Inceptionv3, ResNet50): baselines (top) vs. baseline + ours (bottom) validated with MaxBoxAcc. Colors: CUB (left): green box: ground truth. red box: predicted. red mask: thresholded CAM. OpenImages (right): red mask: true positive. green mask: false negative. blue mask: false positive. $\tau = 50, \sigma = 0.8$. 


Figure F.14: SmoothGradCAM++ method examples for three backbones (left to right: VGG16, Inceptionv3, ResNet50): baselines (top) vs. baseline + ours (bottom) validated with MaxBoxAcc. Colors: CUB (left): green box: ground truth. red box: predicted. red mask: thresholded CAM. OpenImages (right): red mask: true positive. green mask: false negative. blue mask: false positive. $\tau = 50, \sigma = 0.8$. 
Figure F.15: XGradCAM method examples for three backbones (left to right: VGG16, Inceptionv3, ResNet50): baselines (top) vs. baseline + ours (bottom) validated with MaxBoxAcc. Colors: CUB (left): green box: ground truth. red box: predicted. red mask: thresholded CAM. OpenImages (right): red mask: true positive. green mask: false negative. blue mask: false positive. $\tau = 50$, $\sigma = 0.8$. 
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