Abstract—The linear ensemble-based strategy (i.e., averaging ensemble) has been proposed to improve the performance in unsupervised domain adaptation (UDA) task. However, a typical UDA task is usually challenged by dynamically changing factors, such as variable weather, views and background in the unlabeled target domain. Most previous ensemble strategies ignore UDA’s dynamic and uncontrollable challenge, facing limited feature representations and performance bottlenecks. To enhance the model adaptability between domains and reduce the computational cost when deploying the ensemble model, we propose a novel framework, namely Instance-aware Model Ensemble With Distillation (IMED), which fuses multiple UDA component models adaptively according to different instances and distills these components into a small model. The core idea of IMED is a dynamic instance-aware ensemble strategy, where for each instance, a non-linear fusion sub-network is learned that fuses the extracted features and predicted labels of multiple component models. The non-linear fusion method can help the ensemble model handle dynamically changing factors. After learning a large-capacity ensemble model with good adaptability to different changing factors, we leverage the ensemble teacher model to guide the learning of a compact student model by knowledge distillation. Furthermore, we provide the theoretical analysis on the validity of IMED for UDA. Extensive experiments conducted on various UDA benchmark datasets (e.g., Office-31, Office-Home, and VisDA-2017) show the superiority of the model based on IMED to the state-of-the-art methods under the comparable computational cost.

Index Terms—Ensemble model, knowledge distillation, unsupervised domain adaptation.

I. INTRODUCTION

UNSUPERVISED domain adaptation (UDA) aims to transfer a deep network from a source domain to a target domain, where only unlabeled data is available in the target domain. Recent UDA has advanced a lot due to the success of deep learning, and can be mainly categorized into two classes. One calculates the distribution discrepancy between two domains and uses the final loss function to decrease it, such as joint adaptation network (JAN) [1]. The other applies adversarial learning technique to domain adaptation in a two-player game similarly to generative adversarial networks (GANs) [2], such as conditional domain adversarial networks (CDANs) [3]. However, in the UDA field, there is no agreement on which model is the best. One learner could perform better than others in part of the target domain (i.e., images with certain instances or background), while a further method could outperform others in another part (i.e., images with other instances or background), as validated by Fig. 1. For this purpose, ensemble learning could help different models to be complementary, which provides more accurate and robust performance for UDA.

Ensemble learning [4, 5] as an effective machine learning method, has shown its superiority in improving the performance of various deep learning-based vision tasks. Traditionally, averaging the output of various component models is a valid ensemble way, while it faces the challenge of the large number of parameters and high computation cost. Therefore, knowledge distillation (KD) [6–8], which tries to train a student model to mimic the teacher’s output, can help distill the ensemble model into a small student model. The student model not only achieves ideal results but also decreases computation cost. Recently, only a few works [9, 10] attempted to introduce ensemble model with distillation to UDA. These works demonstrate how an ensemble UDA model can be trained to learn complementary information and meanwhile transfer knowledge to a compact student model. However, these existing ensemble distillation models may still suffer from two bottlenecks.

Firstly, most existing ensemble distillation models in UDA [5, 11–15] simply use the averaging ensemble method, which means that the feature fusion treats all the instances equally important and does not differentiate them, ignoring that each instance has its own representation characteristics and present different capability for learning the ensemble model. Thus the feature fusion should be able to dynamically adjust its parameters conditioned on the instance. To solve this problem, we design a fully connected network, named endernity network, to predict the instance-aware parameters of a fusion sub-network, whose input is the features and labels from all the component models. The fusion sub-network achieves dynamic adaptation according to each instance by the learned fusion parameters.

Secondly, the UDA has variable and unpredictable target domains and the space spanned by the object features from the target domain is very large. As a result, our designed feature fusion from the original component models should consider this to produce a representative but flexible-to-adapt feature for each instance, and map the target domain into a diversified and large enough feature space. This can enhance the ensemble model’s representative capability for uncontrollable target domain and facilitate its transfer between domains. However, existing ensemble distillation methods [5, 11–15] mainly adopt static fusion, which means a group of fixed fusion coefficients are pre-assigned to the component models and yields a limited feature space. For example, fixed weight is assigned to the pseudo labels from component models when fusing them [5]. On the contrary, our designed feature fusion sub-network mentioned before adopts dynamic nonlinear integration of the features, and also develops a shuffle linear strategy to produce
Fig. 1: (a) and (b) demonstrate the results of JAN and CDANs with random seed 5 from Webcam to Amazon of the dataset Office-31. In (a), red points are the instances that JAN correctly classifies while CDANs not, green and blue points present the correctly and wrongly classified instances by JAN. In (b), red points are the instances that CDANs correctly classifies while JAN not, green and blue points present the correctly and wrongly classified instances by CDANs. (c) and (d) use model from averaging ensemble and our proposed ensemble method respectively, based on the instances that only one of two models (JAN and CDANs) can classify correctly. Green and red points denote the instances that the model classifies correctly and wrongly. The percentage of green points in (c) and (d) is 63% and 64% respectively.

In view of the above, we propose a general framework of Instance-aware Model Ensemble With Distillation (IMED) which includes an ensemble model, domain adversarial discriminator and knowledge distillation module to solve the UDA problem. In particular, in the ensemble model, we tackle the two aforementioned challenges by designing an instance-aware nonlinear ensemble module. A fully connected network, named endogeny network, is used to predict the parameters of a fusion sub-network conditioned on features and labels from every component model. The sub-network can achieve non-linear fusion of features by the designed linear layer and non-linear layer (i.e., ReLU layer). Note that as there are so many parameters in fully connected linear layer that it is hard to predict them based on features and labels from component models alone. Thus we design a shuffle linear layer to replace fully connected linear layer in sub-network to reduce the parameters. The main idea of shuffle linear is to divide the input and output feature vectors into groups, and then designing fully connected linear layer within each group and using shared parameters among different groups, to produce diversified but representative features.

We validate our designed method based on six kinds of ensemble models, including the ensemble of two state-of-the-art (SOTA) CDANs with minimum class confusion and smooth domain adversarial training (CDAN+MCC+SDAT) [16] using different random seeds. Other five models are the ensemble of JAN and CDANs, the ensemble of two CDANs with different random seeds, the ensemble of three CDANs with different random seeds, the ensemble of two ResNet-50 with different random seeds, and the ensemble of two ViT-B/16 with different random seeds. We evaluate the proposed framework on three public UDA datasets: Office-31, Office-Home, and VisDA-2017, to demonstrate the effectiveness of our framework. The contributions are summarized as follows:

- We explore the UDA task from a novel perspective of adaptive non-linear ensemble distillation conditioned on each instance, and correspondingly develop an IMED framework to achieve both robust and effective UDA. We also provide a theoretical proof to better understand why the proposed framework performs well.
- We propose a non-linear instance-aware feature ensemble model for different component models, which can handle the dynamically changing factors among instances, span the feature representation space, and decrease computational cost. We also develop a shuffle linear module to greatly reduce the ensemble computation cost while maintaining good performance.
- Experiments show that the proposed ensemble distillation model based on CDANs with minimum class confusion and smooth domain adversarial training (CDAN+MCC+SDAT), exceeds the state-of-the-art models on all three datasets. We also evaluate our framework under various configurations, and demonstrate that it is more effective than single component model under comparable computation cost.

II. RELATED WORK

A. Unsupervised Domain Adaptation

Domain adaptation [17]–[19] aims to generalize a model across different domains with different distributions, it is widely applied in computer vision [5], [20]. Main methods to decrease domain discrepancy include optimizing domain discrepancy loss function and using adversarial discriminator. For example, joint adaptation networks (JAN) [1] aligns the
joint distributions of multiple domain-specific layers according to a joint maximum mean discrepancy (JMMD) criterion, conditional domain adversarial networks (CDANs) [3] includes an adversarial domain discriminator conditioned on both extracted features and classifier predictions, dynamically aligning both the feature and label spaces (DAFL) [5] calculates a dynamic weight between domain alignment and discrimination enhancement based on their conditions. However, there is no agreement on which model is the best. Learners could be complementary to achieve better performance. Thus we use the ensemble method to deal with UDA task.

B. Ensemble Distillation

Ensemble learning uses the combination of several individual component models to obtain better generalization ability [21]–[24], while it usually has large computation and memory requirements. While knowledge distillation [25]–[27] is a technique to train a compact student network that it can learn the performance of a complicated teacher network. With the benefits of ensemble and distillation, ensemble distillation, which distills an ensemble model into a single student model, achieves fantastic accuracy and low computational costs. A compact student model which is trained with the information from teacher model in an ensemble learning fashion was proposed [28], [29]. This paper extends the existing ensemble distillation methods in UDA field to adaptive nonlinear instance-aware ensemble distillation. Three techniques are used to achieve better ensemble performance in UDA, including instance-aware ensemble, shuffle linear layer, conditional domain adversarial discriminator. In addition, the theoretical proof of the validity for the proposed framework is given for better understanding.

III. THE PROPOSED METHOD

A. Overview of The Proposed IMED

In UDA, a source domain with \( n_s \) labeled examples is denoted as \( D_s = \{ (x^{s,i}, y^{s,i}) \}_{i=1}^{n_s} \) and a target domain with \( n_t \) unlabeled examples is denoted as \( D_t = \{ x^{t,j} \}_{j=1}^{n_t} \). It is general that the source domain and the target domain are usually sampled from different distributions, denoted as \( P(\mathbf{x}^s, y^s) \) and \( Q(\mathbf{x}^t, y^t) \) respectively, i.e., \( P \neq Q \). There are many effective methods [30]–[34] in UDA, such as joint adaptation networks (JAN) [1], conditional domain adversarial networks (CDANs) [3], CDANs with minimum class confusion loss and smooth domain adversarial training (CDAN+MCC+SDAT) [16], dynamically aligning both the feature and label spaces (DAFL) [5]. Even with the same backbone such as ResNet-50 or ViT-B/16, different UDA models with different learning methods and variable random seeds may still present different favors of correctly classified images in the same dataset. The goal of this work is to design an ensemble method to fuse different component models’ output to generate an ensemble feature, which is expected to perform better in the target domain.

As shown in Fig. 2, we use \( \{ F_i \}_{i=1}^{n} \) to denote \( n \) different UDA models with the same backbone and the same size of output. The difference can come from different learning methods and different random seeds. The parameters in \( \{ F_i \}_{i=1}^{n} \) are denoted as \( \{ \theta_{F,i} \}_{i=1}^{n} \). \( f_i = F_i(x), (x \in D_s \cup D_t, 1 \leq i \leq n) \) denotes the extracted feature by \( F_i \), with the dimension \( d_f \). Generally we use individual classifier for each component model, denoted as \( \{ G_i \}_{i=1}^{n} \), with the parameters denoted as \( \theta_{G,i} \). A shared classifier sometimes is also effective for representing all the features from different component models but with less parameters, \( G_i = G_s, (1 \leq i \leq n), \) where \( G \) denotes the shared classifier adopted here. Through the classifier \( \{ G_i \}_{i=1}^{n} \), we can gain the predicted pseudo labels from each component model respectively, i.e., \( g_i = G_i(f_i), (1 \leq i \leq n) \), and the dimension is \( d_g \). For each component model, we denote the individual loss function of each model as \( \{ L_i(f_i, g_i) \}_{i=1}^{n} \). The training methods for the component models follow Eq. (1).

\[
\begin{align*}
\min_{\theta_{F,1},\theta_{G,1}} L_1(f_1, g_1) \\
\min_{\theta_{F,2},\theta_{G,2}} L_2(f_2, g_2) \\
\vdots \\
\min_{\theta_{F,n},\theta_{G,n}} L_n(f_n, g_n)
\end{align*}
\]

With the gained feature representations \( \{ f_i \}_{i=1}^{n} \) and predicted pseudo labels \( \{ g_i \}_{i=1}^{n} \), we can obtain the ensemble feature from the ensemble model. The details of the ensemble model will be presented in Section III-B and we denote the ensemble model as \( E \) and its parameters as \( \theta_E \). The ensemble feature representations in the source domain and target domain are denoted as \( f^s \) and \( f^t \) respectively, where \( f^s = E(\{ f^s_i, g^s_i \}_{i=1}^{n}) \) and \( f^t = E(\{ f^t_i, g^t_i \}_{i=1}^{n}) \). The ensemble feature representations are fed to a classifier denoted by \( J \) which is just a fully connected linear layer, with the parameters denoted as \( \theta_J \). We can get the ensemble prediction \( g^e \) and \( g^f \) by \( g^e = J(f^s) \) and \( g^f = J(f^t) \).

Then a conditional adversarial domain discriminator conditioned on ensemble features and predictions is added to the ensemble model to reduce the domain discrepancy. The discriminator is denoted as \( D \) with parameters \( \theta_D \). The knowledge distillation is finally applied to generate a compact student model whose parameter size is comparable with the component model, but with better performance. The details will be shown in Section III-D.

B. Instance-aware Ensemble Model with Domain Discriminator

In the ensemble model we design a neural network, named endogeny network, to learn the parameters of the fusion subnetwork. The endogeny network includes \( FC_1, FC_2 \) and \( FC_3 \). In this way, the fusion sub-network parameters are conditioned on the input instance. The details of fusion subnetwork will be shown in Section III-C.

With the feature representations \( \{ f_i \}_{i=1}^{n} \) and pseudo labels \( \{ g_i \}_{i=1}^{n} \), we firstly calculate the multilinear map between \( f_i \) and \( g_i \): \( T_m(f_i, g_i) = f_i \otimes g_i \). As the dimension of \( T_m(f_i, g_i) \) is \( d_f \times d_g \), which is easy to cause dimension explosion, thus we use randomized multilinear map to approximate multilinear when \( d_f \times d_g \geq 4096 \) [3]. We generate random matrices.
features capture the cross-covariance between feature representations and the classifier predictions. It uses multilinear conditioning to adaptation models on discriminative information conveyed in $D^{(4)}$, and the discriminative loss is Eq. (5). The architecture is the same as the discriminator in CDANs \([3]\). Finally, with the well-trained ensemble teacher model, we use knowledge distillation module to get a small student model $H$. The conditional adversarial discriminator will align the two domains, similar to CDANs \([3]\). Additionally, it is found that converging to a smooth minima of a task loss (i.e., classification) stabilizes the adversarial training, which will lead to better generalization performance in target domain. We define the optimization objective of Smooth Domain Adversarial Training as Eq. \([5]\) \([16]\).  

$$
\begin{align*}
\min_{\theta_E, \theta_D} \max_{\theta_J} \max_{\|\epsilon\| \leq \rho} \mathcal{L}_{CE}(\theta_E + \epsilon, \theta_J + \epsilon) \\
+ \mu_1 (\mathcal{L}(\theta_E + \epsilon, \theta_J + \epsilon) - \mathcal{L}_{DC}(\theta_E, \theta_J, \theta_D)) 
\end{align*} 
$$

Then we use the method called Sharpness Aware Minimization (SAM) \([35]\) with two gradient computation steps to derive the solution of the optimization objective Eq. \([8]\).
C. Fusion Sub-Network with Shuffle Linear Layer

With \( V_1 \) acting as the network parameters of fusion sub-network, we concatenate the features to generate the input \( V_2 \) of the sub-network as:

\[
V_2 = (f_1, f_2, \ldots, f_n) \quad (9)
\]

In this way, the parameters of the fusion sub-network will greatly depend on the input instance. However, if the architecture of the sub-network directly uses fully connected linear layers, the number of parameters will be so large that it is hard to learn only by the endogeny network. Thus, we consider the sparse connected linear layers. As shown in Fig. 3, we take position A, B, C as an example of shuffle linear layer. Firstly, we divide the input into \( h \) groups evenly (position A), and the output of the shuffle linear layer is also divided into \( h \) groups (position C). We hope that the output will utilize as much information as possible through the sparse connection, and the output of the shuffle linear layer is also divided into \( h \) groups (position C). We consider the sparse connected linear layers. As shown in Fig. 3, we take position A, B, C as an example of shuffle linear layer. Firstly, we divide the input into \( h \) groups evenly (position A), and the output of the shuffle linear layer is also divided into \( h \) groups (position C). We hope that the output will utilize as much information as possible through the sparse connection, thus we divide the \( \text{group}_i (1 \leq i \leq h) \) of input into \( h \) subgroups (as in position B), and the subgroups of \( \text{group}_i \) will be connected to the \( h \) groups of output (position C) respectively. The relation within C, D, E is similar.

If the group number is \( h \), the dimension of input is denoted as \( d_i \) (position A), and the dimension of output is denoted as \( d_o \) (position C). Then the overall parameters of shuffle linear layer from position A to position C are \( P_{num} = \frac{d_i d_o}{h} \). Thus, the number of required parameters will decrease with \( h \). When \( h \) is small, we consider shared parameters within groups, i.e., the parameters of linear layer to calculate the \( \text{group}_j (1 \leq j \leq h) \) of output is the same. In our work, we set the threshold as \( \tau = 128 \), i.e., if \( h \geq \tau \), the parameters are not shared.

D. Knowledge Distillation Module

When the ensemble model and domain discriminator are trained well, we can gain a teacher model and distill it into a small student model. We get ensemble feature \( f_{i,s}^{i,s} \) and prediction \( g_{i,s}^{i,s} \) for the source domain sample \( x_i^{s,s} \) from the teacher model, and \( f_i^{t,t}, g_i^{t,t} \) for the target domain sample \( x_i^{t,t} \). The backbone \( H_1 \) of student model is the same as the backbone of component models, and the classifier \( H_2 \) is just a fully connected linear layer. We denote the parameters of the backbone and classifier in student model as \( \theta_{H_1}, \theta_{H_2} \) respectively. Then we have following:

\[
\begin{align*}
    f_{i,s}^{i,s} &= H_1(x_i^{s,s}), & f_{stu}^{i,t} &= H_1(x_i^{t,t}), \\
    g_{i,s}^{i,s} &= H_2(f_{i,s}^{i,s}), & g_{stu}^{i,t} &= H_2(f_{stu}^{i,t}).
\end{align*}
\]

We define knowledge distillation loss (as Eq. (10)) and source classification loss (as Eq. (11)):

\[
\begin{align*}
    L_{KD}(\theta_{H_1}, \theta_{H_2}) &= \mathbb{E}_{x_i^{s,s} \sim D_s} \mathbb{E}_{\alpha^2 \sim \epsilon} \mathbb{E}_{g_{i,s}^{i,s} \sim \epsilon} \left( \frac{g_{i,s}^{i,s}}{\alpha}, \frac{f_{i,s}^{i,s}}{\alpha} \right) \\
    &+ \mathbb{E}_{x_i^{t,t} \sim D_t} \mathbb{E}_{\alpha^2 \sim \epsilon} \mathbb{E}_{g_{i,t}^{i,t} \sim \epsilon} \left( \frac{g_{i,t}^{i,t}}{\alpha}, \frac{f_{i,t}^{i,t}}{\alpha} \right) \\
    &+ \mathbb{E}_{x_i^{s,s} \sim D_s} \mu_2 \mathbb{E}_{\alpha^2 \sim \epsilon} \mathbb{E}_{g_{i,s}^{i,s} \sim \epsilon} \left( \frac{g_{i,s}^{i,s}}{\alpha}, \frac{f_{i,s}^{i,s}}{\alpha} \right) \\
    &+ \mathbb{E}_{x_i^{t,t} \sim D_t} \mu_2 \mathbb{E}_{\alpha^2 \sim \epsilon} \mathbb{E}_{g_{i,t}^{i,t} \sim \epsilon} \left( \frac{g_{i,t}^{i,t}}{\alpha}, \frac{f_{i,t}^{i,t}}{\alpha} \right) \\
    L_{CE_{stu}}(\theta_{H_1}, \theta_{H_2}) &= \mathbb{E}_{(x_i^{s,s}, y_i^{s,s}) \sim D_s} \mathbb{L}(g_{stu}^{i,s}, y_i^{i,s}) \\
    &+ \mathbb{E}_{(x_i^{t,t}, y_i^{t,t}) \sim D_t} \mathbb{L}(g_{stu}^{i,t}, y_i^{i,t}),
\end{align*}
\]

where \( \epsilon \) is the cross-entropy loss and \( \mu_2 \) is a hyper-parameter. \( \alpha \) is the distillation temperature, which is a hyper-parameter.

Then the total loss \( L_{stu} \) to train the student model is the summation of the above two items:
\[ \mathcal{L}_{stu} = \mathcal{L}_{KD} + \mu_3 \mathcal{L}_{CE_{stu}} \]

where \( \mu_3 \) is a hyper-parameter.

The overall algorithm is as Algorithm 1.

IV. THEORETICAL PROOF FOR VALIDITY

On the theory side, the work [37] studied how the test accuracy can be improved by ensemble or ensemble distillation of deep learning models. Here we will illustrate the validity of our framework based on their work.

**Lemma 1:** The performance of our ensemble model is better than the ensemble-averaging ensemble.

**Proof:** Here we take a simple case where the number of component models is 2, only one linear layer is used in shuffle linear model and the group number is 2, for derivation.

We denote the input feature representations as \( f \) and \( f = (f_1, f_2) \), where \( f_1 \) and \( f_2 \) comes from two component models respectively. According to description of Shuffle Linear Layer in the main manuscript, the output feature representations \( f_{out} = W_1 f_1 + W_2 f_2 \). When all the diagonal elements in \( W_1 \) is \( \frac{1}{2} \) and other elements are 0, then the feature from ensemble model is equal to the average of \( f_1 \) and \( f_2 \). Meanwhile, the elements in \( W_2(i = 1, 2) \) are learned by the endogony network, so the value of \( W_1 \) will be adjusted to help the ensemble model to get better performance than the case where all the diagonal elements in \( W_1 \) are \( \frac{1}{2} \) and other elements are 0.

**Lemma 2:** Superior Performance Of Our Ensemble Model To Single Model.

There are \( n \) component models with the same architecture that are trained with same method and dataset. The difference is the random seed number used in initialization. Then the performance of the ensemble model of \( n \) component models in the source domain is better than any single component model.

**Proof:** When using the averaged label as an ensemble method, the performance of the ensemble model in the source domain is better than that of a single model. It has been proved [37].

Then we illustrate that the feature-averaging method is equal to the label-averaging method when there is only one linear layer in the classifier. We use \( W \) to denote the parameters of classifier module that maps the feature to its label, the classifier is one linear layer. Here we consider a simple case with only two component models for derivation, and we denote the features extracted from two models as \( f_1 \) and \( f_2 \). And \( g_1, g_2 \) are labels derived from \( f_1, f_2 \). Thus \( g_i = W f_i, i = 1, 2 \). Then we have

\[ \frac{1}{2}(g_1 + g_2) = W[\frac{1}{2}(f_1 + f_2)] \]

Thus, it can be seen that the feature-averaging method in fact is the same as the label-averaging method.

Since we have shown that the performance of our proposed method is better than the feature-averaging ensemble method. And label-averaging ensemble is better than the single component model in source domain [37]. Thus, our ensemble model can get better performance than a single component model in source domain.

**Theorem 1:** The Validity Of Our Framework

We define the source risk as

\[ R_S = \mathbb{E}_{(x^i, y^i) \sim D_s} \left[ y_s^i \neq y_i^s \right] \]

and the target risk as

\[ R_T = \mathbb{E}_{(x^i, y^i) \sim D_t} \left[ y_s^i \neq y_i^s \right] \]

Then our proposed ensemble distillation model will help to decrease the target risk.

**Proof:** We formalize the problem of domain adaptation for binary classification. Let \( \mathcal{H} \) be a hypothesis space of VC dimension \( d \), \( D_s, D_t \) denote samples of size \( m \) drawn from \( P \) and \( Q \) respectively.

We define the source risk of \( h \in \mathcal{H} \) as

\[ R_S(h) = \mathbb{E}_{(x^i, y^i) \sim D_s} \left[ h(x^i) \neq y_i^s \right] \]

and the target risk of \( h \) as

\[ R_T(h) = \mathbb{E}_{(x^i, y^i) \sim D_t} \left[ h(x^i) \neq y_i^t \right] . \]

It has been shown that \( R_T(h) \) can be controled by \( R_S(h) \) and the \( \mathcal{H}\Delta \mathcal{H} \)-divergence between \( D_s, D_t \) [38]. From Lemma 2, we can see that the ensemble model in our framework can decrease the source risk \( R_S(h) \), and the conditional adversarial discriminator will help to decrease the \( \mathcal{H}\Delta \mathcal{H} \)-divergence between \( D_s, D_t \). Thus our proposed ensemble distillation model will help to decrease the target risk.

V. EXPERIMENTS

We select following three datasets for evaluation: **Office-31** [38], **Office-Home** [39], and **VisDA-2017** [4]. We evaluate the proposed method based on six ensemble baselines as follows, and compare the finally distilled student model from these ensemble models with the original component models respectively. The FLOPs, Params and classification accuracy are presented to show the effectiveness of the proposed method.

- **IMED\_CDAN\_MCC\_SDAT:** We use two Conditional Domain Adversarial Networks with minimum class confusion and smooth domain adversarial training (CDAN+MCC+SDAT) [15] under different initialization random numbers as the component models. The backbone of CDAN+MCC+SDAT and student model is Vit-B/16 [40].
- **IMED\_JAN\_CDAN:** We use Joint Adaptation Network (JAN) [1] and Conditional Domain Adversarial Networks (CDANs) [3] with the same initialization random number as the component models. The backbone of JAN, CDANs and student model is ResNet-50.
- **IMED\_CDAN.2:** We use two CDANs with different initialization random numbers as the component models, and the backbone network of CDANs and student model is ResNet-50.
- **IMED\_CDAN.3:** We use three CDANs with different initialization random numbers as the component models,
and the backbone network of CDANs and student model is ResNet-50.

- **IMEDResNet-50**: We use two ResNet-50 with different initialization random numbers as the component models, to validate our method on source-only model ResNet-50. For the source-only model, we only have the information about source domain $D_s$. So we do not calculate the loss function term $L_{C_s}$, $L_{DC_s}$, the term of $L_{stu}$ associated with $D_s$ in Algorithm 1, other framework is the same as Algorithm 1.

- **IMEDViT**: We use two ViT-B/16 with different initialization random numbers as the component models, to validate our method on source-only model ViT-B/16.

All the backbones are initialised with ImageNet pretrained weights. And we choose PyTorch [41] with version 1.10.0 as the framework to implement all algorithms. All the experimental results are obtained with RTX3090 (NVIDIA GeForce RTX 3090) GPU clusters.

### A. Detailed Setting In Experiments

For all the experiments, we use batch size as 32. And we adopt SGD with 0.9 as the momentum, and we use learning rate annealing strategy as [42]: the learning rate is adjusted as $l = l_0(1 + \beta p)^{-\beta}$, where $l_0 = 0.01$, $\beta = 10$, $\beta = 0.75$, and $p$ is the training process changing from 0 to 1.

The parameters used in experiments are as follows:

- $(\mu_1, \mu_2, \mu_3)$: the loss adjustment factors among the loss items;
- $\alpha$: the temperature in knowledge distillation;
- $h$: the group number in shuffle linear layer;
- $l_0$: initial value for the learning rate annealing strategy;
- random seed: the initial random seeds for the component models, the format is (seed_1, seed_2, ..., seed_d), where seed_i denotes the i-th component model’s initial random seed;
- share-head-use: whether to use the shared head for all the component models, True denotes that the heads are shared;
- epoch_t: the total number of epochs when training the ensemble teacher model;
- epoch_s: the total number of epochs when training the student model;
- iters: the total number of iterations in each epoch when training ensemble teacher model or student model;

The specific parameter setting in main experiments is shown in Table I.
TABLE II: Three models including ViT [43], TVT [44], and CDAN+MCC+SDAT [16] with the same backbone ViT-B/16 are selected for comparison. It can be found that with comparable computational cost, IMED\textsubscript{CDAN+MCC+SDAT} exceeds the state-of-the-art methods like CDAN+MCC+SDAT, and achieves 94.4% on Office-31 and 89.9% on Visda-2017. Additionally, the ResNet-50, JAN and CDAN with the same ResNet-50 backbone are also compared with our method. It can be seen that compared with the original component models, the student models distilled by our method achieve consistently better performance, i.e., IMED\textsubscript{CDAN+MCC+SDAT}, IMED\textsubscript{JAN-CDAN}, IMED\textsubscript{CDAN-2}, IMED\textsubscript{CDAN-3}, IMED\textsubscript{ResNet-50}, and IMED\textsubscript{ViT} increase the accuracy by 0.3%, 2.8%, 3.5%, 3.0%, 1.2%, and 0.8% respectively on Office-31. On Visda-2017, they increase the accuracy by 0.1%, 7.6%, 7.2%, 6.4%, 0.4%, and 2.0% respectively.

The results on Office-Home are reported in TABLE III. We show that with similar computational complexity (refer to TABLE II for FLOPs and Params), IMED\textsubscript{CDAN+MCC+SDAT} exceeds the state-of-the-art methods like CDAN+MCC+SDAT, and achieves 85.1% on Office-Home. Compared with the original component models, student models distilled by our method achieve consistently better performance, i.e., IMED\textsubscript{CDAN+MCC+SDAT}, IMED\textsubscript{JAN-CDAN}, IMED\textsubscript{CDAN-2}.

### B. Results

The results on Office-31 and Visda-2017 are presented in TABLE II. Three models including ViT [43], TVT [44] and CDAN+MCC+SDAT [16] with the same backbone ViT-B/16 are selected for comparison. It can be found that with comparable computational cost, IMED\textsubscript{CDAN+MCC+SDAT} exceeds the state-of-the-art methods like CDAN+MCC+SDAT, and achieves 94.4% on Office-31 and 89.9% on Visda-2017. Additionally, the ResNet-50, JAN and CDAN with the same ResNet-50 backbone are also compared with our method. It can be seen that compared with the original component models, the student models distilled by our method achieve consistently better performance, i.e., IMED\textsubscript{CDAN+MCC+SDAT}, IMED\textsubscript{JAN-CDAN}, IMED\textsubscript{CDAN-2}, IMED\textsubscript{CDAN-3}, IMED\textsubscript{ResNet-50}, and IMED\textsubscript{ViT} increase the accuracy by 0.3%, 2.8%, 3.5%, 3.0%, 1.2%, and 0.8% respectively on Office-31. On Visda-2017, they increase the accuracy by 0.1%, 7.6%, 7.2%, 6.4%, 0.4%, and 2.0% respectively.

The results on Office-Home are reported in TABLE III. We show that with similar computational complexity (refer to TABLE II for FLOPs and Params), IMED\textsubscript{CDAN+MCC+SDAT} exceeds the state-of-the-art methods like CDAN+MCC+SDAT, and achieves 85.1% on Office-Home. Compared with the original component models, student models distilled by our method achieve consistently better performance, i.e., IMED\textsubscript{CDAN+MCC+SDAT}, IMED\textsubscript{JAN-CDAN}, IMED\textsubscript{CDAN-2}.
Fig. 4: Feature map visualization: In each row, four figures (from left to right) respectively represents CDANs, JAN, averaging ensemble distillation model, our proposed ensemble distillation model. And the category of three rows is drill, glasses and exit sign respectively.

| $\mu_1, \mu_2, \mu_2$ | $A \rightarrow W$ | $D \rightarrow W$ | $W \rightarrow D$ | $A \rightarrow D$ | $D \rightarrow A$ | $W \rightarrow A$ | Avg |
|----------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----|
| (1, 1, 1)            | 94.3            | 98.6            | 100.0           | 93.4            | 74.8            | 74.1            | 89.2 |
| (0.5, 1, 1)          | 95.0            | 98.5            | 100.0           | 93.2            | 75.6            | 73.9            | 89.4 |
| (1, 0.5, 1)          | 95.0            | 98.6            | 100.0           | 93.2            | 75.4            | 73.8            | 89.3 |
| (1, 1, 0.5)          | 93.1            | 98.7            | 100.0           | 94.2            | 77.0            | 71.2            | 89.0 |
| (3, 1, 1)            | 94.8            | 98.5            | 100.0           | 93.6            | 75.4            | 73.9            | 89.1 |
| (1, 3, 1)            | 93.3            | 98.6            | 100.0           | 93.2            | 75.4            | 73.8            | 89.0 |
| (1, 1, 3)            | 93.2            | 98.9            | 100.0           | 94.6            | 77.3            | 72.7            | 89.4 |

| $\alpha$ | $A \rightarrow W$ | $D \rightarrow W$ | $W \rightarrow D$ | $A \rightarrow D$ | $D \rightarrow A$ | $W \rightarrow A$ | Avg |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----|
| 1        | 95.0            | 98.5            | 100.0           | 93.2            | 75.6            | 73.9            | 89.4 |
| 2        | 93.7            | 98.5            | 100.0           | 92.4            | 73.6            | 73.8            | 88.7 |
| 3        | 93.5            | 98.5            | 100.0           | 92.4            | 73.5            | 73.7            | 88.6 |

IMED$_{CDAN}$, IMED$_{ResNet-50}$, and IMED$_{ViT}$ increase the accuracy by 0.8%, 4.3%, 5.3%, 6.0%, 8.3%, and 0.1% respectively.

C. Ablation Study

The ablation experiments are performed on the Office-31 and Office-Home with model IMED$_{JAN-CDAN}$, the results are shown in TABLE VI and TABLE VII respectively. In particular, the ablative settings include following groups:

**Instance-aware vs. Non-instance-aware:** We compare the performance of instance-aware model versus non-instance-aware model, where the parameters of the fusion sub-network are trained to be identical for all the instances and denoted as IMED$_{non-aware}$. Results show that instance-aware strategy brings 0.5% (Office-31) and 1.2% (Office-Home) accuracy increase as compared with non-instance-aware one.

**Non-linear vs. Averaging:** We compare the performance of the non-linear ensemble model with the averaging method where the mean of component models’ features is computed as the ensemble feature, which is denoted as IMED$_{avg}$. Results show that the non-linear strategy brings 0.6% (Office-31) and 1.0% (Office-Home) accuracy increase over the averaging one.
Fig. 5: Feature maps of drill from (a) $\text{IMED}_{\text{JAN-CDAN}}$, (b) $\text{IMED}_{\text{non-aware}}$, (c) $\text{IMED}_{\text{avg}}$, (d) $\text{IMED}_{\text{FCnet}}$, (e) $\text{IMED}_{h_{32}}$, (f) $\text{IMED}_{h_{16}}$, (g) $\text{IMED}_{\text{shuffle}_1}$, (h) $\text{IMED}_{\text{shuffle}_3}$, respectively. And (a) represents model $\text{IMED}_{h_{128}}$ or $\text{IMED}_{\text{shuffle}_2}$ as well.

Fig. 6: Feature maps of glasses from (a) $\text{IMED}_{\text{JAN-CDAN}}$, (b) $\text{IMED}_{\text{non-aware}}$, (c) $\text{IMED}_{\text{avg}}$, (d) $\text{IMED}_{\text{FCnet}}$, (e) $\text{IMED}_{h_{32}}$, (f) $\text{IMED}_{h_{16}}$, (g) $\text{IMED}_{\text{shuffle}_1}$, (h) $\text{IMED}_{\text{shuffle}_3}$, respectively. And (a) represents model $\text{IMED}_{h_{128}}$ or $\text{IMED}_{\text{shuffle}_2}$ as well.

**Shuffle linear vs. Fully connected linear:** We use a typical three-layer fully connected network to replace the shuffle linear module, denoted as $\text{IMED}_{\text{FCnet}}$. Results show that the shuffle linear brings 0.9% (Office-31) and 0.5% (Office-Home) accuracy increase.

**Distillation vs. Non-distillation:** We report the FLOPs (TABLE IV), Params (TABLE IV), and classification accuracy of the ensemble model without distillation, which is denoted as $\text{IMED}_{\text{distill}}$. Results show that distillation-based model brings 0.4% (Office-31), 0.2% (Office-Home) accuracy increase and decreases 50% FLOPs and Params.

**Group number in shuffle linear layer:** We examine the influence of the group number in shuffle linear layer by setting its value $h = 128, 32, 16$. The model is denoted as $\text{IMED}_{h_{128}}, \text{IMED}_{h_{32}}, \text{IMED}_{h_{16}}$ respectively. The performance reaches the best when $h = 128$.

**Depth of fusion sub-network:** We examine the performance of the fusion sub-network with one, two or three shuffle linear layers, denoted as $\text{IMED}_{\text{shuffle}_1}, \text{IMED}_{\text{shuffle}_2}, \text{IMED}_{\text{shuffle}_3}$. Results show that performance is the best when there are two shuffle linear layers.
D. Feature Map Visualization

We visualize the feature map to show the validity of our proposed ensemble distillation model IMED, and the better performance compared to other models in ablation study. Here we use the model with ResNet-50 as backbone, and perform domain adaptation from Product images (Pr) to Clip Art (Cl) of dataset Office-Home.

Validity Of IMED We visualize the feature map from model CDANs, JAN, averaging ensemble distillation model of CDANs and JAN, and our proposed ensemble distillation model of CDANs and JAN. The results can be seen in Fig. 4. Compared with CDANs, JAN or averaging ensemble distillation model, our proposed ensemble model can capture more important object features and focus less on the background environment. Thus our proposed method IMED can get better performance.

Compared With Other Models In Ablation Study In Fig. 5, Fig. 6, Fig. 7, we can find that IMED\textsubscript{JAN-CDAN} can capture more features of the object and suppress more areas of the background than other models.

E. Ablation Experiments For Loss Adjustment Factors

In the experiment, we want to check the influence of different loss adjustment factors ($\mu_1$, $\mu_2$, $\mu_3$). We use the ensemble distillation model of CDANs and JAN, IMED\textsubscript{JAN-CDAN}, to do experiments on dataset Office-31 with ResNet-50 as the backbone. The results are shown in TABLE VI. We can find that the decrease of the proportion for ($\mu_1$, $\mu_2$) or the increase of the proportion for $\mu_3$ has some positive but limited boost to the performance of ensemble distillation model.

F. Ablation Experiments For Distillation Temperature

In the experiment, we want to check the influence of distillation temperature $\alpha$. We use the ensemble distillation model of CDANs and JAN, IMED\textsubscript{JAN-CDAN}, to do experiments on dataset Office-31 with ResNet-50 as the backbone. The results are shown in TABLE VII. We can find that the increase of the temperature will bring a lower accuracy of the final student model.

VI. Conclusion

The paper presents an Instance-aware Model Ensemble With Distillation (IMED) framework for UDA. Unlike previous works that adopt simple linear ensemble-based strategies, IMED fuses diversified UDA-based component models via an instance-aware non-linear strategy. Three key components: Instance-aware module (to utilize instance-level representation characteristics in ensemble model), Non-linear module (to create a diversified and large enough ensemble feature space), Shuffle linear layer (to decrease the parameters required in fusion sub-network) make the main contributions to improve the performance. And Knowledge distillation module contributes to reduce the computational cost when deploying model. Experiments based on several ensemble baselines and UDA datasets validate the effectiveness of the proposed framework.
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