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Abstract

A new framework in quantum chemistry has been proposed recently ("An approach to first principles electronic structure calculation by symbolic-numeric computation" by A. Kikuchi). It is based on the modern technique of computational algebraic geometry, viz. the symbolic computation of polynomial systems. Although this framework belongs to molecular orbital theory, it fully adopts the symbolic method. The analytic integrals in the secular equations are approximated by the polynomials. The indeterminate variables of polynomials represent the wave-functions and other parameters for the optimization, such as atomic positions and contraction coefficients of atomic orbitals. Then the symbolic computation digests and decomposes the polynomials into a tame form of the set of equations, to which numerical computations are easily applied. The key technique is Gröbner basis theory, by which one can investigate the electronic structure by unraveling the entangled relations of the involved variables. In this article, at first, we demonstrate the featured result of this new theory. Next, we expound the mathematical basics concerning computational algebraic geometry, which are necessitated in our study. We will see how highly abstract ideas of polynomial algebra would be applied to the solution of the definite problems in quantum mechanics. We solve simple problems in "quantum
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chemistry in algebraic variety” by means of algebraic approach. Finally, we review several topics related to polynomial computation, whereby we shall have an outlook for the future direction of the research.
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1 Introduction

Dear Readers,
If you are researchers or students with the expertise of physics or chemistry, you might have heard of “algebraic geometry” or “commutative algebra”. Maybe you might have heard only of these words, and you might not have definite ideas about them, because these topics are taught in the department of mathematics, not in those of physics and chemistry. You might have heard of advanced regions of theoretical physics, such as super-string theory, matrix model, etc., where the researchers are seeking the secret of the universe by means of esoteric theories of mathematics with the motto algebraic geometry and quantum mechanics. And you might be desperate in imagining the required endurance to arrive at the foremost front of the study... However, algebraic geometry is originated from rather a primitive region of mathematics. In fact, it is an extension of analytic geometry which you must have learned in high-schools. According to Encyclopedia Britannica, the definition of the word goes as follows:

algebraic geometry, study of the geometric properties of solutions of polynomial equations, including solutions in three dimensions beyond three...

It simply asserts that algebraic geometry is the study of polynomial systems. And polynomial is ubiquitous in every branch of physics. If you attend the lecture of elementary quantum mechanics, or you study quantum chemistry, you always encounter secular equations in order to compute the energy spectrum. Such equations are actually given by the polynomial systems, although you solve them through linear algebra. Indeed, linear algebra is so powerful that you have almost forgotten that you are laboring with polynomial algebraic equations.

Be courageous! Let us have a small tour in the sea of QUANTUM MECHANICS with the chart of ALGEBRAIC GEOMETRY. Your voyage shall never be in stormy and misty mare incognitum. Having chartered a cruise ship, the “COMMUTATIVE ALGEBRA”, we sail from a celebrated seaport named “MOLECULAR ORBITAL THEORY”.

The molecular orbital theory \[\text{SO12}\] in the electronic structure computation of quantum chemistry is computed by the solution of the secular equation, if one adopts the localized atomic orbital basis \(\{\phi_i\}\) defined on the set of atoms at the positions \(\{R_i\}\) with other optimizable variables \(\{\zeta_i\}\):

\[
H(\{R_i\}, \{\zeta_j\}) \cdot \Psi = E S(\{R_i\}, \{\zeta_j\}) \cdot \Psi,
\]

in which the matrix elements are defined by

\[
H_{ij} = \int dr \phi_i \mathcal{H} \phi_j,
\]
and

\[ S_{ij} = \int dr \phi_i \phi_j. \]

In these expressions, \( \mathcal{H} \) is the Hamiltonian; the vector \( \Psi \) represents the coefficients in LCAO wave-function \( \Psi = \sum \chi_i \phi_i \); \( E \) is the energy spectrum. The Fock matrix \( \mathbf{H} \) and the overlap matrix \( \mathbf{S} \) are, in theory, computed symbolically and represented by the analytic formulas with respect to the atomic coordinates and other parameters included in the Gaussian- or Slater-type localized atomic basis; they are, in practice, given numerically and the equation is solved by means of linear algebra. In contrast to this practice, it is demonstrated by Kikuchi [Kik13] that there is a possibility of symbolic-numeric computation of molecular orbital theory, which can go without linear algebra: the secular equation is given by the analytic form and approximated by the polynomial system, which is processed by the computational algebraic geometry. The symbolic computation reconstructs and decomposes the polynomial equations into a more tractable and simpler form, by which the numerical solution of the polynomial equation is applied for the purpose of obtaining the quantum eigenstates. The key technique is the Gröbner basis theory and triangulation of polynomial set. Let us review the exemplary computation of hydrogen molecule in [Kik13].

Let \( \phi_i, Z_a, R_a \) be the wavefunctions, the atomic charges, and the atomic positions. The total energy functional of Hartree-Fock theory is given by

\[
\Omega = \sum_i \int dr \phi_i(r) \left( -\frac{\Delta^2}{2} + \sum_a \frac{Z_a}{|r - R_a|} \right) \phi_i(r) \\
+ \frac{1}{2} \sum_{i,j} \int dr dr' \frac{\phi_i(r) \phi_j(r') \phi_j(r') \phi_i(r')}{|r - r'|} \\
- \frac{1}{2} \sum_{i,j} \int dr dr' \phi_i(r) \phi_j(r') \phi_j(r') \phi_i(r') \\
+ \sum_{a,b} \frac{Z_a Z_b}{|R_a - R_b|} \\
- \sum_{i,j} \lambda_{i,j} \left( \int dr \phi_i(r) \phi_j(r) - \delta_{i,j} \right).
\]

The secular equation is derived from the stationary condition with respect to the wavefunction

\[
\frac{\delta \Omega}{\delta \phi_i} = 0.
\]

The energy minimum with respect to the atomic coordinate gives the stable structure:

\[
\frac{\delta \Omega}{\delta R_j} = 0.
\]
Let us consider the simple hydrogen, as in Fig. 1.1

\[
\begin{align*}
\text{H} & \quad \text{H}
\end{align*}
\]

Figure 1.1: The image of a hydrogen molecule, composed of two atoms.

Assume that the two hydrogen atoms are placed at \( R_A \) and \( R_B \). By the simplest model, we can choose the trial wave-functions for up- and down-spin at the point \( z \in \mathbb{R}^3 \) as follows:

\[
\begin{align*}
\phi_{\text{up}}(z) &= \frac{1}{\sqrt{\pi}} \left( a \exp(-z_A) + b \exp(-z_B) \right) \\
\phi_{\text{down}}(z) &= \frac{1}{\sqrt{\pi}} \left( c \exp(-z_A) + d \exp(-z_B) \right)
\end{align*}
\]

where

\[
z_{A/B} = |z - R_{A/B}|
\]

and \( a, b, c, d \) are the real variables to be determined. Let \( e_v \) and \( e_w \) to be Lagrange multipliers \( \lambda_{ij} \) for \( \phi_{\text{up}} \) and \( \phi_{\text{down}} \). Since these two wave-functions are orthogonal in nature, due to the difference of spin, we assume that the multipliers are diagonal: \( \lambda_{ij} = 0 \) for \( i \neq j \).

From these expressions, all of the integrals involved in the energy functional are analytically computed. (As for the analytic forms of the integrals, see the supplement of [Kik13].) Then, with respect to inter-atomic distance \( R_{AB} \), Taylor expansion of the energy functional is computed up to degree four, at the center of \( R_{AB} = 7/5 \). The polynomial approximation is given by

\[
\begin{align*}
\Omega = & (3571 - 1580a^2 - 3075ab - 1580b^2 - 1580c^2 + 625a^2c^2 + 1243abc^2 + 620b^2c^2 - 3075cd + 1243a^2cd + 2506abc^2d + 1243b^2cd - 1580d^2 - 86abcd + 12b^2cd^2r^4 - 17ab^2cd^2r^4 - 12d^2r^4 - 4a^2d^2r^4 - 17ab^2d^2r^4 + 13abdevr^4 + 13cdewr^4)/1000
\end{align*}
\]

where the inter-atomic distance \( R_{AB} \) is represented by \( r \) (for the convenience of polynomial processing).
The equations used in the study are quite lengthy, so we only show the part of them. We give the exact ones in the appendix (supplementary material): the energy functional in Appendix A, the secular equations in Appendix B, the Gröbner bases in Appendix C, the triangulation in Appendix D.

In order to reduce the computational cost, the numerical coefficients are represented by the fraction, by the truncation of decimal numbers. We make the change of variables from \(a, b, c, d\) to \(s, t, u, v\) in the following way:

\[
a = t + s, \quad b = t - s, \quad c = u + v, \quad d = u - v
\]

Consequently, the wave-functions are represented by the sum of symmetric and antisymmetric parts:

\[
\phi_{\text{up}}(z) = \frac{t}{\sqrt{\pi}} (\exp(-zA) + \exp(-zB)) + \frac{s}{\sqrt{\pi}} (\exp(-zA) - \exp(-zB))
\]

\[
\phi_{\text{down}}(z) = \frac{u}{\sqrt{\pi}} (\exp(-zA) + \exp(-zB)) + \frac{v}{\sqrt{\pi}} (\exp(-zA) - \exp(-zB))
\]

The stationary conditions \(\frac{\delta \Omega}{\delta a} = 0, \frac{\delta \Omega}{\delta b} = 0, \frac{\delta \Omega}{\delta c} = 0, \frac{\delta \Omega}{\delta d} = 0\), with respect to \(t, s, u, v\), yields those equations:

\[
S[1] \quad 32*s*u*v*r^4 - 336*s*u*v*r^3 + 992*s*u*v*r^2 - 160*s*u*v*r + 126*t*r^4 - 882*t*r^3 + 1748*t*r^2 + 1896*t*r - 12470*t = 0
\]

\[
S[2] \quad 156*s*u^2*r^4 - 1068*s*u^2*r^3 + 2248*s*u^2*r^2 - 80*s*u^2*r + 992*t*u*v*r^2 - 160*t*u*v*r + 40*t*u*v = 0
\]

\[
S[3] \quad 156*s^2*u*r^4 - 1068*s^2*u*r^3 + 2248*s^2*u*r^2 - 80*s^2*u*r + 126*u*r^4 - 882*u*r^3 + 1748*u*r^2 + 1896*u*r - 12470*u = 0
\]

\[
S[4] \quad -52*s^2*v*r^4 + 236*s^2*v*r^3 - 32*s^2*v*r^2 - 104*s^2*v*r - 30*v*r^4 + 330*v*r^3 - 1148*v*r^2 + 760*v*r - 170*v = 0
\]

The stationary conditions \(\frac{\delta \Omega}{\delta ev} = 0, \frac{\delta \Omega}{\delta ew} = 0\), with respect to \(ev, ew\), are the normalization condition for the wave-functions. They yield two equations:

\[
S[5] \quad -13*s^2*r^4 + 139*s^2*r^3 - 458*s^2*r^2 + 60*s^2*r
\]
\[-63t^2r-3986t^2+1000=0\]

\[S[6] \quad 13u^2r^4-139u^2r^3+458u^2r^2-63u^2r+63v^2r-14v^2+1000=0\]

The stable condition for the molecular geometry \( \frac{\partial \Omega}{\partial r} \) yields this:

\[312s^2u^2r^3-1602s^2u^2r^2+2248s^2u^2r+380v^2+740r^3-3903r^2+7288r-5102=0\]

For simplicity, however, we replace the last equation with a simple one (of the fixed inter-atomic distance) as follows:

\[S[7], 5r-7=0.\]

It fixes the inter-atomic distance at 1.4.

By processing polynomials \( S[1], ..., S[7] \), we obtain 18 polynomials in the Gröbner basis \( J[1], ..., J[18] \). We only show the skeletons of them, because the coefficients are too lengthy. The exact form is given in the appendix.

\[J[1]=r-1.4\]

\[J[2]=(...)*ew^6+(...)*ew^5+(...)*ew^4\]

\[+(...)*ew^3+(...)*ew^2+(...)*ew+(...)\]

\[J[3]=(...)*ev+(...)*ew^5+(...)*ew^4+(...)*ew^3\]

\[-(...)*ew^2-(...)*ew+(...)\]

\[J[4]=(...)*v*ew^4+(...)*v*ew^3+(...)*v*ew^2\]

\[-(...)*v*ew-(...)*v\]

\[J[5]=(...)*v^2-(...)*ew^5-(...)*ew^4-(...)*ew^3\]

\[-(...)*ew^2-(...)*ew-(...)\]

\[J[6]=(...)*u*ew^4+(...)*u*ew^3+(...)*u*ew^2\]

\[+(...)*u*ew+(...)*u\]

\[J[7]=(...)*u*v*ew^2+(...)*u*v*ew+(...)*u*v\]

\[J[8]=(...)*u^2+(...)*ew^5+(...)*ew^4+(...)*ew^3\]

\[+(...)*ew^2-(...)*ew-(...)\]

\[J[9]=(...)*t*ew^4+(...)*t*ew^3+(...)*t*ew^2\]

\[+(...)*t*ew+(...)*t\]
\[ \begin{align*}
J[10] &= (\ldots) * t * v * \text{ew}^3 + (\ldots) * t * v * \text{ew}^2 + (\ldots) * t * v * \text{ew} + (\ldots) * t * v \\
J[11] &= (\ldots) * t * u * \text{ew}^3 + (\ldots) * t * u * \text{ew}^2 + (\ldots) * t * u * \text{ew} + (\ldots) * t * u \\
J[12] &= (\ldots) * t^2 - (\ldots) * \text{ew}^5 - (\ldots) * \text{ew}^4 - (\ldots) * \text{ew}^3 \\
&\quad + (\ldots) * \text{ew}^2 + (\ldots) * \text{ew} - (\ldots) \\
J[13] &= (\ldots) * s * \text{ew}^2 + (\ldots) * s * \text{ew} - (\ldots) * s - (\ldots) * t * u * v * \text{ew} - (\ldots) * t * u * v \\
J[14] &= (\ldots) * s * v * \text{ew} - (\ldots) * s * v - t * u * \text{ew}^2 - (\ldots) * t * u * \text{ew} - (\ldots) * t * u \\
J[15] &= (\ldots) * s * u * \text{ew} + (\ldots) * s * u + (\ldots) * t * v * \text{ew}^2 + (\ldots) * t * v * \text{ew} + (\ldots) * t * v \\
J[16] &= (\ldots) * s * u * v + (\ldots) * t * \text{ew}^3 + (\ldots) * t * \text{ew}^2 + (\ldots) * t * \text{ew} + (\ldots) * t \\
J[17] &= (\ldots) * s * t - (\ldots) * u * v * \text{ew} - (\ldots) * u * v \\
J[18] &= (\ldots) * s * e^2 + (\ldots) * \text{ew}^5 + (\ldots) * \text{ew}^4 + (\ldots) * \text{ew}^3 \\
&\quad - (\ldots) * \text{ew}^2 - (\ldots) * \text{ew} - (\ldots)
\end{align*} \]

The triangular decomposition to the Gröbner basis is computed, which contains five decomposed sets of equations \( T[1], \ldots, T[5] \). Here the only the skeleton is presented, while the details are given in the appendix. Observe that one decomposed set includes seven entries; from the first entry to the last, the seven variables are added one by one, with the order of \( r, \text{ew}, \text{ev}, v, u, t, s \), in the arrangement of a triangle. Now we can solve the equation by determining the unknown variables one by one. As a result, the triangular decomposition yields four subsets of the solutions of equations: the possible electronic configurations are exhausted, as is shown in Table 1.1.

\begin{verbatim}
T[1]:
  _[1]=r-1.4
  _[2]=(\ldots)*\text{ew}+(\ldots)
  _[3]=(\ldots)*\text{ev}+(\ldots)
  _[4]=v
  _[5]=(\ldots)*u^2-(\ldots)
  _[6]=t
  _[7]=(\ldots)*s^2-(\ldots)
T[2]:
  _[1]=r-1.4
  _[2]=\text{ew}-(\ldots)
  _[3]=\text{ev}-(\ldots)
  _[4]=v^2-(\ldots)
  _[5]=u
  _[6]=t
  _[7]=(\ldots)*s^2-(\ldots)
T[3]:
  _[1]=r-1.4
  _[2]=\text{ev}-(\ldots)
  _[3]=\text{ew}-(\ldots)
  _[4]=v^2-(\ldots)
  _[5]=u
  _[6]=t
  _[7]=(\ldots)*s^2-(\ldots)
\end{verbatim}
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\[ r = 1.4 \]
\[ \omega^2 + (\ldots) \omega + (\ldots) \]
\[ \eta - \omega \]
\[ v^2 - (\ldots) \omega - (\ldots) \]
\[ u^2 + (\ldots) \omega + (\ldots) \]
\[ t^2 + (\ldots) \omega + (\ldots) \]
\[ s + (\ldots) t u v \omega + (\ldots) t u v \]

\[ T[4] : \]
\[ r = 1.4 \]
\[ \omega + (\ldots) \]
\[ \eta + (\ldots) \]
\[ v \]
\[ u^2 - (\ldots) \]
\[ t^2 - (\ldots) \]
\[ s \]

\[ T[5] : \]
\[ r = 1.4 \]
\[ \omega + (\ldots) \]
\[ \eta + (\ldots) \]
\[ v^2 - (\ldots) \]
\[ u \]
\[ t^2 - (\ldots) \]
\[ s \]
Table 1.1: This table shows the solutions for the secular equation after the triangulation. The electron 1 and 2 lie in the up- and down- spin respectively; and the result exhausts the possible four configurations of the ground and the excited states.

This is one of the featured results in [Kik13]. The author of that work had demonstrated the procedure of the computation in a factual way, but he had not explained the underlying mathematical theory so minutely. Consequently, it is beneficial for us to grasp some prerequisites of commutative algebra and algebraic geometry because these theories are still strange to a greater part of physicists and chemists. In the following sections, we review concepts of commutative algebra and algebraic geometry, which are utilized in this sort of computation. Next, we learn about Gröbner bases. We will find that the “primary ideal decomposition” in commutative algebra surrogate the eigenvalue problem of linear algebra. Then we apply our knowledge to solve simple problems of molecular orbital theory from the standpoint of polynomial algebra. In the end, we take a look at the related topics which shall enrich the molecular orbital theory with a taste of polynomial algebra, such as “polynomial optimization” and “quantifier elimination”. The employment of these methods will show the course of future studies.

2 Basics of commutative algebra and algebraic geometry

Our handy tool is polynomial and our chief concern is how to solve the set of polynomial equations. Such topics are the themes of commutative algebra. If we would like to do with geometrical view, the task lies also in algebraic geometry. From this reason, in this section, we shall review mathematical definitions and examples related to the theory of
polynomials.

N. B.: The readers should keep in mind that the chosen topics are mere “thumbnails”
to the concepts of profound mathematics. As for proofs, the readers should study from
more rigorous sources; for instance, for commutative algebra, the book by Eisenbud [Eis13]
or the Book by Reid [RM93]; for algebraic geometry, the book by Perrin [Per07],
for Gröbner bases, the works by Cox, Little, and O’Shea [CLO06], [CLO13], the book by
Becker and Weispfenning [BW93], or the book by Ene and and Herzog [EH11].

2.1 Polynomial and Ring

A polynomial should be defined in a ring. A ring is composed by the coefficient (in some
field) and the indeterminate variables. Let $K$ be the coefficient field. The polynomial
ring $S = K[x_1, x_2, \ldots, x_n]$ is the $K$-vector space, with the basis elements (monomials) of
the form $x_1^{c_1} x_2^{c_2} \cdots x_n^{c_n} (= X^c)$
with $c_i \in \mathbb{N}$. The polynomial is represented by $f = \sum C_a x^a$ and we use the notation
$\text{supp}(f) = \{ x^a : C_a \neq 0 \}$. We define the degree of a monomial $x^c = x_1^{c_1} x_2^{c_2} \cdots x_n^{c_n}$ by

$$|x^c| = \sum_{i=1}^{n} c_i.$$

The degree of polynomial is given by

$$\text{deg}(f) = \max\{|x^c| : x^c \in \text{supp}(f)\}.$$

A homogeneous polynomial is a polynomial, in which every non-zero monomial has
the same degree.

**Example 2.1.**

- $x^3 + x^2 y + xy^2 + y^3$ is a homogeneous polynomial of degree 3.
- $x^3 + x^2 y + z^2$ is not homogeneous.

**Example 2.2.** (Homogenization) A non-homogeneous polynomial $P(x_1, \ldots, x_n)$ is ho-
menized by means of an additional variable $x_0$.

$$hP(x_0, x_1, \ldots, x_n) = x_0^{\text{deg}(P)} P\left(\frac{x_1}{x_0}, \ldots, \frac{x_n}{x_0}\right)$$

For $P(x, y, z) = x^3 + x^2 y + z^2$,

$$hP(t, x, y, z) = t^3 \left( \left(\frac{x}{t}\right)^3 + \left(\frac{x}{t}\right)^2 \left(\frac{y}{t}\right) + \left(\frac{z}{t}\right)^2 \right) = x^3 + x^2 y + z^2 t.$$
2.2 Ideal

**Definition 2.1.** An ideal \( I \) in the polynomial ring \( S \) is the set of polynomials, which is closed under these operation:

\[
i_1 \in I \text{ and } i_2 \in I \text{ then } i_1 + i_2 \in I
\]

\[
i_1 \in I \text{ and } \alpha \in S \text{ then } \alpha \cdot i \in I.
\]

We usually denote an ideal by the generators, such as \( I = (x, y) \) or \( J = (x^2 + y^2, xy) \).

The sum and the product of the ideals are defined by

\[
I + J = \{ f + g : f \in I \text{ and } g \in J \}
\]

\[
IJ = \{ f \cdot g : f \in I \text{ and } g \in J \}.
\]

The ideal quotient is defined to be the ideal

\[
I : J = \{ f \in S : f \cdot g \in I \text{ for all } g \in J \}.
\]

For two ideals \( I \) and \( m \), the saturation is defined by

\[
I : m^\infty = \bigcup_{i=1}^{\infty} I : m^i.
\]

(Observe that \( I : m^i \subset I : m^j \) for \( i < j \). In many cases, we do not have to consider the union of infinite number of ideal quotients, as the extension by union with \( I : m^i \) shall “saturates” and stop to grow at some finite \( i \), if the ring is Noetherian, as will be discussed later.)

The radical of an ideal \( I \) is defined by

\[
\sqrt{I} = \{ f \in S : f^k \in I \text{ for some integer } k > 0 \}.
\]

2.3 Affine algebraic set (Affine algebraic variety)

**Definition 2.2.** Let \( S \) be the subset of a ring \( k[x_1, \ldots, x_n] \). We denote the common zeros of polynomials \( P(x_1, \ldots, x_n) \) in \( S \) by

\[
V(S) = \{ x \in k^n \mid \forall P(x_1, \ldots, x_n) \in S \text{ such that } P(x) = 0 \}.
\]

We call \( V(S) \) the affine algebraic set (or affine variety ) defined by \( S \).

**Example 2.3.** In \( \mathbb{C}[X, Y] \), \( V(X^2 + Y^2) = \{ X = \pm \sqrt{-1} Y \} \).
Example 2.4. In \(\mathbb{R}[X, Y]\), \(V(X^2 + Y^2) = \{X = Y = 0\}\).

Example 2.5. In \(k[x_1, x_2, \ldots, x_n]\), \(V(\{1\}) = \emptyset\).

Example 2.6. In \(k[x_1, x_2, \ldots, x_n]\), \(V(\{0\}) = k^n\).

Also, these properties of the affine algebraic set are notable.

- If \(A \subset B\), \(V(B) \subset V(A)\).
- A point \(a = (a_1, \ldots, a_n)\) is an affine algebraic set: \(V(a) = (x - a_1, \ldots, x - a_n)\).
- If \(I = (f_1, f_2, \ldots, f_n)\) then
  \[ V(I) = V(f_1) \cap \ldots \cap V(f_n) \]

- The intersection of affine algebraic sets is also an affine algebraic set:
  \[ \bigcap_j V(S_j) = V \left( \bigcup_i S_j \right). \]

Or
  \[ V(I) \cap V(J) = V(I \cup J). \]

- The finite union of affine algebraic sets is also an affine algebraic set:
  \[ V(I) \cup V(J) = V(I) = V(I \cap J). \]

The interpretation of the saturation \(I : J^\infty\) in algebraic geometry is this: the saturation is the closure (in the sense of topology) of the complement of \(V(J)\) in \(V(I)\).

Definition 2.3. Let \(V\) be a subset of \(k^n\) (where \(k\) is an arbitrary field). The ideal of \(V\) is defined as

\[ I(V) = \{ f \in k[x_1, \ldots, x_n] \mid \forall x \in V, f(x) = 0 \}. \]

In other words, \(I(V)\) is the set of polynomial functions which vanish on \(V\).

Example 2.7. \(I(\emptyset) = k[X_1, \ldots, X_n]\).

Example 2.8. For the ideal

\[ I = ((x^2 - y^3)x^2), \]

the saturation is given by

\[ I : (x)^\infty = (x^2 - y^3). \]
V(I) is the composure of the curve $x^2 = y^3$ and the doubled line $x = 0$. The saturation $I : (x)^\infty$ removes the line $x = 0$ from that composure; the point $(x, y) = (0, 0)$ (which lies on $x = 0$), however, is not removed, because the saturation is the closure.

The ideal of an affine algebraic set of a ideal $J$, denoted by $I(V(J))$, is computable.

**Example 2.9.** For $J = (Y^2, Y^2) \subset \mathbb{R}[X, Y]$, $V(J) = \{(0, 0)\}$ and $I(V(J)) = (X, Y)$. Observe that the $I(V(J)) \neq J$. This is the consequence of the famous theorem of Hilbert (Nullstellensatz), which we will learn later.

### 2.4 Residue class ring or quotient ring

We can define “residue class rings”. Let $I \subset R$ be an ideal in a ring $R$, and $f$ is an element in $R$. The set $f + I = \{f + h : h \in I\}$ is “the residue class of $f$ modulo $I$”: $f$ is a representative of the residue class $f + I$. We denote the set of residue classes modulo $I$ by $R/I$. It also has the ring structure through addition and multiplication.

Several resources use the term “quotient ring” or “factor ring” for the same mathematical object.

In general, an ideal depicts geometric objects, which might be discrete points or might be connected and lie in several dimensions. They are represented by the residue class ring:

$$k[x_1, x_2, \ldots, x_n]/I.$$ 

Let us see several examples.

**Example 2.10.**

$$\mathbb{Q}[x]/(x^2 - 2).$$

The elements in the ring $R[x]$ are the polynomial $f(x) = a_0 + a_1 x + \cdots + a_n x^n$. We divide $f(x)$ by $x^2 - 2$, so that

$$f(x) = b_0 + b_1 x + g(x) \cdot (x^2 - 2).$$

The residue $b_0 + b_1 x$ is the representative of $f(x)$ when it is mapped into the residue class ring. We might assume that $\bar{x}$ (the representative of $x$ in the residue class ring) would not be an undetermined variable, but a certain number $\alpha$ (outside of $\mathbb{Q}$) such that $\alpha^2 = 2$.

**Example 2.11.**

$$\mathbb{R}[x, y]/(x^2 + y^2 - 1).$$

We assume that the representatives $\bar{x}$ and $\bar{y}$ of $x$ and $y$ in the residue class ring would not be undetermined variables, but a pair of numbers $\alpha$ and $\beta$ such that $\alpha^2 + \beta^2 = 1$, and that $(\bar{x}, \bar{y})$ depicts a unit circle, as a one-dimensional geometric object in $\mathbb{R}^2$. 
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Example 2.12.
\[ \mathbb{R}[x, y]/(x^2 + y^2 - 1, x - y). \]

The representative \( \bar{x} \) and \( \bar{y} \) of \( x \) and \( y \) are considered to the points \((1/\sqrt{2}, 1/\sqrt{2})\) or \((-1/\sqrt{2}, -1/\sqrt{2})\) (which lie in the intersection of \( x^2 + y^2 = 1 \) and \( x = y \)). This example is a simplest case of zero-dimensional ideal.

2.5 Prime and primary ideal

There are two fundamental types of ideal: prime ideal and primary ideal.

Definition 2.4. An ideal \( I (\subset R) \) is prime, if \( I \neq R \), and, if \( xy \in I \), then \( x \in I \) or \( y \in I \).

Definition 2.5. An ideal \( I \) is primary, if \( I \neq R \), and, if \( xy \in I \), then \( x \in I \) or \( y^n \in I \) for some \( n > 0 \); that is to say, every zero divisor of \( R/I \) is nil-potent.

Example 2.13. \((x) \subset \mathbb{R}[x]\) is a prime ideal.

Example 2.14. \( P=(x^2, xy, y^2) \subset \mathbb{R}[x, y]\) is a primary ideal: \( x \) and \( y \) are zero divisors in \( R/P \); \( x^2 \in P \) and \( y^2 \in p \).

Example 2.15. Every prime ideal \( p \) is primary.

In the affine algebraic set, these two properties are equivalent.

- Ideal \( I \) is a prime ideal.
- \( V(I) \) is irreducible.

2.6 The correspondence between variety and ideal

In order to unify the algebraic and geometric views, let us review the correspondence between varieties and ideals.

There are correspondences:
\[
\{ \text{Ideals of } k[x_1, ..., x_n] \} \overset{V}{\rightarrow} \{ \text{Subsets } X \subset k^n \}. 
\]
and
\[
\{ \text{Subsets } X \subset k^n \} \overset{I}{\rightarrow} \{ \text{Ideals of } k[x_1, ..., x_n] \},
\]
where the ideal \( I(X) \) and the variety \( V(J) \) are defined in the previous sections.

Also there are one-to-one correspondences:
\[
\bigcup \{ \text{Radical ideals of } k[x_1, ..., x_n] \} \leftrightarrow \bigcup \{ \text{Varieties } X \subset k^n \} \\
\bigcup \{ \text{Prime ideals of } k[x_1, ..., x_n] \} \leftrightarrow \{ \text{Irreducible varieties } X \subset k^n \}.
\]
Example 2.16. For the ideal \( I = (x^2) \subset \mathbb{R}[x], \sqrt{J} = (x) \). We have \( V(I) = V(\sqrt{I}) \).

Example 2.17. For the non-prime ideal \( I = (xy) \subset \mathbb{R}[x], V(I) = V(x) \cup V(y) \).

When we compute or analyze \( V(I) \) for an ideal \( I \), it might be convenient for us to work with \( V(\sqrt{I}) \) or its irreducible component \( V(p_i) \) because the defining ideal would be simpler. The principle of “divide and conquer” is equally effective in symbolic computation.

2.7 Noetherian ring

Definition 2.6. A ring is Noetherian when it is finitely generated.

This means that there is no infinite ascending sequence of ideals: if there is an ascending sequence of ideals, such that
\[
I_1 \subseteq \ldots \subseteq I_{k-1} \subseteq I_k \subseteq I_{k+1} \subseteq \ldots
\]
it terminates somewhere in the following sense:
\[
I_n = I_{n+1} = \cdots.
\]

Example 2.18. \( \mathbb{R}[x_1, x_2, \ldots, x_n] \) and \( \mathbb{C}[x_1, x_2, \ldots, x_n] \) are Noetherian rings. If there is a computational process in these rings which would create the ascending sequence of ideals, it must terminate after finite number of steps.

Example 2.19. If \( R \) is a Noetherian ring, then \( R[X] \) is Noetherian (as the consequence of the Hilbert basis theorem\[Eis13\]). By induction, \( R[X_1, \ldots, X_n] \) is also a Noetherian ring.

Example 2.20. The power series ring \( R[[x]] \) is a Noetherian ring.

Example 2.21. If \( R \) is a Noetherian ring and \( I \) is a two-sided ideal (such that for \( a \in R, aI \subset I \) and \( Ia \subset I \)), then the residue class ring \( R/I \) is also Noetherian. In other words, the image of a surjective ring homomorphism of a Noetherian ring is Noetherian.

2.8 Dimension and Krull dimension

Let \( X \) be a topological space. The dimension of \( X \) is the maximum of the lengths of the chains of irreducible closed subsets of \( X \). The chain is the relation of inclusion as this:
\[
X_0 \subset X_1 \subset \ldots \subset X_n
\]
We have seen that for a prime ideal \( P \), the affine algebraic set \( V(P) \) is an irreducible closed subset. Hence we define a kind of dimension related to prime ideals. For a prime ideal \( p \), we can construct the chain of prime ideals with length \( n \) of the form
\[
p_0 \subsetneq p_1 \subsetneq ... \subsetneq p_n = p.
\]
with prime ideals \( p_0, ..., p_n \). The chain is not necessarily unique, and we denote the maximum of the length of chains by \( \text{height}(p) \). The Krull dimension of a ring \( A \) is the maximal length of the possible chains of prime ideals in \( A \). We denote it by \( \text{dim}_K(A) \).

Recall that for two prime ideals such that \( p \subset q \), \( V(p) \supset V(q) \); the inclusion is reversed.

**Example 2.22.** We have \( \text{dim}_k\mathbb{R}[x_1, x_2, ..., x_n] = n \), because the maximal chain of primes ideals is given by \((0) \subset (x_1) \subset (x_1, x_2) \subset ... \subset (x_1, x_2, ..., x_n) \).

One often refers to the Krull dimension of the residue class ring \( R/I \) by “dimension of the ideal \( I \)”. The smallest prime ideal \( p_0 \) ideal is \( I \) itself (when \( I \) is prime) or a minimal \( p_0 \) including \( I \) (as one might study a non-prime ideal \( I \)), and the dimension counting ascends from \( p_0 \) as the start-point.

**Example 2.23.** Consider \( I = (xy) \) in \( R = \mathbb{R}[x, y] \). This ideal is not prime. In order to count the dimension of the ideal \( I \), the chain of primes is given by \((x) \subset (x, y) \) or \((y) \subset (x, y) \), since \((x) \) and \((y) \) are the minimal prime ideals over \((xy) \). Hence \( \text{dim}(R/I) = 1 \).

**Example 2.24.** Let \( f \) be a polynomial in the ring \( S \) of dimension \( n \), (say, \( \mathbb{R}[x_1, x_2, ..., x_n] \)). We assume that \( f \) is not the zero divisor, i.e. there is no element \( g \in S \) such that \( g \cdot f = 0 \) and that it is not invertible, namely, there is no element \( g \in S \) such that \( g \cdot f = 1 \). Then \( R/(f) \) has dimension \( n-1 \). A simple example is \( \mathbb{R}[x, y]/(x - y) \), which is the line defined by the equation \( y = x \).

These examples seem to be trivial but demand us a certain amount of technical proof to show the validity of the statements. (See the argument in [Per07].)

### 2.9 Zero-dimensional ideal

As we have seen, an ideal \( I \) in a ring \( R[x_1, x_2, ..., x_n] \) is defined by the set of polynomials. The points \((x_1, x_2, ..., x_n) \in R \), which are the zero of the generating polynomials, determine the affine algebraic set \( V(I) \). If the affine algebraic set \( V(I) \) is a discrete set, the ideal \( I \) is said to be “zero-dimensional”. If we have to solve the set of polynomials, we have to work with the zero-dimensional ideal, where we shall find the solution as the discrete set of points. It is fairly difficult to find the zero-set for general cases. Hence it is important to foresee whether an ideal is zero-dimensional or not. The criterion for an ideal to be zero-dimensional is given by Gröbner basis theory, which we shall see later.
2.10 Nullstellensatz

Assume that $k$ is an algebraically closed field.

**Theorem 2.1.** Weak Nullstellensatz Let $I \subset k[x_1, \ldots, x_n]$ be an ideal (different from $k[x_1, \ldots, x_n]$ itself), then $V(I)$ is nonempty.

**Theorem 2.2.** Nullstellensatz Let $I \subset k[x_1, \ldots, x_n]$, then $I(V(I)) = \sqrt{I}$.

2.11 Spectrum of ring and Zariski topology

As the set of polynomials define the geometric objects, we can adopt a view of geometry. In this section, we see a bit of it.

We say that a variety is **irreducible** when it is not empty and not the union of two proper sub-varieties, namely,

$$X = X_1 \cup X_2 \text{ for } X_1 \text{ and } X_2 \Rightarrow X = X_1 \text{ or } X = X_2.$$

For a prime ideal $P$ in a ring $S$, $V(P)$ is irreducible.

For a ring $A$, we define the ring spectrum by

$$\text{Spec}(A) = \{ \text{prime ideals of } A \}.$$

For $A = K[x_1, \ldots, x_n]/J$ there is a one-to-one correspondence between $\text{Spec}(A)$ and irreducible sub-varieties of $V(J)$.

$$\text{Spec}(A) \leftrightarrow \{ \text{irreducible sub-varieties } V(J) \}.$$

Every maximal ideal (hence being prime) in $A = K[x_1, \ldots, x_n]/I$ with an algebraically closed field $K$ (such as $\mathbb{C}$) and an ideal $I$ has the form

$$(x - a_1, \ldots, x - a_n)$$

for some point $(a_1, \ldots, a_n) \in V(I)$. (Notice that, in case of $I = (0)$, $V(I) = K^n$.) Hence there is a one-to-one correspondence

$$V(J) \leftrightarrow m-\text{Spec}$$

by means of

$$(x - a_1, \ldots, x - a_n) \leftrightarrow (a_1, \ldots, a_n).$$

The Zariski topology of a variety $X$ is defined by assuming that the sub-varieties $Y \subset X$ are the closed sets, whereby the union and the intersection of a family of variety are also closed sets. For an algebraically closed field $K$, these two statements are valid.
• Any decreasing chain $V_1 \supset V_2 \supset \cdots$ of varieties in $K^n$ eventually terminates.

• Hence any non-empty set in $K^n$ has a minimal element.

A variety which satisfies the descending chain condition for closed subsets is called to be Noetherian. Observe that the chain for the Noetherian varieties is descending, while the chain for the ideals is ascending when we have defined the Noetherian ring.

We define another type of topology in $\text{Spec}(A)$: the Zariski topology of $\text{Spec}(A)$, in which the closed sets are of the form

$$\mathcal{V}(I) = \{ P \in \text{Spec}(A) \mid P \supset I \}.$$ 

Two types of Zariski topology for varieties and $\text{Spec}(A)$ have similar properties. The comparison is given in Chapter 5 of the book of Reid [RM95].

### 2.12 Unique factorization domain

**Definition 2.7.** An integral domain is a non-zero commutative ring in which the product of any two non-zero elements is non-zero.

**Example 2.25.** $\mathbb{R}[x_1, \ldots, x_n]$ and $\mathbb{C}[x_1, \ldots, x_n]$ are integral domains.

**Definition 2.8.** A unique factorization domain (UFD) is an integral domain in which any nonzero element has a unique factorization by the irreducible elements in the ring.

**Example 2.26.** $\mathbb{Z}$ is a UFD.

**Example 2.27.** For a field $F$, $F[x]$ is a UFD.

**Example 2.28.** For a UFD $R$, $R[x]$ is a UFD. By induction, $R[x_1, \ldots, x_n]$ is a UFD.

By the last example, $\mathbb{R}[x_1, \ldots, x_n]$ and $\mathbb{C}[x_1, \ldots, x_m]$ are UFDs. Hence any polynomial in these rings has unique factorization. However there are a lot of example which is not a unique factorization domain.

**Example 2.29.** $R[X, Y, Z, W]/(XY - ZW)$ is not a UFD, since it permits two different factorization for one element: $a = XY = ZW$.

### 2.13 Completion: formal description of Taylor expansion

In the computation of molecular orbital theory through computer algebra, as is presented in the introduction, we approximate the energy function by polynomials. We simply replace the transcendental functions in the energy functional (such as $\exp(Ax)$)
or \( \text{erf}(Bx) \)) with the corresponding formal power series, and we truncate these series at the certain degree. For this purpose, we execute Taylor expansion for the variable at a certain center point in the atomic distance. If we increase the maximum degree in Taylor expansion toward the infinity, the computation would converge to that by the exact analytic energy functional. Such a circumstance could be represented in a formal language of mathematics.

We need several definitions in order to present the formal description of Taylor expansion.

For a ring \( S \), a “filtration” by the powers of a proper ideal \( I \) would be written as follows:

\[
F_0 S := S \supset F_1 S := I \supset F_2 S \supset \cdots \supset F_n S := I^n \supset \cdots.
\]

The sequence is given by the inclusion relation. The filtration determines the Krull topology of \( I \)-adic topology.

An “inverse system” is a set of algebraic objects \((A_j)_{j \in J}\), which is directed by the index \( J \) with an order \( \leq \). In the inverse system, we have a family of map (homomorphism),

\[
f_{ij} : A^j \to A^i \text{ for all } i \leq j
\]

between two objects, from the larger index \( j \) to the smaller \( i \). The map satisfies

\[
f_{ii} = 1
\]

and

\[
f_{ik} = f_{ij} \circ f_{jk} \text{ for all } i \leq j \leq k.
\]

Let \( S = \mathbb{R}[x_1, x_2, \ldots, x_n] \) and \( I = (x_1, x_2, \ldots, x_n) \). The \( F^i S := I^i \) is the ideal in \( R \), generated by the monomials of degree \( i \) in \( S \). We also assume that the inclusion is given in the sense of ideal so that ideals generated by monomials of lower degrees should contain those generated by monomials of higher degrees. We set \( A_i = S/F^i S \) by the quotient rings. Hence the entries in \( A_i = S/F^i S \) are the finite polynomials, in which the monomials in \( F^i S \) are nullified, and \( A_i \) are represented by the set of polynomials up to degree \( i - 1 \). The operation of the map from \( S/F^j S \) to \( S/F^i S \) is to drop the monomials of higher degrees and to shorten polynomials. In case of the polynomial approximation by means of Taylor expansion, the map is the projection from finer to coarser approximations.

The inverse system can be glued together as a mathematical construction, which is called the “inverse limit” (or “projective limit”). The inverse limit is denoted and defined as

\[
A = \lim_{\leftarrow} A_i = \left\{ (a_j)_{j \in J} \in \prod_{j \in J} A_i \mid a_i = f_{ij}(a_j) \text{ for all } i \leq j \right\}.
\]

The inverse limit \( A \) has the natural projection \( \pi : A \to A_i \) (by which we can extract \( A_i \)).
The inverse limit is a “completion” of the ring $S = \mathbb{R}[x_1, x_2, \ldots, x_n]$ with respect to $I = (x_1, x_2, \ldots, x_n)$, when the inverse limit is taken for the quotient rings in the following way:

$$\hat{S}_I = \lim_{\leftarrow} (S/I^nS).$$

$\hat{S}_I$ is the ring of formal power series $\mathbb{R}[[x_1, x_2, \ldots, x_n]]$, and we can arbitrarily approximate the formal power series by some finite polynomials through the natural projection.

**Example 2.30.** Consider $\exp(x)$. Let $S = \mathbb{R}[x]$ and $I = (x)$. $FS^j$ is the set of polynomials of the form $x^j f(x)$. The Taylor expansion $\exp(x)$ up to degree $j - 1$, $1 + x + (1/2)x^2 + \cdots + (1/(j - 1)!)x^{j-1}$, lies in $F/FS^j$. In the inverse limit of $A_i$, namely, $\mathbb{R}[[x]]$, the formal power series of $\exp(x), 1 + x + (1/2)x^2 + \cdots + (1/n!)x^n + \cdots$ is defined.

We can assume the formal power series in $R[[x_1, x_2, \ldots, x_n]]$ would represent the inverse limit of “glued” Taylor expansions. In the algebraic formulation of molecular orbital theory, by means of inverse limit, we can bundle the different level of polynomial approximation with respect to the maximum polynomial degrees. Hence the natural map $\pi$ means the model selection.

Such a mathematical formality might appear only to complicate the matter in practice, but it is important to introduce a neat “topology” in theory. The topology is constructed as follows: an object (i.e. a polynomial) $s$ in a ring $S$ has the nested (or concentrated) neighborhoods in $S$; the open basis of the neighborhoods is generated by the powers of a proper ideal $I \subset S$ and represented as $x + I^nS$ for $x \in S$.

We say “open basis” in the sense of topology. If the reader is unfamiliar with topology, simply image that polynomials around a polynomial $x$ are sieved into different classes, which are represented by the above form. The powers of the ideal $I$ serve as the indicator of the distance between polynomials. In the terminology of topology, the completion makes a “complete” topological space. If we consider the inverse system for Taylor expansions at a point $X$, the formal neighborhoods of $X$ should be small enough so that Taylor series should be convergent.

**Example 2.31.** Consider the map from $\mathbb{R}[x]/x^n + j\mathbb{R}[x]$ to $\mathbb{R}[x]/x^j\mathbb{R}[x]$ and the corresponding inverse system. Now $S = \mathbb{R}[x]$ and $F^iS = (x^i)\mathbb{R}[x]$. A polynomial $f$ in $\mathbb{R}[x]$ has the open basis of neighborhoods, which is given by the set of the form

$$f + x^n\mathbb{R}[x].$$

The extension to the multivariate case in $\mathbb{R}[x_1, x_2, \ldots, x_n]$ is straightforward.

We interpret the neighborhoods of 0 in the slightly different view. Any polynomial has the image in each of $\mathbb{R}[x]/x^j\mathbb{R}[x]$. Hence there are the different classes of polynomials
around 0, which are represented by nil-potent \( \varepsilon \) as follows,

\[
\{ 0 + a \varepsilon \text{ such that } \varepsilon^2 = 0 \},
\]

\[
\{ 0 + a_1 \varepsilon + a_2 \varepsilon^2 \text{ such that } \varepsilon^3 = 0 \},
\]

likewise,

\[
\{ 0 + \sum_{i=1}^{n} a_i \varepsilon^i \text{ such that } \varepsilon^{n+1} = 1 \},
\]

and so on. In other words, the choice of the neighborhoods of 0 is to choose the tolerable threshold, above which the monomials are admittedly zero.

### 2.14 Localization

Let \( R = \mathbb{R}[x_1, ..., x_n] \) be a ring of polynomial functions. We can consider the rational function (or the fraction)

\[
\frac{f(X)}{g(X)}
\]

for \( f, g \in R \). This sort of fraction is determined locally on a subset \( X \) in \( \mathbb{R}^n \), such that \( g(X) \neq 0 \). For a fixed point \( a = (a_1, ..., a_n) \in X \), we define the subset \( S \) of \( R \) such that

\[
S = \{ p(a) \in R[x_1, ..., x_n] \mid p(a) \neq 0 \}
\]

Then, for the pair in \( R \times S \), denoted \((a, s)\), the fraction \( a/s \) can be well-defined, although it is a “local function”. The set of fractions must be closed under multiplication and addition. Moreover the equivalence relation between two pairs in \( R \times S \) is given by

\[
(a, s) \sim (a', s') \iff as' - a's = 0.
\]

In commutative algebra, “localization” is defined in a more general way.

**Definition 2.9.** Let \( R \) be a ring.

(i) A subset \( S \subset R \) is “multiplicatively closed” if 1 \( \in S \) and \( ab \in S \) for all \( a, b \in S \).

(ii) For \( R \) and its multiplicatively closed subset \( S \), the equivalence relation between two elements in \( R \times S \) is given by

\[
(a, s) \sim (a', s') \iff \text{there is an element } u \in S \text{ such that } u(as' - a's) = 0.
\]
Then the set of equivalence classes
\[ S^{-1}R := \left\{ \frac{a}{s} \middle| a \in R, s \in S \right\} \]
is the localization of \( R \) at the multiplicatively closed subset \( S \). It is a ring with addition and multiplication,
\[
\frac{a}{s} + \frac{a'}{s'} = \frac{as' + a's}{ss'}
\]
and
\[
\frac{a}{s} \cdot \frac{a'}{s'} = \frac{aa'}{ss'}.
\]

**Example 2.32.** Let \( P \) be a prime ideal in a ring \( R \). As the set \( S = R \setminus P \) is multiplicatively closed, we localize \( R \) by \( S \). It is usually denoted by \( R_P \) and called the localization of \( R \) at the prime ideal \( P \). This localization has the exactly one maximum ideal \( PR_P \). In particular, for \( R = \mathbb{R}[x_1, \ldots, x_n] \) and \( P = \{ f \in R \mid f(a) = 0 \text{ for a point } a \in \mathbb{R}^n \} \), \( R_P \) is the set of rational functions well defined around \( a \).

**Example 2.33.** Let \( R \) be a commutative ring and let \( f \) be a non-nilpotent element in \( R \). A multiplicatively closed subset \( S \) is given by \( \{ f^n \mid n = 0, 1, \ldots \} \). The localization \( S^{-1}R = R[t]/(ft - 1)(= R[f^{-1}]) \).

**Example 2.34.** Let \( X = V(xy) \) (an affine algebraic set defined by the ideal \( (xy) \)). Consider the ring \( A(X) = \mathbb{R}[x,y]/(xy) \). For a point \( a = (1,0) \) in \( x \)-axis, the function \( y \) is equal to zero. So \( y/1 \) and \( 0/1 \) should be equivalent as the elements in \( S^{-1}R \) with \( S = \{ f \in R \mid f(a) \neq 0 \} \). Indeed \( x \in S \) and \( x(y \cdot 1 - 0 \cdot 1) = xy = 0 \) in \( A(X) \), although \( (y \cdot 1 - 0 \cdot 1) = y \neq 0 \) in \( \mathbb{R}[x,y] \). Hence the equivalence between \( y/1 \) and \( 0/1 \) is proved. (This argument is not valid for \( a = (0,0) \), because \( x = 0 \) at that point and it is not in \( S \).)

**Example 2.35.** Consider the secular equation
\[
\begin{pmatrix}
0 & -1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} = e
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]
The roots are given by \((x,y,e) = (t, t, -1), (t, -t, 1), (0, 0, 0)\), and they lie in the affine algebraic set \( V(I) \) by the ideal \( I = (x + ey, y + ex) \) in \( R = \mathbb{R}[x,y] \). Let \( P = (x, y, e + 1) \) and \( S = R \setminus P \). Since \( I \) is represented by another basis set (by a Gröbner basis with lexicographic order \( x > y > e \)) as
\[
I = (y(e^2 - 1), x + ey),
\]
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it follows that
\[ I \cdot S^{-1}R = (y(e + 1), x + ey), \]
because \( e - 1 \) is not in \( P \) and it is an invertible element in \( S^{-1}R \). The ideal \( I \cdot S^{-1}R \) describes “how the affine algebraic set \( V(I) \) looks like” locally around the point \((x, y, e) = (0, 0, -1)\). Indeed, the eigenvalue \( e \) is the root of the determinant \( e^2 - 1 = 0 \) and the parabola \( f = e^2 - 1 \) looks like \( g = 2(e + 1) \) locally around \( e = -1 \).

2.15 Integrality

Consider the extension of quotient ring
\[ R = K[x_2, \ldots, x_n]/I_1 \subset S = K[x_1, \ldots, x_n]/I. \]
We say \( \bar{x}_1 = x_1 + I \in S \) is integral over \( R \) when it satisfies the following condition:

**Definition 2.10.** Let \( R \subset S \) be a ring extension. An element \( s \in S \) is integral over \( R \) if it satisfies a monic polynomial equation
\[ s^d + a_1s^{d-1} + \cdots + a_d = 0 \]
with \( a_i \in R \) for all \( i = 1, \ldots, d \).

If every element in \( S \) is integral over \( R \), then \( S \) is integral over \( R \). We say that \( S \) is the integral extension of \( R \).

Then these statements hold:
- If \( s_1, \ldots, s_m \in S \) are integral over \( R \), \( R[s_1, \ldots, s_m] \) is integral over \( R \).
- The succession of integral extensions makes the integral extension. If \( S \) is integral over \( R \) and \( T \) is integral over \( S \), then \( T \) is integral over \( S \).

**Example 2.36.** \( \mathbb{R}[y] \to \mathbb{R}[x, y]/(xy - 1) \) is not an integral extension. From the geometrical viewpoint, the correspondence by this map (by inverting the direction) gives us the projection of the hyperbola \( xy = 1 \) to \( y \)-axis. There is no point in \( xy = 1 \) which is projected to the point \( y = 0 \) in \( y \)-axis, while any other points in \( y \)-axis have a preimage in \( xy = 1 \).

**Example 2.37.** Apply the change of coordinates to the above example: \( x \to t \) and \( y \to t + s \). Then we obtain \( \mathbb{R}[s] \to \mathbb{R}[t, s]/(t^2 + ts - 1) \), which is an integral extension. From the geometrical viewpoint, the correspondence between two rings gives us the projection to the hyperbola \( t(t + s) = 1 \) to \( t \)-axis. One always finds two points in
t(t + s) = 1, namely, \(((1/2)(s \pm \sqrt{s^2 + 4}), s)\), which are projected to an arbitrary point s in s-axis. The change of coordinates with polynomial maps of this sort (which might be non-linear) enables us to obtain an integral extension of a ring, even if the domain of the map is not an integral extension (Noether-normalization) [Eis13].

**Example 2.38.** Consider the ideal \(I = (x + ey, y + cx) \subset \mathbb{R}[x, y, e]\). \(I\) represents a simple secular equation

\[
\begin{pmatrix}
0 & -1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} = e
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]

\(\mathbb{R}[x, y] \to \mathbb{R}[e, x, y]/I\) is not an integral extension. In fact, \(I\) can be represented by another basis \((-y + ye^2, x + ye)\), but there is no monic equation for \(e\). One cannot find the point in \(V(I)\) which is projected to the non-zero vector \((x, y)\) unless \(e\) takes certain particular values (the eigenvalues). This example is an application of integrality check by means of Gröbner basis. (This useful idea will be expounded later.)

### 2.16 Normalization

Let us consider a curve \(y^2 = x^3 + x^2\) in \(\mathbb{R}[x, y]\), as in Fig. 2.1. The curve has a singularity at \((0, 0)\) where two branches intersect. Let \(t = y/x\). Then \(y = tx, y^2 = x^3 + x^2,\) and \(t^2 = (x + 1)\). These equations make an ideal \(I = (y - tx, y^2 - x^3 - x^2, t^2 - x - 1)\) in \(\mathbb{R}[x, y, t]\). The affine algebraic variety \(V(I)\) has no singularity and it maps to the curve \(y^2 = x^3 + x^2\) by the projection to \(\mathbb{R}[x, y]\).

![Figure 2.1: The curve \(y^2 = x^3 + x^2\) with the singularity at \((0, 0)\)](image)

This is an example of the resolution of singularity. This sort of procedure lies in a broader concept of “normalization”. If \(S\) is an integral domain, its normalization \(\tilde{S}\) is the integral closure of \(S\) in the quotient field (the field of fractions) of \(S\).
Definition 2.11. (Normal) Let $S$ be an integral domain with the field of fractions $K$. Let $f$ be any monic polynomial in $S[x]$. If every root $a/b \in K$ of $f$ also lies in $S$, then $S$ is normal.

Example 2.39. One can prove that every UFD is normal.

Definition 2.12. (Normalization) Let $R$ be a commutative ring with identity. The normalization of $R$ is the set of elements in the field of fractions of $R$ which satisfy any monic polynomial with coefficients in $R$.

Example 2.40. Observe that, in the above example, $t$ is in the quotient field of $S = \mathbb{R}[x,y]/(y^2 - x^3 - x^2)$, and observe that the equation $t^2 - x - 1$ is a monic polynomial which guarantees that $t$ is integral over $S$. In fact, in order to prove that this resolution of singularity is literally the normalization, it is necessary for us to do the argument in detail. So we omit it now.

Example 2.41. Consider $I = (x^2 - y^3)$ and $V(I)$. By setting $x = t^3$ and $y = t^2$, the coordinate ring $\mathbb{C}[x,y]/I \simeq \mathbb{C}[t^3,t^2]$. Let us denote $\mathbb{C}[t^3,t^2]$ by $\mathbb{C}(V)$. Then $t$ is a root of polynomial $s^2 - t^2$ in $\mathbb{C}(V)[s]$, and $t \notin \mathbb{C}(V)$. Hence $\mathbb{C}(V)$ is not normal.

Example 2.42. In the above example of the resolution of singularity, $t$ is contained in the normalization of $\mathbb{C}(V)$. As $t$ is the root of $s^2 - t^2 \in \mathbb{C}(V)[s]$, every element of $\mathbb{C}[t]$ is also a root of some monic polynomial in $\mathbb{C}(V)[s]$. (To prove the validity of this statement, we need some arguments by commutative algebra.) Hence $\mathbb{C}(V)$ is the normalization of $\mathbb{C}(V)$. Besides, $\mathbb{C}[t]$ is a UFD, hence normal. Therefore $\mathbb{C}[t]$ is the normalization of $\mathbb{C}(V)$.

In fact, the procedure to find a normalization of $S = K[x_1, ..., x_n]/I$ is to find another ring $\bar{S} = K[y_1, ..., y_m]/I'$ with the normalization map $S \to \bar{S}$. The algorithm by Decker et al. enables us to compute such normalization. If $I \subset R = K[x_1, x_2, ..., x_n]/I$ is a radical ideal, the normalization by the algorithm shall give the ideal decomposition of $I$. The computation returns $s$ polynomial rings $R_1, ..., R_s$ and $s$ prime ideals $I_1 \subset R_1, ..., I_s \subset R_S$ and $s$ maps $\{\pi_i : R \to R_i, i = 1, ..., s\}$ such that the induced map

$$\pi : K[x_1, ..., x_n]/I \to R_1/I_1 \times \cdots \times R_s/I_s,$$

whereby the target of $\pi$ (the product of quotient rings) is the normalization.

As we shall see in section 4, the primary ideal decomposition is a substitution for the solution of eigenvalue problem. It is not so surprising that we meet again the decomposition of an ideal in the desingularization of the algebraic variety. The secular equation is given as

$$\{a_{i1}x_1 + a_{i2}x_2 + \cdots + a_{in}x_n = \epsilon x_i, i = 1, ..., n\}$$
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or
\[ \{ 0 = f_i(x_1, x_2, \ldots, x_n) := a_{i1}x_1 + a_{i2}x_2 + \cdots + a_{in}x_n - \epsilon x_i, i = 1, \ldots, n \}. \]

Then we have to find \( \epsilon \) which shall give the non-zero solution of the matrix equation

\[
\begin{pmatrix}
  a_{11} - \epsilon & a_{12} & \cdots & a_{1n} \\
  a_{21} & a_{22} - \epsilon & \cdots & a_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{n1} & a_{n2} & \cdots & a_{nn} - \epsilon
\end{pmatrix}
\begin{pmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{pmatrix}
= \begin{pmatrix}
  0 \\
  0 \\
  \vdots \\
  0
\end{pmatrix}
\]

Observe that the matrix in the left-hand side is the Jacobian matrix

\[ J_{ij} = \frac{\partial f_i}{\partial x_j}. \]

The singular locus of the algebraic affine set defined by \( \{ f_i \} \) is determined by the rank condition of the Jacobian matrix, namely by the condition that the Jacobian matrix is not of full rank. The desingularization is the normalization, and the latter would result in the decomposition of an ideal, by the algorithm of Decker.

It is not so difficult to trace the algorithm of normalization given in [DdJGP99, DL06].

We need some definitions. Let \( A = K[x_1, \ldots, x_n]/I \). For \( I = (f_1, \ldots, f_m) \) the Jacobian ideal \( \text{Jac}(I) \) is defined by the \( c \times c \) minors of the matrix

\[
\left( \begin{array}{ccc}
  \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
  \vdots & \ddots & \vdots \\
  \frac{\partial f_m}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_n}
\end{array} \right)
\]

where \( c = n - \dim(X) \) with \( X = V(I) \). Then the singular locus of \( A \) is given by \( \text{sloc}(A) = V(\text{Jac}(I) + I) \).

Then we execute the computation by following these steps.

1. Compute the singular locus \( I \). Let \( J \) be a radical ideal such that \( V(J) \) contains this singular locus.

2. Choose a non-zero divisor \( g \in J \) and compute \( gJ : J \). For a homomorphism from \( J \) to \( J \), denoted by \( \text{Hom}(J, J) \), and for a non-zero divisor \( x \) in \( J \), \( x\text{Hom}(J, J) = xJ : J \).

3. Let \( g_0 := g, g_1, \ldots, g_s \) be the generators of \( gJ : J \). There are quadratic relations of the form

\[ \frac{g_1 g_j}{g} g = \sum_{k=0}^{s} \zeta_k^{ij} g_k, \quad \text{with} \quad \zeta_k^{ij} \in A. \]
Also there are linear relations between \( g, g_1, \ldots, g_s \) (the syzygy) of the form
\[
\sum_{k=0}^{s} \eta_k \frac{g_k}{g} = 0
\]

Then a surjective map is given by
\[
A[T_1, \ldots, T_s] \twoheadrightarrow \text{Hom}(J, J), \quad T_i \mapsto \frac{g_i}{g}.
\]

The kernel of this map is an ideal \( I_1 \) generated by the quadratic and linear relations of the form
\[
T_i T_j - \sum_{k=0}^{s} \zeta_{ij}^k T_k, \quad \sum_{k=0}^{s} \eta_k T_k,
\]
and it yields the extension of \( A \) by
\[
A_1 = A[T_1, \ldots, T_s]/I_1.
\]

This ring \( A_1 \) may be normal. If not, we make the extension of \( A_1 \) again. After finite steps of the successive extensions, we arrive at the normalization.

4 The criterion of normality: \( A \) is normal if and only if \( A = \text{Hom}_A(J, J) \). If this criterion is satisfied, we do not have to add extra \( T_i \). Then the algorithm stops.

**Example 2.43.** Consider \( I = (x + ey, y + ex) \) in \( \mathbb{Q}[x, y, e] \). Let \( A = \mathbb{Q}[x, y, e]/I \). The Jacobian matrix of \( I \) is
\[
\begin{pmatrix}
1 & e & y \\
e & 1 & x
\end{pmatrix}.
\]

Then \( \text{Jac}(I) = (1 - e^2, x - ey, x e - y) \), or more simply \( (1 - e^2, x, y) \), and \( \text{sloc}(A) = \text{V}(\text{Jac}(I) + I) = \text{V}(1 - e^2, x, y) \). (Recall that the Gröbner basis of \( I \) is \( \{x(e^2 - 1), y + xe\} \).

Hence we set \( J = (1 - e^2, x, y) \) as a radical ideal containing the singular locus. Chose \( x \) as the non-zero divisor in \( J \). Then \( xJ = (x^2, xy) \), since \( x(1 - e^2) \) vanishes as an element in \( A \). Hence \( xJ : J = (x, y) \). Let \( T = y/x \). Then there are two linear relations
\[
e + T = 0, \quad eT + 1 = 0,
\]
and a quadratic relation
\[
T^2 = \frac{y^2}{x^2} = e^2.
\]
We have the extended ring

\[
A' = A[T]/(e + T, eT + 1, T^2 - e^2)
\]

\[
= \mathbb{Q}[x, y, e, T]/(x + ey, y + ex, y - Tx, e + T, eT + 1, T^2 - e^2)
\]

with the ideal \( I' = (x + ey, y + ex, y - Tx, e + T, eT + 1, T^2 - e^2) \). This ring \( A' \) is normal. Indeed, after some algebra (in fact, by means of computer algebra), we can check that the singular locus of \( V(A') \) is an empty set. (We check the emptiness by the computation of Gröbner basis, which should be generated by (1).) From this reason, for a radical ideal \( J \) which contains the singular locus, we have \( J = A' \) (the ring itself). Hence \( \text{Hom}_{A'}(J, J) = A' \) and the criterion for the normality is satisfied.

As \( T \) is integral over \( A \) and actually \( T = \pm e \) in \( A \), the ideal \( I' \) is represented in two ways by the substitution for \( T \):

\[
I_a = (x + ey, y + ex, y - ex, e, e^2 + 1) = (1)
\]

\[
I_b = (x + ey, y + ex, 1 - e^2) = (x + ey, 1 - e^2)
\]

These two ideal lie in \( \mathbb{Q}[x, y, e] \). As \( I_a \) is trivial, we adopt \( I_b \) for the purpose of normalization. In addition, when we introduce the variable \( T \), we implicitly assume that \( x \neq 0 \). When \( x = 0 \), the ideal \( I \) is given by

\[
I_0 = I \cap (x) = (x, y).
\]

Then the normalization of \( A \) is given by two rings:

\[
\mathbb{Q}[x, y, e]/I_0 = \mathbb{Q}[x, y, e]/(x, y)
\]

and

\[
\mathbb{Q}[x, y, e]/I_b = \mathbb{Q}[x, y, e]/(x + ey, 1 - e^2).
\]

Compare this result to the example of primary ideal decomposition with the same ideal \( I \) which we will compute in section 4. We observe that the normalization has done the decomposition of the ideal imperfectly.
2.17 Hensel’s lemma

Consider the problem to solve the equation

\[ f(x) = x^2 - 7 = 0. \]

Let us substitute \( a_0 = 1 \) in \( f(x) \):

\[ f(1) = -6 \equiv 0 \pmod{3}. \]

Let \( a_1 = 1 + 3s \). Then

\[ f(a_1) \equiv -6 + 6s \pmod{3^2}. \]

Hence, if \( s = 1 \), then

\[ f(a_1) \equiv -6 + 6 \cdot 1 = 0 \pmod{3^2}. \]

Let \( a_2 = 1 + 3 \cdot 1 + 3^2s \). Then

\[ f(a_2) \equiv 9 + 72s \pmod{3^3}. \]

Hence, if \( s = 1 \), then

\[ f(a_2) \equiv 9 + 71 \cdot 1 \equiv 0 \pmod{3^3}. \]

Likewise, by setting \( a_n = a_{n-1} + 3^n s \), we can determine \( s \) such that \( f(a_n) \equiv 0 \pmod{3^{n+1}} \).

It means that we obtain the 3-adic solution of the equation

\[ X = a_0 + 3 \cdot a_1 + 3^2 \cdot a_1 + \cdots. \]

Let us consider the polynomial \( f(X) \) in \( \mathbb{Z}_p[x] \). We have

\[ f(X + p^n Y_n) = f(X) + p^n Y_n f'(X) \pmod{p^{n+1}} \]

Hence if \( p^n f'(X) \not\equiv 0 \pmod{p^{n+1}} \) or, equivalently, if \( f'(X) \not\equiv 0 \pmod{p} \), we obtain \( Y \) such that \( f(X + p^n Y) \equiv 0 \pmod{p^{n+1}} \) by the fraction.

\[ Y_n = -\frac{f(X)}{f'(X)} \]

Observe the similarity with Newton method in numerical analysis. In other words, the p-adic solution of \( f(x) = 0 \) as \( \sum_{i=0}^{\infty} p^i Y_n \). This is Hensel’s lemma, stated as follows.

**Theorem 2.3.** (Hensel’s lemma) If \( f(x) \in \mathbb{Z}_p[x] \) and \( a \in \mathbb{Z}_p \) satisfies

\[ f(a) \equiv 0 \pmod{p} \]

\[ f(a) \]
and 

\[ f'(a) \not\equiv 0 \mod p \]

then there is a unique \( \alpha \in \mathbb{Z}_p \) such that \( f(\alpha) = 0 \) and \( \alpha \equiv a \mod p \).

In the lemma, there is a condition \( f'(a) \not\equiv 0 \mod p \), while, from the above example, it seems that we should use \( f'(a_n) \not\equiv 0 \mod p \) for changeable \( a_n \). In fact, by the construction, \( a_n \equiv a_0 = a \mod p \), it follows that \( f'(a_n) \equiv f'(a) \). Hence we assume that condition only for the starting point \( a \).

In commutative ring there is a related idea, called “Linear Hensel Lifting”, by the following theorem.

**Theorem 2.4.** Let \( R \) be a commutative ring. Let \( f, g_0, h_0 \) be univariate polynomials in \( R[x] \) and let \( m \) be a ideal in \( R \). If \( f \) decomposes into the product of \( g_0 \) and \( h_0 \) in \( R/m \), that is to say,

\[ f \equiv g_0 h_0 \mod m, \]

and if there exist polynomials \( s \) and \( t \) in \( R[x] \) such that

\[ s \cdot g_0 + t \cdot h_0 \equiv 1 \mod m, \]

then, for every integer \( l \) we have polynomials \( g^{(l)} \) and \( h^{(l)} \) such that

\[ f \equiv g^{(l)} h^{(l)} \mod m^l, \]

and

\[ g_0 \equiv g^{(l)}, h_0 \equiv h^{(l)} \mod m. \]

The computation of \( g^{(l)} \) and \( h^{(l)} \) is done in a constructive way.

Let \( g^{(1)} = g_0 \) and \( h^{(1)} = h_0 \). And let

\[ g^{(l+1)} = g^{(l)} + m^l q_g \]

and

\[ h^{(l+1)} = h^{(l)} + m^l q_h \]

We solve the equation

\[ g_0 q_g + h_0 q_h \equiv \frac{f - g^{(l)} h^{(l)}}{m^l} \mod m. \]

so that we obtain \( q_g \) and \( q_h \) such that \( \deg(q_g) < \deg(g_1) \) and \( \deg(q_h) < \deg(h_1) \).
Example 2.44. \( f(x) = x^2 - (1 + t) \), and \( R = \mathbb{C}[[t]] \). For \( m = (t) \subset R \), we begin from
\[
\begin{align*}
g_0 &= x + 1 \\
h_0 &= x - 1
\end{align*}
\]
and we obtain \( g^{(l)}, h^{(l)} \) in an iterative way. As usual, we simply write the roots of \( f(x) = 0 \) by \( \pm \sqrt{1 + t} \). Hensel’s lemma implies the existence of a power series in \( \mathbb{C}[[t]] \).

2.18 Real algebraic geometry

The computation of hydrogen molecule, presented in the introduction, is done in the real number, and in the algebraic set defined by the polynomials:
\[
A = \{ p_i(x_1, x_2, \ldots, x_n) = 0 \mid i = 1, \ldots, r \}.
\]
On the other hand, we can add extra constraint of the form
\[
B = \{ q_i(x_1, x_2, \ldots, x_n) \geq 0 \mid i = 1, \ldots, s \}.
\]
Hence it is important to study the existence of solutions of (A) with (B).

We review several results from real algebraic geometry from now on. (As for rigorous theory, see the book by Bochnak, Coste, and Roy \cite{BCR13} or the book by Lasserre \cite{Las15}.)

These two statements are equivalent for an affine algebraic variety:
\[
\begin{align*}
&\text{(i) the ideal } I(X) \text{ has real generators } f_1, \ldots, f_k \in \mathbb{R}[x_1, \ldots, x_n]. \\
&\text{(ii) } X = \overline{X}, \text{ (by complex conjugation)}
\end{align*}
\]
Then we define real affine algebraic variety and real ideal.

Definition 2.13. The set of real points \( V_{\mathbb{R}}(f_1, \ldots, f_k) \) with \( f_i \in \mathbb{R}[x_1, \ldots, x_n] \) is called a real affine algebraic variety.

Definition 2.14. An ideal \( I \) is called as a real ideal, if it is generated by real generators and satisfies the following property:
\[
a_i \in \mathbb{R}[x_1, \ldots, x_n] \text{ and } a_1^2 + \ldots + a_p^2 \in I \implies a_i \in I.
\]

For any real algebraic variety, \( I(X) \) is a real ideal. To see the difference between real and non-real ideals, consider \((x), (x^2), \text{ and } (1 + x^2)\). The last two ideals are not real ideals.
Definition 2.15. Let $p_1, ..., p_r \in \mathbb{R}[x_1, x_2, ..., x_n]$ polynomials. The set

$$W(p_1, ..., p_r) = \{ a \in \mathbb{R}^n \mid p_1(a) \geq 0, ..., p_r(a) \geq 0 \}$$

is called as a basic closed semi-algebraic set. A general semi-algebraic set is the boolean combination of them.

Theorem 2.5. (Real Nullstellensatz) Let us define the real radical as follows:

$$\sqrt{I} = \left\{ p \in \mathbb{R}[x] \mid p^{2m} + \sum q_j^2 \in I \text{ for some } q_j \in \mathbb{R}[x], m \in \mathbb{N} \setminus 0 \right\}$$

Then it holds that $\sqrt{I} = I(V_\mathbb{R}(I))$, where $V_\mathbb{R}(I)$ is the real affine algebraic set of $I$. If $J$ is a real ideal, $\sqrt{J} = I(V_\mathbb{R}(J))$; that is to say, for a real ideal $J$, the radical ideal $\sqrt{J}$ (by the standard definition of commutative algebra) is equal to the ideal of $V_\mathbb{R}(J)$ (the affine algebraic set of $J$ in $\mathbb{R}$).

Example 2.45. For $I = (x^2 + y^2)$, $I(V_\mathbb{R}(I)) = (x, y)$.

Definition 2.16.

$$\sum \mathbb{R}[x]^2 = \left\{ p \in \mathbb{R}[x] \mid p = \sum_{i=1}^r q_i(x)^2 \text{ for some } r \in \mathbb{N} \right\},$$

$$\Sigma^2(g_1, ..., g_n) = \left\{ \sum_{e \in \{0,1\}^r} \sigma_e g_1^{e_1} \cdots g_n^{e_n} \mid \sigma_e \in \sum \mathbb{R}[x]^2 \right\}.$$

$$M(f_1, ..., f_m) = \left\{ f_1^{e_1} f_2^{e_2} \cdots f_m^{e_m} \mid e_1, ..., e_m \in \mathbb{N} \right\}.$$

From these definitions, $\mathbb{R}[x]^2$ are the sums of squares of polynomials; $\Sigma^2(g_1, ..., g_n)$ is the “quadratic module”, which is the set of polynomials generated by $\mathbb{R}[x]^2$ and $g_1, ..., g_n$; $M$ is the multiplicative monoid generated by $f_1, ..., f_m$.

Theorem 2.6. (Positivestellensatz) Let $\{ g_k \mid k = 1, ..., n \}$, $\{ f_i \mid i = 1, ..., m \}$, and $\{ h_l \mid l = 1, ..., t \}$ be the polynomials in $\mathbb{R}[x_1, ..., x_n]$. The following properties are equivalent.

(i) \[
\begin{cases}
    g_k(x) \geq 0, & k = 1, ..., n \\
    f_i(x) \neq 0, & i = 1, ..., m \\
    h_l(x) = 0, & l = 1, ..., t 
\end{cases}
\]
(ii) \( \exists g \in \Sigma^2(g_1, \ldots, g_n), \exists f \in M(f_1, \ldots, f_m), \) and \( \exists h \in I(h_1, \ldots, h_l) \) such that \( g + f^2 + h = 0. \)

From this theorem, one can derive the following theorem, also.

**Theorem 2.7.** Let \( f \) and \( \{ g_k | i = 1, \ldots, n \} \) be polynomials in \( \mathbb{R}[x] \) and \( K = \{ x \in \mathbb{R} | x \in W(g_1, \ldots, g_n) \}. \) Then the following statements hold.

(i) \( \forall x \in K f(x) \geq 0 \) if and only if \( \exists p \in \mathbb{N}, \exists g, h \in \Sigma^2(g_1, \ldots, g_n) \) such that \( fg = f^{2p} + h. \)

(ii) \( \forall x \in K f(x) > 0 \) if and only if \( \exists p \in \mathbb{N}, \exists g, h \in \Sigma^2(g_1, \ldots, g_n) \) such that \( fg = 1 + h. \)

**Example 2.46.** The theorem asserts that \( f > 0 \)

if and only if

\[ q^2 f = p_1^2 + \cdots + p_n^2, \]

for some polynomials \( q, p_1, \ldots, p_n. \) (From the theorem, the set \( \{ x \in \mathbb{R}| -f(x) \geq 0, f(x) \neq 0 \} \) is empty if and only if \( \exists u = s_1^2 + \cdots + s_{n-1}^2 - fq^2 \in \Sigma^2(-f), \exists p \in \mathbb{N}, \exists v = fp \in M(f), \) such that \( u + v^2 = 0. \) Now we can choose \( p_1 = s_1, \ldots, p_{n-1} = s_{n-1}, p_n = fp. \) In other words, every non-negative polynomial is a sum of squares of rational functions.

**Example 2.47.** Consider \( x^2 + ax + b = 0. \)

Define \( D, f, g, h \) to be

\[ D = b - a^2/4, \]

\[ g = \left( \frac{1}{\sqrt{D}} \left( x + \frac{a}{2} \right) \right)^2, \]

\[ f = 1, \]

\[ h = -\frac{1}{D} (x^2 + ax + b). \]

When \( D > 0, \) these polynomials are well defined in \( \mathbb{R}[x]. \) Then it happens that \( g + f^2 + h = 0, \) where \( 1 = f \in \text{Monoid}\{1\}, g \in \sum \mathbb{R}[x] \subset \Sigma^2\{1\}, \) and \( h \in I(x^2 + ax + b). \) In other words, the quadratic equation has no real root if and only if \( D > 0. \)

**Example 2.48.** Consider the secular equation (for a molecular orbital model of a simple diatomic molecule):

\[
\begin{pmatrix}
0 & -1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
=
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]
The problem is equivalent to

\[ h_1 = x + ey = 0 \]
\[ h_2 = y + ex = 0. \] (1)

Add the constraint:

\[ f = x - y \neq 0. \]

A Gröbner basis (with respect to the lexicographic order \( x > y > e \)) of the ideal \( I = (h_1, h_2) \) is \( H = (ye^2 - y, x + ye) \). After some algebra, \( f^2 \) reduces to \( 2y^2e + 2y^2 \) with respect to \( H \). Hence we have obtained

\[ g + f^2 + h = 0 \]

for \( h \in I(h_1, h_2) \) and \( g = -2(e + 1)y^2 \). If \( e \leq -1 \), \( g = \left( \sqrt{-2(e + 1)}y \right)^2 \) and it satisfies the condition of Positivstellensatz. Hence there is no real solution to the problem. (Or we say that the non-symmetric wave function \( (x, y) \) such that \( x \neq y \) is not the ground state of the molecule at eigenvalue \(-1\).)

### 2.19 Noether normalization

Let \( R \subset S \) be a ring extension. Remember how can be an element \( s \in S \) integral over \( R \).

**Definition 2.17.** An element \( s \in S \) is integral over \( R \) if it satisfies a monic polynomial equation with coefficients \( \{r_i \in R\} \)

\[ s^d + r_1s^{d-1} + \cdots + r_d = 0. \]

The equation is called an integral equation for \( s \) over \( R \). If every element \( s \in S \) is integral over \( R \), we say that \( S \) is integral over \( R \). We also say that \( R \subset S \) is an integral extension.

**Definition 2.18.** Let \( S \) be an affine ring \( S = K[x_1, \ldots, x_n]/I \). Then there are elements \( y_1, \ldots, y_d \in S \) with the following properties.

(i) \( y_1, \ldots, y_d \) are algebraically independent over \( K \).

(ii) \( K[y_1, \ldots, y_d] \subset S \) is an integral ring extension.
If the elements $y_1, ..., y_d$ satisfy these two conditions, the inclusion $K[y_1, ..., y_d] \subset S$ is a Noether normalization for $S$.

**Example 2.49.** Let $I = (x + ey, y + ex) \subset \mathbb{R}[x, y, e]$, and let $S = \mathbb{R}[x, y, e]/I$. The residuals $\bar{x}, \bar{y}(\in S)$ are not integral over $\mathbb{R}[e]$. But the change of the variables

$$x \to x, \ y \to y' = 4x + y, \ e \to 5x + 6y + e$$

makes the change in $I$ as follows:

$$I \to I' = (20x^2 + 29xy + 4xe + x + 6y^2 + ye, 5x^2 + 6xy + xe + 4x + y)$$

We can prove the residuals $\bar{x}, \bar{y}'(\in S' = \mathbb{R}[x, y', e']/I')$ are integral over $\mathbb{R}[e']$. Indeed, after a hard algebra (by means of Gröbner basis theory and the variable elimination as we learn later), we affirm that the ideal $I'$ contains following two polynomials

$$65y^3 + 28y^2e + 2y^2 + 3ye^2 - 3y$$

and

$$325x^3 - 38x^2e - 12x^2 + xe^2 - x.$$ 

**Example 2.50.** There are several types of the variable change which conduct Noether normalization.

- $x_i \to y_i = x_i + \lambda_nx_n$ with $\lambda_i$ in the coefficient field $K$, when $K$ is an infinite field.
- $x_i \to y_i = x_i - x_i^{r-1}$ for $2 \leq i \leq n$. We have to find an integer $r$.

To do with the latter type is, in fact, the proof of the existence of Noether normalization. Let $f(x_1, ..., x_n)$ be a polynomial defining the ideal $I$. By the change of variables, we obtain

$$f(x_1, x_2 + x_1^r, ..., x_n + x_1^{m-1}).$$

If the monomial of the highest degree with respect to $x_1$ is originally given by

$$Ax_1^{a_1}x_2^{a_2} \cdots x_n^{a_n},$$

it becomes

$$Ax_1^{a_1}\prod_{i=2}^{n}(y_i + x_1^{r_i-1}).$$

Hence, after the change of the variables, the term of the highest degree with respect to $x_1$ is given by

$$Ax_1^{a_1+a_2r^2+\cdots+a_nr^{n-1}}.$$
If \( r \) is large enough, this term has the degree larger than any other monomials. Therefore \( x_1 \) is integral over \( K[y_2, \ldots, y_n] \). There is another way to define the dimension of the variety. Let \( I \in K[x_1, \ldots, x_n] \) be a proper ideal. Let \( A = V(I) \). If \( K[y_1, \ldots, y_d] \in K[x_1, \ldots, x_n]/I \) is a Noether normalization, the dimension of \( A \) is given by the number \( d \), namely,

\[
\text{dim}(A) = d.
\]

### 2.20 Differential Galois theory

One of the important ideas concerning algebraic geometry, differential algebra, and quantum mechanics is the differential Galois theory.

Let us solve \( y' - y = 0 \).

We get \( C \exp(t) \).

Let us solve \( y'' + 2ty' = 0 \).

We get \( C \int dt \exp(-t^2) \). In the first case, we can get the solution in the range of elementary functions; on the other hand, in the second case, we have to do the integration.

Then there arises a question: under what circumstance one can express the solution of a differential equation using exponents, integration, and also by adding algebraic elements? We proceed step by step, by adding more elements which are constructed over the elements already presented in the computation. The analytic solution given by this way is called \textit{Liouwillian solution}, although it is not always possible to construct it. The solvability condition is given by the differential Galois theory \cite{CHR07, AHBS06, AHVG18}.

In the application of eigenvalue problem in quantum mechanics, we can consider the one-dimensional Schrödinger equation:

\[
\psi''(x) = (P_{2n}(x) - \lambda) \psi(x)
\]

with the even-degree monic polynomial potential

\[
P_{2n}(z) = z^{2n} + \sum_{i=0}^{2n-1} a_i z^i = \left( z^n + \sum_{i=0}^{n-1} b_i z^i \right)^2 + \sum_{i=0}^{n-1} c_i z^i.
\]

In the last representation of \( P_{2n} \), the polynomial is given by completing squares. Let us write the solution in the following form:

\[
\psi(x) = P_s \exp(\pm f(x))
\]
as the product of a monic polynomial $P_s$ and

$$f(x) = \frac{x^n}{n + 1} + \sum_{k=0}^{n-1} \frac{b_k x^{k+1}}{k + 1}.$$ 

Now we can establish the relation among the coefficients $\{b_i\}$ and $\{c_i\}$ in the polynomial potential, the eigenvalue $\lambda$ and $P_s$. The relation of this sort is given by a second-order differential equation for $P_s$. As the consequence of differential Galois theory, the equation has solutions at the particular setting of $\{b_i\}$, $\{c_i\}$ and $\lambda$. To solve the problem, one can utilize Gröbner basis theory and the variable elimination, which shall be explained later. If the equation is solvable, we can obtain the analytic solution $[\text{AHVG18}].$

### 2.21 Other important concepts of commutative algebra

It is advisable that the readers should consult textbooks and grasp the concepts of more advanced technical terms, such as “module”, “free module”, ”regular local rings”, “valuation”, “Artinian ring”, “affine algebraic variety”, or so. Maybe the concepts of homological algebra would be necessary, such as “functor”, “exact sequence”, “resolution”, “projective”, “injective”, “Betti-number”, and so on. Indeed, the research articles are frequented by these concepts.

### 3 Gröbner basis theory

The Gröbner basis theory is the key technique of commutative algebra and algebraic geometry $[\text{Laz83}] [\text{GTZ88a}] [\text{MW10}]$. The idea was first proposed by Bruno Buchberger, and the namesake is his advisor Wolfgang Gröbner.

#### 3.1 The monomial orders

In one-variable case, we implicitly use the “monomial order” through the ordering of degrees: $1 < x < x^2 < \cdots$ or $1 > x > x^2 > \cdots$. In the multivariate case, we encounter the monomials of the form $x^i y^j z^k$. What should be the appropriate ordering of the monomials? In fact, there are several ways to set the order.

Let $x^a(= x_1^{a_1} \cdots x_n^{a_n})$ and $x^b(= x_1^{b_1} \cdots x_m^{b_m})$ be the monomials. And let $a$ and $b$ be sequence of superscripts $(a_1, a_2, \ldots, a_n)$ and $(b_1, b_2, \ldots, b_m)$.

**Definition 3.1.** The lexicographic order.

$x^a < x^b \iff \exists i \ (1 \leq i \leq n) : a_1 = b_1, \ldots, a_{i-1} = b_{i-1}, a_i < b_i.$

This definition is equivalent to the following statement.

$x^a < x^b$, if the left-most component of $a − b$ is negative.
Definition 3.2. The reverse lexicographic order. \( x^a < x^b \iff \exists i \ (1 \leq i \leq n) : a_n = b_n, ..., a_{i+1} = b_{i+1}, a_i > b_i. \)
This definition is equivalent to the following statement. \( x^a < x^b \), if the right-most component of \( a - b \) is positive.

Definition 3.3. The degree reverse lexicographic order:
Let \( \deg(x^a) = a_1 + \cdots + a_n. \)
\( x^a < x^b \iff \)
(1) \( \deg(x^a) < \deg(x^b) \)
or
(2) \( \deg(x^a) = \deg(x^b) \) and \( \exists i \ (1 \leq i \leq n) : a_n = b_n, ..., a_{i+1} = b_{i+1}, a_i > b_i. \) (The right-most component of \( a - b \) is positive.)

Example 3.1. Compute \((x + y + z + 1)^3\) in \( \mathbb{Z}[x, y, z] \). The monomials can be sorted by the different types of monomial order. (Here the degree of a monomial is given by this correspondence: \( x^a = x^{a_1}y^{a_2}z^{a_3}. \))

The lexicographic order: \( x > y > z; \)
\( x^3 + 3x^2y + 3x^2z + 3xy^2 + 6xyz + 6xy + 3xz^2 + 6xz + 3x + y^3 + 3y^2z + 3y^2 + 3yz^2 + 6yz + 3y + z^3 + 3z^2 + 3z + 1 \)

The degree reverse lexicographic order: \( z > y > x; \)
\( z^3 + 3yz^2 + 3xz^2 + 3y^2z + 6xyz + 6yz + 3x^2z + 6xz + 3z + y^3 + 3y^2 + 3y^2 + 3x^2y + 6xy + 3y + x^3 + 3x^2 + 3x + 1 \)

The difference between the lexicographic order and the reverse lexicographic order is apparent; it is simply a reversal. The difference between lexicographical order and the degree reverse is subtle; it could be understandable by these phrases by Ene and Herzog [EH11].

...in the lexicographic order, \( u > v \) if and only if \( u \) has “more from the beginning” than \( v; \) in the degree reverse lexicographic order, \( u > v \) if and only if \( u \) has “less from the end” than \( v... \)

3.2 Initial ideal
Let \( f \neq 0 \) be a polynomial in the ring \( R = K[x_1, x_2, ..., x_n] \) with the monomial order \(<. \) The "initial monomial" \( \text{in}_{<}(f) \) is the largest monomial included in \( f \) (from which the coefficient is removed). The “initial coefficient” \( \text{lc}(f) \) is the coefficient of \( \text{in}_{<}(f). \)
Hence the “leading term” is given by the product of the initial coefficient and the initial monomial: \( lc(f) \) in \( <(f) \). We use an extra definition: \( in_< (0) = 0 \).

The initial ideal \( in_< (I) \) is the monomial ideal, generated by the initial terms of the polynomials in \( I \),

\[
in_< (I) = \{ in_< (f) : f \in I \}.
\]

This ideal is a useful tool in the theory of Gröbner bases.

### 3.3 Definition of Gröbner basis

The Gröbner basis is defined now.

**Definition 3.4.** Let \( I \) be the ideal in the polynomial ring \( R \), with the monomial order \(<\). The Gröbner basis is the sequence of elements \( g_1, g_2, ..., g_m \), such that \( in_< (I) = (in_< (g_1), ..., in_< (g_n)) \).

We could represent the polynomial \( f \) by means of a sequence of polynomials \( u_1, u_2, ..., u_m (\in I) \) in the following way (the standard expression)

\[
f = p_1u_1 + p_2u_2 + \cdots + p_mu_m + r
\]

such that

(i) No monomial in the remainder \( r \) is contained in the ideal \( (in_< (u_1), ...in_< (u_n)) \).

(ii) \( in_< (f) \geq in_< (p_iu_i) \) for all \( i \).

If \( r = 0 \) we say that \( f \) reduces to zero with respect to \( u_1, u_2, ..., u_m \). In general case, the standard expression is not unique. From this reason, we have to use Gröbner basis, since the standard expression by Gröbner basis is unique and any polynomial reduces uniquely by this basis. For example, consider the case with \( f = xy - y^2 \), \( g_1 = x - y \), and \( g_2 = x \) in the lexicographic order. There are two standard expression: \( f = yg_1 \) and \( f = yg_2 - y^2 \). However, the ideal \( (g_1, g_2) \) is generated by the Gröbner basis \( (x, y) \), by which \( f \) reduces to zero and it has the unique standard expression.

### 3.4 Buchberger’s algorithm

The Buchberger’s algorithm is the standard way to generate Gröbner basis [Buc65a, Buc65b, GM88, EH11, CLO06, CLO13, Eis13].

Let us define the \( S \)-polynomial of two polynomials \( f \) and \( g \)

\[
spoly(f, g) = \frac{\text{lcm}(in_< (f), in_< (g))}{c in_< (f)} f - \frac{\text{lcm}(in_< (f), in_< (g))}{d in_< (g)} g
\]

where \( c \) and \( d \) are the leading coefficients of \( f \) and \( g \).

One can prove that
$g_1, ..., g_m$ are the Gröbner basis of ideal $I$ with respect to a monomial order $<$, if and only if

$$spoly(g_i, g_j)$$ reduces to zero with respect to $g_1, ..., g_m$ for $i < j$.

The computational step is as follows.

- **Step–0** Let $G$ be the generating set of ideal $I$.
- **Step–1** For every pair of polynomials $p, q$ in the ideal $G$, compute $spoly(p, q)$ and its reminder $r$ with respect to $G$.
- **Step–2** If all $spoly(p, q)$ reduce to zero with respect to $G$, we have already obtained the Gröbner basis. If there are non-zero reminders $r \neq 0$, add $r$ to $G$ and repeat again at Step–1.

The computation terminates after finite steps. Let us see examples.

**Example 3.2.** Consider $f = x + ye$ and $g = y + xe$ in $R = \mathbb{R}[x, y, e]$, with respect to lexicographic order $x > y > e$. In the beginning, $G = \{f, g\}$. As $in_<(f) = x$ and $in_<(g) = xe$, $spoly(f, g) = ef - g = -y - ye^2$. The leading monomial $in_<(spoly(f, g))$ is $ye^2$. As the monomials in $spoly(f, g)$ is not included by the monomial module $(in_<(f), in_<(g)) = (x, xe)$, $spoly(f, g)$ does not reduce to zero; indeed it is the reminder itself. We add $h := spoly(f, g)$ to $G$ so that $G = \{f, g, h\}$. Then we compute more $s$-polynomials:

$$spoly(h, g) = xy - y^2e = -yf$$ and $spoly(h, f) = -xy - y^2e^3 = -ye - yeh$. Since $spoly(h, g)$ and $spoly(f, g)$ reduces to zero with respect to $G$, we obtain the Gröbner basis $G$. In fact, the initial term of $g = xe + y$ is divisible that of $f = x + ey$, and $h = ef - g$, $g$ is a redundant term which we can remove from the basis safely.

**Example 3.3.** Consider $f_1 = x + ey$, $f_2 = y + ex$, $f_3 = x^2 + y^2 - 1$ in $R = \mathbb{R}[x, y, e]$, with respect to lexicographic order $x > y > e$. We have $G = \{f_1, f_2, f_3\}$. We compute the $s$-polynomials: $spoly(f_1, f_2) = ye^2 - y$, $spoly(f_1, f_3) = xye - y^2 + 1$, and $spoly(f_2, f_3) = xy - y^2e + e$. These three polynomials reduce to $f_4 = ye^2 - y$, $f_5 = -2y^2 + 1$, and $f_6 = -2y^2e + e$. We get $G = \{f_1, f_2, f_3, f_4, f_5, f_6\}$ and we compute the $s$-polynomials and the reminders. The only non-zero reminder is $(1/2)(e^2 - 1)$, to which $spoly(f_4, f_5)$ and $spoly(f_4, f_6)$ reduce. We have $G = \{f_1, f_2, f_3, f_4, f_5, f_6, f_7 = e^2 - 1\}$. We compute the $s$-polynomials and ascertain that all of them reduce to zero. Thus $G = \{x + ey, y + ex, x^2 + y^2 - 1, xye - y^2 + 1, -2y^2 + 1, -2y^2e + e, e^2 - 1\}$ is the Gröbner basis. However, $y + ex, x^2 + y^2 - 1, xye - y^2 + 1$ and $-2y^2e + e$ are redundant: indeed they have the initial monomials divisible by those of other polynomials ($\hat{G} = \{x + ey, -2y^2 + 1, e^2 - 1\}$) and reduce to zero with respect to $\hat{G}$. Thus we can chose $\hat{G}$ as the Gröbner basis, and indeed this ideal satisfies the required property.
Example 3.4. Consider $I = (x+1, 1)$ in $\mathbb{R}[x]$. As $spoly(x+1, x) = 1$, The Gröbner basis is $\{x + 1, x, 1\} = \{1\}$. This Gröbner basis is never to be zero, and the set of equation $x + 1 = 0 \land x = 0$ does not have any solution. In other words, the affine algebraic set of this ideal is empty: $V(I) = V(\{1\}) = \emptyset$. Likewise, in the more complicated case, by computing the Gröbner bases $G$, we can check the existence of the solutions of the set of polynomial equations.

In the above algorithm the generated Gröbner basis is not properly “reduced” by the terminology of several contexts. A reduced Gröbner basis $(g_1, \ldots, g_n)$ should have the following property [EH12]:

- The leading coefficient of each $g_i$ is 1.
- for all $i \neq j$, the monomials in $g_j$ are not divisible by in$_<(g_i)$.

3.5 Gröbner basis of zero-dimensional ideal

The following statements are equivalent for a zero-dimensional ideal $I \subset S = K[x_1, x_2, \ldots, x_n]$ with a monomial order <.

1) $I$ is a zero-dimensional ideal.

2) The affine algebraic set $V(I)$ is finite.

3) If $G$ is a Gröbner basis, then, for any $1 \leq i \leq n$, there exists $g \in G$ such that in$_<(g) = x_i^{\nu_i}$ for some $n \nu_i \geq 0$.

4) $I$ is contained in finitely many maximal ideals of $S$.

5) Let $\text{Mon}(A)$ be the set of monomials in $A$. The set $\text{Mon}(S) \setminus \text{Mon}($in$_<(I))$ is a finite set.

6) $S/I$ is a $K$-vector space of finite dimension.

The statement 3) enables us to detect a zero-dimensional ideal from its Gröbner basis, if the latter contains polynomials which have initial terms such that $x_i^{\nu_i}$ for any $1 \leq i \leq n$.

The feature of zero-dimensional ideal, given by statement 5) and 6), will be useful for solving polynomial equations by Stickelberger’s theorem, as is explained in section 3.12.
Example 3.5. For \( I = (x^2 + y^2 + z^2 - 1, x + y + z, x) \subseteq \mathbb{R}[x, y, z] \), the Gröbner basis with respect to lexicographic monomial order \( x > y > z \) is \((2z^2 - 1, x + y + z, x)\). This is the example of zero-dimensional ideals and it satisfies the statement 3).

Example 3.6. For \( I = (x^2 + y^2 + z^2 - 1, x + y + z) \subseteq \mathbb{R}[x, y, z] \), the Gröbner basis with respect to lexicographic monomial order \( x > y > z \) is \((2yz + 2z^2 - 1, x + y + z)\). As the ideal depicts the intersection of the unit sphere and a plane surface, it is not zero-dimensional. Although the Gröbner basis has the terms \( z^2 \) and \( z \), these terms are not initial terms. Hence this ideal does not satisfy the statement 6).

Example 3.7. For \( I = (x^2 + y^2 + z^2 - 1, x + y + z, x) \subseteq \mathbb{R}[x, y, z] \), the Gröbner basis with respect to lexicographic monomial order \( x > y > z \) is \((2z^2 - 1, x + y + z)\). This is the example of zero-dimensional ideals and it satisfies the statement 3).

3.6 Syzygy

For a Gröbner basis \( \{f_1, f_2, ..., f_m\} \), there are relations as follows

\[
\sum_{i=1}^{s} s_i f_i = 0
\]

by means of the set of polynomials \( \{s_1, s_2, ..., s_m\} \). (A trivial example is \( f_i f_j - f_j f_i = 0 \).) Such a set of polynomials is a “module” (which is actually a vector space), and we call it the first syzygy and denote it by \( \text{Syz}(f_1, f_2, ..., f_n) \). The basis set of this module is computed from the Gröbner basis.

When the computation of Gröbner basis is completed, there are relations among the generators of the basis of the form:

\[
\text{spoly}(f_i, f_j) = q_{ij,1} f_1 + q_{ij,2} f_2 + \cdots + q_{ij,m} f_m.
\]

Let us define

\[
r_{ij} = \text{spoly}(f_i, f_j) - q_{ij,1} f_1 - q_{ij,2} f_2 - \cdots - q_{ij,m} f_m.
\]

Then \( \{r_{ij}\} \) generates \( \text{Syz}(f_1, f_2, ..., f_n) \). Moreover, even if \( p_1, p_2, ..., p_n \) is not a Gröbner basis, we can compute \( \text{Syz}(p_1, p_2, ..., p_n) \) through its Gröbner basis.

Example 3.8. Let us compute the syzygy of \( \{p_1 = tx + ey, p_2 = tx + ey, p_3 = x^2 + y^2 - 1\} \) with the lexicographic monomial order \( t > x > y > e \). \( \text{Syz}(p_1, p_2, p_3) \) are generated by
three trivial generators

\((-p_3, 0, p_1), (-p_2, p_1, 0), (0, -p_3, p_1)\),

and by the non-trivial one,

\((x^2ye + y^3e - ye, -x^2 - y^2 + 1, -y^2e^2)\).

Observe that the inner product of those generators and \((p_1, p_2, p_3)\) is zero. The generators form a vector space.

Syzygy is a module, in other words, a kind of vector space generated by the vectors, the entries of which are polynomials. We can compute the second syzygy in the vector generators of the first syzygy and, likewise, the higher syzygy, too. The successive computation of higher syzygy enables us to construct the “resolution” of a module \(M\) in a Noetherian ring; the computation terminates after a certain step so that we do not find any non-trivial syzygy in the last step [EH12].

### 3.7 Church-Rosser Property

The reduction is a binary relation from one object to another, like an arrow going in one direction. We often call it the rewriting process.

**Definition 3.5.** A binary relation (denoted by the symbol \(\rightarrow\)) has the Church-Rosser property, if, whenever \(P\) and \(Q\) are connected by a path of arrows, \(P\) and \(Q\) have a common destination \(R\) by the relation.

Hence we can define Gröbner bases in the other way: A basis is a Gröbner basis if and only if the reduction with respect to the bases has the Church-Rosser property, as is illustrated in Fig. [3.1].
3.8 Complexity of the Gröbner basis algorithm

The original algorithm by Buchberger, as is presented here, is not so efficient. It produces a lot of useless pairs of polynomials \((p, q)\), since such pairs give birth to \(s\)-polynomials \(spoly(p, q)\), which immediately reduce to zero or produce redundant polynomials. There are a lot of studies about the upper bound of the complexity of Gröbner bases, such as Hermann bound \([\text{Her98}]\), Dube bound \([\text{Dub90}]\), Wiesinger’s theorem \([\text{WW11}]\), and so on. Those bounds are determined by several factors: (1) the number of variables, (2) the number of polynomials in the ideal, (3) the number of possible \(s\)-polynomials, (4) the maximum degrees of the polynomials, etc. In the worst case, the complexity is doubly exponential in the number of variables \([\text{MM82, Huy86, Giu84, MM84, Dub90}]\). However, the computation of the Gröbner basis is equivalent to the Gaussian elimination process of a large matrix (by the row reduction of Macauley matrix) \([\text{Mac02, Laz83, Giu84, Giu85}]\). For the case of homogeneous polynomial ideals, the complexity in the Gaussian
elimination method is bounded by

$$O\left(mD\left(\frac{n + D - 1}{D}\right)^\omega\right),$$

where $\omega$ is a constant, $m$ is the number of polynomials, $n$ is the dimension of the ring, and $D$ is the maximum degree of the polynomials. In order to improve efficiency, one can employ more refined methods, such as Faugère’s $F_4$ and $F_5$, \cite{Fau99, Fau02}. Indeed, the efficiency of $F_5$ outperforms the row reduction computation of Macaulay matrix.

In fact, the efficiency of the algorithm is highly dependent on the chosen monomial order. The lexicographic order is convenient for theoretical study, but it consumes a considerable quantity of computational resource. Thus one often has to compute the Gröbner basis by other monomial orders (say, the degree reversible lexicographic order) in order to facilitate the computation, and then, one can remake the computed result in lexicographic order, by means of FGLM (Faugère, Gianni, Lazard, Mora) algorithm \cite{FGLM93}.

There is another problem in the Gröbner bases generation, which is apparent in practice. The Buchberger’s algorithm applies the operation of addition, subtraction, multiplication, and division to the polynomial system. It often causes a great discrepancy in the degrees of the generated polynomials and the numerical scale of coefficients in the final result. In the computation presented in the introduction of this article, one can observe such a tendency. Thus, for the practical purpose, one must utilize several tricks to keep the polynomials as “slim” as one can \cite{GMN91, Bri10, Tra88}.

### 3.9 Gröbner basis for modules

Let us review what is the module. A $R$–module $M$ is an abelian group with scalar multiplication $R \times M \to M$, such as $(a, m) \to am \in M$. It has the following property.

- $1m = m$
- $(ab)m = a(bm)$
- $(a + b)m = am + bm$
- $a(m + n) = am + bm$.

A free module is the module with a basis set $\{e_i\}$. We can compute Gröbner bases of free modules. One of the purpose of this sort of computations is to study the linear
equation of polynomials:
\[
\begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{pmatrix}
\begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{pmatrix}
= \begin{pmatrix} b_1 \\ b_2 \\ \vdots \\ b_n \end{pmatrix},
\]
for which one might ask for the linear dependence of rows.

We define the monomial order in modules in these ways.

- Position over coefficient: \( u e_i > v e_j \) if \( i < j \) or \( i = j \) and \( u > v \).
  (Example: \( x_2 e_1 > x_1 e_2 \)).

- Coefficient over position: \( u e_i > v e_j \) if \( u > v \) or \( v = v \) and \( i < j \).
  (Example: \( x_1 e_2 > x_2 e_1 \)).

In the similar way as in the case of polynomial, we chose the leading terms of
the elements in a module; we also compute the s-polynomials and the reminders
in order that we obtain the Gröbner basis. The slight difference is that when
\( \text{in}_< (f) = u e_i \) and \( \text{in}_< (g) = v e_i \), we use the s-polynomial as follows:
\[
\text{spoly}(f, g) = \frac{\text{lcm}(u, v)}{\text{lc}(f) u} f - \frac{\text{lcm}(u, v)}{\text{lc}(g) v} g.
\]
(Here we use the notation \( \text{lc}(x) \) to represent the coefficient of \( \text{in}_<(x) \).)

### 3.10 Application of Gröbner basis

Gröbner basis is a convenient tool to actually compute various mathematical objects in
the commutative algebra.

**Example 3.9.** Elimination of variables: The intersection of ideal \( I \subset R \) and the subring
\( S \subset R[x_1, x_2, \ldots, x_n] \) is computable. Let \( S = R[x_{t+1}, \ldots, x_n] \) and let \( G \) be a Gröbner basis
of \( I \). Then \( G_t = G \cap S \) is the Gröbner basis of \( S \). If we compute the Gröbner basis by
means of lexicographic orders \( x_1 > x_2 > \ldots > x_n \), we obtain the set of polynomials,
\[
\{ f^1_i(x_n), i = 1, \ldots, i_1 \},
\{ f^2_i(x_{n-1}, x_n), i = 1, \ldots, i_2 \},
\vdots
\{ f^t_{n-t+1}(x_{t+1}, \ldots, x_{n-1}, x_n), i = 1, \ldots i_{n-t-1} \},
\]
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Thus we can easily get \( G_t = G \cap S \).

**Example 3.10.** Intersection of ideal \( I \) and \( J \) in \( R \). Let \( y \) be an extra variable. \( I \cap J \) is computable by the relation \( I \cap J = (I \cdot y \cdot R[y] + J \cdot (1 - y) \cdot R[y]) \cap R \). The intersection of the right-hand side is computed by the elimination of variable \( y \).

**Example 3.11.** The ideal quotient \( I : J \) is computable. If \( J = (f_1, ..., f_s) \), then \( I : J = \bigcap_{j=1}^{s} (I : f_j) \). In addition, for a single polynomial \( f \), \( I \cap (f) = f \cdot (I : f) \). We can compute \( I \cap (f) \) and obtain the generators \( \{g_1, g_2, ..., g_m\} \). Then \( I : f \) is generated by \( \{g_1/f, g_2/f, ..., g_m/f\} \). Hence \( I : J \) is computed as the intersection of \( I : f_j \).

**Example 3.12.** Saturation: it is defined for an ideal \( I \) and a polynomial \( f \) in a ring \( S \) as follows.

\[
I : f^\infty = \{ g \in S : \text{there exists } i > 0 \text{ such that } f^i g \in I \}.
\]

Let \( t \) be a new variable, and let \( \tilde{I} \) be the ideal generated in \( S[t] \) by \( I \) and by the polynomial \( 1 - ft \). Then the saturation \( I : f^\infty = \tilde{I} \cap S \).

**Example 3.13.** Radical membership: \( f \in \sqrt{I} \iff f^i \in I \) for some \( i > 0 \iff \) For all \( g \in S \), there exists \( i > 0 \) such that \( f^i g \in I \). \( \iff I : f^\infty = S \). Hence, if the ideal \( \hat{I} \), defined in example \[3.12\], has the Gröbner basis \( \{1\} \), then \( f \in \sqrt{I} \).

### 3.11 Gröbner basis algorithm in a different light

The Buchberger’s algorithm is actually the elimination in large matrices. It is the way of Faguèere to do the row reduction in the large matrix. Let us see how it would work.

Consider the same problem: \( f_1 = x + ye \), \( f_2 = y + xe \), \( f_3 = x^2 + y^2 - 1 \). We compute the s-polynomials \( e f_1 - f_2 \) and \( x f_1 - f_3 \). The coefficients in these polynomials are given in the matrix.

\[
\begin{pmatrix}
  x f_1 \\
  e f_1 \\
  f_2 \\
  f_3
\end{pmatrix} = \begin{pmatrix}
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 1 & 0 & 0 \\
  0 & 0 & 1 & 0 & 1 & 0 \\
  1 & 0 & 0 & 0 & 1 & 0 & -1
\end{pmatrix} \begin{pmatrix}
  x^2 \\
  x ye \\
  xe \\
  ye^2 \\
  y^2 \\
  y \\
  1
\end{pmatrix}
\]
The matrix in the right hand side is the so-called Macaulay matrix of the second order. The row reduction yields:

\[
\begin{pmatrix}
x f_1 \\
e f_1 \\
f_4 \\
f_5
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 1 \\
0 & -1 & 0 & 0 & 1 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
x^2 \\
xye \\
x e \\
ye^2 \\
y^2 \\
y \\
1
\end{pmatrix}
\]

We obtain \(f_4 = -ye^2 + y\) and \(f_5 = -xye + y^2 - 1\) and now we have the temporary Gröber basis \(G = \{f_1, f_4, f_5\}\); \(f_2\) and \(f_3\) can be excluded in the consideration, because they are “top-reducible” by \(f_1\) and easily recovered by the present \(G\).

Let us compose the third order Macaulay matrix:

\[
\begin{pmatrix}
y e f_1 \\
f_5
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 0 & 0 \\
-1 & 0 & 1 & -1
\end{pmatrix}
\begin{pmatrix}
xye \\
y^2e^2 \\
y^2 \\
y \\
1
\end{pmatrix}
\]

The row reduction yields this:

\[
\begin{pmatrix}
y e f_1 \\
f_6
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & -1
\end{pmatrix}
\begin{pmatrix}
xye \\
y^2e^2 \\
y^2 \\
y \\
1
\end{pmatrix}
\]

We obtain \(f_6 = y^2e^2 + y^2 - 1\). Now \(G = \{f_1, f_4, f_6\}\)

We again compute the third order Macaulay matrix

\[
\begin{pmatrix}
y f_4 \\
f_6
\end{pmatrix} =
\begin{pmatrix}
-1 & 1 & 0 \\
1 & 1 & -1
\end{pmatrix}
\begin{pmatrix}
y^2e^2 \\
y^2 \\
y \\
1
\end{pmatrix}
\]
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The row reduction yields:

\[
\begin{pmatrix}
y f_4 \\
f_7
\end{pmatrix} = \begin{pmatrix}
-1 & 1 & 0 \\
0 & 2 & -1
\end{pmatrix} \begin{pmatrix}
y^2 e^2 \\
y^2 \\
e^2
\end{pmatrix}
\]

We obtain \( f_7 = 2y^2 - 1 \). Now \( G = \{ f_1, f_4, f_7 \} \).

We compute the fourth order Macaulay matrix:

\[
\begin{pmatrix}
y f_4 \\
\frac{1}{2} e^2 f_7
\end{pmatrix} = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
1 & 0 & -1/2 & 0
\end{pmatrix} \begin{pmatrix}
y^2 e^2 \\
y^2 \\
e^2 \\
e^2
\end{pmatrix}
\]

We do the row reduction in the fourth order Macaulay matrix:

\[
\begin{pmatrix}
y f_4 \\
\frac{1}{2} f_8
\end{pmatrix} = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
0 & 1 & -1/2 & 0
\end{pmatrix} \begin{pmatrix}
y^2 e^2 \\
y^2 \\
e^2 \\
e^2
\end{pmatrix}
\]

We obtain \( f_8 = 2y^2 - e^2 \). Now \( G = \{ f_1, f_4, f_7, f_8 \} \). However, as \( f_7 - f_8 \) yields \( f_9 = e^2 - 1 \), and as \( f_4 = -y^2 f_9 \), \( G \) would be \( \{ f_1, f_7, f_9 \} = \{ x + ye, 2y^2 - 1, e^2 - 1 \} \). The s-polynomials for \( G \) are computed now:

\[
spoly(f_1, f_7) = \frac{1}{2} x + ye^3 = \frac{1}{2}f_1 + ye f_7,
\]

\[
spoly(f_1, f_9) = x + ye^3 = f_1 + ye f_9,
\]

\[
spoly(f_7, f_9) = 2y^2 - e^2 = f_7 - f_9.
\]

As those s-polynomials reduce to zero with respect to \( G \), it is proved that \( G \) is a Gröbner basis.

In the above example, we process the computation carefully so that the unnecessary polynomials are removed immediately as soon as they appear; we also limit the computation in the Macaulay matrices which would be as small as possible, although these matrices might be embedded into a very large one. Indeed we have done the row reduction numerically, not symbolically, in a very large, but sparse matrix. The algorithms \( F_4 \) and \( F_5 \) by Faugère adopt these policies in a systematical way so that these algorithms
are of the most efficient methods to generate Gröbner bases.

### 3.12 Stickelberger’s theorem

In [Kik13], an alternative of the numerical solution, instead of Gröbner basis, is also used. This method is based on Stickelberger’s theorem. In general, for a zero-dimensional ideal \( I \subset R = k[x_1,...x_n] \), \( R/I \) is a \( k \)-vector space of finite dimension; that is to say, the vector space is spanned by the set of monomials and the result of the multiplication between two monomial is also represented by the linear combination of the monomial basis. Therefore, according to the assertion of the theorem, the operation of a monomial to the monomial basis is thought to be the operation of a matrix in \( k \). And the eigenvalue of the matrix gives the numeral value of the corresponding monomial at \( V(I) \).

Consider \( I = (x + ye, y + xe, x^2 + y^2 - 1) \subset R = \mathbb{R}[x,y] \). As a Gröbner basis of \( I \) is \((x + ye, 2y^2 - 1, e^2 - 1)\), the monomial basis in \( R/I \) is given by \( \{1, \bar{y}, \bar{e}, \bar{y}e\} \), from which \( x \) is dropped.

The transformation by \( x \) and \( e \) are given as follows.

\[
\begin{pmatrix}
\bar{y} \\
\bar{y}e \\
\bar{e} \\
\bar{y}
\end{pmatrix}
= \begin{pmatrix}
\bar{y} \\
\bar{y}^2 \bar{e} \\
\bar{y}e \\
\bar{y}^2
\end{pmatrix}
= \begin{pmatrix}
\bar{y} \\
1/2 \bar{e} \\
\bar{y} \bar{e} \\
1/2
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1/2 & 0 \\
0 & 1 & 0 & 0 \\
1/2 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\bar{y} \\
\bar{y} \bar{e} \\
\bar{e} \\
\bar{y}
\end{pmatrix}.
\]
The transformation matrices $M_y$ (by $y$) and $M_e$ (by $e$) are those in the right hand side in the both equations. It is easily checked that there are four eigenvectors, common both for $M_y$ and $M_e$, which lie in $\mathbb{R}/I$:

\[
\begin{pmatrix}
\bar{e} \\
\bar{y} \\
\bar{e} \\
\bar{y}
\end{pmatrix} = \begin{pmatrix}
\bar{e} \\
\bar{y} \\
1 \\
\bar{y}
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\bar{e} \\
\bar{y} \\
\bar{e} \\
\bar{y}
\end{pmatrix}.
\]

Now we have obtained the numeral values of $e$ and $y$ at $V(I)$ from $\bar{e}$ and $\bar{y}$. In fact, the eigenvalues $M_y$ and $M_e$ also give us the value of $y$ and $e$ at $V(I)$. As for the value of $x$, we easily compute it from the polynomial relation by the ideal $I$.

### 3.13 Algorithm of computing Krull dimension

As we have seen, the zero-dimensional ideal is detected immediately after the computation of its Gröbner ideal. However, it takes a little of algebra to compute the non-zero dimension of an ideal [DP13].

- Let $I \subset R[x_1, ..., x_n]$ be an ideal. Then the Krull dimension of $R[x_1, ..., x_n]/I$ is given by an integer $d$, i.e., $\dim_K(R[x_1, ..., x_n]/I) = d$, such that $d$ is the maximal cardinality of a subset of variables $u \subset \{x_1, ..., x_n\}$ with $I \cap R[u] = (0)$. (A maximal
independent set of variables with respect to $I$ is a subset $u$ of variables of maximal cardinality, defined as this.)

- Let $>$ be any monomial ordering on $R[x_1, ..., x_n]$. And let $I \subset R[x_1, ..., x_n]$ be an ideal. Then the Krull dimension of the quotient ideal is computed by means of the initial ideal in $< (I)$ of $I$:

$$\dim_K(R[x_1, ..., x_n]/I) = \dim_K(R[x_1, ..., x_n]/\text{in}_<(I))$$

Hence we only have to consider the initial ideal in $< (I)$, instead of the ideal $I$ itself.

- Let $I = (m_1, ..., m_k) \subset R[x_1, ..., x_n]$ be an ideal with monomial generators $m_i$. Let denote $\{x_1, ..., x_n\}$ by $X$. Define $d(I, R[X])$ in a recursive way

$$d((0), R[X]) = n,$$

and

$$d(I, R[X]) = \max\{d(I_{|x_i=0}, R[X \setminus x_i])\} \text{ for } x_i \text{ such that } x_i|m_1\}.$$

Then $d(I, R[x]) = \dim_K(R[x]/I)$.

**Example 3.14.** Consider $I = (xy) \subset R[x, y]$.

$$d(I, R[x, y]) = \max\{d((0), R[x]), d((0), R[y])\},$$

as $I_{|x=0} = I_{|y=0} = (0)$. Since $d((0), R[x]) = d((0), R[y]) = 1$, $d(I, R[x, y]) = \dim_K R[x, y]/(xy) = 1$.

**Example 3.15.** Consider $I = (xy - 1) \subset R[x, y]$. Then we have to consider $\text{in}_<(I) = (xy)$ and the conclusion is the same as the previous example.

**Example 3.16.** Consider $I = (x + ey, y + ex) \subset R[x, y, e]$ with lexicographic order $x > y > e$. The Gröbner basis is $\{y - ye^2, x + ey\}$. Hence $\text{in}_<(I) = (y, x)$. Since $u = \{e\}$ is the set of variable of maximal cardinality with

$$(y, x) \cap R[e] = (0),$$

we have $\dim_K R[x, y, e]/I = 1$. (We can arrive at the same conclusion by means of the recursive function $d(I, R[x, y, e]).$)
4 Algorithm for the decomposition of the ideal as eigenvalue solver

In the example of the hydrogen molecule in section 1, we have seen that the polynomial secular equation is made into the triangular form, in which the relation of variables is clarified, almost to represent the roots themselves. The mathematical foundation of such computations is the primary ideal decomposition.

4.1 Primary ideal decomposition

There are two special sorts of ideal: prime ideal and primary ideal, as we have seen in the previous section. One can comprehend these sorts of ideal with the analogy of elementary number theory. An integer is decomposed as

\[ n = p_1^{a_1} p_2^{a_2} \cdots p_n^{a_n} \]

by the prime factorization. The ideal of the integer \( n \) is \( n\mathbb{Z} \) (the integer multiple of \( n \)); and it is represented by \( n\mathbb{Z} = p_1^{a_1}\mathbb{Z} \cap p_2^{a_2}\mathbb{Z} \cap \cdots \cap p_n^{a_n}\mathbb{Z} \) as the intersection of the ideals generated by certain powers of primes.

An ideal in the commutative algebra, likewise, could be decomposed as the intersection of primary ideals \[\text{primary ideals} \]

\[ I = \bigcap_i p_i \]

One of the most elementary procedure for primary ideal decomposition is summarized as follows \[\text{primary ideals} \]

1. Find \( n \) such that \( I : r^n = I : r^\infty \).
2. Let \( I_1 = I + (r^n) \) and \( I_2 = I : (r^n) \).
3. The ideal \( I_1 \) and \( I_2 \) are larger than \( I \). The decomposition process must be done for each of them. By choosing some proper \( r \), we can decompose \( I_1 \) and \( I_2 \), hence \( I \) by primary ideals.

Example 4.1. Consider \( J = (x+ey, y+ex) \) in \( R = [x, y, e] \) with the lexicographic order \( x > y > e \).

- \( y \) is not in the radical \( \sqrt{J} \); and \( y \cdot (e^2 - 1) = ey(x + ey) - y(y + ex) \in J \). Thus we set \( r = y \) and \( s = e^2 - 1 \)
- Let \( J_1 \equiv (J, y) = (y, x + ye, y + xe) \). This is a primary (in fact, a prime) ideal, and \( J : y = J : y^2 = \ldots \) (stabilized).
Let \( J_2 \equiv J : y = (e^2 - 1, x + ye) \): this is because of another representation \( J = (y(e^2 - 1), x + ye) \). The ideal \( J_2 \) can be decomposed again.

- Now take \( r = e - 1, s = e + 1 \).

- \( J_{21} \equiv (J_2, e - 1) = (e - 1, x + ey) = (e - 1, x + y) \). This ideal is primary (in fact, prime).

- \( J_{22} \equiv (J_2 : e - 1) = (e + 1, x - y) \) and \( J_2 : (e - 1) = J_2 : (e - 1)^2 = ... \) (stabilized).

Now we have done the primary ideal decomposition: \( J = J_1 \cap J_{21} \cap J_{22} \).

We should notice that the ideal \( J \) is the secular equation of the diatomic system,

\[
\begin{pmatrix}
0 & -1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} = e
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]

The primary ideal decomposition is the operation equivalent to the eigenstate computation by means of linear algebra: the solutions of the secular equation are given by the affine algebraic sets of the computed ideals. We obtain the eigenvalue \( e = 1 \) and \( e = -1 \) for which the eigenvectors are \((x, x)\) and \((x, -x)\).

In fact, the above example is one of the simplest cases which we can compute manually. The general algorithm for ideal decomposition is first proposed by Eisenbud [EHV92]; and practical algorithms are developed by Gianni, Trager and Zacharias [GTZ88a], by Shimoyama and Yokoyama [SY96], by Möller [Möl93] and by Lazard [Laz92]. (As for the semi-algebraic set, one can do similar decomposition, as is studied by Chen and Davenport [CDM13].) The comparison of algorithms is given in [DdJGP99].

### 4.2 Algorithm of Gianni, Trager, and Zacharias

In this section, we review the primary ideal decomposition algorithm of Gianni, Trager, and Zacharias (GTZ algorithm) [GTZ88a] [DP13]. In the algorithm which we have seen in the previous section, we have to search a “key polynomial” by trial and error to decompose an ideal. In contrast, GTZ algorithm enables us to find such a key in a more rational way.

**Definition 4.1.**

1) A maximal ideal \( I_M \subset K[x_1, ..., x_n] \) is called in general position with respect to the lexicographical ordering \( > \) with \( x_1 > ... > x_n \), if there exist \( g_1, ..., g_n \in K[x_n] \) such that \( I_M = (x_1 + g_1(x_n), ..., x_n - 1 + g_{n-1}(x_n), g_n(x_n)) \).
ii) When an ideal is decomposed by primary ideal decomposition \( I = Q_1 \cap ... \cap Q_s \), the prime ideals \( P_i = \sqrt{Q_i} \) are called associated primes of \( I \). \( P_i \) is a minimal associated prime of \( I \) if \( P_i \neq P_j \) for all \( j \neq i \).

iii) A zero-dimensional ideal \( I \in K[x_1, ..., x_n] \) is called in general position with respect to the monomial order \( > \) with \( x_1 > \cdots > x_n \), if all associated primes \( P_1, ..., P_s \) are in general position and \( P_i \cap K[x_n] \neq P_j \cap K[x_n] \) for \( i \neq j \).

Theorem 4.1. (Zero-dimensional Decomposition) Let \( I \in K[x_1, ..., x_n] \) be a zero-dimensional ideal. Let \( (f) = I \cap K[x_n] \), \( f = f_1^{\nu_1} \cdots f_s^{\nu_s} \) with \( f_i \neq f_j \) for \( i \neq j \). Then the decomposition of ideal \( I \) is given by

\[
I = \bigcap_{i=1}^{s} (I, f_i^{\nu_i}).
\]

If \( I \) is in general position with respect to the monomial order \( > \) with \( x_1 > ... > x_n \), then \((I, f_i^{\nu_i})\) are primary ideals for all \( i \).

Theorem 4.2. (Ideal decomposition in general case) Let \( X = (x_1, ..., x_n) \). Let \( I \subseteq K[X] \) be an ideal, and let \( u \subset X \) be a maximal independent set of variables for \( I \). Then these statements hold.

i) The ideal \( IK(u)[X \setminus u] \) generated by \( I \) in \( K(u)[x \setminus u] \) is zero-dimensional. We denote the field of rational functions on \( K \) with variables \( u \) by \( K(u) \).

ii) Let \( \{g_1, ..., g_s\} \subset I \) be a Gröbner basis of \( IK(u)[x \setminus u] \). Let \( h = \text{lcm}(\text{lcm}(g_1), ..., \text{lcm}(g_s)) \in K[u] \). Then \( IK(u)[x \setminus u] \cap K[x] = I : h^\infty \). If \( I : h^d = I : h^{d+1} \), then \( I = (I : h^d) \cap (I, h^d) \).

iii) If \( IK(u)[X \setminus u] = Q_1 \cap ... \cap Q_s \) is an irredundant primary decomposition, then \( IK(u)[x \setminus u] \cap K[X] = (Q_1 \cap K[X]) \cap ... \cap (Q_s \cap K[X]) \) is also an irredundant primary decomposition.

Example 4.2. Consider \( I = x + ey, y + ex \) in \( Q[x, y, e] \) with lexicographic order \( x > y > e \). We know a Gröbner basis of \( I \) is \( \{y(e^2 - 1), x + ey\} \).

- Choose \( u = \{y\} \) as a maximal independent set of variables.
- \( IQ(y)[x,e] = (e^2 - 1, x + ey) \). This ideal is a Gröbner basis in \( Q(y)[x,e] \).
- Then \( h = \text{lcm}(\text{lcm}(e^2 - 1), \text{lcm}(x + ey)) = xe^2 \).
• $J := I : h = I : h^2 = (e^2 - 1, x + ey)_{Q[x,y,e]}$. And $(I,h) = (x + ey, y + ex, xe^2) = (x, y)$. We have a decomposition $I = (I : h) \cap (I, h)$.

• We decompose $J$. As $J$ is zero-dimensional in $Q(y)[x,e]$, we apply the algorithm in zero-dimensional case. Since $e^2 - 1 = (e + 1)(e - 1)$, the decomposition of $J$ is given by $J = (J, (e + 1)) \cap (J, (e - 1)) = (e + 1, x - y) \cap (e - 1, x + y)$. As the ideal $J$ is in general position with respect to lexicographic order $x > e$ in $Q(y)[x,e]$, $(J, (e + 1))$ and $(J, (e - 1))$ are primary ideals. Notice that we are working in $Q(y)[x,e]$. However, as the decomposition of $J_{Q[x,y,e]}$ inherits that of $J_{Q(y)[x,e]}$, we have obtained the required decomposition.

4.3 Triangulation of polynomial system

In case of the systems of polynomial equations \{ $p_i(x_1, x_2, ...x_n)$ | $i = 1...m$ \} which have only finitely many solutions (i.e. to be zero-dimensional), several methods methods are proposed [Möl93, Laz92] which decompose the solution set into finitely many subset of the triangular form with respect to the variables entries, \[
\{ f^l_1(x_1), f^l_1(x_1, x_2), ..., f^n_m(x_1, x_2, ..., x_n) \mid l = 1,...L \}.\]

This kind of algorithm is used in the application of algebraic geometry in molecular orbital theory as is demonstrated in section 1., instead of conventional linear algebra.

Let us review the triangular decomposition algorithm by Möller [Möl93]. The algorithm is based upon several lemmas.

Lemma 4.1 (Lemma 2 in [Möl93]). Let $A$ be an ideal in a ring $R = K[x_1, ..., x_n]$ such that Krull dimension of the residue class ring $R/A$ is zero : $\dim(KR/A) = 0$. If $B$ is an ideal such that $B \subset A$ and if $m \in \mathbb{N}$ is sufficiently large, the affine algebraic set $V(A)$ is the disjoint union: $V(A) = V(A : B^m) \cup V(B)$ with

$V(B) = \{ y \in V(A) | \forall b \in B : b(y) = 0 \}$,

$V(A : B^m) = \{ y \in V(A) | \exists b \in B : b(y) \neq 0 \}$.

(The definition of $V(B)$ of this theorem, given in [Möl93], is slightly different from the conventional one. In this section only, we use this definition.)

Lemma 4.2 (Lemma 3 in [Möl93]). Let $A$ be a ideal in a ring $R$ such that Krull-dimension of $R/A$ equals to zero ($\dim_K R/A = 0$) and let $B$ be another ideal in $R$ such
that $A \subseteq B = (g_1, \ldots, g_s)$. Then, for sufficiently large $m, m_1, \ldots, m_s \in \mathbb{N}$

$$V(A : B^m) = \bigcup_{i=1}^{s} V((A + (g_1, \ldots, g_{i-1}) : \tilde{g}_{i}^{m_i}).$$

with $V((A + (g_1, \ldots, g_{i-1}) : \tilde{g}_{i}^{m_i}) = \{ y \in V(A)|g_1(y) = \ldots = g_{i-1}(y) = 0 \neq g_{i}(y) \}$. In addition, if $A$ is a radical ($A = \sqrt{A}$), the above relation holds for all positive $m, m_1, \ldots, m_s$.

**Lemma 4.3** (Lemma 5 iii) in [Mö93]). Let $f_i := \sum_{j=0}^{d_i} \tilde{g}_{ij}(x_1, \ldots, x_{n-1})x_n^{d_i-j}$ with nonzero polynomials $\tilde{g}_{ij}$, $i = 1, \ldots, r$. If $F := \{f_1, \ldots, f_r\}$ is a Gröbner basis with respect to a monomial order $<$, then $G = \{\tilde{g}_{i0}, \ldots, \tilde{g}_{ir0}\}$ is a Gröbner basis with respect to $<$. If $g_{i0}$ is a constant, then the ideal quotient $(f_2, \ldots, f_r) : f_1$ has the Gröbner basis (with respect to $<$) $\{\tilde{g}_{2}, \ldots, \tilde{g}_{r0}\}$ and $f_1 \notin (f_2, \ldots, f_r)$.

Indeed, if $\{f_1, \ldots, f_r\}$ generates a zero-dimensional ideal, $\tilde{g}_{i0}$ is constant by Lemma 6 in [Mö93].

The algorithm is summarized as follows:

Let $A(\subset R[x_1, \ldots, x_n])$ be a zero-dimensional ideal with a reduced Gröbner basis $\{f_1, \ldots, f_r\}$ with respect to a monomial order $<$. Let $B := (f_2, \ldots, f_r) : f_1 + (f_1)$. Then $V(A)$ is the union as $V(A) = V(A : B^m) \cup V(B)$. (It is easily checked that for ideals $I, J$, the relation $V(I \cap J) = V(I) \cup V(J)$ holds. Hence the decomposition of the affine algebraic set is equivalent to that of ideal: $K = I \cap J$. ) The varieties involved in the union have following properties.

- For $V(B)$ (which is one of the components of the decomposition), it holds that $V(B) = V(f_1) \cap V(\tilde{f}_2, \ldots, \tilde{f}_r)$ and $\{\tilde{f}_2, \ldots, \tilde{f}_r\}$ is a reduced Gröbner basis.

- By lemma [4.4] $V(A : B^m)$ is the disjoint union of the zero-zets,

$$V(A : \tilde{f}_{i1}^{m_1}), V((A + (f_1)) : \tilde{f}_{i2}^{m_2}), \ldots, V((A + (f_1, \tilde{f}_2, \ldots, \tilde{f}_{r-1})) : \tilde{f}_{ir}^{m_r}).$$
These sets are other components of the decomposition of $V(A)$.

- $V(A : (f_1)^m) = \emptyset$ (because $f_1 \in A$): this item is removed.

- The Gröbner bases are computable for the ideals $A + (f_1 : f_2^{m_2}, \ldots, A + (f_1, \tilde{f}_2, \ldots, \tilde{f}_{r-1})) : \tilde{f}_r^{m_r}$. These Gröbner bases are in $R[x_1, \ldots, x_{n-1}]$ (where the dimension is exactly dropped by one). Therefore we go down into $R[x_1, \ldots, x_{n-1}]$ and in this ring we have the set of ideals which are to be processed again.

- Iteratively we apply the algorithm to the set of ideals and drop the variable one by one; the process shall terminate after finite steps.

Let us consider the problem

\[ f_1 = x + y^2 e, \quad f_2 = y + x^2 e, \quad f_3 = x^2 + y^2 - 1. \]

The reduced Gröbner basis with respect to the lexicographic order $x > y > e$ is given by

\[ p_1 = x + y + e, \quad p_2 = 2y^2 + 2ye + e^2 - 1, \quad p_3 = 2ye^2 + 2y + e^3 + e, \quad p_4 = e^4 - e^2 - 2. \]

We apply the triangulation to $A_0 = (p_1, p_2, p_3, p_4)$. For variable $x$, it exists only in $p_1$. Thus $p_1$ should be added in all components of the decomposition. We only decompose the smaller system $A = (p_2, p_3, p_4)$. For the variable $y$, $\tilde{p}_3 = 2e^2 + 2, \quad \tilde{p}_4 = e^4 - e^2 - 2$.

By the removal of the redundant term, the simpler Gröbner basis for $(\tilde{p}_3, \tilde{p}_4)$ is $(e^2 + 1)$, which is also a Gröbner basis of $(p_3, p_4)$: $p_2$.

As for the decomposition $V(A) = V(B) \cap V(A : (e^2 + 1)^m)$, the components are given as

\[ B = (p_3, p_4) : p_2 + (p_2) = (e^2 + 1, 2y^2 + 2ye + e^2 - 1) = (e^2 + 1, y^2 + ye - 1). \]

and

\[ A : (e^2 + 1) = (e^2 - 2, 2y + e) \]

Indeed, the last statement implies the saturation: since, for $m = 1, 2, \ldots$, \[ A : (e^2 + 1)^m = (e^2 - 2, 2y + e). \]

Thus we obtain the decomposition of $(f_1, f_2, f_3, f_4)$ as the intersection of $(e^2 + 1, y^2 + ye + 1, p_1)$ and $(e^2 - 2, 2y + e, p_1)$. 
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5 Simple example of the molecular orbital method by means of algebraic geometry

Let us execute molecular orbital computation by means of algebraic geometry. The example is a hexagonal molecule, like benzene, where s-orbital is located at each atom and interacts only with the nearest neighbors, as is depicted in Fig. 5.1.

Figure 5.1: The framework of a hexagonal molecule. The atoms are indexed as \( A_1, \ldots, A_6 \) and they interact between nearest neighbors, as are indicated by the bonds.

The secular equation for a hexagonal molecule, like a benzene, could be given by the simplest model:

\[
\begin{pmatrix}
0 & T & 0 & 0 & 0 & T \\
T & 0 & T & 0 & 0 & 0 \\
0 & T & 0 & T & 0 & 0 \\
0 & 0 & T & 0 & T & 0 \\
0 & 0 & 0 & T & 0 & T \\
T & 0 & 0 & 0 & T & 0 \\
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5 \\
c_6 \\
\end{pmatrix} = \varepsilon
\begin{pmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5 \\
c_6 \\
\end{pmatrix}.
\]

We place one orbital in each of the vertex of the hexagon; we assume the interaction between the nearest neighbors with the hopping parameter \( T \); the wavefunction is given by the coefficients \( (c_1, \ldots, c_6) \) to six atomic orbitals. (We assume the following model: \(|\psi\rangle = \sum_{i=1}^{6} C_i |a_i\rangle \) such that \( \langle a_i | a_j \rangle = \delta_{i,j} \); and \( H = \sum_{i=1}^{6} |a_i\rangle T \langle a_{i+1} | \) in the hexagonal closed graph with \( a_7 = a_1 \).

The corresponding energy functional is given by

\[
U = Tc_2(c_1 + c_3) + Tc_3(c_2 + c_4) + Tc_4(c_3 + c_5) + Tc_5(c_4 + c_6) + Tc_6(c_5 + c_1) + Tc_1(c_6 + c_2) - e(c_1^2 + c_2^2 + c_3^2 + c_4^2 + c_5^2 + c_6^2 - 1).
\]
The ideal from the secular equation is represented as:

\[ I = (-2c_1e + 2c_2T + 2c_6T, \]
\[ 2c_1T - 2c_2e + 2c_3T, \]
\[ 2c_2T - 2c_3e + 2c_4T, \]
\[ 2c_3T - 2c_4e + 2c_5T, \]
\[ 2c_4T - 2c_5e + 2c_6T, \]
\[ 2c_1T + 2c_5T - 2c_6e, \]
\[ -c_1^2 - c_2^2 - c_3^2 - c_4^2 - c_5^2 - c_6^2 + 1). \]

We assume that

\[ I \subset \mathbb{Q}[c_1, c_2, c_3, c_4, c_5, c_6, T, e, U] \]

with the lexicographic monomial order

\[ c_1 > c_2 > c_3 > c_4 > c_5 > c_6 > T > e > U. \]

The Gröbner basis is given in Table 3.1
Table 5.1: Gröbner basis of the secular equation of the hexagonal molecule.

The first entry of the list in Table 5.1 shows the relation between the energy \( e \) and the hopping integral \( T \). Then the polynomials including other variables \( (c_6, c_5, ..., c_1) \) appear in succession. This is the example of variable elimination.

Let us evaluate the energy functional \( U \). For this purpose, we make a new ideal \( I + (f) \) with a polynomial \( f \) which equates the variable \( U \) and the definition of the
energy functional at \( f = 0 \):

\[
f = Tc_2(c_1 + c_3) + Tc_3(c_2 + c_4)c_3 + Tc_4(c_3 + c_5) + Tc_5(c_4 + c_6) + T_6(c_5 + c_1) + Tc_1(c_6 + c_2) - e(c_1^2 + c_2^2 + c_3^2 + c_4^2 + c_5^2 + c_6^2 - 1) - U.
\]

The Gröbner basis of the ideal \( I + (f) \) is given in Table 5.2. The first polynomial gives the relation between the total energy \( U \) and the hopping integral, while the other variables are swept into remaining polynomials. Consequently, it follows that, by means of symbolic computation, we have executed the molecular orbital computation and have obtained the observable quantities: if we give \( T \), we determine the total energy \( U \) and we have the relations for the variables of the wave-function and the eigenvalue \( e \). As for the wave-function, there is a particular feature in the symbolic computation, which will be discussed later.

\begin{align*}
_1 &= 4T^4 - 5T^2U^2 + U^4 \\
_2 &= e - U \\
_3 &= 12c_6^2T^2 - 12c_6^2U^2 - e^2 + 3eU - 2T^2 \\
_4 &= c_5T^2U - 6c_6e^2T - 2c_6T^2 + 3c_6U^2 \\
_5 &= 2c_5T^3 - 2c_5TU^2 + 2c_6eT^2 + 3c_6eU^2 + 2c_6U^2 \\
_6 &= 4c_5^2U - 4c_5c_6 + 4c_6^2 \\
_7 &= 4c_5^2T^2 - 4c_5c_6U + 8c_6^2T^2 + eU - 2T^2 \\
_8 &= 24c_5^2c_6^2T - 8c_5^2c_6^2T - 24c_5c_6^3 + 4c_5c_6^2 \\
_9 &= 24c_5^2c_6^2T + 10c_6^2T + T \\
_{10} &= 24c_5^2T - 16c_5^2c_6 + 16c_5^2c_6^3 + 10c_5^2c_6^3 \\
_{11} &= 4c_5T^2U + 12c_5c_6T - 8c_5c_6U + 8c_5c_6^2T - 4c_5U - T^2 \\
_{12} &= 12c_5T^2 - 12c_5U + 12c_4T + 12c_4^2T + 12c_4^2c_5U - 8c_4c_5U \\
_{13} &= 12c_5^2T + 8c_5^2T - 4c_6T \\
_{14} &= c_3T^4 - 4c_4^2T + 12c_4^2T + 4c_4^2T - 8c_4c_5c_6 \\
_{15} &= 12c_5^2T + 8c_5^2T - 4c_6T \\
_{16} &= c_3T^4 - 4c_4^2T + 12c_4^2T + 4c_4^2T - 8c_4c_5c_6 \\
_{17} &= c_1T + 5c_5T + c_6 \\
_{18} &= c_1^2 + 2c_2^2 + c_3^2 + 2c_4^2 + 3c_5^2 + c_6^2 - 1
\end{align*}

Table 5.2: The Gröbner basis of the ideal \( I + (f) \).
Now let us see how the primary ideal decomposition works. The decomposition for ideal $I + (f)$ is given in Table 5.3. Each entry in the list is the primary ideal \{ $p_i \mid i = 1, \ldots, 5$ \}, the intersection of which shall build the polynomial ideal of secular equation $I = \cap_{i=1}^5 p_i$.
Table 5.3: Primary ideal decomposition of ideal $I + (f)$. The ideal decomposes into five primary ideals, each of which is represented by the generators.

Table 5.4 gives the Gröbner basis for the ideal $(p_i + (f))$. The first entry gives the linear relation between the total energy $U$ and the hopping parameter $T$. This is the
improvement in the result by the use of primary ideal decomposition; in Table 5.2 of the Gröbner basis, we have obtained the relation between $U$ and $T$, but the polynomial is not decomposed yet.
\[(1) (p_1 + (f))
_1 = U
_2 = T
_3 = e
_4 = c_1^2 + c_2^2 + c_3^2 + c_4^2 + c_5^2 + c_6^2 - 1
\]
\[(2) (p_2 + (f))
_1 = T - U
_2 = e - T
_3 = 4c_5^2 - 4c_5c_6 + 4c_6^2 - 1
_4 = c_4 - c_5 + c_6
_5 = c_3 + c_6
_6 = c_2 + c_5
_7 = c_1 + c_5 - c_6
\]
\[(3) (p_3 + (f))
_1 = T + U
_2 = e + T
_3 = 4c_5^2 + 4c_5c_6 + 4c_6^2 - 1
_4 = c_4 + c_5 + c_6
_5 = c_3 - c_6
_6 = c_2 - c_5
_7 = c_1 + c_5 + c_6
\]
\[(4) (p_4 + (f))
_1 = 2T + U
_2 = e + 2T
_3 = 6c_6^2 - 1
_4 = c_5 + c_6
_5 = c_4 - c_6
_6 = c_3 + c_6
_7 = c_2 - c_6
_8 = c_1 + c_6
\]
\[(5) (p_5 + (f))
_1 = 2T - U
_2 = e - 2T
_3 = 6c_6^2 - 1
_4 = c_5 - c_6
_5 = c_4 - c_6
_6 = c_3 - c_6
_7 = c_2 - c_6
_8 = c_1 - c_6
\]

Table 5.4: Gröbner basis for the ideals $p_i + (f)$. 


The dimension of the ideals is given in Table 5.5. (We refer to the Krull dimension of the quotient ring by an ideal by the phrase “dimension of the ideal” according to the custom of computational algebraic geometry.)

| Ideal      | $\text{dim}_k(R/I)$ |
|------------|----------------------|
| $p_1 + (f)$| 5                    |
| $p_2 + (f)$| 2                    |
| $p_3 + (f)$| 2                    |
| $p_4 + (f)$| 1                    |
| $p_5 + (f)$| 1                    |

Table 5.5: The dimension of the ideals $p_i + (f)$.

As for $p_1 + (f)$, the affine algebraic set is determined by $U = T = e = 0$ and $c_1^2 + \cdots + c_6^2 = 1$; thus there are five degrees of freedom for $(c_1, \ldots, c_6)$. As for $p_4 + (f)$ and $p_5 + (f)$, the only one indeterminate is the hopping integral $T$, which contribute one to the dimension of the ideal; $(c_1, \ldots, c_6)$ is determined up to sign. As for $p_2 + (f)$ and $p_3 + (f)$, the hopping integral $T$ is still an indeterminate and contributes one to the dimension; $(c_1, \ldots, c_6)$ is not determined explicitly, unless $c_5$ or $c_6$ would be explicitly given in the quadratic equation in the list (which is one-dimensional geometrical object). In this circumstance, the dimension of the ideal rises by one. The increase of the dimension in the cases of $p_2 + (f)$ and $p_3 + (f)$ is, by the familiar phrase of physics, due to the degeneracy in the eigenvalue. For such cases in the numerical computation, the solvers automatically return the orthonormalized basis vectors. The numerical library determines them by an arbitrary way. However, by summing up the degenerated eigenstates with the equal weights, one can compute the observable quantum mechanical quantity which is free from this sort of ambiguity. In contrast, the symbolic computation processes the equation up to the “minimal” polynomials of the variables of the wave-functions and it does not anymore. The wave-functions are, however, non-observable quantities; one can eliminate them from the polynomial equations by symbolic computation so that one could obtain only observable quantities, such as energy. In fact, it is not always true that the degeneracy of eigenvalues should lead to non-zero-dimensional character of eigenspace: for example, consider the following polynomial as the energy functional:

$$f = -c_1(c_2 + c_3) - c_2(c_1 + c_3) - c_3(c_1 + c_2) + (c_1^4c_2^4 + c_2^4c_3^4 + c_3^4c_1^4) - e(c_1^2 + c_2^2 + c_3^2 - 1).$$
The local energy minima are represented by discrete points (not continuous) both in real and in complex number. For example, \( e = -3/2 \) is the eigenvalue with six fold degeneracy and the corresponding eigenvectors are discrete (as zero-dimensional ideal) as follows:

\[
(c_1, c_2, c_3) = \pm(1/\sqrt{2}, -1/\sqrt{2}, 0), \pm(1/\sqrt{2}, 0, -\sqrt{2}), \pm(0, 1/\sqrt{2}, -\sqrt{2})
\]

### 6 Outlook for related topics

We have seen how the computational algebraic geometry could be applied to the molecular orbital theory, in so far as the equations could be represented by polynomials. In this section, we will see the related topics on the symbolic computation by means of polynomials.

#### 6.1 Polynomial optimization

Polynomial optimization is a numerical method which solves the optimization problem given by polynomial equations and inequities [Las01, Laz92, BPT12, HLL09, Lau09].

**Example 6.1.** Consider the cost function \( g(x_1, x_2) = x_2 \) and the constraints \( f_1 = 5 - x_1^2 - x_2^2 \geq 0 \), \( f_2 = 1 - x_1x_2 \geq 0 \), \( f_3 = x_1 - x_2 \geq 0 \).

The problem is given by:

Maximize the cost multivariate polynomial function \( g(x) \)

with the constraint of multivariate polynomial function \( f_i(x) \geq 0 \).

In other words, the cost function \( g \) is to be maximized in the semi-algebraic set defined by \( f_1, f_2 \) and \( f_3 \), as in Fig. [6.1](#).
Figure 6.1: The curves $5 - x^2 - y^2 = 0$, $y = x$, $1 - xy = 0$ are depicted. The y-coordinate of the upper-right intersection point between the diagonal line and the hyperbola gives the solution of the optimization problem presented in the main article.

The key idea is to replace the monomials $x_1^i x_2^j$ with variables $y_{ij}$. The variables should satisfy relations such as $y_{p,q} y_{r,s} = y_{p+q,r+s}$ and $y_{00} = 1$. Let us define the first-order moment matrix in the following style:

$$M_1(y) = \begin{pmatrix} 1 & y_{10} & y_{01} \\ y_{10} & y_{20} & y_{11} \\ y_{01} & y_{11} & y_{02} \end{pmatrix}$$

By means of the formalism of the polynomial optimization, the problem is restated as follows.

Maximize the linear cost function $y_{01}$,

With the constraint that the moment matrix $M_1(y)$ is semi-positive definite,

With the constraint of multivariate polynomial functions: $\hat{f}_1 = 5 - y_{20} - y_{02} \geq 0$, $\hat{f}_2 = 1 - y_{11} \geq 0$, $\hat{f}_3 = y_{10} - y_{01} \geq 0$

In the above, the constraint of the moment matrix comes from the semi-positive-definiteness of the quadratic form:

$$0 \leq \left( \sum_{i=1}^{2} c_i x_i \right) \left( \sum_{i=1}^{2} c_i x_i \right) \simeq \sum_{i,j} c_i c_j y_{ij}.$$ 

Hereafter we denote the semi-positive definiteness of a matrix $M$ as $M \succeq 0$. 
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The optimization problem is solved by the standard way of semi-positive-definite programming. We can formulate the dual problem also. In general, it is not guaranteed that the use of the first-moment matrix would suffice to give the correct answer; indeed the formulation should be given in the matrices of infinite dimension, which include the moments of higher orders up to the infinity. In addition, in the above formulation, there is no constraint for the condition \( y_{p,q} y_{r,s} = y_{p+q,r+s} \). We only expect that the moment matrix would be reduced into the one with lower and suitable rank at the optimum. Actually, the above procedure is an approximation and the accuracy is improved by the use of larger matrices.

Let \( y = (y_\alpha)_{\alpha \in \mathbb{N}^n} \), where \( y_\alpha \) represents \( x^{\alpha} = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \). Let denote the degree of \( (y_\alpha) \) as \( |\alpha| = \sum_{i=1}^{n} \alpha_i \). We try to optimize the problem in the limited range of \( (y_\alpha)_{\alpha \in \mathbb{N}^n} \), such that \( |\alpha| \leq 2r \).

For \( y = (y_{\alpha_1}, y_{\alpha_2}, ..., y_{\alpha_N}) \) (such that \( |\alpha_N| \leq 2r \)), the \( r \)-th order moment matrix \( M_r(y) \) is constructed as follows:

- \( M_r(y)[1, 1] = 1 \),
- \( M_r(y)[i, 1] = y_{\alpha_i} \),
- \( M_r(y)[1, i] = y_{\alpha_i} \),
- \( M_r(y)[i, j] = y_{\alpha_i + \alpha_j} \),

where the index \( i, j \) are taken in the range such that \( |\alpha_i| \leq r \).

Let \( p(x) \) be the polynomial constraint:

\[
p(x) = \sum_{\beta} c_{\beta} x^{\beta}.
\]

For \( p(x) \), the localizing matrix is defined by:

\[
M_s(py)[i, j] = \sum_{\beta} c_{\beta} y_{\alpha_i + \alpha_j + \beta},
\]

where the index \( i, j \) are taken in the range such that \( |\alpha_i| \leq s \). This matrix should be semi-positive definite, too.

In general, a global polynomial optimization problem is given by

\[
p^* = \min_y F(x) = \sum_{\alpha} f_{\alpha} x^{\alpha}
\]

such that \( G_i(x) \geq 0, \ i = 1, 2, ... \)
Assume that the degree of \( g_i(x) \) to be \( 2d_i - 1 \) or \( 2d_i \). In correspondence to the above global polynomial problem, The relaxation of order \( k \) is stated in this way:

\[
p_k^* = \min_y \sum_{\alpha} f_\alpha y_\alpha
\]
such that \( M_k(y) \succ 0 \)
and \( M_{k-d_i}(G_i y) \succ 0 \), \( i = 1, 2, ... \)

It is guaranteed that, as the degree \( k \) increases, the optima \( p_k^* \) converges to the global optimum \( p \).

**Example 6.2.** Let us compute these matrices.

The second-order moment matrix is given by

\[
M_2(y) = \begin{pmatrix}
1 & y_{10} & y_{01} & y_{20} & y_{11} & y_{02} \\
y_{10} & y_{20} & y_{11} & y_{30} & y_{21} & y_{12} \\
y_{01} & y_{11} & y_{02} & y_{21} & y_{12} & y_{03} \\
y_{20} & y_{30} & y_{21} & y_{40} & y_{31} & y_{22} \\
y_{11} & y_{21} & y_{12} & y_{31} & y_{22} & y_{13} \\
y_{02} & y_{12} & y_{03} & y_{22} & y_{13} & y_{04}
\end{pmatrix}.
\]

The higher-order moment matrices are computed likewise.

The localizing matrices are computed for the polynomials \( f_1, f_2 \) and \( f_3 \) in the example problem.

For \( f_1 = 5 - x_1^2 - x_2^2 \),

\[
M_1(f_1y) = \begin{pmatrix}
5 - y_{20} - y_{02} & 5y_{10} - y_{30} - y_{12} & 5y_{01} - y_{21} - y_{03} \\
5y_{10} - y_{30} - y_{12} & 5y_{20} - y_{40} - y_{22} & 5y_{11} - y_{31} - y_{13} \\
5y_{01} - y_{21} - y_{03} & 5y_{11} - y_{31} - y_{13} & 5y_{02} - y_{22} - y_{04}
\end{pmatrix}.
\]

For \( f_2 = 1 - x_1 x_2 \),

\[
M_1(f_2y) = \begin{pmatrix}
1 - y_{11} & y_{10} - y_{21} & y_{01} - y_{12} \\
y_{10} - y_{21} & y_{20} - y_{31} & y_{11} - y_{22} \\
y_{01} - y_{12} & y_{11} - y_{22} & y_{02} - y_{13}
\end{pmatrix}.
\]

For \( f_3 = x_1 - x_2 \),

\[
M_1(f_2y) = \begin{pmatrix}
y_{10} - y_{01} & y_{20} - y_{11} & y_{11} - y_{02} \\
y_{20} - y_{11} & y_{30} - y_{21} & y_{21} - y_{12} \\
y_{11} - y_{02} & y_{21} - y_{12} & y_{12} - y_{03}
\end{pmatrix}.
\]
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Observe that these localizing matrices include the entries of the second order moment matrix and do not contain superfluous ones. We can optimize the given problem concisely with the use of \( M_2(y), M_1(f_1 y), M_1(f_2 y), M_1(f_3 y) \).

As is demonstrated in [Kik13], once the molecular orbital theory has been built over the polynomial system on the ground of algebraic geometry and commutative algebra, it enables us to joint the equation of conventional quantum mechanics and the extra constraints into a set of polynomial equations. We solve the problem through the collaboration of numerical and symbolical methods. The computational scheme is basically to determine the affine algebraic set described by the set of equations. However, it is somewhat inconvenient that we should use only equations for the general optimization problem. It seems that polynomial optimization could get over such limitations because it could deal with the constraints by inequities in the semi-algebraic set. The mathematical ground is “real algebraic geometry” which contains a various range of interests.

### 6.2 Quantifier elimination

When we deal with equations and inequities of polynomials, we often ask ourselves about the existence of the solutions. For example, under what condition would a quadratic equation have roots? The “quantifier elimination” (QE) is the computational process to answer this sort of questions: when the question is given by \( \exists x \in \mathbb{R}.(x^2 + bx + c = 0) \), the computer eliminates the quantifier (\( \exists \)) and returns the simplified form \( b^2 - 4ac \geq 0 \) as the answer. In fact, there are general theories for executing such sort of simplifications, proposed by several mathematicians, such as by Fourier, by Motzkin, and by Tarski [Tar31, Tar98], or Presburger arithmetic. But those algorithms are not practical. Afterward, more practical algorithms by Collins and by others have come into use, called “Cylindrical Algebraic Decomposition” (CAD). The theoretical ground of the standard algorithm in Algebraic Cylindrical Decomposition are given in [ACM84a, ACM84b, McC93, CDM+13, CM16, ADL+95]. There are computer several packages in which this algorithm is implemented, such as QEPCAD [HB], Mathematica [Wol], Maple [Map], and Reduce [HD].

Since CAD algorithm is apparently related to the theme of this article, let us review the computational procedure in this section. Let us consider the problem through a simpler example of quantifier elimination:

\[ \exists a.(x^2 + ax + 1 = 0). \]

We can simplify the above prenex form into the one without quantifier, such as \( a^2 - 4 \geq 0 \).
The cylindrical algebraic decomposition analyses the critical point of \( f(a,x) = x^2 + ax + 1 = 0 \) in two-dimensional real \( a\)-\( x \) plane. The critical points are the solutions of \( f(a,x) = x^2 + ax + 1 = 0 \) and \( \frac{\partial f(a,x)}{\partial x} = 2x + a \). They are also the solution of \( x^2 + ax + 1 = 0, 2x + a = 0 \) and \( x(2x + a) = 0 \). Thus we obtain the matrix equation:

\[
\begin{pmatrix}
1 & a & 1 \\
2 & a & 0 \\
0 & 2 & a
\end{pmatrix}
\begin{pmatrix}
x^2 \\
x \\
1
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]

The determinant of the matrix in the left-hand side is the discriminant of \( f(a,x) \). If it is zero, the matrix equation would permit non-zero vector solution. Hence we project the polynomial in one ring into a polynomial in another ring of lower dimension (Projection step). We now analyse the projected polynomial (the discriminant) in order to inquire after the existence of the root. As the discriminant is \( 4 - a^2 \), we can divide the \( a \)-axis into five cells: \((-\infty, -2), \{-2\}, (-2, 2), \{2\}, (2, \infty)\) so that each of them gives the distinct sign of the discriminant.

Let us build the set of cylinders in \( a\)-\( x \) plane which pass through each cells in \( a \)-axis. They are given by

\[
(a, x) \in (-\infty, -2) \times (-\infty, \infty),
\]
\[
(a, x) \in \{-2\} \times (-\infty, \infty),
\]
\[
(a, x) \in (-2, 2) \times (-\infty, \infty),
\]
\[
(a, x) \in \{2\} \times (-\infty, \infty),
\]
\[
(a, x) \in (2, \infty) \times (-\infty, \infty).
\]

In each cylinder, we should check the zeros and the sign condition of \( f(a,x) = x^2 + ax + 1 \) in \( a\)-\( x \) plane. The solutions of \( f(a,x) \) are listed as follows.

- \( a \in (-\infty, -2) \): the solutions are \( x_1 = (-a - \sqrt{a^2 - 4})/2 \) and \( x_2 = (-a + \sqrt{a^2 - 4})/2 \).
- \( a = -2 \): the solution is \( x_1 = 1 \).
- \( a \in (-2, 2) \): no solution.
- \( a = 2 \): the solution is \( x_1 = -1 \).
- \( a \in (-2, \infty) \): the solutions are \( x_1 = (-a - \sqrt{a^2 - 4})/2 \) and \( x_2 = (-a + \sqrt{a^2 - 4})/2 \).
(In the actual computation, we do not try to obtain such analytic solutions in uplifting step. Instead, we place one sampling point, say $a_s$, in each subdivision, and we inspect the sign condition and the solution of univariate polynomial $f(a_s, x)$.)

The cylinders are again divided into cells according to the sign condition of $f(a, x)$. For example, the cylinder $(-\infty, -2) \times (-\infty, \infty)$ is divided by five cells:

$(-\infty, -2) \times (-\infty, x_1)$;

$(-\infty, -2) \times \{x_1\}$;

$(-\infty, -2) \times (x_1, x_2)$;

$(-\infty, -2) \times \{x_2\}$;

$(-\infty, -2) \times (x_2, \infty)$.

For other cylinders, we construct the cells likewise, as is illustrated in Fig. 6.2. These cells in $a$-$x$ plane are distinguished by the sign conditions of $f(a, x) = x^2 + ax + 1$ and dis$(f) = a^2 - 2$. Then we seek the cells which would satisfy the condition of the first question about the existence of the roots of $x^2 + ax + 1 = 0$, and by joining the cells which satisfy the requirement, we find the answer: $a \leq -2$ or $a \geq 2$.

Figure 6.2: The cylindrical algebraic decomposition for $x^2 + ax + 1$. The vertical and horizontal axes represent the variables $x$ and $a$ respectively. The zone is decomposed into cells by the solid lines and curves; each cell is distinguished from others by the sign conditions of two polynomials, $x^2 + ax + 1$ and $a^2 - 4$.

In general multivariate case of CAD, the algorithm executes the multi-step projection (from n-variables to one-variable) and uplifting (from an axis to the whole space).

There are examples of QE with the taste of molecular orbital theory. Let $e, (x, y)$ be the energy and the wavefunction of the simple diatomic system, such that

$$
\begin{pmatrix}
0 & -1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
= e
\begin{pmatrix}
x \\
y
\end{pmatrix}
$$
Example 6.3.

\[ \exists e : e < 0 \land x + ey = 0 \land y + ex = 0 \land x^2 + y^2 - 1 = 0 \land x + y = 0. \]

The prenex form inquires if the negative e (the energy) would exists in the diatomic molecule of asymmetric configuration \( x + y = 0 \). The quantifier elimination concludes that the formula is 

\[ \text{False}. \]

Example 6.4.

\[ \exists e : e < 0 \land x + ey = 0 \land y + ex = 0 \land x^2 + y^2 - 1 = 0 \land x - y = 0. \]

The prenex form inquires if the negative e (the energy) would exists in the diatomic molecule of symmetric configuration \( x - y = 0 \). The quantifier elimination concludes that the formula is simplified as 

\[ x^2 + y^2 - 1 = 0 \land x - y = 0. \]

This is the process of quantifier elimination. If the prenex form contains several polynomials \( \{f_j(x_1, x_2, \ldots, x_n) | j = 1, \ldots, m\} \), we have to compute the intersection of \( f_i \) and \( f_j \) for \( i \neq j \) as well as the critical point of each \( f_i \). The intersection is computed by projection by means of variable elimination, the tool of which is “resultant”. Assume that \( \{f_j\} \) are the uni-variate polynomials of \( x_n \), in which the coefficients are the polynomials of \( \{x_1, \ldots, x_{n-1}\} \). In this assumption, the resultant for two polynomials

\[ A = a_0 x^d + a_1 x^{d-1} + \cdots + a_d \]

and

\[ B = b_0 x^e + b_1 x^{e-1} + \cdots + b_e \]
is the determinant of a square matrix of dimension $d + e$, defined as

$$
\begin{pmatrix}
  a_0 & a_1 & \cdots & a_d & 0 & \cdots & 0 \\
  0 & a_0 & \cdots & a_{d-1} & a_d & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & a_0 & a_1 & \cdots & \cdots & a_d \\
  b_0 & b_1 & \cdots & b_e & \cdots & \cdots & 0 \\
  0 & b_0 & \cdots & b_{e-1} & \cdots & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & b_0 & b_1 & \cdots & \cdots & b_e
\end{pmatrix},
$$

in which the rows are made from the array of coefficients of $\{ x^i A \mid i = e - 1, \ldots, 0 \}$ and $\{ x^j B \mid j = d - 1, \ldots, 0 \}$ so that the product of the matrix and the vector $(x^{d+e}, x^{d+e-1}, \ldots, x, 1)$ should give those set of polynomials. The discriminant of $f(x)$ is a special case as the resultant of $f(x)$ and $\frac{df(x)}{dx}$.

We expect that quantifier elimination would be applicable to the molecular orbital theory when we give the polynomial representation to the problem. If the quantifier elimination goes well, we would obtain the polynomial representation of the solution of the optimization problem; we could render the zone and the boundary in the parameter space which shall satisfy our requirement; we might “reason” for the question of quantum mechanics by means of the rigorous foundation of logic. However, at present, the computer and the algorithm are still powerless; indeed the complexity of the algorithm, in the worst case, is double exponential in the number of variables \cite{McC93}. (This is because of the enormous number of combinations of polynomials in the process of variable-elimination.) Therefore we must expect some breakthrough both in algorithm and in computer architecture in order that we could apply quantifier elimination for the practical purpose.

### 6.3 Polynomial optimization and wave-geometry

In the above examples, we implicitly assume that all of the required ingredients are polynomials. They are generated by the method of quantum chemistry: by the use of localized atomic basis, the integrodifferential equation is converted into the secular equation of analytic functions, and the latter is furthermore approximated by polynomials. On the other hand, the fundamental equations of quantum mechanics always involve differential operators. Indeed the symbolic computation would be applicable to the al-
gebra generated by variables and differentials (G-algebra); the Gröber basis could be computed by extending the Buchberger’s algorithm (Mora’s algorithm [Mor94]). However, G-algebra is rather a purely mathematical topic and it seems to be powerless in solving numerical problems.

For this issue, the aforementioned polynomial optimizations would give us some hint. The key idea is to replace the monomials in the equation with the variables of one-degree, and the latter variables are determined by the framework of semi-positive definite programming [Las06].

The algorithm of polynomial optimization is based on the measure theory. The variables of degree one, corresponding to the monomials $X^\alpha = x_1^{\alpha_1} \cdot x_2^{\alpha_2}$, represent the integrals in the moment problem,

$$y_\alpha = \int X^\alpha d\mu$$

by means of some probability measure $\mu$, which satisfies $\int d\mu = 1$. We construct the entry of the moment matrix in the following form

$$y_{\alpha,\beta} = \int X^\alpha X^\beta d\mu$$

Instead of directly determining the measure, however, the algorithm computes the moments $y_{\alpha,\beta}$ by utilizing the constraints among them so that the objective function would be maximized.

This foundation of the algorithm has a great significance: it is plausible that, if we inspect the problem from the analogy of quantum mechanics, the measure $d\mu$ might be replaced by $|\phi(x)|^2 dx$ by a certain “wavefunction” $\phi$, and the moments will be given by the expectation value in the sense of quantum mechanics. As the expectation values of the products of coordinate operators and the differential operators can be computed, we can extend the idea of the moment matrix. For the univariate case, the typical integrals are given by

$$y_{ij} = \langle \phi | x^i x^j | \phi \rangle$$

or

$$y_{i;j} = \langle \phi | x^i \left( \frac{\partial}{\partial x} \right)^j | \phi \rangle.$$  

Let us consider the simplest problem: the harmonic oscillator.

The total energy of the harmonic oscillator is given by the sum of squares of the kinetic-momentum operator $p$ and the coordinate operator $x$: $H = p^2 + x^2$, with the
relation:

\[ [p, x] = -\sqrt{-1}h. \]

In order to avoid the argument in the complex number, we make use of \( u = \frac{hd}{dx} \), instead of \( p \).

We define the extended moment matrix as

\[
M[x^i u^j][x^k u^l] = \int (x^i u^j \phi)(x^k u^l \phi) \, dx.
\]

This sort of integral is rearranged by the linear combination of those terms

\[
M[x^m u^n] = \int \phi (x^m u^n \phi) \, dx.
\]

The the moment matrix (indexed by 1, x, u) is given as:

\[
\begin{pmatrix}
1 & M[x] & 0 \\
M[x] & M[xx] & -h/2 \\
0 & -h/2 & M[-uu]
\end{pmatrix}.
\]

(In the above, \( M[-uu] = -M[uu] \) due to the linearity of the constant.) In order to compute that matrix, we have used use the relations:

\[
M[u][1] = \int \left( \frac{d}{dx} \phi \right) \phi \, dx = 0.
\]

\[
M[u][u] = \int \left( \frac{d}{dx} \phi \right) \left( \frac{d}{dx} \phi \right) \, dx = \int \phi \left( -h^2 \frac{d^2}{dx^2} \phi \right) \, dx = M[-uu]
\]

\[
M[u][x] = \int \left( \frac{d}{dx} \phi \right) (x \phi) \, dx = \int \phi \left( -h \frac{d}{dx} \cdot x \phi \right) \, dx = -M[ux]
\]

\[
= \int \phi \left( -h - x \frac{d}{dx} \right) \phi \, dx = -M[xu] - h.
\]

In order to see the necessity of \( h/2 \), let us consider the quadratic form:

\[
\int [(au + bx)\phi][(au + bx)\phi] \, dx \geq 0
\]
This quadratic form is represented by

\[ -a^2 M[uu] + b^2 M[xx] + ab(-M[ux] + M[xu]) \]  

(2)

\[ = -a^2 M[uu] + b^2 M[xx] - abh \]

\[ = (a, b) \begin{pmatrix} M[-uu] & -\frac{h}{2} & M[zz] \\ -\frac{h}{2} & M[xx] \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix} (\geq 0) \]

The semi-positive definiteness of the quadratic form is replaced by that of the matrix.

Semi-positive definiteness of the moment matrix demands these relations:

\[ M[xx] \geq 0 \]

\[ M[-uu] \geq 0 \]

\[ M[xx] M[-uu] - \frac{h^2}{4} \geq 0 \]

\[ M[xx] - M[x] M[x] \geq 0 \]

\[ \det(M) \geq 0 \]

(The diagonal entries of the matrix are positive; the values of determinant of 2 by 2 minors, taken along the diagonal, are positive; and the determinant of the matrix is positive.)

With this condition, the optimum of \( E = M[-uu] + M[xx] \) is obtained at \( M[xx] = M[-uu] = \frac{1}{2}h \) and \( M[x] = 0 \). The solution might be obtained by several methods. The authors of this article (Kikuchi and Kikuchi) had tried several algorithms to solve them in the sequence of works: the solution by means of QE in [KK18b]; by means of particle swarm optimization in [KK18a]; by means of directly determining the measure \( \mu \) itself in [KK18c].

Maybe the significance of this algorithm is that one can “quantize” the polynomial equations by providing the variables \( \{x_i\} \) with the differential operators \( \{h \frac{d}{dx}\} \); the search of the roots of the polynomial \( W(x) \) is replaced by the ground-state computation of the quantum Hamiltonian \( H = -h^2 \frac{d^2}{dx^2} + W(x) \); in the limit \( h \to 0 \), the “probability distribution” of the quantum system shall coincide with the affine algebraic set \( V(W) \).

It is not so audacious to say that we discover the seminal idea of “wave geometry”, which is the counterpart in mathematics to the “wave mechanics” in physics. In the middle of twentieth century, in fact, Mimura et al. proposed the idea of “wave geometry” [MT62]; their fundamental idea is to assume the line elements \( ds^2 \) in differential geometry as
the operator in quantum mechanics, to which, therefore, the differential operator \( h \frac{d}{ds} \) is coupled. In contrast to that theory, our idea of “wave geometry” is based upon algebraic geometry, and we expect that our idea would be applicable to quantitative – numeric or symbolic – computation by means of powerful techniques developed for quantitative simulation of quantum dynamics and also by means of the modern theory of algebra.

7 Available packages of symbolic computation

There are several packages of symbolic computation by which we can compute Gröbner bases or primary ideal decomposition.

- CoCoA: Computer algebra system [ABR].
- GAP: Software for computational discrete algebra. The chief aim of the package is to execute the computation in the group theory, but it could process polynomials [Thei17]. As for the application of GAP software in material physics, see the work of Kikuchi [Kik18], and the article by Kikuchi and Kikuchi [KK17].
- Macaulay 2: Computer algebra system [GSE, EGSS01].
- Mathematica: Technical computing system for almost all fields of science and industry [Wol].
- Maple: Symbolic computation software for general purpose. The primary ideal decomposition is implemented at the package “Regular Chains Package” [Map].
- Maxima: Symbolic computation software for general purpose [Max].
- Reduce: Computer algebra system [HD].
- SINGULAR: Computer algebra system [DGPS]. It contains various libraries to solve the problems in algebraic geometry. It also contains the extension package “Plural” for non-commutative algebra. One can learn how to compute by Singular from introductory textbooks [GP12, DP13].

As for quantifier elimination, also there are available packages.

- QEPCAD: A free software, which does quantifier elimination by means of Partial Cylindrical Algebraic Decomposition [HB].
- Reduce
Mathematica

Maple

There is a platform system which bundles several free software packages in mathematical science.

• SageMath: Open-Source Mathematical Software System. From this platform, one can utilize a lot of software packages both of numerical and symbolic computations (in which Gap, Maxima, and Singular are included) \[\text{Fon}\].

There are a lot of research centers of symbolic computations. A great deal of computer algebra systems are the products of the studies over long years in several universities. One can find software implementations of the latest researches of INRIA in France:

• INRIA: l’institut national de recherche dédié aux sciences du numérique. The research programs, at the interplay of algebra, geometry and computer science, are ongoing now \[\text{INR}\].

8 Summary

Dear readers, our voyage has now ended up the planned course. How do you think about the connection between quantum mechanics and algebraic geometry? We have found it even in the familiar region of quantum chemistry. Algebraic geometry is not a language of another sphere; it is a tool to solve actual problems with quantitative precision. Is it interesting for you? Or have you judged coldly that it is a plaything?

In this article, at first, we have demonstrated a model case of symbolic-numeric computation of molecular orbital theory with the taste of algebraic geometry. Then we have expounded the related mathematical concepts in commutative algebra and algebraic geometry with simple examples. In addition, we have introduced several mathematical and computational methods, which would be connected to this post-contemporary theory of quantum chemistry. The two main principles of the theory are to represent the involved equations by polynomials and to process the polynomials by computer algebra. Then one can analyze the polynomial equations and unravel the dependence between the variables. In the traditional molecular orbital theory, the principal mathematical tool is the linear algebra. Indeed, it is a subset of the commutative algebra. For instance, the diagonalization of the matrix and the orthonormality of eigenstates would be comprehensible in
a wider context: the primary ideal decomposition. And the latter has a close relation to the other fundamental ideas in algebraic geometry: the resolution of singularity and the normalization of the variety. Besides, the polynomial approximation (inevitable in our theory) should ideally be embedded into the “completion” of commutative rings; we do this approximation with the finite number of symbols for the sake of facile computations in the limited resources. Without doubt, there are a lot of other concepts in commutative algebra and algebraic geometry which would be embodied in the application of computational quantum mechanics. You should Ask, and it will be given to you...

Or,

petite, et dabitur vobis; quaerite, et invenietis; pulsate, et aperietur vobis.

It will be a felicity for us, for the authors of this article, if you enjoy every bite of the “quantum chemistry with the view toward algebraic geometry” and if this article stirs your curiosity; we heartily greet your participation in the research of this new theme.
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Appendix: supplementary material
A Polynomial equation of the energy functional of hydrogen molecule

In this appendix we give the result of symbolic-numeric computation applied to the hydrogen molecule. Let two test functions be

$$\phi_{\text{up}} = \frac{1}{\sqrt{\pi}} \left( a \exp(-|x - R_A|) + b \exp(-|x - R_B|) \right)$$

and

$$\phi_{\text{down}} = \frac{1}{\sqrt{\pi}} \left( c \exp(-|x - R_A|) + d \exp(-|x - R_B|) \right),$$

by means of Slater-typ- orbital basis on atoms at $R_A$ and $R_B$; they represent the wavefunctions for the up- and down-spin states with the energy $ev$ and $ew$.

The approximated polynomial representation of the Hartree-Fock energy functional $\Omega$ is given in the following form. The inter-atomic distance $R_{AB} = |R_A - R_B|$ is given by $r$.

$$\Omega = (3571 - 1580a^2 - 3075ab - 1580b^2 - 1580c^2 + 625a^2c^2 + 1243abc^2 + 620b^2c^2 - 3075cd + 1243ad^2 + 2506abc + 1243c^2d + 1243bd^2 - 1580d^2 + 1243ab^2d + 620b^2d^2 + 1243abcd + 620abcd - 3075c + 332ac^2 + 284ab^2 + 332db^2 + 332ac^2d + 284b^2d^2 + 332ac^2r + 43ad^2 + 20bd^2 + 284cd^2 + 43ad^2 = 284cd^2r + 332c^2d^2 + 332ac^2d^2 + 284b^2d^2 + 43ad^2c^2 + 20bd^2c^2 + 43ad^2b^2 + 20bd^2b^2 + 43ad^2d^2 = 284cd^2r + 332c^2d^2 + 332ac^2d^2 + 284b^2d^2 + 43ad^2c^2 + 20bd^2c^2 + 43ad^2b^2 + 20bd^2b^2 + 43ad^2d^2 = 284cd^2r) \div 1000$$
B The polynomial equations for the electronic structure of hydrogen molecule

After the change of variables \( (a = t + s, b = t - s, c = u + v, d = u - v) \), the derivatives of the energy functional are computed.

\[
\frac{\delta \Omega}{\delta s} \downarrow
\]
\[
32suvr^4 - 336suvr^3 + 992suvr^2 - 160suvr + 40suv^3 - 32tuv^2r^4 + 2572tuv^2r^3 - 6448tuv^2r^2 + 584tuv^2r + 19936tuv^2 + 156tv^2r^4 - 1068tv^2r^3 + 2248tv^2r^2 - 80tv^2r - 32tv^2r - 324tuv^2r^4 + 2572tuv^2r^3 - 6448tuv^2r^2 + 584tuv^2r + 19936tuv^2 + 156tv^2r^4 - 1068tv^2r^3 + 2248tv^2r^2 - 80tv^2r - 32tv^2r
\]
\[
\frac{\delta \Omega}{\delta t} \downarrow
\]
\[
32suv^3 - 336suv^2 + 992suv - 160suv + 40suv^3 - 32tuv^2r^4 + 2572tuv^2r^3 - 6448tuv^2r^2 + 584tuv^2r + 19936tuv^2 + 156tv^2r^4 - 1068tv^2r^3 + 2248tv^2r^2 - 80tv^2r - 32tv^2r - 324tuv^2r^4 + 2572tuv^2r^3 - 6448tuv^2r^2 + 584tuv^2r + 19936tuv^2 + 156tv^2r^4 - 1068tv^2r^3 + 2248tv^2r^2 - 80tv^2r - 32tv^2r
\]
\[
\frac{\delta \Omega}{\delta u} \downarrow
\]
\[
32suv^3 - 336suv^2 + 992suv - 160suv + 40suv^3 - 32tuv^2r^4 + 2572tuv^2r^3 - 6448tuv^2r^2 + 584tuv^2r + 19936tuv^2 + 156tv^2r^4 - 1068tv^2r^3 + 2248tv^2r^2 - 80tv^2r - 32tv^2r - 324tuv^2r^4 + 2572tuv^2r^3 - 6448tuv^2r^2 + 584tuv^2r + 19936tuv^2 + 156tv^2r^4 - 1068tv^2r^3 + 2248tv^2r^2 - 80tv^2r - 32tv^2r
\]
\[
\frac{\delta \Omega}{\delta v} \downarrow
\]
-52*s^2*v*r^4+236*s^2*v*r^3-32*s^2*v*r^2-104*s^2*v*r
+48*s^2*v+32*s*t*u*r^4-336*s*t*u*r^3+992*s*t*u*r^2
-160*s*t*u+40*s*t*u+156*t^2*v*r^4-1068*t^2*v*r^3
+2248*t^2*v*r^2-80*t^2*v*r-32*t^2*v-26*v*e*u*r^4
+278*v*e*u*r^3-916*v*e*u*r^2+126*v*e*u*r-28*v*e-u-30*v*r^4
+330*v*r^3-1148*v*r^2+760*v*r-170*v=0

\[ \delta \Omega \]
\[ \delta (ev) \]
\[ \delta (ew) \]
\[ \delta r \]

Instead of the latter equation (which represents ye inter-atomic distance as a variable), one might use the fixed distance:

5*r-7=0
C Gröbner basis of the polynomial equations for the electronic structure of hydrogen molecule

\[ J[1]=r-1.4 \]

\[ J[2]=0.00000000000000044923679950280179834153752545837120050869800531719*ew^6 +0.000000000000000837848476849849817991823061663879813241022968255965*ew^5 +0.0000000000000000552243140685899427802789765894852689587104815167352*ew^4 +0.0000000000000001469116157734078517931575898749996418029499346849*ew^3 +0.000000000000000011979351185242681597929140874114661346717404726834*ew^2 -0.000000000000000038396996356237445246657340658569895849354776549449*ew -0.000000000000000003723040905315595026398352218369155763233909667094

\[ J[3]=0.000000000013962876535705715746622071381953097719892118070071*ev +0.00000032173656936235047932064238004296019881075131225526*ew^5 +0.0000003329165247773600520718203430998081628696594819331*ew^4 +0.0000001055891103236483021260956200510555934469425614980251*ew^3 -0.0000000145021947963247304958954925854495404878708307549*ew^2 -0.000000002589866394703031452762380814926503763029302621694*ew +0.00000000050819197513225881244353239013969686213591494118136

\[ J[4]=0.00353374212492821116351414330877528431254536519365616*v*ew^4 +0.0021801710635532512041192523955501421176113052686825*v*ew^3 +0.0002468341207704120860849546037854544501562730166012*v*ew^2 -0.0000014554651684258252511501850703694711773679621730295*v*ew -0.00000075203364912461984107689153015151456273923670860722*v

\[ J[5]=0.0000000000000002469182263912597327197087854366500885805230838289*v^2 -0.0000000000000004719021731979233922638580120931177672487391351614*v^5 -0.0000000000000007423372586143701255637248509134912758173742859754*v^4 -0.00000000000000037044087563918384281802854504031102187085751576865*v^3 -0.000000000000000550569397480115515038116670012263028105621886299*v^2 +0.000000000000000028924710974820572210152554673921687498485750622516*v -0.00000000000000004851995002759508587896047616852910617095782184575

\[ J[6]=0.000824445295339140000480121749252034857614275087163634*u*ew^4 
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\[ J[7] = 0.155006520853736572782721550488404252690816666861422*u*v*ew^2 \\
+ 0.096124486745923798453025086330083252761630136665135*u*v*ew \\
+ 0.011178119900970398824611330746954877639528183070683*u*v \\
\]

\[ J[8] = 0.0000000000000024691822639125973271970807854366500885805230838289*u^2 \\
+ 0.00000000000066185419621956626251845869353775373890054551696192*ew^5 \\
+ 0.00000000000104114593559623870282179380989969086880336301691908*ew^4 \\
+ 0.000000000001955227570006920984987581216899088395384515193*ew^3 \\
+ 0.0000000000007721886531554385762935403026949939648408016279623*ew^2 \\
- 0.00000000000004565760578869774347415485721964229236559337475379*ew \\
- 0.000000000000023368741490554540106147082788613043426219204168902 \\
\]

\[ J[9] = 0.06197091813316321656718387003515350388001513514567*t*ew^4 \\
+ 0.07786967298515361066019891920879105862334446468288*t*ew^3 \\
+ 0.02952928754574380790620447245061926950863619513321*t*ew^2 \\
+ 0.032178375021467349512602370986204534827641359493411*t*ew \\
+ 0.000043456853038323070001289851734608283302642795735406*t \\
\]

\[ J[10] = 0.05187413667297784999868866991024835274577850308566*t*v*ew^3 \\
+ 0.03298141656891625365664312121206773685246825760142*t*v*ew^2 \\
+ 0.0424747701517134049943862889216523608128208051170331*t*v*ew \\
+ 0.000586004616741344515848220932579569266784799169629295*t*v \\
\]

\[ J[11] = 0.0217917033542653598802626469372919988076821313685722*t*u*ew^3 \\
+ 0.02704103778330774398428661678394321212082455989442*t*u*ew^2 \\
+ 0.00996019886193231997530597003570949767046400427524*t*u*ew \\
+ 0.0097550648450924773054739454162691886820402290190827*t*u \\
\]

\[ J[12] = 0.0000000000000024691822639125973271970807854366500885805230838289*t^2 \\
- 0.00000000000019897101060519652107395125478208499820923810270269*ew^5 \\
- 0.0000000000001702557008975655535494287810528379598119659773602*ew^4 \\
\]
$J[13] = 0.0560848331751266768664948113251063854255183897838604*s*ew^2$
- $0.034127439269225675895016122448171947840127214030889*s*ew$
- $0.00066282300441698232705787731273824869454021102119*s$
- $0.04089388502024945697355319193847859030996079399638*t*u*v*ew$
- $0.029010301917762382682623207434166650072000710482565746*t*u*v$

$J[14] = 0.021971073354265359880262646937291988076821313685722*s*v*ew$
- $0.000410528622714882375331121888857801258113775891824163*s*v-t*u*ew^2$
- $0.91523243331780979308516147067869265402585316644918*t*u*ew$
- $0.18279835793609284049315718860436264109118081406686*t*u$

$J[15] = 0.08268962174313252606561521010847989515268982874621*s*u*ew$
+ $0.05187413667297784999868866991024835274577850308566*s*u+t*v*ew^2$
+ $0.4508815843424862414602508768019029048144708971225*t*v*ew$
+ $0.006817682348103806117952266815290124500074191772534997*t*v$

$J[16] = 0.0619709181331632165671838700351353088001513514567*s*u*v$
+ $7.54843402550665153673201812730961379367248454713989*t*ew^3$
+ $9.29775966257943588582621233928027031703300204455612*t*ew^2$
+ $2.9333692208165449675224101101090746851954196539922*t*ew$
+ $0.04369823345337914744233968162126646121028386252875*t$

$J[17] = 0.1550652085373657278272155048840425269081666861422*s*u*v*ew$
- $0.31006594502119821790385986392486629889550223605*u*v$

$J[18] = 0.0000000000000000000024691822639125973271970807854366650085805230838289*s^2$
+ $0.0000000000000001418663700317920660497864750119371233818781329982*ew^5$
+ $0.000000000012139234851393709326934898047082480718477074921104*ew^4$
+ $0.000000000016743805897305182765540212510939603762998421893102*ew^3$
- $0.00000000014027371833250135761788614236060225048185772213358*ew^2$
- $0.000000000141047778648629063444287891909998451814760012308984*ew$
D The triangular decomposition of the polynomial equations for the electronic structure of hydrogen molecule

[1]:
_\[1\]_=1.4
_\[2\]_=0.082689621743132526065651521010847989515268982874621*ew
+0.0518741366729778499986866991024835274577850308566
_\[3\]_=0.000000000013962876535705715746622071381953097719892118070071*ev
+0.000000000021872894505215127104699976329395744001395648217513
_\[4\]_=v
_\[5\]_=0.0000000000000024691822639125973271970807854366500885805230838289*u^2
-0.000000000000007038727601202525383150697542107954106039036433305
_\[6\]_=t
_\[7\]_=0.0000000000000024691822639125973271970807854366500885805230838289*s^2
-0.0000000000000050186141759442129979160381879133091558873472043949

[2]:
_\[1\]_=1.4
_\[2\]_=ew-0.018838757853893431115706795065601087293579573640499
_\[3\]_=ev=0.018838757853893431115706795065601087293579573640499
_\[4\]_=v^2-2.03250049595301210069495265695684269746961812586366
_\[5\]_=u
_\[6\]_=t
_\[7\]_=0.0000000000000024691822639125973271970807854366500885805230838289*s^2
-0.0000000000000050186141759442129979160381879133091558873472043949

[3]:
_\[1\]_=1.4
_\[2\]_=ew^2+0.620131890042396435807719727384973259779100444721*ew
+0.07211386875470884491738291696185273903913503532834
_\[3\]_=ev=ew
_\[4\]_=v^2-14.8095023428197133951905921507729315089177369253934*ew
-5.77765339333354558148702071632256029046854951290411
\[ _[5]=u^2+2.07713129226284416025022121618132789954954241021854*ew \\
+0.52526673231711754540325634713814260954516716824085 \\
_[6]=t^2+2.07713129226284416025022121618132789954954241021854*ew \\
+0.52526673231711754540325634713814260954516716824085 \\
_[7]=s+8.55670765807561749977207690461050758297371934231746*t*u*v*ew \\
+6.248349853283175619510525512690840116358160281553919*t*u*v \\
\]

\[ [4]: \\
_1=r-1.4 \\
_2=ew+0.62075494398358690094167914213207711792332315380224 \\
_3=ev+0.62075494398358690094167914213207711792332315380224 \\
_4=v \\
_5=u^2-0.28506310384917288370291954789447830487339321330884 \\
_6=t^2-0.28506310384917288370291954789447830487339321330884 \\
_7=s \\
\]

\[ [5]: \\
_1=r-1.4 \\
_2=ew+0.015665034671961754863974784720813826678603082481373 \\
_3=ev+0.627355178007699660610156274085545071738486487756 \\
_4=v^2-2.03250049593012100694952569568426974696181825868366 \\
_5=u \\
_6=t^2-0.28506310384917288370291954789447830487339321330884 \\
_7=s \\
\]
E  Sample program for change of monomial order

In the following, the representation of polynomial \((x + y + z)^3\) is computed by three different types of monomial order. The small script is written by the programming grammar of the computer algebra system Singular.

// Lexicographic order:
// ring definition
ring r=0,(x,y,z),lp;
// polynomial definition
poly f=(x+y+z+1)^3;
// Print the result
f;

// Reverse lexicographic order
ring r=0,(x,y,z),rp;
poly f=(x+y+z+1)^3;
f;

// Degree reverse lexicographic order
ring r=0,(x,y,z),dp;
poly f=(x+y+z+1)^3;
f;

F  Sample program for primary ideal decomposition

As discussed in the text, the molecular orbital computation for hexagonal molecule is processed by computer algebra Singular.

LIB "primdec.lib";
// Definition of the ring.
// (c1,...,c6) are the wavefunctions;
// e is the eigenvalue (the Lagrange multiplier);
// T is the hopping parameter;
// U is the energy functional.
ring r=0,(c1,c2,c3,c4,c5,c6,e,T,U),lp;

// Definition of the polynomial f;
// the zero of which gives the energy functional U.
poly f= T*(c1+c3)*c2+T*(c2+c4)*c3+T*(c3+c5)*c4+T*(c4+c6)*c5
   +T*(c5+c1)*c6+T*(c6+c2)*c1
   -e*(c1*c1+c2*c2+c3*c3+c4*c4+c5*c5+c6*c6-1)-U;

// The secular equations are obtained by the derivatives of
// polynomial f. The equations are heaped in the ideal I.
ideal I = diff(f,c1),diff(f,c2),diff(f,c3),
   diff(f,c4),diff(f,c5),diff(f,c6),diff(f,e);

I;

// Computation of Groebner basis of ideal I
// and Krull dimension of (r/I).
std(I);
dim(std(I));

// Computation of Groebner basis of I+(f).
// Let us see the result of variable elimination
// in which
// U is represented by e;
// e is represented by (c1,...c6).
std(f+(I));

// Primary ideal decomposition of the ideal I.
// The generated primary ideal is stored in the list "pr".

print("Primary ideal decomposition");
list pr=primdecGTZ(I);
pr;

// For each of primary components,
// the variable elimination is done,
// in order to obtain the polynomial representation of U.
for(int i=1;i<=size(pr);i++)
{
    print("Standard basis");
    std(pr[i][2]+f);
}

for(int i=1;i<=size(pr);i++)
{
    print("Ideal dimension");
    dim(std(pr[i][2]+f));
}

G Sample program for a type of problem with the eigenvalue degeneracy

In the main article, we have commented on the case, which has the degeneracy in the eigenvalue, but the eigenspace is discrete. The following is the computation of the case. The script is executable by the computer algebra system Singular.

LIB "primdec.lib";
LIB "solve.lib";
ring r=0,(c1,c2,c3,e),lp;
ideal I = c1+c3+e*c2, c2+c1+e*c3, c3+c2+e*c1,c1*c1+c2*c2+c3*c3-1;
poly f=-(c1+c3)*c2-(c2+c1)*c3-(c3+c2)*c1
+ (c1*c1*c2*c2+c2*c3*c3+c3*c1*c1)+e*(c1*c1+c2*c2+c3*c3-1);
ideal J=diff(f,c1),diff(f,c2),diff(f,c3),diff(f,e);
//Groebner Basis
std(J);
//The dimension of the ideal
dim(std(I));
//Triangulation
list L=triangMH(std(J));
size(L);
L;
//Numerical Solution

def S=triang_solve(L,30);
setring S;
rlist;