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Abstract. Let $G$ be a noncompact connected Lie group and $\rho$ be the right Haar measure of $G$. Let $X = \{X_1, \ldots, X_q\}$ be a family of left invariant vector fields which satisfy Hörmander’s condition, and let $\Delta = -\sum_{i=1}^q X_i^2$ be the corresponding subLaplacian. For $1 \leq p < \infty$ and $\alpha \geq 0$ we define the Sobolev space

$$L_p^\alpha(G) = \{f \in L^p(\rho) : \Delta^{\alpha/2} f \in L^p(\rho)\},$$

endowed with the norm

$$\|f\|_{\alpha,p} = \|f\|_p + \|\Delta^{\alpha/2} f\|_p,$$

where we denote by $\|f\|_p$ the norm of $f$ in $L^p(\rho)$.

In this paper we show that for all $\alpha \geq 0$ and $p \in (1, \infty)$, the space $L^\infty \cap L_p^\alpha(G)$ is an algebra under pointwise product, that is, there exists a positive constant $C_{\alpha,p}$ such that for all $f, g \in L^\infty \cap L_p^\alpha(G)$, $fg \in L^\infty \cap L_p^\alpha(G)$ and

$$\|fg\|_{\alpha,p} \leq C_{\alpha,p}(\|f\|_{\alpha,p}\|g\|_\infty + \|f\|_\infty\|g\|_{\alpha,p}).$$

Such estimates were proved by T. Coulhon, E. Russ and V. Tardivel-Nachef in the case when $G$ is unimodular. We shall prove it on Lie groups, thus extending their result to the nonunimodular case.

In order to prove our main result, we need to study the boundedness of local Riesz transforms $R_{\ell}^j = X_j(cI + \Delta)^{-m/2}$, where $c > 0$, $X_j = X_{j_1} \cdots X_{j_m}$ and $j \in \{1, \ldots, q\}$ for $\ell = 1, \ldots, m$. We show that if $c$ is sufficiently large, the Riesz transform $R_{\ell}^j$ is bounded on $L^p(\rho)$ for every $p \in (1, \infty)$, and prove also appropriate endpoint results involving Hardy and BMO spaces.

1. Introduction and statement of the main results

Let $G$ be a noncompact connected Lie group. We shall denote by $\lambda$ and $\rho$ the left and right Haar measures of $G$, respectively, and by $\delta$ the modular function, i.e. $\delta = \frac{d\lambda}{d\rho}$. For every $p \in [1, \infty]$ and $f \in L^p(\rho)$ we shall denote by $\|f\|_p$ the norm of $f$ in $L^p(\rho)$.

Let $X = \{X_1, \ldots, X_q\}$ be a family of left invariant vector fields which satisfy Hörmander’s condition and consider the subLaplacian $\Delta = -\sum_{i=1}^q X_i^2$. For every $p \in (1, \infty)$, let $\Delta_p^\alpha$ be the smallest closed extension of $\Delta|_{C^\infty_c(G)}$ to $L^p(\rho)$. For every $\alpha > 0$ one may define the operator $\Delta_p^\alpha$ on $L^p(\rho)$ which we shall always denote by $\Delta^\alpha$, see e.g. [25]. For every $p \in (1, \infty)$ and $\alpha \geq 0$ we define the Sobolev space

$$L_p^\alpha(G) = \{f \in L^p(\rho) : \Delta^{\alpha/2} f \in L^p(\rho)\},$$
endowed with the norm

\begin{equation}
\|f\|_{\alpha,p} = \|f\|_p + \|\Delta^{\alpha/2} f\|_p.
\end{equation}

Throughout the paper we will often denote by $L^p$ the space $L^p(\rho)$, and when we refer to $L^p$-integrability, we will always mean integrability with respect to the right Haar measure $d\rho$. Moreover, if the underlying group $G$ is understood from the context, we will often write $L^p(G)$ in place of $L^p(G)$.

Our aim is to prove the following result.

**Theorem 1.1.** Let $G$ be a noncompact connected Lie group. For all $\alpha \geq 0$ and $p \in (1, \infty)$ the space $L^p_{\alpha} \cap L^\infty$ is an algebra under pointwise product. More precisely, there exists a positive constant $C_{\alpha,p}$ such that for all $f, g \in L^p_{\alpha} \cap L^\infty$, we have $fg \in L^p_{\alpha} \cap L^\infty$ and

$$
\|fg\|_{\alpha,p} \leq C_{\alpha,p}(\|f\|_{\alpha,p}\|g\|_\infty + \|f\|_\infty\|g\|_{\alpha,p}).
$$

Theorem 1.1 will be obtained as a particular case of the following more general theorem.

**Theorem 1.2.** Let $G$ be a noncompact connected Lie group. Let $\alpha \geq 0$, $p_1, q_2 \in (1, \infty)$ and $r, p_2, q_1 \in (1, \infty)$ such that $\frac{1}{r} = \frac{1}{p_i} + \frac{1}{q_i}$, $i = 1, 2$. There exists a positive constant $C$ such that for all $f \in L^{p_1}(\rho) \cap L^{p_2}_\alpha$ and $g \in L^{q_1}(\rho) \cap L^{q_2}_\alpha$, we have $fg \in L^{r}_\alpha$ and

$$
\|fg\|_{\alpha,r} \leq C(\|f\|_{p_1}\|g\|_{q_1} + \|f\|_{\alpha,p_2}\|g\|_{q_2}).
$$

Given a Laplacian or a subLaplacian on a Lie group, the question of finding under which conditions the corresponding Sobolev spaces form an algebra, has a long history. It was first proved by R. Strichartz [11] in the case of the Laplacian in $\mathbb{R}^n$ that the Sobolev spaces $L^p_{\alpha}(\mathbb{R}^n)$ form an algebra when $\alpha p > n$. Such result was later extended by G. Bohnke in the case of a nilpotent Lie group $G$ [10], under the condition $\alpha p > Q$, where $Q$ denotes the homogeneous dimension of $G$. This result was also proved by T. Coulhon, E. Russ and V. Tardivel-Nachev [15] on any unimodular Lie group $G$ when $\alpha p > d$, where $d$ denotes the local dimension of $G$; see [2].

Later, T. Kato and G. Ponce [27] proved Theorem 1.1 in the case of the Laplacian in $\mathbb{R}^n$, which is more general than Strichartz’s result since it does not rely on the Sobolev embedding. Incidentally, the same authors showed that the algebra property of the Sobolev spaces is fundamental in the theory of well-posedness of Cauchy problems for certain nonlinear differential equations.

More recently, the Sobolev algebra problem was studied for Laplacians, subLaplacians and even more general differential operators satisfying suitable assumptions on various Lie groups and Riemannian manifolds [6, 9, 15, 20]. In particular, Theorems 1.1 and 1.2 were proved in [15] in the case when $G$ is unimodular.

As already mentioned, in this paper we prove Theorems 1.1 and 1.2 in the case of a subLaplacian on any nonunimodular Lie group. The situation on a nonunimodular Lie group is considerably more complicated than in the unimodular case. Indeed we prove that in general when $G$ is nonunimodular, $L^p_{\alpha}(G)$ is not an algebra, even when $\alpha p > d$, see Theorem 3.3. Incidentally, the same counterexample shows that the space $L^p_{\alpha}(G)$ does not embed in $L^\infty$ when $p > d$; see also Remark 3.4. Furthermore, since $\delta$ is not trivial, we have to deal with some technical difficulties: $\delta$ obviously appears when we make some change of variables in the integrals, and the factor $\delta^{1/2}$ naturally arises in the estimates of the heat.
kernel associated with $\Delta$ and its derivatives (see Subsection 2.1 below). Very often we shall work on balls of small radius where the modular function is comparable with its value at the center of the ball; but sometimes we also have to deal with the behavior of the modular function on balls of arbitrary radius. Let us mention that property (2.5) below, which gives a control of the integral of $\delta^{1/2}$ on balls of any radius, is crucial in the proof of our results.

The main ingredient in the proof of Theorem 1.1 is a characterization of the Sobolev norm (1.1) in terms of the $p$-integrability property of averages of differences of a function on small balls. We consider the local versions of functionals introduced by Strichartz [44], and E. M. Stein [42], respectively; see also [15] for these local versions in the unimodular case. To be more precise, for a locally integrable function $f$ and every $\alpha \in (0, 1)$ we set

$$S^\text{loc} \alpha f(x) = \left( \int_0^1 \left[ \frac{1}{u^\alpha V(u)} \int_{|y| < u} |f(xy^{-1}) - f(x)| \, d\rho(y) \right] u^{-\alpha} \, du \right)^{1/2},$$

and

$$D^\text{loc} \alpha f(x) = \left( \int_{|y| < 1} \frac{|f(xy^{-1}) - f(x)|^2}{|y|^{2\alpha} V(||y||)} \, d\rho(y) \right)^{1/2}.$$  

For $r > 0$, we denote by $V(r)$ the volume of the ball centered at the origin $e$ of $G$, with respect to the right Haar measure $\rho$; see (2.1). Then, we prove the following result.

**Theorem 1.3.** Let $G$ be a noncompact connected Lie group and let $\alpha \in (0, 1)$. Then the following properties hold:

(i) for any $p \in (1, \infty)$ there exists a positive constant $C$ such that

$$C^{-1} \| f \|_{\alpha, p} \leq \| S^\text{loc} \alpha f \|_p + \| f \|_p \leq C \| f \|_{\alpha, p};$$

(ii) for any $p > 2d/(d + 2\alpha)$ there exists a positive constant $C$ such that

$$C^{-1} \| f \|_{\alpha, p} \leq \| D^\text{loc} \alpha f \|_p + \| f \|_p \leq C \| f \|_{\alpha, p}.$$  

We point out that the norm equivalence (i) of Theorem 1.3 is the main tool that we use to prove Theorem 1.2 in the case when $\alpha \in (0, 1)$, while the norm equivalence (ii) provides a further characterization of the Sobolev norm for certain values of $p$ and $\alpha$. In order to prove Theorem 1.2 in the case $\alpha \in [1, \infty)$, we need to prove the $L^p$-boundedness of the local Riesz transforms. We consider the collection of multiindices

$$\{1, \ldots, q\}^m = \left\{ J = (j_1, \ldots, j_m) : j_\ell \in \{1, \ldots, q\}, \text{ for } \ell = 1, \ldots, m \right\}.$$  

For every $c > 0$ and $J \in \{1, \ldots, q\}^m$, we shall denote by $R_j^\alpha$ the local Riesz transform of order $m$

$$R_j^\alpha = X_J(cI + \Delta)^{-m/2},$$

where, $X_J = X_{j_1} \cdots X_{j_m}$.

Then, we prove the following boundedness result for $R_j^\alpha$, whose statement involves a Hardy type space $h^1(\rho)$ and a space $b\text{mo}(\rho)$, whose precise definition is given in Subsection 2.3.

**Theorem 1.4.** Let $G$ be a noncompact connected Lie group. There exists $c > 0$ sufficiently large such that for every $J \in \{1, \ldots, q\}^m$ and $m \in \mathbb{N}$, the local Riesz transform $R_j^\alpha$ is
bounded from the Hardy space $h^1(\rho)$ to $L^1(\rho)$, from $L^\infty$ to $\text{bmo}(\rho)$ and on $L^p(\rho)$ for every $p \in (1, \infty)$.

Given a (sub)Laplacian $\Delta$ on a Lie group the question of the $L^p$-boundedness of the Riesz transforms $R_j = X_j \Delta^{-1/2}$, and of their higher order analogue $R_J = X_J \Delta^{-m/2}$, where $J \in \{1, \ldots, q\}^m$, has also a long and rich history. It is well known that the $L^p$-boundedness of the Riesz transforms $R_j$, $j = 1, \ldots, q$, is tightly connected to the equivalence of two natural definitions of homogeneous first order $L^p$ Sobolev spaces. The Riesz transforms $R_j$ are known to be bounded on $L^p$ when the underlying group is stratified \cite{19}, nilpotent \cite{32}, of polynomial growth \cite{2} and on certain classes of Lie groups of exponential growth \cite{26, 31, 39, 40}. On nilpotent Lie groups the Riesz transforms of higher order $R_J$ are also bounded on $L^p$ \cite{13}, but it is known that this is not always the case (see \cite{21} for an example of nonunimodular Lie group of exponential growth where the Riesz transforms $R_J$ of order 2 are unbounded on $L^p$ for every $p \in [1, \infty)$).

In this paper we deal only with the local Riesz transforms. The $L^p$ boundedness of the local Riesz transforms Theorem 1.4 is known to hold on nonamenable Lie groups \cite{30} and on every Lie group when $\Delta$ is a complete Laplacian \cite{36}. Thus, it is certainly an expected result, and maybe considered “folklore” by many. However, to the best of our knowledge this result is new in the general setting of any subLaplacian on any noncompact Lie group, especially for the endpoint results.

We point out that the problems considered in this paper, namely the algebra property of Sobolev spaces and the $L^p$ boundedness of local and global Riesz transforms, have been intensively studied also in the context of Riemannian manifolds. Without any pretense of exhaustiveness, we refer the reader to \cite{4, 5, 10, 12, 33, 37, 43} and the references therein for the study of the boundedness of Riesz transforms and to \cite{6, 9, 15} for Sobolev algebras on Riemannian manifolds satisfying suitable geometric assumptions.

Finally, we mention that the Sobolev algebra property is of great importance in the study of the well-posedness of Cauchy problems involving the operator $\Delta$ in some nonlinear differential equation, such as a nonlinear heat equation, or a nonlinear Schrödinger equation, see \cite{6, 45, 11}.

The paper is organized as follows. In Section 2 we recall all preliminaries and notation on nonunimodular Lie groups, the properties of the maximal functions, the estimates of the heat kernel associated with $\Delta$ and the definition of the Hardy and BMO spaces that will be used in the paper. Section 3 is devoted to the study of the boundedness of local Riesz transforms of any order associated with $\Delta$, and we also prove that the analogue of Strichartz and Bohnke \cite{44} and \cite{10} results cited earlier cannot hold in a generic nonunimodular Lie group. In Section 4 we prove two representation formulas for the Sobolev norms in the case when $\alpha$ is in $(0, 1)$. Section 5 is devoted to the proof of Theorem 1.2 while we collect in Section 6 some final comments and a discussion on the future developments of this work.

Given two non-negative quantities $A$ and $B$, we write $A \lesssim B$ to indicate that there is $C > 0$ such that $A \leq CB$, and the constant $C$ does not depend on the relevant parameters involved in $A$ and $B$. We also write $A \approx B$ when $A \lesssim B$ and $B \lesssim A$.

We wish to thank the anonimous referee for her/his careful reading of the manuscript and for making several useful comments.
2. Preliminaries

The Carnot–Carathéodory metric on $G$ associated with $X$ is defined as follows. An absolutely continuous curve $\gamma : [0, 1] \to G$ is called horizontal if $\gamma'(t) = \sum_{j=1}^{q} a_j X_j(\gamma(t))$ for every $t \in [0, 1]$. The length of such a curve is defined as $\ell(\gamma) = \int_{0}^{1} \left( \sum_{j=1}^{q} |a_j|^2 \right)^{1/2} dt$. The distance of two points $x, y \in G$ is defined as the infimum of the lengths of all horizontal curves joining $x$ to $y$ and denoted by $d_C(x, y)$. Since the vector fields $\{X_j\}_{j=1}^{q}$ are left invariant, the metric $d_C$ is left invariant. We denote by $|x|$ the distance of a point $x \in G$ from the identity $e$ of $G$. For every $x_0 \in G$ and $r > 0$, the open ball centred at $x_0$ of radius $r$ is $B(x_0, r) = \{x \in G : d_C(x, x_0) < r\}$. When $x_0 = e$, we simply write $B_r = B(e, r)$, and set

$$V(r) = \rho(B_r) = \lambda(B_r).$$

Notice that for every $x_0 \in G$ and $r > 0$

$$\rho(B(x_0, r)) = \delta^{-1}(x_0) V(r).$$

It is known [24, 49, 50] that there exists a positive constant $d$ such that

$$V(r) \approx r^d \quad \forall r \in (0, 1],$$

and there exists $D > 0$ such that

$$V(r) \lesssim e^{Dr} \quad \forall r \in (1, \infty).$$

Notice in particular that the space $(G, d_C, \rho)$ is locally doubling. Moreover, there exists a constant $Q > 0$ such that

$$\int_{B_r} \delta^{1/2} d\rho \lesssim r^d e^{Qr} \quad \forall r > 0.$$

Indeed, when $r \in (0, 1]$

$$\int_{B_r} \delta^{1/2} d\rho \lesssim \|\delta^{1/2}\|_{L^\infty(B_1)} V(r) \lesssim r^d;$$

when $r \in (1, \infty)$

$$\int_{B_r} \delta^{1/2} d\rho \lesssim (\sup_{B_r} \delta)^{1/2} V(r) \lesssim e^{Ar} e^{Dr},$$

where $D$ is the constant in (2.24) and $A = \frac{1}{2} \left( \sum_{i=1}^{q} |(X_i \delta)(e)|^2 \right)^{1/2}$ (see [25] Proposition 5.7 (ii)) that gives (2.5). Let us mention that the fact that the integral of $\delta^{1/2}$ on any ball grows at most exponentially with respect to the radius of the ball is crucial in the proof of our results.

In the sequel we shall often deal with left invariant operators on $G$ and their kernels. Recall that by the Schwartz kernel theorem, all bounded operators $T : C_c^\infty(G) \to \mathcal{D}'(G)$ have an integral kernel $K_T \in \mathcal{D}'(G \times G)$, such that

$$Tf(x) = \int_{G} K_T(x, y) f(y) d\rho(y)$$
in the sense of distributions. Further, if \( T \) is left invariant, then it admits a convolution kernel \( k_T \in \mathcal{D}'(G) \), such that

\[
Tf(x) = f * k_T(x) = \int_G f(xy^{-1}) k_T(y) \, d\rho(y);
\]

in this case the convolution kernel \( k_T \) is related to the integral kernel \( K_T \) by

\[
K_T(x,y) = k_T(y^{-1} x) \delta(y).
\]

We shall list below some notation and well-known results which will be used in the sequel.

2.1. **Heat kernel estimates.** Let \( p_t \) be the heat kernel of \( \Delta \) at time \( t \), i.e. the convolution kernel \( k_{T_t} \) of the operator \( T_t = e^{-t\Delta} \) and let \( P_t \) be the corresponding integral kernel. By [51] Section IX] there exist positive constants \( c_1, \ldots, c_4 \) such that for every \( x \in G \) and \( t \in (0,1) \):

(i) \( \int_G p_t \, d\rho = 1; \)

(ii) \( \delta^{1/2}(x) V(\sqrt{t})^{-1} e^{-c_1|x|^2/t} \lesssim p_t(x) \lesssim \delta^{1/2}(x) V(\sqrt{t})^{-1} e^{-c_2|x|^2/t}; \)

(iii) \( |\partial p_t(x)| \lesssim \delta^{1/2}(x) t^{-1/2} V(\sqrt{t})^{-1} e^{-c_3|x|^2/t}; \)

(iv) \( |X_t p_t(x)| \lesssim \delta^{1/2}(x) t^{-1/2} V(\sqrt{t})^{-1} e^{-c_4|x|^2/t}. \)

By [17] p. 132 there exist \( \omega \geq 0, b > 0 \) such that for every multiindex \( J \in \{1, \ldots, q\}^m \) and every \( t > 0 \)

\[
|X_J p_t(x)| \lesssim t^{-\frac{d+|J|}{2}} e^{\omega t} e^{-b|x|^2/t} \quad \forall x \in G.
\]

By using the heat semigroup \( T_t \) for every \( \beta > 0 \) we define the \( g \)-function

\[
g_{\beta} f = \left( \int_0^\infty |(t\Delta)^{\beta} T_t f|^2 \frac{dt}{t} \right)^{1/2}.
\]

Since \( T_t \) is a diffusion semigroup symmetric with respect to the measure \( \rho \), it is well known that for every \( p \in (1, \infty) \) and every \( f \in L^p \)

\[
\|f\|_p \approx \|g_{\beta} f\|_p.
\]

See [34] [41].

2.2. **Maximal functions.** For every \( R > 0 \) we define \( B_R \) as the set of all balls of radius \( \leq R \). The corresponding local Hardy–Littlewood maximal function with respect to the right Haar measure is given by

\[
M^R f(x) = \sup_{B \in B_R, x \in B} \frac{1}{\rho(B)} \int_B |f| \, d\rho.
\]

The operator \( M^R \) is bounded on \( L^p \) for every \( p \in (1, \infty] \) and it is of weak type \((1,1)\). We also introduce the modified local Hardy–Littlewood maximal function, with parameter \( \beta \in [0,1) \) with respect to the right Haar measure, given by

\[
M_{\beta}^R f(x) = \sup_{B \in B_R, x \in B} \frac{1}{\rho(B)^{1-\beta}} \int_B |f| \, d\rho.
\]

It is easy to show that \( M_{\beta}^R \) is bounded from \( L^p \) to \( L^{\infty} \) and from \( L^1 \) to the Lorentz space \( L^{\frac{1}{1-\beta}, \infty} \), so that by interpolation it is bounded from \( L^p \) to \( L^q \) whenever \( \frac{1}{q} = \frac{1}{p} - \beta \) and \( p \in (1, \frac{1}{\beta}] \).
We denote by $M_0$ the local heat maximal function defined by
\[ M_0 f = \sup_{0 < t \leq 1} |f \ast p_t|. \]
It is known that $M_0$ is bounded on $L^p$ for $p \in (1, \infty)$ [16, 41].

It is easy to see that the statements of [15, Propositions 7-8-9-10] which concern global maximal operators can be reformulated for the local maximal functions $M_0$ and $M^R$: indeed only the $L^p$-boundedness for $p \in (1, \infty)$ of the local maximal functions and the local doubling property are needed to adapt the proofs of [15, Propositions 7-8-9-10] to our setting.

2.3. The spaces $h^1(\rho)$ and $\text{bmo}(\rho)$. The theory of Hardy spaces of Goldberg type developed in [35] applies to the space $(G, d_C, \rho)$. For the reader’s convenience, we recall here briefly the definition of the atomic Hardy space $h^1(\rho)$ and its dual $\text{bmo}(\rho)$ and a few related results. We refer the reader to [22] for details on the theory of Goldberg Hardy spaces in the Euclidean setting and to [35, 46] for the corresponding theory in the context of metric spaces and Riemannian manifolds.

Definition 2.1. A standard atom at scale 1 is a function $a \in L^1$ supported in a ball $B \in B_1$ such that
\begin{align*}
(i) & \quad \|a\|_2 \leq \rho(B)^{-1/2}; \\
(ii) & \quad \int_B a \, d\rho = 0.
\end{align*}

A global atom at scale 1 is a function $a \in L^1$ supported in a ball $B$ of radius exactly 1 such that $\|a\|_2 \leq \rho(B)^{-1/2}$. Standard and global atoms at scale 1 will be referred to as atoms at scale 1.

The Hardy space $h^1(\rho)$ is defined as the space
\[ h^1(\rho) = \left\{ f \in L^1(\rho) : f = \sum_k c_k a_k, \text{ } a_k \text{ atom at scale 1}, \text{ } c_k \in \mathbb{C}, \sum_k |c_k| < \infty \right\}, \]
endowed with the usual atomic norm
\[ \|f\|_{h^1} = \inf \left\{ \sum_k |c_k| : f = \sum_k c_k a_k, \text{ } a_k \text{ atom at scale 1}, \text{ } c_k \in \mathbb{C} \right\}. \]

By [35, Theorem 2] the dual of $h^1(\rho)$ can be identified with the space $\text{bmo}(\rho)$ of all equivalence classes of locally integrable functions $g$ modulo constants such that
\[ \|g\|_{\text{bmo}} := \sup_{B \in B_1} \left( \frac{1}{\rho(B)} \int_B |g - g_B|^2 \, d\rho \right)^{1/2} \]
\[ + \sup_{x \in G} \left( \frac{1}{\rho(B(x, 1))} \int_{B(x, 1)} |g|^2 \, d\rho \right)^{1/2} < \infty, \]
where $g_B = \rho(B)^{-1} \int_B g \, d\rho$.

By [13, Theorem 8.2] and [14, Proposition 4.5] the following criterion for the boundedness of integral operators on $G$ holds.
Proposition 2.2. If $T$ is a bounded operator on $L^2$ and its integral kernel $K_T$ is a locally integrable function away from the diagonal of $G \times G$ such that
\begin{equation}
\sup_{B \in B_1} \sup_{y, z \in B} \int_{(2B)^c} |K_T(x, y) - K_T(x, z)| \, d\rho(x) < \infty
\end{equation}
and
\begin{equation}
\sup_{y \in G} \int_{J(B(y, 2))} |K_T(x, y)| \, d\rho(x) < \infty,
\end{equation}
then $T$ is bounded from $\mathfrak{h}^1(\rho)$ to $L^1$.

If $T$ is a bounded operator on $L^2$ and its integral kernel $K_T$ is a locally integrable function off the diagonal of $G \times G$ such that
\begin{equation}
\sup_{B \in B_1} \sup_{y, z \in B} \int_{(2B)^c} |K_T(y, x) - K_T(z, x)| \, d\rho(x) < \infty
\end{equation}
and
\begin{equation}
\sup_{y \in G} \int_{J(B(y, 2))} |K_T(y, x)| \, d\rho(x) < \infty,
\end{equation}
then $T$ is bounded from $L^\infty$ to $\text{bmo}(\rho)$.

Furthermore, by [35 Theorem 5], the following interpolation result holds, where $(V, W) \in (\theta)$ denotes the lower complex interpolation space of parameter $\theta \in (0, 1)$ between the Banach spaces $V, W$ (see [3]).

Theorem 2.3. Let $\theta \in (0, 1)$ and set $p_\theta = 2/(2 - \theta)$. Then $(\mathfrak{h}^1(\rho), L^2) \in (\theta)$ and $(\text{bmo}(\rho), L^2) \in (\theta)$.

3. Boundedness of the local Riesz transforms

Recall that for every multiindex $J \in \{1, \ldots, q\}^m$ the local Riesz transform of order $m$ is defined by $R^c_J = X_J(c I + \Delta)^{-m/2}$ (see (1.1)).

In order to prove the boundedness of the local Riesz transforms on $L^p$, we shall need to apply the following result concerning the derivatives of the heat kernel at small times. The techniques used in the proof of the following lemma follow closely those used in [23, 37].

Lemma 3.1. Let $B = B(c_B, r_B)$ be a ball of radius $r_B \leq 1$, $t \in [r_B^2, 1]$ and $y, z \in B$. For every $x \in G$ define
\[ q_t(x) = P_t(x, y) - P_t(x, z). \]
Then there exist $\gamma \in (0, 1)$, $c_5 > 0$ such that
\begin{enumerate}
\item[(i)] $|q_t(x)| \lesssim \delta^{1/2}(c_B x) V(\sqrt{t})^{-1} \left(\frac{d(y, z)}{\sqrt{t}}\right)^{\gamma} e^{-c_5 |c_B^{-1} x|^2/t}$;
\item[(ii)] for every $\beta < 2c_5$,
\[ \int_{2r_B \leq |c_B^{-1} x| \leq 2} |q_t(x)|^2 e^{\beta |c_B^{-1} x|^2/t} \, d\rho(x) \lesssim \delta(c_B) V(\sqrt{t})^{-1} \left(\frac{d(y, z)}{\sqrt{t}}\right)^{2\gamma}; \]
\end{enumerate}
(iii) for every \( \beta < 2c_5 \) and \( J \in \{1, \ldots, q\}^m \), \( m \) a non-negative integer,

\[
\int_{2r_B \leq |c_B^{-1}x| \leq 2} |X_f q_t(x)|^2 e^{\beta |c_B^{-1}x|^2 / t} \, d\rho(x) \lesssim t^{-m} \delta(c_B) V(\sqrt{t})^{-1} \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma}.
\]

Proof. We first prove (i). Fix \( x \in G \) and define \( u(t, \cdot) = P_t(x, \cdot) \). Then \( u \) is a solution of the heat equation \((\partial_t + \Delta)u = 0\). By applying [37, Proposition 10] (see also [38, Proposition 3.2]) we deduce that there exists \( \gamma \in (0, 1) \) such that

\[
|q_t(x)| \lesssim \left( \frac{d(y, z)}{r_B} \right)^{\gamma} \sup_{(\tau, \omega) \in Q} P_\tau(x, \omega)
\]

\[
\lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{\gamma} \sup_{(\tau, \omega) \in Q} \delta(\omega) \delta^{1/2}(w^{-1}x) V(\sqrt{t})^{-1} e^{-c_2|w^{-1}x|^2 / t},
\]

where \( Q = \left( \frac{4}{\sqrt{t}}, \frac{20}{\sqrt{t}} \right) \times B \left( \frac{y}{\sqrt{t}}, \frac{4}{\sqrt{t}} \right) \). Using the fact that \( y, z \in B, r_B \leq 1 \) and \( r_B^2 \leq t \), we deduce that there exists \( c_5 > 0 \) such that

\[
|q_t(x)| \lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{\gamma} \delta^{1/2}(c_B x) V(\sqrt{t})^{-1} e^{-c_5|c_B^{-1}x|^2 / t} \quad \forall x \in G.
\]

To prove (ii) we apply (i) and the change of variables \( c_B^{-1}x = v \) to obtain

\[
\int_{2r_B \leq |c_B^{-1}x| \leq 2} |q_t(x)|^2 e^{\beta |c_B^{-1}x|^2 / t} \, d\rho(x)
\]

\[
\lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma} V(\sqrt{t})^{-2} \int_{2r_B \leq |c_B^{-1}x| \leq 2} \delta(c_B x) e^{(-2c_5 + \beta)|c_B^{-1}x|^2 / t} \, d\rho(x)
\]

\[
\lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma} V(\sqrt{t})^{-2} \delta(c_B) \int_{2r_B \leq \|v\| \leq 2} e^{(-2c_5 + \beta)|v|^2 / t} \, d\lambda(v).
\]

If \( 2r_B \leq \sqrt{t} \) we choose \( j_0 \) as the smallest integer such that \( 2^{j_0 + 1} \sqrt{t} \geq 2 \) and obtain

\[
\int_{2r_B \leq |c_B^{-1}x| \leq 2} |q_t(x)|^2 e^{\beta |c_B^{-1}x|^2 / t} \, d\rho(x)
\]

\[
\lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma} V(\sqrt{t})^{-2} \delta(c_B)
\]

\[
\times \left[ \int_{2r_B \leq \|v\| \leq \sqrt{t}} d\lambda(v) + \sum_{j=0}^{j_0} \int_{2^{j+1} \sqrt{t} \leq \|v\| \leq 2^{j+1} \sqrt{t}} e^{(-2c_5 + \beta)2^j} d\lambda(v) \right]
\]

\[
\lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma} V(\sqrt{t})^{-2} \delta(c_B) \left[ V(\sqrt{t}) + \sum_{j=0}^{j_0} e^{(-2c_5 + \beta)2^j} (2^{j+1} \sqrt{t})^d \right]
\]

\[
\lesssim \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma} V(\sqrt{t})^{-1} \delta(c_B),
\]

where we used the fact that \( \beta < 2c_5 \). The proof in the case when \( \sqrt{t} \leq 2r_B \) is similar and is omitted.
We now prove (iii). Take J ∈ {1, . . . , q}^m, where m is a non-negative integer. For every x ∈ G, the function (t, y) ↦ X_{J,x}P_t(x, y) is a solution of the heat equation \( \partial_t u + \Delta u = 0 \). Thus, by [38] Proposition 3.2

\[
|X_{J,q}t(x)| \lesssim \left( \frac{d(c(y, z))}{\sqrt{t}} \right)^\gamma \sup_{(r,w) \in Q} |X_{J,r}P_r(x, w)|
\]

for some \( \gamma \in (0, 1) \), where \( Q = (\frac{4}{3}t, \frac{20}{9}t) \times B\left(y, \frac{4}{3}\sqrt{t}\right) \). By means of (2.8) and the assumptions on \( r_B, t, y, z, \) we get

\[
|X_{J,r}P_r(x, w)| \lesssim \tau^{-(d+m)/2} e^{\omega \tau} e^{-b|w-1|x^2/\tau}.
\]

Since \( \tau \approx t, \) for large enough \( t \) and \( t^{-d/2} \approx V(\sqrt{t})^{-1} \), there exists a constant \( c_5 \) such that

\[
(3.1) \quad |X_{J,q}t(x)| \lesssim \left( \frac{d(c(y, z))}{\sqrt{t}} \right)^\gamma t^{-m/2}V(\sqrt{t})^{-1} e^{-c_5|c_B^{-1}x|^2/t}.
\]

If \( \beta < 2c_5 \), we can apply (3.1), use the change of variables \( c_B^{-1}x = v \) and argue as in the proof of (ii) to obtain that

\[
\int_{2r_B \leq |c_B^{-1}x| \leq 2} |X_{J,q}t(x)|^2 e^{\beta|c_B^{-1}x|^2/t} \, d\rho(x) \lesssim t^{-m} \delta(c_B) V(\sqrt{t})^{-1} \left( \frac{d(y, z)}{\sqrt{t}} \right)^{2\gamma}.
\]

We are now ready to prove Theorem 1.4.

**Proof of Theorem 1.4** Fix \( J \in \{1, . . . , q\}^m \). By [37] Theorem 4.8, IV if \( c > 0 \) is large enough then the local Riesz transforms \( R_j^c \) is bounded on \( L^2 \). The convolution kernel of \( R_j^c \) is given by

\[
k_j^c(x) = c_j \int_0^1 t^{m/2-1} e^{-ct} X_{J,p}t(x) \, dt + c_j \int_1^{\infty} t^{m/2-1} e^{-ct} X_{J,p}t(x) \, dt = k_j^0(x) + k_j^\infty(x).
\]

We claim that \( k_j^\infty \in L^1 \) if \( c \) is sufficiently large. Indeed, we can choose \( c \) sufficiently large so that

\[
|k_j^\infty(x)| \lesssim \int_1^{\infty} t^{m/2-1} e^{-ct} t^{-(d+m)/2} e^{\omega t} e^{-b|x|^2/t} \, dt \lesssim \int_1^{\infty} e^{-c't} e^{-b|x|^2/t} \, dt,
\]

for some \( c' > 0 \). Now define for every \( t > 0 \), \( A_i^c = B_{2^i\sqrt{t}} \setminus B_{2^{i-1}\sqrt{t}}, \) \( i \geq 1 \). Then by (2.4)

\[
\int_G |k_j^\infty(x)| \, d\rho(x) \lesssim \int_1^{\infty} \int_{B(ev_0)} e^{-c't} e^{-b|x|^2/t} \, d\rho(x) \, dt + \sum_{i=1}^{\infty} \int_1^{\infty} \int_{A_i^c} e^{-c't} e^{-b|x|^2/t} \, d\rho(x) \, dt
\]

\[
\lesssim \int_1^{\infty} e^{-c't} e^{Dv_0} \, dt + \sum_{i=1}^{\infty} \int_1^{\infty} e^{-c't} e^{-b2^i} e^{D2^i\sqrt{t}} \, dt
\]

\[
\lesssim 1 + \sum_{i=1}^{\infty} e^{-b2^i + \frac{D2^i}{4c'}} \int_1^{\infty} e^{-(\sqrt{c't} - \frac{D2^i}{2c'})^2} \, dt
\]

\[
\lesssim 1,
\]

if \( c \) is sufficiently large. Thus the convolution operator \( f \mapsto f * k_j^\infty \) is bounded on \( L^p \) for every \( p \in [1, \infty) \), and a fortiori it is bounded from \( h^1(\rho) \) to \( L^1 \) and from \( L^\infty \) to \( bmo(\rho) \).
We now consider the kernel $k^0$. Choose a smooth cutoff function $\phi$ supported in $B_1$ such that $0 \leq \phi \leq 1$. First notice that

$$|(1 - \phi(x))k^0(x)| \lesssim \int_0^1 t^{m/2-1} t^{-d/2-m/2} e^{-b|x|^2/t} \, dt = \int_0^\infty \left( \frac{|x|^2}{u} \right)^{-d/2} e^{-bu} \, du \lesssim e^{-b'|x|^2},$$

for some $b' > 0$. Then

$$\int_G |(1 - \phi(x))k^0(x)| \, d\rho(x) \lesssim \sum_{i=1}^{\infty} \int_{A_i} e^{-b'2i} \, d\rho(x) \lesssim \sum_{i=1}^{\infty} e^{-b'2i} e^{D2i} \lesssim 1.$$

Thus the convolution operator $f \mapsto f \ast (1 - \phi)k^0$ is bounded on $L^p$ for every $p \in [1, \infty]$, and a fortiori it is bounded from $h^1(\rho)$ to $L^1$ and from $L^\infty$ to $\text{bmo}(\rho)$.

It remains to consider the operator $f \mapsto f \ast (\phi k^0)$ which is bounded on $L^2$, as difference of operators bounded on $L^2$. Let us denote by $\ell$ the function $\phi k^0$ and by $L$ the integral kernel corresponding to the convolution operator with kernel $\ell$, i.e. $L(x, y) = \ell(y^{-1}x)\delta(y)$. Notice that

$$|\ell(x)| \lesssim \int_0^1 t^{m/2-1} t^{-d/2-m/2} e^{-b|x|^2/t} \, dt = \int_0^\infty \left( \frac{|x|^2}{u} \right)^{-d/2} e^{-bu} \, du \lesssim |x|^{-d},$$

and, for every $j = 1, \ldots, q$,

$$|X_j \ell(x)| \lesssim |k^0(x)| + \int_0^1 t^{m/2-1} t^{-d/2-m/2-1/2} e^{-b|x|^2/t} \, dt \lesssim |x|^{-d} + |x|^{-d-1} \lesssim |x|^{-d-1}.$$

Notice that since $\ell$ is supported in $B_1$ for every ball $B$ of radius 1 and every $y \in B$

$$\int_{(2B)^c} |L(y, x)| \, d\rho(x) = \int_{(2B)^c} |L(x, y)| \, d\rho(x) = 0.$$
Take now a ball \( B = B(c_B, r_B) \) of radius \( r_B \leq 1 \). For every \( y, z \in B \) we have

\[
\int_{(2B)^c} |L(y, x) - L(z, x)| \, d\rho(x) = \int_{(2B)^c} |\ell(x^{-1}y)\delta(x) - \ell(x^{-1}z)\delta(x)| \, d\rho(x) \\
= \int_{\{x: d(x^{-1},c_B) > 2r_B\}} |\ell(xy) - \ell(xz)| \, d\rho(x) \\
= \int_{|u|>2r_B} |\ell(u^{-1}c_B y) - \ell(u^{-1}c_B z)| \, d\rho(u) \\
= \int_{2r_B<|u|\leq 2} |\ell(u^{-1}c_B y) - \ell(u^{-1}c_B z)| \, d\rho(u) \\
\lesssim d(c_B^{-1}y, c_B^{-1}z) \int_{2r_B\leq |u|\leq 2} \sum_{j=1}^q |X_j \ell(u)| \, d\rho(u) \\
\lesssim r_B \int_{2r_B\leq |u|\leq 2} |u|^{-d-1} \, d\rho(u),
\]

where we have applied \((3.3)\). Choose \( i_0 \) as the biggest integer such that \( 2^{i_0-1} \leq 2r_B \) and consider the annuli \( A^i = B_{2^i} \setminus B_{2^{i-1}} \), with \( i_0 \leq i \leq 1 \). By \((2.3)\) we obtain

\[
\int_{(2B)^c} |L(y, x) - L(z, x)| \, d\rho(x) \lesssim r_B \sum_{i=i_0}^1 \int_{A^i} |u|^{-d-1} \, d\rho(u) \\
\lesssim r_B \sum_{i=i_0}^1 2^{-(i+1)d} \\
\lesssim r_B 2^{-i_0} \\
\lesssim 1.
\]

By Proposition 2.2, the conditions \((3.4)\) and \((3.5)\) imply that \( R_j^\alpha \) is bounded from \( L^\infty \) to \( \text{hmo}(\rho) \). By Theorem 2.3 we deduce that \( R_j^\alpha \) is bounded on \( L^p \) for every \( p \in [2, \infty) \).

We now prove that \( f \mapsto f \ast K^0 \) is bounded from \( \text{h}^1(\rho) \) to \( L^1 \). We denote by \( K^0(x, y) \) the corresponding integral kernel. For every ball \( B \) of radius 1 and every \( y \in B \) by \((3.2)\) we have

\[
\int_{(2B)^c} |K^0(x, y)| \, d\rho(x) = \int_{d(c_B, x) \geq 2} \delta(y) |K^0(y^{-1}x)| \, d\rho(x) \leq \int_{|v| \geq 1} |K^0(v)| \, d\rho(v) \lesssim 1.
\]

Take now a ball \( B = B(c_B, r_B) \) of radius \( r_B \leq 1 \). For every \( y, z \in B \) we have

\[
\int_{(2B)^c} |K^0(x, y) - K^0(x, z)| \, d\rho(x) = \int_{2r_B \leq d(x, c_B) \leq 2} |K^0(x, y) - K^0(x, z)| \, d\rho(x) \\
+ \int_{d(x, c_B) > 2} |K^0(x, y) - K^0(x, z)| \, d\rho(x) \\
= I + II.
\]
By applying (3.2) we have
\[ II \leq \int_{d(x,e_B) \geq 2} |K^0(x,y)| \, d\rho(x) + \int_{d(x,e_B) > 2} |K^0(x,z)| \, d\rho(x) \]
\[ \leq \delta(y) \int_{d(v,y^{-1}e_B) > 2} \int |K^0(v)| \delta^{-1}(y) \, d\rho(v) + \delta(z) \int_{d(v,z^{-1}e_B) > 2} \int |K^0(v)| \delta^{-1}(z) \, d\rho(v) \]
\[ \leq 2 \int |v| > 1 |K^0(v)| \, d\rho(v) \]
\[ \lesssim 1. \]

To estimate the integral \( I \) we first decompose it as follows:
\[ I \leq \int_0^1 t^{m/2-1} e^{-ct} \int_{2r_B \leq d(x,e_B) \leq 2} |X_{J,x} P_t(x,y) - X_{J,x} P_t(x,z)| \, d\rho(x) \]
\[ = \int_0^{r_B^2} t^{m/2-1} e^{-ct} \int_{2r_B \leq d(x,e_B) \leq 2} |X_{J,x} P_t(x,y) - X_{J,x} P_t(x,z)| \, d\rho(x) \]
\[ + \int_1^{r_B^2} t^{m/2-1} e^{-ct} \int_{2r_B \leq d(x,e_B) \leq 2} |X_{J,x} P_t(x,y) - X_{J,x} P_t(x,z)| \, d\rho(x) \]
\[ = I_1 + I_2. \]

Since \( P_t(x,y) = \delta(y) p_t(y^{-1}x) \), we have \( X_{J,x} P_t(x,y) = \delta(y)(X^J p_t)(y^{-1}x) \), so that by (2.8)
\[ |X_{J,x} P_t(x,y)| \lesssim \delta(y) t^{-d/2-m/2} e^{\omega t} e^{-b|y^{-1}x|^2/t}. \]

We then have
\[ I_1 \lesssim \int_0^{r_B^2} t^{-1/d^{/2}} \int_{2r_B \leq |x| \leq 2} \delta(y) e^{-b|y^{-1}x|^2/t} \, d\rho(x) \]
\[ \lesssim \int_0^{r_B^2} t^{-1/d^{/2}} \delta(c_B) \int_{2r_B \leq |v| \leq 2} e^{-b|v|^2/t} \delta^{-1}(c_B v) \, d\lambda(v) \]
\[ \lesssim \int_{2r_B \leq |v| \leq 2} \int_{|v|^2/r_B^2}^{\infty} e^{-bs} \left( \frac{s}{|v|^2} \right)^{1+d/2} \frac{|v|^2}{s^2} \, ds \, d\rho(v) \]
\[ \lesssim \int_{2r_B \leq |v| \leq 2} |v|^{-d} \int_{|v|^2/r_B^2}^{\infty} e^{-b's} \, ds \, d\rho(v) \]
\[ \lesssim \int_{2r_B \leq |v| \leq 2} |v|^{-d} e^{-b'|v|^2/r_B^2} \, d\rho(v). \]

To estimate the last integral we split the domain of integration as the union \( \bigcup_{j=0}^{j_0} A_j \), where \( A_j = B_{2j} \setminus B_{2j-1} \), where \( j_0 \) is the largest integer such that \( 2^{j_0-1} \leq 2r_B \) and obtain
\[ \int_{2r_B \leq |v| \leq 2} |v|^{-d} e^{-b'|v|^2/r_B^2} \, d\rho(v) = \sum_{j=j_0}^{1} 2^{-d} e^{-b' 2^{2j}/r_B^2} 2^{dj} \lesssim 1. \]
It remains to estimate the integral
\[ I_2 = \int_{r_B^2}^{1} \int_{2r_B \leq |x| \leq 2} |X_Jq_t(x)| \, d\rho(x) \, dt, \]
where \( q_t(x) = P_t(x, y) - P_t(x, z) \). By applying the Cauchy–Schwarz inequality
\[ \int_{2r_B \leq |x| \leq 2} |X_Jq_t(x)| \, d\rho(x) \leq \left( \int_{2r_B \leq |x| \leq 2} |X_Jq_t(x)|^2 \, d\rho(x) \right)^{1/2} \times \left( \int_{2r_B \leq |x| \leq 2} e^{-\beta |x|^2 / t} \, d\rho(x) \right)^{1/2} = A_t \cdot B_t, \]
with a constant \( \beta \) such that \( 0 < \beta < 2c_5 \), where \( c_5 \) is the constant which appears in Lemma 3.1.

To estimate \( B_t \), when \( 2r_B \leq \sqrt{t} \) we choose \( j_0 \) as the smallest integer such that \( 2^{j_0+1} \sqrt{t} \geq 2 \) and write
\[ (B_t)^2 \leq \delta^{-1}(c_B) \int_{2r_B \leq |v| \leq 2} e^{-|v|^2 / t} \, d\lambda \]
\[ = \delta^{-1}(c_B) \left( \int_{2r_B \leq |v| \leq \sqrt{t}} e^{-|v|^2 / t} \, d\lambda + \sum_{j=1}^{j_0} \int_{2^j \sqrt{t} \leq |v| \leq 2^{j+1} \sqrt{t}} e^{-|v|^2 / t} \, d\lambda \right) \]
\[ \lesssim \delta^{-1}(c_B) \left( V(\sqrt{t}) e^{-\beta r_B^2 / t} + \sum_{j=1}^{j_0} (2^j \sqrt{t})^d e^{-\beta 2^j} \right) \]
\[ \lesssim \delta^{-1}(c_B) V(\sqrt{t}) e^{-\beta r_B^2 / t}. \]

When \( \sqrt{t} \leq 2r_B \) we argue in a similar way and obtain \( (B_t)^2 \lesssim \delta^{-1}(c_B) V(\sqrt{t}) e^{-\beta r_B^2 / t} \). By the previous estimate and Lemma 3.1 we get
\[ \int_{2r_B \leq |x| \leq 2} |X_Jq_t(x)| \, d\rho(x) \]
\[ \lesssim \delta(c_B)^{1/2} t^{-m/2} V(\sqrt{t})^{-1/2} \delta^{-1/2}(c_B) V(\sqrt{t})^{1/2} e^{-\beta r_B^2 / 2t} \left( \frac{r_B}{\sqrt{t}} \right)^\gamma, \]
so that
\[ I_2 \lesssim \int_{r_B^2}^{1} t^{m/2-1} e^{-t} t^{-m/2} e^{-\beta r_B^2 / 2t} \left( \frac{r_B}{\sqrt{t}} \right)^\gamma \, dt \lesssim 1. \]
This shows that for every ball \( B \) of radius \( r_B \leq 1 \) and every points \( y, z \in B \)
\[ (3.7) \quad \int_{(2B)^c} |K^0(x, y) - K^0(x, z)| \, d\rho(x) \lesssim 1, \]
which together with condition (3.6) implies that the integral operator with integral kernel \( K^0 \) is bounded from \( h^1(\rho) \) to \( L^1 \). By Theorem 2.3 we deduce that \( R_\gamma \) is bounded on \( L^p \) for every \( p \in (1, 2) \).

As a corollary of Theorem 1.4 we have the following result involving Sobolev spaces.

**Corollary 3.2.** For every \( p \in (1, \infty) \) the following hold:
(i) if \( \ell \in \mathbb{N} \), then \( f \in L^p_\ell \) if and only if \( X_J f \in L^p \) for every \( J \in \{1, \ldots, q\}^m \) with \( m \leq \ell \) and
\[
\|f\|_{\ell, p} \approx \sum_{J \in \{1, \ldots, q\}^m, m \leq \ell} \|X_J f\|_p.
\]
(ii) for every \( \alpha \geq 0 \), \( f \in L^p_{\alpha+1} \) if and only if \( f \in L^p_\alpha \) and \( X_i f \in L^p_\alpha \), \( i = 1, \ldots, q \), and
\[
\|f\|_{\alpha+1, p} \approx \|f\|_{\alpha, p} + \sum_{i=1}^q \|X_i f\|_{\alpha, p}.
\]
(iii) for every \( p \in (1, \infty) \), \( \alpha \geq 0 \) and \( c > 0 \),
\[
\|f\|_{\alpha, p} \approx \|(I + \Delta)^{\alpha/2} f\|_p \approx \|(cI + \Delta)^{\alpha/2} f\|_p \quad \forall f \in L^p_\alpha.
\]

Proof. Statement (i) follows from the \( L^p \)-boundedness of local Riesz transforms \( R^i_\gamma \) arguing as in [36, Theorem 5.14]. Statement (ii) has the same proof as [15, Proposition 19].

To prove (iii) we observe that by [28, Theorem 6.4] \( L^p_\alpha = \text{dom}( (I + \Delta)^{\alpha/2} ) \), and then arguing as in [19] Propositions 3.16, 4.1], the equivalence of norms on the left follows. The one on the right now follows at once. \( \square \)

We are now in the position to show that on a general nonunimodular group \( G \), the property that \( L^p_\alpha(G) \) is an algebra when the product \( \alpha p \) is sufficiently large, cannot hold true. We recall that when \( G \) is a nilpotent Lie group of homogeneous dimension \( Q \), and \( \Delta \) is a subLaplacian, then \( L^p_\alpha(G) \) is an algebra provide \( \alpha p > Q \), see [10] and the earlier paper [41]. The counterexample appears in the case of the “\( ax + b \)-group”. Precisely, let \( G = \mathbb{R} \times \mathbb{R}_+ \), with product given by \( (x, a)(x', a') = (x + ax', aa') \). Then, the right Haar measure is \( \text{d}\rho(a, x) = a^{-1} \text{d}a \text{d}x \), \( \delta(x, a) = a^{-1} \) and a basis for the left invariant vector fields is \( \{X_0, X_1\} \), where \( X_0 = a\partial_a \) and \( X_1 = a\partial_x \). Then, we have the following result.

**Theorem 3.3.** Let \( G = \mathbb{R} \times \mathbb{R}_+ \). Then, for every \( p \in (1, +\infty) \) and \( k \) positive integer, the Sobolev space \( L^p_k(G) \) is not an algebra.

Proof. Let \( \psi \) be a nonnegative function in \( C^\infty_c(0, 1) \) such that \( \psi = 1 \) on \( [1/4, 3/4] \), and \( \chi \) a nonnegative function in \( C^\infty_c(-1, 1) \) such that \( \chi = 1 \) on \( [0, 1/2] \). For \( \gamma, r > 0 \) define
\[
(3.8) \quad g(x, a) = \psi(x/a^r)\chi(a)a^{-\gamma}.
\]
We claim that if \( \gamma \) and \( r \) satisfy the condition
\[
(3.9) \quad \frac{r}{2p} < \gamma < \frac{r}{p} + k_1(1 - r), \quad \text{for } k_1 = 0, 1, \ldots, k,
\]
then \( g \in L^p_k \), but \( g^2 \notin L^p \). Note that condition (3.9) is satisfied by any pair \( r, \gamma \) with \( 0 < r < 1 \) and \( r/(2p) < \gamma < r/p \).

By Corollary 3.2 (i), in order to show that \( g \in L^p_k \), since \( \{X_0, X_1\} \) is a basis, we need to show that \( X_0^{k_1} X_1^{k_1} g \in L^p \) when \( 0 \leq k_0 + k_1 \leq k \). Using induction, it is easy to check that

1. \( X_0^{k_1} \tilde{\psi}(x/a^r) = a^{k_1-rk_1} \tilde{\psi}(x/a^r) \) for another \( \tilde{\psi} \in C^\infty_c(0, 1) \);
2. if \( \tilde{\psi} \in C^\infty_c(0, 1) \) and \( j \in \mathbb{N} \), then \( X_0^j \tilde{\psi}(x/a^r) = \bar{\psi}_j(x/a^r) \), for another \( \bar{\psi}_j \in C^\infty_c(0, 1) \);
3. \( X_0^j a^{-q} = ca^{-q} \), for some constant \( c \), for all \( q > 0 \) and \( j \in \mathbb{N} \);
4. if any derivative falls on \( \chi \), the resulting term is of the form \( \Psi \in C^\infty_c(G) \).
Therefore, $X_0^{k_0} X_1^{k_1} g$ is sum of terms of the form
\[ \tilde{\psi}(x/a^r) \chi(a) a^{k_1-1} x^{-1} + \tilde{\Psi}(a, x) \]
for some $\tilde{\psi} \in C_c(0, 1)$ and $\tilde{\Psi} \in C_c(G)$. Thus, $X_0^{k_0} X_1^{k_1} g \in L^p$ if
\[ \int_G |\tilde{\psi}(x/a^r) \chi(a) a^{k_1-1} x^{-1} - \tilde{\Psi} a| \frac{da}{a} \lesssim \int_0^1 a^{k_1-1} x^{-1} \frac{da}{a} < +\infty, \]
which is the case if and only if $k_1(1-r)p - \gamma p + r > 0$; which is the inequality on the right of (3.9).

On the other hand,
\[ \|g^2\|_p^p \approx \int_0^{1/2} a^{-2\gamma p + r - 1} da, \]
which is infinite if $\gamma > r/(2p)$. \hfill \Box

**Remark 3.4.** In [50] Varopoulos showed that on a Lie group $G$, $L^p$ continuously embeds in $L^q(\delta^s)$ if $1 \leq p \leq q < \infty$ and $s = 1 - \frac{p}{q}$. We note that the function $g$ constructed in the theorem is in $L^p$ for $\gamma, r$ satisfying (3.9), while, on the other hand $g \notin L^\infty$, as it is easy to check. Thus, this function also shows that the Sobolev embedding theorem cannot hold at the limiting point $q = \infty$ and the modular function $\delta$ appears in a natural way in the Sobolev embeddings when the group is nonunimodular — see also [11].

### 4. Sobolev norms in the case $\alpha \in (0, 1)$

We shall give two representation formulas for the Sobolev norms when $\alpha \in (0, 1)$.

#### 4.1. A representation formula for the Sobolev norm in terms of $S_{\alpha,loc}^p f$.

Recall that in (1.2) we have defined the quantity $S_{\alpha,loc} f$. We now prove Theorem 1.3 (i).

**Proof of Theorem 1.3 (i). STEP I.** We shall prove that
\[ \|\Delta^{\alpha/2} f\|_p \lesssim \|S_{\alpha,loc}^p f\|_p + \|f\|_p \quad \forall f \in L^p_\alpha. \]  

We observe that
\[ (g_{1-\alpha/2} \Delta^{\alpha/2} f(x))^2 = \int_0^\infty t^{1-\alpha} |\Delta tf(x)|^2 \, dt \]
\[ = \int_0^1 t^{1-\alpha} |\Delta tf(x)|^2 \, dt + \int_1^\infty t^{1-\alpha} |\Delta tf(x)|^2 \, dt \]
\[ = (g_{1-\alpha/2,0} \Delta^{\alpha/2} f(x))^2 + (g_{1-\alpha/2,\infty} \Delta^{\alpha/2} f(x))^2. \]

Notice that
\[ (g_{1-\alpha,\infty} \Delta^{\alpha/2} f(x))^2 \leq \int_1^\infty |t \Delta tf(x)|^2 \frac{dt}{t} \leq (g_1 f(x))^2, \]
so that by (2.9)
\[ \|g_{1-\alpha,\infty} \Delta^{\alpha/2} f\|_p \leq \|g_1 f\|_p \lesssim \|f\|_p. \]
To estimate \( g_{1-\alpha/2,0} \Delta^{\alpha/2} f \) we first notice that for every \( t \in (0,1) \) and \( x \in G \), since \( \frac{\partial}{\partial t} \int_G p_t \, d\rho = 0 \), we have

\[
|\Delta T_t f(x)| = \left| \frac{\partial}{\partial t} T_t f(x) \right| = \left| \frac{\partial}{\partial t} \left( \int_G f(xy^{-1})p_t(y) \, d\rho(y) - \int_G f(x)p_t(y) \, d\rho(y) \right) \right|
\leq \int_G |f(xy^{-1}) - f(x)| \left| \frac{\partial p_t(y)}{\partial t} \right| \, d\rho(y).
\]

Using estimate (iii) in Subsection 2.1 for the derivative of the heat kernel and Cauchy–Schwarz’s inequality we have

\[
\left( g_{1-\alpha/2,0} \Delta^{\alpha/2} f(x) \right)^2
\leq \int_0^1 t^{1-\alpha/2} V(\sqrt{t})^{-2} \left( \int_{|y|<\sqrt{t}} |f(xy^{-1}) - f(x)| \delta^{1/2}(y)e^{-c_3|y|^2/t} \, d\rho(y) \right)^2 \, dt
\]

\[
+ \sum_{k=0}^{\infty} \int_0^1 t^{1-\alpha/2} V(\sqrt{t})^{-2} \left( \int_{2^{k+1}<|y|<2^{k+1}\sqrt{t}} |f(xy^{-1}) - f(x)| \delta^{1/2}(y) e^{-c_3|y|^2/t} \, d\rho(y) \right)^2 \, dt
\]

\[
\leq \int_0^1 t^{1-\alpha/2} V(\sqrt{t})^{-2} \left( \int_{|y|<2^{k+1}\sqrt{t}} |f(xy^{-1}) - f(x)| \delta^{1/2}(y) \, d\rho(y) \right)^2 \, dt
\]

By the change of variables \( u = 2^{k+1}\sqrt{t} \) we obtain

\[
\left( g_{1-\alpha/2,0} \Delta^{\alpha/2} f(x) \right)^2
\leq \int_0^1 \frac{1}{u^{1+2\alpha} V(u)^2} \left( \int_{|y|<u} |f(xy^{-1}) - f(x)| \, d\rho(y) \right)^2 \, du
\]

\[
+ \sum_{k=0}^{\infty} e^{-c' 2^{2k}} \int_0^{2^{2k+1}} \frac{1}{(2^{-k} - 1)^{2\alpha} u^{1+2\alpha} V(2^{-k} - 1)^{2/2}} \left( \int_{|y|<u} |f(xy^{-1}) - f(x)| \delta^{1/2}(y) \, d\rho(y) \right)^2 \, du
\]

\[
\leq \left( S_{\alpha}^{loc} f(x) \right)^2
\]

\[
+ \sum_{k=0}^{\infty} e^{-c' 2^{2k}} \int_0^{2^{2k+1}} \frac{1}{(2^{-k} - 1)^{2\alpha} u^{1+2\alpha} V(2^{-k} - 1)^{2/2}} \left( \int_{|y|<u} |f(xy^{-1}) - f(x)| \, d\rho(y) \right)^2 \, du
\]

\[
+ \sum_{k=0}^{\infty} e^{-c' 2^{2k}} \int_0^{2^{2k+1}} \frac{1}{(2^{-k} - 1)^{2\alpha} u^{1+2\alpha} V(2^{-k} - 1)^{2/2}} \left( \int_{|y|<u} |f(xy^{-1}) - f(x)| \delta^{1/2}(y) \, d\rho(y) \right)^2 \, du.
\]
By \((g_{1-\alpha/2,0}\Delta^{\alpha/2}f(x))^2\)
\[
\lesssim (S_{\alpha}^{\text{loc}} f(x))^2 \quad \text{By (2.5) we deduce that}
\]
\[
\lesssim (S_{\alpha}^{\text{loc}} f(x))^2 + \left( \sum_{k=0}^{\infty} e^{-c''2^{2k}(2k+1)^2 \alpha + 2d} \int_1^{2^{k+1}} \frac{1}{u^{1+2\alpha+2d}} |f(x)|^2 \left( \int_{|y| < u} \delta^{1/2}(y) \, d\rho(y) \right)^2 \, du \right)
\]
\[
\lesssim (S_{\alpha}^{\text{loc}} f(x))^2 + \sum_{k=0}^{\infty} J_k(x) + \sum_{k=0}^{\infty} I_k(x).
\]

By (2.5) we deduce that
\[
J_k(x) \lesssim e^{-c''2^{2k}(2k+1)^2 \alpha + 2d} \int_1^{2^{k+1}} \frac{1}{u^{1+2\alpha+2d}} |f(x)|^2 u^{2d} e^{2Q_u} \, du
\]
\[
\lesssim |f(x)|^2 e^{-c''2^{2k}(2k+1)^2 \alpha + 2d} e^{2Q_k},
\]
so that \(\sum_{k=0}^{\infty} J_k(x) \lesssim |f(x)|^2\). We now notice that there exists \(c'' > 0\) such that
\[
\left\| \left( \sum_{k=0}^{\infty} I_k \right)^{1/2} \right\|_p \leq \sum_{k=0}^{\infty} e^{-c''2^{2k}} \left\| \left( \int_1^{2^{k+1}} \left( \int_{|y| < u} |f(xy^{-1})|^{1/2} \delta^{1/2}(y) \, d\rho(y) \right)^2 \, du \right)^{1/2} \right\|_p.
\]

For every integer \(k\), by Minkowski inequality, we get
\[
\left( \int_1^{2^{k+1}} \left( \int_G |f(xy^{-1})| \chi_{B_u}(y) \delta^{1/2}(y) \, d\rho(y) \right)^2 \, du \right)^{1/2}
\]
\[
\lesssim \int_G \left( \int_1^{2^{k+1}} \left| f(xy^{-1}) \right|^2 \chi_{B_u}(y) \delta(y) \, du \right)^{1/2} \, d\rho(y)
\]
\[
\lesssim \int_{B_1} |f(xy^{-1})|^{1/2} \delta^{1/2}(y) \left( \int_1^{2^{k+1}} \, du \right)^{1/2} \, d\rho(y)
\]
\[
\quad + \int_{1 \leq |y| \leq 2^{k+1}} |f(xy^{-1})|^{1/2} \delta^{1/2}(y) \left( \int_1^{2^{k+1}} \, du \right)^{1/2} \, d\rho(y)
\]
\[
\lesssim \int_{B_1} |f(xz)|^{2k/2} \, d\lambda(z) + \int_{1 \leq |z| \leq 2^{k+1}} |f(xz)|^{1/2} \delta^{1/2}(z^{-1})^{2k/2} \, d\lambda(z).
\]
We then obtain, by applying once again Minkowski inequality,
\[
\left\| \left( \int_1^{2^{k+1}} \left( \int_G |f(xy^{-1})| \chi_{B_u}(y) \delta^{1/2}(y) \, d\rho(y) \right)^2 \, du \right)^{1/2} \right\|_p
\]
\[\lesssim 2^{k/2} \int_{B_1} \left( \int_G |f(xz)|^p \, d\rho(x) \right)^{1/p} \, d\lambda(z) + 2^{k/2} \int_{1 \leq |z| \leq 2^{k+1}} \left( \int_G |f(xz)|^p \, d\rho(x) \right)^{1/p} \delta^{-1/2}(z) \, d\lambda(z)
\]
\[\lesssim 2^{k/2} \|f\|_p + 2^{k/2} \|f\|_p \int_{B_{2^{k+1}}} \delta^{1/2} \, d\rho
\]
\[\lesssim 2^{k/2 + kd} \|f\|_p e^{Q^{2k}},
\]
where we have applied (2.3). We then have
\[
\|g_{1 - \alpha/2, 0} \Delta^{\alpha/2} f\|_p \lesssim \|S^{\text{loc}}_\alpha f\|_p + \|f\|_p,
\]
as required.

**STEP II.** We shall prove that
\[
\|S^{\text{loc}}_\alpha f\|_p \lesssim \|\Delta^{\alpha/2} f\|_p + \|f\|_p \quad \forall f \in L^p_\alpha.
\]
To prove it we write \(f = (f - T_1 f) + T_1 f\) and we estimate \(\|S^{\text{loc}}_\alpha (f - T_1 f)\|_p\) and \(\|S^{\text{loc}}_\alpha T_1 f\|_p\), separately.

Arguing as in (15) we write
\[
f - T_1 f = \sum_{m=-\infty}^{-1} f_m, \text{ where } f_m = - \int_{2^m}^{2^{m+1}} \frac{\partial}{\partial t} T_1 f \, dt, \text{ and } g_m = \int_{2^{m-1}}^{2^m} \left| \frac{\partial}{\partial t} T_1 f \right| \, dt.
\]
We then obtain
\[
\left( S^{\text{loc}}_\alpha (f - T_1 f)(x) \right)^2
\]
\[= \int_0^1 \frac{1}{u^{1 + 2a V(u)2}} \left( \int_{|y| < u} |(f - T_1 f)(xy^{-1}) - (f - T_1 f)(x)| \, d\rho(y) \right)^2 \, du
\]
\[= \sum_{j=-\infty}^{-1} \int_{2^j}^{2^{j+1}} \frac{1}{u^{1 + 2a V(u)2}} \left( \int_{|y| < u} |(f - T_1 f)(xy^{-1}) - (f - T_1 f)(x)| \, d\rho(y) \right)^2 \, du
\]
\[\lesssim \sum_{j=-\infty}^{-1} \frac{2^j}{(2j)^{1 + 2a + 2d}} \left( \int_{|y| < 2^{j+1}} |(f - T_1 f)(xy^{-1}) - (f - T_1 f)(x)| \, d\rho(y) \right)^2,
\]
where we applied (2.3). Notice that
\[
\frac{1}{2^{jd}} \int_{|y| < 2^{j+1}} |(f - T_1 f)(xy^{-1}) - (f - T_1 f)(x)| \, d\rho(y)
\]
\[\lesssim \sum_{m=-\infty}^{-1} \frac{1}{2^{jd}} \int_{|y| < 2^{j+1}} |f_m(xy^{-1}) - f_m(x)| \, d\rho(y).
\]
If \( m < 2j + 3 \), then
\[
\frac{1}{2j+1} \int_{|y|<2j+1} |f_m(xy^{-1}) - f_m(x)| \, d\rho(y) \lesssim M^1 g_{m+1}(x),
\]
where \( M^1 \) is the local maximal function defined in (2.10). In order to treat the case when \( m \geq 2j + 3 \), we notice that for every \( j \leq -1, y \in B_{2j+1} \) and \( x \in G \)
\[
|f_m(xy^{-1}) - f_m(x)| \leq 2^{j+1} \sup \{|X_i f_m(w)| : i = 1, \ldots, q, \ |w^{-1}x| \leq 2^{j+1}\}.
\]
Since
\[
f_m = -2 \int_{2m-1}^{2m} \frac{\partial}{\partial t} (T_{2t}f) \, dt = -4 \int_{2m-1}^{2m} T_t \frac{\partial}{\partial t} (T_{2t}f) \, dt,
\]
by applying the estimates of the heat kernel given in Subsection 2.1, for every \( c \) for a suitable constant \( c \)
\[
\|f_m(xy^{-1}) - f_m(x)\| \lesssim 2^{j+1} \sup \{|X_i f_m(w)| : i = 1, \ldots, q, \ |w^{-1}x| \leq 2^{j+1}\}.
\]
we have
\[
|X_i f_m(w)| \lesssim \int_G \left| \frac{\partial}{\partial t} (T_{2t}f)(z) \right| |X_i p_t(z^{-1}w)| \, d\lambda(z)
\]
\[
\lesssim \int_G \int_{2m-1}^{2m} |\frac{\partial}{\partial t} (T_{2t}f)(z)| t^{-1/2} V(\sqrt{t})^{-1} \delta^{1/2}(z^{-1}w)e^{-c|z^{-1}w|^2/t} \, dt \, d\lambda(z)
\]
\[
\lesssim 2^{-m/2} 2^{-md/2} \int_G g_m(z) \delta^{1/2}(z^{-1}x)e^{-c|z^{-1}x|^2/2m} \, d\lambda(z)
\]
\[
\lesssim 2^{-m/2} T_{2m} g_m(x),
\]
for a suitable constant \( c \). From (4.6) it follows that
\[
\frac{1}{2j+1} \int_{|y|<2j+1} |f_m(xy^{-1}) - f_m(x)| \, d\rho(y) \lesssim \frac{1}{2j+1} 2^{j+1} 2^{-m/2} T_{2m} g_m(x) 2^{jd}
\]
\[
\lesssim 2^{-j/2} T_{2m} g_m(x).
\]
Thus, by (4.5) and (4.7)
\[
\left(S_{\alpha}^\text{loc} (f - T_1f)(x)\right)^2 \lesssim \sum_{j=-\infty}^{1} \left( \sum_{m=-\infty}^{2j+3-1} M^1 g_{m+1}(x) + \sum_{m=2j+3}^{1} 2^{-m/2} T_{2m} g_m(x) \right)^2.
\]
We can argue as in [15, p.298-303, 308-309] to deduce that
\[
\left\| S_{\alpha}^\text{loc} (f - T_1f)(x) \right\|_p \lesssim \left\| \left( \sum_{m=-\infty}^{1} 2^{-m/2} g_m^2 \right)^{1/2} \right\|_p.
\]
Since
\[
\sum_{m=-\infty}^{1} 2^{-m/2} g_m^2 \lesssim \sum_{m=-\infty}^{1} \int_{2m-1}^{2m} \left| \frac{\partial}{\partial t} T_1 f(x) \right|^2 \, dt \lesssim g_{1-\alpha/2} \Delta^{\alpha/2} f(x)^2,
\]
we have
\[
\left\| S_{\alpha}^\text{loc} (f - T_1f) \right\|_p \lesssim g_{1-\alpha/2} \Delta^{\alpha/2} f \left\|_p \lesssim \Delta^{\alpha/2} f \right\|_p.
\]
In order to estimate the norm of \( S_{\alpha}^\text{loc} T_1f \) we first notice that for every \( x \in G \) and \( y \in B_1 \)
\[
|T_1 f(xy^{-1}) - T_1 f(x)| \lesssim |y| \sup \{|X_i T_1 f(w)| : |w^{-1}x| \leq |y|\}
\]
\[
\lesssim |y| \sup \{|X_i T_1 f(w)| : |w^{-1}x| \leq 1\}.
\]
By the estimates of the heat kernel and its derivatives in Subsection 2.1 there exists \( t_0 > 0 \) such that for every \( w \) such that \( |w^{-1}x| \leq 1 \)

\[
|X_i T_1 f(w)| = |f \ast X_i p_1(w)| \\
\leq \int |f(wv^{-1})| |X_i p_1(v)| \, d\rho \\
\lesssim \int |f(wv^{-1})| \delta^{1/2}(v) e^{-c|v|^2} \, d\rho(v) \\
\lesssim \int |f(wv^{-1})| p_{t_0} \, d\rho(v) \\
= \int |f(z)| p_{t_0} \, d\lambda(z) \\
\lesssim \int |f(z)| p_{t_0}(z^{-1}w) \, d\lambda(z) \\
= T_{t_0} |f|(x).
\]

Thus

\[
S_{\alpha}^{\text{loc}} T_1 f(x)^2 = \int_0^1 \left( \frac{1}{u^\alpha V(u)} \int_{|y|<u} |T_1 f(xy^{-1}) - T_1 f(x)| \, d\rho(y) \right)^2 \frac{du}{u} \\
\lesssim \int_0^1 \frac{1}{u^{2\alpha} V(u)^2} \left( \int_{|y|<u} u T_{t_0} |f|(x) \, d\rho(y) \right)^2 \frac{du}{u} \\
\lesssim T_{t_0} |f|(x)^2,
\]

where we used the fact that \( \alpha \in (0,1) \).

\[
\|S_{\alpha}^{\text{loc}} T_1 f\|_p \lesssim \|T_{t_0} |f|\|_p \lesssim \|f\|_p,
\]

which together with (4.8) gives (4.4), as required. \( \square \)

The representation formula that we just proved is the key ingredient to show the following lemma, which will be useful to prove the "interpolation estimate" given in Proposition 4.2 below.

**Lemma 4.1.** For all \( \alpha \in (0,1) \) and \( p \in (1, \infty) \)

\[
\|f\|_{\alpha,p} \lesssim \|f\|_{\alpha,p}.
\]

**Proof.** It suffices to notice that, for every \( x \in G \), \( S_{\alpha}^{\text{loc}}(|f|)(x) \leq S_{\alpha}^{\text{loc}}(f)(x) \), and use the representation of the \( L^p_{\alpha} \)-norm given by Theorem 1.3. \( \square \)

**Proposition 4.2.** Let \( \alpha, \beta, \gamma \geq 0 \), \( 1 < p, r < \infty \), \( 1 < q \leq \infty \) and \( 0 < \theta < 1 \) be such that \( \gamma = \theta \alpha + (1 - \theta) \beta \) and \( 1/r = \theta/p + (1 - \theta)/q \). Then for all \( f \in L^p_{\alpha} \cap L^q_{\beta} \)

\[
\|f\|_{\gamma,r} \lesssim \|f\|_{\theta,\alpha,p} \|f\|_{1-\theta,\beta,q}^{1-\theta}.
\]

**Proof.** Notice that it is enough to give the proof in the case when \( \beta = 0 \).

We then take \( \alpha, \gamma > 0 \), \( 1 < p, r < \infty \), \( 1 < q \leq \infty \) and \( 0 < \theta < 1 \) such that \( \gamma = \theta \alpha \) and \( 1/r = \theta/p + (1 - \theta)/q \). By (1.1) we have \( \|f\|_{\gamma,r} = \|f\|_r + \|\Delta^{\gamma/2} f\|_r \). Choose \( a, b, s \) such that
\(a + b = r, \text{ as } p \text{ and } bs' = q\). By Hölder’s inequality we obtain that
\[
\|f\|_r \leq \left( \int_G |f|^{as} \, d\rho \right)^{1/s'} \left( \int_G |f|^{bs'} \, d\rho \right)^{1/s'} = \|f\|_p^{a/r} \|f\|_{q}^{b/r} = \|f\|_{\alpha,p}^{\theta} \|f\|_{q}^{1-\theta} \leq \|f\|_{\alpha,p}^{\theta} \|f\|_{q}^{1-\theta} .
\]

It remains to estimate \(\|\Delta^{\gamma/2} f\|_r\).

If \(q < \infty\), choose \(\delta > 0\) and \(k \in \mathbb{N}\) such that \(\delta + \gamma / 2 = k\). Then if \(a = 2\theta(k - \frac{1}{2} - \frac{\gamma}{2})\) and \(b = 2(1 - \theta)(k - \frac{1}{2})\), by applying Hölder’s inequality in \(t\) we get
\[
(g_k \Delta^{\gamma/2} f(x))^2 = \int_0^{+\infty} e^{a+b} |\Delta^k T_t f(x)|^2 \, dt \leq (g_k \Delta^{\alpha/2} f(x))^{2\theta} (g_k f(x))^{2(1-\theta)} .
\]

Therefore, by Littlewood-Paley-Stein theory, \((4.12)\) and applying Hölder’s inequality in the \(x\)-variable
\[
\|\Delta^{\gamma/2} f\|_r \approx \|g_k \Delta^{\gamma/2} f\|_r \leq \left( \int_G |g_k^{\alpha/2} \Delta^{\alpha/2} f(x)\|^{\theta r} \, d\rho(x) \right)^{1/r} \leq \left( \int_G (g_k^{\alpha/2} \Delta^{\alpha/2} f(x))^{\theta r} \, d\rho(x) \right)^{1/r} \left( \int_G \|g_k f(x)\|^{1-\theta} \, d\rho(x) \right)^{1/s'} \leq \|\Delta^{\alpha/2} f\|_p^{\theta} \|g_k f\|_{q}^{1-\theta} \lesssim \|f\|_{\alpha,p}^{\theta} \|f\|_{q}^{1-\theta} .
\]

Estimates \((4.11)\) and \((4.13)\) prove the proposition in the case when \(q\) is finite and \(\beta = 0\).

Suppose now that \(q = \infty\). We follow closely [1, Theorem 2.4] using a complex interpolation argument. Assume first that \(f\) and \(h\) are nonnegative simple functions and define for \(z \in \Sigma_0^\infty = \{z \in \mathbb{C} : \Re z \geq 0\}\)
\[
w(z) = \int_G \Delta^{-az/2} f(x) h(x)^{(1-1/p)(1-\alpha/2)+z} \, d\rho(x) .
\]

The function \(w\) is continuous in \(\Sigma_0^\infty\), holomorphic in the interior of \(\Sigma_0^\infty\) and bounded in any strip \(\Sigma_0^c = \{z \in \mathbb{C} : 0 \leq \Re z \leq c\}, c \in \mathbb{R}^+\). When \(z = i\zeta, \zeta \in \mathbb{R}\), by [31] there exists a positive constant \(C_p\) such that
\[
\|\Delta^{-i\alpha\zeta/2} f\|_p \leq C_p (1 + |\alpha\zeta|/2)^{1/2} e^{\frac{\pi |\alpha\zeta|}{2}} \|f\|_p ,
\]
so that
\[
|w(i\zeta)| \leq C_p (1 + |\alpha\zeta|/2)^{1/2} e^{\frac{\pi |\alpha\zeta|}{2}} \|f\|_p \|h\|_1^{1-1/p} .
\]
On the other hand, since \( f \) is nonnegative
\[
|\Delta^{-\alpha/2 - i\alpha z/2} f(x)| = \frac{1}{|\Gamma(\alpha/2 + i\alpha z/2)|} \left| \int_0^\infty t^{\alpha/2 + i\alpha z/2 - 1} e^{-t\Delta} f(x) \, dt \right| \\
\leq \frac{1}{|\Gamma(\alpha/2 + i\alpha z/2)|} \int_0^\infty t^{\alpha/2 - 1} e^{-t\Delta} f(x) \, dt \\
= \frac{\Gamma(\alpha/2)}{|\Gamma(\alpha/2 + i\alpha z/2)|} \Delta^{-\alpha/2} f(x).
\]
Thus
\[
|w(1 + i\zeta)| \leq \frac{\Gamma(\alpha/2)}{|\Gamma(\alpha/2 + i\alpha z/2)|} \|\Delta^{-\alpha/2} f\|_\infty \|h\|_1.
\]
Define \( W(z) = \Gamma(1 + \alpha z/2) \frac{1}{1 + i\zeta} w(z) \) for \( z \in \Sigma_0^\infty \). By the estimates satisfied by the function \( w \) on the boundary of the strip \( \Sigma_0^1 \) and the three lines theorem we get
\[
|W(1 - \theta)| \lesssim \|f\|_p \|\Delta^{-\alpha/2} f\|_\infty^{1-\theta} \|h\|_1^{(1-1/p)\theta + 1-\theta},
\]
which implies that
\[
|w(1 - \theta)| \lesssim \|f\|_p \|\Delta^{-\alpha/2} f\|_\infty^{1-\theta} \|h\|_1^{1/r'}.
\]
By taking the supremum over all functions \( g = h^{1/r'} \) such that \( \|g\|_{r'} \leq 1 \) we obtain that
\[
\|\Delta^{-(1-\theta)/2} f\|_r \lesssim \|f\|_p \|\Delta^{-\alpha/2} f\|_\infty^{1-\theta}
\]
for all nonnegative functions \( f \). This implies that
\[
\|\Delta^{\gamma/2} g\|_r \lesssim \|\Delta^{\alpha/2} g\|_p \|g\|_\infty^{1-\theta}
\]
for all nonnegative functions \( g \). By (4.14) and the estimate above we deduce that for all nonnegative functions
\[
(4.14) \quad \|g\|_{\gamma, r} \lesssim \|g\|_p^\theta \|g\|_\infty^{1-\theta}.
\]
Take now \( \alpha \in [0, 1] \) and \( f \) of arbitrary sign. Then writing \( f = f_+ - f_- \), applying (4.14) to \( f_+ \) and \( f_- \), using Lemma 4.1 and noticing that \( \|\Delta^{\alpha/2} f_\pm\|_p \lesssim \|\Delta^{\alpha/2} f\|_p \) we obtain that
\[
(4.15) \quad \|f\|_{\gamma, r} \lesssim \|f\|_p^\theta \|f\|_\infty^{1-\theta}.
\]
It remains to consider the case when \( \alpha > 1 \). Suppose first that \( \gamma < 1 \), \( \theta \in (0, 1) \), \( \alpha > 1 \), \( \gamma = \theta \alpha \) and \( \frac{1}{r} = \frac{\theta}{p} \). We choose \( \beta < 1 \) such that \( \gamma < \beta < \gamma r \) and \( s > 1 \) such that \( \frac{1}{r} = \frac{\gamma}{\beta s} \). Then by (4.15)
\[
\|f\|_{\gamma, r} \lesssim \|f\|_{\beta, s}^\theta \|f\|_\infty^{1-\theta},
\]
for \( \beta \in (0, 1) \) such that \( \gamma = \beta \gamma \) and \( \frac{1}{r} = \frac{\beta}{s} \). Moreover, by (4.11)
\[
\|f\|_{\beta, s} \lesssim \|f\|_p^\theta \|f\|_\infty^{1-\theta'},
\]
for \( \theta' \in (0, 1) \) such that \( \beta = \theta' \alpha + (1 - \theta') \gamma \), and \( \frac{1}{s} = \frac{\theta'}{p} + \frac{1-\theta'}{r} \). Putting together the two estimates above we obtain
\[
(4.16) \quad \|f\|_{\gamma, r} \lesssim \|f\|_p^\theta \|f\|_\infty^{1-\theta},
\]
which proves the theorem for $\alpha > 1$ and $\gamma < 1$. Take now $\gamma \geq 1$ and choose $q$ such that $\gamma r < q < r$ and $\beta < 1$ such that $\beta q = \gamma r$. We have

$$\|f\|_{\gamma,r} \lesssim \|f\|_{\alpha,p}^{\frac{\theta}{\beta \cdot \gamma}} \|f\|_{\beta,q}^{1 - \frac{\theta}{\beta \cdot \gamma}},$$

for $\gamma = \tilde{\theta} \alpha + (1 - \tilde{\theta}) \beta$ and $\frac{1}{r} = \frac{\theta}{p} + \frac{1 - \theta}{q}$. By (4.16) we get

$$\|f\|_{\beta,q} \lesssim \|f\|_{\alpha,p}^{\theta} \|f\|_{\infty}^{1 - \theta},$$

where $\beta = \theta' \alpha$ and $\frac{1}{q} = \frac{\theta'}{p}$. Putting together the two estimates above we obtain

$$\|f\|_{\gamma,r} \lesssim \|f\|_{\alpha,p}^{\theta} \|f\|_{\infty}^{1 - \theta},$$

which proves the theorem for $\alpha > 1, \gamma \geq 1, q = \infty$ and $\beta = 0$. The proof of the proposition is now complete. \qed

4.2. A representation formula for the Sobolev norm in terms of $D_{\alpha}^{\text{loc}}$. Recall that in (1.3) we have defined the quantity $D_{\alpha}^{\text{loc}} f$. We shall prove Theorem 1.3 (ii). To do so, we first need some tools and some technical results that we shall introduce below.

For every locally integrable function $f$ and every ball $B$ we denote by $f_B$ the average $\frac{1}{\rho(B)} \int_B f \, d\rho$. For every $q \in [1, \infty)$, $r > 0$, $x \in G$ we define

$$\Omega_f^{(q)}(x, r) = \sup \left\{ \left( \frac{1}{\rho(B)} \int_B |f - f_B|^q \, d\rho \right)^{1/q} : B \in B_r, x \in B \right\},$$

and

$$\Omega_f^{\infty}(x, r) = \sup \{ \|f - f_B\|_{\infty} : B \in B_r, x \in B \}.$$

We recall that $B_R$ denotes the collection of balls of radius $\leq R$. We simply write $\Omega_f(x, r)$ for $\Omega_f^{(1)}(x, r)$.

**Lemma 4.3.** For every locally integrable function $f$ the following hold:

(i) $\Omega_f(x, r) \leq \Omega_f^{(q)}(x, r)$ for every $q \in [1, \infty), r > 0$;

(ii) if $B, B' \in B_1$ and $B \subset B'$, then

$$\frac{1}{\rho(B)} \int_B |f - f_B| \, d\rho \leq 2 \frac{\rho(B')}{\rho(B)} \frac{1}{\rho(B')} \int_{B'} |f - f_{B'}|^q \, d\rho;$$

(iii) for every $x \in G$, $r \leq s \leq 2r \leq 2$

$$\Omega_f(x, r) \lesssim \Omega_f(x, s) \lesssim \Omega_f(x, 2r);$$

(iv) for every $B \in B$ of radius $r$ and almost every $y \in B$

$$|f(y) - f_B| \lesssim \int_0^{8r} \Omega_f(y, s) \frac{ds}{s}.$$

The above lemma was proved in [15]: the same proof works in our setting, since only the local doubling property plays a role here.
For every locally integrable function $f, g \in [1, \infty]$, $R > 0$, $\alpha \in (0, 1)$ and $x \in G$ we define

\[
G_{\alpha}^{\text{loc}} f(x) = \left( \int_0^1 \left[ r^{-\alpha} \Omega_f(x, r) \right]^2 \frac{dr}{r} \right)^{1/2}
\]

\[
G_{\alpha,q}^{\text{loc}} f(x) = \left( \int_0^1 \left[ r^{-\alpha} \Omega_f^{(q)}(x, r) \right]^2 \frac{dr}{r} \right)^{1/2}
\]

\[
G_{\alpha}^R f(x) = \left( \int_0^R \left[ r^{-\alpha} \Omega_f(x, r) \right]^2 \frac{dr}{r} \right)^{1/2}
\]

\[
G_{\alpha,q}^R f(x) = \left( \int_0^R \left[ r^{-\alpha} \Omega_f^{(q)}(x, r) \right]^2 \frac{dr}{r} \right)^{1/2}
\]

\[
S_{\alpha}^R f(x) = \left( \int_0^R \frac{1}{u^\alpha V(u)} \int_{|y| < u} \left| f(xy^{-1}) - f(x) \right| \, d\rho(y) \right)^{1/2}.
\]

**Lemma 4.4.** For every $R_1, R_2 > 0$, $p \in (1, \infty)$ and $\alpha \in (0, 1)$,

\[
\|S_{\alpha}^{R_1} f\|_p \leq \|S_{\alpha}^{R_2} f\|_p + \|f\|_p,
\]

\[
\|G_{\alpha}^{R_1} f\|_p \leq \|G_{\alpha}^{R_2} f\|_p + \|f\|_p.
\]

**Proof.** Assume $R_1 \leq R_2$. Then it is obvious that $S_{\alpha}^{R_1} f(x) \leq S_{\alpha}^{R_2} f(x)$ and $G_{\alpha}^{R_1} f(x) \leq G_{\alpha}^{R_2} f(x)$ for every $x \in G$, so that

\[
\|S_{\alpha}^{R_1} f\|_p + \|f\|_p \geq \|S_{\alpha}^{R_2} f\|_p + \|f\|_p,
\]

\[
\|G_{\alpha}^{R_1} f\|_p + \|f\|_p \geq \|G_{\alpha}^{R_2} f\|_p + \|f\|_p.
\]

In order to prove the lemma, using (2.2), we notice that

\[
\int_{R_1}^{R_2} \frac{1}{|V(r)|} \int_{|y| \leq r} \left| f(xy^{-1}) - f(x) \right| \, d\rho(y) \, \frac{dr}{r}
\]

\[
= \int_{R_1}^{R_2} \frac{1}{|V(r)|} \int_{|y| \leq r} \left| f(xy) - f(x) \right| \, d\lambda(y) \, \frac{dr}{r}
\]

\[
\lesssim \int_{R_1}^{R_2} \frac{1}{|V(r)|} \int_{B(x,r)} \left| f(z) \right| \, d\lambda(z) + \left| f(x) \right| \frac{dr}{r}
\]

\[
= \int_{R_1}^{R_2} \frac{1}{|V(r)|} \int_{B(x,r)} \left| f(z) \right| \delta(z) \, d\rho(z) + \left| f(x) \right| \frac{dr}{r}
\]

\[
\lesssim \int_{R_1}^{R_2} \frac{1}{|V(r)|} \int_{B(x,r)} \left| f(z) \right| \delta(x) \, d\rho(z) + \left| f(x) \right| \frac{dr}{r}
\]

\[
\lesssim \int_{R_1}^{R_2} \frac{1}{|V(r)|} M^{R_2} f(x) + \left| f(x) \right| \frac{dr}{r}
\]

\[
\lesssim M^{R_2} f(x) + |f(x)|,
\]

where $M^{R_2}$ is the local maximal function defined in (2.10). It follows that

\[
\|S_{\alpha}^{R_2} f\|_p + \|f\|_p \lesssim \|S_{\alpha}^{R_1} f\|_p + \|f\|_p + \|M^{R_2} f\|_p + \|f\|_p \lesssim \|S_{\alpha}^{R_1} f\|_p + \|f\|_p,
\]
where we have applied the boundedness of the maximal function $M^{R_2}$ on $L^p$. A similar argument shows that for every $r \leq R_2$, $\Omega f(x, r) \leq M^{R_2} f(x)$ so that

$$\int_{R_1}^{R_2} \left| r^{-\alpha} \Omega f(x, r) \right|^2 \frac{dr}{r} \lesssim \int_{R_1}^{R_2} \left| M^{R_2} f(x) \right|^2 \frac{dr}{r^{1+\alpha}}.$$  

Thus

$$\|G^{R_2}_f\|_p + \|f\|_p \lesssim \|G^{R_1}_f\|_p + \|f\|_p + \|M^{R_2} f\|_p \lesssim \|G^{R_1}_f\|_p + \|f\|_p,$$

applying again the $L^p$ boundedness of the maximal function $M^{R_2}$.

**Proposition 4.5.** For every locally integrable function $f$, $\alpha \in (0, 1)$, $p \in (1, \infty)$ and $R_1, R_2 > 0$ the following hold:

(i) if $p \in (1, 2]$, $\alpha \leq \frac{d}{p}$, $q < \frac{dp}{d-\alpha p}$, then

$$\|G^{R_1}_{\alpha,q} f\|_p + \|f\|_p \approx \|G^{R_2}_f\|_p + \|f\|_p;$$

(ii) if $p \in [2, \infty)$, $\alpha \leq \frac{d}{p}$, $q < \frac{2d}{d-2\alpha}$, then

$$\|G^{R_1}_{\alpha,q} f\|_p + \|f\|_p \approx \|G^{R_2}_f\|_p + \|f\|_p;$$

(iii) if $p \in (1, \infty)$, $\alpha > \frac{d}{p}$, then

$$\|G^{R_1}_{\alpha,\infty} f\|_p + \|f\|_p \approx \|G^{R_2}_f\|_p + \|f\|_p.$$

**Proof.** In view of Lemma 4.3(i) we can assume $R_1 = R_2 = R$. We shall prove (i). The proofs of statements (ii-iii) are similar and we omit them.

By Lemma 4.3(i) it follows that for every $p \in (1, \infty)$ and $q > 1$, $\|G^R f\|_p \lesssim \|G^R_{\alpha,q} f\|_p$.

For every ball $B' = B(y', s)$ with $s < 1$, and every $y \in B'$ we have that

$$\int_{B'} |f - f_{B'}| \, d\rho \leq \int_{B'} \Omega f(z, s) \, d\rho(z) \leq \int_{B(y, 2s)} \Omega f(z, s) \, d\rho(z),$$

so that by the local doubling property

$$\frac{1}{\rho(B')} \int_{B'} |f - f_{B'}| \, d\rho \lesssim \frac{1}{\rho(B(y, 2s))} \int_{B(y, 2s)} \Omega f(z, s) \, d\rho(z).$$

It follows that

$$\Omega f(y, s) \lesssim \frac{1}{\rho(B(y, 2s))} \int_{B(y, 2s)} \Omega f(z, s) \, d\rho(z).$$

By Lemma 4.3(iv) for every ball $B = B(y_0, r)$, $r < 1$, for almost every $y \in B$ and for every $\beta \geq 0$

$$|f(y) - f_B| \approx \int_0^{8r} \frac{1}{\rho(B(y, 2s))} \int_{B(y, 2s)} \Omega f(z, s) \, d\rho(z) \frac{ds}{s}$$

$$= \int_0^{8r} \frac{\rho(B(y, 2s))^{-\beta}}{\rho(B(y, 2s))^{1-\beta}} \int_{B(y, 2s)} \Omega f(z, s) \chi_{\beta B}(z) \, d\rho(z) \frac{ds}{s}$$

$$\lesssim \int_0^8 \delta^{-1}(y) V(2s)^{-\beta} M^1_\beta(\Omega f) \chi_{\beta B}(y) \frac{ds}{s}$$

$$\lesssim \delta(y_0)^\beta \int_0^{8r} V(s)^{-\beta} M^1_\beta(\Omega f) \chi_{\beta B}(y) \frac{ds}{s},$$
where we applied again the local doubling property and where \( M^1_{\beta} \) is the modified local maximal function defined in (2.11). Take now \( p \in (1, 2], \alpha \leq \frac{d}{p}, q < \frac{dp}{d-\rho \alpha} \). We choose \( p_0 < p \) and \( 0 \leq \beta < \frac{q}{d} \leq \frac{1}{p} < 1 \) such that \( \frac{1}{q} = \frac{1}{p_0} - \beta \). Then \( M^1_{\beta} \) is bounded from \( L^{p_0} \) to \( L^{q} \). This implies that

\[
\frac{1}{\rho(B)^{1/q}}\|f - f_B\|_{L^q(B)} \lesssim \frac{1}{\rho(B)^{1/q}} \int_0^{8r} V(s)^{-\beta}\|\Omega_f(\cdot, s)\|_{L^{p_0}(3B)} \frac{ds}{s}.
\]

\[
\leq \frac{1}{\rho(B)^{1/q}} \delta(y_0)^{\beta} \int_0^{8r} V(s)^{-\beta}\left( \frac{1}{\rho(3B)} \int_{3B} |\Omega_f(z, s)|^{p_0} \frac{d\rho(z)}{s} \right) \frac{1}{r} \frac{ds}{s}.
\]

Since \( \frac{1}{q} = \frac{1}{p_0} - \beta \), we get

\[
\Omega_f^{(q)}(x, r) \lesssim V(r)^{\beta} \int_0^{8r} V(s)^{-\beta} M^3(|\Omega_f(\cdot, s)|^{p_0}) \frac{1}{r} \frac{ds}{s},
\]

and

\[
G_{\alpha,q}^{R} f(x) \leq \left( \int_0^{R} r^{-2\alpha} V(r)^{2\beta} \int_0^{8r} V(s)^{-\beta} M^3(|\Omega_f(\cdot, s)|^{p_0}) \frac{1}{s} \frac{ds}{s} \right)^{1/2} \frac{dr}{r}.
\]

Now arguing as in [15, p.318] the statement (i) follows. \( \Box \)

We are now ready to prove the representation formula of the Sobolev norm involving the functional \( D^\alpha_{\text{loc}} \).

**Proof of Theorem 1.3 (ii).** **STEP I.** We shall prove that

\[
\| S^\alpha_{\text{loc}} f \|_p \lesssim \| D^\alpha_{\text{loc}} f \|_p.
\]

Indeed, by (2.3) for every \( x \in G \)

\[
S^\alpha_{\text{loc}} f(x)^2 = \int_0^1 \frac{1}{u^{2\alpha} V(u)} \left( \int_{B_u} |f(xy^{-1}) - f(x)| \frac{d\rho(y)}{u} \right)^2 \frac{du}{u}
\]

\[
\lesssim \int_0^1 \frac{1}{u^{2\alpha} V(u)} \int_{B_u} |f(xy^{-1}) - f(x)|^2 \frac{d\rho(y)}{u} \frac{du}{u}
\]

\[
= \int_{|y| < 1} \left( \int_{|y| < 1} \frac{1}{u^{2\alpha + d + 1}} \frac{du}{u} |f(xy^{-1}) - f(x)|^2 \frac{d\rho(y)}{u} \right)
\]

\[
\lesssim D^\alpha_{\text{loc}} f(x)^2,
\]

so that \( \| S^\alpha_{\text{loc}} f \|_p \lesssim \| D^\alpha_{\text{loc}} f \|_p \) and \( \| f \|_{\alpha,p} \lesssim \| D^\alpha_{\text{loc}} f \|_p + \| f \|_p \).

**STEP II.** We shall prove that, for \( p > 2d/(d + 2\alpha) \)

\[
\| D^\alpha_{\text{loc}} f \|_p \lesssim \| S^\alpha_{\text{loc}} f \|_p + \| f \|_p.
\]

By applying Proposition 4.5 and Theorem 1.3 (i) it is enough to prove that

\[
(4.18) \quad D^\alpha_{\text{loc}} f(x) \lesssim C^\alpha_{\text{loc}} f(x),
\]
and

\begin{equation}
\|C_{\alpha}^{\text{loc}} f\|_p \lesssim \|S_{\alpha}^{\text{loc}} f\|_p + \|f\|_p.
\end{equation}

Indeed, we observe that \(G_{\alpha, 2}^{\text{loc}} f(x) \leq G_{\alpha, \infty}^{\text{loc}} f(x)\) and apply Proposition \ref{prop:loc} (iii) if \(\alpha > d/p\), and Proposition \ref{prop:loc} (i-ii) with \(q = 2\) if \(\alpha \leq d/p\). In this latter case, we need to assume \(p > 2d/(d + 2\alpha)\). To prove (4.18), we argue as follows:

\[
D_{\alpha}^{\text{loc}} f(x)^2 = \sum_{k = -\infty}^{-1} \int_{2^{k-1} \leq |y| < 2^k} \frac{|f(xy^{-1}) - f(x)|^2}{|y|^{2\alpha} V(|y|)} \, d\rho(y)
\lesssim \sum_{k = -\infty}^{-1} \frac{1}{2k^2 \alpha V(2^k)} \int_{|y| < 2^k} |f(xy^{-1}) - f(x)|^2 \, d\rho(y)
\lesssim \int_0^1 \frac{1}{r^{2\alpha} V(r)} \int_{|y| < r} |f(xy^{-1}) - f(x)|^2 \, d\rho(y) \, \frac{dr}{r}
\lesssim \int_0^1 \frac{1}{r^{2\alpha} V(r)} \int_{B(x, r)} |f(z) - f(x)|^2 \, d\lambda(z) \, \frac{dr}{r}
\lesssim \int_0^1 \frac{\delta(x)}{r^{2\alpha} V(r)} \int_{B(x, r)} |f(z) - f_{B(x, r)}|^2 \, d\rho(z) \, \frac{dr}{r}
+ \int_0^1 \frac{1}{r^{2\alpha} V(r)} \lambda(B(x, r)) |f(x) - f_{B(x, r)}|^2 \, \frac{dr}{r}.
\]

We apply Lemma \ref{lem:loc} (iv) and the following version of Hardy’s inequality: If \(g \geq 0\), \(g \in L^1[0, R]\), \(R > 0\), \(1 - p < \beta < 1\) and \(G(r) = \int_0^r g(t) \, dt\), then,

\[
\int_0^R \frac{1}{r^\beta} \left( \frac{G(r)}{r} \right)^p \, dr \lesssim \int_0^R \frac{1}{r^\beta} g(r)^p \, dr.
\]

We obtain

\[
D_{\alpha}^{\text{loc}} f(x)^2 \lesssim \int_0^1 \frac{1}{r^{2\alpha + 1}} [\Omega_f^2(x, r)]^2 \, dr + \int_0^1 \frac{1}{r^{2\alpha + 1}} \left[ \int_0^r \Omega_f^2(x, u) \frac{du}{u} \right]^2 \, dr
\leq G_{\alpha, 2}^{\text{loc}} f(x)^2 + \int_0^1 \frac{1}{r^{2\alpha + 1}} [\Omega_f^2(x, u)]^2 \, du
\lesssim G_{\alpha, 2}^{\text{loc}} f(x)^2.
\]

We shall now prove (4.19). For every \(B(c_B, r)\), with \(r \in (0, 1]\), \(c_B \in G\) and \(x \in B\)

\[
\int_B |f(y) - f_B| \, d\rho(y) \leq \int_B |f(y) - f(x)| \, d\rho(y) + \int_B |f(x) - f_B| \, d\rho(y)
\leq 2 \int_B |f(y) - f(x)| \, d\rho(y).
\]

Using the fact that \(\rho(B(c_B, r)) = \delta(c_B)^{-1} V(r) \approx \delta(x)^{-1} V(r)\), we deduce that

\[
\Omega_f(x, r) \lesssim \frac{2}{\delta(x)^{-1} V(r)} \int_{B(x, 2r)} |f - f(x)| \, d\rho,
\]
so that
\[
\int_0^1 r^{-2\alpha-1} [\Omega_f(x,r)]^2 \, dr \lesssim \int_0^1 r^{-2\alpha} \left[ \delta(x)V(r)^{-1} \int_{B(x,2r)} |f(y) - f(x)| \, d\rho(y) \right]^2 \, dr
\]
\[
\lesssim \int_0^1 r^{-2\alpha} \left[ \delta(x)V(r)^{-1} \int_{|w|<2r} |f(xw) - f(x)| \delta^{-1}(xw) \, d\lambda(w) \right]^2 \, dr
\]
\[
= \int_0^1 r^{-2\alpha} \left[ V(r)^{-1} \int_{|w|<2r} |f(xw) - f(x)| \, d\rho(w) \right]^2 \, dr
\]
\[
= \int_0^1 r^{-2\alpha} \left[ V(r)^{-1} \int_{|w|<2r} |f(xw^{-1}) - f(x)| \delta(w) \, d\rho(w) \right]^2 \, dr
\]
\[
\lesssim [S^2^\alpha f(x)]^2 ,
\]
where we used the fact that the modular function is bounded on $B_{2r}$. It follows that
\[
\|G^{\text{loc}}_\alpha f\|_p \lesssim \|S^2^\alpha f\|_p \lesssim \|G^{\text{loc}}_\alpha f\|_p + \|f\|_p ,
\]
as required in (4.19). This concludes the proof.

\[\square\]

5. Proof of Theorem 1.2

We first prove Theorem 1.2 for $\alpha \in [0,1)$. The case when $\alpha = 0$ is trivial. Suppose that $\alpha \in (0,1)$, $p_i, q_i \in (1,\infty]$ and $r,p_2, q_1 \in (1,\infty)$ are such that $\frac{1}{r} = \frac{1}{p_i} + \frac{1}{q_i}, i = 1, 2$. Take $f \in L^{p_i} \cap L^{p_2'}$ and $g \in L^{q_2} \cap L^{q_1'}$. According to Theorem 1.3
\[
\|fg\|_{\alpha,r} \lesssim \|S^{\text{loc}}_\alpha (fg)\|_r + \|fg\|_r .
\]
By Hölder’s inequality one has
\[
\|fg\|_r \leq \|f\|_{p_1} \|g\|_{q_1} \leq \|f\|_{p_1} \|g\|_{\alpha,q_1} ,
\]
and
\[
\|fg\|_r \leq \|f\|_{p_2} \|g\|_{q_2} \leq \|f\|_{\alpha,p_2} \|g\|_{q_2} .
\]
Moreover,
\[
S^{\text{loc}}_\alpha (fg)(x) \leq \left( \int_0^1 \left[ \frac{1}{u^{\alpha}V(u)} \int_{|y|<u} |(fg)(xy^{-1}) - g(xy^{-1})f(x)| \, d\rho(y) \right]^2 \frac{du}{u} \right)^{1/2}
\]
\[
+ \left( \int_0^1 \left[ \frac{1}{u^{\alpha}V(u)} \int_{|y|<u} |f(x)g(xy^{-1}) - (fg)(x)| \, d\rho(y) \right]^2 \frac{du}{u} \right)^{1/2}
\]
\[
= I(x) + II(x) .
\]
Obviously,
\[
II(x) = |f(x)S^{\text{loc}}_\alpha g(x)| ,
\]
so that by Hölder’s inequality
\[
\|II\|_r \leq \|f\|_{p_1} \|S^{\text{loc}}_\alpha g\|_{q_1} \lesssim \|f\|_{p_1} \|g\|_{\alpha,q_1} .
\]
To estimate $I(x)$ we choose $p, q > 1$ such that $q = p'$, $1 < p < q_2$ and $p_2 > \frac{qd}{d + q_2}$. By Hölder’s inequality we obtain

$$I(x) \lesssim \left( \int_0^1 \left[ \frac{1}{V(u)} \int_{|y|<u} |g(2x^{-1})|^p \, d\rho(y) \right]^{2/p} \right. \times \left[ \frac{1}{V(u)} \int_{|y|<u} |f(2x^{-1}) - f(x)|^q \, d\rho(y) \right]^{2/q} \, \frac{du}{u^{2\alpha}} \right)^{1/2}$$

$$= \left( \int_0^1 \left[ \frac{1}{V(u)} \int_{|y|<u} |g(2x^{-1})|^p \, d\lambda(y) \right]^{2/p} \left[ \frac{1}{V(u)} \int_{|y|<u} |f(2x^{-1}) - f(x)|^q \, d\lambda(y) \right]^{2/q} \, \frac{du}{u^{2\alpha}} \right)^{1/2}$$

$$= \left( \int_0^1 \frac{1}{V(u)} \int_{B(x,u)} |g(z)|^p \, d\lambda(z) \right)^{2/p} \left[ \frac{1}{V(u)} \int_{B(x,u)} |f(z) - f(x)|^q \, d\lambda(z) \right]^{2/q} \, \frac{du}{u^{2\alpha}} \right)^{1/2}$$

$$\lesssim \left( \int_0^1 \frac{\delta(x)}{V(u)} \int_{B(x,u)} |g(z)|^p \, d\rho(z) \right)^{2/p} \left[ \frac{\delta(x)}{V(u)} \int_{B(x,u)} |f(z) - f(x)|^q \, d\rho(z) \right]^{2/q} \, \frac{du}{u^{2\alpha}} \right)^{1/2}$$

$$\lesssim \left( M^1(|g|^p)(x) \right)^{1/p} \left( \int_0^1 \frac{\delta(x)}{V(u)} \int_{B(x,u)} |f(z) - f(x)|^q \, d\rho(z) \right)^{2/q} \, \frac{du}{u^{2\alpha}} \right)^{1/2}$$

$$\leq \left( M^1(|g|^p)(x) \right)^{1/p} C_{\alpha,q}^8 f(x).$$

The last inequality follows as in [15, p. 322-323].

Therefore, the boundedness properties of the local maximal function, Proposition 1.5 formula (4.19), Theorem 1.3 (i), and Hölder’s inequality imply that

$$\|I\|_r \lesssim \left\| \left( M^1(|g|^p)(x) \right)^{1/p} \right\|_{q_2} \left( \|G_{\alpha,q}^\text{loc} f\|_{p_2} + \|f\|_{p_2} \right) \lesssim \|g\|_{q_2} \|f\|_{\alpha,p_2}.$$

In conclusion,

$$\|S_{\alpha}^\text{loc} (fg)\|_r \lesssim \|f\|_{p_1} \|g\|_{\alpha,q_1} + \|g\|_{q_2} \|f\|_{\alpha,p_2},$$

as required to prove Theorem 1.2 for $\alpha \in (0, 1]$.

We now prove Theorem 1.2 for $\alpha > 1$. To do so, we argue by induction. Suppose that the theorem holds for a certain $\alpha > 0$: we shall show that it holds for $\beta = \alpha + 1$. According to Proposition 3.2 ii)

$$\|fg\|_{\beta,r} \approx \|fg\|_{\alpha,r} + \sum_{i=1}^q \|X_i(fg)\|_{\alpha,r}.$$

On the one hand, by the inductive hypothesis

$$\|fg\|_{\alpha,r} \lesssim \|f\|_{p_1} \|g\|_{\alpha,q_1} + \|f\|_{\alpha,p_2} \|g\|_{q_2} \lesssim \|f\|_{p_1} \|g\|_{\beta,q_1} + \|f\|_{\beta,p_2} \|g\|_{q_2}.$$

On the other hand, for every $i = 1, \ldots, q$,

$$\|X_i(fg)\|_{\alpha,r} \lesssim \|X_i(f)g\|_{\alpha,r} + \|f(X_i g)\|_{\alpha,r}.$$

Using the inductive hypothesis,

$$\|f(X_i g)\|_{\alpha,r} \lesssim \|f\|_{\alpha,p_3} \|X_i g\|_{q_3} + \|X_i g\|_{\alpha,q_1} \|f\|_{p_1} \lesssim \|f\|_{\alpha,p_3} \|X_i g\|_{q_3} + \|g\|_{\beta,q_1} \|f\|_{p_1},$$

where $\frac{1}{p_3} = \frac{\alpha}{\beta} + \frac{1}{p_2}$ and $\frac{1}{q_3} = \frac{\alpha}{\beta} + \frac{1}{q_1}$. One checks that $\frac{1}{p_3} + \frac{1}{q_3} = \frac{1}{r}$. By Proposition 4.2

$$\|f\|_{\alpha,p_3} \lesssim \|f\|_{\beta,p_2} \|f\|_{p_1}^{1-\alpha/\beta},$$
and by Theorem 1.4 there exists $c$ sufficiently large such that
\[ \|X_i g\|_{q_3} \lesssim \|(cI + \Delta)^{1/2} g\|_{q_3} \approx \|g\|_{1,q_3}^{1/\beta} \|g\|_{q_2}^{1-1/\beta}, \]
where we applied Corollary 3.2(iii) and Proposition 4.2. It follows that
\[ \|f\|_{\alpha,p_3} \|X_i g\|_{q_3} \lesssim \left( \|f\|_{\beta,p_2} \|g\|_{q_2} \right)^{\alpha/\beta} \left( \|g\|_{\beta,q_1} \|f\|_{p_1} \right)^{1/\beta} \lesssim \|f\|_{\beta,p_2} \|g\|_{q_2} + \|f\|_{p_1} \|g\|_{\beta,q_1}. \]
In conclusion,
\[ \|f(X_i g)\|_{\alpha,r} \lesssim \|f\|_{\beta,p_2} \|g\|_{q_2} + \|f\|_{p_1} \|g\|_{\beta,q_1}, \]
as required. The term $\|g(X_i f)\|_{\alpha,r}$ can be treated in the similar way, so that the proof of the induction argument is complete and the theorem is proved for every $\alpha \geq 0$. □

6. Final remarks

As we mentioned in the Introduction, we shall apply our main result Theorem 1.1 to the problem of well-posedness and regularity for solutions of the Cauchy problem for certain nonlinear differential equations involving the subLaplacian $\Delta$ on $G$, such as the heat and Schrödinger equations, see [11].

We would like to point out that our results, if on one hand solve the question of when $L_{\alpha}^p \cap L^\infty$ is an algebra on a generic Lie group, on the other hand open several interesting questions.

First of all, given the (counter)example in Theorem 3.3, it is certainly worth investigating the analogous of the results in the present paper in the case of the weighted Lebesgue and Sobolev spaces $L_{\alpha}^p(\delta^\gamma)$. This kind of weights arise naturally when considering the Sobolev embedding theorem (see [50]). Moreover, the spaces $L_{\alpha}^p(\delta^\gamma)$ might turn out to be the correct spaces for the well-posedness of some Cauchy problems — see [3], where Strichartz estimates involving such weighted Lebesgue spaces are proved for the Schrödinger equation associated with $\Delta$ on a class of Lie groups of exponential growth.

Finally, we mention that on a generic Lie group $G$, the $L^p$-boundedness of the Riesz transforms $R_j$, $j = 1, \ldots, q$, is not known, while it is known that higher order Riesz transforms might be unbounded (see the Introduction). These problems are connected with the study of the analogue of Theorems 1.1 and 1.2 for the homogeneous Sobolev spaces in our setting, which would be another interesting problem to investigate in the context of nonunimodular Lie groups.
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