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Abstract—This letter investigates the role of index coding in the capacity of AWGN broadcast channels with receiver message side information. We first show that index coding is unnecessary where there are two receivers; multiplexing coding and superposition coding are sufficient to achieve the capacity region. We next show that, for more than two receivers, multiplexing coding and superposition coding alone can be suboptimal. We give an example where these two coding schemes alone cannot achieve the capacity region, but adding index coding can. This demonstrates that, in contrast to the two-receiver case, multiplexing coding cannot fulfill the function of index coding where there are three or more receivers.

I. INTRODUCTION

We consider additive white Gaussian noise broadcast channels (AWGN BCs) with receiver message side information, where the receivers know parts of the transmitted messages a priori. Coding schemes commonly used for these channels are superposition coding, multiplexing coding and index coding. In this letter, we show that index coding is redundant where there are only two receivers, but can improve the rate region where there are more than two receivers.

A. Background

Superposition coding is a layered transmission scheme in which the codewords of the layers are linearly superimposed to form the transmitted codeword. Specifically, consider an AWGN channel where the transmitter sends messages $M_1$ and $M_2$. A two-layer transmitted codeword is

$$u^{(n)}(M_1) + v^{(n)}(M_2),$$

where $u^{(n)} = (u_1, u_2, \ldots, u_n)$ and $v^{(n)} = (v_1, v_2, \ldots, v_n)$ are the codewords of the layers. This scheme was proposed for broadcast channels [1] and is also used in other channels, e.g., interference channels [2] and relay channels [3]. Superposition coding can achieve the capacity region of degraded broadcast channels [4], [5]. In broadcast channels with receiver message side information, superposition coding is used in conjunction with multiplexing coding [6] and index coding [7].

In multiplexing coding, two or more messages are bijectively mapped to a single message, and a codebook is then constructed for this message. For instance, suppose a transmitter wants to send messages $M_1 \in \{1, 2, \ldots, 2^{nR_1}\}$ and $M_2 \in \{1, 2, \ldots, 2^{nR_2}\}$. The single message $M_m = [M_1, M_2]$ is first formed from $M_1$ and $M_2$, where $[\cdot]$ denotes a bijective map. Then codewords are generated for $M_m$, i.e., $x^{(n)}(m_m)$ where $m_m \in \{1, 2, \ldots, 2^{(nR_1 + R_2)}\}$. This coding scheme is also called nested coding [8] or physical-layer network coding [9]. Multiplexing coding can achieve the capacity region of broadcast channels where the receivers know some of the messages demanded by the other receivers, and want to decode all messages [10]. This scheme can also achieve the capacity region of a more general scenario where a noisy version of messages is available at the receivers, who also need to decode all messages [11].

The transmitter of the broadcast channel can utilize the structure of the side information available at the receivers to accomplish compression by XORing its messages. This is performed such that the receivers can recover their requested messages using XORed messages and their own side information. As an example, consider a broadcast channel where $M_1$ and $M_2$ are the two requested messages by two receivers, and each receiver knows the requested message of the other receiver. Then the transmitter only needs to transmit $M_k = M_1 \oplus M_2$, which is the bitwise XOR of $M_1$ and $M_2$ with zero padding for messages of unequal length. Modulo-addition can also be used instead of the XOR operation [12]. This coding scheme is called index coding. It is also called network coding [13], as any index coding problem can be formulated as a network coding problem [14].

Separate index and channel coding is a suboptimal scheme in broadcast channels with receiver message side information. The separation, where the receiver side information is not considered during the channel decoding of the XOR of the two messages, leads to a strictly smaller achievable rate region in two-receiver broadcast channels [9], [10]. Separate index and channel coding has been shown to achieve within a constant gap of the capacity region of three-receiver AWGN BCs with only private messages [15].

Using a combination of index coding, multiplexing coding and superposition coding, Wu [16] characterized the capacity region of two-receiver AWGN BCs for all possible message and side information configurations. In this setting, the first receiver requests $\{M_1, M_3, M_5\}$ and knows $M_4$, and the second receiver requests $\{M_2, M_3, M_4\}$ and knows $M_5$. The transmitted codeword of the capacity-achieving transmission scheme is

$$u^{(n)}(M_1) + v^{(n)}(M_{mx}),$$

where $M_{mx} = [M_2, M_3, M_4 \oplus M_5]$. The combination of these coding schemes can also achieve the capacity region of some classes of three-receiver less-noisy and more-capable broadcast channels where (i) only two receivers possess side information, and (ii) the only message requested by the third receiver is also requested by the other two receivers (i.e., a common message) [17].
B. Contributions

In this work, we first show that, in two-receiver AWGN BCs with receiver message side information, index coding need not necessarily be applied prior to channel coding if multiplexing coding is used. To this end, we show that index coding is a redundant coding scheme in (1), and multiplexing coding and superposition coding are sufficient to achieve the capacity region. We then derive the capacity region of a three-receiver AWGN BC. Prior to this letter, the best known achievable region for this channel was within a constant gap of the capacity region [15]. In this channel, index coding proves to be useful in order to achieve the capacity region; superposition coding and multiplexing coding cannot achieve the capacity region of this channel without index coding. Our result indicates that index coding cannot be made redundant by multiplexing coding in broadcast channels with receiver message side information where there are more than two receivers.

II. AWGN BC WITH SIDE INFORMATION

In an $L$-receiver AWGN BC with receiver message side information, as depicted in Fig. 1, the signals received by receiver $i$, $Y_i^{(n)}$, $i = 1,2,\ldots, L$, is the sum of the transmitted codeword, $X^{(n)}$, and an i.i.d. noise sequence, $Z_i^{(n)} = 1,2,\ldots, L$, with normal distribution, $Z_i \sim \mathcal{N}(0,N_i)$. The transmitted codeword has a power constraint of $\sum_{i=1}^{n} E\{X_i^{2}\} \leq nP$ and is a function of source messages, $\mathcal{M} = \{M_1, M_2, \ldots, M_K\}$. The messages $\{M_j\}_{j=1}^{K}$ are independent, and each message, $M_j$, is intended for one or more receivers at rate $R_j$. This channel is stochastically degraded, and without loss of generality, we can assume that receiver 1 is the strongest and receiver $L$ is the weakest in the sense that $N_1 \leq N_2 \leq \cdots \leq N_L$. To model the request and the side information of each receiver, we define two sets corresponding to each receiver; the wants set, $\mathcal{W}_i$, is the set of messages demanded by receiver $i$ and the knows set, $\mathcal{K}_i$, is the set of messages that are known to receiver $i$.

III. WHERE INDEX CODING IS NOT REQUIRED

In this section, we consider the general message setting in two-receiver AWGN BCs with receiver message side information, where the knows and wants sets of the receivers are given by

Receiver 1: $\mathcal{W}_1 = \{M_1, M_3, M_5\}, \mathcal{K}_1 = \{M_4\}$,

Receiver 2: $\mathcal{W}_2 = \{M_2, M_3, M_4\}, \mathcal{K}_2 = \{M_5\}$.

The capacity region of this channel has been derived by Wu [16]. It is achievable using a combination of index coding, multiplexing coding, and superposition coding, as in (1).

For the special case where $M_1 = M_2 = M_3 = 0$, Oechtering et al. [10] have shown that multiplexing coding alone can achieve the capacity region. In spirit of Oechtering et al., we now show that index coding is also not necessary for the general case (2).

Theorem 1: Multiplexing coding and superposition coding are sufficient to achieve the capacity region of two-receiver AWGN BCs with receiver message side information.

Proof: We can use only multiplexing coding and superposition coding to achieve the capacity region of the two-receiver AWGN BC with the general message setting given in (2), i.e.,

$$x^{(n)} = u^{(n)}(M_1) + v^{(n)}(M_m),$$

where $M_m = \{M_2, M_3, M_4, M_5\}$. The only difference between (1) and (3) is that $M_4 \oplus M_5$ in $M_{\text{max}}$ is replaced with $[M_4, M_5]$. This scheme achieves the same rate region as (1), i.e., the capacity region. This is because from the standpoint of each receiver, the amount of uncertainty to be resolved in $M_4 \oplus M_5$ is the same as that in $[M_4, M_5]$. This uncertainty to be resolved in $M_4 \oplus M_5$ (or $[M_4, M_5]$) is $M_5$ by receiver 1, and $M_4$ by receiver 2.

This result indicates that multiplexing coding can fulfill the function of index coding in two-receiver AWGN BCs with receiver message side information.

Remark 1: For two-receiver discrete memoryless broadcast channels with receiver message side information, we conjecture that index coding is not necessary. Using the same reasoning as above, we can always replace it with multiplexing coding without affecting the achievable rate region.

IV. WHERE INDEX CODING IMPROVES THE RATE REGION

In this section, we demonstrate that multiplexing coding cannot fulfill the role of index coding in AWGN broadcast channels with receiver message side information where there are more than two receivers. To this end, we establish the capacity region of a three-receiver AWGN BC where the wants and knows sets of the receivers are

Receiver 1: $\mathcal{W}_1 = \{M_1\}, \mathcal{K}_1 = \emptyset$,

Receiver 2: $\mathcal{W}_2 = \{M_2\}, \mathcal{K}_2 = \{M_3\}$,

Receiver 3: $\mathcal{W}_3 = \{M_3\}, \mathcal{K}_3 = \{M_2\}$,

and show that multiplexing coding and superposition coding cannot achieve the capacity region of this channel without index coding.

A. Using Index Coding Prior to Multiplexing Coding and Superposition Coding

In this subsection, we establish the capacity region of the broadcast channel of interest, stated as Theorem 2.
The transmitted codeword of this scheme using superposition coding (6) is replaced with AWGN BC with the configuration given in (4) is the closure of the set of all rate triples \((R_1, R_2, R_3)\), each satisfying

\[
R_1 < C \left( \frac{\alpha P}{N_1} \right), \quad (5a)
\]
\[
R_2 < C \left( \frac{(1 - \alpha)P}{\alpha P + N_2} \right), \quad (5b)
\]
\[
R_3 < C \left( \frac{(1 - \alpha)P}{\alpha P + N_3} \right), \quad (5c)
\]

for some \(0 \leq \alpha \leq 1\), where \(C(x) = \frac{1}{2} \log_2(1 + x)\).

Here, we prove the achievability part of Theorem 2; the proof of the converse is presented in the appendix.

**Proof:** (Achievability) Index coding and superposition coding are employed to construct the transmission scheme that achieves the capacity region. The codebook of this scheme contains two subcodebooks. The first subcodebook includes \(2^{nR_1}\) i.i.d. codewords, \(u^{(n)}(m_1)\) where \(m_1 \in \{1, 2, \ldots, 2^{nR_1}\}\), and \(U \sim \mathcal{N}(0, \alpha^2P)\) for \(0 \leq \alpha \leq 1\). The second subcodebook includes \(2^{n \max(R_2, R_3)}\) i.i.d. codewords, \(v^{(n)}(m_2)\) where \(m_2 = m_2 + m_3\), \(m_2 \in \{1, 2, \ldots, 2^{n \max(R_2, R_3)}\}\), \(V \sim \mathcal{N}(0, (1 - \alpha)^2P)\), and \(V\) is independent of \(U\). Using superposition coding, the transmitted codeword over the broadcast channel is given by

\[
x^{(n)} = u^{(n)}(M_1) + v^{(n)}(M_2), \quad (6)
\]

The achievability of the region in (5a)–(5c) using the transmission scheme in (6) can be verified by considering two points during the decoding. First, receivers 2 and 3 consider \(u^{(n)}\) as noise. Since receiver 2 knows \(M_3\) a priori, and receiver 3 knows \(M_2\) a priori, we obtain (5b) and (5c) as the requirements for achievability. Second, receiver 1 decodes \(m_2\) while treating \(u^{(n)}\) as noise. This requires

\[
\max\{R_2, R_3\} < C \left( \frac{(1 - \alpha)P}{\alpha P + N_1} \right), \quad (7)
\]

for achievability. However, considering the inequalities in (5b) and (5c), this condition is redundant and can be dropped. Receiver 1 then removes \(v^{(n)}\) from its received signal and decodes \(m_1\), which yields (5a) in the achievable region.

**B. Not Using Index Coding Prior to Multiplexing Coding and Superposition Coding**

In this subsection, we characterize the achievable rate region for the broadcast channel of interest when \(M_x = M_2 \oplus M_3\) in (6) is replaced with \(M_m = [M_2, M_3]\). This employs the same XOR-multiplexing substitution shown to be optimal in the two-receiver case. This means that the messages are directly fed to multiplexing coding and superposition coding. The codebook of this transmission scheme also contains two subcodebooks in which only the second subcodebook is different from the scheme using index coding. The second subcodebook of this scheme includes \(2^{n(R_2+R_3)}\) i.i.d. codewords, \(v^{(n)}(m_2)\) where \(m_2 = [m_2, m_3]\), \(m_2 \in \{1, 2, \ldots, 2^{n(R_2+R_3)}\}\), \(V \sim \mathcal{N}(0, (1 - \alpha)P)\) for \(0 \leq \alpha \leq 1\), and \(V\) is independent of \(U\). The transmitted codeword of this scheme using superposition coding is given by

\[
x^{(n)} = u^{(n)}(M_1) + v^{(n)}(M_2),\quad (8)
\]

The requirements for achievability concerning the decoding at receivers 2 and 3 are the same as (5b) and (5c). This is because the unknown information rates of both \(M_x\) and \(M_m\) are the same from the standpoint of each of these receivers. So, as far as these two receivers are concerned, multiplexing coding gives the same result as index coding.

However, decoding \(v^{(n)}\) at receiver 1 while treating \(u^{(n)}\) as noise requires

\[
R_2 + R_3 < C \left( \frac{(1 - \alpha)P}{\alpha P + N_1} \right), \quad (9)
\]

for achievability which is not a redundant condition considering (5a) and (5b). The difference between (7) and (9) is because receiver 1 needs to decode the correct \(v^{(n)}\) over the set of \(2^n \max(R_2, R_3)\) candidates for the former, but over the set of \(2^n \max(R_2 + R_3)\) candidates for the latter. After decoding \(v^{(n)}\), receiver 1 decodes \(m_2\) which requires (5a) for achievability.

When the messages are directly fed to multiplexing coding and superposition coding, an extra condition, given in (9), is required for achievability and, as a result, this scheme cannot achieve the capacity region. Even if receiver 1 does not decode \(v^{(n)}\) and treats it as noise, it can only decode \(u^{(n)}\) at rates up to \(R_1 < C \left( \frac{(1 - \alpha)P}{\alpha P + N_1} \right)^c\), which is strictly smaller than (5a).

Receiver 1 can also use simultaneous decoding [88, p. 88] to decode \(m_1\) which requires (5a) and \(R_1 + R_2 + R_3 < C \left( \frac{P}{N_1} \right)^c\) for achievability; in this case, the extra condition on the sum rate prevents this scheme from achieving the capacity region.

Note that alternative message combinations for multiplexing coding and superposition coding are also possible. The proof of their suboptimality is straightforward but tedious and repetitive.

**V. Conclusion**

In this work, we first showed that multiplexing coding can fulfill the function of index coding in two-receiver AWGN BCs with receiver message side information. We next established the capacity region of a three-receiver AWGN BC, where superposition coding and multiplexing coding alone cannot achieve the capacity region unless index coding is also used. This shows that index coding cannot be discharged by multiplexing coding in broadcast channels with receiver message side information where there are more than two receivers.

**APPENDIX**

Based on the proofs for the AWGN BC without side information [4] [18], we prove the converse part of Theorem 2 using Fano’s inequality and the entropy power inequality (EPI). We also use the fact that the capacity region of a stochastically degraded broadcast channel without feedback is the same as its equivalent physically degraded broadcast channel [18, p. 444] where the channel input and outputs form a Markov chain,

\[
X \to Y_1 \to Y_2 \to \cdots \to Y_L, \text{ i.e.,}
\]

\[
Y_1 = X + Z_1, \quad Y_i = Y_{i-1} + \bar{Z}_i \quad i = 2, 3, \ldots, L, \quad (10)
\]

where \(\bar{Z}_i \sim \mathcal{N}(0, N_i - N_{i-1})\) for \(i = 2, 3, \ldots, L\).
Proof: (Converse) Based on Fano’s inequality, we have
\[
H \left( M_1 \mid Y_1^{(n)} \right) \leq n\epsilon_n, \quad (11)
\]
\[
H \left( M_2 \mid Y_2^{(n)}, M_3 \right) \leq n\epsilon'_n, \quad (12)
\]
\[
H \left( M_3 \mid Y_3^{(n)}, M_2 \right) \leq n\epsilon''_n, \quad (13)
\]
where \( \epsilon_n, \epsilon'_n \) and \( \epsilon''_n \) tend to zero as \( n \to \infty \). For the sake of simplicity we use \( \epsilon_n \) instead of \( \epsilon'_n \) and \( \epsilon''_n \) as well in the rest. The rate \( R_2 \) is upper bounded as
\[
nR_2 = H(M_2) = H(M_2 \mid Y_2^{(n)}, M_3) + I(M_2; Y_2^{(n)}), \quad (a)
\]
\[
= H(M_2 \mid Y_2^{(n)}, M_3) + h(Y_2^{(n)} \mid M_3) - h(Y_2^{(n)} \mid M_2), \quad (b)
\]
\[
\leq n\epsilon_n + h(Y_2^{(n)} \mid M_3) - h(Y_2^{(n)} \mid M_2), \quad (c)
\]
\[
\leq n\epsilon_n + \frac{n}{2} \log 2\pi e(P + N_2) - h(Y_2^{(n)} \mid M_2), \quad (d)
\]
Finally, for \( R_1 \), we have
\[
nR_1 = H(M_1) = H(M_1 \mid Y_1^{(n)}, M_2, M_3) + I(M_1; Y_1^{(n)} \mid M_2, M_3)
\]
\[
\leq n\epsilon_n + h(Y_1^{(n)} \mid M_2, M_3) - h(Y_1^{(n)} \mid M_1, M_2, M_3)
\]
\[
\leq n\epsilon_n + \frac{n}{2} \log 2\pi e(\alpha P + N_1) - h(Y_1^{(n)} \mid M_1, M_2, M_3)
\]
\[
\leq n\epsilon_n + \frac{n}{2} \log 2\pi e(\alpha P + N_1) - \frac{n}{2} \log 2\pi eN_1, \quad (17)
\]
where \( (g) \) is the result of substituting from \( (15) \) and
\[
h(Z_2^{(n)} \mid M_2, M_3) = h(Z_2^{(n)} \mid M_2, M_3)
\]
into the conditional EPI \( (18) \) for \( Y_2^{(n)} = Y_1^{(n)} + Z_2^{(n)} \). In \( (17) \), \( (l) \) is due to
\[
h(Y_1^{(n)} \mid X^{(n)}) = h(Z_1^{(n)} \mid X^{(n)}) = n \frac{1}{2} \log 2\pi eN_1.
\]
From \( (14), (16), (17) \) and since \( \epsilon_n \) goes to zero as \( n \to \infty \), the proof of the converse for Theorem 2 is complete.■

References

[1] T. M. Cover, “Broadcast channels,” IEEE Trans. Inf. Theory, vol. 18, no. 1, pp. 2–14, Jan. 1972.

[2] A. B. Carleial, “Interference channels,” IEEE Trans. Inf. Theory, vol. 24, no. 1, pp. 60–70, Jan. 1978.

[3] T. M. Cover and A. El Gamal, “Capacity theorems for the relay channels,” IEEE Trans. Inf. Theory, vol. 25, no. 5, pp. 572–584, Sep. 1979.

[4] P. P. Bégamans, “A simple converse for broadcast channels with additive white Gaussian noise,” IEEE Trans. Inf. Theory, vol. 20, no. 2, pp. 279–280, Mar. 1974.

[5] R. G. Gallager, “Capacity and coding for degraded broadcast channels,” Proc. Inst. Inf. Syst., vol. 10, no. 3, pp. 3–14, July 1974.

[6] Z. Yang and A. Hass-Madsen, “Cooperation efficiency in the low power regime,” in Proc. Asilomar Conf. Signal Syst. Comput., Pacific Grove, CA, Oct.-Nov. 2005, pp. 1742–1746.

[7] Z. Bar-Yossef, Y. Birk, T. S. Jayram, and T. Koll, “Index coding with side information,” IEEE Trans. Inf. Theory, vol. 57, no. 3, pp. 1479–1494, Mar. 2006.

[8] J. Xiao, T. E. Fuja, J. Kiewler, and D. J. Costello Jr., “Nested codes with multiple interpretations,” in Proc. Conf. Inf. Sci. Syst. (CISS), Princeton, NJ, Mar. 2006, pp. 851–856.

[9] F. Xue and S. Sandhu, “PHY-layer network coding for broadcast channel with side information,” in Proc. IEEE Inf. Theory Workshop (ITW), Lake Tahoe, CA, Sep. 2007, pp. 108–113.

[10] J. J. Oechtering, C. Schurr, I. Bjelakovic, and H. Boche, “Broadcast capacity region of two-phase bidirectional relaying,” IEEE Trans. Inf. Theory, vol. 54, no. 1, pp. 454–458, Jan. 2008.

[11] E. Tuncel, “Slepian-Wolf coding over broadcast channels,” IEEE Trans. Inf. Theory, vol. 52, no. 4, pp. 1469–1482, Apr. 2006.

[12] G. Kramer and S. Shamai, “Capacity for classes of broadcast channels with receiver side information,” in Proc. IEEE Inf. Theory Workshop (ITW), Lake Tahoe, CA, Sep. 2007, pp. 313–318.

[13] R. Ahlswede, N. Cai, S. Li, and R. W. Yeung, “Network information flow,” IEEE Trans. Inf. Theory, vol. 46, no. 4, pp. 1204–1216, July 2000.

[14] S. El Rouayheb, A. Sprintson, and C. Georghiades, “On the index coding problem and its relation to network coding and matroid theory,” IEEE Trans. Inf. Theory, vol. 56, no. 7, pp. 3187–3195, July 2010.

[15] J. W. Yoo, T. Liu, and F. Xue, “Gaussian broadcast channels with receiver message side information,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Seoul, Korea, June/July 2009, pp. 2472–2476.

[16] Y. Wu, “Broadcasting when receivers know some messages a priori,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Nice, France, June, 2007, pp. 1141–1145.

[17] J. J. Oechtering, M. Wigger, and R. Timo, “Broadcast capacity regions with three receivers and message cognition,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Cambridge, MA, July 2012, pp. 388–392.

[18] A. E. Gamal and Y. H. Kim, Network Information Theory. Cambridge University Press, 2011.