A new formulation of vector weights in localized particle filters
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Particle filters (PFs) constitute a sequential data assimilation method based on the Monte Carlo approximation of Bayesian estimation theory. Standard PFs use scalar weights derived from the likelihood of the approximate posterior probability density functions (PDFs) of observations and use resampling schemes to generate posterior particles. However, the scalar weights approach interferes with the localization algorithm and often results in filter degeneracy.

Recently, a localized particle filter (LPF) was developed by extending the scalar weights of PFs to vector weights, which produces various (local) posterior PDFs for different model grids and variables. With a sampling and merging approach in the resampling, a LPF can effectively solve the filter degeneracy problem and offer a practical, efficient algorithm for localization. However, this algorithm assumes the variations in the weights of a state variable of neighbouring grids to be continuous and uses a spatially linear interpolation of PF weights to determine the local weights.

In this paper, we first analyse the possible concerns associated with the linear continuity of PF weights. This assumption is found to challenge the theoretical properties of nonlinear and non-Gaussian variations in weights and alleviate the intrinsic spatial variations of PF weights. On this basis, we propose a new algorithm to produce vector weights for PFs for neighbouring grids. Numerical experiments using the Lorenz '96 model show that our new LPF performs better than the existing LPF algorithm, indicating the advantages and potential applications of this new algorithm of vector weights in the field of data assimilation.
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1. Introduction

In the data assimilation community, particle filters (PFs) have recently attracted widespread attention. PFs are sequential Monte Carlo methods based on particle representation of probability density functions (PDFs), which can be applied to any state-space model with no Gaussian assumption. The particles are a discrete set of model states, which approximately represent the model PDF using a weighted combination. Particles are essentially equivalent to the ensemble members in the ensemble-based filters, such as the ensemble Kalman filter (EnKF). In the analysis stage of PFs, the weights of particles are modified according to the observation, such that the observed information is incorporated into the swarm of particles to produce the posterior PDF from the prior PDF. The resampling technique, which removes the particles with very low weights while duplicating those with high weights, is frequently employed in standard PFs to suppress filter degeneracy, wherein almost every particle has negligible weight and contributes little to representing the PDFs. The resampling scheme cannot prevent filter degeneracy with limited computational resources, especially when it considers high-dimensional systems. Snyder et al. (2008) showed that the ensemble size required for a successful PF (standard PF) scales exponentially with the dimension of the system. This is apparently impossible for the data assimilation of large oceanic or atmospheric models.

Many efforts have been made to develop a variant of PF that works for high-dimensional systems. For example, Papadakis et al. (2010) proposed a weighted ensemble Kalman filter (WEnKF), which uses the analysis of the PDF of the EnKF as the proposal density from which the particles are drawn. Similarly, Nakano (2014) also developed a hybrid algorithm using the ensemble transform Kalman filter (ETKF) as the proposal density. Ades and van Leeuwen (2015) and Zhu et al. (2016) proposed the equal-weights PF and implicit equal-weights PF, the bases of which are to use well-designed proposal densities (directly or implicitly) to ensure that the majority of particles have almost equivalent...
weights at the time of observation. Additionally, Chorin et al. (2010) developed an implicit PF that uses gradient descent minimization combined with random maps to find the regions of high probabilities, avoiding the calculation of Hessians. Frei and Knisch (2013) and Shen and Tang (2015) combined the analysis schemes of the standard PF and EnKF and developed the so-called ensemble Kalman PF (EnKPF), which can be regarded as a blend of both methods. The particles are drawn from a well-prescribed proposal density which is close to that of the observations, such that their weights are relatively large and have similar magnitudes. However, this approach is often inefficient for high-dimensional systems in which the weights can still vary considerably, as discussed below.

In the aforementioned PFs, the weights are computed as scalars, as in the standard PF. In other words, a scalar value corresponding to the likelihood of observation is used to represent the weight for the whole particle. It should be noted that a particle is typically a vector in a multiple-dimensional model state (e.g. spatial grids). Thus, the scalar approach implies that the differences between the predictions and observations at different spatial grids or observational sites are accumulated to produce a scalar weight. Consequently, the weights can vary considerably for different particles, even reaching significant differences of orders of magnitude for a high-dimensional system. This is likely to result in the filter degeneracy.

A potential improvement to PFs is to extend the scalar weights to vector weights, which can well consider the different influences of observations on each model grid in determining the weights. This approach also implies that the role of the observation in determining the weights can be localized, as suggested in van Leeuwen (2003) and van Leeuwen (2009). Towards the goal of developing a computationally efficient scheme of the PF for high-dimensional systems, two major efforts have been made in previous studies, resulting in two localized PF (LPF) schemes.

Poterjoy (2016) first proposed the LPF method (called P2016 hereafter) using the framework similar to the localized ensemble adjustment Kalman filter (EAKF; Anderson, 2003), in which localization is done implicitly by multiplying the covariance matrix by a distance-dependent function, which decays to zero beyond a certain distance. Almost simultaneously, Penny and Miyoshi (2016) proposed another LPF, which used a framework similar to the Local Ensemble Transform Kalman Filter (LETKF; Hunt et al., 2007), and performed localization explicitly by considering only the observations in a region surrounding the analysis grid.

The above two localization schemes represent different strategies in developing computationally efficient PF algorithms for high-dimensional systems. Both methods apply localization in the background covariance. However, Hunt et al. (2007) found that similar effects can be achieved by multiplying the entries in the background covariance (B-localization) or in the inverse observation-error covariance matrix (R-localization) by the localization factor which decays from one to zero as the distance of the observations from the analysis grid point increases. It is interesting to compare the two algorithms but this is beyond the scope of this work.

In this study, a new formulation of vector weights is proposed by improving the P2016 interpolation scheme. In the framework of vector weights, each model grid has a corresponding weight computed using the products of likelihoods of each single scalar observation. Borrowing the idea of R-localization in Hunt et al. (2007) and Shen and Reich (2015), the contribution of each observation can be localized by inflating the observation-error covariance according to the distance from the observation site. Accordingly, a factor which is inversely proportional to this distance can function as the interpolation coefficient for the contribution of each single observation. In short, the interpolation in our proposed scheme is plotted in a state space rather than in a weight (probability) space. We give the details in section 3.

This paper is organized as follows. In section 2, the standard PF with scalar weights is introduced as a Monte Carlo approximation of the Bayesian recursive filter. In section 3, we extend the scalar weights in the standard PF, obtaining a new formulation for vector weights. The sampling and merging technique is then introduced and is shown to generate particles with local PDFs, while barely violating the continuity of the state field. Numerical experiments are conducted in section 4 to compare the new LPF with the P2016 LPF and the EAKF. The conclusions are presented in the last section.

2. Standard PF with scalar weights

The PF algorithm is based on the Bayesian estimation theory, which can be considered to be a version of the Monte Carlo realization of the Bayesian recursive filter. The Bayesian filter aims to provide the full PDF of a model state instead of giving only the state mean and covariance, as in the EnKF. If an initial PDF \( p(x) \) is available, the filter estimates the posterior PDFs \( p(x|y_k) \) sequentially using the observational data at different time steps as \( Y_k = \{y_1, y_2, \ldots, y_k\} \), according to Bayes’ rules.

A Bayesian recursive filter consists of two stages: a prediction step and a correction (or analysis) step.

1. The prediction step corresponds to the model integration. From a probabilistic perspective, the prior PDF at time step \( t_k \) (denoted \( p(x|y_{k-1}) \)) is derived from the posterior PDF at \( t_{k-1} \) (denoted \( p(x_{k-1}|y_{k-1}) \)) via:

\[
p(x_k|y_{k-1}) = \int p(x_k|x_{k-1}) p(x_{k-1}|y_{k-1}) \, dx_{k-1},
\]

in which \( p(x_k|x_{k-1}) \) is the transitional PDF, implying the probabilistic effect of the model integration, and need not be expressed explicitly.

2. The analysis step uses the observation at the current time, written as \( y_k \), to update the prior PDF \( p(x_k|y_{k-1}) \) and generate the posterior PDF \( p(x_k|y_k) \), which is done using Bayes’ rule:

\[
p(x_k|y_k) = \frac{p(y_k|x_k) p(x_k|y_{k-1})}{A},
\]

in which \( p(y_k|x_k) \) represents the likelihood, i.e. the probability that the forecasted \( x_k \) at time step \( t_k \) coincidences with \( y_k \). The denominator \( A \) is expressed as

\[
A = p(y_k|y_{k-1}) = \int p(y_k|x_k) p(x_k|y_{k-1}) \, dx_k,
\]

which is typically regarded as a normalization factor.

The standard PFs use the Monte Carlo method to perform the Bayesian filter. Here, a particle is similar to an ensemble member in the EnKF, which is an independent model output. With a PF,
a combination of particles is used to approximate the posterior PDFs in Eqs (1) and (2), written as

\[ p(x_k|Y_k) = \sum_{i=1}^{N} w_k^i \delta(x_k - x_k^i), \]  
(3)

\[ p(x_{k-1}|Y_{k-1}) = \sum_{i=1}^{N} w_{k-1}^i \delta(x_{k-1} - x_{k-1}^i), \]  
(4)

where \( x_k \) is the model state at the time step \( t_k \), \( x_k^i \) refers to the \( i \)th particle and \( N \) is total the number of particles. \( \delta \) represents the Dirac delta function, which is 0 everywhere except zero, and the integration of \( \delta \) over any interval including zero is 1. \( w_k^i \) is a scalar weight corresponding to \( x_k^i \), satisfying \( \sum_{i=1}^{N} w_k^i = 1 \).

Substituting Eq. (4) into Eq. (1):

\[
p(x_k|Y_{k-1}) = \sum_{i=1}^{N} w_k^i \frac{p(x_k|Y_{k-1} | x_k^i)}{q(x_k^i)} \delta(x_k - x_k^i).
\]

Using Eq. (2), the posterior PDF can be given as

\[
p(x_k|Y_k) = \sum_{i=1}^{N} w_{k-1}^i \frac{p(y_k|x_k^i)p(x_{k|k-1}^i|x_k^i)}{q(x_k^i)} \delta(x_k - x_k^i).
\]

When compared with Eq. (3),

\[
w_k^i \propto w_{k-1}^i \frac{p(y_k|x_k^i)p(x_{k|k-1}^i|x_k^i)}{q(x_k^i)}.
\]

Here, the proportional symbol is used to show that a normalization operation is required to update the weights.

Gordon et al. (1993) proposed the bootstrap PF, in which \( q(x) = p(x|x_{k-1}^i) \), such that Eq. (5) can be simplified by

\[
w_k^i \propto w_{k-1}^i p(y_k|x_k^i).
\]

To reduce the chance of filter degeneracy, PFs employ certain forms of resampling or selection steps after the updated weights are calculated. The resampling scheme essentially removes the particles with very small weights and duplicates those with large weights. For the scalar weights, a deterministic resampling scheme was developed by Kitagawa (1996), in which the weights are compared with multiples of \( 1/N \) to decide the number of copies of each particle to be included in the resampled analysis ensemble. The bootstrap PF with resampling is also known as the sequential importance resampling PF (SIR-PF), which uses the scalar weights determined by

\[
w_k^i \propto p(y_k|x_k^i) = \frac{1}{\sqrt{2\pi|R|}} \exp \left[ -\frac{1}{2} (y_k - h(x_k^i))^{T} R^{-1} (y_k - h(x_k^i)) \right].
\]

Here, \( y_k \) is a vector containing all the observations at different sites at time steps of \( t_k \), \( R \) is the corresponding error covariance matrix and \( |R| \) is its determinant, and the measurement function \( h \) maps the model states onto those observational sites. Equation (7) essentially assumes that the observational errors are Gaussian. If they are not Gaussian in practice, Eq. (7) uses a Gaussian approximation for the actual PDF.

3. Particle filter with vector weights

3.1. New formulation of vector weights

In SIR-PF, the important particles are duplicated while others are deleted. This will often result in particle impoverishment due to the rapid decrease in the diversity of the particles in the resampling step for reasons such as insufficient lengths of assimilation windows or weak nonlinearities. As a result, a large number of particles are required to prevent both filter degeneracy and particle impoverishment. Even worse, Bengtsson et al. (2003) showed that the number of particles has to grow exponentially with the number of state dimensions to avoid filter degeneracy, making this PF very impractical for large models.

The main reason why filter degeneracy is very likely to occur in standard PFs is the scalar form of its weights. As shown in Eq. (7), one scalar value is used as the weight of each particle, ignoring the fact that each particle actually represents a multiple set of entries of the model state vector. This equation also implies that the scalar weight acts globally, i.e. every different entry of the state vector has the same weight, and only one posterior PDF is used to describe the probability features of the whole state space. This provides an intuitive explanation for filter degeneracy and particle impoverishment problems. When the more statistical information is incorporated into this scalar with the increase in the dimension of the state vector, it becomes increasingly difficult to approximate the posterior PDF using a finite number of particles. Consequently, it is important to introduce vector weights and to localize the roles of each observation in determining those weights. In the rest of this section, we will extend the scalar weights of standard PFs to vector weights.

To simplify the notation, we ignore the subscript for time step (\( k \)) in the following sections and consider only one analysis step. Assuming that the observational vector \( y \) contains \( m \) components, written as \( \{y_1, y_2, \ldots, y_m\} \), which represent the single scalar observational dataset at each site, the scalar weights in Eq. (7) can be written as

\[ w^i \propto \exp \left[ -\frac{1}{2} \sum_{i=1}^{m} (y_i - h(x_k^i))^{T} \sigma_{i}^{-2} / R \right].
\]

(8)

where \( \sigma_{i}^{2} \) is the variance of \( y_i \), and \( h_i \) is the measurement function that maps the model states onto the observational site corresponding to \( y_i \). Here, we assume that the individual scalar observational data points are uncorrelated with each other, such that the \( R \) in Eq. (7) is a diagonal matrix. Equation (8) computes the global scalar weights by combining the effects of each observation. Similarly, we can develop the local weights for each entry of the state vector \( x^{\prime} = \{x_1^{\prime}, \ldots, x_L^{\prime}, \ldots, x_m^{\prime}\} \) via slight modifications to Eq. (8). To avoid confusion, we use \( x^{\prime} \) to denote the model states as vectors with \( L \) entries hereafter. In addition, the corresponding vector weights are written as \( w^{\prime} = \{w_1^{\prime}, \ldots, w_j^{\prime}, \ldots, w_m^{\prime}\} \). The weights for each entry \( x_j^{\prime} \) can be given by extending Eq. (8) and using some localization techniques.

In the ensemble-based Kalman filters (EnKF, EAKF, etc), localization techniques are used to suppress the spurious correlations between distant locations, which are generally introduced by insufficient ensemble members. As mentioned,
By comparing this equation with Eq. (8), it can be found that the vector weights can be determined recursively by assimilating each single observation into the weights by

\[ W^x_{yi} = W^x_{yi-1}(\vec{W}_{yi}), \quad \text{for } i = 1, \ldots, m \tag{14} \]

and \( W^x = (W^x)\_m \) if all the available data are assimilated sequentially. From Eq. (13), the range of influence of \( yi \) is restricted to the vicinity of the observational site, since \( \vec{W}_{yi} \) holds for every \( n = 1, 2, \ldots, N \) if \( l_j = 0 \). Additionally, the variance of the observation is inflated to \( \sigma^2 / l_j \), implying that the uncertainty of \( yi \) increases as the model grid points move away from the observational site. This is similar to the R-localization idea in Hunt et al. (2007), which is shown to have a similar effect to the localization in background covariance. Likewise, a normalization step is still required for each \( j \) to satisfy that \( \sum_{n=1}^{N} w^x_i = 1 \), for every \( j = 1, 2, \ldots, L \).

### 3.2. Resampling scheme for vector weights

Equation (12) can produce a scalar weight \( w^x_i \) for the \( j \)th entry of the state vector. A vector weight can be obtained by assembling these entries over the model grid. Using the vector weights to resample particles in the analysis step is a challenge. Apparently, the resampling scheme as used in SIR-PF cannot be directly applied since the different scalar weights result in different particles being selected in different areas of the domain when constructing a new particle. This will cause the model state to be discontinuous in both space (analysis step) and time (prediction step).

To solve the problem of discontinuities, P2016 use a sampling and merging strategy. As soon as each \( yi \) is assimilated to update the local weights, the prior particles are merged with the resampled particles to generate samples locally from the local distributions. In this study, we will adopt this strategy with some important modifications to fit the new formulation of the weights.

The most important features for the sampling and merging strategy in P2016 include the following:

(i) single observations are assimilated one by one to update local weights;

(ii) the sampling and merging strategy is invoked every time a single observation \( yi \) is assimilated;

(iii) only the scalar weights at the observational site values \( yi \) are used in the standard resampling schemes to determine the resampled particles;

(iv) the resampled particles are merged with the prior particles using the parameters \( r_1 \) and \( r_2 \), which vary with the distance from \( yi \);

(v) \( r_1 \) and \( r_2 \) are computed to match the local PDF for each model grid.

The state vectors and weights up to the observation point \( y_{i-1} \) are written as \( (X^n)_{y_{i-1}} \) and \( (W^n)_{y_{i-1}} \) for \( n = 1, \ldots, N \), respectively; the sampling and merging procedure for the single observation \( yi \) can be briefly described as follows.

1. Compute and normalize the scalar weights according to \( yi \) by

\[ \vec{w}^n = \exp\left(-\frac{1}{2} (y_i - h(X^n))^2 / \sigma_i^2\right), \]

for \( n = 1, \ldots, N \). \tag{15}

2. Apply the standard resampling scheme with \( [\vec{w}^n, n = 1, \ldots, N] \) to determine the resampling indices \( k_1, k_2, \ldots, k_N \).

3. Compute \( (\vec{w}^n)_{yi} \) using Eq. (13), update the vector weights using Eq. (14), and compute the normalization factor for each \( j \) using

\[ \sum_{n=1}^{N} w^x_i \].
balances in the model. However, the continuity of the model
the new LPF linearly combine the old and localized particles to
Using the sampling and merging strategy, both P2016 LPF and
whenever a single observation is assimilated to update the weights.
variances of the prior particles, when using local weights. These
\[ \tilde{w}_n \approx \sum_{i=1}^{N} \left( \frac{w^0_{n,1}}{S_j} \right) (x_n^1 - (\bar{x})_n) \]
\[ \sum_{j=1}^{N} (x_n^j - (\bar{x})_n)^2 \]
\[ \left( \frac{(\bar{x})_n^2}{S_j} \right) \]
\[ 1 - \frac{1}{N} \sum_{j=1}^{N} (x_n^j - (\bar{x})_n)^2 \]
\[ r_{1,j} = \left[ \frac{1}{N} \right] \left( \frac{(\bar{x})_n^2}{S_j} \right) \]
\[ r_{2,j} = c_j \times r_{1,j} \]
\[ (\bar{x})_n^2 = \sum_{i=1}^{N} \left( \frac{w^0_{n,1}}{S_j} \right) (x_n^1 - (\bar{x})_n) \]
\[ \tilde{w}^0 = (\tilde{w}^0 - 1)\alpha + 1 \]
\[ \frac{dx_n}{dt} = (x_{n+1} - x_{n-1}) - x_n + F, \]
\[ j = 0, 1, \ldots, L - 1 \]
\[ \text{Boundary conditions are cyclical, i.e., } x_{L-1} = x_{-1}, x_0 = x_0, \text{ and } x_{L+1} = x_1. \]
\[ \text{In this study, } L \text{ is set to } 36. \]
\[ \text{The time unit equals } 5 \text{ days in this model.} \]

The dynamical model is integrated one step forward using the Runge–Kutta fourth-order method. One time step is set to be
0.05 (i.e. 6 h). To generate the data for the experiment, we run
this model from the initial conditions
\[ x_j = \begin{cases} 1 & \text{for } j \neq 1, \\ 1.0001 & \text{for } j = 1. \end{cases} \]
\[ \sigma_i = \left( \frac{(\bar{x})_n^2}{S_j} \right) \]
\[ \sum_{j=1}^{N} (x_n^j - (\bar{x})_n)^2 \]
\[ f (x) \]

\[ \text{First, we perform the sensitivity experiments to tune the} \]
\[ \text{localization parameters for the different ensemble sizes for each} \]
\[ \text{method. The performance of each method is evaluated against} \]
\[ \text{the true values using the average root-mean-square errors (RMSE)} \]
\[ \text{over all } 36 \text{ variables. The RMSE is defined as} \]
\[ \text{and is averaged over 10,000 model steps, i.e. 2500 data assimilation} \]
\[ \text{cycles. The EAKF, P2016 LPF and the new LPF are performed} \]
\[ \text{using the same initial ensemble members/particles. Ensemble sizes} \]
\[ N = 10, 20, 40, 80, 160 \text{ and } 320 \text{ are considered, with} \]
\[ \text{localization parameters chosen from a range of } c \in \{1, 2, 4, 8, 16\}. \]
\[ \text{Figure 1 shows that the optimal localization parameters} \]
\[ \text{used by each method are different for the different ensemble sizes.} \]
\[ \text{When the ensemble size is small, e.g. } N = 10, \text{ a relatively small} \]
\[ c \text{ should be used, which implies that each single observation can} \]
\[ \text{update very few model variables. If a larger } c \text{ is used for a} \]
\[ \text{small ensemble size, this would result in large errors, either due to} \]
\[ \text{the spurious correlation in the EAKF or due to the filter degeneracy in} \]
\[ \text{the LPFs. A large ensemble size can effectively alleviate spurious} \]
\[ \text{correlations in EAKF, allowing us to use a larger } c \text{ to update} \]
\[ \text{sufficient variables with one single observation. In LPFs, the filter} \]
\[ \text{degeneracy caused by a large } c \text{ with small ensembles can be} \]
\[ \text{understood by Eqs (11) and (12). As shown in these equations,} \]
\[ \text{the localization weights are determined by adding } l_j \text{ to each term of} \]
\[ \text{the scalar weights in Eq. (8). While the parameter } c \text{ is larger, the} \]
\[ \text{local vector weights more resemble the (global) scalar weights,} \]
\[ \text{which requires a very large number of particles to prevent filter} \]
\[ \text{degeneracy. In the extreme case of } c \to \infty, \text{ each } l_j \text{ tends to} \]
\[ \text{the value of } 1, \text{ and the local vector weights in Eq. (12) turn to} \]
\[ \text{the global scalar weights completely. When the ensemble size is} \]
\[ \text{small, a small } c \text{ is preferable, such that the sampling and merging} \]
\[ \text{procedure will not delete and duplicate large portions of the} \]

4. Numerical experiments

In this section, we use the Lorenz ’96 model as the test to compare the performances of our new localized PF with P2016 LPF and
the sequential EAKF by Anderson (2003).

The simplified model proposed by Lorenz (1996) represents an
atmospheric variable x at L with equally spaced points around a
circle with a constant latitude. The jth component is propagated
forward in time according to the differential equation

\[ \frac{dx_n}{dt} = (x_{n+1} - x_{n-1}) - x_n + F, \]

\[ m_f \]

\[ g \]

\[ \text{Fig. 1} \]

\[ \text{Q. J. R. Meteorol. Soc. 143: 3269–3278 (2017)} \]
particles, thus maintaining the diversity of ensemble. Otherwise, the filter degeneracy is very likely to happen, making the errors very large, even intractable, such as the $N = 10$ and $N = 20$ cases for the new LPF in Figure 1.

However, such degeneracy can be prevented using suitable localization parameters in the new LPF. At least we can use $c = 0.5$ or 1 to fully localize the observations, such that filter degeneracy would not happen because the sampling and merging is done locally. Larger $c$ can be used to assimilate more observations to improve the quality of the analyses, but it also brings a higher chance of producing filter degeneracy. The RMSE or ensemble spread can be computed to monitor whether filter degeneracy happens. An interesting property of the new LPF is that the filter degeneracy no longer occurs for any value of $c$ smaller than a criterion value. This value can be obtained by the sensitivity experiments as is done in Figure 1. For example, in Figure 1(c), this value is approximately $c = 2$ for $N = 10, 20$, $c = 8$ for $N = 40, 80$ and $c = 16$ for $N = 160, 320$; beyond these values the RMSE becomes extremely large. If a criterion value of $c$ is able to avoid filter degeneracy, this suggests that the diversity of the particles is sufficient, and so a smaller $c$ with a corresponding lower chance of filter degeneracy will be safe. In practice, the localization parameter which leads to optimal LPF performance can be tuned between the criterion value and a minimum value corresponding to full localization.

This interesting finding may have practical significance for LPF applications.

Figure 2 shows the absolute analysis errors of all the variables for the last 1000 model steps. The EAKF, P2016 LPF and the new LPF are performed with 80 ensemble members or particles and these localization parameters given in Figure 1 are also used to achieve the optimal performance of each method. The inflation factor $\gamma$ for the EAKF is tuned by the sensitivity experiments, and the value 1.03 is adopted in the data assimilation. The stabilizing factor $\alpha$ (Eq. (20)), when set to 0.98, is successful for both LPFs. The analysis errors clearly show that the errors of the LPF results are smaller than those of the EAKF results for most variables at most model steps; this strongly indicates that both the LPFs can significantly outperform the EAKF with affordable ensemble sizes. Furthermore, the analysis errors of the new LPF seem smaller than those of the P2016 LPF.

To further demonstrate the advantage of the new LPF, Figure 3 shows the corresponding RMSEs at each analysis step for each method. Due to the nonlinearity of the Lorenz ’96 model, there are many peaks in the RMSE, corresponding to the growth of errors between the analysis steps. However, the new LPF outperforms the other two methods since the RMSEs of the new LPF are the smallest for most of the time. In addition, the average RMSE for the whole data assimilation period is also calculated for each method, by which the advantage of the new LPF can be further
confirmed. Moreover, we also compute the ensemble spread for each variable at each model step. The root-mean-square (RMS) spread over the 36 variables is shown in Figure 3 as a measure of the uncertainty of the analysis ensemble. Figure 3(c) shows a very impressive result in that the RMS spread is highly correlated with the RMSE, which indicates the consistency of the new LPF.

Figure 4 is a scatterplot of the average RMS spread against the RMSE for each of 36 model variables for three assimilation methods. The average RMS spread is obtained by averaging the ensemble spread of each time step over the entire assimilation period (10 000 steps), and the RMSE of each variable is also calculated for the same period. Figure 4 is similar to those figures which were frequently used in the literature to evaluate ensemble forecast systems (e.g. Cheng et al., 2010), showing the relationship of RMSE and RMS spread for each variable. Comparison among the three methods reveals that the new LPF results in the best relationship between the RMSE and RMS spread, indicating the superiority of this new methods in producing

![Figure 2](image-url)  
**Figure 2.** The absolute analysis errors of the 36 model variables for the last 1000 model steps using (a) the EAKF, (b) the P2016 LPF and (c) the new LPF. [Colour figure can be viewed at wileyonlinelibrary.com].

![Figure 3](image-url)  
**Figure 3.** The RMSE and RMS spreads over all the variables against the model steps of the analysis results for (a) the EAKF, (b) the P2016 LPF and (c) the new LPF. [Colour figure can be viewed at wileyonlinelibrary.com].
good ensemble members (particles) and quantifying the uncertainty.

In the following experiment, we computed the RMSEs of all 36 variables of the state estimates and averaged these values over the assimilation period to measure the performances of each method against the different ensemble sizes, which is the same as the average RMSE in Figure 3. Figure 5 shows the average RMSEs as a function of ensemble size. To relieve the impact of the random initial ensembles, the experiment is repeated 10 times with different initial ensembles, and the mean and standard deviation of the average RMSEs are shown as solid lines and error bars in this figure. As seen here, the average RMSE of the EAKF seems to approach a saturated value when the ensemble size increases but cannot be significantly improved using more ensemble members. This is most likely because a Gaussian distribution is assumed to derive the EAKF analysis

$$h(X) = |X|,$$

where we use two measure functions, i.e. $h(X) = X$ and $h(X) = \log|X|$. The former is a linear function, whereas the latter is a nonlinear function with more nonlinearity than $h(X) = |X|$. We repeat the above assimilation experiments as shown in Figure 5, and calculate the average RMSE, as a function of the ensemble sizes, for each method. It was found that when the measurement function is linear, i.e. $h(X) = X$, both LPFs require a very large ensemble to beat the EAKF, i.e. $N = 320$ for P2016 LPF and $N = 160$ for the new LPF. However, while the measurement function is highly nonlinear, i.e. $h(X) = \log|X|$, both LPFs easily show the advantage over EAKF, even using a very small ensemble ($N = 10$). This is because the theory of EAKF has an inherent Gaussian assumption, such that it is less effective when the system is highly nonlinear and non-Gaussian (e.g. Tang et al., 2014). Meanwhile, although the observational error is still assumed to be Gaussian, the Gaussian assumption of prior probability density function is removed in LPF. In addition, Figure 6 evidently shows that the new LPF outperforms the P2016 LPF in almost each case, further confirming the advantage of the new formulation of vector weights.

5. Conclusions

It is generally acknowledged that PFs can assimilate non-Gaussian information into nonlinear dynamical models. However, applying PFs in high-dimensional atmospheric or oceanic models remains an open problem. Very recently, localized PFs were developed to efficiently overcome the problem of filter degeneracy. The key function of the LPF is to extend scalar weights to vector weights.

In this paper, we analysed the potential problems of the current LPF algorithm. It was argued that the formulation of the vector weights contains an implicit assumption that the likelihoods of the observations or weights are continuous in state space. Thus, we considered a new formulation of vector weights.
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observed in Figure 5. Another interesting feature in this figure is that the RMSE of both LPFs can be further decreased as the number of particle increases. This differs from the EAKF, since its RMSE tends to saturate to a steady value when the ensemble size increases beyond a certain number. The error bars measure the sampling errors, indicating the differences among these experiments in Figure 5 are statistically significant.

To further compare the EAKF, P2016 LPF and the new LPF, we consider other measurement functions. In the preceding experiments, a nonlinear measurement function is used by $h(X) = |X|$. Here we use two measure functions, i.e. $h(X) = X$ and $h(X) = \log|X|$. The former is a linear function, whereas the latter is a nonlinear function with more nonlinearity than $h(X) = |X|$. We repeat the above assimilation experiments as shown in Figure 5, and calculate the average RMSE, as a function of the ensemble sizes, for each method. It was found that when the measurement function is linear, i.e. $h(X) = X$, both LPFs require a very large ensemble to beat the EAKF, i.e. $N = 320$ for P2016 LPF and $N = 160$ for the new LPF. However, while the measurement function is highly nonlinear, i.e. $h(X) = \log|X|$, both LPFs easily show the advantage over EAKF, even using a very small ensemble ($N = 10$). This is because the theory of EAKF has an inherent Gaussian assumption, such that it is less effective when the system is highly nonlinear and non-Gaussian (e.g. Tang et al., 2014). Meanwhile, although the observational error is still assumed to be Gaussian, the Gaussian assumption of prior probability density function is removed in LPF. In addition, Figure 6 evidently shows that the new LPF outperforms the P2016 LPF in almost each case, further confirming the advantage of the new formulation of vector weights.
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During the assimilation period, we measured the performances of each method using the average RMSE of all 36 variables of the state estimates and averaged these values over the assimilation period to measure the performances of each method against the different ensemble sizes, which is the same as the average RMSE in Figure 3. Figure 5 shows the average RMSEs as a function of ensemble size. To relieve the impact of the random initial ensembles, the experiment is repeated 10 times with different initial ensembles, and the mean and standard deviation of the average RMSEs are shown as solid lines and error bars in this figure. As seen here, the average RMSE of the EAKF seems to approach a saturated value when the ensemble size increases but cannot be significantly improved using more ensemble members. This is most likely because a Gaussian distribution is assumed to derive the EAKF analysis scheme, limiting its performance for nonlinear and non-Gaussian systems. Consistent with the conclusion in P2016, the P2016 LPF can outperform the EAKF with tens of particles. In addition, a significant improvement of the new LPF over P2016 LPF can be

$$h(X) = |X|,$$

where we use two measure functions, i.e. $h(X) = X$ and $h(X) = \log|X|$. The former is a linear function, whereas the latter is a nonlinear function with more nonlinearity than $h(X) = |X|$. We repeat the above assimilation experiments as shown in Figure 5, and calculate the average RMSE, as a function of the ensemble sizes, for each method. It was found that when the measurement function is linear, i.e. $h(X) = X$, both LPFs require a very large ensemble to beat the EAKF, i.e. $N = 320$ for P2016 LPF and $N = 160$ for the new LPF. However, while the measurement function is highly nonlinear, i.e. $h(X) = \log|X|$, both LPFs easily show the advantage over EAKF, even using a very small ensemble ($N = 10$). This is because the theory of EAKF has an inherent Gaussian assumption, such that it is less effective when the system is highly nonlinear and non-Gaussian (e.g. Tang et al., 2014). Meanwhile, although the observational error is still assumed to be Gaussian, the Gaussian assumption of prior probability density function is removed in LPF. In addition, Figure 6 evidently shows that the new LPF outperforms the P2016 LPF in almost each case, further confirming the advantage of the new formulation of vector weights.

5. Conclusions

It is generally acknowledged that PFs can assimilate non-Gaussian information into nonlinear dynamical models. However, applying PFs in high-dimensional atmospheric or oceanic models remains an open problem. Very recently, localized PFs were developed to efficiently overcome the problem of filter degeneracy. The key function of the LPF is to extend scalar weights to vector weights.

In this paper, we analysed the potential problems of the current LPF algorithm. It was argued that the formulation of the vector weights contains an implicit assumption that the likelihoods of the observations or weights are continuous in state space. Thus, we considered a new formulation of vector weights for the LPF, which removes this assumption. This new formulation is based on continuity about the analysis points in state space, which has a clear statistical interpretation and achieves localization for the PF.
Using the Lorenz ’96 model, we conducted assimilation experiments using the EAKF, P2016 LPF and the newly proposed LPF. In these experiments, all settings, including sampling and merging strategy approaches, were kept the same. Thus, the differences in these experimental results are due to the differences between the algorithms. It was found that, when the system is highly nonlinear (non-Gaussian), either in its nonlinear forecast model or its nonlinear measurement function, the newly proposed LPF shows better results than those of the P2016 LPF, both of which beat those of the EAKF. This shows the large potential of the LPF algorithm for application in realistic atmospheric and oceanic models. However, this experiment uses only a simple Lorenz model and lacks sufficient complexity and higher dimensions. Further studies are needed, using more complicated models to develop an LPF assimilation system appropriate for coupled general circulation models; this work is under way. Nevertheless, this work improves the LPF algorithm, which is likely the most practically efficient and encouraging of all PF schemes, and supports its theoretical significance and practical importance.
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