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Abstract—The resource management of a phase array system capable of multiple target tracking and surveillance is critical for the realization of its full potential. Present work aims to improve the performance of an existing method, time-balance scheduling, by establishing an analogy with a well-known stochastic control problem, the machine replacement problem. With the suggested policy, the scheduler can adapt to the operational scenario without a significant sacrifice from the practicality of the time-balance schedulers. More specifically, the numerical experiments indicate that the schedulers directed with the suggested policy can successfully trade the unnecessary track updates, say of non-maneuvering targets, with the updates of targets with deteriorating tracks, say of rapidly maneuvering targets, yielding an overall improvement in the tracking performance.
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I. INTRODUCTION

A modern radar system is required to handle a variety of tasks, such as surveillance, multi-target tracking, calibration, guidance etc. The capabilities of such a system, say a multi-function radar system, come at a significant initial deployment cost mainly due to the installment of possibly thousands of transmit/receive modules. Taking the full advantage of the mentioned capabilities requires an effective radar resource management (RRM). Typically, the multitude of tasks in execution compete for the radar resources, namely time, energy and computation [1], [2], [3]. In this work, we focus on the time allocation problem for such systems.

The allocation of time, among other resources, is generally called scheduling in the RRM applications. Scheduling methods can be classified into two classes, adaptive and non-adaptive methods [1]. Non-adaptive scheduling methods, namely heuristic schedulers, are based on a rule-based design. The behavior of schedulers and prioritization (priority assignment) of tasks are pre-defined by the fixed rules. In contrast, the adaptive scheduling methods dynamically determine the task prioritization and scheduling to optimize overall performance. According to the importance of tasks being scheduled, an efficient task prioritization process is required to rank tasks for the performance improvement of both adaptive and non-adaptive schedulers. Knowledge-based systems using some a-priori information is suggested to this aim. Knowledge-based systems consist of two sub-systems, a knowledge database containing information related to the system environment and an inference engine making final decisions taking into account both a-priori information and existing conditions [4]. In [5], a fuzzy logic based approach is suggested to rank targets and surveillance sectors for dynamically changing system environments. For tracking tasks, the priorities are assigned according to five different fuzzy variables such as quality of tracking, hostility, degree of threat. For surveillance tasks, there are four fuzzy variables including the original priority and number of threatening targets. In [6], [7], a neural network based approach is utilized for target ranking with respect to range, radial velocity, membership (friend or foe), acceleration and object rank (important or not important). Both neural network and fuzzy logic based approaches provide an adaptive priority assignment, in general. Especially, the learning capability of neural network based schedulers enable the operator to update the system behavior after the detection of new targets. However, the learning process is far from trivial [2]. The process includes training of several data sets in random order from the same initial starting point [6].

In this work, we aim to achieve the benefits of adaptive scheduling without a major sacrifice from the low computational load of non-adaptive scheduling methods. More explicitly, the adaptive scheduling schemes in the literature are based on the stochastic control and they are, in general, difficult to implement due to high computational requirements, [8], [9], [10]. To reap the benefits of adaptive scheduling while maintaining a low computational load, we suggest an improvement over a well-known non-adaptive scheduling scheme, namely the time-balance scheduler, based on a classical stochastic control problem, namely the machine-replacement problem. The suggested improvement, in effect, yields to an automated task prioritization and shown to have good adaptation capabilities to target tracking scenario.
The time-balance (TB) method is based on the idea of meeting the “deadlines” of each task with the minimum possible delay. The TB method is robust and achieves the desired task occupancies in the long horizon. In Section [1], the general features of TB schedulers are further described. A similar adaptation effort on the TB method is the adaptive task prioritization, as described in [11], with the aim of completing the surveillance task properly even when radar is overloaded with the task of tracking a large number of targets and without adjusting the task update times. With this method, the task prioritization adapts to a predictable task queue and is independent of radar performance measurements, the track scores.

In this work, we aim to develop a target selection procedure for the TB method in order to reduce the tracking error, when the radar system is overloaded with tracking tasks having identical priorities. The proposed method is based on a well-known stochastic control problem known as the machine replacement problem, as given in [12]. Here, our goal is to construct an analogy between the well-known control problem and the target tracking problem and enable the utilization of the results for this problem in the performance improvement of the TB schedulers. The suggested method and its variants are highly practical and can be immediately applied in the existing systems utilizing the conventional TB schedulers.

II. Background: Time-Balance Method and Machine Replacement Problem

A. Time-Balance Method

The time-balance metric gives the degree of urgency of each task during the radar operation. A revisit time is assigned to each task and the TB metric is continually updated to reflect the approaching visitation deadline of each task, [13], [14]. More specifically, each task is associated with a TB value, \( t_{TB} \). A positive \( t_{TB} \) value indicates an overdue task. A negative \( t_{TB} \) value indicates a task whose immediate execution would be ahead of the assigned deadline. A zero \( t_{TB} \) value indicates a just-on-time task. At any time, a new task can be inserted to the list by assigning a negative \( t_{TB} \) value. If a task is scheduled, its \( t_{TB} \) is decreased by its task update time (revisit time). Upon execution of any task, the \( t_{TB} \) of other tasks which are not scheduled is increased by a fixed amount determined by the designer. Under light load conditions, the TB method is highly efficient enabling timely task updates. As the load increases, the TB method suffers a performance loss since this method does not have any capacity to discriminate tasks as urgent and not-so-urgent.

A scheduler algorithm that utilizes the TB method is employed in the Multifunction Electronically Scanned Adaptive Radar (MESAR), [13], [15]. This method allows to divide tasks into subtasks (looks) that can be interleaved to manage radar time efficiently and decrease the delays for the highly prioritized tasks by starting from the highest priority level at each scheduling instant. In [16], the TB scheduler chooses the task which has higher \( t_{TB} \) than other tasks as the next task. The scheduler is designed to schedule mainly the tracking tasks, and the surveillance task is fragmented by the task fragment time. That is, the surveillance task is not periodically started, but one of its fragments is scheduled whenever all tracking tasks have negative \( t_{TB} \) value, i.e. when there is some idle time between the tracking tasks.

The adaptive time-balance (ATB) scheduler is proposed in [11]. Here, the surveillance task is associated with a \( t_{TB} \) value so that it is scheduled with respect to task update time to detect new targets. The task update times can be adaptively changed as a possible solution for the overload conditions or to increase the revisit improvement factor. The ATB scheduler supports user defined priority levels for each task, and tasks are scheduled according to these priority levels and \( t_{TB} \)’s.

In this work, we present a further improvement on the TB method. Our goal is to schedule the target tracking tasks according to the track quality. Hence, we would like to have adjust the scheduling parameters of the TB method dynamically according to the unfolding tracking scenario.

The target selection problem emerges when there are more than one target requesting the track update. The conventional TB scheduler follows the steps below:

1) Select the targets with the highest priority level,
2) Look for the targets which have the highest \( t_{TB} \).

Typically, if there are multiple overdue tracking tasks at the same priority level, the executed task is selected according to the first-come, first-serve (FCFS) principle, [17, Chapter 6]. This method aims to minimize the overall lateness in the task execution. Clearly, this is an efficient mechanism for the maneuvering targets requiring a rapid execution depending on the type of maneuver. Our goal is to include the information about track quality in the task selection. To this aim, we construct an analogy between the well-known machine replacement problem and RRM problem.

B. Machine Replacement Problem

We describe the machine replacement problem with a concrete example. Assume a baker having the main asset of an oven (machine) which can be either in “good” or “bad” state related to its cooking performance. The state of the machine deteriorates due to aging, and the products of the machine can be delicious (conforming) or tasteless (defective) depending on the state variable. The true state of the oven is not known, but can be observed by the quality of the products. It is possible to have a bad product in spite of the good state of the machine with a non-zero probability and vice versa. In this problem, it is assumed that the cost of a new machine (replacement cost), price for the good and bad products are fixed.
quantities. The main question is to determine the time to replace the machine yielding the profit maximization. This type of optimization problems is categorized as partially observable Markov decision processes (POMDPs). Here, the Markov process is related with unknown state of the machine that can be only observed in the presence of noise [18].

We establish an analogy between the resource management problem and machine replacement problem as follows: For the target selection problem, a target can be in one of two states, namely up-to-date and stale. The up-to-date state denotes that the target track is predictable with a high accuracy by the tracker and may not require an immediate track update. Hence, the up-to-date state can be considered the “good” state. The stale state denotes that the target track is not predictable with a good accuracy and this track may require the urgent attention of the scheduler due to its higher probability of target drop. Hence, it is the “bad” state. As in the POMDP problems, we have noisy information on the target states.

As discussed in the latter parts of this paper, we assign a state to each target and utilize the track quality information as the noisy measurement on the state. The proposed analogy is especially valuable for an overloaded scheduler; but, even for the underloaded case, it can yield some performance improvements. It should be noted that an unnecessary execution of a target update in the up-to-date state could decrease the tracking performance of other targets. Hence, the state dependent track update selection can also be beneficial in the improvement of overall track quality.

### III. Proposed Machine Replacement Problem Based Policy

We utilize several results, with some corrections, from the work of T. Ben-Zvi, and A. Grosfeld-Nir [12]. Here, the binomial observation model for the machine replacement problem refers to the classification of the quality of products as conforming units or defective units according to observations (measurements) while the production process is in either “good” or “bad” state. The true state of the process is not observable and can only be estimated with some error. Thus, the production process is modeled as a POMDP with some control limits. The POMDPs are known to be usually hard to solve due to prohibitively large size of the state space [19]. In [12], it is proven that the infinite-horizon control limit defined as a function of the probability of obtaining a conforming unit can be calculated by solving a finite set of linear equations.

In the target selection problem, there are many targets and each target is, conceptually, associated with a machine. At each instant of decision-making, a target is selected among a set of overdue targets according to the observed track quality depreciations. To use the machine replacement problem, the cost of the machine renewal, i.e. the track update, should also be specified. Since there can be only one task scheduled at a time, the cost of executing a task should include the cost of not-executing the other tasks.

The state probabilities are obtained with the interacting multiple model (IMM), as described in [20] Chapter 11. The mode-probabilities of IMM are associated with the state probabilities of the machine replacement problem. We assume that there are two motion models, both of which are constant velocity models having different process noise covariance matrices. The covariance matrix of two models are given as $Q^2 = 100^2Q^1$, where $Q^k$ denotes the covariance matrix for the $k$th model. The case of higher process noise covariance matrix refers to the case of a target in the stale state. The other case refers to the up-to-date state. We can say that the probability of target being in the up-to-date state is taken as the mode-probability of the model-1.

In addition, the track is considered good; when the trace of IMM mixed covariance matrix is within the allowed values. Otherwise, it is considered a bad track. Actions are UPD (update), similar to replace the machine action comes with a cost $K$ that will be explained later, and NUPD (not-update). In Table I, the analogy between the target selection and machine replacement problem is summarized. In the next section, we provide further details on the analogy given in Table II.

#### A. Problem Model

It is supposed that there are $N_k$ targets at time $k$. The target selection problem emerges when there are more than one target concurrently requesting the track update among $N_k$ targets. Then, the scheduler should decide which one of these targets is in need of track update more than others by using the information on the target states. There are $N_k$ distinct Markov chains corresponding to each target, and the state transition probabilities of each target are assumed to be independent.

1) Markov Chain Descriptions: The target-$n$ obeys a 2-state Markov chain with the following description:

- **State** is $x^n_k \in \{us, ss\}$, where $us$ denotes the up-to-date state and $ss$ denotes the stale state, with initial probability $P(x^n_0 = i) = 0.5$ for $i \in \{us, ss\}$.
- **Observation** is $y^n_k \in \{gt, bt\}$, where $gt$ denotes a good track and $bt$ denotes a bad track.
Action is \( u^n_k \in \{ \text{NUPD}, \text{UPD} \} \), where NUPD denotes the \textit{not-update} action and UPD denotes the \textit{update} action, at time \( k \) for \( n = 1, 2, \ldots, N_k \).

The state of a target is probabilistically evolving, such that if the target is in up-to-date state at time \( k \), it will remain in that state with probability \( r \) or it will change its state to the stale state with probability \( 1 - r \) at time \( k + 1 \). Once the target enters the stale state, it is assumed to remain in that state until the UPD action is taken, as shown in Fig. 1(a). However, the UPD action may fail. A stale target moves to the up-to-date state with probability \( q \) after taking the UPD action, as shown in Fig. 1(b). If the NUPD action is taken, the transition of target states becomes a time-homogeneous Markov chain with the up-to-date state, a transient state, and the stale state, an absorbing state.

The conditional observation probabilities can be expressed as follows:

\[
P(y^n_k = gt|x^n_k = us) = \theta_0, \quad P(y^n_k = gt|x^n_k = ss) = \theta_1, \quad P(y^n_k = bt|x^n_k = us) = 1 - \theta_0, \quad P(y^n_k = bt|x^n_k = ss) = 1 - \theta_1,
\]

The expressions given above present the probability of having an observation matching the actual state of the target. More specifically, \( \theta_0 \) denotes the probability of the measurement matching the state of the target, i.e., a measurement indicating a good track quality given that the target is in the up-to-date state.

2) \textit{Cost Function:} Different from the classical machine replacement problem, the cost of updating a specific track (machine renewal) affects the cost of other tracks since there can be only one track that can be updated at an instant, and selecting a specific track for the update action leads to the track quality depreciation of other tracks. We propose to use the following cost function \( K^n_k \) taking into account the coupling of track quality scores for individual targets:

\[
K^n_k = \max \left\{ \frac{m_k^{(0,t),\text{requesting},k}}{m_k^{(1,n)}} \right\}_{t=1, t \neq n} \cdot x^n_{\text{requesting},k},
\]

where \( x^n_{\text{requesting},k} \in \{0, 1\} \) indicates whether the target-\( n \) requests a track update or not. The value of \( m_k^{(1,n)} \) denotes the estimated improvement on the IMM mixed covariance of the target-\( n \) by taking the UPD action (\( u^n_k = \text{UPD} \)). We assume that once a target is updated, the diagonal elements of the IMM mixed covariance matrix would be reduced due to the measurement update process. The value of \( \max \{ m_k^{(0,\ell)} \}_{\ell=1, \ell \neq n} \) denotes the maximum of estimated deterioration on the IMM mixed covariance of all targets that are not updated. This set covers all targets except the target-\( n \). From (5), it can be noted that the cost of updating target-\( n \) is related with the cost of not-updating other targets.

The improvement or deterioration metric, \( m_k^{(1,n)} \), \( m_k^{(0,n)} \), can be taken as the trace of the IMM mixed covariance matrix. If the trace decreases at time \( k + 1 \), an improvement on the track quality occurs; otherwise, the track quality deteriorates.

Fig. 2 is given to visualize the definitions for \( m_k^{(0,n)} \) and \( m_k^{(1,n)} \) are

\[
m_k^{(0,n)} = \text{tr} \left( P_{n,k+1} \right) - \text{tr} \left( P_{n,k_0} \right), \quad m_k^{(1,n)} = \text{tr} \left( P^n_k \right) - \text{tr} \left( P^n_{k_0} \right).
\]

Here, \( P^n_{k_0} \) is the IMM mixed covariance matrix of the target-\( n \) at time \( k_0 \) when the target-\( n \) has the latest measured track. We assume that if track is updated at next time \( k + 1 \), the trace of the IMM mixed covariance matrix would be close to the trace of \( P^n_{k_0} \). Hence, \( m_k^{(1,n)} \) and \( m_k^{(0,n)} \) depend on \( P^n_{k_0} \).

In the next section, we derive the expressions required for the solution of target selection problem with the definition presented in this section.

B. Derivation of Required Expressions

The probability of being in the up-to-date state is

\[
\mu^n_k = P(x^n_k = us)
\]
for the target-$n$ at time $k$. Then, the probability of observing a good track is

\[
P_{gt}(\mu_k^n) \triangleq P(y_k^n = gt) = \sum_{i \in \{us, ss\}} P(y_k^n = gt|x_k^n = i)P(x_k^n = i) = (\theta_0 - \theta_1)\mu_k^n + \theta_1. \tag{9}
\]

Similarly, the probability of observing a bad track is

\[
P_{bt}(\mu_k^n) \triangleq P(y_k^n = bt) = \sum_{i \in \{us, ss\}} P(y_k^n = bt|x_k^n = i)P(x_k^n = i) = 1 - (\theta_0 - \theta_1)\mu_k^n - \theta_1. \tag{10}
\]

By applying the Bayes’ theorem, the posterior probabilities for the up-to-date state are given as

\[
P(x_k^n = us|y_k^n = gt) = \frac{P(y_k^n = gt|x_k^n = us)P(x_k^n = us)}{P(y_k^n = gt)} = \frac{\theta_0\mu_k^n}{P_{gt}(\mu_k^n)}, \tag{11}
\]

\[
P(x_k^n = us|y_k^n = bt) = \frac{P(y_k^n = bt|x_k^n = us)P(x_k^n = us)}{P(y_k^n = bt)} = \frac{(1 - \theta_0)\mu_k^n}{P_{bt}(\mu_k^n)}. \tag{12}
\]

With the Markov property, it is assumed that $x_{k+1}^n$ is conditionally independent of $y_k^n$ [21], and hence, the conditional probability of the next state is $j$ given that $gt$ is observed and the NUPD action is taken in the current state is $i$ can be written as

\[
P(x_{k+1}^n = j|x_k^n = i, y_k^n = gt, u_k^n = \text{NUPD}) = P_j(u_k^n), \tag{13}
\]

where $i, j \in \{us, ss\}$. By using these expressions and the law of total probability, the conditional probabilities of the next state are obtained. The probability of being in the up-to-date state at next time given that a good track is observed and the NUPD action is taken at current time is expressed as

\[
P(x_{k+1}^n = us|y_k^n = gt, u_k^n = \text{NUPD}) = \sum_{i \in \{us, ss\}} P(x_{k+1}^n = us|x_k^n = i) = \sum_{i \in \{us, ss\}} P(x_{k+1}^n = us|x_k^n = i, y_k^n = gt, u_k^n = \text{NUPD}) = \sum_{i \in \{us, ss\}} P_j(u_k^n)P(x_k^n = i|y_k^n = gt) = r \cdot P(x_k^n = us|y_k^n = gt) + 0 \cdot P(x_k^n = ss|y_k^n = gt) = \frac{r\theta_0\mu_k^n}{P_{gt}(\mu_k^n)},\tag{14}
\]

and the probability of being in the up-to-date state at next time given that a bad track is observed and the NUPD action is taken at current time is

\[
P(x_{k+1}^n = us|y_k^n = bt, u_k^n = \text{NUPD}) = \sum_{i \in \{us, ss\}} P(x_{k+1}^n = us|x_k^n = i) = \sum_{i \in \{us, ss\}} P(x_{k+1}^n = us|x_k^n = i, y_k^n = bt, u_k^n = \text{NUPD}) = \sum_{i \in \{us, ss\}, j=us} P_j(u_k^n)P(x_k^n = i|y_k^n = bt) = r \cdot P(x_k^n = us|y_k^n = bt) + 0 \cdot P(x_k^n = ss|y_k^n = bt) = \frac{r(1 - \theta_0)\mu_k^n}{P_{bt}(\mu_k^n)}.\tag{15}
\]

Note that the conditional probabilities given in (14) and (15) can be considered the function of $\mu_k^n$, since $\theta_0$ and $\theta_1$ are the global constants for the problem. We use the following notations for the conditional probabilities

\[
H_{gt}(\mu_k^n) \triangleq P(x_{k+1}^n = us|y_k^n = gt, u_k^n = \text{NUPD}) = \frac{r\theta_0\mu_k^n}{(\theta_0 - \theta_1)\mu_k^n + \theta_1}, \tag{16}
\]

\[
H_{bt}(\mu_k^n) \triangleq P(x_{k+1}^n = us|y_k^n = bt, u_k^n = \text{NUPD}) = \frac{r(1 - \theta_0)\mu_k^n}{1 - (\theta_0 - \theta_1)\mu_k^n - \theta_1}. \tag{17}
\]

According to [19] Lemma 1, both $H_{gt}(\mu_k^n)$ and $H_{bt}(\mu_k^n)$ are continuous and strictly increasing functions for $0 < \mu_k^n < 1$, while $H_{gt}(\mu_k^n)$ is strictly concave and $H_{bt}(\mu_k^n)$ is strictly convex. Moreover, the inverse functions $H_{gt}^{-1}(\mu_k^n)$ of $H_{gt}(\mu_k^n)$ and $H_{bt}^{-1}(\mu_k^n)$ of $H_{bt}(\mu_k^n)$ exist, and they are strictly increasing for $0 < \mu_k^n < r$, proofs can be found in [22] Appendix A. The inverse function $H_{bt}^{-1}(\mu_k^n)$ is

\[
H_{bt}^{-1}(\mu_k^n) = \frac{(1 - \theta_1)\mu_k^n}{(\theta_0 - \theta_1)\mu_k^n + (1 - \theta_0)r} \tag{18}
\]

for $0 < \mu_k^n < r$. The existence of inverse leads to the use of function composition, i.e. $H_{bt}(H_{bt}^{-1}(\mu_k^n)) = \mu_k^n$.

The functions $H_{gt}(\mu_k^n)$ and $H_{bt}(\mu_k^n)$ depend on the fixed parameters, $r$, $\theta_0$ and $\theta_1$ as well. The critical point for choosing the fixed parameters is to ensure the criteria, $r\theta_0 > \theta_1$, so that $H_{gt}(\mu^*) = \mu^* > 0$ does exist. The value of $\mu^*$ is computed as

\[
\mu^* = \frac{r\theta_0 - \theta_1}{\theta_0 - \theta_1} \tag{19}
\]

The point, $\mu^*$, divides the domain of $\mu_k^n$ into 2 subdomains, $\mu^* < H_{gt}(\mu_k^n) < \mu_k^n$ for $\mu_k^n > \mu^*$ and $H_{gt}(\mu_k^n) > \mu_k^n$ for $0 < \mu_k^n < \mu^*$. If $r\theta_0 \leq \theta_1$, then $0 < H_{gt}(\mu_k^n) < \mu_k^n$ for $0 < \mu_k^n \leq 1$, and hence, $H_{gt}(\mu^*) = \mu^*$ does not exist, as shown in Fig. 8. In Fig. 3(a) parameters satisfy $r\theta_0 > \theta_1$ and $H_{gt}(\mu^*) = \mu^*$.
The solution to

exists. If the observation on the state is \( g_t \), one knows that the probability of being in the up-to-date state will increase at the next time step, i.e. \( \mu^*_k+1 > \mu^*_k \), for \( 0 < \mu^*_k < \mu^* \), whereas it will decrease for \( \mu^* < \mu^*_k \leq 1 \), as shown in Fig. 3(a). If \( \mu^* \) does not exist, as shown in Fig. 3(b), then the same probability always decreases, i.e. \( \mu^*_k+1 < \mu^*_k \), irrespective of the observation. Thus, the provided observations can be considered to be informative, if \( \mu^* \) exists, i.e. for \( r \theta_0 > \theta_1 \). The existence of \( \mu^* \) is not critical for the implementation of the scheme, but important for its conceptual understanding.

Next, we discuss the value function and associated optimal policy for the infinite-horizon problem where the probability calculations given in this section is required in the computations.

1) Infinite-Horizon Value Functions: The solution to the stochastic control problem described is studied only for the infinite-horizon case. There is no fixed period which the problem restarts with a given set of initial parameters for the target tracking problem. For this problem, each target has a different motion characteristic, and hence, the target-based generalization of initial parameters is not practical. Furthermore, the infinite-horizon case solution has the advantage of requiring less computation. It only requires the computation of a fixed threshold for the asymptotic probability of being in the up-to-date state. Therefore, with a simple threshold policy, whenever the up-to-date state probability is less than the threshold, the optimal action becomes an update action.

The optimal action is determined via the optimal value function, \( V^n(\cdot) \), according to the probability of being in the up-to-date state, \( \mu^*_k \),

\[
V^n(\mu^*_k) = \max \left\{ V^n_{nupd}(\mu^*_k), V^n_{upd}(\cdot) \right\},
\]

where \( V^n_{nupd}(\mu^*_k) \) and \( V^n_{upd}(\cdot) \) are the infinite-horizon value functions for NUPD and UPD actions, respectively as follows:

\[
V^n_{nupd}(\mu^*_k) = \mu^*_k + \alpha \sum_{i \in \{gt, bt\}} P_i(\mu^*_k) V^n(\mathcal{H}_i(\mu^*_k))
\]

\[
= \mu^*_k + \alpha P_{gt}(\mu^*_k) V^n(\mathcal{H}_{gt}(\mu^*_k)) + P_{bt}(\mu^*_k) V^n(\mathcal{H}_{bt}(\mu^*_k)),
\]

\[
V^n_{upd} = -K^n_k + V^n_{nupd}(q),
\]

where \( \alpha \) is a discount factor satisfying \( 0 < \alpha < 1 \).

The value functions \( (21) \) and \( (22) \) depend explicitly on each other via \( V^n(\mu^*_k) \) given in \( (20) \). Furthermore, \( V^n_{nupd}(\mu^*_k) \), given in \( (21) \), is related to the optimal value function, \( V^n(\cdot) \) through the functions \( \mathcal{H}_{gt}(\mu^*_k) \) and \( \mathcal{H}_{bt}(\mu^*_k) \), while \( V^n(\cdot) \), given in \( (20) \), is already related to \( V^n_{nupd}(\cdot) \).

It is not possible to express \( V^n_{nupd}(\mu^*_k) \) without any assumptions on \( \mathcal{H}_{gt}(\mu^*_k) \) and \( \mathcal{H}_{bt}(\mu^*_k) \). Choosing \( \theta_1 = 0 \), as stated in [12], is a practical choice which assumes that the probability of observing a good track given that corresponding target is in the state state is 0 and it also avoids always-decreasing probability of the up-to-date state by ensuring \( r \theta_0 > \theta_1 \), i.e. the existence of \( \mu^* \). Then, it is only possible that a good track is observed from a target in the up-to-date state. With this assumption, \( (21) \) can be simplified as

\[
V^n_{nupd}(\mu^*_k) = K^n_k + \alpha \left[ \theta_0 \mu^*_k V^n(r) + (1 - \theta_0 \mu^*_k) V^n(\mathcal{H}_{bt}(\mu^*_k)) \right],
\]

Another simplification on the parameter \( q \), the probability of transition to the up-to-date state upon the update action, as shown in Fig. 1(b) is required. To make the model more realistic, perhaps pessimistic, we take \( q = r \), \( r \neq 1 \), meaning that update action may fail (due to radar sensing environment). Then, \( (22) \) becomes

\[
V^n_{upd} = -K^n_k + V^n_{nupd}(r).
\]

In order to evaluate the value of \( V^n_{nupd}(r) \) from \( (23) \), we need

\[
V^n(r) = \max \left\{ V^n_{nupd}(r), V^n_{upd}(\cdot) \right\} = \max \left\{ K^n_k + V^n_{nupd}(r), V^n_{upd}(\cdot) \right\}.
\]

Since \( K^n_k \) given in \( (5) \) cannot be negative valued, the equation \( (25) \) becomes

\[
V^n(r) = K^n_k + V^n_{upd}(r).
\]
By using \((26)\), the simplified value function of NUPD action, \((25)\) becomes
\[
V_{n\text{upd}}^n(\mu^n_k) = \mu^n_k + \alpha \theta_0 \mu^n_k (K^n + V_{n\text{upd}}) + (1 - \theta_0 \mu^n_k) V^n(\mathcal{H}_{bt}(\mu^n_k)) \tag{27}
\]

2) The Threshold Value for Decision-Making: The threshold value for the target-\(n\), which is denoted as \(\mu^n_{th}\), is the solution of \(V_{n\text{upd}}^n(\mu^n_k) = V_{n\text{upd}}^n\), where LHS and RHS are given in \((27)\) and \((24)\) respectively. Then, the decision-making process is given as
\[
\mu^n_k = \begin{cases} \text{NUPD}, & \mu^n_k \geq \mu^n_{th} \\ \text{UPD}, & \text{otherwise} \end{cases} \tag{28}
\]
such that the action is no-update on the track if the threshold is exceeded.

It is not straightforward to obtain \((24)\) and \((27)\) owing to the presence of \(V_{n\text{upd}}^n(\mu^n_k)\) in \((24)\). Fig. 4 is given to visualize the value function of NUPD action obtained from the basic parameters, \(\alpha, \theta_0, r, K^n_k\). The function \(V_{n\text{upd}}^n(\mu^n_k)\) is the pointwise maximum of linear functions cutting \(\mu^n_k = 0\) axis at \(\alpha^3 V_{n\text{upd}}, \alpha^2 V_{n\text{upd}}\) and \(\alpha V_{n\text{upd}}\) for \(0 \leq \mu^n_k \leq 1\). Thus, it is a piecewise linear convex function, see [12] Theorem 2. The intersection points of these linear functions are the breakpoints of \(V_{n\text{upd}}^n(\mu^n_k)\) such that \(B_1 = H^n_{bt}^{-1}(\mu^n_k)\) and \(B_2 = H^n_{bt}^{-1}(B_1)\). The number of linear functions, namely linear segments of \(V_{n\text{upd}}^n(\mu^n_k)\), \(M\), is determined with \(\mu^n_{th}\) satisfying \(r > H^n_{bt}(r) > H^n_{bt}^{-1}(r) > \cdots > H^n_{bt}^{-2}(r) > H^n_{bt}^{-1}(r) > \mu^n_{th} > H^n_{bt}(r)\), see [12] Corollary 1. To obtain \(M\), the constraint \(H^n_{bt}(r) < \mu^n_{th}\) is utilized, where \(H^n_{bt}(r)\) is found by evaluating \((17)\) recursively. For each \(M\) value starting from \(M = 1\), \(\mu^n_{th}\) is computed and compared with \(H^n_{bt}(r)\) until the constraint holds. The expression of \(\mu^n_{th}\) depending on \(M\) and the basic parameters will be provided later.

The relation between \(\mu^n_{th}\) and \(V_{n\text{upd}}^n\) can be found from \((27)\) at \(\mu^n_k = \mu^n_{th}\) by replacing \(V_{n\text{upd}}(\mu^n_k)\) and \(V^n(\mathcal{H}_{bt}(\mu^n_{th}))\) with \(V_{n\text{upd}}^n\), where the latter is the result of \(H_{bt}(\mu^n_{th}) < \mu^n_{th}\), as shown in Fig. 3(a). Then, \(\mu^n_{th}\) can be computed as
\[
\mu^n_{th} = \frac{1 - \alpha}{1 + \alpha \theta_0 K^n_k} V_{n\text{upd}}^n, \tag{29}
\]

if \(V_{n\text{upd}}^n\) is known, see [12] Proposition 4. Thus, the value of \(V_{n\text{upd}}^n\) is the most critical point of the calculations.

The expression of \(V_{n\text{upd}}^n\) depending on \(M\) and the basic parameters is found by solving \(M + 1\) distinct equations, \(V^n(r), V^n(\mathcal{H}_{bt}(r)), \ldots, V^n(\mathcal{H}_{bt}^{M-1}(r))\) from \((25)\) owing to \(V^n(\mu^n_k) = V_{n\text{upd}}^n(\mu^n_k)\) for \(\mu^n_k > \mu^n_{th}\), and \(V^n(\mathcal{H}_{bt}(r)) = V_{n\text{upd}}^n\). Then, \(V_{n\text{upd}}^n\) can be computed by
\[
V_{n\text{upd}}^n \triangleq A_M(r) (1 + \alpha \theta_0 K^n_k) - K^n_k \frac{1}{1 - \alpha \theta_0 A_M(r) - B_M(r)}, \tag{30}
\]
where \(A_M(r)\) is defined as
\[
A_M(r) \triangleq M - 1 \sum_{i=1}^{M-1} r + \prod_{j=0}^{i-1} (1 - \theta_0 H^n_{bt}(r)), \quad M \geq 2 \tag{31}
\]
and \(B_M(r)\) is defined as
\[
B_M(r) \triangleq M - 1 \prod_{i=0}^{M-1} (1 - \theta_0 H^n_{bt}(r)), \quad M \geq 2 \tag{32}
\]
for \(M \geq 1\) by supposing that \(V_{n\text{upd}}^n(\mu^n_k)\) consists of \(M\) segments, see [12] Theorem 3 and 4. Derivations of \(A_M(r)\) and \(B_M(r)\) can be found in [22] Chapter 4.

A careful examination of \((30)\) reveals that \(V_{n\text{upd}}^n\) can be negative valued depending on the \(K^n_k\) value. If \(K^n_k\) is high enough, then \(V_{n\text{upd}}^n\) is negative valued, and hence, \(\mu^n_{th}\) also becomes also negative according to \((29)\). Therefore, the NUPD action immediately becomes the optimal action for the negative threshold values since \(\mu^n_{th}\) is always positive. This observation simplifies the computations for the decision-making process, since it is possibly to infer whether \(\mu^n_{th}\) is negative or not, from \(K^n_k\). When
\[
K^n_k > r / (1 - \alpha r),
\]
a degenerate policy emerges and the optimal action is always NUPD [23] Proposition 2], see the proof of Proposition 3 [22] Chapter 4.

Then, the threshold value \(\mu^n_{th}\) is explicitly described in Table II. Here, line 2 checks whether the parameters cause a degenerate policy or not. Lines 5 to 18 start with \(M = 1\) and increase \(M\) until \(H^n_{bt}(r) < \mu^n_{th}\) is satisfied, meanwhile, \(\mu^n_{th}\) is computed by evaluating \((17), (31), (32), (30)\) and \((33)\).

We present the outputs of the algorithm in Table II for some special cases in Table III. This table can also
TABLE II
ALGORITHM FOR COMPUTING THE THRESHOLD VALUE

| 1: function Threshold($\alpha$, $\theta_0$, $r$, $K^n_k$) |
| 2: if $K^n_k > r/(1-\alpha)$ then |
| 3: $\mu_{th}^n = 0$ |
| 4: else |
| 5: $M = 1$ |
| 6: compute $H^n_M(r)$ from (17) |
| 7: compute $A^n_M(r)$ from (31) |
| 8: compute $B^n_M(r)$ from (32) |
| 9: compute $V^n_{\text{upd}}$ from (39) |
| 10: compute $\mu_{th}^n$ from (33) |
| 11: while $H^n_M(r) > \mu_{th}^n$ do |
| 12: $M + +$ |
| 13: compute $H^n_M(r)$ from (17) |
| 14: compute $A^n_M(r)$ from (31) |
| 15: compute $B^n_M(r)$ from (32) |
| 16: compute $V^n_{\text{upd}}$ from (39) |
| 17: compute $\mu_{th}^n$ from (33) |
| 18: end while |
| 19: end if |
| 20: return $\mu_{th}^n$ |
| 21: end |

be used for debugging purposes. Here, we assume that $\alpha = 0.99$ and other basic parameters, $\theta_0$, $r$ and $K^n_k$ are changed to obtain distinct infinite-horizon value functions. The algorithm outputs, namely the threshold values and the numbers of segments, are given in Table III.

Some comments on the data of Table III can be given as follows:

- The higher $r$ makes $\mu_{th}^n$ higher since $A^n_M(r)$ increases with $r$, and $V^n_{\text{upd}}$ also increases. This statement can be deduced from (30).
- The higher $K^n_k$ makes $\mu_{th}^n$ smaller. That is

$$K^n_k < r/(1-\alpha) \land K^n_k < r/(1-\alpha) \implies \mu_{th}^n \to 0.$$  

- $M$ depends on both $\theta_0$ and $K^n_k$, as illustrated more clearly for $K^n_k = 2.5$ in Table III.

Up to now, we have discussed how to decide whether a single target requires an update action or not based on its estimated track accuracy and calculated threshold given by the suggested algorithm. For the multiple target tracking scenarios, there can be a situation that several targets requiring an update at the same time, i.e. the up-to-date state probability falls below the corresponding threshold level. For such cases, we need to develop a policy for the selection of the most suitable target.

C. Problem Solution: Target Selection Policies

We present three policies for the selection of the track to be updated. The first policy is based on the machine replacement problem and uses the threshold policy for the selection of track. The other policies use IMM outputs, but not the threshold value; hence, they are simpler to implement.

1) Decision Policy (DecP): This policy selects the track to be updated among the tracks satisfying the condition $\mu_{th}^n < \mu_{th}^n$ for $n = 1, 2, \ldots, N_k$. It should be remembered that this condition is analogous to the decision of machine replacement.

The decision policy (DecP) selects the target-$i$ according to

$$i = \arg\min_{n \in \{1, 2, \ldots, N_k\}} \{\mu_{th}^n - \mu_{th}^n\},$$  

subject to $x^n_{\text{requesting},k} = 1$  

$$\mu_{th}^n < \mu_{th}^n.$$  

Ideally, the condition $\mu_{th}^n < \mu_{th}^n$ should be satisfied only if the track is sufficiently degraded. If none of the tracks is not sufficiently degraded, there is no track update. Hence, under the ideal conditions, the radar resources are not wasted by updating the tracks solely by the lateness value.

It should be remembered that this method has multiple criterion to be satisfied to grant a track update. First, by the requirement of the TB method, $t_{TB}$ value should be non-negative; hence, the lateness parameter should be either zero or a positive number. Second, the track should be sufficiently degraded, which is a condition checked by $\mu_{th}^n < \mu_{th}^n$. Third, among all tracks satisfying first two conditions, the track with the highest gap to threshold is selected.

2) Tracking Error Minimization Policy (MinTE): This is a greedy policy implementing the update of the track based on the IMM mixed covariance matrices of the targets. The aim is to select the target among the set of targets with non-negative $t_{TB}$ value and the worst case tracking error. To select the target-$i$, this method takes into account the mixed covariance matrix, but not the mode-probabilities of IMM:

$$i = \arg\max_{n \in \{1, 2, \ldots, N_k\}} \{\text{tr}\left(P^n_k\right)\},$$  

subject to $x^n_{\text{requesting},k} = 1$  

It should be noted that the target with the highest trace of IMM mixed covariance matrix may not necessarily correspond to a rapidly maneuvering target. This policy does not exert any effort in detecting the maneuvering action of the target.
3) Pursuing the Most Maneuvering Target Policy (PurMM): It should be remembered that the probability of up-to-date state is given as \( \mu_k^n \). Then, the updated target can be chosen according to the product of the trace of IMM mixed covariance matrix and the stale state probability, \( 1 - \mu_k^n \):

\[
i = \arg\max_{n \in \{1, 2, ..., N_k\}} \left\{ (1 - \mu_k^n) \text{tr}\left(P_k^n\right) \right\}. \tag{36}
\]

This method aims to give higher priority to the targets with having a high probability of maneuvering, namely probability of the mode with high process noise. Hence, this method is called as the method of pursuing the most maneuvering target (PurMM).

IV. NUMERICAL COMPARISONS

The assumed instrumented range for the simulator is 200 km. Within this detection range, the assigned priority changes from 1 to 5 according to the detected target range with a range step of 40 km. For example, the target at the range of 60 km is assigned to the priority level 4, which is the second highest priority level. The measurement noise is \( \mathcal{N}(0, \sigma_r^2) \) and \( \mathcal{N}(0, \sigma_a^2) \) for range and azimuth, respectively, where \( \sigma_r = 80 \text{ m} \) and \( \sigma_a = 3 \text{ mrad} \). Further details on radar simulator can be found in [22]. Due to the nature of conventional TB scheduler, the target selection policies are applied on the targets with the same priority. Hence, the tracking error of targets at only similar ranges are compared by these policies.

A. Case 1: Single Target Tracking Case

To illustrate the improvement brought by the DecP, we compare the performance of TB method utilizing the DecP with the conventional TB method. The conventional TB method does not utilize the track information provided by IMM. Hence, its performance is expected to be inferior to the one utilizing the DecP. Our goal is to contrast the difference between the two.

The Fig. 5(a) shows the performance of conventional method on non-maneuvering (left panel of Fig. 5(a) and maneuvering (right panel) targets. The tracking performance of the TB method with DecP is given in Fig. 5(b).

In this figure, the confidence ellipses are drawn to illustrate the tracking performance. A visual comparison of top and bottom panels of Fig. 5 immediately reveals that the DecP yields a better performance by refraining from, or postponing, unnecessary track updates.

More specifically, for the non-maneuvering target, the average tracking error, namely the average of the trace of IMM mixed covariance matrices, decreases from \( 1.93 \times 10^5 \text{ m}^2 \), given in the top part of Fig. 6(a), to \( 1.59 \times 10^5 \text{ m}^2 \), given in the top part of Fig. 6(b). For the maneuvering target, the average tracking error decreases from \( 2.63 \times 10^7 \text{ m}^2 \) to \( 2.39 \times 10^7 \text{ m}^2 \). Furthermore, the maximum value of the tracking error is also smaller with the DecP, which is a criterion that can be especially important for rapidly maneuvering targets.

However, it is important to remind that the DecP does not guarantee a better operation at every run, but can present significant improvements in the scenarios where the beginning of target maneuvering can be effectively sensed with the IMM mode-probabilities.

B. Case 2: Multiple Target Tracking Case

The proposed methods are evaluated for the scenario of multiple targets in addition to the surveillance tasks. The target tracks are randomly generated for each scenario of 200 seconds. Each target has randomly chosen transition probability matrix out of five matrices, while the IMM tracker makes use of fixed transition probability out of five matrices, which is the second highest priority level. The measurement noise is \( \mathcal{N}(0, \sigma_r^2) \) and \( \mathcal{N}(0, \sigma_a^2) \) for range and azimuth, respectively, where \( \sigma_r = 80 \text{ m} \) and \( \sigma_a = 3 \text{ mrad} \). Further details on radar simulator can be found in [22]. Due to the nature of conventional TB scheduler, the target selection policies are applied on the targets with the same priority. Hence, the tracking error of targets at only similar ranges are compared by these policies.

In Table IV and V, the suggested methods are compared for the scenarios of 15 and 25 in-track-targets, respectively. Our main goal is to compare the performance statistics resulting from the application of the conventional TB method and TB method augmented with the suggested policies.

In order to illustrate the effect of the loading condition more explicitly, we assume that the radar system can utilize multiple-frequency bands concurrently. An increase in the number of frequency bands reduces the load seen from the resource management side [22]. The number of frequency bands is selected as 2 in Table IV(a) and V(a) and the number of bands is selected as 7 in Table IV(b) and V(b).

When the proposed methods (DecP, MinTE and PurMM) are compared with the conventional TB method, it can be seen that the DecP is the method which has the smallest number of probable drops and the smallest average of errors for all cases. Yet, the alternatives to the DecP (MinTE and PurMM) are almost equally good for this case.

Tables also illustrate the performance comparison of the methods in a competitive sense. From the bottom part of the tables, it can be noted the conventional method has most frequently provided the poorest tracking error performance for the duration of complete scenarios, while the DecP has the smallest number of bad performances.
In Table VI, the distributions of standings given in Table IV and V are combined for a clearer comparison. Table VI indicates that the DecP is the most frequently successful policy among the four. It can be said that the DecP successfully traded the unnecessary track updates of targets having accurately predictable tracks, e.g. non-maneuvering targets, with the track quality depreciating targets, e.g. maneuvering targets. This conclusion can be further justified by examining the average of errors criteria in the tables where the DecP is the best policy in all cases. Hence, as in the single target case, the DecP, in essence, manages to “detect” the beginning of
TABLE IV
COMPARISON OF THE DECISION POLICIES FOR 15 TARGETS

(a) The number of frequency bands is 2.

| Average of statistics after 100 simulations | Conv. | DecP | MinTE | PurMM |
|-------------------------------------------|-------|------|-------|-------|
| # of tracking tasks                       | 288.91| 292.11| 289.73| 289.20|
| # of surveillances                        | 17.52 | 17.43| 17.37 | 17.52 |
| # of prob. drops                          | 23.76 | 23.04| 23.12 | 23.08 |
| Occupancy (%)                             | 48.43 | 48.69| 48.37 | 48.47 |
| Cost ($s^2$)                               | $9.13 \times 10^4$ | $1.01 \times 10^5$ | $9.49 \times 10^4$ | $1.11 \times 10^5$ |
| Avg. of errors (m$^2$)                     | $4.70 \times 10^5$ | $3.69 \times 10^5$ | $3.97 \times 10^5$ | $4.64 \times 10^5$ |

Distributions of standings in avg. of errors

Best          | 20   | 38   | 19   | 23   |
Runner-up     | 24   | 24   | 33   | 19   |
Honorable Mention | 25   | 21   | 30   | 24   |
Last           | 31   | 17   | 18   | 34   |

(b) The number of frequency bands is 7.

| Average of statistics after 100 simulations | Conv. | DecP | MinTE | PurMM |
|-------------------------------------------|-------|------|-------|-------|
| # of tracking tasks                       | 502.54| 504.67| 504.22| 503.18|
| # of surveillances                        | 19.13 | 19.10| 18.98 | 19.09 |
| # of prob. drops                          | 8.38  | 8.22 | 8.39  | 8.30  |
| Occupancy (%)                             | 74.17 | 74.32| 74.18 | 74.15 |
| Cost ($s^2$)                               | $9.49 \times 10^2$ | $8.13 \times 10^2$ | $7.28 \times 10^2$ | $9.58 \times 10^2$ |
| Avg. of errors (m$^2$)                     | $8.95 \times 10^4$ | $8.77 \times 10^4$ | $8.82 \times 10^4$ | $8.89 \times 10^4$ |

Distributions of standings in avg. of errors

Best          | 20   | 26   | 32   | 22   |
Runner-up     | 24   | 30   | 17   | 29   |
Honorable Mention | 16   | 35   | 26   | 23   |
Last           | 40   | 9    | 25   | 26   |

TABLE V
COMPARISON OF THE DECISION POLICIES FOR 25 TARGETS

(a) The number of frequency bands is 2.

| Average of statistics after 100 simulations | Conv. | DecP | MinTE | PurMM |
|-------------------------------------------|-------|------|-------|-------|
| # of tracking tasks                       | 294.93| 296.39| 296.66| 298.07|
| # of surveillances                        | 24.55 | 24.55| 24.40 | 24.63 |
| # of prob. drops                          | 38.40 | 37.37| 37.98 | 37.94 |
| Occupancy (%)                             | 55.70 | 55.84| 55.72 | 56.11 |
| Cost ($s^2$)                               | $5.21 \times 10^5$ | $5.22 \times 10^5$ | $4.79 \times 10^5$ | $5.28 \times 10^5$ |
| Avg. of errors (m$^2$)                     | $8.73 \times 10^5$ | $7.44 \times 10^5$ | $8.60 \times 10^5$ | $8.14 \times 10^5$ |

Distributions of standings in avg. of errors

Best          | 20   | 28   | 18   | 34   |
Runner-up     | 26   | 31   | 21   | 22   |
Honorable Mention | 25   | 24   | 32   | 19   |
Last           | 29   | 17   | 29   | 25   |

(b) The number of frequency bands is 7.

| Average of statistics after 100 simulations | Conv. | DecP | MinTE | PurMM |
|-------------------------------------------|-------|------|-------|-------|
| # of tracking tasks                       | 538.33| 538.74| 537.18| 537.53|
| # of surveillances                        | 25.86 | 25.94| 26.02 | 26.10 |
| # of prob. drops                          | 39.48 | 39.33| 40.48 | 40.10 |
| Occupancy (%)                             | 83.76 | 83.88| 83.79 | 83.92 |
| Cost ($s^2$)                               | $1.68 \times 10^5$ | $1.80 \times 10^5$ | $1.80 \times 10^5$ | $1.80 \times 10^5$ |
| Avg. of errors (m$^2$)                     | $3.35 \times 10^5$ | $3.28 \times 10^5$ | $3.49 \times 10^5$ | $3.58 \times 10^5$ |

Distributions of standings in avg. of errors

Best          | 22   | 35   | 21   | 22   |
Runner-up     | 35   | 25   | 21   | 19   |
Honorable Mention | 21   | 28   | 16   | 35   |
Last           | 22   | 12   | 42   | 24   |

TABLE VI
OVERALL DISTRIBUTIONS OF STANDINGS IN AVERAGE OF ERRORS AFTER 400 SIMULATIONS

| Conclusions | Conv. | DecP | MinTE | PurMM |
|-------------|-------|------|-------|-------|
| Best        | 82    | 127  | 90    | 101   |
| Runner-up   | 109   | 110  | 92    | 89    |
| Honorable Mention | 87    | 108  | 104   | 101   |
| Last        | 122   | 55   | 114   | 109   |

a maneuver successfully and does not grant unnecessary updates to a track in spite of its potentially large lateness value. Interested readers may examine [22] for more comparisons.

C. Comparisons with Task Prioritization Methods

We compare the conventional TB and DecP with two other task prioritization methods based on neural network [6], [7] and fuzzy logic [5]. The detailed descriptions on these methods such as the choice of training set for the neural network based scheme and the membership functions for the fuzzy logic based scheme can be found in Appendix. Similar to the decision policies, these methods incorporate the tracking error into decision-making. In addition, they use some other inputs such as the radial velocity and the allowable lateness for the task prioritization. Unlike the decision policies, which are applied only when the conventional TB requires selecting one of targets having the same priority level, the task prioritization methods are continually applied.

In Table VII and VIII the DecP is compared with the task prioritization methods for 15 and 25 targets, respectively. From the viewpoint of minimum average tracking error, the DecP policy remains as the best choice. On the other hand, the task prioritization methods provides the minimum number of probable drops due to the inclusion of the allowable lateness parameter in the scheduler design.

V. CONCLUSIONS

In this work, we adapt the solution methods for the well-known machine replacement problem to the RRM problem. We propose practical performance improvement policies for the TB method. The conventional TB method does not have the capacity to adapt to the unfolding target tracking scenario. To provide some adaptation
TABLE VII

COMPARISON WITH TASK PRIORITIZATION METHODS FOR 15 TARGETS

(a) The number of frequency bands is 2.

|                      | Average of statistics after 100 simulations |                      |                      |                      |
|----------------------|--------------------------------------------|----------------------|----------------------|----------------------|
|                      | Conv. | DecP | Neural N. | Fuzzy L. |                      |                      |                      |                      |
| # of tracking tasks  | 288.91 | 292.11 | 287.21 | 283.26 |                      |                      |                      |                      |
| # of surveillances   | 17.52  | 17.43  | 16.70  | 16.61  |                      |                      |                      |                      |
| # of prob. drops     | 23.76  | 23.04  | 21.75  | 21.34  |                      |                      |                      |                      |
| Occupancy (%)        | 48.43  | 48.69  | 47.46  | 47.16  |                      |                      |                      |                      |
| Cost (s²)            | 9.13×10⁴ | 1.01×10⁵ | 1.29×10⁵ | 1.56×10⁵ |                      |                      |                      |                      |
| Avg. of errors (m²)  | 4.70×10⁵ | 3.69×10⁵ | 5.13×10⁵ | 6.94×10⁵ |                      |                      |                      |                      |
| Distributions of standings in avg. of errors |                      |                      |                      |                      |                      |                      |                      |
| Best                 | 21     | 49     | 24     | 6      |                      |                      |                      |                      |
| Runner-up            | 37     | 25     | 22     | 16     |                      |                      |                      |                      |
| Honorable Mention    | 22     | 19     | 35     | 24     |                      |                      |                      |                      |
| Last                 | 20     | 7      | 19     | 54     |                      |                      |                      |                      |

(b) The number of frequency bands is 7.

|                      | Average of statistics after 100 simulations |                      |                      |                      |
|----------------------|--------------------------------------------|----------------------|----------------------|----------------------|
|                      | Conv. | DecP | Neural N. | Fuzzy L. |                      |                      |                      |                      |
| # of tracking tasks  | 502.54 | 504.67 | 509.66 | 509.08 |                      |                      |                      |                      |
| # of surveillances   | 19.13  | 19.10  | 18.56  | 18.48  |                      |                      |                      |                      |
| # of prob. drops     | 8.38   | 8.22   | 7.45   | 7.58   |                      |                      |                      |                      |
| Occupancy (%)        | 74.17  | 74.32  | 74.38  | 74.22  |                      |                      |                      |                      |
| Cost (s²)            | 4.99×10² | 8.13×10² | 7.90×10² | 4.95×10³ |                      |                      |                      |                      |
| Avg. of errors (m²)  | 8.95×10⁴ | 8.77×10⁴ | 8.88×10⁴ | 9.49×10⁴ |                      |                      |                      |                      |
| Distributions of standings in avg. of errors |                      |                      |                      |                      |                      |                      |                      |
| Best                 | 15     | 36     | 32     | 17     |                      |                      |                      |                      |
| Runner-up            | 31     | 28     | 23     | 18     |                      |                      |                      |                      |
| Honorable Mention    | 32     | 27     | 21     | 20     |                      |                      |                      |                      |
| Last                 | 22     | 9      | 24     | 45     |                      |                      |                      |                      |

capability, we present a decision policy, DecP, and two other alternatives.

The results show that DecP based TB method yields better tracking performance, by trading the unnecessary updates of targets having accurately predictable tracks with the targets suffering from track quality degradations, say maneuvering targets. This is achieved, in effect, with the early detection of the track quality degradations via the utilization of information provided by IMM filter in the decision-making. In the numerical comparisons, it has been noted that the suggested DecP based TB method is the method with the fewest worst case tracking performance. Furthermore, the suggested policy does not only improve the average tracking performance, but can also reduce the target drops.

The suggested policy is also compared with the knowledge-based task prioritization methods based on neural networks and fuzzy logic. The neural network based scheme shows a competitive performance due to the efficient training process, while the fuzzy logic shows a rather poor performance and requires more computational time due to large number of rules. Thus, the capabilities of knowledge-based methods are limited by training process or inference rules. The suggested decision policy is rather simple and does present a good track quality improvement according to several performance metrics.
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APPENDIX

DESCRIPTIONS OF THE TASK PRIORITIZATION METHODS EVALUATED FOR COMPARISONS

Task prioritization methods based on neural network [6, 7] and fuzzy logic [5] could not be implemented directly as described in references, due to distinctions between problem models. We define common input variables to adapt these methods to our radar system and to fairly compare them. Input variables are as follows:

- Position variable denotes the normalized position of a target relative to the innermost point of a priority ring within the same azimuth angle, e.g.

TABLE VIII

COMPARISON WITH TASK PRIORITIZATION METHODS FOR 25 TARGETS

(a) The number of frequency bands is 2.

|                      | Average of statistics after 100 simulations |                      |                      |                      |
|----------------------|--------------------------------------------|----------------------|----------------------|----------------------|
|                      | Conv. | DecP | Neural N. | Fuzzy L. |                      |                      |                      |                      |
| # of tracking tasks  | 294.93 | 296.39 | 290.72 | 276.92 |                      |                      |                      |                      |
| # of surveillances   | 24.55  | 24.55  | 23.84  | 23.62  |                      |                      |                      |                      |
| # of prob. drops     | 38.40  | 37.37  | 35.03  | 35.99  |                      |                      |                      |                      |
| Occupancy (%)        | 55.70  | 55.84  | 54.58  | 53.16  |                      |                      |                      |                      |
| Cost (s²)            | 5.21×10⁵ | 5.22×10⁵ | 5.76×10⁵ | 7.10×10⁵ |                      |                      |                      |                      |
| Avg. of errors (m²)  | 8.73×10⁵ | 7.44×10⁵ | 9.23×10⁵ | 1.36×10⁶ |                      |                      |                      |                      |
| Distributions of standings in avg. of errors |                      |                      |                      |                      |                      |                      |                      |
| Best                 | 24     | 38     | 30     | 8      |                      |                      |                      |                      |
| Runner-up            | 39     | 36     | 16     | 9      |                      |                      |                      |                      |
| Honorable Mention    | 25     | 14     | 35     | 26     |                      |                      |                      |                      |
| Last                 | 12     | 12     | 19     | 57     |                      |                      |                      |                      |

(b) The number of frequency bands is 7.

|                      | Average of statistics after 100 simulations |                      |                      |                      |
|----------------------|--------------------------------------------|----------------------|----------------------|----------------------|
|                      | Conv. | DecP | Neural N. | Fuzzy L. |                      |                      |                      |                      |
| # of tracking tasks  | 538.33 | 538.74 | 538.31 | 519.42 |                      |                      |                      |                      |
| # of surveillances   | 25.86  | 25.94  | 25.27  | 25.31  |                      |                      |                      |                      |
| # of prob. drops     | 39.48  | 39.33  | 35.29  | 36.96  |                      |                      |                      |                      |
| Occupancy (%)        | 83.76  | 83.88  | 83.24  | 81.53  |                      |                      |                      |                      |
| Cost (s²)            | 1.68×10⁵ | 1.89×10⁵ | 2.45×10⁵ | 3.70×10⁵ |                      |                      |                      |                      |
| Avg. of errors (m²)  | 3.35×10⁵ | 3.28×10⁵ | 4.55×10⁵ | 6.15×10⁵ |                      |                      |                      |                      |
| Distributions of standings in avg. of errors |                      |                      |                      |                      |                      |                      |                      |
| Best                 | 35     | 48     | 16     | 1      |                      |                      |                      |                      |
| Runner-up            | 46     | 36     | 15     | 3      |                      |                      |                      |                      |
| Honorable Mention    | 13     | 10     | 53     | 24     |                      |                      |                      |                      |
| Last                 | 6      | 6      | 16     | 72     |                      |                      |                      |                      |
the position of a target at the range of 50 km is \(\text{mod}(50, 40) = 0.25\). It varies between 0 and 1.

- **Radial velocity** variable denotes the radial velocity of a target. For evaluations, it varies between 0 and 350 m/s. Hence, the radial velocity higher than 350 m/s is truncated to 350 m/s.

- **Tracking invalidity** variable denotes the severity of average tracking error. We utilize the hyperbolic tangent sigmoid transfer function \(\tansig(\cdot)\), which is mathematically equivalent to the hyperbolic tangent function \(\tanh(\cdot)\), such that the tracking invalidity of a target is

\[
TI(x) = \frac{2}{1 + e^{-2x/10^6}} - 1, \quad (37)
\]

where \(x\) is the average tracking error of target. Since \(x\) is a non-negative number, \(TI(x)\) varies between 0 and 1. The smaller error makes the tracking invalidity smaller.

- **Allowable lateness** is a tolerable time difference between actual update time at which the task can be scheduled and due time by which it must be scheduled to successfully accomplish for late update. It varies between 0.6 and 3.2 s. The allowable lateness longer than 3.2 s is truncated to 3.2 s.

- **Original priority** is the priority assigned by the operator. Within the range of 200 km, it is decreased from 5 to 1 by 1 through each ring having 40 km thickness.

- **Tracking task priority** is the output variable changing between 0 and 1.
A. Neural Network

We have trained the network with training set given in Table IX. These data are taken from varying simulations with underloaded and overloaded conditions. There is one hidden layer with 5 neurons. Transfer function of the hidden layer is `tansig` and the output layer is `logsig`.

B. Fuzzy Logic

The membership functions of fuzzy values corresponding to fuzzy variables are shown in Fig. 7. We have defined 333 fuzzy rules based on these fuzzy values. In Fig. 8 the surface representation of tracking task priority is shown when the input variables, position, radial velocity and allowable lateness are fixed as 0.5, 175 m/s and 1.2 s, respectively.

---
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