PARITY OF COEFFICIENTS OF MOCK THETA FUNCTIONS

LIUQUAN WANG

Abstract. We study the parity of coefficients of classical mock theta functions. Suppose \( g \) is a formal power series with integer coefficients, and let \( c(g; n) \) be the coefficient of \( q^n \) in its series expansion. We say that \( g \) is of parity type \((a, 1-a)\) if \( c(g; n) \) takes even values with probability \( a \) for \( n \geq 0 \). We show that among the 44 classical mock theta functions, 21 of them are of parity type \((1, 0)\). We further conjecture that 19 mock theta functions are of parity type \((\frac{1}{2}, \frac{1}{2})\) and 4 functions are of parity type \((\frac{3}{4}, \frac{1}{4})\). We also give characterizations of \( n \) such that \( c(g; n) \) is odd for the mock theta functions of parity type \((1, 0)\).

1. Introduction

In 1920, Ramanujan introduced mock theta functions in his last letter to Hardy. He gave a list of 17 mock theta functions and defined each function as a \( q \)-series in Eulerian form, and he associated with each mock theta function an order. His list contains mock theta functions of orders 3, 5 and 7. For example,

\[
f^{(3)}(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n^2} \quad \text{and} \quad f^{(5)}_0(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n}
\]

are two mock theta functions of orders 3 and 5, respectively. Here we follow [17] to add a superscript \((n)\) to indicate that a mock theta function is of order \( n \). We also adopt the customary \( q \)-series notation:

\[
(a; q)_\infty = \prod_{n=0}^{\infty} (1 - aq^n), \quad |q| < 1,
\]

\[
(a; q)_n = \frac{(a; q)_\infty}{(aq^n; q)_\infty}, \quad n \in \mathbb{N},
\]

\[
(a_1, a_2, \cdots, a_m; q)_n = (a_1; q)_n(a_2; q)_n \cdots (a_m; q)_n, \quad n \in \mathbb{N} \cup \{\infty\}.
\]

Meanwhile, Ramanujan presented some identities satisfied by mock theta functions. He also recorded identities for mock theta functions of orders 6 and 10 in his lost notebook [49]. After their appearance, there have been numerous studies of mock theta functions.

In the past, people are mainly focused on studying Appell-Lerch and Hecke-type series representations of mock theta functions as well as identities satisfied by them.
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Watson [54, 55] found Appell-Lerch series representations for mock theta functions of order 3. For instance, he [54] provided the following Appell-Lerch series representation:

\[ f^{(3)}(q) = \frac{2}{(q; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n}q^{\frac{n^2}{2} + \frac{j^2}{2}}}{1 + q^n}. \]  

(1.5)

Andrews [1] found Hecke-type series representations for mock theta functions of orders 5 and 7 such as

\[ f_{0}^{(5)}(q) = \frac{1}{(q; q)_{\infty}} \sum_{n=0}^{\infty} \sum_{|j| \leq n} (-1)^{j}q^{\frac{j^2}{2}n^2 + \frac{j^2}{2}n - j^2}(1 - q^{4n^2}). \]  

(1.6)

More Appell-Lerch and Hecke-type series representations can be found in the works of Watson [54, 55], Andrews [1], Andrews and Hickerson [5], Berndt and Chan [11], Choi [20, 21], Cui, Gu and Hao [22], Garvan [25, 26], Gordon and McIntosh [30], Hickerson [33], Mortenson [45], Srivastava [51] and Zwegers [59]. Around 2002, based on Appell-Lerch and Hecke-type series representations of mock theta functions, Zwegers [58] successfully explained the modular properties of mock theta functions. For a more comprehensive historical background on mock theta functions, see the survey of Gordon and McIntosh [31], the paper of Hickerson and Mortenson [34] or the recent book of Andrews and Berndt [2]. We remark that in a recent work [17], Chen and the author provided a unified method for establishing Appell-Lerch and Hecke-type series representations for mock theta functions of orders 2, 3, 5, 6 and 8.

Along the process of understanding mock theta functions, people are also interested in arithmetic properties of their coefficients. This was again motivated by the work of Ramanujan, who found that the partition function \( p(n) \), enumerating the number of partitions of \( n \), satisfies beautiful congruences such as

\[ p(5n + 4) \equiv 0 \pmod{5}, \]  

\[ p(7n + 5) \equiv 0 \pmod{7}, \]  

\[ p(11n + 6) \equiv 0 \pmod{11}. \]  

(1.7)  

(1.8)  

(1.9)

Since then a rich theory on arithmetic properties of partitions has been developed by many mathematicians. In contrast, arithmetic properties of coefficients of mock theta functions were less understood. Nevertheless, there have been a number of works which provide congruences satisfied by mock theta functions.

For any formal power series

\[ g(q) = \sum_{n=0}^{\infty} c(n)q^n, \]  

(1.10)

we use \( c(g; n) = c(n) \) to denote the coefficient of \( q^n \) in the series expansion of \( g(q) \). Garthwaite and Penniston [24] showed that \( c(\omega^{(3)}; n) \) satisfies infinitely many Ramanujan-type congruences. Waldherr [52] gave the first explicit examples of such congruences:

\[ c(\omega^{(3)}; 40n + 27) \equiv c(\omega^{(3)}; 40n + 35) \equiv 0 \pmod{5}. \]  

(1.11)
Bruinier and Ono [15] proved some nice identities and congruences modulo 512 for \(c(\omega(3); n)\). Andrews, Passary, Sellers and Yee [6] found more congruences like
\[
c(\omega(3); 8n + 3) \equiv 0 \pmod{4},
\]
\[
c(\omega(3); 8n + 5) \equiv 0 \pmod{8}.
\]
The author [53] found some congruence for \(\nu(3)(q)\) such as
\[
c(\nu(3); 4n + 2) \equiv 0 \pmod{2}.
\]
Several congruences for \(c(\omega(3); n)\) and \(c(\nu(3); n)\) modulo 11 were also presented in [53]. For more congruences satisfied by coefficients of mock theta functions, see the works of Berg et al. [9], Brietzke, Silva and Sellers [14], Chan and Mao [16], Chern and Wang [19], Garthwaite [23], Lin [38], Mao [41, 42], Qu, Wang and Yao [48] and Xia [56], for example.

For any formal power series \(g(q)\) as in (1.10), we define its type modulo a positive integer as follows.

**Definition 1.1.** Given a positive integer \(m\), if the following limits exist
\[
\lim_{N \to \infty} \frac{\# \{0 \leq n < N : c(g; n) \equiv i \pmod{m}\}}{N} = \alpha_i, \quad i = 0, 1, \ldots, m - 1.
\]
Then we say that \(g\) and the sequence \(\{c(g; n) : n \geq 0\}\) are of type \((\alpha_0, \alpha_1, \ldots, \alpha_{m-1})\) modulo \(m\). In particular, when \(m = 2\), we also say that \(g\) and the sequence \(\{c(g; n) : n \geq 0\}\) are of parity type \((\alpha_0, \alpha_1)\).

It is clear from definition that \(\alpha_0 + \alpha_1 + \cdots + \alpha_{m-1} = 1\).

In this paper, we will focus on the parity of coefficients of mock theta functions. This is mainly motivated by research on the parity of the partition function \(p(n)\). It has long been conjectured that \(p(n)\) is of type \((\frac{1}{2}, \frac{1}{2})\) modulo 2, i.e.,
\[
\# \{0 \leq n \leq N : p(n) \text{ is odd (even)}\} \sim \frac{1}{2} N.
\]
By doing extensive computations, Parkin and Shanks [47] provided numerical evidence indicating that (1.14) is very likely to be true. In 1959, Kolberg [37] showed that \(p(n)\) assumes either even or odd values infinitely often. Mirsky [44] found the first quantitative result which states that
\[
\# \{0 \leq n \leq N : p(n) \text{ is odd (even)}\} > \frac{\log \log N}{2 \log 2}.
\]
After then, this lower bound has been improved in a number of works. For example, In an appendix to [46], Serre proved that
\[
\lim_{N \to \infty} \frac{\# \{0 \leq n \leq N : p(n) \text{ is even}\}}{\sqrt{N}} = \infty.
\]
For a good historical account on this process, see [10, Sec. 2.5]. To the best of our knowledge, so far the best known result for even values of \(p(n)\) was given by Bellaïche and Nicolas [8]:
\[
\# \{0 \leq n \leq N : p(n) \text{ is even}\} \geq 0.069 \sqrt{N} \log \log N.
\]
While the best known results for odd values of \( p(n) \) was given by Bellaïche, Green and Soundararajan \[7\]:

\[
\# \{ 0 \leq n \leq N : p(n) \text{ is odd} \} \gg \frac{\sqrt{N}}{\log \log N}.
\]

(1.18)

There have also been other research on the parity of certain coefficients defined by \( q \)-series in Eulerian form. For example, recall the famous Rogers-Ramanujan identities

\[
G(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q;q)_n} = \frac{1}{(q^4; q^8)_\infty},
\]

(1.19)

\[
H(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(q;q)_n} = \frac{1}{(q^2; q^4)_\infty(q^4; q^8)_\infty}.
\]

(1.20)

Gordon \[29\] proved that \( c(G; n) \) is odd for \( n \) odd if and only if \( 60n - 1 = p^{4n+1}m^2 \) for prime \( p \) and integer \( m \) with \( p \nmid m \). Similarly, he proved that \( c(H; n) \) is odd for \( n \) even if and only if \( 60n + 11 = p^{4n+1}m^2 \) for prime \( p \) and integer \( m \) with \( p \nmid m \). Based on these characterizations, Chen \[18\] proved that for sufficiently large \( N \),

\[
\# \{ 0 \leq n \leq N : c(G; 2n + 1) \equiv 1 \pmod{2} \} = \frac{2\pi^2}{5} \frac{N}{\log N} + O\left( \frac{N \log \log N}{\log^2 N} \right),
\]

(1.21)

\[
\# \{ 0 \leq n \leq N : c(H; 2n) \equiv 1 \pmod{2} \} = \frac{2\pi^2}{5} \frac{N}{\log N} + O\left( \frac{N \log \log N}{\log^2 N} \right).
\]

(1.22)

Inspired by the above works, the main goal of this paper is to give a systematic study on the parity of coefficients of classical mock theta functions. Given a mock theta function \( g(q) \), our aim is to find its type modulo 2 and give characterizations for \( n \) such that \( c(g; n) \) is odd. Following the notations of mock theta functions in \[17\], we can state our main result as follows.

**Theorem 1.1.** The following 21 mock theta functions

\[
A^{(2)}(q), B^{(2)}(q), \psi^{(3)}(q), \omega^{(3)}(q), \nu^{(3)}(q), \rho^{(3)}(q), \psi_0^{(5)}(q), \psi_1^{(5)}(q), F_0^{(5)}(q), F_1^{(5)}(q), \rho^{(6)}(q),
\]

\[
\sigma^{(6)}(q), \phi^{(6)}(q), \psi^{(6)}(q), T_0^{(8)}(q), T_1^{(8)}(q), U_0^{(8)}(q), U_1^{(8)}(q), V_0^{(8)}(q), V_1^{(8)}(q), \phi^{(10)}(q), \psi^{(10)}(q)
\]

are all of parity type \((1, 0)\). Furthermore, for any mock theta function \( g \) from the above list excluding \( \rho^{(3)}(q) \), we can find all the \( n \) such that \( c(g; n) \) is odd.

The functions listed in Theorem 1.1 can be further divided into three groups. The first group consists of \( B^{(2)}(q), \omega^{(3)}(q), \nu^{(3)}(q), \rho^{(6)}(q), V_0^{(8)}(q), \phi^{(10)}(q) \) and \( \psi^{(10)}(q) \). For \( g(q) \) in the first group, the coefficient \( c(g; n) \) is odd if and only if \( n = P(k) \) for some quadratic polynomial \( P(x) \in \mathbb{Q}[x] \), and hence the number of odd values can be precisely counted. For example, for the second order mock theta function \( B^{(2)}(q) \) (see (3.2)), we show that (see Theorem 3.2) the coefficient \( c(B^{(2)}; n) \) is odd if and only if \( n = 2k^2 + 2k \) for some \( k \geq 0 \). As a consequence,

\[
\# \left\{ 0 \leq n \leq N : c(B^{(2)}; n) \equiv 1 \pmod{2} \right\} = \left\lfloor \frac{\sqrt{2N+1}+1}{2} \right\rfloor.
\]

(1.23)
Conjecture 1.2. The following 19 mock theta functions

\[
\begin{align*}
\mu^{(2)}(q), f^{(3)}(q), \phi^{(3)}(q), \chi^{(3)}(q), \phi_0^{(5)}(q), \phi_1^{(5)}(q), \chi_0^{(5)}(q), \chi_1^{(5)}(q), \phi^{(6)}(q), \psi^{(6)}(q), \\
\gamma^{(6)}(q), J_0^{(7)}(q), J_1^{(7)}(q), J_2^{(7)}(q), S_0^{(8)}(q), S_1^{(8)}(q), U_0^{(8)}(q), X^{(10)}(q), \chi^{(10)}(q).
\end{align*}
\]

are all of parity type \((\frac{1}{4}, \frac{1}{2})\).

The 4 functions \(f_0^{(5)}(q), f_1^{(5)}(q), 2\mu^{(6)}(q)\) and \(\lambda^{(6)}(q)\) are all of parity type \((\frac{3}{4}, \frac{1}{4})\).

Here we consider \(2\mu^{(6)}(q)\) instead of \(\mu^{(6)}(q)\) because that \(c(\mu^{(6)}; n)\) is sometimes a half integer instead of an integer (see (6.30)).

Now we illustrate some examples for Conjecture 1.2. In Theorem 4.1 we prove that \(c(f^{(3)}; n) \equiv p(n) \pmod 4\) and hence (1.14) suggests that \(f^{(3)}(q)\) is likely to be of parity type \((\frac{1}{2}, \frac{1}{2})\).

As for \(g\) being any of the mock theta functions \(f_0^{(5)}(q), f_1^{(5)}(q), 2\mu^{(6)}(q)\) and \(\lambda^{(6)}(q)\), we show that there exists \(r = 0\) or \(1\) such that \(c(g; 2n + r)\) is almost always even, and numerical evidence reveals that the sequence \(c(g; 2n + 1 - r)\) takes odd values half of the time. For instance, we show in Theorem 6.5 that \(c(\lambda^{(6)}; 2n)\) is odd if and only if \(n = k(k + 1)/2\) for some integer \(k\). Moreover, we find that (see (6.13))

\[
c(\lambda^{(6)}; 2n - 1) \equiv c(\psi^{(6)}; n) \pmod 2. \tag{1.25}
\]

Therefore, the conjecture that \(\psi^{(6)}(q)\) is of parity type \((\frac{1}{2}, \frac{1}{2})\) is equivalent to the conjecture that \(\lambda^{(6)}(q)\) is of parity type \((\frac{3}{4}, \frac{1}{4})\).

The paper is organized as follows. In Section 2 we introduce some notations and collect some necessary results. In particular, we derive formulas for the number of inequivalent elements with fixed norms in the quadratic integer rings \(\mathbb{Z}[\sqrt{d}]\) with \(d \in \{2, 3, 6, 15\}\). These formulas are fundamental in giving characterizations for odd values of coefficients.
of mock theta functions of parity type \((1, 0)\). Then in Sections 3–9 we study parity of coefficients of mock theta functions of orders 2, 3, 5, 6, 7, 8 and 10, respectively. Theorem 1.1 will follow from the corresponding theorems for the mock theta functions in list. In Section 10 we point out that to prove Conjecture 1.2 we only need to verify it for 15 functions instead of all of them. We also give numerical evidence that supports this conjecture.

2. Preliminaries

We recall the Jacobi’s triple product identity:
\[
J(x; q) := (x)\infty(q/x)\infty(q)\infty = \sum_{n=-\infty}^{\infty} (-1)^n q^{(n^2/2)} x^n.
\]
As some special cases, we let \(a\) and \(m\) be rational numbers with \(m\) positive and define
\[
J_{a,m} := J(q^a; q^m), \quad \mathcal{J}_{a,m} := J(-q^a; q^m) \quad \text{and} \quad J_m := J_{m,3m} = (q^m; q^m)_\infty.
\]
The following identities will be used without mention (see \[34, Section 2\]):
\[
\mathcal{J}_{0,1} = 2\mathcal{J}_{1,4} = 2\frac{J^2}{J_1}, \quad \mathcal{J}_{1,2} = \frac{J^5}{J_1^2 J_4^2}, \quad J_{1,2} = \frac{J^2}{J_2}, \quad \mathcal{J}_{1,3} = \frac{J^2 J_3}{J_1 J_6},
\]
\[
J_{1,4} = \frac{J_1 J_4}{J_2}, \quad J_{1,6} = \frac{J_1 J_6}{J_2 J_3}, \quad \mathcal{J}_{1,6} = \frac{J^2 J_3 J_12}{J_1 J_4 J_6}.
\]

Following Hickerson and Mortenson \[34\], we define
\[
m(x, q, z) := \frac{1}{j(z; q)} \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{(r^2/2)} z^r}{1 - q^{r-1} x z}, \quad (2.1)
\]
where \(x, z \in \mathbb{C}^* := \mathbb{C}\{0\}\) with neither \(z\) nor \(x z\) an integral power of \(q\).

**Lemma 2.1.** (Cf. \[34, Corollary 3.7\].) For generic \(x, z \in \mathbb{C}^*\)
\[
m(x, q, z) = m(-qx^2, q^4, z^4) - \frac{x}{q} m(-x^2, q^4, z^4) - \frac{J_2 J_1 j(-xz^2; q) j(-x^2 z^3; q)}{x j(xz; q) j(z^4; q^4) j(-qx z^4; q^2)}. \quad (2.2)
\]

We also use the notations
\[
[z; q]_\infty = (z; q)_\infty(q/z; q)_\infty,
\]
\[
[z_1, z_2, \ldots, z_n; q]_\infty = [z_1; q]_\infty[z_2; q]_\infty \cdots [z_n; q]_\infty.
\]

Let \(d\) be a squarefree integer. Let \(K\) be the quadratic field \(\mathbb{Q}(\sqrt{d})\), and \(\mathcal{O}_K\) be the ring of integers in \(K\). We define
\[
D = \begin{cases} 
    d & \text{if } d \equiv 1 \pmod{4}; \\
    4d & \text{if } d \equiv 2, 3 \pmod{4}.
\end{cases} \quad (2.3)
\]

Following \[13, Chapter 3, Eq. (8.5)\] we define the character of the field \(K\) as follows.
Definition 2.1. Given a quadratic field $K = \mathbb{Q}(\sqrt{d})$. Let $\chi_K : \mathbb{Z} \to \mathbb{Z}$ be defined as follows:
(1) If $(x, D) > 1$, then $\chi_K(x) = 0$;
(2) If $(x, D) = 1$, then

\[
\chi_K(x) = \begin{cases} 
\left(\frac{x}{|d|}\right) & \text{if } d \equiv 1 \pmod{4}; \\
(-1)^{(x-1)/2} \left(\frac{x}{|d|}\right) & \text{if } d \equiv 3 \pmod{4}; \\
(-1)^{(x^2-1)/8 + (x-1)(d'-1)/4} \left(\frac{x}{|d'|}\right) & \text{if } d = 2d'.
\end{cases}
\] (2.4)

Here $\left(\frac{a}{b}\right)$ is the Jacobi symbol.

It is not difficult to see that $\chi_K$ is completely multiplicative [13, p. 237].

Lemma 2.2. (Cf. [13, p. 249, Exercise 17].) Let $T_{O_K}(n)$ be the number of ideals in $O_K$ of norm $n$. Then for $n \geq 1$,

\[
T_{O_K}(n) = \sum_{m|n} \chi_K(m). \tag{2.5}
\]

Since $\chi$ is multiplicative, it is clear that $T_{O_K}(n)$ is also multiplicative, i.e., for $(m, n) = 1$,

\[
T_{O_K}(mn) = T_{O_K}(m)T_{O_K}(n). \tag{2.6}
\]

For our purposes, from now on we will let $d \in \{2, 3, 6, 15\}$. In these cases, we have $O_K = \mathbb{Z}[\sqrt{d}]$. Recall that the norm of an element $x + y\sqrt{d} \in \mathbb{Q}[\sqrt{d}]$ is given by

\[
N(x + y\sqrt{d}) = x^2 - dy^2. \tag{2.7}
\]

We say that two elements $a, b \in \mathbb{Z}[\sqrt{d}]$ are equivalent if $ab^{-1}$ is a unit in $\mathbb{Z}[\sqrt{d}]$. Let $H_{\mathbb{Z}[\sqrt{d}]}(n)$ be the number of equivalence classes of elements in $\mathbb{Z}[\sqrt{d}]$ with norm $n$. We are going to derive some formulas for $H_{\mathbb{Z}[\sqrt{d}]}(n)$. These formulas will be employed in studying the parity of mock theta functions of parity type $(1, 0)$.

Finding elements with norm $m$ in the ring $\mathbb{Z}[\sqrt{d}]$ is equivalent to finding integer solutions of Pell’s equation

\[
u^2 - dv^2 = m. \tag{2.8}
\]

In general, two integer solutions $(u_1, v_1)$ and $(u_2, v_2)$ of (2.8) are called equivalent if there exists $(x, y) \in \mathbb{Z}^2$ such that

\[
x^2 - dy^2 = 1 \tag{2.9}
\]

and

\[
u_1 + v_1\sqrt{d} = (x + y\sqrt{d})(u_2 + v_2\sqrt{d}). \tag{2.10}
\]

In other words, $(u_1, v_1)$ and $(u_2, v_2)$ are equivalent if and only if $u_1 + v_1\sqrt{d}$ and $u_2 + v_2\sqrt{d}$ are equivalent in $\mathbb{Z}[\sqrt{d}]$.

We recall the following result found by Andrews, Dyson and Hickerson [3].
Lemma 2.3. (Cf. [3, Lemma 3].) Let \((x_1, y_1)\) be the fundamental solution of \(x^2 - dy^2 = 1\); i.e. the solution in which \(x_1\) and \(y_1\) are minimal positive. If \(m > 0\), then each equivalence class of solutions of \(u^2 - dv^2 = m\) contains a unique \((u,v)\) with \(u > 0\) and
\[
-\frac{y_1}{x_1 + 1} u < v \leq \frac{y_1}{x_1 + 1} u.
\]
If \(m < 0\), the corresponding conditions are \(v > 0\) and
\[
-\frac{dy_1}{x_1 + 1} v < u \leq \frac{dy_1}{x_1 + 1} v.
\]

The following lemma seems to be a basic fact in algebraic number theory. Since we cannot find a reference, we provide a proof here.

Lemma 2.4. Let \(d\) be a square free integer. If \(d\) has a prime divisor \(p \equiv 3 \pmod{4}\), then \(\mathbb{Q}(\sqrt{d})\) does not contain an element of norm \(-1\).

Proof. Let \(d = pd_1\). Suppose we have some element \(x + y\sqrt{pd_1} \in \mathbb{Q}(\sqrt{d})\) with \(N(x + y\sqrt{pd_1}) = -1\). Let \(x = a/b, y = r/s\) where \(b, s\) are positive integers and \((a, b) = (r, s) = 1\). We have
\[
N(x + y\sqrt{pd_1}) = \frac{a^2}{b^2} - pd_1 \frac{r^2}{s^2} = -1.
\]
This implies
\[
(a^2 + b^2)s^2 = pd_1 b^2 r^2.
\]
Since \(\left(\frac{-1}{p}\right) = -1\) and \((a, b) = 1\), we have \(p \nmid (a^2 + b^2)\). Therefore, the \(p\)-adic order of the left side of (2.12) must be even, while the \(p\)-adic order of the right side is odd. This is a contradiction. Thus \(\mathbb{Q}(\sqrt{d})\) does not contain an element of norm \(-1\).

Now we present explicit formulas for \(H_{\mathbb{Z}[\sqrt{d}]}(n)\) for \(d \in \{2, 3, 6\}\). In each of these cases, \(\mathbb{Z}[\sqrt{d}]\) is a principal ideal domain. We first study the relations between \(H_{\mathbb{Z}[\sqrt{d}]}(n)\) and \(T_{\mathbb{Z}[\sqrt{d}]}(n)\).

Since \(\mathbb{Z}[\sqrt{2}]\) contains an element \(1 + \sqrt{2}\) of norm \(-1\), we get
\[
H_{\mathbb{Z}[\sqrt{2}]}(n) = H_{\mathbb{Z}[\sqrt{2}]}(-n) = T_{\mathbb{Z}[\sqrt{2}]}(n).
\]
For \(d \in \{3, 6\}\), by Lemma 2.4 we know that \(\mathbb{Q}(\sqrt{d})\) does not contain elements of norm \(-1\). Therefore, for any \(n \geq 1\), we have \(H_{\mathbb{Z}[\sqrt{d}]}(n)H_{\mathbb{Z}[\sqrt{d}]}(-n) = 0\) and
\[
H_{\mathbb{Z}[\sqrt{d}]}(n) + H_{\mathbb{Z}[\sqrt{d}]}(-n) = T_{\mathbb{Z}[\sqrt{d}]}(n), \quad d \in \{3, 6\}.
\]

Lemma 2.5. Let \(|n|\) have the prime factorization \(|n| = 2^{e_1} p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k}\), where \(p_i \equiv \pm 1 \pmod{8}\) and \(q_l \equiv \pm 3 \pmod{8}\). Then
\[
H_{\mathbb{Z}[\sqrt{n}]}(n) = \begin{cases} 0 & \text{if some } f_i \text{ is odd,} \\ (e_1 + 1) \cdots (e_j + 1) & \text{otherwise.} \end{cases}
\]
Lemma 2.6. Let $|n|$ have the prime factorization $|n| = 2^{a_0} q^b_1 \cdots p^c_j q^f_1 \cdots q^f_k r_1^{g_1} \cdots r^g_\ell$, where $p_i \equiv 1 \pmod{12}$, $q_i \equiv \pm 5 \pmod{12}$, and $r_i \equiv 11 \pmod{12}$.

(1) For $n > 0$ we have
\[
H_{Z[\sqrt{3}]}(n) = \begin{cases} 
0 & \text{if some } f_i \text{ is odd or } a + b + \sum g_i \text{ odd,} \\
(e_1 + 1) \cdots (e_j + 1)(g_1 + 1) \cdots (g_\ell + 1) & \text{otherwise.}
\end{cases}
\] (2.16)

(2) For $n < 0$ we have
\[
H_{Z[\sqrt{3}]}(n) = \begin{cases} 
0 & \text{if some } f_i \text{ is odd or } a + b + \sum g_i \text{ even,} \\
(e_1 + 1) \cdots (e_j + 1)(g_1 + 1) \cdots (g_\ell + 1) & \text{otherwise.}
\end{cases}
\] (2.17)

Lemma 2.7. Let $|n|$ have the prime factorization $|n| = 2^{a_0} q^b_1 \cdots p^c_j q^f_1 \cdots q^f_k r_1^{g_1} \cdots r^g_\ell$, where $p_i \equiv \pm 7, \pm 11 \pmod{24}$, $q_i \equiv 1, 19 \pmod{24}$, and $r_i \equiv 5, 23 \pmod{24}$.

(1) For $n > 0$ we have
\[
H_{Z[\sqrt{3}]}(n) = \begin{cases} 
0 & \text{if some } e_i \text{ is odd, or } a + \sum g_i \text{ odd,} \\
(f_1 + 1) \cdots (f_k + 1)(g_1 + 1) \cdots (g_\ell + 1) & \text{otherwise.}
\end{cases}
\] (2.18)

(2) For $n < 0$ we have
\[
H_{Z[\sqrt{3}]}(n) = \begin{cases} 
0 & \text{if some } e_i \text{ is odd, or } a + \sum g_i \text{ even,} \\
(f_1 + 1) \cdots (f_k + 1)(g_1 + 1) \cdots (g_\ell + 1) & \text{otherwise.}
\end{cases}
\] (2.19)

The proofs of Lemmas 2.6 and 2.7 can be found in the work of Lovejoy [40], where he linked certain $q$-series related with overpartitions to $\mathbb{Z}[\sqrt{d}]$ with $d \in \{2, 3, 6\}$. Note that Lovejoy stated almost all these results in the proofs of his Theorems 1-3 in [40], except that we add the cases $n > 0$ for $H_{Z[\sqrt{3}]}(n)$ and $n < 0$ for $H_{Z[\sqrt{3}]}(n)$.

It is possible to prove Lemmas 2.6 and 2.7 in a way slightly different from [40]. The key ingredient in our proof is Lemma 2.2. To save space, here we only present a proof for Lemma 2.7. Lemmas 2.5 and 2.6 can be proved in an analogous way.

Proof of Lemma 2.7. Note that for $(x, 24) = 1$,
\[
\chi_{Q(\sqrt{6})}(x) = (-1)^{(x^2-1)/6+(x-1)/2} \left( \frac{x}{3} \right) = \begin{cases} 
1 & \text{if } x \equiv 1, 5, 19, 23 \pmod{24}, \\
-1 & \text{if } x \equiv 7, 11, 13, 17 \pmod{24}.
\end{cases}
\]

Therefore, for prime $p > 3$ we deduce that
\[
T_{Z[\sqrt{6}]}(p^e) = \sum_{i=0}^{e} \chi_{Q(\sqrt{6})}(p^i) = \begin{cases} 
0 & \text{if } e \text{ is odd and } p \equiv \pm 7, \pm 11 \pmod{24}, \\
1 & \text{if } e \text{ is even and } p \equiv \pm 7, \pm 11 \pmod{24}, \\
e + 1 & \text{if } p \equiv \pm 1, \pm 5 \pmod{24}.
\end{cases}
\] (2.20)

Note that $T_{Z[\sqrt{6}]}(2^4) = T_{Z[\sqrt{6}]}(3^4) = 1$. If $a$ is odd, then $2^a \equiv 2 \pmod{3}$ and $x^2 - 6y^2 = 2^a$ has no integer solutions. Thus $H_{Z[\sqrt{6}]}(2^a) = 0$ for odd $a$. Similarly, if $a$ is even, then
If $p \equiv \pm 7, \pm 11 \pmod{24}$ and $e$ even, $H_{\mathbb{Z}[\sqrt{6}]}(3^p) = 1$.

By (2.14) we get $H_{\mathbb{Z}[\sqrt{6}]}((-2)^n) = 1$. In the same way, we can prove that $H_{\mathbb{Z}[\sqrt{6}]}(3^p) = 1$ for prime $p \equiv \pm 7, \pm 11 \pmod{24}$ and $e$ even, $H_{\mathbb{Z}[\sqrt{6}]}(p^e) = 0$ for prime $p \equiv \pm 7, \pm 11 \pmod{24}$ and $e$ odd, $H_{\mathbb{Z}[\sqrt{6}]}(q^n) = f + 1$ for prime $q \equiv 1, 19 \pmod{24}$, and $H_{\mathbb{Z}[\sqrt{6}]}((-r)^q) = g + 1$ for prime $r \equiv 5, 23 \pmod{24}$.

Therefore, by unique factorization, a number $n \neq 0$ can be the norm of an element in $\mathbb{Z}[\sqrt{6}]$ if and only if $n = (-2)^n 3^p 5^e p_1^{f_1} \cdots p_j^{f_j} q_1^{g_1} \cdots q_k^{g_k} (-r_1)^{h_1} \cdots (-r_k)^{h_k}$, where $p_i \equiv \pm 7, \pm 11 \pmod{24}$, $q_i \equiv 1, 19 \pmod{24}$, and $r_i \equiv 5, 23 \pmod{24}$. Tracking the sign of $n$, we get the desired conclusion.

As for $d = 15$, since $\mathbb{Z}[\sqrt{15}]$ is not a unique factorization domain, finding an explicit formula for $H_{\mathbb{Z}[\sqrt{15}]}(n)$ similar to Lemmas 2.5–2.7 is more difficult. Nevertheless, for $n$ in some special arithmetic progressions, we can find explicit formulas for $H_{\mathbb{Z}[\sqrt{15}]}(n)$.

**Lemma 2.8.** Let $n$ have the prime factorization $n = 2^e 3^p 5^e p_1^{f_1} \cdots p_j^{f_j} q_1^{g_1} \cdots q_k^{g_k}$ where the primes $p_i \equiv \pm 1, \pm 7, \pm 11, \pm 17 \pmod{60}$ and $q_i \equiv \pm 13, \pm 19, \pm 23, \pm 29 \pmod{60}$. Then

$$T_{\mathbb{Z}[\sqrt{15}]}(n) = \begin{cases} 0 & \text{if some } f_i \text{ odd,} \\ (e_1 + 1) \cdots (e_k + 1) & \text{otherwise.} \end{cases}$$

(2.21)

**Proof.** By definition we have

$$\chi_{\mathbb{Q}(\sqrt{15})}(x) = \begin{cases} 0 & \text{if } (x, 60) > 1, \\ (-1)^{(x-1)/2} (x/15) & \text{if } (x, 60) = 1. \end{cases}$$

(2.22)

Hence for prime $p > 5$ we have

$$\chi_{\mathbb{Q}(\sqrt{15})}(p) = \begin{cases} 1 & \text{if } p \equiv \pm 1, \pm 7, \pm 11, \pm 17 \pmod{60}, \\ -1 & \text{if } p \equiv \pm 13, \pm 19, \pm 23, \pm 29 \pmod{60}. \end{cases}$$

(2.23)

This implies

$$T_{\mathbb{Z}[\sqrt{15}]}(p^e) = \sum_{i=0}^{e} \chi_{\mathbb{Q}(\sqrt{15})}(p^i)$$

$$= \begin{cases} 0 & \text{if } e \text{ is odd and } p \equiv \pm 13, \pm 19, \pm 23, \pm 29 \pmod{60}, \\ 1 & \text{if } e \text{ is even and } p \equiv \pm 13, \pm 19, \pm 23, \pm 29 \pmod{60}, \\ e + 1 & \text{if } p \equiv \pm 1, \pm 7, \pm 11, \pm 17 \pmod{60}. \end{cases}$$

(2.24)

It is obvious that $T_{\mathbb{Z}[\sqrt{15}]}(2^e) = T_{\mathbb{Z}[\sqrt{15}]}(3^e) = T_{\mathbb{Z}[\sqrt{15}]}(5^e) = 1$. The assertion then follows from the multiplicativity of $T_{\mathbb{Z}[\sqrt{15}]}(n)$.

**Lemma 2.9.** Let $I$ be an ideal of $\mathbb{Z}[\sqrt{15}]$. If $N(I) \equiv \pm 1 \pmod{5}$, then $I$ must be a principal ideal. If $N(I) \equiv \pm 2 \pmod{5}$, then $I$ is not a principal ideal.

**Proof.** If $I = (x + y\sqrt{15})$ is a principal ideal, then we have $N(I) = |N(x + y\sqrt{15})| = |x^2 - 15y^2|$. This implies that $N(I) \equiv 0, 1, 4 \pmod{5}$. Now it suffices to show that if $N(I) \equiv \pm 1 \pmod{5}$, then $I$ must be a principal ideal. We prove this by contradiction.

Suppose that $I$ is not a principal ideal. Note that the ideal $(3, \sqrt{15})$ is not principal. Since the class number of $\mathbb{Q}(\sqrt{15})$ is 2, there exist some nonzero elements $\alpha, \beta \in \mathbb{Z}[\sqrt{15}]$
such that \((\alpha)I = (\beta)(3, \sqrt{15})\). Taking ideal norms on both sides, we get
\[
|N(\alpha)|N(I) = 3|N(\beta)|. \tag{2.25}
\]
Let \(\alpha = x + y \sqrt{15}\) and \(\beta = a + b \sqrt{15}\). Then we get
\[
|x^2 - 15y^2|N(I) = 3|a^2 - 15b^2|. \tag{2.26}
\]
This implies \(x^2 \equiv \pm 2a^2 \pmod{5}\). Since \((\frac{2}{5}) = (\frac{-2}{5}) = -1\), we must have \(5|x\) and \(5|a\).
Let \(x = 5x_1\) and \(a = 5a_1\). We get
\[
|5x_1^2 - 3y^2|N(I) = 3|5a_1^2 - 3b^2|. \tag{2.27}
\]
This implies \(y^2 \equiv \pm 2b^2 \pmod{5}\). Again we deduce that \(5|y\) and \(5|b\). Let \(y = 5y_1\) and \(b = 5b_1\). We get
\[
|x_1^2 - 3y_1^2|N(I) = 3|a_1^2 - 15b_1^2|. \tag{2.28}
\]
This has the same form with (2.26). We can continue the above process infinitely many times. This leads to a contradiction. Therefore, when \(N(I) \equiv \pm 1 \pmod{5}\), \(I\) must be principal. \(\Box\)

**Lemma 2.10.** For \(n \geq 0\) we have
\[
H_{\mathbb{Z}[\sqrt{15}]}(20n + r) = T_{\mathbb{Z}[\sqrt{15}]}(20n + r), \quad r \in \{1, 9\}, \tag{2.29}
\]
\[
H_{\mathbb{Z}[\sqrt{15}]}(40n + r) = T_{\mathbb{Z}[\sqrt{15}]}(40n + r), \quad r \in \{26, 34\}. \tag{2.30}
\]

**Proof.** We have already seen from Lemma 2.9 that if an ideal \(I\) of \(\mathbb{Z}[\sqrt{15}]\) has norm \(N(I) \equiv \pm 1 \pmod{5}\), then \(I = (\alpha)\) for some \(\alpha \in \mathbb{Z}[\sqrt{15}]\). We then have \(N(\alpha) = \pm N(I)\). Note that the residue of \(15y^2 - x^2\) modulo 4 cannot be 1, and its residue modulo 8 cannot be 2. Therefore, if \(I = (\alpha)\) and \(N(I) \equiv 1 \pmod{4}\) or \(N(I) \equiv 2 \pmod{8}\), then we must have \(N(\alpha) = N(I)\). These facts imply that the number of inequivalent elements with norm congruent to 1 or 9 modulo 20, or congruent to 26 or 34 modulo 40, is equal to the number of ideals with the same norm. This gives (2.29) and (2.30). \(\Box\)

Finally, to give estimates like (1.24) for mock theta functions of parity type \((1, 0)\), we establish the following result. This generalizes and improves Chen’s estimate in [18, p. 1083], which he used for deriving (1.21) and (1.22).

**Lemma 2.11.** Let \(A, B\) be positive integers with \(A > B\) and \((A, B) = 1\). Let
\[
\gamma(N) = \sum_{\substack{0 \leq n \leq N \\ 0 \leq n \leq N \\ An+B=m^2p^{ka+1} \\ p \text{ is prime and } p \nmid m}} 1.
\]
Then we have
\[
\gamma(N) = \frac{\pi^2}{6} \prod_{p \mid A} (1 + p^{-1}) N \log N + O \left( \frac{N}{\log^2 N} \right). \tag{2.31}
\]
Proof. Here we follow and refine the arguments of Chen [18]. Let \( \pi(x) \) be the number of primes no greater than \( x \) and we denote \( M = AN + B \) for convenience. Now we split the above sum into two parts according to \( a = 0 \) and \( a \geq 1 \), respectively.

The sum over \( a \geq 1 \) is bounded by

\[
\ll \sum_{1 \leq a \leq \log N} \sum_{m \leq \sqrt{M}} \pi \left( \frac{M}{m^2} \right)^{\frac{1}{4e+1}} \ll \log N \sum_{m \leq \sqrt{M}} \left( \frac{N}{m^2} \right)^{\frac{1}{10}} \ll N^\frac{1}{2} \log N,
\]

which is negligible.

The sum over \( a = 0 \) is

\[
\sum_{\substack{pm^2 \leq M, \, pm^2 \equiv B \pmod{A} \, \text{and} \, p \, \text{is prime and} \, p \nmid m \, \text{and} \, (m,A)=1}} 1 = \sum_{m \leq \sqrt{M}, \, (m,A)=1} \sum_{p \leq M/m^2, \, p \equiv B/m^2 \pmod{A} \, \text{and} \, (m,A)=1} 1 - \sum_{m \leq \sqrt{M}, \, (m,A)=1} \sum_{p \leq M/m^2, \, p \mid m} 1.
\]

Let \( \omega(n) \) denote the number of distinct prime factors of \( n \). Note that

\[
\sum_{m \leq \sqrt{M}, \, (m,A)=1} \sum_{p \leq M/m^2, \, p \equiv B/m^2 \pmod{A} \, \text{and} \, (m,A)=1} 1 \leq \sum_{m \leq \sqrt{M}, \, (m,A)=1} \sum_{p \mid m} 1 \leq \sum_{m \leq \sqrt{M}} \omega(m) \ll N^\frac{1}{2} \log \log N,
\]

where in the last inequality we used the fact that [32, Eq. (22.10.3)]

\[
\sum_{n \leq x} \omega(n) = x \log \log x + O(x). \tag{2.32}
\]

Next, we focus on the term

\[
\sum_{m \leq \sqrt{M}, \, (m,A)=1} \sum_{p \leq M/m^2, \, p \equiv B/m^2 \pmod{A} \, \text{and} \, (m,A)=1} 1. \tag{2.33}
\]

The contribution for \( \log^2 M < m \) is absorbed into the error term since

\[
\sum_{\log^2 M < m \leq \sqrt{M}, \, (m,2)=1} \frac{M}{m^2} \ll \frac{M}{\log^2 M} \ll \frac{N}{\log^2 N}.
\]

Let \( \phi(k) \) be Euler’s totient function. The sum over \( m \leq \log^2 M \) is

\[
\sum_{m \leq \log^2 M, \, (m,A)=1} \frac{M}{\phi(A)m^2 \log \left( \frac{M}{m^2} \right)} \left( 1 + O \left( \frac{1}{\log \left( \frac{M}{m^2} \right)} \right) \right) \tag{2.34}
\]

\[
= \frac{1}{\phi(A)} \sum_{m \leq \log^2 M, \, (m,A)=1} \frac{M}{m^2 \log M} \left( 1 + O \left( \frac{\log m}{\log M} \right) \right) \tag{2.35}
\]

\[
= \frac{1}{\phi(A)} \sum_{(m,A)=1} \frac{M}{m^2 \log M} + O \left( \sum_{m > \log^2 M} \frac{M}{m^2 \log M} \right) + O \left( \frac{M}{\log^2 M} \right)
\]
= \frac{1}{\phi(A)} \sum_{(m,A)=1}^\infty \frac{M}{m^2 \log M} + O\left(\frac{M}{\log^2 M}\right).

Here for the third term of the last second line we used the fact that \( \sum_{m=1}^{\infty} \frac{\log m}{m^2} \) converges. Thus

\[
\gamma(N) = \frac{1}{\phi(A)} \sum_{(m,A)=1}^\infty \frac{AN + B}{m^2 \log(AN + B)} + O\left(\frac{N}{\log^2 N}\right)
\]

\[
= \left( \frac{A}{\phi(A)} \sum_{(m,A)=1}^\infty \frac{1}{m^2} \right) \frac{N}{\log N} + O\left(\frac{N}{\log^2 N}\right).
\]

Note that

\[
\sum_{m=1}^{\infty} \frac{1}{m^2} = \prod_{p \nmid A} (1 - p^{-2})^{-1} = \prod_{p \nmid A} (1 - p^{-2}) \zeta(2),
\]

where \( \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \) (Re\( s \) > 1) is the Riemann zeta function. Next, using the fact that

\[
\zeta(2) = \frac{\pi^2}{6}, \quad \text{and} \quad \phi(A) = A \prod_{p \mid A} (1 - p^{-1}),
\]

we get (2.31). \( \Box \)

3. Mock theta functions of order 2

There are three classical mock theta functions of order 2:

\[ A^{(2)}(q) := \sum_{n=0}^{\infty} \frac{q^{n+1}(-q^2;q^2)^n}{(q;q^2)_{n+1}} = \sum_{n=0}^{\infty} q^{(n+1)^2}(-q;q^2)_n, \quad (3.1) \]

\[ B^{(2)}(q) := \sum_{n=0}^{\infty} \frac{q^n(-q^2;q^2)_n}{(q;q^2)_{n+1}} = \sum_{n=0}^{\infty} q^{n^2+n}(-q^2;q^2)_n, \quad (3.2) \]

\[ \mu^{(2)}(q) := \sum_{n=0}^{\infty} \frac{(-1)^n(q^2;q^2)_n q^{n^2}}{(-q^2;q^2)_n^2}, \quad (3.3) \]

These functions appeared in Ramanujan’s Lost Notebook [49]. They were recognized as mock theta functions for the first time in the work of Gordon and McIntosh [31, p. 120, Eq. (5.1)] and McIntosh’s paper [43].

**Theorem 3.1.** The number \( c(A^{(2)};n) \) is odd if and only if \( 8n - 1 = p^{4a+1}m^2 \), where \( p \) is a prime, \( m \) is a positive integer and \( p \mid m \). Furthermore,

\[
\# \left\{ 0 \leq n \leq N : c(A^{(2)};n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{4} \frac{N}{\log N} + O\left(\frac{N}{\log^2 N}\right). \quad (3.4)
\]

**Proof.** We utilize the following Hecke-type series representation found by Cui, Gu and Hao [22]:

\[
A^{(2)}(q) = q^{(q^2;q^2)_\infty} \sum_{n=0}^{\infty} (-1)^n q^{2n^2+3n}(1-q^{2n+2}) \sum_{j=0}^{n} q^{-j^2-j}. \quad (3.5)
\]
By the binomial theorem, we have
\[ A^{(2)}(q) \equiv \sum_{n=0}^{\infty} q^{2n^2+3n+1} (1 + q^{2n+2}) \sum_{j=0}^{n} q^{-j^2-j} \quad \left( \text{mod } 2 \right). \] 

(3.6)

It follows that
\[
\sum_{n=0}^{\infty} c(A^{(2)}; n) q^{8n-1} \\
\equiv \sum_{n=0}^{\infty} \sum_{j=0}^{n} \left( q^{(4n+3)^2-2(2j+1)^2} + q^{(4n+5)^2-2(2j+1)^2} \right) \\
\equiv \frac{1}{2} \left( \sum_{n=0}^{\infty} \sum_{j=-n-1}^{n} q^{(4n+3)^2-2(2j+1)^2} + \sum_{n=0}^{\infty} \sum_{j=-n-1}^{n} q^{(4n+5)^2-2(2j+1)^2} \right) \quad \left( \text{mod } 2 \right). \] 

(3.7)

Note that the fundamental solution of \( x^2 - 2y^2 = 1 \) is \( (x, y) = (3, 2) \). If \( m > 0 \), by Lemma 2.3 we know that each equivalence class of solutions of \( u^2 - 2v^2 = m \) contains a unique \((u, v)\) with \( u > 0 \) and
\[ -\frac{1}{2} u < v \leq \frac{1}{2} u. \] 

(3.8)

Let \( m = 8n - 1 \). Then such \((u, v)\) must satisfy \( u \equiv v \equiv 1 \pmod{2} \). Moreover, as \( n \geq 1 \), we have \( u \geq 3 \). If \( u \equiv 1 \pmod{4} \), we write \( u = 4n + 5 \) and \( v = 2j + 1 \). Then the condition (3.8) is equivalent to
\[ -n - 1 \leq j \leq n. \]

Similarly, if \( u \equiv 3 \pmod{4} \), we write \( u = 4n + 3 \) and \( v = 2j + 1 \). Then the condition (3.8) is again equivalent to \(-n - 1 \leq j \leq n\).

Hence by (3.7) we conclude that
\[ c(A^{(2)}; n) \equiv \frac{1}{2} H_{\mathbb{Z}[\sqrt{2}]}(8n - 1) \quad \left( \text{mod } 2 \right). \] 

(3.9)

Let \( 8n - 1 \) have the prime factorization \( p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k} \) where \( p_i \equiv \pm 1 \pmod{8} \) and \( q_j \equiv \pm 3 \pmod{8} \). By Lemma 2.5 we see that \( \frac{1}{2} H_{\mathbb{Z}[\sqrt{2}]}(8n - 1) \) is odd if and only if \( f_i \) are all even, and exactly one of \( e_i \) is congruent to 1 modulo 4 while others are all even. In other words, \( c(A^{(2)}; n) \) is odd if and only if \( 8n - 1 = p^{4a+1}m^2 \) where \( p \equiv -1 \pmod{8} \) is a prime and \( p \nmid m \).

Let
\[ \gamma(N) = \# \left\{ 0 \leq n < N : 8n + 7 = p^{4a+1}m^2, p \text{ is a prime and } p \nmid m \right\}. \]

Then from the above we have
\[ \# \left\{ 0 \leq n \leq N : c(A^{(2)}; n) \equiv 1 \pmod{2} \right\} = \gamma(N). \]

Now applying Lemma 2.11 with \((A, B) = (8, 7)\) we get (3.4). \( \square \)
Theorem 3.2. The coefficient \( c(B^{(2)};n) \) is odd if and only if \( n = 2k^2 + 2k \) for some \( k \geq 0 \). Moreover,

\[
\# \left\{ 0 \leq n \leq N : c(B^{(2)};n) \equiv 1 \pmod{2} \right\} = \left\lfloor \frac{\sqrt{2N} + 1 + 1}{2} \right\rfloor. \tag{3.10}
\]

Proof. We use the following Hecke-type series representation found by Cui, Gu and Hao [22]:

\[
B^{(2)}(q) = \frac{J_2}{J_1^2} \sum_{n=0}^{\infty} (-1)^n q^{2n^2+2n} \sum_{j=-n}^{n} q^{-j^2}. \tag{3.11}
\]

It follows that

\[
B^{(2)}(q) \equiv \sum_{n=0}^{\infty} q^{2n^2+2n} \pmod{2}.
\]

The theorem then follows immediately. \(\square\)

Let \( p_{-k}(n) \) be defined as

\[
\sum_{n=0}^{\infty} p_{-k}(n) q^n = \frac{1}{(q;q)_\infty^k}. \tag{3.12}
\]

Theorem 3.3. For any \( n \geq 0 \), we have \( c(\mu^{(2)};n) \equiv p_{-3}(n) \pmod{4} \).

Proof. We use the following Appell-Lerch series representation:

\[
\mu^{(2)}(q) = 2 \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{q^{2n^2+n}}{1 + q^{2n}}. \tag{3.13}
\]

This formula appeared on pages 8 and 29 in [49] and can also be found in [43].

From (3.13) we deduce that

\[
\mu^{(2)}(q) = \frac{(q; q^2)_{\infty}}{(q^2; q^2)_{\infty}} \left( 1 + 4 \sum_{n=1}^{\infty} \frac{q^{2n^2+n}}{1 + q^{2n}} \right).
\]

Therefore, by the binomial theorem we get

\[
\mu^{(2)}(q) \equiv \frac{1}{(q;q^3)_{\infty}} \pmod{4}.
\]

As a consequence, we have \( c(\mu^{(2)};n) \equiv p_{-3}(n) \pmod{4} \). \(\square\)

From [12] Theorems 3.5 and 3.6 we get the following consequence.

Corollary 3.4. For each fixed \( c > 2 \log 2 \) and for \( N \) large enough,

\[
\# \left\{ 0 \leq n \leq N : c(\mu^{(2)};n) \equiv 1 \pmod{2} \right\} \geq N^{\frac{1}{2} - \frac{c}{\log \log N}}. \tag{3.14}
\]

For each fixed \( c \) with \( c < \frac{1}{\sqrt{2}} \), and for \( N \) large enough,

\[
\# \left\{ 0 \leq n \leq N : c(\mu^{(2)};n) \equiv 0 \pmod{2} \right\} \geq c\sqrt{N}. \tag{3.15}
\]
However, since such estimates are still far from proving Conjecture 1.2, we will not state them in our theorems.

4. Mock theta functions of order 3

Ramanujan gave seven mock theta functions of order 3 in his last letter to Hardy and lost notebook [49]:

\[
\begin{align*}
\psi^{(3)}(q) & := \sum_{n=1}^{\infty} \frac{q^{n^2}}{(q^2; q^2)_n}, \\
\phi^{(3)}(q) & := \sum_{n=0}^{\infty} \frac{(-q^2; q^2)_n}{(q; q)_n}, \\
f^{(3)}(q) & := \sum_{n=0}^{\infty} \frac{(-q; q)_n^2}{(-q^2; q^2)_n}, \\
\chi^{(3)}(q) & := \sum_{n=0}^{\infty} q^{n^2} (-q^2; q^2)_n, \\
\omega^{(3)}(q) & := \sum_{n=0}^{\infty} \frac{q^{2n(n+1)}}{(q; q^2)_{n+1}}. \\
\nu^{(3)}(q) & := \sum_{n=0}^{\infty} q^{2n(n+1)} (-q; q^2)_{n+1}, \\
\rho^{(3)}(q) & := \sum_{n=0}^{\infty} \frac{q^{2n(n+1)} (q; q^2)_{n+1}}{(q^3; q^6)_{n+1}}. \\
\end{align*}
\]

Theorem 4.1. For \( n \geq 0 \) we have \( c(f^{(3)}; n) \equiv p(n) \pmod{4} \) and \( c(\phi^{(3)}; n) \equiv p(n) \pmod{2} \).

Proof. We use the following Appell-Lerch series representation due to Watson [54]:

\[
\begin{align*}
f^{(3)}(q) &= \frac{2}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 + q^n}, \\
\phi^{(3)}(q) &= \frac{1}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}}.
\end{align*}
\]

It follows that

\[
\begin{align*}
f^{(3)}(q) &= \frac{1}{(q; q)_\infty} \left( 1 + 4 \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 + q^n} \right) \equiv \frac{1}{(q; q)_\infty} \pmod{4}, \\
\phi^{(3)}(q) &= \frac{1}{(q; q)_\infty} \left( 1 + 2 \sum_{n \neq 0} \frac{(-1)^n q^{n(3n+1)/2}}{1 + q^{2n}} \right) \equiv \frac{1}{(q; q)_\infty} \pmod{2}.
\end{align*}
\]

This implies the desired congruences. \( \square \)

Remark 1. We can then use (1.17) and (1.18) to derive some estimates for the number of even/odd values of \( c(f^{(3)}; n) \) and \( c(\phi^{(3)}; n) \). Since these estimations follow directly from known results for \( p(n) \) and are far from proving Conjecture 1.2, we will not state them in our theorems.

Theorem 4.2. The coefficient \( c(\psi^{(3)}; n) \) is odd if and only if \( 24n - 1 = p^{4a+1}m^2 \) for some prime \( p \) and integer \( m \) with \( p \nmid m \). We have

\[
\# \left\{ 0 \leq n \leq N : c(\psi^{(3)}; n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{3} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right).
\]

(4.3)
Proof. From [39, Eq. (4.3)] we find
\[\sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(q; q^2)_n} = \sum_{n=0}^{\infty} \sum_{j=-n}^{n} (-1)^n (1 - q^{4n+2}) q^{3n^2+n-2j^2-j}. \tag{4.4}\]

By definition and (4.4) we deduce that
\[\psi^{(3)}(q) = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q; q^2)_n} - 1 \equiv \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \left( q^{3n^2+n-2j^2-j} + q^{3n^2+5n+2-2j^2-j} \right) - 1 \pmod{2}. \tag{4.5}\]

This implies
\[\sum_{n=1}^{\infty} c(\psi^{(3)}; n) q^{48n-2} \equiv \frac{1}{2} \left( \sum_{n=0}^{\infty} \sum_{j=-n}^{n-1} q^{(12n+2)^2-6(4j+1)^2} + \sum_{n=0}^{\infty} \sum_{j=-n+1}^{n} q^{(12n+2)^2-6(4j-1)^2} \right. \]
\[\left. + \sum_{n=0}^{\infty} \sum_{j=-n-1}^{n} q^{(12n+10)^2-6(4j+1)^2} + \sum_{n=0}^{\infty} \sum_{j=-n}^{n+1} q^{(12n+10)^2-6(4j-1)^2} \right) \pmod{2}. \tag{4.6}\]

The fundamental solution of \(x^2 - 6y^2 = 1\) is \((x_1, y_1) = (5, 2)\). By Lemma 2.3 and (4.6) and arguing in a way similar to the proof of Theorem 3.1 we conclude that
\[c(\psi^{(3)}; n) \equiv \frac{1}{2} H_{\mathbb{Z}[\sqrt{6}]}(48n - 2) \pmod{2}. \tag{4.7}\]

Let \(48n - 2\) have the prime factorization \(48n - 2 = 2p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k} r_1^{g_1} \cdots r_l^{g_l}\) where the primes \(p_i \equiv \pm 7, \pm 11 \pmod{24}\), \(q_j \equiv 1, 19 \pmod{24}\), and \(r_i \equiv 5, 23 \pmod{24}\). By Lemma 2.7 we know that \(\frac{1}{2} H_{\mathbb{Z}[\sqrt{6}]}(48n - 2)\) is odd if and only if all of \(f_i\) and \(g_i\) are even except for one \(g_s \equiv 1 \pmod{4}\). Thus the condition is equivalent to that \(24n - 1 = p^{4a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \nmid m\).

Applying Lemma 2.11 with \((A, B) = (24, 23)\), we get (4.3). \(\square\)

We remark here that the first statement of Theorem also follows from Theorem 1.3 (ii) and Theorem 1.5 in the work of Andrews, Garvan and Liang [4].

Theorem 4.3. We have \(c(\nu^{(3)}; n) \equiv a_3(n) \pmod{2}\) where \(a_3(n)\) is the number of 3-core partitions of \(n\). Moreover, \(c(\nu^{(3)}; n)\) is odd if and only if \(3n+1 = k^2\) for some integer \(k\). We have
\[\# \left\{ 0 \leq n \leq N : c(\nu^{(3)}; n) \equiv 1 \pmod{2} \right\} = \left\lfloor \sqrt{3N + 1} \right\rfloor - \left\lfloor \frac{\sqrt{3N + 1}}{3} \right\rfloor. \tag{4.8}\]

Proof. Recall the following Appell-Lerch series representation of \(\nu^{(3)}(q)\) in [54]:
\[\nu^{(3)}(q) = \frac{1}{(q; q^2)_{\infty}} \sum_{n=0}^{\infty} (-1)^n q^{3n(n+1)/2} \frac{1 - q^{2n+1}}{1 + q^{2n+1}}. \tag{4.9}\]
We deduce that
\[
\nu^3(q) \equiv \frac{1}{(q; q)_\infty} \sum_{n=0}^{\infty} q^{3n(n+1)/2} = \frac{1}{(q; q)_\infty} \cdot \frac{(q^6; q^6)_\infty^2}{(q^3; q^3)_\infty^3} \equiv \frac{(q^3; q^3)^3_\infty}{(q; q)_\infty} \pmod{2}. \tag{4.10}
\]

From [27, Eq. (2.1)] we know that
\[
\sum_{n=0}^{\infty} a_3(n)q^n = \frac{(q^3; q^3)^3_\infty}{(q; q)_\infty}. \tag{4.11}
\]

Therefore, (4.10) implies \( c(\nu^3; n) \equiv a_3(n) \pmod{2} \).

Next, we recall an explicit formula for \( a_3(n) \). Let \( 3n + 1 \) have the prime factorization \( 3n + 1 = p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k} \) where \( p_i \equiv 1 \pmod{3} \), and \( q_i \equiv 2 \pmod{3} \). Hirschhorn and Sellers [36] found that
\[
a_3(n) = \begin{cases} 
(e_1 + 1) \cdots (e_j + 1) & \text{if all } f_i \text{ are even;} \\
0 & \text{otherwise.} 
\end{cases} \tag{4.12}
\]

Therefore, \( a_3(n) \) is odd if and only if all of \( e_i \) and \( f_i \) are even, i.e., \( 3n + 1 = k^2 \). This proves the first half of the theorem. The second half of the theorem follows immediately. \( \square \)

**Theorem 4.4.** We have \( c(\omega^3; 2n + 1) \equiv 0 \pmod{2} \) and \( c(\omega^3; 2n) \equiv a_3(n) \pmod{2} \). Moreover, \( c(\omega^3; 2n) \) is odd if and only if \( 3n + 1 = k^2 \) for some integer \( k \). We have
\[
\# \left\{ 0 \leq n \leq N : c(\omega^3; 2n) \equiv 1 \pmod{2} \right\} = \left\lfloor \sqrt{3N + 1} \right\rfloor - \left\lceil \frac{\sqrt{3N + 1}}{3} \right\rceil. \tag{4.13}
\]

**Proof.** Recall the following Appell-Lerch series representations of \( \omega^3(q) \) [54]:
\[
\omega^3(q) = \frac{1}{(q^2; q^2)_\infty} \sum_{n=0}^{\infty} (-1)^n q^{3n(n+1)} \left( 1 + \frac{q^{2n+1}}{1 - q^{2n+1}} \right). \tag{4.14}
\]

It follows that
\[
\omega^3(q) \equiv \frac{1}{(q^2; q^2)_\infty} \sum_{n=0}^{\infty} q^{3n(n+1)} \equiv \frac{(q^6; q^6)_\infty^3}{(q^2; q^2)_\infty^3} \pmod{2}. \tag{4.15}
\]

The theorem follows by applying the arguments in the proof of Theorem 4.3 \( \square \)

To study the parity of the mock theta function \( \rho^3(q) \), we need some preparations.

**Lemma 4.5.** We have
\[
\frac{1}{J_1^2} = \frac{J_8^5}{J_2^7 J_1^6} + 2q \frac{J_4^2 J_6^2}{J_2^4 J_8^2}, \tag{4.16}
\]
\[
\frac{J_1}{J_3^2} = \frac{J_2^2 J_4^2 J_6^2}{J_8^2} - q \frac{J_2^2 J_6^2}{J_4^2 J_6^2}, \tag{4.17}
\]
\[
\frac{J_3}{J_1} = \frac{J_2^2 J_4^2 J_6^2}{J_8^2 J_1^2} + q \frac{J_4^2 J_6^2}{J_4^2}, \tag{4.18}
\]
\[
\frac{J_3}{J_1^3} = \frac{J_2^2 J_4^2 J_6^2}{J_8^2 J_1^2} + 3q \frac{J_4^2 J_6^2 J_1^2}{J_2^4}. \tag{4.19}
\]
We have Lemma 4.6. We have

\[ \frac{J_2^2}{J_3^2} = \frac{J_2 J_3^2 J_1^3}{J_6^3 J_8 J_{24}} - 2q \frac{J_2^2 J_8 J_{12} J_{24}}{J_4 J_6^3}. \]  

(4.20)

**Proof.** From [28] p. 61, Exercise 2.16 we find

\[ [x\lambda, x/\lambda, \mu\nu, \mu/\nu; q]_\infty = [x\nu, x/\nu, \lambda\mu, \mu/\lambda; q]_\infty + \frac{\mu}{\lambda} [x\mu, x/\mu, \nu\lambda, \lambda/\nu; q]_\infty. \]  

(4.21)

Taking \((x, \lambda, \mu, v, q) \rightarrow (q, 1, -q, i, q^6)\) in (4.21), we deduce that

\[ [q, q, -iq, iq; q]_\infty = [iq, -iq, -q, q^6]_\infty - q[-q^2, -1, i, -i; q^6]_\infty. \]  

(4.22)

Note that

\[ F(q) := \frac{J_2^2}{J_3^2} = (q, q^2; q^3)_\infty^2 = [q, q; q^6]_\infty (q^2, q^4; q^6)_\infty^2. \]  

(4.23)

By (4.22) and (4.23) we deduce that

\[ F(q) - F(-q) = -4q \frac{J_2^2 J_8 J_{12} J_{24}}{J_4 J_6^3}. \]  

(4.24)

Similarly, taking \((x, \lambda, \mu, v, q) \rightarrow (q^8, q^2, -q^3, -q^2, q^{12})\) in (4.21), we obtain

\[ [q^{11}, q^5, q^5, q; q^{12}]_\infty = [-q^{10}, -q^6, -q^6, -1; q^{12}]_\infty - [-q^{11}, -q^5, -q^5, -q; q^{12}]_\infty. \]  

(4.25)

Note that

\[ \frac{J_4^2}{J_3^2} = (q, q^2; q^3)_\infty^2 = [q^{11}, q^5, q^5, q; q^{12}]_\infty [q^2, q^4; q^{12}]_\infty^2. \]  

(4.26)

By (4.25) and (4.26) we deduce that

\[ F(q) + F(-q) = 2 \frac{J_2 J_3 J_4^3}{J_6^2 J_8 J_{24}}. \]  

(4.27)

From (4.24) and (4.27) we get (4.20) immediately. □

**Theorem 4.7.** We have

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 4n) q^n = \frac{J_4 J_6^3}{J_3^2 J_{12}}. \]  

(4.28)

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 1) q^n = -\frac{J_2 J_4^3}{J_1 J_3 J_4}. \]  

(4.29)

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 2) q^n = q^{-1} m(-q, q^6, q) + \frac{J_2 J_4^3}{J_1^2 J_3 J_6}. \]  

(4.30)

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 3) q^n = q^{-1} m(-q^2, q^6, q) + 2 \frac{J_4 J_3^3}{J_6^2}. \]  

(4.31)
Proof. It is known that [34, Eq. (5.10)]
\[ \rho^{(3)}(q) = q^{-1}m(q, q^6, -q). \] (4.32)
Taking \((x, q, z) \to (q, q^6, -q)\) in Lemma 2.1, we deduce that

\[ \rho^{(3)}(q) = q^{-1}m(-q^8, q^{24}, q^4) - q^{-6}m(-q^{-4}, q^{24}, q^4) - \frac{1}{2}q^{-2}\frac{J_2^2 J_6^3 J_8 J_{12}^2}{J_2^3 J_4 J_6 J_{24}^3}. \] (4.33)

Substituting (4.16) with \(q\) replaced by \(q^3\) into (4.33), we deduce that

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 2n)q^n = -q^{-3}m(-q^{-2}, q^{12}, q^2) - \frac{1}{2}q^{-1}\frac{J_2^2 J_4 J_6^2 J_{12}^2}{J_2^3 J_3^2 J_{24}^3}. \] (4.34)

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 2n + 1)q^n = q^{-1}m(-q^4, q^{12}, q^2) - \frac{J_2^2 J_4 J_6^2 J_{24}^3}{J_2^3 J_3^2 J_{12}^3}. \] (4.35)

Now we substitute (4.20) into (4.34). If we extract the terms in which the power of \(q\) is even, we get (4.28). If we extract the terms in which the power of \(q\) is odd, we get

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 2)q^n = q^{-1}m(-q, q^6, q^5) - \frac{1}{2}q^{-1}\frac{J_2^2 J_6^3}{J_1 J_3 J_6}. \] (4.36)

Here we used the fact that \(m(-q^{-1}, q^6, q) = -qm(-q, q^6, q^5)\), which follows from [34] Eqs. (3.2a) and (3.2b). Next, taking \((x, q, z_0, z_1) \to (-q, q^6, q, q^5)\) in [34] Eq. (3.7)], we deduce that

\[ m(-q, q^6, q^5) - m(-q, q^6, q) = \frac{1}{2}q^{-1}\frac{J_2^2 J_6^3}{J_1 J_3 J_6}. \] (4.37)

Substituting this into (4.36), we obtain

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 2)q^n = q^{-1}m(-q, q^6, q) + \frac{1}{2}q^{-1}\frac{1}{J_2^2} \left( \frac{J_2^2 J_3^3}{J_1 J_4 J_6^2} - \frac{J_1 J_3^3 J_6^2}{J_3^3 J_4 J_{12}^2} \right). \] (4.38)

Substituting (4.17) and (4.18) into (4.38), after simplifications, we arrive at (4.30).

Similarly, substituting (4.20) into (4.35) and extracting the terms in which the power of \(q\) is even (resp. odd), we get (4.29) (resp. (4.31)). \(\square\)

Theorem 4.8. We have

\[ c(\rho^{(3)}; 4n + 2) + c(\rho^{(3)}; n) \equiv a_3(n/2) \quad (\text{mod } 2) \] (4.39)

and

\[ \sum_{n=0}^{\infty} c(\rho^{(3)}; 16n + 2)q^n = 2q\frac{J_1 J_3^2 J_{12}^2}{J_2^3}. \] (4.40)

Proof. From (4.32), (4.30) and the binomial theorem, we deduce that

\[ \sum_{n=0}^{\infty} \left( c(\rho^{(3)}; 4n + 2) + (-1)^n c(\rho^{(3)}; n) \right) q^n = \frac{J_2^6 J_{12}^3}{J_1^2 J_4 J_6 J_3^3} \] (4.41)
This gives (4.39).

Substituting (4.16) into (4.41) and extracting the terms in which the power of \( q \) is even, we obtain

\[
\sum_{n=0}^{\infty} \left( c(\rho^{(3)}; 8n + 2) + c(\rho^{(3)}; 2n)q^{n} \right) q^{n} = \frac{J_{1}J_{2}^{3}J_{5}}{J_{2}^{2}J_{3}^{4}J_{7}^{2}}. \tag{4.42}
\]

Substituting (4.17) into (4.42) and extracting the terms in which the power of \( q \) is even, we obtain

\[
\sum_{n=0}^{\infty} \left( c(\rho^{(3)}; 16n + 2) + c(\rho^{(3)}; 4n) \right) q^{n} = \frac{J_{2}J_{3}^{2}J_{4}}{J_{2}^{2}J_{3}^{4}J_{7}^{2}}. \tag{4.43}
\]

Substituting (4.28) into (4.43), we see that to prove (4.40), it suffices to show that

\[
\frac{J_{2}J_{3}^{2}}{J_{2}^{2}J_{4}^{2}} \cdot \frac{J_{4}J_{6}J_{3}^{2}}{J_{1}J_{12}} = 2qJ_{0}J_{12}. \tag{4.44}
\]

Substituting (4.18) and (4.19) into the left side of (4.44), we get its right side immediately. Thus (4.44) holds and we proved (4.40). \( \square \)

**Theorem 4.9.** The coefficient \( c(\rho^{(3)}; 4n) \) is odd if and only if \( n = 2k(3k + 1) \) for some integer \( k \).

**Proof.** By (4.28) and the binomial theorem, we deduce that

\[
\sum_{n=0}^{\infty} c(\rho^{(3)}; 4n)q^{n} \equiv J_{4} = \sum_{k=-\infty}^{\infty} q^{2k(3k+1)} \pmod{2}. \tag{4.45}
\]

The theorem follows immediately. \( \square \)

**Theorem 4.10.** The coefficient \( c(\rho^{(3)}; 2n + 1) \) is odd if and only if \( 6n + 5 = p^{4a+1}m^{2} \) for some prime \( p \) and integer \( m \) with \( p \nmid m \). Moreover,

\[
\# \left\{ 0 \leq n \leq N : c(\rho^{(3)}; 2n + 1) \equiv 1 \pmod{2} \right\} = \frac{\pi^{2}}{3} \frac{N}{\log N} + O \left( \frac{N}{\log^{2} N} \right). \tag{4.46}
\]

**Proof.** From (4.29) we deduce that

\[
\sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 1)q^{n} \equiv J_{1}J_{3}^{3} = \sum_{k=-\infty}^{\infty} \sum_{m=0}^{\infty} (-1)^{k+m}(2m+1)q^{k(3k+1)/2+3m(m+1)/2}
\]

\[
\equiv \sum_{k=-\infty}^{\infty} \sum_{m=0}^{\infty} q^{k(3k+1)/2+3m(m+1)/2} \pmod{2}. \tag{4.47}
\]

Therefore, we have

\[
\sum_{n=0}^{\infty} c(\rho^{(3)}; 4n + 1)q^{24n+10} \equiv \sum_{k=-\infty}^{\infty} \sum_{m=0}^{\infty} q^{6k+1)^{2}+9(2m+1)^{2}} \pmod{2}. \tag{4.48}
\]
For any integer solution \((x, y)\) of \(24n + 10 = x^2 + y^2\), both \(x\) and \(y\) must be odd and exactly one of them is divisible by 3. For example, if \(3\) divides \(y\), then we can write \(x = 6k + 1\) and \(y = 3(2m + 1)\) for \(k, m \in \mathbb{Z}\). This fact together with (4.48) implies
\[
c(\rho(3); 4n + 1) \equiv \frac{1}{8} r_2(24n + 10) \pmod{2},
\]
where \(r_2(n)\) denotes the number of representations of \(n\) as \(x^2 + y^2\) with \(x, y \in \mathbb{Z}\). It is known that if \(n\) has the prime factorization \(n = 2^a p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k}\), where the primes \(p_i \equiv 1 \pmod{4}\) and \(q_i \equiv 3 \pmod{4}\), then (see [50, Theorem 4.12], for example)
\[
r_2(n) = \begin{cases} 
0 & \text{if some } f_i \text{ is odd;} \\
4(e_1 + 1) \cdots (e_j + 1) & \text{otherwise.}
\end{cases}
\]

Now let \(12n + 5\) have the prime factorization \(12n + 5 = 2^a p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k}\) where the primes \(p_i \equiv 1 \pmod{4}\) and \(q_i \equiv 3 \pmod{4}\). From (4.49) and (4.50) we conclude that \(c(\rho(3); 4n + 1)\) is odd if and only if all the \(e_i\) and \(f_i\) are even except for one \(e_s \equiv 1 \pmod{4}\).

This proves that \(c(\rho(3); 4n + 1)\) is odd if and only if \(12n + 5 = p^{a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \nmid m\).

Next, we recall from [34, Eq. (5.26)] that the sixth order mock theta function \(\sigma^{(6)}(q)\) (see Section 6) satisfies
\[
\sigma^{(6)}(q) = -m(q^2, q^6, q).
\]

Comparing (4.31) with (4.51) we conclude that
\[
c(\rho(3); 4n + 3) \equiv c(\sigma^{(6)}; n + 1) \pmod{2}.
\]

By Theorem 6.4, which we will prove in Section 6, we deduce that \(c(\rho(3); 4n + 3)\) is odd if and only if \(12n + 11 = p^{a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \nmid m\).

From the above discussions we get the first assertion of the theorem. Taking \((A, B) = (6, 5)\) in Lemma 2.11, we get (4.46). □

**Theorem 4.11.** The coefficient \(c(\rho(3); n)\) takes even values almost all the time.

**Proof.** Let \(s_{2k} = s_{2k+1} = (2^{2k+1} - 2)/3\) for \(k \geq 0\). We claim that given \(k \geq 1\) and \(0 \leq s < 2^k\), if \(s \neq s_k\), then \(c(\rho(3); 2^k n + s_k)\) is almost even all the time.

Indeed, from Theorems 4.9 and 4.10 we know that both \(c(\rho(3); 2n + 1)\) and \(c(\rho(3); 4n)\) are almost even all the time. Hence the claim holds for \(k = 1\) and \(k = 2\). Now suppose that the claim holds for all \(k \leq K\) with \(K \geq 2\). We are going to show that the claim also holds for \(k = K + 1\).

If the sequence \(c(\rho(3); 2^{K+1} n + s)\) is not almost always even, then by assumption we must have \(s = s_K\) or \(s = s_K + 2^K\).

- **Case 1:** \(K = 2m\) is even. From (4.12) we know that \(a_3(n)\) is even almost all the time. Since \(c(\rho(3); 2^{2m-1} n + (5 \cdot 2^{2m-2} - 2)/3)\) is almost even all the time, replacing \(n\) by \(2^{2m-1} n + (5 \cdot 2^{2m-2} - 2)/3\) in (4.39), we deduce that \(c(\rho(3); 2^{2m+1} n + (5 \cdot 2^{2m-2} - 2)/3)\) is almost even all the time. Hence we must have \(s = s_K = s_{K+1}\).

- **Case 2:** \(K = 2m - 1\) is odd. Since \(c(\rho(3); 2^{2m-2} n + (2^{2m-3} - 2)/3)\) is even almost all the time, replacing \(n\) by \(2^{2m-2} n + (2^{2m-3} - 2)/3\) in (4.39), we deduce that \(c(\rho(3); 2^{2m} n + (2^{2m-1} - 2)/3)\) is almost even all the time. Hence we must have \(s = s_K + 2^K = s_{K+1}\).
By mathematical induction, we have proved our claim. Note that the claim shows that for any $k \geq 1$,
\[
\frac{\# \left\{ 0 \leq n < N : c(\rho^{(3)}; n) \equiv 1 \pmod{2} \right\}}{N} \leq \frac{1}{2^k} + \frac{1}{N}.
\] (4.53)

Letting $k, N \to \infty$, we see that $c(\rho^{(3)}; n)$ is even almost all the time. \hfill \Box

There is one mock theta function of order 3 left: $\chi^{(3)}(q)$. Numerical evidence suggests that $c(\chi^{(3)}; n)$ takes odd values half of the time (see Table I in Section III).

5. Mock theta functions of order 5

In his last letter to Hardy, Ramanujan gave ten mock theta functions of order 5:

\[
f^{(5)}_0(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n}, \quad \phi^{(5)}_0(q) := \sum_{n=0}^{\infty} q^{n^2} (-q; q^2)_n,
\]
\[
\psi^{(5)}_0(q) := \sum_{n=0}^{\infty} q^{(n+2)(n+1)/2} (-q; q)_n, \quad F^{(5)}_0(q) := \sum_{n=0}^{\infty} \frac{q^{2n^2}}{(q; q^2)_n}, \quad f^{(5)}_1(q) := \sum_{n=0}^{\infty} (-q; q)_n
\]
\[
\phi^{(5)}_1(q) := \sum_{n=0}^{\infty} q^{(n+1)^2} (-q; q^2)_n, \quad \psi^{(5)}_1(q) := \sum_{n=0}^{\infty} q^{(n+1)} (-q; q)_n,
\]
\[
F^{(5)}_1(q) := \sum_{n=0}^{\infty} \frac{q^{2n(n+1)}}{(q; q^2)_{n+1}}, \quad \chi^{(5)}_0(q) := \sum_{n=0}^{\infty} \frac{q^n}{(q^{n+1}; q)_n}, \quad \chi^{(5)}_1(q) = \sum_{n=0}^{\infty} \frac{q^n}{(q^{n+1}; q)_{n+1}}.
\]

**Theorem 5.1.** The coefficient $c(f^{(5)}_0; 2n+1)$ is odd if and only if $120n + 59 = p^{4a+1}m^2$, where $a \geq 0$, $p$ is a prime and $p \nmid m$. The coefficient $c(f^{(5)}_1; 2n)$ is odd if and only if $120n + 11 = p^{4a+1}m^2$, where $a \geq 0$, $p$ is a prime and $p \nmid m$. Moreover,

\[
\# \left\{ 0 \leq n \leq N : c(f^{(5)}_0; 2n+1) \equiv 1 \pmod{2} \right\} = \frac{2\pi^2}{5} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right),
\] (5.1)
\[
\# \left\{ n \leq N : c(f^{(5)}_1; 2n) \equiv 1 \pmod{2} \right\} = \frac{2\pi^2}{5} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right). \quad \text{(5.2)}
\]

**Proof.** From definition we have

\[
f^{(5)}_0(q) = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n} \equiv \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q; q)_n} \equiv G(q) \pmod{2}, \quad \text{(5.3)}
\]
\[
f^{(5)}_1(q) = \sum_{n=0}^{\infty} \frac{q^{n(n+1)}}{(-q; q)_n} \equiv \sum_{n=0}^{\infty} \frac{q^{n(n+1)}}{(q; q)_n} \equiv H(q) \pmod{2}. \quad \text{(5.4)}
\]

The first half of the theorem then follows from the work of Gordon [29], which we have mentioned in Section II. Applying Lemma 2.11 with $(A, B) = (120, 59)$ and $(120, 11)$, we get (5.1) and (5.2), respectively. \hfill \Box
Using [18, Theorem 1.3] we can deduce that
\[
\# \left\{ n \leq N : c(f_0^{(5)}; 2n) \equiv 1 \pmod{2} \right\} \gg \frac{\sqrt{N}}{\log \log N}, \quad (5.5)
\]
\[
\# \left\{ n \leq N : c(f_1^{(5)}; 2n + 1) \equiv 1 \pmod{2} \right\} \gg \frac{\sqrt{N}}{\log \log N}. \quad (5.6)
\]
As before, since these estimates are direct consequences of known results and are far from proving Conjecture 1.2, we do not state them in our theorems.

We remark that we have improved the error terms in Chen’s results (1.21 and 1.22).

**Corollary 5.2.** For sufficiently large \( N \),
\[
\# \left\{ n \leq N : c(G; 2n + 1) \equiv 1 \pmod{2} \right\} = \frac{2\pi}{5} \sqrt{N \log N} + O \left( \frac{N}{\log^2 N} \right), \quad (5.7)
\]
\[
\# \left\{ n \leq N : c(H; 2n) \equiv 1 \pmod{2} \right\} = \frac{2\pi}{5} \sqrt{N \log N} + O \left( \frac{N}{\log^2 N} \right). \quad (5.8)
\]

**Theorem 5.3.** The coefficient \( c(\psi_0^{(5)}; n) \) is odd if and only if
\[
60n - 1 = p^{4a+1}m^2 \quad \text{for some prime } p \text{ and integer } m \text{ with } p \nmid m.
\]
Moreover,
\[
\# \left\{ n \leq N : c(\psi_0^{(5)}; n) \equiv 1 \pmod{2} \right\} = \frac{2\pi}{5} \sqrt{N \log N} + O \left( \frac{N}{\log^2 N} \right). \quad (5.9)
\]

**Proof.** Andrews [1] found the following Hecke-type series representation:
\[
\psi_0^{(5)}(q) = -\frac{(-q; q)_{\infty}}{(q; q)_{\infty}} \sum_{n=1}^{\infty} \sum_{j=-n}^{n-1} (-1)^j (1 - q^n)q^{n(5n-1)/2-j(3j+1)/2}. \quad (5.10)
\]
We deduce that
\[
\psi_0^{(5)}(q) \equiv \sum_{n=1}^{\infty} \sum_{j=-n}^{n-1} (1 + q^n)q^{n(5n-1)/2-j(3j+1)/2} \pmod{2}. \quad (5.11)
\]
This implies
\[
\sum_{n=1}^{\infty} c(\psi_0^{(5)}; n)q^{6(60n-1)} \equiv \sum_{n=1}^{\infty} \sum_{j=-n}^{n-1} \left( q^{(30n-3)^2-15(6j+1)^2} + q^{(30n+3)^2-15(6j+1)^2} \right)
\]
\[
= \frac{1}{2} \sum_{n=1}^{\infty} \sum_{j=-n}^{n-1} \left( q^{(30n-3)^2-15(6j+1)^2} + q^{(30n-3)^2-15(6j+5)^2} + q^{(30n+3)^2-15(6j+1)^2} + q^{(30n+3)^2-15(6j+5)^2} \right) \pmod{2}. \quad (5.12)
\]
The fundamental solution of \( x^2 - 15y^2 = 1 \) is \((x_1, y_1) = (4, 1)\). Therefore, by Lemma 2.3 and (5.12) we conclude that
\[
c(\psi_0^{(5)}; n) \equiv \frac{1}{2} H_{\mathbb{Z}[\sqrt{15}]}(6(60n - 1)) \pmod{2}. \quad (5.13)
\]
By Lemma 2.10 we have $H_{z(\sqrt{15})}(6(60n-1)) = T_{z(\sqrt{15})}(6(60n-1))$. By Lemma 2.8 it is easy to see that $\frac{1}{2} H_{z(\sqrt{15})}(6(60n-1))$ is odd if and only if $60n-1 = p^{4a+1}m^2$ for some prime $p$ and integer $m$ with $p \nmid m$.

Applying Lemma 2.11 with $(A, B) = (60, 59)$, we get (5.9).

**Theorem 5.4.** The coefficient $c(\psi_1^{(5)}; n)$ is odd if and only if $60n+1 = p^{4a+1}m^2$ for some prime $p$ and integer $m$ with $p \nmid m$. Moreover,

$$\# \{n \leq N : c(\psi_1^{(5)}; n) \equiv 1 \pmod{2}\} = \frac{2\pi^2}{5} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right).$$

**(5.14)**

**Proof.** Andrews [1] found the following Hecke-type series representation:

$$\psi_1^{(5)}(q) = \frac{(-q; q)_\infty}{(q; q)_\infty} \sum_{n=0}^{\infty} \sum_{j=0}^{n} (-1)^j (1 - q^{2n+1}) q^{n(5n+3)/2 - j(3j+1)/2}. \quad (5.15)$$

We deduce that

$$\psi_1^{(5)}(q) \equiv \sum_{n=0}^{\infty} \sum_{j=0}^{n} (1 + q^{2n+1}) q^{n(5n+3)/2 - j(3j+1)/2} \pmod{2}. \quad (5.16)$$

This implies

$$\sum_{n=0}^{\infty} c(\psi_1^{(5)}; n) q^{6(60n+11)} \equiv \sum_{n=0}^{\infty} \sum_{j=0}^{n} \left(q^{(30n+9)^2 - 15(6j+1)^2} + q^{(30n+21)^2 - 15(6j+1)^2}\right)$$

$$= \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=0}^{n} \left(q^{(30n+9)^2 - 15(6j+1)^2} + q^{(30n+9)^2 - 15(6j-1)^2}\right) + q^{(30n+21)^2 - 15(6j+1)^2} + q^{(30n+21)^2 - 15(6j-1)^2} \pmod{2}. \quad (5.17)$$

By Lemma 2.3 and (5.17) we conclude that

$$c(\psi_1^{(5)}; n) \equiv \frac{1}{2} H_{z(\sqrt{15})}(6(60n+11)) \pmod{2}. \quad (5.18)$$

By Lemma 2.10 we have $H_{z(\sqrt{15})}(6(60n+11)) = T_{z(\sqrt{15})}(6(60n+11))$. By Lemma 2.8 it is easy to see that $\frac{1}{2} H_{z(\sqrt{15})}(6(60n+11))$ is odd if and only if $60n+1 = p^{4a+1}m^2$ for some prime $p$ and integer $m$ with $p \nmid m$.

Applying Lemma 2.11 with $(A, B) = (60, 11)$, we get (5.14).

The parity properties for the fifth order mock theta functions $F_0^{(5)}(q)$ and $F_1^{(5)}(q)$ follow as direct consequences of Theorems 5.3 and 5.4. This is because of the following result.

**Theorem 5.5.** For $n \geq 1$, we have

$$c(F_0^{(5)}; n) = c(\psi_0^{(5)}; 2n), \quad (5.19)$$

$$c(F_1^{(5)}; n) = c(\psi_1^{(5)}; 2n + 1). \quad (5.20)$$
Proof. Recall one of Ramanujan’s theta functions:
\[
\psi(q) = \sum_{n=0}^{\infty} q^{n(n+1)/2} = \frac{(q^2; q^2)^2}{(q; q)^2}.
\]  
(5.21)

From [2] Entries 3.4.4 and 3.4.8 we know that
\[
\psi_0^{(5)}(q) - F_0(q^2) + 1 = q^0 \psi(q^2) H(q^4),
\]  
(5.22)
\[
\psi_1^{(5)}(q) - q F_1^{(5)}(q^2) = \psi(q^2) G(q^4).
\]  
(5.23)
Comparing the coefficients of \(q^{2n}\) (resp. \(q^{2n+1}\)) on both sides of (5.22) (resp. (5.23)), we obtain (5.19) (resp. (5.20)).

There are four mock theta functions of order 5 left: \(\phi_0^{(5)}(q), \phi_1^{(5)}(q), \lambda_0^{(5)}(q)\) and \(\lambda_1^{(5)}(q)\). From [2] Entries 3.4.9 and 3.4.11 we know that
\[
\lambda_0^{(5)}(q) = 2 F_0^{(5)}(q) - \phi_0^{(5)}(-q), \quad \lambda_1^{(5)}(q) = 2 F_1^{(5)}(q) + q^{-1} \phi_1^{(5)}(-q).
\]  
(5.24)
Therefore, we have
\[
c(\lambda_0^{(5)}; n) \equiv c(\phi_0^{(5)}; n) \pmod{2}, \quad c(\lambda_1^{(5)}; n) \equiv c(\phi_1^{(5)}; n + 1) \pmod{2}.
\]  
(5.25)
From the above congruence relations, we know that there are essentially two functions left: \(\phi_0^{(5)}(q)\) and \(\phi_1^{(5)}(q)\). Numerical evidence suggests that they are all of type \((\frac{1}{2}, \frac{1}{2})\) modulo 2 (see Table I in Section 10).

6. Mock theta function of order 6

Ramanujan recorded seven mock theta functions of order 6 in his lost notebook [49]:
\[
\phi^{(6)}(q) := \sum_{n=0}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{(-q; q^2)_n}, \quad \psi^{(6)}(q) := \sum_{n=0}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{(-q^2; q^2)_n},
\]
\[
\rho^{(6)}(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)/2}}{(-q; q^2)_n}, \quad \sigma^{(6)}(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)/2}}{(-q^2; q^2)_n},
\]
\[
\lambda^{(6)}(q) := \sum_{n=0}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{(-q; q^2)_n}, \quad \mu^{(6)}(q) := \frac{1}{2} + \frac{1}{2} \sum_{n=0}^{\infty} \frac{(-1)^n q^{n(n+1)/2} (1 + q^n) (q; q^2)_n}{(-q; q^2)_n},
\]
\[
\gamma^{(6)}(q) := \sum_{n=0}^{\infty} \frac{q^n (q; q^2)_n}{(q^3; q^3)_n}.
\]

The definition of \(\mu^{(6)}(q)\) has been corrected since in Ramanujan’s original definition, the series does not converge.

In 2007, after an examination of the summands of \(\phi^{(6)}(q)\) and \(\psi^{(6)}(q)\) over the negative and non-positive integers, Berndt and Chan [11] introduced two new mock theta functions of order 6:
\[
\phi^{(6)}_-(q) := \sum_{n=1}^{\infty} \frac{q^n (-q; q^2)_{2n-1}}{(q; q^2)_n}, \quad \psi^{(6)}_-(q) := \sum_{n=1}^{\infty} \frac{q^n (-q; q^2)_{2n-2}}{(q; q^2)_n}.
\]
**Theorem 6.1.** For \( n \geq 0 \) we have \( c(\phi^{(6)}; n) \equiv p(n) \pmod{2} \).

**Proof.** By definition we have

\[
\phi^{(6)}(q) = \sum_{n=0}^{\infty} \frac{(-1)^n(q;q^2)_nq^{n^2}}{(-q q)_{2n}} = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q,q)_n^2} = \sum_{n=0}^{\infty} p(n)q^n \pmod{2}.
\] (6.1)

Therefore, \( c(\phi^{(6)}; n) \equiv p(n) \pmod{2} \).

\( \square \)

**Theorem 6.2.** We have

\[
\psi^{(6)}(q) \equiv q \frac{(q^3;q^3)_\infty^6}{(q^3)_\infty^3} \pmod{2}.
\] (6.2)

**Proof.** Andrews and Hickerson [5] found that:

\[
\psi^{(6)}(q) = q \frac{(q^2;q^2)_\infty}{(q^3;q^3)^2} \sum_{n=-\infty}^{\infty} \sum_{j=-n}^{n} (-1)^{n+j} q^{3n^2+3n-j^2}.
\] (6.3)

Therefore, we have

\[
\psi^{(6)}(q) \equiv q \frac{(q^2;q^2)_\infty}{(q^3;q^3)^2} \sum_{n=0}^{\infty} q^{3n^2+3n} \equiv q \frac{(q;q)_\infty}{(q^3;q^3)_\infty^3} \frac{(q^{12};q^{12})_\infty^2}{(q^6;q^6)_\infty} \equiv q \frac{(q^3;q^3)_\infty^6}{(q^3)_\infty^3} \pmod{2}.
\] (mod 2).

\( \square \)

Numerical evidence suggests that \( c(\psi^{(6)}; n) \) takes odd values half of the time (see Table 11 in Section 10).

**Theorem 6.3.** The coefficient \( c(\rho^{(6)}; n) \) is odd if and only if \( n = k(k+1) \) for some integer \( k \geq 0 \). Moreover,

\[
\# \left\{ 0 \leq n \leq N : c(\rho^{(6)}; n) \equiv 1 \pmod{2} \right\} = \left\lfloor \frac{\sqrt{4N+1} + 1}{2} \right\rfloor.
\] (6.4)

**Proof.** Andrews and Hickerson [5] found the following Hecke-type series representation:

\[
\rho^{(6)}(q) = \frac{(-q;q)_\infty}{(q;q)_\infty} \sum_{n=0}^{\infty} \sum_{j=-n}^{n} (-1)^n q^{3n(n+1)/2-j(j+1)/2}.
\] (6.5)

This implies

\[
\rho^{(6)}(q) \equiv \sum_{n=0}^{\infty} q^{n(n+1)} \pmod{2}.
\] (6.6)

The theorem follows immediately.

\( \square \)

**Theorem 6.4.** The coefficient \( c(\sigma^{(6)}; n) \) is odd if and only if \( 12n - 1 = p^{k+1}m^2 \) where \( p \) is a prime and \( m \) is an integer with \( p \nmid m \). Moreover,

\[
\# \left\{ 0 \leq n \leq N : c(\sigma^{(6)}; n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{3} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right).
\] (6.7)
Proof. Andrews and Hickerson [5] found the following Hecke-type series representation:

\[ \sigma^{(6)}(q) = q \frac{(-q; q)_{\infty}}{(q; q)_{\infty}} \sum_{n=0}^{\infty} (-1)^n (1 - q^{n+1}) \frac{(3n^2 + 5n)/2}{2} \sum_{j=0}^{n} q^{-j(j+1)/2}. \]  

(6.8)

We deduce that

\[ \sum_{n=0}^{\infty} c(\sigma^{(6)}; n) q^{24n-2} \equiv \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=-n-1}^{n} \left( q^{(6n+5)^2(2j+1)^2} + q^{(6n+7)^2(2j+1)^2} \right) \pmod{2}. \]  

(6.9)

The fundamental solution of \( x^2 - 3y^2 = 1 \) is \((x_1, y_1) = (2, 1)\). By Lemma 2.3 we deduce that

\[ c(\sigma^{(6)}; n) \equiv \frac{1}{2} H_{2[\sqrt{3}]}(24n - 2) \pmod{2}. \]  

(6.10)

Let \( 24n - 2 \) have the prime factorization \( 24n - 2 = 2p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_i^{f_i} r_1^{g_1} \cdots r_i^{g_i} \) where the primes \( p_i \equiv 1 \pmod{12}, q_i \equiv \pm 5 \pmod{12}, r_i \equiv 11 \pmod{12} \). By Lemma 2.6 we see that \( c(\sigma^{(6)}; n) \) is odd if and only if all of \( e_i, f_i \) and \( g_i \) are even except for one \( g_s \equiv 1 \pmod{4} \). Therefore, \( c(\sigma^{(6)}; n) \) is odd if and only if \( 12n - 1 = p^{a_n+1}m^2 \) where \( p \) is a prime and \( p \nmid m \).

Applying Lemma 2.11 with \((A, B) = (12, 11)\), we get (6.7).

\[ \sum_{n=0}^{\infty} c(\lambda^{(6)}; 2n)q^n = \frac{J_3^2 J_3^1}{J_3^1 J_3^0}, \]  

(6.11)

\[ \sum_{n=1}^{\infty} \left( 2c(\psi^{(6)}; n) - c(\lambda^{(6)}; 2n - 1) \right) q^n = 3q \frac{J_3^3}{J_1^1 J_2}. \]  

(6.12)

Furthermore, we have

\[ c(\lambda^{(6)}; 2n - 1) \equiv c(\psi^{(6)}; n) \pmod{2}. \]  

(6.13)

The coefficient \( c(\lambda^{(6)}; 2n) \) is odd if and only if \( n = k(k + 1)/2 \) for some integer \( k \).

Proof. From [2, p. 140, Entry 7.5.2] we find

\[ 2q^{-1} \psi^{(6)}(q^2) + \lambda^{(6)}(-q) = \frac{J_2^0 J_3^1 J_1^2}{J_1^1 J_2 J_3^0}. \]  

(6.14)

Substituting (4.19) into (6.14) and extracting the terms in which the power of \( q \) is even (resp. odd), we obtain (6.11) (resp. (6.12)).

From (6.12) we deduce that

\[ \sum_{n=1}^{\infty} c(\lambda^{(6)}; 2n - 1) q^n \equiv q \frac{J_3^3}{J_1^1} \pmod{2}. \]  

(6.15)

Comparing this with (6.2), we get (6.13).
From (6.11) we deduce that
\[
\sum_{n=0}^{\infty} c(\lambda(6); 2n)q^n \equiv \frac{(q^2; q^2)_{\infty}^2}{(q; q)_{\infty}} \quad (\text{mod } 2). \tag{6.16}
\]
Recall the definition of \(\psi(q)\) in (5.21), we get the last assertion of the theorem. \(\square\)

Recall that numerical evidence indicates that \(c(\psi(6); n)\) takes odd values half of the time. If this is indeed true, then Theorem 6.5 shows that \(\lambda(6)(q)\) is of type \((\frac{3}{4}, \frac{1}{4})\) modulo 2.

**Theorem 6.6.** We have
\[
c(\psi(3); n) \equiv c(\phi(6); n) \quad (\text{mod } 2). \tag{6.17}
\]
The coefficient \(c(\phi(6); n)\) is odd if and only if \(24n - 1 = p^{4a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \not| m\). Moreover,
\[
\# \left\{ 0 \leq n \leq N : c(\phi(6); n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{3} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right). \tag{6.18}
\]
**Proof.** Berndt and Chan [11] gave the following Hecke-type series representation:
\[
\phi(6)(q) = \frac{(-q; q)_{\infty}}{(q; q)_{\infty}} \sum_{n=0}^{\infty} (-1)^n (1 - q^{2n+2})q^{3n^2+5n+1} \sum_{j=0}^{n} (1 + q^{2j+1})q^{-2j^2-3j}. \tag{6.19}
\]
We deduce that
\[
\phi(6)(q) \equiv \sum_{n=0}^{\infty} (1 + q^{2n+2})q^{3n^2+5n+1} \sum_{j=0}^{n} \left( q^{-2j^2-3j} + q^{-2j^2-j+1} \right) \equiv \sum_{n=0}^{\infty} \left( q^{3n^2+5n+1} + q^{3n^2+7n+3} \right) \sum_{j=-n-1}^{n} q^{-2j^2-3j} \quad (\text{mod } 2). \tag{6.20}
\]
Therefore,
\[
\sum_{n=1}^{\infty} c(\phi(6); n)q^{48n-2} \equiv \sum_{n=0}^{\infty} \sum_{j=-n-1}^{n} q^{(12n+10)^2-6(4j+3)^2} + q^{(12n+14)^2-6(4j+3)^2} \equiv \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=-n-1}^{n} \left( q^{(12n+10)^2-6(4j+3)^2} + q^{(12n+14)^2-6(4j+3)^2} \right) + q^{(12n+10)^2-6(4j+1)^2} + q^{(12n+14)^2-6(4j+1)^2} \quad (\text{mod } 2). \tag{6.21}
\]
The fundamental solution of \(x^2 - 6y^2 = 1\) is \((x_1, y_1) = (5, 2)\). By Lemma 2.3 and (6.21) we conclude that
\[
c(\phi(6); n) \equiv \frac{1}{2} H_{\sqrt{6}}(48n - 2) \quad (\text{mod } 2). \tag{6.22}
\]
Comparing (4.7) with (6.22), we obtain (6.17). The rest of the theorem follows from Theorem 4. \(\square\)
Theorem 6.7. The coefficient \(c(\psi_6(n);n)\) is odd if and only if \(8n - 3 = p^{4a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \equiv 5 \pmod{24}\) and \(p \nmid m\), or \(8n - 3 = 3p^{4a+1}m^2\) for some prime \(p \equiv 23 \pmod{24}\) and integer \(m\) with \(p \nmid m\). Moreover,

\[
\# \left\{ 0 \leq n \leq N | c(\psi_6(n);n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{6} \frac{N}{\log N} + O\left(\frac{N}{\log^2 N}\right). \tag{6.23}
\]

Proof. We need the following Hecke-type series representation found by Berndt and Chan [11]:

\[
\psi_6(q) = q \frac{(-q; q)_{\infty}}{(q; q)_{\infty}} \sum_{n=0}^{\infty} (-1)^n q^{3n^2+3n} \sum_{j=-n}^{n} q^{-2j^2-j}. \tag{6.24}
\]

By the binomial theorem, we deduce that

\[
\psi_6(q) \equiv q \sum_{n=0}^{\infty} \sum_{j=-n}^{n} q^{3n^2+3n-2j^2-j} \pmod{2}. \tag{6.25}
\]

This implies

\[
\sum_{n=0}^{\infty} c(\psi_6(n);n)q^{8n-3} \equiv \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \left( q^{6(2n+1)^2-(4j+1)^2} + q^{6(2n+1)^2-(4j-1)^2} \right) \pmod{2}. \tag{6.26}
\]

By Lemma [2.3] we deduce that

\[
c(\psi_6(n);n) \equiv \frac{1}{2} H_{\mathbb{Z}[\sqrt{6}]}(-8n + 3) \pmod{2}. \tag{6.27}
\]

Let \(8n - 3\) have the prime factorization \(8n - 3 = 3^b p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k} r_1^{g_1} \cdots r_l^{g_l}\) where the primes \(p_i \equiv \pm 7, \pm 11\) \(\pmod{24}\), \(q_i \equiv 1, 19\) \(\pmod{24}\), and \(r_i \equiv 5, 23\) \(\pmod{24}\). By Lemma [2.7] we know that \(\frac{1}{2} H_{\mathbb{Z}[\sqrt{6}]}(-8n + 3) \equiv 1 \pmod{2}\) if and only if all of \(e_i, f_i\) and \(g_i\) are even except for one \(g_i \equiv 1 \pmod{4}\). Note that \(8n - 3 \equiv 3 \pmod{8}\). If \(b \equiv 1 \pmod{2}\), then the condition becomes \(8n - 3 = 3p^{4a+1}m^2\) for some prime \(p \equiv 23 \pmod{24}\) and integer \(m\) with \(p \nmid m\). If \(b \equiv 0 \pmod{2}\), then the condition becomes \(8n - 3 = 3p^{4a+1}m^2\) for some prime \(p \equiv 5 \pmod{24}\) and integer \(m\) with \(p \nmid m\).

Let

\[
\gamma_1(N) = \# \left\{ 0 \leq n < N : 8n + 5 = p^{4a+1}m^2, \ p \equiv 5 \pmod{24} \right\}.
\]

To give an estimate to \(\gamma_1(N)\), we just need to replace the condition \(p \equiv B/m^2 \pmod{8}\) by \(p \equiv 5 \pmod{24}\) in (2.33) and accordingly replace \(\phi(A)\) by \(\phi(24)\) in (2.34). We deduce that

\[
\gamma_1(N) = \frac{1}{\phi(24)} \left( 1 - \frac{1}{2^2} \right) \cdot \frac{\pi^2}{6} \frac{8N}{\log N} + O\left(\frac{N}{\log^2 N}\right) = \frac{\pi^2}{8} \frac{N}{\log N} + O\left(\frac{N}{\log^2 N}\right). \tag{6.28}
\]

Next, note that \(8n - 3 = 3p^{4a+1}m^2\) implies \(3 | n\). Let \(n = 3(n' + 1)\). Then we get

\[
8n' + 7 = p^{4a+1}m^2. \tag{6.29}
\]

Let

\[
\gamma_2(N) = \# \left\{ 0 \leq n' < \frac{N}{3} : 8n' + 7 = p^{4a+1}m^2, \ p \equiv 23 \pmod{24} \right\}.
\]
Similarly as above, we deduce that
\[ \gamma_2(N) = \frac{1}{\varphi(24)} \left( 1 - \frac{1}{2^2} \right) \cdot \pi^2 \frac{8N/3}{6 \log N} + O \left( \frac{N}{\log^2 N} \right) = \frac{\pi^2}{24} \frac{N}{\log^2 N} + O \left( \frac{N}{\log^2 N} \right). \] (6.29)

Adding (6.28) and (6.29) up, we get (6.23). \( \square \)

Note that
\[ \mu(6)(q) = \frac{1}{2} + q - \frac{3}{2} q^2 + 2 q^3 - 2 q^4 + 3 q^5 - \frac{11}{2} q^6 + 7 q^7 - \frac{15}{2} q^8 + \cdots. \] (6.30)

Since \( c(\mu(6); n) \) is half integer, we consider \( 2 \mu(6)(q) \) instead.

**Theorem 6.8.** We have
\[ \sum_{n=0}^{\infty} c(2\mu(6); 2n + 1) q^n = 2 \frac{J_2^4 J_6^2}{J_2^4 J_3}. \] (6.31)

Moreover, \( c(2\mu(6); 2n + 1) \equiv 0 \pmod{2} \) and \( c(2\mu(6); 2n) \equiv p(n) \pmod{2} \) for any \( n \geq 0 \).

**Proof.** We recall from [2, p. 140, Entry 7.5.2] that
\[ 2\phi(6)(q) - 2\mu(6)(-q) = \frac{J_4^3 J_6^5}{J_2^4 J_3^4 J_4}. \] (6.32)

From [57, Eq. (3.12)] we find
\[ \frac{1}{J_1 J_3} = \frac{J_2^2 J_4^5}{J_2^4 J_4 J_6^5 J_{24}} + q \frac{J_4^3 J_6^5}{J_2^4 J_6^5 J_{12}^3 J_{24}}. \] (6.33)

Taking square on both sides and substituting it into (6.32), extracting the terms in which the power of \( q \) is odd, we get (6.31).

On the other hand, it is clear from (6.32) that
\[ 2\mu(6)(q) \equiv \frac{1}{J_2} \pmod{2}. \] (6.34)

Thus we have \( c(2\mu(6); 2n + 1) \equiv 0 \pmod{2} \) and \( c(2\mu(6); 2n) \equiv p(n) \pmod{2} \). \( \square \)

There is one function left: \( \gamma(6)(q) \). Numerical evidence suggests that it is of type \((\frac{1}{2}, \frac{1}{2})\) modulo 2 (see Table 1 in Section 10).

### 7. Mock theta functions of order 7

In his last letter to Hardy, Ramanujan gave three mock theta functions of order 7:
\[ \mathcal{F}_0(7)(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q^{n+1}; q)_n}, \quad \mathcal{F}_1(7)(q) := \sum_{n=1}^{\infty} \frac{q^{n^2}}{(q^n; q)_n}, \quad \mathcal{F}_2(7)(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(q^{n+1}; q)_{n+1}}. \]

**Theorem 7.1.** We have
\[ \mathcal{F}_0(7)(q) \equiv \frac{(q^6; q^8, q^{14}; q^{14})_{\infty}}{(q; q)_{\infty}} \pmod{2}, \] (7.1)
\[ \mathcal{F}_1(7)(q) \equiv q \frac{(q^2, q^{12}, q^{14}; q^{14})_{\infty}}{(q; q)_{\infty}} \pmod{2}. \] (7.2)
\begin{align*}
\mathcal{F}_2^{(7)}(q) & \equiv \frac{(q^4, q^{10}, q^{14}; q^{14})_\infty}{(q; q)_\infty} \quad (\text{mod } 2). \quad (7.3)
\end{align*}

**Proof.** We use the following Hecke-type series representations found by Andrews [1]:

\begin{align*}
\mathcal{F}_0^{(7)}(q) & = \frac{1}{(q; q)_\infty} \left( \sum_{n=0}^{\infty} \sum_{|j| \leq n} q^{7n^2 + 2n - j^2} \left(1 - q^{12n+6}\right) \right. \\
& \quad - 2q \sum_{n=0}^{\infty} \sum_{j=0}^{n} q^{7n^2 + 8n - j^2 - j} \left(1 - q^{12n+13}\right) \bigg), \quad (7.4)
\end{align*}

\begin{align*}
\mathcal{F}_1^{(7)}(q) & = \frac{1}{(q; q)_\infty} \left( \sum_{n=0}^{\infty} \sum_{j=-n}^{n} q^{7n^2 + 3n - j^2} \left(1 - q^{8n+4}\right) \right. \\
& \quad - 2q^3 \sum_{n=0}^{\infty} \sum_{j=0}^{n} q^{7n^2 + 10n - j^2 - j} \left(1 - q^{8n+8}\right) \bigg), \quad (7.5)
\end{align*}

\begin{align*}
\mathcal{F}_2^{(7)}(q) & = \frac{1}{(q; q)_\infty} \left( \sum_{n=0}^{\infty} \sum_{|j| \leq n} q^{7n^2 + 2n - j^2} \left(1 - q^{8n+3}\right) \right. \\
& \quad - 2q^2 \sum_{n=0}^{\infty} \sum_{j=0}^{n} q^{7n^2 + 8n - j^2 - j} \left(1 - q^{8n+7}\right) \bigg). \quad (7.6)
\end{align*}

From (7.4) we deduce that

\begin{align*}
\mathcal{F}_0^{(7)}(q) & \equiv \frac{1}{(q; q)_\infty} \sum_{n=0}^{\infty} \sum_{j=-n}^{n} q^{7n^2 + 2n - j^2} \left(1 + q^{12n+6}\right) \\
& \equiv \frac{1}{(q; q)_\infty} \sum_{n=0}^{\infty} q^{7n^2 + n} \left(1 + q^{12n+6}\right) \\
& \equiv \frac{1}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} q^{7n^2 + n} \\
& \equiv \frac{(q^6, q^8, q^{14}; q^{14})_\infty}{(q; q)_\infty} \quad (\text{mod } 2). \quad (7.7)
\end{align*}

This proves (7.1). Similarly, using (7.5) and (7.6) we can prove (7.2) and (7.3). $\square$

If $S$ is a subset of positive integers, we denote by $p_S(n)$ the number of partitions of $n$ with parts in $S$.

**Corollary 7.2.** We have

\begin{align*}
c(\mathcal{F}_0^{(7)}; n) & \equiv p_{S_0}(n) \quad (\text{mod } 2), \quad (7.8)
c(\mathcal{F}_1^{(7)}; n) & \equiv p_{S_1}(n-1) \quad (\text{mod } 2), \quad (7.9)
\end{align*}
where \( S_0 \) denotes the set of positive integers not congruent to 0, 6 and 8 modulo 14, \( S_1 \) denotes the set of positive integers not congruent to 0, 2 and 12 modulo 14, and \( S_2 \) denotes the set of positive integers not congruent to 0, 4 and 10 modulo 14.

**Remark 2.** We can then apply [22] Theorems 5.1 and 5.2 to give lower bounds for the quantity \( \# \{0 \leq n \leq N \mid c(\mathcal{F}_i^{(7)}; n) \equiv r \pmod{2}\} \) for \( i \in \{0, 1, 2\} \) and \( r \in \{0, 1\} \). Again, since this is far from proving Conjecture [22] we will not pursue it here.

### 8. Mock theta functions of order 8

Gordon and McIntosh [30] found eight mock theta functions of order 8:

\[
S_0^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}(-q;q^2)_n}{(-q^4;q^4)_n}, \quad S_1^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+2)}(-q;q^2)_n}{(-q^2;q^2)_n},
\]

\[
T_0^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{(n+1)(n+2)}(-q^2;q^2)_n}{(-q;q^2)_{n+1}}, \quad T_1^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)}(-q^2;q^2)_n}{(-q^2;q^2)_{n+1}},
\]

\[
U_0^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}(-q^4;q^4)_n}{(-q^4;q^4)_n} = S_0^{(8)}(q^2) + qS_1^{(8)}(q^2),
\]

\[
U_1^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)}(-q^2;q^4)_n}{(-q^2;q^4)_{n+1}} = T_0^{(8)}(q^2) + qT_1^{(8)}(q^2),
\]

\[
V_0^{(8)}(q) := -1 + 2 \sum_{n=0}^{\infty} \frac{q^{n^2}(-q^2;q^2)_n}{(q;q^2)_n} = -1 + 2 \sum_{n=0}^{\infty} \frac{q^{2n^2}(-q^4;q^4)_n}{(q;q^2)_{2n+1}},
\]

\[
V_1^{(8)}(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+2n+1}(-q^4;q^4)_n}{(q^2;q^2)_{2n+2}} = \sum_{n=0}^{\infty} \frac{q^{n+1}(-q;q^2)_{2n}}{(-q^2;q^4)_{n+1}}.
\]

**Theorem 8.1.** The coefficient \( c(T_0^{(8)}; n) \) is odd if and only if \( 16n-1 = p^{4n+1}m^2 \) for some prime \( p \) and integer \( m \) with \( p \nmid m \). Moreover,

\[
\# \left\{ n \leq N : c(T_0^{(8)}; n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{4} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right).
\]  

**Proof.** We use the following Hecke-type series representation found by Srivastava [51] Eq. (5.3) and Cui, Gu and Hao [22]:

\[
T_0^{(8)}(q) = q^2\frac{(-q^2;q^2)^\infty}{(q^2;q^2)^\infty} \sum_{n=0}^{\infty} q^{4n^2+7n}(1 - q^{2n+2}) \sum_{j=-n-1}^{n} (-1)^j q^{-2j^2-3j}.
\]

By the binomial theorem, we deduce that

\[
T_0^{(8)}(q) \equiv q^2 \sum_{n=0}^{\infty} \left( q^{4n^2+7n} + q^{4n^2+9n+2} \right) \sum_{j=-n-1}^{n} q^{-2j^2-3j} \pmod{2}.
\]
This implies
\[
\sum_{n=1}^{\infty} c(T_0^{(8)}; n)q^{16n-1} = \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \left( q^{(8n+7)^2-2(4j+3)^2} + q^{(8n+9)^2-2(4j+3)^2} \right)
\equiv \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \left( q^{(8n+7)^2-2(4j+1)^2} + q^{(8n+7)^2-2(4j+3)^2} \right.
\quad + q^{(8n+9)^2-2(4j+1)^2} + q^{(8n+9)^2-2(4j+3)^2} \right) \pmod{2}. \tag{8.4}
\]

By Lemma 2.3 we deduce that
\[
c(T_0^{(8)}; n) \equiv \frac{1}{2} H_{\mathbb{Z}[\sqrt{2}]}(16n - 1) \pmod{2}. \tag{8.5}
\]

Let \(16n - 1\) have the prime factorization \(16n - 1 = p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k}\) where the primes \(p_i \equiv \pm 1 \pmod{8}\) and \(q_i \equiv \pm 3 \pmod{8}\). By Lemma 2.3 we know that \(\frac{1}{2} H_{\mathbb{Z}[\sqrt{2}]}(16n - 1)\) is odd if and only if all the \(e_i\) and \(f_i\) are even except for exactly one \(e_s \equiv 1 \pmod{4}\).

Thus, \(c(T_0^{(8)}; n)\) is odd if and only if \(16n - 1 = p^{4a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \nmid m\).

Applying Lemma 2.11 with \((A, B) = (16, 15)\), we get (8.1). \qed

**Theorem 8.2.** The coefficient \(c(T_1^{(8)}; n)\) is odd if and only if \(16n + 7 = p^{4a+1}m^2\) for some prime \(p\) and integer \(m\) with \(p \nmid m\). Moreover,
\[
\# \left\{ n \leq N : c(T_1^{(8)}; n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{4} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right). \tag{8.6}
\]

**Proof.** We use the following Hecke-type series representation found by Srivastava [51, Eq. (5.4)] and Cui, Gu and Hao [22]:
\[
T_1^{(8)}(q) = \frac{(-q^2; q^2)^\infty}{(q^2; q^2)^\infty} \sum_{n=0}^{\infty} q^{4n^2+3n} (1 - q^{2n+1}) \sum_{j=-n}^{n} (-1)^j q^{-2j^2-j}. \tag{8.7}
\]

By the binomial theorem, we deduce that
\[
T_1^{(8)}(q) \equiv \sum_{n=0}^{\infty} \sum_{j=-n}^{n} q^{4n^2+3n} (1 + q^{2n+1}) \sum_{j=-n}^{n} q^{-2j^2-j} \pmod{2}. \tag{8.8}
\]

Therefore,
\[
\sum_{n=0}^{\infty} \sum_{j=-n}^{n} c(T_1^{(8)}; n)q^{16n+7} \equiv \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=-n}^{n} \left( q^{(8n+3)^2-2(4j+1)^2} + q^{(8n+5)^2-2(4j+1)^2} \right.
\quad + q^{(8n+3)^2-2(4j-1)^2} + q^{(8n+5)^2-2(4j-1)^2} \right) \pmod{2}. \tag{8.9}
\]

By Lemma 2.3 we deduce that
\[
c(T_1^{(8)}; n) \equiv \frac{1}{2} H_{\mathbb{Z}[\sqrt{2}]}(16n + 7) \pmod{2}. \tag{8.10}
\]
Let $16n + 7$ have the prime factorization $16n + 7 = p_1^{e_1} \cdots p_j^{e_j} q_1^{f_1} \cdots q_k^{f_k}$, where the primes $p_i \equiv \pm 1 \pmod{8}$ and $q_j \equiv \pm 3 \pmod{8}$. By Lemma 2.5 we know that $\frac{1}{2}Z_{(\sqrt{2})}(16n + 7)$ is odd if and only if all the $f_i$ and $e_i$ are even except for exactly one $e_s \equiv 1 \pmod{4}$. Thus, $c(T_1^{(8)}; n)$ is odd if and only if $16n + 7 = p_{4a+1}^4 m^2$ for some prime $p$ and integer $m$ with $p \nmid m$.

Applying Lemma 2.11 with $(A, B) = (16, 7)$, we get (8.6).

Theorem 8.3. We have
\[
c(V_0^{(8)}; n) \equiv \begin{cases} 
1 & (\text{mod 4}) \; n = 0, \\
2 & (\text{mod 4}) \; n = k^2, \\
0 & (\text{mod 4}) \; \text{otherwise}.
\end{cases}
\] (8.11)

Proof. By definition, we have
\[
V_0^{(8)}(q) = -1 + 2 \sum_{n=0}^{\infty} \frac{q^{n^2}(-q; q^2)^n}{(q; q^2)_n} \equiv -1 + 2 \sum_{n=0}^{\infty} q^{n^2} \pmod{4}.
\] (8.12)

Comparing the coefficients of $q^n$ on both sides, we get (8.11).

Theorem 8.4. The coefficient $c(V_1^{(8)}; n)$ is odd if and only if $4n - 1 = p_{4a+1}^4 m^2$ for some prime $p$ and integer $m$ with $p \nmid m$. Moreover,
\[
\# \left\{ n \leq N : c(V_1^{(8)}; n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{4} N \log N + O \left( \frac{N}{\log^2 N} \right).
\] (8.13)

Proof. By definition we have
\[
V_1^{(8)}(q) = \sum_{n=0}^{\infty} \frac{q^{(n+1)^2}(-q; q^2)_n}{(q; q^2)_{n+1}} \equiv \sum_{n=1}^{\infty} \frac{q^{n^2}}{1 - q^{2n-1}} \pmod{2}.
\] (8.14)

Let
\[
\sum_{n=1}^{\infty} a(n)q^n := \sum_{n=1}^{\infty} \frac{q^{n^2}}{1 - q^{2n-1}}.
\] (8.15)

Then we have $c(V_1^{(8)}; n) \equiv a(n) \pmod{2}$.

We will show that
\[
a(n) = \frac{1}{2} d(4n - 1)
\] (8.16)

where $d(m)$ denotes the number of positive divisor of $m$. Indeed,
\[
\sum_{n=1}^{\infty} a(n)q^{4n-1} = \sum_{n=1}^{\infty} \frac{q^{4n^2-1}}{1 - q^{8n-4}} = \sum_{n=1}^{\infty} q^{(2n-1)(2n+1)} \sum_{k=0}^{\infty} q^{4k(2n-1)}
\]
\[
= \sum_{n=1}^{\infty} \sum_{k=0}^{\infty} q^{(2n-1)(2n+1+4k)}.
\]

Therefore, $a(n)$ is equal to the number of pairs of integers $(m, k)$ such that $m \geq 1, k \geq 0$ and $4n - 1 = (2m - 1)(2m + 1 + 4k)$. This implies (8.16).
Let $4n - 1$ have the prime factorization $4n - 1 = p_1^{e_1} \cdots p_k^{e_k}$. We have
\[ d(4n - 1) = (e_1 + 1) \cdots (e_k + 1). \] (8.17)
Clearly, \( \frac{1}{2}d(4n - 1) \) is odd if and only all of \( e_i \) are even except for exactly one \( e_s \equiv 1 \) (mod 4). Therefore, \( c(V^{(8)}_1; n) \) is odd if and only if \( 4n - 1 = p^{4a+1}m^2 \) for some prime \( p \) and integer \( m \) with \( p \nmid m \).

Applying Lemma 2.11 with \((A,B) = (4,3)\), we get (8.13).
\[ \square \]

From (8.16) we get the following interesting identity.

**Corollary 8.5.** We have
\[ \sum_{n=1}^{\infty} \frac{q^{n^2}}{1 - q^{2n-1}} = \sum_{n=1}^{\infty} \frac{q^n}{1 - q^{4n-1}}. \] (8.18)

**Theorem 8.6.** We have \( c(U^{(8)}_0; n) \equiv p_{-3}(n) \) (mod 2). Moreover, we have \( c(S^{(8)}_0; n) \equiv p_{-3}(2n) \) (mod 2) and \( c(S^{(8)}_1; n) \equiv p_{-3}(2n + 1) \) (mod 2).

**Proof.** Gordon and McIntosh \[30\] proved that
\[ U^{(8)}_0(q) = \frac{(-q; q^2)_\infty}{(q^2; q^2)_\infty} \sum_{n=-\infty}^{\infty} \frac{1 + q^{2n}}{1 + q^{4n}} (-1)^n q^{2n^2+n}. \] (8.19)

Note that
\[ \sum_{n=-\infty}^{\infty} \frac{1 + q^{2n}}{1 + q^{4n}} (-1)^n q^{2n^2+n} = 2 \sum_{n=-\infty}^{\infty} \frac{q^{2n^2+n}}{1 + q^{4n}}. \] (8.20)
We have
\[ U^{(8)}_0(q) \equiv \frac{(-q; q^2)_\infty}{(q^2; q^2)_\infty} \equiv \frac{1}{(q; q)_{\infty}^3} \pmod{2}, \] (8.21)
from which we get the desired conclusion immediately.

Since
\[ U^{(8)}_0(q) = S^{(8)}_0(q^2) + qS^{(8)}_1(q^2). \] (8.22)
We get the parity results for \( S^{(8)}_0(q) \) and \( S^{(8)}_1(q) \) as by-products. \[ \square \]

**Theorem 8.7.** The coefficient \( c(U^{(8)}_1; n) \) is odd if and only if \( 8n - 1 = p^{4a+1}m^2 \) for some prime \( p \) and integer \( m \) with \( p \nmid m \). We have
\[ \# \left\{ n \leq N : c(U^{(8)}_1; n) \equiv 1 \pmod{2} \right\} = \frac{\pi^2}{4} \frac{N}{\log N} + O \left( \frac{N}{\log^2 N} \right). \] (8.23)

**Proof.** From the relation
\[ U^{(8)}_1(q) = T_0(q^2) + qT_1(q^2) \]
we deduce that
\[ c(U^{(8)}_1; 2n) = c(T^{(8)}_0; n), \quad c(U^{(8)}_1; 2n + 1) = c(T^{(8)}_1; n). \] (8.24)
The assertions then follow from Theorems 8.1 and 8.2. \[ \square \]
9. Mock theta functions of order 10

In his lost notebook [49], Ramanujan recorded four mock theta functions of order 10:

\[
\phi^{(10)}(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)/2}}{(q; q^2)_{n+1}}, \quad \psi^{(10)}(q) := \sum_{n=1}^{\infty} \frac{q^{n(n+1)/2}}{(q; q^2)_n},
\]
\[
X^{(10)}(q) := \sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(-q; q)^{2n}}, \quad \chi^{(10)}(q) := \sum_{n=1}^{\infty} \frac{(-1)^{n-1} q^{n^2}}{(-q; q)^{2n-1}}.
\]

**Theorem 9.1.** The coefficient \(c(\phi^{(10)}; n)\) is odd if and only if \(n = 5k^2 + 2k\) for some integer \(k\). The coefficient \(c(\psi^{(10)}; n)\) is odd if and only if \(n = 5k^2 + 4k + 1\) for some integer \(k\).

**Proof.** Choi [20, Eqs. (2.15) and (2.18)] found the following Hecke-type series representations:

\[
\phi^{(10)}(q) = \frac{(q^2; q^2)_\infty}{(q; q^2)_\infty} \left( \sum_{n=0}^{\infty} \sum_{|j| \leq n} q^{5n^2+2n-j^2} (1 - q^{6n+3}) 
- 2 \sum_{n=0}^{\infty} \sum_{j=0}^{n} q^{5n^2+7n+2-j^2} (1 - q^{6n+6}) \right), \quad (9.1)
\]
\[
\psi^{(10)}(q) = \frac{(q^2; q^2)_\infty}{(q; q^2)_\infty} \left( \sum_{n=0}^{\infty} \sum_{|j| \leq n} q^{5n^2+4n+1-j^2} (1 - q^{2n+1}) 
- 2 \sum_{n=0}^{\infty} \sum_{j=0}^{n} q^{5n^2+9n+4-j^2} (1 - q^{2n+2}) \right). \quad (9.2)
\]

From (9.1) and (9.2) we deduce that

\[
\phi^{(10)}(q) \equiv \sum_{n=0}^{\infty} q^{5n^2+2n} (1 + q^{6n+3}) \equiv \sum_{n=-\infty}^{\infty} q^{5n^2+2n} \pmod{2}, \quad (9.3)
\]
\[
\psi^{(10)}(q) \equiv \sum_{n=0}^{\infty} q^{5n^2+4n+1} (1 + q^{2n+1}) \equiv \sum_{n=-\infty}^{\infty} q^{5n^2+4n+1} \pmod{2}. \quad (9.4)
\]

The desired assertions follow immediately from (9.3) and (9.4). \(\square\)

**Theorem 9.2.** We have

\[
X^{(10)}(q) \equiv \frac{(q^8, q^{12}, q^{20}; q^{20})_\infty}{(q; q^3)_\infty} \pmod{2}, \quad (9.5)
\]
\[
\chi^{(10)}(q) \equiv q \frac{(q^4, q^{16}, q^{20}; q^{20})_\infty}{(q; q^3)_\infty} \pmod{2}. \quad (9.6)
\]
Proof. Choi [21] Eqs. (2.2.6),(2.2.8)] found the following Hecke-type series representations:

\[ X^{(10)}(q) = \frac{(q; q)_\infty}{(q^2; q^2)_\infty} \left( \sum_{n=0}^\infty \sum_{|j| \leq n} q^{10n^2+2n-2j^2} (1 - q^{16n+8}) \right) + 2 \sum_{n=0}^\infty \sum_{j=0}^n q^{10n^2+12n+3-2j^2-2j} (1 - q^{16n+16}) \],

(9.7)

\[ \chi^{(10)}(q) = \frac{(q; q)_\infty}{(q^2; q^2)_\infty} \left( \sum_{n=0}^\infty \sum_{|j| \leq n} q^{10n^2+6n+1-2j^2} (1 - q^{8n+4}) \right) + 2 \sum_{n=0}^\infty \sum_{j=0}^n q^{10n^2+16n+6-2j^2-2j} (1 - q^{8n+8}) \].

(9.8)

We deduce that

\[ X^{(10)}(q) \equiv \frac{1}{(q; q)_\infty^3} \sum_{n=-\infty}^\infty q^{10n^2+2n} \equiv \frac{(q^8, q^{12}, q^{20}; q^{20})_\infty}{(q; q)_\infty^3} \pmod 2, \]

\[ \chi^{(10)}(q) \equiv \frac{1}{(q; q)_\infty^3} \sum_{n=-\infty}^\infty q^{10n^2+6n+1} \equiv q^{(4, q^{16}, q^{20}; q^{20})_\infty} \pmod 2. \]

This proves the theorem. \(\square\)

10. Concluding Remarks

If Conjecture 1.2 is true, then together with Theorem 1.1, we know that the 44 classical mock theta functions can be classified into three classes. The first class consists of 21 functions of parity type \((1,0)\), the second class consists of 19 functions of parity type \((\frac{1}{2}, \frac{1}{2})\), and the third class contains 4 functions of type \((\frac{3}{4}, \frac{1}{4})\).

Now we briefly discuss the 23 functions listed in Conjecture 1.2. Note that \(c(g; n) \equiv p(n) \pmod 2\) for \(g\) being \(f^{(3)}(q), \phi^{(3)}(q)\) or \(\psi^{(6)}(q)\). Furthermore, we know from Theorem 6.8 that \(c(2\mu^{(6)}; 2n) \equiv p(n) \pmod 2\). Thus the parity types of these functions are determined by the parity type of \(p(n)\). Next, we have \(c(g; n) \equiv p_{-3}(n) \pmod 2\) for \(g\) being \(\mu^{(2)}(q)\) and \(U_0^{(8)}(q)\). Theorem 5.6 tells us that

\[ c(S_0^{(8)}; n) \equiv p_{-3}(2n) \pmod 2 \quad \text{and} \quad c(S_1^{(8)}; n) \equiv p_{-3}(2n+1) \pmod 2. \]

Thus if we can verify the conjecture for \(\mu^{(2)}(q)\) and \(S_0^{(8)}(q)\), then it also holds for \(U_0^{(8)}(q)\) and \(S_1^{(8)}(q)\).

Furthermore, from Theorem 5.25, we see that if we can prove the conjecture for \(\phi^{(5)}(q)\) and \(\phi_1^{(5)}(q)\), then it also holds for \(\chi_0^{(5)}(q)\) and \(\chi_1^{(5)}(q)\).

Finally, from Theorem 6.5, we know that if the conjecture holds for \(\psi^{(6)}(q)\), then it also holds for \(\lambda^{(6)}(q)\).
From the above, we know that we only need to verify Conjecture 1.2 for 15 functions:

\[ \mu^{(2)}(q), f^{(3)}(q), \chi^{(3)}(q), \phi_0^{(5)}(q), \phi_1^{(5)}(q), \psi^{(6)}(q), \gamma^{(6)}(q), F_0^{(7)}(q), \]
\[ F_1^{(7)}(q), F_2^{(7)}(q), S_0^{(8)}(q), X^{(10)}(q), \chi^{(10)}(q), f_0^{(5)}(q), f_1^{(5)}(q). \] (10.1)

For any integer sequence \( \{c(n) : n \geq 0\} \), we denote

\[ \delta(\{c(n)\}; X) := \frac{1}{X} \# \{0 \leq n < X : c(n) \text{ is odd}\}. \] (10.2)

Note that for \( f_0^{(5)}(q) \) and \( f_1^{(5)}(q) \), from Theorem 5.1 we only need to verify that the sequences \( c(f_0^{(5)}; 2n) \) and \( c(f_1^{(5)}; 2n + 1) \) are both of type \( (\frac{1}{2}, \frac{1}{2}) \). Taking \( X = 100000 \), using Maple we get the values of \( \delta(\{c(n)\}; X) \) for the 15 functions listed in (10.1). See Table 1. These data give numerical evidence that support the truth of Conjecture 1.2. However, it might be quite challenging to prove the conjecture.

| \( c(n) \) | \( c(\mu^{(2)}; n) \) | \( c(f^{(3)}; n) \) | \( c(\chi^{(3)}; n) \) | \( c(\phi_0^{(5)}; n) \) | \( c(\phi_1^{(5)}; n) \) |
| --- | --- | --- | --- | --- | --- |
| \( \delta(\{c(n)\}; X) \) | 0.50161 | 0.50201 | 0.49847 | 0.50226 | 0.50162 |

| \( c(n) \) | \( c(\psi^{(6)}; n) \) | \( c(\gamma^{(6)}; n) \) | \( c(F_0^{(7)}; n) \) | \( c(F_1^{(7)}; n) \) | \( c(F_2^{(7)}; n) \) |
| --- | --- | --- | --- | --- | --- |
| \( \delta(\{c(n)\}; X) \) | 0.50086 | 0.49847 | 0.49857 | 0.49667 | 0.50102 |

| \( c(n) \) | \( c(S_0^{(8)}; n) \) | \( c(X^{(10)}; n) \) | \( c(\chi^{(10)}; n) \) | \( c(f_0^{(5)}; 2n) \) | \( c(f_1^{(5)}; 2n + 1) \) |
| --- | --- | --- | --- | --- | --- |
| \( \delta(\{c(n)\}; X) \) | 0.50041 | 0.50063 | 0.50244 | 0.50188 | 0.49838 |

Table 1. Values of \( \delta(\{c(n)\}; X) \) with \( X = 100000 \)
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