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Abstract—For each given \(p \in [1, \infty]\) we investigate certain sub-family \(\mathcal{M}_p\) of the collection of all compact metric spaces \(\mathcal{M}\) which are characterized by the satisfaction of a strengthened form of the triangle inequality which encompasses, for example, the strong triangle inequality satisfied by ultrametric spaces. We identify a one parameter family of Gromov-Hausdorff like distances \(\{d_{GH}^{(p)}\}_{p \in [1, \infty]}\) on \(\mathcal{M}_p\) and study geometric and topological properties of these distances as well as the stability of certain canonical projections \(S_p: \mathcal{M} \to \mathcal{M}_p\). For the collection \(\mathcal{U}\) of all compact ultrametric spaces, which corresponds to the case \(p = \infty\) of the family \(\mathcal{M}_p\), we explore a one parameter family of interleaving-type distances and reveal their relationship with \(\{d_{GH}^{(p)}\}_{p \in [1, \infty]}\).
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1. INTRODUCTION

The notion of metric space is a fundamental concept in mathematics, computer science, and applied disciplines such as data science, where metric spaces serve as a model for datasets [9]. A metric space is a pair \((X, d_X)\) consisting of a set \(X\) and a function \(d_X: X \times X \to \mathbb{R}\) satisfying the following three conditions: for any \(x, x', x'' \in X\),

1. \(d_X(x, x') \geq 0\) and \(d_X(x, x') = 0\) if and only if \(x = x'\).
2. \(d_X(x, x') = d_X(x', x)\).
3. \(d_X(x, x') + d_X(x', x'') \geq d_X(x, x'')\).

The function \(d_X\) is referred to as the metric (or distance function) on \(X\). Common examples of metric spaces include subsets of Euclidean spaces, (connected) Riemannian manifolds, and metric graphs. In this paper, we are mostly interested in compact metric spaces.

An important notion regarding metric spaces is that of isometric embedding.

Definition 1.1. A set map \(f: X \to Y\) between two metric spaces is called an isometric embedding if for any \(x, x' \in X\), \(d_Y(f(x), f(x')) = d_X(x, x')\). We use the notation \(f: X \to Y\) to denote isometric embeddings. If moreover \(f\) is bijective, we then say that \(f\) is an isometry. Whenever an isometry exists between \(X\) and \(Y\) we say that \(X\) is isometric to \(Y\) and denote this as \(X \cong Y\).
We denote by \( \mathcal{M} \) the collection of all (isometry classes of) compact metric spaces.

One natural question in metric geometry and in data analysis is how to compare two given metric spaces, or more precisely, how to define a metric structure on \( \mathcal{M} \) that quantifies how far two spaces are from being isometric. Edwards [11] and Gromov [13] independently introduced the notion called Gromov-Hausdorff distance to compare metric spaces. This distance is based on the Hausdorff distance.

**Definition 1.2** (Hausdorff distance). Given a metric space \( Z \), the Hausdorff distance \( d_H^Z \) between two subsets \( A, B \subseteq Z \) is defined as

\[
d_H^Z(A, B) = \inf \{ r > 0 : B \subseteq A^r, A \subseteq B^r \},
\]

where \( A^r := \{ x \in X : d_X(x, A) \leq r \} \) is called the \( r \)-neighborhood of \( A \).

To compare two metric spaces, we first isometrically embed them into a common ambient metric space, compute the Hausdorff distance, and then infimize over all such ambient spaces and embeddings. More precisely, we have the following definition.

**Definition 1.3** (Gromov-Hausdorff distance). The Gromov-Hausdorff distance \( d_{GH} \) between two compact metric spaces \( X \) and \( Y \) is defined as

\[
d_{GH}(X, Y) = \inf_{d_H^Z} d_H^Z(\varphi(X), \psi(Y)),
\]

where the infimum is taken over all \( Z \in \mathcal{M} \) and isometric embeddings \( \varphi : X \hookrightarrow Z \) and \( \psi : Y \hookrightarrow Z \).

**Example 1.4.** An \( \epsilon \)-net \( S \) of a compact metric space \( X \) for \( \epsilon > 0 \) is a subset \( S \subseteq X \) such that for any \( x \in X \), there exists \( s \in S \) with \( d_X(x, s) \leq \epsilon \). In other words, \( d_H^X(S, X) \leq \epsilon \) and thus \( d_{GH}(S, X) \leq \epsilon \).

**Remark 1.5.** In Theorem 1.3, it is enough to restrict \( Z \) to the disjoint union \( X \sqcup Y \), and then infimize over all metrics \( d \) on the disjoint union such that \( d|_{X \times X} = d_X \) and \( d|_{Y \times Y} = d_Y \) \([3]\). We denote by \( \mathcal{D}(d_X, d_Y) \) the collection of all such metrics \( d \).

**Remark 1.6.** For any metric spaces \( X \) and \( Y \), one can then see that always

\[
d_{GH}(X, Y) \leq \frac{1}{2} \max(\text{diam}(X), \text{diam}(Y)).
\]

Indeed, by Theorem 1.5, it is enough to consider the metric \( d \in \mathcal{D}(d_X, d_Y) \) such that

\[
d(x, y) = \frac{1}{2} \max(\text{diam}(X), \text{diam}(Y))
\]

for \( x \in X \) and \( y \in Y \). That the resulting \( d \) is a proper metric on the disjoint union \( X \sqcup Y \) is easy to see. That the claim in Equation (1.2) above is true follows now from Definition 1.2.

It is not hard to check that \( d_{GH}(X, Y) = 0 \) if and only if \( X \) is isometric to \( Y \). Moreover, \( d_{GH} \) is a legitimate metric on the collection \( \mathcal{M} \) of isometry classes of compact metric spaces.

**Theorem 1.7** (Theorem 7.3.30 in [3]). \( d_{GH} \) defines a metric on the space \( \mathcal{M} \) of isometry classes of compact metric spaces.

It turns out that the Gromov-Hausdorff distance admits a characterization in terms of distortion of correspondences \([3]\) as follows. Given two metric spaces \( (X, d_X) \) and \( (Y, d_Y) \), a correspondence \( R \) between the underlying sets \( X \) and \( Y \) is any subset of \( X \times Y \) such that the images of \( R \) under the canonical projections are full: \( p_X(R) = X \) and \( p_Y(R) = Y \). We define the distortion of \( R \) with respect to \( d_X \) and \( d_Y \) as follows:

\[
\text{dis}(R, d_X, d_Y) := \sup_{(x, y), (x', y') \in R} |d_X(x, x') - d_Y(y, y')|.
\]

We will abbreviate \( \text{dis}(R, d_X, d_Y) \) to \( \text{dis}(R) \) whenever the metric structures are clear from the context. Then, the Gromov-Hausdorff distance can be characterized via distortion of correspondences as follows:

\[
d_{GH}(X, Y) = \frac{1}{2} \inf_R \text{dis}(R).
\]

It is shown in [8] that the infimum can always be realized by a closed correspondence.
Remark 1.8. Let $*$ denote the one point metric space. Then, one can prove that for all $X \in \mathcal{M}$,
\[ d_{GH}(X, *) = \frac{1}{2} \text{diam}(X). \]

Furthermore, for all $X$ and $Y$ in $\mathcal{M}$ one has the bound
\[ \frac{1}{2} |\text{diam}(X) - \text{diam}(Y)| \leq d_{GH}(X, Y). \]

To prove the first claim note that the unique correspondence between $X$ and $*$ is $R_* = X \times \{*\}$. Its distortion is $\text{dis}(R_*) = \sup_{x, x' \in X} d_X(x, x') - \text{diam}(X)$ hence the first claim holds. To prove the second claim note that, since $d_{GH}$ satisfies the triangle inequality, then $|d_{GH}(X, *) - d_{GH}(Y, *)| \leq d_{GH}(X, Y)$. The second claim then follows by invoking the first claim.

Though being theoretically interesting, it is known that computing $d_{GH}$ is equivalent to solving a quadratic assignment problem [20] which turns out to be NP-hard [1, 26, 27]. More precisely, Schmiedl proved in [26, 27] the following computational complexity for approximating $d_{GH}$:

Theorem 1.9 ([27, Corollary 3.8]). The Gromov-Hausdorff distance between general finite metric spaces cannot be approximated within any factor in $[1, 3)$ in polynomial time, unless $\mathcal{P} = \mathcal{NP}$.

In fact, the proof of this result reveals that the claim still holds even in the case of ultrametric spaces. An ultrametric space $(X, d_X)$ is a metric space which satisfies the strong triangle inequality:
\[ \forall x, x', x'' \in X, \ d_X(x, x') \leq \max \{ d_X(x, x''), d_X(x'', x') \}. \]

Ultrametric spaces often arise in the context of data analysis in the form of dendrograms: a dendrogram is a certain hierarchical representation of a dataset. It is shown in [7] that there exists a structure preserving bijection between the set of dendrograms and the set of ultrametrics on a given finite set. Being a well understood and highly structured type of metric spaces, we are particularly interested in exploiting possible advantages associated to preserving bijection between the set of dendrograms and the set of ultrametrics.

In our previous work [24], we identified a method for lowering the factor 3 eventually to 1 in Theorem 1.9 by considering a specially tailored family of variants of $d_{GH}$:

Corollary 1.10 ([24, Corollary 2]). For each $p \in [1, \infty)$ and for any $X, Y \in \mathcal{U}^\text{fin}$, $d_{GH}^{(p)}(X, Y)$ cannot be approximated within any factor in $[1, 3^\frac{1}{p}]$ in polynomial time, unless $\mathcal{P} = \mathcal{NP}$.

Note that as $p \to \infty$, the interval $[1, 3^\frac{1}{p}]$ consisting of ‘bad’ multiplicative factors shrinks to the empty set. In this way, whereas for any $p \in [1, \infty)$, $d_{GH}^{(p)}$ is NP-hard to approximate, $d_{GH}^{(\infty)} := \lim_{p \to \infty} d_{GH}^{(p)}$ could potentially be a computationally tractable quantity. This turns out to be the case. In [24] we have established that $d_{GH}^{(\infty)}$ between any finite ultrametric spaces $X$ and $Y$ can be computed in time $O(n \log(n))$, where $n := \max(\#X, \#Y)$, and we discovered that $d_{GH}^{(\infty)}$ turns out to coincide with the Gromov-Hausdorff ultrametric $u_{GH}$ first defined by Zarichnyi in [34] (cf. Theorem 4.9) when restricted.
to the collection \( \mathcal{U} \) of all compact ultrametric spaces. In the sequel, we will hence use \( u_{\text{GH}} \) and \( d_{\text{GH}}^{(\infty)} \) interchangeably.

This observation motivated us to investigate in depth the one parameter family \( \{d_{\text{GH}}^{(p)}\}_{p=1}^{\infty} \). Whereas in our previous work [24] we focused on devising algorithms for computing \( d_{\text{GH}}^{(p)} \) between finite ultrametric spaces, in this paper we focus on the theoretical properties of the one parameter family \( \{d_{\text{GH}}^{(p)}\}_{p=1}^{\infty} \) for general compact metric spaces. We remark that although \( d_{\text{GH}}^{(p)} \) is defined for general metric spaces, it is most "compatible" with the collection of the so-called \( p \)-metric spaces: a metric space \((X,d_X)\) is a \( p \)-metric space if for any \( x,x',x'' \) we have that

\[
(d_X(x,x'))^p \leq (d_X(x,x''))^p + (d_X(x'',x'))^p.
\]

This point will be discussed in detail in Section 4. We summarize our main contributions in the section below.

1.1. Overview of Our Results

We now provide an overview of our results and a discussion of related work.

Section 2. In this section, we study some elementary properties of \( p \)-metric spaces and determine notation which will be used throughout the paper. We in particular provide a detailed introduction to ultrametric spaces, including its relationship with dendrograms and one of the fundamental operations called closed quotient operation.

Section 3. For each \( p \in [1, \infty] \), we denote by \( M_p \) the collection of all (isometry classes of) compact \( p \)-metric spaces. Associated with each \( p \in [1, \infty] \), there is a natural projection \( \mathcal{S}_p : M \to M_p \) (whose restriction to finite spaces was studied in [29]) which generalizes the construction of the so-called maximal subdominant ultrametric. Projections such as \( \mathcal{S}_p \) encode a certain notion of simplification of a metric space. We study the relationship between projections with different parameters \( p \) and explore some properties of the kernel of \( \mathcal{S}_p \): the kernel of \( \mathcal{S}_p \) is defined as the set of all those metric spaces which are mapped to the one point metric space under \( \mathcal{S}_p \). Understanding the kernel of \( \mathcal{S}_p \) is interesting because it tells us which metric spaces will be simplified "too much".

Section 4. In this section, we focus on metric properties of \( d_{\text{GH}}^{(p)} \). In particular, in analogy with Theorem 1.7 we prove that \( d_{\text{GH}}^{(p)} \) is a \( p \)-metric on \( M \). It is known [18] that the Gromov-Hausdorff distance can be characterized by distortions of maps. We found similar characterizations for \( d_{\text{GH}}^{(p)} \). It turns out that when restricted to \( M_p \), \( d_{\text{GH}}^{(p)} \) can be characterized by a formula involving Hausdorff distances and isometric embeddings in a way similar to Equation (1.1) for \( d_{\text{GH}} \). We further establish the continuity of the family \( d_{\text{GH}}^{(p)} \) w.r.t. \( p \) under mild conditions and show various types of relationships between \( d_{\text{GH}}^{(p)} \) and \( d_{\text{GH}} \). Finally, we end this section by establishing connections between \( d_{\text{GH}}^{(p)} \) and approximate isometries.

Section 5. The ultrametric \( u_{\text{GH}} \) has some special properties that make it quite singular among all the metrics \( d_{\text{GH}}^{(p)} \). In particular, we establish a structural result (Theorem 5.1) for \( u_{\text{GH}} \) whose restriction to finite spaces allowed us to find a polynomial time algorithm for its computation in [24]. We remark that this structural result is the main tool for the second author to prove that \((\mathcal{U}, u_{\text{GH}})\) is a Urysohn universal ultrametric space in [33]. In this section, we also relate \( u_{\text{GH}} \) to the curvature sets defined by Gromov [14] and study \( \hat{u}_{\text{GH}} \), a modified version of \( u_{\text{GH}} \) thus extending work from [22]. We also establish a structural result for Hausdorff distances on ultrametric spaces. Finally, we prove that the usual codistortion terms in the Gromov-Hausdorff distance is unnecessary for \( u_{\text{GH}} \) and that thus \( u_{\text{GH}} = \hat{u}_{\text{GH}} \) (cf. Theorem 5.16).

Section 6. The authors of [7] have established a bijective equivalence between ultrametric spaces and dendrograms. It turns out that there exists a natural distance called the interleaving distance \( d_1 \) which can be used to measure discrepancy between two dendrograms. The collection of ultrametric spaces thus inherits this interleaving distance through the bijection mentioned above. The interleaving distance has been widely used in the community of topological data analysis [4–6, 19] for comparing persistence modules (a notion which in some instances is related to dendrograms). Because of this, it is interesting to compare the structure and properties of the interleaving distance for ultrametric spaces with those of the Gromov-Hausdorff type distances — the central object in this paper. In this section, we first reformulate the interleaving distance between ultrametric spaces in a clear form in Theorem 6.6.
which allows us to obtain a characterization of $d_1$ in terms of distortions of maps. We extend this usual interleaving distance to $p$-interleaving distance $d_{1,p}$ in a manner similarly to how we define $d_{GH}^{(p)}$. It turns out that the characterization of $d_1$ in terms of distortions of maps can be extended to $d_{1,p}$. With the help of this characterization, we prove that when restricted to $\mathcal{U}$, $d_{GH}^{(p)}$ and $d_{1,p}$ are bi-Lipschitz equivalent and in particular $d_{GH}^{(\infty)} = u_{GH}$.

Section 7. We study convergent sequences of $d_{GH}^{(p)}$ and establish a pre-compactness theorem for $d_{GH}^{(p)}$. We prove that any class $M$ exhibits singular behavior in that it is complete but not separable. This suggests that we can find an ultrametric on the collection of isometry classes of ultrametric spaces and showed that the space $\mathcal{U}$ is rather singular from the point of view of studying geometric methods for data analysis in that it guarantees that for any given scale parameter $\varepsilon$, one can Shatter a given dataset into a finite number of pieces each with size not larger than $\varepsilon$.

The pre-compactness theorem also provides us with tools to study the topology of $(M_p, d_{GH}^{(p)})$. In particular, we show that $(M_p, d_{GH}^{(p)})$ is complete and separable for $1 \leq p < \infty$ and, once again $(\mathcal{U}, u_{GH})$ exhibits singular behavior in that it is complete but not separable. This suggests that $\mathcal{U}$ is rather singular among all other $M_p$. Moreover, we study the subspace topology of $M_p \subseteq M_q$ when $p > q$.

We will further study one geometric property of these metric spaces, the geodesic property. It is known [8, 17] that $(M, d_{GH})$ is a geodesic space. We introduce a notion called $p$-geodesic spaces which is a generalization of geodesic spaces. We prove that $(M_p, d_{GH}^{(p)})$ is a $p$-geodesic space when $p \in [1, \infty)$. Though $(\mathcal{U}, u_{GH})$ is not geodesic, as an application of stability result of the projection $\mathcal{S}_\infty$, we show that $(\mathcal{U}, d_{GH})$ is geodesic. In the end, we show that $(\mathcal{U}, d_1)$ is not geodesic.

Related work. Segarra thoroughly studied finite ultrametric and finite $p$-metric spaces in his PhD thesis [29]; see also [28]. He was particularly interested in projecting finite networks onto $p$-metric spaces, in the process of which he identified a canonical projection map $\mathcal{S}_p$ which we will define in the next section. In the context of finite metric spaces, Segarra proved that such a projection is unique under certain conditions. Segarra considered generalizations of metric spaces beyond $p$-metric spaces and in particular he identified the so-called dioid metric spaces. The idea was to generalize not only the addition operator but also the multiplication operator of $\mathbb{R}$. He also studied some theoretical properties of projection maps between different classes of dioid metric spaces.

The Gromov-Hausdorff ultrametric $u_{GH}$ on the collection of all compact ultrametric spaces was first introduced by Zarichnyi [34] in 2005 as an ultrametric counterpart of Gromov-Hausdorff distance $d_{GH}$. He defined $u_{GH}$ via the Hausdorff distance formulation (Definition 1.3). He proved that $u_{GH}$ is an ultrametric on the collection of isometry classes of ultrametric spaces and showed that the space $(\mathcal{U}, u_{GH})$ is complete but not separable.

Qiu further studied theoretical properties of metric structure induced by $u_{GH}$ in his 2009 paper [25]. He found a distortion based description of $u_{GH}$ in analogy to Equation (1.4), where the infimum is taken over a certain special subset of all correspondences which he called strong correspondences. Qiu also established several characterizations of $u_{GH}$ as Burago et al. did for $d_{GH}$ in Chapter 7 of [3]. For example, Qiu modified the definition of $\varepsilon$-isometry and $(\varepsilon, \delta)$-approximation to the so-called strong $\varepsilon$-isometry and strong $\varepsilon$-approximation. He proved that $u_{GH}(X, Y) < \varepsilon$ if and only if there exists a strong $\varepsilon$-isometry between $X$ and $Y$ if and only if $X$ is a strong $\varepsilon$-approximation of $Y$ which are counterparts to Corollary 7.3.28 and Proposition 7.4.11 of [3]. More interestingly, Qiu has also found a suitable version of Gromov’s pre-compactness theorem for $(\mathcal{U}, u_{GH})$.

2. $p$-METRIC SPACES, ULTRAMETRIC SPACES AND PSEUDOMETRIC SPACES

In this section, we introduce some preliminary results about $p$-metric spaces, ultrametric spaces and pseudometric spaces.
2.1. $p$-Arithmetic and $p$-Metric Spaces

We generalize the usual addition operator on $\mathbb{R}_{\geq 0}$ to the $p$-sum as follows.

$$a \oplus_p b := \begin{cases} \left( a^p + b^p \right)^{\frac{1}{p}}, & p \in [1, \infty) \\ \max(a, b), & p = \infty \end{cases} \forall a, b \geq 0.$$  

In fact, $(\mathbb{R}_{\geq 0}, \oplus_p)$ is a commutative monoid (see [16] for general background on monoids), that is, for any $a, b, c \geq 0$, there is an identity element 0 such that $0 \oplus_p a = a \oplus_p 0 = a$; $(a \oplus_p b) \oplus_p c = a \oplus_p (b \oplus_p c)$; and $a \oplus_p b = b \oplus_p a$. By associativity, we can add several numbers simultaneously and use the symbol $\bigoplus$ in the same way as the summation symbol $\Sigma$:

$$\bigoplus_{i=1}^{n} a_i = a_1 \bigoplus_p a_2 \bigoplus_p \cdots \bigoplus_p a_n.$$  

An immediate computation will give us that for any $a > 0$, $1 \leq p \leq \infty$ and $n \in \mathbb{N}$, \[ \bigoplus_{i=1}^{n} a = (n)^{\frac{1}{p}} a, \] where we adopt the convention that $\frac{1}{\infty} = 0$.

For convenience, we represent the absolute $p$-difference between non-negative numbers $a$ and $b$ as

$$\Lambda_p(a,b) := |a^p - b^p|^{\frac{1}{p}}, \quad \text{for } p \in [1, \infty)$$

and as follows for $p = \infty$:

$$\Lambda_\infty(a,b) := \begin{cases} \max(a,b), & a \neq b \\ 0, & a = b. \end{cases}$$

**Remark 2.1.** It is not hard to show that for any $a, b \geq 0$, $\lim_{p \to \infty} a \oplus_p b = a \oplus_\infty b$ and $\lim_{p \to \infty} \Lambda_p(a,b) = \Lambda_\infty(a,b)$.

Note that for any $a \geq 0$ and any $p \in [0, \infty]$ one has $\Lambda_p(a,0) = a$.

**Lemma 2.2** (Monotonicity of $\Lambda_p$). For any $a > b > 0$, $\Lambda_p(a,b)$ is an increasing function w.r.t. $p \in [1, \infty]$.

**Proof.** When $p < \infty$,

$$\Lambda_p(a,b) = |a^p - b^p|^{\frac{1}{p}} = a \left(1 - \left(\frac{b}{a}\right)^p\right)^{\frac{1}{p}} \leq a = \Lambda_\infty(a,b).$$

Consider the function $f(p) := (1 - x^p)^{\frac{1}{p}}$, for a fixed $0 < x < 1$. Then,

$$f'(p) = \frac{1}{px^p}(1 - x^p)^{\frac{1-p}{p}}(-px^p \ln(x^p) - (1 - x^p) \ln(1 - x^p)) > 0.$$  

Therefore, $f$ is increasing on $[1, \infty)$. If we let $x = \frac{b}{a}$, then we have that for any $1 \leq p < q < \infty$

$$\Lambda_p(a,b) \leq \Lambda_q(a,b).$$  

Thus, $\Lambda_p(a,b)$ is an increasing function w.r.t. $p \in [1, \infty]$. 

The following result will be used in the sequel.

**Proposition 2.3.** Let $a, b, c \geq 0$ and let $p \in [1, \infty]$. Then, $a \oplus_p b \geq c$ and $a \oplus_p c \geq b$ hold if and only if $a \geq \Lambda_p(b,c)$.

**Proof.** The statement holds trivially when $p \neq \infty$. Hence, we assume that $p = \infty$.

We first assume that $a \oplus_\infty b \geq c$ and $a \oplus_\infty c \geq b$. Then, we have the following two cases.
1. If \( b = c \), then \( a \geq 0 = \Lambda_\infty(b, c) \).

2. If \( b \neq c \), we assume without loss of generality that \( b > c \). Then, \( \max(a, c) = a \oplus_\infty c \geq b \) implies that \( a \geq b = \max(b, c) = \Lambda_\infty(b, c) \).

Conversely, assume that \( a \geq \Lambda_\infty(b, c) \). Then, we also have two cases.

1. If \( b = c \), then \( a \oplus_\infty b \geq b = c \) and similarly, \( a \oplus_\infty c \geq b \).

2. If \( b \neq c \), we assume without loss of generality that \( b > c \). Then, \( a \geq \Lambda_\infty(b, c) = b \). Therefore, \( a \oplus_\infty b \geq b > c \) and \( a \oplus_\infty c \geq b \oplus_\infty c = b > c \).

We also define an asymmetric version of \( p \)-difference which we will use later.

\[
\Lambda_p(a, b) := \begin{cases} 
\Lambda_p(a, b), & a > b, \\
0, & a \leq b. 
\end{cases}
\] (2.1)

**Proposition 2.4.** Given \( a, b, c \geq 0 \) and \( p \in [1, \infty) \), assume that \( \Lambda_p(a, b) \leq c \). Then, 

\[
a \geq \Lambda_p(b, c) \text{ and } b \geq \Lambda_p(a, c).
\]

**Proof.** We only need to prove the leftmost inequality. The rightmost inequality follows from essentially the same proof.

When \( b \leq c \), by Equation (2.1), we have \( a \geq 0 = \Lambda_p(b, c) \).

When \( b > c \), by Equation (2.1), we have \( \Lambda_p(b, c) = \Lambda_p(b, c) \). We need to consider the following two cases:

1. \( p = \infty \). If \( a < b \), then \( \Lambda_\infty(a, b) = b \leq c \) contradicts with \( b > c \). So \( a \geq b \) and thus \( a \geq b = \Lambda_\infty(b, c) \) since \( b > c \).

2. \( p \in [1, \infty) \). Then, \( \Lambda_p(a, b) \leq c \) results in \( |a^p - b^p| \leq c^p \). Hence \( a^p \geq b^p - c^p = |b^p - c^p| \) and thus, \( a \geq \Lambda_p(b, c) \).

Now, for all \( p \in [1, \infty] \), we have the following definition of \( p \)-metric spaces.

**Definition 2.5** (\( p \)-metric space). For \( 1 \leq p \leq \infty \), a \( p \)-metric space is a metric space \((X, d_X)\) satisfying the \( p \)-triangle inequality: for all \( x, x', x'' \)

\[
d_X(x, x'') \leq d_X(x, x') \oplus_p d_X(x', x'').
\]

Note that the \( 1 \)-triangle inequality is simply the usual triangle inequality and the \( \infty \)-triangle inequality is exactly the strong triangle inequality for defining ultrametric spaces. We let \( \mathcal{M}_p \) denote the collection of all (isometry classes of) compact \( p \)-metric spaces. Then, it is obvious that \( \mathcal{M}_1 = \mathcal{M} \) and \( \mathcal{M}_\infty = \mathcal{U} \).

**Example 2.6** (Product \( p \)-metric). Let \( X, Y \in \mathcal{M}_p \). Then, \((X \times Y, d_X \oplus_p d_Y) \in \mathcal{M}_p \).

**Example 2.7.** \( \Lambda_p \) actually defines a \( p \)-metric on \( \mathbb{R}_{\geq 0} \). \( \mathbb{R}_{\geq 0}^n := \mathbb{R}_{\geq 0} \times \cdots \times \mathbb{R}_{\geq 0} \) has a natural \( p \)-metric \( \Lambda_{\Lambda_p}^n \) as the product \( p \)-metric of \( \Lambda_p \) defined in Remark 2.6.

**Example 2.8.** As a generalization of the fact that \((\mathcal{U}, u_{GH})\) is an ultrametric space, we will establish later that \((\mathcal{M}_p, d_{\Lambda_p}^{\infty})\) is a \( p \)-metric space for all \( p \in [1, \infty] \).
**Remark 2.9.** In the setting of standard metric spaces (i.e., when $p = 1$) one has the inequality $|d_X(x, x'') - d_X(x', x'')| \leq d_X(x, x')$ for all $x, x', x''$ in $X$. By Proposition 2.3 we have the following general inequality for any $p \in [1, \infty]$ and any $(X, d_X) \in \mathcal{M}_p$:

$$\Lambda_p(d_X(x, x''), d_X(x', x'')) \leq d_X(x, x'),$$

for all $x, x', x'' \in X$.

The following relation utilizing the $p$-triangle inequality turns out to be useful in the sequel.

**Lemma 2.10.** For any $p \in [1, \infty]$, let $X \in \mathcal{M}_p$. Then, for any $x_1, x_2, x_3, x_4 \in X$ we have that

$$\Lambda_p(d_X(x_1, x_2), d(x_3, x_4)) \leq d_X(x_1, x_3) \oplus_p d_X(x_2, x_4).$$

**Proof.** Note that by the $p$-triangle inequality, we have that

$$(d_X(x_1, x_3) \oplus_p d_X(x_2, x_4)) \oplus_p d_X(x_3, x_4) \geq d_X(x_1, x_2)$$

and

$$(d_X(x_1, x_3) \oplus_p d_X(x_2, x_4)) \oplus_p d_X(x_1, x_2) \geq d_X(x_3, x_4).$$

Therefore, by Proposition 2.3 we have that

$$\Lambda_p(d_X(x_1, x_2), d(x_3, x_4)) \leq d_X(x_1, x_3) \oplus_p d_X(x_2, x_4).$$

Finally, we establish the following relationship between collections $\mathcal{M}_p$ with different values of $p$.

**Proposition 2.11.** For $1 \leq q \leq p \leq \infty$ the following inclusions hold:

$$\mathcal{U} \subseteq \mathcal{M}_p \subseteq \mathcal{M}_q \subseteq \mathcal{M}.$$

**Proof.** Given $X \subseteq \mathcal{M}_p$, we need to show that $X$ satisfies the $q$-triangle inequality for $q \leq p$. Now, for any $x, x', x'' \in X$, we have $d_X(x, x') \leq d_X(x, x'') \oplus_p d_X(x'', x')$. Then, it is sufficient to show that $d_X(x, x'') \oplus_p d_X(x'', x') \leq d_X(x', x'') \oplus_p d_X(x, x')$. We will show in general that $a \oplus_p b \leq a \oplus_q b$ for any $a, b \geq 0$.

The case when $a = 0$ is trivial that both sides equal $b$ and the equality will hold. Now, we assume $a > 0$. We will consider the function $f(p) := (1 + x^p)^{\frac{1}{p}}$, for a fixed $x > 0$, $p \geq 1$. The derivative of this function is

$$f'(p) = \frac{1}{p^2}(1 + x^p)^{\frac{1}{p}} \cdot x^p \ln(x^p) - (1 + x^p) \ln(1 + x^p) \leq 0.$$

Hence $f$ is non-increasing. Therefore, if we take $x = \frac{b}{a}$, we have

$$\left(1 + \left(\frac{b}{a}\right)^p\right)^{\frac{1}{p}} \leq \left(1 + \left(\frac{b}{a}\right)^q\right)^{\frac{1}{q}}$$

and

$$a \oplus_p b \leq a \oplus_q b \text{ for } a, b \geq 0.$$

The snowflake transform. $p$-metric spaces are a special case of a more general notion called $p$-snowflake metric spaces. A $p$-snowflake metric space $X$ is a metric space that is bi-Lipschitz equivalent to a $p$-metric space [32]. The name snowflake stems from the classical example of fractal metric spaces, the Koch snowflake (see Figure 1), which turns out to be a $(\log_3 4)$-snowflake metric space.

One way of generating $p$-metric spaces is via the following snowflake transform.

**Definition 2.12 (Snowflake transform [10]).** For each $p > 0$, we define a function $S_p : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ by $x \mapsto x^p$. For any metric space $(X, d_X)$ and $0 < p < \infty$, we abuse the notation and denote by $S_p(X)$ the new space $(X, S_p \circ d_X)$, where

$$S_p \circ d_X(x, x') := (d_X(x, x'))^p, \quad \forall x, x' \in X.$$  

The map sending $(X, d_X)$ to $(X, S_p \circ d_X)$ is called the $p$-snowflake transform.
Fix any $p \in [1, \infty)$. If $X$ is a compact metric space, it is easy to check that $S^p_1(X)$ is a compact $p$-metric space. Conversely, if $X$ is a compact $p$-metric space, then $S_p(X)$ is a compact metric space. Therefore, the snowflake transform defines the following two maps:

$$S^p_1 : M \rightarrow M^p \quad \text{and} \quad S_p : M^p \rightarrow M,$$ for all $p \in [1, \infty)$. 

### 2.2. Ultrametric Spaces

One of the central topics of this paper is about the ultrametric spaces. Recall that an ultrametric space $(X, d_X)$ is a metric space which satisfies the strong triangle inequality:

$$\forall x, x', x'' \in X, \quad d_X(x, x') \leq \max \left( d_X(x, x''), d_X(x'', x') \right).$$

We henceforth use $u_X$ instead of $d_X$ to denote an ultrametric.

Recall that the spectrum of a metric space $(X, d_X)$ is defined by $\text{spec}(X) := \{ d_X(x, x') : x, x' \in X \}$. In the proposition below, we collect basic properties of the spectrum as well as some other aspects of ultrametric spaces based on the strong triangle inequality.

**Proposition 2.13 (Basic properties of ultrametric spaces).** Let $X$ be an ultrametric space. Then, $X$ satisfies the following basic properties:

1. (Isosceles triangles) Any three distinct points $x, x', x'' \in X$ constitute an isosceles triangle, i.e., two of $u_X(x, x'), u_X(x, x'')$ and $u_X(x', x'')$ are the same and are greater than the rest.
2. (Center of closed balls) Consider the closed ball $B_t(x)$ centered at $x \in X$ with radius $t \geq 0$. Then, for any $x' \in B_t(x)$ we have that $B_t(x') = B_t(x)$.
3. (Relation between closed balls) For any two closed balls $B$ and $B'$ in $X$, if $B \cap B' \neq \emptyset$, then either $B \subseteq B'$ or $B' \subseteq B$.
4. (Cardinality of spectrum) Suppose $X$ is a finite space. Then, $\# \text{spec}(X) \leq \# X$. Here the symbol $\# A$ denotes the cardinality of the set $A$.

The first three properties follow easily from the strong triangle inequality. As for the fourth property, see for example [15, Corollary 3].

Next, we introduce two important notions in the context of ultrametric spaces: dendrograms and quotient operations.
2.2.1. Dendrograms. One essential mental picture to evoke when thinking about ultrametric spaces is that of a dendrogram (see Figure 2). To introduce the notion of dendrograms, we first define partitions of a set.

**Definition 2.14** (Partitions). Given any set $X$, a partition $P$ of $X$ is a set of nonempty subsets $P = \{B_i \subseteq X : i \in I\}$, where $I$ denotes an index set, such that $X = \bigcup_{i \in I} B_i$ and $B_i \cap B_j = \emptyset$ when $i \neq j$. We call each $B_i \in P$ a block of $P$. We denote by $\text{Part}(X)$ the collection of all partitions of $X$. Given two partitions $P_1, P_2 \in \text{Part}(X)$, we say that $P_1$ is a refinement of $P_2$, or equivalently, that $P_2$ is coarser than $P_1$, if every block in $P_1$ is contained in some block in $P_2$.

Next we recall the concept that the authors of [7] called *dendrograms*. We chose to rename their dendrograms as *finite dendrograms* because their definition assumed all underlying sets to be finite. Since in this paper we need to contend with possibly infinite underlying sets, we will reserve the name ‘dendrograms’ for a more general construction which we introduce in the next section.

**Definition 2.15** (Finite dendrograms). A finite dendrogram $\theta_X$ over a finite set $X$ is any function $\theta_X : [0, \infty) \to \text{Part}(X)$ satisfying the following conditions:

1. $\theta_X(0) = \{\{x_1\}, \ldots, \{x_n\}\}$.
2. For any $s < t$, $\theta_X(s)$ is a refinement of $\theta_X(t)$.
3. There exists $t_X > 0$ such that $\theta_X(t_X) = \{X\}$.
4. For any $t \geq 0$, there exists $\varepsilon > 0$ such that $\theta_X(t') = \theta_X(t)$ for $t' \in [t, t + \varepsilon]$.

There exists a close relationship between finite dendrograms and finite ultrametric spaces. Fix a finite set $X$, by $\mathcal{U}(X)$ denote the collection of all ultrametrics over $X$ and by $\mathcal{D}(X)$ denote the collection of all dendrograms over $X$. We define a map $\Delta_X : \mathcal{U}(X) \to \mathcal{D}(X)$ by sending $u$ to a finite dendrogram $\theta_u$ as follows: for any $t \geq 0$, consider an equivalence relation $\sim_{\varepsilon(t)}$ (this is called $t$-closed equivalence relation in Section 2.2.3) defined by

$x \sim_{\varepsilon(t)} x'$ iff $u(x, x') \leq t$.

Then, we define $\theta_u(t)$ to be the partition induced by this equivalence relation. It turns out that the map $\Delta_X$ is bijective. In fact, the inverse $\Upsilon_X : \mathcal{D}(X) \to \mathcal{U}(X)$ of $\Delta_X$ is the following map: for any dendrogram $\theta$, $u_\theta := \Upsilon(\theta_X)$ is defined by

$u_\theta(x, x') := \inf \{t \geq 0 : [x]_t^\theta = [x']_t^\theta\}$ for any $x, x' \in X$,

where $[x]_t^\theta \in \theta(t)$ denotes the block containing $x$. We summarize our discussion above into the following theorem.

**Theorem 2.16** (Finite dendrograms as finite ultrametric spaces, [7, Theorem 9]). Given a finite set $X$, then $\Delta_X : \mathcal{U}(X) \to \mathcal{D}(X)$ is bijective with inverse $\Upsilon_X : \mathcal{D}(X) \to \mathcal{U}(X)$.

Theorem 2.16 above establishes that finite dendrograms and finite ultrametric spaces are equivalent concepts — a point of view which helps to formulate subsequent ideas in this paper.

1Sometimes, we abbreviate $[x]_t^\theta$ to $[x]_t$ when the underlying dendrogram is clear from the context.
2.2.2. Compact ultrametric spaces and dendrograms. In order to generalize Theorem 2.16 to the case of compact ultrametric spaces, we consider the following notion of dendrograms as a generalization of finite dendrograms to the case of sets with possibly infinite cardinality. This concept of dendrograms was first studied and called proper dendrograms in [23].

**Definition 2.17 (Dendrograms).** Given a set $X$ (not necessarily finite), a dendrogram $\theta_X : [0, \infty) \rightarrow \text{Part}(X)$ is a map satisfying the following conditions:

1. $\theta_X(0)$ is the finest partition consisting only singleton sets;
2. $\theta_X(s)$ is finer than $\theta_X(t)$ for any $0 \leq s < t < \infty$;
3. There exists $t_X > 0$ such that for any $t \geq t_X$, $\theta_X(t_X) = \{X\}$ is the trivial partition;
4. For each $t > 0$, there exists $\varepsilon > 0$ such that $\theta_X(t) = \theta_X(t')$ for all $t' \in [t, t + \varepsilon]$.
5. For any distinct points $x, x' \in X$, there exists $t_{xx'} > 0$ such that $x$ and $x'$ belong to different blocks in $\theta_X(t_{xx'})$.
6. For each $t > 0$, $\theta_X(t)$ consists of only finitely many blocks.
7. Let $\{t_n\}_{n \in \mathbb{N}}$ be a decreasing sequence such that $\lim_{n \to \infty} t_n = 0$ and let $X_n \in \theta_X(t_n)$. If for any $1 \leq n < m$, $X_m \subseteq X_n$, then $\bigcap_{n \in \mathbb{N}} X_n \neq \emptyset$.

**Remark 2.18 (Finite dendrograms vs. dendrograms).** First notice the difference between condition (4') in Definition 2.17 and condition (4) in Definition 2.15 that the inequality for $t$ in condition (4') is strict. When the underlying set $X$ is finite, it is not hard to see that condition (4') and condition (5) together imply condition (4) in Definition 2.15. Hence, a dendrogram over a finite set is exactly a finite dendrogram defined in Definition 2.15. Conversely, a finite dendrogram is obviously a dendrogram over a finite set.

Similar to Theorem 2.16, who considered the relationship between finite ultrametric spaces and dendrograms, there is a structure preserving bijection between compact ultrametric spaces and dendrograms.

**Theorem 2.19 ([23, Theorem 2.2]).** Given a set $X$, denote by $\mathcal{U}(X)$ the collection of all compact ultrametrics on $X$ and $\mathcal{D}(X)$ the collection of all dendrograms over $X$. For any $\theta \in \mathcal{D}(X)$, consider $u_\theta$ defined as follows:

$$\forall x, x' \in X, \ u_\theta(x, x') := \inf\{t \geq 0 : x, x' \text{ belong to the same block of } \theta(t)\}.$$ Then, $u_\theta \in \mathcal{U}(X)$ and the map $\Upsilon_X : \mathcal{D}(X) \rightarrow \mathcal{U}(X)$ sending $\theta$ to $u_\theta$ is a bijection.
Remark 2.20 (Relationship with closed balls). Note that for any $x \in X$ and any $t \geq 0$, the equivalence class $[x]_{c(t)}$ satisfies $[x]_{c(t)} = \{x' \in X : u_X(x, x') \leq t\}$. This implies that $[x]_{c(t)}$ coincides with the closed ball $B_t(x) := \{x' \in X : u_X(x, x') \leq t\}$.

Now, we introduce the function $u_{X_{c(t)}} : X_{c(t)} \times X_{c(t)} \to \mathbb{R}_{\geq 0}$ defined as follows:

$$u_{X_{c(t)}}([x]_{c(t)}, [x']_{c(t)}) := \begin{cases} u_X(x, x') & \text{if } [x]_{c(t)} \neq [x']_{c(t)} \\
0 & \text{if } [x]_{c(t)} = [x']_{c(t)}. \end{cases}$$ (2.3)

It is clear that $u_{X_{c(t)}}$ is an ultrametric on $X_{c(t)}$.

Definition 2.21 ($t$-closed quotient). For any ultrametric space $(X, u_X)$ and $t \geq 0$, we call $(X_{c(t)}, u_{X_{c(t)}})$ the $t$-closed quotient of $X$.

Remark 2.22. Consider the dendrogram $\theta_X$ associated to $(X, u_X)$. Then, for any $t \geq 0$ and $x \in X$, it turns out that the block $[x]_t^c \in \theta_X(t)$ introduced in the previous section coincides with the equivalence class $[x]_{c(t)}$. Moreover, the dendrogram associated to $X_{c(t)}$ is closely related to $\theta_X$ as shown in Figure 3.

Remark 2.23 (Open equivalence relation). One can also define an open equivalence relation by requiring strict inequality in Equation (2.2). In [24], this open equivalence relation turns out to be useful in devising algorithms for computing $d_{GH}$.

It is worth noting that the quotient of a compact ultrametric space is still compact, and the quotient of a Polish ultrametric space remains Polish [33]. Furthermore, we have the following two more refined results. The first proposition was already mentioned in [23, Lemma A.7] and we include it here for completeness.
Proposition 2.24. Let $X$ be a complete ultrametric space. Then, $X$ is compact if and only if for any $t > 0$, $X_{(t)}$ is a finite space.

Proof. Assume that $X$ is compact. Then, for any $t > 0$ there exists a finite $t$-net $X_N \subseteq X$, i.e., for any $x \in X$, there exists $x_N \in X_N$ such that $u_X(x, x_N) \leq t$. Hence, $[x]_{(t)} = [x_N]_{(t)}$. Therefore, $X_{(t)} \subseteq \{[x_N]_{(t)} : x_N \in X_N\}$ and thus $X_{(t)}$ is a finite set.

Conversely, we assume that $X_{(t)}$ is finite for all $t > 0$. We only need to prove that $X$ is totally bounded to conclude that $X$ is compact. For any $t > 0$, $X_{(t)}$ is a finite set and thus there exists $x_1, \ldots, x_n \in X$ such that $X_{(t)} = \{[x_1]_{(t)}, \ldots, [x_n]_{(t)}\}$. Now, for any $x \in X$, there exists $i \in \{1, \ldots, n\}$ such that $x \in [x_i]_{(t)}$. This implies that $u_X(x, x_i) \leq t$. Therefore, the set $\{x_1, \ldots, x_n\} \subseteq X$ is a $t$-net of $X$. Hence, $X$ is totally bounded and thus compact. 

Proposition 2.25. Let $X$ be a complete ultrametric space. Then, $X$ is separable (and thus Polish) if and only if for any $t > 0$, $X_{(t)}$ is a countable space.

Proof. Assume that $X$ is separable. Let $X_c \subseteq X$ be a countable dense subset. Then, for any $t > 0$, $\{[x_c]_{(t)} : x_c \in X_c\}$ is a countable subset of $X_{(t)}$. For any $x \in X$, there exists $x_c \in X_c$ such that $u_X(x, x_c) \leq t$ since $X_c$ is dense. Hence, $[x]_{(t)} = [x_c]_{(t)}$. Therefore, $X_{(t)} \subseteq \{[x_c]_{(t)} : x_c \in X_c\}$ and thus $X_{(t)}$ is countable.

Conversely, consider any positive sequence $\{t_n\}_{n=1}^\infty$ strictly decreasing to $0$. For each $t_n$, we choose an equivalence class in $X_{(t_n)}$ an arbitrary representative, and denote by $\hat{X}_{(t_n)}$ the set of all the chosen representatives. Then, $\hat{X}_{(t_n)}$ is of course a countable set. Let $X_c := \cup_{n=1}^\infty \hat{X}_{(t_n)}$. Then, $X_c$ is obviously countable since each $\hat{X}_{(t_n)}$ is countable. Now, for any $x \in X$, there exist $x_1, x_2, \ldots \in X_c$ such that for each $n = 1, \ldots, x \in [x_n]_{(t_n)}$. Then,

$$\lim_{n \to \infty} u_X(x, x_n) \leq \lim_{n \to \infty} t_n = 0.$$ 

This implies that $X_c$ is dense in $X$ and thus $X$ is separable. 

The following lemma is useful in constructing maps between closed quotient spaces.

Lemma 2.26. Let $f : X \to Y$ be a 1-Lipschitz map between two ultrametric spaces. For any $t \geq 0$, define $f_t : X_{(t)} \to Y_{(t)}$ by $f_t([x]_{X_{(t)}}) := [f(x)]_{Y_{(t)}}$. Then, $f_t$ is well-defined, i.e., whenever $[x]_{X_{(t)}} = [y]_{X_{(t)}}$, we have that $[f(x)]_{Y_{(t)}} = [f(y)]_{Y_{(t)}}$.

Proof. If $x' \in [x]_{X_{(t)}}$, then we have $u_X(x, x') \leq t$. Since $f$ is 1-Lipschitz, we have that

$$u_Y(f(x'), f(x)) \leq u_X(x, x') \leq t,$$

and thus $f(x') \in [f(x)]_{Y_{(t)}}$. Therefore, $f_t$ is well-defined.

2.3. Pseudometric Spaces

In this section, we provide certain details to address nuances between the notion of metric spaces and the notion of pseudometric spaces. A pseudometric space is a pair $(X, d_X)$ consisting of a set $X$ and a function called pseudometric $d_X : X \times X \to \mathbb{R}$ satisfying the following three conditions, for any $x, x', x'' \in X$:

1. $d_X(x, x') \geq 0$.
2. $d_X(x, x') = d_X(x', x)$.
3. $d_X(x, x') + d_X(x', x'') \geq d_X(x, x'')$. 
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Fig. 4. Illustration of the quotient metric. In this figure, each ball represents an equivalence class of \( \sim_R \) on a metric space \( X \). Here, we represent one sequence of points \( x = x_1, y_1, \ldots, y_n = x' \) between \( x \) and \( x' \) with \( n = 3 \). Then, \( d_X([x],[x']) \) is the infimum of the sum \( \sum_{i=1}^{n} d_X(x_i,y_i) \) over all such sequences of points.

A pseudometric \( d_X \) is a metric if \( d_X \) satisfies that \( d_X(x,x') = 0 \) implies \( x = x' \).

There is a canonical way of transforming a pseudometric space into a metric space [3, Proposition 1.1.5]. Given any pseudometric space \((X,d_X)\), we introduce an equivalence relation \( \sim_0^2 \) as follows: \( x \sim_0 x' \) if \( d_X(x,x') = 0 \). Then, we let \([x] \) denote the equivalence class (and thus an element in \( X_0 \)) of \( x \in X \) and define the quotient space \( X_0 := X/\sim_0 \). Define a function \( d_{X_0} : X_0 \times X_0 \to \mathbb{R}_{\geq 0} \) as follows:

\[
d_{X_0}([x],[x']) := \begin{cases} d_X(x,x') & \text{if } d_X(x,x') \neq 0 \\ 0 & \text{otherwise} \end{cases}.
\]

(2.4)

\( d_{X_0} \) turns out to be a metric on \( X_0 \). In the sequel, the metric space \((X_0,d_{X_0})\) is referred to as the metric space induced by the pseudometric space \((X,d_X)\).

**Quotient metric.** One way of generating pseudometric spaces out of a metric space is through the quotient metric (cf. [3, Definition 3.1.12]).

**Definition 2.27** (Quotient metric). Let \((X,d_X)\) be a metric space and let \( \sim_R \) be any equivalence relation on \( X \). We denote by \( X_R := X/\sim_R \) the set of equivalence classes. Then, we define the quotient metric \( d_{X_R} : X_R \times X_R \to \mathbb{R}_{\geq 0} \) as follows (see Figure 4 for an illustration):

\[
d_{X_R}([x],[x']) := \inf_{i=1}^{n} d_X(x_i,y_i),
\]

where the infimum is taken over all sequences of points \( x = x_1,y_1,x_2,y_2,\ldots,x_n,y_n = x' \) in \( X \) such that \( y_i \sim_R x_{i+1} \) for all \( i = 1,\ldots,n-1 \).

It is not hard to see that \( d_{X_R} \) is indeed a pseudometric on \( X_R \) (cf. [3, Exercise 3.1.13]).

**Remark 2.28.** It is easy to see that for any \( x,x' \in X \), we have that

\[
d_{X_R}([x],[x']) \leq d_X(x,x').
\]

3. THE PROJECTIONS \( \mathcal{G}_p : \mathcal{M} \to \mathcal{M}_p \)

For each \( p \in [1,\infty] \), we define below a canonical projection \( \mathcal{G}_p : \mathcal{M} \to \mathcal{M}_p \) sending a compact metric space \( X \) to a \( p \)-metric space \( \left( \hat{X}, \hat{d}_X^{(p)} \right) \).

Given \( (X,d_X) \in \mathcal{M} \), define for any \( x,x' \in X \)

\[
d_X^{(p)}(x,x') := \inf \left\{ \sum_{i=0}^{n-1} d_X(x_i,x_{i+1}) : x = x_0,x_1,\ldots,x_n = x' \right\}.
\]

(3.1)

\[\footnote{If \((X,d_X)\) is moreover an ultrametric space, then \( \sim_0 \) is exactly the same as the 0-closed equivalence relation \( \sim_{c(0)} \) introduced in Section 2.2.3.}\]
Remark 3.1. Obviously, \( d_X^{(p)}(x, x') \leq d_X(x, x') \) for any \( x, x' \in X \).

\((X, d_X^{(p)})\) may happen to be a pseudometric space instead of a metric space, i.e., there may exist \( x \neq x' \in X \) such that \( d_X^{(p)}(x, x') = 0 \). To remedy this, consider the induced metric space \( (\hat{X}, \hat{d}_X^{(p)}) \) (cf. Section 2.3) and define \( \mathcal{S}_p((X, d_X)) := (\hat{X}, \hat{d}_X^{(p)}) \).

Remark 3.2. If \( X \) is a finite space, then \( (\hat{X}, \hat{d}_X^{(p)}) = (X, d_X^{(p)}) \).

Remark 3.3 (Single-linkage ultrametric). When \( X \) is a finite space, the metric \( d_X^{(\infty)} = \hat{d}_X^{(\infty)} \) is an ultrametric and it is called the single-linkage ultrametric induced by \( d_X \).

We now verify that indeed \( \mathcal{S}_p \) maps compact metric spaces to compact \( p \)-metric spaces and thus \( \mathcal{S}_p \) is indeed a map \( \mathcal{S}_p : \mathcal{M} \to \mathcal{M}_p \).

Proposition 3.4. For every \((X, d_X) \in \mathcal{M}, (\hat{X}, \hat{d}_X^{(p)}) \) is a compact \( p \)-metric space.

Proof. We first prove that \( \hat{d}_X^{(p)} \) is a \( p \)-metric. Given \( x, x', x'' \in X \), for any two sequences of points \( x = x_0, \ldots, x_n = x' \) and \( x' = y_0, \ldots, y_m = x'' \) in \( X \), we concatenate them to obtain the following sequence of points between \( x \) and \( x'' \): \( x = z_0, \ldots, z_{m+n+1} = x'' \). Then,

\[
(\bigoplus_{i=0}^{n-1} d_X(x_i, x_{i+1})) \bigoplus_p (\bigoplus_{j=0}^{m-1} d_X(y_j, y_{j+1})) = \bigoplus_{k=0}^{n+m} d_X(z_k, z_{k+1}) \geq d_X^{(p)}(x, x'').
\]

Infinizing the left-hand side over all possible sequences of points, one has that

\[
d_X^{(p)}(x, x') \bigoplus_p d_X^{(p)}(x', x'') \geq d_X^{(p)}(x, x'').
\]

It then follows directly from Equation (2.4) that \( \hat{d}_X^{(p)} \) satisfies the \( p \)-triangle inequality and thus is a \( p \)-metric.

The identity map \( \iota : (X, d_X) \to (X, d_X) \) is continuous due to Remark 3.1. The canonical projection \( \Psi : (X, d_X) \to (\hat{X}, \hat{d}_X^{(p)}) \) is also continuous (cf. Section 2.3). Since \( (X, d_X) \) is compact, we then have that \( (\hat{X}, \hat{d}_X^{(p)}) = \Psi \circ \iota ((X, d_X)) \) is compact.

Proposition 3.5 (Basic facts about \( \mathcal{S}_p \)). We have the following properties about \( \mathcal{S}_p \):

1. For \( 1 \leq p \leq \infty \), when restricted to \( \mathcal{M}_p \), \( \mathcal{S}_p \) coincides with the identity map.

2. For \( 1 \leq q < p \leq \infty \), one has \( \mathcal{S}_p \circ \mathcal{S}_q = \mathcal{S}_p = \mathcal{S}_q \circ \mathcal{S}_p \).

3. Given \( X \in \mathcal{M}_p \) and \( c > 0 \), \( \mathcal{S}_p(c \cdot X) = c \cdot \mathcal{S}_p(X) \), where \( c \cdot X \) denotes the metric space \( (X, c \cdot d_X) \).

4. \( \mathcal{S}_\infty \) commutes with the snowflake transform \( S_p \) for any \( 1 \leq p < \infty \). More precisely, for any \( X \in \mathcal{M}_p \), we have

\[
\mathcal{S}_\infty \circ S_p(X) = S_p \circ \mathcal{S}_\infty(X).
\]

The following theorem shows that \( p \)-metric spaces can be viewed as a certain interpolation between metric spaces and ultrametric spaces.

Proposition 3.6. Given any finite metric space \( X \), the curve \( \gamma : [0, \infty] \to (\mathcal{M}, d_{GH}) \) defined by \( p \mapsto \mathcal{S}_p(X) \) is continuous.
Proof. Since $X$ is finite, by Remark 3.2, we have that $\hat{d}_X^{(p)} = d_X^{(p)}$. Now, for any $x, x' \in X$ and any sequence of points $x = x_0, x_1, \cdots, x_n = x'$ in $X$, $\bigoplus_{i=0}^{n-1} d_X(x_i, x_{i+1})$ is continuous with respect to change of $p \in [1, \infty]$. Then, we have by definition

$$d_X^{(p)}(x, x') := \inf \left\{ \bigoplus_{i=0}^{n-1} d_X(x_i, x_{i+1}) : x = x_0, x_1, \cdots, x_n = x' \right\}$$

is also continuous with respect to $p \in [1, \infty]$ due to the finiteness of $X$. Then, by finiteness again, $\sup_{x, x' \in X} d_X^{(p)}(x, x')$ is continuous with respect to $p \in [1, \infty]$. Therefore, by Example 7.4.2 in [3], $\gamma$ is also continuous with respect to $d_{\text{GH}}$. \hfill \Box

Below, $M^\text{fin}_p$ and $M^\text{fin}_p$ denote the collection of finite metric spaces and $p$-metric spaces, respectively.

In the setting of finite spaces, Segarra et al. [28] proved that $\mathcal{G}_p$ is actually the unique projection satisfying the following two reasonable conditions.

Theorem 3.7 ([28, 29]). Let $p \in [1, \infty]$ and $\Phi_p : M^\text{fin} \to M^\text{fin}_p$ be any map satisfying the following two conditions:

1. Any $p$-metric space is a fixed point of $\Phi_p$.
2. Any 1-Lipschitz map in $M^\text{fin}$ remains 1-Lipschitz in $M^\text{fin}_p$ after applying $\Phi_p$.

Then, $\Phi_p$ exactly coincides with the restriction $\mathcal{G}_p|_{M^\text{fin}}$.

An alternative description of $\mathcal{G}_p$. We now provide an alternative description of $\mathcal{G}_p$. Let $\sim_{\hat{d}_X^{(p)}}$ denote the canonical equivalence relation on $X$ induced by the pseudometric $\hat{d}_X^{(p)}$ (cf. Chapter 2). We denote by $\hat{d}_X$ the quotient metric on $\hat{X} := X / \sim_{\hat{d}_X^{(p)}}$ defined in Theorem 2.27.

Lemma 3.8. For any compact metric space $X$, we have that $\hat{d}_X \geq \hat{d}_X^{(p)}$.

Proof. By Remark 3.1, we have that for any equivalence classes $[x], [x'] \in \hat{X}$

$$\hat{d}_X([x], [x']) = \inf \sum_{i=1}^{n} d_X(x_i, y_i) \geq \inf \sum_{i=1}^{n} d_X^{(p)}(x_i, y_i)$$

$$= \inf \sum_{i=1}^{n} d_X^{(p)}(x_i, x_{i+1}) \geq d_X^{(p)}(x, x') = \hat{d}_X^{(p)}([x], [x']),$$

where the second equality follows from the fact that $d_X^{(p)}(y_i, x_{i+1}) = 0$. \hfill \Box

Corollary 3.9. Given $(X, d_X) \in M$, for any $1 \leq p \leq \infty$ we have

$$\text{diam}(\mathcal{G}_p(X)) \leq \text{diam}(X).$$

Proof. This follows directly from Remark 2.28 and Lemma 3.8. \hfill \Box

Lemma 3.10. $\hat{d}_X$ is a metric on $\hat{X}$.

Proof. Since $\hat{d}_X$ is known to be a pseudometric, we only need to prove that $\hat{d}_X$ satisfies identity of indiscernibles, i.e., $\hat{d}_X(x, x')$ implies that $x = x'$. This follows directly from Lemma 3.8 and the fact that $\hat{d}_X^{(p)}$ is a metric on $\hat{X}$. \hfill \Box
Then, it follows again from Equation (3.1) that obtain $S_d$ follows from Proposition 3.11. Therefore, 

Proof. By item 1 of Proposition 3.5, we have that $\tilde{d}_X^{(p)} = \tilde{d}_X^{(p)}$. Thus $\tilde{d}_X^{(p)} \leq \tilde{d}_X^{(p)}$.

On the other hand, we know by Remark 2.28 that for any $[x], [x'] \in \tilde{X}$, $\tilde{d}_X([x], [x']) \leq d_X(x, x')$. Then, it follows again from Equation (3.1) that

$$\left(\tilde{d}_X^{(p)}\right)([x], [x']) \leq d_X^{(p)}(x, x') = \tilde{d}_X^{(p)}([x], [x'])$$

which concludes the proof.

Subdominant properties. We establish the subdominant property of $\tilde{d}_X^{(p)}$. For $p = \infty$, the subdominant property of $\tilde{d}_X$ restricted to the collection of all finite metric spaces was already established in [7]. First of all, we introduce some notation. For any set $X$, let $D_p(X)$ denote the collection of all $p$-metrics on $X$. We define a partial order $\leq$ on $D_p(X)$ by letting $d_1 \leq d_2$ for $d_1, d_2 \in D_p(X)$ if and only if $\forall x, x' \in X, d_1(x, x') \leq d_2(x, x')$.

Proposition 3.12 (Maximal subdominant $p$-metric). Given $(X, d_X) \in M$ and $p \in [1, \infty]$, consider $(\tilde{X}, d_X^{(p)})$, the $p$-metric space generated by $\mathcal{G}_p$. Then,

$$\tilde{d}_X^{(p)} = \max \left\{ d : d \in D_p\left(\tilde{X}\right), \text{ and } d \leq \tilde{d}_X \right\}.$$

Proof. By Lemma 3.8, we have $\tilde{d}_X^{(p)} \leq \tilde{d}_X$. Now, let $d \in D_p\left(\tilde{X}\right)$, then $\tilde{d}_X^{(p)} = d$ by item 1 of Proposition 3.5. Moreover, if $d \leq \tilde{d}_X$, then it is easy to check that $d^{(p)} \leq \left(\tilde{d}_X^{(p)}\right) = d_X^{(p)}$ where the last equality follows from Proposition 3.11. Therefore, $d = d^{(p)} \leq d_X^{(p)}$.

3.1. Stability of $\mathcal{G}_p$

For the projection $\mathcal{G}_\infty : M \to \mathcal{U}$, the following stability result is already in the literature\(^3\).

\(^3\)Although [7, Proposition 26] states it only for finite cases, the same proof works for compact spaces.
**Proposition 3.13** ([7, Proposition 26]). The map $\mathcal{G}_\infty : \mathcal{M} \to \mathcal{U}$ is 1-Lipschitz, i.e., for any $X, Y \in \mathcal{M}$,

$$d_{\text{GH}}(\mathcal{G}_\infty(X), \mathcal{G}_\infty(Y)) \leq d_{\text{GH}}(X, Y).$$

As a generalization of Proposition 3.13, we prove the following stability result for $\mathcal{G}_p$ for all $p \in (1, \infty]$.

**Proposition 3.14.** Given two finite metric spaces $X$ and $Y$ with $\#X = m$ and $\#Y = n$, and $p > 1$, we have

$$d_{\text{GH}}(\mathcal{G}_p(X), \mathcal{G}_p(Y)) \leq (\max(m, n) - 1)^{\frac{1}{p}} d_{\text{GH}}(X, Y).$$

**Remark 3.15.** Proposition 3.14 does not include the case $p = 1$ because $\mathcal{G}_1$ is just the identity map by Proposition 3.5. Proposition 3.14 recovers Proposition 3.13 by choosing $p = \infty$ when the spaces are finite.

**Proof of Proposition 3.14.** The case when $m = n = 1$ reduces to comparing two one-point sets, a case in which the equality obviously holds. If either $m = 1$ or $n = 1$, then we obtain the inequality by invoking Corollary 3.9 and the fact that $d_{\text{GH}}(X, *) = \frac{1}{2}\text{diam}(X)$, where $*$ denotes the one point metric space.

Now, we assume that $m, n > 1$. By Remark 3.2 we know that $\mathcal{G}_p(X) = (X, d_X^{(p)})$ and $\mathcal{G}_p(Y) = (Y, d_Y^{(p)})$. Let $R \in \mathcal{R}(X, Y)$ be an optimal correspondence for $d_{\text{GH}}(X, Y)$. Let $\eta := \text{dis}(R, d_X, d_Y) = 2d_{\text{GH}}(X, Y)$. Then, for any $(x, y), (x', y') \in R$, $|d_X(x, x') - d_Y(y, y')| \leq \eta$. Now, let us bound $|d_X^{(p)}(x, x') - d_Y^{(p)}(y, y')|$. Let $y = y_0, y_1, \cdots, y_k = y'$ be a sequence of points in $Y$ such that $d_Y^{(p)}(y, y') = \frac{1}{k} \sum_{i=0}^{k-1} d_Y(y_i, y_{i+1})$, whose existence follows from the fact that $Y$ is finite. Then, we choose any sequence of points $x = x_0, x_1, \cdots, x_k = x'$ in $X$ such that $(x_i, y_i) \in R$ for all $i = 0, \cdots, k$. Therefore, by definition of $\mathcal{G}_p$, we have

$$d_X^{(p)}(x, x') \leq \frac{1}{k} \sum_{i=0}^{k-1} d_X(x_i, x_{i+1}) \leq \frac{1}{k} \sum_{i=0}^{k-1} (d_Y(y_i, y_{i+1}) + \eta) \leq \frac{1}{k} \sum_{i=0}^{k-1} d_Y(y_i, y_{i+1}) + \frac{k}{p} \eta = d_Y^{(p)}(y, y') + \frac{k}{p} \eta,$$

where the third inequality follows from the Minkowski inequality.

Note that sequences of points determining $d_Y^{(p)}$ in $Y$ can always be chosen such that $k \leq m - 1$ hence we have

$$d_X^{(p)}(x, x') \leq d_Y^{(p)}(y, y') + (m - 1)^{\frac{1}{p}} \eta.$$

Similarly, $d_Y^{(p)}(y, y') \leq d_X^{(p)}(x, x') + (n - 1)^{\frac{1}{p}} \eta$. Therefore, we have

$$|d_X^{(p)}(x, x') - d_Y^{(p)}(y, y')| \leq (\max(m, n) - 1)^{\frac{1}{p}} \eta.$$

Then,

$$d_{\text{GH}}(\mathcal{G}_p(X), \mathcal{G}_p(Y)) \leq \frac{1}{2} \text{dis}(R, d_X^{(p)}, d_Y^{(p)}) \leq \frac{1}{2} (\max(m, n) - 1)^{\frac{1}{p}} \text{dis}(R, d_X, d_Y) = (\max(m, n) - 1)^{\frac{1}{p}} d_{\text{GH}}(X, Y).$$

$\square$
Example 3.16 (The coefficient in Proposition 3.14 is optimal). Let \((L_n, d_n)\) be the finite subspace \(\{0, 1, \ldots, n\} \subseteq \mathbb{R}\) endowed with the Euclidean metric \(d_n\). Let \(p > 1\) and let \(L_n^{(p)} := \mathcal{S}_p(L_n)\). Then,
\[
\text{diam}(L_n^{(p)}) = d_n^{(p)}(0, n) = n^{\frac{1}{p}} \quad \text{and} \quad d_n^{(p)}(i, i + 1) = 1 \quad \text{for} \quad i = 0, \ldots, n - 1.
\]

Let \(\tilde{L}_n^{(p)} := n^{\frac{1}{p} - 1} \cdot L_n\). Then,
\[
\text{diam}(\tilde{L}_n^{(p)}) = \text{diam}(L_n^{(p)}).
\]

By considering the diagonal correspondence \(R\) between \(L_n^{(p)}\) and \(\tilde{L}_n^{(p)}\), we have \(d_{GH}(L_n^{(p)}, \tilde{L}_n^{(p)}) \leq \frac{1}{2} \text{dis}(R) = \frac{1}{2}\left(1 - n^{\frac{1}{p} - 1}\right)\).

Note that \(L_n^{(p)} \in \mathcal{M}_p\). Thus by Proposition 3.5 we have \(\mathcal{S}_p(L_n^{(p)}) = L_n^{(p)}\). For \(\tilde{L}_n^{(p)}\), we have that
\[
\text{diam}\left(\mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right) = n^{\frac{1}{p} - 1}.
\]

Hence by Remark 1.8 we have
\[
d_{GH}\left(\mathcal{S}_p(L_n^{(p)}), \mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right) \geq \frac{1}{2}\left|\text{diam}(L_n^{(p)}) - \text{diam}\left(\mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right)\right| = \frac{1}{2}\left(n^{\frac{1}{p}} - n^{\frac{1}{p} - 1}\right).
\]

Therefore, we have that
\[
\frac{d_{GH}\left(\mathcal{S}_p(L_n^{(p)}), \mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right)}{d_{GH}\left(L_n^{(p)}, \tilde{L}_n^{(p)}\right)} \geq \frac{\frac{1}{n^{\frac{1}{p}}} - n^{\frac{1}{p} - 1}}{1 - n^{\frac{1}{p} - 1}} = n^{\frac{1}{p}},
\]
which can be rewritten as
\[
d_{GH}\left(\mathcal{S}_p(L_n^{(p)}), \mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right) \geq n^{\frac{1}{p}} d_{GH}\left(L_n^{(p)}, \tilde{L}_n^{(p)}\right).
\]

By Proposition 3.14, we have \(d_{GH}\left(\mathcal{S}_p(L_n^{(p)}), \mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right) \leq (n + 1 - 1)\frac{1}{2} d_{GH}\left(L_n^{(p)}, \tilde{L}_n^{(p)}\right)\). Hence we have that
\[
d_{GH}\left(\mathcal{S}_p(L_n^{(p)}), \mathcal{S}_p\left(\tilde{L}_n^{(p)}\right)\right) = n^{\frac{1}{p}} d_{GH}\left(L_n^{(p)}, \tilde{L}_n^{(p)}\right).
\]

Therefore, the bound in Proposition 3.14 is tight. Since for \(1 < p < \infty\) the sequence \(\{n^{\frac{1}{p}}\}_{n \in \mathbb{N}}\) is unbounded. This example also shows that the map \(\mathcal{S}_p : \mathcal{M} \rightarrow \mathcal{M}_p\) is not Lipschitz.

Finally, if we restrict \(\mathcal{S}_\infty \in \mathcal{M}_p \subseteq \mathcal{M}\) for any \(p \in [1, \infty]\), we have the following stability result utilizing the \(p\)-Gromov-Hausdorff distance \(d_{GH}^{(p)}\) which we define later in Section 4. We postpone its proof to Section 4.2.

Theorem 3.17. For any \(p \in [1, \infty]\) and any \(X, Y \in \mathcal{M}_p\), we have that
\[
d_{GH}^{(p)}\left(\mathcal{S}_\infty(X), \mathcal{S}_\infty(Y)\right) \leq d_{GH}^{(p)}(X, Y).
\]

3.2. The Kernel of \(\mathcal{S}_p\)

In this section we study the notion of kernel of maps \(\mathcal{S}_p : \mathcal{M} \rightarrow \mathcal{M}_p\) for \(p \in [1, \infty]\). The kernel \(\ker(\mathcal{S}_p)\) is defined as the collection of compact metric spaces whose image under \(\mathcal{S}_p\) is the one point space. It is obvious that \(X \in \ker(\mathcal{S}_p)\) if \(d_{X}^{(p)}(x, x') = 0\) for all \(x, x' \in X\).

A metric space \((X, d_X)\) is said to be chain connected if for any \(x, x' \in X\) and any \(\varepsilon > 0\) there exists a finite sequence \(x = x_0, x_1, \ldots, x_n = x'\) such that \(d_X(x_i, x_{i+1}) \leq \varepsilon\) for all \(i\). Then, it follows directly from the definition of \(\mathcal{S}_\infty\) that \(\ker(\mathcal{S}_\infty) = \mathcal{M}_\text{chain}\), where \(\mathcal{M}_\text{chain}\) refers to the collection of all compact chain connected metric spaces. Since we are only considering compact metric spaces, a result in [2] shows that chain connectedness is equivalent to connectedness. Therefore, we have the following result for the kernel of \(\mathcal{S}_\infty\). Below, \(\mathcal{M}_\text{conn}\) denotes the collection of all compact connected metric spaces.

Proposition 3.18. \(\ker(\mathcal{S}_\infty) = \mathcal{M}_\text{conn}\).

Remark 3.19. Any geodesic metric space is connected. Therefore, any compact geodesic metric space lies in the kernel of \(\mathcal{S}_\infty\).
Proposition 3.18 will not hold for \( p < \infty \). In fact, we have the following result.

**Proposition 3.20.** Given \( 1 < q < p \leq \infty \), we have that
\[
\ker(\mathcal{S}_q) \subseteq \ker(\mathcal{S}_p).
\]

**Proof.** By Proposition 3.5, \( \mathcal{S}_p \circ \mathcal{S}_q = \mathcal{S}_p \). Thus \( \ker(\mathcal{S}_q) \subseteq \ker(\mathcal{S}_p) \).

Now, consider the following example. Let \( X = ([0, 1], d_X) \subseteq \mathbb{R} \) be a Euclidean subspace. Then, as mentioned in Section 2, \( S_{\frac{1}{p}}(X) = \left([0, 1], (d_X)^{\frac{1}{p}}\right) \) is a \( p \)-metric space for \( 1 < p < \infty \). Hence, \( S_{\frac{1}{p}}(X) \notin \ker \mathcal{S}_p \) since \( \mathcal{S}_p \left(S_{\frac{1}{p}}(X)\right) = S_{\frac{1}{p}}(X) \). Obviously, \( S_{\frac{1}{p}}(X) \) is connected, thus \( S_{\frac{1}{p}}(X) \in \ker(\mathcal{S}_\infty) \) which implies \( \ker(\mathcal{S}_p) \subseteq \ker(\mathcal{S}_\infty) \).

Next, we show that \( S_{\frac{1}{q}}(X) \in \ker(\mathcal{S}_p) \) for \( 1 \leq q < p < \infty \). For any \( 0 \leq x < x' \leq 1 \) let \( l := x' - x \). Subdivide the interval \([x, x']\) into \( n \) equal subintervals to obtain \( x = x_0, \ldots, x_n = x' \) such that \( x_{i+1} - x_i = \frac{l}{n} \) for \( i = 0, \ldots, n-1 \). Then, we have that
\[
(d_X)^{\frac{1}{q}}(x, x') \leq \sum_{i=0}^{n-1} (d_X)^{\frac{1}{q}}(x_i, x_{i+1}) = \frac{n\frac{1}{q} - 1}{q} l^\frac{1}{q}.
\]

Since \( \frac{1}{p} - \frac{1}{q} < 0 \), as \( n \to \infty \), we derive that \((d_X)^{\frac{1}{q}}(x, x') = 0\). Therefore, \( S_{\frac{1}{q}}(X) \in \ker(\mathcal{S}_p) \). Since \( S_{\frac{1}{q}}(X) \notin \ker(\mathcal{S}_q) \), we have that \( \ker(\mathcal{S}_q) \subseteq \ker(\mathcal{S}_p) \).

Proposition 3.20 above leads us to considering the following object:
\[
\bigcap_{p>1} \ker(\mathcal{S}_p).
\]

We have not yet fully described this set but we conjecture that it coincides exactly with \( \mathcal{M}^1 \), the collection of all 1-connected compact metric spaces (defined below):

**Conjecture 3.21.** \( \mathcal{M}^1 = \bigcap_{p>1} \ker(\mathcal{S}_p) \).

Next, we will define 1-connected compact metric spaces and provide a partial answer to the conjecture above.

We first recall the definition of Hausdorff dimension. See for example [3, Section 1.7] for more details. Let \((X, d_X) \in \mathcal{M}\) and let \( s \geq 0 \). For any \( A \subseteq X \) the \( s \)-dimensional Hausdorff content of \( A \) is defined by
\[
C^s_\mathcal{H}(A) := \inf \left\{ \sum_{i \in I} r_i^s : A \subseteq \bigcup_{i \in I} B_{\delta(r_i)}(x_i), \text{ where } I \text{ is a countable index set} \right\}.
\]

The Hausdorff dimension of \( A \) is defined as
\[
\dim_\mathcal{H}(A) := \inf \{ s \geq 0 : C^s_\mathcal{H}(A) = 0 \}.
\]

**Definition 3.22** (1-connected metric spaces). We say that \((X, d_X) \in \mathcal{M}\) is 1-connected if for all \( x \) and \( x' \) in \( X \), there exists a closed connected subset \( C \subseteq X \) such that \( C \ni x, x' \) and \( \dim_\mathcal{H}(C) = 1 \). By \( \mathcal{M}^1 \) we denote the collection of all compact 1-connected metric spaces.

**Example 3.23.** Compact geodesic spaces are 1-connected. An example of a compact metric space which is 1-connected yet not geodesic is the unit circle in \( \mathbb{R}^2 \) endowed with the Euclidean metric.
Example 3.24 (Nonexamples via the snowflake transform). For any $1 < p < \infty$, the space $S_p^+(X) = \left( [0, 1], (d_X)^{\frac{1}{p}} \right)$ constructed in the proof of Proposition 3.20 has Hausdorff dimension $p$ (e.g., see [30]) and is therefore not $1$-connected.

As a partial answer to Conjecture 3.21, we have:

**Proposition 3.25.** $M^1 \subseteq \bigcap_{p>1} \ker(\mathcal{E}_p)$.

**Proof.** Let $X \in M^1$. For any $x, x' \in X$, let $K$ be a $1$-dimensional connected closed (and thus compact) subset of $X$ containing them. Then, for any $p > 1$, $C^0_p(K) = 0$. Hence for any $0 < \varepsilon < 1$ we may find a cover $\{B_o(r_i(x_i))\}_{i \in I}$ of $K$ such that $\sum_{i \in I} r_i^p < \varepsilon^p$. By compactness of $K$, we assume that $I$ is finite. By connectedness of $K$, the $1$-skeleton of the nerve of this cover is a connected graph, hence any two vertices (balls) are connected by a path on the graph. Without loss of generality, assume that $x \in B_o(r_1(x_1))$ and $x' \in B_o(r_k(x_k))$, and that $\{B_o(r_1(x_1)), B_o(r_2(x_2)), \ldots, B_o(r_k(x_k))\}$ is a path in the nerve. Choose $y_i \in B_o(r_i(x_i)) \cap B_o(r_{i+1}(x_{i+1}))$ for $i = 1, \ldots, k - 1$ and then construct a sequence of points $x, x_1, y_1, x_2, y_2, \ldots, y_{k-1}, x_k, x'$. Then, we have

\[
d_X^p(x, x') \leq d_X(x, x_1) \oplus_p d_X(x_1, y_1) \oplus_p d_X(y_1, x_2) \oplus_p \ldots \oplus_p d_X(x_k, x')
\]

\[
< r_1 \oplus_p r_1 \oplus_p r_2 \oplus_p r_2 \oplus_p \cdots \oplus_p r_k = 2^{\frac{1}{p}} \inf_{i=1}^k r_i < 2^{\frac{1}{p}} \varepsilon.
\]

Since $\varepsilon$ is arbitrary, we have that $d_X^p(x, x') = 0$. \hfill $\square$

### 4. $d_{\text{GH}}^p$: $p$-GROMOV-HAUSDORFF DISTANCE

Recall that in Section 1, we have defined for any metric spaces $X$ and $Y$ and for any $p \in [1, \infty)$ a Gromov–Hausdorff like quantity

\[
d_{\text{GH}}^p(X, Y) := 2^{-\frac{1}{p}} \inf_{R} \sup_{(x,y),(x',y') \in R} \left| (d_X(x, x'))^p - (d_Y(y, y'))^p \right|^{\frac{1}{p}}.
\]

In this section, we study various properties and characterizations of $d_{\text{GH}}^p$.

Note that we only define $d_{\text{GH}}^p$ for $p \in [1, \infty)$ through the above equation. Below, we introduce the notion of $p$-distortion for all $p \in [1, \infty]$ and redefine $d_{\text{GH}}^p$ for all $p \in [1, \infty]$ in a unified way.

Given any $p \in [1, \infty]$, for two metric spaces $(X, d_X)$ and $(Y, d_Y)$, the $p$-distortion of a correspondence $R$ between $X$ and $Y$ is defined as

\[
\text{dis}_p(R, d_X, d_Y) := \sup_{(x,y),(x',y') \in R} \Lambda_p(d_X(x, x'), d_Y(y, y')). \tag{4.1}
\]

When the underlying metric structures are clear, we will abbreviate $\text{dis}_p(R, d_X, d_Y)$ as $\text{dis}_p(R)$.

Note that for $p = 1$, $\text{dis}_1$ coincides with the usual notion of distortion $\text{dis}$ of a correspondence given in Equation (1.3). Via the $p$-distortion, $d_{\text{GH}}^p$ can be rewritten as follows:

\[
d_{\text{GH}}^p(X, Y) := 2^{-\frac{1}{p}} \inf_{R} \text{dis}_p(R). \tag{4.2}
\]

Similarly, when $p = \infty$, we define

\[
d_{\text{GH}}^\infty(X, Y) := \inf_{R} \text{dis}_\infty(R), \tag{4.3}
\]

where the implicit coefficient is $2^{-\frac{1}{\infty}} = 1$. 
**Remark 4.1** (Monotonicity of \(d^{(p)}_{\text{GH}}\)). By Lemma 2.2 and the definition of \(d^{(p)}_{\text{GH}}\), for any metric spaces \(X, Y\) and any \(1 \leq p < q \leq \infty\), we have that
\[
d^{(p)}_{\text{GH}}(X, Y) \leq d^{(q)}_{\text{GH}}(X, Y).
\]

It turns out that \(d^{(p)}_{\text{GH}}\) is indeed a metric on \(M\). More precisely, \(d^{(p)}_{\text{GH}}\) is a \(p\)-metric. We will hence call \(d^{(p)}_{\text{GH}}\) the \(p\)-Gromov-Hausdorff distance.

**Theorem 4.2.** For any \(p \in [1, \infty]\), \((M, d^{(p)}_{\text{GH}})\) is a \(p\)-metric space.

**Proof.** When \(X \cong Y\), it is easy to see that \(d^{(p)}_{\text{GH}}(X, Y) = 0\). Conversely, recall that by Remark 4.1, \(d^{(p)}_{\text{GH}} \geq d_{\text{GH}}\). Hence, \(d^{(p)}_{\text{GH}}(X, Y) = 0\) implies that \(d_{\text{GH}}(X, Y) = 0\) and thus \(X \cong Y\).

Given any \(X, Y, Z \in M\), we prove that
\[
d^{(p)}_{\text{GH}}(X, Y) \leq d^{(p)}_{\text{GH}}(X, Z) \mp_p d^{(p)}_{\text{GH}}(Y, Z).
\]

Let \(R_1 \in \mathcal{R}(X, Z)\) and \(R_2 \in \mathcal{R}(Y, Z)\). Define the correspondence \(R\) between \(X\) and \(Y\) by
\[
R := \{(x, y) \in X \times Y : \exists z \in Z, \text{ such that } (x, z) \in R_1 \text{ and } (y, z) \in R_2\}.
\]

Now, for any \((x_1, y_1), (x_2, y_2) \in R\), there exist \(z_1, z_2 \in Z\) such that \((x_i, z_i) \in R_1\) and \((y_i, z_i) \in R_2\) for \(i = 1, 2\). Then,
\[
\Lambda_p(d_X(x_1, x_2), d_Y(y_1, y_2)) \leq \Lambda_p(d_X(x_1, x_2), d_Z(z_1, z_2)) \mp_p \Lambda_p(d_Y(y_1, y_2), d_Z(z_1, z_2))
\]
\[
\leq \text{dis}_p(R_1) \mp_p \text{dis}_p(R_2).
\]

Thus, \(\text{dis}_p(R) \leq \text{dis}_p(R_1) \mp_p \text{dis}_p(R_2)\), which implies that
\[
d^{(p)}_{\text{GH}}(X, Y) \leq d^{(p)}_{\text{GH}}(X, Z) \mp_p d^{(p)}_{\text{GH}}(Y, Z).
\]

\(\square\)

**A Kalton and Ostrovskii type characterization for \(d^{(p)}_{\text{GH}}\).** Given two metric spaces \(X\) and \(Y\), we define the distortion of any map \(\varphi : X \to Y\) by
\[
\text{dis}(\varphi, d_X, d_Y) := \sup_{x, x' \in X} \left| d_X(x, x') - d_Y(\varphi(x), \varphi(x')) \right|. \tag{4.4}
\]

Given another map \(\psi : Y \to X\), we define the codistortion of the pair of maps \((\varphi, \psi)\) by
\[
\text{codis}(\varphi, \psi, d_X, d_Y) := \sup_{x \in X, y \in Y} \left| d_X(x, \psi(y)) - d_Y(\varphi(x), y) \right|. \tag{4.5}
\]

When the underlying metric structures are clear from the context, we will usually abbreviate \(\text{dis}(\varphi, d_X, d_Y)\) and \(\text{codis}(\varphi, \psi, d_X, d_Y)\) to \(\text{dis}(\varphi)\) and \(\text{codis}(\varphi, \psi)\), respectively.

Then, one has the following formula, [18, Theorem 2.1]:
\[
d_{\text{GH}}(X, Y) = \frac{1}{2} \inf_{\varphi : X \to Y} \max_{\psi : Y \to X} \left( \text{dis}(\varphi), \text{dis}(\psi), \text{codis}(\varphi, \psi) \right). \tag{4.6}
\]

In the case of \(d^{(p)}_{\text{GH}}\), a similar formula also holds. Let \(X, Y \in M\). We then define the \(p\)-distortion of any map \(\varphi : X \to Y\) by
\[
\text{dis}_p(\varphi, d_X, d_Y) := \sup_{x, x' \in X} \Lambda_p(d_X(x, x'), d_Y(\varphi(x), \varphi(x'))). \tag{4.7}
\]

Similarly, given any map \(\psi : Y \to X\), we define the \(p\)-codistortion of the pair \((\varphi, \psi)\) by
\[
\text{codis}_p(\varphi, \psi, d_X, d_Y) := \sup_{x \in X, y \in Y} \Lambda_p(d_X(x, \psi(y)), d_Y(\varphi(x), y)). \tag{4.8}
\]

We will use abbreviations \(\text{dis}_p(\varphi)\) and \(\text{codis}_p(\varphi, \psi)\) when the underlying metric structures are clear from the context.

Then, one can easily derive from Equation (4.2) and Equation (4.3) the following Kalton and Ostrovskii type formula for \(d^{(p)}_{\text{GH}}\), which is analogous to Equation (4.6).
Proposition 4.3. For $X, Y \in \mathcal{M}$ and $p \in [1, \infty]$, one has that

$$d_{\text{GH}}^p(X, Y) = 2^{-\frac{1}{p}} \inf_{\varphi : X \to Y} \max_{\psi : Y \to X} (\text{disp}_p(\varphi), \text{disp}_p(\psi), \text{codisp}_p(\varphi, \psi)).$$

(4.9)

4.1. Characterization of $d_{\text{GH}}^p$ on $\mathcal{M}_p$

Recall from Definition 1.3 that the Gromov-Hausdorff distance $d_{\text{GH}}$ is defined via isometric embeddings and the Hausdorff distance. It is natural to wonder whether $d_{\text{GH}}^p$ can be similarly characterized. The answer is yes if we restrict $d_{\text{GH}}^p$ to $\mathcal{M}_p$. Due to this reason, when referring to $d_{\text{GH}}^p$ in the sequel, $d_{\text{GH}}^p$ is usually restricted to $\mathcal{M}_p$.

Theorem 4.4. Given any $p \in [1, \infty]$ and $X, Y \in \mathcal{M}_p$, the $p$-Gromov-Hausdorff distance between them can be characterized as follows:

$$d_{\text{GH}}^p(X, Y) = \inf_{Z} d_{\text{H}}^p(\varphi_X(X), \varphi_Y(Y)),$$

where the infimum is taken over all $Z \in \mathcal{M}_p$ and isometric embeddings $\varphi_X : X \to Z$ and $\varphi_Y : Y \to Z$.

Remark 4.5 (Alternative formulation). The collection of $Z$ in Theorem 4.4 can be restricted as follows. For $X, Y \in \mathcal{M}_p$ let $\mathcal{D}_p(d_X, d_Y)$ denote the set of all $p$-metrics $d : X \sqcup Y \times X \sqcup Y \to \mathbb{R}_{\geq 0}$ such that $d|_{X \times X} = d_X$ and $d|_{Y \times Y} = d_Y$. Then, it is easy to see that

$$d_{\text{GH}}^p(X, Y) = \inf_{d \in \mathcal{D}_p(d_X, d_Y)} d_{\text{H}}^{\text{GH}}(\varphi_X(X), \varphi_Y(Y)).$$

Example 4.6. Fix any $p \in [1, \infty]$ and any $X \in \mathcal{M}_p$. Given any $\varepsilon > 0$ and any $\varepsilon$-net $S$ in $X$, we have that

$$d_{\text{GH}}^p(S, X) \leq d^X_{\text{H}}(S, X) \leq \varepsilon.$$

Remark 4.7. Since $d_{\text{GH}}^p$ is a $p$-metric on $\mathcal{M}$, its restriction to $\mathcal{M}_p$, still denoted by $d_{\text{GH}}^p$, is also a $p$-metric, i.e., $(\mathcal{M}_p, d_{\text{GH}}^p)$ is a $p$-metric space. This result is structurally satisfactory in that the collection of compact $p$-metric spaces itself is a $p$-metric spaces.

Zarichnyi introduced in [34] the Gromov-Hausdorff ultrametric, which we denote by $u_{\text{GH}}$, in the same way as we characterize the $\infty$-Gromov-Hausdorff distance in Theorem 4.4:

Definition 4.8 (Gromov-Hausdorff ultrametric). For any $X, Y \in \mathfrak{U}$, the Gromov-Hausdorff ultrametric $u_{\text{GH}}$ between them is defined as follows:

$$u_{\text{GH}}(X, Y) := \inf_{Z} d_{\text{H}}^p(\varphi_X(X), \varphi_Y(Y)),$$

where the infimum is taken over all $Z \in \mathfrak{U}$ and isometric embeddings $\varphi_X : X \to Z$ and $\varphi_Y : Y \to Z$.

Theorem 4.4 is then a generalization of the following result:

Proposition 4.9 ([24, Theorem 26]). For any $X, Y \in \mathfrak{U}$, we have that

$$d_{\text{GH}}^{\infty}(X, Y) = u_{\text{GH}}(X, Y).$$

We will henceforth use $d_{\text{GH}}^{\infty}$ and $u_{\text{GH}}$ interchangeably in this paper. Now, we finish this section by proving Theorem 4.4.

Proof of Theorem 4.4. To proceed with the proof, we need the following claim which is obvious from the definition of $d_{\text{GH}}^p$ and [21, Proposition 2.1].
Claim 1. \( d_{\text{GH}}^{(p)}(X,Y) := \inf_{R,d} \sup_{(x,y) \in R} d(x,y), \) where \( R \in \mathcal{R}(X,Y) \) and \( d \in \mathcal{D}_p(d_X, d_Y). \)

Assume that \( \eta > d_{\text{GH}}^{(p)}(X,Y) \) for some \( \eta > 0. \) Let \( d \in \mathcal{D}_p(d_X, d_Y) \) and \( R \in \mathcal{R}(X,Y) \) be such that \( d(x,y) < \eta \) for all \((x,y) \in R\). Then, one has for any \((x,y), (x',y') \in R\) that
\[
\Lambda_p(d_X(x,x'), d_Y(y,y')) = \Lambda_p(d(x,x'), d(y,y')) \leq d(x,y) \oplus_p d(x',y') < \eta \oplus_p \eta = 2^{\frac{1}{p}} \eta,
\]
where the first inequality follows from Lemma 2.10 and we use the convention \( \frac{1}{0} = 0 \). Thus, by taking supremum over all pairs \((x,y), (x',y') \in R\) on the left-hand side, one has
\[
\text{dis}_p(R) \leq 2^{\frac{1}{p}} \eta.
\]

By taking infimum of the left-hand side over all correspondences \( R \) between \( X \) and \( Y \) and letting \( \eta \) approach \( d_{\text{GH}}^{(p)}(X,Y) \), we obtain that \( d_{\text{GH}}^{(p)}(X,Y) \geq 2^{-\frac{1}{p}} \inf_R \text{dis}_p(R) \).

For the opposite inequality, assume that \( R \in \mathcal{R}(X,Y) \) and \( \eta > 0 \) are such that \( \text{dis}_p(R) \leq 2^{\frac{1}{p}} \eta \). Consider \( d \in \mathcal{D}_p(d_X, d_Y) \) given by

1. \( d|_{X \times X} := d_X \) and \( d|_{Y \times Y} := d_Y; \)
2. for any \((x,y) \in X \times Y\), \( d(x,y) := \inf_{(x',y') \in R} d_X(x,x') \oplus_p d_Y(y,y') \oplus_p \eta; \)
3. for any \((y,x) \in Y \times X\), let \( d(y,x) := d(x,y). \)

That \( d \) is indeed a \( p \)-metric on \( X \sqcup Y \) is proved as follows. By the symmetric roles of \( X \) and \( Y \), we only need to check the following two cases:

1. \( d(x,y) \leq d(x,x') \oplus_p d(x',y), x,x' \in X, y \in Y. \)
2. \( d(x,x') \leq d(x,y) \oplus_p d(x',y), x,x' \in X, y \in Y. \)

For the first case,
\[
d(x,x') \oplus_p d(x',y) = d(x,x') \oplus_p \inf_{(x_1,y_1) \in R} (d_X(x',x_1) \oplus_p d_Y(y_1,y) \oplus_p \eta)
\]
\[
= \inf_{(x_1,y_1) \in R} (d(x,x') \oplus_p d_X(x',x_1) \oplus_p d_Y(y_1,y) \oplus_p \eta)
\]
\[
\geq \inf_{(x_1,y_1) \in R} (d(x,x_1) \oplus_p d_Y(y_1,y) \oplus_p \eta)
\]
\[
= d(x,y).
\]

For the second case,
\[
d(x,y) \oplus_p d(x',y) = \inf_{(x_1,y_1) \in R} (d_X(x,x_1) \oplus_p d_Y(y_1,y) \oplus_p \eta) \oplus_p \inf_{(x_2,y_2) \in R} (d_X(x_2,x') \oplus_p d_Y(y_2,y) \oplus_p \eta)
\]
\[
= \inf_{(x_1,y_1),(x_2,y_2) \in R} (d_X(x,x_1) \oplus_p d_Y(y_1,y) \oplus_p \eta \oplus_p d_X(x_2,x') \oplus_p d_Y(y_2,y) \oplus_p \eta)
\]
\[
\geq \inf_{(x_1,y_1),(x_2,y_2) \in R} \left( d_X(x,x_1) \oplus_p d_X(x_2,x') \oplus_p d_Y(y_1,y_2) \oplus_p \frac{1}{2} \eta \right)
\]
\[
\geq \inf_{(x_1,y_1),(x_2,y_2) \in R} \left( d_X(x,x_1) \oplus_p d_X(x_2,x') \oplus_p d_X(x_1,x_2) \right) \geq d(x,x').
\]

The second inequality follows from the fact that \( \text{dis}_p(R) < 2^{\frac{1}{p}} \eta \) and Proposition 2.3; the last inequality follows directly from the \( p \)-triangle inequality.

Note that \( d(x,y) = \eta \) for any \((x,y) \in R\). Therefore, by Claim 1, \( d_{\text{GH}}^{(p)}(X,Y) \leq \eta. \) By a standard limit argument, one can then derive that \( d_{\text{GH}}^{(p)}(X,Y) \leq 2^{-\frac{1}{p}} \inf_R \text{dis}_p(R). \)

\[\square\]
4.2. Relationship with $d_{\text {GH}}$

In this section, we study the relation between $d_{\text {GH}}^{(p)}$ and $d_{\text {GH}}$ when restricted to $\mathcal{M}_p$.

Isometry between $d_{\text {GH}}^{(p)}$ and $d_{\text {GH}}$ via the snowflake transform. One can directly relate $d_{\text {GH}}^{(p)}$ and $d_{\text {GH}}$ in the following way via the snowflake transform:

**Proposition 4.10.** Given $1 \leq p < \infty$ and $X, Y \in \mathcal{M}$, one has

$$d_{\text {GH}}(X, Y) = \left( d_{\text {GH}}^{(p)} \left( S_{\frac{1}{p}}(X), S_{\frac{1}{p}}(Y) \right) \right)^{\frac{1}{p}}.$$  

Conversely, for any $X, Y \in \mathcal{M}_p$, one has

$$d_{\text {GH}}^{(p)}(X, Y) = \left( d_{\text {GH}}(S_p(X), S_p(Y)) \right)^{\frac{1}{p}}.$$  

**Proof.** Assume that $X, Y \in \mathcal{M}$. For any $R \in \mathcal{R}(X, Y)$, we have

$$\text{dis}(R, d_X, d_Y) = \sup_{(x, y), (x', y') \in R} |d_X(x, x') - d_Y(y, y')|$$

$$= \sup_{(x, y), (x', y') \in R} \left| \left( \left( d_X \right)^{\frac{1}{p}}(x, x') \right)^{p} - \left( \left( d_Y \right)^{\frac{1}{p}}(y, y') \right)^{p} \right|$$

$$= \left( \text{dis}_p \left( R, (d_X)^{\frac{1}{p}}(x, y), (d_Y)^{\frac{1}{p}}(x, y) \right) \right)^{p}. $$

Therefore, we have

$$d_{\text {GH}}(X, Y) = \left( d_{\text {GH}}^{(p)} \left( S_{\frac{1}{p}}(X), S_{\frac{1}{p}}(Y) \right) \right)^{p}. $$

Similarly, if $X, Y \in \mathcal{M}_p$, then for any $R \in \mathcal{R}(X, Y)$, we have that

$$\text{dis}_p \left( R, (d_X)^{p}, (d_Y)^{p} \right) \right)^{\frac{1}{p}}. $$

This implies that

$$d_{\text {GH}}^{(p)}(X, Y) = \left( d_{\text {GH}}(S_p(X), S_p(Y)) \right)^{\frac{1}{p}}. $$

This proposition has many interesting consequences. For example, the proposition immediately gives rise to the following analogue to Remark 1.6 and Remark 1.8 for $d_{\text {GH}}^{(p)}$.

**Proposition 4.11** (cf. [24, Proposition 22]). For any $p \in [1, \infty)$ and compact ultrametric spaces $X$ and $Y$, we have that

$$2^{-\frac{1}{p}} \lambda_p(\text{diam}(X), \text{diam}(Y)) \leq d_{\text {GH}}^{(p)}(X, Y) \leq 2^{-\frac{1}{p}} \max(\text{diam}(X), \text{diam}(Y)).$$

Proposition 4.10 in particular establishes the stability result (cf. Theorem 3.17) of $\mathcal{S}_\infty$ when restricted to $\mathcal{M}_p$.

**Proof of Theorem 3.17.** The inequality follows directly from Proposition 3.5, Proposition 3.13 and Proposition 4.10:

$$d_{\text {GH}}^{(p)}(\mathcal{S}_\infty(X), \mathcal{S}_\infty(Y)) = \left( d_{\text {GH}}(S_p(\mathcal{S}_\infty(X)), S_p(\mathcal{S}_\infty(Y))) \right)^{\frac{1}{p}}$$

$$= \left( d_{\text {GH}}(\mathcal{S}_\infty(S_p(X)), \mathcal{S}_\infty(S_p(Y))) \right)^{\frac{1}{p}}$$

$$\leq \left( d_{\text {GH}}(S_p(X), S_p(Y)) \right)^{\frac{1}{p}} = d_{\text {GH}}^{(p)}(X, Y). $$

As an application of Proposition 4.10, we prove the continuity of $d_{\text {GH}}^{(p)}$. 
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Proposition 4.12 (Continuity of \( d^{(p)}_{GH} \)). Fix any \( p_0 \in [1, \infty] \). For any \( X, Y \in M_{p_0} \), \( d^{(p)}_{GH}(X, Y) \) is continuous w.r.t. \( p \in [1, p_0] \).

**Proof.** When \( p_0 < \infty \), the continuity follows directly from Proposition 4.10. Now, we assume that \( p_0 = \infty \) and we only need to prove that for any \( X, Y \in U \), \( u_{GH}(X, Y) = \lim_{p \to \infty} d^{(p)}_{GH}(X, Y) \).

The statement holds obviously when \( X, Y \) are finite ultrametric spaces. When \( X, Y \in U \), by Remark 4.1, \( \lim_{p \to \infty} d^{(p)}_{GH}(X, Y) \) exists and the limit is bounded above by \( u_{GH}(X, Y) \). Define \( \tilde{u}_{GH} : U \times U \to \mathbb{R}_{\geq 0} \) by letting \( \tilde{u}_{GH}(X, Y) := \lim_{p \to \infty} d^{(p)}_{GH}(X, Y) \). Then, it is not hard to check that \( \tilde{u}_{GH} \) is an ultrametric on \( U \) and that \( \tilde{u}_{GH} = u_{GH} \) on \( U_{\infty} \times U_{\infty} \). By Example 4.6, for any \( X, Y \in U \), there exist for every \( n \in \mathbb{N} \), \( X_n, Y_n \in U_{\infty} \) such that \( u_{GH}(X, X_n), u_{GH}(Y, Y_n) \leq \frac{1}{n} \). Then,

\[
\lim_{n \to \infty} u_{GH}(X_n, Y_n) = \lim_{n \to \infty} \tilde{u}_{GH}(X_n, Y_n) = \tilde{u}_{GH}(X, Y).
\]

The last equality holds by continuity of metrics and by the fact that \( \tilde{u}_{GH} \leq u_{GH} \). \( \square \)

The continuity of \( d^{(p)}_{GH}(X, Y) \) for finite ultrametric spaces \( X \) and \( Y \) is already mentioned in [24, Proposition 17]. Hence, the proposition above is a generalization of [24, Proposition 17] in two ways: we allow (1) possibly infinite spaces and (2) \( p \)-metric spaces \( X \) and \( Y \).

Finally, we point out that Proposition 4.10 closely relates the two spaces \( (M_p, d^{(p)}_{GH}) \) and \( (M, d_{GH}) \) as follows.

**Corollary 4.13.** For any \( p \in [1, \infty] \), we have \( (M_p, d^{(p)}_{GH}) \cong (M, (d_{GH})^{\frac{1}{p}}) \).

**Proof.** Consider the \( p \)-snowflake transform \( S_p : M_p \to M \) sending \( X \) to \( S_p(X) \). By Proposition 4.10, we have that for any \( X, Y \in M_p \),

\[
d^{(p)}_{GH}(X, Y) = (d_{GH})^{\frac{1}{p}}(S_p(X), S_p(Y)).
\]

Consider also the \( \frac{1}{p} \)-snowflake transform \( S_{\frac{1}{p}} : M \to M_p \) sending \( X \) to \( S_{\frac{1}{p}}(X) \). Similarly, we will obtain

\[
(d_{GH})^{\frac{1}{p}}(X, Y) = d^{(p)}_{GH} \left(S_{\frac{1}{p}}(X), S_{\frac{1}{p}}(Y)\right).
\]

It is obvious that \( S_{\frac{1}{p}} \) is the inverse of \( S_p \) and thus \( S_p \) is an isometry between \( (M_p, d^{(p)}_{GH}) \) and \( (M, (d_{GH})^{\frac{1}{p}}) \). \( \square \)

**Hölder equivalence between \( d^{(p)}_{GH} \) and \( d_{GH} \).** We know from Remark 4.1 that \( d^{(p)}_{GH} \geq d_{GH} \) for every \( p \in [1, \infty] \). Naturally, one may wonder whether \( d_{GH} \) could somehow upperbound \( d^{(p)}_{GH} \). The answer is positive when \( p < \infty \).

**Theorem 4.14.** There exist positive constants \( C(p), D(p) \) and \( E(p) \) depending only on \( p \in [1, \infty] \) such that for any \( X, Y \in M_p \), we have

\[
d^{(p)}_{GH}(X, Y) \leq C(p) \max(\text{diam}(X), \text{diam}(Y))^{D(p)} (d_{GH}(X, Y))^{E(p)}.
\]

The proof follows from the following two simple lemmas regarding properties of the \( p \)-sum and the \( p \)-difference.

**Lemma 4.15.** For \( a > b \geq 0 \) and \( 1 \leq p < \infty \), \( f(p) := \Lambda_p(a, b) \) is an increasing function with respect to \( p \).
Proof. Let \( g(p) = \ln f(p) = \frac{1}{p} \ln (a^p - b^p) \). Then, we have
\[
g'(p) = \frac{1}{p^2} \left( \frac{a^p \ln a^p - b^p \ln b^p}{a^p - b^p} - \ln(a^p - b^p) \right)
= \frac{1}{p^2(a^p - b^p)} ((a^p - b^p)(\ln a^p - \ln(a^p - b^p)) + b^p (\ln b^p - \ln(a^p - b^p))) > 0
\]
Therefore, \( g \) is an increasing function and so is \( f \).

\[\square\]

**Lemma 4.16.** For \( M \geq a > b \geq 0 \) and \( 1 \leq p < \infty \), one has
\[
\Lambda_p(a,b) \leq [p]^{1/|p|} M^{1-1/|p|} |a-b|^{1/|p|},
\]
where \([p]\) is the smallest integer greater than or equal to \( p \).

**Proof.** First assume that \( p \) is an integer. Then,
\[
a^p - b^p = (a-b)(a^{p-1} + a^{p-2}b + \cdots + ab^{p-2} + b^{p-1})
\leq (a-b) \cdot p \cdot M^{p-1}.
\]
Hence \( \Lambda_p(a,b) \leq p^{1/|p|} M^{1-1/|p|} |a-b|^{1/|p|} \).

Now, if \( p \notin \mathbb{N} \), by the previous lemma \( \Lambda_p(a,b) \leq \Lambda_{[p]}(a,b) \). The proof now follows. \[\square\]

**Proof of Theorem 4.14.** Let \( M := \max (\text{diam}(X), \text{diam}(Y)) \). For any \( R \in \mathcal{R}(X,Y) \) and any \((x,y),(x',y') \in R \), we have that
\[
\Lambda_p(d_X(x,x'), d_Y(y,y')) \leq [p]^{1/|p|} M^{1-1/|p|} \cdot |d_X(x,x') - d_Y(y,y')|^{1/|p|}
\]
Therefore,
\[
\text{dis}_p(R) \leq [p]^{1/|p|} M^{1-1/|p|} \cdot (\text{dis}(R))^{1/|p|}
\]
and thus
\[
d_{GH}^{(p)}(X,Y) \leq [p]^{1/|p|} (2M)^{1-1/|p|} \cdot (d_{GH}(X,Y))^{1/|p|}.
\]
\[\square\]

Combining the inequality given by Theorem 4.14 with \( d_{GH}^{(p)} \geq d_{GH} \), one can conclude that when \( p < \infty \), \( d_{GH}^{(p)} \) and \( d_{GH} \) induce the same topology on \( \mathcal{M}_p \).

In contrast, the situation is quite different when \( p = \infty \). The following example shows that \( u_{GH} \) and \( d_{GH} \) induce different topologies on \( \mathcal{U} \).

**Example 4.17.** Fix \( \varepsilon > 0 \). Consider the two-point metric space \( \Delta_2(1) \) with interpoint distance 1 and the two-point metric space \( \Delta_2(1+\varepsilon) \) with interpoint distance \( 1+\varepsilon \). These two spaces are obviously ultrametric spaces. Moreover, \( d_{GH}(\Delta_2(1), \Delta_2(1+\varepsilon)) = \frac{\varepsilon}{2} \) and \( u_{GH}(\Delta_2(1), \Delta_2(1+\varepsilon)) = 1+\varepsilon \).

Therefore, when \( \varepsilon \) approaches 0, \( \Delta_2(1+\varepsilon) \) will converge to \( \Delta_2(1) \) in the sense of \( d_{GH} \) but not in the sense of \( u_{GH} \).

In conclusion, for \( p \in [1, \infty) \), \( d_{GH}^{(p)} \) is topologically equivalent to \( d_{GH} \) on \( \mathcal{M}_p \), whereas \( u_{GH} \) induces a topology on \( \mathcal{U} \) which is coarser than the one induced by \( d_{GH} \).
4.3. $d_{GH}^{(p)}$ and Approximate Isometries

Aside from Proposition 4.3 above, as a counterpart to [3, Corollary 7.3.28], there is another one-sided distortion characterization of $d_{GH}^{(p)}$.

**Definition 4.18.** For $1 \leq p \leq \infty$, let $X, Y \in \mathcal{M}_p$ and let $\varepsilon > 0$. A map $f : X \to Y$ is called an $(\varepsilon, p)$-isometry if $\text{dis}_p(f) \leq \varepsilon$ and $f(X)$ is an $\varepsilon$-net of $Y$.

We then have:

**Proposition 4.19.** For $1 \leq p \leq \infty$, let $X, Y \in \mathcal{M}_p$ and let $\varepsilon > 0$. Then,

1. If $d_{GH}^{(p)}(X, Y) < \varepsilon$, then there exists a $(2^{\frac{1}{p}}\varepsilon, p)$-isometry from $X$ to $Y$.

2. If there exists an $(\varepsilon, p)$-isometry from $X$ to $Y$, then $d_{GH}^{(p)}(X, Y) < 2^{\frac{1}{p}}\varepsilon$.

**Proof.**

1. Let $R \in \mathcal{R}(X, Y)$ be such that $\text{dis}_p(R) < 2^{\frac{1}{p}}\varepsilon$. Define $f : X \to Y$ as follows. For every $x \in X$, choose any $y \in Y$ such that $(x, y) \in R$. Then, let $f(x) := y$. Then, obviously, $\text{dis}_p(f) \leq \text{dis}_p(R) < 2^{\frac{1}{p}}\varepsilon$. Now, we show that $f(X)$ is a $2^{\frac{1}{p}}\varepsilon$-net for $Y$. Indeed, for any $y \in Y$, if we choose any $x \in X$ such that $(x, y) \in R$, then
\[
d_Y(y, f(x)) = \Lambda_p(d_X(x, x), d_Y(y, f(x))) \leq \text{dis}_p(R) < 2^{\frac{1}{p}}\varepsilon.
\]

2. Let $f$ be an $(\varepsilon, p)$-isometry. Define $R \subseteq X \times Y$ by
\[
R := \{(x, y) \in X \times Y : d_Y(y, f(x)) \leq \varepsilon\}.
\]

$R \in \mathcal{R}(X, Y)$ since $f(X)$ is an $\varepsilon$-net of $Y$. It is easy to see that $(x, f(x)) \in R$ for any $x \in X$. If $(x, y), (x', y') \in R$, then we have
\[
\Lambda_p(d_X(x, x'), d_Y(y, y')) \leq \Lambda_p(d_X(x, x'), d_Y(f(x), f(x'))) \oplus_p \Lambda_p(d_Y(f(x), f(x')), d_Y(y, y'))
\]
\[
\leq \text{dis}_p(f) \oplus_p d_Y(y, f(x)) \oplus_p d_Y(y', f(x')) \leq 3^{\frac{1}{p}}\varepsilon,
\]
where the first inequality follows from the fact that $(\mathbb{R}_{\geq 0}, \Lambda_p)$ is a $p$-metric space and the second inequality follows from Lemma 2.10. Hence, $\text{dis}_p(R) \leq 3^{\frac{1}{p}}\varepsilon$ and thus we have $d_{GH}^{(p)}(X, Y) \leq (\frac{3}{2})^{\frac{1}{p}}\varepsilon < 2^{\frac{1}{p}}\varepsilon$. 

\[\square\]

**Remark 4.20.** When $p = \infty$, this corollary essentially recovers Theorem 2.23 in Qiu’s paper [25]. Qiu requires a slightly different condition on $f$ called strong $\varepsilon$-isometry. This notion is actually a variant of $(\varepsilon, \infty)$-isometry which arises when one replaces $\text{dis}_\infty(f) \leq \varepsilon$ with $\text{dis}_\infty(f) < \varepsilon$ in Definition 4.18.

5. SPECIAL STRUCTURAL PROPERTIES OF $u_{GH}$

Recall the definition of the closed quotient in Section 2.2.3. Then, it turns out that $u_{GH}$ can be completely characterized via the closed quotients of the given ultrametric spaces.

**Theorem 5.1** (Structural theorem for $u_{GH}$). For all $X, Y \in \mathcal{U}$ one has that
\[
u_{GH}(X, Y) = \min\left\{t \geq 0 : (X_{t(t)}, u_{X_{t(t)}}) \cong (Y_{t(t)}, u_{Y_{t(t)}}) \right\}.
\]
Fig. 6. Illustration of Theorem 5.1. We represent two ultrametric spaces $X$ and $Y$ as dendrograms (See Theorem 2.16 for more details.). Imagine that the yellow line is scanning from right to left to obtain quotient spaces described in Definition 2.21. It is easy to see from the figure that $X_{c(t)} \cong Y_{c(t)}$, $X_{c(s)} \cong Y_{c(s)}$, $X_{c(t)} \cong Y_{c(t)}$, and that $t$ is the minimum value such that the quotients are isometric. Thus, $u_{GH}(X,Y) = t$.

Remark 5.2 (Computational implication). The structure theorem for $u_{GH}$ allows us to reduce the problem of computing $u_{GH}(X,Y)$ between finite ultrametric spaces $X$ and $Y$ to essentially scanning all possible distance values $t$ of $X$ and $Y$ and checking whether $X_{c(t)} \cong Y_{c(t)}$. This process can be accomplished in time $O(n \log(n))$ where $n := \max(\#X, \#Y)$; see [24] for more details.

It follows easily from the structural theorem that one can directly determine the $u_{GH}$ distance between two ultrametric spaces with different diameters:

**Corollary 5.3.** If $X$ and $Y$ are compact ultrametric spaces such that $\text{diam}(X) \neq \text{diam}(Y)$, then

$$u_{GH}(X,Y) = \max(\text{diam}(X), \text{diam}(Y)).$$

**Proof.** Assume without loss of generality that $\text{diam}(X) < \text{diam}(Y)$. Given $t = \text{diam}(Y)$, we have $X_{c(t)} \cong * \cong Y_{c(t)}$. When $\text{diam}(X) < t < \text{diam}(Y)$, we have that $X_{c(t)} \cong *$ but $Y_{c(t)} \not\cong *$, thus $X_{c(t)} \not\cong Y_{c(t)}$. Therefore, by Theorem 5.1, $u_{GH}(X,Y) = \text{diam}(Y)$. $\square$

Moreover, it is direct to generalize Proposition 4.11 to the case of $p = \infty$.

**Proposition 5.4.** For any compact ultrametric spaces $X$ and $Y$, we have that

$$\Lambda_\infty(\text{diam}(X), \text{diam}(Y)) \leq u_{GH}(X,Y) \leq \max(\text{diam}(X), \text{diam}(Y)).$$

**Proof.** If $\text{diam}(X) = \text{diam}(Y)$, then by Theorem 5.1 we must have that $u_{GH}(X,Y) \leq \text{diam}(X)$ since the $\text{diam}(X)$-closed quotients of both $X$ and $Y$ become the one point space. Then,

$$\Lambda_\infty(\text{diam}(X), \text{diam}(Y)) = 0 \leq u_{GH}(X,Y) \leq \max(\text{diam}(X), \text{diam}(Y)).$$

Otherwise, by Corollary 5.3, we have that

$$\Lambda_\infty(\text{diam}(X), \text{diam}(Y)) = \max(\text{diam}(X), \text{diam}(Y)) = u_{GH}(X,Y) = \max(\text{diam}(X), \text{diam}(Y)).$$

$\square$

Now, we provide a proof of Theorem 5.1. The proof is an adaptation of the proof of the finite version of the structural theorem [24, Theorem 3] to non-necessarily finite setting.
Proof of Theorem 5.1. We first prove a weaker version (with inf instead of min):
\[ u_{GH}(X, Y) = \inf \left\{ t \geq 0 : (X_{c(t)}, u_{X_{c(t)}}) \cong (Y_{c(t)}, u_{Y_{c(t)}}) \right\}. \] (5.1)
This version can then be used to establish the desired claim. Assume that \( X_{c(t)} \cong Y_{c(t)} \) for some \( t \geq 0 \), i.e., there exists an isometry \( f_t : X_{c(t)} \to Y_{c(t)} \). Define
\[ R_t := \left\{ (x, y) \in X \times Y : [y]_{c(t)}^Y = f_t \left( [x]_{c(t)}^X \right) \right\}. \]
That \( R_t \in \mathcal{R}(X, Y) \) is clear since \( f_t \) is bijective. For any \( (x, y), (x', y') \in R_t \), if \( u_X(x, x') \leq t \), then we already have \( u_X(x, x') \leq \max(t, u_X(y, y')) \). Otherwise, if \( u_X(x, x') > t \), then we have \([x]_{c(t)}^X \neq [x']_{c(t)}^X\).
Since \( f_t \) is bijective, we have that \([y]_{c(t)}^Y = f_t \left( [x]_{c(t)}^X \right) \neq f_t \left( [x']_{c(t)}^X \right) = [y']_{c(t)}^Y\). Then,
\[ u_Y(y, y') = u_{Y_{c(t)}} \left( [y]_{c(t)}^Y, [y']_{c(t)}^Y \right) = u_{X_{c(t)}} \left( [x]_{c(t)}^X, [x']_{c(t)}^X \right) = u_X(x, x'). \]
Therefore, \( u_X(x, x') \leq \max(t, u_X(y, y')) \). Similarly, \( u_Y(y, y') \leq \max(t, u_X(x, x')) \). Then,
\[ \Lambda_\infty(u_X(x, x'), u_Y(y, y')) \leq t \]
and thus \( \text{dis}_\infty(R_t) \leq t \). This implies that
\[ u_{GH}(X, Y) \leq \inf \left\{ t \geq 0 : X_{c(t)} \cong Y_{c(t)} \right\}. \]
Conversely, let \( R \in \mathcal{R}(X, Y) \) and let \( t := \text{dis}_\infty(R) \). We define a map \( f_t : X_{c(t)} \to Y_{c(t)} \) as follows: for each \([x]_{c(t)}^X \in X_{c(t)}\), choose any \( y \in Y \) such that \( (x, y) \in R \), then we let \( f_t \left( [x]_{c(t)}^X \right) := [y]_{c(t)}^Y\). \( f_t \) is well-defined. Indeed, if \([x]_{c(t)}^X = [x']_{c(t)}^X\) and \( y, y' \in Y \) are such that \( (x, y), (x', y') \in R \), then
\[ \Lambda_\infty(u_X(x, x'), u_Y(y, y')) \leq \text{dis}_\infty(R) = t. \]
This implies that \( u_Y(y', y) \leq t \) which is equivalent to \([y]_{c(t)}^Y = [y']_{c(t)}^Y\). Similarly, there is a well-defined map \( g_t : Y_{c(t)} \to X_{c(t)} \) sending \([y]_{c(t)}^Y \in Y_{c(t)}\) to \([x]_{c(t)}^X\) whenever \( (x, y) \in R \). It is clear that \( g_t \) is the inverse of \( f_t \) and thus \( f_t \) is bijective. Now, consider \( x, x' \in X \) such that \( u_X(x, x') > t \). Let \( y, y' \in Y \) be such that \( (x, y), (x', y') \in R \). Then, since \( \Lambda_\infty(u_X(x, x'), u_Y(y, y')) \leq \text{dis}_\infty(R) = t \), we must have that \( u_Y(y, y') = u_X(x, x') \). Therefore,
\[ u_{Y_{c(t)}} \left( f_t \left( [x]_{c(t)}^X \right), f_t \left( [x']_{c(t)}^X \right) \right) = u_{Y_{c(t)}} \left( [y]_{c(t)}^Y, [y']_{c(t)}^Y \right) = u_{X_{c(t)}} \left( [x]_{c(t)}^X, [x']_{c(t)}^X \right). \]
This proves that \( f_t \) is an isometry and thus
\[ u_{GH}(X, Y) = \inf \left\{ t \geq 0 : X_{c(t)} \cong Y_{c(t)} \right\}. \]
Now, we finish the proof by showing that the infimum in Equation (5.1) is attainable.

Let \( \delta := \inf \left\{ t \geq 0 : X_{c(t)} \cong Y_{c(t)} \right\} \). If \( \delta > 0 \), let \( \{t_n\}_{n \in \mathbb{N}} \) be a decreasing sequence converging to \( \delta \) such that \( X_{c(t_n)} \cong Y_{c(t_n)} \) for all \( t_n \). Since \( X_{c(t)} \) and \( Y_{c(t)} \) are finite spaces (cf. Proposition 2.24), we actually have that \( X_{c(t_n)} = X_{c(\delta)} \) and \( Y_{c(t_n)} = Y_{c(\delta)} \) when \( n \) is large enough. This immediately implies that \( X_{c(\delta)} \cong Y_{c(\delta)} \). Now, if \( \delta = 0 \), then by Equation (5.1) we have that \( u_{GH}(X, Y) = \delta = 0 \). This implies that \( X \cong Y \) and thus \( X_{c(\delta)} \cong Y_{c(\delta)} \). Therefore, the infimum of \( \inf \left\{ t \geq 0 : X_{c(t)} \cong Y_{c(t)} \right\} \) is always attainable.

Remark 5.5. Note that in the proof of Equation (5.1) above, we have not used the compactness of the spaces. Thus, \( u_{GH}(X, Y) = \inf \left\{ t \geq 0 : (X_{c(t)}, u_{X_{c(t)}}) \cong (Y_{c(t)}, u_{Y_{c(t)}}) \right\} \) holds for arbitrary ultrametric spaces \( X \) and \( Y \).
Example 5.6 (\(u_{\text{GH}}\) between \(p\)-adic integer rings). One direct consequence from Remark 5.5 is that for any different prime numbers \(p\) and \(q\), \(u_{\text{GH}}\) distance between \(\mathbb{Z}_p\) and \(\mathbb{Z}_q\) is 1, where \(\mathbb{Z}_p\) denotes the \(p\)-adic integer ring.

We first recall the definition of \(\mathbb{Z}_p\). For any prime number \(p\), the \(p\)-adic integer ring \(\mathbb{Z}_p\) consists of all formal power series \(x = a_0 + a_1p + a_2p^2 + \cdots\) such that \(0 \leq a_i < p\) for all \(i \in \mathbb{N}\). The \(p\)-adic valuation \(|x|_p\) is defined as follows:

\[
|x|_p := \begin{cases} 
0 & \text{if } x = 0 \\
 p^{-\min(n: a_n \neq 0)} & \text{otherwise} 
\end{cases}
\]

This valuation defines a metric \(d\) on \(\mathbb{Z}_p\): \(d(x, y) := |x - y|_p\). \(d\) turns out to be an ultrametric [12].

It is easy to see that \(\text{diam}(\mathbb{Z}_p) = 1\). Then, for any two different prime numbers \(p\) and \(q\), \(u_{\text{GH}}(\mathbb{Z}_p, \mathbb{Z}_q) \leq 1\). For the converse inequality, indeed, for any \(\max(p^{-1}, q^{-1}) < t < 1\), we have \((\mathbb{Z}_p)_t = \{i + p\mathbb{Z}_p : i = 0, \cdots, p-1\}\) and \((\mathbb{Z}_q)_t = \{i + q\mathbb{Z}_q : i = 0, \cdots, q-1\}\). So \(#(\mathbb{Z}_p)_t = p\) whereas \(#(\mathbb{Z}_q)_t = q\) and thus \((\mathbb{Z}_p)_t \not\sim (\mathbb{Z}_q)_t\). Therefore, by Remark 5.5 we have that \(u_{\text{GH}}(\mathbb{Z}_p, \mathbb{Z}_q) = 1\).

5.1. Curvature Sets Permit Calculating \(u_{\text{GH}}\)

In this section, we show how the curvature sets defined in [14] can be used to calculate \(u_{\text{GH}}\).

Definition 5.7 (Curvature sets [14]). For a metric space \(X\), and a positive integer \(n\), let \(\Psi^{(n)}_X : X^n \to \mathbb{R}^{n \times n}_{\geq 0}\) be the function given by \((x_1, \ldots, x_n) \mapsto (d_X(x_i, x_j))_{i,j=1}^n\). Then, the curvature set of order \(n\) associated to \(X\) is defined as

\[
K_n(X) := \text{im} \left( \Psi^{(n)}_X \right).
\]

When \(n = 2\), any element of \(K_2(X)\) is of the form of \(\begin{pmatrix} 0 & d \\ d & 0 \end{pmatrix}\) for some \(x, x' \in X\) and \(d = d_X(x, x')\).

Thus, \(K_2(X)\) is equivalent to the spectrum \(\text{spec}(X) = \{d_X(x, x') : x, x' \in X\}\).

Theorem 5.8 (Gromov’s metric space reconstruction theorem). Given two compact metric spaces \(X\) and \(Y\), if \(K_n(X) = K_n(Y)\) for every \(n \in \mathbb{N}\), then \(X \cong Y\).

Note that \(K_n : M \to \mathbb{R}^{n \times n}_{\geq 0}\) is a metric invariant, i.e., if \(X \cong Y\), then \(K_n(X) = K_n(Y)\). Therefore, as a direct consequence of Theorem 5.1 and Theorem 5.8, we have that

Corollary 5.9. Given two compact ultrametric spaces \(X\) and \(Y\), we have

\[
u_{\text{GH}}(X, Y) \geq \inf \left\{ t \geq 0 : K_n \left( X_{t(t)} \right) = K_n \left( Y_{t(t)} \right) \right\}.
\]

This corollary vastly generalizes [25, item (1) of Theorem 4.2] which proves the following inequality similar to the case \(n = 2\) of (5.2):

Corollary 5.10. Given \(X, Y \in \mathcal{U}\), we have

\[
u_{\text{GH}}(X, Y) \geq \inf \{ \varepsilon \geq 0 : \text{spec}_\varepsilon(X) = \text{spec}_\varepsilon(Y) \},
\]

where for \(\varepsilon \geq 0\), \(\text{spec}_\varepsilon(X) := \{t \in \text{spec}(X) : t \geq \varepsilon\}\).

Actually, the infimum in the above two corollaries can be replaced by minimum due to the following result:

Lemma 5.11. Given \(X, Y \in \mathcal{U}\), the infimum in \(\inf \{ t \geq 0 : K_n \left( X_{t(t)} \right) = K_n \left( Y_{t(t)} \right) \}\) is attainable.
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Proof. Let \( t_0 := \inf \{ t \geq 0 : K_n ( X_{\epsilon(t)}) = K_n ( Y_{\epsilon(t)}) \} \). If \( t_0 > 0 \), then by compactness of \( X \) and \( Y \) as well as Proposition 2.24, there exists \( \varepsilon > 0 \) such that for any \( t \in [t_0, t_0 + \varepsilon] \), \( X_{\epsilon(t)} \cong X_{\epsilon(t_0)} \) and \( Y_{\epsilon(t)} \cong Y_{\epsilon(t_0)} \). Then, it is obvious that the infimum is attainable. Now, assume that \( t_0 = 0 \). For any tuple \((x_1, \ldots, x_n)\) in \( X \), there exists \( t_1 > 0 \) such that for any \( t \in [0, t_1] \), \( u_{X_{\epsilon(t)}} \left( [x_i]_{\epsilon(t)}, [x_j]_{\epsilon(t)} \right) = u_X (x_i, x_j) \) for all \( i, j \). Then, we choose any \( t_2 \in [0, t_1] \) such that \( K_n (X_{\epsilon(t_2)}) = K_n (Y_{\epsilon(t_2)}) \). This implies that

\[
(u_X (x_i, x_j))_{i,j=1}^n = \left( u_{X_{\epsilon(t_2)}} \left( [x_i]_{\epsilon(t_2)}, [x_j]_{\epsilon(t_2)} \right) \right)_{i,j=1}^n \in K_n \left( Y_{\epsilon(t_2)} \right) \subseteq K_n (Y).
\]

Therefore, \( K_n (X) \subseteq K_n (Y) \). Similarly, \( K_n (Y) \subseteq K_n (X) \). Therefore,

\[
K_n (X_{\epsilon(t_0)}) = K_n (X) = K_n (Y) = K_n (Y_{\epsilon(t_0)})
\]

\( \square \)

The following example shows that the equality in Corollary 5.9 does not hold in general.

Example 5.12. Let \( X = \Delta_2(1) \) and \( Y = \Delta_3(1) \) be the 2-point space and 3-point space with distance 1 respectively. A simple calculation shows \( K_2 (X) = \{ 0, 1 \} = K_3 (Y) \). Since \( X = X_0 \) and \( Y = Y_0 \), we have \( \min \{ t \geq 0 : K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}) \} = 0 < 1 = u_{GH} (X, Y) \). Similarly, if we take \( X = \Delta_n (1) \) and \( Y = \Delta_{n+1}(1) \) for arbitrary \( n \in \mathbb{N} \), then \( K_n (X) = K_n (Y) \). Thus,

\[
\min \{ t \geq 0 : K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}) \} = 0 < 1 = u_{GH} (X, Y).
\]

Taking one step further from the case \( X = \Delta_2(1) \) and \( Y = \Delta_3(1) \), we will see that \( K_3 (X_0) \neq K_3 (Y_0) \) and in fact \( \inf \{ t \geq 0 : K_3 (X_{\epsilon(t)}) = K_3 (Y_{\epsilon(t)}) \} = 1 = u_{GH} (X, Y) \). In fact, this phenomenon is not a coincidence. If we consider \( K_n \) for all \( n \in \mathbb{N} \), then we will recover \( u_{GH} \).

Theorem 5.13. Given two compact ultrametric spaces \( X \) and \( Y \), we have

\[
u_{GH} (X, Y) = \sup_{n \in \mathbb{N}} \min \{ t \geq 0 : K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}) \}.
\]

Proof. Due to Corollary 5.9, we only need to show that

\[
u_{GH} (X, Y) \leq \sup_{n \in \mathbb{N}} \min \{ t \geq 0 : K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}) \}.
\]

We begin with a simple observation following directly from the definition of curvature sets and the quotient construction described in Definition 2.21.

Claim 2. If \( K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}) \), then \( K_n (X_{\epsilon(s)}) = K_n (Y_{\epsilon(s)}) \) for \( s > t \).

Suppose to the contrary that \( \sup_{n \in \mathbb{N}} \min \{ t \geq 0 : K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}) \} = t_0 < u_{GH} (X, Y) \). Then, by the claim above, there exists \( \varepsilon > 0 \) such that \( t_1 := t_0 + \varepsilon < u_{GH} (X, Y) \) and \( K_n (X_{\epsilon(t_1)}) = K_n (Y_{\epsilon(t_1)}) \) for all \( n \in \mathbb{N} \). According to Gromov’s reconstruction theorem (Theorem 5.8), one has that \( X_{\epsilon(t_1)} \cong Y_{\epsilon(t_1)} \). This implies that \( u_{GH} (X, Y) \leq t_1 \) by Theorem 5.1, which contradicts the fact that \( u_{GH} (X, Y) > t_1 \).

Now we end this proof by proving Claim 2.

Proof of Claim 2. Given \( \left( u_{X_{\epsilon(t)}} \left( [x_i]_{\epsilon(t)}, [x_j]_{\epsilon(t)} \right) \right)_{i,j=1}^n \in K_n (X_{\epsilon(t)}) \), consider

\[
\left( u_{X_{\epsilon(t)}} \left( [x_i]_{\epsilon(t)}, [x_j]_{\epsilon(t)} \right) \right)_{i,j=1}^n \in K_n (X_{\epsilon(t)}) = K_n (Y_{\epsilon(t)}).
\]

Then, there exists a tuple \((y_1, \ldots, y_n)\) such that for any \( 1 \leq i, j \leq n \) we have

\[
u_{X_{\epsilon(t)}} \left( [x_i]_{\epsilon(t)}, [x_j]_{\epsilon(t)} \right) = u_{X_{\epsilon(t)}} \left( [y_i]_{\epsilon(t)}, [y_j]_{\epsilon(t)} \right).
\]

We have the following two cases:
1. $[x_i]_{\zeta(t)}^X \neq [x_j]_{\zeta(t)}^X$. Then, by construction of $u_{X(t)}$ we have

$$u_X(x_i, x_j) = u_{X(t)}([x_i]_{\zeta(t)}^X, [x_j]_{\zeta(t)}^X) = u_{Y(t)}(y_i, y_j).$$

Hence for $s > t$, we have $u_{X(s)}(\{[x_i]_{\zeta(s)}^X, [x_j]_{\zeta(s)}^X\}) = u_{Y(s)}([y_i]_{\zeta(s)}^Y, [y_j]_{\zeta(s)}^Y).$

2. $[x_i]_{\zeta(s)}^X = [x_j]_{\zeta(s)}^X$. Then, $u_{X(s)}(\{[x_i]_{\zeta(s)}^X, [x_j]_{\zeta(s)}^X\}) = u_{Y(s)}([y_i]_{\zeta(s)}^Y, [y_j]_{\zeta(s)}^Y)$ also implies that $[y_i]_{\zeta(t)}^Y = [y_j]_{\zeta(t)}^Y$. Then, obviously for $s > t$ we have $[x_i]_{\zeta(s)}^X = [x_j]_{\zeta(s)}^X$ and $[y_i]_{\zeta(s)}^Y = [y_j]_{\zeta(s)}^Y$ and thus

$$u_{X(s)}(\{[x_i]_{\zeta(s)}^X, [x_j]_{\zeta(s)}^X\}) = 0 = u_{Y(s)}([y_i]_{\zeta(s)}^Y, [y_j]_{\zeta(s)}^Y).$$

The previous discussion then shows that $u_{X(s)}(\{[x_i]_{\zeta(s)}^X, [x_j]_{\zeta(s)}^X\}) = u_{Y(s)}([y_i]_{\zeta(s)}^Y, [y_j]_{\zeta(s)}^Y)$ for any $1 \leq i, j \leq n$. Therefore,

$$\left(u_{X(s)}(\{[x_i]_{\zeta(s)}^X, [x_j]_{\zeta(s)}^X\})\right)_{i,j=1}^n = \left(u_{Y(s)}([y_i]_{\zeta(s)}^Y, [y_j]_{\zeta(s)}^Y)\right)_{i,j=1}^n \in K_n(Y(s)),$$

so $K_n(X(s)) \subseteq K_n(Y(s))$. Similarly, $K_n(Y(s)) \subseteq K_n(X(s))$ and thus $K_n(X(s)) = K_n(Y(s))$. \hfill \Box

5.2. A Structural Theorem for the Hausdorff Distance on Ultrametric Spaces

There exists a structural theorem for the Hausdorff distance on ultrametric spaces in a spirit similar to the one in the structural theorem for $u_{\text{GH}}$ (cf. Theorem 5.1).

**Theorem 5.14.** Let $X$ be a (non-necessarily compact) ultrametric space. For any closed subsets $A, B \subseteq X$, we have that

$$d_H^X(A, B) = \inf \{ t \geq 0 : A_{\zeta(t)} = B_{\zeta(t)} \},$$

where $A_{\zeta(t)} := \{[x]_{\zeta(t)}^X : x \in A\} \subseteq X_{\zeta(t)}$. When $X$ is compact, the infimum above can be replaced by minimum.

**Proof.** We need the following obvious observation regarding ultrametric spaces.

**Claim 3.** $A \subseteq B^t, B \subseteq A^t$ if and only if $A^t = B^t$. Here $A^t := \{x \in X : u_X(x, A) \leq t\}$.

**Proof.** The if part is obvious. As for the only if part, first note that $(A^t)^t = A^t$ since $X$ is an ultrametric. Then, $A \subseteq B^t$ implies $A^t \subseteq (B^t)^t = B^t$. Similarly, $B^t \subseteq A^t$ and thus $A^t = B^t$. \hfill \Box

Then, we have that

$$d_H^X(A, B) = \inf \{ t \geq 0 : A^t \subseteq B^t, B^t \subseteq A^t \} = \inf \{ t \geq 0 : A^t = B^t \}.$$

It remains to prove that $A^t = B^t$ if and only if $A_{\zeta(t)} = B_{\zeta(t)}$.

1. Suppose $A^t = B^t$. For any $x \in A^t$, by closeness of $A$, there exists $x_0 \in A$ such that $u_X(x, x_0) \leq t$. Hence, $[x]_{\zeta(t)}^X = [x_0]_{\zeta(t)}^X$. Thus, $(A^t)_{\zeta(t)} = A_{\zeta(t)}$. Similarly, $(B^t)_{\zeta(t)} = B_{\zeta(t)}$. Therefore,$n e A_{\zeta(t)} = (A^t)_{\zeta(t)} = (B^t)_{\zeta(t)} = B_{\zeta(t)}$. \hfill \Box
2. Suppose that $A_{c(t)} = B_{c(t)}$. Since $A$ is closed, one has $A^t = \bigcup_{x \in A} [x]_{c(t)}^X = \bigcup_{x \in A} [x]_{c(t)}^X \in A_{c(t)} [x]_{c(t)}^X$. Therefore,

$$A^t = \bigcup_{[x]_{c(t)}^X \in A_{c(t)}} [x]_{c(t)}^X = \bigcup_{[x]_{c(t)}^X \in B_{c(t)}} [x]_{c(t)}^X = B^t.$$ 

Now, assume that $X$ is compact. Let $\delta := \inf \{ t \geq 0 : A^t = B^t \}$. Let $\{ t_n \}_{n \in \mathbb{N}}$ be a decreasing sequence converging to $\delta$ such that $A^{t_n} = B^{t_n}$ for all $t_n$. Then, $A^\delta \subseteq A^{t_n} = B^{t_n}$ for all $t_n$. For any $x \in A^\delta$ and for each $n \in \mathbb{N}$, there exists $b_n \in B$ such that $u_X(x, b_n) \leq t_n$. Since $B$ is compact, the sequence $\{ b_n \}_{n \in \mathbb{N}}$ contains limit points. Let $b \in B$ be a such a limit point. Then, it is easy to see that $u_X(x, b) \leq \lim_{n \to \infty} t_n = \delta$. This implies that $x \in B^\delta$ and thus $A^\delta \subseteq B^\delta$. Similarly, $B^\delta \subseteq A^\delta$ and thus $A^\delta = B^\delta$. Therefore,

$$d_H^X(A, B) = \min \{ t \geq 0 : A^t = B^t \} = \min \{ t \geq 0 : A_{c(t)} = B_{c(t)} \}.$$ 

Recall from Example 2.7 that $A^\infty$ defines an ultrametric on $\mathbb{R}_{\geq 0}^n$. For any $n \in \mathbb{N}$ and any $X \in \mathcal{U}$, the curvature set $K_n(X) = \Psi_X^n(X^n)$ is obviously a closed subset of $\left( \mathbb{R}_{\geq 0}^n, A^\infty \right)$. So we can compare curvature sets $K_n(X)$ and $K_n(Y)$ of two compact ultrametric spaces $X$ and $Y$ via the Hausdorff distance on $\left( \mathbb{R}_{\geq 0}^n, A^\infty \right)$.

**Corollary 5.15.** For any $X, Y \in \mathcal{U}$, we have that

$$u_{GH}(X, Y) = \sup_{n \in \mathbb{N}} d_H^X \left( \mathbb{R}_{\geq 0}^n, A^\infty \right) (K_n(X), K_n(Y)).$$

**Proof.** By Theorem 5.13 and the proof of Theorem 5.14, we only need to prove that for any $t \geq 0$, $K_n \left( X_{c(t)} \right) = K_n \left( Y_{c(t)} \right)$ if and only if $(K_n(X))^t = (K_n(Y))^t$.

Assume that $K_n \left( X_{c(t)} \right) = K_n \left( Y_{c(t)} \right)$. For any $(a_{ij})_{i,j=1}^n \in (K_n(X))^t$, there exist $x_1, \ldots, x_n \in X$ such that $\Lambda_{\infty}(a_{ij}, u_X(x_i, x_j)) \leq t$ for all $1 \leq i, j \leq n$ by definition of $\Lambda_{\infty}$ (Remark 2.6). Then, we have

$$\Lambda_{\infty} \left( a_{ij}, u_{X_{c(t)}} \left( [x_i]_{c(t)}^X, [x_j]_{c(t)}^X \right) \right) \leq \max \left( \Lambda_{\infty} (a_{ij}, u_X(x_i, x_j)), \Lambda_{\infty} \left( u_{X_{c(t)}} \left( [x_i]_{c(t)}^X, [x_j]_{c(t)}^X \right), u_X(x_i, x_j) \right) \right) \leq \max \left( t, \Lambda_{\infty} \left( u_{X_{c(t)}} \left( [x_i]_{c(t)}^X, [x_j]_{c(t)}^X \right), u_X(x_i, x_j) \right) \right) \leq t.$$ 

The first inequality follows from the fact that $\Lambda_{\infty}$ is an ultrametric on $\mathbb{R}$. The last inequality follows from the definition of $(X_{c(t)}, u_{X_{c(t)}})$ (Definition 2.21) and the definition of $\Lambda_{\infty}$. Since $K_n \left( X_{c(t)} \right) = K_n \left( Y_{c(t)} \right)$, there exist $y_1, \ldots, y_n \in Y$ such that $u_{X_{c(t)}} \left( [y_i]_{c(t)}^Y, [y_j]_{c(t)}^Y \right) = u_{Y_{c(t)}} \left( [y_i]_{c(t)}^Y, [y_j]_{c(t)}^Y \right)$. Hence, $\Lambda_{\infty} \left( a_{ij}, u_{Y_{c(t)}} \left( [y_i]_{c(t)}^Y, [y_j]_{c(t)}^Y \right) \right) \leq t$ for all $i, j = 1, \ldots, n$. Then, by an argument similar to the one above, we conclude that $\Lambda_{\infty}(a_{ij}, u_Y(y_i, y_j)) \leq t$ and thus $(a_{ij})_{i,j=1}^n \in (K_n(Y))^t$. Therefore, $(K_n(X))^t \subseteq (K_n(Y))^t$. Similarly, $(K_n(Y))^t \subseteq (K_n(X))^t$, so $(K_n(X))^t = (K_n(Y))^t$.

Conversely, assume that $(K_n(X))^t = (K_n(Y))^t$. Hence, for any sequence $x_1, \ldots, x_n \in X$, there exists a sequence $y_1, \ldots, y_n \in Y$ such that $\Lambda_{\infty}(u_X(x_i, x_j), u_Y(y_i, y_j)) \leq t$ for all $1 \leq i, j \leq n$. For any given $i, j$, we have the following two cases.

1. If both $u_X(x_i, x_j), u_Y(y_i, y_j) \leq t$, then $u_{X_{c(t)}} \left( [x_i]_{c(t)}^X, [x_j]_{c(t)}^X \right) = 0 = u_{Y_{c(t)}} \left( [y_i]_{c(t)}^Y, [y_j]_{c(t)}^Y \right).$
2. If one of \( u_X(x_i, x_j) \), \( u_Y(y_i, y_j) \) is greater than \( t \), then by definition of \( \Lambda_\infty \), we must have \( u_X(x_i, x_j) = u_Y(y_i, y_j) \). Hence, \( u_{X(t)} \left( [x_i], [x_j] \right) = u_{Y(t)} \left( [y_i], [y_j] \right) \).

Therefore, \( \left( u_{X(t)} \left( [x_i], [x_j] \right) \right)^n_{i,j=1} \in K_n \left( Y(t) \right) \) and thus \( K_n \left( X(t) \right) \subseteq K_n \left( Y(t) \right) \). Similarly, \( K_n \left( Y(t) \right) \subseteq K_n \left( X(t) \right) \) and thus \( K_n \left( X(t) \right) = K_n \left( Y(t) \right) \).

5.3. A Modified Version of \( u_{GH} \)

Theorem 5.13 actually suggests a connection with a modified version of Gromov-Hausdorff distance introduced in [22], which also possesses a characterization via curvature sets. We now describe this connection.

It is known from Equation (4.6) that \( d_{GH} \) has the following distortion formula:

\[
d_{GH}(X, Y) = \frac{1}{2} \inf_{\varphi, \psi: X \to Y} \max \left( \text{dis}(\varphi), \text{dis}(\psi), \text{codis}(\varphi, \psi) \right).
\]

By omitting the codistortion part, the computation can be reduced to solving two decoupled problems which will allow acceleration in practical applications. Hence in [22], the author proposed the following distance as a lower bound of \( d_{GH} \):

\[
\hat{d}_{GH}(X, Y) = \frac{1}{2} \inf_{\varphi: X \to Y} \max \left( \text{dis}(\varphi), \text{dis}(\psi) \right) = \frac{1}{2} \max \left( \inf_{\varphi: X \to Y} \text{dis}(\varphi), \inf_{\psi: Y \to X} \text{dis}(\psi) \right).
\]

It is shown that \( \hat{d}_{GH} \) is a legitimate distance on the collection of isometry classes of \( \mathcal{M} \) and \( \hat{d}_{GH} \leq d_{GH} \) whereas an inverse inequality does not exist in general. In fact, it was shown in [22] that there exist finite metric spaces for which the inequality is strict.

This new distance is related to curvature sets via a structural theorem (Theorem 5.1 in [22]) which shows that \( \hat{d}_{GH} \) is completely characterized by curvature sets of \( X \) and \( Y \).

Inspired by the construction of \( \hat{d}_{GH} \), it is natural to consider the following modified version of \( u_{GH} \):

\[
\hat{u}_{GH}(X, Y) = \inf_{\varphi: X \to Y} \max \left( \text{dis}_\infty(\varphi), \text{dis}_\infty(\psi) \right) = \max \left( \inf_{\varphi: X \to Y} \text{dis}_\infty(\varphi), \inf_{\psi: Y \to X} \text{dis}_\infty(\psi) \right).
\]

It is then an interesting fact that in contrast to \( d_{GH} \geq \hat{d}_{GH} \) in general, the modified distance \( \hat{u}_{GH} \) always coincides with \( u_{GH} \).

**Theorem 5.16.** For all \( X \) and \( Y \) in \( \mathcal{U} \), we have that

\[
\hat{u}_{GH}(X, Y) = u_{GH}(X, Y).
\]

**Proof.** By Proposition 4.3, we have that

\[
u_{GH}(X, Y) = \min_{\varphi, \psi} \max \left( \text{dis}_\infty(\varphi), \text{dis}_\infty(\psi), \text{codis}_\infty(\varphi, \psi) \right).
\]

Hence, \( u_{GH}(X, Y) \geq \hat{u}_{GH}(X, Y) \).

Conversely, if there exist \( \varphi, \psi \) such that \( \max \left( \text{dis}_\infty(\varphi), \text{dis}_\infty(\psi) \right) \leq \eta \), we need to show that \( u_{GH}(X, Y) \leq \eta \). Since \( \text{dis}_\infty(\varphi) \leq \eta \), we have that for any \( x, x' \in X \),

\[
\Lambda_\infty(\varphi(x), \varphi(x')) \leq \eta.
\]

Thus, we have the following two possibilities:

1. \( u_X(x, x') \neq u_Y(\varphi(x), \varphi(x')) \), and in this case neither of them is larger than \( \eta \); or
2. \( u_X(x, x') = u_Y(\varphi(x), \varphi(x')) \).
In either case, whenever $u_X(x, x') \leq \eta$, we have that $u_Y(\varphi(x), \varphi(x')) \leq \eta$. This is equivalent to saying that $\varphi$ is 1-Lipschitz and thus $\varphi$ canonically induces a map $\varphi_\eta : X_{\iota(\eta)} \to Y_{\iota(\eta)}$ by Lemma 2.26.

For any $x, x'$ such that $u_X(x, x') > \eta$, we have that $u_Y(\varphi(x), \varphi(x')) = u_X(x, x')$. Then, we have that $u_Y(\iota(\varphi(x)), \iota(\varphi(x'))) = u_Y(\iota(\varphi(x)), \iota(\varphi(x'))) = u_X(\iota(x), \iota(x')) = u_{X_{\iota(\eta)}}(\iota(x), \iota(x'))$.

Therefore, $\varphi_\eta$ is an isometric embedding. Similarly, we can prove that $\psi_\eta$ is an isometric embedding. This implies, by a standard argument in [3, Theorem 1.6.14], that both $\varphi_\eta$ and $\psi_\eta$ are isometries, which shows $X_{\iota(\eta)} \cong Y_{\iota(\eta)}$. Then, by Theorem 5.1, we have that $u_{\text{GH}}(X, Y) \leq \eta$.

\section{6. Relationship Between $d^{(p)}_{\text{GH}}$ and Interleaving Type Distances}

The interleaving distance has been widely used in the community of topological data analysis for comparing persistence modules [4–6, 19]. Since a dendrogram is a special persistence module, it is also natural to compare dendrograms via the interleaving distance. In this section, we introduce an interleaving distance between ultrametric spaces through the interleaving distance between dendrograms. We further study the relationship between the interleaving distance and the Gromov-Hausdorff distance between ultrametric spaces.

We first introduce the notion of interleaving between two given dendrograms (cf. Definition 2.17). This definition is adapted from [5, 19]. To introduce this notion, we first introduce the category Part of all partitions as follows. The objects are pairs $(X, P_X)$ where $X$ is a set and $P_X \subseteq \text{Part}(X)$ is a partition. A morphism $\varphi : (X, P_X) \to (Y, P_Y)$ is any set map $\varphi : X \to Y$ such that for any block $B$ in $P_X$, $\varphi(B) \subseteq C$ for some block $C \in P_Y$.

\begin{definition}[Interleaving I] Given two dendrograms $(X, \theta_X)$ and $(Y, \theta_Y)$, we say they are $\varepsilon$-interleaved for a fixed $\varepsilon \geq 0$, if for each $t \geq 0$, there exist morphisms $\varphi_t : (X, \theta_X(t)) \to (Y, \theta_Y(t + \varepsilon))$ and $\psi_t : (Y, \theta_Y(x)) \to (X, \theta_X(t + \varepsilon))$ such that for any $x \in X$ and $y \in Y$, and any $0 \leq s \leq t < \infty$,

\begin{enumerate}
  \item $[\varphi_s(x)]_{t+\varepsilon}^{t_\varepsilon} = [\varphi_t(x)]_{t_\varepsilon}^{t_\varepsilon}$ and $[\psi_t(y)]_{s+\varepsilon}^{s_\varepsilon} = [\psi_s(y)]_{s_\varepsilon}^{s_\varepsilon}$;
  \item $\psi_{t+\varepsilon} \circ \varphi_t([x]_{t_\varepsilon}^{t_\varepsilon}) \subseteq [x]_{t_\varepsilon}^{t_\varepsilon}$ and $\varphi_{t+\varepsilon} \circ \psi_t([y]_{t_\varepsilon}^{t_\varepsilon}) \subseteq [y]_{t_\varepsilon}^{t_\varepsilon}$.
\end{enumerate}
\end{definition}

\begin{remark} As mentioned in [24, Remark 62], when $X$ is finite, the dendrogram $(X, \theta_X)$ maps to a canonical merge tree $(M_X, h_X)$. It is not hard to see that two finite dendrograms are $\varepsilon$-interleaved if and only if their corresponding merge trees are $\varepsilon$-interleaved in the sense as described in [19].
\end{remark}

It turns out that the family of morphisms $\{\varphi_t\}_{t \in [0, \infty)}$ in the above definition can be replaced by a single set map $\varphi : X \to Y$. This observation leads to the following definition. See also Figure 7 for an illustration.

\begin{definition}[Interleaving II] Given two dendrograms $(X, \theta_X)$ and $(Y, \theta_Y)$, we say they are $\varepsilon$-interleaved for a fixed $\varepsilon \geq 0$ if there exist set maps $\varphi : X \to Y$ and $\psi : Y \to X$ such that for all $t \geq 0$, $x \in X$ and $y \in Y$ we have

\begin{enumerate}
  \item $\varphi([x]_{t_\varepsilon}^{t_\varepsilon}) \subseteq [\varphi(x)]_{t_\varepsilon}^{t_\varepsilon}$ and $\psi([y]_{t_\varepsilon}^{t_\varepsilon}) \subseteq [\psi(y)]_{t_\varepsilon}^{t_\varepsilon}$;
  \item $\psi \circ \varphi([x]_{t_\varepsilon}^{t_\varepsilon}) \subseteq [x]_{t_\varepsilon}^{t_\varepsilon}$ and $\varphi \circ \psi([y]_{t_\varepsilon}^{t_\varepsilon}) \subseteq [y]_{t_\varepsilon}^{t_\varepsilon}$.
\end{enumerate}
\end{definition}

\begin{proposition}[Equivalence of the two notions of interleaving] Given two dendrograms $(X, \theta_X)$ and $(Y, \theta_Y)$ and $\varepsilon \geq 0$, they are $\varepsilon$-interleaved as in Definition 6.1 if and only if they are $\varepsilon$-interleaved as in Definition 6.3.
\end{proposition}
As for the second condition in Definition 6.3, we have the following relations:

\[ \psi \circ \varphi \left( [x]_{t+\varepsilon}^\theta \right) \subseteq \psi \left( \left[ \varphi_0(x) \right]_{t+\varepsilon}^\theta \right) \subseteq \psi \left( \left[ \varphi_t(x) \right]_{t+2\varepsilon}^\theta \right) = \left[ \psi_{t+\varepsilon} \circ \varphi_t(x) \right]_{t+2\varepsilon}^\theta. \]

Then, since \( \psi_{t+\varepsilon} \circ \varphi_t \left( [x]_{t}^\theta \right) \subseteq [x]_{t+2\varepsilon}^\theta \), we have that \( \psi_{t+\varepsilon} \circ \varphi_t(x) \in [x]_{t+2\varepsilon}^\theta \). Thus \( [x]_{t+2\varepsilon}^\theta = [\psi_{t+\varepsilon} \circ \varphi_t(x)]_{t+2\varepsilon}^\theta. \)

In the rest of this section, we will adopt Definition 6.3 as our definition of interleaving, which is easier to analyze.

**Definition 6.5** (Interleaving distance). Given two dendrograms \((X, \theta_X)\) and \((Y, \theta_Y)\), we define the interleaving distance \(d_I\) between them as

\[ d_I ((X, \theta_X), (Y, \theta_Y)) := \inf \{ \varepsilon > 0 : (X, \theta_X) \text{ and } (Y, \theta_Y) \text{ are } \varepsilon-\text{interleaved} \}. \]
6.1. Interleaving Distance Between Ultrametric Spaces

Given the equivalence between dendrograms and compact ultrametric spaces (cf. Theorem 2.19), we define the interleaving distance $d_1$ between compact ultrametric spaces $(X, u_X)$ and $(Y, u_Y)$ as the interleaving distance between their corresponding dendrograms $\theta_X$ and $\theta_Y$:

$$d_1((X, u_X), (Y, u_Y)) := d_1((X, \theta_X), (Y, \theta_Y)).$$

The following theorem characterizes interleaving between ultrametric spaces completely in terms of distance functions.

**Theorem 6.6** (Interleaving between ultrametric spaces). Two compact ultrametric spaces $(X, u_X)$ and $(Y, u_Y)$ are $\varepsilon$-interleaved if and only if there exist set maps $\varphi : X \to Y$ and $\psi : Y \to X$ such that for any $x, x' \in X$ and $y, y' \in Y$

1. $u_Y(\varphi(x), \varphi(x')) \leq u_X(x, x') + \varepsilon$ and $u_X(\psi(y), \psi(y')) \leq u_Y(y, y') + \varepsilon$.
2. $u_X(x, \psi \circ \varphi(x)) \leq 2\varepsilon$ and $u_Y(y, \varphi \circ \psi(y)) \leq 2\varepsilon$.

**Proof.** $(X, u_X)$ and $(Y, u_Y)$ are $\varepsilon$-interleaved if and only if the dendrograms $(X, \theta_X)$ and $(Y, \theta_Y)$ are $\varepsilon$-interleaved. This is equivalent to the condition that there exist set maps $\varphi : X \to Y$ and $\psi : Y \to X$ such that for all $t \geq 0$, $x \in X$ and $y \in Y$ we have

1. $\varphi \left(\left[x\right]_{t+\varepsilon}^{\theta_X}\right) \subseteq \left[\varphi(x)\right]_{t+\varepsilon}^{\theta_Y}$ and $\psi \left(\left[y\right]_{t+\varepsilon}^{\theta_Y}\right) \subseteq \left[\psi(y)\right]_{t+\varepsilon}^{\theta_X}$,
2. $\psi \circ \varphi \left(\left[x\right]_{t}^{\theta_X}\right) \subseteq \left[x\right]_{t+2\varepsilon}^{\theta_X}$ and $\varphi \circ \psi \left(\left[y\right]_{t}^{\theta_Y}\right) \subseteq \left[y\right]_{t+2\varepsilon}^{\theta_Y}$.

Since $x' \in [x]_{t}^{\theta_X}$ if and only if $u_X(x, x') \leq t$, the first item implies that for any $x' \in X$ such that $u_X(x, x') \leq t$, we have $u_Y(\varphi(x'), \varphi(x)) \leq t + \varepsilon$. By letting $t := u_X(x, x')$, then $u_Y(\varphi(x'), \varphi(x)) \leq u_X(x, x') + \varepsilon$ and symmetrically, $u_X(\psi(y), \psi(y')) \leq u_Y(y, y') + \varepsilon$. It is easy to derive from item 2 that $u_X(x, \psi \circ \varphi(x)) \leq t + 2\varepsilon$ for any $t \geq 0$ and thus by taking $t = 0$, we obtain $u_X(x, \psi \circ \varphi(x)) \leq 2\varepsilon$ and similarly $u_Y(y, \varphi \circ \psi(y)) \leq 2\varepsilon$.

Conversely, let $\varphi : X \to Y$ and $\psi : Y \to X$ be such that the conditions in the theorem hold. Given any $t \geq 0$ and $x \in X$, if $x' \in X$ is such that $u_X(x, x') \leq t$, then

$$u_Y(\varphi(x), \varphi(x')) \leq u_X(x, x') + \varepsilon \leq t + \varepsilon,$$

which implies that $\varphi(x') \in [\varphi(x)]_{t+\varepsilon}^{\theta_Y}$. Therefore, $\varphi \left(\left[x\right]_{t+\varepsilon}^{\theta_X}\right) \subseteq [\varphi(x)]_{t+\varepsilon}^{\theta_Y}$. Moreover,

$$u_X(\psi \circ \varphi(x'), x) \leq \max(u_X(\psi \circ \varphi(x'), x'), u_X(x, x'))$$
$$\leq \max(2\varepsilon, t) \leq t + 2\varepsilon.$$

Hence $\psi \circ \varphi \left(\left[x\right]_{t}^{\theta_X}\right) \subseteq [x]_{t+2\varepsilon}^{\theta_X}$. Similarly for any $y \in Y$, $\psi \left(\left[y\right]_{t}^{\theta_Y}\right) \subseteq [\psi(y)]_{t+\varepsilon}^{\theta_Y}$ and $\varphi \circ \psi \left(\left[y\right]_{t}^{\theta_Y}\right) \subseteq [y]_{t+2\varepsilon}^{\theta_Y}$. This shows that $\varphi$ and $\psi$ induce an $\varepsilon$-interleaving between $(X, \theta_X)$ and $(Y, \theta_Y)$.

Due to the above theorem, we propose the following alternative definition for the interleaving distance $d_1$ on the collection $U$ of all compact ultrametric spaces.

**Definition 6.7.** Given $X, Y \in U$ and $\varepsilon \geq 0$, we say $X$ and $Y$ are $\varepsilon$-interleaved if there exist set maps $\varphi : X \to Y$ and $\psi : Y \to X$ such that for any $x, x' \in X$ and $y, y' \in Y$

1. $u_Y(\varphi(x), \varphi(x')) \leq u_X(x, x') + \varepsilon$ and $u_X(\psi(y), \psi(y')) \leq u_Y(y, y') + \varepsilon$.
2. $u_X(x, \psi \circ \varphi(x)) \leq 2\varepsilon$ and similarly, $u_Y(y, \varphi \circ \psi(y)) \leq 2\varepsilon$.

We define the interleaving distance between $X$ and $Y$ as follows:

$$d_1((X, u_X), (Y, u_Y)) := \inf \{\varepsilon > 0 : (X, u_X) \text{ and } (Y, u_Y) \text{ are } \varepsilon-\text{interleaved}\}.$$
Given compact ultrametric spaces $X$ and $Y$ and a map $\phi : X \to Y$, we define the $I$-distortion of $\phi$ as follows:

$$
\text{dis}_I(\phi, u_X, u_Y) := \inf \left\{ \varepsilon \geq 0 : u_Y(\phi(x), \phi(x')) \leq u_X(x, x') + \varepsilon, \forall x, x' \in X \right\}.
$$

(6.1)

Given another map $\psi : Y \to X$, we define the I-codistortion of $(\phi, \psi)$ as follows:

$$
\text{codis}_I(\phi, \psi, u_X, u_Y) := \frac{1}{2} \max \left( \sup_{x \in X} u_X(x, \psi \circ \phi(x)), \sup_{y \in Y} u_Y(y, \phi \circ \psi(y)) \right).
$$

(6.2)

We will use the abbreviations $\text{dis}_I(\phi)$ and $\text{codis}_I(\phi, \psi)$ when the underlying metric structures are clear.

**Remark 6.8.** It is easy to check that

$$
\text{dis}_I(\phi) = \sup_{x, x' \in X} \left( u_Y(\phi(x), \phi(x')) - u_X(x, x') \right).
$$

Hence, by Equation (4.4), we have that $\text{dis}_I(\phi) \leq \text{dis}(\phi)$. Moreover,

$$
2 \cdot \text{codis}_I(\phi, \psi) = \sup \{ |u_X(x, \psi(y)) - u_Y(\phi(x), y)| : x \in X, y = \phi(x) \text{ or } y \in Y, x = \psi(x) \}.
$$

Hence, by Equation (4.5), we have that $2 \cdot \text{codis}_I \leq \text{codis}$.

**Theorem 6.9.** Given $X, Y \in \mathcal{U}$,

$$
d_I(X, Y) = \inf_{\phi, \psi} \max(\text{dis}_I(\phi), \text{dis}_I(\psi), \text{codis}_I(\phi, \psi)),
$$

where the infimum is taken over all maps $\phi : X \to Y$ and $\psi : Y \to X$.

Notice that the structure of the right-hand side in the above equation is almost the same (up to a $\frac{1}{2}$ factor) as in the Gromov-Hausdorff distance formula given in Equation (4.6). This characterization allows us to directly compare $d_I$ and $d_{GH}$ (see Corollary 6.10).

**Proof of Theorem 6.9.** We first assume that $X$ and $Y$ are $\varepsilon$-interleaved through the maps $\phi : X \to Y$ and $\psi : Y \to X$ for some $\varepsilon \geq 0$. Then, by condition 1 of Definition 6.7, one has $u_Y(\phi(x), \phi(x')) \leq u_X(x, x') + \varepsilon$ for any $x, x' \in X$ and thus $\text{dis}_I(\phi) \leq \varepsilon$. Similarly, $\text{dis}_I(\psi) \leq \varepsilon$. Directly from condition 2 of Definition 6.7, we conclude that $\text{codis}_I(\phi, \psi) \leq \varepsilon$. Therefore, $\max(\text{dis}_I(\phi), \text{dis}_I(\psi), \text{codis}_I(\phi, \psi)) \leq \varepsilon$ and thus $\text{max}(\text{dis}_I(\phi), \text{dis}_I(\psi), \text{codis}_I(\phi, \psi)) \leq d_I(X, Y)$.

Conversely, assume that $\max(\text{dis}_I(\phi), \text{dis}_I(\psi), \text{codis}_I(\phi, \psi)) \leq \varepsilon$ for $\phi : X \to Y$ and $\psi : Y \to X$ and some $\varepsilon \geq 0$. Then, by Equation (6.1) and Equation (6.2), it is easy to check the following claims.

1. $u_Y(\phi(x), \phi(x')) \leq u_X(x, x') + \varepsilon$ and $u_X(x, \psi(y), \psi(y')) \leq u_Y(y, y') + \varepsilon$.

2. $u_X(x, \psi \circ \phi(x)) \leq 2\varepsilon$ and similarly, $u_Y(y, \phi \circ \psi(y)) \leq 2\varepsilon$.

Then, we conclude that $d_I(X, Y) \leq \varepsilon$ and thus $d_I(X, Y) \leq \max(\text{dis}_I(\phi), \text{dis}_I(\psi), \text{codis}_I(\phi, \psi))$. \hfill \square

**Corollary 6.10** (Bi-Lipschitz equivalence with $d_{GH}$). For any $X, Y \in \mathcal{U}$, we have

$$
\frac{1}{2}d_I(X, Y) \leq d_{GH}(X, Y) \leq d_I(X, Y).
$$

**Example 6.11** (Tightness of the coefficients). Consider the two-point spaces $\Delta_2(2)$ and $\Delta_2(4)$. It is not hard to check that $d_I(\Delta_2(2), *) = 1 = d_{GH}(\Delta_2(2), *)$ and

$$
d_I(\Delta_2(2), \Delta_2(4)) = 2 = 2d_{GH}(\Delta_2(2), \Delta_2(4)).
$$

This means that both inequalities above can in fact be equalities.
Proof of Corollary 6.10. We first prove the rightmost inequality. Assume that there exist \( \varphi : X \to Y \) and \( \psi : Y \to X \) inducing an \( \epsilon \)-interleaving between \( X \) and \( Y \). Consider the correspondence between \( X \) and \( Y \) generated by the interleaving maps \( \varphi \) and \( \psi 
\)

\[
R := \{(x,y) \in X \times Y : \varphi(x) = y \ or \ \psi(y) = x\}.
\]

Now, we prove that \( \text{dis}(R) \leq 2\epsilon \) which will imply that \( d_{\text{GH}}(X,Y) \leq \epsilon \). It suffices to prove for any given \((x,y),(x',y') \in R\) that \( |u_X(x,x') - u_Y(y,y')| \leq 2\epsilon \). Due to the symmetric role of \( \varphi \) and \( \psi \), it suffices to check the following two cases:

1. \( y = \varphi(x) \) and \( y' = \varphi(x') \). By Definition 6.7 we have that \( u_X(x,x') + \epsilon \geq u_Y(\varphi(x),\varphi(x')) = u_Y(y,y') \). On the other hand, we have that

\[
\begin{align*}
&u_X(x,x') \leq \max (u_X(x,\psi \circ \varphi(x)), u_X(\psi \circ \varphi(x),\varphi(x')), u_X(\psi \circ \varphi(x'),x')) \\
&\leq \max (2\epsilon, u_Y(\varphi(x),\varphi(x')) + \epsilon, 2\epsilon) \leq u_Y(y,y') + 2\epsilon.
\end{align*}
\]

Hence \( |u_X(x,x') - u_Y(y,y')| \leq 2\epsilon \).

2. \( y = \varphi(x) \) and \( x' = \psi(y') \). Then,

\[
\begin{align*}
&u_X(x,x') \leq \max (u_X(x,\psi \circ \varphi(x)), u_Y(\varphi(x),\psi(y')) \\
&\leq \max (2\epsilon, u_Y(x,y') + \epsilon) \leq u_Y(y,y') + 2\epsilon.
\end{align*}
\]

Similarly, \( u_Y(y,y') \leq u_X(x,x') + 2\epsilon \), and thus \( |u_X(x,x') - u_Y(y,y')| \leq 2\epsilon \).

The leftmost inequality follows directly from Theorem 6.9. Assume that \( d_{\text{GH}}(X,Y) \leq \epsilon \), then by Equation (4.6) there are two maps \( \varphi : X \to Y \) and \( \psi : Y \to X \) such that

\[
\text{dis}(\varphi), \text{dis}(\psi), \text{codis}(\varphi,\psi) \leq 2\epsilon.
\]

Then, it is immediate that \( \text{dis}_I(\varphi) \leq \text{dis}(\varphi) \leq 2\epsilon \) where the first inequality follows from Remark 6.8. Similarly, \( \text{dis}_I(\psi) \leq 2\epsilon \). As for \( \text{codis}_I \), we have by Remark 6.8 again that \( \text{codis}_I(\varphi,\psi) \leq \frac{1}{\epsilon} \text{codis}(\varphi,\psi) \leq \epsilon \). Thus, \( d_I(X,Y) \leq 2\epsilon \) and since \( \epsilon \geq d_{\text{GH}}(X,Y) \) was arbitrary, we obtain that \( d_I(X,Y) \leq 2 d_{\text{GH}}(X,Y) \).

\( \square \)

### 6.3. \( p \)-Interleaving Distance for Dendrograms and Compact Ultrametric Spaces

In the definition (cf. Theorem 6.3) of \( d_I \) between dendrograms, we implicitly used a shift operator, namely we considered a \( + \epsilon \) shift of dendrograms. Replacing \( + \) with \( \boxplus_p \), we will obtain the so-called \( p \)-interleaving.

**Definition 6.12.** Given two dendrograms \( (X,\theta_X) \) and \( (Y,\theta_Y) \), we say they are \((\epsilon,p)\)-interleaved for some \( \epsilon > 0 \) and \( p \in [1,\infty] \) if there exist set maps \( \varphi : X \to Y \) and \( \psi : Y \to X \) such that \( \forall t \geq 0, x \in X \) and \( y \in Y \) we have

1. \( \varphi([x]_t^{\theta_X}) \subseteq [\varphi(x)]_{\text{max}(t,\epsilon)}^{\theta_Y} \text{ and } \psi([y]_t^{\theta_Y}) \subseteq [\psi(y)]_{\text{max}(t,\epsilon)}^{\theta_X} \),

2. \( [x]_{\text{max}(t,\epsilon)}^{\theta_X} = [\psi \circ \varphi(x)]_{\text{max}(t,\epsilon)}^{\theta_Y} \text{ and } [y]_{\text{max}(t,\epsilon)}^{\theta_Y} = [\varphi \circ \psi(y)]_{\text{max}(t,\epsilon)}^{\theta_X} \).

We then define the \( p \)-interleaving distance between \( (X,\theta_X) \) and \( (Y,\theta_Y) \) as

\[
d_{I,p} ((X,\theta_X),(Y,\theta_Y)) := \inf \{ \epsilon > 0 : (X,\theta_X) \text{ and } (Y,\theta_Y) \text{ are } (\epsilon,p) - \text{interleaved.} \}
\]

**Remark 6.13.** Note that when \( p = 1 \), \((\epsilon,1)\)-interleaving is exactly the \( \epsilon \)-interleaving given in Definition 6.3. When \( p = \infty \), the two conditions become

1. \( \varphi([x]_t^{\theta_X}) \subseteq [\varphi(x)]_{\text{max}(t,\epsilon)}^{\theta_Y} \text{ and } \psi([y]_t^{\theta_Y}) \subseteq [\psi(y)]_{\text{max}(t,\epsilon)}^{\theta_X} \),

---
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2. \[2. \quad \|y\|_{\max(t,\varepsilon)} = [\psi \circ \varphi(y)]_{\max(t,\varepsilon)} \]

It is easy to check that if both conditions hold for \(t = \varepsilon\), then they hold for all \(0 \leq t \leq \varepsilon\). This indicates that \((\varepsilon, \infty)\)-interleaving is performing some sort of coarsening of dendrograms in that information corresponding to \(t < \varepsilon\) is discarded. Careful readers may notice a similar phenomenon in Definition 2.21. Given the later structural result (Theorem 5.1) characterizing \(\psi_{\text{GH}}\) via closed quotients, this resemblance actually hints at a close relation between \(d_{1,\infty}\) and \(u_{\text{GH}}\). See also later Remark 6.16.

A characterization result similar to Theorem 6.9 also holds for \(p\)-interleaving distance. We first define the \(p\)-\(l\)-\(distortion\) of a map \(\varphi : X \to Y\):

\[
\text{dis}_{l,p}(\varphi, u_X, u_Y) := \sup_{x, x' \in X} A_p ([u_Y(\varphi(x), \varphi(x'))], u_X(x, x')).
\]

Recall that \(A_p\) is the asymmetric \(p\)-\(difference\) defined in Equation (2.1).

Similarly given \(\psi : Y \to X\), we define the \(p\)-\(l\)-\(codistortion\) between \(\varphi\) and \(\psi\) by

\[
\text{codis}_{l,p}(\varphi, \psi, u_X, u_Y) := 2^{-\frac{1}{p}} \max \left( \max_{x \in X} u_X(x, \psi \circ \varphi(x)), \max_{y \in Y} u_Y(y, \varphi \circ \psi(y)) \right).
\]

Same as before, we will use the abbreviations \(\text{dis}_{l,p}(\varphi)\) and \(\text{codis}_{l,p}(\varphi, \psi)\) when the underlying metric structures are clear.

**Theorem 6.14.** Given \(X, Y \in \mathcal{U}\) and \(p \in [1, \infty]\),

\[
d_{l,p}(X, Y) = \inf_{\varphi, \psi} \max_{\varphi, \psi} \left( \text{dis}_{l,p}(\varphi), \text{dis}_{l,p}(\psi), \text{codis}_{l,p}(\varphi, \psi) \right),
\]

where the infimum is taken over all maps \(\varphi : X \to Y\) and \(\psi : Y \to X\).

The proof of the theorem is essentially the same as the proof of Theorem 6.9 so we omit it.

With this theorem, it is easy to derive the following relation between \(d_{1,p}\) and \(d_{\text{GH}}^{(p)}\) in analogy with Corollary 6.10.

**Corollary 6.15.** For any \(X, Y \in \mathcal{U}\), one has for any \(p \in [1, \infty]\)

\[
2^{-\frac{1}{p}} d_{l,p}(X, Y) \leq d_{\text{GH}}^{(p)}(X, Y) \leq d_{l,p}(X, Y).
\]

**Remark 6.16** (Relation with \(u_{\text{GH}}\)). Note that when \(p = \infty\), we have that \(2^{-\frac{1}{p}} = 1\) and thus

\[
d_{l,\infty} = d_{\text{GH}}^{(\infty)} = u_{\text{GH}}.
\]

This statement provides us an alternative proof to Theorem 5.1:

Given two maps \(\varphi : X \to Y\) and \(\psi : Y \to X\) each \((t, \infty)\)-interleaved (thus \(u_{\text{GH}}(X, Y) = d_{l,\infty}(X, Y) \leq t\)), we construct \(\varphi_t : X_t \to Y_t\) and \(\psi_t : Y_t \to X_t\) as \(\varphi_t([x])^Y_t = [\varphi([x])]^Y_t\) and \(\psi_t([y])^X_t = [\psi([y])]^X_t\) for \(x \in X\) and \(y \in Y\). Then, it is easy to show that these two maps are isometries and \(\varphi_t = \psi_t^{-1}\). Conversely, if there are isometries \(\varphi_t : X_t \to Y_t\) and \(\psi_t : Y_t \to X_t\) such that \(\varphi_t = \psi_t^{-1}\) at \(t \geq 0\), then we construct \(\varphi : X \to Y\) as follows: \(\varphi(x) = y\), where \(y\) is arbitrarily chosen such that \(y \in \varphi_t([x])^Y\). We construct \(\psi : Y \to X\) similarly. Then, it is easy to check that \(\varphi\) and \(\psi\) make \(X\) and \(Y\) be \((t, \infty)\)-interleaved and thus \(u_{\text{GH}}(X, Y) = d_{l,\infty}(X, Y) \leq t\).

**Example 6.17.** If \(X = *\) is the one point space, then for any \(Y \in \mathcal{U}\), we have

\[
d_{l,p}(X, Y) = 2^{-\frac{1}{p}} \text{diam}(Y).
\]

Indeed, there exists only one map \(\psi : Y \to X\). For any map \(\varphi : X \to Y\), it is easy to check that \(\text{dis}_{l,p}(\varphi) = \text{dis}_{l,p}(\psi) = 0\). Let \(z = \varphi \circ \psi(y)\), which is invariant of choice of \(y \in Y\). Since \(\max_{y \in Y} u_Y(y, z) = \text{diam}(Y)\), we have that \(\text{codis}_{l,p}(\varphi, \psi) = 2^{-\frac{1}{p}} \text{diam}(Y)\) and thus by Theorem 6.14 we have that \(d_{l,p}(X, Y) = 2^{-\frac{1}{p}} \text{diam}(Y)\).
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7. TOPOLOGICAL AND GEODESIC PROPERTIES OF \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\)

In this section, we study topological and geodesic properties of \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\). We will characterize convergence sequences in \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\) and derive a pre-compactness result. We show that \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\) is a complete and separable space when \(p < \infty\). Recall from Proposition 2.11 that \(\mathcal{M}_p \subseteq \mathcal{M}_q\) when \(q < p\). This leads us to also study the subspace topology of \(\mathcal{M}_p\) inside \(\mathcal{M}_q\). Finally, we study geodesic properties of \(\mathcal{M}_p\).

7.1. Convergence under \(d_{\text{GH}}^{(p)}\)

In this section, we will study convergent sequences in \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\).

**Definition 7.1.** Let \(1 \leq p \leq \infty\). We say a sequence \(\{X_n\}_{n=1}^\infty\) in \(\mathcal{M}_p\) converges to \(X \in \mathcal{M}_p\) if \(d_{\text{GH}}^{(p)}(X_n, X) \to 0\) as \(n \to \infty\). Since \(d_{\text{GH}}^{(p)}\) is a \(p\)-metric, the limit is unique up to isometry. We call \(X\) the \(d_{\text{GH}}^{(p)}\)-limit of \(\{X_n\}_{n=1}^\infty\).

We have the following convergence criterion for \(d_{\text{GH}}^{(p)}\) generalizing the convergence criterion for \(d_{\text{GH}} = d_{\text{GH}}^{(1)}\) mentioned in Section 7.4.1 of [3]: a sequence \(\{X_n\}_{n \in \mathbb{N}}\) of \(p\)-metric spaces converges to a \(p\)-metric space \(X\) if and only if there are a sequence \(\{\varepsilon_n\}_{n \in \mathbb{N}}\) of positive numbers and a sequence of maps \(\{f_n : X_n \to X\}_{n \in \mathbb{N}}\) (or, alternatively, \(f_n : X \to X_n\)) such that every \(f_n\) is an \((\varepsilon_n, p)\)-isometry and \(\varepsilon_n \to 0\).

**Example 7.2.** Every compact \(p\)-metric space \(X\) is the \(d_{\text{GH}}^{(p)}\)-limit of some sequence of finite \(p\)-metric spaces. This is the counterpart to [3, Example 7.4.9] and the proof is similar (it follows by considering \(\varepsilon\)-nets of \(X\)).

This example actually indicates that convergence of compact \(p\)-metric spaces may reduce to convergence of their corresponding \(\varepsilon\)-nets. To make this precise, we define the notion of \((\varepsilon, \delta, p)\)-approximation as follows:

**Definition 7.3.** Fix \(1 \leq p \leq \infty\). Let \(X\) and \(Y\) be two compact \(p\)-metric spaces, and \(\varepsilon, \delta \geq 0\). We say that \(X\) and \(Y\) are \((\varepsilon, \delta, p)\)-approximation of each other if there exist finite sets \(\{x_i\}_{i=1}^N \subseteq X\) and \(\{y_i\}_{i=1}^N \subseteq Y\) such that:

1. \(\{x_i\}_{i=1}^N\) is an \(\varepsilon\)-net for \(X\) and \(\{y_i\}_{i=1}^N\) is an \(\varepsilon\)-net for \(Y\).
2. \(\Lambda_p(d_X(x_i, x_j), d_Y(y_i, y_j)) \leq \delta\) for all \(i, j = 1, \ldots, N\).

**Proposition 7.4.** Fix \(1 \leq p \leq \infty\). Let \(X\) and \(Y\) be two compact \(p\)-metric spaces.

1. If \(X\) and \(Y\) are \((\varepsilon, \delta, p)\)-approximation of each other, then \(d_{\text{GH}}^{(p)}(X, Y) \leq \delta \boxplus_p \frac{4}{5} \varepsilon\).
2. If \(d_{\text{GH}}^{(p)}(X, Y) \leq \varepsilon\), then \(Y\) (resp. \(X\)) is a \(\left(\frac{1}{5} \varepsilon, \frac{4}{5} \varepsilon, p\right)\)-approximation of \(X\) (resp. \(Y\)).

The proof is similar to the one for [3, Proposition 7.4.11].

**Proof.** 1. Let \(X_0 = \{x_i\}_{i=1}^N\) and \(Y_0 = \{y_i\}_{i=1}^N\) be as in Definition 7.3. Then, the second condition in that definition implies that the correspondence \(\{(x_i, y_i) : i = 1, \ldots, N\}\) between \(X_0\) and \(Y_0\) has \(p\)-distortion bounded above by \(\delta\). Hence, \(d_{\text{GH}}^{(p)}(X_0, Y_0) \leq 2^{-\frac{1}{p}} \delta \leq \delta\). By Example 4.6 we know that \(d_{\text{GH}}^{(p)}(X_0, X), d_{\text{GH}}^{(p)}(Y_0, Y) \leq \varepsilon\). Thus

\[
\begin{align*}
    d_{\text{GH}}^{(p)}(X, Y) &\leq d_{\text{GH}}^{(p)}(X, X_0) \boxplus_p d_{\text{GH}}^{(p)}(X_0, X) \boxplus_p d_{\text{GH}}^{(p)}(Y_0, Y) \boxplus_p d_{\text{GH}}^{(p)}(Y, Y) \\
    &\leq \delta \boxplus_p \frac{1}{5} \varepsilon.
\end{align*}
\]

\(p\)-ADIC NUMBERS, ULTRAMETRIC ANALYSIS AND APPLICATIONS Vol. 14 No. 3 2022
2. By Proposition 4.19 there exists a \((2\overline{p}\varepsilon,p)\)-isometry \(f : X \to Y\). Let \(X_0 = \{x_i\}_{i=1}^N\) be an \(\varepsilon\)-net in \(X\) and let \(y_i := f(x_i)\) for each \(i = 1, \cdots , N\). Then, \(\Lambda_p(d_X(x_i, x_j), d_Y(y_i, y_j)) \leq \text{dis}_p(f) \leq 2\overline{p}\varepsilon\) for all \(i, j\). Now, since \(f(X)\) is a \(2\overline{p}\varepsilon\)-net of \(Y\), for any \(y \in Y\), there exists \(x \in X\) such that 
\[d_Y(f(x), y) \leq 2\overline{p}\varepsilon.\]

Since \(X_0\) is an \(\varepsilon\)-net in \(X\), we can choose \(x_i \in X_0\) such that \(d_X(x_i, x_i) \leq \varepsilon\). Then, we have 
\[d_Y(y, y_i) \leq d_Y(y, f(x)) \oplus_p d_Y(f(x), f(x_i)) \leq 2\overline{p}\varepsilon \oplus_p d_X(x_i, x_i) \oplus_p 2\overline{p}\varepsilon \leq 5\overline{p}\varepsilon.\]

Thus \(\{y_i\}_{i=1}^N = f(X_0)\) is a \(5\overline{p}\varepsilon\)-net of \(Y\).

In [25], Qiu introduced a notion called **strong \(\varepsilon\)-approximation**, which is exactly the \((\varepsilon, 0, \infty)\)-approximation using our language. The following corollary is a restatement of [25, Theorem 3.5] regarding the strong \(\varepsilon\)-approximation. Though the corollary seems stronger than the result in the case \(p = \infty\) of our Proposition 7.4, it turns out that they are equivalent which will be clarified in the proof. We will include a proof of the following corollary for completeness.

**Corollary 7.5.** Let \(X\) and \(Y\) be two compact ultrametric spaces.

1. If \(X\) and \(Y\) are \((\varepsilon, 0, \infty)\)-approximation of each other, then \(u_{\text{GH}}(X, Y) \leq \varepsilon\).

2. If \(u_{\text{GH}}(X, Y) \leq \varepsilon\), then \(Y\) is a \((\varepsilon, 0, \infty)\)-approximation of \(X\).

**Proof.** The first claim follows directly from claim 1 of Proposition 7.4.

For the second claim, first note that claim 2 of Proposition 7.4 shows that \(Y\) is a \((\varepsilon, \varepsilon, \infty)\)-approximation of \(X\). To conclude the proof, we only need to show that an \((\varepsilon, \varepsilon, \infty)\)-approximation is automatically an \((\varepsilon, 0, \infty)\)-approximation.

Since \(Y\) is a \((\varepsilon, \varepsilon, \infty)\)-approximation of \(X\), there exist \(\varepsilon\)-nets \(\{x_i\}_{i=1}^N \subseteq X\) and \(\{y_i\}_{i=1}^N \subseteq Y\) such that \(\Lambda_\infty(u_X(x_i, x_j), u_Y(y_i, y_j)) \leq \varepsilon\) for all \(i, j\). If \(u_X(x_i, x_j) \leq \varepsilon\), then we also have that \(u_Y(y_i, y_j) \leq \varepsilon\). Then, \(B_\varepsilon(x_i) = B_\varepsilon(x_j)\) and \(B_\varepsilon(y_i) = B_\varepsilon(y_j)\) by Proposition 2.13. This implies that after discarding \(x_j\) and \(y_j\), \(\{x_i\}_{i \neq j}\) and \(\{y_i\}_{i \neq j}\) remain \(\varepsilon\)-nets of \(X\) and of \(Y\), respectively. We continue this process to obtain two subsets \(\{x_i\}_{i=1}^M\) and \(\{y_i\}_{i=1}^M\) which are still \(\varepsilon\)-nets of \(X\) and of \(Y\), respectively, while \(u_X(x_i, x_j), u_Y(y_i, y_j) > \varepsilon\) for all \(i \neq j\). Then, by \(\Lambda_\infty(u_X(x_i, x_j), u_Y(y_i, y_j)) \leq \varepsilon\) we have that \(u_X(x_i, x_j) = u_Y(y_i, y_j)\) and thus \(\Lambda_\infty(u_X(x_i, x_j), u_Y(y_i, y_j)) \leq 0\). Then, we conclude that \(Y\) is an \((\varepsilon, 0, \infty)\)-approximation of \(X\). \(\square\)

### 7.2. Pre-Compactness Theorems

In [13], Gromov proved a well known pre-compactness theorem stating that any uniformly totally bounded collections of compact metric spaces are pre-compact in the Gromov–Hausdorff sense. We included the result as follows for completeness.

**Definition 7.6** (Uniformly totally bounded class). We say a class \(\mathcal{X}\) of compact metric spaces is uniformly totally bounded, if there exist a bounded function \(Q : (0, \infty) \to \mathbb{N}\) and \(D > 0\) such that each \(X \in \mathcal{X}\) satisfies the following properties:

1. \(\text{diam} (X) \leq D\),

2. for any \(\varepsilon > 0\), \(\text{cov}_\varepsilon (X) \leq Q(\varepsilon)\).

We denote by \(\mathcal{X}(Q, D)\) the uniformly totally bounded class consisting of all \(X \in \mathcal{M}\) satisfying the conditions above.
Theorem 7.7 (Gromov’s pre-compactness theorem). For any given bounded function $Q : (0, \infty) \to \mathbb{N}$ and $D > 0$, the class $\mathcal{K}(Q, D)$ is pre-compact in $(\mathcal{M}, d_{\text{GH}})$, i.e., any sequence in $\mathcal{K}(Q, D)$ has a convergent subsequence.

Interested readers are referred to [3, Section 7.4.2] for a proof.

In this section, we generalize Theorem 7.7 to the setting of $p$-metric spaces and the $d_{\text{GH}}^{(p)}$ distance, for $1 < p < \infty$, by invoking both Theorem 4.14 and the following lemma.

Lemma 7.8. For any $1 \leq p \leq \infty$, $(\mathcal{M}_p, d_{\text{GH}})$ is a closed subspace of $(\mathcal{M}, d_{\text{GH}})$.

This lemma is in fact a special case of the more general Proposition 7.16 so we omit its proof here.

Proposition 7.9 ($d_{\text{GH}}^{(p)}$ pre-compactness theorem). Fix $1 \leq p < \infty$. Any uniformly totally bounded collection $\mathcal{K}$ of compact $p$-metric spaces is pre-compact, i.e., any sequence in $\mathcal{K}$ has a convergent subsequence in the sense of $d_{\text{GH}}^{(p)}$.

Proof. Given any sequence $\{X_n\}_{n=1}^{\infty}$ in $\mathcal{K}$, by Gromov’s pre-compactness theorem, there exists a $d_{\text{GH}}$ convergent subsequence. Without loss of generality, we assume that $\{X_n\}_{n=1}^{\infty}$ is itself a convergent sequence and that $X$ is its Gromov-Hausdorff limit. By the previous lemma, we have that $X \in \mathcal{M}_p$. For any $n \in \mathbb{N}$, since $\text{diam}(X_n) \leq D$ for some $D > 0$, by Theorem 4.14, we have that $\{X_n\}_{n=1}^{\infty}$ will also converge to $X$ in the sense of $d_{\text{GH}}^{(p)}$. \( \square \)

Note that the uniformly totally boundedness condition does not guarantee pre-compactness of collections of ultrametric spaces.

Example 7.10. Consider the collection of 2-point spaces $\{\Delta_2\left(1 + \frac{1}{n}\right)\}_{n=1}^{\infty}$. This collection is obviously uniformly totally bounded. However, for any $n, m \in \mathbb{N}$, we have

$$u_{\text{GH}}\left(\Delta_2\left(1 + \frac{1}{n}\right), \Delta_2\left(1 + \frac{1}{m}\right)\right) = 1 + \max\left(\frac{1}{n}, \frac{1}{m}\right) > 1.$$ 

Therefore, $\{\Delta_2\left(1 + \frac{1}{n}\right)\}_{n=1}^{\infty}$ contains no Cauchy subsequence and thus it is not pre-compact.

Under a certain variant of the notion of uniformly totally boundedness, in [25] Qiu proved a pre-compactness theorem for $u_{\text{GH}}$. We include it here for completeness.

Definition 7.11. A collection $\mathcal{K}$ of compact ultrametric spaces is called strongly uniformly totally bounded, if for any $\varepsilon > 0$, there exist a positive integer $N = N(\varepsilon)$ and a finite set $R(\varepsilon) \subseteq \mathbb{R}_{\geq 0}$ such that every $X \in \mathcal{K}$ contains an $\varepsilon$-net $S_X$ with $\#S_X \leq N$ and $\text{spec}(S_X) \subseteq R(\varepsilon)$.

Theorem 7.12 ($u_{\text{GH}}$ pre-compactness theorem, [25]). Any strongly uniformly totally bounded collection $\mathcal{K}$ of compact ultrametric spaces is pre-compact.

7.3. Completeness and Separability of $(\mathcal{M}_p, d_{\text{GH}}^{(p)})$

With the tools we have developed so far, we can establish the following theorem.

Theorem 7.13. For each $1 \leq p < \infty$, $(\mathcal{M}_p, d_{\text{GH}}^{(p)})$ is complete and separable.
Proof. Fix a Cauchy sequence \( \{X_n\}_{n \in \mathbb{N}} \) in \( M_p \). Then, obviously there exists \( D > 0 \) such that \( \text{diam}(X_n) \leq D \) for any \( n \in \mathbb{N} \). Given any \( \varepsilon > 0 \), let \( M \in \mathbb{N} \) be such that for any \( n > M \), one has \( d^{(p)}_{\text{GH}}(X_M, X_n) < \varepsilon \). Then, by Proposition 7.4 we have that \( X_M \) is a \((5\varepsilon, 2^2\varepsilon, p)\)-approximation of \( X_n \). Fix an \( \varepsilon \)-net \( M_\varepsilon \) of \( X_M \). Then, as shown in the proof of item 2 of Proposition 7.4, there exists an \( \varepsilon \)-net in \( X_n \) with the same cardinality as \( M_\varepsilon \). This implies that there exists \( N = N(\varepsilon) \) such that for all \( n \in \mathbb{N} \) there exists an \( \varepsilon \)-net in \( X_n \) with cardinality bounded by \( N \). Applying the \( d^{(p)}_{\text{GH}} \)-pre-compactness theorem (Proposition 7.9) we have that there exists a convergent subsequence of \( \{X_n\}_{n \in \mathbb{N}} \), which implies that \( \{X_n\}_{n \in \mathbb{N}} \) itself is convergent since it is Cauchy. Therefore, \( (M_p, d^{(p)}_{\text{GH}}) \) is complete.

By \( M_p^{(n)} \) denote the set of all \( n \)-point \( p \)-metric spaces with rational distances. Then, it is easy to check that \( \bigcup_{n=1}^{\infty} M_p^{(n)} \) is a countable dense set in \( M_p \) and thus \( (M_p, d^{(p)}_{\text{GH}}) \) is separable. \( \qed \)

Remark 7.14. The proof above does not directly apply to the case when \( p = \infty \). In fact, by using Qiu’s pre-compactness theorem and the notion of strong approximation in [25], a slight modification of the above proof will establish the completeness of \( \mathcal{U} \). Interested readers are also referred to [34] for a different method that proves completeness of \( (\mathcal{U}, d_{\text{GH}}) \). However, it is shown in [34] that \( (\mathcal{U}, d_{\text{GH}}) \) is not a separable space, which suggests that \( \mathcal{U} \) enjoys some special properties over all other \( M_p \).

7.4. Subspace Topology

As shown in Proposition 2.11 that \( M_p \subseteq M_q \) when \( 1 \leq q < p \leq \infty \), we now study the topology of \( (M_p, d^{(q)}_{\text{GH}}) \) as a subspace of \( (M_q, d^{(q)}_{\text{GH}}) \). We need the following technical lemma about the relation between \( A_q \) and \( \mathbb{P}_p \) when \( p \neq q \) (see Equation (2.1) for the definition of \( A_q \)).

Lemma 7.15. For \( 1 \leq q < p \leq \infty \) and \( a, b, c \geq 0 \), we have
\[
A_q(a, c) \mathbb{P}_p A_q(b, c) \geq A_q(a \mathbb{P}_p b, c \mathbb{P}_p c).
\]

Proof. When \( p = \infty \), it is easy to see that \( \max(A_q(a, c), A_q(b, c)) = A_q(\max(a, b), c) \), which is exactly what we want.

When \( p < \infty \), we have the following cases:

1. \( a, b \leq c \). Then, both sides of the inequality become 0, and thus the equality holds.

2. \( a, b \geq c \). Then, we need to prove the following:

\[
\left( (a^q - c^q)^{\frac{2}{q}} + (b^q - c^q)^{\frac{2}{q}} \right)^{\frac{1}{2}} \geq \left( (a^p + b^p)^{\frac{2}{p}} - (c^p + c^p)^{\frac{2}{p}} \right)^{\frac{1}{2}},
\]

which is equivalent to

\[
\left( (a^q - c^q)^{\frac{2}{p} q} + (b^q - c^q)^{\frac{2}{p} q} \right)^{\frac{q}{2}} + (c^p + c^p)^{\frac{q}{p}} \geq (a^p + b^p)^{\frac{q}{p}}.
\]

This inequality follows directly from Minkowski inequality with the power \( \frac{2}{q} > 1 \).

3. \( a \leq c, b > c \). It is easy to see that \( A_q(c \mathbb{P}_p b, c \mathbb{P}_p c) \geq A_q(a \mathbb{P}_p b, c \mathbb{P}_p c) \). Then, it suffices to show that \( A_q(b, c) = A_q(c, c) \mathbb{P}_p A_q(b, c) \geq A_q(c \mathbb{P}_p b, c \mathbb{P}_p c) \), which follows from case 2. \( \qed \)

Proposition 7.16. For \( 1 \leq q < p \leq \infty \), \( (M_p, d^{(q)}_{\text{GH}}) \) is a closed subspace of \( (M_q, d^{(q)}_{\text{GH}}) \).
Proof. Given any $d_{GH}^{(q)}$ convergent sequence $\{X_n\}_{n=1}^{\infty}$ with $X_n \in M_p \subseteq M_q$ for all $n \in \mathbb{N}$, we need to show that $X = \lim_{n \to \infty} X_n$ belongs to $M_p$. Take arbitrarily three distinct points $x_1, x_2, x_3 \in X$. For any small $\varepsilon > 0$, there exists $N > 0$, such that for any $n > N$, we have $d_{GH}^{(q)}(X_n, X) \leq \varepsilon$. Hence, there exists correspondence $R_n \in \mathcal{R}(X_n, X)$ such that $d_{q}(R_n) \leq \varepsilon$. Choose $x^n_1, x^n_2, x^n_3 \in X_n$ such that $(x^n_i, x^n_i) \in R_n$ for $i = 1, 2, 3$. Then, for $i, j = 1, 2, 3$, we have that

$$\Lambda_q \left( d_X(x_i, x_j), d_{X_n}(x^n_i, x^n_j) \right) \leq \varepsilon.$$ 

Therefore, we have that

$$d_X(x_1, x_2) \uplus_p d_X(x_2, x_3) \geq A_q \left( d_{X_n}(x^n_1, x^n_2), \varepsilon \right) \uplus_p A_q \left( d_{X_n}(x^n_2, x^n_3), \varepsilon \right) \geq A_q \left( d_{X_n}(x^n_1, x^n_2) \uplus_p d_{X_n}(x^n_2, x^n_3), \varepsilon \uplus_p \varepsilon \right) \geq A_q \left( d_X(x_1, x_3), \varepsilon \uplus_q (\varepsilon \uplus_p \varepsilon) \right).$$

The first and the last inequalities follow from Proposition 2.4. The second inequality follows from Lemma 7.15. Since $\varepsilon > 0$ is arbitrary, we have that

$$d_X(x_1, x_2) \uplus_p d_X(x_2, x_3) \geq d_X(x_1, x_3),$$

and thus $X \in M_p$. □

Proposition 7.17. Given $1 \leq q < p \leq \infty$, $(M_p, d_{GH}^{(q)})$ is a nowhere dense subset of $(M_q, d_{GH}^{(q)})$, i.e., the closure $\overline{(M_p, d_{GH}^{(q)})}$ has no interior in $(M_q, d_{GH}^{(q)})$.

Proof. By Proposition 7.16, $(M_p, d_{GH}^{(q)}) = (M_p, d_{GH}^{(q)})$. Assume that $X \in M_p$ is an interior point. Without loss of generality, by Example 7.2, we can assume that $(X, d_X)$ is a finite space. Define a set $\hat{X} := X \cup \{x_1, x_2\}$ where $x_1$ and $x_2$ are two additional points. Pick an arbitrary point $x_0 \in X$. For any $\varepsilon > 0$, define a symmetric function $d_\varepsilon : \hat{X} \times \hat{X} \to \mathbb{R}_{\geq 0}$ as follows:

1. $d_\varepsilon(x, x) := d_X$;
2. for any $x \in X$ such that $x \neq x_0$, let $d_\varepsilon(x, x_i) := d_X(x, x_0)$ for $i = 1, 2$.
3. $d_\varepsilon(x_0, x_1) := \varepsilon$ for $i = 1, 2$ and $d_\varepsilon(x_1, x_2) := \varepsilon \uplus_q \varepsilon$.

Recall that $\text{sep}(X) := \min\{d_X(x, x') : x, x' \in X\}$. Then, it is easy to verify that when $\varepsilon \leq \text{sep}(X) \uplus_q \text{sep}(X)$, $X_\varepsilon := \left( \hat{X}, d_\varepsilon \right) \in M_q$. Moreover, $X_\varepsilon \notin M_p$ since $x_0, x_1, x_2$ does not satisfy the $p$-triangle inequality:

$$d_\varepsilon(x_0, x_1) \uplus_p d_\varepsilon(x_0, x_2) = \varepsilon \uplus_p \varepsilon = 2^\frac{1}{p} \varepsilon < 2^\frac{1}{q} \varepsilon \varepsilon = \varepsilon \uplus_q \varepsilon = d_\varepsilon(x_1, x_2).$$

Consider the correspondence $R$ between $X$ and $X_\varepsilon$ defined by

$$R = \{(x, x) : x \in X\} \cup \{(x_0, x_i) : i = 1, 2\}.$$ 

Then, we have $d_{q}(R) = \varepsilon \uplus_q \varepsilon$. Thus

$$\lim_{\varepsilon \to 0} d_{GH}^{(q)}(X_\varepsilon, X) = 0.$$ 

This contradicts the assumption that $X$ is an interior point □

Proposition 7.17 indicates the following result stating that $M_p$ is a very ‘thin’ subset of $M_q$ for $1 \leq q < p \leq \infty$. In fact, we have the following stronger result.

Theorem 7.18. Let $q \in [1, \infty)$, then $\bigcup_{p \in (q, \infty]} M_p \subseteq M_q$. In particular when $q = 1$, we have $\bigcup_{p \in (1, \infty]} M_p \subseteq M$. 
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Proof. Obviously, by Proposition 2.11, $\bigcup_{p \in (q, \infty]} M_p \subseteq M_q$.

Let $\{p_n\}_{n=1}^{\infty}$ be a strictly decreasing sequence with $q$ being the limit point. Let $p_0 = \infty$. Then, we have the sequence $M_{p_0} \subseteq M_{p_1} \subseteq \cdots$. By Proposition 2.11, we know $\bigcup_{p \in (q, \infty]} M_p = \bigcup_{n=0}^{\infty} M_{p_n}$, which is a countable union of nowhere dense sets. Since $(M_q, d_{GH})$ is a complete metric space (Theorem 7.13), by the Baire category theorem, $M_q \neq \bigcup_{p \in (q, \infty]} M_p$. \hfill $\square$

In the proof we know that $\bigcup_{p \in (q, \infty]} M_p$ is actually a meager set of $M_q$, which implies that most elements of $M_q$ cannot be captured by $p$-metric spaces with $p > q$.

Example 7.19. Consider the interval $[0, 1] \subseteq \mathbb{R}$. Then, $[0, 1] \in M \setminus \bigcup_{p > 1} M_p$. This fact implies that any geodesic space $X \in M \setminus \bigcup_{p > 1} M_p$.

Example 7.20. Consider the unit circle $S^1 = \{(x, y) : x^2 + y^2 = 1\}$ on $\mathbb{R}^2$ with the Euclidean distance. Then, this is a non-geodesic space and $S^1 \in M \setminus \bigcup_{p > 1} M_p$.

### 7.5. Geodesic Properties

In this section, we will discuss geodesic properties of $M_p$. In particular, we study the notion of $p$-geodesic property of $M_p$. Unless otherwise specified, we always assume that $p \in [1, \infty)$ in this section.

**Definition 7.21** ($p$-length). For a $p$-metric space $(X, d_X)$ and a continuous curve $\gamma : [0, 1] \to X$, we define its $p$-length as

$$\text{length}_p(\gamma) := \sup \left\{ \sum_{i=1}^{n-1} d_X(\gamma(t_i), \gamma(t_{i+1})) : 0 = t_0 < t_1 < \cdots < t_n = 1 \right\}.$$ 

**Remark 7.22.** It is clear that for any continuous curve $\gamma : [0, 1] \to X$,

$$d_X(\gamma(0), \gamma(1)) \leq \text{length}_p(\gamma).$$

**Definition 7.23** ($p$-geodesic). Given any $p$-metric space $X$, a continuous curve $\gamma : [0, 1] \to X$ is called a $p$-geodesic, if

$$d_X(\gamma(s), \gamma(t)) = |s - t|^{\frac{1}{p}} d_X(\gamma(0), \gamma(1)), \forall s, t \in [0, 1].$$

We say $X$ is $p$-geodesic, if any two points in $X$ can be connected by a $p$-geodesic.

**Remark 7.24.** Note that when $p = 1$, the notion of $p$-geodesics coincides with the usual notion of geodesics.

**Remark 7.25** (What if $p = \infty$?). Ultrametric spaces are totally disconnected, i.e., any subspace with at least two elements is disconnected [31]. This in turn implies that each continuous curve in an ultrametric space is constant. Therefore, it is meaningless to discuss about $\infty$-geodesic property for ultrametric spaces.

Geodesics are also known to be the shortest path connecting points. A property similar to this holds for $p$-geodesics.

**Lemma 7.26.** Consider any $p$-metric space $X$. Let $x$ and $x'$ be two distinct points in $X$. Then, among all curves connecting $x$ and $x'$, a $p$-geodesic has the smallest $p$-length.

**Proof.** It is easy to show that $\text{length}_p(\gamma) = d_X(\gamma(0), \gamma(1))$. Then, by Remark 7.22, we know that $\gamma$ is a curve connecting $x$ and $x'$ with smallest $p$-length. \hfill $\square$

The notions of $p$-geodesic and geodesic are related by the snowflake transform (Example 2.12).
**Proposition 7.27.** Let $X$ be a metric space. If $X$ is geodesic, then $S_{\frac{1}{p}}(X)$ is $p$-geodesic.

**Proof.** Given two point $x, x' \in X$, there exists a geodesic $\gamma : [0, 1] \to X$ connecting them. Then, for any $s, t \in [0, 1]$, we have
\[
(d_{X}(\gamma(s), \gamma(t)))^\frac{1}{p} = |s - t|^\frac{1}{p} (d_{X}(x, x'))^\frac{1}{p}.
\]
This implies that $\gamma$ is a $p$-geodesic in $S_{\frac{1}{p}}(X)$ connecting $x$ and $x'$. Therefore, $S_{\frac{1}{p}}(X)$ is $p$-geodesic. \(\square\)

**Example 7.28.** For any $l > 0$, the subspace $([0, l], d) \subseteq \mathbb{R}$ is geodesic. Then, by Proposition 7.27, $([0, l], d^{\frac{1}{p}})$ is $p$-geodesic for any $1 \leq p < \infty$.

As a partial generalization of midpoint criterion (cf. [3, Theorem 2.4.16]), we have the following necessary condition for the $p$-geodesic property.

**Theorem 7.29.** Let $X$ be complete $p$-metric space. Then, $X$ is a $p$-geodesic space if and only if for any two distinct points $x, x' \in X$, there exists $m \in X$ such that
\[
d_{X}(x, m) = d_{X}(x', m) = \left(\frac{1}{2}\right)^{\frac{1}{p}} d_{X}(x, x').
\]
Any such point $m$ is called a $p$-midpoint between $x$ and $x'$.

**Proof.** We first assume that $X$ is $p$-geodesic. Then, for any two distinct points $x, x' \in X$, there exists a $p$-geodesic $\gamma : [0, 1] \to X$ connecting them. Consider $m := \gamma \left(\frac{1}{2}\right)$. By definition of $p$-geodesic, we have
\[
d_{X}(x, m) = d_{X}(x', m) = \left(\frac{1}{2}\right)^{\frac{1}{p}} d_{X}(x, x').
\]
Conversely, by the midpoint criterion [3, Theorem 2.4.16], it is easy to check that $S_{p}(X)$ is a geodesic space. Then, by Proposition 7.27 we have that $X = S_{\frac{1}{p}}(S_{p}(X))$ is $p$-geodesic. \(\square\)

**Proposition 7.30.** Let $X$ be a $p$-metric space. If $X$ is $p$-geodesic, then for any $1 \leq q < p$, $X$ is not $q$-geodesic.

**Proof.** Note that the proposition is trivially true when $p = 1$. Suppose on the contrary that $p > 1$ and that $X$ is $q$-geodesic for some $1 \leq q < p$. Then, by Theorem 7.29, for any two distinct points $x, x' \in X$, there exists a $q$-midpoint $x'' \in X$ between $x$ and $x'$, such that
\[
d_{X}(x, x'') = d_{X}(x', x'') = \left(\frac{1}{2}\right)^{\frac{1}{q}} d_{X}(x, x').
\]
Therefore,
\[
d_{X}(x, x'') \sqsubseteq_{p} d_{X}(x'', x') = 2^{\frac{1}{q}} \cdot \left(\frac{1}{2}\right)^{\frac{1}{q}} d_{X}(x, x') < d_{X}(x, x'),
\]
which contradicts the fact that $X$ is a $p$-metric space. \(\square\)

Next, we establish $(p, p)$-geodesic properties regarding $M_{p}$ and $U$.
7.5.1. p-Metric spaces. We know from [8, 17] that \((\mathcal{M}, d_{\text{GH}})\) is a geodesic space. This leads us to wondering whether \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\) is a geodesic space as well. The following theorem provides a complete answer.

**Theorem 7.31.** \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\) is \(p\)-geodesic but not \(q\)-geodesic for any \(q < p\). In particular, \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\) is not geodesic when \(p > 1\).

**Proof.** By the previous proposition, we only need to show that \((\mathcal{M}_p, d_{\text{GH}}^{(p)})\) is \(p\)-geodesic. Since by Proposition 7.27, \((\mathcal{M}, d_{\text{GH}})\) is geodesic, the proof follows from \((\mathcal{M}_p, d_{\text{GH}}^{(p)}) \cong (\mathcal{M}, (d_{\text{GH}})^{\frac{1}{p}})\) (cf. Corollary 4.13).

7.5.2. Ultrametric spaces. We know from Remark 7.25 that each continuous curve in an ultrametric space is trivial due to total disconnectedness. We provide an alternative proof of the fact via \(\mathcal{G}_\infty\) as follows.

**Proposition 7.32.** If \(X\) is an ultrametric space, then any continuous curve \(\gamma : [0, 1] \rightarrow X\) is a trivial curve, i.e., there exists \(x \in X\) such that \(\gamma(t) \equiv x\) for all \(t \in [0, 1]\).

**Proof.** Let \(X_0 := \text{image}(\gamma)\). We then obtain an ultrametric space \((X_0, u_X|_{X_0 \times X_0})\) by restricting \(u_X\) to \(X_0 \times X_0\). Since \(\gamma\) is continuous, we have that \(X_0\) is path-connected. By Proposition 3.18 we have that \(\mathcal{G}_\infty(X_0) = \ast\). By Proposition 3.5, \(\mathcal{G}_\infty(X_0) = X_0\). Therefore, \(X_0 = \ast\) is a one point space and thus \(\gamma\) is a trivial curve.

We know that \((\mathcal{U}, u_{\text{GH}})\) is an ultrametric space. Then, the proposition above precludes \((\mathcal{U}, u_{\text{GH}})\) from being geodesic. However, if we consider other distance functions on \(\mathcal{U}\), there may still exist geodesic structure on \(\mathcal{U}\). In fact, we have:

**Theorem 7.33.** \((\mathcal{U}, d_{\text{GH}})\) is geodesic.

**Proof.** Let \(X\) and \(Y\) be two compact ultrametric spaces. Let \(\gamma : [0, 1] \rightarrow \mathcal{M}\) be a geodesic connecting \(X\) and \(Y\) in \((\mathcal{M}, d_{\text{GH}})\). Let \(\tilde{\gamma} := \mathcal{G}_\infty \circ \gamma : [0, 1] \rightarrow \mathcal{U}\). Then, by Proposition 3.5 we have that \(\tilde{\gamma}(0) = \gamma(0) = X\) and \(\tilde{\gamma}(1) = \gamma(1) = Y\). By Proposition 3.13, we have that for any \(s, t \in [0, 1]\),

\[
d_{\text{GH}}(\tilde{\gamma}(s), \tilde{\gamma}(t)) \leq d_{\text{GH}}(\gamma(s), \gamma(t)) \leq |t - s| d_{\text{GH}}(\gamma(0), \gamma(1)) = |t - s| d_{\text{GH}}(\tilde{\gamma}(0), \tilde{\gamma}(1)).
\]

This shows that \(\tilde{\gamma}\) is a geodesic connecting \(X\) and \(Y\) and thus \((\mathcal{U}, d_{\text{GH}})\) is geodesic.

**Remark 7.34.** More generally, one can show that \((\mathcal{U}, d_{\text{GH}}^{(p)})\) is \(p\)-geodesic by modifying the previous proof slightly, e.g., replacing Proposition 3.13 in the proof with Theorem 3.17.

We can also consider the \(p\)-interleaving distance for \(p \in [1, \infty]\) on \(\mathcal{U}\). However, none of \(d_{L_p}\) will impose geodesic structure on \(\mathcal{U}\).

**Proposition 7.35.** \((\mathcal{U}, d_{L_p})\) is not geodesic for any \(p \in [1, \infty]\).

**Proof.** Let \(X = \ast\) be the one point space and \(Y = \Delta_2(2)\) be the two-point space with inter-point distance 2. We prove that there is no midpoint between \(X\) and \(Y\). Then, by Lemma 7.29 we have that there is no geodesic connecting \(X\) and \(Y\).

Fix \(p \in [1, \infty]\). It is easy to show that \(d_{L_p}(X, Y) = 2^{1 - \frac{1}{p}}\). Suppose there exists a 1-midpoint \(Z \in \mathcal{U}\) such that \(d_{L_p}(X, Z) = d_{L_p}(Y, Z) = 2^{1 - \frac{1}{p}}\). Then, by Remark 6.17, \(\text{diam}(Z) = 2^{\frac{1}{p}} d_{L_p}(X, Z) = 1\).

First consider the case when \(p > 1\). By Corollary 6.15, \(d_{L_p}(Y, Z) \geq d_{\text{GH}}^{(p)}(Y, Z)\). By Proposition 4.11, we have

\[
d_{\text{GH}}^{(p)}(Y, Z) \geq 2^{\frac{1}{p}} \Lambda_p(\text{diam}(Y), \text{diam}(Z)) = 2^{\frac{1}{p}} \Lambda_p(2, 1) > 2^{-\frac{1}{p}}.
\]

Hence \(d_{L_p}(Y, Z) \geq d_{\text{GH}}^{(p)}(Y, Z) > 2^{\frac{1}{p}}\), contradiction.
Now suppose \( p = 1 \), then the argument above does not work since \( \Lambda_1(2, 1) = 1 \). Consider any two maps \( \varphi : Y \to Z, \psi : Z \to Y \). If \( \varphi(y_1) = \varphi(y_2) \), then
\[
codist_{1,1}(\varphi, \psi) \geq \frac{1}{2} \max(u_Y(y_1, \psi \circ \varphi(y_1)), u_Y(y_2, \psi \circ \varphi(y_2))) = 1.
\]
Otherwise suppose \( z_i := \varphi(y_i) \neq \varphi(y_2) =: z_2 \). Since \( \text{diam}(Z) = 1 \), we have that \( u_Z(z_1, z_2) \leq 1 \). If \( \psi(z_i) = y_i \) for \( i = 1, 2 \), then \( \text{dist}_{1,1}(\psi) \geq 1 \). Otherwise,
\[
codist_{1,1}(\varphi, \psi) \geq \frac{1}{2} \max(u_Y(y_1, \psi \circ \varphi(y_1)), u_Y(y_2, \psi \circ \varphi(y_2))) = 1.
\]
In conclusion, \( d_1(Y, Z) \geq 1 > \frac{1}{2} \) by Theorem 6.14, contradiction. \( \square \)

8. DISCUSSION

We introduced a one parameter family of Gromov-Hausdorff like distances \( d^{(p)}_{GH} \) which defines a \( p \)-metric on the collection \( \mathcal{M} \) of all compact metric spaces and the collection \( \mathcal{M}_p \) of all compact \( p \)-metric spaces. We studied the convergence of \( p \)-metric spaces under \( d^{(p)}_{GH} \) and established a pre-compactness theorem for \( (\mathcal{M}_p, d^{(p)}_{GH}) \). When \( p = \infty \), \( d^{(\infty)}_{GH} \) coincides with the Gromov-Hausdorff ultrametric \( u_{GH} \). We established a special structural result for \( u_{GH} \) which in turn gives rise to several characterizations of \( u_{GH} \) via, e.g., curvature sets. On the collection \( \mathcal{U} \) of all ultrametric spaces, there is a natural extent distance called the interleaving distance. We found a distortion characterization for this interleaving distance in Theorem 6.9. We further generalized the interleaving distance to \( p \)-interleaving distances and establish its Lipschitz equivalence with \( d^{(p)}_{GH} \) for all \( p \in [1, \infty) \).
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