We present new analytical three-dimensional solutions of the magnetohydrostatic equations, which are applicable to the co-rotating frame of reference outside a rigidly rotating cylindrical body, and have potential applications to planetary magnetospheres and stellar coronae. We consider the case with centrifugal force only, and use a transformation method in which the governing equation for the “pseudo-potential” (from which the magnetic field can be calculated) becomes the Laplace partial differential equation. The new solutions extend the set of previously found solutions to those of a “fractional multipole” nature, and offer wider possibilities for modelling than before. We consider some special cases, and present example solutions.
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1. Introduction

Analytical solutions of the magnetohydrostatic (MHS) equations without the assumption of spatial symmetries are very difficult to find; therefore, only a limited number of examples are known. One method for finding three-dimensional MHS equilibria, that is particularly appropriate for astrophysical applications, has been developed by Low and co-workers (Low 1982, 1984, 1985; Bogdan and Low 1985; Low 1991, 1992, 1993a, b, 2005), with additional contributions made by Neukirch (1995, 1997), Neukirch and Rastätter (1999), Petrie and Neukirch (2000) and Rudenko (2001). Solutions found by this method have been applied to solar and astrophysical systems by many authors (e.g. Zhao and Hoeksema 1993, 1994; Gibson and Bagenal 1995; Gibson et al. 1996; Aulanier et al. 1999; Zhao et al. 2000; Ruan et al. 2008; Lanza 2008, 2009; Wiegelmann et al. 2015; MacTaggart et al. 2016; Wiegelmann et al. 2017).

In order to allow for analytical solutions, the method relies on the presence of an external force; in the work referenced above, this external force is the gravitational force, either in Cartesian or spherical geometry. Another possibility for an external force is the centrifugal force that is present in the co-rotating frame of reference of a rigidly rotating plasma system (e.g. Low 1991). The corresponding theory and a few example solutions have been described by Neukirch (2009). Further work by Al-Salti et al. (2010) and Al-Salti and Neukirch (2010) has extended this to cases where the external force is a combination of centrifugal and gravitational forces. In these cases, however, numerical methods are needed to obtain solutions.

Neukirch (2009) only touched upon a few possible special cases to find illustrative examples of solutions. The purpose of the work in this paper is to extend some of the ideas formulated by Neukirch (2009) and to show that it is possible to find a far more general class of analytical solutions.
solutions. We will use the same geometrical set-up as Neukirch (2009) by assuming a rigidly rotating cylindrical central body, and will focus on a particular class of equilibria found by Neukirch (2009) (using a transformation method), discussing how this class of solutions can be extended considerably.

The structure of the paper is as follows: in section 2 we describe the basic theoretical approach, and previous work by Neukirch (2009). In section 3 we discuss further cylindrical MHS solutions, and present some examples. In section 4 we give a summary and conclusions.

2. Theoretical framework

2.1. Brief overview of general theory

In this section, we summarise the general theory developed by Low (1985, 1991, 1992, 1993a,b) for calculating a particular class of MHS equilibria. In this brief overview, we do not refer to a specific coordinate system, and hence the theory is applicable to various different cases (e.g. Neukirch 2009, Al-Salti et al. 2010, Al-Salti and Neukirch 2010). However, later in this paper we will focus on rigidly rotating cylindrical bodies, as discussed by Neukirch (2009).

The MHS equations, in the frame of reference co-rotating with the rigidly rotating body, have the form (e.g. Mestel 2003)

\[
\begin{align*}
\nabla \times B &= \mu_0 j, \\
\nabla \cdot B &= 0.
\end{align*}
\]

for current density \( j \), magnetic field \( B \), pressure \( p \), density \( \rho \), and potential \( V \).

In Low’s method (e.g. Low 1991), it is assumed that the current density can be written in terms of the potential \( V \) and a free function \( F \) as

\[
\begin{align*}
\nabla \cdot j &= 0. 
\end{align*}
\]

so that \( \nabla \cdot j = 0 \). This choice gives a current density that is perpendicular to the gradient of the potential and, although restrictive, is made to allow integrability of the force-balance equation.

Assuming that \( F \) has the form

\[ F(V, B) = \kappa(V) B \cdot \nabla V, \]

for a free function \( \kappa(V) \) (that describes the deviation from a potential field), then gives the magnetic field (using Ampère’s law (1b)) as

\[
B = \nabla U + f_\kappa (\nabla U \cdot \nabla V) \nabla V,
\]

where

\[
f_\kappa = \frac{\kappa(V)}{1 - \kappa(V)(\nabla V)^2}.
\]

We refer to the unknown function \( U \) in (4) as a “pseudo-potential”, from which we can calculate the magnetic field; it can be found by substituting the expression for \( B \) from (4) into the solenoidal constraint (1c), which gives the governing equation

\[
\nabla \cdot (\nabla U + f_\kappa (\nabla U \cdot \nabla V) \nabla V) = 0,
\]

which can be written in the form

\[
\nabla \cdot (\mathbf{M} \nabla U) = 0,
\]

where

\[
\mathbf{M} = \begin{pmatrix}
1 & -\kappa(V) \\
\kappa(V) & 1
\end{pmatrix}.
\]
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for the $3 \times 3$ matrix $M$ given by

$$M = I + f_\kappa \nabla V \nabla V,$$

where $I$ is the $3 \times 3$ unit matrix. Equation (6), or equivalently (7), is an elliptic partial differential equation provided $1 - \kappa(V)(\nabla V)^2 > 0$, otherwise it is hyperbolic (e.g. Al-Salti et al. 2010, Al-Salti and Neukirch 2010). The particular choice of $F$ given in (3) was made because it renders the fundamental equation (6), or (7), linear. For an example of a choice of $F$ that results in a nonlinear governing equation (see Neukirch 1997).

Following the theory as described by, e.g., Low (1991) or Neukirch (2009), the pressure and density are given by

$$p = p_0(V) - \frac{F^2}{2\mu_0\kappa(V)},$$

$$\rho = -\left(\frac{\partial p}{\partial V}\right)_F + \frac{1}{\mu_0}(B\cdot\nabla F),$$

where $p_0(V)$ is a hydrostatic background pressure, which should be chosen appropriately to ensure that both the pressure and density are positive. The final expressions for the pressure and density can then be obtained by substituting back for $F$ into (9a,b) (using (3)), which gives

$$p = p_0(V) - \frac{1}{2\mu_0}\kappa(V)(B\cdot\nabla V)^2,$$

$$\rho = -\frac{dp_0}{dV} + \frac{1}{2\mu_0}\frac{d\kappa}{dV}(B\cdot\nabla V)^2 + \frac{1}{\mu_0}\kappa(V)(B\cdot\nabla(B\cdot\nabla V)).$$

The system of equations (1a-c) can, finally, be closed by assuming a suitable equation of state. For example, for an ideal gas we have

$$T = \frac{\mu_m p}{R_0 \rho}$$

for universal gas constant $R_0$ and mean molecular weight $\mu_m$.

2.2. Rigidly rotating systems in cylindrical geometry

As stated above, we aim to extend the solution class found by Neukirch (2009) using cylindrical coordinates. Neukirch (2009) considered the somewhat artificial case of an infinitely long cylindrical body of radius $R_c$ rotating rigidly about its symmetry axis with a constant angular velocity $\Omega$. Defining a cylindrical coordinate system $(\varpi, \phi, z)$ in the co-rotating frame of reference and ignoring gravity, the potential $V$ is the centrifugal potential, given by

$$V = -\frac{1}{2}\Omega^2 \varpi^2. $$

We can simplify the mathematics of this problem by defining

$$\xi(V) = \kappa(V)(\nabla V)^2,$$

where $(\nabla V)^2 = -\Omega^4 \varpi^2$ for the centrifugal potential (12). Since $V$ depends only on $\varpi$, $\xi(V) \equiv \xi(\varpi)$ in this case. The governing equation for the “pseudo-potential” $U$ (see (6)) is then given in cylindrical coordinates as

$$\frac{1}{\varpi} \frac{\partial}{\partial \varpi} \left( \frac{\varpi}{1 - \xi(\varpi)} \frac{\partial U}{\partial \varpi} \right) + \frac{1}{\varpi^2} \frac{\partial^2 U}{\partial \phi^2} + \frac{\partial^2 U}{\partial z^2} = 0,$$
and the magnetic field components can be calculated from (4) as
\[ B_\varpi = \frac{1}{1 - \xi(\varpi)} \frac{\partial U}{\partial \varpi}, \quad B_\phi = \frac{1}{\varpi} \frac{\partial U}{\partial \phi}, \quad B_z = \frac{\partial U}{\partial z}. \] (15a–c)

The pressure and density expressions (10a) and (10b) can also be rewritten as
\[ p = \bar{p}_0(\varpi) - \frac{\xi(\varpi)}{2\mu_0} B_\varpi^2, \] (16a)
\[ \rho = \frac{1}{\Omega^2 \varpi} \left[ \frac{d\bar{p}_0}{d\varpi} - \frac{1}{2\mu_0} \frac{1}{(1 - \xi(\varpi))^2} \frac{d\xi}{d\varpi} \left( \frac{\partial U}{\partial \varpi} \right)^2 - \frac{1}{\mu_0} \xi(\varpi) (B \cdot \nabla) B_\varpi \right], \] (16b)
where we have corrected a typographical error in the work by Neukirch (2009). As previously discussed, the background pressure \( \bar{p}_0(\varpi) \) must be chosen in such a way that both the pressure and density are positive.

Using separation of variables, the general solution of (14) can be expressed as
\[ U(\varpi, \phi, z) = \sum_{m=-\infty}^{\infty} \exp(i m \phi) \int_{-\infty}^{\infty} \exp(i k z) \left[ A_m(k) F_{mk}^1(\varpi) + B_m(k) F_{mk}^2(\varpi) \right] dk, \] (17)
for, generally, complex coefficients \( A_m(k) \) and \( B_m(k) \), which are determined by the boundary conditions.

3. The constant \( \xi \) case

We will focus on the simplest case, \( \xi = \xi_0 \), for constant \( 0 < \xi_0 < 1 \). Using the separation of variables method of the previous section, we find that the functions \( F_{nk}^m \) are modified Bessel functions (Neukirch 2009). In this simplest case, however, it also is possible to find solutions of (14) by using the coordinate transformation
\[ \bar{\varpi} = \sqrt{1 - \xi_0 \varpi}, \quad \bar{\phi} = \frac{\phi}{\sqrt{1 - \xi_0}}, \] (18a,b)
as pointed out by Neukirch (2009). We will focus on this method for the remainder of the paper. The transformation gives (14) as the Laplace equation in the transformed cylindrical coordinates \( (\bar{\varpi}, \bar{\phi}, z) \);
\[ \frac{1}{\bar{\varpi}} \frac{\partial}{\partial \bar{\varpi}} \left( \bar{\varpi} \frac{\partial U}{\partial \bar{\varpi}} \right) + \frac{1}{\bar{\varpi}^2} \frac{\partial^2 U}{\partial \bar{\phi}^2} + \frac{\partial^2 U}{\partial z^2} = 0, \] (19)
which, in principle, allows solutions of the Laplace equation to be transformed into solutions of (14) for \( \xi(\varpi) = \xi_0 \).

One important aspect to note is that, for a valid solution, \( U \) must be \( 2\pi \)-periodic in the untransformed azimuthal coordinate \( \phi \). To achieve this, Neukirch (2009) chose \( \xi_0 = 1 - n^{-2} \), with \( n \) an integer \( \geq 2 \). This implies that any \( \bar{\phi} \) dependence of a solution of (19) will be transformed into an \( n\phi \) dependence and, hence, the lowest order dependence on the untransformed azimuthal coordinate, \( \phi \), is a \( 2\phi \) dependence. Additionally, superposition of solutions for different \( n \) values is not possible, because they would correspond to solutions for different values of \( \xi_0 \), and it is also unsatisfactory that the method cannot be used for arbitrary values of \( \xi_0 < 1 \).

We will now demonstrate how to generalise the method using the transformation (18) in such a way that the restrictions we just mentioned no longer apply, which allows us to find more general MHS equilibrium solutions for the rigidly rotating cylinder case with \( \xi(\varpi) = \xi_0 \). We will make use of the fact that we are free to solve Laplace’s equation (19) in any coordinate
system of our choice. We define the “pseudo-spherical” coordinates \((\bar{r}, \bar{\theta}, \bar{\phi})\) in terms of our transformed cylindrical coordinates \((\bar{x}, \bar{\phi}, z)\), where
\[
\bar{r}^2 = \bar{x}^2 + z^2, \quad \cos \bar{\theta} = \frac{z}{\bar{r}}.
\]
(20a,b)
The Laplace equation \([19]\) is then given by
\[
\frac{1}{\bar{r}^2} \frac{\partial}{\partial \bar{r}} \left( \bar{r}^2 \frac{\partial U}{\partial \bar{r}} \right) + \frac{1}{\bar{r}^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial U}{\partial \theta} \right) + \frac{1}{\bar{r}^2 \sin^2 \theta} \frac{\partial^2 U}{\partial \bar{\phi}^2} = 0.
\]
(21)
This equation can be solved by using the separation of variables
\[
U(\bar{r}, \bar{\theta}, \bar{\phi}) = R(\bar{r}) \Theta(\bar{\theta}) \Phi(\bar{\phi}),
\]
(22)
which gives solutions of the form
\[
U(\bar{r}, \bar{\theta}, \bar{\phi}) = \left( A_{\mu\nu} \bar{r}^{-(\nu+1)} + B_{\mu\nu} \bar{r}^\nu \right) \left[ C_{\mu\nu} P_\nu^\mu(\cos \bar{\theta}) + D_{\mu\nu} P_\nu^\mu(-\cos \bar{\theta}) \right] \exp(i\mu\bar{\phi}),
\]
(23)
where the \(P_\nu^\mu\) functions are associated Legendre functions of the first kind (Abramowitz and Stegun 1964, Olver et al. 2010), and \(A_{\mu\nu}, B_{\mu\nu}, C_{\mu\nu},\) and \(D_{\mu\nu}\) are constants that are determined by the boundary conditions. For example, if we impose the condition that \(U\) tends to zero as \(\bar{r} \to \infty\), then the constant \(B_{\mu\nu} = 0\) (if we assume \(\nu > 0\)). In general, both \(\mu\) and \(\nu\) can be non-integers, with \(\mu\) the order and \(\nu\) the degree of the Legendre functions. If \(\mu\) and \(\nu\) are not integers, the solutions are reminiscent of fractional multipoles (see, e.g., Engheta (1996), Debnath (2003)). Note that, in the solutions \([23]\), we have chosen the two associated Legendre functions \(P_\nu^\mu(\cos \bar{\theta})\) and \(P_\nu^\mu(-\cos \bar{\theta})\); these are linearly independent unless both \(\mu\) and \(\nu\) are integers.

We can constrain the possible values for \(\mu\) by the requirement that the solution must be 2\(\pi\)-periodic in the untransformed azimuthal coordinate \(\bar{\phi}\). If we assume that we have chosen a value for \(\xi_0\) (with \(0 < \xi_0 < 1\)), this gives
\[
\mu = m \sqrt{1 - \xi_0},
\]
(24)
for integer \(m\), with no further restriction imposed on the value for \(\xi_0\). In particular, unlike for the previously discussed solutions (Neukirch 2009), we are no longer restricted to a lowest order dependence of 2\(\bar{\phi}\); we are free to choose \(m = 1\).

Since we are concerned with solutions outside a cylindrical body, we will write the solution \([23]\) (taking \(B_{\mu\nu} = 0\)) in terms of our transformed cylindrical coordinates as
\[
U(\bar{x}, \bar{\phi}, z) = \frac{A_{\mu\nu} \exp(i\mu\bar{\phi})}{(\bar{x}^2 + z^2)^{(\nu+1)/2}} \left[ C_{\mu\nu} P_\nu^\mu\left(\frac{z}{\sqrt{\bar{x}^2 + z^2}}\right) + D_{\mu\nu} P_\nu^\mu\left(-\frac{z}{\sqrt{\bar{x}^2 + z^2}}\right) \right].
\]
(25)
We note that the Legendre functions can be singular when their argument equals \pm 1; from \([25]\), this corresponds to \(\bar{x} = 0\) and \(z \to \pm \infty\). Since we are interested only in the solution outside the central cylindrical body, points with \(\bar{x} = 0\), i.e. on the rotation axis, do not present a problem, since they are hidden inside the cylinder (note, however, that this would be problematic in the case of a central rigidly rotating spherical body). By looking at the asymptotic behaviour of the Legendre functions, it is possible to show that, for a given choice of \(\nu\), there exists a range of permitted \(\mu\) values for which the “pseudo-potential” \(U(\bar{x}, \bar{\phi}, z)\), and all of the terms in the force balance equation \([1]\), vanish as \(z \to \pm \infty\) (i.e. on the upper and lower boundaries of the cylindrical domain), as required for a physically reasonable solution. For a further discussion of this point, see the appendix.

The governing equation for the “pseudo-potential” \(U\) (see \([21]\)) of course ensures that the magnetic field is divergence free. For a valid solution, however, we have the additional requirement that the integral of \(\nabla \cdot B\) over the cylindrical volume, \(V_c\), must vanish or, equivalently,
that the flux through the cylindrical surface, \(S_c\), vanishes;
\[
\int_{V_c} (\nabla \cdot \mathbf{B}) \, dV = \int_{S_c} \mathbf{B} \cdot d\mathbf{S} = 0.
\]  
(26)

We will discuss this further for the particular form of solution that we consider in section 3.1.

3.1. **Special case: \(\mu = -\nu\)**

As discussed in section 3, the Legendre functions contained in the solution (25) can generally have singularities, which places restrictions on the parameters \(\mu\) and \(\nu\). The following closed form exists for the Legendre functions, however, for the case \(\mu = -\nu\) \cite{Abramowitz and Stegun 1964, Olver et al. 2010};
\[
P_{\nu}^{-\nu}(x) = \frac{2^{-\nu} (1 - x^2)^{\nu/2}}{\Gamma(\nu + 1)}.
\]  
(27)

Note that, under these conditions, \(P\) is an even function, and so the two Legendre functions in (25) are equal. Using (27), we can, for a given \(\nu\), consider a single solution of (25), in terms of the original (untransformed) cylindrical coordinates \((\varpi, \phi, z)\), as
\[
U(\varpi, \phi, z) = U_0 2^{-\nu} (1 - \xi_0)^{\nu/2} \frac{\varpi^\nu \cos(\nu \phi / \sqrt{1 - \xi_0})}{[1 - \xi_0 (\varpi^2 + z^2)^{\nu+1/2}]},
\]  
(28)

for constant \(U_0\). For illustrative purposes later, when we superpose the new solutions with a magnetic dipole solution, we normalise \(\varpi\) and \(z\) by the cylinder radius \(R_c\) and choose
\[
U_0 = \frac{\mu_0 m_d}{4\pi} \frac{A_\nu R_c^{\nu - 1} \Gamma(\nu + 1)}{2^{-\nu} (1 - \xi_0)^{\nu/2}},
\]  
(29)

where \(m_d\) is a parameter with dimensions of a dipole moment. We then normalise \(U\) by \(\mu_0 m_d / (4\pi R_c^2)\), which gives the normalised “pseudo potential” as
\[
U(\varpi, \phi, z) = A_\nu \frac{\varpi^\nu \cos(\nu \phi / \sqrt{1 - \xi_0})}{[1 - \xi_0 (\varpi^2 + z^2)^{\nu+1/2}]},
\]  
(30)

where \(\varpi\) and \(z\) now refer to normalised quantities. It can be seen that, provided \(\nu > -1/2\), the solution will tend to zero in the limit \(z \to \pm\infty\) (and \(\varpi \to \infty\), which must also be true for a physically viable solution).

Using (15a-c), the magnetic field components are given by
\[
B_\varpi = A_\nu \frac{\cos(\nu \phi / \sqrt{1 - \xi_0})}{1 - \xi_0} \left[ \frac{\nu \varpi^{\nu-1}}{[1 - \xi_0 (\varpi^2 + z^2)^{\nu+1/2}] - (1 - \xi_0) (2\nu + 1) \varpi^{\nu+1}} \right],
\]  
(31a)

\[
B_\phi = -\frac{A_\nu \varpi^{\nu-1} \sin(\nu \phi / \sqrt{1 - \xi_0})}{\sqrt{1 - \xi_0 [1 - \xi_0 (\varpi^2 + z^2)^{\nu+1/2}]}};
\]  
(31b)

\[
B_z = -A_\nu (2\nu + 1) \frac{z \varpi^\nu \cos(\nu \phi / \sqrt{1 - \xi_0})}{[1 - \xi_0 (\varpi^2 + z^2)^{\nu+3/2}]},
\]  
(31c)

where the normalising factor for the magnetic field is \(B_0 = \mu_0 m / (4\pi R_c^2)\). It is straightforward to verify that the divergence of this field vanishes. For \(\nu > -1/2\) (the condition above), all three field components tend to zero in the limit \(z \to \pm\infty\), and also for \(\varpi \to \infty\).

As previously discussed, a further requirement is that the pressure, density and current density all vanish as \(z \to \pm\infty\). We do not include the expressions here, but it is straightforward to verify that all terms satisfy this requirement when we take \(\nu > -1/2\).
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It is also straightforward to verify that (\ref{26}) is satisfied for the magnetic field given by (31a-c), since the integral over \( \phi \) vanishes. In the axisymmetric case, which we can obtain by setting \( \nu = 0 \) (for example), the integral is given (via the divergence theorem) by

\[
\int_{V_c} (\nabla \cdot B) dV = -2\pi R_c^2 A_0 \int_{-\infty}^{\infty} \frac{(1 - \xi_0) R_c^2 + z^2}{}^{3/2} dz = -\frac{4\pi A_0}{1 - \xi_0},
\]

and so it does not vanish. This is due to the fact that, for the special cases considered in this section, \( \nu = 0 \) corresponds to a monopole solution. We therefore restrict attention to solutions depending on all three coordinate variables (when \( \mu = -\nu \); the point above does not imply that we cannot have axisymmetric solutions in general). Note, however, that since Laplace’s equation is linear, we can superpose linearly independent solutions to construct a new solution and, hence, could superpose one of our new solutions with a known axisymmetric solution of Laplace’s equation, such as that of a magnetic dipole aligned with the rotation axis. The only requirement when doing such a superposition is that the constant \( \xi_0 \) must be the same for each linearly independent solution, for consistency with the coordinate transformation \( 18 \).

This point is illustrated in section 3.2

3.2. Example solutions for \( \mu = -\nu \)

In this section, we will give some illustrative examples of the solutions with \( \mu = -\nu \). For our first example, we take \( \nu = 1/2 \) and hence \( \mu = -1/2 \). Figures 1-3 show the magnetic field lines and strength of the radial magnetic field, \( B_\varphi \) (shaded on the cylinder), from three different viewing angles, for \( m = -1 \) (figure 1), \( m = -2 \) (figure 2) and \( m = -3 \) (figure 3), i.e. we are varying the dependence of the solution on \( \phi \). Since \( \mu \) is related to \( \xi_0 \) through (24) (when \( \mu = -\nu \)), increasing \( |m| \) with a fixed \( \nu \) means that we increase \( \xi_0 \) - it gets closer and closer to one. This results in a stretching of the field lines, as can be seen from figures 1-3 and the polarity of the radial magnetic field changes more frequently as \( \xi_0 \) gets closer to one (black and white regions on the cylinder correspond to opposite polarities). Note also that the radial field is strongly confined to the central region of the cylinder in each case (grey regions on the cylinder correspond to those where the radial magnetic field is negligible).

On the other hand, if we fix \( \xi_0 \), then varying \( m \) will give us different values of \( \nu \). We have already considered the case \( m = -1 \), which gives \( \nu = 1/2 \) when \( \xi_0 = 3/4 \) (figure 1). Figures 4 and 5 show the magnetic field lines and radial magnetic field (shaded) for \( \xi_0 = 3/4 \), from three different viewing angles, for \( \nu = 5/2 \), i.e. \( m = -5 \) (figure 4) and \( \nu = 7/2 \), i.e. \( m = -7 \) (figure 5). It can be seen that the radial stretching of the field lines is roughly the same in each case due to the solutions having the same value of \( \xi_0 \), but in this case increasing \( \nu \) corresponds to increasing \( |m| \), i.e. changing the \( \phi \) dependence of the solutions, which can be seen from the polarity of the radial magnetic field (plotted on the surface of the cylinder); there are more frequent changes in the polarity for higher values of \( \nu \).

For a complete MHS equilibrium solution, we also need to find the pressure and density, and specify the temperature through an equation of state. To illustrate the effect of changing \( \xi_0 \), we will now show plots of the pressure and density variation for the parameters in figures 1-3 (obtained by subtracting the background terms). Figures 6 and 7 show contours of the natural logarithm of the pressure variation at \( \varpi = 1.5 \) and \( \varpi = 3.0 \), respectively.

From (16a), it is clear that the pressure variation is always negative for a constant \( \xi_0 \) and, hence, we plot the natural logarithm of its modulus. This means that the pressure will always be less than the chosen background pressure. Figures 8 and 9 show contours of the natural logarithm of the density variation at \( \varpi = 1.5 \) and \( \varpi = 3.0 \), respectively. The density variation can be both positive and negative, meaning that the density can be either enhanced or reduced compared to the chosen background density. For plotting the density variation, therefore, we add a constant \( (1 + \epsilon)\rho_{\text{min}} \) before taking the natural logarithm, where \( \epsilon \) is a chosen “small”
Figure 1. The field lines and radial magnetic field (shaded) for $\nu = 1/2$ and $m = -1$ ($\xi_0 = 3/4$), shown from three different viewing angles.

Figure 2. The field lines and radial magnetic field (shaded) for $\nu = 1/2$ and $m = -2$ ($\xi_0 = 15/16$), shown from three different viewing angles.

Figure 3. The field lines and radial magnetic field (shaded) for $\nu = 1/2$ and $m = -3$ ($\xi_0 = 35/36$), shown from three different viewing angles.
Figure 4. The field lines and radial magnetic field (shaded) for $\xi_0 = 3/4$ and $\nu = 5/2$, shown from three different viewing angles.

Figure 5. The field lines and radial magnetic field (shaded) for $\xi_0 = 3/4$ and $\nu = 7/2$, shown from three different viewing angles.
Figure 6. Plots showing the pressure variation for $\nu = 1/2$ and (a) $\xi_0 = 3/4$, (b) $\xi_0 = 15/16$, (c) $\xi_0 = 35/36$, at $\varpi = 1.5$. (colour online)

Figure 7. Plots showing the pressure variation for $\nu = 1/2$ and (a) $\xi_0 = 3/4$, (b) $\xi_0 = 15/16$, (c) $\xi_0 = 35/36$, at $\varpi = 3.0$. (colour online)
Figure 8. Plots showing the density variation for $\nu = \frac{1}{2}$ and (a) $\xi_0 = \frac{3}{4}$, (b) $\xi_0 = \frac{15}{16}$, (c) $\xi_0 = \frac{35}{36}$, at $\varpi = 1.5$. (colour online)

Figure 9. Plots showing the density variation for $\nu = \frac{1}{2}$ and (a) $\xi_0 = \frac{3}{4}$, (b) $\xi_0 = \frac{15}{16}$, (c) $\xi_0 = \frac{35}{36}$, at $\varpi = 3.0$. (colour online)
parameter and $\rho_{\text{min}}$ is the minimum value of the density in the domain. In doing this, we are shifting the values of the function on the contours, but still capturing the shape of the contours.

From figures 6-9, the periodicity in the density and pressure can be seen, and it is clear that, as $\xi_0$ increases (becomes closer to 1), there are a greater number of oscillations in the radial magnetic field as $\xi_0$ is increased. It can also be seen that both the pressure and density decrease with increasing radial coordinate in each case. The normalising factors for the pressure and density are $B_0/(2\mu_0) = \mu_0 m_0^2/(32\pi^2 R_c^6)$ and $\rho_0 = \mu_0 m_0^2/(32\pi^2 \Omega^2 R_c^8)$, respectively.

In this section, we have given some simple example solutions for the special case $\mu = -\nu$. We have chosen non-integer values of $\nu$ in each example, and so the solutions shown resemble fractional multipoles (Engheta 1996, Debnath 2003). For integer values of $\nu$, however, we note that the magnetic field, pressure and density all have a structure which is qualitatively similar to that of the fractional multipole-type solutions and so, in that sense, there is nothing “special” about the fractional multipole solutions compared to the integer multipole ones (for this special class of solutions).

3.3. Example: superposition of solutions

As we have previously discussed, Laplace’s equation is linear, and so we can superpose linearly independent solutions in any way we like to construct a new solution. We will briefly illustrate this point in the present section.

We could, e.g., superpose the solutions in figures 1, 4 and 5 to create a new solution. We will not demonstrate this, however, since the structure of the field lines is relatively similar in each case. We could also superpose one (or as many as we like) of the solutions with, e.g. an axisymmetric dipole solution, or a tilted/shifted dipole solution. Neukirch (2009) considered a dipole solution of the form

$$U(\varpi, \phi, z) = -A_d f(\varpi, \phi, z)/g(\varpi, \phi, z), \quad (33a)$$

where

$$f(\varpi, \phi, z) = \sin \Theta \cos \Psi \left( \varpi \cos \left( \frac{\phi}{\sqrt{1 - \xi_0}} \right) - \varpi_d \right) + \sin \Theta \sin \Psi \sin \left( \frac{\phi}{\sqrt{1 - \xi_0}} \right) \varpi + \frac{z \cos \Theta}{\sqrt{1 - \xi_0}}, \quad (33b)$$

$$g(\varpi, \phi, z) = \left[ \varpi^2 - 2\varpi_d \varpi \cos \left( \frac{\phi}{\sqrt{1 - \xi_0}} \right) + \varpi_d^2 + \frac{z^2}{(1 - \xi_0)} \right]^{3/2}, \quad (33c)$$

where $A_d$ is a constant and the “pseudo-potential” $U$ is normalised by $\mu_0 m_d/(4\pi R_c^2)$; the angles $\Theta$ and $\Psi$ are the polar and azimuthal angles for the dipole direction, and $\varpi_d$ is the displacement of the dipole along the $x$-axis. Note that the dipole solution above with $\Theta = 0$ and $\varpi_d = 0$ can be obtained from the solution in (25) by normalising in the same way as above, and setting $\mu = 0$, $\nu = 1$, $A_{01} = -(1 - \xi_0)A_d/2$, $C_{01} = 1$ and $D_{01} = -1$; it is an example of an integer multipole case.

For illustration, the parameters used by Neukirch (2009) were $\xi_0 = 3/4$, $\Theta = \psi = \pi/4$, $\varpi_d = 0.5$. This solution is shown in figure 10. Figures 11-13 show the result of superposing this dipole solution with the fractional multipole solution shown in figure 1, for $\xi_0 = 3/4$, $\nu = 1/2$, and three different values of the ratio $A_v/A_d$, which represents the relative size of the two solutions superposed.
Figures 14 and 15 show contours of the natural logarithm of the pressure variation for the superposed solution at $\varpi = 1.5$ and $\varpi = 3.0$, respectively, for the values of the ratio $A_\nu / A_d$ taken in figures 11-13. Again, from (16a), we have that the pressure variation is always negative for a constant $\xi_0$, and so we plot the natural logarithm of its modulus. Figures 16 and 17 show contours of the natural logarithm of the density variation, again for $\varpi = 1.5$ and $\varpi = 3.0$ and the three different values of the ratio $A_\nu / A_d$. As before, we have that the density variation can be positive or negative, and so we add a constant $(1 + \epsilon)|\rho_{\text{min}}|$ before taking the natural logarithm, where $\epsilon$ is a chosen “small” parameter and $\rho_{\text{min}}$ is the minimum value of the density in the domain.

It can be seen that, in the three cases, there is a different periodicity in $\phi$ from the examples previously discussed, since the superposed dipole solution has a periodicity of $2\phi$. For a given value of the ratio $A_\nu / A_d$, it can be seen that both the pressure and density variations decrease as the radial coordinate increases. For a fixed value of the radial coordinate, increasing the ratio $A_\nu / A_d$ results in a noticeable alteration of the pressure and density structure in each case, since the fractional multipole part has a different structure than the dipole component, which becomes more pronounced as the relative amplitude increases.

Figure 10. The dipole solution considered by Neukirch (2009), which is centred at $x = \varpi_d = 0.5$, and tilted by the angles $\Theta = \Psi = \pi/4$ (shown from three different viewing angles).

Figure 11. The superposition of the titled dipole solution from figure 10 with the fractional multipole solution shown in Fig 2a, for $\xi_0 = 3/4$ and $\nu = 1/2$, for $A_\nu / A_d = 0.1$, shown from three different viewing angles.
Figure 12. The superposition of the titled dipole solution from figure 10 with the fractional multipole solution shown in Fig 2a, for $\xi_0 = 3/4$ and $\nu = 1/2$, for $A_\nu/A_d = 0.2$, shown from three different viewing angles.

Figure 13. The superposition of the titled dipole solution from figure 10 with the fractional multipole solution shown in Fig 2a, for $\xi_0 = 3/4$ and $\nu = 1/2$, for $A_\nu/A_d = 0.4$, shown from three different viewing angles.
Figure 14. Plots of the pressure variation for the superposition of solutions shown in figures 11-13 with (a) \( A_{\nu}/A_d = 0.1 \), (b) \( A_{\nu}/A_d = 0.2 \), (c) \( A_{\nu}/A_d = 0.4 \), at \( \varpi = 1.5 \). (colour online)

Figure 15. Plots of the pressure variation for the superposition of solutions shown in figures 11-13 with (a) \( A_{\nu}/A_d = 0.1 \), (b) \( A_{\nu}/A_d = 0.2 \), (c) \( A_{\nu}/A_d = 0.4 \), at \( \varpi = 3.0 \). (colour online)
Figure 16. Plots of the density variation for the superposition of solutions shown in figures 11-13 with (a) $\nu/\alpha_d = 0.1$, (b) $\nu/\alpha_d = 0.2$, (c) $\nu/\alpha_d = 0.4$, at $\omega = 1.5$. (colour online)

Figure 17. Plots of the density variation for the superposition of solutions shown in figures 11-13 with (a) $\nu/\alpha_d = 0.1$, (b) $\nu/\alpha_d = 0.2$, (c) $\nu/\alpha_d = 0.4$, at $\omega = 3.0$. (colour online)
4. Summary and conclusions

In this paper, we have presented further three-dimensional analytical solutions of the MHS equilibrium problem in the co-rotating frame of reference outside a magnetised rigidly rotating cylindrical body, for the case with only centrifugal force (neglecting gravity), which extends previous work by Neukirch (2009). We have used the method developed by Low (e.g. Low 1985, 1991, 1992, 1993a,b) and a transformation method used by Neukirch (2009). The governing equation for the “pseudo-potential” (from which the components of the magnetic field can be derived) can be transformed into Laplace’s equation, for which many simple solutions are known.

We have shown how, through the use of “pseudo-spherical” coordinates, we can find further separable cylindrical solutions. These solutions contain associated Legendre functions, which in general can have any order and/or degree. This, for example, gives rise to fractional multipole solutions (see, e.g., Engheta 1996, Debnath 2003) which, to the best of our knowledge, have not been discussed before in the context of MHS equilibria. The further solutions also have a less restrictive dependence on the azimuthal coordinate, \( \phi \), than those discussed by Neukirch (2009) - they can depend on \( \phi \), and so no longer have a lowest order dependence of \( 2\phi \).

We have presented some simple example solutions for the case when the degree and order of the associated Legendre functions sum to zero; in this case a simple closed form can be used, which allows us to ensure (in a straightforward way) that the solution does not contain any singularities. It should be noted, however, that for these example cases we restrict attention to solutions depending on all three coordinate variables, since the axisymmetric solutions (i.e. those which are independent of \( \phi \)) do not satisfy the requirement that the integral of \( \nabla \cdot \mathbf{B} \) vanishes over the cylindrical volume.

Since Laplace’s equation is linear, we can also superpose solutions in any way we like in order to construct a new solution. We demonstrated this by showing an example solution constructed by superposing one of our new solutions with a dipole solution that was previously discussed by Neukirch (2009).

It is important to bear in mind that we have considered an idealised case of an infinitely long cylinder, which was done in order to make analytical progress. The boundary conditions will be different for each case, and simply depend on what the particular solution looks like on the boundary of the cylinder. We have shown that superposition of solutions is possible, and an interesting point to explore would be whether the method we have used can capture every possibility.

For applications to, e.g., stellar physics, it would be more useful to consider MHS equilibrium solutions outside a rigidly rotating spherical body. We have attempted to do this using the methods presented in this paper. A problem, however, is that for our choice \( \kappa(V) = \xi_0/(\nabla V)^2 \), the density becomes singular on the rotation axis. We could avoid this problem by considering only values of \( \theta \) in the range \( 0 < \theta_{min} \leq \theta \leq \theta_{max} < \pi \) (i.e. excluding points on the rotation axis), which would require us to specify boundary conditions for either \( U \) or \( B \) at \( \theta_{min} \) and \( \theta_{max} \). Alternatively, we could take a different choice of \( \kappa(V) \) to make the expression for the density non-singular, but this would force us to use a different method, since the transformation method discussed here would no longer work. For example, we could use a numerical method similar to that discussed by Al-Salti et al. (2010) and Al-Salti and Neukirch (2010).
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Appendix A: Choosing the parameters $\mu$ and $\nu$

In section 3 we discussed how the Legendre functions in the solution (25) can be singular when their argument equals $\pm 1$, corresponding to $z \to \pm \infty$ (and $\bar{\nu} = 0$, but we do not need to consider this limit, as discussed in the main text). This places a restriction on the choices we can take for the parameters $\mu$ and $\nu$, which represent the order and degree of the Legendre functions, respectively. These parameters must be chosen in such a way that the “pseudo-potential” $U(\bar{\nu}, \bar{\phi}, z)$ and all of the terms in the force balance equation (1a) vanish as $z \to \pm \infty$ (i.e. on the upper and lower boundaries of the cylindrical domain).

In the discussion below, we restrict attention to real-valued solutions of the Legendre equation, which are also known as Ferrers’ functions (Olver et al. 2010). As the argument of either of the Legendre functions in (25) approaches 1 from below, i.e. as $z \to \infty$ for the first function, and $z \to -\infty$ for the second function, they have the asymptotic form (Olver et al. 2010)

$$P_\mu^\nu(x) \sim \frac{1}{\Gamma(1 - \mu)} \left( \frac{2}{1 - x} \right)^{\mu/2},$$

where $\Gamma$ is the gamma function. This formula applies if $\mu$ is not a positive integer (the gamma function has poles when its argument is equal to zero or a negative integer). We will first consider part of the solution in (25), given by

$$U_1(\bar{\nu}, z) = (\bar{\nu}^2 + z^2)^{-(\nu+1)/2} P_\mu^\nu \left( \frac{z}{\sqrt{\bar{\nu}^2 + z^2}} \right),$$

where we do not include the $\bar{\phi}$ dependence, or the constants $A_{\mu\nu}$ and $C_{\mu\nu}$, since they play no role in the discussion. We can show that we require $\mu < \nu + 1$ such that $U_1 \to 0$ when $z \to \infty$, i.e. when the argument of the Legendre function in (A.2) approaches 1 from below. In this limit, we have (using (A.1))

$$U_1(\bar{\nu}, z) \propto \left( 1 + \frac{\bar{\nu}^2}{z^2} \right)^{\mu/4 - (\nu+1)/2} G(\bar{\nu}, z),$$

where

$$G(\bar{\nu}, z) = z^{-(\nu+1)} \left( \sqrt{1 + \frac{\bar{\nu}^2}{z^2}} - 1 \right)^{-\mu/2}.$$
For $z \to \infty$, the function multiplying $G(\bar{\omega}, z)$ in (A.3a) tends to 1, and so we need to calculate the range of values of $\mu$ and $\nu$ such that $G \to 0$ for $z \to \infty$, to determine when $U_1 \to 0$ in this limit. We only need to consider the case when $\mu > 0$, since, if $\mu < 0$, the limit will vanish regardless of the values of $\mu$ and $\nu$ (provided $\nu > -1$). Letting $X = z^{-2}$, we have that

$$\lim_{z \to \infty} G(\bar{\omega}, z) = \lim_{X \to 0} \left[ \frac{X^{(\nu+1)/2}}{\left(\sqrt{1 + \bar{\omega}^2 X} - 1\right)^{\mu/2}} \right].$$  \hspace{1cm} (A.4)

By applying L'Hôpital’s rule several times, it becomes apparent that we must repeat the process $n$ times, until $\mu/2 - n > 0$, i.e. so that we do not have zero in the denominator when taking the limit. At the same time, we require that $(\nu+1)/2 - n > 0$. Combining the conditions on $\mu$ and $\nu$ gives

$$(\nu + 1)/2 > n > \mu/2 \quad \implies \quad \mu < \nu + 1. \hspace{1cm} (A.5)$$

In the opposite limit, i.e. as the argument of the Legendre function in (A.2) approaches $-1$ from above ($z \to -\infty$), we can use connection formulae for the Legendre functions (Olver et al. 2010) to write the limit in terms of the limit $x \to 1^-$ ($z \to \infty$). We can derive the formula

$$\lim_{x \to 1^+} P_\nu^\mu(x) = \lim_{x \to 1^-} \left[ C_{\nu\mu} P_\nu^\mu(x) - \frac{2}{\pi} S_{\nu\mu} Q_\nu^\mu(x) \right],$$ \hspace{1cm} (A.6)

where $C_{\nu\mu} = \cos \left(\left[\nu + \mu\right] \pi\right)$, $S_{\nu\mu} = \sin \left(\left[\nu + \mu\right] \pi\right)$ and $Q_\nu^\mu$ is an associated Legendre function of the second kind. Using (A.6), we have

$$\lim_{z \to -\infty} U_1(\bar{\omega}, z) = \lim_{z \to \infty} \left[ \frac{C_{\nu\mu} P_\nu^\mu \left(\frac{z}{\sqrt{\bar{\omega}^2 + z^2}}\right) - \frac{2}{\pi} S_{\nu\mu} Q_\nu^\mu \left(\frac{z}{\sqrt{\bar{\omega}^2 + z^2}}\right)}{(\bar{\omega}^2 + z^2)^{(\nu+1)/2}} \right].$$ \hspace{1cm} (A.7)

We have already determined the first term on the right-hand side of (A.7) (apart from a constant factor), i.e. the limit of $U_1$ as $z \to \infty$, which vanishes if $\mu < \nu + 1$. We must now ensure that the second term, i.e.

$$- \frac{2}{\pi} S_{\nu\mu} \lim_{z \to \infty} \left[ (\bar{\omega}^2 + z^2)^{-(\nu+1)/2} \right] Q_\nu^\mu \left(\frac{z}{\sqrt{\bar{\omega}^2 + z^2}}\right),$$ \hspace{1cm} (A.8)

vanishes. In the limit $x \to 1^-$, the function $Q_\nu^\mu(x)$ has the asymptotic form

$$Q_\nu^\mu(x) \sim \frac{\Gamma(-\mu)\Gamma(\nu +\mu + 1)}{2\Gamma(\nu -\mu + 1)} \left(\frac{1 - x}{2}\right)^{\mu/2},$$ \hspace{1cm} (A.9)

which is valid if $\mu$ is not zero or a positive integer and if $\nu \pm \mu$ is not equal to a negative integer. By applying this formula to (A.8), we see that the limit is zero if $\mu > 0$, but can be singular if $\mu < 0$. In such a case, it is then clear that determining the limit in (A.8) requires us to determine the limit of $U_1$ for $z \to \infty$ (as described above), but with $\mu$ replaced by $-\mu$. This means that, to avoid any singular limits, we must have $-\mu < \nu + 1$, i.e. $\mu > -(\nu + 1)$.

For the second Legendre function in (25), we can follow a similar argument to the above and, by symmetry, arrive at the same restrictions on $\mu$ such that that part of the solution tends to zero in the limit $z \to \pm\infty$.

We have shown, therefore, that, given a particular value of $\nu$, the solution will tend to zero for $z \to \pm\infty$ provided we choose a value of $\mu$ in the range $-(\nu + 1) < \mu < \nu + 1$ that is not zero or a positive integer, and provided $\nu \pm \mu$ is not a negative integer. Since $U$ vanishes for $z \to \pm\infty$ under these conditions, the other terms in the force-balance equation (1b) will also
vanish, since they can be calculated from derivatives of $U$ (and so involve smaller powers of $z$ than $U$ does).

In this appendix, we have given an example to illustrate the restrictions that arise when choosing $\mu$ and $\nu$ such that the solution is physically reasonable. It should not be considered as a general proof, however, since the asymptotic formulae we have used only apply to particular choices for $\mu$ and $\mu \pm \nu$. 