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Abstract—This paper introduces DGBench, a fully reproducible open-source testing system to enable benchmarking of dynamic grasping in environments with unpredictable relative motion between robot and object. We use the proposed benchmark to compare several visual perception arrangements. Traditional perception systems developed for static grasping are unable to provide feedback during the final phase of a grasp due to sensor minimum range, occlusion, and a limited field of view. A multi-camera eye-in-hand perception system is presented that has advantages over commonly used camera configurations. We quantitatively evaluate the performance on a real robot with an image-based visual servoing grasp controller and show a significantly improved success rate on a dynamic grasping task.

Index Terms—Performance Evaluation and Benchmarking, Perception for Grasping and Manipulation, Grasping.

I. INTRODUCTION

The ability to quickly and reliably grasp objects in arbitrary environments is a key capability for many robot applications. In real-world tasks it is often necessary to interact with dynamic objects or interact with objects while a robot is in motion. Both of these scenarios present the opportunity for relative motion between hand and object that increases the difficulty of reliably performing grasps. For example, grasping an object while a mobile manipulator is in motion, or from an underwater or aerial robot, requires the system to react to relative motion between the robot and object. Tasks where the object is in motion, such as human-to-robot hand overs or grasping in the zero-gravity environment of space, present the same challenges.

A number of approaches to evaluating grasp performance have been reported [1], but dynamic grasping performance is largely anecdotal and there are no standardised methods. Here we present DGBench, a physical dynamic grasping benchmark that enables reproduction and comparison of system performance. In this work, we use the proposed benchmark to compare several perception system designs.

Modern closed-loop systems revert to open-loop control during the final phase of grasping, up to object contact, which admits error in the case of relative motion. The open-loop operation is due to limitations of perception such as sensor minimum range, limited camera field of view, or occlusions by clutter. One approach to overcoming this is to estimate and predict the relative motion, however this requires an assumed motion model. Alternatively, the perception system can be designed so that we observe the grasp until the fingers close on the object.

Fig. 1a illustrates the view from two conventional camera placements during the final phase of grasping from a cluttered scene. Due to occlusion and limited field of view, these cameras provide limited feedback on the object and may lose perception in the event of unexpected motion. Furthermore, when close to the object, common wrist-mounted depth cameras fail due to sensor minimum range.

In contrast, Fig. 1b presents a grasp-perception system that uses two cameras directed between the robot’s fingers to provide uninterrupted feedback throughout the grasping action.

The principal contributions of this work are:

1) DGBench, a performance benchmark for dynamic grasping that includes an open-source physical testbed.

2) A multi-camera eye-in-hand system that provides continuous feedback during grasping.

3) Quantitative evaluation of the performance of the proposed benchmark on a real robot.
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and performance measures\(^3\).

2) A perception system designed for closed-loop visual feedback for the entire grasp – until the fingers contact the object.

3) A comparative assessment of robotic grasping performance for common camera positions and the proposed arrangement.

II. RELATED WORKS

A. Benchmarking for Robotic Grasping

Previous works have explored a range of different dynamic grasping tasks. Some works demonstrate successful re-grasping after an initial grasp attempt causes the object to move [2]. Others explore objects moving along predictable trajectories at constant speeds [3], [4]. A third common task is grasping an object that is moved by a human, however the motion is stopped before the robot’s fingers close on the object [5]–[8]. Dynamic grasping of objects with unpredictable trajectories and accelerations is demonstrated in simulation in [4]. However, in this case, the position of the object is observed directly from the simulation, without a perception system.

These various definitions of dynamic grasping highlight the need for standardisation of dynamic grasping tasks in order to compare proposed solutions. Reproducible benchmarking for robotic grasping is a critical step for advancing the field [1], [9]. Early evaluations of static grasping systems used an array of different objects and tasks that made direct comparisons of performance impossible [10]. The introduction of standardised objects sets and testing methods has significantly reduced the complexity of comparing approaches.

To the best of the authors’ knowledge there is no standardised benchmark for evaluating dynamic grasping performance. [11] highlights the importance of presenting repeatable benchmarks with clear definitions of the hardware setup, testing method, and performance metrics. In this work we present a benchmark for dynamic grasping in the form of open-source hardware and software for a standardised dynamic workspace. This is combined with example results comparing several perception systems on a dynamic grasping task.

B. Grasping Perception Systems

Robotic grasping has a long history and numerous perception systems have been explored. Many different analytic and data-driven grasp synthesis methods have been proposed, and have been summarised in several surveys [11]–[15]. This review focuses on the strengths and limitations of the perception systems used in prior work rather than the grasp synthesis problem itself. In particular, focus will be given to how these perception systems perform in dynamic grasping tasks.

Some grasping systems use tactile sensing to explore and refine grasp points [16]–[19]. However, tactile sensors are unable to provide feedback until they come into contact with the object and are not well suited to dynamic environments where object motion cannot be observed when the fingers are not in contact. We review only visual perception systems here.

1) Fixed Cameras: Early robotic grasping systems utilised cameras that were fixed in the world frame to identify grasp points [12], [20], [21]. This can be a robust solution for tasks in a structured environment. The camera can be positioned such that it is always looking at the target objects and its view is not occluded by the robot. Utilising multiple cameras can help mitigate against occlusion caused by clutter in the scene. Typically, cameras are mounted on the opposite side of the workspace from the robot in order to reduce occlusion. Several works explore methods for grasping in the presence of occlusion [17], [22].

In the context of dynamic grasping, fixed cameras can provide consistent feedback on object motion in the early stages of grasping provided object motion is limited to the camera’s fixed field of view. However, as the robot’s fingers approach the object they may occlude the camera’s view [6]. Under these conditions, a robust software solution is required to maintain tracking when the target object is partially occluded [6]. [3] presents a system that uses two fixed cameras to successfully grasp a toy train moving along an oval trajectory.

More recently, fixed perception systems have been used to further explore the planning difficulties associated with grasping a moving object [4], [23]. The tasks demonstrated include a human operator moving the object by hand [6], [23], objects moving on a straight conveyor [4], and objects moving on more complex trajectories [4]. The more complex trajectories presented in [4] are demonstrated in simulation only, without a perception system.

For structured dynamic grasping tasks, such as picking from a conveyor, multiple fixed cameras provide sufficient feedback for reliable grasping, despite occlusion challenges.

2) Shoulder-Mounted Cameras: For a mobile robot there are constraints on where cameras can be located. Cameras that remain fixed in robot frame are usually mounted in a shoulder or head position. These systems have similar advantages to general fixed cameras but are faced with increased self-occlusion where the manipulator obstructs the view of the object. Several works have been presented with cameras in this configuration [2], [24], [25].

Self-occlusion can be reduced by controlling the manipulator to avoid the line of sight to the object [26]. However this places significant constraints on the manipulator motion, particularly when the hand is close to the object. The system presented in [26] disables self-occlusion avoidance when the hand is very close to the object, resulting in significant occlusion during the final phase. In a dynamic environment the loss of perception due to occlusion may cause grasp failure.

3) Wrist-Mounted Cameras: Mounting a camera on the wrist of a robot can significantly reduce the impact of occlusion on a grasping task. If the system does not have
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a good view of the object it can be moved so that it does [27], [28]. Most grasping systems of this type utilise an RGB-D camera which provides depth information that can be used to identify grasp points [5], [7], [8], [29]–[33]. This can be a robust solution for static grasping tasks. However, depth cameras cannot provide useful data when objects are closer than their minimum range which is often the case in the final stages of a grasp [7]. This presents a significant challenge for dynamic grasping because closed-loop systems must perform the final phase of a grasp open-loop due to the sensor minimum range. The grasp attempt will fail should unexpected motion occur at this time.

Several works present closed-loop systems using a wrist-mounted depth camera that demonstrate grasping in a dynamic environment by moving the object during the robot’s approach. However, the motion is stopped before the final phase of grasping when the sensor’s minimum range is violated [5], [7], [8].

Using an RGB camera without depth removes the minimum range limitation of depth cameras. A wrist-mounted RGB camera can provide reliable feedback for a dynamic grasping system. However, when the hand is close to the object, the camera’s perception is limited by its field of view. Typically, wrist-mounted cameras are positioned parallel to the final robot axis and directed to look above the robot’s fingers [24], [34]. This is a convenient and common mounting location and helps to limit the occlusion caused by the robot’s fingers during the initial grasp point identification. However, when the robot is about to grasp the object, the object is typically on the border of the camera’s field of view. In a dynamic environment, an sudden motion of the object can move the object out of the camera’s view resulting in a loss of perception and potentially a failed grasp [31].

[31] presents a system that expands on that of [7] by switching from depth-based control to RGB-based control when the robot enters the final phase of grasping. A single RGB-D sensor is used that is mounted parallel to, and offset from, the final robot axis. The authors note that the system can only handle relatively small motions of the object because large motions move the object outside the field of view of the camera and tracking is lost [31]. Therefore, [31] demonstrates grasping on tasks involving relatively small object movements, and where the motion stops before the grasping action is completed.

As noted in Section II-B.2, mobile robotics applications limit where a fixed camera can be mounted and wrist-mounted sensors are a popular choice. [35] uses a wrist-mounted sensor to observe and grasp an object that is moved around by hand. [35] simplifies the perception challenge by affixing an AprilTag marker to the object, and instead focuses on the visual servoing challenge presented by a dynamic object and mobile base. [36] presents a system with a Kinova manipulator mounted to a Boston Dynamics Spot. The system uses a wrist-mounted camera to demonstrate tasks such as grasping a ball from the floor as the quadruped walks past. However, the authors note that they execute the trajectory in an open-loop fashion after initial identification of the ball position. Consequently the system is prone to failure resulting from unexpected motion of the mobile base and inaccurate object pose estimation. The system presented in [36] highlights the need for closed-loop dynamic grasping systems in mobile robotics applications.

III. METHOD

A. DGBench Dynamic Workspace Hardware

The design shown in Fig. 2 presents an XY controllable platform that is driven by two stepper motors and controlled by an Arduino running Grbl4. The object platform measures 260×260 mm and can move at speeds up to 250 mm/s within a 280×280 mm area. The platform is controlled with G-code commands that give precise control of the induced object motion.

B. DGBench Trajectory Design

The dynamic object trajectories implemented in this work are designed to produce motion that is unpredictable to the grasp system and requires continuous observation of the object for a successful grasp to be performed. When an object moves at high speed and accelerates frequently it is difficult to predict the motion and calculate an intercepting grasp point. In our experiment, the frequency of direction change and absolute object speed are varied together by moving the object along a given trajectory at various speeds.

Trajectories are generated by arranging linear segments of a constant length connected with random direction changes. All trajectories start in the centre of the workspace and proceed randomly around the area. Direction changes are of random magnitude between 45° and 315°. The direction changes are smoothed by joining each segment with an arc of fixed radius. The trajectories were generated with linear segments of length 50 mm and 10 mm radius fillets. Fig. 3 shows the first 15 segments of 3 generated trajectories.

4https://github.com/gnea/grbl
For this work, a family of 20 trajectories was generated, and the performance of each grasping system was evaluated on each trajectory at speeds from 100 mm/s to 200 mm/s.

C. DGBench Trial Procedure

Each individual trial was conducted according to the following procedure. The result of the grasp attempt was recorded along with the time between the start of step 2 and end of step 3:

1) Robot drives to a home position 500 mm above the workspace and fingers are opened.
2) Simultaneously, the visual servoing controller is enabled and the dynamic workspace begins moving along a randomly chosen trajectory.
3) The robot follows the actions of the controller until its fingers are closed.
4) Once fingers are closed, the object is lifted from the workspace.
5) Grasp success is evaluated and the experiment is reset.

Each trial ends in one of three outcomes. The grasp attempt is successful if the object is lifted from the platform by the gripper. If object motion removes the object from the camera’s field of view, the attempt is abandoned and a perception failure is recorded. If observation is maintained throughout the attempt but contact from the fingers causes the object to fall from the platform, or the object escapes the closing gripper, a grasp failure is recorded.

Object size is a crucial parameter for evaluating the effectiveness of a dynamic grasping perception system, so each trial was evaluated with 3D printed red cubes of side length 30 mm and 40 mm. The simple object geometry removes the need for a grasp point selection method. The cube starts each trial in the centre of the platform, with its axes aligned to the workspace.

The proposed task is relatively easy for a human to complete due to our high-speed motion capability relative to the tested object speeds, and our ability to use multiple fingers in a power grasp configuration to restrict object motion. However, for a manipulator with a lower maximum speed and equipped with an antipodal gripper the task presents a significant challenge.

D. Proposed Perception System

We investigate the performance benefits for dynamic grasping of a perception system designed to overcome occlusion, limited field of view, and sensor minimum range compared to a traditional camera-on-wrist configuration. Fixed perception systems either mount the camera externally to the robot, or experience significant self-occlusion in the final phase of a grasp. External mounting is not suitable for common dynamic grasping environments such as mobile manipulation, and self-occlusion results in consistent failure when objects are moving quickly and unpredictably. Therefore we limit our comparison to wrist-mounted cameras.

Fig. 1b presents the multi-camera eye-in-hand perception system investigated. The camera positions are selected to minimise occlusion in the final phase of a grasp. Multiple cameras are included to increase the system’s field of view. The same guiding design principles can be used to implement final phase perception systems for more complex grippers. Fig. 4a presents a perception system for an anthropomorphic hand which avoids self-occlusion and improves field of view by moving the wrist camera below the wrist and including...
In this work we consider an antipodal gripper performing a top-down grasp on a moving object and compare three different perception systems:

1) Conventional wrist-mounted camera
2) Single-hand camera pointed between fingers
3) Dual-hand cameras pointed between fingers

E. Visual Servoing Controller

The manipulator is controlled by an image-based visual servoing control system [20]. The object centroid is identified using image segmentation and the robot is controlled such that the identified centroid is driven towards a predetermined position in image space. This goal position is predetermined by calculating the position of the object in image space when it is centred between the robot’s fingers. The robot is controlled in $x$ and $y$ parallel to the workspace while descending at a constant rate. The orientation of the gripper is constant. These degrees of freedom are sufficient to successfully grasp a simple object.

The following procedure presents the control system for calculating a robot action from an input image. Each robot action includes a desired end-effector velocity vector and a binary close fingers command. This procedure occurs for every input frame:

1) Receive new RGB image (25 Hz in our case)
2) Segment pixels (red $>$ blue + green + 50)
3) Calculate centroid of largest contour
4) Map centroid position from -1 to 1 in image space and compute object velocity using time and calculated position from previous frame
5) Calculate error from desired position in image space
6) Calculate desired robot end-effector velocity in m/s from PD controller with $k_p = 0.3$ and $k_d = 0.06$. End-effector velocity in each axis is clamped to a maximum absolute speed of 300 mm/s.

7) If hand is above workspace height, descend at 75 mm/s until workspace height is reached.
8) If the normalised object position error satisfies $|e_x| < 0.8$ and $|e_y| < 0.15$ close the fingers ($x$ is closing axis of fingers, $y$ perpendicular).

For the dual-camera perception system, a control output is calculated for each frame for both cameras (steps 1-6). The output from the camera with the largest measured object area in image space is actioned by the robot.

The system is implemented using a Franka-Emika Panda manipulator controlled through ROS. The wrist camera is an Intel RealSense D435i and the two hand camera units are constructed from a Raspberry Pi Camera Module V2 interfaced with a Raspberry Pi Zero.

IV. RESULTS

Fig. 5 presents the success rate, average grasp time, and perception failure rate across the generated trajectories at workspace speeds between 100 and 200 mm/s. The grasp time was averaged across successful grasp attempts. The performance of the three perception systems proposed in section III-D was evaluated.

The success rates for both cube sizes presented in Fig. 5 demonstrate that the systems with camera configurations focused on the robots fingers out-perform the conventional wrist-mounted configuration on the dynamic grasping task. The difference is increasingly pronounced as the object speed increases. Similarly, the dual-hand camera system outperforms the single-hand camera solution.

The grasp time for each trial is dictated by the descent rate of the hand, and the time taken to close the fingers, which is independent of the perception system and object speed. Consequently there is no significant correlation between grasp time and perception system or object speed.
At low speeds, the success rate of all systems is high, and there are no failures due to loss of perception. At these speeds object motion can be observed and reacted to without the object leaving the cameras’ field of view. As the object speed increases, the success rate of all perception systems decreases. In some failure cases the system maintained perception but collision with the fingers caused a failed grasp. Failures of this type could be reduced by refining the control system. However, failures resulting from sudden object motion that causes the object to exit the camera’s field of view indicate the limitations of the perception systems. Failures of this type are represented by the perception failure rate in Fig. 5.

The results for the 30mm cube case presented in Fig. 5a show a significant increase in perception failure rates for the wrist and single-hand systems with increasing object speed. The wrist-based system loses perception at a significantly higher rate than either the single- or dual-hand camera systems. By comparison, the system with dual-hand cameras maintained perception of the object in all cases at speeds up to 175 mm/s, and lost observation in only a single trial at the highest speed of 200 mm/s. The single-hand camera system demonstrated improved performance compared to the wrist-mounted configuration but lost perception in some cases at object speeds of 150 mm/s and greater.

The results for the 40mm cube presented in Fig. 5b show that the single- and dual-hand camera systems experience the same loss of perception rates. The larger object is more likely to stay within the field of view, and therefore a single-hand camera is sufficient to maintain perception in this scenario. However, there is a slight improvement in grasp success rate for the dual-hand camera system even in the larger object case. This can likely be attributed to the quality of the perception data. With two cameras observing the object, when the object is at the limit of the field of view of one camera, the other is likely to have a clear view and can provide accurate feedback.

Fig. 6 presents a direct comparison of the grasp success rates on the two object sizes for each perception system. The larger object consistently results in an improved success rate. The increased size means that unexpected motion is less likely to completely move the object from the robot’s fingers and requires less precise control once the object has been positioned between the fingers. Furthermore, the number of failures due to loss of perception is reduced because a larger object requires larger movements before it is completely removed from a camera’s field of view. Although the difficulty of initial positioning of the gripper around an object increases with object size, the cubes are small relative to the initial gripper width (100 mm), so the effect is not significant.

V. Conclusion

We have presented an open-sourced, reproducible benchmark for dynamic grasping and evaluated the performance of several perception system designs. DGBench was effective in enabling repeatable experiments for assessing grasping performance. The variability in speed and trajectory of the objects allowed for robust investigation of performance at varying levels of difficulty. The hardware is capable of recreating common dynamic grasping scenarios such as intermittent object motion, as well as predictable and unpredictable object trajectories.

We proposed a multi-camera eye-in-hand grasping-perception system that demonstrated improved performance in a dynamic grasping task compared to a system with a conventional wrist-mounted camera. Our results show that considering the physical placement of perception systems is a crucial part of designing a robust robotics system. While this extends the design space and increases complexity, we see benefits particularly in highly dynamic environments. On experiments with a cube of size 30 mm and fast object motion of 200 mm/s, the proposed perception system achieved a grasp success rate of 55% which is a 25% improvement over the wrist-mounted camera baseline when using the same control law. Under these conditions, the baseline maintained accurate perception in only 20% of trials, where our proposed system maintained observation in 95% of cases. For more complex tasks, the proposed system should be paired with depth-based sensing that can provide 3D information early in the grasp.

Traditional camera placement for grasping perception systems has largely been a result of positioning sensors where it is convenient to do so. For static grasping tasks, the fixed, shoulder, and wrist mounting locations are suitable. However, grasping tasks requiring closed-loop feedback are increasingly common in mobile manipulation and similar dynamic environments. For these dynamic tasks, the challenges presented by occlusion, sensor minimum range, and sensor field of view highlight the deficiencies of conventional configurations. This paper demonstrates that camera placement is critical for developing reliable grasping perception systems.

The proposed benchmark and perception system highlighted several opportunities for future investigation. The
dynamic workspace hardware could be modified to include a z-axis rotation which is an important consideration when grasping more complex objects. The proposed approach to final phase perception could improve reliability in highly dynamic environments such as grasping from a mobile manipulator while in motion. Enabling closed-loop control through the entire grasp action could be used to implement robust grasping on low cost or soft robotic manipulators where imprecise control causes grasp failures.
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