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Abstract. Document search engines are necessary in educational institutions, where search engines are expected to find the right document quickly. Academic official documents are generally private so that public search engines such as Google cannot index and search these documents. Therefore, we need a specific search engine developed for educational institutions’ needs, in this case, Universitas Pendidikan Ganesha. This article discussed how to develop an academic official document search engine, starting from data retrieval and extraction, query parser development, and search engine evaluation. The query parser developed utilized the field annotation mapping mechanism and n-gram keyword mapping. The evaluation results showed a significant increase in performance compared to only using Solr’s Standard Query Parser.

1. Introduction

In an educational institution, official academic documents will grow with the development of the institution itself. The documents can be any academic rules and policies of an educational institution's entire academic process that added up thousands of documents each year. These documents also have unique characteristics such as repetitive information, long texts, time-sensitive, and the people involved in an activity that occurs on a seasonal basis. Search engine like Google generally does not index these documents because official documents’ private nature. Although several documents can be accessed by the public, these search engines generally do not specialize in official documents specific to a particular institution [1]. Over time, official academic documents will become increasingly difficult to be sorted and searched due to their increasing sizes. If it is done manually, searching for these documents will take a long time, and the accuracy of the search result will also be very low.

The need to find official academic documents that are fast and precise is very important because many educational processes are based on certain rules or policies. Policy officials often have difficulty in finding the relevant documents needed, such as institutional audits, analyzing previous policies, or the basis for explaining a policy to the public. Therefore, we need a specific search engine to search official academic documents, in a particular, a case study at Ganesha Universitas of Education. In this article, it discusses how the researchers developed a search engine with data sources in the form of official academic documents from the Legal and Administrative Information System (HTL). The search engine was developed based on Apache Solr with adjustments to the query parser by utilizing the annotation field and n-gram keyword mapping. Annotation mapping could improve search accuracy by matching keywords to the appropriate fields. Meanwhile, the n-gram keywords mapping was used to maintain compound words and word order from keywords to improve the search results.
2. Literature Review
The search engine requires a keyword from the user, and the search engine recommends search results that are relevant to that keyword. However, the typed keywords may be ambiguous, so search engines must have a mechanism to perform searches that are close to what the user wants[2]. This has become an interesting research topic for many researchers, where the accuracy of the results and efforts to reduce bias in search results are the main things in search engine development[3]. One important module in a search engine is the query parser. The query parser functions as a keyword adjustment to be used more accurately by search engines.

Search engines store metadata for each document called index. An index is a summary of important objects from a relevant document for searching. The more indexes, the more documents a search engine can search for, but the greater the need for computation and storage space[4]. The search engine development platform has been extensively developed. The two most widely used platforms today are Apache Solr and Elastic search [5]. Apache Solr and Elastic search have their respective advantages and disadvantages but have the same goal: an efficient search platform for rapid search engine development.

3. Method
The search engine development began with data collection from HTL. The data collected were in the form of HTL database and documents that were mainly in PDF format. PDF files generally not only store text, they also store images that contain text. This is caused by several things, such as scanned images in the form of a PDF file. Therefore, OCR (Optical Character Recognition) is also needed for text extraction from the image. The OCR engine used was based on the open-source Tesseract OCR library. The data collected were extracted and indexed by Apache Solr via the Solr REST Client.

Furthermore, the query parser was developed to function as a keyword adjuster to adjust the data characteristics and search engine needs. Users could enter a keyword, and the query parser would adjust the keyword. The parsed keywords were used by Solr to perform a search for the relevant document. Solr provided search results and the level of similarity based on their relevance to keywords. The method used to calculate the similarity was BM25 (k1 = 1.2, b = 0.75), the default similarity method used by Apache Solr[6].

The search engine evaluation was done by measuring the precision, recall, mean average precision (MAP). Precision is used to measure the ratio between the relevant documents and the number of all documents retrieved. Recall is a comparison between the relevant documents retrieved and all relevant documents [7]. Average Precision is a calculation used to see whether a relevant search result is ranked in the top order. This calculation considers the precision of a series of search results compared to the ranking of each relevant document at position k. The following formula is an average precision calculation:

$$AveP = \frac{\sum_{k=1}^{n}(Precision(k) \times rel(k))}{number \ of \ relevant \ documents}$$  \hspace{1cm} (1)

Mean average precision (MAP) is the average of average precision based on the number of tests performed. Calculation of MAP can be seen in the following formula:

$$MAP = \frac{\sum_{i=1}^{Q} AveP(i)}{Q}$$  \hspace{1cm} (2)
4. Result and Discussion

4.1. Data Extraction and Indexing

Data extraction began by reading the HTL database and retrieved all the required information. Information retrieved was in the form of document title, document number, year, date authorized, document type, list of people involved, and document URL. Then the PDF document was retrieved via the document URL. All text in the PDF document was retrieved and saved. If the PDF document contained images, then text extraction was done by OCR.

The search engine was developed based on Apache Solr. Before the document could be indexed, the extracted documents were saved into a JSON document before being indexed by Solr. The data were taken from HTL database and HTL documents in PDF form. The number of documents used was 6,335 documents taken from HTL. The following table is the schema used in JSON documents as well as those used in Solr.

| Field          | Data Source                  | Index/Query Analyzer                              |
|----------------|------------------------------|---------------------------------------------------|
| Id             | Generated ID                 | -                                                 |
| doc_id_number  | Database tuple               | -                                                 |
| Year           | Database tuple               | -                                                 |
| date_authorized| Database tuple               | -                                                 |
| url            | Database tuple               | -                                                 |
| doc_title      | Database tuple               | Standard tokenizer, lower case filter, stop word filter, Indonesian stemmer. |
| doc_type       | Database tuple               |                                                   |
| people_involve | Database tuple               |                                                   |
| doc_text       | Extracted from PDF document  |                                                   |

Based on the fields used, advanced users may be able to manually filter the data by fields and find the relevant documents. However, ordinary users generally want to enter only one keyword in the search field. Therefore, search engines should be able to predict what users want based on the entered keywords. That being said, we need the query parser which is discussed in the next section.

4.2. Query Parsing

Solr can accept REST requests with several parameters. Keywords were processed by utilizing the existing Standard Query Parser in Solr. However, initial tests using Solr’s Standard Query Parser by directly entering keywords could not produce satisfactory search results, especially on complex keywords. The parser must know the annotations of the document and Solr’s Standard Query Parser does not appear to be suitable for various document complexities[8]. Therefore, adjustments were made to the query parser based on the document characteristics.

Based on the analysis, there were several things that the query parser had to be able to adjust to get better results. First, the query parser had to be able to figure out that the entered keywords were specific keywords such as year and document type. Second, the query parser had to be able to know that the keywords entered were a person’s name. Therefore, a keywords annotation mechanism was developed, as shown below.
Algorithm 1 fields annotation mapping

```
1: function parseQuery(query)
2:     for each term in query
3:         if term exist in doc_type from index then
4:             parsedQuery.add('doc_type', term)
5:         end if
6:         if term exist in people_involve from index then
7:             parsedQuery.add('people_involve', term)
8:         end if
9:         if term is year formatted then
10:            parsedQuery.add('year', term)
11:         end for
12:     parsedQuery.add('doc_title', query)
13:     parsedQuery.add('doc_text', query)
14:     return parsedQuery
15: end function
```

Annotation mapping was done by taking each word in the keywords. Each word would be searched for in a specific field via Solr’s Standard Query Parser. If search results were obtained, the word was considered as a keyword that matched the field. Annotation mapping was used to identify the doc_type and people_involve fields. Meanwhile, the year field could be mapped by seeing whether the word used the year format or not. The following table is an example of an annotation mapping that has been done.

| Keywords:                               | Parsed Query:          |
|----------------------------------------|------------------------|
| John Doe odd semester academic supervisor 2019 | year : 2019            |
|                                        | doc_type : decree of the academic supervisor |
|                                        | people_involve : John Doe |
|                                        | doc_title : odd semester academic supervisor |
|                                        | doc_text : odd semester academic supervisor |

By using the query parser above, search performance could indeed be improved. However, it could still be improved by using n-grams keyword searching. This was necessary because some words were compound words and uncommon words such as brands, location names, and people’s names. For example, the compound word “academic supervisor” was translated by Solr’s Standard Query Parser into two words, namely “academic” and “supervisor”. This caused Solr to retrieve all documents with the two words separately, whereas the user might want a document containing the compound word “academic supervisor”. Some researchers have previously found that n-grams keyword searching (mostly using bigram and trigram) on document searches could improve search results compared to using only unigram[9]. This was also applied not limited in the searching for natural language texts[10]. Although n-gram mapping produces permutation of keywords, the use of n-gram can also maintain the order of keywords[11] so that it is expected to improve search accuracy. Therefore, keywords were also formed into bigram and trigram for the doc_title and doc_text fields. The following is an example of n-gram mapping in the query parser.
Query Parser Model B: Query Parsing with Fields Annotation and N-Grams Keywords Mapping

| Keywords                          | Parsed Query                                                                 |
|----------------------------------|-----------------------------------------------------------------------------|
| John Doe odd semester academic supervisor 2019 | year: 2019, doc_type: decree of the academic supervisor, people_involve: John Doe, doc_title: "odd semester" "semester academic" "academic supervisor" "odd semester academic supervisor" odd semester academic supervisor, doc_text: "odd semester" "semester academic" "academic supervisor" "odd semester academic supervisor" odd semester academic supervisor |

The example above is a simplification of what the query parser actually produced. Please note that n-gram mapping also produces n-gram words that do not match the original order. For example, the word “academic supervisor” produces 2 keywords, namely “academic supervisor” and “supervisor academic”.

4.3. Evaluation

Three models were evaluated, namely the base model, which used Solr’s Standard Query Parser, model A using the fields annotation mapping, and model B using the fields annotation and n-grams keywords mapping. The search engine was tested with 12 keywords: a combination of several keywords based on the document's topic, type of document, names of people involved, and when the document was approved. The following were the test cases used:

| Keywords                                      | Number of Relevant Document |
|----------------------------------------------|----------------------------|
| informatics management                       | 10                         |
| student activity unit                        | 10                         |
| outstanding award for associate degree student | 5                          |
| study program evaluation report              | 10                         |
| computer science study program evaluation report | 2                          |
| thesis supervisor odd semester 2019          | 10                         |
| thesis supervisor John Doe                   | 8                          |
| thesis supervisor John Doe 2019              | 6                          |
| ICIRAD committee                             | 7                          |
| ICIRAD committee 2019                        | 5                          |
| ICIRAD committee John Doe 2019               | 2                          |
| international conference speakers            | 2                          |

Notes: The keywords used were actually in Indonesian. However, for the convenience of the reader, the keywords were translated into English. The names of the persons were also made anonymously for privacy.
Figure 1 is the results of the evaluation using precision and recall on search results ranked 1 to 10. As for the recall, this study used maximum number of retrieved true-positives documents from all model tested as a ground-truth relevant document for each query[12]. Figure 1 below is the Precision-Recall chart.
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**Figure 1.** Precision-Recall Evaluation.

Using a query parser with field annotation mapping (model A) appeared to have a significant impact compared to using Solr’s Standard Query Parser. This can be seen from the precision value of 0.50 in document rank 1 (P@1), 0.46 in the top-5 retrieved document (P@5), and 0.33 in the top-10 retrieved document (P@10), compared to 0.00, 0.17, and 0.13 on the base model respectively. Model A also showed a significant recall increase with a value of 0.10 in document rank 1 (R@1), 0.39 in top-5 retrieved documents (R@5), and 0.53 in top-10 retrieved documents (R@10), compared with 0.00, 0.13, and 0.20 on the base model respectively. By adding n-gram keyword mapping to the query parser (model B), a significant improvement also occurred compared to model A and the base model. Precision model B values were P@1: 0.91, P@5: 0.80, and P@10: 0.62 with a recall of R@1: 0.10, R@5: 0.73, and R@10: 0.97.

Apart from precision and recall, the search engines were also evaluated with mean average precision (MAP), where MAP produces a value within a certain threshold by considering the order in which the relevant documents appear[13]. The MAP evaluation in this study used document threshold 1, 3, 5, and 10. This refers to the Google Organic CTR History data, which states that more than 50% of users will choose search results at rank 1 to 3 and 60% users will choose the search result at rank 1 to 5 [14][15]. We also used a threshold of 10 documents, as users tend to see at least 10 search results before they enter new keywords or go to the next search page. Figure 2 is a summary of the results of the MAP evaluation. As seen from these data, all MAP values in model A were above 0.5. Meanwhile, in model B, the MAP values were above 0.9. This indicates that more than 90% of the retrieved relevant documents were at the top results.
5. Conclusion

The official academic document search engine is a necessity to be owned by educational institutions, including ours, where there are so many documents that must be searched quickly and accurately. One of the challenges in developing a good search engine is how the query parser can identify key pieces of a specific data set. The use of field annotation mapping and n-gram keyword mapping in the query parser that we developed has a significant impact on search engine performance. This could be seen from higher precision (P @ 10: 0.62) and recall (R @ 10: 0.73) compared to the other two models tested. The MAP results also indicated that the relevant search results were in the top order with MAP values above 0.9. Although this research was limited to the specific topic and data set, the result of the search engine is sufficient for our needs.
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