Electric dipole spin resonance in finite-size multilevel quantum dots: Floquet dynamics with tunneling
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We study electric dipole spin resonance in a multilevel finite-size quantum dot formed in a nanowire concentrating on the range of driving electric fields where a strong interplay between the Rabi spin oscillations and tunneling can occur. In the tunneling process mixed spin states are formed and determine the spin evolution. We demonstrate a strong effect of tunneling on the spin flip process and backaction of the spin dynamics on the tunneling and position of the electron. We analyze the efficiency of the spin-flip and time-dependent electron displacement and demonstrate that tunneling decreases this efficiency. Fourier analysis of the time-dependent expectation value of the electron position shows a strong effect of the spin-orbit coupling on its low-frequency components.

I. INTRODUCTION

Electric dipole spin resonance (EDSR) [1–4], being a characteristic feature of systems with spin-orbit coupling (SOC), provides an efficient tool of manipulation of electron spins in solids. This ability to manipulate spin by electric field is, in general, due to the fact that spin precession is related to the electron displacement caused by application of external electric field. There are three basic kinds of systems where the electric dipole spin resonance can be observed. First realization is given by itinerant electrons in bulk crystals [1–4], surfaces [5], and in artificial semiconductor structures [6]. Second realization, theoretically proposed in Refs. [7–15], has been experimentally realized for electrons [16] and holes [17] in single and double semiconductor quantum dots. A similar approach can be applied to the carriers in carbon nanotubes [18]. Due to a strong confinement by external potential, here the spectrum of carriers is discrete, and the carrier always remains inside the dot, either two- [16] or one-dimensional [19] even when a strong electric field is applied. Third realization occurs for electrons in potentials vanishing at large distances with the examples being: electrons on donors or impurities [20–22], in finite-range potential produced by charged gates or tips [23, 24], and in surface-based self-assembled quantum dots. This third realization is of our interest here since low-frequency electric fields can ionize the electron states by tunneling and, thus, cause additional nontrivial spin dynamics resulting from the spatial spread of the electron wavefunction. For example, even for the interwell tunneling in the double quantum dot on relatively short distances the coupled spin and spatial dynamics may cause strong nonlinearities in the Rabi frequency dependence on the driving field strength [25].

Thus, we are interested in Floquet dynamics in a tunneling system, where a combination of two long time scales becomes important. The first slow time scale is the time of spin flip driven by electric field, inversely proportional to the field amplitude. The second one is the tunneling time due to driving by electric field producing coupling of localized stats to the continuum, being strongly, approximately exponentially, dependent on the inverse field amplitude. If both these times are of the same order of magnitude, the coupled spin and charge density dynamics, studied in this paper, becomes highly nontrivial. In a multilevel quantum dot the tunneling is a well-defined semiclassical process, in contrast to that in shallow quantum dots [24]. As a result of a stronger confinement, the amplitude of the electric field required to operate a spin flip is considerably larger and, therefore, the involvement of the continuum states is qualitatively different.

An interesting aspect of this dynamics is that usually the EDSR assumes a pure spin state, defined on the Bloch sphere, where the spin rotation occurs with a minor change in the electron orbital state. However, in the presence of spin-orbit coupling the spin states become mixed.
This circumstance strongly modifies the entire spin evolution. For applications, the efficiency of the spin-flip process, that is, the ratio of the Zeeman energy to the total energy acquired by electron as a result of the electric field action, is of interest. We will demonstrate how the efficiency depends on the system parameters. Moreover, the spin-orbit coupling causes a feedback of the spin dynamics on the tunneling efficiency and resulting electron position. Even at a relatively weak spin-orbit coupling this effect can be strong, as we will demonstrate below.

This paper is organized as follows. In Sec. II we introduce the Hamiltonian of our system and discuss time-independent and periodic contributions to the electron energy. In Sec. III we describe the computational model of electron states and their dynamics and provide the specific system parameters. In Sec. IV the main results are presented: spin dynamics, structure of electron wavefunction, time dependencies of mean energy and efficiency of spin flip, localization probabilities, coordinate evolution, and its Fourier power spectra. Finally, in Sec. V we give our conclusions.

II. HAMILTONIAN AND OBSERVABLES

We consider a narrow nanowire, elongated along the $x-$axis located on the top of a doped substrate, as schematically presented in Fig. 1. Assuming that the transversal modes are not excited, we characterize the electron motion by a two-component wave function $\psi(x,t) = [\psi_1(x,t), \psi_2(x,t)]^T$, where $T$ stands for the transposition, and use the effective mass approximation Hamiltonian with:

$$H(t) = \frac{\hbar^2 k^2}{2m} + V(x,t) + \frac{\Delta}{2}\sigma_z + \alpha \sigma_y k.$$  

Here $m$ is the electronic effective mass, and $k = -i\partial/\partial x$ is the wave vector operator. The time-dependent potential is the sum of the static confinement potential $U(x)$, as can be produced by electrostatic gate shown schematically by a rectangle above the nanowire in Fig. 1 and external driving giving

$$V(x,t) = U(x) + Fx \sin \omega_d t,$$

where $F \equiv e\mathcal{E}_0$, $e$ is the fundamental charge and $\mathcal{E}_0$ is the field amplitude. The Rashba SOC $H_R = \alpha \sigma_y k$ while, more complicated forms of spin-orbit coupling can be found in Refs. [24–29]. The constant magnetic field $\mathbf{B} = (0,0,B)$ produces the Zeeman term in the Hamiltonian. Here the Zeeman splitting $|\Delta| = \mu_B |gB|$, where $\mu_B$ is the Bohr magneton, and $g$ is the Landé-factor. The spin-split Zeeman partners participate in the spin resonance driven by the external periodic electric field in (2). The reason for this participation is that due to the presence of SOC the eigenstates of (1) at $F = 0$ always contain both spin components. Therefore, spin-flip transitions still be caused by the electric field described with the position operator, producing the EDSR. In this case, the well-defined spin Rabi oscillations occur if one neglects the tunneling effects, that is, coupling to the other orbital and continuum states. The dynamical interaction between discrete and continuum states during the evolution driven by periodic electric field causes nontrivial effects to be discussed in the following Sections. One of the effects is illustrated schematically in Fig. 2 in the presence of SOC the direction of spin precession is different, depending on the direction of the tunneling escape, making a controlled spin flip rather challenging task especially if the tunneling is triggered by the alternating field responsible for the spin evolution.

To describe the evolution we solve the nonstationary Schrödinger equation

$$i\hbar \partial_t \psi(x,t) = H(t)\psi(x,t),$$

where $\partial_t \equiv \partial/\partial t$, and calculate expectation values for experimentally measurable observables $\mathcal{O}$ as:

$$\langle \mathcal{O}(t) \rangle = \int_{-\infty}^{\infty} \psi^\dagger(x,t)\mathcal{O}\psi(x,t)dx.$$  

The observables will be specified later in the text.

III. MODEL AND NUMERICAL APPROACH

A. Basis states and model of the dynamics

We choose the static potential $U(x) = -U_0/\cosh^2(x/d)$, assuming that it is deep such that the parameter $\xi \equiv U_0 md^2/\hbar^2 \gg 1$. Although the exact bound states for this potential are well-known analytically in terms of the Legendre functions, it is practical to consider simple approximations based on
the expansion at \( x \ll d \) as \( U(x) = -U_0 \left(1 - x^2/d^2\right) \). As a result, the lowest bound states can be described in terms of a harmonic oscillator with the energy interval \( \hbar \omega_{\text{ho}} = U_0/\sqrt{\xi/2} \ll U_0 \) and the Gaussian width \( d/(2\xi)^{1/4} \ll d \). The numerically accurate eigenenergies \( E_n^{(0)} \) and basis states of the Hamiltonian \( \hbar^2 k^2/2m + U(x) \) are found by expansion in the basis of periodic functions \( \sin(\kappa_n x + \delta_n) - \) satisfying zero boundary conditions at \( x = \pm L \), where \( 2L \) is a large wire length.

Then, we numerically produce basis of two-component eigenstates \( \phi_n(x) \) of the spinful Hamiltonian

\[
H_0 = \frac{\hbar^2 k^2}{2m} + U(x) + \Delta \sigma_z + \alpha \sigma_y k
\]

with the spin-split eigenenergies \( E_n \) such as \( H_0 \phi_n(x) = E_n \phi_n(x) \). As a result, the evolution of wave function is presented as

\[
\psi(x,t) = \sum_n c_n(t) e^{-iE_n t/\hbar} \phi_n(x).
\]

Thus, the problem is reduced to obtaining full set of coefficients \( c_n(t) \) by numerical solution of a large system of linear differential equations, as will be presented below with some computations details given in Ref. [24]. Here we choose the interval \( 2L = 320d \) and take 4000 basis states \( \phi_n(x) \). The initial state is chosen as \( \psi(x,0) = \phi_1(x) \), that is the ground state of \( H_0 \), where for the realistic parameters one has \( \langle \sigma_z(0) \rangle = 1 \).

B. System parameters

In the following analysis we consider a gate-formed quantum dot based on InSb quantum wire, see Fig. 1. For this material \( m = 0.0136 \) of a free electron mass \( m_0 \) and \( g = -50.6 \). The magnitude of SOC \( \alpha \) in InSb can be tuned by the gate voltage up to \( 100 \mu eV m \) [31, 32]. For the quantum dot parameters we accept \( U_0 = 27 \) meV and \( d = 50 \) nm with five discrete quantum dot levels \( E_1^{(0)}, \ldots, E_5^{(0)} \) being formed [33] with \( \omega_0 = (E_2^{(0)} - E_1^{(0)})/\hbar = 13.43 \) ps\(^{-1} \), and the associated period \( T_0 = 2\pi/\omega_0 = 0.468 \) ps gives the natural time scale for the evolution. We consider the magnetic field \( B = 0.447 \) T, providing the Zeeman splitting of the ground state corresponding to the resonant driving frequency (including the contribution of spin-orbit coupling) \( \omega_d = 2 \) ps\(^{-1} \) (0.32 THz), giving the ratio to the fundamental frequency \( \omega_d/\omega_0 = 0.149 \). We consider the effect of a relatively weak SOC \( \alpha = 5 \) meVnm and a relatively strong \( \alpha = 25 \) meVnm for various driving amplitudes. Taking into account the material parameters for spin-orbit coupling produced by external electric field in InSb [34], we obtain that the effective two-dimensional donor dopant layer concentration, as shown in Fig. 1, corresponding to this spin-orbit coupling, is in the range of \( 10^{11} - 10^{12} \) cm\(^{-2} \).

IV. SPIN DYNAMICS AND FEEDBACK ON THE TUNNELING AND POSITION

A. Time dependence of spin: the role of the tunneling

In Fig. 2 we show the time dependence of \( \langle \sigma_z(t) \rangle \) corresponding to Eq. (4) with \( O = \sigma_z \) giving

\[
\langle \sigma_z(t) \rangle = \sum_{n_1,n_2} c_{n_1}^*(t) c_{n_2}(t) e^{-i(E_{n_2} - E_{n_1})t/\hbar} \langle \phi_{n_1} | \sigma_z | \phi_{n_2} \rangle.
\]

Here and below the time is measured in the units of \( T_0 \), and we track the evolution on calculation time scales of about \( 650T_0 \) for small SOC and \( 200T_0 \) for large SOC. These ranges are determined by the spin flip processes which needs to be well-developed. As a result, one can obtain from the spin dynamics the characteristic spin evolution time. One can see that a sizable decrease in this time can be observed for moderate increase of \( F \) from 0.16 to 0.2 meV/nm which is in the framework of usual Rabi frequency dependence on the driving field amplitude. When the field grows further, the electron escapes the quantum dot quickly, before well-established spin oscillations are developed. This effect is stronger at lower values of \( \alpha = 5 \) meVnm. One can see also that at the fields \( F \geq 0.2 \) meV/nm the Rabi oscillations are accompanied by visible damping. We attribute this effect to the interactions between localized and continuum states which is enhanced at higher driving fields. The continuum states form a dense set of levels with alternating spin projections formed by Zeeman splitting [24]. Transitions to these states driven by external electric field lead to the wavefunction consisting of spin-up and spin-down states, and their relative contributions to the total norm have a tendency to equalize when the electron is pushed into the continuum.

To understand the interplay of tunneling and spin flip we first evaluate the upper limit for the semiclassical tunneling rate \( w_{\text{tun}} \) in the model triangular potential \( Fx \) neglecting tunneling from the excited states as:

\[
\ln \frac{\omega_0}{w_{\text{tun}}} = \frac{4\sqrt{2}}{3} \xi^{1/2} \frac{U_0}{F d}
\]

Equation 5 gives the upper estimate of the quantity since the real tunneling barrier is lower and more narrow than the triangular one. Although this equation shows that the tunneling probability rapidly increases at \( Fd \) being a sizable fraction of \( U_0 \), the actual tunneling rate, very strongly \( F \) - dependent, can only be obtained numerically. Since spin-flip Rabi frequency \( \Omega_R \) is a linear function of \( F \) (being strictly linear when the two-level approximation is applicable) with \( \Omega_R T_0 \ll 1 \), the effect of tunneling on the spin-flip processes occurs in a relatively narrow range of the driving fields when two rates are comparable.

For a stronger Rashba coupling the spin dynamics becomes faster and well-defined Rabi oscillations have
enough time to develop before the tunneling occurs, as it can be seen in Fig.3(b). However, when the field exceeds 0.2 meV/nm, the electron tunnels from the dot so quickly that the spin flip has no time to be established, regardless of the spin-orbit coupling strength, and the continuum states play the dominant role. In other words, high enough driving field amplitudes produce the tunneling rate $F \geq 0.2$ meV/nm in the spin dynamics demonstrates visible damping of the Rabi oscillations, as caused by the interaction with continuum states increasing with the driving field amplitude.

At $t = 0$, we have $|\psi_2(x,0)| \ll |\psi_1(x,0)|$ with $\langle \sigma_z(0) \rangle \approx 1$, such that the initial spin state has a high purity with $\text{tr} \rho^2(0) \approx 1$. Note that a state is pure if and only if $\psi_1(x,t) = c \psi_2(x,t)$, where $c$ is a complex constant. With the course of time, two components of $\psi(x,t)$ begin to develop different shapes, producing spin density matrix in Eq. (9) with $\text{tr} \rho^2(t) < 1$ characterizing a mixed spin state.

An example of the structure of mixed spin states in the driven spin dynamics is shown in Fig. 4 at the end of the computational evolution $t = 655T_0$ for $\alpha = 5$ meVnm and $F = 0.2$ meV/nm. Although at this time and driving field, the electron density still has a well-defined peak inside the confining potential, a broad contribution of the continuum states with a relatively low total probability density has already been formed at $d < |x| < L$, possessing more than half of the total norm. This Figure clearly demonstrates that $\psi_1(x,t)$ and $\psi_2(x,t)$ are strongly different, both in the real and imaginary parts. Analysis of the density of spin components $|\psi_1(x,t)|^2$ and $|\psi_2(x,t)|^2$ (not shown in the Figure) demonstrates that they are shifted with respect to each other, corresponding to the effects shown in Fig. 2 where direction of the spin precession depends on the direction of the tunneling since the momentum operator coupled to the spin, is spatially odd.

By evaluating the spin flip times in Fig. 3 one may notice that they are of the order of $(30 \ldots 40)T_d$ for $\alpha = 5$ meVnm and $(5 \ldots 8)T_d$ for $\alpha = 25$ meVnm where $T_d = 6.71T_0$ is the driving field period. A difference to Ref. [24]...
is that the electric field amplitude required to operate a spin flip in a multilevel dot is three orders of magnitude larger than that for the shallow dot. We attribute these differences to the considerably stronger localization and energy scales of a multilevel dot, where one needs larger electric fields to induce the spin flip in a desired time. These larger scales, however, have side effects such as a broader energy interval of the continuum states that actively participate and modify both the position and spin evolution.

B. Efficiency of spin flip

The studies of coupled spin and coordinate dynamics can be facilitated by tracking the time dependence of the energy-related variables such as \( \langle E(t) \rangle \) defined as

\[
\langle E(t) \rangle = \sum_n |c_n(t)|^2 E_n \tag{10}
\]

where the sum is taken over all basis states with coefficients \( c_n(t) \) in the wavefunction \( \psi(t) \) for \( E_n \) defined with \( \psi(0) \) for the unperturbed Hamiltonian \( H_0 \).

With the external driving, the energy is pumped into the system, and the period-averaged expectation value of \( \langle E(t) \rangle \) grows with time. When \( \langle E(t) \rangle \) passes the threshold \( \langle E(t) \rangle = 0 \) between the localized and continuum states, the electron has effectively tunneled from the quantum dot into the continuum.

In Fig. 5(a) we plot \( \langle E(t) \rangle \) for \( \alpha = 5 \) meVnm and the same electric fields as in Fig. 3. One can see that its magnitude increases with increasing field amplitude, and for strong fields greater than 0.2 meV nm the electron escapes into continuum during \( \sim 10 \) periods of driving. The influence of SOC on the energy evolution can be illustrated by Fig. 5(b): at the given time interval and at zero SOC the energy grows faster than for finite SOC presented in the Figure. This effect can be attributed to stronger coupling of all spin-resolved states via the SOC, which slows to some extent the motion to higher energy states. This picture, however, cannot be used for a direct comparison of tunneling in the coordinate space when considering the transitions from localized states into continuum, and looking onto the curves with various \( \alpha \). The reason is that for different \( \alpha \) one has different continuum states with different properties, and their direct comparison in terms of tunneling into continuum is difficult when looking only onto the energy dependence. We will return to this question by considering the spatial dependence for the electron position in the next subsection.

In addition to the time dependence \( \langle E(t) \rangle \), it is of interest to study the spin-flip efficiency \( \eta(t) \) defined as the ratio of the energy pumped into the spin degree of freedom to the total change of the mean energy:

\[
\eta(t) = \frac{\Delta \langle \sigma_z(t) \rangle - \langle \sigma_z(0) \rangle}{2 \langle E(t) \rangle - \langle E(0) \rangle}, \tag{11}
\]

where \( \langle E(0) \rangle \equiv E_1 \). In Fig. 6 we show this \( \eta(t) \) for some of the electric fields from Fig. 3. One can see that its time dependence is qualitatively independent of the SOC strength. It reaches the maximum when the first full or almost full spin flip is achieved. After this, the magnitude of \( \eta(t) \) decreases with time. The explanation is straightforward: the spin dynamics and in particular the Zeeman energy have an oscillating character (at low driving strength) or oscillating plus decaying character (at high driving strength). So, the numerator in (11) does not grow with time, while the denominator in general increases, as it can be seen from the energy dependence in Fig. 5. As to the magnitude of (11), it is greater for bigger SOC strength since the stronger SOC coupling provides a quicker spin flip with lower corresponding change of the mean energy, giving the smaller numerator in (11) at the moment when the maximum numerator is reached.

C. Feedback on the tunneling

To visualize the electron escape from the quantum dot, we use the stay probability defining the weight of the lo-
FIG. 6. Time dependent spin-flip efficiency (11): (a) $\alpha = 5$ meVnm, (b) $\alpha = 25$ meVnm, for some of the driving fields (marking the plots) from Fig. 3.

FIG. 7. Time dependence of localization probability (12) for (a) short evolution times for $\alpha = 5$ (dashed lines) and $\alpha = 25$ (solid lines) meVnm and (b) long evolution times for $\alpha = 0$ (solid lines) and $\alpha = 5$ (dashed lines) meVnm. The plots are marked with the values of the driving field amplitudes.

localized eigenfunctions in the discrete part of the spectrum as:

$$ P(t) = \sum_{i(\text{loc})} |c_i(t)|^2, $$

(12)

where summation is taken over the contribution of localized $\phi_i(x)$-states.

The localization probability (12) is shown in Fig. 7 for two time intervals. One can see that for short evolution times shown in Fig.7(a) both values of SOC strength produce similar evolution $P(t)$, and the values of (12) for smaller $\alpha$ are in general slightly higher than for the bigger one. The situation is, however, somewhat different on long times to 600 $T_0$ shown in Fig.7(b) for small value of $\alpha = 5$ meVnm together with the $\alpha = 0$ realization. Here two curves for a given driving strength and for different SOC parameters exchange their places more frequently at some moments of time with respect to the localization probability amplitude. So, it is harder to predict in which case the final localization probability will be greater if the SOC parameter is small or equal to zero. We attribute these differences to the more effective coupling between the localized and continuum states for higher values of SOC parameter $\alpha$ compared to lower ones. As a result, the electric field-induced transitions to continuum are more effective for higher values of $\alpha$ (not necessarily meaning the higher instant value of mean energy, see Fig.5(b)), and the electron may tunnel into continuum faster than for the lower $\alpha$, creating the lower localization probability (12) for the stronger SOC.

An important element for understanding of the feedback effect of spin motion on the time-dependent position and tunneling is the anomalous [36] spin-dependent velocity [33]:

$$ v_{so} = \frac{i}{\hbar} [\alpha \sigma_y k, x] = \frac{\alpha}{\hbar} \sigma_y, $$

(13)

and the corresponding acceleration:

$$ \frac{d}{dt} v_{so} = \frac{i}{\hbar} \frac{\Delta \alpha}{2} [\sigma_z, \sigma_y] = \frac{\alpha \Delta}{\hbar^2} \sigma_x. $$

(14)

This term leads to variation in the velocity due to the spin precession, as was observed in experiments on high-frequency conductivity of two-dimensional electron gas [37], and the effect of time-dependent $\langle \sigma_y(t) \rangle$ on $\langle x(t) \rangle$ appears as a result. The corresponding local probability
flux satisfying equation \( \partial_t (\psi^\dagger (x, t) \psi(x, t)) + \partial_x j(x, t) = 0 \), where \( \partial_x \equiv \partial / \partial x \), is given by:

\[
j(x, t) = \frac{i\hbar}{2m} \left[ \psi(x, t) \partial_x \psi^\dagger(x, t) - \psi^\dagger(x, t) \partial_x \psi(x, t) \right] + \frac{\alpha}{\hbar} \psi^\dagger(x, t) \sigma_\alpha \psi(x, t).
\] (15)

Note that for a relatively small coupling constant \( \alpha = 5 \text{ meV} \text{nm} \), the maximum value of the \( v_{\text{so}} \) velocity \( \alpha/\hbar \approx 8 \text{ nm} / \text{ps} \) can sufficiently modify the tunneling process.

**D. Evolution of the position**

1. **Time-dependence of the expectation values**

Along with the spin evolution, the expectation value of the coordinate \( \langle x(t) \rangle \), is of interest for understanding of the dynamics. It provides information of the electron localization domain, and can help in studies of the tunneling effect. For example, the sufficient criteria for tunneling into the continuum may be formulated in terms of the \( \langle x(t) \rangle \) amplitude: if it steadily exceeds the quantum dot size \( d \), the electron is out of the dot. Also, this expectation value produces a time-dependent electric field outside of the quantum dot, which under certain conditions, can be experimentally tracked.

We calculate the dynamics of \( \langle x(t) \rangle \) in analogy with \( \langle \psi^\dagger (x, t) \psi(x, t) \rangle \) where the spin operator is replaced by \( \psi^\dagger \psi \) with some examples of coordinate dynamics presented in Fig. 4.

The upper panel shows the dynamics for the low amplitude \( F = 0.16 \text{ meV} \text{nm} \) and the bottom panel shows the dynamics for \( F = 0.22 \text{ meV} \text{nm} \). By looking in Fig. 8(a) one can conclude that for low driving amplitude \( F = 0.16 \text{ meV} \text{nm} \) the electron is still confined within the quantum dot, and its spin exhibits well-defined Rabi oscillations (see Fig. 3). When the driving amplitude grows, the delocalization trend is manifested, and for the highest amplitude \( F = 0.22 \text{ meV} \text{nm} \) the amplitude of \( \langle x(t) \rangle \) well exceeds the quantum dot size, as one can see in Fig. 8(b).

The displacements presented in Fig. 8 can be compared with the results for oscillations amplitude \( x_0^{\text{[loc]}} \) for a particle localized in the potential \( U_0 x^2 / d^2 \), and a free electron driven by a periodic field, \( x_0^{[\text{cl}]} \), where

\[
x_0^{[\text{loc}]} = \frac{d^2}{2U_0} F, \quad x_0^{[\text{cl}]} = \frac{1}{m \omega^2} F.
\] (16)

For \( F = 0.16 \text{ meV} \text{nm} \), estimated amplitude \( x_0^{[\text{loc}]} \approx 8 \text{ nm} \), in a good agreement with the calculations at \( t < 100 \tau_0 \) (not shown in the Figure). Here the velocity amplitude \( v_0^{[\text{loc}]} = \omega d x_0^{[\text{loc}]} \approx 16 \text{ nm} / \text{ps} \), meaning that the anomalous velocity \( \alpha / \hbar \) plays essential role in the electron dynamics. For a delocalized electron, Eq. (15) yields for \( F = 0.22 \text{ meV} \text{nm} \), the amplitude \( x_0^{[\text{cl}]} \approx 720 \text{ nm} \), considerably larger than the calculated values. This difference is due to the fact that in the tunneling ionization a broadly distributed probability density rather than a well-defined wavepacket is being formed, resulting in a relatively small amplitude of \( \langle x(t) \rangle \). This can be illustrated by the example for the wavefunction component profile shown in Fig. 4 which can be compared with the localization probability in Fig. 8(b): for \( F = 0.2 \text{ meV} \text{nm} \) the low value of localization probability for the final moment of computation \( (P \approx 0.2) \) corresponds to Fig. 4 which describes a wavefunction with substantial impact of continuum states demonstrating a widely delocalized profile rather than a well-localized wavepacket. As to the velocity, taking into account that the numerically obtained amplitude, \( x_0^{[\text{tun}]} \approx 150 \text{ nm} \) we find that the corresponding velocity amplitude \( v_0^{[\text{tun}]} \approx 300 \text{ nm} / \text{ps} \), being comparable to the maximum anomalous velocity at \( \alpha = 25 \text{ meV} \text{nm} \), confirming the importance of spin-orbit coupling for the electron displacement.
corresponding wavevector, $k_{\text{tun}}^0 = v_{\text{tun}}^0 m/\hbar$ and the spin precession rate $\Omega_{\text{tun}}^0 = 2\alpha k_{\text{tun}}^0 / \hbar$. For the given set of system parameters and $\alpha = 5$ meV nm, we obtain at $F = 0.22$ meV nm, $\Omega_{\text{tun}}^0 \approx 0.53$ ps$^{-1}$. In the panel (a) of Fig. 5 on can see that at $F = 0.22$ meV nm, the characteristic time of spin evolution (time, at which the expectation value $\langle \sigma_z(t) \rangle = 0$, is close to 45 ps, considerably larger than $\pi/\Omega_{\text{tun}}^0 \approx 6$ ps. This difference means that the main effect of the tunneling on the spin evolution is due to formation of the mixed states rather than due to the driven tunneling-induced spin precession.

By analyzing the results in Fig. 5 - Fig. 8, one can see that the tunneling becomes efficient at few periods of driving field when the driving amplitude exceeds the values of about 0.18...0.2 meV nm. At lower fields the tunneling is slow enough to allow for a well-defined spin flip. For the fields higher than 0.22 meV nm the potential well opens so effectively that the electron escapes into continuum before the well-established Rabi oscillations are developed. So, one needs to choose some optimal intermediate driving fields to achieve good spin flip in a proper time. Besides, the very strong dependence of the tunneling probability on the driving field amplitude requires a well-defined window of the field amplitude in order to achieve the desired spin flip if one is interested in still keeping the electron inside the hosting quantum dot.

As to the dependence of the tunneling on the spin, and, more precisely, on the SOC strength $\alpha$, one can see that the patterns of $\langle x(t) \rangle$, the localization parameter $P(t)$ and the mean energy $\langle E(t) \rangle$ are similar but still quantitatively different depending on the presence and value of the SOC strength. Namely, for stronger SOC the localization probability is slightly lower at all times and for most driving fields, i.e. the tunneling is in general faster with increasing SOC. We attribute this effect to a more intensive EDSR development at higher SOC. Stronger SOC enlarges the matrix elements for the states with opposite spins, leading not only to a faster spin flip but also to more intense occupation of higher energy levels, speeding up to some extent the tunneling.

2. Fourier analysis of the dynamics

It is of interest to study the driven evolution in terms of its spectral properties, namely, the Fourier power spectrum applied to a finite sequence of data for $\langle x(t) \rangle$ collected on the evolution interval $T = NT_0$ with $N$ points spaced by $T_0$. Here it is appropriate to use the discrete version of the Fourier transform written as:

$$X_p = \sum_{n=0}^{N-1} \langle x(nT_0) \rangle e^{-i\omega_p/\omega_0}.$$  \hspace{1cm} (17)

In (17) $X_p$ is the output for the Fourier harmonic at frequency $\omega_p = \omega_0 N$, and (17) gives Fourier data for the frequency interval $0 \ldots \omega_0/2$ with frequency spacing $\omega_0/N$, so the index $p$ takes the values $1 \ldots N/2$, where it is convenient to express the frequencies in units the of $\omega_d$. For our numerical simulations we have the values $N = 200 \ldots 600$, where the discrete spectra obtained from (17) form a dense quasicontinuous set of states.

Here one may expect the local maxima at both driving frequency $\omega_d$ and in the low-frequency part associated with slow spin evolution coupled to the coordinate via SOC. In Fig. 9 we show examples of Fourier power spectra to compare the $\alpha = 0$ system with the system having moderate SOC for driving with $F = 0.16$ meV nm and $F = 0.22$ meV nm. We may see that the presence of SOC modifies mainly the low frequency part of $X_p$ in the $\sim 10^{-2}$ THz frequency domain. This is natural due to the SOC coupling of the coordinate with spin which affects mainly lower frequencies associated with the spin evolution which is lower than the driving frequency of the electric field. The peak at $\omega_p/\omega_d = 1$ is present for all SOC parameters and driving field amplitudes and corresponds to the dominant frequency of driven dynamics. Another interesting feature of Fourier spectra is the difference between the zero- and nonzero SOC cases which increases at high driving fields as it can be seen by comparing panels (a) and (b) in Fig. 9. With the increase in
the driving field, at $\alpha = 0$, the contribution of the large-displacement dynamics at frequency $\omega_d$ dominates over the low-frequency part of the displacement spectrum. However, a finite SOC due to the anomalous velocity produces a still relatively intense low-frequency motion. Thus, on one hand, moderate SOC gives enough time for the intermediate processes of tunneling between localized and extended states to develop, and, on the other hand, the coupling of spin and coordinate leads to a more complicated dynamics of \( \langle x(t) \rangle \) than for the $\alpha = 0$ realization, especially at high driving fields.

It is interesting to note that in the non-relativistic nonlinear atomic optics, frequent re-collisions of a driven electron with the singular Coulomb potential of the remaining ion \( \text{38} \) lead to a strong enhancement in the high-frequency radiation. In our paper we take into account a relativistic effect in the form of the spin-orbit coupling, albeit for a nonsingular potential. It will be of a future interest to study high-frequency harmonics produced in the presence of these relativistic effects.

V. CONCLUSIONS

We studied the electric dipole spin resonance with simultaneous tunneling and position evolution in a multilevel quantum dot formed in a nanowire. We demonstrated a strong effect of tunneling on the driven spin flip processes with disappearance of well-defined Rabi spin oscillations when the tunneling rate is of the order of the corresponding Rabi frequency. For multilevel quantum dots this matching happens in the electric field amplitudes close to 0.2 meV/nm. The strong effect of the tunneling on the spin dynamics is due to the formation of the mixed spin states, shifting the spin vector inside the Bloch sphere. In addition, we demonstrated backaction of the spin dynamics on the tunneling probability and position of the electron. This backaction is qualitatively attributed to the anomalous spin-dependent velocity, proportional to the spin-orbit coupling strength. These effects should be taken into account for the development of qubit architecture based on such structures.

ACKNOWLEDGEMENTS

D.V.K. and E.A.L. are supported by the State Assignment of the Ministry of Education and Science RF (project No. 3.3026.2017/PCh). E.A.L. was supported by the grant of the President of the Russian Federation for young scientists MK-6679.2018.2. E.Y.S. acknowledges support by the Spanish Ministry of Economy, Industry and Competitiveness (MINECO) and the European Regional Development Fund FEDER through Grant No. FIS2015-67161-P (MINECO/FEDER, UE), and the Basque Government through Grant No. IT986-16.

[1] E. I. Rashba, Sov. Phys. Solid State 2, 1109 (1960).
[2] G. Bemski, Phys. Rev. Lett. 4, 62 (1960).
[3] R. L. Bell, Phys. Rev. Lett. 4, 52 (1962).
[4] Y.A. Bratashevskii, A.A. Galkin, and Y.M. Ivanchenko, Sov. Phys. Solid State 5, 260 (1963).
[5] J. Ibañez-Azpiroz, A. Eiguren, E. Ya. Sherman, and A. Bergara, Phys. Rev. Lett. 109, 156401 (2012); J. Ibañez-Azpiroz, A. Bergara, E. Ya. Sherman, and A. Eiguren, Phys. Rev. B 88, 125404 (2013).
[6] E. I. Rashba and Al. L. Efros, Phys. Rev. Lett. 91, 126405 (2003).
[7] X. Hu, Yu-Xi Liu, and F. Nori, Phys. Rev. B 86, 035314 (2012).
[8] V. N. Golovach, M. Borhani, and D. Loss, Phys. Rev. B 74, 165319 (2006).
[9] J. H. Jiang, M. Q. Weng, and M. W. Wu, J. Appl. Phys. 100, 063709 (2006).
[10] M. Borhani and X. Hu, Phys. Rev. B 85, 125132 (2012).
[11] M. P. Nowak, B. Szafran, and F. M. Peeters, Phys. Rev. B 86, 125428 (2012).
[12] J. Romhányi, G. Burlaud, and A. Pályi, Phys. Rev. B 92, 054422 (2015).
[13] Y. Ban, Xi Chen, E. Ya. Sherman, and J. G. Muga, Phys. Rev. Lett. 109, 206602 (2012).
[14] M. T. Veszeli and A. Pályi, Phys. Rev. B 97, 235433 (2018).
[15] Rui Li, J. Q. You, C. P. Sun, and F. Nori, Phys. Rev. Lett. 111, 086805 (2013); Rui Li and J. Q. You, Phys. Rev. B 90, 035303 (2014).
[16] K. C. Nowack, F. H. L. Koppens, Yu. V. Nazarov, and L. M. K. Vandersypen, Science 318, 1430 (2007).
[17] S. Studenikin, M. Korkusinski, M. Takahashi, J. Ducatel, A. Padawer-Blatt, A. Bogan, D. Guy Austing, L. Gaudreau, P. Zawadzki, A. Sachrajda, Y. Hirayama, L. Tracy, J. Reno, and T. Hargett, Commun. Phys. 2, 159 (2019).
[18] E. N. Osika and B. Szafran, J. Phys.: Condens. Matter 27, 435301 (2015).
[19] S. Nadji-Perge, S. M. Frolov, E. P. A. M. Bakkers, and L. P. Kouwenhoven, Nature (London) 468, 1084 (2010).
[20] E. I. Rashba and V.I. Sheka, Sov. Phys. Solid State 6, 114 (1964).
[21] E. I. Rashba and V.I. Sheka, Sov. Phys. Solid State 6, 451 (1964).
[22] X. Linpeng, T. Karin, M. V. Durnev, R. Barbour, M. M. Glazov, E. Ya. Sherman, S. P. Watkins, S. Seto, and K.-M. C. Fu, Phys. Rev. B 94, 125401 (2016).
[23] A. F. Sadreev and E. Ya. Sherman, Phys. Rev. B 88, 115302 (2013).
[24] D.V. Khomitsky, E.A. Lavrukhina, and E.Ya. Sherman, Phys. Rev. B 99, 014308 (2019).
[25] D.V. Khomitsky, L.V. Gulyaev, and E.Ya. Sherman, Phys. Rev. B 85, 125312 (2012).
[26] F. Mireles and G. Kirczenow, Phys. Rev. B 64, 024426 (2001).
[27] M. M. Gelabert, L. Serra, D. Sánchez, and R. López, Phys. Rev. B 81, 165317 (2010).
[28] A. N. M. Zainuddin, S. Hong, L. Siddiqui, S. Srinivasan, and S. Datta, Phys. Rev. B 84, 165306 (2011).
[29] L. Xu, Xin-Qi Li, and Qing-Feng Sun, Sci. Rep. 4, 7527 (2014).
[30] I. Saïdi, S. B. Radhia, and K. Boujdaria, J. Appl. Phys. 107, 043701 (2010).
[31] M. A. Leontiadou, K. L. Litvinenko, A. L. Gilbertson, C. R. Pidgeon, W. R. Branford, L. F. Cohen, M. Fearn, T. Ashley, M. T. Emeny, B. N. Murdin, and S. K. Clowes, J. Phys.: Condens. Matter 23, 035801 (2011).
[32] P. Wójcik, A. Bertoni, and G. Goldoni, Phys. Rev. B 97, 165401 (2018).
[33] L. D. Landau and E. M. Lifshitz, Quantum Mechanics - Nonrelativistic Theory, 3rd ed., Course of Theoretical Physics Vol. 3 (Elsevier, 1977).
[34] R. Winkler, Spin-Orbit Coupling Effects in Two-Dimensional Electron and Hole Systems (Springer, Berlin, 2003).
[35] K. Blum, Density Matrix Theory and Applications (Springer Series on Atomic, Optical, and Plasma Physics, Springer, Berlin, 2012).
[36] E. N. Adams and E. I. Blount, J. Phys. Chem. Solids 10, 286 (1959).
[37] S. A. Tarasenko, A. V. Poshakinskiy, E. L. Ivchenko, I. Stepanov, M. Ersfeld, M. Lepsa, and B. Beschoten, JETP Letters 108, 326 (2018).
[38] M. Lewenstein, Ph. Balcou, M. Yu. Ivanov, A. L’Huillier, and P. B. Corkum, Phys. Rev. A 49, 2117 (1994).