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Abstract

Multi-object Tracking (MOT) generally can be split into two sub-tasks, i.e., detection and association. Many previous methods follow the tracking by detection paradigm, which first obtain detections at each frame and then associate them between adjacent frames. Though with an impressive performance by utilizing a strong detector, it will degrade their detection and association performance under scenes with many occlusions and large motion if not using temporal information. In this paper, we propose a novel Reference Search (RS) module to provide a more reliable association based on the deformable transformer structure, which is natural to learn the feature alignment for each object among frames. RS takes previous detected results as references to aggregate the corresponding features from the combined features of the adjacent frames and makes a one-to-one track state prediction for each reference in parallel. Therefore, RS can attain a reliable association coping with unexpected motions by leveraging visual temporal features while maintaining the strong detection performance by decoupling from the detector. Our RS module can also be compatible with the structure of the other tracking by detection frameworks. Furthermore, we propose a joint training strategy and an effective matching pipeline for our online MOT framework with the RS module. Our method achieves competitive results on MOT17 and MOT20 datasets.

1. Introduction

Multi-object Tracking (MOT), an essential and practical task in video analysis, benefits many applications, e.g., autonomous driving and smart city. MOT aims to estimate the trajectory of objects with the same identity based on a video sequence that contains multiple objects. MOT generally can be split into two sub-tasks, i.e., detection and association. However, these two tasks are very different, where one is location-aware, and the other is identity-aware. Therefore, one challenge for MOT is how to extract suitable features in a general framework for these two tasks, the focus of which is very different in feature learning. Another challenge is how to associate two objects with the unpredictable motion of the objects or cameras across two frames.

Conventional methods for MOT are mainly following the tracking by detection \cite{15, 28, 32} and joint tracking and detection \cite{22, 23} paradigms. Most previous tracking by detection methods first detect all objects and then associate them with previous tracks based on the appearance similarity and location overlap. If without learnt association based on visual temporal information, it will degrade their detection and association performance under scenes with many occlusions or large motions. Joint detection and tracking methods jointly learn detection and association, aggregate features from several adjacent frames to simultaneously predict
locations of the associated objects with the same identity at these frames. However, the strong coupling structure of detection and association is easily to overlook the different focuses of these two tasks.

In this paper, we propose a deformable transformer-based Reference Search (RS) method to achieve a more reliable association while maintaining the strong detection performance in the tracking by detection paradigm. For tracking at frame $T$, we perform detection only based on the features from frame $T$, and further associate the new detections to the existing tracks, whose current states, including the locations and appearance embeddings, will then be updated from combined features of the frame $T$ and frame $T-1$ by using RS. Specifically, as Fig 1, in the RS module, track locations at the previous frame are utilized as the reference point set to aggregate the corresponding features with deformable co-attention from the two adjacent frames. Correspondingly, we introduce a novel joint training strategy and an effective matching pipeline for our framework with the RS module.

We argue that our TR-MOT has the following characteristics and advantages comparing to previous methods. We first discuss the MOT methods, which utilize visual temporal information to predict association based on a CNN structure such as CenterTrack [41], ChainedTracker [23] and TubeTK [22]. Unlike these previous methods, considering locations of other tracks to have a minor effect on the state prediction for this track, we leverage a more focused set-to-set transformer structure, which is more natural to make a one-to-one state prediction for each previous track in parallel. Moreover, our track state prediction is decoupled from detection and thus less limited by detection-related features. We then distinguish our TR-MOT from some recent transformer-based MOT methods [20,27,35,37]. Such transformer-based trackers utilize the detection-related object features in the transformer-based detector to associate objects in other frames. Though attaining impressive detection accuracy, this manner is less reliable for association, because the learnt object features are highly specialized for the detection task, and thus may degrade the association ability. Decoupling from detection, our RS module only takes detection results as location references to learn the feature alignments based on visual temporal information. Without extra relationship modelling, our RS module can also be compatible with other tracking by detection framework structures, predicting new location and appearance embedding of each previously detected track more reliably for the later association.

Our contributions can be mainly summarized as three aspects: 1) We design an effective Reference Search (RS) module for the association, which utilizes the previous track states as references to make a parallel one-to-one state propagation for each existing track based on visual temporal features. 2) We propose an online MOT framework (TR-MOT) that decouples the detection and association process, including a reliable matching pipeline compatible with RS and the corresponding joint training strategy. 3) Our TR-MOT achieves competitive performance on the MOT dataset, and ablation studies verify the effectiveness of our main designs.

2. Related Work

**Tracking by detection.** The methods in the tracking by detection category [15, 19, 28, 31, 32, 36, 39, 42] break the MOT task into two steps: detection and association. They first detect all the objects from a single frame, where most of the methods also extract the corresponding appearance feature for each detected object for the later association. Early methods like [28, 36] deploy an extra appearance extraction network to obtain the representative object appearances. Recent methods such as [15, 31, 39] simply predict the appearance embedding along with the detection results from the same detector network.

For association, DeepSORT [32] proposes an association method that jointly utilizes the location overlaps and appearance affinity to obtain the matching results with the bipartite matching algorithms such as Hungarian Algorithm [13]. Many current methods such as [15, 31, 39] also apply such association method, using the probabilistic state estimation methods like Kalman Filter [12] to update the track state, which is hard to handle unexpected motions in a video. There are other methods taking different association strategies. [2] predicts the optical flow to merge the blobs, [5] uses graph to connect object nodes from different frames for association, [3] utilizes the previous detection results as region proposals to detect their associated objects at the current frame. These methods always require carefully designed rules to formulate the MOT association problem into their proposals to guarantee the effectiveness.

**Joint detection and tracking.** The joint detection and tracking methods [22, 23, 41] predict the association, along with the corresponding detections from adjacent frames. TubeTK [22] and ChainedTracker [23] predict the object locations with the same identity in the adjacent frames simultaneously. CenterTrack [41] estimates the detection results along with an offset vector, which indicates the motion information from the current object center to its center at the previous frame. Though with a simpler pipeline, such a joint detection and tracking paradigm overlooks the different focus of detection and association. Without a more explicit and reliable feature alignment mechanism for the object in adjacent frames as [44] in video object detection, the object features in more than one frame might disturb the detection on the single frame.

**Transformer in multi-object tracking.** Following the recently popular transformer-based detectors [6, 43], transformer is applied to solve the multi-object tracking problem.
Some new tracking methods as [20,27,37] utilize object features from the previous frame to generate detection queries for the current frame. [35] uses the transformer with dense queries for tracking the target centers. Though the transformer has impressive detection performance and structure natural for the parallel association, the learned queries for transformer are highly specialized, which are hard to generalize on different tasks directly. Other methods like [7] designs graph transformers to model the spatial and temporal interactions among objects. However, it requires relationship modelling on each potentially associated node and thus costs more computation and memory.

3. TR-MOT

In this section, we introduce the Tracking-by-Reference MOT (TR-MOT), an online tracking framework as Fig 2, which decouples the detection and association process in multi-object tracking. Precisely, for detection, we deploy a transformer-based detector; for the association, we design the Reference Search (RS) module to predict the current state of each previous track by leveraging visual temporal information. We propose a corresponding matching pipeline to match the predicted states with newly detected objects and further update the tracks. Finally, a joint training strategy will be introduced to train the whole framework.

3.1. Transformer-based Detection

Considering the impressive detection performance and set-to-set structure similar to our RS module, we apply the efficient and fast-converging transformer-based detector, called Deformable DETR [43] for detection as Fig 2 (a). The detector contains an encoder and a decoder. Given the image at frame $T$, after the features are extracted by the backbone CNN, the detector encoder performs multi-scale deformable self-attention on each feature location to aggregate the feature memory $M_T$. Through the linear projections via $N$ learnable queries $Q_d$, we obtain $N$ reference points with their corresponding sampling offsets and attention weights respectively for the multi-scale deformable co-attention in the detector decoder. The decoder aggregates the corresponding features from $M_T$ and decodes $N$ object features for each query one-to-one. From each object feature, three separate heads based on multi-layer perceptions (MLPs) are used to predict the object bounding-box, category score and appearance embedding, respectively.

Unlike the original deformable DETR, our detector needs to detect the objects even when their center points are outside the image. Thus, we modify deformable DETR for MOT. We clamp each center point into the image and predict the distances from the new center point to four bounding-box sides, respectively, instead of simply predicting the width and the height. For the appearance embedding prediction, we attach a multi-class classifier ($\phi$) to the embedding to predict the identity in the training since the ground-truth identity is known. In this way, we can pull the appearance embedding with the same identity altogether, making the embedding more discriminative and representative.
Set-based training. Considering the loss function should be invariant by a permutation of the prediction set, the Hungarian algorithm [13] is adopted to assign the ground-truth for supervision. Specifically, we find a one-to-one bipartite matching that minimizes the bounding-box overlap and category difference between the ground-truth $y$ and the $N$ detected objects $\hat{y}$. Denoting the predicted bounding-box, category scores and appearance embedding as $\hat{b}_\sigma$, $\hat{p}_\sigma$ and $\hat{e}_\sigma$ respectively, the detection loss $L_{\text{det}}$ for the $i$-th ground-truth object with an identity of $\alpha$ is defined as:

$$L_{\text{det}}(i) = \ell_{\text{box}} \mathcal{L}_{\text{box}}(b_i, \hat{b}_{\sigma(i)}) + \lambda_{\text{id}} \mathcal{L}_{\text{id}}(\alpha, \varphi(\hat{e}_{\sigma(i)})) + \lambda_{\text{cls}} \mathcal{L}_{\text{cls}}(c_i, \hat{p}_{\sigma(i)}),$$

where $b_i$ and $c_i$ denote the bounding-box and category of the $i$-th ground-truth respectively. The loss $\mathcal{L}_{\text{box}}$ [43] is composed of a $l_1$ loss and a GIoU loss, both the loss $\mathcal{L}_{\text{cls}}$ and id loss $\mathcal{L}_{\text{id}}$ are Focal Loss [16].

3.2. Reference Search for Association

We design a Reference Search (RS) module as Fig 2 (b) to predict the current state of previous tracks for the association, using the previous states as references. The appearance similarity and location distance can complement each other under crowded or occluded scenarios. Thus, we include both the location and appearance embedding into the track state.

We add $M_{T-1}$ from the detection encoder at frame $T-1$ to $M_T$ at $T$ to obtain the joint memory $M_{T-1,T}$. To aggregate the corresponding features for the track state prediction at frame $T$, we perform multi-scale deformable co-attention as Fig 2 (c) at the center point $v_{\text{ref}}$ of each track (reference point) at frame $T-1$ based on $M_{T-1,T}$. A linear projection is used to transform $v_{\text{ref}}$ to the reference embedding, which is then used to generate the corresponding $L$ location offsets $\Delta v_{\text{ref}} \in \mathbb{R}^{2L}$ and attention weights $a_{\text{ref}} \in \mathbb{R}^L$ for the adaptive deformable co-attention. After aggregating the $M_{T-1,T}$ features at $(v_{\text{ref}} + \Delta v_{\text{ref}})$ by the corresponding weights $a_{\text{ref}}$, we apply two MLP heads to predict the center point location $\hat{v}_T$ at frame $T$ and the appearance embedding $\hat{e}_T$ for each previous track one-to-one.

The tracks with $v_{\text{ref}}$ outside the image region at frame $T-1$ are not considered as references to our RS module. We consider their clamped $v_{\text{ref}}$ not the actual center points, and the extracted appearance for less than half body is unreliable to represent the object. Matching for RS is not applied between these tracks and the newly detected objects. The matching details will be described in the following contents.

Training. In this part, the goal of training is to make the RS module gain the ability to recognize the association between objects with the same identity from two adjacent frames. To this end, we only train the module when there exist object pairs that can be associated. Given the $i$-th track at frame $T-1$, we denote its center point location at frame $T-1$ as $v_{i,T-1}$, and the ground-truth center point location of the track at frame $T$ as $\tilde{v}_T$. Using $v_{i,T-1}$ as the reference points, we deploy the RS module to predict the center point location $\tilde{v}_T$ and the appearance embedding $\tilde{e}_T$ for the $i$-th track at frame $T$. Then we calculate the L1 loss as $\mathcal{L}_{\text{reg}}$ between $\tilde{v}_T$ and the corresponding ground-truth $v_T$ to supervise the location prediction for the center point. Similar to the detection part, we construct the id loss $\mathcal{L}_{\text{id}}$ to supervise on the appearance embedding prediction. The RS training loss $\mathcal{L}_{\text{RS}}$ on $M$ references $Q_T$ is defined as:

$$\mathcal{L}_{\text{RS}} = \sum_{i=1}^{M} [\lambda_{\text{reg}} \mathcal{L}_{\text{reg}}(v_{i,T}, \tilde{v}_T) + \lambda_{\text{id}} \mathcal{L}_{\text{id}}(\alpha, \varphi(\tilde{e}_T))]$$

3.3. Matching and Track Updating

As Fig 2 (d), after predicting the current state for each track, a corresponding matching strategy is designed to associate the newly detected objects to the existing tracks.

Matching for RS. We assume a reliable state prediction from RS contains the appearance embedding consistent with the embedding of its corresponding track reference. Therefore, to assess the predicting reliability, we introduce Reference Consistency, which indicates the appearance similarity between the RS prediction and the reference.

Given the $i$-th track at frame $T-1$, we denote its appearance embedding as $\epsilon_i$ and the center point location as $v_{i,T-1}$. Besides the $\tilde{v}_T$ and $\tilde{e}_T$ that are predicted from the RS module, we apply the Kalman Filter [12] to predict the shape $(w_{i,T}^l, h_{i,T}^l)$ of the $i$-th track at frame $T$. In the detection process at frame $T$, for the $j$-th detected object, the predicted center point with the bounding box shape is denoted as $\hat{b}_T^l = (\hat{w}_T^l, \hat{w}_T^h, \hat{h}_T^l)$, and the appearance embedding is $\hat{e}_T^l$. The RS matching cost between the $i$-th track and the $j$-th detected object consists of three parts: 1) the Euclidean distance between $\hat{b}_T^l = (\hat{w}_T^l, \hat{w}_T^h, \hat{h}_T^l)$ and $\hat{b}_T^l$; 2) the Reference Consistency between $\epsilon_i$ and $\tilde{e}_T^l$; 3) the appearance similarity between $\tilde{e}_T^l$ and $\tilde{e}_T^l$. We utilize the cosine similarity to calculate the Reference Consistency and appearance similarity. The RS matching cost $\mathcal{C}_{\text{RS}}(i, j)$ between the $i$-th track and the $j$-th detected object is constructed as:

$$\mathcal{C}_{\text{RS}}(i, j) = \lambda_{\text{emb}} \sqrt{\frac{\epsilon_i \cdot \tilde{e}_T}{\|\epsilon_i\| \|\tilde{e}_T\|} \cdot \frac{\tilde{e}_T \cdot \tilde{e}_T}{\|\tilde{e}_T\|}} + (1 - \lambda_{\text{emb}}) \|\hat{b}_T^l - \hat{b}_T^l\|$$

Multi-layer RS. We construct the multi-layer RS for better performance, where each layer has the same structure. The aggregated features before MLP of each layer are utilized to update the reference embedding of the next layer. And $\tilde{e}_T$ is only predicted from the last layer. We apply the auxiliary losses [1] after each layer for supervision.
Matching pipeline. The objects with detection scores over $\mu$ are preserved for further association. First, we calculate $C_{RS}$ and find the bipartite matching with the least cost between the detections and the state predictions for previous tracks from RS. Only the matching that costs less than $\tau$ is valid. Then we associate the remaining detected objects with the remaining previous tracks that have the most location overlaps, where the overlaps should be greater than a threshold of $\theta$. After these two steps, the previous tracks that are not associated are denoted as the lost tracks, and the remaining detected objects are considered as the new unconfirmed tracks. We confirm a new track only if it is associated with a detected object at the next frame, otherwise we will remove the track.

Track updating. The associated previous tracks apply the corresponding matched objects to update their locations and appearance embedding. To re-identify the lost tracks, we use the Kalman Filter [12] to update their states when the consecutive lost frames are less than $\xi$. Otherwise, the tracks are terminated and become inactive. After that, all the active tracks, including the active lost tracks, are taken as RS references at the next frame. The effectiveness of the re-identifying strategy for track rebirth is verified in Sec 4.4.

3.4. Joint Training

A joint training strategy is designed for our proposed framework. Two adjacent frames are taken as the input, and we perform detection on the two frames, respectively. To make the training process more robust and consistent to the inference, we take the detected objects from the previous frame $T-1$ as references for RS at the latter frame $T$. The loss function of our joint training is defined as:

$$L(T) = 0.5L_{det}(T-1) + L_{det}(T) + L_{RS}(T-1, T),$$

where $L(T)$ and $L(T-1, T)$ indicate the loss functions based on frame $T$ and the combination of frame $T-1$ with $T$, respectively. In the loss backpropagation process, we stop the gradient backpropagation of features from $T-1$.

4. Experiments

4.1. Datasets and Metrics

Datasets. We verify the effectiveness of our method on two datasets, i.e., MOT17 [21] and MOT20 [8]. MOT17 consists of 14 sequences with heavy occlusions, which are split into 7 sequences for training and 7 sequences for testing. MOT20 consists of 8 sequences depicting very crowded challenging scenes.

Metrics. We apply the official evaluation metrics in MOT datasets. 1) MOTA [4]: Summary of overall tracking accuracy in terms of false positives, false negatives and identity switches. 2) IDF1 [24]: The ratio of correctly identified detections over the average number of ground-truth and computed detections. 3) MOTP [4]: The misalignment between the annotated and the predicted bounding boxes. 4) MT: Mostly tracked targets. The ratio of ground-truth trajectories that are covered by a track hypothesis for at least 80% of their respective life span. 5) ML: Mostly lost targets. The ratio of ground-truth trajectories that are covered by a track hypothesis for at most 20% of their respective life span. 3) HOTA [18]: Geometric mean of detection accuracy and association accuracy. Averaged across localization thresholds. 4) IDS [14]: Number of identity switches.

4.2. Implementation Details

We implement our detector following the setting of two-stage Deformable DETR with iterative bounding box refinement [43], utilizing 300 object queries and a ResNet-50 backbone [11]. $d$ and $K$ in Fig 2 are 256 and 64 respectively. A 6-layer RS module is applied, where $L$ is 12 in total for all three scales. For training, we first pretrain our model on the CrowdHuman dataset with the MOT17 or MOT20 dataset and then finetuning on these two datasets while blocking CrowdHuman for appearance embedding training. For the CrowdHuman dataset without annotated identities, we give each object a unique identity to train the appearance embedding branch in a self-supervised way following [39]. We first pretrain our model for 20 epochs with a learning rate of $10^{-4}$, and then finetune for 25 epochs with a learning rate of $10^{-4}$ decreased by 10 times at the 20th epoch. For both the training steps, the batch size is 12, and the optimizer is AdamW [17]. We set the weight coefficients $\lambda_{reg}, \lambda_{id}, \lambda_{det}$ and $\lambda_{RS}$ in Sec 3 to 5, 0.5, 1 and 1 respectively. For inference, the hyper-parameters $\mu, \tau, \theta$ and $\xi$ in the matching pipeline are set to 0.4, 0.8, 0.5 and 30 respectively. All experiments are conducted on the GT1080Ti, CUDA 9.0.

4.3. Main Results

We conduct experiments on two benchmarks to verify our effectiveness. In Table 1, we compare our performance with the reported results of previous online methods. On MOT17, we achieve 76.5% on MOTA, 72.6% on IDF1 and 59.7% on HOTA, which outperform the state-of-the-art. Moreover, comparing to the methods [27, 35], which also adopt a Deformable DETR detector, our TR-MOT largely outperforms on IDF1 and HOTA by 9.1% and 5.2% respectively, and also outperforms on detection related metrics MOTA1 by 1.3%. On MOT20, we achieve 67.1% on MOTA, 59.1% on IDF1 and 50.4% on HOTA. In the extremely crowded MOT20 datasets, the appearance of each human is of relatively low quality and not easily to be differentiated. Some methods [15, 30, 39] use additional ReID datasets like [10, 34, 40] to train the appearance embedding branch with high-quality human appearances and clear identities, to further improve their association ability. Comparing to these methods on MOT20, our method without
| Benchmark | Method               | Detector          | Extra Data | MOTA↑ | IDF1↑ | HOTA↑ |
|-----------|----------------------|-------------------|------------|-------|-------|-------|
| MOT17     | SST [28]             | Faster R-CNN      | X          | 52.4  | 49.5  | 39.3  |
|           | Tracktor+Ctdet [3]   | Faster R-CNN      | X          | 54.4  | 56.1  | -     |
|           | DeepSORT [32]        | Faster R-CNN      | X          | 60.3  | 61.2  | -     |
|           | TubeTK [22]          | 3D FCOS           | X          | 63.0  | 58.6  | 48.0  |
|           | ChainedTracker [23]  | RetinaNet         | X          | 66.6  | 57.4  | 49.0  |
|           | GSORT [30]           | CenterNet         | 5D2        | 73.2  | 66.5  | 55.2  |
|           | FairMOT [39]         | CenterNet         | 5D1        | 73.7  | 72.3  | 59.3  |
|           | C-Track [15]         | YOLOv5            | 5D1        | 74.9  | 72.6  | 59.3  |
|           | FUFET [25]           | ResNet101-FPN     | 5D1        | 76.2  | 68.0  | 57.9  |
|           | CorrTracker [29]     | CenterNet         | 5D1        | 76.5  | 73.6  | 60.7  |
|           | Centertrack [41]     | CenterNet         | CH         | 67.8  | 64.7  | 52.2  |
|           | TraDeS [33]          | CenterNet         | CH         | 69.1  | 63.9  | 52.7  |
|           | TransCenter [35]     | Deformable-DETR   | CH         | 73.2  | 62.2  | 54.5  |
|           | TransTrack [27]      | Deformable-DETR   | CH         | 75.2  | 63.5  | 54.1  |
|           | TR-MOT (Ours)        | Deformable-DETR   | CH         | 76.5  | 72.6  | 59.7  |
| MOT20     | FairMOT [39]         | CenterNet         | 5D1        | 61.8  | 67.3  | 54.6  |
|           | C-Track [15]         | YOLOv5            | 5D1        | 66.6  | 68.6  | 54.0  |
|           | GSORT [30]           | CenterNet         | 5D2        | 67.1  | 67.5  | 53.6  |
|           | TransCenter [35]     | Deformable-DETR   | CH         | 58.3  | 46.8  | 44.3  |
|           | TransTrack [27]      | Deformable-DETR   | CH         | 64.5  | 59.2  | 48.5  |
|           | TR-MOT (Ours)        | Deformable-DETR   | CH         | 67.1  | 59.1  | 50.4  |

Table 1. Performance comparison on the MOT17 and MOT20 test set with private detector. 5D1 indicates using 5 datasets, including CH [26], Caltech Pedestrian [9], CityPersons [38], CUHK-SYS [34], and PRW [40]. 5D2 is 5D1 replacing CH by ETH [10].

utilizing any ReID dataset does not have superiority on association. However, we outperform other methods which use the same datasets and detector as ours for training. The main results indicate that our performance boosts from our well designed MOT pipeline with the associating module RS, rather than only from the detector. We achieve competitive association ability while maintaining the high detection performance.

### 4.4. Ablation Studies

For ablation studies, we first pretrain our model using CrowdHuman and finetune on the first half of MOT17 training set [39], following other settings introduced in the implementation details. Then we evaluate the trained models on the other half of MOT17 training set. We focus on three significant MOT metrics: MOTA, IDF1 and IDS. According to previous metrics definition, MOTA, IDS and IDF1 mainly indicate the detection performance, association stability, and association reliability, respectively. Considering most variants we implement mainly differ in the association process, we give priority to the metric IDF1.

**Baseline model.** For a fair comparison to verify the effectiveness of our proposed method, we follow JDE [31] to implement a variant as our baseline model and replace the detector with the same Deformable DETR detector as ours. We simultaneously output detection results and the corresponding appearance embedding from the last decoder layer, then associate the detected objects with previous tracks based on appearance affinity and location distance.

**Proposed framework with RS.** We implement our proposed pipeline with a 3-layer RS module (+ 3 × RS w/ appearance) and also a variant without learning the appearance embedding in the 3-layer RS module (+ 3 × RS w/o appearance). As shown in Table 2a, we compare the results of these two variants with the baseline model on the validation sequences, respectively. Both two variants with our proposed RS module have comparatively superior performance on the sequence with a moving camera or under heavy occlusion. Especially, on the Video-05 and Video-11 which are with both heavy occlusion and apparent camera motion, + 3 × RS w/ appearance outperforms 20% and 67% relatively over the baseline model on the id association relevant metric IDF1, respectively. We consider it is because the baseline model does not leverage any visual temporal information like our RS module, which makes it not easier to handle unexpected erratic motions. Moreover, Table 2b


(a) Ablations on Sequences. The value in the table indicates two important metrics: ID1↑ / MOTA↑ on the validation sequences. * denotes the sequence shot by an apparently moving camera, and † means the validation set is crowded and with a heavy occlusion.

| Variant | RS Layers | State Prediction | ID1↑ | MOTA↑ | IDS↓ | MT↑ | ML↓ | #Parameters |
|---------|-----------|------------------|------|-------|------|-----|-----|-------------|
| Baseline, w/o RS | - | Kalman Filter | 69.1 | 70.8 | 382 | 161 | 50 | 41.0 M |
| + RS w/o appearance | 3× | Reference Search | 70.7 | 72.0 | 607 | 164 | 51 | 44.7 M |
| + RS w/ appearance | 1× | Reference Search | 73.5 | 72.9 | 321 | 152 | 51 | 42.6 M |
| + 3× RS w/o appearance | 3× | Reference Search | 74.2 | 71.9 | 287 | 160 | 48 | 44.9 M |
| + 3× RS w/ appearance | 6× | Reference Search | 76.0 | 72.5 | 233 | 162 | 51 | 48.3 M |

(b) Component Analysis: Results of the variants with various components, i.e. The detection threshold μ = 0.4, and RS matching cost threshold τ = 1.5.

| Variant | RS Layers | State Prediction | ID1↑ | MOTA↑ | IDS↓ | MT↑ | ML↓ | Strategy |
|---------|-----------|------------------|------|-------|------|-----|-----|----------|
| Baseline, w/o RS | - | Kalman Filter | 69.1 | 70.8 | 382 | 161 | 50 | w/o |
| + RS w/o appearance | 3× | Reference Search | 61.0 | 69.3 | 1056 | 73.0 | 72.1 | 375 |
| + RS w/ appearance | 1× | Reference Search | 63.0 | 69.0 | 1131 | 75.7 | 72.3 | 299 |
| + 3× RS w/o appearance | 3× | Reference Search | 71.3 | 68.3 | 1681 | 76.5 | 72.4 | 278 |
| + 3× RS w/ appearance | 6× | Reference Search | 74.9 | 70.8 | 616 | 76.5 | 72.4 | 278 |

(c) Threshold of C_RS, μ = 0.4. (d) Matching Pipeline. τ = 0.8, μ = 0.4. (e) Reference Consistency Strategy. τ = 0.8, μ = 0.4.

Table 2: Ablation studies of our proposed model on the MOT17 validation set.

shows the variants with RS yield 1.6% - 6.9% and 1.1% - 2.1% improvements on ID1↑ and MOTA↑ respectively, comparing to the baseline model.

Importance of RS appearance. According to Table 2a, RS with appearance learning (+ 3× RS w/ appearance) outperforms the variant without appearance (+ 3× RS w/o appearance) in most sequences that are with heavy occlusion or camera motion. Table 2b shows + 3× RS w/ appearance gains a 3.5% improvement over + 3× RS w/o appearance on ID1↑, and the IDS is dropped by 52.7% relatively over + 3× RS w/o appearance when RS appearance learning is involved. We consider the appearance embedding obtained from our RS module is more representative by leveraging the temporal information. Since the RS module mainly contributes to the association, the detection relevant metric MOTA↑ is less affected. With a relative similar detection performance, the apparent improvement on ID1↑ and dropping on IDS can verify the effectiveness of the RS appearance for a more stably accurate association.

Number of Reference Search layers. We construct a multi-layer RS structure in our TR-MOT. As shown in Table 2b, row 3 - 5, ID1↑ is improved by 2.5% from 1 layer to 6 layers, and IDS is dropped from 321 to 233 in a stable way. The improvements of ID1↑ and dropping of IDS along with the close detection performance can verify our RS module with more layers can benefit the association performance.

Matching cost for RS. During the matching for RS, we calculate the matching cost C_RS through Sec 3.3. Based on our optimal model structure with a 6-layer RS module (+ 6× RS w/ appearance), we set the maximum threshold τ of C_RS from 0.5 to 1.8 and keep all other settings following 4.2 to perform the sensitivity analysis on τ. As shown in Table 2c, ID1↑ improves by 2.9% when τ changes from 0.5 to 0.8, drops by only 0.5% when τ increases from 0.8 to 1.5, and drops by 1.0% as τ changes from 1.5 to 1.8. Moreover, the detection relevant metric MOTA↑ keeps almost unchanged when τ is from 0.8 to 1.8. Table 2c shows the association performance has consistent effectiveness when τ is set from 0.8 to 1.5, and is best when τ = 0.8. When τ is smaller, the matching for RS will be more strict and thus results in more unreliable new tracks to be unconfirmed and removed. Therefore, the detection recall will drop and degrade the detection relevant metric MOTA↑, which explains the 1.6% dropping on MOTA↑ when τ decreases from 0.8 to 0.5.

Matching for RS. Rows 3 - 5 in Table 2d show the ablations on the matching for RS. When lost tracks are excluded from the references and only RS matching is utilized, involving RS appearance into the RS matching cost (RS loc.+RS App.) can improve ID1↑ by 2% with very close MOTA comparing to only considering the updated track location from RS (RS loc. matching). It verifies the association effectiveness of jointly considering RS appearance and location overlaps in the matching process for RS.

Strategy for Reference Consistency. According to Sec
3.3, we introduce Reference Consistency to assess the reliability of RS predictions. As Table 2e, we implement two strategic variants for involving the Reference Consistency to RS matching. When calculating the RS matching cost, if we take the average value of the Reference Consistency and appearance similarity (average), IDF1 and MOTA will drop by 0.8% and 0.1%, respectively, comparing to taking the sqrt value. If we exclude the Reference Consistency, IDF1 and MOTA will further drop by 0.7% and 0.2% respectively comparing to average. Therefore, Table 2e verifies the contribution of our proposed Reference Consistency.

Rebirth in RS. If we add the lost tracks into the track references (Full RS (RS w/ lost ref)) based on RS loc. Matching, IDF1 will be improved largely by 8.3%, although MOTA drops by 0.7%. However, Full RS+IoU+confirm improves IDF1 by 11.3% over (RS w/o lost ref)+IoU+confirm while MOTA increases by 2.2% and IDS drops by 297. Without the confirm process, more lost tracks in low quality as references will impair the RS matching and increase the IDS, which degrades the metric MOTA and IDF1. If we involve confirm based on Full RS (RS w/ lost ref), Full RS + confirm will improve IDF1 and MOTA by 3.6% and 2.5%, respectively. These ablations indicate that considering the lost tracks in RS for track rebirth is necessary, and also the performance benefits from the confirm process.

Matching pipeline. For the full matching pipeline (Full RS+IoU+confirm), we perform matching for RS (full RS), and deploy matching for the location overlaps (IoU) to associate the remaining detected objects and tracks. Moreover, the unconfirmed tracks that are not associated to new detections will be removed (confirm). To verify the effectiveness of our designed matching pipeline with RS, we implement several variants while keeping the hyperparameters. If we exclude full RS for matching (IoU+confirm), IDF1 drops greatly by 13.1% and MOTA also drops by 3.3%. If we replace full RS to the matching strategy based on the appearance embedding and detection results from the detector as JDE [31] (JDE), IDF1 drops by 7.4% and MOTA drops by 1.6%. These two ablations verify the large contribution to the association from is our full RS in the matching pipeline. Overall, our designed matching pipeline (Full RS+IoU+confirm) can achieve the best result.

4.5. Visualization

As shown in Fig 3, we visualize the attention of our detector on one frame (a) and RS attention on two adjacent frames (b) in (+6 × RS w/ appearance). From the figure, the detector focuses more on the keypoints of the human body to predict an accurate human location. Differently, our RS module concerns features of both humans that are associated with each other, especially the aligned body features from adjacent frames near the reference locations. Some contexts are also taken into account by the RS module for a more reliable association. The visualization indicates our RS module can cognize the appearance feature alignment for each track between adjacent frames. It also explains why the predicted appearance embedding from RS is more representative and thus benefits the association process.

Figure 3. Visualization for the detector attention and RS attention. The sub-figures (a) and (b) have a one-to-one correspondence. The yellow cross in sub-figure (a) indicates the reference location of RS in the corresponding sub-figure (b).

5. Conclusion

In this paper, we propose an effective online MOT framework TR-MOT. Specifically, we design a Reference Search module for more reliable association, which takes previous tracks as references to predict the current state for each track reference, based on the visual temporal information. Compatible, We propose an effective matching pipeline to associate new detections with the predicted track states and then update the existing tracks. Moreover, we introduce a joint training strategy for the end-to-end training. Our method achieves competitive performance on the MOT dataset.
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