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Abstract—Many biomedical researchers and clinicians are faced with the information overload problem. Attaining desirable information from the ever-increasing body of knowledge is a difficult task without using automatic text summarization tools that help them to acquire the intended information in shorter time and with less effort. Although many text summarization methods have been proposed, developing domain-specific methods for the biomedical texts is a challenging task. In this paper, we propose a biomedical text summarization method, based on concept extraction technique and a novel sentence classification approach. We incorporate domain knowledge by utilizing the UMLS knowledge source and the naïve Bayes classifier to build our text summarizer. Unlike many existing methods, the system learns to classify the sentences without the need for training data, and selects them for the summary according to the distribution of essential concepts within the original text. We show that the use of critical concepts to represent the sentences as vectors of features, and classifying the sentences based on the distribution of those concepts, will improve the performance of automatic summarization. An extensive evaluation is performed on a collection of scientific articles in biomedical domain. The results show that our proposed method outperforms several well-known research-based, commercial and baseline summarizers according to the most commonly used ROUGE evaluation metrics.
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1. Introduction

Biomedical information available for researchers and clinicians is accessible from a variety of sources such as scientific literature databases, Electronic Health Record (EHR) systems, web documents, e-mailed reports and multimedia documents [1, 2]. The scientific literature provides a valuable source of information to researchers. It is widely used as a rich source for assessing the newcomers in a particular field, gathering information for constructing research hypotheses and collecting information for interpretation of experimental results [3]. It is interesting to know that the US National Library of Medicine has indexed over 24 million citations from more than 5,500 biomedical journals in its MEDLINE bibliographic database [4]. However, the larger quantities of data cannot be used to attain the desirable information in a limited time. Required information must be accessed easily at the right time, and in the most appropriate form [2]. For clinicians and researchers, efficiently seeking useful information from the ever-increasing body of knowledge and other resources is excessively time-consuming. Managing this information overload is shown to be a difficult task without the help of automatic tools.

Automatic text summarization is a promising approach to overcome the information overload, by reducing the amount of text that must be read [5]. It can be used to obtain the gist efficiently on a topic of interest [1]. It helps the clinicians and researchers to save their time and efforts required to seek information. A good summary of text must have two main properties: it needs to be short, and it should preserve valuable information of source text [6].

The majority of summarization systems deal with domain-specific text (e.g. biomedical text) in the same way as other domain-independent texts are summarized. In other words, they are designed as general-purpose tools [7]. From the earliest basic methods, like position and word-frequency, to more recent methods that leverage artificial intelligence, machine learning, and graph-based algorithms, the general-purpose summarizers are not adequate for using in the biomedical domain. The characteristics of biomedical domain raise the need to analyze the source text at a conceptual level and to employ domain knowledge in summarization process [7]. Concept-level analysis of text, rather than term-level analysis, has been turned into a preliminary step in biomedical summarization process. This is required to extract a rich representation of source text [7-10]. The conceptual analysis of text is performed by focusing on concepts, rather than terms, as the building blocks of text. It can be facilitated by using biomedical knowledge sources and ontologies such as Unified Medical Language System (UMLS).

A summarization system must decide which sentences are the best for the summary and which sentences can be ignored, based on its constructed model from the source text. From this point of view, text summarization can be modeled as a classification problem. However, there are some important questions. In biomedical summarization that utilizes domain knowledge rather than traditional measures, what features do determine which sentences are summary sentences and which are non-summary? Furthermore, in biomedical summarization that uses domain knowledge, a given document has its distinct concepts, and these concepts have a particular distribution in the given text. Thus, what data must be used as training data? Are there any training data available for this purpose? Can we model the biomedical summarization as a classification problem? In this paper, we provide answers to such questions and try to address the related issues. We employ a well-known classification method, namely naïve Bayes
classifier, in combination with biomedical concept extraction, to construct a classification model for biomedical text summarization.

Some of the summarization systems have been proposed based on classification methods [11-14]. These systems require training data, to learn which part of the text should be selected for the summary and which part should be discarded. However, when a document is analyzed at the conceptual level, similar to our method, the source text is represented by its contained concepts. Every document may have its own set of concepts, and it is impractical to generalize a learned model to summarize new material. We propose a summarization method, which uses the distribution of important concepts within the source document to classify the sentences and to construct the final summary.

In our proposed method, biomedical concepts are extracted from input text by utilizing the UMLS [15], an important and well-known knowledge source in biomedical sciences, maintained by the US National Library of Medicine. Each sentence of the input document is represented as a vector of boolean features. The features are important concepts of the entry text, and a feature would be right if its similar concept appears in the sentence. Otherwise, it would be false. We use the naïve Bayes classifier [16] to label the sentences as summary or non-summary. The distribution of important concepts within the text is known, as well as the number of summary-labeled sentences. Although, we do not initially know which sentences are labeled as a summary, we just know how many sentences must be selected (the compression rate specifies it). This information is enough to estimate the prior and likelihood probabilities for Bayesian inference. A primary assumption of our method is that the distribution of important concepts within the final summary must be similar to their distribution within the source text. Thus, we can estimate the posterior probabilities given the prior and likelihood probabilities that were calculated before. Consequently, the posterior odds ratio is calculated for each sentence. Eventually, the sentences with higher posterior odds ratio are selected to form the final summary.

To evaluate the performance of the proposed method, we conducted a set of experiments on a collection of articles from the biomedical domain and compared the results with other summarizers. The results demonstrate that our method performs better than similar research-oriented, commercial competitors and baseline methods in terms of the most commonly used ROUGE evaluation metrics [17].

The remainder of the paper is organized as follows. Section 2 gives an overview of text summarization and concept extraction from biomedical text, as well as a review of the related work in biomedical summarization. In Section 3, we introduce our biomedical summarization method based on the naïve Bayes classification method. Then, we describe the evaluation methodology. Section 4 presents the results of the assessment of the system configuration and the experiments that evaluate our system compared with other summarizers. Finally, Section 5 draws the conclusion and describes future lines of work.

2. Background and related work

Early work on automatic text summarization dates back to the 1950s and 1960s with the pioneering work of Luhn [18] and Edmundson [19]. However, most of the progress in this field happened during the last two decades.
There are some well-known summarization methods, such as MEAD [20], MMR [21], LexRank [22], PageRank [23], TextRank [24] and HITS [25], widely referenced by the research community in the last two decades. In recent years, many works have been done in text summarization using Natural Language Processing (NLP), clustering, machine learning, statistical and graph-based methods. However, the biomedical text summarization is a relatively younger research area with a history of almost two decades. In this section, first, we present a commonly used categorization of text summarization methods. Then we focus on the concept extraction method in the biomedical domain. Finally, we review the previous work on biomedical text summarization.

2.1. Types of summarization

Text summarization methods can be divided into abstractive and extractive approaches [1, 26]. An abstractive summarizer uses NLP methods to process and analyze the input text, then it infers and produces a new version. On the other hand, an extractive summarizer selects the most representative units (paragraphs, sentences, phrases) from the original wording and puts them together into shorter form. Another classification of text summarization differentiates single-document and multi-document inputs [1, 2]. Single-document summarizer produces the summary which is the result of condensing only one document. In contrast, a multi-document summarizer gets a cluster of papers and provides a single summary as the result of extracting the most representative contents from the input documents. Another classification of summarization methods is based on the requirements of user: generic vs. user-oriented (also known as query-focused summarizers) [1, 2, 27]. A general summary presents an overall implication of input document(s) without any specified preference in terms of content. While a user-oriented summary is biased towards a given query or some keywords, to address a user’s specific information requirement. Our proposed biomedical summarization method is extractive, single-document and generic.

2.2. Concept extraction from biomedical text

In the biomedical domain, there are several knowledge sources such as MeSH, SNOMED, GO, OMIM, UWDA and NCBI Taxonomy, which can be used in knowledge-intensive data and information processing tasks, as well as in text processing tasks related to the biomedical domain. These knowledge sources along with over 100 controlled vocabularies, classification systems, and additional information sources have been unified into the Unified Medical Language System (UMLS) [15] by the National Library of Medicine. The UMLS comprises three main components: the Specialist Lexicon, the Metathesaurus, and the Semantic Network.

The Specialist Lexicon [28] is a lexicographic information database, intended to use in NLP systems. It contains commonly occurring English words and biomedical vocabulary. For each word, a lexical entry records the syntactic, morphological and orthographic information. The Specialist Lexicon mainly addresses the high degree of variability in natural language words. The Metathesaurus [29] is a large, multi-lingual, and multi-purpose lexicon that contains millions of biomedical and health related concepts, their relationships and their synonymous names. It includes over 150 electronic versions of classifications, code sets, thesauri and lists of controlled terms in the biomedical domain. The Semantic Network [30] consists of a set of broad subject categories, known as semantic
types, that provide a stable categorization of all concepts included in the Metathesaurus. It also contains a set of useful and valuable relationships, or semantic relations, that exist between semantic types.

For mapping biomedical text to the UMLS Metathesaurus concepts (known as automated concept annotation), the MetaMap program [31, 32] has been developed by the National Library of Medicine. MetaMap uses a knowledge-intensive approach based on NLP, computational linguistic and symbolic techniques to identify noun phrases in the text. First, lexical variations are generated, and phrases and concepts are partially matched, in order to compute the matches between each noun phrase and one or more Metathesaurus concepts. Then, based on the closeness of the matches between each noun phrase and the concepts, the candidate concepts are assigned scores. Eventually, the highest scoring concept and its semantic type are returned. For a noun phrase, it is possible to map to more than one concept, and MetaMap will return multiple concepts in this case.

2.3. Summarization in the biomedical domain

In the biomedical field, various summarization methods have been proposed. These methods are reviewed in a survey of early work [2] and in a systematic review of recently published research [1].

Reeve et al. [9] applied the method of lexical chaining [33] to biomedical text, but they used concepts rather than terms. In their proposed method, named BioChain, automatically identified UMLS concepts in the original text are chained together based on their UMLS semantic types. Then, the strongest chains are identified through scoring. Strong concepts within each strong chain are determined, and sentences are scored based on the number of such concepts they contain. High scoring sentences are selected to form the summary. In BioChain, less frequent concepts that belong to strong chains participate in sentence scoring. More frequent concepts that do not belong to any strong chains are discarded for sentence scoring. As a result, the important concepts that demonstrate the main topics but do not belong to any strong chains will not participate in sentence scoring, and the accuracy of the summarizer may be affected negatively.

FreqDist [10] is a context-sensitive approach, proposed to score the sentences according to a frequency distribution model, along with the ability to remove information redundancy. In the FreqDist method, the unit items (concepts and terms) within the original text are counted, and a frequency distribution model is formed. A summary frequency distribution model is also created based on the unit items found in the original wording. Then, in an iterative manner, sentences are selected for adding to the summary. Selection of a sentence must lead to the frequency distribution of the summary be closely aligned with the frequency distribution of the original text. Reeve et al. [5] combine the BioChain and the FreqDist and propose a hybrid method. In a feature-based method [34], in addition to commonly used traditional features, a vocabulary of cue terms and phrases unique to the medical domain is identified and is used as domain knowledge. The classic features used in summarization are word frequency, sentence position, the similarity with the title of the article, and sentence length. The presence of cue medical terms and phrases, as well as the presence of new terms, are two additional features. The sentences are scored based on these features, and the summary is generated by putting the high-scoring sentences together.
A graph-based approach to biomedical summarization is proposed by Plaza et al. [7]. They use UMLS to identify concepts and semantic relations between them, and a semantic graph is constructed to represent the document. Different topics within the text are determined by applying a degree-based clustering algorithm on the semantic graph. Three different heuristics are intended for sentence selection according to identified topics. Moen et al. [35] present several text summarization methods for summarizing clinical notes. Most of their proposed methods are based on the word space models, resulted from distributional semantic modeling. They perform a meta-evaluation on the ROUGE metrics by developing a manual evaluation scheme, in order to assess the similarity between the automatic assessment and the opinions of health care professionals.

An investigation on the impact of the knowledge source used in a semantic graph-based summarization approach is performed by Plaza et al. [36], in terms of the quality of the automatically generated summaries. Different combinations of vocabularies and ontologies within the UMLS are used to retrieve domain concepts. Moreover, various types of relationships are considered to link the concepts in the semantic graph. They also show that the use of appropriate knowledge source to model the original text significantly improves the quality of the generated summaries.

Besides extractive summarization methods, various abstractive methods have been proposed in the biomedical domain. Fiszman et al. [37] present a multi-document semantic abstraction summarization system for MEDLINE citations. Their system relies on the semantic predications extracted by SemRep [38], a parser based on linguistic analysis and domain knowledge contained in the UMLS. The system generates abstracts using four transformation principles: novelty, relevance, saliency, and connectivity. The output of the system is a graphical summary. Fiszman et al. [8] extend the semantic abstraction summarization system [37] for evidence-based medical treatment. Their focus is on the topic-based evaluation of summarization of drug interventions. Two other abstractive summarizers based on semantic abstraction summarization system [37] are proposed by Workman et al. [39] and Zhang et al. [40]. An abstractive graph-based clustering method [41] is presented for automatic identification of themes in multi-document summarization. The output of the system is a graph composed of semantic predications. The aim of their method is to summarize a large set of MEDLINE citations.

Unlike domain-independent summarization methods such as SUMMA [42] and SweSum [43], our proposed method utilizes domain knowledge and analyzes the source text at a conceptual level. Existing approaches that rely on classification methods will require training data to learn the classifier. Moreover, the majority of the summarization methods use a number of general-purpose features such as sentence position, sentence length, keywords, and the presence of cue-words to represent the sentences as vectors of features. However, in text summarization methods that utilize domain knowledge and concept-level analysis of text, every document will have its particular set of concepts, leading to a potentially higher accuracy. A set of general features is not enough to summarize all new material. In our method, the naïve Bayes classification method helps to classify the sentences based on the distribution of concepts within the source text, without any requirements for training data.

In our proposed method, the important concepts are identified according to a threshold value, to demonstrate the main topics of the document and represent the sentences as vectors of features. Compared to the BioChain method
that ignores the important concepts that do not belong to any strong chains, our method is expected to perform more accurately. Moreover, our method assumes that the distribution of important concepts within the final summary is same as the source text. This assumption could improve the informativeness of the final summary. In order to classify the sentences of a document as summary and non-summary based on this assumption, the naïve Bayes classifier is a reliable method as it can discriminate the sentences based on the prior distribution of important concepts within the source document.

3. The proposed method

Our proposed summarization scheme consists of a preprocessing phase and a classification phase. In the preprocessing step, the input document is mapped to UMLS concepts and is prepared for another stage. In the classification phase, the sentences represented as vectors of features are classified into summary and non-summary classes using the naïve Bayes classification method.

One of the main components of our summarization process is the naïve Bayes classifier. We begin this section with a brief review of the naïve Bayes classification method. Then, we explain our proposed biomedical summarization process in detail.

3.1. The naïve Bayes classifier

The naïve Bayes [16] is an easy to build and robust classifier. It is known as a proven data mining algorithm [44]. Based on this method, the training phase, and the actual classification could be performed efficiently. There is no need to complicated iterative parameter estimation schemes. In general, Bayesian classifier is based on the Bayes theorem, defined by Eq. 1 below:

$$
P(C|X) = \frac{P(X|C)P(C)}{P(X)}$$

(1)

where $C$ and $X$ are random variables. In classification tasks, they refer to observing class $C$ and instance $X$, respectively. $X$ is a vector containing the values of features. $P(C|X)$ is the posterior probability of observing class $C$ given instance $X$. In classification, it could be interpreted as the probability of instance $X$ being in class $C$, and is what the classifier tries to determine. $P(X|C)$ is the likelihood, which is the probability of observing instance $X$ given class $C$. It is computed from the training data. $P(C)$ and $P(X)$ are the prior probabilities of observing class $C$ and instance $X$, respectively. They measure how frequent the class $C$ and instance $X$ are within the training data. Using Eq. 1, the classifier can compute the probability of each class of target variable $C$ given instance $X$, and the most probable class, the class that maximizes $P(C|X)$, should be selected as the result of classification. This decision rule is known as Maximum A Posteriori or MAP. It is represented as follows:

$$
C \leftarrow \arg \max_{c_j} \frac{P(X|C = c_j)P(C = c_j)}{P(X)}
$$

(2)
where \( c_j \) is the \( j \)th class (or value) of target variable \( C \). In Eq. 2, the denominator is removed because it is constant and does not depend on \( c_j \).

We represent the instance \( X \) as \( X = <x_1, x_2, \ldots, x_n> \), where the \( x_i \) is the \( i \)th feature of \( X \). Assume each instance \( X \) has a vector of values for 20 boolean features, and the target variable \( C \) is also boolean. When modeling \( P(X|C) \), we need to estimate approximately \( 2 \times 2^{20} = 2^{21} = 2,097,152 \) parameters, that heavily increases the complexity of classifier. Using the naïve Bayes classifier dramatically reduces the number of parameters to be estimated to \( 2 \times 20 = 40 \). The naïve Bayes classifier achieves this reduction in the number of parameters to be estimated by making a conditional independence assumption. It means that the probability of each value of feature \( x_i \) is independent of the value of any other feature, given the class variable \( c_j \). In fact, it assumes that the effect of the value of predictor \( x_i \) on a given class \( c_j \) is independent of the values of other predictors. Therefore, the naïve Bayes classifier finds the most probable class for target variable by simplifying the joint probability calculation as follows:

\[
C \leftarrow \arg \max_{c_j} P(C = c_j) \prod_i P(x_i|C = c_j) \tag{3}
\]

The conditional independence assumption plays a crucial role here because it simplifies the representation of \( P(X|C) \), and the problem of estimating this value from training data.

A well-known measure to assess the confidence of classification in the naïve Bayes classifier is the Posterior Odds Ratio. The Posterior Odds Ratio shows a measure of the strength of evidence in favor of a particular classification compared to another method \([45]\). It is calculated as follows:

\[
POR_i = \frac{P(C = c_j|x_i)}{P(C = c_k|x_i)} \tag{4}
\]

where \( POR_i \) is the posterior odds ratio that measures the strength of evidence in favor of classifying the instance \( x_i \) as a class variable \( C = c_j \) against classifying the instance \( x_i \) as class variable \( C = c_k \). A \( POR_i \) value of exactly 1.0 could be interpreted as the evidence from the posterior distribution supports both classes \( c_j \) and \( c_k \) equally. A \( POR_i \) value greater than 1.0 demonstrates that the posterior distribution favors the \( C = c_j \) classification, while a \( POR_i \) value less than 1.0 demonstrates that the posterior distribution favors the \( C = c_k \) classification.

3.2. Summarization Method

In this subsection, we present our naïve Bayes summarization method. The process of document summarization is accomplished through six steps: (1) document preprocessing, (2) mapping text to biomedical concepts, (3) feature identification, (4) preparing sentences for classification, (5) sentence classification using naïve Bayes, and (6) creating the summary. Fig. 1 illustrates the architecture of our summarization method. A detailed description of each step will be given in the following subsections.

3.2.1. Document preprocessing
Before applying the summarization process, a preliminary step is needed to be done, in order to prepare the input document for the subsequent steps. In the preprocessing step, the following actions are done:

- The portions of the text that seems to be unnecessary for inclusion in the summary are removed. These include title, the author information, abstract, keywords, heading of sections, competing interests, acknowledgments, and references.
- Figures and tables are removed temporarily. If the final summary refers to a figure or table, it would be showed in the summary. The figures and tables will be removed for evaluation.
- If the document includes an abbreviations section, the shortened forms in the document body will be replaced with their expansions. For example, if the abbreviations section includes GWAS and expands it as Genome-Wide Association Studies for a given document that contains the phrase the success of GWAS has led to paid less attention to linkage in complex disorder, and then that phrase would become the success of genome-wide association studies has led to paid less attention to linkage in complex disorder.
- After replacing the shortened form of abbreviations with their expansions, the abbreviation section is also removed, and the plain text of document body will remain.

Although this preprocessing step is applied to biomedical articles, it can be customized for any textual document based on the logical structure of the text. We have customized the preprocessing step for biomedical articles because: (1) a vast amount of materials are commonly used in this domain, (2) one of the main reasons for proposing summarization methods in the biomedical field is to overcome the information overload in the biomedical literature, and (3) we will evaluate our method on biomedical articles.

3.2.2. Mapping text to biomedical concepts
In this step, the document resulted from the preprocessing step is mapped to concepts of the UMLS Metathesaurus. Each concept has a semantic type extracted with it that determines the semantic category of concept. The semantic types are included in the UMLS Semantic Network. In this paper, we use the 2014 version of MetaMap program for the mapping step and the 2014AB UMLS release as the knowledge base.

When the MetaMap is faced with lexical ambiguity, it often fails to specify a unique mapping for a given phrase [46]. For example, for the text fragment The significance of the identification of APOE, the MetaMap returns two candidate concepts with equal scores for APOE, i.e. Apolipoprotein E with semantic type aapp (Amino Acid, Peptide, or Protein), and APOE gene with semantic type gngm (Gene or Genome). This behavior occurs because some words may have multiple meanings, and each meaning depends on the context in which it appears [47]. The MetaMap returns all mappings in such cases that it cannot distinguish the context in which the phrase appears. If the MetaMap is invoked with the word sense disambiguation option, i.e. -y flag, it uses the Journal Descriptor Indexing (JDI) algorithm [48] to resolve Metathesaurus ambiguity. We use the -y flag to force the MetaMap to select a single mapping in cases that the number of candidate concepts for a given phrase is more than one. Although, there are cases that the JDI may fail to return a single mapping, and in such situations our method selects all mappings returned by MetaMap. It has been shown in [47] that the All Mappings is relatively an appropriate Word Sense Disambiguation (WSD) strategy for concept identification. In Fig. 2, a sample sentence and its identified concepts are illustrated.

After mapping the document text to concepts, those concepts belong to semantic types which are very generic must be discarded, because they are excessively broad and almost frequently appear in every document. These semantic types have been identified empirically by [7], including functional concept, qualitative concept, quantitative concept, temporal concept, spatial concept, mental process, language, idea or concept, and intellectual product. Therefore, in Fig. 2, the following concepts are discarded: Widening, analysis aspect, Further, Relationships and Etiology aspects.

3.2.3. Feature identification
After concept extraction and dropping the generic concepts, the important concepts are identified and are selected as the classification features. First, all remained concepts are added to a list, named \textit{All\_concept\_list}. Second, the frequency of each concept in the \textit{All\_concept\_list} is calculated by counting the number of sentences which the concept has appeared. Third, the important concepts are specified based on this rule: \textit{a given concept is important if its frequency is equal or greater than the value of threshold $\theta$}. In the following, the value of threshold $\theta$ is presented:

$$\theta = \text{Avg}(freq) + (2 \times \text{Std\_dev}(freq)) \quad (5)$$

where the $\text{Avg}(freq)$ is the average of all concept frequencies in the \textit{All\_concept\_list}, and the $\text{Std\_dev}(freq)$ is the standard deviation of all concept frequencies in the \textit{All\_concept\_list}. We select the value of threshold $\theta$ presented in Eq. 5 based on a set of preliminary experiments (Section 3.3.3).

Finally, concepts which their frequency is equal or greater than the $\theta$ in Eq. 5 are selected as features, in order to represent the sentences as vectors of features for the classification step. In Fig. 3, the identified important concepts along with their semantic types and frequencies are represented for a sample document concerning \textit{genetic overlap between autism, schizophrenia and bipolar disorder}. For each concept, the semantic type is represented in brackets. For this sample document, the $\text{Avg}(freq)$, $\text{Std\_dev}(freq)$ and $\theta$ are equal to 2.435, 3.444 and 9.323, respectively. There are 234 concepts in the \textit{All\_concept\_list}, eight of which are selected as features (Fig. 3).

### 3.2.4. Preparing sentences for classification

After identifying the main concepts and considering them as features, the sentences of the document must be represented in an appropriate form for classification. There are some sentences in which none of the important concepts appear. Thus, the value of all features for these sentences would be false, and they are discarded for this step and also for the next steps. For example, the sample document, which we pointed in the previous step, consists of 85 sentences of which 16 sentences do not contain any important concepts, and are identified as unimportant sentences. Thus, 69 sentences remain for preparation and classification. In this step, each remaining sentence must be represented as a vector of features. According to the order of sentences being appeared in the original document, each sentence has a number, and the number of each sentence is assigned to the corresponding vector of features. We point to the vector of features corresponding to the $i_{th}$ sentence as $i_{th}$ sentence-vector. For example, for the sample document here contains 69 sentence-vectors, each one has eight features. Every feature corresponds to an important concept, which was identified in the previous step. All features are boolean, and if an important concept appears in the $i_{th}$ sentence, the value of its corresponding feature in $i_{th}$ sentence-vector would be true. Otherwise, it would be false. For each sentence-vector, there is a target class or a target variable, named \textit{Summary}, which is initially unknown for all sentence-vectors and would be determined in the classification step. After classification, the value of \textit{Summary} class variable would identify as \textit{Yes} or \textit{No}.
For example, in the sample document, the 46th sentence is: “Therefore, just as for NRXN1 deletions, it is apparent that these large CNVs confer risk of a range of neurodevelopmental phenotypes, including autism, mental retardation, and schizophrenia”. In this sentence, four important concepts could be seen, including Autistic Disorder, Schizophrenia, Deletion Mutation and NRXN1 gene. Hence, in the 46th sentence-vector, the value of these four features would be True, and the value of other features would be False. The 46th sentence-vector, corresponding to the 46th sentence in the sample document, is represented in Fig. 4. The feature values for all sentence-vectors are assigned just in the same way as the example.

After this step, we have a collection of sentence-vectors with their feature values specified. Their class variable is unknown, and they must be classified as summary sentences (True) or non-summary sentences (False). Every document has its particular set of concepts, and therefore, the features of each text are different from others. Thus, there are no training data in our method. In the next subsection, we will show how we give a hint to the naïve Bayes classifier, and it can attain any information required to classify the sentences.

### 3.2.5. Sentence classification using naïve Bayes

As mentioned earlier, our proposed method does not use any training data for learning. On the other hand, the naïve Bayes classifier needs to know the distribution of feature values and the values of class variable in training data, in order to classify the previously unseen instances based on this information. We estimate the prior probabilities from those sentence-vectors which must be classified. Moreover, we make an assumption that simplifies the estimation of likelihood probabilities.

In summarization systems, there is a parameter called *Compression Rate*, which is used to determine what percentage of text must be extracted from the primary document as the final summary. Initially, we do not know $P(C = c_j)$ in Eq. 3, the prior probability of class variable values. However, we know what percentage of document sentences must be selected as summary sentences. In fact, with the hint that we give to the system as the *Compression Rate*, the classifier can estimate the $P(\text{Summary} = \text{Yes})$ and $P(\text{Summary} = \text{No})$. For instance, the total number of sentences in our sample document is 85. Suppose the *Compression Rate* is 0.3. It means that 30% of the text (about 26 sentences) should be selected for the final summary. In the preparation step, we discarded the sentences that did not include any important concepts, and 69 sentence-vectors remained for the classification step. The classifier does not know which of this 69 sentence-vectors has Yes value for the *Summary* class variable, but it
knows 26 sentence-vectors have Yes value for the Summary class variable. Therefore, the \( P(\text{Summary} = \text{Yes}) \) would be equal to \( \frac{26}{69} = 0.377 \) and the \( P(\text{Summary} = \text{No}) \) would be equal to \( \frac{43}{69} = 0.623 \).

As noted earlier, we make an assumption about \( P(x_i | C = c_j) \) in Eq. 3 that simplifies the estimation of likelihood probabilities. We assume the distribution of important concepts within the final summary to be equal to their distribution within the main document. For example, if an important concept has appeared in 25% of main document sentences, it must appear in 25% of the summary sentences. Based on this assumption, we can estimate the likelihood probabilities, i.e. the probability of observing an important concept given class Yes or No. For example, the concept Schizophrenia has appeared in 30 sentences in the sample document. Its distribution within all sentence-vectors is equal to \( \frac{30}{69} = 0.435 \), and based on our assumption, we want to concept Schizophrenia be appeared in 43.5% of the final summary sentences. Therefore, the probability of observing concept Schizophrenia given class Yes, i.e. the \( P(\text{Schizophrenia} = \text{True} | \text{Summary} = \text{Yes}) \), would be equal to 0.435. Likewise, the probability of not observing concept Schizophrenia given class Yes, i.e. \( P(\text{Schizophrenia} = \text{False} | \text{Summary} = \text{Yes}) \), would be equal to \( 1 - 0.435 = 0.565 \). The likelihood probabilities of observing and not observing a concept given class value No are estimated as the same way.

![Fig. 4. The 46th sentence-vector, corresponding to the 46th sentence in the sample document. The Summary class variable is initially unknown.](image)

At this step, the classifier can estimate the posterior probability of class values given a sentence-vector. If the classifier chooses the value that maximizes the posterior probability of Summary variable given \( i_{th} \) sentence-vector similar to Eq. 3, the number of sentences which are classified as Yes may be less than the number of sentences which should be selected for the final summary. This comes true because, in a sentence, the number of important concepts which have feature value True is often less than the number of important concepts with a feature value of False. Therefore, the classifier will decide about the Summary class value of sentence-vectors in a different way compared with Eq. 3. We incorporate two coefficients that discriminate between presence and absence of less and more important concepts in the estimation of posterior probabilities.

To clarify the reason for using the coefficients, we express this example: assume that the classifier estimates the posterior probability of class value Yes for a given sentence-vector with two features (concept A and B). The prior probability of observing class value Yes is 0.29. Concept A occurs in the sentence-vector, and its frequency is 0.38. Concept B does not happen in the sentence-vector, and its frequency is 0.12. The prior probability of observing
concept $A$ (0.38) is multiplied by the prior probability of not finding concept $B$ (1 - 0.12 = 0.88). The posterior probability of class value $Yes$ for the sentence-vector would be equal to $0.29 \times 0.38 \times 0.88 = 0.096976$. However, if concept $B$ occurs in the sentence-vector, the posterior probability of class value $Yes$ for the sentence-vector would be equal to $0.29 \times 0.38 \times 0.12 = 0.013224$. In this example, the posterior probability of class value $Yes$ in the situation of presence of both concept $A$ and $B$ is less than the posterior probability of class value $Yes$ in the case of absence of concept $B$. This happens because the classifier does not discriminate between the presence and absence of less relevant (low-frequent) and more important (high-frequent) concepts. Therefore, for estimating the posterior probabilities of class value $Yes$ and $No$, the classifier must increase and decrease the impact of concepts based on their frequency and whether they occur in the sentence or not. We will assess the impact of using the aforementioned coefficients on the accuracy of our summarization method in a set of preliminary experiments (Section 3.3.3).

For estimating the posterior probabilities, first the posterior probability of class value $Yes$ given $i_{th}$ sentence-vector is determined by rewriting the Eq. 3, as follows:

$$P(\text{Summary} = Yes|SV_i) = \frac{P(f_{ik}|\text{Summary} = Yes)}{\prod_k P(f_{ik}|\text{Summary} = Yes)(C_1)}$$

where $SV_i$ is the $i_{th}$ sentence-vector, and $P(\text{Summary} = Yes|SV_i)$ is the posterior probability of classifying the $i_{th}$ sentence-vector as $Yes$, given $SV_i$. $f_{ik}$ is the $k_{th}$ feature in the $i_{th}$ sentence-vector, and $P(f_{ik}|\text{Summary} = Yes)$ shows the likelihood probability, the probability of observing the feature $f_{ik} = True$ or $f_{ik} = False$, given class variable $\text{Summary} = Yes$. The value of coefficient $C_1$ depends on whether the $f_{ik}$ is $True$ or $False$. The value of $C_1$ is specified as follows:

$$C_1 = \begin{cases} 
freq_{ik} & \text{if } f_{ik} = True \\
1 & \text{if } f_{ik} = False 
\end{cases}$$

where the $freq_{ik}$ is the frequency of concept corresponding to $f_{ik}$ (the $k_{th}$ feature in the $i_{th}$ sentence-vector). Depending on whether the value of $f_{ik}$ is $True$ or $False$, the $C_1$ affects $P(f_{ik}|\text{Summary} = Yes)$ in two ways:

1. When $f_{ik}$ is $True$, the frequency of corresponding concept is multiplied by $P(f_{ik}|\text{Summary} = Yes)$. Thus, the $P(f_{ik}|\text{Summary} = Yes)$ would be increased, and the $P(\text{Summary} = Yes|SV_i)$ would be also increased. Consequently, the presence of more frequent concepts increases the chance of selecting a sentence for the final summary.

2. When $f_{ik}$ is $False$, the inverted frequency of corresponding concept is multiplied by $P(f_{ik}|\text{Summary} = Yes)$, and as a result, the value of $P(f_{ik}|\text{Summary} = Yes)$ would be decreased. The value of $P(\text{Summary} = Yes|SV_i)$ would be also decreased. It could be seen that a higher frequency will decrease
\(P(f_{ik}|\text{Summary} = \text{Yes})\) with the higher rate. Hence, the absence of more frequent concepts decreases the chance of selecting a sentence for the final summary.

In the next step, the posterior probability of class value \(\text{No}\) given \(i_{th}\) sentence-vector is estimated as follows:

\[
P(\text{Summary} = \text{No}|SV_i) = P(\text{Summary} = \text{No}) \prod_k P(f_{ik}|\text{Summary} = \text{No})(C_2)
\]

where the \(SV_i\) is the \(i_{th}\) sentence-vector, and \(P(\text{Summary} = \text{No}|SV_i)\) is the posterior probability of classifying the \(i_{th}\) sentence-vector as \(\text{No}\), given \(SV_i\). The \(f_{ik}\) is the \(k_{th}\) feature in the \(i_{th}\) sentence-vector, and \(P(f_{ik}|\text{Summary} = \text{No})\) is the likelihood probability, the probability of observing the feature \(f_{ik} = \text{True}\) or \(f_{ik} = \text{False}\), given class variable \(\text{Summary} = \text{No}\). The value of coefficient \(C_2\) depends on whether the \(f_{ik}\) is \(\text{True}\) or \(\text{False}\). The value of \(C_2\) is specified as follows:

\[
c_2 = \begin{cases} 
\frac{1}{\text{freq}_{ik}} & \text{if } f_{ik} = \text{True} \\
\text{freq}_{ik} & \text{if } f_{ik} = \text{False}
\end{cases}
\]

where the \(\text{freq}_{ik}\) is the frequency of concept corresponding to \(f_{ik}\) (the \(k_{th}\) feature in the \(i_{th}\) sentence-vector). Similar to \(C_1\), depending on whether the value of \(f_{ik}\) is \(\text{True}\) or \(\text{False}\), the \(C_2\) affects the \(P(f_{ik}|\text{Summary} = \text{No})\) in two ways:

1. When \(f_{ik}\) is \(\text{True}\), the inverted frequency of corresponding concept is multiplied by \(P(f_{ik}|\text{Summary} = \text{No})\), and as a result, the \(P(f_{ik}|\text{Summary} = \text{No})\) would be decreased. The value of \(P(\text{Summary} = \text{No}|SV_i)\) would be also decreased. The higher frequency decreases the \(P(f_{ik}|\text{Summary} = \text{No})\) with the higher rate. Hence, the presence of more frequent concepts decreases the probability of not selecting a sentence for the final summary.
2. When \(f_{ik}\) is \(\text{False}\), the frequency of corresponding concept is multiplied by \(P(f_{ik}|\text{Summary} = \text{No})\). Thus, the value of \(P(f_{ik}|\text{Summary} = \text{No})\) would be increased, and \(P(\text{Summary} = \text{No}|SV_i)\) would be also increased. Consequently, the absence of more frequent concepts increases the probability of not selecting a sentence for the final summary.

After estimating the probability of classifying each sentence-vector as \(\text{Yes}\) and \(\text{No}\), we need to decide which phrases to select for inclusion in the final summary. As mentioned earlier, if the classifier chooses the class value which maximizes the posterior probability of \(\text{Summary}\) class variable given \(i_{th}\) sentence-vector, the number of sentences which are classified as \(\text{Yes}\) may be less than the number of sentences required for the final summary. Therefore, we employ the Posterior Odds Ratio, introduced in Section 3.1, to classify the sentence-vectors. For the \(i_{th}\) sentence-vector, it could be calculated by rewriting Eq. 4 as follows:

\[
\text{POR}_i = \frac{P(\text{Summary} = \text{Yes}|SV_i)}{P(\text{Summary} = \text{No}|SV_i)}
\]
where the $POR_i$ is the posterior odds ratio of $i_{th}$ sentence-vector. The values of $P(Summary = Yes|SV_i)$ and $P(Summary = No|SV_i)$ are the posterior probability of classifying $i_{th}$ sentence-vector as Yes and No given $SV_i$, as estimated earlier.

As mentioned earlier, The Posterior Odds Ratio demonstrates a measure of the strength of evidence in favor of a particular classification. Therefore, the greater $POR$ for a sentence-vector indicates the higher strength of evidence in favor of classifying the sentence-vector as Yes.

After calculating the $POR$ value for all sentence-vectors, the classifier can decide which sentences to select for inclusion in the final summary. The sentence-vectors are sorted in descending order of their $POR$. The top-ranked $N$ sentence-vectors are classified as Yes, and the remaining sentence-vectors are classified as No, where the $N$ is the number of sentences which must be selected for the final summary and is specified by the Compression Rate. The Summary class value is determined for all sentence-vectors, and the summarizer can build the final summary.

3.2.6. Creating the summary

The last step is summary creation. It has been determined that which sentences should be selected to make the final summary. Those sentences with their corresponding sentence-vector classified as Yes are added to the summary. The sentences are arranged in the same order as they appear in the primary document. Finally, the figures and tables in the main document that are referred to in the summary are added to finalize the summarization process.

3.3. Evaluation methodology

The evaluation methods of summarization systems could be divided into two broad categories: Intrinsic and Extrinsic [49]. For the intrinsic evaluation, the quality of generated summaries is assessed according to certain criteria such as accuracy, relevancy, comprehensiveness, and readability. Such criteria could be represented by two main properties: informativeness and coherence. In intrinsic evaluation, the generated summaries are evaluated by comparing with a gold standard or rating by a human.

In the extrinsic evaluation, the impact of a summarization system on the performance of a specific information-seeking task is assessed. Extrinsic evaluation could be performed according to measures such as decision-making accuracy, success rate, and time-to-completion. We evaluated the performance of our biomedical summarization method using intrinsic evaluation.

3.3.1. Evaluation corpus

The most common method of evaluating the summaries generated by an automatic summarizer (also known as system or peer summaries) is to compare them against manually generated summaries (also called model or reference summaries). The metric of such evaluation method is the similarity between the content of system and model summaries. The more content shared between the system and model summaries, the better the system summary is assumed to be. Obtaining the manually generated summaries is a challenging and time-consuming task because they have to be written by human experts. Moreover, the human-generated model summaries are highly
subjective. To the authors’ knowledge, there is no corpus of model summaries for biomedical documents. However, most scientific papers have an abstract which is usually considered as model summary for evaluation.

To evaluate our proposed method, we used a collection of 80 biomedical scientific articles, randomly selected and downloaded from the BioMed Central online library (http://www.biomedcentral.com). According to [50], the size of evaluation corpus is large enough to allow the results of the assessment to be significant. The abstract of each paper was used as model summary for evaluating the system summary generated for that paper.

3.3.2. Evaluation metrics: ROUGE

As noted earlier, in the intrinsic evaluation of summarization methods, two properties are regarded as the measure of summary quality: coherence and informativeness. Coherence is a property for measuring the readability and cohesion of summary. Informativeness is a feature for representing how much information from the original text is provided by the summary [51]. In spite of advances in evaluating the coherence and readability of automatic summaries [52-54], this evaluation approach is still very preliminary, and the research community has not adopted any standard readability assessment approach yet. On the other hand, advances in automatic evaluation of informativeness are more impressive [55, 56], and the research community has agreed upon a standard approach for this evaluation approach.

For performance evaluation, in terms of the informativeness of automatic summaries, we used the Recall-Oriented Understudy for Gisting Evaluation (ROUGE) package [17]. ROUGE compares a system-generated summary with one or more model summaries and estimates the shared content between the system and model summaries by calculating the proportion of n-grams in common between them. In a comparison of two system summaries generated for the same document by two different summarizers, a system summary is assumed to be better if it contains more shared data with the model summary. The ROUGE metrics produce a value between 0 and 1, and a higher value is preferred as it demonstrates a greater content overlap between the system and model summaries. In this paper, we used four ROUGE metrics: ROUGE-1, ROUGE-2, ROUGE-W-1.2, and ROUGE-SU4. ROUGE-1 and ROUGE-2 compute the number of shared unigrams (1-grams) and bigrams (2-grams) between the system and model summaries. ROUGE-W-1.2 computes the union of the longest common subsequences between the system and model summaries. It takes into account the presence of consecutive matches. ROUGE-SU4 will measure the overlap of skip-bigrams (pairs of words having intervening word gaps) between the system and model summaries. It allows a skip distance of four between the bigrams.

It is worth to note that the Document Understanding Conference (DUC) has adopted ROUGE as the official evaluation metric for text summarization. In spite of its simplicity, ROUGE has shown high correlation with the human judges [17]. In DUC 2005 conference, it achieved a Pearson correlation of 0.97 and a Spearman correlation of 0.95 compared with human evaluation. Nevertheless, ROUGE has a significant drawback. For measuring the overlap between the system and model summaries, ROUGE metrics assess the lexical matching instead of semantic matching. It means for a given document if a system summary is worded differently compared with other system summaries, but carries the identical information, the assigned ROUGE scores may be different.
3.3.3. System configuration

We performed two sets of experiments to evaluate our proposed method. In this subsection, we describe the first and preliminary set of experiments that determines the best system configuration. In Section 3.3.4, we will define the second round of experiments that compares our proposed method against other summarizers.

We performed a set of preliminary experiments, in order to determine the optimal value for the threshold \( \theta \) involved in recognizing the important concepts for feature selection (Section 3.2.2). A possible choice for the value of this parameter could be calculated using Eq. 5 that we selected for the evaluation. We evaluated the performance of our summarization method under two other possible choices for the value of this parameter. The two other choices could be calculated using (11) and (12) as follows:

\[
\theta = \text{Avg}(\text{freq}) \quad (11)
\]

\[
\theta = \text{Avg}(\text{freq}) + \text{Std}_{\text{dev}}(\text{freq}) \quad (12)
\]

In our preliminary experiments, we also assessed the impact of the coefficients \( C_1 \) and \( C_2 \) on the performance of our summarization method (Section 3.2.5). We eliminated the \( C_1 \) from the Eq. 6 and the \( C_2 \) from the Eq. 8 and evaluated the system with and without the coefficients. We combined the two configurations of the impact assessment of coefficients with the three configurations of the value of threshold \( \theta \), hence a total of six configurations were evaluated.

The preliminary experiments were performed according to ROUGE scores. For evaluating the system configuration, we used a separate development set consisted of 25 papers, randomly selected and downloaded from the BioMed Central online library. The abstracts of the articles were used as model summaries.

3.3.4. Comparison with other summarizers

We compared our biomedical summarization method against six summarizers. Three summarizers are research prototypes, namely SUMMA, SweSum, and BioChain. One of the summarizers is a commercial application, Microsoft AutoSummarize, and two summarizers are baseline, namely Lead baseline and Random baseline. The size of summaries generated by all of the summarizers is set to 30% of the original document. The choice of 30% as the compression rate is based on a well-accepted de facto standard that says the size of a summary should be between 15% and 35% of the size of original text [57]. In the following, a brief description of the six summarizers is presented.

• SUMMA: SUMMA [42] is a popular research summarizer and is available for public usage. It is used as a plugin in the GATE architecture for text engineering [58], and must be implemented as processing resources and language resources. It could be utilized as both single-document and multi-document summarizer. SUMMA is customizable based on several statistical and similarity-based features. The customized features are used for scoring the sentences and extracting them for the summary. The features we used for the evaluation were the
frequency of sentences’ terms, the position of sentences within the document, the similarity of sentences to the first sentence, and the overlap of sentences with the title.

- **SweSum**: SweSum [43] is a multi-lingual summarizer with its text summarization for English, Danish, Norwegian and Swedish considered to be state-of-the-art and for Persian, French, German, Spanish and Greek is in a prototype state. SweSum uses several features to score the sentences, and the user can specify the weight of each feature. We used the online version of SweSum (http://swesum.nada.kth.se/index-eng-adv.html) for the evaluation. The type of text was set to ‘Academic’, and these features were used: sentences in the first line of text, sentences containing numerical values, sentences containing keywords extracted by the summarizer. SweSum provides a function named ‘User keywords’ that considers user-defined keywords as a measure to score the sentences. We did not use this feature in our evaluation.

- **BioChain**: BioChain [9] is a biomedical summarizer that uses an NLP method, named *Lexical Chaining*, for summarization. However, BioChain uses a set of concepts instead of terms and changes the lexical chaining to concept chaining. The concepts are extracted from the original document using UMLS, the semantic types are considered as the head of chains, and concepts with the same semantic type are chained together. Those chains that contain the core concepts of text are identified as strong chains. Then, the most common concepts of each strong chain are identified and used to score the sentences. The high-scoring sentences are extracted, and the final summary is returned.

- **Microsoft AutoSummarize**: Microsoft AutoSummarize is a feature of the Microsoft Word software [59]. Microsoft AutoSummarize is based on a word frequency algorithm, and a score is assigned to each sentence of a document based on the words it contains. However, the algorithm is not documented in detail; it is stated in the online help for the product that a higher score are assigned to sentences which contain frequently-used words, compared with sentences which contain less frequent words. Although the word frequency is a simple measure, it is identified as a well-accepted heuristic for summarization.

- **Lead baseline**: The lead baseline algorithm selects the first \( N \) sentences of each input document and returns it as the summary of that document.

- **Random baseline**: The random baseline generates summaries by randomly selecting \( N \) sentences from each document.

In order to test the statistical significance of the results, we used a Wilcoxon signed-rank test with a 95% confidence interval.

4. **Results and discussion**

In this section, we first present the results of configuration and the effect of the aforementioned coefficients in the proposed model. The second subsection presents the results of evaluating the system and comparing to existing methods.

4.1. **Configuration results**
We performed a set of preliminary experiments, in order to select the best setting for the naïve Bayes summarizer. The initial experiments were conducted to find: (1) the optimal value for the threshold $\theta$, that is used in Section 3.2.2 for identifying main concepts and selecting them as features, and (2) the impact of two coefficients ($C_1$ and $C_2$), involved in Section 3.2.5, on the summarization performance.

The central concepts identified by the algorithm are used as features for the classification step. A higher value of threshold $\theta$ leads to less concepts to be identified as important concepts, hence less features would be used for the classification. We assessed three possible values for the threshold $\theta$ to determine the value with more positive impact on the performance of summarization. The two coefficients used in sentence classification affect the posterior probability of a class value given a sentence vector based on the degree of importance of the concepts appeared in the sentence. We evaluated the impact of presence and absence of the two coefficients on the performance of summarization. The two groups of experiments were performed together, in order to select the best combination of the value of threshold $\theta$ and the coefficients. The results of the experiments are presented in Table 1. For legibility reasons, only ROUGE-2 and ROUGE-SU4 scores are shown.

It can be observed from Table 1 that according to the ROUGE scores, the use of coefficients improves the performance of the summarizer, and the best value among the three values of the threshold $\theta$ is two standard deviations above the average of frequencies. We discuss the results of system configuration, shown in Table 1, in two cases: without and with the coefficients.

**Without the coefficients:** when the coefficients are not used, the best value among the three values of threshold $\theta$ is one standard deviation above the average of frequencies. In this case, the choice of the average of frequencies as threshold $\theta$, increases the number of features. The classifier does not discriminate between the more important and less important features (concepts), and the high number of features negatively affects the performance of the summarizer. This indicates that the high number of features will mislead the classifier and it would classify the sentences according to the distribution of concepts that the majority of them are indeed unimportant. The choice of two standard deviations above the average of frequencies as threshold $\theta$, will decrease the number of features, and the low number of features also will have a negative impact on the performance of the summarizer. The classifier does not know which features (concepts) are more important and which are less important. Moreover, the number of features is low. Therefore, the classifier’s knowledge is incomplete and the performance of summarizer will decrease. However, the choice of one standard deviation above the average of frequencies, slightly moderates the deficiencies of two other choices. Although, it still suffers from the shortage of knowledge about the importance of features.

**With the coefficients:** when the coefficients are used, the best value among the three values of threshold $\theta$ is two standard deviations above the average of frequencies. In this case, the worst value is the average of frequencies, which increases the number of features. The classifier knows the importance of features (concepts), but the high number of features will mislead the classifier. The classifier decides about the class of each sentence according to the frequencies of a large number of concepts, while only some of them are really important, and the others are redundant and illusory. The choice of one standard deviation above the average of frequencies reduces...
the number of features and improves the performance of the summarizer. The number of unimportant concepts is reduced and the classifier can decide more accurately. However, it seems that some of the features are still redundant, and the performance of the summarizer can be further improved. The choice of two standard deviations above the average of frequencies decreases the number of features again, and improves the accuracy of the summarizer. However, as the number of features is reduced, the knowledge about the importance of features will help the classifier to decide more accurate. Based on the results, the positive impact of the coefficients on the accuracy of the classifier, and consequently on the performance of the summarizer, could be observed. The best combination of the value of threshold $\theta$ and the coefficients could be specified as $Avg(freq) + (2 \times \text{Std}_\text{dev}(freq))$ for the value of threshold $\theta$, with the presence of the coefficients.

### Table 1

| the value of threshold $\theta$                                    | ROUGE-2 with the coefficients | ROUGE-2 without the coefficients | ROUGE-SU4 with the coefficients | ROUGE-SU4 without the coefficients |
|------------------------------------------------------------------|-------------------------------|---------------------------------|---------------------------------|-----------------------------------|
| $Avg(freq)$                                                      | 0.3071                        | 0.2858                          | 0.3632                          | 0.3472                            |
| $Avg(freq) + \text{Std}_\text{dev}(freq)$                       | 0.3384                        | 0.3097                          | 0.3882                          | 0.3686                            |
| $Avg(freq) + (2 \times \text{Std}_\text{dev}(freq))$           | **0.3447**                    | 0.2752                          | **0.3935**                      | 0.3277                            |

### Table 2

| Summarizer                  | ROUGE-1 | ROUGE-2 | ROUGE-W-1.2 | ROUGE-SU4 |
|-----------------------------|---------|---------|-------------|-----------|
| Naïve Bayes summarizer      | 0.7788  | 0.3467  | 0.0942      | 0.3937    |
| BioChain                    | 0.7435  | 0.3265  | 0.0929      | 0.3750    |
| SUMMA                       | 0.7094  | 0.3161  | 0.0824      | 0.3551    |
| SweSum                      | 0.6837  | 0.2914  | 0.0781      | 0.3418    |
| Lead baseline               | 0.6340  | 0.2563  | 0.0726      | 0.3229    |
| AutoSummarize               | 0.6288  | 0.2443  | 0.0701      | 0.3139    |
| Random baseline             | 0.5612  | 0.2155  | 0.0672      | 0.2918    |

### 4.2. Evaluation results

To evaluate the performance of our summarization method, we compare the ROUGE scores obtained by our method with the ROUGE scores of the other six summarizers. Other summarizers, as described in Section 3.3.4, are SUMMA, SweSum, BioChain, Microsoft AutoSummarize, Lead baseline and Random baseline. For each summarizer, the system-generated summaries were compared with the model summaries by the ROUGE toolkit, and each summarizer was assigned four different scores. The ROUGE scores for all summarizers are shown in...
Table 2. It can be observed that the naïve Bayes summarizer reports higher ROUGE scores than the other summarizers and baselines. The naïve Bayes summarizer significantly improves all ROUGE metrics compared with SUMMA, SweSum, AutoSummarize, Lead baseline and Random baseline, according to Wilcoxon signed-rank test ($p < 0.05$). Compared with BioChain, the naïve Bayes summarizer significantly improves three ROUGE scores, namely ROUGE-1, ROUGE-2 and ROUGE-SU4, but the improvement is not significant for ROUGE-W-1.2.

The results in Table 2 show that the two summarizers that use domain knowledge in summarization process, i.e. our naïve Bayes summarizer and BioChain, perform better than the general purpose and baseline summarizers. Moreover, the proposed naïve Bayes summarizer increases the accuracy of summarization, in terms of generated summaries’ informative content quality, as compared to another biomedical summarizer. The results obtained by our naïve Bayes summarizer show its effectiveness as a classification method for such modeling requirements. In many cases, several concepts within a biomedical textual document represent the main topics of text. It seems that identifying these important concepts and utilizing them to show the sentences as vectors of features, is a more accurate approach to model the biomedical summarization problem. Moreover, the simplicity of naïve Bayes classification method helps the summarizer to select the most informative sentences based on the distribution of important concepts within the source text. Therefore, the informativeness of generated summaries is increased, and consequently, the performance of summarization is improved.

5. Conclusion

In this paper, a novel biomedical text summarization method was proposed based on the naïve Bayes classifier. Our method extracts biomedical concepts within the document using UMLS and identifies the important concepts to show the main topics of text. The identified important concepts are then used as features to classify the sentences as summary and non-summary. There is no need to training data, and the naïve Bayes classifier estimates the prior and posterior probabilities based on the distribution of important concepts within the original document. Besides, a useful hint that helps the estimation of probabilities is the distribution of important concepts within the summary must be same as within the source text. The proposed method was evaluated by summarizing a collection of 80 scientific biomedical papers, selected from BioMed Central online library. Comparing the results showed that the proposed naïve Bayes summarizer actually improved the performance of summarization, compared with general-purpose summarizers and baselines. It confirms that in the biomedical domain, the use of domain knowledge and concept-level analysis rather than term-level analysis of text can be very useful to improve the informativeness of automatically generated summaries. Moreover, our proposed method performed better than BioChain, which also uses domain knowledge. It indicates that the use of essential concepts to classify the sentences by the naïve Bayes classifier could be a viable approach to automatic summarization. There is no need for training data to estimate the required probabilities, and the method uses the distribution of important concepts within the source text to calculate the probabilities. It also showed a considerable improvement in the quality of summarization.

More accurately, we can now answer the questions raised in Section 1. Important concepts are the features that determine which sentences are summary sentences and which are non-summary. There are no training data for such
type of summarization, and in fact, a learned model is not applicable to be generalized to classify the sentences of a new document. It is possible to model this summarization approach as a classification problem and deal with it by the naïve Bayes classifier. The classifier estimates the probabilities and classifies the sentences according to the distribution of essential concepts within the original document.

While our proposed biomedical summarization method performs well in single-document summarization, it seems that in multi-document summarization that the redundant information is inevitable, the performance of summarizer may be decreased due to selecting the sentences containing redundant information. We will concentrate on addressing this problem in future work.
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