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Abstract—Temporal action localization is an important and challenging task that aims to locate temporal regions in real-world untrimmed videos where actions occur and recognize their classes. It is widely acknowledged that video context is a critical cue for video understanding, and exploiting the context has become an important strategy to boost localization performance. However, previous state-of-the-art methods focus more on exploring semantic context which captures the feature similarity among frames or proposals, and neglect positional context which is vital for temporal localization. In this paper, we propose a temporal-position-sensitive context modeling approach to incorporate both positional and semantic information for more precise action localization. Specifically, we first augment feature representations with directed temporal positional encoding, and then conduct attention-based information propagation, in both frame-level and proposal-level. Consequently, the generated feature representations are significantly empowered with the discriminative capability of encoding the position-aware context information, and thus benefit boundary detection and proposal evaluation. We achieve state-of-the-art performance on both two challenging datasets, THUMOS-14 and ActivityNet-1.3, demonstrating the effectiveness and generalization ability of our method.

Index Terms—Temporal action localization, position-sensitive, context modeling.

I. INTRODUCTION

As an important and challenging problem in human action understanding, temporal action localization (also called temporal action detection) for videos has gained much attention from both academia and industry [1]–[7], and thus has a large body of applications such as smart surveillance, video retrieval, video abstract, etc. Temporal action localization aims at detecting the boundaries (i.e., start and end frames) of action instances and predicting their corresponding action classes. In the literature, the typical pipeline of many existing approaches [1]–[3], [5] is to detect the start and end boundary frames separately, adaptively generate various action proposals by matching these start and end boundaries, then perform proposal reliability evaluation and temporal boundary regression. Finally, an additional action recognition network is employed to classify each proposal. Therefore, the quality of temporal action localization mainly depends on precise boundary generation and reliable proposal evaluation.
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However, the independent features of frames or proposals without context information can be inadequate in determining boundaries or proposal reliability evaluation. To solve this problem, a number of approaches [4], [8]–[10] emerge to automatically aggregate the context information among frames (or proposals) for enhancing the feature representation capability. Such context information is usually characterized by the similarity among frames (or proposals) at the semantic feature level, without modeling the temporal-position context interactions among frames (or proposals) which is valuable prior knowledge. As a result, these approaches may suffer from a dilemma that the semantically similar frames can be of different classes at different temporal positions, as shown in Figure 1. And the temporal position context for proposals can also specify the regression direction and distance of proposal boundaries to localize actions precisely.

Motivated by these observations, we propose a temporal-position-sensitive context modeling approach, which generates temporal-position-sensitive feature representations by augmenting the semantic features with the directed temporal position encoding information. Then, through attention-based context propagation in both frame-level and proposal-level, the generated feature representations are significantly empowered with the discriminative capability of encoding the position-sensitive context information. Specifically, the context of the current frame is associated with two groups of frames (i.e., past
frames and future frames), whose position encoding directions are mutually opposite. And the context of the current proposal corresponds to four groups of proposals generated by imposing four types of coordinate offsets on its start and end positions. Consequently, the proposed framework takes a progressive context modeling pipeline. In the pipeline, we first perform frame-level context propagation to produce discriminative frame-level features that help generate more precise action boundaries, and then feed the features into the proposal-level context propagation module to enhance the proposal features for more reliable proposal evaluation. In practice, the above two-level context modeling approach is implemented in an attention-based module, and incorporated into a unified learning framework for temporal action localization.

In summary, the main contributions of this work are three-fold:

- We propose a temporal-position-sensitive context modeling approach, which gives rise to discriminative temporal-position-sensitive feature representations by directed temporal position encoding. To our knowledge, it is innovative and significant to introduce temporal-position-sensitive context modeling into temporal action localization.

- We present a unified temporal action localization framework incorporating both frame-level and proposal-level context modeling, which are complementary to each other for more precise temporal action localization.

- Extensive experiments on two widely used benchmark datasets demonstrate that our approach outperforms the state-of-the-art method BMN \cite{3} by 1.4\% at average mAP on ActivityNet-1.3 \cite{11}, and 8.4\% mAP at IoU@0.5 on THUMOS-14 \cite{12}.

II. RELATED WORK

A. Temporal Action Localization

Temporal action localization can be decomposed into temporal proposal generation and action classification. A common practice is to first generate temporal proposals and then classify each proposal \cite{1,8,22,33,34,35} because the classification results from the extra action recognition networks \cite{15,20} are more accurate. There are also some works training these two stages jointly by using a relatively small classification head \cite{21,24} or predicting the locations and classes of actions simultaneously \cite{9,23,26}. In this paper, we focus on proposal generation and use extra networks to classify the proposals. For proposal generation, there are three main kinds of methods.

a) Anchor-Based Proposal Generation: Earlier works \cite{23,27,30} directly generate proposals with predefined sliding windows or anchors and train a binary classifier for anchor filtering. In order to capture global contextual information for anchors, RapNet \cite{31} proposes a relation-aware module to exploit long-range context information among frames, and TALNet \cite{22} uses dilation convolution to get a larger receptive field. Although multiscale anchors \cite{22,23} and pyramid architectures \cite{31} are used to increase the diversity of anchors, proposals generated by these methods are still not flexible enough to cover actions of varying duration.

b) Dynamic Proposal Generation: A more popular pipeline is adaptively forming proposals. On the one hand, some works \cite{1,8,9,22,33,34,35} generate proposals by utilizing the continuity of action. They adopt the watershed algorithm to group contiguous frames with high actionness scores as proposals \cite{8,32}, or predict a Gaussian kernel whose standard deviation represents the interval of a proposal, to represent a proposal directly at each frame and guide context aggregation for proposal feature generation \cite{9}. On the other hand, some works \cite{1,8,5,33,34,35} generate proposals by boundary matching. They first predict the start and end probabilities for each frame, then match frames with high start and end probabilities. Graph Convolutional Network (GCN) models are utilized to adaptively incorporate context information on frame level for boundary detection and proposal feature generation \cite{4,14}, or refine the boundaries and classification scores of proposals based on the context among proposals \cite{10}, by considering frames or proposals as nodes in a graph, respectively.

c) Complementary Proposal Generation: Naturally, some works \cite{4,13,36,37} use anchors to complement the adaptively formed proposal. They collect proposals that could be omitted by actionness grouping from sliding windows \cite{13}, \cite{36}, or adjust the boundaries of the anchors within the search space determined by the computed frame actionness \cite{2}.

B. Context Modeling in Temporal Action Localization

Earlier works \cite{1,8,22} simply extend beyond the start and end frames of proposals by half of the proposals duration to take the temporal context into account for proposal classification and location regression. Recently, more and more researchers \cite{4,8,9,14,29,51,38,39} have noticed that video context is an important cue to temporal action localization. And they have tried to exploit context to build stronger video representations from different aspects (e.g., frame context \cite{4,9,21,35}, proposal context \cite{10,39}, boundary-proposal context \cite{14}) with various methods (e.g., attention mechanism \cite{31,39} and GCN \cite{4,10,14}). But they focus more on exploring semantic context which aggregates information guided by the feature similarity among frames or proposals. In this paper, we introduce the temporal positional context into temporal action localization, and pay more attention to augment the semantic features with positional information for temporal-position-sensitive context modeling.

III. METHOD

A. Temporal Action Localization

We denote the temporal annotation of a video sequence \( V \) as \( \Psi_g = \{ \psi_n = (v^s_n, v^e_n, c_n) \}_{n=1}^{N_v} \), where \( N_v \) is the number of ground-truth actions, \( v^s_n, v^e_n \) and \( c_n \) are the start frame, end frame and action class of action \( \psi_n \), respectively. The target of temporal action localization is to generate a set of action instances \( \Psi_p \) to cover \( \Psi_g \) precisely. Recent works \cite{1,5,8,9,14} pre-extract frame features from raw videos every \( \delta \)
consecutive frames, with each frame encoded into a vector of $C$ dimension. Then the temporal dimension of the features is rescaled to a fixed length $T$. We then use $X \in \mathbb{R}^{T \times C}$ to represent the features of the video sequence $V$. For simplicity, the input video sequence $V$ is considered as only containing $T$ frames and we denote it as $V = \{v_i\}_{i=1}^T$, where $v_i$ is the feature vector of frame $v_i$.

The temporal action localization is typically conducted by the framework shown in Figure 2. The framework mainly consists of three modules: 1) a base module used to enhance the pre-extracted frame features for the next two modules; 2) a boundary generation module used to estimate the boundary probabilities of each frame; 3) a proposal evaluation module to evaluate confidence score of each proposal. These three modules often simply consist of several convolutional layers.

To generate precise proposals, the key issue is to enhance the feature representation ability of these three modules for precise boundary detection and reliable proposal evaluation. A number of approaches emerge to automatically aggregate the context information among frames or proposals for enhancing the feature representation ability, such as utilizing a graph convolutional network (GCN) or an attention block as the boundary generation module [4] or proposal evaluation module [10]. In this paper, we utilize the attention block to aggregate the global context information.

Given the frame features $X \in \mathbb{R}^{T \times C}$, the attention block aggregates the features of other frames $\{x_j\}$ to generate a new feature $y_i$ for each frame $v_i$: 

$$y_i = \frac{1}{C(X)} \sum_{v_j} f(x_i, x_j) g(x_j)$$  \hspace{1cm} (1)$$

where $f(\cdot, \cdot)$ is a compatibility function to compute the attention weight between the frame $v_i$ and the other frames, $g(\cdot)$ is a unary function to compute the embedding of $x_j$, $C(X) = \sum_{v_j} f(x_i, x_j)$ is a normalized factor.

The attention block can enhance the features of video frames by aggregating the context information. However, it only utilizes the semantic context information, without taking the temporal position information into account. As shown in Figure 3 such position information is valuable prior knowledge for temporal action localization. To make full use of context in videos, we take both the temporal position and semantic context into account to form a temporal-position-sensitive context modeling (PCM) module. The PCM module is flexible and can be employed in the base module and boundary generation module in frame-level (f-PCM in Section III-B), and proposal evaluation module in proposal-level (p-PCM in Section III-C). The illustration of our position-sensitive context modeling network (PcmNet) is shown in Figure 2.

B. Position-Sensitive Frame Context Modeling

Previous context modeling methods are position-independent, degenerating the sequential frames into an unordered frame-set. However, temporal information is essential to detect boundaries. To achieve precise boundary detection, the proposed temporal-position-sensitive context modeling module is used in the base module and boundary generation module to preserve the sequential structure when aggregating semantic features.

Given the frame features $X \in \mathbb{R}^{T \times C}$, our f-PCM generate a new feature for each frame $v_i$ by the following three steps. Firstly, we generate the position-sensitive frame features $\tilde{X}$ by adding the positional encoding [40] to $X$. A boundary generation module and a proposal evaluation module are executed in parallel to estimate the boundary probabilities of each frame and evaluate confidence scores for all possible proposals. The proposed temporal-position-sensitive context modeling (PCM) module is employed in the frame-level base module and boundary generation module (f-PCM), as well as proposal-level proposal evaluation module (p-PCM).
scores for proposals, we use the temporal-position-sensitive vital to evaluate the proposals. To generate reliable confidence that are generated by matching start and end frames, it is

\[ C. \text{Position-Sensitive Proposal Context Modeling} \]

We first add the 2D positional encoding to proposal feature map \( \tilde{I}_A \) as shown in Fig. 3. According to Eq. (1), we generate proposal feature map \( \tilde{X} \) by the following three steps, which are similar to f-PCM.

1. **Position Encoding**: \( \theta_A \) and \( \theta_B \) for \( \tilde{X} \) and \( \tilde{X} \circ \tilde{X} \) respectively.
2. **Attention Operation**: gates \( g^A \), \( g^B \) and \( g^E \) using \( \phi \) and \( \psi \) separately.
3. **Concatenation**: \( \gamma \) and \( \gamma \circ \gamma \) for \( \tilde{X} \) and \( \tilde{X} \) respectively. By concatenating the temporal distance information when computing the attention

\[ \text{Fig. 4. The implementations of the f-PCM.} \]

However, the fixed sinusoid positional encoding can only offer the relative distance information without the direction. So, secondly, for frame \( v_i \), we divide the other frames into two groups according to different relative temporal positions to distinguish the directions. One group contains the frames \( V_B = \{v_k\}_{k=1}^{i-1} \) (located before the current frame) and the other one contains the frames \( V_A = \{v_k\}_{k=i+1}^T \) (located after the current frame). A scheme of the grouping operation is shown in Fig. 3(a). Finally, we aggregate the features of frames by an attention operation. According to Eq. (1), we generate a feature \( y^B_i \) for \( v_i \) based on the first group and \( y^A_i \) on the second group with different compatibility function \( f_A(\cdot) \) and \( f_B(\cdot) \):

\[
y^B_i = \frac{1}{C(X^B)} \sum_{j, j < i} f^B(\tilde{x}_i, \tilde{x}_j)g(x_j), \quad (2)
\]

\[
y^A_i = \frac{1}{C(X^A)} \sum_{j, j > i} f^A(\tilde{x}_i, \tilde{x}_j)g(x_j), \quad (3)
\]

In each group, the position-sensitive frame features \( \tilde{X} \) provide temporal distance information when computing the attention weight among the current frame and the other frames. The information in different directions is contained in two groups separately. By concatenating the \( y^B_i \) and \( y^A_i \), we can obtain the new feature \( y_i \) for \( v_i \):

\[
y_i = y^B_i \oplus y^A_i, \quad (4)
\]

where \( \oplus \) represents the concatenation operation. By using a convolutional layer, we can reduce the channel dimension of \( y_i \) from \( 2C \) to \( C \) to aggregate the information in two groups.

C. Position-Sensitive Proposal Context Modeling

Since there are a lot of redundant and false-positive proposals that are generated by matching start and end frames, it is vital to evaluate the proposals. To generate reliable confidence scores for proposals, we use the temporal-position-sensitive proposal context modeling module (p-PCM) to explore the context among proposals and learn powerful representations.

Different from frames that have inherent temporal sequential structure, proposals cropped from frame sequence are independent and disorderly. Thus, we first organize the proposals into structured data. Specifically, we arrange all possible proposals into a matrix according to the corresponding temporal position of their start and end frames, namely proposal map \( M \in \mathbb{R}^{T \times T} \). An element \( m_{i,j} \) in the matrix \( M \) at coordinate \((i,j)\) is the proposal that starts at frame \( v_i \) and ends at frame \( v_j \). The proposal map indicates the temporal position through the coordinate of the proposals in the matrix. Based on the frame features from the base module, we can generate a \( C \) dimension feature vector for each proposal. We denote the proposal feature map as \( P \in \mathbb{R}^{T \times T \times C} \). The element \( p_{i,j} \) is the feature of the proposal \( m_{i,j} \).

Then our p-PCM generates a new feature for each proposal by the following three steps, which are similar to f-PCM. We first add the 2D positional encoding to proposal feature map \( P \) to generate the distance-sensitive proposal features \( \tilde{P} \). To reduce computational complexity and superfluous context, for each proposal \( m_{i,j} \), we only exploit the context of the proposals with the same start frame or end frame as \( m_{i,j} \). Aggregating the features of these related proposals is enough to enhance the feature of \( m_{i,j} \). We divide the proposals into four groups based on temporal position to indicate the temporal directions: 1) \( M^{EE} = \{m_{i,k}\}_{k=1}^{i-1} \) (containing the proposals which have the same start frame and Earlier End frame); 2) \( M^{LE} = \{m_{i,k}\}_{k=j+1}^{T} \) (containing the proposals which have the same start frame and Later End frame), 3) \( M^{ES} = \{m_{k,j}\}_{k=1}^{i-1} \) (containing the proposals which have the same end frame and Earlier Start frame) and 4) \( M^{LS} = \{m_{k,j}\}_{k=i+1}^{T} \) (containing the proposals which have the same end frame and Later Start frame). A scheme of the proposal grouping operation is shown in Fig. 3(b). At last, for each group, we aggregate the features of proposals by an attention operation. According to Eq. (1), we generate proposal features \( p_{i,j}^{EE}, p_{i,j}^{LE}, p_{i,j}^{ES}, p_{i,j}^{LS} \) based on the four groups.

\[ \sum \text{The proof is in the appendix.} \]
separately. By concatenating these four proposal feature maps, we can obtain the enhanced proposal feature $p y_{i,j}$ for proposal $m_{i,j}$. A convolutional layer is used to reduce the channel dimension from $4C$ to $C$.

D. Implementation

The computation of PCM can be simply done by matrix multiplication. We take f-PCM as an example. We choose the embedded Gaussian function as the compatibility function in Eq. (2) and (3):

\[ f^B(\tilde{x}_i, \tilde{x}_j) = e^{\theta^B(\tilde{x}_i)\theta^B(\tilde{x}_j)^T}, \]

\[ f^A(\tilde{x}_i, \tilde{x}_j) = e^{\phi^A(\tilde{x}_i)\phi^A(\tilde{x}_j)^T}, \]

where $\theta^B(\cdot)$, $\phi^B(\cdot)$, $\theta^A(\cdot)$, $\phi^A(\cdot)$ are the embedding functions. These four embedding functions as well as $g(\cdot)$ are all implemented as convolutional layers, the normalization is implemented by a softmax function. As shown in Figure 4, given the input frame features $X \in \mathbb{R}^{T \times C}$ and positional encoding, the outputs $Y_B$ and $Y_A$ are obtained as following:

\[ Y_B = \sigma(\phi^B(\tilde{X})\theta^B(\tilde{X})^T)g(X), \]

\[ Y_A = \sigma(\phi^A(\tilde{X})\theta^A(\tilde{X})^T)g(X), \]

where $\sigma$ is the softmax function, $I_B$ and $I_A$ represent the lower triangular mask matrix and upper triangular mask matrix for grouping, $\phi^A(\cdot)$ and $\phi^B(\cdot)$ share the same parameters. In practice, we find that using such complex operations in a shallow neural network carries the potential risk of overfitting. Inspired by the channel attention mechanism [41], [42], we only modulate the channel weights to alleviate overfitting.

As for p-PCM, since we only exploit the context of the proposals with the same start frame or end frame as $m_{i,j}$ and they are in the same row or column as $m_{i,j}$ in proposal map $M$, we can decompose the attention on the proposal feature map into column-only attention followed by row-only attention, where each attention can be implemented similar to f-PCM.

E. Training and Inference

a) Training.: We train our PcmNet in the form of a multi-task loss function, including a boundary detection loss term $L_b$ and a proposal evaluation loss term $L_p$:

\[ L = L_b + L_p. \]

The loss $L_b$ is used to classify whether each frame is the start or the end boundary of an action:

\[ L_b = L_{wce}(\text{pred}^s, \text{gt}^s) + L_{wce}(\text{pred}^e, \text{gt}^e), \]

where $L_{wce}$ is the weighted binary cross-entropy loss function proposed in [3]. $\text{pred}^s$ are the predicted start probability vector of frames ($\text{pred}^e$ for the predicted end probability), $\text{gt}^s$ and $\text{gt}^e$ are the binary ground-truth. The loss $L_p$ is used for proposal confidence prediction. Following [3], we predict two confidence map $\text{Mcc}$ (trained by the weighted binary cross-entropy loss function) and $\text{Mcr}$ (trained by the L2 regression loss function):

\[ L_p = L_{wce}(\text{Mcc}, \text{IoU}^{GT}) + \lambda L_2(\text{Mcr}, \text{IoU}^{GT}), \]

where $\lambda$ is the loss weight, which is set to 10 as default in our experiments.

b) Inference.: We would obtain start and end boundary probabilities $\text{pred}^s$, $\text{pred}^e$, and proposal confidence map $\text{Mcc}$ and $\text{Mcr}$ from the network outputs. To get final results, we need to go through two more steps: proposal generation and redundant proposal suppression. Firstly, we select the frames with their start/end probability higher than a threshold or are probability peaks as start/end frames. Then, we match each start frame $v_i$ and end frame $v_j$ as a proposal if $i < j$, and calculate its confidence score $c_{s_{i,j}} = Mcc_{i,j} \cdot Mcr_{i,j}$. Thus, we obtain a set of proposals $\Psi_p = \{v_n = (v_n^s, v_n^e, c_n)\}_{n=1}^{N_p}$. At last, we adopt a Soft-NMS algorithm [43] to eliminate the redundant proposals and get the final proposals set $\Psi_p = \{v_n = (v_n^s, v_n^e, c_n)\}_{n=1}^{N_p}$, where the number of proposals is decreased from $N_c$ to $N_p$.

IV. EXPERIMENT

A. Datasets and Metrics

a) THUMOS-14 [12]: It contains 413 temporal annotated untrimmed videos with 20 action categories. We use 200 videos in the validation set for training and evaluate on 213 videos in the testing set. This dataset is challenging as some videos are relatively long (up to 26 minutes) and contain multiple actions. The length of actions varies from less than a second to minutes.

b) ActivityNet-1.3 [17]: It is a large-scale action understanding dataset, which consists of 19994 videos for training, 4728 for validation, and 5044 for testing, with 200 activity classes. The total duration of the videos is about 600 hours. The ActivityNet-1.3 only contains 1.5 occurrences per video on average and most videos simply contain a single action category with 36% background on average.

c) Metrics: Mean Average Precision (mAP) is the evaluation metric of temporal action localization task, where Average Precision (AP) reports the performance of each activity category. Following the official evaluation API, mAP with IoU thresholds $\{0.5, 0.75, 0.95\}$ and average mAP with IoU thresholds $[0.5 : 0.05 : 0.95]$ are used on ActivityNet-1.3, while mAP with IoU thresholds $\{0.3, 0.4, 0.5, 0.6, 0.7\}$ are used on THUMOS-14.

B. Implementation Details

a) Feature Encoding: Following previous works [1], [3], [4], we adopt the 2D two-stream network [46] to pre-extract video features for both datasets. For ActivityNet-1.3, we adopt the two-stream network fine-tuned on the training set of ActivityNet-1.3 with frame interval $\sigma = 16$. Each video feature sequence is rescaled to $T = 100$ frames by linear interpolation. For THUMOS-14, the video features are extracted from Kinetics [47] pre-trained two-stream network.
with $\sigma = 5$. We crop each video feature sequence with a window size $L = 256$ and overlap neighborhood windows with 128 frames. As for proposal temporal length alignment and feature generation, we follow the previous work [3].

b) Training and Inference: The network is trained from scratch, and we set the weight decay to $1 \times 10^{-4}$, batch size to 32 for both datasets. The learning rate is $1 \times 10^{-3}$ for the first 7 epochs, and is reduced by 10 for the following 3 epochs on ActivityNet-1.3, and $7 \times 10^{-5}$ for the first 5 epochs, and reduced by 10 for the following 5 epochs on THUMOS-14. In inference, we take video classification scores by [16] and reduce by 10 for the following 3 epochs on ActivityNet-1.3 and reduced by 10 for the following 5 epochs on THUMOS-14. Inference, we take video classification scores by [16] for THUMOS14-14 and [15] for ActivityNet-1.3, and multiply their classification scores to proposal confidence. For post-processing, the threshold probability for selecting start and end frames is set to be half of the maximum probability in the video, and the Soft-NMS threshold is set to 0.5 to pick the top $N_p$ confident predictions, where $N_p$ is 100 for ActivityNet-1.3 and 200 for THUMOS-14.

C. Comparison with State-of-the-Art

In Table I, we compare our PcmNet with state-of-the-art methods on two widely used datasets, THUMOS-14 and ActivityNet-1.3, at different tIoU thresholds as well as average mAP on ActivityNet-1.3. On THUMOS-14, we achieve the highest mAP at all tIoU thresholds. For ActivityNet-1.3, we achieve the highest average mAP on this large-scale and diverse dataset. It is worth noting that we achieve the best results at tIoU 0.75 and 0.95, indicating that we localize actions more accurately. We outperform BMN, which is without context modeling by 8.4% mAP at IoU@0.5 on THUMOS-14 [12] and 1.4% at average mAP on ActivityNet-1.3 [11]. And compared to other context modeling methods (SRG,A2Net,GTAD,BU-MR,BC-GNN), our PcmNet also surpasses them by a large margin, manifesting the effectiveness of our position-sensitive context modeling. It should be noted that it is difficult to improve performance on the large-scale ActivityNet-1.3 dataset. As a comparison, the improvements of the latest SOTA BC-GNN [1] (ECCV20) and G-TAD [31] (CVPR20) are 0.39% and 0.24% respectively compared to BMN [16] (ICCV19).

The large performance improvements demonstrate the effectiveness of our method.

There are two interesting phenomena. One is that many works perform well on one dataset, but not so well on another. For example, TALNet achieves significant improvement on THUMOS-14 in 2018, and outperforms BSN in the same period at tIoU 0.5 by a large margin (5.9%). However, on ActivityNet-1.3, its average mAP is much worse (9.81%) than BSN. The same thing happens on BU-MR and PGCN while BC-GNN is the opposite. Another is that some methods achieve high performance at small tIoU but deteriorate rapidly as tIoU increases, like PGCN and A2Net. Notably, we reach the highest level on both datasets and all tIoU, indicating that the proposed method has good generalizability.

### Table I

| Method  | Year | Feature | THUMOS-14 | ActivityNet-1.3 |
|---------|------|---------|-----------|------------------|
|         |      |         | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.5 | 0.75 | 0.95 | Avg. |
| SCNN [30] | CVPR'16 | DTF    | 36.3 | 28.7 | 19.0 | 10.3 | 5.3 | -  | -  | -  | -  |
| SCC [44] | CVPR'17 | C3D    | -   | -   | -   | -   | 39.9 | 18.7 | 4.7 | 19.3 |
| CDC [45] | CVPR'17 | C3D    | -   | -   | -   | 40.1 | 29.4 | 23.3 | 13.1 | 7.9 | 45.3 |
| TURN [29] | ICCV’17 | Flow  | 44.1 | 34.9 | 25.6 | -   | -   | 45.3 | 26.0 | 0.2 | 23.8 |
| TCN [38] | ICCV’17 | TSN   | -   | 33.3 | 25.6 | 15.9 | 9.0 | 37.49 | 23.47 | 4.47 | 23.58 |
| SSN [8] | ICCV’17 | TSN   | 51.9 | 41.0 | 29.8 | -   | -   | 39.12 | 23.48 | 5.49 | 23.98 |
| TALNet [22] | CVPR’18 | I3D    | 53.2 | 48.5 | 42.8 | 33.8 | 20.8 | -   | -   | -   | -   |
| BSN [1] | ECCV’18 | TSN   | 53.5 | 45.0 | 36.9 | 28.4 | 20.0 | 46.45 | 29.96 | 8.02 | 31.11 |
| MGG [7] | CVPR’19 | TSN   | 53.9 | 46.8 | 37.4 | 29.5 | 21.3 | -   | -   | -   | -   |
| GTAN [9] | CVPR’19 | P3D    | 57.8 | 47.2 | 38.8 | -   | -   | 52.61 | 34.14 | 8.91 | 34.31 |
| PGCN [10] | ICCV’19 | TSN** | 60.1 | 54.3 | 45.5 | 33.5 | 19.8 | 48.26 | 33.16 | 3.27 | 31.11 |
| BMN [3] | ICCV’19 | TSN*  | 56.0 | 47.4 | 38.8 | 29.7 | 20.5 | 50.07 | 34.78 | 8.29 | 33.85 |
| SRG [35] | TCSVT’20 | TSN | 54.5 | 46.9 | 39.1 | 31.4 | 22.2 | 45.53 | 29.98 | 4.83 | 29.72 |
| A2Net [35] | TIP’20 | I3D    | 58.6 | 54.1 | 45.5 | 32.5 | 17.2 | 43.55 | 28.69 | 3.70 | 27.75 |
| GTAD [4] | CVPR’20 | TSN   | 54.5 | 47.6 | 40.2 | 30.8 | 23.4 | 50.36 | 34.60 | 9.02 | 34.09 |
| BU-MR [15] | ECCV’20 | TSN** | 52.4 | 48.6 | 42.5 | 35.6 | 27.0 | 43.47 | 33.91 | 9.21 | 30.12 |
| BC-GNN [11] | ECCV’20 | TSN   | 57.1 | 49.1 | 40.4 | 31.2 | 23.1 | 50.56 | 34.75 | 9.37 | 34.26 |

PcmNet (Ours) | TSN | 61.5 | 55.4 | 47.2 | 37.5 | 27.3 | 51.35 | 36.10 | 9.49 | 35.27 |

### Table II

| f-PCM | p-PCM | THUMOS-14 | ActivityNet-1.3 |
|-------|-------|-----------|------------------|
|       |       | 0.3 | 0.5 | 0.7 | 0.5 | 0.75 | Avg. |
| ✓ | ✓ | 56.12 | 42.01 | 22.78 | 50.72 | 35.05 | 34.17 |
| ✓ | ✓ | 60.35 | 45.25 | 26.39 | 50.95 | 35.84 | 34.88 |
| ✓ | ✓ | 61.49 | 47.17 | 27.28 | 51.35 | 36.10 | 35.27 |
Fig. 5. Visualization for the average attention map of all query proposals. The attention maps of our p-PCM are well aligned to the ground-truth proposal score map, while that of the vanilla attention drift from ground-truth.

### TABLE III

| Method          | THUMOS-14 0.3 | THUMOS-14 0.5 | THUMOS-14 0.7 | ActivityNet-1.3 0.5 | ActivityNet-1.3 0.7 | ActivityNet-1.3 Avg. |
|-----------------|---------------|---------------|---------------|---------------------|---------------------|---------------------|
| Baseline        | 56.12 42.01 22.78 | 70.72 35.05 34.17 |
| Baseline+SA     | 58.56 44.84 23.94 | 49.94 34.62 35.74 |
| Baseline+SA+CA  | 57.97 44.21 23.93 | 50.78 35.68 34.54 |
| Baseline+SA+CA+GP| 60.00 45.00 25.85 | 50.91 **35.86** 34.82 |
| Baseline+SA+CA+PE| 59.15 44.57 25.59 | 50.90 35.84 34.78 |
| Baseline+SA+CA+GP+PE| **60.35** 45.25 26.39 | **51.00** 36.11 34.88 |

D. Ablation Study

We perform ablation studies on both two datasets to validate the effectiveness and generalizability of our method. We first study the effectiveness and complementarity of our position-sensitive context modeling approach in frame-level (f-PCM) and proposal-level (p-PCM). Then, we look into the impact of different components in f-PCM and p-PCM separately. At last, we compare our PCM modules with other context modeling methods in terms of performance and speed to manifest the effectiveness and efficiency, and combine our PCM modules with other frameworks to justify their generalization.

As described in Section III-A, we follow the pipeline of BMN with some adjustments of network structure (details can be seen in Fig 2) as the baseline.

1) Effectiveness and Complementarity: To study the effectiveness and complementarity of f-PCM and p-PCM, we show the performance improvement of different combinations of them in Table III. The f-PCM delivers 3.24% mAP at tIoU 0.5 on THUMOS-14 and 0.71% average mAP on ActivityNet-1.3 performance improvement, and p-PCM delivers 2.66% mAP at tIoU 0.5 on THUMOS-14 and 0.74% average mAP on ActivityNet-1.3. When integrating both f-PCM and p-PCM, it exceeds baseline by 5.16% mAP at tIoU 0.5 on THUMOS-14 and 1.1% average mAP on ActivityNet-1.3. These experiments demonstrate that both frame-level and proposal-level position-sensitive context modeling are helpful for temporal action localization, and these two-level contexts are complementary with each other for more precise localization.

2) Frame Context Modeling Module: To figure out how much of a role each component in f-PCM plays, we carry out detailed verification experiments for different combinations of self-attention, channel attention, grouping and positional encoding in Table III. Baseline means we run the model without any attention. The self-attention improves performance on THUMOS-14 dataset, but leads to performance degradation on ActivityNet-1.3 dataset. A possible explanation is that the complex self-attention runs the risk of overfitting. Compared to THUMOS-14, the data distribution of ActivityNet-1.3 is more diverse and the validation set has more patterns not seen in the training set, so that the risk of overfitting on this dataset is greater. The channel attention acts as a regularization here, which only modulates the channel weights rather than generating new features. On the THUMOS-14 dataset, channel attention does not provide any performance improvement compared to self-attention. However, grouping and positional encoding both make good performance on two datasets. And it can already achieve reasonable results with grouping operation only, that is, distinguishing the direction provides a strong cue when propagating information. Positional encoding can further bring about slight improvement with negligible computational cost.
3) Proposal Context Modeling Module: We then perform similar tests to figure out the roles played by each component in p-PCM. The results are shown in Table [V]. Different from f-PCM, the self-attention improves performance on both two datasets and the channel attention operation provides little improvement on the two datasets. Similar to f-PCM, grouping and positional encoding bring improvements in both datasets. The performance improvements bring from self-attention, proposal grouping and positional encoding are 1.59%, 0.83% and 0.68% at tIoU 0.5 on THUMOS-14. The self-attention in Table [V] is different from that in Table [III]. The former is decomposed and lightweight based on our proposed context fusion rules the proposal map while the latter is the normal attention. This decomposed self-attention achieve better performance with less computation (the performance of normal attention is shown in Table [VI]).

4) Different Context Modeling Methods: We compare our f-PCM and p-PCM with other context modeling methods, GCN and vanilla attention, to demonstrate the importance of the temporal position information. For GCN, G-TAD [4] and PGCN [10] model the context in frame-level and proposal-level, respectively. For vanilla attention, we use the classic non-local attention modules [48] to replace the f-PCM and p-PCM for comparison. The results are shown in Table [V]. Our f-PCM outperforms the 1D non-local block by a large margin with comparable running speed. And our p-PCM achieves significant performance improvements with less additional time cost.

5) Generalization in Different Frameworks: To further verify the generalization of our proposed position-sensitive context modeling module, we evaluate it with two more frameworks (i.e., DBG and BSN). As shown in Table [VI], our proposed PCM modules can also works for these two frameworks and improves the average mAP of DBG and BSN by 1.17% and 2.21% on ActivityNet-1.3, respectively.

E. Qualitative Analysis

Through the above experiments, we have proved the effectiveness of f-PCM and p-PCM. But what role does temporal position information play in the attention mechanism? We define extra experiments to show how position information help localize actions.

To intuitively understand the behavior of p-PCM, we visualize the average attention maps for all proposals in Figure [S]. Proposals that have the same start or/and end frame with the ground-truth action instance receive more attention in our p-PCM, which fits with the findings above, while the vanilla attention block integrates features dispersedly. These experiments demonstrate the proposed p-PCM module indeed has the ability to generate temporal-position-sensitive feature representation, and temporal position information is a vital cue.

![Fig. 6. Visualization for the average attention maps before start and end classification (left column is for the start frame and the right is for the end frame). Our f-PCM pays more attention to the true start and end frames while vanilla attention drifts away from the true positions.](image-url)
for temporal action localization. We also visualize the average attention maps of f-PCM modules before the start and end boundary classifier in Figure 6. The phenomenon is similar to p-PCM.

V. Conclusion

In this paper, we introduce the temporal position information which is a vital cue for more precise temporal action localization, and propose a simple yet effective position-sensitive context modeling approach to incorporates both positional and semantic context, in both frame-level and proposal-level. The extensive experiments and qualitative analysis demonstrate the importance of temporal position information and the effectiveness and intuitive working principle of our approach. We only use a very simple method to model the temporal information and use the position information to guide global information aggregation. How to better model and utilize the temporal position information need to be explored in future work.

APPENDIX A

THEORETICAL ANALYSIS OF POSITIONAL ENCODING

In this section, we analyze that the fixed sinusoid positional encoding can only offer the relative distance information without the direction theoretically. For simplicity, we take f-PCM module as an example to give a discussion.

When only considering the effect of positional encoding $\mathbf{pe}$ and computing the attention weight $f(\mathbf{x}_i, \mathbf{x}_j)$ (defined in line 460, Equation (5) of the main manuscript) between frame $v_i$ and frame $v_j$, we have:

$$f(\mathbf{pe}_i, \mathbf{pe}_j) = e^{\phi(\mathbf{pe}_i) \theta(\mathbf{pe}_j)} = e^{\mathbf{W}_\phi \mathbf{pe}_i \mathbf{pe}_j^T \mathbf{W}_\theta^T},$$ (12)

where $\mathbf{W}_\phi$ and $\mathbf{W}_\theta$ are the parameters of the embedding function $\phi$ and $\theta$, and $\mathbf{pe}_i$ and $\mathbf{pe}_j$ are the fixed sinusoidal positional encoding of frame $v_i$ and $v_j$, that use sine and cosine functions of different frequencies to encode the position information:

$$\begin{cases} p_{i+2d} & = \sin \left( \frac{i \pi}{10000} \right) \cdot d \in \{0, 1, \ldots, k-1\} \\ p_{i+2d+1} & = \cos \left( \frac{i \pi}{10000} \right) \cdot d \in \{0, 1, \ldots, k-1\} \end{cases}$$ (13)

where $2d$ and $2d + 1$ represent the $2d$-th and $(2d + 1)$-th dimension of the $d$-dimensional positional encoding $\mathbf{pe}$, respectively. We denote $b = 10000$, $l = 2k$ for simplicity, then we have:

$$\mathbf{pe}_i \mathbf{pe}_j^T = \frac{1}{\|\mathbf{pe}_i\| \|\mathbf{pe}_j\|} \sum_{d=0}^{k-1} \cos \left( \frac{i d}{b} \right) \sin \left( \frac{j d}{b} \right) + \cos \left( \frac{i d}{b} \right) \cos \left( \frac{j d}{b} \right)$$ (14)

Since $\cos(\cdot)$ is an even function, we have:

$$\mathbf{pe}_i \mathbf{pe}_{i+r}^T = \frac{1}{k} \sum_{d=0}^{k-1} \cos \left( \frac{(i + r) d}{b} \right)$$ (15)
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