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Abstract

Heavy-traffic limit theory deals with queues that operate close to criticality and face severe queueing times. Let $W$ denote the steady-state waiting time in the GI/G/1 queue. Kingman (1961) showed that $W$, when appropriately scaled, converges in distribution to an exponential random variable as the system’s load approaches 1. The original proof of this famous result uses the transform method. Starting from the Laplace transform of the pdf of $W$ (Pollaczek’s contour integral representation), Kingman showed convergence of transforms and hence weak convergence of the involved random variables. We apply and extend this transform method to obtain convergence of moments with error assessment. We also demonstrate how the transform method can be applied to so-called nearly deterministic queues in a Kingman-type and a Gaussian heavy-traffic regime. We demonstrate numerically the accuracy of the various heavy-traffic approximations.

1 Introduction and results

The title of this contribution to the memorial issue for J.W. Cohen refers to the The Single-Server Queue, the monumental book [12] in which J.W. Cohen teaches the reader how to use complex analysis and transform methods to obtain mathematical rigorous results for the general GI/G/1 queue and its many extensions. In turn, J.W. Cohen admired the work of F. Pollaczek, in particular for the analytic treatment of queues by means of complex function theory and integral equations [11], techniques that also feature prominently in The Single-Server Queue, and in this paper on the GI/G/1 queue in heavy traffic.

F. Pollaczek initiated the analysis of the GI/G/1 queue in the 1940s and 1950s, and obtained a contour integral representation for the Laplace transform of the steady-state waiting time. J.F.C. Kingman introduced heavy-traffic analysis in the 1960s [18, 19]. For the GI/G/1 queue in a regime where the system load tends to 1, Kingman showed that, under certain conditions, the Laplace transform of the pdf of an appropriately normalized steady-state waiting time (Pollaczek’s contour integral representation) converges to the Laplace transform of an exponential distribution. We will refer to this technique—to show convergence in distribution by convergence of transforms—as the transform method. To explain Kingman’s result in more detail, let $W$ denote the steady-state waiting time in the GI/G/1 queue, which solves the stochastic equation

$$W \triangleq (W + V - \frac{1}{\rho} U)^+,$$

with $x^+ = \max\{0, x\}$. Here, $V$ is the generic service time with mean 1 and variance $\sigma^2_V \in (0, \infty)$, $U$ is the generic inter-arrival time with mean 1 and variance $\sigma^2_U \in (0, \infty)$ and $\rho \in (0, 1)$. It is assumed that $V$ and $U$ are independent. Since convergence of transforms implies convergence of distributions, Kingman effectively showed using the transform method that, for $W = W_\alpha$ solving (1) with $\alpha = 1 - \rho$,

$$P(\alpha W_\alpha \leq t) \to 1 - e^{-2t/\sigma^2}, \quad \alpha \downarrow 0,$$

(2)
for all \( t \geq 0 \) with \( \sigma^2 = \sigma_0^2 + \sigma_\gamma^2 \).

Kingman’s observation that heavily loaded systems admit a simple scaling limit triggered a surge of research in the 1960s and 1970s; see [6, 13, 8, 24, 23, 21, 22], among others. In the decades that followed, heavy-traffic analysis, and more generally, stochastic-process limits, developed into popular topics in the applied probability community, with queueing theory as one of its many applications. The general idea remained to consider a parametrized set of systems and to identify the limiting system as the parameter converges to a limiting value yielding criticality (e.g. \( \alpha \downarrow 0 \) as in (2)).

Kingman’s transform method is thus largely based on Pollaczek’s contour integral that we introduce next, see [1]. Assume analyticity of \( \psi(s) = \mathbb{E}[\exp(s(V - \frac{1}{\rho}U))] \) in an open strip containing \( |\text{Re}(s)| \leq \delta \) for some \( \delta > 0 \); in particular, all moments of \( V - \frac{1}{\rho}U \) are finite. Then, Pollaczek’s integral reads

\[
\mathbb{E}[e^{-sW}] = \exp\left\{ \frac{-1}{2\pi i} \int C \frac{s}{z(s - z)} \log(1 - \psi(z))dz \right\},
\]

where \( C \) is a contour to the left of, and parallel to, the imaginary axis, and to the right of the singularities of \( \log(1 - \psi(z)) \) in the left half-plane, and \( s \) is any complex number to the right of \( C \). Kingman uses \( \psi(z) \) to prove that \( \mathbb{E}[\exp(-sW)] \to (1 + \sigma^2/2s)^{-1} \) in \( \text{Re}(s) \geq 0 \) as \( \alpha \downarrow 0 \), yielding (2).

Being tailor-made for the steady-state GI/G/1 queue, the transform method that uses contour integral representations has rarely been applied to other queueing models. A notable exception is the heavy-traffic analysis of O.J. Boxma and J.W. Cohen [7] for the GI/G/1 queue with heavy-tailed distributions, so when the second moment of the service time and/or interarrival time is infinite. Boxma and Cohen apply the transform method to an extended form of Pollaczek’s integral (3) to identify the heavy-traffic limit. Other studies that apply this transform method for heavy-traffic analysis are [21, 22] on the GI/G/s queue and [5, 4] on the fixed-cycle traffic-light queue, a variation of the GI/G/1 queue.

More probabilistic methods for proving heavy-traffic results developed later use functional limit theorems, and typically establish that the sample path of a scaled waiting time converges to some limiting stochastic process. One is then faced with the problem of showing that the steady-state of the limiting process corresponds to the limiting steady-state of the queueing model in heavy traffic. This requires and interchange-of limits argument, which is often challenging as it involves proving tightness of sequences of probability measures. The transform method works directly with the steady-state random variables, and thus avoids the problem of interchanging limits.

### 1.1 Nearly deterministic queues and the transform method

Next to the classical heavy-traffic setting, we will consider so-called nearly deterministic GI\(_n\)/G\(_n\)/1 queues, whose heavy-traffic behavior has been investigated in [23, 27] using sample-path methods. Nearly-deterministic queues are motivated by cycling thinning. To explain this, denote for all \( n = 1, 2, ... \)

\[
W_n \overset{d}{=} \left(W_n + V_n - \frac{1}{\rho_n}U_n\right)^+,
\]

with

\[
V_n = \frac{1}{n} \sum_{k=1}^{n} V_{n,k}, \quad U_n = \frac{1}{n} \sum_{k=1}^{n} U_{n,k},
\]

where \( V_{n,k} \) are i.i.d. copies of \( V \) and \( U_{n,k} \) are i.i.d. copies of \( U \), with \( V \) and \( U \) as before, and \( \rho_n \in (0, 1) \). The cyclic thinning thus regards each interarrival (service) time as the \( n \)-th occurrence in a sequence of i.i.d. random variables, which mitigates the random fluctuations. For instance, if this sequence consists of exponential random variables, the interarrival or service time would follow an Erlang distribution, and if \( n \) is large, this becomes more and more ‘deterministic’.

Interesting heavy-traffic regimes now arise when \( \rho_n \to 1 \) as \( n \to \infty \). In [23, 27], two heavy-traffic regimes are considered. The first (Kingman-type) regime assumes that \( (1 - \rho_n)n \to \beta \)
as \( n \to \infty \) for some fixed \( \beta > 0 \). In this case, \( W_n \) converges in distribution to an exponential random variable with mean \( \sigma^2/2\beta \), where \( \sigma^2 = \sigma_T^2 + \sigma_V^2 \). The second (Gaussian) regime assumes \((1 - \rho_n) \sqrt{n} \to \beta \) as \( n \to \infty \) for some fixed \( \beta > 0 \). In this case \( \sqrt{n} W_n/\sigma \) converges in distribution to the all-time maximum \( M_\beta \) of a one-dimensional directed random walk, starting at 0, with normally distributed step sizes of mean \(-\beta \). This Gaussian random walk and \( M_\beta \) are well studied, see [3, 9, 11, 15, 25].

### 1.2 Main results

In the present paper we apply the transform method for heavy-traffic analysis of the GI/G/1 and GI\(_n\)/G\(_n\)/1 queues. We first consider the classical heavy-traffic regime, and provide a detailed proof of a version of Kingman’s original result using the transform method. We do this with service times \( V \) and interarrival times \( U \) that do not depend on \( \rho = 1 - \alpha \) (in Kingman’s original result, a controlled dependence of \( V \) and \( U \) on \( \alpha \) is allowed). In this more restricted setting, we show the following.

**Theorem 1.** With \( \sigma^2 = (\sigma_V^2 + \rho^{-2} \sigma_T^2) \rho \),

\[
E[e^{-\alpha W}] = (1 + \sigma^2 s/2)^{-1} + O(\alpha \log(1/\alpha)), \quad \alpha \downarrow 0,
\]

uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq -1/2\sigma^2 \).

As a consequence of Theorem 1, we have for any \( k = 1, 2, \ldots \)

\[
E[(\alpha W)^k] = k! (\frac{1}{2} \sigma^2)^k + O(\alpha \log(1/\alpha)), \quad \alpha \downarrow 0.
\]

We observe that for \( k = 1 \) in (7) we get

\[
E[\alpha W] = \frac{1}{2} \sigma^2 \alpha + O(\alpha \log(1/\alpha)), \quad \alpha \downarrow 0.
\]

It turns out that, after appropriate identifications, the quantity \( \frac{1}{2} \sigma^2 \) at the right-hand side of (8) coincides with the right-hand side of (6) in [10] (Kingman’s bound, see [20], Theorem 2 and (33)). In [10] there are discussed sharpenings of Kingman’s bound, including a new upper bound [10] Equation (17)], involving Lambert’s W function.

We next apply the transform method to the GI\(_n\)/G\(_n\)/1 queues described in Subsection 1.1, where we let \((1 - \rho_n) \approx 1/n\), meaning that there are fixed \( \beta_1 \) and \( \beta_2 \) with \( 0 < \beta_1 \leq \beta_2 < \infty \) such that \((1 - \rho_n) n \in [\beta_1, \beta_2]\), \( n = 1, 2, \ldots \). This leads to the following result.

**Theorem 2.** With \( \gamma_n = (\sigma_V^2 + \rho^{-2} \sigma_T^2) \rho n/(2n(1 - \rho_n)) \),

\[
E[e^{-t W_n}] = (1 + \gamma_n t)^{-1} + O\left(\frac{\log n}{\sqrt{n}}\right), \quad n \to \infty,
\]

uniformly in any bounded set of \( t \) with \( \text{Re}(t) \geq -1/4\gamma_n \).

From Theorem 2 we obtain for any \( k = 1, 2, \ldots \)

\[
E[W_n^k] = k! \gamma_n^k + O\left(\frac{\log n}{\sqrt{n}}\right), \quad n \to \infty.
\]

We then proceed to apply the transform method to the GI\(_n\)/G\(_n\)/1 when we let \((1 - \rho_n) \approx 1/\sqrt{n}\), meaning that there are fixed \( \beta_1 \) and \( \beta_2 \) with \( 0 < \beta_1 \leq \beta_2 < \infty \) such that \((1 - \rho_n) \sqrt{n} \in [\beta_1, \beta_2]\), \( n = 1, 2, \ldots \). In this regime, the integration contour \( C \) occurring in (3) can be chosen to pass through the saddle point \( z = \zeta_\rho \) of \( h(z) = \log(\psi(-z)) \) on the negative real axis, allowing a saddle point analysis (under an additional assumption). We show the following, with \( M_\beta \) as in Subsection 1.1.
Theorem 3. With \( \sigma_n = (h''(\zeta))^{1/2} \) and \( \beta_n = -\zeta \sigma_n \sqrt{n}, \sigma_n \gg 1, \beta_n \gg 1 \) as \( n \to \infty \), and
\[
E \left[ \exp \left( -s \frac{\sqrt{n} \beta_n}{\sigma_n} W_n \right) \right] = E \left[ \exp(-s M_{\beta_n}) \right] + O \left( \frac{1}{\sqrt{n}} \right), \quad n \to \infty,
\]
uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq -\frac{1}{2} \beta_n \).

From Theorem 3 we get for any \( k = 1, 2, \ldots \)
\[
E \left[ \left( \frac{\sqrt{n}}{\sigma_n} W_n \right)^k \right] = m_k(\beta_n) + O \left( \frac{1}{\sqrt{n}} \right), \quad n \to \infty,
\]
where \( m_k(\beta) = E[M_{\beta}^k] \). Theorem 3 can be refined by taking account of \( h'''(\zeta) \) in the saddle point analysis. This yields Theorem 4; see Section 5 for its precise formulation, where the right-hand side of (11) is replaced by \( E[\exp(-R_n(s) M_{B_n})] + O(1/n) \), with appropriate non-linear transforms \( R_n(s) \) and \( B_n(\beta) = B_\beta \) of \( s \) and \( \beta \). Theorem 3 and its refinement Theorem 4 result from an adaptation of the saddle point method developed in [17], [23]. Theorem 5 in Section 6 gives a consequence of Theorem 4 on the level of moments.

Theorems 1-4 generalize and refine some classical heavy-traffic results. Theorem 1 recovers Kingman’s weak convergence result (2), and generalizes this to a heavy-traffic limit theorem for all moments of \( W \). The refined heavy-traffic approximations not only provide the heavy-traffic limit, but also contain pre-limit information (for \( \rho \) away from 1) and shed light on the rate of convergence (the speed at which the limit is attained, as a function of the scaling parameter). Similarly, Theorems 2-4 recover results in [26], [27] for convergence in distribution, and convergence of the first two moments. In the paper we show that all normalized moments of \( W_n \) converge to those of \( M_\beta \), again with rate of convergence and refinements. As a consequence, the theoretical results in Theorems 1-4 give sharp approximations, not only in heavy traffic, but also in more moderate conditions.

We demonstrate the accuracy of the approximations by comparing with exact results. We also address the computational aspects of numerically calculating complex contour integrals, which is required for both the exact and approximate performance analysis. In particular, we explain how to calculate reliably the Pollaczek contour integrals with numerical integration. Since we operate in heavy-traffic regimes, numerical integration can become cumbersome, with integration contours closely passing the origin, but we show how to deal with this.

1.3 Organization of the paper

In Section 2 we present assumptions and preliminaries on the function \( \psi(-z) = E[\exp(-z(V - \frac{1}{2} U))] \) that occur in the various Pollaczek integrals in Sections 5, 4, and 5. Section 2 also contains information on the function \( h(z) = \log \psi(-z) \) that is heavily used in the dedicated saddle point method of Section 3; we avoid using saddle points in Sections 5, 4, 3 on the Kingman-type results. In Section 3 we present the formulation and proof of our version of Kingman’s classical result (Theorem 1), yielding convergence (with error assessment) of the mgf and all moments of those of an exponentially distributed random variable with a tailored \( \alpha \)-dependent mean. In Section 4 we consider the nearly deterministic queue in the regime \( (1 - \rho) \asymp 1/n \), and prove that the mgf and all moments of \( W_n \) converge to those of a specifically designed exponentially distributed random variable (Theorem 2). In Section 5 we present Theorem 3 and its refinement Theorem 4 with consequences for moment convergence, for the nearly deterministic queue when \( (1 - \rho) \asymp 1/\sqrt{n} \). This requires an additional assumption on the function \( \psi \), allowing a saddle point approach to Pollaczek’s integral around the saddle point \( \zeta \), at the expense of an exponentially small error. The proof of the refinement Theorem 4 and its consequence (62) for moment convergence, is rather involved and technical, so that we have deferred details to Appendices A and B. In Section 6 we summarize in detail the computational schemes for the quantities we want to calculate via Pollaczek’s formula (3). In Section 7 we present our conclusions. In the appendix we illustrate the results of Sections 4, 5, and 6 for the several specific cases, including \( V \) and \( U \) being Gamma distributed, and compare our asymptotic results with the results of numerical integration.
2 Preliminaries

The convergence results of the Kingman type given in the present paper will be shown under the condition that the function $\psi$ is analytic in an open set containing a strip $|\text{Re}(z)| \leq \delta$ with $\delta > 0$. For the convergence results for nearly deterministic queues related to the maximum of the Gaussian random walk, we require one more condition, additional to the analyticity assumption on $\psi$. The latter results are shown using the dedicated saddle point method, and this requires an assumption that guarantees that one can confine attention to the immediate vicinity of the saddle point on the negative real axis when conducting an asymptotic analysis on the relevant Pollaczek integral when $n \to \infty$. We refer to Section 5 for the technical details. This additional condition is satisfied for all special distributions listed above, except the deterministic and two-point distributions that yield functions $\psi(-x + iy), y \in \mathbb{R}$, that are (nearly) periodic in $y$, and thus take values (near to) $\psi(-x)$ for certain $y$ away from 0.

We use in the sequel the letter $\delta$ to denote a generic positive number that may take case-dependent values. We consider random variables $V, U \geq 0$ that are independent with $\mathbb{E}[V] = 1 = \mathbb{E}[U]$ and $0 < \sigma_V^2 + \sigma_U^2 < \infty$. We furthermore assume that there is a $\delta > 0$ such that $\mathbb{E}[\exp(zV)], \mathbb{E}[\exp(zU)]$ are analytic in an open strip containing $-\delta \leq \text{Re}(z) \leq \delta$. For $\rho \in (0, 1)$, we let

$$
\psi(-\zeta) = \psi(-\zeta; \rho) = \mathbb{E}[e^{-\zeta(V - \frac{1}{\rho} U)}].
$$

Then $\psi(-\zeta)$ is analytic in an open strip containing $-\delta \leq \text{Re}(\zeta) \leq \delta$ for some $\delta > 0$. Since

$$
\psi(-\zeta) \equiv \int_{-\infty}^{\infty} e^{-\zeta t} dG(t),
$$

with $G(t)$ the cumulative distribution function of $V - \frac{1}{\rho} U$, we have that $\psi(-\zeta), -\delta \leq \zeta \leq \delta$, is logarithmically convex. We have, uniformly in $\rho \in \left[\frac{1}{2}, 1\right],$

$$
\psi(-\zeta) = \mathbb{E}\left[1 - \zeta\left(V - \frac{1}{\rho} U\right) + \frac{1}{2} \zeta^2 \left(V - \frac{1}{\rho} U\right)^2\right] + O(\zeta^3)
$$

$$
= 1 + \left(\frac{1}{\rho} - 1\right) \zeta + \frac{1}{2} \left(\sigma_V^2 + \frac{1}{\rho^2} \sigma_U^2 + \left(1 - \frac{1}{\rho}\right)^2\right) \zeta^2 + O(\zeta^3), \quad |\zeta| \leq \delta,
$$

for some $\delta > 0$. Therefore, there is a $\delta > 0$ such that $\psi(-\zeta) \geq 1/2$ when $\rho \in \left[\frac{1}{2}, 1\right]$ and $-\delta \leq \zeta \leq 0$. Hence, by continuity, there is a $\delta > 0$ such that for $\rho \in \left[\frac{1}{2}, 1\right]$

$$
h(\zeta) = \log \psi(-\zeta) = \log(\mathbb{E}[e^{-\zeta(V - \frac{1}{\rho} U)}])
$$

is well-defined and analytic as a principal value logarithm in an open set containing the rectangle $-\delta \leq \text{Re}(\zeta) \leq 0, |\text{Im}(\zeta)| \leq \delta$. We have for $\rho \in \left[\frac{1}{2}, 1\right]$

$$
h(0) = 0, \quad h'(0) = \frac{1}{\rho} - 1, \quad h''(0) = \sigma_V^2 + \frac{1}{\rho^2} \sigma_U^2,
$$

and there is a $\delta > 0$ such that

$$
h(\zeta) = \left(\frac{1}{\rho} - 1\right) \zeta + \frac{1}{2} \left(\sigma_V^2 + \frac{1}{\rho^2} \sigma_U^2\right) \zeta^2 + O(\zeta^3)
$$

in an open set containing the rectangle $-\delta \leq \text{Re}(\zeta) \leq 0, |\text{Im}(\zeta)| \leq \delta$. There is a $\delta > 0$ such that the function $h(\zeta), -\delta \leq \zeta \leq 0$, is convex. Furthermore, $h$ has, for $\rho$ sufficiently close to 1, a unique saddle point $\zeta_{sp} \in [-\delta, 0]$. We have

$$
\zeta_{sp} = -\frac{1}{\rho} \frac{1 - \rho}{\sigma_V^2 + \frac{1}{\rho^2} \sigma_U^2} + O((1 - \rho)^2),
$$
and
\[ h(\zeta s) = -\frac{1}{\rho^2} \frac{(1-\rho)^2}{2(\sigma^2 + \frac{1}{\rho^2} \sigma_U^2)} + O((1-\rho)^3), \quad h''(\zeta s) = \sigma_U^2 + \frac{1}{\rho^2} \sigma_U^2 + O(1-\rho). \] (20)

3 Classical heavy-traffic result of the Kingman type

With \( V \) and \( U \) as in Section 2, we let
\[ W = \left( W + V - \frac{1}{\rho} U \right)^+, \] (21)
where \( \rho = 1 - \alpha \) and \( \alpha \downarrow 0 \). We shall show that
\[ \log(E[e^{-\alpha s W}]) = -\log(1 + \frac{1}{2} \sigma_s^2 s) + O(\alpha \log(1/\alpha)), \quad \alpha \downarrow 0, \] (22)
uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq \frac{1}{2} \mu_0 \), where
\[ \sigma_s^2 = \frac{-1}{\mu_0} = \left( \frac{\sigma_U^2 + \frac{1}{\rho^2} \sigma_U^2}{\rho} \right). \] (23)

The mgf \( E[e^{-\chi x}] \) of \( x \) having the exponential probability distribution \( \vartheta e^{-\vartheta x}, \ x \geq 0 \), with mean \( 1/\vartheta \), is given by \( (1 + t/\vartheta)^{-1} \), \( \text{Re}(t) > -\vartheta \). Hence, all moments of \( \alpha W \) are equal to the moments of the exponential probability distribution with mean \( 2/\sigma_s^2 \), with error \( O(\alpha \log(1/\alpha)) \) as \( \alpha \downarrow 0 \).

We show this result by using the Pollaczek result for \( W \), in which we follow the argumentation as given by Kingman in [18] rather closely. Observe that \( V \) and \( U \) are independent of \( \alpha \), which allows us to be explicit about the error term in (22).

From Pollaczek’s result, we have
\[ \log(E[e^{-\alpha s W}]) = -\frac{1}{2\pi i} \int_C \frac{\alpha s}{\xi(\alpha s - \zeta)} \log(1 - \psi(-\zeta)) d\zeta, \] (24)
where \( \psi(-\zeta) \) is as in [13], and \( C \) is a line parallel to, and to the left, of the imaginary axis, and to the right of the singularities of \( \log(1 - \psi(-\zeta)) \) in the open left-half-plane, and \( \alpha s \) in (24) lies to the right of \( C \). To be more detailed about the choice of \( C \), we observe from [15] that there is a \( \delta > 0 \) such that
\[ \psi(-\zeta) = 1 + \alpha \zeta/\rho + \frac{1}{2} \sigma_s^2 \zeta^2/\rho + O(\alpha^2 \zeta^2) + O(\zeta^3), \quad |\zeta| \leq \delta, \] (25)
where \( \sigma_s^2 \) is as in [23]. The leading part \( 1 + \alpha \zeta/\rho + \sigma_s^2 \zeta^2/2\rho \), considered for \( \zeta \leq 0 \), in (25) equals 1 for \( \zeta = 0 \) and \( \zeta = 2\alpha \mu_0 \), and is minimal for \( \zeta = \alpha \mu_0 \), where \( \mu_0 < 0 \) is as in [23], with minimal value \( 1 - \alpha^2/2\rho \sigma_s^2 \). By [14] we have
\[ |\psi(-\alpha \mu_0 - i\eta)| \leq |\psi(-\alpha \mu_0)| = 1 - \frac{\alpha^2}{2 \rho \sigma_s^2} + O(\alpha^3), \quad \eta \in \mathbb{R}, \] (26)
and so
\[ |\psi(-\alpha \mu_0 - i\eta)| \leq 1 - \frac{\alpha^2}{4 \rho \sigma_s^2}, \quad \eta \in \mathbb{R}, \] (27)
when \( \alpha \) is sufficiently small. For such \( \alpha \), we can therefore choose \( C = \{ \alpha \mu_0 + i\eta \mid \eta \in \mathbb{R} \} \), with principal value of the log in (24), and \( \text{Re}(s) \geq \frac{1}{2} \mu_0 \).

In (24) we substitute \( \zeta = \alpha z \), with \( z \in \{ \mu_0 + i\eta \mid \eta \in \mathbb{R} \} = C_0 \) and \( d\zeta = \alpha dz \), to get
\[ \log(E[e^{-\alpha s W}]) = -\frac{1}{2\pi i} \int_{C_0} \frac{s}{z(s - z)} \log(1 - \psi(-\alpha z)) dz. \] (28)
From (25) we have when $|\alpha z| \leq \delta$,

$$\psi(-\alpha z) = 1 + \alpha^2 z/\rho + \sigma^2_x \alpha^2 z^2/2\rho + O(\alpha^4 z^4) + O(\alpha^3 z^3),$$  

(29)

and so

$$\frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho} = 1 + \frac{1}{2} \sigma^2_x z + O(\alpha^2 z) + O(\alpha z^2).$$  

(30)

We have from (27) that both $1 - \psi(-\alpha z)$ and $-\alpha^2 z/\rho$ lie in the open right half-plane when $z \in C_0$ and $\alpha$ is sufficiently small. Hence, with principal-value logarithms,

$$\log(1 - \psi(-\alpha z)) = \log\left(\frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho}\right) + \log(-\alpha^2 z/\rho), \quad z \in C_0.$$  

(31)

Since Re($s$) $\geq \frac{1}{2} \mu_0$, we have by Cauchy’s theorem

$$-\frac{1}{2\pi i} \int_{C_0} \frac{s}{z(s - z)} \log(-\alpha^2 z/\rho) \, dz = 0,$$  

(32)

and so

$$\log(E[e^{-\alpha s W}]) = -\frac{1}{2\pi i} \int_{C_0} \frac{s}{z(s - z)} \log\left(\frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho}\right) \, dz.$$  

(33)

We shall show now that

$$\log\left(\frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho}\right) = \log(1 + \frac{1}{2} \sigma^2_x z) + O(\alpha^2) + O(\alpha z)$$  

(34)

when $|\alpha z| \leq c$ and $\alpha$ and $c$ are sufficiently small. We have from (30)

$$\frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho} = \left(1 + \frac{1}{2} \sigma^2_x z\right)\left(1 + \frac{O(\alpha^2 z) + O(\alpha z^2)}{1 + \frac{1}{2} \sigma^2_x z}\right).$$  

(35)

Now when $z = \mu_0 + i\eta \in C_0$ with $\eta \in \mathbb{R}$, we have by (23)

$$|1 + \frac{1}{2} \sigma^2_x z|^2 = |\frac{1}{2} + \frac{1}{2} i \sigma^2_x \eta|^2 = \frac{1}{4} + \frac{1}{4} \sigma^4_x \eta^2$$

$$= \frac{1}{4} \sigma^4_x (\mu_0^2 + \eta^2) = \frac{1}{4} \sigma^4_x |z|^2.$$  

(36)

Hence

$$\frac{O(\alpha^2 z) + O(\alpha z^2)}{1 + \frac{1}{2} \sigma^2_x z} = O(\alpha^2) + O(\alpha z),$$  

(37)

and this has modulus $\leq 1/2$ when $\alpha$ is sufficiently small and $|\alpha z| \leq c$ with $c$ determined by the implicit constants in the $O$’s in (30). This gives (34).

To finish the proof of (22), we split the integral in (33) into the parts $|z| \leq c/\alpha$ and $|z| \geq c/\alpha$. We have by (34)

$$\log(E[e^{-\alpha s W}]) = -\frac{1}{2\pi i} \int_{z \in C_0, \ |z| \leq c/\alpha} \frac{s}{z(s - z)} \log(1 + \frac{1}{2} \sigma^2_x z) \, dz$$

$$+ \int_{z \in C_0, \ |z| \geq c/\alpha} \frac{s}{z(s - z)} (O(\alpha^2) + O(\alpha z)) \, dz - \frac{1}{2\pi i} \int_{z \in C_0, \ |z| \leq c/\alpha} \frac{s}{z(s - z)} \log\left(\frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho}\right) \, dz.$$  

(38)
For the first integral on the second line of (38), we have

\[ \left| \int_{\substack{z \in C_0, \\ |z| \leq c/\alpha}} \frac{s}{z(s - z)} (O(\alpha^2) + O(\alpha z)) \, dz \right| \]

\[ = O(\alpha^2) + \left( \int_{\substack{z \in C_0, \\ |z| \leq c/\alpha}} \frac{\alpha}{|z|} \, |dz| \right) = O(\alpha^2) + O(\alpha \log(1/\alpha)), \quad (39) \]

uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq \frac{1}{2} \mu_0 \). For the second integral on the second line of (38), we use (27), so that

\[ \frac{1}{4\sigma^2} |z| \leq \left| \frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho} \right| \leq \frac{2\rho}{\alpha^2 |z|}, \quad z \in C_0. \quad (40) \]

Therefore, for \( z \in C_0 \) and \( |z| \geq c/\alpha \),

\[ -\log |z| + \log \left( \frac{1}{4\sigma^2} \right) \leq \log \left| \frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho} \right| \leq \log \left( \frac{2\rho}{\alpha^2} \right). \quad (41) \]

Using that \( \frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho} \) lies in the cut plane \( \mathbb{C} \setminus (-\infty, 0] \), so that its argument is between \(-\pi\) and \(\pi\), we get

\[ \left| \log \left( \frac{1 - \psi(-\alpha z)}{-\alpha^2 z/\rho} \right) \right| = O(\log |z|) + O(\log(1/\alpha)) + O(1). \quad (42) \]

From (42) it follows that the second integral on the second line of (38) is \( O(\alpha \log(1/\alpha)) \), uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq \frac{1}{2} \mu_0 \).

We conclude that

\[ \log(\mathbb{E} [e^{-\alpha s W}]) = \frac{-1}{2\pi i} \int_{z \in C_0} \frac{\log(1 + \frac{1}{2} \sigma^2 z)}{z(s - z)} \, dz + O(\alpha \log(1/\alpha)), \quad (43) \]

uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq \frac{1}{2} \mu_0 \). We extend the integration range in the integral in (43) to all \( z \in C_0 \), at the expense of an error \( O(\alpha \log(1/\alpha)) \) uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq \frac{1}{2} \mu_0 \). Finally,

\[ \frac{-1}{2\pi i} \int_{C_0} \frac{s}{z(s - z)} \log(1 + \frac{1}{2} \sigma^2 z) \, dz = -\log(1 + \frac{1}{2} \sigma^2 s), \quad \text{Re}(s) \geq \frac{1}{2} \mu_0, \quad (44) \]

by Cauchy’s theorem, and we get (22).

### 4 Kingman-type result for nearly deterministic queues

We consider

\[ W_n \overset{d}{=} \left( W_n + V_n - \frac{1}{\rho_n} U_n \right)^+, \quad (45) \]

with

\[ V_n = \frac{1}{n} \sum_{k=1}^{n} V_{n,k}, \quad U_n = \frac{1}{n} \sum_{k=1}^{n} U_{n,k}, \quad (46) \]
where \(0 < \rho_n < 1\), \(V_{n,k}\) are i.i.d. copies of \(V\) and \(U_{n,k}\) are i.i.d. copies of \(U\), with \(V\) and \(U\) as in Section 2 and \(V_{n,k}\) and \(U_{n,k}\) are independent. We shall show that, when \((1 - \rho_n) \asymp 1/n\) (so that there are fixed \(\beta_1, \beta_2\) with \(0 < \beta_1 \leq \beta_2 < \infty\) such that \((1 - \rho_n) n \in [\beta_1, \beta_2]\) for \(n = 1, 2, \ldots\)),

\[
\log(\mathbb{E}[e^{-tW_n}]) = -\log(1 + \gamma_n t) + O\left(\frac{\log n}{\sqrt{n}}\right),
\]

uniformly in any bounded set of \(t\) with \(\text{Re}(t) \geq \frac{1}{2} x_0\). Here

\[
\gamma_n = \frac{\sigma_V^2 + \rho^{-2}\sigma_U^2}{2n(1 - \rho_n)} \rho_n, \quad x_0 = -\frac{1}{2\gamma_n},
\]

with \(\gamma_n\) bounded away from 0 and \(\infty\).

We use again Pollaczek’s result, so that

\[
\log(\mathbb{E}[e^{-tW_n}]) = -\frac{1}{2\pi i} \int_{C} \frac{t}{z(t - z)} \log(1 - \varphi(-z)) \, dz,
\]

where for \(-n\delta \leq \text{Re}(z) \leq n\delta\) (with \(\delta\) as in the first paragraph of Section 2)

\[
\varphi(-z) = \mathbb{E}[e^{-z(V_n - \frac{1}{n} U_n)}] = (\mathbb{E}[e^{-\frac{z}{n}(V - \frac{1}{n} U)])]^{n} = \psi^n(-z/n),
\]

with \(\psi\) as in (13) with \(\rho = \rho_n\), and \(C\) is a line parallel to, and to the left of, the imaginary axis, and to the right of the singularities of \(\log(1 - \varphi(-z))\) in the open left half-plane, and lies to the right of \(C\).

Assume that \((1 - \rho_n) \asymp 1/n\), and delete \(n\) from \(\rho_n\) and \(\gamma_n\) below for conciseness. We use (15) with \(\zeta = z/n\) and \(z = O(\sqrt{n})\), so that

\[
\psi(-z/n) = 1 + \left(\frac{1}{\rho} - 1\right) \frac{z}{n} + \left(\frac{1}{\rho} - 1\right) \gamma \frac{z^2}{n} + O\left(\frac{z^3}{n^2}\right) + O\left(\frac{z^4}{n^3}\right).
\]

With \(\varphi(-z)\) as in (50) and using the expansion \((1 + X)^n = 1 + nX + \frac{1}{2} n^2X^2 + O(n^3X^3)\), valid for \(X = O(\frac{1}{n})\), we get

\[
\varphi(-z) = 1 + \left(\frac{1}{\rho} - 1\right) z + \left(\frac{1}{\rho} - 1\right) \gamma z^2 + O\left(\frac{|z|^3 + |z|^4}{n^2}\right).
\]

In the \(O\) in \((52)\) terms like \(z^6/n^4\), which is \(O(z^2/n^2)\) when \(z = O(\sqrt{n})\), have been collected. The leading part of the right-hand side of \((52)\), considered for \(z \leq 0\), equals 1 for \(z = 0\) and \(z = -1/\gamma\), and is minimal for \(z = -1/2\gamma = x_0\), with minimum value \(1 - (1 - \rho)/4\gamma\). Therefore, for large \(n\),

\[
|\varphi(-x_0 - iy)| \leq \varphi(-x_0) \leq 1 - (1 - \rho)/4\gamma, \quad y \in \mathbb{R}.
\]

Hence, we can use \(C = \{x_0 + iy \mid y \in \mathbb{R}\}\) in (49), so that \(1 - \varphi(-z)\) has positive real part when \(z \in C\) and \(n\) is large, with principal-value logarithm for the log in the integral.

We have for \(z \in C\), \(z = O(\sqrt{n})\) from (52) and \((1 - \rho_n) \asymp 1/n\),

\[
\frac{1 - \varphi(-z)}{-(\frac{1}{\rho} - 1) z} = 1 + \gamma z + O\left(\frac{|z| + |z|^2 + |z|^3}{n}\right).
\]

We are now in a quite similar position as in Section 3 from (30) onwards. In particular, using \(|1 + \gamma z| = \gamma|z|\) for \(z \in C\), we have

\[
\log\left(\frac{1 - \varphi(-z)}{-(\frac{1}{\rho} - 1) z}\right) = \log(1 + \gamma z) + O\left(\frac{|z| + |z|^2 + |z|^3}{n(1 + \gamma z)}\right)
\]

\[
= \log(1 + \gamma z) + O\left(\frac{1 + |z| + |z|^2}{n}\right),
\]
Let \( \omega \) be a \( n \times n \) matrix. Theorem 4.

Theorem 5.

For \( m_k(\beta_n) \) as in Theorem 4 and \( m_k(B_n) = E[M_{B_n}^k] \).

5 Gaussian regime for nearly deterministic queues

We consider the same setting as in Section 4, but now we assume that \( (1 - \rho_n) = 1/\sqrt{n} \), so that there are fixed \( \beta_1, \beta_2 \) with \( 0 < \beta_1 \leq \beta_2 < \infty \) such that \( (1 - \rho_n) \sqrt{n} \in [\beta_1, \beta_2] \) for \( n = 1, 2, \ldots \). The precise formulation of our results requires quantifies derived from \( h(\zeta) = \log(\psi(-\zeta)) \) at the saddle point \( \zeta_{sp} \) of \( h \) on the negative real axis, and an additional condition discussed below.

We shall show the following (Theorem 3). Let \( \sigma_n = (h''(\zeta_{sp}))^{1/2}, \quad \beta_n = -\zeta_{sp} \sqrt{\sigma_n} \). (57)

Then we have \( \sigma_n \asymp 1, \beta_n \asymp 1 \) as \( n \to \infty \), and

\[
\log \left( E \left[ \exp \left( -s \frac{\sqrt{n}}{\sigma_n} W_n \right) \right] \right) = \log(\rho(n)) + O\left( \frac{1}{\sqrt{n}} \right), \quad n \to \infty, \quad (58)
\]

uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq -\frac{1}{2} \beta_n \). We shall also show the following refinement of Theorem 3

**Theorem 4.** Let \( \sigma_n \) and \( \beta_n \) as in (57), and let

\[
d_2 = -\frac{h''(\zeta_{sp})}{6h''(\zeta_{sp})}. \quad (59)
\]

Then \( d_2 = O(1), n = 1, 2, \ldots \), and, uniformly in any bounded set of \( s \) with \( \text{Re}(s) \geq -\frac{1}{2} \beta_n \),

\[
\log \left( E \left[ \exp \left( -s \frac{\sqrt{n}}{\sigma_n} W_n \right) \right] \right) = \log(\rho(n)) + O\left( \frac{1}{n} \right), \quad n \to \infty, \quad (60)
\]

where

\[
B_n = \frac{\beta_n}{1 + \beta_n \varphi_n}, \quad R_n = R_n(s) = \frac{s}{(1 + \beta_n \varphi_n)(1 + (s + \beta_n) \varphi_n)}, \quad (61)
\]

with \( \varphi_n = d_2/\sigma_n \sqrt{n} \sim O(1/\sqrt{n}) \).

From (58) the moments of \( \frac{\sqrt{n}}{\sigma_n} W_n \) are approximated with error \( O(1/\sqrt{n}) \) by the moments

\[
m_k(\beta_n) \quad \text{as in (12)}.
\]

As a consequence of Theorem 4 we have the following result.

**Theorem 5.** For \( k = 1, 2, \ldots \),

\[
E \left[ \left( \frac{\sqrt{n}}{\sigma_n} W_n \right)^k \right] = (-1)^k \left( \frac{d}{ds} \right)^k \left( E \left[ \exp(-R_n(s)M_{B_n}) \right] \right)_{s=0} + O\left( \frac{1}{n} \right), \quad (62)
\]

with \( \varphi_n \) as in Theorem 4 and \( m_k(B_n) = E[M_{B_n}^k] \).
We shall prove Theorem 3 below, and we present the proofs of Theorem 4 and Theorem 5 in Appendices A and B. For all these proofs, we use again Pollaczek’s formula (49) in which we substitute \( \zeta = z/n \). Thus, we have

\[
\log(\mathbb{E}[e^{-tW_n}]) = -\frac{1}{2\pi i} \int_{C_n} \frac{t/n}{\zeta(t/n - \zeta)} \log(1 - \psi^n(-\zeta)) d\zeta,
\]

(63)

where \( C_n = \frac{1}{n} C \) is a line parallel to, and to the left of, the imaginary axis, and to the right of the singularities of \( \log(1 - \psi^n(-\zeta)) \), and \( t/n \) lies to the right of \( C_n \). We now need the following assumption, because it allows us to integrate in (63) over \( \zeta \) with \( \text{Im}(\zeta) \leq \delta \), at the expense of an error of exponential decay as \( n \to \infty \).

**Assumption 6.** There is a \( \delta > 0 \), \( \varepsilon > 0 \) such that for all \( \rho \in [\frac{1}{2}, 1) \) and \( x \in [-\delta, 0) \) and \( y \in \mathbb{R} \), \( |y| > \delta \), we have \( |\psi(-x + iy)| < \psi(-x) - \varepsilon \).

With reference to Section 2, we can assume that \( \delta > 0 \) is such that \( h(\zeta) = \log \psi(-\zeta) \) is analytic in the rectangle \(-\delta \leq \text{Re}(\zeta) \leq 0, |\text{Im}(\zeta)| \leq \delta \), and, by taking \( n \) sufficiently large with \( (1 - \rho_n) \approx 1/\sqrt{n} \) in (69), that the saddle point \( \zeta_{sp} \) of \( h \) lies in this rectangle. We then have, with exponentially small error as \( n \to \infty \),

\[
\log(\mathbb{E}[e^{-tW_n}]) = -\frac{1}{2\pi i} \int_{\zeta_{sp}-i\delta}^{\zeta_{sp}+i\delta} \frac{t/n}{\zeta(t/n - \zeta)} \log(1 - e^{nh(\zeta)}) d\zeta
\]

(64)

when \( \text{Re}(t/n) \geq \frac{1}{2} \zeta_{sp} \).

We have from (18) and (20) and \( (1 - \rho_n) \approx 1/\sqrt{n} \) that

\[
\zeta_{sp} \approx \frac{1}{\sqrt{n}}, \quad h(\zeta_{sp}) \approx \frac{1}{n}, \quad \sigma_n^2 = h''(\zeta_{sp}) \approx 1,
\]

(65)

and this shows that \( \sigma_n \approx 1, \beta_n \approx 1 \) and also that \( d_2 = O(1) \), see (57) and (58).

For both Theorem 3 and 4 we shall work from the integral in (64) towards the integral representation of the mgf \( \mathbb{E}[e^{-s M_{\beta}}] \) of the maximum \( M_{\beta} \) of the Gaussian random walk with drift \(-\beta\). For the latter we have (from Pollaczek’s formula, applied to \( W = (W + V - U)^+ \) with \( V \) and \( U \) having pdf’s \( \frac{1}{2\pi} \exp(-\frac{1}{2} (x - A)^2) \chi_{[0,\infty)}(x) \) and \( \delta_{\beta}(x-A) \), respectively, and letting \( A \to \infty \))

\[
\log(\mathbb{E}[e^{-s M_{\beta}}]) = -\frac{1}{2\pi i} \int_{C} \frac{s}{z(s-z)} \log(1 - e^{-\frac{1}{2} \beta z + \frac{1}{2} z^2}) dz,
\]

(66)

where \( C \) is a line parallel to, and to the left of, the imaginary axis, and \( s \in C \) is to the right of \( C \). Substituting \( z = -\beta + iy, -\infty < y < \infty \), we get for \( s \in \mathbb{C}, \text{Re}(s) > -\beta \)

\[
\log(\mathbb{E}[e^{-s M_{\beta}}]) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{s}{(\beta - iy)(s + \beta - iy)} \log(1 - e^{-\frac{1}{2} \beta y^2 - \frac{1}{2} y^2}) dy.
\]

(67)

We make in the integral in (64) a substitution that brings \( \exp(nh(\zeta)) \) in Gaussian form. We thus let \( \zeta = \zeta(v) \) be the solution of the equation

\[
h(\zeta(v)) = h(\zeta_{sp}) - \frac{1}{2} v^2 h''(\zeta_{sp})
\]

(68)

that satisfies \( \zeta(v) = \zeta_{sp} + iv + O(v^2) \) as \( v \to 0 \). By Lagrange’s theorem, there is an \( r > 0 \), independent of \( n \), such that

\[
\zeta(v) = \zeta_{sp} + iv + \sum_{l=2}^{\infty} d_l(iv)^l, \quad |v| \leq r,
\]

(69)
with real $d_1$ and $d_2$ given by (50), see [17], end of Section 3 for more details about such a substitution. With the substitution $\zeta = \zeta(v)$, $-r \leq v \leq r$, in (64), we get with exponentially small error

$$\log(\mathbb{E}[e^{-t W_n}]) = \frac{-1}{2\pi i} \int_{-r}^{r} \frac{\zeta'(v) t/n}{\zeta(v)(t/n - \zeta(v))} \log(1 - e^{n h(\zeta_{sp}) - \frac{1}{2} v^2 h''(\zeta_{sp})}) \, dv$$

(70)

when $n \to \infty$ and $\text{Re}(t) \geq \frac{1}{2} n \zeta_{sp}$. We write for conciseness $\sigma = \sigma_n$ in the sequel, and we take $t = s \sqrt{n}/\sigma$ in (71) and substitute $y = v \sigma \sqrt{n}$, see (57). Then, for $s$ in a bounded set contained in $\text{Re}(s) \geq -\frac{1}{2} \beta_n$ (so that $\text{Re}(t) \geq -\frac{1}{2} \beta_n \sqrt{n}/\sigma = -\frac{1}{2} n \zeta_{sp}$, see (57)), we have with exponentially small error

$$\log\left(\mathbb{E}\left[\exp\left(-\frac{s \sqrt{n}}{\sigma} W_n\right)\right]\right) = \frac{1}{2\pi} \int_{-R}^{R} \frac{is \zeta'(y/\sigma \sqrt{n}) \log(1 - e^{n h(\zeta_{sp}) - \frac{1}{2} y^2})}{\sigma \sqrt{n} \zeta(y/\sigma \sqrt{n})(s - \sigma \sqrt{n} \zeta(y/\sigma \sqrt{n}))} \, dy,$$

(71)

where $R = r \sigma \sqrt{n}$.

The remainder of the proofs of (58) and Theorem 4 consists now of approximating $n h(\zeta_{sp})$ by $-\frac{1}{2} \beta_n^2$ and $-\frac{1}{2} B_n^2$, respectively, and approximating the front factor

$$FF = \frac{is \zeta'(y/\sigma \sqrt{n})}{\sigma \sqrt{n} \zeta(y/\sigma \sqrt{n})(s - \sigma \sqrt{n} \zeta(y/\sigma \sqrt{n}))},$$

(72)

using a linear and quadratic approximation, respectively, from the power series in (69).

For (58) we thus use in (71)

$$\zeta'(y/\sigma \sqrt{n}) = i + O(y/\sqrt{n}), \quad \sigma \sqrt{n} \zeta(y/\sigma \sqrt{n}) = -\beta_n + iy + O(y^2/\sqrt{n}),$$

(73)

and obtain, uniformly in any bounded set of $s$ such that $\text{Re}(s) \geq -\frac{1}{2} \beta_n$,

$$\log\left(\mathbb{E}\left[\exp\left(-\frac{s \sqrt{n}}{\sigma} W_n\right)\right]\right) = \frac{1}{2\pi} \int_{-R}^{R} \frac{s \log(1 - e^{-\frac{1}{2} s^2 - \frac{1}{2} y^2})}{(\beta_n - iy)(s + \beta_n - iy)} \, dy \left(1 + O\left(\frac{1}{\sqrt{n}}\right)\right),$$

(74)

where we have restored $\sigma = \sigma_n$ on the left-hand side of (74). Recalling that $R = r \sigma_n \sqrt{n}$, with $\sigma_n \asymp 1$ and $r > 0$ independent of $n$, we see that the integral in (74) equals the integral in (67), with $\beta_n$ instead of $\beta$, within exponentially small error when $\text{Re}(s) \geq -\frac{1}{2} \beta_n$. This completes the proof of Theorem 3.

The proof of Theorem 4 is similar, but the details require somewhat more elaboration, and are therefore given in Appendix A. We show Theorem 3 in Appendix B and also that the $O(1/\sqrt{n})$ at the right-hand side of (11) can be replaced by $O(1/n)$ when the third cumulants of $V$ and $U$ are equal.

6 Computational issues

In this section we present computational schemes for exact and approximate values of the (properly scaled) moments of the steady-state waiting time distribution $W$ via Pollaczek’s formula (3),

$$\log(\mathbb{E}[e^{-s W}]) = \frac{-1}{2\pi i} \int_{C} \frac{s}{z(s - z)} \log(1 - \psi(-z)) \, dz,$$

(75)

with $\psi(-z) = \mathbb{E}[\exp(-z(V - \frac{1}{p} U))]$, as earlier. In Section C this is made specific by making various choices for $V$ and $U$. 
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6.1 Moments and cumulants

Assume that \( X \) is a random variable with finite moments of all order. We compute the moments

\[
m_k(X) = \mathbb{E}[X^k] = \left( \frac{d}{ds} \right)^k \left( \mathbb{E}[e^{sx}] \right)_{s=0}, k = 0, 1, \ldots, \tag{76}\]

of \( X \) from the cumulants

\[
c_l(X) = \left( \frac{d}{ds} \right)^l \log \left( \mathbb{E}[e^{sx}] \right)_{s=0}, l = 0, 1, \ldots, \tag{77}\]

of \( X \) recursively according to

\[
m_0(X) = 1; m_k(X) = \sum_{l=1}^{k} \binom{k-1}{l-1} c_l(X) m_{k-l}(X), k = 1, 2, \ldots. \tag{78}\]

6.2 Moments in the classical heavy-traffic Kingman case

With \( \alpha = 1 - \rho \downarrow 0 \), we compute the moments \( m_k(\alpha W) = \mathbb{E}[(\alpha W)^k] \) of \( \alpha W \) from the cumulants of \( \alpha W \) according to (78) in Subsection 6.1. The latter are obtained from the appropriate version (28) of Pollaczek’s formula, so that

\[
c_l(\alpha W) = (-1)^l \left( \frac{d}{ds} \right)^l \left( \frac{-1}{2\pi i} \int_{C_0} \frac{z}{s-z} \log(1-\psi(-\alpha z))dz \right)_{s=0} = \frac{(-1)^l l!}{\pi} \int_{0}^{\infty} \text{Re} \left[ \frac{\log(1-\psi(-\alpha z))}{z^{l+1}} \right] \, dy, \tag{79}\]

where \( C_0 = \{ z = \mu_0 + iy \mid -\infty < y < \infty \} \) with \( \mu_0 = -1/\sigma_\alpha^2 = -1/(\sigma_V^2 + \rho^{-2}\sigma_U^2) \), compare [1] Equation (15).

From the result of Section 3 see (7) in Theorem 1 we have for \( k = 1, 2, \ldots \)

\[
\mathbb{E}[(\alpha W)^k] = k! \left[ \frac{1}{2} \sigma_\alpha^2 \right]^k + O(\alpha \log(1/\alpha)), \quad \alpha \downarrow 0, \tag{80}\]

where \( \sigma_\alpha^2 = (\sigma_V^2 + \rho^{-2}\sigma_U^2)\rho \).

6.3 Moments in the nearly deterministic heavy-traffic Kingman case

With \( 1 - \rho_n \approx 1/n \) and \( W_n \) as in Section 4 we compute the moments \( m_k(W_n) = \mathbb{E}[W_n^k] \) of \( W_n \) from the cumulants \( c_l(W_n) \) of \( W_n \) according to (78) in Subsection 6.1. The latter are obtained from the appropriate version (40) of Pollaczek’s formula, so that

\[
c_l(W_n) = (-1)^l \left( \frac{d}{ds} \right)^l \left( \frac{-1}{2\pi i} \int_{C} \frac{z}{s-z} \log(1-\psi_n(-z/n))dz \right)_{s=0} = \frac{(-1)^l l!}{\pi} \int_{0}^{\infty} \text{Re} \left[ \frac{\log(1-\psi_n(-z/n))}{z^{l+1}} \right] \, dy, \tag{81}\]

where \( C = \{ z = \frac{-1}{2\gamma_n} + iy \mid -\infty < y < \infty \} \) and

\[
\gamma_n = \frac{(\sigma_V^2 + \rho_n^{-2}\sigma_U^2)\rho_n}{(2n(1 - \rho_n))}. \tag{82}\]

From the result of Section 4 see (10) in Theorem 2 we have for \( k = 1, 2, \ldots \)

\[
\mathbb{E}[W_n^k] = k! \gamma_n^k + O \left( \frac{\log n}{\sqrt{n}} \right), \quad n \to \infty. \tag{83}\]
6.4 Moments in the nearly deterministic heavy-traffic Gaussian case

We consider the dedicated saddle point method with \(1 - \rho_n = 1/\sqrt{n}\) and \(W_n\) as given in Section 5. Thus \(\zeta_{sp}\) is the unique saddle point \(\zeta\) on the negative real axis of \(b(\zeta) = \log \psi(-\zeta)\), characterized by \(h'(\zeta) = \psi'(\zeta) = 0\), see Section 2. In several of the specific cases as given in Section C \(\zeta_{sp}\) can be found in closed form: in general a Newton iteration can be used, using the leading term at the right-hand side of (10) as initial value. We then let

\[
\sigma_n = (h''(\zeta_{sp}))^{1/2}, \quad \beta_n = -\zeta_{sp}\sigma_n\sqrt{n}.
\]  

(84)

The moments \(m_k \left( \frac{\sqrt{n}}{\sigma_n} W_n \right)\) of \(Z_n\) can be computed from the cumulants \(c_l \left( \frac{\sqrt{n}}{\sigma_n} W_n \right)\) according to (78) in Subsection 6.1. The latter are obtained from the appropriate version \(63\) of Pollaczek’s formula, with \(t = s\sqrt{n}/\sigma_n\), so that

\[
c_l \left( \frac{\sqrt{n}}{\sigma_n} W_n \right) = (-1)^l \frac{d^l}{ds^l} \left( \frac{-1}{2\pi i} \int_{C_n} \frac{(s/\sigma_n\sqrt{n})\log(1-s^n(-\zeta))}{\zeta((s/\sigma_n\sqrt{n})-\zeta)} \log(1-s^n(-\zeta)) - \zeta(\zeta-1) \right)_{s=0}.
\]

(85)

where \(C_n = \{ \zeta = \zeta_{sp} + iy \mid -\infty < y < \infty \}\). From the result in Section 5 see (12) in Theorem 3 we have for \(k = 1, 2, \ldots\)

\[
E \left[ \left( \frac{\sqrt{n}}{\sigma_n} W_n \right)^k \right] = m_k(\beta_n) + O \left( \frac{1}{\sqrt{n}} \right), \quad n \to \infty,
\]

(86)

where \(m_k(\beta)\) is the \(k\)th moment of the maximum \(M_\beta\) of the Gaussian random walk with drift \(-\beta\). These \(m_k(\beta)\) can be computed from the cumulants \(c_l(M_\beta)\) using (78) in Subsection 6.1. The latter can be computed by numerical integration, using (67), so that

\[
c_l (M_\beta) = \frac{(-1)^l l!}{\pi} \int_0^\infty \text{Re} \left[ \log(1-e^{\beta z + \frac{1}{2} z^2}) \right] dy,
\]

(87)

where \(z = -\beta + iy, -\infty < y < \infty\). Alternatively, we have from Theorem 1 in [15] for \(0 < \beta < 2\sqrt{\pi}\) and \(l = 1, 2, \ldots\)

\[
c_l (M_\beta) = \frac{(l-1)!}{(2\beta)^l} + \frac{1}{\sqrt{2\pi}} \sum_{j=0}^{l} \binom{l}{j} \Gamma \left( \frac{l-j+1}{2} \right) \zeta \left( -\frac{1}{2} l - \frac{1}{2} j + 1 \right) \frac{\xi_{l-j+1}^l (-\beta)^j}{l! (2r+1) \cdots (2r+l+1)}
\]

(88)

where \(\zeta\) denotes here the Riemann zeta function (not to be confused with the function \(\zeta(x)\) in [68, 69] pertaining to the dedicated saddle point method).

From Theorems 4 and 5 in Section 3 we can refine the result in (86) according to

\[
E \left[ \left( \frac{\sqrt{n}}{\sigma_n} W_n \right)^k \right] = \frac{m_k(B_n)}{(1 + \beta_n \varphi_n)^k} + \frac{k(k-1) m_{k-1}(B_n) \varphi_n}{(1 + \beta_n \varphi_n)^{2k-1}} + O \left( \frac{1}{n} \right),
\]

(89)

where

\[
B_n = \beta_n/(1 + \beta_n \varphi_n), \quad \varphi_n = -\frac{h''(\zeta_{sp})}{6h''(\zeta_{sp})\sigma_n\sqrt{n}}.
\]

(90)

with \(\sigma_n\) and \(\beta_n\) given in (84).
6.5 Example 1: U and V are Gamma distributed

We now demonstrate the results for a specific example. Further numerical examples are provided Appendix C. In this example, we consider the case that both U and V have a Gamma distribution, with means $k_U \theta_U = k_V \theta_V = 1$, variances $\sigma_U^2 = k_U \theta_V^2 = \theta_V$ and $\sigma_V^2 = k_U \theta_U^2 = \theta_U$, and pdfs

$$
\frac{x^{k_U - 1} e^{-x/\theta_U}}{\Gamma(k_U) \theta_U^{k_U}}, \quad x \geq 0;
$$

$$
\frac{x^{k_V - 1} e^{-x/\theta_V}}{\Gamma(k_V) \theta_V^{k_V}}, \quad x \geq 0,
$$

respectively, with $0 < \theta_U, \theta_V < \infty$. Note that Assumption 6 in Section 4 is easily checked. The third cumulants of U and V are $c_3(U) = 2\theta_U^2$ and $c_3(V) = 2\theta_V^2$, respectively. Then

$$
\psi(-\zeta) = \mathbb{E}[e^{-\zeta (V - \frac{1}{2} U)}] = (1 + \theta_U \zeta)^{-k_U} (1 - \theta_U \zeta/\rho)^{-k_V}
$$

for $-\theta_U^{-1} < \text{Re}(\zeta) < \rho \theta_U^{-1}$. As a consequence of U and V both being Gamma distributed, all approximations can be obtained in closed-form. In our numerical experiments we take three different parameter sets $(\theta_U, \theta_V) = (5/2, 1/2), (1/2, 5/2)$ and $(3/2, 3/2)$.

6.5.1 Classical regime

We approximate the moments of $\alpha W$, for $\alpha \downarrow 0$, by (80), with

$$
\sigma_\alpha^2 = (\sigma_U^2 + \rho^{-2} \sigma_V^2) \rho = (k_U \theta_U^2 + \rho^{-2} k_U \theta_V^2) \rho = (\theta_V + \rho^{-2} \theta_U) \rho,
$$

and $\rho = 1 - \alpha$, where we take $\alpha = 1/10, 1/100, 1/1000$. The results, for the first five moments of $W$, are presented in Table 1.

We observe that the error behaves practically linearly with $\alpha$ for a fixed $k$. Thus, for this case, the error estimate $O(\alpha \log(1/\alpha))$ in Theorem 1 seems a factor $\log(1/\alpha)$ too pessimistic. To confirm this, we included a plot for the difference between the approximation (based on the asymptotic result) and the exact values for the first three moments. Indeed, Figure 1 confirms that the absolute error is almost completely linear in $\alpha$, meaning that the factor $\log(1/\alpha)$ is negligible here. Higher moments show the same type of behavior, but for reasons of compactness we have omitted the corresponding figures.

It is notable that for the first moment ($k = 1$), the approximations systematically overestimate the exact values, which is known in the literature as Kingman’s bound, see below (6). For higher
\[ \vartheta_U = 5/2, \vartheta_V = 1/2 \]

| \( k \) | \( \alpha = 1/10 \) | \( \alpha = 1/100 \) | \( \alpha = 1/1000 \) |
|--------|----------------|----------------|----------------|
| 1      | 1.396          | 1.490          | 1.499          |
| 2      | 4.092          | 4.459          | 4.496          |
| 3      | 17.987         | 20.021         | 20.227         |
| 4      | 105.426        | 119.860        | 121.336        |
| 5      | 772.403        | 896.946        | 909.816        |

\[ \vartheta_U = 1/2, \vartheta_V = 5/2 \]

| \( k \) | \( \alpha = 1/10 \) | \( \alpha = 1/100 \) | \( \alpha = 1/1000 \) |
|--------|----------------|----------------|----------------|
| 1      | 1.331          | 1.483          | 1.498          |
| 2      | 4.083          | 4.459          | 4.496          |
| 3      | 18.806         | 20.111         | 20.236         |
| 4      | 115.505        | 120.933        | 121.444        |
| 5      | 886.802        | 909.028        | 911.030        |

\[ \vartheta_U = 3/2, \vartheta_V = 3/2 \]

| \( k \) | \( \alpha = 1/10 \) | \( \alpha = 1/100 \) | \( \alpha = 1/1000 \) |
|--------|----------------|----------------|----------------|
| 1      | 1.367          | 1.487          | 1.499          |
| 2      | 4.100          | 4.460          | 4.496          |
| 3      | 18.452         | 20.071         | 20.232         |
| 4      | 110.711        | 120.427        | 121.393        |
| 5      | 830.332        | 903.203        | 910.446        |

Table 1: Example 1 - Classical HT Kingman: Comparison of exact and asymptotic results for \( m_k(\alpha W) \).

moments, this is still the case for \( \vartheta_U = 5/2, \vartheta_V = 1/2 \), but choosing parameter values \( \vartheta_U = 1/2, \vartheta_V = 5/2 \) leads to underestimations. The \( k \)-behavior of the error for the three considered cases is markedly different, especially when \( \alpha \) is not small.

![Figure 1: Absolute error \( k!(\frac{1}{2} \sigma^2_\alpha)^k - m_k(\alpha W) \) for the classical Kingman heavy-traffic regime.](image)

6.5.2 Nearly-deterministic Kingman regime

Take a fixed \( \beta > 0 \), and let \( 1 - \rho_n = \beta/n \). From Theorem 2, we can approximate \( E[W_n^k] \) by \( k!\gamma_n^k \), with

\[
\gamma_n = (\alpha V^2 + \rho_n^{-2}\sigma^2_U)/(2n(1-\rho_n)) = (\vartheta_V + \rho_n^{-2}\vartheta_U)\rho_n/(2n(1-\rho_n)).
\]

(96)

In Table 2 we choose \( \beta = 1 \). Note that the approximation, based on the asymptotic results, for \( n = 10, 100, 1000 \) yields exactly the same numerical values as in the classical HT Kingman case.
\[
\begin{array}{cccccc}
\text{Exact} & \text{Asym} & \text{Exact} & \text{Asym} & \text{Exact} & \text{Asym} \\
\hline
1 & 1.212 & 1.614 & 1.194 & 1.510 & 1.469 & 1.501 & 1.490 & 1.500 & 1.497 & 1.500 \\
2 & 3.572 & 5.209 & 4.205 & 4.561 & 4.405 & 4.506 & 4.470 & 4.501 & 4.490 & 4.500 \\
3 & 15.711 & 25.222 & 18.880 & 20.663 & 19.819 & 20.291 & 20.114 & 20.254 & 20.207 & 20.250 \\
4 & 92.084 & 162.819 & 113.030 & 124.841 & 118.888 & 121.825 & 120.680 & 121.532 & 121.241 & 121.503 \\
5 & 674.652 & 1313.861 & 845.833 & 942.427 & 891.460 & 914.295 & 905.080 & 911.554 & 909.307 & 911.280 \\
\end{array}
\]

Table 2: Example 1 - Nearly-deterministic HT Kingman: Comparison of exact and asymptotic results for \(m_k(W_n)\).

with \(\alpha = 1/n\). This is due to the fact that accidentally \(\frac{1}{2} \sigma^2_n = \gamma_n\) for our chosen parameter values.

We observe that the error, the difference between the exact result and the asymptotic result, decays like \(1/n\) for a fixed \(k\) (this decay behavior becomes more manifest when \(n\) is further increased). This is in reasonable agreement with the error estimate \(O(\log n/\sqrt{n})\) that is given in Theorem 2. The \(k\)-behavior of the error for the three considered cases is markedly different, especially for low \(n\).

### 6.5.3 Nearly-deterministic Gaussian regime

We now apply the whole machinery of the dedicated saddle point method. We have

\[
\begin{align*}
\zeta_{sp} &= -\frac{1}{\rho} - \frac{\rho}{\zeta_{sp} + \zeta_{U}}, \\
\zeta_{U} &= \frac{1}{\rho} - \frac{\rho}{\zeta_{sp} + \zeta_{V}}, \\
h''(\zeta_{sp}) &= \frac{1}{3(\zeta_{U} + \rho \zeta_{V})},
\end{align*}
\]

Take a fixed \(\beta > 0\), and let \(1 - \rho_n = \beta/\sqrt{n}\). We approximate the moments of the scaled waiting times \(\frac{\gamma_n}{\sqrt{n}} W_n\) by the moments of the maximum of the Gaussian random walk with drift \(-\beta\). These \(m_k(\beta)\) can be computed from the cumulants \(c_1(M_3)\) of \(M_3\), using (75) and (87) or (88).

The results, shown in Table 3, indicate that the absolute error behaves quite accurately as \(O(1/\sqrt{n})\) and \(O(1/n)\), respectively, for the two asymptotic estimates. It is also interesting to
see that the two asymptotic estimates perform equally well for low \( k \) and \( n \), while the refined asymptotic estimate based on \( \ref{asymptotic} \) outperforms the asymptotic estimate based on \( \ref{asymptotic} \) in all other cases.

Notice that the two approximations yield the same results when \( \vartheta_U = \vartheta_V = 3/2 \) in Table 3. This is caused by \( U \) and \( V \) having the same Gamma distribution, resulting in \( h''(\zeta_p) = 0 \). It follows that \( \phi_n = 0 \) and \( B_n = \beta_n \) in Theorem 4. Consequently, the refined approximation and the original approximation are equal here.

### 7 Conclusions

We have presented, using Kingman’s transform method based on Pollaczek’s formula for the Laplace transform of the steady-state waiting time distribution of the GI/G/1 queue, several heavy-traffic limit theorems. Under the assumption that the distribution of both the service time and the interarrival time have a Laplace transform, analytic in an open strip containing the imaginary axis, these heavy-traffic limit results can be shown to be valid on the level of transforms in a full neighborhood of the origin, with error assessment. As a consequence, there is convergence for all moments, with a corresponding error assessment. We have considered the classical heavy-traffic regime in which the transform of the steady-state waiting time distribution converges, after

### Table 3: Example 1 - Nearly-deterministic HT Gaussian: Comparison of exact results for traffic regime in which the transform of the steady-state waiting time distribution converges, after for all moments, with a corresponding error assessment. We have considered the classical heavy-traffic limit theorems. Under the assumption that the distribution of both the service time and the interarrival time have a Laplace transform, analytic in an open strip containing the imaginary axis, these heavy-traffic limit results can be shown to be valid on the level of transforms in a full neighborhood of the origin, with error assessment. As a consequence, there is convergence for all moments, with a corresponding error assessment. We have considered the classical heavy-traffic regime in which the transform of the steady-state waiting time distribution converges, after

| \( n = 10 \) | \( n = 100 \) | \( n = 1000 \) |
|---|---|---|
| \( k \) | Exact | Asympt 1 | Asympt 2 | Exact | Asympt 1 | Asympt 2 | Exact | Asympt 1 | Asympt 2 |
| 1 | 0.3674 | 0.3748 | 0.3776 | 0.4021 | 0.4015 | 0.4030 | 0.4105 | 0.4100 | 0.4106 |
| 2 | 0.5898 | 0.6499 | 0.6136 | 0.7071 | 0.7202 | 0.7094 | 0.7396 | 0.7432 | 0.7398 |
| 3 | 1.3565 | 1.6288 | 1.3756 | 1.7936 | 1.8703 | 1.7963 | 1.9283 | 1.9514 | 1.9286 |
| 4 | 4.1049 | 5.3717 | 3.8574 | 5.9908 | 6.3985 | 5.9714 | 6.6235 | 6.7521 | 6.6218 |
| 5 | 15.4834 | 22.0568 | 12.5010 | 24.9315 | 27.2673 | 24.6639 | 28.3460 | 29.1063 | 28.3202 |

### Table 3: Example 1 - Nearly-deterministic HT Gaussian: Comparison of exact results for traffic regime in which the transform of the steady-state waiting time distribution converges, after for all moments, with a corresponding error assessment. We have considered the classical heavy-traffic limit theorems. Under the assumption that the distribution of both the service time and the interarrival time have a Laplace transform, analytic in an open strip containing the imaginary axis, these heavy-traffic limit results can be shown to be valid on the level of transforms in a full neighborhood of the origin, with error assessment. As a consequence, there is convergence for all moments, with a corresponding error assessment. We have considered the classical heavy-traffic regime in which the transform of the steady-state waiting time distribution converges, after

| \( n = 1000 \) | \( n = 10000 \) |
|---|---|
| \( k \) | Exact | Asympt 1 | Asympt 2 | Exact | Asympt 1 | Asympt 2 | Exact | Asympt 1 | Asympt 2 |
| 1 | 0.2227 | 0.2259 | 0.2282 | 0.3506 | 0.3523 | 0.3514 | 0.3938 | 0.3943 | 0.3938 |
| 2 | 0.3242 | 0.3139 | 0.3367 | 0.6006 | 0.5031 | 0.6025 | 0.7039 | 0.7009 | 0.7041 |
| 3 | 0.6903 | 0.6223 | 0.7043 | 1.4922 | 1.4410 | 1.4947 | 1.8236 | 1.8032 | 1.8239 |
| 4 | 1.9359 | 1.6078 | 1.8922 | 4.8802 | 4.6016 | 4.8685 | 6.2235 | 6.1091 | 6.2220 |
| 5 | 6.7472 | 5.1462 | 6.2056 | 18.8621 | 18.2869 | 19.0959 | 26.4527 | 25.7788 | 26.4304 |

\( \vartheta_U = 5/2, \vartheta_V = 1/2 \)

\( \vartheta_U = 1/2, \vartheta_V = 5/2 \)

\( \vartheta_U = 3/2, \vartheta_V = 3/2 \)
appropriate scaling, to the transform of an exponentially distributed random variable as the system load $\rho = 1 - \alpha$ tends to 1 (Kingman-type result), with error shown to be bounded as $O(\alpha \log(1/\alpha))$ as $\alpha \downarrow 0$. We also have considered nearly deterministic queues (obtained through cyclic thinning) in two different regimes, viz. where the system’s load $\rho_n$ satisfies $1 - \rho_n \approx 1/n$ and $1 - \rho_n \approx 1/\sqrt{n}$, respectively, as the thinning factor $n$ tends to infinity. The first regime allows a result of the Kingman-type, viz. convergence in terms of transforms to an exponential distribution, with error bounded as $O(\alpha \log n)$. The second regime allows, after appropriate scaling, convergence in terms of transforms to the maximum of the Gaussian random walk with a specific negative drift. For this case, we have shown $O(1/\sqrt{n})$ error behavior of transforms and moments. The latter result is refined, so as to yield $O(1/n)$ errors, by judicious choice of the drift parameter, as well as by using a weakly non-linear transformation of the Laplace variable in the transform of the maximum of the Gaussian random walk. Our asymptotic results have been illustrated and compared with results obtained by numerical integration for various different combinations of service time and interarrival time distributions. For all regimes, the heavy-traffic limits for the moments of the waiting time distribution were also found to be good asymptotic approximations for the exact values.

References

[1] J. Abate, G. L. Choudhury, and W. Whitt. Calculation of the GI/G/1 waiting time distribution and its cumulants from Pollaczek’s formulas. Archiv für Elektrotechnik and Übertragungstechnik, 47(5/6):311–321, 1993.
[2] J. Abate and W. Whitt. The Fourier-series method for inverting transforms of probability distributions. Queueing Systems, 10:5–88, 1992.
[3] J. Blanchet and P. W. Glynn. Complete corrected diffusion approximations for the maximum of a random walk. The Annals of Applied Probability, 16(2):951–983, 2006.
[4] M. Boon, G. Janssen, J. van Leeuwaarden, and R. Timmerman. Optimal capacity allocation for heavy-traffic fixed-cycle traffic-light queues and intersections. arXiv preprint arXiv:2104.04303, 2021.
[5] M. A. Boon, A. Janssen, J. S. van Leeuwaarden, and R. W. Timmerman. Pollaczek contour integrals for the fixed-cycle traffic-light queue. Queueing Systems, 91(1):89–111, 2019.
[6] A. A. Borovkov. Some limit theorems in the theory of mass service. Theory of Probability and Its Applications, 10(3):375–400, 1965.
[7] O. J. Boxma and J. W. Cohen. Heavy-traffic analysis for the GI/G/1 queue with heavy-tailed distributions. Queueing Systems, 33:177–204, 1999.
[8] S. L. Brumelle. Some inequalities for parallel-server queues. Operations Research, 19(2):402–413, 1971.
[9] J. T. Chang and Y. Peres. Ladder heights, Gaussian random walks and the Riemann zeta function. Annals of Probability, 25(2):787–802, 1997.
[10] Y. Chen and W. Whitt. Algorithms for the upper bound mean waiting time in the GI/GI/1 queue. Queueing Systems, 94:327–356, 2020.
[11] J. Cohen. Complex functions in queueing theory. AEU. Archiv für Elektronik und Übertragungstechnik, 47(5-6):300–310, Pollaczek memorial volume, 1993.
[12] J. W. Cohen. The Single Server Queue. North-Holland, Elsevier, 2nd edition, 1982.
[13] D. L. Iglehart and W. Whitt. Multiple channel queues in heavy traffic. Advances in Applied Probability, 2(2):355–369, 1970.
Appendix

A Finishing the proof of Theorem 4

We approximate the front factor $FF$ in (72) by using a linear approximation of $\zeta'(v)$ and a quadratic approximation of $\zeta(v)$ from (69). Writing $\sigma = \sigma_n$ as we did in Section 5 we have

$$\zeta'(y/\sqrt{n}) = i - 2d_2 y/\sigma \sqrt{n} + O(y^2/n) ,$$  \hspace{1cm} (99)

$$\sigma \sqrt{n} \zeta(y/\sqrt{n}) = -\beta + iy - \varphi y^2 + O(y^3/n) ,$$  \hspace{1cm} (100)
where we have written $\beta = \beta_n$ and $\varphi = \varphi_n = d_2/\sigma_n \sqrt{n}$. Using this in (72), we get

$$
FF = \frac{-s(1 + 2i\varphi + O(y^2/n))}{(-\beta + iy - \varphi y^2 + O(y^2/n))(s + \beta - iy + \varphi y^2 + O(y^2/n))}
$$

$$
= \frac{-s}{-\beta + iy - \varphi y^2} \frac{1 + i\varphi}{s + \beta - iy + \varphi y^2} (1 + O(y^2/n)) .
$$

(101)

Now

$$
\frac{-\beta + iy - \varphi y^2}{1 + i\varphi y} = (-\beta + iy - \varphi y^2)(1 - i\varphi y) + O(y^2/n)
$$

$$
= -\beta + iy(1 + \beta \varphi) + O(y^2/n)
$$

$$
= (1 + \beta \varphi)(-B + iy) + O(y^2/n) ,
$$

(102)

with $B = B_n = \beta_n/(1 + \beta_n \varphi_n)$, see (61). Similarly,

$$
\frac{s + \beta - iy + \varphi y^2}{1 + i\varphi y} = s + \beta - iy(1 + (s + \beta) \varphi) + O(y^2/n)
$$

$$
= (1 + (s + \beta) \varphi) \left( s + \beta \left( \frac{s + \beta}{1 + (s + \beta) \varphi} - i\varphi \right) + O(y^2/n) .
$$

(103)

We further set, see (61),

$$
\frac{s + \beta}{1 + (s + \beta) \varphi} = R + \frac{\beta}{1 + \beta \varphi} = R + B ,
$$

(104)

and we compute

$$
R = \frac{s + \beta}{1 + (s + \beta) \varphi} - \frac{\beta}{1 + \beta \varphi} = \frac{s}{(1 + (s + \beta) \varphi)(1 + \beta \varphi)} .
$$

(105)

Therefore,

$$
FF = \frac{-s}{(1 + \beta \varphi)(1 + (s + \beta) \varphi)} \frac{1 + O(y^2/n)}{(-B + iy)(R + B - iy)}
$$

$$
= \frac{R}{(B - iy)(R + B - iy)} (1 + O(y^2/n)) ,
$$

(106)

and this takes care of the factor in the integral in (71).

We finally relate $n h(\zeta_{sp})$, occurring in the exponential in the integrand in (71), and $B$. We have with $\beta = \beta_n$, $\sigma = \sigma_n$ given in (57) and $d_2$ given by (59)

$$
B = \frac{\beta}{1 + \beta \varphi} = \frac{\beta_n}{1 + \beta_n \frac{d_2}{\sigma_n \sqrt{n}}} = -\zeta_{sp} \sqrt{n} \frac{h''(\zeta_{sp})}{1 + \zeta_{sp} \frac{h''(\zeta_{sp})}{6h''(\zeta_{sp})}}
$$

$$
= -\zeta_{sp} \sqrt{n} h''(\zeta_{sp}) \left( 1 - \zeta_{sp} \frac{h''(\zeta_{sp})}{6h''(\zeta_{sp})} + O\left( \frac{1}{n^2} \right) \right) .
$$

(107)

On the other hand, from $h'('\zeta_{sp}) = 0 = h(0)$ and

$$
h(0) = h(\zeta_{sp}) - \zeta_{sp} h'(\zeta_{sp}) + \frac{1}{2} \zeta_{sp}^2 h''(\zeta_{sp}) - \frac{1}{6} \zeta_{sp}^3 h'''(\zeta_{sp}) + O\left( \frac{1}{n^2} \right) ,
$$

(108)
we get
\[-nh(\zeta_{sp}) = \frac{1}{2} n \zeta_{sp}^2 h''(\zeta_{sp}) - \frac{1}{6} n \zeta_{sp}^3 h'''(\zeta_{sp}) + O\left(\frac{1}{n}\right)\]
\[= \frac{1}{2} n \zeta_{sp}^2 h''(\zeta_{sp}) \left(1 - \frac{\zeta_{sp} h''(\zeta_{sp})}{3h''(\zeta_{sp})}\right) + O\left(\frac{1}{n}\right)\]
\[= \frac{1}{2} B^2 + O\left(\frac{1}{n}\right). \tag{109}\]

Using (106) and (109), valid uniformly in any bounded set of \(s\) with \(\text{Re}(s) \geq -\frac{1}{2} \beta_n\), in (71), we get
\[
\log(\mathbb{E}\left[\exp\left(-\frac{s\sqrt{n}}{\sigma_n} W_n\right)\right])
= \frac{1}{2\pi i} \int_{-R}^{R} R_n \log(1 - e^{-\frac{1}{2} B_n^2 - \frac{1}{2} y^2}) \, dy \left(1 + O\left(\frac{1}{n}\right)\right),
\tag{110}\]
where we have restored the \(n\) in \(\sigma_n, R_n\) and \(B_n\). Then the proof of Theorem 4 can be finished in the same way as the proof of Theorem 3 was finished.

B Proof of Theorem 5

The first line of (62) is an immediate consequence of Theorem 4, and can be rewritten as
\[
\mathbb{E}\left[\left(\frac{\sqrt{n}}{\sigma_n} W_n\right)^k\right] = \left(\frac{d}{ds}\right)^k \left[F(T_n(s))\right]_{s=0} + O\left(\frac{1}{n}\right),
\tag{111}\]
where \(F(s) = \mathbb{E}\left[\exp(s M_{B_n})\right]\) and \(T_n(s) = -R_n(-s)\) with \(B_n\) and \(R_n\) given in (61). We have from (61), deleting the index \(n\) from \(\beta_n\) and \(\varphi_n\),
\[
T_n(s) = \frac{s}{1 + \beta \varphi} \frac{1}{1 + \beta \varphi - \varphi s} = \sum_{r=1}^{\infty} \frac{\varphi^{r-1}}{(1 + \beta \varphi)^{r+1}} s^r.
\tag{112}\]
Therefore, \(T_n(0) = 0\) and
\[
T_n^{(r)}(0) = \frac{r! \varphi^{r-1}}{(1 + \beta \varphi)^{r+1}}, \quad r = 1, 2, \ldots,
\tag{113}\]
so that, in particular,
\[
T_n'(0) = \frac{1}{(1 + \beta \varphi)^2}, \quad T_n''(0) = \frac{2\varphi}{(1 + \beta \varphi)^3},
\tag{114}\]
\[
T_n^{(r)}(0) = O(\varphi^{r-1}) = O(n^{-\frac{1}{2}(r-1)}),
\tag{115}\]
see below (61).
We compute
\[
V_k = \left(\frac{d}{ds}\right)^k \left[F(T_n(s))\right]_{s=0},
\tag{116}\]
noting that \(F^{(k)}(0) = m_k(B_n)\) for \(k = 1, 2, \ldots\), within absolute error \(O(1/n)\). We have, writing \(B = B_n\),
\[
V_1 = F'(T_n(s)) T_n'(s) \bigg|_{s=0} = F'(0) T_n'(0) = \frac{m_1(B)}{(1 + \beta \varphi)^2},
\tag{117}\]
With nearly deterministic HT Kingman case and the nearly deterministic HT Gaussian case. We use the results of Section 6 to compute the moments in the classical HT Kingman case, the waiting-time distribution, we also include a few results for the cumulative distribution functions. Although the main focus of this paper is on the

ple 1). We now present more numerical examples to illustrate the applicability and accuracy of the proposed approximations. In the main text of this paper we have provided one numerical example (referred to as Exam-

Further numerical examples

In the main text of this paper we have provided one numerical example (referred to as Example 1). We now present more numerical examples to illustrate the applicability and accuracy of the proposed approximations. Although the main focus of this paper is on the moments of the waiting-time distribution, we also include a few results for the cumulative distribution functions. We use the results of Section 6 to compute the moments in the classical HT Kingman case, the nearly deterministic HT Kingman case and the nearly deterministic HT Gaussian case. 

\[ V_2 = \frac{d}{ds} \left( F'(T_n(s)) T'_n(s) \right) \bigg|_{s=0} \]

\[ = \left( F''(T_n(s))(T'_n(s))^2 + F'(T_n(s))T''_n(s) \right) \bigg|_{s=0} \]

\[ = F''(0)(T'_n(0))^2 + F'(0) T''_n(0) = \frac{m_2(B)}{(1 + \beta \varphi)^2} + 2\varphi \frac{m_1(B)}{(1 + \beta \varphi)^3}, \quad (118) \]

and similarly

\[ V_3 = \left( F^{(k)}(T_n(s))(T'_n(s))^k + \frac{1}{2} k(k - 1) F^{(k-1)}(T_n(s))(T''_n(s)) + ... \right) \bigg|_{s=0} \]

\[ = \frac{m_k(B)}{(1 + \beta \varphi)^{2k}} + \frac{k(k - 1) \varphi m_{k-1}(B)}{(1 + \beta \varphi)^{2k-1}} + O\left( \frac{1}{n} \right), \quad (120) \]

We conclude that the leading term in (11) approximates the scaled moment at the left-hand side of (62) within an error \( O \left( \frac{1}{n} \right) \). And this gives the expression on the second line of (62), after restoring the \( n \) in \( B, \beta \) and \( \varphi \).

We finally show that Theorem 3 gives qualitatively the same accurate estimates of the moments as Theorem 5 does when the third cumulants of \( V \) and \( U \) are equal. We have, abbreviating "\( k \)th cumulant of" by "\( c_k \),"

\[ h(\zeta) = \log \left( \mathbb{E}[e^{-\zeta V}] \right) + \log \left( \mathbb{E}[e^{\zeta U}/\rho] \right) \]

\[ = \sum_{k=1}^{\infty} \frac{\rho^{-k} c_k(U) + (-1)^k c_k(V)}{k!} \zeta^k. \quad (121) \]

With \( 1 - \rho = 1 - \rho_n \approx 1/\sqrt{n} \), we have that \( \zeta_{op} = O(1/\sqrt{n}) \). Assume that \( c_3(V) = c_3(U) \). Then from (121)

\[ h'''(\zeta_{op}) = O(\rho^{-3} c_3(U) - c_3(V)) + O(\zeta_{op}) = O(1/\sqrt{n}). \quad (122) \]

Therefore, \( \phi_n \) in Theorem 4 is \( O(1/n) \), and \( B_n = \beta_n + O(1/n) \). Hence, the leading term in (62) and the leading term in (11) agree with one another within an error \( O(1/n) \), and so the first order term in (62) approximates the scaled moment at the left-hand side of (62) within an error \( O(1/n) \). We conclude that the leading term in (11) approximates the scaled moment at the left-hand side of (62) and (11) within an error \( O(1/n) \) as well.

C Further numerical examples

In the main text of this paper we have provided one numerical example (referred to as Example 1). We now present more numerical examples to illustrate the applicability and accuracy of the proposed approximations. Although the main focus of this paper is on the moments of the waiting-time distribution, we also include a few results for the cumulative distribution functions. We use the results of Section 6 to compute the moments in the classical HT Kingman case, the nearly deterministic HT Kingman case and the nearly deterministic HT Gaussian case.
Although it is straightforward to compute the derivatives of \( h(\zeta) \), in this case there is no explicit expression for the saddle point \( \zeta_{sp} \). It can be shown, though, that

\[
\zeta_{sp} = \frac{1}{\rho} - \frac{1}{3\rho^2/\rho^2 + \rho/\rho^2} + O((1-\rho)^2).
\]
for \( k \) and \( \rho \) and \( \alpha \) and \( \delta \), can be determined numerically, for example using a Newton iteration with sp

\[
\Delta \approx \frac{1}{2} \left( \sqrt{\frac{c_3(V)}{m}} - 1 \right)
\]

As a consequence, \( \zeta_{mp} \) can be determined numerically, for example using a Newton iteration with the leading term on the right hand side of (128) as a starting point. The exact and approximate values for the first five moments of the scaled waiting times are shown in Table 6. In this case, \( c_3(V) \neq 2\Delta^2 = c_3(U) \), and so the refined asymptotic result (Asymp 2) should outperform the standard asymptotic result (Asymp 1) at least for large \( n \). This is confirmed by Table 6.

C.2 Example 3: \( U \) Gamma distributed and \( V \) lattice distributed

In this example, the generic service times \( V \) follow an \( m \)-point lattice distribution centered around 1 in the interval \([1 - \delta, 1 + \delta]\), with \( 0 < \delta \leq 1 \) and \( m > 1 \). To be precise, \( V \) takes values \((1 - \delta) + k \frac{2\delta}{m-1}\) for \( k = 0, 1, \ldots, m - 1 \), each with probability \( 1/m \). The variance of \( V \) is equal to \( \frac{\delta^2(m+1)}{3(m-1)} \), which is always less than one, except when \( m = 2 \) and \( \delta = 1 \). In this example, we take \( m = 4, \delta = 1 \), and \( \vartheta_U = \frac{1}{2} \). Note that this means that service times are equal to zero with probability 1/4. The interesting feature of this example is that, with \( V \) having a lattice distribution, the conditions required for the Nearly-deterministic Gaussian regime are more subtle. Nevertheless, we still get accurate approximations when applying our saddle point technique, as shown in Table 9. For completeness, we also present the results for the classical Kingman-type heavy traffic regime and for the nearly-deterministic Kingman-type heavy traffic regime.

### Classical HT Kingman

Again, we approximate the moments of \( \alpha W \) by (80), with

\[
\sigma_n^2 = (\sigma_V^2 + \rho^{-2} \sigma_U^2) \rho = \frac{\delta^2(m+1)}{3(m-1)} + \frac{k_U \vartheta_U^2}{\rho} = \frac{5\rho}{9} + \frac{5}{2\rho},
\]

and \( \rho = 1 - \alpha \), where we take \( \alpha = 1/10, 1/100, 1/1000 \). The results, for the first five moments of \( W \), are presented in Table 7
As in the previous example, there is no closed-from expression for \( \zeta \). In this example, both \( C.3 \) Example 4:

| \( k \) | Exact | Asymp | \( \alpha = 1/10 \) | \( \alpha = 1/100 \) | \( \alpha = 1/1000 \) |
|---|---|---|---|---|---|
| 1 | 1.423 | 1.639 | 1.517 | 1.538 | 1.527 |
| 2 | 4.234 | 5.372 | 4.625 | 4.729 | 4.664 |
| 3 | 18.888 | 26.412 | 21.142 | 21.812 | 21.371 |
| 4 | 112.340 | 173.145 | 128.868 | 134.157 | 130.564 |
| 5 | 835.213 | 1418.825 | 981.875 | 1031.419 | 997.109 |

Table 7: Example 3 - Classical HT Kingman: Comparison of exact result for \( m_k(\alpha W) \) and asymptotic result \( k!(\frac{1}{2}\sigma_n^2)^k \) with \( \alpha = 1/10, 1/100, 1/1000 \) and \( k = 1, 2, 3, 4, 5 \).

| \( k \) | Exact | Asymp | \( n = 10 \) | \( n = 100 \) | \( n = 1000 \) | \( n = 10000 \) | \( n = 100000 \) |
|---|---|---|---|---|---|---|---|
| 1 | 1.235 | 1.639 | 1.430 | 1.538 | 1.496 | 1.529 | 1.518 |
| 2 | 3.692 | 5.372 | 4.362 | 4.729 | 4.570 | 4.674 | 4.637 |
| 3 | 16.476 | 26.412 | 19.942 | 21.812 | 20.943 | 21.437 | 21.253 |
| 4 | 97.997 | 173.145 | 121.552 | 134.157 | 127.950 | 131.087 | 129.877 |
| 5 | 728.576 | 1418.825 | 926.135 | 1031.419 | 977.143 | 1001.995 | 992.089 |

Table 8: Example 3 - Nearly-deterministic HT Kingman: Comparison of exact result for \( m_k(W_n) \) and asymptotic result \( k!(\frac{1}{2}\alpha)^k \) with \( n = 10, 100, 1000, 10000, 100000 \) and \( k = 1, 2, 3, 4, 5 \).

**Nearly-deterministic HT Kingman.** With \( \beta = 1 \) and \( \rho_n = 1 - \beta/n \), we get

\[
\gamma_n = (\sigma^2 + \rho_n^{-2}\sigma^2)\rho_n/(2n(1 - \rho_n)) = \frac{5\rho}{9} + \frac{5}{2\rho}.
\]

As in Example 2, we see that \( \gamma_n \) in the Nearly-deterministic HT Kingman regime is equal to \( \frac{1}{2}\sigma_n^2 \), due to the fact that \( \beta = 1 \), resulting in the same limiting values (shown in Table 5).

**Nearly-deterministic HT Gaussian.** To use the saddle point method, we first compute \( h(\zeta) \):

\[
h(\zeta) = \log \left( \sum_{k=0}^{m-1} e^{-\zeta(1-\delta+k\frac{2n^2}{m^2})} \right) - \frac{1}{\partial U} \log (1 - \partial U \zeta / \rho) - \zeta (1 - \delta) + \log \left( \sum_{k=0}^{m-1} e^{-\zeta(1-\delta+k\frac{2n^2}{m^2})} \right) - \frac{1}{\partial U} \log (1 - \partial U \zeta / \rho).
\]

As in the previous example, there is no closed-from expression for \( \zeta_{sp} \), but with all the derivatives of \( h(\zeta) \) being analytic, numerical methods can easily find the saddle point of \( h(\zeta) \). In fact, our numerical methods encountered no issues computing the exact values and the two approximations for the first five moments of \( \frac{\zeta}{\sigma_n} W_n \). The results are shown in Table 6. In this example, with \( c_3(V) = 0 \) and \( c_3(U) = 2\sigma_n^2 > 0 \), the refined approximation gives significantly better results than the standard approximation.

**C.3 Example 4: U and V lattice distributed**

In this example, both the generic interarrival times \( U \) and service times \( V \) follow a two-point lattice distribution with mean 1:

\[
U = \begin{cases} aU & \text{w.p. } p_U, \\ bU & \text{w.p. } 1 - p_U, \end{cases} \quad V = \begin{cases} aV & \text{w.p. } p_V, \\ bV & \text{w.p. } 1 - p_V, \end{cases}
\]
Table 9: Example 3 - Nearly-deterministic HT Gaussian: Comparison of exact result for $m_k(\frac{W}{\sigma^2} W_n)$ and the asymptotic result with $n = 10, 100, 1000$ and $k = 1, 2, 3, 4, 5$. The two entries in the Asymp-columns give, for a particular $k$, the asymptotic result from (86) and (89) in that order.

| $k$ | Exact | Asymp 1 | Asymp 2 | Exact | Asymp 1 | Asymp 2 | Exact | Asymp 1 | Asymp 2 |
|-----|-------|---------|---------|-------|---------|---------|-------|---------|---------|
| 1   | 0.3734 | 0.3796 | 0.3827 | 0.4082 | 0.4074 | 0.4090 | 0.4171 | 0.4166 | 0.4171 |
| 2   | 0.6023 | 0.6622 | 0.6237 | 0.7227 | 0.7358 | 0.7248 | 0.7574 | 0.7610 | 0.7576 |
| 3   | 1.3894 | 1.6705 | 1.3979 | 1.8464 | 1.9255 | 1.8481 | 1.9911 | 2.0150 | 1.9913 |
| 4   | 4.2156 | 5.5461 | 3.8966 | 6.2127 | 6.6388 | 6.1882 | 6.8978 | 7.0322 | 6.8955 |
| 5   | 15.9440 | 22.9275 | 12.4014 | 26.0485 | 28.5145 | 25.7437 | 29.7756 | 30.5780 | 29.7463 |

Table 10: Example 4 - Classical HT Kingman: Comparison of exact result for $m_k(\alpha W)$ and asymptotic result $k!\sigma^2 e^{(b/2)\sigma^2}e^{(1-\alpha)\beta}$ with $\alpha = 1/10, 1/100, 1/1000$ and $k = 1, 2, 3, 4, 5$.

| $k$ | Exact | Asymp | Exact | Asymp | Exact | Asymp |
|-----|-------|-------|-------|-------|-------|-------|
| 1   | 0.206 | 0.251 | 0.246 | 0.250 | 0.250 | 0.250 |
| 2   | 0.097 | 0.126 | 0.122 | 0.125 | 0.125 | 0.125 |
| 3   | 0.068 | 0.095 | 0.091 | 0.094 | 0.093 | 0.094 |
| 4   | 0.064 | 0.096 | 0.091 | 0.094 | 0.093 | 0.094 |
| 5   | 0.075 | 0.120 | 0.113 | 0.117 | 0.117 | 0.117 |

with $0 < a_U, a_V < 1 < b_U, b_V$. It follows that

$$p_U = \frac{b_U - 1}{b_U - a_U}, \sigma^2_U = (1 - a_U)(b_U - 1), c_3(U) = (a_U + b_U - 2)\sigma^2_U,$$

and similar for $p_V, \sigma^2_V$, and $c_3(V)$. The LSTs are given by

$$\mathbb{E}[e^{-\xi_U}] = \frac{(b_U - 1)e^{-\xi a_U} + (1 - a_U)e^{-\xi b_U}}{b_U - a_U},$$

$$\mathbb{E}[e^{-\xi_U/\rho}] = \frac{(b_U - 1)e^{-\xi a_U/\rho} + (1 - a_U)e^{-\xi b_U/\rho}}{b_U - a_U}.$$ (133)

$$\mathbb{E}[e^{-\xi_V}] = \frac{(b_V - 1)e^{-\xi a_V} + (1 - a_V)e^{-\xi b_V}}{b_V - a_V},$$

$$\mathbb{E}[e^{-\xi_V/\rho}] = \frac{(b_V - 1)e^{-\xi a_V/\rho} + (1 - a_V)e^{-\xi b_V/\rho}}{b_V - a_U}.$$ (134)

The interesting feature of this example is that, with $U$ and $V$ having a lattice distribution, Assumption 6 of Section 5, required for the Nearly-deterministic Gaussian regime, is not (necessarily) satisfied. Nevertheless, we still get accurate approximations when applying our saddle point technique, as shown in Table 12, where we take $a_U = 3/4, b_U = 2, a_V = 1/2, b_V = 3/2$. For completeness, we also present the results for the classical Kingman-type heavy traffic regime and for the nearly-deterministic Kingman-type heavy traffic regime.

**Classical HT Kingman.** Again, we approximate the moments of $\alpha W$ by (80), with

$$\sigma^2 = (\sigma^2_V + \rho^{-2}\sigma^2_U)\rho = \rho \left(1 - a_U \right) \left(1 - a_V \right) \frac{(b_U - 1)}{\rho^2},$$

and $\rho = 1 - \alpha$, where we take $\alpha = 1/10, 1/100, 1/1000$. The results, for the first five moments of $W$, are presented in Table 10.

**Nearly-deterministic HT Kingman.** With $\beta = 1$ and $\rho_n = 1 - \beta/n$, we get

$$\gamma_n = (\sigma^2_V + \rho_n^{-2}\sigma^2_U)\rho_n/(2n(1 - \rho_n)) = \frac{1 + \rho^2_n}{8n\rho_n(1 - \rho_n)}.$$ (136)
that, for our chosen parameter values, the function $h$ as in the previous example, there is no closed-from expression for $ζ$ as in Example 2, we see that $γ$ in (63) and (85) is due to the fact that $β$ in the Asymp-columns give, for a particular $k$, the asymptotic result from (86) and (89) in that order.

As in Example 2, we see that $γ_n$ in the Nearly-deterministic HT Kingman regime is equal to $\frac{1}{2}σ^2$, due to the fact that $β = 1$, yielding the same limiting values (shown in Table 11).

**Nearly-deterministic HT Gaussian.** To use the saddle point method, we first compute

$$h(ζ) = \log \left[ \frac{(b_V - 1)e^{-ζa_V} + (1 - a_V)e^{-ζb_V}}{b_V - a_V} \right] + \log \left[ \frac{(b_U - 1)e^{-ζa_U}/ρ + (1 - a_U)e^{-ζb_U}/ρ}{b_U - a_U} \right].$$

(137)

As in the previous example, there is no closed-from expression for $ζ_{sp}$, but with all the derivatives of $h(ζ)$ being analytic, numerical methods can easily find the saddle point of $h(ζ)$. It is noteworthy that, for our chosen parameter values, the function $h(ζ_{sp} + iy)$, $y ∈ \mathbb{R}$, that occurs as

$$\log(1 - ψ^n(-ζ)) = \log(1 - e^{nh(ζ)}), \quad ζ = ζ_{sp} + iy$$

(138)

in (63) and (85) is periodic in $y$, with period $8kπ$ as $ρ = 1 - 1/k$, $k = 2, 3, \ldots$. Hence, the maximum value $[h(ζ_{sp})]_{max}$ of $[h(ζ_{sp} + iy)]$ is repeated infinitely many times (far) away from the negative real axis. Still, our numerical methods encountered no issues computing the exact values and the two approximations for the first five moments of $\frac{1}{σ_n}W_n$. In this example, with $c_2(U) = 0$ and $c_3(U) = 3/16$, the refined approximation gives significantly better results than the standard approximation for $k = 1$ and $k = 2$. For $k ≥ 3$, the improvement less significant. The results are shown in Table 12.

| $k$ | $n = 10$ | $n = 100$ | $n = 1000$ | $n = 10000$ | $n = 100000$ |
|-----|----------|-----------|-------------|-------------|--------------|
| 1   | 0.134    | 0.251     | 0.211       | 0.237       | 0.250        |
| 2   | 0.065    | 0.126     | 0.105       | 0.119       | 0.125        |
| 3   | 0.046    | 0.095     | 0.078       | 0.089       | 0.094        |
| 4   | 0.043    | 0.096     | 0.078       | 0.089       | 0.094        |
| 5   | 0.051    | 0.120     | 0.097       | 0.111       | 0.117        |

Table 11: Example 4 - Nearly-deterministic HT Gaussian: Comparison of exact result for $m_k(W_n)$ and asymptotic result $k!γ_n^k$ with $n = 10, 100, 1000, 10000, 100000$ and $k = 1, 2, 3, 4, 5$.
| $\alpha$ | 1/10 | 1/100 | 1/1000 |
|-------|------|-------|--------|
| $k$ | Exact | Asymp | Exact | Asymp | Exact | Asymp |
| 1 | 0.634 | 0.723 | 0.717 | 0.726 | 0.726 | 0.727 |
| 2 | 0.912 | 1.045 | 1.041 | 1.054 | 1.054 | 1.056 |
| 3 | 1.969 | 2.267 | 2.268 | 2.295 | 2.298 | 2.301 |
| 4 | 5.666 | 6.554 | 6.584 | 6.664 | 6.679 | 6.687 |
| 5 | 20.381 | 23.688 | 23.894 | 24.186 | 24.262 | 24.290 |

Table 13: Example 5 - Classical HT Kingman: Comparison of exact result for $m_k(\alpha W)$ and asymptotic result $k!(\frac{1}{2} \sigma_k^2)^k$ with $\alpha = 1/10, 1/100, 1/1000$ and $k = 1, 2, 3, 4, 5$.

### C.4 Example 5: U Inverse Gaussian distributed and V Gamma distributed

We take $U \sim IG(\mu, \lambda)$, inverse Gaussian with parameters $\mu = 1$ and $\lambda = \frac{10}{\pi} \sqrt{\frac{3}{2}}$, and $V \sim$ Gamma($k_V$, $\vartheta_V$) with $\vartheta_V = 1/k_V = 8/10$. The probability density function of $U$ is given by

$$
\sqrt{\frac{\lambda}{2\pi x^3}} \exp \left[ -\frac{\lambda(x - \mu)^2}{2\mu^2 x} \right], \quad x \geq 0; \lambda, \mu > 0.
$$

For this particular combination of distribution functions the saddle point $\zeta_{sp}$ has an explicit form, viz.

$$
h(\zeta) = -\frac{1}{\vartheta_V} \log(1 + \vartheta_V \zeta) + \lambda(1 - \sqrt{1 - 2\zeta/\lambda \rho}),
$$

$$
\zeta_{sp} = \frac{1}{\vartheta_V} \left( \sqrt{(\gamma + 1)^2 - (1 - \rho^2) - \gamma - 1} \right), \quad \text{with } \gamma = \frac{\rho}{\lambda \vartheta_V}.
$$

The parameters have been chosen such that $\vartheta_V \lambda = \sqrt{3/2}$, which results in the third cumulants of $U$ and $V$ being equal:

$$
c_3(U) = \frac{3}{\lambda^2} = \frac{32}{25}, \quad c_3(V) = 2 \vartheta^2 = \frac{32}{25}.
$$

The purpose of this example is to show that the accuracy of the two approximations in estimating the moments of the scaled waiting time distribution is comparable in the nearly deterministic Gaussian regime. Recall the third case in Example 1, where $h'''(\zeta_{sp})$ was equal to zero, causing the two approximations to be exactly the same. Now we have two different distributions for $U$ and $V$, with $h'''(\zeta_{sp}) \to 0$ as $n \to \infty$. As a consequence, the two approximations are only the same in the limit.

For completeness, we also provide the tables for the classical HT Kingman case and the nearly-deterministic HT Kingman case.

**Classical HT Kingman.** We approximate the moments of $\alpha W$ by $k!(\frac{1}{2} \sigma_k^2)^k$, with

$$
\sigma_{\alpha}^2 = (\sigma_U^2 + \rho^{-2} \sigma_V^2) \rho = \left( k_V \vartheta_V^2 + \rho^{-2} \frac{\mu^3}{\lambda} \right) \rho = (\rho \vartheta_V + 1/\lambda \rho). \quad (142)
$$

The results are shown in Table 13.

**Nearly-deterministic HT Kingman.** In the numerical results, we take $\beta = 1$ again and approximate $E[W^m_n]$ by $k! \gamma_n^k$, with

$$
\gamma_n = (\sigma_U^2 + \rho_n^{-2} \sigma_V^2) \rho_n/(2n(1 - \rho_n)) = (\rho_n \vartheta_V + 1/\lambda \rho_n)/(2n(1 - \rho_n)). \quad (143)
$$

The results are shown in Table 13.

**Nearly-deterministic HT Gaussian.** We invoke the machinery of the dedicated saddle point method with $h(\zeta)$ and $\zeta_{sp}$ as given in (140) and (141), respectively. The results, shown in Table 15.
Table 14: Example 5 - Nearly-deterministic HT Kingman: Comparison of exact result for $m_k(W_n)$ and asymptotic result $k! \gamma_n^k$ with $n = 10, 100, 1000, 10000, 100000$ and $k = 1, 2, 3, 4, 5$.

| $k$ | $n = 10$ | $n = 100$ | $n = 1000$ | $n = 10000$ | $n = 100000$ |
|-----|-----------|-----------|-----------|------------|------------|
|     | Exact     | Asymp 1   | Asymp 2   | Exact      | Asymp      | Exact      | Asymp      | Exact      | Asymp      |
| 1   | 0.509     | 0.723     | 0.658     | 0.726      | 0.705      | 0.727      | 0.720      | 0.727      |
| 2   | 0.740     | 1.045     | 0.956     | 1.054      | 1.024      | 1.056      | 1.046      | 1.056      |
| 3   | 1.601     | 2.267     | 2.082     | 2.295      | 2.232      | 2.301      | 2.279      | 2.302      |
| 4   | 4.608     | 6.554     | 6.044     | 6.664      | 6.485      | 6.687      | 6.625      | 6.689      |
| 5   | 16.578    | 23.688    | 21.935    | 24.186     | 23.559     | 24.290     | 24.068     | 24.301     |

Table 15: Example 5 - Nearly-deterministic HT Gaussian: Comparison of exact result for $m_k(\frac{W_n}{\sqrt{n}})$ and asymptotic result $k! \gamma_n^k$ with $n = 10, 100, 1000, 10000, 100000$ and $k = 1, 2, 3, 4, 5$. The two entries in the Asymp-columns give, for a particular $k$, the asymptotic result from (86) and (89) in that order.

| $k$ | $n = 10$ | $n = 100$ | $n = 1000$ | $n = 10000$ | $n = 100000$ |
|-----|-----------|-----------|-----------|------------|------------|
|     | Exact     | Asymp 1   | Asymp 2   | Exact      | Asymp      | Exact      | Asymp      | Exact      | Asymp      |
| 1   | 0.1185    | 0.1212    | 0.1222    | 0.1740     | 0.1744     | 0.1745     | 0.1913     | 0.1913     |
| 2   | 0.1323    | 0.1359    | 0.1381    | 0.2196     | 0.2202     | 0.2204     | 0.2497     | 0.2497     |
| 3   | 0.2099    | 0.2147    | 0.2203    | 0.3932     | 0.3941     | 0.3948     | 0.4630     | 0.4631     |
| 4   | 0.4306    | 0.4360    | 0.4525    | 0.9131     | 0.9144     | 0.9170     | 1.1151     | 1.1153     |
| 5   | 1.0868    | 1.0863    | 1.1404    | 2.6176     | 2.6184     | 2.6287     | 3.3196     | 3.3197     |

C.5 Example 6: distributional results

While our approach to obtain the convergence result is, in principle, meaned for the moments of the (scaled) waiting times, we experienced no issues when trying to invert the Laplace-Stieltjes transforms to obtain the cumulative distribution functions of the waiting times. We used Abate and Whitt’s numerical LST inversion algorithm [2, EULER algorithm], which evaluates the LST only at complex points with a nonnegative real part. In Figures 2(a)–(d) we have plotted the CDFs of the steady-state scaled waiting-time distribution for the first model discussed in Example 1 ($U$ and $V$ both Gamma distributed, with $\theta_U = 5/2$ and $\theta_V = 1/2$). The solid lines represent the exact CDFs, obtained by numerical inversion of (75), appropriately scaled, with $\psi(-z)$ replaced by $\phi(-z)$ for the nearly deterministic regimes.

In Fig. 2(a), results are shown for the classical Kingman-type heavy traffic, for $\alpha = 0.1$, $\alpha = 0.05$, and $\alpha = 0.01$, respectively. The dashed lines are the corresponding approximations based on the limiting exponential distribution as given in Theorem 1 (Figure 2(b) gives the exact results for the nearly deterministic Kingman case, with $n = 10, 100, 1000$. The approximations are the CDFs of the exponential distributions given in Theorem 2. Figures 2(c)–(d) are similar, but for the nearly-deterministic Gaussian regimes. For these plots, we inverted the LST of $M_\beta$ given in Equation (67) to obtain its CDF. The standard approximation based on Theorem 3 is shown in Fig. 2(c), whereas the refined approximation based on Theorem 5 is shown in Fig. 2(d).
It is clear that the approximations for the classical and nearly deterministic Kingman cases, which are based on the exponential distribution, perform worse for smaller values of $\rho$. This is most prominently visible when the probability of having a waiting time of zero is substantial. Compare, for example, Figures 2(a) and 2(b). In the first case, corresponding to the classical Kingman HT regime, when $\alpha = 0.1$ we find $P(W = 0) = 0.056$. In the second case, in the nearly-deterministic Kingman HT regime with $n = 10$, we find $P(W = 0) = 0.216$. Obviously, this probability is zero in all our approximations, meaning that the approximation performs much worse in the classical HT regime than in the nearly-deterministic HT regime, despite the fact that in both cases the load of the system is $\rho = 0.9$. In contrast, the approximations for the Gaussian nearly-deterministic HT regime are extremely accurate for $P(W = 0)$, even for lower values of $n$.

![Figure 2: Example 6: CDFs of the scaled waiting-time distributions.](image)

**C.6 Example 7: The $M/D/s$ queue**

In this example, we show that the techniques can also be used to analyze the $M/D/s$ queue. This multiserver queue fits within our framework due to the equivalence between the $M/D/s$ queue and the single-server queue with Erlang($s$) interarrival times and deterministic service times, with respect to the waiting times (cf. [16]).

**Classical HT Kingman.** For this model, we have (80)

$$\sigma_n^2 = (\sigma_V^2 + \rho^{-2} \sigma_U^2) \rho = 1/(s\rho).$$

With $\rho = 1 - \alpha$ and $\alpha = 1/10, 1/100, 1/1000$, we see that the approximation for the first five moments of $W$, presented in Table 16, is very accurate for values of $\alpha$ less than 1/100, which corresponds to $\rho > 0.99$.

**Nearly-deterministic HT Kingman.** With $\beta = 1$ and $\rho_n = 1 - \beta/n$, we get

$$\gamma_n = (\sigma_V^2 + \rho_n^{-2} \sigma_U^2) \rho_n/(2n(1 - \rho_n)) = \frac{1}{2s\rho_n(1 - \rho_n)}.$$
\[
\alpha = \frac{1}{10}, \frac{1}{100}, \frac{1}{1000}
\]

\begin{table}
| \(k\) | \(\alpha = 1/10\) Exact | Asymp | \(\alpha = 1/100\) Exact | Asymp | \(\alpha = 1/1000\) Exact | Asymp |
|---|---|---|---|---|---|---|
| 1 | 0.078 | 0.111 | 0.098 | 0.101 | 0.100 | 0.100 |
| 2 | 0.015 | 0.025 | 0.019 | 0.020 | 0.020 | 0.020 |
| 3 | 0.004 | 0.008 | 0.006 | 0.006 | 0.006 | 0.006 |
| 4 | 0.002 | 0.004 | 0.002 | 0.002 | 0.002 | 0.002 |
| 5 | 0.001 | 0.002 | 0.001 | 0.001 | 0.001 | 0.001 |
\end{table}

Table 16: Example 2 - Classical HT Kingman: Comparison of exact result for \(m_k(\alpha W)\) and asymptotic result \(k!(\frac{1}{2} \sigma_n^2)\) with \(\alpha = 1/10, 1/100, 1/1000\) and \(k = 1, 2, 3, 4, 5\).

\begin{table}
| \(k\) | \(n = 10\) Exact | Asymp | \(n = 100\) Exact | Asymp | \(n = 1000\) Exact | Asymp | \(n = 10000\) Exact | Asymp | \(n = 100000\) Exact | Asymp |
|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 0.040 | 0.111 | 0.077 | 0.101 | 0.092 | 0.100 | 0.097 | 0.100 | 0.099 | 0.100 |
| 2 | 0.008 | 0.025 | 0.015 | 0.020 | 0.018 | 0.020 | 0.019 | 0.020 | 0.020 | 0.020 |
| 3 | 0.002 | 0.008 | 0.005 | 0.006 | 0.006 | 0.006 | 0.006 | 0.006 | 0.006 | 0.006 |
| 4 | 0.001 | 0.004 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 |
| 5 | 0.000 | 0.002 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
\end{table}

Table 17: Example 2 - Nearly-deterministic HT Kingman: Comparison of exact result for \(m_k(\alpha W)\) and asymptotic result \(k!(\frac{1}{2} \sigma_n^2)\) with \(n = 10, 100, 1000, 10000, 100000\) and \(k = 1, 2, 3, 4, 5\).

In Table 17 we show results for \(n = 10, 100, 1000, 10000, 100000\), which corresponds to \(\rho_n = 0.9, 0.99, 0.999, 0.9999, 0.99999\), respectively.

**Nearly-deterministic HT Gaussian.** It is readily seen that

\[
h(\zeta) = -s \log(1 - \zeta/(s\rho_n)) - \zeta.
\]

(146)

The exact and approximate values for the first five moments of the scaled waiting times are shown in Table 18.
Table 18: Example 2 - Nearly-deterministic HT Gaussian: Comparison of exact result for $m_k(\frac{\sqrt{\pi}}{\sqrt{n}} W_n)$ and the asymptotic results for $n = 10, 100, 1000$ and $k = 1, 2, 3, 4, 5$. The two entries in the Asymp-columns give, for a particular $k$, the asymptotic result from (86) and (89) in that order.