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Abstract

We prove that finding all globally optimal two-layer ReLU neural networks can be performed by solving a convex optimization program with cone constraints. Our analysis is novel, characterizes all optimal solutions, and does not leverage duality-based analysis which was recently used to lift neural network training into convex spaces. Given the set of solutions of our convex optimization program, we show how to construct exactly the entire set of optimal neural networks. We provide a detailed characterization of this optimal set and its invariant transformations. As additional consequences of our convex perspective, (i) we establish that Clarke stationary points found by stochastic gradient descent correspond to the global optimum of a subsampled convex problem (ii) we provide a polynomial-time algorithm for checking if a neural network is a global minimum of the training loss (iii) we provide an explicit construction of a continuous path between any neural network and the global minimum of its sublevel set and (iv) characterize the minimal size of the hidden layer so that the neural network optimization landscape has no spurious valleys. Overall, we provide a rich framework for studying the landscape of neural network training loss through convexity.

1 Introduction

Given a number of neurons $m \geq 1$, we consider the optimization problem

$$
\mathcal{P}^* = \min_{\theta \in \Theta_m} \left\{ \mathcal{L}_\beta(\theta) : = \ell \left( \sum_{i=1}^{m} \sigma(X u_i) \alpha_i \right) + \frac{\beta}{2} \sum_{i=1}^{d} \|u_i\|_2^2 + \alpha_i^2 \right\}.
$$

(1)

where $\Theta_m = \mathbb{R}^{d \times m} \times \mathbb{R}^m$, $\theta = (U, \alpha)$, $u_i$ is the $i$-th column of $U \in \mathbb{R}^{d \times m}$ and $\alpha_i$ the $i$-th coefficient of $\alpha \in \mathbb{R}^m$. The loss function $\ell : \mathbb{R}^n \to \mathbb{R}$ is assumed to be convex (e.g., logistic, hinge, squared loss). We refer to an element $\theta \in \Theta_m$ as a neural network and to each pair $(u_i, \alpha_i)$ as a neuron. We denote the set of optimal neural network as

$$
\Theta^*_m = \{ \theta \in \Theta_m \mid \mathcal{L}_\beta(\theta) = \mathcal{P}^*_m \}.
$$

(2)

We denote the best training loss achievable by a neural as $\mathcal{P}^* = \inf_{m \geq 1} \mathcal{P}^*_m$. 
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We consider ReLU activation functions $\sigma(z) = [\max\{z_1, 0\}, \ldots, \max\{z_n, 0\}]^T \in \mathbb{R}^n$. This activation function partitions the space of neurons $u \in \mathbb{R}^d$ into linearly separated regions, that is, given a binary vector $s \in \{0, 1\}^n$, the set of neurons $u \in \mathbb{R}^d$ such that $1(\sigma(Xu) \geq 0) = s$ is a closed convex cone in $\mathbb{R}^d$, if not empty. We enumerate all these cones as $C_1, \ldots, C_p$ and we set $C_{i+p} = C_i$ for $i \in [p]$. For $i \in [p]$, we introduce the corresponding diagonal matrices $D_i = \text{diag}(1(\sigma(Xu) \geq 0))$ for an arbitrary $u \in C_i$, and $D_{i+p} = -D_i$. Here, the number $p$ is the number of dichotomies that the data matrix $X$ can realize. We recall from [12] the classical bound $p \leq D_{n,r}$ where $D_{n,r} := 2r \left(\frac{(n-1)}{r}\right)^r$ and $r = \text{rank}(X)$.

Such a partition of the parameter space has regained attention in the recent literature. In fact, it has been recently shown [21] that an optimal neural network $\theta^* \in \Theta_m$ for any $m \geq 2p$ can be constructed based on a solution of the convex optimization problem

$$P^*_c := \min_{W \in \mathcal{W}} \left\{ L^*_c(W) := \ell\left(\sum_{i=1}^{2p} D_i Xu_i\right) + \beta \cdot \sum_{i=1}^{2p} \|wu_i\|_2 \right\},$$

where we introduced the convex feasible set $\mathcal{W} := \{ W = (w_1, \ldots, w_{2p}) \mid w_i \in C_i \}$. Intuitively, this equivalence is obtained by setting $w_i = \alpha_i u_i$ and using the positive homogeneity of the ReLU activation function, whence $\sigma(Xu_i)\alpha_i = \sigma(Xu_i)$. From the constraint $w_i \in C_i$, we obtain the local linearization $\sigma(Xu_i) = D_i Xu_i$ for $i \in [p]$ and $\sigma(Xu_i) = -D_i Xu_i$ for $i \in [p+1, 2p]$. Since the cones $C_1, \ldots, C_p$ cover the entire space, we obtain the equality $P^*_c = P^*$; further, an optimal neural network can be constructed from an optimal solution $w^*_1, \ldots, w^*_p$.

In this work, we explore in more depth the mapping from the optimal set of solutions $\mathcal{W}^*$ of the convex program (3) to the set of optimal neural networks $\Theta^*_m$. In fact, our main contribution is to show how to construct the set $\Theta^*_m$ given $\mathcal{W}^*$ through simple mappings and transformations. Throughout our analysis, we unveil some novel necessary conditions for a neural network to be optimal and we illustrate the relevance of these conditions by relating them to usual necessary conditions for optimality (e.g., Clarke stationarity).

### 1.1 Prior and related work

Literature on the theory of deep learning is now extremely vast, and we mention here only a few classical results and recent works which focus on the properties of the neural network training loss, from an optimization perspective (e.g., the convergence of first-order methods, absence of spurious minima in the loss landscape, and, convex re-formulations of neural network training), and in the case of single-layer with ReLU-type activations.

Several recent works considered over-parameterized neural networks in the infinite-width limit. In particular, it is known that in this regime, gradient descent converges to an optimal solution [16] [15] [1]. Further analysis [10] showed that almost no hidden neurons move from their initial values to actively learn useful features, so that this regime resembles that of kernel training and the infinite-width limit infuses convexity. However, experiments suggest that this kernel approximation is unable to fully explain the success of non-convex neural network models [3].

Convexity arguments in neural networks were proposed in the recent literature [6] [4]. However, existing works, except [21], are restricted to infinitely wide networks. In turn, the authors in [6] and [4] consider greedy neuron-wise optimization strategies for the infinite-dimensional optimization problem, which requires solving non-convex problems at every step to train a shallow neural network. In contrast, in our work, we reveal the hidden convex optimization landscape for any finite number of hidden neurons.

Besides the convexity properties of infinitely wide networks, many works derived lower bounds on the hidden layer size to guarantee the absence of spurious minima. [23] showed that the un-regularized (i.e., $\beta = 0$) objective $L_\beta$ has no spurious local minima provided that the number of neurons satisfies $m \geq n$, and a similar result was shown in [17]. Similar results were derived for deep networks. For instance, [23] showed that under a dropout-like noise assumption, there exist no differentiable spurious minima if the product of the dimensions of the layer weights exceeds $n$ and this result matches the classical lower bound [5] on the minimal width of a neural network to implement any dichotomy for inputs in general position. In a similar vein, [19] showed that no spurious minima occur provided that one of the layer’s inner width exceeds $n$ and under additional non-degeneracy...
We introduce the partitions (trichotomies) \( \{ I_+, I_0, I_- \} \) such that there exists a solution vector \( u \in \mathbb{R}^d \) verifying \((Xu)_i > 0 \) if \( i \in I_+ \), \((Xu)_i = 0 \) if \( i \in I_0 \) and \((Xu)_i < 0 \) if \( i \in I_- \). Clearly, there is a finite number \( q \) of such trichotomies which is trivially upper bounded by \( 3^n \). For the \( i \)-th trichotomy conditions. For activations other than the ReLU (e.g., linear, quadratic, polynomial), similar lower bounds were derived in [25, 14, 22]. These analyses are typically based on the idea that when \( m \geq n \) then it is very likely that the features \( \sigma(Xu_1), \ldots, \sigma(Xu_m) \) form a basis of \( \mathbb{R}^n \) so that the training problem reduces to finding a linear model with weights \( \alpha_1, \ldots, \alpha_m \) which perfectly fits the labels.

The training landscape of neural networks is of great interest for theoretical analysis in the optimization of neural networks. An important perspective is to analyze the landscape via paths through the parameter space [29]. Indeed, in [34, 35], it is shown that there exists a non-decreasing path in objective value from every point to the global minimum with mild assumption on the layer width. The existence of such paths also indicates that the level sets of the training loss are connected [28, 25, 35] and there is no bad local valley [19].

However, with regularization, the training problem is more challenging. Intuitively, it reduces the set of optimal solutions to those with small norms. Without regularization (i.e., \( \beta = 0 \)), it should be noted that the set of optimal solutions always contains infinitely many points. For instance, with ReLU activations, it holds that if \( \theta^* = \{(u^*_i, \alpha^*_i)\}_{i=1}^m \) is an optimal neural network, then any re-scaling of \( \theta^* \) in the form \( \{((u^*_i, \gamma_i, \alpha^*_i))_{i=1}^m \) (with \( \gamma_1, \ldots, \gamma_m > 0 \)) has the same objective value and is thus optimal. With regularization, this manifold is reduced to a single point. It is then natural to expect that this minimal size of the hidden layer must increase. Further, the aforementioned analyses do not extend since regularization also penalizes the norms of the \( u_i \)'s, and one cannot simply generate such a basis of \( \mathbb{R}^n \) based on the features \( \sigma(Xu_1), \ldots, \sigma(Xu_m) \) by random sampling and then overfitting the labels.

Recently, in [21] it was shown that two-layer ReLU neural networks can be optimized exactly via finite-dimensional convex programs with complexity polynomial in the number of samples and hidden neurons. As indicated in [21], the worst-case complexity is exponential in the dimension of the training samples unless \( P = NP \).

### 1.2 Summary of our contributions

In Section 2, we introduce the notions of minimal neural networks and nearly minimal neural networks. These two notions are closely related to the plateau and the edge of the plateau of the loss landscape.

In Section 3, we show that any minimal neural network \( \theta \) can be represented, via an explicit map, in the convex feasible space \( \mathcal{W} \) as a point \( W(\theta) \) such that \( \mathcal{L}_\beta(\theta) \geq \mathcal{L}_\beta(W(\theta)) \), and vice-versa. This structural result provides a mathematically rich perspective to characterize optimal neural networks through the lens of convexity. We then provide an exact characterization of the set of all global optima of the nonconvex problem, which include all nearly minimal neural networks generated via the optimal solutions of the convex program.

In Section 4, we show that any Clarke stationary point \( \theta \) with respect to \( \mathcal{L}_\beta \) is a nearly minimal neural network. This provides a preliminary structure on the solutions found by stochastic gradient descent (SGD), as it has been recently shown (see, for instance, Corollary 5.11 in [13]) that the limit points of SGD applied to neural network optimization are Clarke stationary. More importantly, we show that Clarke stationary point \( \theta \) with respect to \( \mathcal{L}_\beta \) also corresponds to a global minimum of a subsampled convex problem. We also provide a polynomial-time algorithm (in the sample size \( n \) and the hidden-layer size \( m \)) in order to test whether a neural network is globally optimal.

In Section 5, we show that any neural network is path-connected to a succinct representation (with at most \( n + 1 \) non-zero neurons) and this path is with constant objective value. Then, from the convex perspective of two-layer ReLU neural networks, we provide an explicit path of non-increasing loss between \( \theta \) and \( \theta' \), where \( \theta' \) is the global optimum of the non-convex training problem. This establishes that the training loss \( \mathcal{L}_\beta \) has no spurious local minima, provided that the number of neurons is sufficiently large.

### 2 Minimal neural networks and nearly minimal neural networks

We introduce the partitions (trichotomies) \( \{ I_+, I_0, I_- \} \) such that there exists a solution vector \( u \in \mathbb{R}^d \) verifying \((Xu)_i > 0 \) if \( i \in I_+ \), \((Xu)_i = 0 \) if \( i \in I_0 \) and \((Xu)_i < 0 \) if \( i \in I_- \). Clearly, there is a finite number \( q \) of such trichotomies which is trivially upper bounded by \( 3^n \). For the \( i \)-th trichotomy...
\{I_+, I_0, I_-\}, we define the \(n \times n\) diagonal matrix \(T_i\) with \(j\)-th diagonal element \((T_i)_{jj} = 1\) if \(j \in I_+\), \((T_i)_{jj} = 0\) if \(j \in I_0\) and \((T_i)_{jj} = 0\) if \(j \in I_-\). Such trichotomies are also discussed in \cite{32}.

For each \(i = 1, \ldots, q\), we define \(Q_i\) as the closed convex cone of solution vectors for the \(i\)-th trichotomy \(\{I_+, I_0, I_-\}\). We consider a partition \(\{B_1, \ldots, B_{2q}\}\) of the neurons’ parameter space where \(B_i := Q_i \times \mathbb{R}_{\geq 0}\) for \(i = 1, \ldots, q\) and \(B_i := Q_{i-q} \times \mathbb{R}_{<0}\) for \(i = q+1, \ldots, 2q\). We augment the set of diagonal matrices \((T_i)_{jj}^q\) by setting \(T_i = -T_{i-q}\) for \(i = q+1, \ldots, 2q\).

For a neuron pair \((u, \alpha) \in \mathbb{R}^d \times \mathbb{R}\), we denote \(B(u, \alpha)\) as the unique \(B_i\) such that \((u, \alpha) \in B_i\).

We introduce the notion of path-connected sublevel set as follows.

**Definition 1.** We write \(\theta \triangleright \theta'\) if the neural network \(\theta' \in \Theta_m\) belongs to the path-connected sublevel set (or valley) of \(\theta \in \Theta_m\); namely, there exists a continuous path \(\gamma : [0, 1] \to \Theta_m\) such that \(\gamma(0) = \theta, \gamma(1) = \theta'\) and \(t \mapsto \mathcal{L}_\beta(\gamma(t))\) is non-increasing. We denote the valley of \(\theta\) as \(\Omega(\theta) := \{\theta' \in \Theta_m \mid \theta \triangleright \theta'\}\). We say that \(\theta \in \Theta_m\) is non-spurious if \(\theta \triangleright \theta^*\) for some \(\theta^* \in \text{argmin}_{\theta' \in \Theta_m} \mathcal{L}_\beta(\theta')\). Otherwise, we say that \(\theta\) and its valley \(\Omega(\theta)\) are spurious.

Then, we introduce the notion of minimal neural networks and nearly minimal neural networks. Minimal neural networks enjoy a well-structured representation which is useful to understand the optimality properties of two-layer neural networks.

**Definition 2** (Minimal neural networks). We say that a neural network \(\theta\) is minimal if (i) it is scaled, i.e., \(\|u_j\|_2 = |\alpha_j|\) for \(j \in [m]\) and (ii) the cones \(B(u, \alpha)\) of each of its non-zero neurons \((u, \alpha)\) are pairwise distinct. That is, a minimal neural network has at most a single non-zero neuron per cone \(B_i\). We denote by \(\Theta_m^{\text{min}}\) the set of minimal neural networks with \(m\) neurons.

Note that any minimal neural network has at most \(2q\) non-zero neurons since there are \(2q\) cones \(B_i\) and at most one neuron per cone. Next, we introduce a slightly less structured class of neural networks that one can interpret as ‘split’ versions of minimal neural networks, and can have an arbitrary number of non-zero neurons.

**Definition 3** (Nearly minimal neural networks). We say that a neural network \(\theta\) is nearly minimal if (i) it is scaled and (ii) for any two non-zero neurons \((u, \alpha), (v, \beta)\) of \(\theta\), if \(B(u, \alpha) = B(v, \beta)\) then \(u\) and \(v\) are positively colinear, i.e., there exists \(\lambda \geq 0\) such that \(u = \lambda v\). We denote by \(\Theta_m^{\text{min}}\) the set of nearly minimal neural networks with \(m\) neurons. It trivially holds that \(\Theta_m^{\text{min}} \subset \Theta_m^{\text{min}}\).

For a nearly minimal neural network, by merging the neurons corresponding to the same trichotomies, we can reformulate it into a minimal neural network without changing the objective value.

### 2.1 From nearly minimal to minimal neural networks

Nearly minimal neural networks have the property that any two neurons which share at least one active cone must be positively colinear. As we establish next, these colinear neurons can be continuously merged together along a path of constant objective value, resulting in a minimal neural network.

Formally, we let \(\theta \in \Theta_m^{\text{min}}\) be a nearly minimal neural network with \(m\) neurons and we fix \((w, \gamma) \in \theta\) a non-zero neuron. Let \((w_2, \gamma_2), \ldots, (w_k, \gamma_k) \in \theta\) be the other non-zero neurons such that for each \(j = 2, \ldots, k\), we have \(\text{sign}(\gamma) = \text{sign}(\gamma_j)\), and, \(w\) and \(w_j\) are positively colinear. Write \((w_1, \gamma_1) := (w, \gamma)\), and define the merged neuron \((w^m, \gamma^m)\) as \(w^m := \frac{\sum_{j=1}^k |\gamma_j||w_j|}{\sqrt{\sum_{j=1}^k |\gamma_j||w_j|^2}}\) and \(\gamma^m := \text{sign}(\gamma)||w^m||_2\). Let \(\mathcal{M}(\theta)\) be a copy of \(\theta\) where each such set of \(k\) positively colinear neurons \(\{(w_1, \gamma_1), \ldots, (w_k, \gamma_k)\}\) is replaced by the \(k\) neurons \(\{(w^m, \gamma^m), (0, 0), \ldots, (0, 0)\}\). We refer to \(\mathcal{M}(\theta)\) as the merged version of \(\theta\). The next result states relevant properties of \(\mathcal{M}(\theta)\).

**Proposition 1.** Let \(\theta \in \Theta_m^{\text{min}}\). Then, the following results hold.

1. The merged neural network \(\mathcal{M}(\theta)\) is a minimal neural network.
2. We have \(\theta \triangleright \mathcal{M}(\theta)\), and the continuous path from \(\theta\) to \(\mathcal{M}(\theta)\) has constant objective value.
3. If \(\mathcal{M}(\theta)\) is a local minimum of \(\mathcal{L}_\beta\), then \(\theta\) is a local minimum of \(\mathcal{L}_\beta\).

Intuitively, merging the colinear neurons preserves the active cones and leaves a single neuron per cone, so that \(\mathcal{M}(\theta)\) is indeed minimal. The third property essentially follows from the fact that
We provide here an explicit map from the set of minimal neural networks to the feasible set \(M\). As stated in the next result, these mappings can only improve the training loss.

\[L_\gamma(v, w) = (1 - v + w)^2 + (|v| + |w|)\] subject to \(v, w \geq 0\). The set of minimal neural networks corresponds to \(|u| = |\alpha|\), which includes the optima. Further, the optimal values of the two functions match and are equal to 0.75, and attained at \((u, \alpha) = (1/\sqrt{2}, 1/\sqrt{2})\) and \((v, w) = (1/2, 0)\). Note that \(|u| = 0\), and this indeed corresponds to our mapping (5).

\[M(\theta)\] has more degrees of freedom than \(\theta\) since it has more neurons equal to 0. In addition, the continuous path of constant objective value from \(\theta\) to \(M(\theta)\) can be explicitly constructed (see the proof in Appendix A.1).

### 3 Mapping minimal neural networks to a convex optimization landscape

We provide here an explicit map from the set of minimal neural networks to the feasible set \(W\) of the convex program (3), and vice-versa. For \(W = (w_1, \ldots, w_{2p}) \in W\), we let \(|W|\) be number of the non-zero vectors in \(w_1, \ldots, w_{2p}\). Define

\[W_m = \{W \in W \mid |W| < m\}, \quad W^*_m = W_m \cap W^*\].

First, we introduce the map \(\theta \mapsto W(\theta)\) from \(\Theta_m\) to \(W_m\) where for each \(i = 1, \ldots, 2p\), we set

\[w_i(\theta) := \sum_{j=1}^m |\alpha_j| u_j,\]

and such that each non-zero neuron \((u_j, \alpha_j)\) contributes only to a single \(w_i\). To understand the latter, note that each cone \(B(u_j, \alpha_j)\) might be a subset of several (adjacent) cones \(A_i\) and hence, one might need to choose which \(w_i\) a neuron \((u_j, \alpha_j)\) contributes to. These ties can be resolved arbitrarily without affecting any of our results.

Conversely, we construct a map \(W \mapsto \theta(W)\) from \(W_m\) to \(\Theta_m\) by setting \(\theta(W) = \{u_i, \alpha_i\}_{i=1}^m\) where the \((u_i, \alpha_i)\) are defined as follows. Denote \(i_1 < \cdots < i_m\) the indices such that if \(i \notin \{i_1, \ldots, i_m\}\) then \(w_i = 0\). Take the index \(J\) (if any) such that \(i_j \leq p\) and \(i_{j+1} \geq p + 1\). Let \(\{K_1, \ldots, K_{\ell}\}\) be a partition of \(\{i_1, \ldots, i_j\}\) in terms of the repartition of \(w_{i_1}, \ldots, w_{i_j}\) into the cones \(Q_1, \ldots, Q_q\). Similarly, \(\{K_{\ell+1}, \ldots, K_{\ell+q}\}\) be a partition of \(i_{j+1}, \ldots, i_m\) in terms of the repartition of \(w_{i_{j+1}}, \ldots, w_{i_m}\) into the cones \(Q_1, \ldots, Q_q\). Then, for \(1 \leq j \leq \ell + \ell',\) we set

\[(u_j, \alpha_j) := \left(\frac{\sum_{i \in K_j} u_i}{\sqrt{\sum_{i \in K_j} u_i^2}} \cdot \gamma_j \cdot \sqrt{\sum_{i \in K_j} u_i^2}, \gamma_j \cdot \sqrt{\sum_{i \in K_j} u_i^2}\right),\]

where \(\gamma_j = 1\) if \(j \leq \ell\) and \(\gamma_j = -1\) if \(j > \ell\). Finally, for \(\ell + \ell' + 1 < j < m\), we set \((u_j, \alpha_j) = (0, 0)\).

As stated in the next result, these mappings can only improve the training loss.

**Proposition 2.** It holds that for any \(W \in W_m\) we have \(L_\beta(\theta(W)) \leq L_\beta(W)\), and, for any \(\tilde{\theta} \in \Theta_m\), we have \(L_\beta(W(\tilde{\theta})) \leq L_\beta(\tilde{\theta})\). Furthermore, it holds that \(\theta(W(\tilde{\theta})) \in \Omega(\tilde{\theta})\).

These mappings between minimal neural networks and the convex feasible set provide a rich structure to address the optimality properties of neural networks. In Figure 1, we provide an illustration of the non-convex and convex landscapes on a toy neural network training model.
3.1 The global optimal set of neural networks

Let \( m^* = \min_{W \in \mathcal{W}_m} \| W \|_0 \). As a consequence of Caratheodory’s theorem, we have the following upper bound on the minimal cardinality \( m^* \) of an optimal solution.

**Lemma 1.** It holds that \( m^* \leq n + 1 \). Further, for any \( m \geq m^* \), we have that \( \mathcal{P}_m^* = \inf_{k \geq 1} \mathcal{P}_k^* \).

From the definition of \( m^* \), it clearly holds that \( \mathcal{W}_m^* \neq \emptyset \) for \( m \geq m^* \).

**Lemma 2.** Let \( W = (w_1, \ldots, w_{2p}) \in \mathcal{W}_m^* \), and denote by \( \mathcal{I} = \{i_1, \ldots, i_{\|W\|_0}\} \subset [2p] \) the set of indices such that \( w_i^* \neq 0 \) for \( i \in \mathcal{I} \). We set

\[
(u_j, \alpha_j) = \left( \frac{w_{i_j}}{\sqrt{\|w_{i_j}\|_2}}, \sqrt{\|w_{i_j}\|_2} \right),
\]

for \( i_j \in \mathcal{I} \). Here \( \gamma_i = 1 \) if \( i \leq p \) and \( \gamma_i = -1 \) if \( i > p \). Then, it holds that \( \theta = \{(u_i, \alpha_i)\}_{i=1}^{\|W\|_0} \) is an optimal neural network, i.e., \( \mathcal{L}_\beta(\theta) = \mathcal{P}^* \).

We denote the above mapping \( \psi \) by \( \psi \), and we set \( \Theta_m^* = \psi(\mathcal{W}_m^*) \). According to Lemma 2, it holds that \( \Theta_m^* \subseteq \Theta_m^* \).

Given a neuron \((u, \alpha)\), we say that a collection of neurons \( \{(u_j, \alpha_j)\}_{j=1}^k \) is a splitting of \((u, \alpha)\) if \( (u_j, \alpha_j) = (\sqrt{\gamma_j}u, \sqrt{\gamma_j} \alpha) \) for some \( \gamma_j \geq 0 \) and \( \sum_{j=1}^k \gamma_j = 1 \). A neural network \( \theta = \{(u_i, \alpha_i)\}_{i=1}^m \) is a splitting of \( \theta \) if any neural network \( \theta' \in \Theta_m^* \) such that the non-zero neurons of \( \theta' \) can be partitioned into splittings of the neurons of \( \theta \). We denote by \( \tilde{\Theta}_m^* \) the set of splittings generated from \( \Theta_m^* \).

**Theorem 1.** Suppose that \( m \geq m^* \). It holds that \( \Theta_m^* = \tilde{\Theta}_m^* \). Namely, all optimal solutions of the nonconvex loss can be found via the optimal solutions of the convex program \( \mathcal{P}_k^* \) up to permutation of the neurons.

Note that the above result provides an exact characterization of the optimal set, and it needs to be contrasted with the result in [21]. Essentially, in [21], they show how to construct one globally optimal solution of the nonconvex loss by solving the convex program, while Theorem 1 shows how to construct the entire set of global optimum of the nonconvex loss. We illustrate the relations between \( \mathcal{W}_m^*, \Theta_m^*, \tilde{\Theta}_m^* \) and \( \Theta_m^* \) in Figure 2.

![Figure 2: Illustration of relations between \( \mathcal{W}_m^*, \Theta_m^*, \tilde{\Theta}_m^* \) and \( \Theta_m^* \).](image)

**Example 1.** We consider a toy example, where \( X = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), \( Y = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \) and \( \beta = 0.1 \). In this case, \( p = 6 \) and we can enumerate the diagonal matrices \( D_i \) as

\[
D_1 = \text{diag}([0, 0, 0]), \quad D_2 = \text{diag}([0, 1, 0]), \quad D_3 = \text{diag}([0, 1, 1]), \\
D_4 = \text{diag}([1, 0, 0]), \quad D_5 = \text{diag}([1, 1, 0]), \quad D_6 = \text{diag}([1, 1, 1]).
\]

The optimal solution to the convex problem \( \mathcal{P}_k^* \) is given by \( W^* = (w_1^*, \ldots, w_{2p}^*) \), where \( W^* \) only consists of one non-zero block \( w_5^* = [0.86, -0.79]^T \). Therefore, the set of the global minimizers of
the nonconvex loss \( L_\beta \) consists of all nearly minimal neural network \( \theta = \{(u_i, \alpha_i)\}_{i=1}^m \) satisfying

\[
  u_i = \sqrt{\gamma_i} \frac{w_5^*}{\sqrt{\|w_5^*\|_2}}, \quad \alpha_i = \sqrt{\gamma_i} \sqrt{\|w_5^*\|_2}, \quad i \in [m],
\]

where \( \sum_{i=1}^m \gamma_i = 1 \) and \( \gamma_i \geq 0 \) are arbitrary. These correspond to the split versions of the single neuron \( w_5^* \). We investigate numerically our result: for \( m = 5 \), we run gradient descent (GD) on the nonconvex loss \( L_\beta \) until we find a nearly stationary neural network \( \{(u_i, \alpha_i)\}_{i=1}^5 \). We plot the points \( \alpha_i u_i \) as well as \( w_5^* \) in Figure 3.

Figure 3: Points \( \alpha_i u_i \) of the neural network \( \{(u_i, \alpha_i)\} \) found by GD, and non-zero block \( w_5^* \) of the global solution of the convex problem. The points \( \alpha_i u_i \) lie in the convex hull of \( \{0, w_5^*\} \), and they satisfy equation (9) up to numerical tolerance. This implies in particular that the neural network found by GD is optimal.

4 Characterization of all local minima of the nonconvex training loss

Minimal neural networks form a subset considerably smaller than the entire space of neural networks, and they do contain all the global optima. In this section, we show that any arbitrary neural network is in fact trimmed to such a minimal representation by first-order methods. Moreover, we exhibit the existence of a path of strictly decreasing objective value from any neural network to a minimal representation. This may suggest that minimal neural networks are the right notion to study the complexity of the loss landscape.

4.1 SGD finds a nearly minimal neural network

The limit points of SGD are almost surely Clarke stationary with respect to \( L_\beta \) (see, e.g., [13, 7]). We show next that any Clarke stationary point w.r.t. the loss \( L(\theta) \) is in fact a nearly minimal neural network. Up to merging the neurons, this shows that SGD trims any neural network to a minimal representation.

**Theorem 2.** Fix \( m \geq 1 \). Any Clarke stationary point \( \theta \) of the non-convex loss function \( L_\beta \) over \( \Theta_m \) is a nearly minimal neural network. Consequently, any local minimum of \( L_\beta \) is nearly minimal.

As an additional motivation for studying nearly minimal neural networks, we establish the following.

**Proposition 3.** Let \( \theta \in \Theta_m \) be any neural network. There exists a continuous path in \( \Theta_m \) from \( \theta \) to a nearly minimal neural network along which the loss function is (strictly) decreasing.

The proof of Theorem 2 is deferred to Appendix A.4 and that of Proposition 3 to Appendix A.5. Both proofs are based on the same transformations of a neural network \( \theta \) which decreases the training loss: scaling the neural network and then aligning the non-zero neurons which belong to the same cones \( B_i \) so that they become positively colinear. These transformations leave the predictions unchanged due to the piecewise linear structure of the activation function but decrease the value of the regularization term. Thus, our notions of minimal representations are intimately related to (i) the piecewise linear structure of the activation function and (ii) the regularization effect. We emphasize again that these two features of neural network training are commonly used in practice (e.g., ReLU and weight decay).

Combining Proposition 3 and Proposition 1, we immediately obtain the following result.

**Corollary 1.** The valley \( \Omega(\theta) \) of any neural network \( \theta \) contains a minimal one. Further, if the valley \( \Omega(\theta) \) is non-spurious, then it contains an optimal neural network which is minimal.
Interestingly, we are able to provide an explicit construction of the map from a neural network $\theta$ to a nearly minimal representation, and this map is based on the aforementioned transformations (scaling and aligning: see the proof of Proposition [3] for details).

Hence, the study of the optimality properties of a neural network can be narrowed down to the structured class $\Theta^{\min}_m$ which contains the limit points of SGD. Next, we establish that we can go further by considering the class of minimal neural networks $\Theta^{\min}_m$.

4.2 Clarke’s stationary point and subsampled convex program

Consider the convex program with trichotomies:

$$\min \ell \left( \sum_{i=1}^{q} T_i x(w_i - w_{i+q}) \right) + \beta \sum_{i=1}^{2q} \| w_i \|_2, \quad \text{s.t. } w_i, w_{i+q} \in Q_i, i \in [q]. \tag{10}$$

**Proposition 4.** The convex program (10) with trichotomies has the optimal value $P^*$.

Given a subset $I \subseteq [q]$, we can also consider a subsampled convex program with trichotomies:

$$\min \ell \left( \sum_{i \in I} T_i x(w_i - w_{i+q}) \right) + \beta \sum_{i \in I} (\| w_i \|_2 + \| w_{i+q} \|_2), \quad \text{s.t. } w_i, w_{i+q} \in Q_i, i \in I. \tag{11}$$

**Theorem 3.** Suppose that $\theta$ is a Clarke’s stationary point of the nonconvex loss function $L_\beta$. Let $I = \{i \in [q] \mid \text{there exists } j \in [n] \text{ such that } T_i = \text{diag}(\text{sign}(X u_j)) \}$. Then, $\theta$ corresponds to a global optimum of the subsampled convex program (11).

In other words, any local minimum of the nonconvex loss (1) can be characterized as a global minimum of a subsampled convex program (11); further, the optimality gap is equal to the gap between the subsampled problem (11) and the full convex program (10).

4.3 Subsampled convex program and verifying global optimality

We established that a stationary point of the non-convex training loss is a global optimum of a subsampled convex program. Here, we build on this observation to design a procedure to check whether a neural network is in fact a global minimizer. Our key theoretical contribution is to provide such an algorithm that runs in polynomial time.

We first note that the set $\{D_i\}_{i=1}^p$ can be constructed in polynomial time via standard results from geometry and hyperplane arrangements [12, 27, 20]. Consider a feasible point $W = (w_1, \ldots, w_{2p}) \in \mathcal{W}$ of the convex program (3). Note that each constraint $w_i \in C_i$ is a linear inequality constraint. Indeed, as described in Section 2, each $C_i$ is the convex cone of solution vectors for a dichotomy $\{I_+, I_-\} \cup \{1, \ldots, n\}$. Writing $X_+^{(i)}$ (resp. $X_-^{(i)}$) the subset of rows of $X$ indexed by $I_+$ (resp. $I_-$), we have $u \in C_i$ if and only $X_+^{(i)} u \geq 0$ and $X_-^{(i)} u \leq 0$. Using these notations, the convex program (3) can be reformulated as

$$\min_{w_1, \ldots, w_{2p}} \ell(\hat{y}_c(W)) + \beta \sum_{i=1}^{2p} \| w_i \|_2 \quad \text{s.t. } X_+^{(i)} w_i \geq 0, \quad X_-^{(i)} w_i \leq 0 \quad \forall i = 1, \ldots, 2p,$$

where $\hat{y}_c(W) = \sum_{i=1}^{2p} D_i x w_i$. Hence, given a feasible point $W^* = (w_1, \ldots, w_{2p}) \in \mathcal{W}$ to the convex program (3), it holds that $W^*$ is a global minimizer if and only if $W^*$ satisfies the Karush-Kuhn-Tucker (KKT) conditions [9] of (3). Here, $W^* \in \mathcal{W}$ satisfies the KKT conditions if, for each $i = 1, \ldots, 2p$, there exist $\zeta_+^{(i)}, \zeta_-^{(i)} \geq 0$ such that $\langle \zeta_+^{(i)}, X_+^{(i)} w^*_i \rangle = \langle \zeta_-^{(i)}, X_-^{(i)} w^*_i \rangle = 0$ and

$$X^T D_i \nabla \ell(\hat{y}_c(W^*)) + \beta w^*_i \| w_i^* \|_2 + X_+^{(i)T} \zeta_+^{(i)} - X_-^{(i)T} \zeta_-^{(i)} = 0, \quad \text{if } w^*_i \neq 0 \tag{12}$$

$$\| X^T D_i \nabla \ell(\hat{y}_c(W^*)) + X_+^{(i)T} \zeta_+^{(i)} - X_-^{(i)T} \zeta_-^{(i)} \|_2 \leq \beta, \quad \text{otherwise.} \tag{13}$$
This amounts to solving a system with \(2np\) variables of \(2np\) linear inequalities, \(n_0\) convex quadratic inequalities and \(2p - n_0\)(\(d + 2\)) linear equalities, where \(n_0\) is the number of variables \(w_{ij}^0\) equal to 0, and this can be done efficiently using standard convex solvers, in time polynomial in the sample size \(n\). The next result establishes the link between checking the KKT conditions of the above program and checking whether a neural network is a global optimum. Its proof is deferred to Appendix A.8

**Proposition 5.** Let \(\bar{\theta} \in \Theta_m^{\text{min}}\) be a minimal neural network. Suppose that \(W(\bar{\theta})\) satisfies the KKT conditions as described above. Then, \(\theta(W(\bar{\theta}))\) is a global optimum of the loss \(L_\beta\).

In the above result, the minimal neural network assumption is not restrictive, since any local minima of the loss must be a nearly minimal neural network (Theorem 2), and then, any nearly minimal neural network can be reduced to a minimal one along a continuous path of constant value (Theorem 1).

## 5 Succinct representation, non-spurious valley and convex landscape

The subsampled convex program relates to the optima of SGD. It is then of interest to understand the landscape when \(m\) is much smaller than the number of cones. Here we show that a critical threshold is \(n + 1 + m^*\) for having a path of non-decreasing value. While this may be an open problem, it is reasonable to expect SGD to behave better in that case, and thus to find a global minimum. For an arbitrary neural network \(\theta\), we can find a point \(\theta'\) with at most \(n + 1\) non-zero neurons such that they are connected with a path with constant objective values.

**Proposition 6.** Given a scaled neural network \(\theta \in \Theta_m\) with \(m \geq n + 1\), there exists a neural network \(\theta'\) with at most \(n + 1\) non-zero neurons and there exists a path with constant objective value between \(\theta\) and \(\theta'\). Namely, \(\theta \triangleright \theta'\) and \(\theta' \triangleright \theta\).

A detailed proof can be found in Appendix A.9. A direct corollary of Proposition 6 is that for any global optimum \(\theta^*\) of \(L_\beta\), we can find a succinct representation \(\theta^*\) with at most \(n + 1\) non-zero neurons and there exists a path between \(\theta^*\) and \(\theta^*\) such that the objective value is constant. Based on Proposition 6, we can also show that there is no spurious valley. The following result states the absence of spurious valleys for the training loss as soon as \(m \gtrsim n\), and the proof is deferred to Appendix A.10.

**Proposition 7.** Let \(m \gtrsim n + 1 + m^*\). Then, it holds that for any neural network \(\theta \in \Theta_m\), we have \(\theta \triangleright \theta^*\) for some \(\theta^* \in \Theta_m\).

In other words, provided that \(m \gtrsim n + 1 + m^*,\) all strict local minima are global. Compared to the standard lower bound \(m \geq n\) for the unregularized case [25, 17], we have an additional term \(m^* \leq n + 1\) induced by weight decay.

As known in the literature [23, 25, 29], the loss landscape of neural network training problem in terms of neural network realizations is almost convex. Essentially, for a sufficiently wide neural network, for any \(\theta_0, \theta_1\) and \(\lambda \in [0, 1]\), we can find \(\theta_\lambda\) such that \(f(x; \theta_\lambda) = \lambda f(x; \theta_0) + (1 - \lambda) f(x; \theta_1)\). From a perspective of convex formulation of two layer neural network, we give a sufficient upper bound on the width of neural network to ensure the convex landscape in terms of realizations. Essentially, as long as \(m \geq 2(n + 1)\), for any two neural network realizations \(f(x; \theta_0)\) and \(f(x; \theta_0)\), we can find succinct representations \(\tilde{\theta}_1, \tilde{\theta}_2\) such that \(\theta_i \triangleright \tilde{\theta}_i\) and \(\tilde{\theta}_i \triangleright \theta_i\) for \(i = 1, 2\). Then, for any \(\lambda \in [0, 1]\), we can construct \(\theta_\lambda\) such that

\[
f(x; \theta_\lambda) = \lambda f(x; \tilde{\theta}_0) + (1 - \lambda) f(x; \tilde{\theta}_1)
\]

(14)

The construction of \(\theta_\lambda\) is straightforward. From Proposition 6, we can take \(\tilde{\theta}_i\) as a neural network with at most \(n + 1\) non-zero neurons for \(i = 1, 2\). Given \(m \geq 2(n + 1)\), following the proof of Proposition 7, we can construct \(\theta_\lambda\) satisfying (14).
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A Proofs of main results

Throughout the appendix, we will use the following notations. For $W = (w_1, \ldots, w_{2p})$, we define

$$ \tilde{\mathcal{L}}_c(W) = \sum_{i=1}^{2p} D_i X w_i. $$

For $\theta = (U, \alpha)$, where $U \in \mathbb{R}^{d \times m}$ and $\alpha \in \mathbb{R}^m$, we define $\tilde{\mathcal{L}}(\theta) = \sum_{j=1}^{m} \alpha_j$. 

A.1 Proof of Proposition \[ \square \]

According to the construction of $\mathcal{M}(\theta)$, there is at most one non-zero neuron per cone, and, each neuron $(w, \gamma)$ satisfies $\|w\| = |\gamma|$, i.e., $\mathcal{M}(\theta)$ is minimal.

Fix a cone $B$. Let $(w_1, \gamma_1), \ldots, (w_k, \gamma_k)$ be the neurons of $\theta$ such that $B(u_i, w_i) = B$ for $i = 1, \ldots, k$, and let $w^m = \frac{\sum_{j=1}^{k} |\gamma_j| w_j}{\sqrt{\sum_{j=1}^{k} |\gamma_j|}}$ and $\gamma^m = \text{sign}(\gamma_1) \cdot \sqrt{\|w^m\|_2}$ be the merged neuron. Since $\theta$ is nearly minimal, we know that $w_1, \ldots, w_k$ are positively colinear.

For $t \in [0, 1]$, define $\theta(t)$ such that it has $k$ neurons associated with the cone $B$ given by

$$ w_1(t) := \frac{(1 - t)w_1 \gamma_1 + tw^m \gamma^m}{\sqrt{(1 - t)w_1 \gamma_1 + tw^m \gamma^m}_2}, $$

$$ \gamma_1(t) := \text{sign}(\gamma_1) \cdot \|w_1(t)\|_2, $$

$$ w_j(t) := \sqrt{1 - t} \cdot w_j, $$

$$ \gamma_j(t) := \sqrt{1 - t} \cdot \gamma_j, $$

where $j \geq 2$. Note that for all $j \geq 1$, all vectors $w_j(t), w_j, w^m$ are positively colinear, that $\|w_j(t)\|_2 = |\gamma_j(t)|$ and that $\text{sign}(\gamma_j(t)) = \text{sign}(\gamma_1)$. Further, note that $(w_1(0), \gamma_1(0)) = (w_1, \gamma_1), (w_1(1), \gamma_1(1)) = (w^m, \gamma^m)$ and for $j \geq 2$, $(w_j(0), \gamma_j(0)) = (w_j, \gamma_j), (w_j(1), \gamma_j(1)) = (0, 0)$.

Consider the neural networks $\theta(t)$ with neurons $(w_j(t), \gamma_j(t))$ respectively defined for each cone $B$. It holds that $\theta(0) = \theta$ and $\theta(1) = \mathcal{M}(\theta)$. Then, the contribution of the neurons in $B$ to the predictions $\tilde{\mathcal{L}}(\theta(t))$ are given by

$$ \sum_{j=1}^{k} \sigma(Xw_j(t)\gamma_j(t)) = \text{sign}(\gamma) \cdot \sigma \left( Xw_1(t)\gamma_1(t) + \sum_{j=2}^{k} w_j(t)\gamma_j(t) \right) $$

$$ = \text{sign}(\gamma) \cdot \sigma \left( (1 - t)Xw_1\gamma_1 + t Xw^m \gamma^m + (1 - t)X \sum_{j=2}^{k} w_j\gamma_j \right) $$

$$ = \text{sign}(\gamma) \cdot \sigma(Xw^m \gamma^m). $$

Thus, the predictions $\tilde{\mathcal{L}}(\theta(t))$ are constant as a function of $t$. Similarly, we claim that the regularization term $R(\theta(t))$ is constant as a function of $t$. Since the neurons are scaled, the contribution of the cone $B$ to the regularization term is given by (up to the constant $\beta$)

$$ \sum_{j=1}^{k} \|w_j(t)\|_2 |\gamma_j(t)| = \|w_1(t)\|_2 |\gamma_1(t)| + \sum_{j=2}^{k} \|w_j(t)\|_2 |\gamma_j(t)| $$

$$ = \|(1 - t)w_1\gamma_1 + tw^m\gamma^m\|_2 + (1 - t) \sum_{j=2}^{k} \|w_j\|_2 |\gamma_j| $$

$$ = \|(1 - t) \sum_{j=1}^{k} w_j |\gamma_j| + tw^m \gamma^m\|_2 $$

$$ = \|w^m\|_2 |\gamma^m|, $$

where the third equality follows from the triangular equality when all vectors are positively colinear. Thus, we have explicated a continuous path from $\theta$ to $\mathcal{M}(\theta)$ such that $L_\beta$ is constant along that path.

Now, we show that if $\mathcal{M}(\theta)$ is a local minimum then $\theta$ is also a local minimum. We proceed with the converse. Assume that $\theta$ is not a local minimum of $L_\beta$. For a cone $B$, let $(w_1, \gamma_1), \ldots, (w_k, \gamma_k)$
be the neurons of θ such that \( B(w_i, \gamma_i) = B \). Let \( (w^m, \gamma^m) \) be the merged neuron. If θ is not a local minimum, then there exists a small perturbation \( \theta^\varepsilon := \{(w_i^\varepsilon, \alpha_i^\varepsilon)\}_{i=1}^m \) of the neurons of θ such that (i) \( \mathcal{L}_\rho(\theta^\varepsilon) < \mathcal{L}_\rho(\theta) \), (ii) \( \text{sign}(\gamma_i^\varepsilon) = \text{sign}(\gamma_i) \) and (iii) for each \( i = 1, \ldots, m \), we have \( I_+ (\sigma(X_{w_i^\varepsilon})) \subseteq I_+ (\sigma(X_{w_i})) \) and \( I_- (\sigma(X_{w_i^\varepsilon})) \subseteq I_- (\sigma(X_{w_i})) \), where we use the notation \( I_+(z) := \{ i \in \{ 1, \ldots, n \} \mid z_i > 0 \} \) and \( I_-(z) := \{ i \in \{ 1, \ldots, n \} \mid z_i < 0 \} \) for a vector \( z \in \mathbb{R}^n \).

Then, we define for \( t \in [0, 1] \),

\[
\begin{align*}
w_1(t) &= \frac{(1-t)w_1^{\varepsilon}|\gamma_1^{\varepsilon}| + tw^m|\gamma^m|}{\sqrt{\| (1-t)w_1^{\varepsilon}|\gamma_1^{\varepsilon}| + tw^m|\gamma^m| \|^2}} , \\
\gamma_1(t) &= \text{sign}(\gamma_1) \cdot \| w_1(t) \|_2 , \\
w_j(t) &= \sqrt{1 - t \cdot w_j^{\varepsilon}} , \\
\gamma_j(t) &= \sqrt{1 - t \cdot \gamma_j^{\varepsilon}} ,
\end{align*}
\]

where \( j \geq 2 \). Let \( \tilde{\theta}(t) \) the neural network with neurons \( (w_j(t), \gamma_j(t)) \) defined as above for each cone \( B \). Then, the contribution of a cone \( B \) to the predictions \( \tilde{y}(\tilde{\theta}(t)) \) is given by

\[
\sum_{j=1}^k \sigma(Xw_j(t))\gamma_j(t) = \text{sign}(\gamma_1) \left( \sigma(X((1-t)w_1^{\varepsilon}|\gamma_1^{\varepsilon}| + tw^m|\gamma^m|)) + (1-t) \sum_{j=2}^k \sigma(Xw_j^{\varepsilon}|\gamma_j^{\varepsilon}|) \right)
\]

Due to the above property (iii), we have that

\[
\sigma(X((1-t)w_1^{\varepsilon}|\gamma_1^{\varepsilon}| + tw^m|\gamma^m|)) = (1-t)\sigma(Xw_1^{\varepsilon}|\gamma_1^{\varepsilon}|) + t \sigma(Xw^m|\gamma^m|).
\]

Thus, the contribution of the cone \( B \) to the predictions is

\[
\sum_{j=1}^k \sigma(Xw_j(t))\gamma_j(t) = (1-t) \sum_{j=1}^k \sigma(Xw_j^{\varepsilon})\gamma_j^{\varepsilon} + t \sigma(Xw^m)\gamma^m
\]

Summing over all the cones, we find that

\[
\tilde{y}(\tilde{\theta}(t)) = (1-t)\tilde{y}(\theta^\varepsilon) + t \tilde{y} (\mathcal{M}(\theta))
\]

Similarly, the contribution of the cone \( B \) to the regularization term \( R(\theta(t)) \) is

\[
\sum_{j=1}^k \| w_j(t) \|_2 |\gamma_j(t)| = \| (1-t)w_1^{\varepsilon}|\gamma_1^{\varepsilon}| + tw^m|\gamma^m| \|_2 + (1-t) \sum_{j=2}^k \| w_j^{\varepsilon} \|_2 |\gamma_j^{\varepsilon}|
\]

\[
\leq (1-t) \sum_{j=1}^k \| w_j^{\varepsilon} \|_2 |\gamma_j^{\varepsilon}| + t \| w^m \|_2 |\gamma^m| ,
\]

where the last inequality is due to the triangular inequality. Thus, we obtain that

\[
R(\theta(t)) \leq (1-t)R(\theta^\varepsilon) + t R(\mathcal{M}(\theta))
\]

Hence, we get that \( \mathcal{L}_\rho(\theta(t)) \leq (1-t)\mathcal{L}_\rho(\theta^\varepsilon) + t \mathcal{L}_\rho(\mathcal{M}(\theta)) \). Since \( \mathcal{L}_\rho(\theta^\varepsilon) < \mathcal{L}_\rho(\theta) = \mathcal{L}_\rho(\mathcal{M}(\theta)) \), we have that \( \mathcal{L}_\rho(\theta(t)) < \mathcal{L}_\rho(\mathcal{M}(\theta)) \) for any \( t < 1 \). This concludes the proof.

### A.2 Proof of Proposition 2

Let \( \theta \in \Theta_m \), and consider the point \( W(\theta) \), as defined in \( \mathbb{5} \), whose expression is given by

\[
w_i(\theta) := \sum_{B(u_j, \alpha_j) \subseteq A_i} |\alpha_j| u_j ,
\]

and such that each non-zero neuron \((u_j, \alpha_j)\) contributes only to a single \( w_i(\theta) \).

We prove that the mapping \( \theta \mapsto W(\theta) \) is well-defined. Each set \( P_i \) is a cone and \( w_i(\theta) \) is a positive linear combination of elements of \( P_i \). It follows that \( w_i(\theta) \in P_i \), and \( W(\theta) \in W \). Further, \( \theta \) has \( m \) neurons and each neuron \((u_j, \alpha_j)\) contributes only to a single \( w_i(\theta) \). It follows that at most
We show that \( L_j(W(\theta)) \leq L_j(\theta) \). We note that
\[
\tilde{g}_c(W(\theta)) = \sum_{i=1}^{2p} D_i X w_i(\theta) = \sum_{i=1}^{2p} \sum_{j=1, \ldots, m}^{B(u_j, \alpha_j) \subseteq A_i} D_j X |\alpha_j| u_j,
\]
where inequality (i) follows from triangular inequality. Hence, we obtain that
\[
\tilde{\Theta}_m(\theta) = \sum_{j=1}^{m} |\alpha_j| u_j
\]
and consequently, \( L_j(\tilde{g}_c(W(\theta))) = \ell(\tilde{g}(\theta)) \). On the other hand, we have
\[
\sum_{i=1}^{2p} \|u_i\|_2 \leq \sum_{i=1}^{2p} \sum_{j=1, \ldots, m}^{B(u_j, \alpha_j) \subseteq A_i} \|\alpha_j| u_j\|_2 \leq \sum_{j=1}^{m} \|\alpha_j\| \|u_j\|_2,
\]
where the last inequality follows from triangular inequality. Since the neurons \((u_j, \alpha_j)\) are scaled, we get that
\[
\sum_{j=1}^{m} |\alpha_j| \|u_j\|_2 = \frac{1}{2} \sum_{j=1}^{m} |\alpha_j|^2 + \|u_j\|_2^2,
\]
and we finally obtain that \( L_j(\tilde{g}_c(W(\theta))) \leq L_j(\theta) \).

We show that the mapping \( W \mapsto \theta(W) \) is well-defined. Based on the construction (6), it holds that the non-zero neurons \((u_j, \alpha_j)\) belong to pairwise distinct cones in \( \{B_1, \ldots, B_{2q}\} \). Further, the neurons are scaled. Hence, \( \theta(W) \) is a minimal neural network with \( m \) neurons.

We prove that \( L_j(\tilde{g}_c(W(\theta))) \leq L_j(\tilde{g}_c(W)) \). Denote by \( D^{(j)} \) the diagonal matrix associated with \( B(u_j, \alpha_j) \) for \( 1 \leq j \leq l' \). We have that
\[
\tilde{g}(\theta(W)) = \sum_{j=1}^{m} \sigma(X u_j) \alpha_j = \sum_{j=1}^{l'+l'} D^{(j)} X u_j |\alpha_j| = \sum_{j=1}^{l'+l'} D^{(j)} X \sum_{i \in K_j} u_i.
\]
It holds by construction that for each \( i \in K_j \), \( D^{(j)} X w_i = D_j X w_i \). Therefore, we find that
\[
\tilde{g}(\theta(W)) = \tilde{g}_c(W) \quad \text{and} \quad \ell(\tilde{g}(\theta(W))) = \ell(\tilde{g}_c(W)).
\]
On the other hand, we have that
\[
\sum_{j=1}^{l'+l'} \|u_j\|_2 |\alpha_j| = \sum_{j=1}^{l'+l'} \sum_{i \in K_j} \|u_i\|_2 |\alpha_j| \leq \sum_{j=1}^{l'+l'} \sum_{i \in K_j} \|u_i\|_2 = \sum_{i=1}^{2p} \|u_i\|_2,
\]
where inequality (i) follows from triangular inequality. Hence, we obtain that \( L_j(\theta(v)) \leq L_j(\tilde{g}(v)) \).

### A.3 Proof of Theorem [1]

First, we show that \( \tilde{\Theta}_m^{\text{cvx}} \subseteq \Theta_m^* \). Let \( \theta \in \Theta_m^{\text{cvx}} \), and consider \( \theta' \) a split version of \( \theta \). Let \( (u, \alpha) \) be a neuron of \( \theta \), and \( \{(u_j, \alpha_j)\}_{j=1}^{k} \) the neurons of \( \theta' \) which correspond to the split of \( (u, \alpha) \).

We have \( \sum_{j=1}^{k} \sigma(X u_j) \alpha_j = \sum_{j=1}^{k} \gamma_j \sigma(X u) \alpha = \sigma(X u) \alpha \) because \( \sum_{j=1}^{k} \gamma_j = 1 \). Furthermore,
\[
\frac{1}{2} \sum_{j=1}^{k} \|u_j\|_2^2 + |\alpha_j|^2 = \frac{1}{2} \sum_{j=1}^{k} \gamma_j (\|u\|_2^2 + |\alpha|^2) = \frac{1}{2} (\|u\|_2^2 + |\alpha|^2),
\]
whence \( L(\theta) = L(\theta') \).

Consequently, \( \tilde{\Theta}_m^{\text{cvx}} \subseteq \Theta_m^* \).

It remains to show that \( \Theta_m^* \subseteq \tilde{\Theta}_m^{\text{cvx}} \). Let \( \theta \in \Theta_m^* \). Due to the strong convexity of the regularization term and the re-scaling invariance of the term \( \sigma(X u_j) \alpha_j \), we must have that \( \|u_j\|_2 = |\alpha_j| \) for each neuron \((u_j, \alpha_j)\) of \( \theta \). We partition the neurons of \( \theta \) such that the neurons in each partition \( \{(u_i, \alpha_i)\}_{i=1}^{k} \) belong to the same cone \( C \) (in the sense that \( u_i, \alpha_i \in C \)), and the cones are pairwise distinct across partitions. Due to the regularization term, it is straightforward to show that the neurons must be positively colinear, and that this corresponds to a split. Thus, \( \Theta_m \subseteq \tilde{\Theta}_m^{\text{cvx}} \) and this concludes the proof.
A.4 Proof of Theorem\textsuperscript{2} Clarke stationary points are nearly minimal neural networks

We review the definition of the Clarke subdifferential \cite{clarke1990optimization} of $f$. At $x \in \mathbb{R}^d$, this is defined as

$$\partial_C f(x) := \text{conv} \left\{ \lim\limits_{k \to \infty} \nabla f(x_k) \mid x_k \to x, \ x_k \in D \right\},$$

where $D := \{ x \in \mathbb{R}^d \mid f \text{ differentiable at } x \}$. In particular, it holds that $\mathbb{R}^d \setminus D$ has measure equal to zero \cite{clarke1990optimization} under mild assumptions on $f$. Then, we say that $x \in \mathbb{R}^d$ is Clarke stationary with respect to $f$ if $0 \in \partial_C f(x)$.

Let $\theta \in \Theta_m$ be Clarke stationary, i.e., there exist $\lambda^{(1)}, \ldots, \lambda^{(N)} > 0$ and sequences $\{\theta^{(1)}_k\}_k, \ldots, \{\theta^{(N)}_k\}_k$ such that $\sum_{j=1}^N \lambda^{(j)} = 1$, $\lim_{k \to \infty} \theta^{(j)}_k = \theta$ for each $j = 1, \ldots, N$, the loss function $\mathcal{L}_\theta$ is differentiable at each $\theta^{(j)}_k$ and

$$0 = \sum_{j=1}^N \lambda^{(j)} \lim\limits_{k \to \infty} \nabla \mathcal{L}_\theta(\theta^{(j)}_k).$$

Part 1: The neural network $\theta$ must be scaled.

By contradiction, we assume first that the neural network $\theta$ is unscaled, i.e., there exists a neuron $(u, \alpha)$ such that $\|u\|_2 \neq |\alpha|$. Write $(u^{(j)}_k, \alpha^{(j)}_k)$ the corresponding neuron of each $\theta^{(j)}_k$. Since $\lim_{k \to \infty} (u^{(j)}_k, \alpha^{(j)}_k) = (u, \alpha)$, up to extracting subsequences, we can assume that the neurons $(u^{(j)}_k, \alpha^{(j)}_k)$ are also unscaled, i.e., $\|u^{(j)}_k\|_2 \neq |\alpha^{(j)}_k|$ for all $k \geq 1$ and $j = 1, \ldots, N$.

Case 1: $\alpha \neq 0$

Since $\lim_{k \to \infty} \alpha^{(j)}_k = \alpha$, up to extracting subsequences, we can assume that $\alpha^{(j)}_k \neq 0$ for all $k \geq 1$ and $j = 1, \ldots, N$. Then, for each $j = 1, \ldots, N$ and $k \geq 1$ and for $t \in [0, 1]$, we define the neural network $\tilde{\theta}^{(j)}_k(t)$ as a copy of $\theta^{(j)}_k$ except for the neuron $(u^{(j)}_k, \alpha^{(j)}_k)$ that we replace by

$$u^{(j)}_k(t) = \frac{u^{(j)}_k}{\gamma^{(j)}_k(t)}, \quad \alpha^{(j)}_k(t) = \gamma^{(j)}_k(t) \cdot \alpha^{(j)}_k,$$

where $\gamma^{(j)}_k = \sqrt{\|u^{(j)}_k\|_2^2 / \alpha^{(j)}_k}$, $\gamma^{(j)}_k(t) = 1 + t(\gamma^{(j)}_k - 1)$ and we use the improper notation $\frac{u^{(j)}_k}{\gamma^{(j)}_k(t)} = 0$ if $u^{(j)}_k = 0$. Note that $\tilde{\theta}^{(j)}_k(t)$ defines a continuous path from $\tilde{\theta}^{(j)}_k(0) = \theta^{(j)}_k$ to the scaled neural network $\theta^{(j)}_k(1)$. Further, since $\sigma$ is positively homogeneous, it holds that for any $t \in [0, 1]$,

$$\sigma(Xu^{(j)}_k(t))\alpha^{(j)}_k(t) = \sigma(Xu^{(j)}_k)\alpha^{(j)}_k,$$

so that the function $\mathcal{L}_\theta(\tilde{\theta}^{(j)}_k(t))$ is constant as a function of $t \in [0, 1]$. On the other hand, the regularization term satisfies

$$R(\tilde{\theta}^{(j)}_k(t)) = R(\theta^{(j)}_k) - \frac{\beta}{2} \left( \|u^{(j)}_k\|_2^2 + |\alpha^{(j)}_k|^2 \right) + \frac{\beta}{2} \left( \frac{\|u^{(j)}_k\|_2^2}{\gamma^{(j)}_k(t)} + \gamma^{(j)}_k(t)|\alpha^{(j)}_k|^2 \right).$$

Note that the function $g^{(j)}_k(t) := \mathcal{L}_\theta(\tilde{\theta}^{(j)}_k(t))$ is differentiable, and simple algebra yields

$$\frac{dg^{(j)}_k(t)}{dt}(0) = \beta \cdot \left( \sqrt{\|u^{(j)}_k\|_2^2 - |\alpha^{(j)}_k|^2} \right) \cdot \left( |\alpha^{(j)}_k|^2 - \|u^{(j)}_k\|_2^2 \right).$$
According to the first part of the proof, we can assume that the neural network \( \gamma \) where

\[
\alpha, \beta < 0
\]

The proof proceeds exactly in the same way, except that we define

\[
\theta = \frac{\alpha}{\gamma_k}
\]

This is contradiction with the fact that \( \sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \frac{d\theta^{(j)}}{dt}(0) = 0 \) is constant (independent of the index \( j \) and

\[
\sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \frac{d\theta^{(j)}}{dt}(0) = \left\langle \frac{d\theta}{dt}, \sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \nabla L_{\beta}^{(j)}(\theta^{(j)}_k) \right\rangle = 0.
\]

Case 2: \( u \neq 0 \)

The proof proceeds exactly in the same way, except that we define

\[
u^{(j)}(t) = \gamma^{(j)}_k(t) \cdot u^{(j)}_k, \quad \alpha^{(j)}_k(t) = \frac{\alpha^{(j)}_{\theta_k}}{\gamma^{(j)}_k(t)}
\]

where \( \gamma^{(j)}_k = \sqrt{\frac{\|u^{(j)}_k\|_2}{\|u^{(j)}_k\|_2}}, \gamma^{(j)}_k(t) = 1 + t(\gamma^{(j)}_k)^2 - 1 \) and we use the convention \( \frac{\alpha^{(j)}_{\theta_k}}{\gamma^{(j)}_k(t)} = 0 \) if \( \alpha^{(j)}_{\theta_k} = 0 \).

Part 2: Non-zero neurons which share the same activation cone are positively colinear

According to the first part of the proof, we can assume that the neural network \( \theta \) is scaled.

(Special case) The neural network \( \theta \) is a differentiable point of \( L_{\beta} \).

In order to provide some intuition about the proof, let us assume first that \( L_{\beta} \) is differentiable at \( \theta \).

By contradiction, we suppose that there exist two non-zero neurons \( (u, \alpha) \) and \( (v, \beta) \) such that \( B(u, \alpha) = B(v, \beta) \), and, \( u \) and \( v \) are not positively colinear. Further, let us assume that \( \alpha, \beta > 0 \) (the case \( \alpha, \beta < 0 \) follows the same lines).

Define \( w := \alpha u + \beta v \). Note that \( w \) has the same sign pattern as \( u \) and \( v \). For \( t \in [0, 1] \), we set

\[
\bar{u}(t) := (1 - t)\alpha u + \frac{t}{2}w,
\]

\[
\bar{v}(t) := (1 - t)\beta v + \frac{t}{2}w,
\]

\[
u(t) := \frac{\bar{u}(t)}{\sqrt{\|\bar{u}(t)\|_2}}, \quad \alpha(t) := \sqrt{\|\bar{u}(t)\|_2},
\]

\[
v(t) := \frac{\bar{v}(t)}{\sqrt{\|\bar{v}(t)\|_2}}, \quad \beta(t) := \sqrt{\|\bar{v}(t)\|_2}.
\]
Note that \( B(u(t), \alpha(t)) = B(u, \alpha) = B(v, \beta) = B(v(t), \beta(t)) \). Further, we define \( \theta(t) \) as a copy of \( \theta \) where we replace the two neurons \((u, \alpha)\) and \((v, \beta)\) by \((u(t), \alpha(t))\) and \((v(t), \beta(t))\). Note that \( \theta(t) \) defines a continuous path in \( \Theta_m \) starting at \( \theta \).

Then, we introduce the two functions
\[
\begin{align*}
g(t) & := \ell(\tilde{y}(\theta(t))) , \\
h(t) & := R(\theta(t)) ,
\end{align*}
\]
so that \( L_\beta(\theta(t)) = g(t) + \beta \cdot h(t) \). First, we claim that \( g(t) \) is constant over \([0, 1]\). Indeed, this follows from the fact
\[
\sigma(Xu(t))\alpha(t) + \sigma(Xv(t))\beta(t) = \sigma(X(\tilde{u}(t) + \tilde{v}(t))) = \sigma(Xu)\alpha + \sigma(Xv)\beta ,
\]
where the first equality comes from the fact that \( B(u(t), \alpha(t)) = B(v(t), \beta(t)) \). Hence, we have \( \tilde{y}(\theta(t)) = \tilde{y}(\theta) \) and \( g(t) \) is constant.

On the other hand, the function \( h(t) \) is clearly differentiable, and simple algebra yields that
\[
\frac{dh(0)}{dt} = -\frac{\|\alpha u\|_2}{2} - \frac{\|\beta v\|_2}{2} + \frac{1}{2} (\alpha u)^T (\beta v) \left( \frac{1}{\|\alpha u\|_2} + \frac{1}{\|\beta v\|_2} \right) .
\]

Since \( u \) and \( v \) are not colinear, it holds by Cauchy-Schwarz inequality that \( (\alpha u)^T (\beta v) < \|\alpha u\|_2 \|\beta v\|_2 \), and thus,
\[
\frac{dh(0)}{dt} < -\frac{\|\alpha u\|_2}{2} - \frac{\|\beta v\|_2}{2} + \frac{\|\alpha u\|_2 \|\beta v\|_2}{2} \left( \frac{1}{\|\alpha u\|_2} + \frac{1}{\|\beta v\|_2} \right) = 0 ,
\]
that is, \( \frac{dh(0)}{dt} < 0 \). Thus, we finally obtain that \( \frac{dL_\beta(\theta(0))}{dt} < 0 \), which contradicts the stationarity of \( \theta \).

(General case) The neural network \( \theta \) is not necessarily a differentiable point of \( L_\beta \).

Now, let us generalize the above proof to the case where \( L_\beta \) is not necessarily differentiable at \( \theta \).

For a vector \( z \in \mathbb{R}^n \), we use the notations \( I_+(z) := \{ i \in \{1, \ldots, n\} \mid z_i > 0 \} \), \( I_0(z) := \{ i \in \{1, \ldots, n\} \mid z_i = 0 \} \) and \( I_-(z) := \{ i \in \{1, \ldots, n\} \mid z_i < 0 \} \).

Since \( \theta \) is a Clarke stationary point of \( L_\beta \), we know that there exist \( \lambda^{(1)}, \ldots, \lambda^{(N)} > 0 \) and sequences \( \{\theta_k^{(1)}\}_{k \in K}, \ldots, \{\theta_k^{(N)}\}_{k \in K} \) such that \( \sum_{j=1}^N \lambda^{(j)} = 1 \), \( \lim_{k \to \infty} \theta_k^{(j)} = \theta \) for each \( j = 1, \ldots, N \), the loss function \( L_\beta \) is differentiable at each \( \theta_k^{(j)} \) and
\[
0 = \sum_{j=1}^N \lambda^{(j)} \lim_{k \to \infty} \nabla L_\beta(\theta_k^{(j)}) .
\]

For each \( k \geq 1 \) and \( j = 1, \ldots, N \), up to extracting subsequences, we can assume that \( u_k^{(j)}, o_k^{(j)}, v_k^{(j)}, \beta_k^{(j)} \neq 0 \), and, \( o_k^{(j)} \) and \( \beta_k^{(j)} \) have the same sign (let us say positive). Further, up to extracting subsequences again, we can assume that the sign patterns \( I_+(Xu_k^{(j)}) \) and \( I_-(Xu_k^{(j)}) \) (resp. \( I_+(Xv_k^{(j)}) \) and \( I_-(Xv_k^{(j)}) \)) remain constant (independent of \( k \)). Since the sign patterns of \( Xu \) and \( Xv \) are equal by assumption, and, since \( \lim_{k \to \infty} u_k^{(j)} = u \) and \( \lim_{k \to \infty} v_k^{(j)} = v \), it follows that
\[
I_+(Xu) = I_+(Xv) \subset \{ I_+(Xu_k^{(j)}) \cap I_+(Xv_k^{(j)}) \} , \tag{16}
\]
and
\[
I_-(Xu) = I_-(Xv) \subset \{ I_-(Xu_k^{(j)}) \cap I_-(Xv_k^{(j)}) \} . \tag{17}
\]

We denote \( T^{(j)}(u) \) and \( T^{(j)}(v) \) the diagonal matrices (as introduced in Section 2) which correspond to the sign patterns of \( u_k^{(j)} \) and \( v_k^{(j)} \), and which are independent of \( k \) by assumption. Then, using (16) and (17), it follows that
\[
T^{(j)}(u) Xu = T^{(j)}(v) Xv , \quad T^{(j)}(u) Xu = T^{(j)}(v) Xv . \tag{18}
\]
The above equalities will be crucial later on in our analysis.

Then, for each neural network \( \theta^{(j)}_k \), we can construct a similar path \( \tilde{\theta}^{(j)}_k(t) \) as in the differentiable case, that is, we set \( w^{(j)}_k(t) := \alpha_k \tilde{u}^{(j)}_k(t) + \beta_k \tilde{v}^{(j)}_k(t) \), and
\[
\tilde{u}^{(j)}_k(t) = (1 - t)\alpha u^{(j)}_k + \frac{t}{2} w^{(j)}_k, \\
\tilde{v}^{(j)}_k(t) = (1 - t)\beta v^{(j)}_k + \frac{t}{2} w^{(j)}_k, \\
\alpha^{(j)}_k(t) := \sqrt{\|u^{(j)}_k(t)\|_2}, \\
\beta^{(j)}_k(t) := \sqrt{\|v^{(j)}_k(t)\|_2}.
\]

Similarly to the differentiable case, we also define the functions
\[
g^{(j)}_k(t) := \ell(\tilde{y}(\tilde{\theta}^{(j)}_k(t))), \\
h^{(j)}_k(t) := \mathcal{R}(\tilde{\theta}^{(j)}_k(t)).
\]

First, we claim that \( \lim_{k \to \infty} \frac{dg^{(j)}_k(0)}{dt} = 0 \). Indeed, we have
\[
\frac{dg^{(j)}_k(0)}{dt} = \frac{1}{2} \left( (T^{(j)}(u) - T^{(j)}(v))X(v^{(j)}_k - u^{(j)}_k), \nabla \ell(\tilde{y}(\tilde{\theta}^{(j)}_k))) \right).
\]

Taking the limit \( k \to \infty \), we obtain that
\[
\lim_{k \to \infty} \frac{dg^{(j)}_k(0)}{dt} = \frac{1}{2} \left( (T^{(j)}(u) - T^{(j)}(v))X(v - u), \nabla \ell(\tilde{y}(\theta)) \right).
\]

Using (18), we get that \( (T^{(j)}(u) - T^{(j)}(v))X(v - u) = 0 \), and consequently, the claimed equality \( \lim_{k \to \infty} \frac{dg^{(j)}_k(0)}{dt} = 0 \).

On the other hand, the function \( h^{(j)}_k(t) \) is clearly differentiable, and simple algebra yields that
\[
\lim_{k \to \infty} \frac{dh^{(j)}_k(0)}{dt} = -\frac{\|\alpha u\|_2}{2} - \frac{\|\beta v\|_2}{2} + \frac{1}{2} \left( \frac{\alpha u}{\|\alpha u\|_2} + \frac{1}{\|\beta v\|_2} \right)
\]

Since \( u \) and \( v \) are not colinear, it holds by Cauchy-Schwarz inequality that \( (\alpha u)^T(\beta v) < \|\alpha u\|_2\|\beta v\|_2 \), and thus,
\[
\lim_{k \to \infty} \frac{dh^{(j)}_k(0)}{dt} < -\frac{\|\alpha u\|_2}{2} - \frac{\|\beta v\|_2}{2} + \frac{\|\alpha u\|_2\|\beta v\|_2}{2} \left( \frac{1}{\|\alpha u\|_2} + \frac{1}{\|\beta v\|_2} \right) = 0,
\]

that is, \( \lim_{k \to \infty} \frac{dh^{(j)}_k(0)}{dt} < 0 \). Thus, we finally obtain that
\[
\lim_{k \to \infty} \frac{d\mathcal{L}_\beta(\tilde{\theta}^{(j)}_k(0))}{dt} < 0,
\]

and further, that
\[
\sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \frac{d\mathcal{L}_\beta(\tilde{\theta}^{(j)}_k(0))}{dt} < 0.
\]

However, it holds that
\[
\lim_{k \to \infty} \frac{d\mathcal{L}_\beta(\tilde{\theta}^{(j)}_k(0))}{dt} = \lim_{k \to \infty} \left( \frac{d\theta^{(j)}_k(0)}{dt}, \nabla \mathcal{L}_\beta(\tilde{\theta}^{(j)}_k) \right)
\]
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It is immediate to see that \( d\theta = \lim_{k \to \infty} \frac{d\theta^{(j)}(0)}{dt} \) does not depend on the index \( j \), so that

\[
\sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \frac{dL_\beta(\theta^{(j)}(0))}{dt} = (d\theta, \sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \nabla L_\beta(\theta^{(j)}(0))).
\]

That is, we obtained both that \( \sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \frac{dL_\beta(\theta^{(j)}(0))}{dt} < 0 \) and \( \sum_{j=1}^{N} \lambda^{(j)} \lim_{k \to \infty} \frac{dL_\beta(\theta^{(j)}(0))}{dt} = 0 \), which is a contradiction. This concludes the proof that \( \theta \) must be a nearly minimal neural network.

### A.5 Proof of Proposition 3: Reduction to Nearly Minimal Neural Networks along a Path of Decreasing Objective Value

We consider reductions similar to those in the proof of Theorem 2, in order to construct a path \( \theta(t) \in \Theta_m \) for \( t \in [0, 1] \) such that \( \theta(0) = \theta, \theta(1) \in \overline{\Theta}_{\text{min}}^\text{min} \) and \( L_\beta(\theta(t)) \) is strictly decreasing. Naturally, we assume that \( \theta \) is not nearly minimal, otherwise, there is nothing to show.

#### Part 1: The neural network \( \theta \) is unscaled.

We claim that there exists a path \( \theta(t) \in \Theta_m \) for \( t \in [0, 1] \) such that \( \theta(0) = \theta, \theta(1) \) is scaled and \( L_\beta(\theta(t)) \) is strictly decreasing.

Suppose that the neural network is unscaled (if not, go directly to Part 2). Then, for each neuron \((u, \alpha)\) of \( \theta \) such that \( \|u\|_2 \neq |\alpha| \), define

\[
u(t) = \begin{cases} \sqrt{|\alpha|} \frac{u}{\gamma(t)} & \text{if } u, \alpha \neq 0, \\ 0 & \text{otherwise},\end{cases}
\]

\[
\alpha(t) = \begin{cases} \gamma(t) \cdot \frac{|\alpha|}{\sqrt{|\alpha|}} & \text{if } \alpha \neq 0, \\ 0 & \text{otherwise},\end{cases}
\]

where \( \gamma(t) = \sqrt{|\alpha|} + t(\sqrt{\|u\|_2^2 - \sqrt{|\alpha|}}) \). Simple algebra yields that \( (u(0), \alpha(0)) = (u, \alpha) \) and \( \|u(1)\|_2 = \sqrt{|\alpha|}\|u\|_2 = |\alpha(1)| \), so that \( \theta(0) = \theta \) and \( \theta(1) \) is scaled. By positive homogeneity of \( \sigma \), we have that \( \sigma(Xu(t))\alpha(t) = \sigma(Xu)\alpha \), which further implies that \( \tilde{y}(\theta(t)) = \tilde{y}(\theta) \) and \( L(\tilde{y}(\theta(t))) \) is constant as a function of \( t \).

We claim that the regularization term \( R(\theta(t)) \) is strictly decreasing as a function of \( t \). Indeed, it holds that

\[
\|u(t)\|_2^2 + |\alpha(t)|^2 = \frac{|\alpha|}{\gamma^2(t)} \|u\|_2^2 + \frac{\gamma^2(t)}{|\alpha|} |\alpha|^2.
\]

The minimizer of the function \( \gamma \in \mathbb{R} \mapsto \frac{|\alpha|}{\gamma^2} \|u\|_2^2 + \frac{\gamma^2}{|\alpha|} |\alpha|^2 \) is given by \( \gamma^* = \sqrt{\|u\|_2} \), which is also equal to \( \gamma(1) \), and the minimal value of the latter function is given by \( 2\|u\|_2|\alpha| \), which is strictly smaller than \( \|u\|_2^2 + |\alpha|^2 \) since \( \|u\|_2 \neq |\alpha| \). Thus, the function \( t \mapsto R(\theta(t)) \) is minimized at \( t = 1 \), and \( R(\theta(1)) < R(\theta) \). Lastly, observe that \( t \mapsto R(\theta(t)) \) is a convex function, which implies that it must be strictly decreasing over \([0, 1]\). This concludes the first part of the proof.

#### Part 2: The neural network \( \theta \) is scaled but not nearly minimal.

If the neural network \( \theta \) is scaled but not nearly minimal, we claim that there exists a continuous path \( \theta(t) \) for \( t \in [0, 1] \) such that \( \theta(0) = \theta, \theta(1) \) is nearly minimal, and \( L_\beta(\theta(t)) \) is strictly decreasing.

For each cone \( B \in \{B_1, \ldots, B_{2^m}\} \), consider the non-zero neurons \( \mathcal{U}_B := \{(u, \alpha)\} \) of \( \theta \) such that \( B(u, \alpha) = B \). By assumption, there exists at least one cone \( B \) such that \( \mathcal{U}_B \) has more than two elements which are not positively colinear. Then, for each cone \( B \), we set \( w = \sum_{(u, \alpha) \in \mathcal{U}_B} |\alpha| u \), and,
for each \((u, \alpha) \in \mathcal{U}_B\) and for \(t \in [0, 1]\),
\[
\bar{u}(t) := (1-t)|u|u + \frac{t}{|\mathcal{U}_B|}w,
\]
\[
u(t) := \text{sign}(\alpha) \cdot \frac{\bar{u}(t)}{\sqrt{\|u(t)\|_2}},
\]
\[
\alpha(t) := \text{sign}(\alpha) \cdot \sqrt{\|\bar{u}(t)\|_2},
\]
where \(|\mathcal{U}_B|\) is the cardinality of the set \(\mathcal{U}_B\). Note that \(B(u(t), \alpha(t)) = B(u, \alpha) = B\), and each neuron \((u(t), \alpha(t))\) is scaled. Further, we define \(\theta(t)\) the neural network with neurons \((u(t), \alpha(t))\). It holds that \(\theta(t)\) defines a continuous path in \(\Theta_m\) starting at \(\theta\), and ending at a nearly minimal neural network. Then, we introduce the two function \(g(t) = L(\hat{y}(\theta(t)))\) and \(h(t) := R(\theta(t))\), so that \(L_\beta(\theta(t)) = g(t) + \beta \cdot h(t)\). First, we claim that \(g(t)\) is constant over \([0, 1]\). Indeed, this comes from the fact that for each cone \(B\),
\[
\sum_{(u, \alpha) \in \mathcal{U}_B} \sigma(Xu(t))\alpha(t) = \text{sign}(\alpha) \cdot \sigma(X \cdot \sum_{(u, \alpha) \in \mathcal{U}_B} |\alpha(t)|u(t)) = \text{sign}(\alpha) \cdot \sigma(Xw) = \sum_{(u, \alpha) \in \mathcal{U}_B} \sigma(Xu)\alpha.
\]
The first (resp. third) equality holds from the fact that the neurons \((u(t), \alpha(t))\) (resp. \((u, \alpha)\)) have the same active cone \(B\). Thus, \(\hat{y}(\theta(t)) = \hat{y}(\theta)\) and \(g(t)\) is indeed constant.

On the other hand, we claim that the function \(h(t)\) is strictly decreasing. Indeed, observe first that
\[
h(t) = \frac{\beta}{2} \sum_{B} \sum_{(u, \alpha) \in \mathcal{U}_B} \|u(t)\|_2^2 + |\alpha(t)|^2
\]
\[
= \beta \sum_{B} \sum_{(u, \alpha) \in \mathcal{U}_B} \|u(t)\|_2|\alpha(t)|
\]
\[
= \beta \sum_{B} \sum_{(u, \alpha) \in \mathcal{U}_B} \|\bar{u}(t)\|_2,
\]
where the second equality holds since the neurons \((u(t), \alpha(t))\) are scaled. Thus, it is immediate to verify that the function \(h\) is differentiable, and
\[
h'(t) = \beta \sum_{B} \sum_{(u, \alpha) \in \mathcal{U}_B} \frac{1}{\|\bar{u}(t)\|_2} \left( t \cdot \frac{\|w\|_2}{|\mathcal{U}_B|} - |\alpha|u\|_2^2 + |\alpha|u^\top (\frac{w}{|\mathcal{U}_B|} - |\alpha|u) \right).
\]
Clearly, \(h'(t)\) is strictly increasing (since there exists, by assumption, at least one cone \(B\) and a neuron \((u, \alpha) \in \mathcal{U}_B\) such that \(\frac{w}{|\mathcal{U}_B|} \neq |\alpha|u\)). Therefore, it suffices to verify that \(h'(1) \leq 0\). Simple algebra yields actually that \(h'(1) = 0\), which concludes the proof.

### A.6 Proof of Proposition 4

The proof with trichotomies is almost identical to the proof of dichotomies in [21, 31]. We start with the dual representation of \(\mathcal{P}^*\):
\[
\mathcal{P}^* = \max \ell^*(\lambda), \text{ s.t. } \max_{w: \|w\|_2 \leq 1} |\lambda^\top (Xw)_+| \leq \beta.
\]
Here \(\ell^*(\lambda) := \max_v \{\lambda^\top v - \ell(v)\}\) is the Fenchel conjugate function of \(\ell\). We note that the single-sided dual constraint has an equivalent formulation using trichotomies:
\[
\max_{w: \|w\|_2 \leq 1} \lambda^\top (Xw)_+
\]
\[
= \max_{v \in [q]} \max_{w: \|w\|_2 \leq 1, w \in Q(v)} \lambda^\top (T_v)_+ Xw.
\]
According to Proposition 1 and 2, we can assume that $\theta$.

Therefore, we can rewrite $P^*$ as

$$P^* = \max_{\nu \geq 0} \min_{w_i \in Q_i, \|w_i\|_2 \leq 1} \ell^*(\lambda) + \sum_{i=1}^{q} \nu_i (\beta - \ell^*_{i+q}(T_i)_+^X) + \beta \sum_{i=1}^{q} \nu_i.$$ 

For simplicity, we denote $T_{i+q} = T_i$ for $i \in [q]$. We now formulate the Lagrangian

$$P^* = \max_{\nu \geq 0} \min_{w_i \in Q_i, \|w_i\|_2 \leq 1} \ell^*(\lambda) + \sum_{i=1}^{q} \nu_i (\beta - \ell^*_{i+q}(T_i)_+^X) + \beta \sum_{i=1}^{q} \nu_i.$$ 

By Sion’s minimax theorem, we can switch the max and min, and then minimize over $\lambda$. Following this, we obtain

$$P^* = \min_{\nu \geq 0} \min_{w_i \in Q_i, \|w_i\|_2 \leq 1} \ell \left( \sum_{i=1}^{q} (T_i)_+^X (\nu_i w_i - \nu_{i+q} w_{i+q}) \right) + \beta \sum_{i=1}^{2q} \nu_i.$$ 

By rescaling the variable $w_i = \nu_i w_i$, we can reformulate $P^*$ as

$$P^* = \min_{\nu \geq 0} \min_{w_i \in Q_i, \|w_i\|_2 \leq \nu_i} \ell \left( \sum_{i=1}^{q} (T_i)_+^X (w_i - w_{i+q}) \right) + \beta \sum_{i=1}^{2q} \nu_i.$$ 

Minimizing with respect to $\nu$ yields

$$P^* = \min_{w_i, w_{i+q} \in Q_i} \ell \left( \sum_{i=1}^{q} (T_i)_+^X (\nu_i w_i - \nu_{i+q} w_{i+q}) \right) + \beta \sum_{i=1}^{2q} \|w_i\|_2.$$ 

This completes the proof.

A.7 Proof of Theorem

According to Proposition 1 and 2, we can assume that $\theta$ is a minimal neural network. Denote $\lambda = \nabla \ell \left( \sum_{j=1}^{m} (X u_j)_+ + \alpha_j \right)$. From the definition of Clarke’s stationary point, for $j \in [m]$ with $u_j \neq 0$, we have

$$-\beta u_j \in \partial^c_{u_j} \ell \left( \sum_{j=1}^{m} (X u_j)_+ + \alpha_j \right),$$

$$-\beta \alpha_j = \tilde{\lambda}^T (X u_j)_+.$$ 

The first line in (19) is equivalent to that there exists $\delta_j \in [0, 1]^N$ such that

$$-\beta u_j = \alpha_j (X^T \tilde{D}_j \tilde{\lambda} + X^T \tilde{S}_j \text{diag}(\delta_j) \tilde{\lambda}).$$

Here $\tilde{D}_j = \text{diag}(I(X u_j \geq 0))$ and $\tilde{S}_j = \text{diag}(I(X u_j = 0))$. As $u_j \neq 0$ and $\alpha_j \neq 0$, this implies that

$$-\beta u_j \alpha_j = X^T \tilde{D}_j \tilde{\lambda} + X^T \tilde{S}_j \text{diag}(\delta_j) \tilde{\lambda}.$$ 
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For the second line in (19), we can also rewrite it as

\[-\beta \alpha_j = \lambda^T \tilde{D}_j X u_j = u_j^T \lambda \tilde{D} \lambda = u_j^T (X^T \tilde{D}_j \lambda + X^T \tilde{S}_j \text{diag}(\delta_j) \lambda) = -u_j^T (\beta \frac{u_j}{\alpha_j}).\]

(22)

Therefore, we have \(\|u_j\|_2 = |\alpha_j|\) and

\[\left\|X^T \tilde{D}_j \lambda + X^T \tilde{S}_j \text{diag}(\delta_j) \lambda\right\|_2 = 1.\]

(23)

For the subsampled convex program (11), the KKT conditions are given by: for \(i \in I\), there exists \(\zeta^{(i)} \geq 0\) and \(\xi^{(i)}\) such that

\[X^T ((T_i)_+ + T_i \zeta^{(i)} + S_i \xi^{(i)}) + \beta \frac{w_i}{\|w_i\|_2} = 0, \quad \text{if } w_i \neq 0,\]

\[\left\|X^T ((T_i)_+ + T_i \zeta^{(i)} + S_i \xi^{(i)})\right\|_2 \leq \beta, \quad u_i = 0,\]

\[X^T ((-T_i)_+ + T_i \zeta^{(i)} + S_i \xi^{(i)}) + \beta \frac{w_{i+q}}{\|w_{i+q}\|_2} = 0, \quad \text{if } w_{i+q} \neq 0,\]

\[\left\|X^T ((-T_i)_+ + T_i \zeta^{(i)} + S_i \xi^{(i)})\right\|_2 \leq \beta, \quad \text{if } w_{i+q} = 0.\]

(24)

Here \(S_i\) is a diagonal matrix satisfying that \((S_i)_{jj} = 1\) if \(j \in I_0\) and \((S_i)_{jj} = 0\) if \(j \in I_+ \cup I_-\), where \(\{I_+, I_0, I_-\}\) is the \(i\)-th trichotomy. The vector \(\lambda \in \mathbb{R}^N\) is defined as \(\lambda = \nabla \ell \left(\sum_{i \in I} (T_i)_+ X (w_i - w_{i+q})\right)\). As \(\theta\) is a minimal neural network, there exists a bijective mapping between non-zero neurons \((u_j, \alpha_j)\) and \(i \in I\). For \(i \in I\), suppose that \(T_i = \text{diag}(\text{sign}(X u_j))\).

If \(\alpha_j > 0\), we let

\[w_i = \alpha_j u_j, w_{i+q} = 0,\]

otherwise, we let

\[w_i = 0, w_{i+q} = -\alpha_j u_j, \zeta^{(i)} = 0.\]

As the mapping between non-zero neurons \((u_j, \alpha_j)\) and \(i \in I\) is bijective, we note that \(\sum_{j=1}^m (X u_j) + \alpha_j = \sum_{i \in I} X^T \tilde{D}_i (w_i - w_{i+q})\). This implies that \(\tilde{\lambda} = \lambda\). On the other hand, by taking \(\zeta^{(i)} = 0, \xi^{(i)} = \text{diag}(\delta_j) \tilde{\lambda}, \zeta^{(i+q)} = 0, \xi^{(i+q)} = -\text{diag}(\delta_j) \tilde{\lambda}\), as \(\tilde{D}_j = (T_i)_+\) and \(\tilde{S}_j = S_i\), the KKT conditions (24) are satisfied. Therefore, \(W = \{w_i, w_{i+q} | i \in I\}\) is a global optimum of the subsampled convex program (11).

A.8 Proof of Proposition 5

Let \(\tilde{\theta} \in \Theta_m\) be a minimal neural network, and suppose that \(W(\tilde{\theta})\) satisfies the KKT conditions of the optimization problem (3). Since the latter is a convex optimization problem, it follows that \(W(\tilde{\theta})\) is a global minimum. From Proposition 2, we have that \(P_* \leq \mathcal{L}_\beta(\theta(W(\tilde{\theta}))) \leq \mathcal{L}_\beta(W(\tilde{\theta})) = P_\tilde{\theta} = P_*\), it follows that \(\mathcal{L}_\beta(\theta(W(\tilde{\theta}))) = P_*\) and \(\theta(W(\tilde{\theta}))\) is a global minimizer of \(\mathcal{L}_\beta\), which yields the claimed result.

A.9 Proof of Proposition 6

Without loss of generality, we can assume that \(\theta\) is scaled. Otherwise, we know from the proof of Proposition 3 that \(\theta\) can be reduced to a scaled neural network along a continuous path of non-increasing training loss.

We follow the same steps as in the proof of Lemma 1. Denote the neurons of \(\theta\) by \((u_1, \alpha_1), \ldots, (u_m, \alpha_m)\). We have that \(\tilde{y}(\theta) = \sum_{i=1}^m \tilde{\lambda}_i z_i\), where \(z_i = \text{sign}(\alpha_i) \left(\sum_{j=1}^m \|u_j\| \|\alpha_j\|\right) \sigma\left(X u_j \|u_j\|\right)\) and \(\tilde{\lambda}_i = \frac{\|u_i\| \|\alpha_i\|}{\sum_{j=1}^m \|u_j\| \|\alpha_j\|}\). Thus, \(\tilde{y}(\theta) \in \text{Conv}\{z_1, \ldots, z_m\}\).
From Lemma 3, we know that there exist $i_1, \ldots, i_{n+1}$ and $\lambda_1, \ldots, \lambda_{n+1} \geq 0$ such that $\sum_{j=1}^{n+1} \lambda_j = 1$ and $\hat{y}(\theta) = \sum_{j=1}^{n+1} \lambda_j \bar{z}_{i_j}$. Plugging-in the expressions of the $\bar{z}_{i_j}$, it follows that

$$\hat{y}(\theta) = \sum_{j=1}^{n+1} \lambda_j \text{sign}(\alpha_{i_j}) \left( \sum_{t=1}^{m} \| u_j \| \| \alpha_j \| \right) \sigma \left( \sum_{t=1}^{m} \frac{u_{i_j} t \bar{u}_{i_j}}{\| u_{i_j} \|} \right)$$

$$= \sum_{j=1}^{n+1} \alpha_{i_j} \sigma(X \bar{u}_{i_j}),$$

where

$$\begin{cases}
\nu_j := \frac{\lambda_j}{\| u_{i_j} \|} \left( \sum_{k=1}^{m} \| u_k \| \| \alpha_k \| \right), \\
\bar{u}_{i_j} := \sqrt{\nu_j} u_{i_j}, \\
\bar{\alpha}_{i_j} := \text{sign}(\alpha_{i_j}) \| \bar{u}_{i_j} \|.
\end{cases}$$

Further, we have that

$$\sum_{j=1}^{n+1} \| \bar{\alpha}_{i_j} \| \| \bar{u}_{i_j} \| = \sum_{j=1}^{n+1} \nu_j \| u_{i_j} \| = \sum_{j=1}^{n+1} \lambda_j \left( \sum_{k=1}^{m} \| u_k \| \| \alpha_k \| \right) = \sum_{k=1}^{m} \| u_k \| \| \alpha_k \|,$$

where the last equality follows from the fact that $\sum_{j=1}^{n+1} \lambda_j = 1$. Setting $\overline{\theta}$ the neural network with neurons $(\bar{u}_{i_j}, \bar{\alpha}_{i_j})$ for $j = 1, \ldots, n+1$ and $(\bar{u}_{i}, \bar{\alpha}_{i}) = (0,0)$ for $i \in \{1, \ldots, m\} \setminus \{i_1, \ldots, i_{n+1}\}$, we obtain that $\overline{\theta} \in \Theta_m$ and $\mathcal{L}_\beta(\overline{\theta}) \leq \mathcal{L}_\beta(\theta)$.

Now, we define a continuous path between $\theta$ and $\overline{\theta}$, as follows. For $t \in [0,1]$, $j = 1, \ldots, n+1$ and $i \in \{1, \ldots, m\} \setminus \{i_1, \ldots, i_{n+1}\}$, we set

$$u_{i_j}(t) = \frac{(1-t) u_{i_j} \| \alpha_{i_j} \| + t \bar{u}_{i_j} \| \bar{\alpha}_{i_j} \|}{\sqrt{\| (1-t) u_{i_j} \| \| \alpha_{i_j} \| + t \| u_{i_j} \| \| \alpha_{i_j} \|}}$$

$$\alpha_{i_j}(t) = \text{sign}(\alpha_{i_j}) \| u_{i_j}(t) \|$$

$$u_i(t) = \sqrt{1-t} u_i$$

$$\alpha_i(t) = \sqrt{1-t} \alpha_i,$$

and $\theta(t)$ the neural network with neurons $\{(u_i(t), \alpha_i(t))\}_{i=1}^{m}$. Note that $\theta(t)$ is scaled, and

$$\sum_{i=1}^{m} \| u_i(t) \| \| \alpha_i(t) \| = \sum_{j=1}^{n+1} \| (1-t) u_{i_j} \| \| \alpha_{i_j} \| + t \| \bar{u}_{i_j} \| \| \bar{\alpha}_{i_j} \| + \sum_{i=1, \ldots, n+1 \atop i \neq i_1, \ldots, i_{n+1}} \| u_i \| \| \alpha_i \| + t \sum_{j=1}^{n+1} \| \bar{\alpha}_{i_j} \| \| u_{i_j} \|$$

$$= (1-t) \sum_{j=1}^{n+1} \| u_{i_j} \| \| \alpha_{i_j} \| + t \| \bar{u}_{i_j} \| \| \bar{\alpha}_{i_j} \| + \sum_{i=1, \ldots, n+1 \atop i \neq i_1, \ldots, i_{n+1}} \| u_i \| \| \alpha_i \| + t \sum_{j=1}^{n+1} \| \bar{\alpha}_{i_j} \| \| u_{i_j} \|$$

$$= (1-t) R(\theta) + t \overline{R(\theta)}$$

$$= R(\theta),$$

where equality (i) follows from the triangular inequality and the fact that $\bar{u}_{i_j}$ and $u_{i_j}$ are positively colinear; equality (ii) follows from the fact that $\bar{\theta}$ and $\theta$ are scaled; equality (iii) holds since $R(\theta) = R(\bar{\theta})$. Thus, the function $t \mapsto R(\theta(t))$ is constant over $[0,1]$.  
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On the other hand, we have
\[
\tilde{g}(\theta(t)) = \sum_{j=1}^{n+1} \sigma \left( X((1-t)u_i | \alpha_i) + t \tilde{u}_i | \tilde{\alpha}_i \right) \operatorname{sign}(\alpha_i) + (1-t) \sum_{i=1, \ldots, n+1} \sigma(Xu_i) \alpha_i
\]
\[
= (1-t) \sum_{j=1}^{n+1} \sigma(Xu_i) \alpha_i + t \sum_{j=1}^{n+1} \sigma(X\tilde{u}_i) \tilde{\alpha}_j + (1-t) \sum_{i=1, \ldots, n+1} \sigma(Xu_i) \alpha_i
\]
\[
= (1-t) \tilde{g}(\theta) + t \tilde{g}(\tilde{\theta})
\]
where equality (i) holds since the \(u_i\) and \(\tilde{u}_i\) are positively colinear and the \(\alpha_i\) and \(\tilde{\alpha}_i\) have same signs; equality (ii) holds since \(\tilde{g}(\tilde{\theta}) = \tilde{g}(\theta)\). Consequently, the function \(t \mapsto \mathcal{L}_\beta(\theta(t))\) is constant over \([0,1]\), and this concludes the proof of the fact that \(\theta \triangleright \theta\).

### A.10 Proof of Proposition \([7]\)

First, according to Proposition \([6]\) given \(\theta \in \Theta_m\) with \(m \geq n + 1 + m^*\), there exists a neural network \(\tilde{\theta}\) with at most \(n + 1\) non-zero neurons such that \(\mathcal{L}_\beta(\tilde{\theta}) \leq \mathcal{L}_\beta(\theta)\).

According to Lemma \([8]\) there exists \(\theta^* = \{(u_i^*, \alpha_i^*)\}_{i=1}^m\) an optimal neural network with at most \(m^*\) non-zero neurons. Up to a permutation of the zero neurons of \(\tilde{\theta}\) and those of \(\theta^*\), since \(m \geq n + 1 + m^*\), we can assume without loss of generality that \((u_i^*, \alpha_i^*) = (0,0)\) for \(i = m^* + 1, \ldots, m\) and \((u_i, \alpha_i) = (0,0)\) for \(i = 1, \ldots, m^*\).

Now, we define a continuous path between \(\tilde{\theta}\) and \(\theta^*\). For \(i = 1, \ldots, m^*\) and \(j = m^* + 1, \ldots, m\), we set the neural network \(\theta(t) \in \Theta_m\) with neurons
\[
u_i(t) = \sqrt{1-t}u_i^*,
\]
\[
\alpha_i(t) = \sqrt{1-t}\alpha_i^*,
\]
\[
u_j(t) = \sqrt{1-t}\tilde{u}_i,j,
\]
\[
\alpha_j(t) = \sqrt{1-t}\tilde{\alpha}_i,j.
\]
Clearly, we have \(\theta(0) = \tilde{\theta}\) and \(\theta(1) = \theta^*\). Further, \(\theta(t)\) is scaled and it is easily verified that
\[
R(\theta(t)) = t R(\theta^*) + (1-t) R(\tilde{\theta}),
\]
\[
\tilde{g}(\theta(t)) = t \tilde{g}(\theta^*) + (1-t) \tilde{g}(\tilde{\theta}).
\]
This immediately implies that the function \(t \mapsto \mathcal{L}_\beta(\theta(t))\) is convex over \([0,1]\). Since it achieves a minimum at \(t = 1\), it follows that it is non-increasing, and this concludes the proof of Proposition \([7]\).

### B Proofs of intermediate results

#### B.1 Proof of Lemma \([2]\)

**Proof.** It holds that \(\sum_{i \in \mathcal{I}} \sigma(Xu_i) \alpha_i = \sum_{i \in \mathcal{I}} \gamma_i \sigma(Xw_i) = \sum_{i \in \mathcal{I}} D_i X w_i\), whence \(\ell(\sum_{i \in \mathcal{I}} \sigma(Xu_i) \alpha_i) = \ell(\sum_{i \in \mathcal{I}} D_i X w_i)\). On the other hand, we have \(\|w_i\|_2 = \|u_j\|_2 |\alpha_j|\). Note that \(\|u_j\|_2 = |\alpha_j|\) and thus, \(\|u_j\|_2 |\alpha_j| = \frac{1}{2}(\|u_j\|_2^2 + |\alpha_j|^2)\). Consequently, \(\mathcal{L}_\beta(\theta) = \mathcal{L}_\beta(\theta^*)\). From \([21]\), we know that \(\mathcal{P}^* = \mathcal{P}_c^*\). Hence, \(\mathcal{L}_\beta(\theta) = \mathcal{P}^*\).

#### B.2 Proof of Lemma \([1]\)

We aim to show that \(m^* \leq n + 1\) and \(\mathcal{P}_m^*\) for any \(m \geq m^*\). We leverage the following result which is known as Caratheodory’s theorem.
Lemma 3. Let $z_1, \ldots, z_m \in \mathbb{R}^n$. Suppose that $y \in \text{Conv}\{z_1, \ldots, z_m\}$. Then, there exists indices $i_1, \ldots, i_{n+1} \in \{1, \ldots, m\}$ such that $y \in \text{Conv}\{z_{i_1}, \ldots, z_{i_{n+1}}\}$.

Suppose that $\theta$ is an optimal neural network with $m \geq n+1$ neurons, and denote its neurons by $(u_1, \alpha_1), \ldots, (u_m, \alpha_m)$. We have that $\hat{y}(\theta) = \sum_{i=1}^m \lambda_i z_i$, where $\lambda_i = \text{sign}(\alpha_i) (\sum_{j=1}^m \|u_j\| \|\alpha_j\|) \sigma(X u_{i,j}) \lambda_i = \sum_{j=1}^m \|u_j\| \|\alpha_j\|$. Thus, $\hat{y}(\theta) \in \text{Conv}\{z_1, \ldots, z_m\}$.

From Lemma 3, we know that there exist $i_1, \ldots, i_{n+1}$ and $\lambda_1, \ldots, \lambda_{n+1} \geq 0$ such that $\sum_{j=1}^n \lambda_j = 1$ and $\hat{y}(\theta) = \sum_{j=1}^n \lambda_j z_i$. Plugging-in the expressions of the $z_i$, it follows that

$$\hat{y}(\theta) = \sum_{j=1}^{n+1} \lambda_j \text{sign}(\alpha_j) (\sum_{j=1}^m \|u_j\| \|\alpha_j\|) \sigma(X u_{i,j})$$

$$= \sum_{j=1}^{n+1} \alpha_{i,j} \sigma(X u_{i,j}),$$

where

$$\begin{align*}
\nu_j &:= \frac{\lambda_j}{\|u_{i,j}\|} (\sum_{j=1}^m \|u_j\| \|\alpha_j\|) \\
\tilde{u}_{i,j} &:= \sqrt{\frac{\nu_j}{\|u_{i,j}\|}} u_{i,j} \\
\alpha_{i,j} &:= \text{sign}(\alpha_{i,j}) \|u_{i,j}\|
\end{align*}$$

Further, we have that

$$\sum_{j=1}^{n+1} \alpha_{i,j} \|u_{i,j}\| = \sum_{j=1}^{n+1} \nu_j \|u_{i,j}\| = \sum_{j=1}^n \lambda_j (\sum_{k=1}^m \|u_k\| \|\alpha_k\|) = \sum_{k=1}^m \|u_k\| \|\alpha_k\|,$$

where the last equality follows from the fact that $\sum_{j=1}^n \lambda_j = 1$.

We define the neural network $\tilde{\theta}$ with neurons $(\tilde{u}_{i,j}, \tilde{\alpha}_{i,j})$. We have that $\tilde{\theta} \in \Theta_{m+1}$ and $\mathcal{P}_{m+1} \leq \mathcal{L}_{\beta}(\tilde{\theta}) = \mathcal{L}_{\beta}(\hat{\theta}) = \mathcal{P}_{m+1}$. Since $\mathcal{P}_{n+1} \geq \mathcal{P}_{n}^*$ for any $m \geq n+1$, it follows from the previous set of inequalities that $\mathcal{L}_{\beta}(\hat{\theta}) = \mathcal{P}_{n+1} = \mathcal{P}_{m+1}$, and this holds for any $m \geq n+1$. Therefore, $\mathcal{P}_{n+1} = \mathcal{P}_{n}^*$ and $\mathcal{L}_{\beta}(\hat{\theta}) = \mathcal{P}_{n}^*$.

We set $\tilde{W} = W(\hat{\theta})$. We know from Proposition 3 that $W(\hat{\theta}) \in \mathcal{W}_{n+1}$ and $\mathcal{L}_{\beta}(\tilde{W}) \leq \mathcal{L}_{\beta}(\hat{\theta})$. Hence, $\mathcal{P}_{n+1} \leq \mathcal{P}_{n}^*$. We also know that $\mathcal{L}_{\beta}(\theta(\tilde{W})) \leq \mathcal{L}_{\beta}(\tilde{W})$. This implies that $\mathcal{P}_{n+1} = \mathcal{P}_{n}^*$ and $\tilde{W}$ is an optimal solution to (3). Consequently, $m^* \leq n+1$.

It remains to show that for any $m \geq m^*$, we have $\mathcal{P}_{m}^* = \mathcal{P}_{n}^*$. This follows again from Proposition 3. Indeed, let $W^*$ be an optimal solution to (3) such that $W^* \in \mathcal{W}_{m^*}$. Set $\theta^* = \theta(v^*)$. We know that $\theta^* \in \Theta_{m^*}$, and $\mathcal{L}_{\beta}(\theta^*) \leq \mathcal{L}_{\beta}(W^*) = \mathcal{P}_{n}^* = \mathcal{P}_{m}^*$. Hence, $\theta^*$ achieves $\mathcal{P}_{m}^*$ and this implies that for any $m \geq m^*$, we have $\mathcal{P}_{m}^* = \mathcal{P}_{n}^*$.

C Verification of the optimal set

We review a standard method to determine whether a convex optimization problem has unique solution. Consider a convex optimization problem

$$\min f(x), \text{ s.t. } f_i(x) \leq 0, i \in [m],$$

(25)

in the variable $x \in \mathbb{R}^d$. Here $f$ and $f_i$ for $i \in [m]$ are convex functions. Suppose that we calculate one optimal solution $x^*$ and the corresponding optimal value $f^*$. We can determine whether $x^*$ is the unique optimal solution of (25) as follows. For $j \in [d]$, consider the following convex optimization problems

$$p_j^{\text{lb}} = \min x_j, \text{ s.t. } f_i(x) \leq 0, i \in [m], f(x) \leq f^*,$$

(26)

$$p_j^{\text{ub}} = \max x_j, \text{ s.t. } f_i(x) \leq 0, i \in [m], f(x) \leq f^*.$$

(27)
These problems give the upper bound and the lower bound of the value of the $i$-th index in the optimal set of (25). Suppose that $p_{ij}^{lb} - p_{ij}^{ub} \leq \epsilon$ for certain small $\epsilon > 0$, for instance, $\epsilon = 10^{-8}$. Then, the radius of the optimal set with respect to the $\ell_\infty$ norm is upper-bounded by $\epsilon$. Therefore, we can be confident that $x^*$ is the unique optimal solution up to numerical tolerance.

We have verified numerically that the convex optimization problem in Example 1 in section 3.1 has a unique optimal solution.