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ABSTRACT. We study the set \( C \) of mean square values of the moduli of the conjugates of cyclotomic integers \( \beta \). For its \( k \)th derived set \( C^{(k)} \), we show that \( C^{(k)} = (k+1)C \) \((k \geq 0)\), so that also \( C^{(k)} + C^{(\ell)} = C^{(k+\ell+1)} \) \((k, \ell \geq 0)\). We also calculate the order type of \( C \), and show that it is the same as that of the set of PV numbers.

Furthermore, we describe precisely the restricted set \( C_p \) where the \( \beta \) are confined to the ring \( \mathbb{Z}[\omega_p] \), where \( p \) is an odd prime and \( \omega_p \) is a primitive \( p \)th root of unity. In order to do this, we prove that both of the quadratic polynomials

\[
a^2 + ab + b^2 + c^2 + a + b + c
\]

\[
a^2 + b^2 + c^2 + ab + bc + ca + a + b + c
\]

are universal.

1. Introduction

A cyclotomic integer is an algebraic integer \( \beta \) that can be written as a sum of roots of unity. Any such \( \beta \) lies in \( \mathbb{Z}[\omega_n] \) for some \( n \), where \( \omega_n \) is a primitive \( n \)th root of unity, and it is well known that \( \mathbb{Z}[\omega_n] \) is the ring of integers of the field \( \mathbb{Q}(\omega_n) \). If \( \beta_1 = \beta, \beta_2, \ldots, \beta_n \) are the Galois conjugates of \( \beta \) (or indeed a list that includes each Galois conjugate the same number of times), we define, following Cassels [5], \( M(\beta) \) by

\[
M(\beta) = \frac{1}{n} \sum_{j=1}^{n} |\beta_j|^2.
\]

Let us call this value the Cassels height of \( \beta \). Because, as first noted by Robinson [15], the \( |\beta_j|^2 \) are the conjugates of \( |\beta|^2 \) (something that is not true for algebraic integers generally), \( M(\beta) \) is rational. From the AM-GM inequality it follows immediately that \( M(\beta) \geq 1 \) for \( \beta \neq 0 \). Two nonzero cyclotomic integers are said to be equivalent if dividing the first by some conjugate of the second gives a root of unity. Equivalent cyclotomic integers have the same Cassels height.

The aim of this paper is to study the set

\[
C = \{ M(\beta) \mid \beta \text{ a nonzero cyclotomic integer} \}.
\]

This set has an interesting structure. In 2009 Stan and Zaharescu [19, Theorem 4] proved the following results concerning \( C \):

(i) **Closure.** The set \( C \) is a closed subset of \( \mathbb{Q} \). (See also [4, Theorem 9.1.1]).

(ii) **Additivity.** The set \( C \) is closed under addition. (This also follows from (i) and Proposition [10] below.)
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For every rational number \( r \in [0, 1) \) there is an integer \( n_0 \) such that \( r + n \in C \) for all \( n \geq n_0 \).

They applied their results to deducing facts about character values of finite groups. We extend (i) and (ii) to obtain the following results, connecting the \( k \)th derived set \( C^{(k)} \) of \( C \) (the derived set of \( C^{(k-1)} \), with \( C^{(0)} = C \)) and the Minkowski sumset
\[
kC = \{ c_1 + c_2 + \cdots + c_k \mid c_1, c_2, \ldots, c_k \in C \}. \tag{1}
\]

**Theorem 1.** For \( k \geq 1 \) the \( k \)th derived set \( C^{(k)} \) of \( C \) is equal to the sumset \((k + 1)C\). Furthermore every element of \( C^{(k)} \) is a limit from both sides of elements of \( C^{(k-1)} \).

The following is an immediate consequence.

**Corollary 2.** The smallest element of \( C^{(k)} \) \((k \geq 0)\) is \( k + 1 \). Furthermore, a stronger version of additivity holds, namely that \( C^{(k)} + C^{(\ell)} = C^{(k+\ell+1)} \) \((k, \ell \geq 0)\).

Sets having similar topological (though not algebraic) structure as \( C \) have been found before. Salem \([16]\) proved that the set \( S \) of all Pisot-Vijayaraghavan (PV) numbers is closed in \( \mathbb{R} \). The sets \( S^{(k)} \) are known to be nonempty, with the smallest element being at least \( \sqrt{k} \) – see \([1]\). Also, Boyd and Mauldin in 1996 \([3]\) proved that for \( k \geq 1 \) every member of \( S^{(k)} \) is a limit from both sides of elements of \( S^{(k-1)} \). This enabled them to specify the order type of \( S \). With this in mind, and recalling that Axel Thue \([20]\) was the discoverer of the PV numbers, we define a **Thue set** \( T \) to be a subset of the positive real line with the following properties:

(i) The set \( T \) is a closed subset of \( \mathbb{R}_+ \);

(ii) For \( k \geq 1 \) the \( k \)th derived set \( T^{(k)} \) is nonempty, and every element of it is a limit from both sides of elements of \( T^{(k-1)} \);

(iii) \( t_k := \min\{t \mid t \in T^{(k)}\} \to \infty \) as \( k \to \infty \).

So \( S \) is a Thue set.

**Corollary 3.** The set \( C \) is a Thue set.

It is immediately clear that all derived sets of a Thue set are again Thue sets. Thus all the derived sets \( C^{(k)} \) for \( k \geq 1 \) are also Thue sets.

It may be that the set of all Mahler measures of polynomials in any number of variables and having integer coefficients also forms a Thue set. Boyd \([2]\) conjectured that this set is closed. There is some further evidence for the set being a Thue set in \([18]\).

Our second main result concerns the set of those \( \mathcal{M}(\beta) \) where, for a given odd prime \( p \), \( \beta \) is a sum of \( 2p \)th roots of unity. We denote this set by \( \mathcal{C}_p \), so that
\[
\mathcal{C}_p = \{ \mathcal{M}(\beta) \mid \beta \in \mathbb{Z}[\omega_p] \},
\]
where \( \omega_p \) is a primitive \( p \)th root of unity.

**Theorem 4.** For all primes \( p \geq 5 \), the set \( \mathcal{C}_p \) is given by
\[
\mathcal{C}_p = \left\{ \frac{1}{p'} \left( \frac{1}{2} s(p - s) + rp \right) \mid s = 0, 1, \ldots, p' \text{ and } r \geq 0 \right\}. \tag{2}
\]
Here \( p' := (p - 1)/2 \).
It is easy to check that the elements specified by (2) are all distinct.

For $p = 3$ the set $C_3$ a proper subset of the set given by the RHS of (2). Indeed $C_3$ is easily seen to be the set of integers of the form $(a + b\omega_3)(a + b\omega_3^2) = a^2 - ab + b^2$, namely all integers $N$ with prime factorisation of the form $N = \prod q^{e_q}$, where $e_q$ is even for all primes $q \equiv 2 \pmod{3}$. However for $p = 3$ the set on the RHS of (2) consists of all integers $N \not\equiv 2 \pmod{3}$. So for instance 6, 10, 15 and 18 belong to this set, but do not belong to $C_3$.

For the proof in the case $p = 5$ we need to prove the universality of two ternary quadratic polynomials.

**Theorem 5.** Both of the quadratic polynomials

$$a^2 + ab + b^2 + c^2 + a + b + c$$

and

$$a^2 + b^2 + c^2 + ab + bc + ca + a + b + c$$

represent all positive integers for integer values of their variables (i.e., they are universal).

Of course it would be interesting to study $\mathcal{C}_n := \{ \mathcal{M}(\beta) \mid \beta \in \mathbb{Z}[\omega_n] \}$ for $n$ composite, too.

### 1.1. Background

The study of cyclotomic integers began in earnest with a paper of Raphael Robinson in 1965 [15]. In it he stated two problems and proposed five conjectures about them. Schinzel [17] solved his second problem and proved his third conjecture. In 1968 Jones [6] proved Robinson’s fifth conjecture. Cassels solved Robinson’s Conjecture 2 in [5], with the help of his $\mathcal{M}$ function. Loxton [10] solved Robinson’s first problem, and also improved on Schinzel’s solution of the second problem. In 2013 F. Robinson and M. Wurtz [14] proved Robinson’s fourth conjecture. (They also said that the first conjecture had been proved, although this does not seem to be the case.)

Cassels [5] also showed that the only $\mathcal{M}(\beta) < 2$ were for $\beta$ that can be written as a sum of at most two roots of unity; this implies that 2 is the smallest limit point of $\mathcal{C}$.

In 2011 Calegari, Morrison and Snyder [4] studied cyclotomic integers $\beta$ with a view to applications to fusion categories and subfactors. As part of this study (their Theorem 9.0.1) they found all $\beta$ with $\mathcal{M}(\beta) < 9/4$.

### 2. Proof of Theorem 1

For the proof, we need a qualitative version of a very precise theorem of Loxton.

**Theorem 6 ([9, eqn. (6.1)])**. There is a strictly increasing (concave) function $g$ such that for every cyclotomic integer $\beta$ we have $\mathcal{M}(\beta) \geq g(\mathcal{N}(\beta))$.

Here $\mathcal{N}(\beta)$ is the smallest number of roots of unity whose sum is $\beta$. Thus if $\mathcal{M}(\beta) \leq B$ then $\mathcal{N}(\beta) \leq B'$ for some $B'$.

For any algebraic integer $\alpha$ we denote the ‘mean trace’ $(\text{trace}(\alpha))/[\mathbb{Q}(\alpha) : \mathbb{Q}]$ of $\alpha$ by $\overline{\text{tr}}(\alpha)$. This is the mean of the conjugates of $\alpha$. So $\mathcal{M}(\beta) = \overline{\text{tr}}(|\beta|^2)$. We need the following basic property of the mean trace.
Lemma 7. For any algebraic numbers $\alpha, \gamma$ we have
\[ \text{tr}(\alpha + \gamma) = \text{tr}(\alpha) + \text{tr}(\gamma). \] (5)

Proof. Let $F$ be the normal closure of $\mathbb{Q}(\alpha, \gamma)$. Then
\[ \text{tr}(\alpha) = \frac{1}{[F : \mathbb{Q}]} \sum_{\sigma \in \text{Gal}(F/\mathbb{Q})} \sigma(\alpha), \]
from which, using the corresponding formula for $\beta$ and for $\alpha + \beta$, the result follows. \hfill \Box

Lemma 8. For $\beta$ a nonzero cyclotomic integer, with say $\beta \in \mathbb{Z}[\omega_n]$, there is some power $\omega_n^i$ of $\omega_n$ such that $\omega_n^i\beta$ has nonzero trace.

Proof. We can write $\beta = \sum_{k=0}^{d-1} a_k \omega_n^k$, where the $a_k$ are integers, and $d = \varphi(n)$. Then the trace of $\beta$ (the sum of its conjugates) is
\[ \frac{d'}{d} \sum_{\gcd(j,n)=1} \sum_{k=0}^{d-1} a_k \omega_n^{jk}, \]
where $d' = [\mathbb{Q}(\beta) : \mathbb{Q}]$. Suppose that the trace of $\omega_n^i\beta$ is 0 for all $i = 0, \ldots, n - 1$. Then the traces of all $a_k \omega_n^{-k}\beta$ would be 0, and so the trace of $\sum_{k=0}^{d-1} a_k \omega_n^{-k}\beta = |\beta|^2$ would be 0. But we know that the conjugates, $|\beta_j|^2$ say, of $|\beta|^2$ are all positive, so its trace is positive. \hfill \Box

We use $\mu_{\varphi}(n)$ to denote $\mu(n)/\varphi(n)$, where $\mu$ is the Möbius $\mu$-function, and $\varphi$ is the Euler $\varphi$-function. Thus the mean trace of $\omega_n$ is $\mu_{\varphi}(n)$. Lemma [7] states that the mean trace is additive. Of course it is not generally multiplicative, but there is a special case where this property too holds.

Lemma 9. Let $m, n$ be coprime integers and let $\alpha \in \mathbb{Q}(\omega_n)$. Then
\begin{enumerate}
  \item $\text{tr}(\omega_m \alpha) = \text{tr}(\omega_m) \text{tr}(\alpha) = \mu_{\varphi}(m) \text{tr}(\alpha)$;
  \item if also $m$ is odd, one still has $\text{tr}(\omega_{2m} \alpha) = \text{tr}(\omega_{2m}) \text{tr}(\alpha) = -\mu_{\varphi}(m) \text{tr}(\alpha)$, regardless of the parity of $n$.
\end{enumerate}

Proof. Since $m$ and $n$ are coprime, $\omega_m \omega_n$ is a primitive $mn$-th root of unity, and the $\varphi(mn)$ automorphisms of $\mathbb{Q}(\omega_m \omega_n)$ are defined by $\omega_m \omega_n \mapsto \omega_m^a \omega_n^b$ where $a$ is prime to $m$ and $b$ is prime to $n$. From this the formula in (i) is immediate. For (ii), given $m$ is odd one has that $-\omega_{2m}$ is a primitive $m$th root of unity and since $\text{tr}(-\beta) = -\text{tr}(\beta)$ one deduces (ii) from (i). \hfill \Box

Proposition 10. Let $\mathcal{L}$ be an infinite increasing sequence of positive integers, and $\gamma_1$ and $\gamma_2$ be nonzero cyclotomic integers. Then
\[ \lim_{\ell \to \infty} \mathcal{M}(\gamma_1 + \omega_\ell \gamma_2) = \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2). \]

Also, $\mathcal{L}$ can be chosen so that infinitely many of the values $\mathcal{M}(\gamma_1 + \omega_\ell \gamma_2)$ are distinct, so that $\mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2)$ is a genuine limit point of the sequence $\{\mathcal{M}(\gamma_1 + \omega_\ell \gamma_2)\}_{\ell \in \mathcal{L}}$. Furthermore, $\mathcal{L}$ can be chosen so that the limit is approached either from above or from below.
Proof. Now from Lemma 7
\[ \mathcal{M}(\gamma_1 + \omega \gamma_2) = \overline{\text{tr}}(|\gamma_1 + \omega \gamma_2|^2) \]
\[ = \overline{\text{tr}}(|\gamma_1|^2) + \overline{\text{tr}}(|\gamma_2|^2) + \overline{\text{tr}}(\omega \gamma_1 \overline{\gamma_2}) + \overline{\text{tr}}(\omega \gamma_2 \overline{\gamma_1}) \]
\[ = \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2) + \overline{\text{tr}}(\omega^{-1} \gamma_1 \overline{\gamma_2}) + \overline{\text{tr}}(\omega \gamma_1 \overline{\gamma_2}). \tag{6} \]
Choosing \( n \) so that \( \gamma_1, \gamma_2 \in \mathbb{Q}(\omega_n) \), with say
\[ \gamma_1 \overline{\gamma_2} = \sum_k a_k \omega_n^k, \]
we see that
\[ \overline{\text{tr}}(\omega^{-1}_n \gamma_1 \overline{\gamma_2}) = \sum_k a_k \overline{\text{tr}}(\omega_k \omega_n^{-k}) = \sum_k a_k \overline{\text{tr}}(\omega_k) = \sum_k a_k \mu(\ell'), \]
where \( \omega_k \omega_n^{-k} = \omega_{\ell'} \), say, where \( \ell' \) depends on \( k \). Since \( \ell' \to \infty \) as \( \ell \to \infty \), and \( \mu(\ell') \to 0 \) as \( \ell' \to \infty \), we see that as \( \ell \to \infty \)
\[ \mathcal{M}(\gamma_1 + \omega \gamma_2) \to \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2), \]
as claimed.

To ensure that this is a genuine limiting process, we need to have \( \mathcal{M}(\gamma_1 + \omega \gamma_2) \neq \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2) \) for infinitely many values of \( \ell \). We now show that \( \mathcal{L} \) can be chosen so that this is true.

From Lemma 8 we can choose an integer \( i \) such that \( \overline{\text{tr}}(\omega_n^i \gamma_1 \overline{\gamma_2}) \neq 0 \). Then also \( \overline{\text{tr}}(\omega_n^{-i} \gamma_1 \overline{\gamma_2}) \neq 0 \). Next, define the \( \ell' \)'s by \( \omega_{\ell'} = \omega_{\ell'} \omega_n^i \), where the \( \ell' \)'s are odd primes not dividing \( n \). Then, using Lemma 9(i),
\[ \overline{\text{tr}}(\omega_{\ell'} \gamma_1 \overline{\gamma_2}) = \overline{\text{tr}}(\omega_{\ell'} \omega_n^i \gamma_1 \overline{\gamma_2}) = \overline{\text{tr}}(\omega_{\ell'} \overline{\text{tr}}(\omega_n^i \gamma_1 \overline{\gamma_2}) = -\frac{1}{\ell' - 1} \overline{\text{tr}}(\omega_n^i \gamma_1 \overline{\gamma_2}), \]
which is nonzero for all \( \ell' \). Hence, from (6) \( \mathcal{M}(\gamma_1 + \omega \gamma_2) \) tends to \( \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2) \) from either above or below (say, above), depending on the sign of \( \overline{\text{tr}}(\omega_n^i \gamma_1 \overline{\gamma_2}) \); it never equals \( \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2) \).

Finally, if we replace \( \ell' \) by \( 2\ell' \) in the argument (and see Lemma 9(iii)), then \( -\frac{1}{\ell' - 1} \) is replaced by \( \frac{1}{\ell' - 1} \), so that \( \mathcal{M}(\gamma_1 + \omega \gamma_2) \) tends to \( \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2) \) from below. \( \square \)

Note that Proposition 10 tells us that \( 2\mathcal{C} \subseteq \mathcal{C}(1) \).

**Proposition 11.** Let \( \gamma_0, \gamma_1, \ldots, \gamma_r \) be fixed cyclotomic integers, and for all \( n \geq 1 \) define
\[ \beta_n := \gamma_0 + \gamma_1 \omega_{n_1} + \gamma_2 \omega_{n_2} + \cdots + \gamma_r \omega_{n_r}, \]
where \( n_1, \ldots, n_r \) are integers each tending to infinity as \( n \to \infty \), and such that for all \( k, \ell \) with \( 1 \leq k < \ell \leq r \) the order of \( \omega_{n_k}/\omega_{n_\ell} \) also tends to infinity as \( n \to \infty \). Then the sequence \( \{\mathcal{M}(\beta_n)\} \) converges, say to \( \mathcal{M}(\beta) \), with
\[ \mathcal{M}(\beta) = \mathcal{M}(\gamma_0) + \mathcal{M}(\gamma_1) + \cdots + \mathcal{M}(\gamma_r). \]
Proof. Now putting \( n_0 = 1 \) we have
\[
|\beta_n|^2 = \sum_{k=0}^{r} |\gamma_k|^2 + \sum_{k, \ell=0}^{r} \gamma_k \ell \frac{\omega_{nk}}{\omega_{n\ell}}.
\]
Choose an integer \( t \) so that all the \( \gamma_k \) belong to \( \mathbb{Q}(\omega_t) \). Then taking the mean trace of this expression we obtain \( \mathcal{M}(\beta_n) = \sum_{k=0}^{r} \mathcal{M}(\gamma_k) \) plus a sum of terms of the form \( \overline{tr}(a \omega_t^h \omega_{nk}/\omega_{n\ell}) \), where \( a \) and \( h \) are integers. Putting \( \omega_t^h \omega_{nk}/\omega_{n\ell} = \omega_N \) say, we have
\[
\overline{tr}(a \omega_t^h \omega_{nk}/\omega_{n\ell}) = a \mu_\varphi(N).
\]
Since \( N \to \infty \) as \( n \to \infty \) we see that as \( n \to \infty \) these terms all tend to 0, so that \( \mathcal{M}(\beta_n) \to \sum_{k=0}^{r} \mathcal{M}(\gamma_k) \).

Proposition 12. Let \( k \geq 1 \). Every element of \((k+1)\mathcal{C}\) belongs to \( \mathcal{C}(k) \) and is a limit from both sides of elements of \( k\mathcal{C} \).

Proof. The case \( k = 1 \) has been done in Proposition 10. So take \( k \geq 2 \) and assume the result is true for \( k - 1 \). For cyclotomic integers \( \gamma_1, \ldots, \gamma_k, \gamma_{k+1} \), consider
\[
m_{k+1} := \mathcal{M}(\gamma_1) + \cdots + \mathcal{M}(\gamma_k) + \mathcal{M}(\gamma_{k+1}) \in (k+1)\mathcal{C}.
\]
By the induction hypothesis, for fixed \( \ell \) the value
\[
m_{k, \ell} := \mathcal{M}(\gamma_1) + \cdots + \mathcal{M}(\gamma_{k-1}) + \mathcal{M}(\gamma_k + \omega_\ell \gamma_{k+1})
\]
belongs to \( \mathcal{C}(k-1) \), and is a limit from above of elements of \( \mathcal{C}(k-1) \). Using Proposition 10 again, we see that \( m_{k+1} \) is a limit from above of elements of \( k\mathcal{C} \subseteq \mathcal{C}(k-1) \), namely the \( m_{k, \ell} \), as \( \ell \to \infty \), for \( \ell \) in some sequence \( \mathcal{L} \). Hence \( m_{k+1} \in \mathcal{C}(k) \). Since we can replace ‘above’ by ‘below’ in the two previous sentences, this proves the result for \( k \).

So certainly the \( k \)th derived set \( \mathcal{C}(k) \) of \( \mathcal{C} \) contains \((k+1)\mathcal{C}\). We need to show that in fact equality holds.

Proof of Theorem 7. The theorem holds trivially for \( k = 0 \). So take \( k \geq 1 \) and assume that it holds for \( k - 1 \). We need to prove that \( \mathcal{C}(k) \subseteq (k+1)\mathcal{C} \). Take \( \mathcal{M}(\beta) \in \mathcal{C}(k) \). Then \( \mathcal{M}(\beta) \) is a genuine limit of a convergent sequence \( \{ \mathcal{M}(\beta_n) \}_{n \in \mathbb{N}} \) say, in \( \mathcal{C}(k-1) \). By the induction hypothesis, \( \mathcal{C}(k-1) \subseteq \mathcal{C}(k) \), so that for each \( \beta_n \) there are cyclotomic integers \( \gamma_i \) \((i = 1, \ldots, k)\) such that
\[
\mathcal{M}(\beta_n) = \mathcal{M}(\gamma_1) + \mathcal{M}(\gamma_2) + \cdots + \mathcal{M}(\gamma_k).
\]
Now the sequence \( \{ \mathcal{M}(\beta_n) \} \) is bounded, so the sequences \( \{ \mathcal{M}(\gamma_i) \} \) \((i = 1, \ldots, k)\) are also bounded, with the same bound, \( B \) say. Thus by replacing \( \{ \mathcal{M}(\gamma_i) \} \) by an appropriate subsequence we can assume that each \( i = 1, \ldots, k \) the sequence \( \{ \mathcal{M}(\gamma_i) \} \) converges. Because the set \( \mathcal{C} \) is closed, the limit will be \( \mathcal{M}(\gamma) \), say, for some cyclotomic integer \( \mathcal{M}(\gamma) \). Note too that \( \mathcal{M}(\gamma) \) must be a genuine limit point of \( \{ \mathcal{M}(\gamma_i) \} \) for at least one value of \( i \).
Further, by Loxton’s Theorem, there is an integer $N'$ such that all $\gamma_{in}$ can be expressed as the sum of at most $N'$ roots of unity. Hence by replacing $\{\mathcal{U}(\beta_n)\}$ by a suitable subsequence we may assume that for each $i$ the numbers $\gamma_{in}$ can be expressed as the sum of the same number, $N_i$ say, of roots of unity. By writing each $\gamma_{in}$ as a sum of a minimal number $\mathcal{N}(\gamma_{in})$ of roots of unity, we will have $\mathcal{N}(\gamma_{in}) = N_i$ for each $n$.

We now study one of these sequences $\{\mathcal{U}(\gamma_{in})\}$. For this purpose we temporarily drop the ‘$i$’ subscript, and study the convergent sequence $\{\mathcal{U}(\gamma_{in})\}$, where each $\gamma_n$ is the sum of the same number, $N$ say, of roots of unity. By replacing $\gamma_n$ by an equivalent cyclotomic integer we can assume that

$$\gamma_n = 1 + \sum_{j=2}^{N} \rho_{jn},$$

say. By re-ordering the roots of unity, if necessary, we can also assume that the orders of these roots of unity increase nonstrictly monotonically with $j$. Consider the sequence $\{\rho_{2n}\}_{n \in \mathbb{N}}$. If infinitely many of these roots of unity are equal, then we can replace $\{\mathcal{U}(\beta_n)\}$ by an infinite subsequence so that all the $\rho_{2n}$’s are equal. We do the same for $\{\rho_{3n}\}$, $\{\rho_{4n}\}$, . . . , until we find a $j_1$ for which $\{\rho_{jn}\}$ contains only finitely many copies of every root of unity. In this situation the order of $\rho_{jn}$ tends to infinity with $n$. We can then rewrite (8) as

$$\gamma_n = s_0 + \rho_{jn} + \rho_{j_1+n} + \cdots$$

where $s_0$ is a sum of roots of unity, all independent of $n$. Note that such a term $\rho_{jn}$ must exist for all $i$ where $\mathcal{U}(\gamma_{in})$ is a genuine limit point of $\{\mathcal{U}(\gamma_{in})\}$.

We now temporarily modify (3) to

$$\gamma_n = s_0 + \rho_{jn}(1 + \rho'_{j_1+n} + \rho'_{j_1+2,n} + \cdots).$$

say. We then reorder the sequence $\rho'_{j_1+1,n}, \rho'_{j_1+2,n}, \ldots, \rho'_{N,n}$ so that their orders as roots of unity are (nonstrictly) monotonically increasing. If the sequence $\{\rho'_{j_1+n}\}_{n \in \mathbb{N}}$ has infinitely many equal terms, then we can take an infinite subsequence of $\{\mathcal{U}(\beta_n)\}$ where $\{\rho'_{j_1+2,n}\}$ is constant. We do the same for $\{\rho'_{j_1+2,n}\}$, if possible. We continue in this way until we encounter a sequence, $\{\rho_{jn}\}$ say, that contains only finitely many copies of each root of unity; we then define

$$s_1 := 1 + \sum_{j=j_1+1}^{j_2-1} \rho'_{jn},$$

so that we can rewrite (10) as

$$\gamma_n = s_0 + \rho_{jn}s_1 + \rho_{j_2n}(1 + \rho'_{j_2+1,n} + \rho'_{j_2+2,n} + \cdots).$$

Note that the order of $\rho_{jn}/\rho_{jn}$ tends to infinity with $n$.

Continuing in this way, we can finally write $\gamma_n$ as

$$\gamma_n = s_0 + \rho_{jn}s_1 + \rho_{j_2n}s_2 + \cdots + \rho_{j_rn}s_r,$$

where $r \geq 1$ for at least one value of $i$, and $s_0, s_0, \ldots, s_r$ are sums of roots of unity, all independent of $n$. In general they will, of course, depend on the (dropped) subscript $i$. 
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Also, all of the \( s_k \)'s must be nonzero, as \( \gamma_n \) has been written as the sum of a minimal number of roots of unity. Furthermore, for \( k = 1, \ldots, r \) and \( \ell = k + 1, \ldots, r \) the order of \( \rho_{j,n}/\rho_{j,k,n} \) tends to infinity with \( n \). For if the sequence \( \{ \text{order of } \rho_{j,n}/\rho_{j,k,n} \} \) were bounded, then we could assume, by the above subsequence argument, that it would be constant. Then the term \( \rho_{j,n} = \rho_{j,k,n}(\rho_{j,n}/\rho_{j,k,n}) \) would already have contributed a root of unity to \( s_k \).

From (12) and Proposition 11 we see that \( \mathcal{M}(\gamma_n) = \mathcal{M}(s_0) + \mathcal{M}(s_1) + \cdots + \mathcal{M}(s_r) \) as \( n \to \infty \). Reinstating the dropped subscript \( i \), and applying this result to each sequence \( \{ \mathcal{M}(\gamma_{in}) \} \), we see that for each \( i \) the limit of this sequence is a sum of \( r_i := 1 + r \) elements of \( \mathcal{C} \). We have seen above that \( r_i \geq 2 \) for at least one value of \( i \), so that from (7) that \( \mathcal{M}(\beta) = \lim_{n \to \infty} \mathcal{M}(\beta_n) \) is a sum of \( k + t \) elements of \( \mathcal{C} \), where \( t \geq 1 \). Since by additivity we can express a sum of \( t \) elements of \( \mathcal{C} \) as a single element of \( \mathcal{C} \), we have \( \mathcal{M}(\beta) \in \mathcal{C}_{k+1} \), as required. □

This completes the proof of Theorem 1. We now know that \( \mathcal{C} \) is a countable closed set, having nonempty derived sets of all orders \( k \), with every element of \( \mathcal{C}^{(k)} \) being a two-sided limit of elements of \( \mathcal{C}^{(k-1)} \), and with the smallest element of the \( k \)th derived set tending to infinity as \( k \) goes to infinity. Thus \( \mathcal{C} \) is a Thue set, proving Corollary 3.

2.1. Structure and labelling of Thue sets. Two totally ordered sets are said to have the same order type if there is an order-preserving bijection between them. The order type of a set is then the ordinal having the same order type as the set. For the ordinal \( \omega \), put \( a_1 = \omega + 1 + \omega^* \), and \( a_{n+1} = a_n \omega + 1 + (a_n \omega)^* \) for \( n \geq 1 \). Here \( ()^* \) denotes the reverse order.

Boyd and Mauldin 3 showed that the order type of the set of PV numbers is \( \sum_{n=1}^\infty a_n \).

Let \( T \) be any Thue set. We will now build a finite string of integers to label a given element \( t \) of \( T \). We proceed as follows. If \( t < t_1 \) then \( t \) is an element of the increasing sequence of all members of \( T \) that are less than \( t_1 \), which we label \( \ell_{00}, \ell_{01}, \ell_{02}, \ldots \). For \( t \geq t_1 \) choose the largest \( k \) such that \( t \geq t_k \). Take \( k \) as the first element of our string. Then there are no limit points of \( T^{(k)} \) (i.e., elements of \( T^{(k+1)} \)) that are less than \( t \), so that \( T^{(k)} \) is discrete in the interval \( [t_k, t_{k+1}) \), which must contain \( t \). We label the elements of \( [t_k, t_{k+1}) \cap T^{(k)} \) in ascending order by \( \ell_{kr}, \ell_{kr+1}, \ell_{kr+2}, \ldots \). Then \( t \) is in one of the half-open intervals \( [\ell_{kr}, \ell_{kr+1}) \) say; we take \( r \) to be the second element of our string. If \( t = \ell_{kr} \), end the string. Otherwise, we note that the elements of \( T^{(k-1)} \) in the interval \( (\ell_{kr}, \ell_{kr+1}) \) form a countable set with limit points precisely at both endpoints of the interval. For definiteness we label those in \( \ell_{kr}, \ell_{kr+1} \) by \( \ell_{kr0}, \ell_{kr1}, \ell_{kr2}, \ldots \) in ascending order, and those in \( [\ell_{kr}, \ell_{kr+1}) \) by \( \ell_{kr-1}, \ell_{kr-2}, \ell_{kr-3}, \ldots \), in descending order. Again, \( t \) is in one of the half-open intervals defined by these points, so we label it by the left endpoint. Again, if \( t \) is equal to this endpoint, the label ends. Otherwise, we note that in the open interval there is a countable ascending string of elements of \( T^{(k-2)} \) with limit points precisely at both endpoints of the interval. So we can proceed as before. Continuing in this way, the string ends by \( t \) being a left endpoint of an interval (the elements with the longest strings will be those \( t \) in an interval whose endpoints are in \( T \setminus T^{(1)} \)). Then \( t \) must equal the left endpoint of such an interval. Thus, in the end, every element of \( T \) is of the form \( \ell_s \), where \( s \) is a string of integers, which we call the label of \( \ell_s \); we have seen that \( s \) is of the form
\( s = kr_1 \cdots r_j \), where \( k \geq 0 \) and \( 1 \leq j \leq k + 1 \). This tells us that \( t_k \leq t < t_{k+1} \) and that \( t \in T^{(k-j+1)} \setminus T^{(k-j+2)} \).

The labelling described is ordered by the most significant digits, with the added rule that if two strings are of different lengths, but agree for the whole length of the shorter one, then this shorter one comes first in the ordering. Then this ordering coincides with the ordering on the real line.

Note that the allowable integer string labels are subject to the following constraints:

- The first term, \( k \), is non-negative;
- If \( k = 0 \) then the second term is non-negative;
- The string must contain between 2 and \( k + 2 \) terms.

**Proposition 13.** Any two Thue sets have the same order type.

**3. Proof of Theorem**

**Proof.** First, note that for any integer \( m \geq 0 \)
\[
a^2 + ab + b^2 + c^2 + a + b + c = m
\]
has an integer solution if and only if
\[
3(2a + b + 1)^2 + (3b + 1)^2 + 3(2c + 1)^2 = 12m + 7
\]
has an integer solution. Note that the class number of \( x^2 + 3y^2 + 3z^2 \) is one by [7], and by using [13, §102.5] and [12], one may easily check that there are integers \( x, y, \) and \( z \) such that
\[
x^2 + 3y^2 + 3z^2 = 12m + 7.
\]
Since \( x \) is not divisible by 3, by changing, if necessary, the sign of \( x \), there is an integer \( b \) such that \( 3b + 1 = x \). Assume that \( x \) is even. Then \( b \) is odd. In this case, since \( y - z \) is odd, without loss of generality, we may assume that \( y \) is odd. Therefore there are integers \( a \) and \( c \) such that
\[
2a + b + 1 = z, \quad 2c + 1 = y.
\]
Now, assume that \( x \) is odd. Then \( b \) is even and both \( y \) and \( z \) are odd. Therefore there are integers \( a \) and \( c \) satisfying the above. Thus (3) is universal, as claimed.

Next, note that any integer \( m \geq 0 \), the equation
\[
a^2 + b^2 + c^2 + ab + bc + ca + a + b + c = m
\]
has an integer solution if and only if
\[
6(2a + b + c + 1)^2 + 2(3b + c + 1)^2 + (4c + 1)^2 = 24m + 9
\]
has an integer solution. Note that the class number of \( x^2 + 2y^2 + 6z^2 \) is one by [7], and by again using [13, §102.5], one may easily check that there are integers \( x, y, \) and \( z \) such that
\[
x^2 + 2y^2 + 6z^2 = 24m + 9.
\]
Since \( x \) is odd, by changing the sign of \( x \), if necessary, there is an integer \( c \) such that \( 4c + 1 = x \). Note that \( x \) is divisible by 3 if and only if \( y \) is divisible by 3. Hence there is
an integer $b$ such that $3b + c + 1 = y$ by changing, if necessary, the sign of $y$. Finally, since $y \equiv z \pmod{2}$, there is an integer $a$ such that $2a + b + c + 1 = z$. Thus (4) is universal.

4. Proof of Theorem 4

Proof. For $p$ an odd prime, let $\beta = \sum_{i=0}^{p-1} a_i \omega_p^i \in \mathbb{Z}[\omega_p]$. These coefficients $a_i$ are not uniquely determined by $\beta$: we can replace each $a_i$ by $a_i + t$ for any $t \in \mathbb{Z}$. Thus we can assume that $s := \sum_{j=0}^{p-1} a_j \in [-p', p']$, where $p' := (p-1)/2$. In fact, since $\mathcal{M}(-\beta) = \mathcal{M}(\beta)$, we can assume for the study of $C_p$ that $s$ is an integer in $[0, p']$. Also write $\text{var}(a_0, \ldots, a_{p-1})$ for the variance of $a_0, \ldots, a_{p-1}$. We need the following.

Lemma 14. We have

$$p'.\mathcal{M}(\beta) = \frac{1}{2} \left( p \sum_{j=0}^{p-1} a_j^2 - s^2 \right)$$

(13)

$$= \frac{p^2}{2} \text{var}(a_0, \ldots, a_{p-1}).$$

(14)

Proof of Lemma 14. We have

\begin{align*}
p'.\mathcal{M}(\beta) &= \frac{1}{2} \sum_{i=1}^{p-1} \left( \sum_{j=0}^{p-1} a_j \omega_p^j \sum_{k=0}^{p-1} a_k \omega_p^{-ik} \right) \\
&= \frac{1}{2} \sum_{j=0}^{p-1} \sum_{k=0}^{p-1} a_j a_k \left( \sum_{i=1}^{p-1} \omega_p^{j(k-i)} \right) \\
&= \frac{1}{2} \sum_{j=0}^{p-1} \sum_{k=0}^{p-1} a_j a_k \left( \sum_{i=1}^{p-1} \omega_p^{j(k-i)} - 1 \right) \\
&= \frac{1}{2} \left( p \sum_{j=0}^{p-1} a_j^2 - s^2 \right),
\end{align*}

giving (13). This also equals

$$\frac{p^2}{2} \left( \frac{1}{p} \sum_{j=0}^{p-1} a_j^2 - \left( \frac{s}{p} \right)^2 \right) = \frac{p^2}{2} \text{var}(a_0, \ldots, a_{p-1}).$$

Thus we can interpret the Cassels height $\mathcal{M}(\beta)$ as a fixed multiple (depending on $p$) of the variance of the sequence of coefficients $a_i$ of $\beta$. Thus, for $p$ and $s$ given, $p'.\mathcal{M}(\beta)$ is minimised when the $a_i$ are as close as possible to each other (and to their mean, which lies in $[0, 1/2]$), and the minimum occurs precisely when $s$ of the $a_i$ equal 1, while the remaining $p - s$ are 0. From the formula (13), we see that this minimum of $p'.\mathcal{M}(\beta)$ is
Furthermore, up to permutation of the $a_k$’s, this is the only sequence for which the minimum occurs.

We must now show that $p'.\mathcal{M}(\beta)$ can take all integer values $\frac{s(p-s)}{2} + rp$, for all integers $r \geq 0$. We separate three cases.

- $p \geq 11$. From the $s$ ones and $p - s$ zeroes in $a_0, a_1, \ldots, a_{p-1}$ we can choose $\frac{s}{2} + \left\lfloor\frac{p-2}{2}\right\rfloor > 4$ pairs of equal values (both 1 or both 0). Taking four of these pairs $(a, a)$ and replacing each by $(a + n, a - n)$ for some integer $n$, we see from (13) that $p'.\mathcal{M}(\beta)$ is increased by $p$ times the sum of four squares of integers. Since every nonnegative integer $r$ is the sum of four squares [8], we indeed have that $p'.\mathcal{M}(\beta)$ can take every value $\frac{s(p-s)}{2} + rp$.

- $p = 7$. We have $s = 0, 1, 2$ and 3. Let $a = (0, 0, 0, 0, a_5, a_6)$, so that $s = a_5 + a_6$. Now change $a$ to $a = (-a, -b, -c, -d, a + b + c + d, a_5, a_6)$. Then $s$ remains unchanged, while $\sum_{j=0}^{6} a_j^2$ increases by $7/2$ times

$$a^2 + b^2 + c^2 + d^2 + (a + b + c + d)^2 = 2(a^2 + b^2 + c^2 + d^2 + ab + bc + ca + a + b + c).$$

This quadratic form, with root lattice $A_4$, has class number 1 (see Nipp [11]), and locally represents all even integers. Hence by [2, §102.5], it represents all even positive integers. By choosing $a_5, a_6 = 0$ or 1, and so $s = 0, 1$ or 2 we see from (13) that $p'.\mathcal{M}(\beta)$ can take all values $\frac{s}{2}(7 - s) + 7r$ for every integer $r \geq 0$, for these values of $s$. For $s = 3$ and $a = (0, 0, 0, 1, 1, 1)$ we change $a$ to $a = (a, b, c, -(a + b + c), d + 1, -d + 1, 1)$. Here still $s = 3$, while $\sum_{j=0}^{p-1} a_j^2$ increases by $7/2$ times

$$a^2 + b^2 + c^2 + (a + b + c)^2 + (d + 1)^2 + (-d + 1)^2 = 2(a^2 + b^2 + c^2 + ab + bc + ca + a + b + c).$$

This quadratic form, with root lattice $A_3 \perp A_1$, has class number 1 (see [11]), and locally represents all even integers. Hence by [2, §102.5], it represents all even positive integers. Thus $p'.\mathcal{M}(\beta)$ can take all values $\frac{s}{2}(7 - s) + 7r$ for every integer $r \geq 0$ for $s = 3$ also.

- $p = 5$. We have $s = 0, 1$ and 2. The case $s = 0$ is essentially the same as for $p = 7$: take $a = (-a, -b, -c, -d, a + b + c + d)$, with again $\sum_{j=0}^{p-1} a_j^2$ given by (15). For $s = 1$, start with $a = (0, 0, 0, 1)$ and change it to $(0, -a, -b, -c, 1 + a + b + c)$. Then $\sum_{j=0}^{4} a_j^2$ increases by $5/2$ times

$$a^2 + b^2 + c^2 + (1 + a + b + c)^2 - 1 = 2(a^2 + b^2 + c^2 + ab + bc + ca + a + b + c).$$

Hence, by Theorem [5] $p'.\mathcal{M}(\beta)$ can take all values $2 + 5r$ for every integer $r \geq 0$. For $s = 2$, start with $a = (0, 0, 0, 1, 1)$ and change it to $(-a, -b, -c, 1 + a + b, 1 + c)$. Then $\sum_{j=0}^{4} a_j^2$ increases by $5/2$ times

$$a^2 + b^2 + c^2 + (1 + a + b)^2 + (1 + c)^2 - 2 = 2(a^2 + ab + b^2 + c^2 + a + b + c).$$

Hence, again by Theorem [5] $p'.\mathcal{M}(\beta)$ can take all values $3 + 5r$ for every integer $r \geq 0$.

Note that it follows that, for $\beta \in \mathbb{Z}[\omega_p]$, $\mathcal{M}(\beta)$ depends only on the set $\{a_k\}$ of coefficients of $\beta$, and not on their order. (In fact it depends only on $\sum_k a_k$ and $\sum_k a_k^2$.) Thus in general there are many inequivalent $\beta \in \mathbb{Q}(\omega_p)$ with the same value of $\mathcal{M}(\beta)$. Note too that,
having established Theorem 4, Lemma 14 provides a description of the possible values of the variance of a sequence of $p$ integers.
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