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Abstract

Piecewise Linear Interface Construction (PLIC) is frequently used to geometrically reconstruct fluid interfaces in Computational Fluid Dynamics (CFD) modeling of two-phase flows. PLIC reconstructs interfaces from a scalar field that represents the volume fraction of each phase in each computational cell. Given the volume fraction and interface normal, the location of a linear interface is uniquely defined. For a cubic computational cell (3D), the position of the planar interface is determined by intersecting the cube with a plane, such that the volume of the resulting truncated polyhedron cell is equal to the volume fraction. Yet it is geometrically complex to find the exact position of the plane, and it involves calculations that can be a computational bottleneck of many CFD models. However, while the forward problem of 3D PLIC is challenging, the inverse problem, of finding the volume of the truncated polyhedron cell given a defined plane, is simple. In this work, we propose a deep learning model for the solution to the forward problem of PLIC by only making use of its inverse problem. The proposed model is up to several orders of magnitude faster than traditional schemes, which significantly reduces the computational bottleneck of PLIC in CFD simulations.

Introduction

Multiphase flows (flows consisting of more than one component) are ubiquitous in nature and are of interest in a variety of practical applications, and as such a significant amount of work has been conducted on the computational modeling of such flows (e.g. Balachandar and Eaton [2010] Rothman and Zaleski [1994] Wang et al. [2016]). One of the challenges of multiphase flow modeling is to track interfaces between different phases. Among numerous Eulerian and Lagrangian interface tracking schemes, the Volume-of-Fluid (VOF) Eulerian method is widely used (Hirt and Nichols [1981]).

In the VOF method, as shown in figure 1b, the volume fraction of one the two phases within each computational cell is represented by a scalar field \( \alpha \). For example, for a liquid-gas system, \( \alpha = 1 \) in liquid cells, \( \alpha = 0 \) in gas cells, and \( 0 < \alpha < 1 \) in interface cells. An advection equation is solved for \( \alpha \) to track the location of interface throughout the simulation. There are two major categories of VOF schemes: algebraic and geometric (Lafaurie et al. [1994]). Geometric VOF schemes provide more accurate fluid-fluid interface reconstruction compared to algebraic schemes, but require more complicated geometrical calculations. Of these methods, Piecewise Linear Interface Construction (PLIC) is frequently used to geometrically reconstruct an interface as a line (2D) or plane (3D) (Youngs [1982]). As shown in figure 1b, for a cubic cell, PLIC linearly approximates an interface, such that the volume of the resulting truncated polyhedron

Figure 1: a) An example of a VOF scalar field for a liquid-gas system. \( \alpha = 1 \) in liquid cells, \( \alpha = 0 \) in gas cells, and \( 0 < \alpha < 1 \) in interface cells. b) Interface reconstruction using PLIC.
Figure 2: All possible cases for intersection of a plane and a unit cube.

Figure 3: DNN architecture.

cell is equal to the volume fraction $\alpha$, where the plane normal unit vector $\vec{n}$ is calculated as the gradient of the volume fraction scalar field, as $\vec{n} = -\nabla \alpha / ||\nabla \alpha||$ (Kothe and Mjolsness 1992). Eliminating symmetrical cases, the number of possible cube-plane intersections can be reduced to the five scenarios shown in figure 2 where $\alpha \leq 0.5$ (for $\alpha > 0.5$, $\alpha$ is changed to $1 - \alpha$ to match one of the five cases). The constant of the plane $d$ is the smallest distance from the plane to the origin of the Cartesian coordinate system that conforms with the cubic cell edges, which must be calculated. The problem of computing $d$ is known as the forward problem of PLIC (Scardovelli and Zaleski 2000).

To date, many studies have used PLIC for interface reconstruction on structured and unstructured grids, and also for related calculations such as calculating the distance between two interfaces, and have proposed improvements to reduce the implementation complexity and increase its efficiency (López et al. 2005; Ataei et al. 2021b; Dai and Tong 2019; Ataei et al. 2021a; Nahed and Dgheim 2020; Scheufler and Roenby 2019). A simple analytical solution can be used to solve PLIC in 2D for a square cell. However, analytical solutions in 3D for a cubic cell include multiple if-else conditions, and require more sophisticated operations (e.g. dealing with the inverse of third degree polynomials and complex numbers) (Scardovelli and Zaleski 2000; Yang and James 2006). For example, Scardovelli and Zaleski (Scardovelli and Zaleski 2000) found an analytical solution to the forward problem by inverting the inverse problem of PLIC (i.e. finding the volume fraction of a polyhedron formed given a plane with $\vec{n}$ and $d$), which is a simpler geometric calculation. This analytical solution includes a number of conditional statements to select a solution from a set of equations, corresponding to different cases of the intersection of a plane with a cube. This selection can slow down a CFD solver, and is not easily parallelizable. To reduce the computational cost, alternative iterative and approximation techniques have been developed to calculate $d$ (Skarysz, Garmory, and Dianat 2018; Rider and Kothe 1998; Kawano 2016).

Machine Learning (ML) has attracted considerable attention in the computational sciences, including CFD. Over the last decade, ML techniques have been used extensively in fluid mechanics to solve a variety of problems, including model discovery, modeling of reduced order, processing of experimental data, shape optimization, and flow control (Brunton, Noack, and Koumoutsakos 2020; Raissi, Yazdani, and Karniadakis 2020; Brenner, Eldredge, and Freund 2019; Singh, Medida, and Duraisamy 2017; Pfaff et al. 2020; Nikolaev, Richter, and Sadowski 2020; D’Elia et al. 2020; Yoon, Melander, and Verzi 2020). Previously, we have published an alternative neural network based technique to perform PLIC calculations, by training a neural network with a large synthetic dataset of PLIC solutions (Ataei et al. 2021a).

In this work, we propose a direct solution to the forward problem of PLIC using a fully connected Deep Neural Network (DNN). Unlike the previous work, we demonstrate that a DNN can solve the forward problem given only the inverse problem of PLIC, without requiring a synthetic dataset. We show that, in addition to its simplicity, this approach significantly outperforms other traditional PLIC implementations.

### Methodology

We solve the forward problem of PLIC by converting it into an optimization problem that can be solved using a DNN. In
the forward problem, we must find \( d \) such that the volume \( V \) of a polyhedron cell is equal to the volume fraction \( \alpha \) in a unit cubic cell:

\[
V = \alpha
\]  
(1)

This equation can be converted into an optimization problem for a DNN by defining a loss function \( L \) as:

\[
L = \sum_{\text{batch}} (V(d, \vec{m}) - \alpha)^2
\]  
(2)

where \( \vec{m} = (m_1, m_2, m_3) \) are the components of \( \vec{m} \) along the axes shown in figure 2 (Jafari, Shirani, and Ashgriz 2007), calculated as:

\[
\begin{align*}
    m_1 &:= \min (|n_x|, |n_y|, |n_z|) \\
    m_3 &:= \max (|n_x|, |n_y|, |n_z|) > 0 \\
    m_2 &:= |n_x| + |n_y| + |n_z| - m_1 - m_3 \geq 0
\end{align*}
\]  
(3)

As shown in figure 3, we design a multilayer perceptron (MLP) neural network with fully connected layers, comprised of an input layer, \( H \) hidden layers each with \( N \) neurons, and an output layer, to solve this optimization problem. The network outputs \( \vec{d} \) based on \( \vec{m} \) and \( \alpha \) as inputs. If the difference between \( V(d, \vec{m}) \), calculated based on the predicted \( d \) (the output of the DNN), and the known \( \alpha \) is sufficiently minimized, then the forward PLIC problem is solved by the DNN. One of the advantages of this technique is that (unlike conventional methods for training a DNN), there is no need for synthetic data to train the DNN, as the DNN automatically finds the solution to the forward PLIC problem by minimizing this loss function.

Fortunately, formulating \( V \) (i.e. the inverse problem of PLIC) in terms of the plane parameters \((d, \vec{m})\) is a straightforward geometrical problem. The volume under the plane can be found by calculating the volume of the pyramid formed between the intersection of the plane with the three coordinates \((S_1, S_2, S_3)\), and then subtracting the volume of the parts that extend beyond the cube (see figure 2). Such calculations result in a set of equations for \( V \) for each of the five cases, as follows (Scardovelli and Zaleski 2000):

\[
V = \frac{1}{\lambda} \cdot \begin{cases} 
    f_1(d, \vec{m}) & 0 \leq d \leq m_1 \\
    f_2(d, \vec{m}) & m_1 \leq d \leq m_2 \\
    f_3(d, \vec{m}) & m_2 \leq d \leq \min(m_1 + m_2, m_3) \\
    f_4(d, \vec{m}) & m_3 \leq d \\
    f_5(d, \vec{m}) & \min(m_1 + m_2, m_3) \leq d \leq m_3
\end{cases}
\]  
(4)

where:

\[
\begin{align*}
    f_1 &= d^3 \\
    f_2 &= d^3 - \delta_1^3 \\
    f_3 &= d^3 - \delta_2^3 - \delta_3^3 \\
    f_4 &= d^3 - \delta_1^3 - \delta_2^3 - \delta_3^3 \\
    f_5 &= 6m_1m_2(\frac{d}{2} - \frac{3}{2}(m_1 + m_2))
\end{align*}
\]  
(5)

where:

\[
\begin{align*}
    \delta_1 &= d - m_1 \\
    \delta_2 &= d - m_2 \\
    \delta_3 &= d - m_3 \\
    \lambda &= 6m_1m_2m_3
\end{align*}
\]  
(6)

This DNN is implemented in the Pytorch deep learning library (Paszke et al. 2019). We use ReLU activation functions for all layers except for the output layer, which is a linear activation function. The gradient of the custom loss function in Eq. 2 is calculated using the Pytorch automatic differentiation autograd package.

For the inputs of the DNN \( \vec{m} \) is uniformly sampled where all three coordinates are positive. Similarly, \( \alpha \) is sampled uniformly between 0 and 0.5. We used 5000 randomly shuffled sample points in total, split into three datasets: 70% training, 20% test, and 10% validation. The model was trained on the training dataset, the validation dataset was used to ensure that the model was not overfitting during the training, and the test dataset was used to evaluate the final accuracy of the model.

The network weights and biases were randomly initialized at the beginning using Xavier initialization (Glorot and Bengio 2010). The results presented here are the average of six runs with six different random seeds for network initialization. The weights and biases were tuned using the Adam Optimizer (Kingma and Ba 2015) with a batch size of 64 for 512 epochs.

### Results

#### Evaluation metrics

The training was performed on a PC running Ubuntu 20.04 (Intel i7-8700K, NVIDIA 1080 Ti graphics card (CUDA version 11.0), 32GBs of RAM). It takes about 20 minutes to train each network.

The training progress of a DNN with \( H = 1, N = 24 \) is shown in figure 4. The Mean Squared Error (MSE) of both training and validation datasets decreased during training. The model performance was evaluated against the test dataset. Figure 5 shows the MSE and the maximum absolute error for DNNs with different \( H \) and \( N \). Notice the network with \( H = 2, N = 48 \) is the most accurate; however, other networks with fewer neurons and hidden layers also perform on-par or better when compared to PLIC models that approximate PLIC (e.g. Kawano 2016).

To visualize the accuracy of the DNN model, figure 6 plots the value of \( \alpha \) based on the value of \( d \) predicted by the DNN \((H = 2, N = 48)\) against the real value of \( \alpha \), for 200 random data points from the test dataset. It can be seen that there is excellent agreement between the predicted \( \alpha \) and real \( \alpha \), close to the ideal where all points would lie on the diagonal line.

#### Speedup

The advantages of using a DNN for PLIC calculations is that it performs much faster than an analytical solution. Moreover, the DNN model can be easily parallelized on both CPUs and GPUs.

Figure 7 shows a comparison of the DNN \((H = 2, N = 48)\) versus the Scardovelli and Zaleski (Scardovelli and Zaleski 2000) analytical solution. To compare the models, the analytical solution was implemented in C++, and compiled using optimization flag -O3 using the GCC compiler version 9.3. The Pytorch DNN model was converted into Torch-
Figure 4: Training progress over 512 epochs with batch size of 64 for a DNN with one hidden layer with 24 neurons with seed = 100.

Figure 5: Mean Squared Error (MSE) and maximum absolute error on the test dataset, for different DNN models with different $H$ and $N$.

First, we compare the execution time of both models on one CPU core. Since the DNN can perform PLIC calculations in batches, we ran the models for different numbers of cells with randomly and uniformly generated $\alpha$ and $\vec{m}$. On one CPU, the DNN model is 3.4 times faster than the analytical model for 1000 cells. However, as the number of cells increases to 10 million, the speedup gain is only 1.3. This is expected, as the overhead associated with moving the tensors to RAM becomes substantial for large batch sizes. The DNN model accelerates significantly better on a GPU (even taking into account the overhead of moving data to the GPU), and with 10 million cells we achieve more than 41 times speedup. In our previous work, we demonstrated that, while traditional algorithms such as Scardovelli and Zaleski (Scardovelli and Zaleski 2000) require fewer floating operations than a neural network approach, the neural network model better utilizes the hardware and operates at higher floating operations per second (Ataei et al. 2021a).

Figure 6: Plots of the DNN predictions vs real $\alpha$ by a DNN with two hidden layers each with 48 neurons (seed = 400). To avoid clutter, only 200 random points are selected from the test dataset.

Figure 7: Speedups of the DNN model compared to the analytical solution of Scardovelli and Zaleski (running on one CPU core as the baseline).

**Implementation in a CFD Solver**

LBfoam (Ataei et al. 2021b) is a free surface lattice Boltzmann solver for foaming simulations. In LBfoam, a disjoining pressure $\Pi$ between two adjacent bubble interfaces is responsible for stabilizing liquid lamellae (the thin layer of...
liquid separating two bubbles). The disjoining pressure is active up to a distance $\delta_{\text{max}}$, and is a function of the distance between bubble interfaces $\delta$ as:

$$\Pi = \begin{cases} 
0 & \delta > \delta_{\text{max}} \\
k_{\Pi}(1 - \frac{\delta}{\delta_{\text{max}}}) & \delta < \delta_{\text{max}} 
\end{cases} \tag{7}$$

where $k_{\Pi}$ is a constant. In order to calculate $\delta$, LBFoam reconstructs adjacent bubble interfaces with PLIC.

To verify that the DNN model works as expected in a CFD solver, we replaced the PLIC calculation model in LBFoam with the trained DNN model with $H = 2$ and $N = 48$.

Figure 8 shows simulation results based on the same parameters and at the same timestep. The DNN was used for the simulation on the left, and the analytical PLIC was used on the right. As can be seen, the simulation results are identical. Depending on the number of cells that require interface reconstruction (i.e. the interface cells closer than $\delta_{\text{max}}$), the speedup gain for interface construction was between 1.5-3 times.

**Conclusions**

In this paper, we present a DNN model to solve the forward problem of PLIC. We show that a DNN can learn to solve the PLIC problem without a synthetic dataset, using its inverse problem. The DNN implementation of PLIC is up to several orders of magnitude faster than analytical approaches, for the same accuracy. The DNN implementation is easily portable to various CFD solvers, and can be efficiently accelerated by CPUs and GPUs in parallel. We implemented the DNN model in the LBFoam CFD solver to verify that the model can perform well in a practical setting.
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