On the asymptotic stability of \(N\)-soliton solutions of the modified nonlinear Schrödinger equation\(^*\)
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Abstract

The Cauchy problem of the modified nonlinear Schrödinger (mNLS) equation with the finite density type initial data is investigated via \(\mathcal{D}\) steepest descent method. In the soliton region of space-time \(x/t \in (5, 7)\), the long-time asymptotic behavior of the mNLS equation is derived for large times. Furthermore, for general initial data in a non-vanishing background, the soliton resolution conjecture for the mNLS equation is verified, which means that the asymptotic expansion of the solution can be characterized by finite number of soliton solutions as the time \(t\) tends to infinity, and a residual error \(O(t^{-3/4})\) is provided.
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1. Introduction

Nonlinear Schrödinger (NLS) equation is a classical integrable model with Lax pairs, infinite conservation laws and Hamiltonian structures

\[ iq_t + q_{xx} + 2|q|^2 q = 0, \quad (1.1) \]

which can be used to describe nonlinear optics, plasma and other phenomena. However, in some physical applications, such as the propagation of femtosecond optical pulses, it is necessary to add some higher-order effects to the NLS equation. In addition, for describing the resonance phenomenon, it is necessary to consider the multi-component formal equation. This has led to a general interest in the study of higher order integrable models.

A completely integrable system, the modified nonlinear Schrödinger equation [1], was firstly proposed by Wadati et al. in 1970s

\[ q_t - iq_{xx} + \gamma (|q|^2 q) + i\beta |q|^2 q = 0, \quad (1.2) \]

where \( \alpha \) and \( \beta \) are constants. This integrable model is of great significance since it can be reduced to different integrable models for taking different values about \( \gamma \) and \( \beta \) as follows.

(i) For \( \gamma = 0 \), the model (1.2) reduces to the classical NLS equation (1.1).

(ii) For \( \beta = 0 \), the Kaup-Newell equation [2] can be derived from the model (1.2).

(iii) For \( \gamma, \beta \neq 0 \), the model is equivalent to the modified Schrödinger (mNLS) equation (or the perturbation NLS equation [3])

\[ iq_t + q_{xx} + 2|q|^2 q + i\frac{1}{\alpha} \left(|q|^2 q\right)_x = 0, \quad (1.3) \]

where \( \alpha \) is a positive constant.
Different from the classical NLS equation, the mNLS equation has static local solutions when the effective nonlinear parameters satisfy special conditions, which was shown in [4]. The mNLS equation (1.3) has many applications in physics, such as describing gravitational waves in deep water [5], Alfvén waves propagating along the magnetic field in cold plasma [6], and short pulses propagating in long optical fibers with nonlinear refractive index [7, 8]. Additionally, the nonlinear term $i\left(|q|^2q\right)_t$ appearing in (1.3) is called self-steepening effect term, which leads to the propagation of optical pulse asymmetric and steepens upward at the trailing edge [9, 10]. Therefore, the mNLS equation has been widely concerned. By using analytic methods, Hirota method and Darboux transformation, different types of solutions were constructed, including soliton solutions, rational solutions and rogue wave solutions [11, 12, 13, 14]. For the initial value in Schwartz space, the $N$-soliton solutions of the mNLS equation (1.3) were obtained by the inverse scattering method and the dressing method [15, 16, 17]. Additionally, the unique existence, existence of global solution, weak solution and other properties of solutions to the mNLS equation (1.3) with initial value problem were studied in [18, 19, 20].

Recently, Fan’s team studied the soliton solutions of equation (1.3) under non-zero boundary conditions (NZBCs) by using the Riemann-Hilbert (RH) problem [21], and studied the long-time asymptotic behavior of the equation under the condition that the initial value belongs to Schwarz space [22] by using the nonlinear steepest descent method proposed by Defit and Zhou (DZ) in [23]. Our purpose in the present work is to study the asymptotic stability of $N$-soliton solution of the mNLS equation (1.3) under the condition of NZBCs by using the classical DZ method and the Dbar method, i.e., under the NZBCs

$$q(x, t) = q_\pm e^{-4i\beta^2 t + 2i\alpha x}, \quad x \to \pm \infty,$$

where $q_\pm$ are independent of variables $x$ and $t$ and $|q_\pm| = 1$, we will verify that the soliton resolution conjecture holds for the initial value $q(x, 0) = q_0$ satisfying the conditions $q_0 - q_\pm \in H^{1,1}$. 

Actually, the soliton resolution conjecture is a vague statement, but it is widely believed that for many globally well posed nonlinear dispersion equations, the time evolution of general initial data can be decomposed into finite soliton sequences with different velocities plus the dispersive radiation component in the large time limit. For the fact that the linear Schrödinger equation is dispersive, the nonlinear term can balance the dispersive term and produce stable soliton solutions when the nonlinear term is considered. For the NLS equation (1.1), there are two cases, focusing and defocusing, which correspond to the non self-adjoint operator and self-adjoint operator respectively.
With the fast decay initial value, the focusing NLS equation has bright soliton solution, while the defocusing NLS equation has no soliton solution at this time.

For the focusing NLS equation with the initial data belongs to Schwarz space, McLaughlin and Miller in [24, 25] proposed a new asymptotic analysis method, the so-called Dbar steepest descent method, combining Dbar problem [26, 27, 28, 29] with Riemann-Hilbert (RH) problem [30, 31, 32, 33] to verify that the soliton decomposition conjecture is true, and a cone was found, which can be used to approximate \(N\)-soliton solution by using solitons appearing on the cone in [34]. This method is also successfully applied to the defocusing NLS equation [35, 36]. It is worth noting that in [36], Cuccagna and Jenkins studied the the defocusing NLS equation with initial value of finite density type, in which it has dark soliton solutions, and exhibited the asymptotic stability results of \(N\)-dark soliton solutions. Then this method is used to study the soliton decomposition of many integrable models, including the modified KdV equation [37], derivative NLS equation [38, 39, 40, 41], the short pulses equation [42, 43], Fokas-Lenells equation [44], the nonlocal NLS equation [45], the modified Camassa-Holm equation [46], Hirota equation [47] and other equations. Certainly, the long-time asymptotic behavior of NLS equation has also been studied by using the classical nonlinear descent (DZ) method. The advantage of the Dbar steepest descent method is that it not only improves the error accuracy, but also avoids the \(L^p\)-estimation involving Cauchy projection operator. Specifically, via the inverse scattering method, the long-time asymptotic behavior of the defocusing NLS equation without the error term \(\varepsilon(x, t)\) was firstly established by Zakharov [50] in 1976. For sufficiently smooth initial value, the error term \(\varepsilon(x, t) = O(t^{-1} \log t)\) was shown in [48, 49]. Subsequently, for the initial value belongs to the weighted Sobolev space \(H^{1/4}([\mathbb{R}], \mathbb{R})\), the error term was improved to \(\varepsilon(x, t) = O(t^{-1/2 + \varepsilon})\) for any \(0 < \varepsilon < 1/4\) in [51]. Additionally, a series of excellent results have been obtained by using the classical DZ method, including the focusing NLS equation [52, 53], the short pulse equation [54, 55], Gerdjikov-Ivanov equation [56] and other equations [57, 58].

Since the RH method is used to obtain the soliton solution of the mNLS equation (1.3) under the NZBCs (1.4) shown in [21], and the classical DZ method is also used to obtain the long-time asymptotic behavior of the initial value belonging to the Schwarz space [22]. Hereafter the main purpose of this work is to study the long-time asymptotic behavior of the solution under the NZBCs (1.4), and analyze the asymptotic stability of the soliton solution by Dbar steepest descent method. Compared with the known results, this work has the following improvements.

(I) The initial data \(q\) belongs to the Schwarz space in [22], then the asymptotic
solution is of the form
\[ q(x, t) = t^{-1/2} a(z_0) e^{\frac{1}{2} t} e^{-i \pi \frac{1}{4} t} \left\{ \log^{1/2} (t) + O(t^{-3/4}) \right\}. \]

In our work, we consider the NZBCs (1.4), and the error is improved to \( O(t^{-3/4}) \).

(II) The Dbar steepest descent method is used in this work, instead of the classical DZ steepest descent method. The main difference between the two methods is that the Dbar steepest descent method does a continuous extension of the jump matrix after the triangular decomposition, while the classical DZ method is an analytic extension.

(III) The existence of solitons is also considered, that is, the existence of discrete spectrum is considered in the original RH problem, which makes it difficult to establish long-time asymptotic solutions for the mNLS equation under NZBCs.

(IV) Compared with the asymptotic solutions in partial differential equations, we verify the soliton resolution conjecture of the modified NLS equation, and give its exact expression, including the exact soliton solution and error term \( O(t^{-3/4}) \).

Some notations related to this work are given as follows:

(i) The Sobolev space
\[ W^{jk} = \{ f(x) \in L^k : \partial^m_x f(x) \in L^k, m = 1, \ldots, j \}. \]

(ii) The weighted Sobolev space
\[ H^{jk} = \{ f(x) \in L^2 : \partial^m_x f(x) \in L^2, |x|^k f(x) \in L^2, m = 1, \ldots, j \}. \]

(iii) The weighted \( L^p \) space
\[ L^{p,s} = \{ f(x) \in L^p : |x|^s f(x) \in L^p \}. \]

(iv) Define \( A \leq B \) for any quantities \( A \) and \( B \), if there exists a constant \( c > 0 \) such that \( |A| \leq c |B| \). Additionally, the norm of \( f(x) \in L^p \) \( (L^{p,s}) \) are abbreviated to \( \|f\|_p, (\|f\|_{p,s}) \), respectively.

**Structure of the work**

The theorem [5.17] is proved by employing the Dbar technique and the Riemann-Hilbert problem to the mNLS equation (1.3).
In Sec. 2 and 3, we mainly review the spectral analysis process of the mNLS equation (1.3), including the selection of non-zero boundary value, the establishment of Jost functions, and time evolution of the scattering data, which are the basis for long-time asymptotic analysis.

In Sec. 4, based on the properties of the modified eigenfunctions $\mu_\pm(x,t;z)$ and scattering coefficients $s_{11}(z)$ and $s_{22}(z)$ analyzed in Sec. 2 and 3, the RH problem 4.1 corresponding to the mNLS equation (1.3) with NZBCs (1.4) is established, and the solution of the RH problem is connected with the solution of the mNLS equation. According to the RH problem 4.1, the long-time asymptotic analysis is performed in Sec. 5. The process is similar to the classical DZ method, that is, the original RH problem $M^{(0)}(z)$ is transformed by equivalent deformation or controllable error deformation. The specific implementation process can be described as

$$M^{(0)}(z) \Leftrightarrow M^{(1)}(z) \Leftrightarrow M^{(2)}(z) \Leftrightarrow M^{(3)}(z) \Leftrightarrow M^{(err)}(z).$$

In Sec. 5.1, we analyze the sign distribution shown in Fig. 3 of the oscillation terms $e^{\pm 2it\theta}$ appearing in the jump matrix $V(z)$ (4.5) in the original RH problem 4.1 which is the core of the triangular decomposition of jump matrix. Additionally, the first deformation of the original RH problem is carried out, and a new unknown function $M^{(1)}(z)$ satisfying the RH problem 5.2 is obtained, which not only trades the residue conditions of poles to the jump on some disks, but also satisfies the core step of nonlinear descent method, that is, the jump on the real axis $\mathbb{R}$ of the original RH problem is decomposed into a new contour by continuous extension, so that the jump matrix on the new contour is bounded as $t \to \infty$. In Sec. 5.2, a matrix-valued function $R^{(2)}(z)$ defined in (5.27) with controllable errors is introduced to transform $M^{(1)}(z)$ into $M^{(2)}(z)$ satisfying the mixed RH problem 5.6 which includes soliton component and pure Dbar problem.

In Sec. 5.3, we consider $M^{(sol)}(z)$ satisfied the RH problem 5.7 corresponding to zero derivative of Dbar in RH problem 5.6. Since the jump matrix $V^{(2)}(z)$ defined by 5.46 in $M^{(2)}(z)$ converges uniformly to the identity matrix, we further decompose $M^{(2)}(z)$ into $M^{(sol)}(z)$ defined by (5.59), where the error function $M^{(err)}(z)$ satisfies the theory of small norm RH problem 5.12 shown in Sec. 5.4. It is proved that the solution of $M^{(sol)}(z)$ is equivalent to the solution of the original RH problem 4.1 under the condition of modified scattering data $\{0, [\zeta^n, \tilde{\zeta}^n]_{n \in \Lambda}\}$ presented in proposition 5.8 which provides a leading term for the long-time asymptotic behavior of the solution. In Sec. 5.5, the pure Dbar problem 5.14 satisfied by $M^{(3)}(z)$ is discussed, which provides error terms. Summarizing the above analysis gives the proof of theorem 5.17 in Sec. 5.6.
2. Jost functions

In this section, we briefly describe the direct scattering problem of the modified nonlinear Schrödinger equation (1.3) with finite density type initial data. These results are known, and interested readers can refer to the reference [21], which has a detailed proof process.

The modified nonlinear Schrödinger equation is an integrable model with the following Lax representation

\[ \phi_x = U \phi, \quad \phi_t = V \phi, \]  

(2.1)

where \( U = U(x,t;z) \) and \( V = V(x,t;z) \) are \( 2 \times 2 \) matrices defined by

\[ U = -\alpha i(k^2 - 1) \sigma_3 + ikQ, \]  

(2.2)

\[ V = -2i\alpha^2(k^2 - 1) \sigma_3 + 2iak(k^2 - 1)Q + ik^2 Q^2 \sigma_3 - \frac{i}{\alpha} kQ^3, \]  

(2.3)

with

\[ \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad Q = \begin{pmatrix} 0 & q \\ \bar{q} & 0 \end{pmatrix}. \]

Obviously, the constant boundary value can not be obtained directly from mNLS equation (1.3). For the convenience of later processing, the following changes are introduced

\[ q \to q e^{-4\alpha t^2 + 2ax}, \]

\[ \phi \to e^{-2\alpha t^2 + iax \sigma_3} \phi, \]

then the mNLS equation (1.3) becomes

\[ iq_t + u_{xx} + 4i\alpha q_x + i \frac{1}{\alpha}(|q|^2)_x = 0, \]  

(2.4)

with corresponding nonzero boundary conditions

\[ \lim_{x \to \pm \infty} q(x,t) = q_{\pm}, \]  

(2.5)

where \( q_{\pm} \) are constant independent of \( x, t \), and \( |q_{\pm}| = 1 \). Additionally, the corresponding Lax pair representation (2.1) is transformed into

\[ \phi_x = X \phi, \quad \phi_t = T \phi, \]  

(2.6)

where

\[ X = -iak^2 \sigma_3 + ikQ, \quad Q = \begin{pmatrix} 0 & q \\ \bar{q} & 0 \end{pmatrix}. \]
\[ T = (−2ia^2k^4 + 4ia^2k^2)σ_3 + ik^2|q|^2σ_3 + 2iak(k^2 - 2)Q - \frac{i}{α}kQ^3 + kQ. \]

Fix the potential \( q = q(x, t) \) such that the step-like initial data (2.5). The spectrum problem (2.6) can be written as an eigenvalue equation

\[ iσ_3φ_x - αk^2φ + kσ_3Qφ = 0. \]  

(2.7)

Let

\[ Y_± = Y_±(z) = \begin{pmatrix} 1 & \frac{q_±}{z} \\ -\frac{q_±}{z} & 1 \end{pmatrix} = I + \frac{1}{z}σ_3Q_±, \]  

(2.8)

and

\[ φ_± = Y_± e^{-ik(z,))(z)}xσ_3, \]  

(2.9)

where

\[ Q_± = \begin{pmatrix} 0 & q_± \\ q_±^* & 0 \end{pmatrix}, \quad k(z) = \frac{1}{2α}(z - \frac{1}{z}), \quad λ(z) = \frac{1}{2}(z + \frac{1}{z}). \]  

(2.10)

As usual, the functions \( φ_± \) are the solutions of the spectrum problem (2.7) by replacing \( Q \) with \( Q_± \), which are called the Jost functions. To eliminate the oscillation term, the modified eigenfunctions \( µ_± = µ_±(x; z) \) are introduced

\[ µ_±(x; z) = φ_±(x; z)e^{ik(z)(x)}xσ_3, \]  

(2.11)

which together with (2.9) yields the asymptotic behavior

\[ µ_±(x; z) \sim Y_±(z), \quad x \to ±∞. \]  

(2.12)

Additionally, \( \det µ_± = \det φ_± = \det Y_± = 1 + z^{-2} \). The \( µ_- \) and \( µ_+ \) are the unique solutions of the Volterra integral equations

\[ µ_-(x; z) = Y_- + \int_{-∞}^{x} Y_- e^{-ik(x-y)σ_3} [Y_-^1 \Delta X_- µ_-(y; z)] e^{ik(x-y)σ_3} dy, \]  

(2.13)

\[ µ_+(x; z) = Y_+ - \int_{x}^{∞} Y_+ e^{-ik(x-y)σ_3} [Y_+^1 \Delta X_+ µ_+(y; z)] e^{ik(x-y)σ_3} dy, \]  

(2.14)

where \( \Delta X_± = X - X_± = ik(Q - Q_±). \)

As shown in reference [21], for the initial values \( q - q_± \in L^1(\mathbb{R}) \), the following theorem can be proved by constructing a Neumann series.
Proposition 2.1. For the initial data \( q - q_\pm \in H^{1,1}(\mathbb{R}) \) and \( t \in \mathbb{R}^+ \), the modified eigenfunctions \( \mu_{-,1} \) and \( \mu_{-,2} \) are analytic in the region \( D^- \), the modified eigenfunctions \( \mu_{+,1} \) and \( \mu_{+,2} \) are analytic in the region \( D^+ \), where \( \mu_{\pm,i} \) denote the \( i \)-th columns of the eigenfunctions \( \mu \), and \( D^\pm \) are equipped with \( D^- = \{ z | \Im z \Re z > 0 \} \) and \( D^+ = \{ z | \Im z \Re z < 0 \} \), respectively, shown in Figure 1.

![Figure 1. The domains \( D^- \), \( D^+ \) and boundary \( \Sigma = \mathbb{R} \cup i\mathbb{R} \setminus \{0\} \).](image)

Lemma 2.2. Suppose that \( q - q_\pm \in L^1(\mathbb{R}) \) and that \( q' \in W^{1,1}(\mathbb{R}) \). Then the eigenfunctions \( \mu_{\pm}(x; z) \) admit that

\[
\begin{align*}
\mu_{\pm}(x; z) &= e^{i\nu_{\pm}(x; q)\sigma_3} + O(z^{-1}), & z \to \infty, \\
\mu_{\pm}(x; z) &= \frac{1}{z} e^{i\nu_{\pm}(x; q)\sigma_3}\sigma_3 Q_{\pm} + O(1), & z \to 0,
\end{align*}
\]

where \( \nu_{\pm}(x, q) = \frac{1}{2\pi} \int_{|y|\mathbb{R}} (1 - |q|^2) dy. \)

3. Scattering data

In this section, we will rely on the Jost functions \( \phi_{\pm} \) and the modified eigenfunctions \( \mu_{\pm} \) generated by the initial value \( q_0(x) \) to establish the corresponding scattering data \( S(z) \), including the time evolution of the scattering data and the distribution of the discrete spectrum. Let’s start with the following lemma.

Lemma 3.1. Let \( q - q_\pm \in L^1(\mathbb{R}) \), then

1. For \( z \in \mathbb{C}\\setminus\{-i, 0, i\} \), the modified eigenfunctions

\[
\mu_{\pm}(x; z) = (\mu_{\pm,1}(x; z), \mu_{\pm,2}(x; z)) = (\phi_{\pm,1}(x; z), \phi_{\pm,2}(x; z))e^{ik_{\pm,1}x},
\]

(3.1)
are nonsingular solutions of \((2.7)\) and
\[
\det \mu_\pm = \det \mu_\pm(z) = 1 + z^{-2}.
\]

(2) First symmetry
\[
\mu_\pm(x; z) = \sigma_2 \mu_\pm(x; z) \sigma_2 = \sigma_1 \mu_\pm(x; -\bar{z}) \sigma_1.
\]

(3) Second symmetry
\[
\mu_\pm(x; z) = \frac{1}{z} \mu_\pm(x; -z^{-1}) \sigma_3 Q_\pm.
\]

Since \(\phi_\pm\) are the solutions of the eigenvalue problem \((2.7)\), there exists a constant matrix \(S(z)\) which is called scattering matrix satisfying
\[
\phi_+(x; z) = \phi_-(x; z) S(z),
\]
for the individual columns
\[
\begin{align*}
\phi_{+,1}(x; z) &= s_{11}(z) \phi_{-,1}(x; z) + s_{21}(z) \phi_{-,2}(x; z), \\
\phi_{+,2}(x; z) &= s_{12}(z) \phi_{-,1}(x; z) + s_{22}(z) \phi_{-,2}(x; z).
\end{align*}
\]

Further, the reflection coefficients are introduced
\[
\rho(z) = \frac{s_{21}(z)}{s_{11}(z)}, \quad \tilde{\rho}(z) = \frac{s_{12}(z)}{s_{22}(z)}.
\]

The properties of scattering data \(s_{11}(z), s_{22}(z)\) and reflection coefficients are presented in the following lemma.

**Lemma 3.2.** Let \(z \in \mathbb{C} \setminus \{-i, 0, i\}\), the scattering data and reflection coefficients defined in \((3.6)\) and \((3.7)\) generated by the initial \(q - q_\pm \in L^1(\mathbb{R})\) such that

(1) The scattering data can be defined by Jost functions
\[
\begin{align*}
s_{11}(z) &= \frac{\text{Wr}(\phi_{+,1}, \phi_{-,2})}{\gamma} = \frac{\text{Wr}(\mu_{+,1}, \mu_{-,2})}{\gamma}, \\
s_{22}(z) &= \frac{\text{Wr}(\phi_{-,1}, \phi_{+,2})}{\gamma} = \frac{\text{Wr}(\mu_{-,1}, \mu_{+,2})}{\gamma},
\end{align*}
\]
where \(\gamma = 1 + z^{-2}\).

(2) Symmetry properties satisfied by scattering matrix
\[
S(z) = \sigma_2 S(\bar{z}) \sigma_2 = \sigma_1 S(-z) \sigma_1, \\
S(z) = (\sigma_3 Q_-) S(-z^{-1}) \sigma_3 Q_+.
\]
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where \( \sigma_1 \) and \( \sigma_2 \) are the Pauli matrices

\[
\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

(3) Symmetry properties satisfied by reflection coefficients

\[
\rho(z) = \overline{\rho(-z)} = -\overline{\rho(z)} = \frac{q_-}{q_+} \rho(-z^{-1}) = -\frac{q_+}{q_-} \rho(-z^{-1}). \tag{3.11}
\]

(4) Asymptotic properties of scattering matrix

\[
S(z) = e^{-i \nu_0 \sigma_3} + O(z^{-1}), \quad z \to \infty, \tag{3.12}
\]

\[
S(z) = \text{diag} \left( \frac{q_-}{q_+}, \frac{q_+}{q_-} \right) e^{i \nu_0 \sigma_3} + O(z), \quad z \to 0, \tag{3.13}
\]

where

\[
\nu_0 = \frac{1}{2\alpha} \int_{-\infty}^{+\infty} (1 - |q|^2) dy. \tag{3.14}
\]

**Corollary 3.3.** Suppose that \( q - q_\pm \in L^1(\mathbb{R}) \). Then the scattering data \( s_{11}(z) \) defined by (3.8) is analytic in \( D^+ \) as well as continuous in \( \overline{D^+\backslash\{iq_0\}} \). \( s_{22}(z) \) defined by (3.9) is analytic in \( D^- \) as well as continuous in \( \overline{D^-\backslash\{iq_0\}} \). Additionally, although \( s_{12}(z) \) and \( s_{21}(z) \) are not analytic, but continuous to \( \Sigma \backslash \{\pm iq_0\} \).

3.1. The discrete spectrum

As usual, the discrete spectrum corresponds to the soliton solution, so we need to give the distribution of the discrete spectrum, where the discrete spectrum of the scattering problem is composed of all the values \( z \in \mathbb{C} \setminus \Sigma \) that make the eigenfunctions exist in \( L^2(\mathbb{R}) \). Additionally, there is another possibility, namely the so-called spectral singularity [59], which means that the zero point of the scattering data \( s_{11}(z) \) exists on the real axis and the imaginary axis \( i\mathbb{R} \), which will lead to the generation of convergence points. In order to avoid this situation, we make the following assumption.

**Assumption 3.4.** Let the initial data \( q - q_\pm \in L^{1,1}(\mathbb{R}) \), the scattering data generated by the initial data satisfies that

1. There is no zeros on \( \Sigma \), i.e., \( s_{11}(z_n) = 0 \) (\( z_n \notin \Sigma \)).

2. The scattering data \( s_{11}(z) \) only has finite number of simple zeros, i.e., \( s_{11}(z_n) = 0 \) but \( s'_{11}(z_n) \neq 0 \).

3. The reflection coefficients \( \rho(z) \) and \( \overline{\rho(z)} \) belong to \( W^{2,\infty}(\Sigma) \cap W^{1,2}(\Sigma) \).
Now suppose that the scattering data $s_{11}(z)$ has finite simple zeros on the region $D^+ \cap \{z \in \mathbb{C} : \text{Im}z > 0, |z| > 1\}$ and the circle $\{z = e^{i\varphi} : 0 < \varphi < \frac{\pi}{2}\}$ denoted by $z_1, z_2, \ldots, z_N$, and $w_1, \ldots, w_N$, respectively. Recall the symmetry (3.10), then one has

$$s_{11}(\pm z_n) = 0 \iff s_{22}(\pm \bar{z}_n) = 0 \iff s_{22}(\pm \frac{1}{z_n}) = 0,$$

and on the circle

$$s_{11}(\pm \bar{\zeta}_m) = 0 \iff s_{11}(\pm \bar{\zeta}_m) = 0, \quad m = 1, \ldots, N_2,$$

which form the discrete spectrum set $Z = \{\eta_n, \bar{\eta}_n\}_{n=1}^{4N_1+2N_2}$ shown in Figure 2, where $\eta_n = z_n, \eta_{n+N_1} = -z_n, \eta_{n+2N_1} = \frac{1}{z_n}$ and $\eta_{n+3N_1} = -\frac{1}{z_n}$ for $n = 1, \ldots, N_1; \eta_{n+4N_1} = \bar{\zeta}_m$ and $\eta_{n+4N_1+N_2} = -\bar{\zeta}_m$ for $m = 1, \ldots, N_2$.

![Figure 2. Distribution of the discrete spectrum $Z$. The red one is unit circle.](image)

Additionally, the trace formula shows the dependence between the reflection coefficient and the discrete spectrum, which can be expressed as the following form

$$s_{11}(z) = \prod_{j=1}^{4N_1+2N_2} \frac{z - \bar{\eta}_j}{z - \zeta_j} \exp \left\{ -\frac{1}{2\pi i} \int_{\Sigma} \log(1 - \rho(s)\bar{\rho}(s)) \frac{ds}{s-z} \right\}, \quad (3.15)$$

and plays an important role in satisfying the $M(x; z)$ of the original RH problem for a long time asymptotic analysis.

In order to obtain the soliton solution, we need to consider the residue condition at discrete spectral points. Similar to [21], denote $c_n = s_{21}(z_n)/s'_{11}(z_n)$ as a normalized
constant, the residue conditions can be expressed as

\[
\begin{align*}
\text{Res}_{z=z_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = c_n e^{2ik\xi_n(z_n)^{1\lambda}} \mu_{-2}(z_n), \quad (3.16a) \\
\text{Res}_{z=-\zeta_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = -c_n e^{2ik\xi_n(-\zeta_n)^{1\lambda}} \sigma_3 \mu_{-2}(-\zeta_n), \quad (3.16b) \\
\text{Res}_{z=\zeta_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = \frac{q}{q_n} - \frac{1}{2} c_n e^{2ik(-\zeta_n)^{1\lambda}} \sigma_3 \mu_{-2}(-\zeta_n), \quad (3.16c) \\
\text{Res}_{z=-z_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = -\frac{q}{q_n} - \frac{1}{2} c_n e^{2ik(\zeta_n)^{1\lambda}} \sigma_3 \mu_{-2}(\zeta_n), \quad (3.16d) \\
\text{Res}_{z=z_n} \left[ \frac{\mu_{+1}(z)}{s_{22}(z)} \right] & = -c_n e^{2ik\xi_n(z_n)^{1\lambda}} \mu_{-1}(z_n), \quad (3.16e) \\
\text{Res}_{z=-\zeta_n} \left[ \frac{\mu_{+1}(z)}{s_{22}(z)} \right] & = -c_n e^{2ik\xi_n(-\zeta_n)^{1\lambda}} \sigma_3 \mu_{-1}(\zeta_n), \quad (3.16f) \\
\text{Res}_{z=\zeta_n} \left[ \frac{\mu_{+1}(z)}{s_{22}(z)} \right] & = -c_n e^{2ik\xi_n(z_n)^{1\lambda}} \sigma_3 \mu_{-1}(\zeta_n), \quad (3.16g) \\
\text{Res}_{z=-z_n} \left[ \frac{\mu_{+1}(z)}{s_{22}(z)} \right] & = c_n e^{2ik\xi_n(-\zeta_n)^{1\lambda}} \mu_{-1}(\zeta_n). \quad (3.16h)
\end{align*}
\]

For \( m = 1, 2, \ldots, N_2 \), denoting \( c_{m+N_1} = \frac{s_{21,m+N_1}}{s_{11}(\xi_m)} \), one has

\[
\begin{align*}
\text{Res}_{z=z_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = c_{m+N_1} e^{2ik\xi_n(z_n)^{1\lambda}} \mu_{-2}(\xi_m), \quad (3.17a) \\
\text{Res}_{z=-\zeta_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = -c_{m+N_1} e^{2ik\xi_n(-\zeta_n)^{1\lambda}} \sigma_3 \mu_{-2}(\zeta_m), \quad (3.17b) \\
\text{Res}_{z=\zeta_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = -c_{m+N_1} e^{2ik\xi_n(\zeta_n)^{1\lambda}} \sigma_3 \mu_{-2}(\zeta_m), \quad (3.17c) \\
\text{Res}_{z=-z_n} \left[ \frac{\mu_{+1}(z)}{s_{11}(z)} \right] & = -c_{m+N_1} e^{2ik\xi_n(z_n)^{1\lambda}} \mu_{-1}(\zeta_m), \quad (3.17d)
\end{align*}
\]

In order to facilitate the discussion, we introduce the notation \( C_n \) to satisfy that

\[
C_n = -C_{n+N_1} = c_n, \quad C_{n+2N_1} = -C_{n+3N_1} = \frac{q}{q_n} e^{2\zeta_n} c_n, \quad n = 1, \ldots, N_1
\]

\[
C_{m+4N_1} = C_{m+4N_1+N_2} = -c_{m+N_1}, \quad m = 1, \ldots, N_2.
\]

and the set \( \sigma_d = \{ \xi_n, C_n : n = 1, \ldots, N_1 \} \) is called the scattering data.

### 3.2. Time evolution of the scattering data

So far, we have only considered the spectral problem, that is, the spatial Lax pair. Notice that the inverse scattering theory has a great advantage, that is, the evolution of
scattering is linear and trivial as the potential function \( q(x, t) \) evolves based on equation \((1.3)\). For details, please refer to the references \([48, 60]\), here we give a brief description. By calculating the partial derivative of the scattering relation \((3.5)\) with respect to \( t \) and combining the part of Lax with respect to the time evolution, the relation \( \partial_t S(z) = -(2ak^2 - 4\alpha - \alpha^{-1})[\sigma_3, S(z)] \) can be obtained. Now the time evolution of scattering data and reflection coefficient is further expressed as

\[
\begin{align*}
\rho(z) &\to \rho(t, z) = \rho(0, z)e^{-2(ak^2 - 4\alpha - \alpha^{-1})kt}.
\end{align*}
\]

The further evolution of the scattering data over time \( t \) can be expressed as

\[
\left\{ e^{-2(ak^2 - 4\alpha - \alpha^{-1})k^3} \rho(z), \eta_n, e^{-2(ak^2 - 4\alpha - \alpha^{-1})i^4}C_n \right\}_{n=1}^{4N_1 + 2N_2},
\]

where \( \{\rho(z), \eta_n, C_n\}_{n=1}^{4N_1 + 2N_2} \) are derived from the initial value \( q(x, 0) = q_0(x) \). Additionally, we take the phase function \( \theta(z) = -k(z)l(z)\left[\xi - (2ak^2 - 4\alpha - \alpha^{-1})\right] \),

\[
\theta(z) = \theta(\xi) + \frac{\pi}{2},
\]

where for brevity denote \( \theta_n = \theta(\xi_n) \) and \( \xi = x/t \).

4. Inverse scattering: set up of the RH problem

For \( z \in \Sigma \), combining the related properties of the modified eigenfunctions \( \mu_{\pm} \) and the scattering data \( S(z) \) shown in proposition \([3.1]\) and lemma \([3.2]\), we introduce the piecewise meromorphic function

\[
M(z) = M(x, t; z) := \begin{cases} 
\left( \frac{\mu_{+}(x,t)}{x, \xi(c)}, \mu_{-}(x,t) \right), & \text{as } z \in D^+, \\
\left( \mu_{-}(x,t), \frac{\mu_{+}(x,t)}{x, \xi(c)} \right), & \text{as } z \in D^-,
\end{cases}
\]

which satisfies the following RH problem.

**RH Problem 4.1.** Find a \( 2 \times 2 \) matrix function \( M(z) \) admits

\[
(1) \text{ Analyticity: the matrix } M(z) \text{ is analytic in } \mathbb{C} \setminus \{\Sigma \cup \mathcal{Z}\}.
\]

(2) Asymptotic behavior:

\[
\begin{align*}
M(z) &\to e^{-i\int_{\Sigma} q(x) d\gamma} + O(z^{-1}), & z \to \infty, \\
M(z) &\to \frac{1}{z} e^{i\int_{\Sigma} q(x) d\gamma} \sigma_3 Q_{-} + O(1), & z \to 0.
\end{align*}
\]
(3) Jump condition: the limits $M_\pm(z) = \lim_{z \rightarrow z'} M(x, t; z')$, then

$$M_+(z) = M_-(z)V(z), \quad z \in \Sigma,$$

where

$$V(z) = \begin{pmatrix} 1 - \bar{\rho}(z)\rho(z) & -e^{2it\theta}\bar{\rho}(z) \\ e^{-2it\theta}\rho(z) & 1 \end{pmatrix}.$$  \hspace{1cm} (4.4)

(4) Symmetries: $M(z) = \sigma_2 \overline{M(\bar{z})}\sigma_2 = \sigma_1 M(-\bar{z})\sigma_1 = i M(-1/z)\sigma_3 Q$.$\ldots$

(5) Residue conditions: the matrix function $M(z)$ has simple poles at the set $\mathcal{Z}$.

$$\text{Res } M(z) = \lim_{z \rightarrow \zeta} M(z) \begin{pmatrix} 0 & 0 \\ C_n e^{-2it\theta} & 0 \end{pmatrix},$$

$$\text{Res } M(z) = \lim_{z \rightarrow \zeta} M(z) \begin{pmatrix} 0 & -\overline{C_n} e^{2it\theta} \\ 0 & 0 \end{pmatrix}. \hspace{1cm} (4.6, 4.7)$$

(6) The solution of the mNLS (1.3) is defined by

$$q(x, t) = \lim_{z \rightarrow \infty} e^{i\nu(x, t; q)\phi_3(zM(z))_{12}}.$$ \hspace{1cm} (4.8)

5. The long time analysis

Starting from this section, we will use the Defit-Zhou steepest descent method [23] combined with the Dbar technique to do a long time asymptotic analysis of the mNLS equation (1.3). On the one hand, the triangular decomposition is performed on the jump matrix $V(z)$ that appears in the RH problem (4.1) similar to [23]. On the other hand, through the analysis of the obtained mixed RH problem, combined with Dbar technique, not only the soliton solution of the mNLS equation (1.3) can be obtained, but also the long time asymptotic solution is derived. Additionally, compared with the classic DZ method, the error accuracy is improved, that is, the error is $O(t^{-3/4})$ at this time.

5.1. Conjugation

Before the triangular decomposition of the jump matrix $V(z)$, we have to consider the oscillating terms $e^{x2it\theta}$ that appears in the jump matrix $V(z)$. This is because when one of the oscillating term decays to zero for $t \rightarrow \infty$, the other must be unbounded.
By employing the phase function $\theta$ defined in (3.19), then the real part of $2it\theta$ can be expressed as

$$Re(2it\theta) = txy \left[ (\xi - 6) \left( 1 + \frac{1}{(x^2 + y^2)^2} \right) + (x^2 - y^2) \left( 1 + \frac{1}{(x^2 + y^2)^4} \right) \right]. \quad (5.1)$$

where $z = x + iy \ (x, y \in \mathbb{R})$ and the symbol distribution of the further function $Im\theta$ is shown in Figure 3.
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**Figure 3.** The parameters $\xi = -5, 7, 6.99, 5.99, 7.01, 5.01, 8, 4, 6.5$ respectively to show all type of $Im\theta$. In the blue region, $Im\theta > 0$, $Im\theta < 0$ in the white region and the dashed line indicates that $Im\theta = 0$.

Note that the modulus of the oscillating term $e^{2it\theta}$ is $e^{Re(2it\theta)}$, naturally, there are three situations for the pole $z \in \mathbb{Z}$: those for $Re(2it\theta) > 0$, corresponding to a connection coefficient $C_n e^{2it\theta}$ is exponentially large for $t \to \infty$; those for $Re(2it\theta) < 0$, corresponding to a connection coefficient $C_n e^{2it\theta}$ is exponentially decaying for $t \to \infty$;
those for $\text{Re}(2i\theta_n) = 0$, the connection coefficient is bounded in time. In the next analysis process, we will deal with these three cases differently. For the exponential growth and decay discrete spectrum, we interpolate them to make the exponential growth discrete spectrum trade into a jump on an arbitrary small disk, while the discrete spectrum on the dotted line $\text{Re}(2i\theta_n) = 0$ mainly produces soliton solutions.

In our work, we limit the function $\xi$ to the interval $(5, 7)$, which corresponds to figure $(i)$. For convenience, the following notations are introduced

$$\mathcal{N} = \{1, \ldots, 4N_1 + 2N_2\}, \quad \mathcal{V} = \{n \in \mathcal{N}|\text{Im}\theta_n \leq 0\},$$

$$\Delta = \{n \in \mathcal{N}|\text{Im}\theta_n > 0\}, \quad \Lambda = \{n \in \mathcal{N}|\text{Im}\theta_n < \epsilon_0\},$$

where $\epsilon_0 = \min_{n \in \mathcal{N}\setminus\Lambda}\{|\text{Im}\theta_n|\}$ is a sufficiently small constant. In order to distinguish the attenuation region of the oscillation term, the interval is further divided as follows

$$\mathcal{V}_1 = \{j \in \{1, \ldots, N_1\}|\text{Im}\theta(z_j) < 0\}, \quad \mathcal{V}_2 = \{i \in \{1, \ldots, N_2\}|\text{Im}\theta(w_i) < 0\},$$

$$\Delta_1 = \{j \in \{1, \ldots, N_1\}|\text{Im}\theta(z_j) > 0\}, \quad \Delta_2 = \{i \in \{1, \ldots, N_2\}|\text{Im}\theta(w_i) > 0\},$$

$$\Lambda_1 = \{j_0 \in \{1, \ldots, N_1\}|\text{Im}\theta(z_{j_0}) \leq \epsilon_0\}, \quad \Lambda_2 = \{i_0 \in \{1, \ldots, N_2\}|\text{Im}\theta(w_{i_0}) \leq \epsilon_0\}.$$  

The next step is to use two known matrix trigonometric factorizations for the jump matrix $V(z)$ in (4.5)

$$V(z) = \left( \begin{array}{cc} 1 - \bar{\rho}(z)\rho(z) & -e^{2i\theta}\bar{\rho}(z) \\ e^{-2i\theta}\rho(z) & 1 \end{array} \right) = U_L(z)U_R(z) = W_L(z)T_0(z)W_R(z),$$

$$U_L(z) = \left( \begin{array}{cc} 1 & -\bar{\rho}(z)e^{2i\theta} \\ 0 & 1 \end{array} \right), \quad U_R(z) = \left( \begin{array}{cc} 1 & 0 \\ \rho(z)e^{-2i\theta} & 1 \end{array} \right),$$

$$W_L(z) = \left( \begin{array}{cc} 1 & 0 \\ \frac{e^{-2i\theta}}{1 - \bar{\rho}(z)\rho(z)} & 1 \end{array} \right), \quad T_0(z) = (1 - \rho(z)\bar{\rho}(z))^{\sigma_1}, \quad W_R(z) = \left( \begin{array}{cc} 1 & 0 -\bar{\rho}(z)e^{2i\theta} \\ 0 & 1 \end{array} \right),$$

(5.5)

Note that for $\zeta_n$ with $n \in \Delta$, the residue conditions at these poles are unbounded as $t \to \infty$ and the purpose of nonlinear steepest descent method is to exchange these oscillatory terms appearing in residues into new jump matrices so that they are asymptotically zero when $t$ approaches infinity. Now define the function

$$T(z) = T(z, \xi) = \prod_{n \in \Delta} z - \zeta_n \delta(z) = \prod_{n \in \Delta_1} z - z_j \frac{z^2 - z_j^2}{z_j^2 - 1} \prod_{n \in \Delta_2} w_i \frac{z^2 - w_i^2}{w_i^2 - 1} \delta(z),$$

(5.6)

where

$$\delta(z) = \exp\left(-\frac{1}{2\pi i} \int_{\mathcal{R} - \xi} \frac{1}{s - z} - \frac{1}{2s} \log(1 - \rho(s)\bar{\rho}(s))ds\right).$$
Lemma 5.1. The function $T(z)$ in (5.6) is meromorphic in $\mathbb{C} \setminus \mathbb{R}$ with simple poles at the $\eta_n$ and simple zeros at the $\overline{\eta}_n$ for $n \in \Delta$, and admits the following conditions

1) Jump condition: for $z \in \mathbb{R}$
   $$T_+(z) = (1 - \rho(z)\overline{\rho}(z))T_-(z).$$

2) Symmetries:
   $$T(z) = T^{-1}(\overline{z}) = T^{-1}(-\overline{z}).$$

3) The limit of the function $T(z)$
   $$T(\infty) := \lim_{z \to \infty} T(z) = \prod_{j \in \Delta_1} \frac{z_j^2 - z_j^2}{z_j^2 - 1} \prod_{\ell \in \Delta_2} \frac{w_\ell^2}{w_\ell^2 - 1} \exp \left( \frac{1}{4\pi i} \int_{\mathbb{R}} s^{-1} \log(1 - \rho(s)\overline{\rho}(s))ds \right).$$

4) As $z \to \infty$, the asymptotic expansion for $T(z)$
   $$T(z) = T(\infty) \left( 1 + z^{-1} \frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - \rho(s)\overline{\rho}(s))ds + O(z^{-2}) \right).$$

5) $T(z)$ is continuous at $z = 0$ with
   $$\lim_{z \to 0} T(z) = T(0) = T(\infty)^{-1}.$$

6) There exists a constant $A(q_0)$ such that
   $$\left| \frac{s_{11}(z)}{T(z)} \right| \leq A(q_0),$$
   which is meromorphic function in $D^* \cap \{ z \in \mathbb{C} | \Re z > 0 \}$.

Proof. Using the definition of $T(z)$ in (5.6), it is obvious that $T(z)$ has simple poles at $\overline{\eta}_n$ and simple zeros at $\zeta_n$ for $n \in \Delta$. The jump condition (5.7) follows from the Plemej formula. To show the symmetries (5.8), we denote $T_j(z) = T_{1j}(z) T_{2j}(z) T_{3j}(z)$. For $T_{1j}(z)$

$$T_{1j}(\overline{z}) = \prod_{j \in \Delta_1} \frac{z_j^2 - z_j^2}{z_j^2 - 1} \prod_{\ell \in \Delta_2} \frac{w_\ell^2}{w_\ell^2 - 1} \implies T_{1j}^{-1}(\overline{z}) = \prod_{j \in \Delta_1} \frac{\overline{z}_j^2 - \overline{z}_j^2}{\overline{z}_j^2 - 1} \prod_{\ell \in \Delta_2} \frac{\overline{w}_\ell^2}{\overline{w}_\ell^2 - 1},$$

which implies that $T_{1j}(z) = T_{1j}^{-1}(\overline{z})$. Similarly, $T_{2j}(z) = T_{2j}^{-1}(\overline{z})$ and $T_{3j}(z) = T_{3j}^{-1}(\overline{z})$ can be proved. Finally the first equality in the symmetry (5.8) can be obtained. The second equality follows from the symmetry (5.11). By using Laurent expansion, the claim
3 is derived immediately. The claims 4 and 5 can be obtained by simple calculation. Finally, taking the ratio $\frac{S(\zeta)}{T(\zeta)}$ into account one has

$$\frac{S(\zeta)}{T(\zeta)} = \prod_{j \in \Delta_1} z_j^{2-2\zeta_j} \prod_{\ell \in \Delta_2} \bar{w}_\ell^2 e^{-\frac{1}{\bar{w}_\ell} \int_0^{\bar{w}_\ell} \log(1-\rho(s)\bar{p}(s))ds} \times$$

$$\prod_{j \in \Delta_1} z_j^2 \prod_{\ell \in \Delta_2} \bar{w}_\ell^2 \exp \left\{-\frac{1}{2\pi i} \int_{\mathbb{R}} \log(1-\rho(s)\bar{p}(s)) \frac{ds}{s-\zeta} \right\}.$$ 

Note that the module before the last factors are obviously $\leq 1$ for $\zeta \in D^*$ while the real part of the last factor can be estimated as follows

$$\left| \frac{-Imz}{2\pi} \int_{\mathbb{R}} \log(1+|\rho(s)|^2) ds \right| \leq \frac{1}{2\pi} \left\| \log(1+|\rho(s)|^2) \right\|_{L^1(\mathbb{R})} \left\| \frac{Imz}{(s-\bar{Re}z)^2+Imz^2} \right\|_{L^1(\mathbb{R})}.$$ 

The first term of the above equation can be shown to be bounded using Lemma 4.5 in [36], and the second term can be verified to be bounded by a simple calculation. □

Now performing the above analysis, i.e., by interpolating the poles we trade the poles to any small disk enclosing these poles and the new jumps are bounded as time tends to infinity. Define

$$M^{(1)}(\zeta) = \begin{cases} T(\infty)^{-\sigma_3} M(\zeta) \begin{pmatrix} 1 & 0 \\ -C_n (z - \eta_n) e^{-2i\theta_n} & 1 \end{pmatrix} T^{\sigma_3}(\zeta), & \text{as } |z - \eta_n| < \epsilon_0, \ n \in \nabla \setminus \Lambda, \\ T(\infty)^{-\sigma_3} M(\zeta) \begin{pmatrix} 1 & 0 \\ -C_n^{-1} (z - \eta_n) e^{2i\theta_n} & 1 \end{pmatrix} T^{\sigma_3}(\zeta), & \text{as } |z - \eta_n| < \epsilon_0, \ n \in \Delta, \\ T(\infty)^{-\sigma_3} M(\zeta) \begin{pmatrix} 1 & 0 \\ \bar{\sigma}_n (z - \bar{\eta}_n) e^{-2i\bar{\theta}_n} & 1 \end{pmatrix} T^{\sigma_3}(\zeta), & \text{as } |z - \bar{\eta}_n| < \epsilon_0, \ n \in \nabla \setminus \Lambda, \\ T(\infty)^{-\sigma_3} M(\zeta) T^{\sigma_3}(\zeta), & \text{as } \zeta \text{ in elsewhere}, \end{cases}$$

(5.13)

where $\epsilon_0$ is a positive constant with

$$\epsilon_0 = \frac{1}{2} \min \left\{ \min_{j \neq n} |\eta_j - \eta_n|, \min_{j \neq n} |\Im \eta_j|, |\Re \eta_j| \right\}, \min_{j \in \nabla \setminus \Lambda, \Im \eta_j = 0} |\eta_j - z_0| \right\}. \quad (5.14)$$

Consider the contour shown in Figure 4:

$$\Sigma^{(1)} = \mathbb{R} \cup i\mathbb{R} \cup \bigcup_{n \in \nabla \setminus \Lambda} \{|z - \eta_n| = \epsilon_0 \cup |z - \bar{\eta}_n| = \epsilon_0\}. \quad (5.15)$$
RH Problem 5.2. Find a $2 \times 2$ matrix-valued function $M^{(1)}(z)$ such that

1. The function $M^{(1)}(z)$ is meromorphic in $\mathbb{C} \setminus \Sigma^{(1)}$.

2. $M^{(1)}(z) = e^{i\nu_{(x,q)} \sigma_3} + O(z^{-1})$, \quad $z \to \infty$,
   $M^{(1)}(z) = \frac{1}{z} e^{i\nu_{(x,q)} \sigma_3 Q} + O(1)$, \quad $z \to 0$.

3. The symmetries: $M^{(1)}(z) = \sigma_2 \overline{M^{(1)}(\bar{z})} \sigma_2 = \sigma_3 M^{(1)}(-\bar{z}) \sigma_3 = \frac{i}{z} M^{(1)}(-1/z) \sigma_3 Q$. 

4. For $z \in \Sigma^{(1)}$, there exists the non-tangential boundary values $M^{(1)}_\pm(z)$ such that

$$M^{(1)}_+(z) = M^{(1)}_-(z) V^{(1)}(z), \quad (5.16)$$
The analytic property, asymptotic property and symmetry of \(M(z)\) inherit the related properties of \(M(z)\) satisfied by the RH problem \ref{eq:rh_problem}. The jump conditions on real axis and imaginary axis follows from the related references \cite{ref1, ref2}. Take the jump condition on the disk \(|z - \eta_n| = \epsilon_0\) as example, the other cases can be proved by the same method. Take counter clockwise as positive direction, for \(z \in \{|z - \eta_n| = \epsilon_0\}\) with \(n \in \Delta \setminus \Lambda\) \[T(\infty)^{-\sigma_1}M(z) \begin{bmatrix} 1 & 0 \\ -C_n(z - \eta_n)^{-1}e^{-2i\theta_n} & 1 \end{bmatrix} T(z)^{\sigma_1} = T(\infty)^{-\sigma_1}M(z)T(z)^{\sigma_1}V^{(1)}(z)\] which implies that \[V^{(1)}(z) \approx \begin{bmatrix} 1 & 0 \\ -C_n(z - \eta_n)^{-1}T(z)e^{-2i\theta_n} & 1 \end{bmatrix}.\]
Finally, we consider the residue conditions at the poles \( \eta_n \) and \( \bar{\eta}_n \). There are the simple poles at \( \eta_n \) and simple zeros at \( \eta_n \) from the definition of function \( T(z) \) defined in (5.6). Then

\[
\text{Res}_{z=\eta_n} M^{(1)}(z) = \text{Res}_{z=\eta_n} T(\infty)^{-\sigma_3} M(z) T(z)^{\sigma_3}
\]

\[
= \lim_{z \to \eta_n} T(\infty)^{-\sigma_3} M(z) T(z)^{\sigma_3} \begin{pmatrix} 0 & 0 \\ C_n e^{-2i\theta_n} & 0 \end{pmatrix} T(z)^{\sigma_3}
\]

\[
= \lim_{z \to \eta_n} M^{(1)}(z) \begin{pmatrix} 0 & 0 \\ C_n e^{-2i\theta_n} & 0 \end{pmatrix} T(z)^{\sigma_3}.
\]

On the other hand,

\[
\text{Res}_{z=\eta_n} M^{(1)}(z) = \text{Res}_{z=\eta_n} T(\infty)^{-\sigma_3} M(z) T(z)^{\sigma_3}
\]

\[
= \lim_{z \to \eta_n} T(\infty)^{-\sigma_3} M(z) T(z)^{\sigma_3} \begin{pmatrix} 0 & -\overline{C}_n e^{2i\theta_n} \\ 0 & 0 \end{pmatrix} T(z)^{\sigma_3}
\]

\[
= \lim_{z \to \eta_n} M^{(1)}(z) \begin{pmatrix} 0 & -\overline{C}_n e^{2i\theta_n} \\ 0 & 0 \end{pmatrix} T(z)^{\sigma_3}.
\]

\[\square\]

**Remark 5.3.** Compared with \( M(z) \) satisfied the RH problem (4.1), the matrix-valued function \( M^{(1)}(z) \) in (5.13) defined by function \( T(z) \) in (5.6) has the following advantages:

1. The factor Blaschke product appearing in the function \( T \) in (5.6) exchanges the column in which the poles \( \eta_j, j \in \Delta \) appear and establishes the desired result that the oscillation term is bounded when time \( t \) approaches infinity.

2. The triangular factors appearing in the matrix valued function \( M^{(1)}(z) \) defined by (5.13) trade the poles to the jumps on the boundaries of disk \( |z - \eta_j| = \epsilon_0 \).

3. The factor \( (\eta - 1) \) of the Blaschke product in function \( T \) is different from that \( (z - z_n) \) in (36), and the purpose of adding item \( 1/2s \) is to ensure that \( T \) satisfies the symmetry (5.8) in the lemma (5.1).

**5.2. Opening lenses**

Now we in this section make continuous extension to the jump matrix \( V^{(1)}(z) \) and remove the jump from the interval \( \Sigma \) in such a way that the new problem makes full use of the growth and decay properties of the oscillation term \( e^{2i\theta_n(z)} \) for \( z \notin \Sigma \). In addition,
in order to remove the poles in the problem, we open the lens in this way that the lens is far away from the previously introduced disk. To achieve this goal, we first introduce the following concepts. Define \( \Omega = \bigcup_{k=1}^{8} \Omega_k \) with

\[
\begin{align*}
\Omega_1 &= \{z : \text{arg} \in (0, \psi)\}, \\
\Omega_2 &= \{z : \text{arg} \in (\pi/2 - \psi, \pi/2)\}, \\
\Omega_3 &= \{z : \text{arg} \in (\pi/2, \pi/2 + \psi)\}, \\
\Omega_4 &= \{z : \text{arg} \in (\pi - \psi, \pi)\}, \\
\Omega_5 &= \{z : \text{arg} \in (\pi, \pi + \psi)\}, \\
\Omega_6 &= \{z : \text{arg} \in (3\pi/2 - \psi, 3\pi/2)\}, \\
\Omega_7 &= \{z : \text{arg} \in (3\pi/2, 3\pi/2 + \psi)\}, \\
\Omega_8 &= \{z : \text{arg} \in (2\pi - \psi, 2\pi)\},
\end{align*}
\]

where \( \psi > 0 \) is a sufficiently small angle and satisfies

1. \( \frac{2|\xi - \eta_0|}{|\zeta - \eta_0| + 1} < \cos \psi < 1. \)

2. The regions \( \Omega_k \) don’t intersect with any disk \( |z - \eta_n| = \epsilon_0 \) and \( |z - \overline{\eta}_n| = \epsilon_0 \).

Finally, the following contours are defined

\[
\begin{align*}
\Sigma_k &= e^{(k-1)i\pi/4 + \psi} \mathbb{R}^+, & k &= 1, 3, 5, 7, \\
\tilde{\Sigma} &= \bigcup_{k=1}^{8} \Sigma_k,
\end{align*}
\]

which are shown in Fig. 5.

**Figure 5.** The gray region is \( \Omega \). The blue circle constitute \( \Sigma^{(2)} \) together.
Proposition 5.4. Let $\xi \in (5, 7)$, and $G(s) = s + s^{-1}$ is a real-valued function. For $z = re^{i\phi}$, then the phase function satisfies the following estimation

$$\text{Re}(2it\theta) \leq \frac{t}{8} |\xi - 6| G^2(r), \quad z \in \Omega_j, \quad j = 1, 3, 5, 7, \quad (5.22)$$

$$\text{Re}(2it\theta) \geq -\frac{t}{8} |\xi - 6| G^2(r), \quad z \in \Omega_j, \quad j = 2, 4, 6, 8. \quad (5.23)$$

Proof. Taking $\Omega_1$ as an example, the other regions can be proved similarly. It follows that from (5.1)

$$\text{Re}(2it\theta) = t \text{Im}z \text{Re}z \left( (\xi - 6)(1 + |z|^{-4}) + (\text{Re}z^2 - \text{Im}z^2)(1 + |z|^{-4}) \right).$$

Let $z = re^{i\phi}$, then one has

$$\text{Re}(2it\theta) = \frac{t}{2} r^2 \sin 2\psi \left( (\xi - 6)(1 + r^{-4}) + r^2 \cos 2\psi(1 + r^{-k}) \right)$$

$$= \frac{t}{2} \sin 2\psi \left( (\xi - 6)(r^{-2} + r^2) + \cos 2\psi(r^4 + r^{-4}) \right). \quad (5.24)$$

Additionally, from $G(r) = r^2 + r^{-2}$ and $G^2(r) = r^4 + r^{-4} + 2$ the above expression is further reduced to

$$\text{Re}(2it\theta) = \frac{t}{2} \sin 2\psi \left( (\xi - 6)G(r) + (G^2(r) - 2) \cos 2\psi \right).$$

Observing that for $z \in \Omega_1$, $\frac{2|\xi - 6|}{r^2 - 1} < \cos 2\psi$, we then have

$$\frac{|\xi - 6|}{\cos 2\psi} G(r) \leq \frac{|\xi - 6| + 1}{4} G^2(r).$$

Substituting the above formula into (5.24) yields the estimate (5.22). \qed

The estimation of proposition 5.4 is the basis of continuous extension of triangular decomposition of jump matrix (5.3). To do so, we need to extend the matrices $U_L, U_R$ and $W_L, W_R$ off the interval $\Sigma$, which is the content of the following proposition. Additionally, a sufficiently small positive constant $\nu_0$ is introduced to satisfy the equality $(1 - \nu_0) \cos \psi > \frac{1}{2}$. Let $X_1$ denotes the characterization function on the interval $(1 - \nu_0, 1 + \nu_0)$ and $X_0$ is the characterization function supporting in $(-\nu_0, \nu_0)$ with $X_0(z) = X_1(1 + z)$. Now for brevity, define

$$\mathcal{H}_1 = \mathcal{H}_5 = \rho(z), \quad \mathcal{H}_4 = \mathcal{H}_8 = \bar{\rho}(z),$$

$$\mathcal{H}_2 = \mathcal{H}_6 = \frac{\bar{\rho}(z)}{1 - \bar{\rho}(z)\rho(z)}, \quad \mathcal{H}_3 = \mathcal{H}_7 = \frac{\rho(z)}{1 - \rho(z)\bar{\rho}(z)}. \quad (5.25)$$

(5.26)
and

\[
R^{(2)}(z) = \begin{cases} 
1 & R_{j}(z)e^{2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Omega_j, \ j = 2, 4, 6, 8, \\
\begin{cases} 
1 & R_{j}(z)e^{-2i\theta} \\
0 & 1 
\end{cases}, \quad z \in \Omega_j, \ j = 1, 3, 5, 7, \\
I, \quad \text{elsewhere.}
\]  

(5.27)

Proposition 5.5. \( R_j: \overline{\Omega}_j \to \mathbb{C}, \ j = 1, 2, \ldots, 8 \) have boundary values as follow:

\[
R_1(z) = \begin{cases} 
-\rho(z)T(z)^2 & z \in \mathbb{R}^+, \\
0 & z \in \Sigma_1
\end{cases}, \quad R_2(z) = \begin{cases} 
0 & z \in \Sigma_2, \\
-\bar{\rho}(z)T_{-}(z)^{-2} & z \in i\mathbb{R}^+
\end{cases}, \\
R_3(z) = \begin{cases} 
\rho(z)T_{+}(z)^2 & z \in \mathbb{R}^+, \\
0 & z \in \Sigma_3
\end{cases}, \quad R_4(z) = \begin{cases} 
0 & z \in \Sigma_4, \\
-\bar{\rho}(z)T_{-}(z)^{-2} & z \in \mathbb{R}^-
\end{cases}, \\
R_5(z) = \begin{cases} 
-\rho(z)T(z)^2 & z \in \mathbb{R}^-, \\
0 & z \in \Sigma_5
\end{cases}, \quad R_6(z) = \begin{cases} 
0 & z \in \Sigma_6, \\
-\bar{\rho}(z)T_{-}(z)^{-2} & z \in i\mathbb{R}^-
\end{cases}, \\
R_7(z) = \begin{cases} 
\rho(z)T_{+}(z)^2 & z \in i\mathbb{R}^-, \\
0 & z \in \Sigma_7
\end{cases}, \quad R_8(z) = \begin{cases} 
0 & z \in \Sigma_8, \\
-\bar{\rho}(z)T_{-}(z)^{-2} & z \in \mathbb{R}^+
\end{cases}.
\]  

(5.28)

For \( z \in \Omega_k \), the matrices \( R_k \) are of the following estimation

\[
\left| \overline{\partial} R_j(z) \right| \leq \begin{cases} 
|H_{k}(|z|)| + |z|^{-1/2}, & z \in \Omega_k, \ k = 1, 5, 4, 8, \\
|H_{k}(|z|)| + |z|^{-1/2} + |\partial X_{k}(z)|, & z \in \Omega_k, \ k = 2, 3, 6, 7.
\end{cases}
\]  

(5.32)

Also in the small neighborhood of the singularities \( \pm i \), there is the following estimate

\[
\left| \overline{\partial} R_j(z) \right| \leq |z \mp i|, \quad z \in \Omega_k, \ k = 2, 3, 6, 7, \quad (5.33)
\]

and for \( z \in \text{elsewhere} \)

\[
\overline{\partial} R_j(z) = 0.
\]  

(5.34)

Proof. Unlike the initial values of the Schwarz space type presented in [34], the proof is divided into two parts, one with no singularities and the other with singularities, since the determinant of the matrix \( M(z) \) has singularities \( \pm i \).
For case (i): No singularities as $z \in \Omega_j$, $j = 1, 4, 5, 8$. Take $R_1(z)$ only as an example, the rest of the cases are similar.

Similar to the proposition 2.1 shown in [38], the matrix $R_1(z)$ can be expressed as

$$R_1(z) = \mathcal{H}_1(|z|) T^2(z) \cos(z_0 \arg z), \quad z_0 = \frac{2\pi}{\psi}. \quad (5.35)$$

where the function $\mathcal{H}_1(|z|)$ is bounded, from which we obtain the $\partial$ derivatives

$$\overline{\partial} R_1(z) = \frac{e^{i\tau}}{2} T^2(z) \left( \mathcal{H}_1'(r) \cos(z_0 \tau) - \frac{i}{r} \mathcal{H}_1(r) z_0 \sin(z_0 \tau) \right), \quad (5.36)$$

where we denote $r$ as the mode of $z$ with $z = re^{i\tau}$ and the relationship $\overline{\partial} = \frac{\partial}{\partial r} + \frac{i}{r} \partial_{\tau}$ is derived. It is observed that the matrix function $T(z)$ is bounded in region $\Omega_1$. Therefore, in order to estimate the above equation it is necessary to further consider the second term of the left-hand side of equation (5.36). Employing the Cauchy-Schwarz inequality yields

$$|\mathcal{H}_1(r)| = |\rho(r)| = |\rho(r) - \rho(0)| = \left| \int_0^r \rho'(s) ds \right| \leq \|\rho'(s)\|_{L^2} r^{1/2}. \quad (5.37)$$

Then the boundedness of (5.32) follows immediately.

For case (ii): Existence of singularity as $z \in \Omega_j$, $j = 2, 3, 6, 7$. Again, only one case $R_2(z)$ is considered, and the rest are proved using the same method.

As observed on (3.8) and (3.9), the scattering data $s_{11}(z)$ and $s_{22}(z)$ are of singularity at $\pm i$. This suggest that the matrix $R_2(z)$ also has singularities. Therefore, in the estimation of $R_2(z)$, it is necessary to control the behavior at the singularity. Fix a small constant $\delta_0$ straturing $\varphi > \delta_0 \theta_0$, the function $R_2(z)$ in $\Omega_2$ can be written as

$$R_2(z) = -\frac{\overline{\rho}(z)}{1 - \rho(z) \overline{\rho}(z)} T_-(z)^{-2} = \frac{s_{21}(z)}{s_{11}(z)} \left( T_-(z) \right)^2, \quad (5.38)$$

further we denote

$$R_2(z) = R_{21}(z) + R_{22}(z),$$

with

$$R_{21}(z) = [1 - \chi_1(|z|)]|\mathcal{H}_2(|z|)|T^{-2}(z) \cos[k_0(\frac{\pi}{2} - \arg z)],$$

$$R_{22}(z) = f(|z|) g(z) \cos[z_0(\frac{\pi}{2} - \arg z)] - \frac{\overline{|z|}}{z_0} \chi_0(\frac{\arg z}{\delta_0}) f'(|z|) g(z) \sin[z_0(\frac{\pi}{2} - \arg z)],$$

where $f'(s)$ is the derivative of the $f(s)$ and

$$f(z) = \chi_1(z) \frac{s_{21}(z)}{s_{11}(z)} \quad g(z) = \left( \frac{s_{11}(z)}{T(z)} \right)^2. \quad (5.39)$$
In what follows, we will estimate the \( \partial \) derivatives of the expressions \( R_{21}(z) \) and \( R_{22}(z) \). Consider \( R_{21}(z) \) firstly, similar to the case (i), let \( z = re^{i\phi} \), then one has
\[
|\partial R_{21}(z)| \leq (1 - X_1(r)) \left( |\mathcal{H}_2(ir)| + r^{-1/2} \right) + |\partial X_1(r)|, \tag{5.40}
\]
by using the fact \( R_{21}(z) \equiv 0 \) in support of \( X_1 \), \( R_{22}(z) \equiv 0 \) out support of \( X_1 \) and for \( z \) out of \( \text{supp}(X_1) \)
\[
|\mathcal{H}_2(z)| = \left| \frac{\widetilde{\rho}(z)}{1 - \rho(z)} \right| = \left| \frac{\widetilde{\rho}(z)}{1 - |\rho(z)|^2} \right| \leq |\rho(z)|.
\]
Now we turn to \( \partial R_{22}(z) \). Let \( z = re^{i\phi} \) as before, and \( \partial = \frac{e^i\phi}{z} \left( \partial_r + i\partial_\phi \right) \). Then
\[
\partial R_{22}(z) = \frac{e^{i\phi}}{2} R(z) \cos[z_0(\frac{\pi}{2} - \phi)] f'(ir) \left( 1 - X_0(\frac{\phi}{\delta_0}) - \frac{i}{z_0} \sin[z_0(\frac{\pi}{2} - \phi)] \right)
\]
\[
X_0(\frac{\arg z}{\delta_0}) (r f'(ir))' + \sin[z_0(\frac{\pi}{2} - \phi)] \left[ \frac{iz_0}{r} f(ir) + \frac{1}{\delta_0 z_0} X_0(\frac{\phi}{\delta_0}) f'(ir) \right]. \tag{5.41}
\]
Similar to the lemma 6.5 shown in \([36]\), the three terms on the right side of the equation can be estimated separately to obtain the estimation of \( \partial R_{22}(z) \), therefore the results \((5.32)\) is proved. Finally for \( z \sim i \),
\[
|\partial R_{22}(z)| \leq \left| \sin[z_0(\frac{\pi}{2} - \phi)] \right| + |1 - X_0(\phi/\delta_0)| = O(\phi), \tag{5.42}
\]
from which \((5.33)\) follows immediately. \(\square\)

Additionally, the matrix \( R^{(2)}(z) \) satisfies symmetry
\[
R^{(2)}(z) = \sigma_2 R^{(2)}(\bar{z}) \sigma_2 = \sigma_1 R^{(2)}(-\bar{z}) \sigma_1 = \sigma_3 Q \sigma_3 R^{(2)}(-1/z) \sigma_3 Q \ldots. \tag{5.43}
\]

A new matrix-valued function \( M^{(2)}(z) = M^{(2)}(x, t; z) \) with no jumps on the contour \( \Sigma \) is introduced via the matrix \( R^{(2)}(z) \)
\[
M^{(2)}(z) = M^{(1)}(z) R^{(2)}(z), \tag{5.44}
\]
which follows the RH problem \([5,6]\)

**RH Problem 5.6.** Find a \( 2 \times 2 \) matrix valued function \( M^{(2)}(z) \), which is continuous in \( \mathbb{C} \), sectionally continuous first partial derivatives in \( \mathbb{C} \setminus \Sigma^{(2)} \cup \{\eta_n, \bar{\eta}_n\}_{n \in \Lambda} \) satisfying that

1. The symmetry:
\[
M^{(2)}(x, t; z) = \sigma_2 M^{(2)}(x, t; \bar{z}) \sigma_2 = \sigma_1 M^{(2)}(x, t; -\bar{z}) \sigma_1 = \frac{i}{z} M^{(2)}(x, t; -1/z) \sigma_3 Q \ldots
\]
(2) Take the continuous boundary values \( M^{(2)}_{L}(x, t; z) \) (respectively \( M^{(2)}_{R}(x, t; z) \)) on \( \Sigma^{(2)} \) from left (respectively right), then

\[
M^{(2)}_{L}(x, t; z) = M^{(2)}_{R}(x, t; z)V^{(2)}(z), \quad z \in \Sigma^{(2)},
\]

where

\[
V^{(2)}(z) = \begin{cases} 
1 & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \nabla \setminus \Lambda, \\
-C_n(z - \eta_n)^{-1}T^2(z)e^{-2i\eta_n} & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \Lambda, \\
1 -C_n^{-1}(z - \eta_n)T^{-2}(z)e^{2i\eta_n} & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \nabla \setminus \Lambda, \\
0 & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \Lambda.
\end{cases}
\]

(3) Residue conditions: \( M^{(2)}(x, t; z) \) has simple poles at each point \( \eta_n \) and \( \overline{\eta}_n \) for \( n \in \Lambda \)

\[
\text{Res } M^{(2)}(x, t; z) = \lim_{z \to \eta_n} M^{(2)}(x, t; z) \begin{pmatrix} 0 & 0 \\ C_ne^{-2i\eta_n}T^2(\eta_n) & 0 \end{pmatrix},
\]

\[
\text{Res } M^{(2)}(x, t; z) = \lim_{z \to \overline{\eta}_n} M^{(2)}(x, t; z) \begin{pmatrix} 0 & 0 \\ -C_nT^{-2}(\overline{\eta}_n)e^{2i\overline{\eta}_n} & 0 \end{pmatrix}.
\]

(4) The asymptotic behavior

\[
M^{(2)}(x, t; z) = e^{i\nu \cdot (x - q) r} + O(z^{-1}), \quad z \to \infty,
\]

\[
M^{(2)}(x, t; z) = \frac{1}{z} e^{i\nu \cdot (x - q) r_3 Q_+} + O(1), \quad z \to 0.
\]

(5) \( \overline{\partial} \)-derivative: for \( z \in \mathbb{C} \)

\[
\overline{\partial}M^{(2)}(x, t; z) = M^{(2)}(x, t; z)W(z),
\]

where

\[
W(z) = \begin{cases} 
0 & \text{as } z \in \Omega_j, \ j = 1, 3, 5, 7, \\
0 & \text{as } z \in \Omega_j, \ j = 2, 4, 6, 8, \\
0, & \text{elsewhere}.
\end{cases}
\]
5.3. The $N$-soliton solutions

The next step is to decompose the mixed $\overline{\partial}$-RH problem $\overline{(5.6)}$ that is, remove the soliton component corresponding to $M_{(sol)}^I(x, t; z)$ from the RH problem $\overline{(5.6)}$ and a pure $\partial$-problem with non-zero $\partial$-derivative, which can be analyzed by using the known $\overline{\partial}$-technique. Consider the pure RH problem satisfied by the $M_{(sol)}^I(x, t; z)$ with the $W(z) \equiv 0$.

**RH Problem 5.7.** Find a $2 \times 2$ matrix valued function $M_{(sol)}^I(x, t; z)$, which is meromorphic function in $\mathbb{C} \setminus \Sigma^2$ satisfying that

(1) The symmetry:

$$M_{(sol)}^I(x, t; z) = \sigma_2 M_{(sol)}^I(x, t; \overline{z}) \sigma_2 = \sigma_1 M_{(sol)}^I(x, t; -z) \sigma_1 = \frac{i}{z} M_{(sol)}^I(x, t; -1/z) \sigma_3 Q_-.$$  

(2) Take the continuous boundary values $M_{(sol)}^+(x, t; z)$ (respectively $M_{(sol)}^- (x, t; z)$) on $\Sigma^2$ from left (respectively right), then

$$M_{(sol)}^+(x, t; z) = M_{(sol)}^-(x, t; z) V^2(z), \quad z \in \Sigma^2, \quad (5.51)$$

where

$$V^2(z) = \begin{cases} 
1 & \text{as } |z - \eta_n| = \epsilon_0, \quad n \in \nabla \setminus \Lambda, \\
-C_n (z - \eta_n)^{-1} T^2(z) e^{-2i\theta_n} & \text{as } |z - \eta_n| = \epsilon_0, \quad n \in \Lambda, \\
1 & \text{as } |z - \bar{\eta}_n| = \epsilon_0, \quad n \in \nabla \setminus \Lambda, \\
1 - C_n (z - \bar{\eta}_n)^{-1} T^2(z) e^{2i\theta_n} & \text{as } |z - \bar{\eta}_n| = \epsilon_0, \quad n \in \Lambda, \\
0 & \text{as } |z - \eta_n| = \epsilon_0, \quad n \in \nabla \setminus \Lambda, \\
0 & \text{as } |z - \bar{\eta}_n| = \epsilon_0, \quad n \in \Lambda.
\end{cases} \quad (5.52)$$

(3) Residue conditions: $M_{(sol)}^I(x, t; z)$ has simple poles at each point $\eta_n$ and $\bar{\eta}_n$ for $n \in \Lambda$ with:

$$\text{Res } M_{(sol)}^I(x, t; z) = \lim_{z \to \eta_n} M_{(sol)}^I(x, t; z) \begin{pmatrix} 0 \\ C_n e^{-2i\theta_n} T^2(\eta_n) \end{pmatrix}, \quad (5.53)$$

$$\text{Res } M_{(sol)}^I(x, t; z) = \lim_{z \to \bar{\eta}_n} M_{(sol)}^I(x, t; z) \begin{pmatrix} 0 \\ -C_n T^{-2}(\bar{\eta}_n) e^{2i\theta_n} \end{pmatrix}. \quad (5.54)$$

(4) $M_{(sol)}^I(x, t; z) = e^{i\nu_{(x, q)} z} + O(z^{-1})$, \quad $z \to \infty$,

$$M_{(sol)}^I(x, t; z) = \frac{1}{z} e^{i\nu_{(x, q)} z} \sigma_3 Q_- + O(1), \quad z \to 0.$$ 
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(5) $\bar{\partial}$-Derivative: $W(z) = 0$, for $z \in \mathbb{C}$.

The following proposition 5.8 will show the correlation between the existence and uniqueness of the solutions of the RH problem 5.7 and the original RH problem 4.1.

**Proposition 5.8.** For the scattering data $\{r(z), \{\eta_n, C_n\}_{n\in\Lambda}\}$ corresponding to the RH problem 5.6 there exists a unique solution $M^{\text{sol}}(z)$ of RH problem 5.7 (corresponding to the RH problem 5.6 with $W(z) \equiv 0$), and it is equivalent, by a transformation, to the reflection-less solution of the original RH problem 4.1 with the modified scattering data $\{0, \{\eta_n, \tilde{C}_n\}_{n\in\Lambda}\}$, where

$$\tilde{\epsilon}_n(x, t) = C_n \exp \left\{ -\frac{1}{4\pi} \int_{\mathbb{R}} \log(1 - \rho(s)^2) \left( \frac{1}{\sigma - \eta_n} - \frac{1}{2s} \right) \right\}, \tag{5.55}$$

where $\rho(z)$ is reflection coefficient defined by (3.7).

**Proof.** In order to match the $M^{\text{sol}}(z)$ and the solution of the original RH problem 4.1, the jump conditions and poles need to be restored. It follows from (5.13) and (5.44) that

$$M^{(\text{B})}(x, t; z) = \left( \prod_{n \in \Lambda} \eta_n \right)^{\text{ars}} M^{\text{sol}}(z) T(z)^{-\sigma_n} F^{-1}(z) \left( \prod_{n \in \Lambda} \frac{z - \eta_n}{\eta_n - z} \right)^{\sigma_n}, \tag{5.56}$$

where

$$F(z) = \begin{cases} 
1 & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \mathbb{N} \setminus \Lambda, \\
-C_n(z - \eta_n)^{-1} e^{-2i\pi_n} & 0 \\
1 & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \Lambda, \\
-C_n^{-1}(z - \eta_n) e^{2i\pi_n} & 0 \\
1 & \text{as } |z - \eta_n| = \epsilon_0, \ n \in \mathbb{N} \setminus \Lambda, \\
\overline{C}_n(z - \overline{\eta}_n)^{-1} e^{2i\pi_n} & 0 \\
1 & \text{as } |z - \overline{\eta}_n| = \epsilon_0, \ n \in \Lambda, \\
\overline{C}_n^{-1}(z - \overline{\eta}_n) e^{-2i\pi_n} & 1 \\
\end{cases} \tag{5.57}$$

It’s clear that the transformation $M^{(\text{B})}(x, t; z)$ ensures the normalization conditions at origin and infinity. By comparing (5.46) and (5.56), we find that $M^{(\text{B})}(x, t; z)$ has no jump conditions. It follows from (5.13) that for $n \notin \Lambda$ the transformation (5.56) restores the jump conditions on disks $|z - \eta_n| = \epsilon_0$ and $|z - \overline{\eta}_n| = \epsilon_0$. The following will show that $M^{(\text{B})}(x, t; z)$ satisfies the residue condition of the original RH problem 4.1, where parameter $C_n$ is replaced by $\tilde{\epsilon}_n$. Taking $\eta_n$ as an example for $n \in \Lambda$, another case is
similarly provable.

\[
\text{Res}_{z=\eta_n} M^{(2)}(x, t; z) = \prod_{n \in \Delta} \eta_n^{\sigma_n} \text{Res}_{z=\eta_n} M^{(\text{sol})}(x, t; z) G(z)^{-1} \left( \prod_{n \in \Delta} \frac{z - \eta_n}{\eta_n} \right)^{\sigma_n} \\
= \lim_{z \to \eta_n} \left( \prod_{n \in \Delta} \eta_n^{\sigma_n} M^{(\text{sol})}(x, t; z) \begin{pmatrix} 0 & 0 \\ C_n e^{-2i\theta_n} T^2(\eta_n) & 0 \end{pmatrix} \left( \prod_{n \in \Delta} \frac{z - \eta_n}{\eta_n} \right)^{\sigma_n} \right) \\
= \lim_{z \to \eta_n} M^{(2)}(x, t; z) \begin{pmatrix} 0 & 0 \\ e_n e^{-2i\theta_n} & 0 \end{pmatrix}.
\]

The analyticity and symmetry of function \( M^{(2)}(x, t; z) \) can be deduced from the related properties of \( M^{(\text{sol})}(x, t; z) \), \( T(z) \) and \( F(z) \). In conclusion, \( M^{(\text{sol})}(x, t; z) \) is the solution of the original RH problem \((4.1)\) without reflection. Additionally, the existence and uniqueness of the solution can be similar to that in appendix A of reference \([36]\). Finally, we complete the proof of the proposition.

Although \( M^{(\text{sol})}(x, t; z) \) exists and is unique, it can not give an exact expression. In what follows, we use a new solution \( M^{(\text{sol})}_\Lambda(x, t; z) \) to approximate \( M^{(\text{sol})}(x, t; z) \), and the resulting error can be characterized by the small norm theory of RH problem \((6.1)\). Observing that the jump matrix \( V^{(2)}(z) \) generated by the RH problem \((5.7)\) such that the following estimation

\[
\left\| V^{(2)}(z) - I \right\|_{L^2(\Sigma^+)} = \left\| C_n(z - \zeta_n)^{-1} T(z)^2 e^{-2i\theta_n} \right\| \leq \mathcal{O}(e^{-2\theta_n}),
\]

which gives rise to that for \( 1 \leq p \leq +\infty \), the jump matrix \( V^{(2)}(z) \) admits

\[
\left\| V^{(2)}(z) - I \right\|_{L^p(\Sigma^+)} \leq K_p e^{-2\theta_n},
\]

where \( K_p \) is a positive constant and dependent on \( p \). The expression \((5.58)\) implies that the jump matrix \( V^{(2)}(z) \) converges uniformly to the identity matrix, which means that the contribution of the jump matrix to the long-time asymptotic behavior of the solution is meaningless. On the contrary, the dominant contribution to the long-time asymptotic behavior of solutions comes from the simple poles of \( M^{(\text{sol})}(x, t; z) \), i.e., the simple poles \( \zeta_n \) for \( n \in \Lambda \). Based on this idea, consider the following decomposition

\[
M^{(\text{sol})}(x, t; z) = M^{(\text{err})}(z) M^{(\text{sol})}_\Lambda(x, t; z),
\]

where \( M^{(\text{err})}(z) \) denotes the error function, which is determined by the small norm theory of RH problem, and \( M^{(\text{sol})}_\Lambda(x, t; z) \) is the solution of the RH problem \((5.7)\) with \( V^{(2)}(z) \equiv 0 \).

**RH Problem 5.9.** Find a matrix-valued function \( M^{(\text{sol})}_\Lambda(x, t; z) \) satisfies
(1) The analyticity: $M^{(sod)}_{\Lambda}(x, t; z)$ is analytic in $\mathbb{C}\backslash\{\eta_n, \bar{\eta}_n\}$.

(2) The symmetries:

$$M^{(sod)}_{\Lambda}(x, t; z) = \sigma_2 M^{(sod)}_{\Lambda}(x, t; \overline{z}) \sigma_2 = \sigma_1 M^{(sod)}_{\Lambda}(x, t; -\overline{z}) \sigma_1 = \frac{i}{z} M^{(sod)}_{\Lambda}(x, t; -1/z) \sigma_3 Q.$$  

(5.60)

(3) Residue conditions: $M^{(sod)}_{\Lambda}(x, t; z)$ has simple poles at each point $\eta_n$ and $\bar{\eta}_n$ for $n \in \Lambda$ with:

$$\text{Res}_{z=\eta_n} M^{(sod)}_{\Lambda}(x, t; z) = \lim_{z \to \eta_n} z M^{(sod)}_{\Lambda}(x, t; z) \begin{pmatrix} 0 & 0 \\ C_n e^{-i2\theta_n} T^2(\eta_n) & 0 \end{pmatrix},$$

(5.61)

$$\text{Res}_{z=\bar{\eta}_n} M^{(sod)}_{\Lambda}(x, t; z) = \lim_{z \to \bar{\eta}_n} z M^{(sod)}_{\Lambda}(x, t; z) \begin{pmatrix} 0 & -\bar{C}_n T^{-2}(\bar{\eta}_n) e^{2i\bar{\theta}_n} \\ 0 & 0 \end{pmatrix}. $$

(5.62)

(4) The asymptotic behavior:

$$M^{(sod)}_{\Lambda}(x, t; z) \sim e^{i(\alpha_{(x,t)\eta\sigma})z} + O(z^{-1}), \quad z \to \infty,$$

$$M^{(sod)}_{\Lambda}(x, t; z) \sim \frac{1}{z} e^{i(\alpha_{(x,t)\bar{\eta}\sigma})z} \sigma_3 Q + O(1), \quad z \to 0.$$

For convenience, we omit the independent variables $x$ and $t$, denoting $M^{(sod)}_{\Lambda}(x, t; z) = M^{(sod)}_{\Lambda}(z)$. It follows any solution satisfying RH problem 5.9 from the symmetry (5.60) must have the following partial fractional expansion for $\Lambda \neq \emptyset$

$$M^{(sod)}_{\Lambda}(z) = e^{i(\alpha_{(x,t)\eta\sigma})z} \frac{i}{z} e^{i(\alpha_{(x,t)\bar{\eta}\sigma})z} \sigma_3 Q -$$

$$+ \sum_{k=1}^{n_2} \left( \left( \alpha_k \bar{\eta}_k \overline{\eta_k} \right) - \left( \alpha_k z \right) \bar{\eta}_k \overline{\eta_k} \right) \right) +$$

$$+ \sum_{k=1}^{n_1} \left( \left( \beta_k \eta_k \eta_k \right) - \left( \beta_k z \right) \eta_k \eta_k \right) \right) +$$

$$+ \sum_{k=1}^{n_1} i \left( \left( \frac{q_k}{\bar{q}_k} \eta_k \eta_k - \frac{q_k}{\bar{q}_k} \right) + \left( \frac{q_k}{\bar{q}_k} \eta_k \eta_k - \frac{q_k}{\bar{q}_k} \right) \right),$$

(5.63)

where the coefficients $\beta_k = \beta_k(x, t)$, $\varsigma_k = \varsigma_k(x, t)$, $\alpha_s = \alpha_s(x, t)$, and $\tau_s = \tau_s(x, t)$ are determined later.

**Proposition 5.10.** There exists an unique solution of the RH problem 5.9. Additionally, the solution $M^{(sod)}_{\Lambda}(z)$ is equivalent to the solution of the original RH problem 4.1 with modified scattering data $\{0, \{\eta_n, \bar{\eta}_n\}_{n \in \Lambda}\}$ under the condition of no reflection.
\[ M_{\Lambda}^{(\text{sol})}(z) = e^{iv_{\Lambda}(q_{\Lambda}^{(\text{sol})})z} + \frac{i}{z}e^{iv_{\Lambda}(\bar{q}_{\Lambda}^{(\text{sol})})\bar{z}}\sigma_{3}Q - \frac{i}{z}e^{iv_{\Lambda}(\bar{q}_{\Lambda}^{(\text{sol})})\bar{z}}\sigma_{3}Q. \]  

(II) For case 2: Let \( \Lambda \neq \emptyset \). The solution of \( M_{\Lambda}^{(\text{sol})}(z) \) is of the form (5.63), where the coefficients \( \beta_{k}, \varsigma_{k}, \alpha_{s}, \tau_{s}, \text{ and } \tau_{s} \) are determined by the following algebraic equations:

\[ c_{z_{k}}^{-1} T(z_{k})^{-2} e^{-2i\rho_{k}z_{k}^{2}} \beta_{k} = \frac{i}{z_{k}} e^{iv_{\Lambda}(q_{\Lambda}^{(\text{sol})})} q_{-} + \sum_{h=1}^{n_{1}} \left( \frac{\alpha_{h}}{z_{k} - w_{ih}} + \frac{\bar{\alpha}_{h}}{z_{k}, w_{ih}} \right) \]  
\[ + \sum_{\ell=1}^{n_{1}} \left( \frac{\gamma_{k}}{z_{k} - z_{\ell}} + \frac{\gamma_{k}}{z_{k} + z_{\ell}} - \frac{iq - \varsigma_{\ell}}{z_{j_{k}z_{k} - 1} - z_{j_{k}z_{k} + 1}} \right), \]  
\[ (5.65) \]

\[ c_{z_{k}}^{-1} T(z_{k})^{-2} e^{-2i\rho_{k}z_{k}^{2}} \varsigma_{k} = \frac{i}{z_{k}} e^{-iv_{\Lambda}(q_{\Lambda}^{(\text{sol})})} q_{-} + \sum_{h=1}^{n_{1}} \left( \frac{\alpha_{h}}{z_{k} - w_{ih}} - \frac{\bar{\alpha}_{h}}{z_{k}, w_{ih}} \right) \]  
\[ + \sum_{\ell=1}^{n_{1}} \left( \frac{\beta_{h}}{z_{k} - z_{\ell}} - \frac{\beta_{h}}{z_{k} + z_{\ell}} + \frac{iq - \varsigma_{\ell}}{z_{j_{k}z_{k} - 1} - z_{j_{k}z_{k} + 1}} \right), \]  
\[ (5.66) \]

and

\[ c_{w_{k}}^{-1} T(w_{k})^{-2} e^{-2i\rho_{k}w_{k}^{2}} \alpha_{k} = \frac{i}{w_{k}} e^{iv_{\Lambda}(q_{\Lambda}^{(\text{sol})})} q_{-} + \sum_{h=1}^{n_{1}} \left( \frac{\alpha_{h}}{w_{k} - w_{ih}} + \frac{\bar{\alpha}_{h}}{w_{k}, w_{ih}} \right) \]  
\[ + \sum_{\ell=1}^{n_{1}} \left( \frac{\gamma_{k}}{w_{k} - z_{\ell}} + \frac{\gamma_{k}}{w_{k} + z_{\ell}} - \frac{iq - \varsigma_{\ell}}{z_{j_{k}w_{k} - 1} - z_{j_{k}w_{k} + 1}} \right), \]  
\[ (5.67) \]

\[ c_{w_{k}}^{-1} T(w_{k})^{-2} e^{-2i\rho_{k}w_{k}^{2}} \tau_{k} = \frac{i}{w_{k}} e^{-iv_{\Lambda}(q_{\Lambda}^{(\text{sol})})} \bar{q}_{-} + \sum_{h=1}^{n_{1}} \left( \frac{\alpha_{h}}{w_{k} - w_{ih}} - \frac{\bar{\alpha}_{h}}{w_{k}, w_{ih}} \right) \]  
\[ + \sum_{\ell=1}^{n_{1}} \left( \frac{\beta_{h}}{w_{k} - z_{\ell}} - \frac{\beta_{h}}{w_{k} + z_{\ell}} + \frac{iq - \varsigma_{\ell}}{z_{j_{k}w_{k} - 1} - z_{j_{k}w_{k} + 1}} \right), \]  
\[ (5.68) \]

for \( k = 1, \ldots, n_{1}, s = 1, \ldots, n_{2}, \) respectively.

**Corollary 5.11.** For the reflection-less condition \( \rho(z) = 0 \), the scattering matrix \( S(z) \) and the jump matrix \( V(z) \) are identity matrices, which further leads to the equality of boundary values \( q_{k} \). For the modified scattering data \( \{0, \eta, c_{\Lambda}\} \) and \( mNLS(1,3) \), denote \( q_{\Lambda}^{(\text{sol})}(x,t) \) as the \( N(\Lambda) \)-soliton solution of the \( mNLS(1,3) \), which can be expressed in the following form

\[ q_{\Lambda}^{(\text{sol})}(x,t) = \lim_{z \to \infty} e^{iv_{\Lambda}(x,t)z^{2}} \text{Ker}(zM_{\Lambda}^{(\text{sol})}(z))_{12}, \]  
\[ (5.69) \]

from the formula (5.8). Then for the case 1, it’s easy to check that

\[ \left| q_{\Lambda}^{(\text{sol})}(x,t) \right| = \lim_{z \to \infty} \left| (zM_{\Lambda}^{(\text{sol})}(z))_{12} \right| = 1. \]  
\[ (5.70) \]
Obviously, \( \nu_- (x, t; q^{(sol)}_{\Lambda} (x, t)) = 0 \) and \( q^{(sol)}_{\Lambda} (x, t) = q_- \).

For case 2, similar to the calculation in the first case, the following equality can be obtained
\[
q^{(sol)}_{\Lambda} (x, t) = \lim_{z \to \infty} \left| \left[ z M^{(sol)}_{\Lambda} \right]_{12} \right| = \left| \frac{i e^{\nu_-(x,t)q^{(sol)}_{\Lambda}}}{\nu_-(x,t)} q_- + 2 \sum_{s=1}^{m_1} \tau_k + 2 \sum_{k=1}^{m_2} i \nu_-(\mathbf{g}_k - iq_{\mathfrak{c}}) \right|. \tag{5.71}
\]

Finally, the \( N(\Lambda) \)-soliton solutions \( q^{(sol)}_{\Lambda} (x, t) \) of the mNLS (1.3) in this case with modified scattering data can be derived
\[
q^{(sol)}_{\Lambda} (x, t) = e^{2i\nu_- (x,t)q^{(sol)}_{\Lambda}} \left( te^{\nu_-(x,t)q^{(sol)}_{\Lambda}} q_- + 2 \sum_{s=1}^{m_1} \tau_k + 2 \sum_{k=1}^{m_2} i \nu_-(\mathbf{g}_k - iq_{\mathfrak{c}}) \right), \tag{5.72}
\]
where \( \nu_- (x, t; q^{(sol)}_{\Lambda}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (1 - |q^{(sol)}_{\Lambda} (y,t)|^2) \mathrm{d}y \).

### 5.4. The small norm theory for the RH problem of error function

On the other hand, it is noted that \( M^{(2)} (z) \) is the solution of the mixed RH problem 5.6 without \( \bar{\partial} \)-derivative. Since its jump matrix \( V^{(2)} (z) \) converges uniformly to the identity matrix, the contribution of the contour \( \Sigma^{(2)} \) to the long-time asymptotic behavior of the solution can be ignored. Then we consider the decomposition of \( M^{(2)} (z) \), that is, the expression (5.59). For the error function \( M^{(err)} (z) \), the following problem is satisfied.

**RH Problem 5.12.** Find a matrix valued function \( M^{(err)} (z) \) that satisfies

1. The error function \( M^{(err)} (z) \) is analytic in \( \mathbb{C} \setminus \Sigma^{(2)} \).
2. For the asymptotic behavior:
   \[
   M^{(err)} (z) = I + O(z^{-1}), \quad z \to \infty.
   \]
3. The jumping relationship:
   \[
   M^{(err)} (z) = M^{(err)} (z) V^{(err)} (z), \tag{5.73}
   \]
   where \( V^{(err)} (z) = M^{(sol)}_{\Lambda} (z) V^{(2)} (z) M^{(sol)}_{\Lambda} (z)^{-1} \), and for \( z \in \Sigma^{(2)} \) the error function \( M^{(err)} (z) \) is of continuous boundary values \( M^{(err)}_{\pm} (z) \).

Since \( M^{(sol)}_{\Lambda} (z) \) and \( M^{(sol)}_{\Lambda} (z) \) have the same jump condition \( V^{(2)} (z) \), it is easy to verify that \( M^{(err)} (z) \) has no poles. Additionally, the jump matrix \( V^{(err)} (z) \) generated
by the error function $M^{(err)}(z)$ on contour $\Sigma^{(2)}$ satisfies the same estimation as $V^{(2)}(z)$, i.e., $\|V^{(err)}(z) - I\|_{L^p(\Sigma^{(2)})} = O(e^{-2\theta_0 t)}$ for $1 \leq p \leq \infty$, which indicates that the jump matrix $V^{(err)}(z)$ uniformly converges to the identity matrix. Then, it follows from the small norm theory of RH problem [61, 62] that the solution of RH problem 5.12 can be uniquely expressed as

$$M^{(err)}(z) = I + \frac{1}{2\pi i} \int_{\Sigma^{(2)}} \frac{(I + \eta(s)) (V^{(err)}(s) - I)}{s - z} ds,$$  \hspace{1cm} (5.74)

where $\eta \in L^2(\Sigma^{(2)})$ is the unique solution of the operator equation

$$(1 - C_{\psi_{err}}) \eta = C_{\psi_{err}} I,$$  \hspace{1cm} (5.75)

where the operator $C_{\psi_{err}} : L^2(\Sigma^{(2)}) \to L^2(\Sigma^{(2)})$ denotes the Cauchy projection operator

$$C_{\psi_{err}} [f](z) = C_{\cdot} [f(V^{(err)} - I)] = \lim_{k \to z} \int_{\Sigma^{(2)}} \frac{f(s)(V^{(err)}(s) - I)}{s - k} ds.$$

The definition of the limit $C_{\cdot}$ here is similar to the previous one, that is, the limit is obtained from the right side of the oriented contour $\Sigma^{(2)}$ with a non-tangent. Additionally, the operator equation (5.75) is meaningful, namely, the existence and uniqueness of solution $\eta$ can be guaranteed by the boundedness of the Cauchy projection operator $C_{\cdot} : \|C_{\psi_{err}}\|_{L^2(\Sigma^{(2)}) \to L^2(\Sigma^{(2)})} = O(e^{-2\theta_0 t)}$. So far, the existence and uniqueness of the error function $M^{(err)}(z)$ are established. In order to obtain the long-time asymptotic behavior of the mNLS equation (1.3), we need to further consider the asymptotic behavior of the error function shown in the next proposition.

**Proposition 5.13.** For the error function $M^{(err)}(z)$, the following estimate is satisfied

$$|M^{(err)}(z) - I| \leq O(e^{-2\theta_0 t)}.$$  \hspace{1cm} (5.76)

For $z \to \infty$, $M^{(err)}(z)$ has the following expansion

$$M^{(err)}(z) = I + M_1^{(err)}(z)z^{-1} + O(z^{-2}),$$  \hspace{1cm} (5.77)

where

$$M_1^{(err)}(z) = -\frac{1}{2\pi i} \int_{\Sigma^{(2)}} (I + \eta(s)) (V^{(err)}(s) - I) ds,$$  \hspace{1cm} (5.78)

and satisfies the following estimate

$$M_1^{(err)}(z) \leq O(e^{-2\theta_0 t}).$$  \hspace{1cm} (5.79)
Proof. It follows the operator equation (5.75) that

\[
M^{(\text{err})}(z) = I + \frac{1}{2\pi i} \int_{\Sigma^{(2)}} \frac{(I + \eta(s))(V^{(\text{err})}(s) - I)}{s - z} ds
\]

\[
= I + C_{\mathcal{V}^{\text{err}}}(I + \eta(z)) = I + C_{\mathcal{V}^{\text{err}}}I + C_{\mathcal{V}^{\text{err}}}\eta(z)
\]

\[
= I + (1 - C_{\mathcal{V}^{\text{err}}})\eta(z) + C_{\mathcal{V}^{\text{err}}}\eta(z),
\]

(5.80)

from which the estimation can be derived

\[
|M^{(\text{err})}(z) - I| \leq |(1 - C_{\mathcal{V}^{\text{err}}})\eta(z)| + |C_{\mathcal{V}^{\text{err}}}\eta(z)| \lesssim O(e^{-2\eta_0 t}).
\]

(5.81)

The proof of the equality (5.76) is completed, then we consider equality (5.79). Taking the limit of the expression (5.74) for \(z \to \infty\) yields

\[
M^{(\text{err})}(z) = I + \frac{1}{2\pi i} \int_{\Sigma^{(2)}} \frac{(I + \eta(s))(V^{(\text{err})}(s) - I)}{z - 1} ds
\]

\[
= I - \frac{1}{z} \frac{1}{2\pi i} \int_{\Sigma^{(2)}} (I + \eta(s))(V^{(\text{err})}(s) - I) ds,
\]

(5.82)

which further indicates that

\[
|M^{(\text{err})}_{1}(z)| \lesssim \|V^{(\text{err})} - I\|_{\mathcal{L}(\Sigma^{(2)})} + \|\eta\|_{\mathcal{L}(\Sigma^{(2)})} \|V^{(\text{err})} - I\|_{\mathcal{L}(\Sigma^{(2)})} \lesssim O(e^{-2\eta_0 t}).
\]

(5.83)

\[\square\]

5.5. The pure Dbar-problem

The mixed RH problem (5.6) satisfied by the matrix \(M^{(2)}(z)\) includes two cases, one is the case of soliton solution corresponding to \(\partial\)-derivative \(W(z) \equiv 0\), which has been analyzed in detail in the previous work. Now what we need to do is to remove the soliton component from the mixed RH problem and get the pure Dbar problem which can be analyzed by using the Dbar technique in detail. Specifically, a new matrix valued function \(M^{(3)}(z)\) is defined with the help of the function \(M^{(\text{sol})}(z)\) satisfying the RH problem (5.7)

\[
M^{(3)}(z) = M^{(2)}(z) \left( M^{(\text{sol})}(z) \right)^{-1},
\]

(5.84)

which admits the following pure \(\overline{\partial}\) problem.

RH Problem 5.14. Find a matrix-valued function \(M^{(3)}(z)\) is of the following properties:

1. \(M^{(3)}(z)\) is continuous, and has sectionally continuous first partial derivatives in \(\mathbb{C}\).
(2) The asymptotic behavior: \( M^{(3)}(z) = I + O(z^{-1}) \) as \( z \to \infty \).

(3) \( \bar{\partial} \)-derivative: For \( z \in \mathbb{C} \), one has

\[
\bar{\partial}M^{(3)}(z) = M^{(3)}(z)W^{(3)}(z),
\]

where \( W^{(3)}(z) = M^{(sol)}(z)W(z)M^{(sol)}(z)^{-1} \) with the matrix \( W(z) \) defined by (5.49).

**Proof.** Since the matrix-valued functions \( M^{(2)}(z) \) and \( M^{(sol)}(z) \) satisfying RH problem \[5.6\] and \[5.7\] respectively have the same jump condition \( V^{(2)}(z) \), it follows from expression \[5.84\] that \( M^{(3)}(z) \) has no jump on disks \( |z - \eta_n| = \epsilon_0 \) and \( |z - \overline{\eta}_n| = \epsilon_0 \). Additionally, the asymptotic behavior and \( \bar{\partial} \)-derivative of the function \( M^{(3)}(z) \) inherit immediately from the related properties of \( M^{(2)}(z) \) and \( M^{(sol)}(z) \). Next we will show that \( M^{(3)}(z) \) has no singularity at the origin. Observing that \( M^{(sol)}(z) = (1 + z^{-2})^{-1}\sigma_2M^{(sol)}(z)^T\sigma_2 \) from the fact that for any \( 2 \times 2 \) invertible matrix \( A \) satisfying \( A^{-1} = (\det A)^{-1}\sigma_2 A^T \sigma_2 \), we further have

\[
\lim_{z \to 0} M^{(3)}(z) = \lim_{z \to 0} \frac{(M^{(2)}(z))\sigma_2(M^{(sol)}(z)^T)\sigma_2}{1 + z^{-2}} = \lim_{z \to 0} \frac{(zM^{(2)}(z))\sigma_2(zM^{(sol)}(z)^T)\sigma_2}{1 + z^2} = ie^{i\varphi(z)}M^{(sol)}(z)^T = I.
\]

Since \( M^{(2)}(z) \) and \( M^{(sol)}(z) \) have the same jump matrix, then one has

\[
M^{(3)}_-(z)M^{(3)}_+(z) = M^{(2)}_-(z)^{-1}M^{(sol)}_-(z)M^{(sol)}_+(z)^{-1}M^{(2)}_+(z) = M^{(2)}_-(z)^{-1}V^{(2)}(z)^{-1}M^{(2)}_+(z) = I,
\]

which means that \( M^{(3)}(z) \) is regular at the origin. Meanwhile, \( M^{(3)}(z) \) has no poles for \( \xi \in \{\eta_n, \overline{\eta}_n\} \cup \Lambda \). Let \( A_\xi \) be the nilpotent matrix appearing in the residue conditions of the RH problem \[5.6\] and \[5.7\] and then we have a local expansion in the neighborhood of \( \xi \)

\[
M^{(2)}(z) = \alpha(\xi) \left[ \frac{A_\xi}{z - \xi} + I \right] + O(z - \xi),
\]

\[
M^{(sol)}(z) = \beta(\xi) \left[ \frac{A_\xi}{z - \xi} + I \right] + O(z - \xi),
\]

where \( \alpha(\xi) \) and \( \beta(\xi) \) are constant coefficients of the corresponding expansion respectively. Taking the product yields that \( M^{(3)}(z) = O(1) \), which indicates that the poles of \( M^{(3)}(z) \) are removable and \( \bar{\partial}M^{(3)}(z) \) is boundary locally. The proof of the third property follows the following process

\[
\bar{\partial}M^{(3)}(z) = \bar{\partial}(M^{(2)}(z)M^{(sol)}(z)^{-1}) = (\bar{\partial}M^{(2)}(z))M^{(sol)}(z)^{-1}
\]

\[
= M^{(2)}(z)W(z)M^{(sol)}(z)^{-1} = M^{(2)}(z)M^{(sol)}(z)^{-1}M^{(sol)}(z)W(z)M^{(sol)}(z)^{-1}
\]

\[
= M^{(3)}(z)M^{(sol)}(z)W(z)M^{(sol)}(z)^{-1} = M^{(3)}(z)W^{(3)}(z).
\]
Finally, the singular behavior of $M^{(3)}(z)$ at $z = \pm i$ should be checked by the reason that $\det M^{(sol)}(z) = 1 + z^{-2}$. The symmetries shown in RH problem 5.6 and 5.7 are applied to $M^{(2)}(z)$ and $M^{(sol)}(z)$ to obtain the following local expansions in a neighborhood of the singularities $z = \pm i$

\[
M^{(2)}(z) = \begin{pmatrix}
\theta \\
\pm \bar{q} - \theta
\end{pmatrix}
+ O(z \mp \bar{t}),
\]

\[
M^{(sol)}(z) = \frac{\pm i}{2(z + i)} \begin{pmatrix}
\bar{q} \\
\bar{q} - \bar{\sigma}
\end{pmatrix}
+ O(1),
\]

where $\theta$ and $\bar{\sigma}$ are constants. By directly making product, it can be immediately verified that the singularity of $M^{(3)}(z)$ at singularities $z = \pm i$ is disappeared. □

In order to establish the long-time asymptotic solution of the mNLS equation (1.3), the asymptotic behavior of $M^{(3)}(z)$ needs to be further considered.

**Proposition 5.15.** As $z \to \infty$, $M^{(3)}(z)$ is of the following asymptotic expansion

\[
M^{(3)}(z) = I + \frac{M^{(3)}(x, t)}{z} + O(z^{-2}),
\]

where $M^{(3)}(x, t)$ is independent of the variable $z$, there then exists a constant $t_1$ such that

\[
|M^{(3)}(x, t)| \leq t^{-3/4}, \text{ as } t > t_1.
\]

Before proving the proposition 5.15, we first consider the left Cauchy-Green operator shown in the lemma.

**Lemma 5.16.** Consider the left Cauchy-Green integral operator $C_z$:

\[
f C_z(s) = \frac{1}{\pi} \int_C \frac{f(s) W^{(3)}(s)}{z - s} dA(s).
\]

The $\Lambda(s)$ denotes the Lebesgue measure on the $\mathbb{C}$. Then for $f : L^\infty(\mathbb{C}) \to L^\infty(\mathbb{C}) \cap C^0(\mathbb{C})$, the integral operator $C_z$ satisfies the estimate as $t \to \infty$

\[
\|C_z\|_{L^\infty(\mathbb{C}) \to L^\infty(\mathbb{C})} \leq t^{-1/2}.
\]

**Proof.** For any $f \in L^\infty(\mathbb{C})$, it follows from expression 5.91 that

\[
\|f C_z\|_{L^\infty} \leq \|f\|_{L^\infty} \frac{1}{\pi} \int_C \frac{|W^{(3)}(s)|}{|z - s|} dA(s),
\]

38
where \( W^{(3)}(z) \) is defined in (5.85). According to the Dbar-derivative \( W(z) \) is equal to zero outside region \( \Omega \), we only need to estimate the following expression now

\[
\frac{1}{\pi} \int_{\Omega} \frac{|W^{(3)}(s)|}{|z - s|} dA(s).
\]

From the propositions 5.13 and 5.10, the matrix norm of \( |M^{sol}(z)| \leq \sqrt{1 + z^{-2}} \). Hereafter, we further have

\[
\frac{1}{\pi} \int_{\Omega} \frac{|W^{(3)}(s)|}{|z - s|} dA(s) \lesssim \frac{1}{\pi} \int_{\Omega} \frac{|W(s)|}{1 + |s|^{-2}} dA(s).
\] (5.93)

For \( j = 1, 4, 5, 8 \), the norm of \( M^{sol}(z) \) are bounded in the regions \( \Omega_j \). Since there are singularities \( z = \pm i \) caused by the determinant \( \det M^{sol}(z) \) in regions \( \Omega_j \) \((j = 2, 3, 6, 7)\), the estimation at this time needs to be handled carefully. Taking the region \( \Omega_2 \) as an example, other regions can be proved similarly. For convenience, the region \( \Omega_2 \) is divided into three parts \( I_i \) \((i = 1, 2, 3)\)

\[
I_1 = \mathbb{D}(0, 1 - \nu_0) \cap \Omega_2, \quad I_3 = \Omega_2 \setminus \mathbb{D}(0, 1 + \nu_0),
\]

\[
I_2 = \mathbb{D}(0, 1 + \nu_0) \setminus \mathbb{D}(0, 1 - \nu_0) \cap \Omega_2,
\] (5.94)
which are shown in Fig. 6.

![Figure 6. The three sub-region of \( \Omega_2 \).](image)

Then the integral equation (5.93) can be divided into three parts, we now consider (5.93) in the region \( I_3 \).

\[
J_3 = \int_{I_3} \frac{|W(s)|}{|z - s|} \frac{1 + |s|^{-2}}{|1 + s^{-2}|} dA(s).
\] (5.95)

For any \( z = x + iy \in I_3 \) with \( x, y \in \mathbb{R} \), and let \( s = u + iv \in I_3 \). It is easy to verify that the second integrand in the integral equation (5.93) is bounded from \( |s| > 1 + \nu_0 \).

It follows from (5.50) that

\[
J_3 \lesssim \int_{\Omega_2} \frac{|W(s)|}{|z - s|} dm(s) = \int_{\Omega_2} \frac{1}{|z - s|} \frac{\partial R_2(s) e^{-2im\theta}}{|z - s|} dA(s).
\] (5.96)
Additionally, by the fact that $|e^{-2i\theta}| = e^{-R\Re(2i\theta)} \leq e^{-\text{cut}} \leq e^{-\text{cut}}$ in the region $I_3$ from the proposition\[5.4\], one has

\[
J_3 \leq \int_0^{+\infty} \int_{\frac{a}{2\pi}}^{+\infty} \frac{|H_i(z,s)| e^{-\text{cut}}}{|z-s|} dvdu + \int_0^{+\infty} \int_{\frac{a}{2\pi}}^{+\infty} |s|^{-1/2} e^{-\text{cut}} dvdu
+ \int_0^{+\infty} \int_{\frac{a}{2\pi}}^{+\infty} \frac{dX_i(z,s)|e^{-\text{cut}}}{|z-s|} dvdu = J_{3(1)} + J_{3(2)} + J_{3(3)},
\]

where $\|s - z\| \leq |u - x|^{-1/p}$ for $1 \leq q \leq +\infty$ with $\frac{1}{p} + \frac{1}{q} = 1$ is used to estimate the inequality.

For the $J_{3(1)}$, by using Cauchy-Schwarz inequality, we have

\[
J_{3(1)} = \int_0^{+\infty} \int_{\frac{a}{2\pi}}^{+\infty} \frac{|H_i(z,s)| e^{-\text{cut}}}{|z-s|} dvdu
\leq \int_0^{+\infty} \|p\|L_2(\mathbb{R}^2) \|s - z\|^{-1} \|L_2(\mathbb{R}^2) e^{-\text{cut}} du
\leq \int_0^{+\infty} e^{-\text{cut}} |u - x|^{-\frac{1}{2}} du \leq \frac{1}{r^{\frac{1}{2}}}.

(5.97)

Similar methods can verify the estimation of $J_{3(3)}$, and now only $J_{3(2)}$ needs to be estimated. For $p > 2$ such that $\frac{1}{p} + \frac{1}{q} = 1$, the following inequality holds

\[
\|s^{-1/2}\|L_p\left(\frac{a}{2\pi}, \infty\right) = \left(\int_{\frac{a}{2\pi}}^{+\infty} \frac{1}{|u + vi|^p} dv\right)^{1/p}
\leq u^{\frac{1}{2} - \frac{1}{2}} \left(\int_{\mathbb{R}} \left(\frac{1}{1 + x^2}\right)^p dv\right)^{1/p}
\leq u^{\frac{1}{2} - \frac{1}{2}}.
\]

It follows from the above inequality that the estimation of $J_{3(2)}$ such that

\[
J_{3(2)} = \int_0^{+\infty} \int_{\frac{a}{2\pi}}^{+\infty} \frac{|s|^{-1/2} e^{-\text{cut}}}{|z-s|} dvdu
\leq \int_0^{+\infty} \|s|^{-1/2}\|L_p\left(\frac{a}{2\pi}, \infty\right) \|L_2(\mathbb{R}^2) e^{-\text{cut}} du
\leq \int_0^{+\infty} u^{\frac{1}{2} - \frac{1}{2}} |u - x|^{-1/p} e^{-\text{cut}} du \leq \frac{1}{r^{\frac{1}{2}}}.
\]

Therefore we prove $J_3 \leq \frac{1}{r^{\frac{1}{2}}}$. Now considering $J_2$, we notice that the singularity of $J_2$ at $i$ is eliminated by expression\[5.33\]. Additionally, $0 < \nu_0 < 1$ and $(1 - \nu_0) \cos \psi > \frac{1}{2}$.

\[
J_2 \leq \int_0^{2} \int_{1/2}^{1/2} e^{-\text{cut}} \left(\frac{1}{|z-s|} + \frac{1}{|s-i|}\right) dvdu
\leq \int_0^{2} \int_{1/2}^{1/2} e^{-\text{cut}} dvdu
\leq \int_0^{2} |u - x|^{-1/2} e^{-\text{cut}} du \leq \frac{1}{r^{1/2}}.

(5.98)
Finally, for $J_1$, similar to the prove of $J_3$, one has

$$J_1 \lesssim \int_0^{1+\upsilon_0} \int_u^{1+\upsilon_0} \left( |\mathcal{H}'_2(l|s|) + |s|^{-1/2} + |\partial X_1(l|s|)| \right) e^{-c_{\text{cut}}|z-s|} dvdu \lesssim t^{-1/2}. \quad (5.99)$$

So far, the proof of lemma \ref{lem:5.16} is completed. \hfill $\square$

On the basis of lemma \ref{lem:5.16}, that is, the Cauchy-Green operator $C_z$ with good properties, we turn to prove proposition \ref{prop:5.15} exhibited in the following contents.

**Proof.** An equivalent integral solution of $M^{(3)}(z)$ satisfying RH problem \ref{lem:5.14} such that

$$M^{(3)}(z) = I + \frac{1}{\pi} \int_C M^{(3)}(s) W^{(3)}(s) dA(s), \quad (5.100)$$

which can be written as the operator form

$$M^{(3)}(z) = I \cdot (I - C_z)^{-1}. \quad (5.101)$$

By using the operator $C_z$, the existence of operator $(I - C_z)^{-1}$ be guaranteed by the lemma \ref{lem:5.16}. Additionally, from the expression \ref{5.101} and the lemma \ref{lem:5.16} as $t \to \infty$, $\|M^{(3)}(z)\|_{L^\infty} \leq 1$. Similar to prove the lemma \ref{lem:5.16}, we only need to consider the estimation on region $\Omega_2$. The region $\Omega_2$ is similarly divided into three parts.

$$\frac{1}{\pi} \int_C M^{(3)}(s) W^{(3)}(s) dA(s) \leq \int_{\Omega_2} |W(s)e^{-2im\sigma}| \left( \frac{1 + |s|^2}{1 + s^{-2}} \right) dA(s)$$

$$= \left( \int_{I_1} + \int_{I_2} + \int_{I_3} \right) |W(s)e^{-2im\sigma}| \left( \frac{1 + |s|^2}{1 + s^{-2}} \right) dA(s)$$

$$\triangleq J_4 + J_5 + J_6. \quad (5.102)$$

For $J_6$, it follows by the fact $\frac{1 + |s|^2}{1 + s^{-2}} < \infty$ that

$$J_6 \leq \int_0^{+\infty} \int_0^{+\infty} |\mathcal{H}'_2(l|s|)| e^{-2c_{\text{cut}}u\tau} dvdu + \int_0^{+\infty} \int_0^{+\infty} |l|^{-\frac{1}{2}} e^{-c_{\text{cut}}u\tau} dvdu$$

$$+ \int_0^{+\infty} \int_0^{+\infty} |\partial X_1(l|s|)| e^{-c_{\text{cut}}u\tau} dvdu \triangleq J_6^{(1)} + J_6^{(2)} + J_6^{(3)}. \quad (5.103)$$

It is easy to check that $\left( \int_0^{+\infty} e^{-2c_{\text{cut}}u\tau} dv \right)^{\frac{1}{2}} \leq e^{-u^2(ut)^{-\frac{1}{2}}}$. Then for the integral $J_6^{(1)}$, one has

$$J_6^{(1)} \leq t^{-\frac{1}{2}} \int_0^{+\infty} \|\tilde{\rho}\|_{L^2(\tilde{\mathcal{S}}_0)} u^{-\frac{1}{2}} e^{-u^2t} du \leq t^{-\frac{1}{2}}. \quad (5.104)$$
Similar methods can be used to estimate $J_6^{(3)}$. Finally, with the help of the Cauchy-Schwarz inequality, there are

$$J_6^{(2)} \lesssim t^{-\frac{1}{4}} \int_0^{+\infty} u^{\frac{1}{4}-\frac{1}{2}} e^{-u^{\frac{1}{4}}} du \lesssim t^{-\frac{1}{4}},$$  \hspace{1cm} (5.104)$$

for $4 > p > 2$ such that $\frac{1}{q} + \frac{1}{p} = 1$. The method of proving $J_6$ can be applied to proving $J_4$. Now considering $J_5$, from the estimation (5.33) we have

$$J_5 \lesssim \int_{\mathbb{C}} \frac{e^{-cut}}{|z-s|} dA(s) \lesssim \int_{1/2}^{2} \int_{u}^{2} e^{-cut} dvdu$$

$$= \int_{1/2}^{2} (cut)^{-1} (e^{-cut} - e^{-cut}) du \lesssim t^{-1}. \hspace{1cm} (5.105)$$

□

5.6. The asymptotic solution

Here we will reconstruct the long-time asymptotic solution of the mNLS equation (1.3) under nonzero boundary conditions (1.4) based on the previous analysis. The inverse transformation of (5.13), (5.44), (5.84) and (5.59) establishes the following relationship

$$M(z) = T(\infty)\tau^{\sigma_1} M^{(3)}(z) M^{(err)}(z) M^{(sol)}(z) R^{(2)}(z)^{-1} T(z)^{-\sigma_3}. \hspace{1cm} (5.106)$$

Taking $z \to \infty$ out of $\Omega$, the solution of the mNLS equation (1.3) can be derived

$$M(z) = T(\infty)\tau^{\sigma_1} \left( I + M^{(3)}(z) \zeta^{-1} \right) M^{(err)}(z) M^{(sol)}(z) T(\infty)^{-\sigma_3} \times$$

$$\left( 1 + \zeta^{-1} \frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - \rho(s)\tilde{\rho}(s)) ds \right)^{\tau_3} + O(z^{-2}), \hspace{1cm} (5.107)$$

by using the lemma [5.1], propositions [5.13] and [5.15]. Additionally, the mNLS equation (1.3) possesses long time asymptotic behavior

$$M(z) = T(\infty)\tau^{\sigma_1} M^{(sol)}(z) T(\infty)^{-\sigma_3} \left( 1 + \frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - \rho(s)\tilde{\rho}(s)) ds \right)^{\tau_3}$$

$$+ O(z^{-2}) + O(t^{-3/4}).$$

It follows from formula (4.8) that

$$q(x, t) = \exp \left( \frac{i}{\alpha} \int_{x_0}^{x} \left( 1 - |q^{(sol)}(x, t)|^2 \right) dy \right) \lim_{z \to \infty} (z M(z))_{12}$$

$$= \exp \left( \frac{i}{\alpha} \int_{x_0}^{x} \left( 1 - |q^{(sol)}(x, t)|^2 \right) dy \right) T(\infty)^2 q^{(sol)}(x, t) + O(t^{-3/4}). \hspace{1cm} (5.108)$$
where \( q^{(sol)}(x,t) \) is defined by the corollary 5.11. Finally, we have completed the proof of the main theorem of this work.

The asymptotic stability of soliton solutions of mNLS equation (1.4) can be expressed as the following theorem.

**Theorem 5.17.** Consider the scattering data \( \{\rho(z), \eta_n, C_n\}_{n=1}^{4N_1+2N_2} \) generated by the initial data \( q_0(x) - q_\pm \in H^{1,1}(\mathbb{R}) \). For the soliton region of space-time \( \xi = \frac{x}{t} \) with \( 5 < \xi < 7 \), let \( \Lambda^{(sol)}(x,t) \) be the \( N(\Lambda) \)-soliton solution corresponding to the modified scattering data \( \{0, |\eta_n, \ell_n|_{n=\Lambda}\} \) shown in corollary 5.11. Then for a large constant \( t_1 \), as \( t \to \infty \)

\[
q(x,t) = \exp \left\{ \frac{i}{\alpha} \int_{\pm \infty}^x (1 - |q^{(sol)}(x,t)|^2)dy \right\} T(\infty)^2 q^{(sol)}(x,t) + O(t^{-3/4}),
\]

where \( \Lambda, q^{(sol)}(x,t) \) and \( T(z) \) are shown in (5.2), corollary 5.11 and lemma 5.7 respectively.

**Remark 5.18.** Actually, the constraint on \( \xi = x/t \in (5, 7) \) in the theorem (5.17) is only used to limit the length of this work. This is a critical region. The other regions shown in Figure 3 can also be discussed similarly. That is, in combination with \([34]\), to deal with the situation with stable phase points, the parabolic cylinder function can be used as usual to match, and the small neighborhood of the phase point provides the leading term for the long-time asymptotic behavior of the solution.
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