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Abstract

We present an analysis of nonperturbative contributions to the transverse momentum distribution of $Z/\gamma^*$ bosons produced at hadron colliders. The new data on the angular distribution $\phi_\eta$ of Drell-Yan pairs measured at the Tevatron is shown to be in excellent agreement with a perturbative QCD prediction based on the Collins-Soper-Sterman (CSS) resummation formalism at NNLL accuracy. Using these data, we determine the nonperturbative component of the CSS resummed cross section and estimate its dependence on arbitrary resummation scales and other factors. With the scale dependence included at the NNLL level, a significant nonperturbative component is needed to describe the angular data.
1 Introduction

QCD factorization methods utilizing transverse-momentum-dependent (TMD) parton distributions and fragmentation functions provide a powerful framework for describing multi-scale observables in high-energy hadron interactions. Production of Drell-Yan lepton-antilepton pairs in $Z/\gamma^*$ boson production in hadron-hadron collisions is one basic process in which TMD factorization is applied to predict the boson’s transverse momentum ($Q_T$) distribution and related angular distributions. The Collinear QCD factorization is applicable for describing lepton pairs with $Q_T$ of order of the invariant mass $Q$ of the pair. The respective large-$Q_T$ cross sections have been computed up to two loops in the QCD coupling strength $\alpha_s$ [1, 2, 3, 4] and are in reasonable agreement with the data.

But, at small $Q_T$, all-order resummation of large logarithms $\ln(Q_T/Q)$ needs to be performed [5, 6, 7] to obtain sensible cross sections. TMD factorization provides a systematic framework for $Q_T$ resummation to all orders in $\alpha_s$, as has been shown in classical papers by Collins, Soper, and Sterman (CSS) [8, 9, 10, 11, 12]. The resummed cross sections have been computed at various QCD orders in the CSS formalism and kindred approaches [13, 14, 15, 16, 17, 18, 19, 3, 4, 20, 21, 22]. In addition to perturbative radiative contributions, the resummed cross sections include a nonperturbative component associated with QCD dynamics at momentum scales below 1 GeV. Understanding of the nonperturbative terms is important for tests of TMD factorization and precision studies of electroweak boson production, including the measurement of $W$ boson mass [23].

Instead of measuring $Q_T$ distributions directly, one can measure the distribution in the angle $\phi^*_\eta$ [24] that is closely related to $Q_T/Q$. The $\phi^*_\eta$ distributions have been recently measured both at the Tevatron [25] and Large Hadron Collider [26, 27]. Small experimental errors of the $\phi^*_\eta$ measurements (as low as 0.5%) allow one to test the $Q_T$ resummation formalism at an unprecedented level. On the theory side, the small-$Q_T$ resummed form factor for $Z$ boson production has been computed to NNLL/NNLO [28]. We would like to confront precise theoretical predictions implemented in programs LEGACY and ResBos [29, 30, 31] by the new experimental data to obtain quantitative constraints on the nonperturbative contributions.

Such analysis is technically challenging and requires to examine several effects that were negligible in the previous studies of the resummed nonperturbative terms [29, 30, 31, 32]. The framework for the fitting for Drell-Yan processes in the CSS formalism must be extended to the $\phi^*_\eta$, rather than $Q_T$, distributions. Nonperturbative effects must be distinguished from comparable modifications by NNLO QCD corrections and NLO electroweak (EW) corrections.

To carry out this study, we modified the $Q_T$ resummation calculation employed in our
previous studies to evaluate NNLO QCD ($\alpha_s^2$) and NLO EW ($\alpha_{EW}$) perturbative contributions and consider the residual QCD scale dependence associated with higher-order terms. This implementation was utilized to determine the nonperturbative factor from the DØ Run-2 data on the $\phi^*_\eta$ distributions.

Our findings shed light on several questions raised in recent studies of TMD factorization \cite{33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45} and soft-collinear-effective (SCET) theory \cite{46, 47, 48}. We examine if the $\phi^*_\eta$ data corroborate the universal behavior of the resummed nonperturbative terms that is expected from the TMD factorization theorem \cite{11} and was observed in the global analyses of Drell-Yan $Q_T$ distributions at fixed-target and collider energies \cite{31, 32}. We also investigate the rapidity dependence of the nonperturbative terms, which may be indicative of new types of higher-order contributions \cite{49}. It has been argued \cite{20, 21, 50, 22, 4} that the evidence for nonperturbative smearing is inconclusive at the NLL+NLO level because of a large scale dependence. To address this point, we fully include the scale dependence in the resummed cross section up to $O(\alpha_s^2)$, i.e. NNLL/NNLO. We argue that the impact of the power-suppressed contributions is generically distinct from the scale dependence: the nonperturbative effects can be distinguished from the NNLO scale uncertainties.

A significant nonperturbative component that we find is consistent with a universal quadratic (Gaussian) power-suppressed contribution of the magnitude corroborated by our 2005 study \cite{32}. The DØ data are precise enough and may be able to distinguish between the Gaussian and alternative nonperturbative functions that have been recently proposed \cite{51}. It would be insightful to examine constraints on a variety of the nonperturbative models that are currently discussed \cite{45, 46, 44, 52}, as well as the $\sqrt{s}$ dependence of the nonperturbative contributions using the combination of the Tevatron and LHC data. As such investigation demands significant computational resources, it will be pursued in future work.

Our main numerical results have been reported at the QCD Evolution Workshop at Thomas Jefferson National Accelerator Facility in May 2012 \cite{53}. The current paper documents this analysis in detail and is organized as follows. Section \ref{sec:2} reviews the relation between the $\phi^*_\eta$ angle and transverse momentum $Q_T$ in the Collins-Soper-Sterman notations (Sec. \ref{sec:2.1}), general structure of the resummed cross section and estimation of NNLO contributions and their scale dependence (Secs. \ref{sec:2.2}, \ref{sec:2.3}, \ref{sec:2.4}), nonperturbative model (Sec. \ref{sec:2.5}), matching of the small-$Q_T$ and large-$Q_T$ terms (Sec. \ref{sec:2.6}) and photon radiation (Sec. \ref{sec:2.7}). Next, in Sec. \ref{sec:3} the size of the nonperturbative contributions is estimated by a $\chi^2$ analysis of the DØ data in three bins of vector boson rapidity ($y_Z$), by applying two different methods to examine the scale dependence of the resummed cross section. By using the constraining power of this data set, we suggest a
Gaussian smearing factor suitable for $W$ and $Z$ production, and we give an estimate at 68% C.L. for the leading parameter of the NP functional form. We provide the user with several sets of grids of theory predictions for phenomenological applications based on CT10 NNLO [54] PDF eigenvector grids and for scans of the nonperturbative smearing function and estimates of its uncertainty in future measurements.

2 Overview of the resummation method

2.1 Relation between $Q_T$ and $\phi_\eta^*$ variables

The Collins-Soper-Sterman (CSS) resummation formalism predicts fully differential distributions in electroweak boson production, including decay of heavy bosons. While the original formulation of the CSS formalism deals with resummation of logarithms dependent on the boson’s transverse momentum $Q_T$, it can be readily extended to resum angular variables of decay particles. One such variable is the azimuthal angle separation $\Delta \varphi$ of the leptons in the lab frame, which approaches $\pi$ (back-to-back production of leptons in the transverse plane) when $Q_T \to 0$. Consequently, the region $\Delta \varphi \to \pi$ is sensitive to small-$Q_T$ resummation [30].

Recently, an angular variable $\phi_\eta^*$ was proposed in [24] that has an experimental advantage compared to $Q_T$ and $\Delta \varphi$. The $\phi_\eta^*$ variable is not affected by the experimental resolution on the magnitudes of the leptons’ (transverse) momenta that limits the accuracy of the $Q_T$ measurement. Soft and collinear resummation for the $\phi_\eta^*$ distribution can be worked out either analytically [20, 21, 50, 22] or numerically by integrating the resummed $Q_T$ distribution over the leptons’ phase space.

To describe decays of massive bosons, the CSS formalism [30] usually operates with the lepton polar angle $\theta_{CS}$ and azimuthal angle $\varphi_{CS}$ in the Collins-Soper (CS) reference frame [55]. The CS frame is a rest frame of the vector boson in which the $z$ axis bisects the angle formed by the momenta $\vec{p}_1$ and $-\vec{p}_2$ of the incident quark and antiquark. In the CS frame, the decay leptons escape back-to-back ($\vec{l}_1 + \vec{l}_2 = 0$), and the electron’s and positron’s 4-momenta are

$$l_1^\mu |_{\text{CS frame}} = (Q/2) \{1, \cos \varphi_{CS} \sin \theta_{CS}, \sin \varphi_{CS} \sin \theta_{CS}, \cos \theta_{CS}\},$$

and

$$l_2^\mu |_{\text{CS frame}} = (Q/2) \{1, -\cos \varphi_{CS} \sin \theta_{CS}, -\sin \varphi_{CS} \sin \theta_{CS}, -\cos \theta_{CS}\}. \quad (1)$$

On the other hand, the angular variable $\phi_\eta^*$ is defined in a different frame (“$\eta$ frame”), in which the leptons escape $\theta_\eta^*$ and $\pi - \theta_\eta^*$ with respect to the incident beams direction. The $\eta$ frame is related to the lab frame by a boost $\beta = \tanh((\eta_1 + \eta_2)/2)$ along the incident beam
direction, where \( \eta_1 \) and \( \eta_2 \) are the pseudorapidities of \( e^- \) and \( e^+ \) in the lab frame. The frame coincides with the CS frame when \( Q_T = 0 \). Knowing the polar angle \( \theta^*_\eta \) in the \( \eta \) frame and the difference \( \Delta \varphi = \varphi_1 - \varphi_2 \) of the lepton’s azimuthal angles in the transverse plane to the beam direction, one defines

\[
\phi^*_\eta = \tan (\phi_{\text{acop}}/2) \sin \theta^*_\eta
\]

in terms of the acoplanarity angle \( \phi_{\text{acop}} = \pi - \Delta \varphi \). We write \( \cos \theta^*_\eta \) as a function of the lepton momenta in the lab frame as

\[
\cos \theta^*_\eta = \tanh \left( \frac{\eta_1 - \eta_2}{2} \right) = \frac{\sqrt{l^+_1 l^-_2 - l^+ l^-_1}}{\sqrt{l^+_1 l^-_2 + l^+ l^-_1}} = \frac{f (\cos \theta_{CS}) - f (- \cos \theta_{CS})}{f (\cos \theta_{CS}) + f (- \cos \theta_{CS})},
\]

where \( l^\pm = (l^0_{1,2} \pm l^3_{1,2})/\sqrt{2} \),

\[
f(\cos \theta_{CS}) \equiv \sqrt{M_T^2 + 2M_T Q \cos \theta_{CS} + Q^2 \cos^2 \theta_{CS} - Q_T^2 \sin^2 \theta_{CS} \cos^2 \varphi_{CS}},
\]

and \( M_T^2 = Q^2 + Q_T^2 \). We also write \( \cos \Delta \varphi \) as

\[
\cos \Delta \varphi = (Q_T^2 - Q^2 \sin^2 \theta_{CS} - Q_T^2 \sin^2 \theta_{CS} \cos^2 \varphi_{CS})
\]

\[
\times [(Q^2 \sin^2 \theta_{CS} + Q_T^2 \sin^2 \theta_{CS} \cos^2 \varphi_{CS} + Q_T^2) - 4M_T^2 Q_T^2 \sin^2 \theta_{CS} \cos^2 \varphi_{CS}]^{-1/2}.
\]

In the limit \( Q_T \to 0 \), \( \phi^*_\eta \) simplifies to

\[
\phi^*_\eta \approx (Q_T/Q) \sin \varphi_{CS},
\]

since \( \tan(\phi_{\text{acop}}/2) = \sqrt{(1 + \cos \Delta \varphi) / (1 - \cos \Delta \varphi)} \), and

\[
\theta^*_\eta \to \theta_{CS}, \quad \cos \Delta \varphi \to -1 + 2 \left( \frac{Q_T \sin \varphi_{CS}}{Q \sin \theta_{CS}} \right)^2.
\]

Measurement of \( \phi^*_\eta \) thus directly probes \( Q_T/Q \).

Relations like these can analytically express the \( \phi^*_\eta \) distribution in terms of the \( Q_T \) distribution, but in practice it is easier to compute the \( \phi^*_\eta \) distribution by Monte-Carlo integration in RESBOS code. In this case, the interval of small \( Q_T/Q \) maps onto the region of small \( \phi^*_\eta \) values. For example, in \( Z \) production at \( Q \approx M_Z \), the range \( 10^{-3} \leq \phi^*_\eta \leq 0.5 \) radians corresponds to \( 0.1 \lesssim Q_T \lesssim 50 \) GeV.

\textsuperscript{2}The asymptotic relation between \( \phi^*_\eta \) and \( Q_T/Q \) can alternatively be obtained by introducing the component \( a_T \) of \( Q_T \) along the thrust axis \( \hat{n} = (\vec{l}_{1,T} - \vec{l}_{2,T}) / |\vec{l}_{1,T} - \vec{l}_{2,T}| \), where \( \vec{l}_{1,T} \) and \( \vec{l}_{2,T} \) are the transverse momenta of \( e^- \) and \( e^+ \), and identifying \( a_T = Q_T \sin \varphi_{CS} \) at \( Q_T \to 0 \) \[21, 22, 23, 55\].
2.2 General structure of the resummed cross section

The resummed cross sections that we present are based on the calculation in \[13, 29, 30, 31\] with added higher-order radiative contributions (Secs. 2.3, 2.4) and modified nonperturbative model (Sec. 2.5). We write the fully differential cross section for $Z$ boson production and decay as

$$
\frac{d\sigma}{dQ^2 \, dy \, dQ_T^2 \, d\cos \theta_{CS} \, d\varphi_{CS}} = \sum_{\alpha=-1}^{4} F_{\alpha}(Q, Q_T, y) A_{\alpha}(\theta_{CS}, \varphi_{CS}) \tag{9}
$$

in terms of the structure functions $F_{\alpha}(Q, Q_T, y)$ and angular functions $A_{\alpha}(\theta_{CS}, \varphi_{CS})$. The variables $Q$, $Q_T$, and $y$ correspond to the invariant mass, transverse momentum, and rapidity of the boson in the lab frame; $\theta_{CS}$ and $\varphi_{CS}$ are the lepton decay angles in the CS frame. Among the structure functions $F_{\alpha}$, two (associated with the angular functions $A_{-1} = 1 + \cos^2 \theta_{CS}$ and $A_3 = 2 \cos \theta_{CS}$) include resummation of soft and collinear logarithms in the small-$Q_T$ limit. For such functions, we write

$$
F_{\alpha}(Q, Q_T, y) = W_{\alpha}(Q, Q_T, y; C_1/b, C_2 Q, C_3/b) + Y_{\alpha}(Q, Q_T, y; C_4 Q), \tag{10}
$$

where

$$
W_{\alpha}(Q, Q_T, y) = \int \frac{d^2 b}{4\pi^2} e^{iQ_T \cdot \vec{b}} \sum_{j=u,d,s\ldots} \tilde{W}_{\alpha,j}(b, Q, y) \tag{11}
$$

is introduced to resum small-$Q_T$ logarithms to all orders in $\alpha_s$. The $W$ term depends on several auxiliary QCD scales $C_1/b$, $C_2 Q$, and $C_3/b$ with constant coefficients $C_{1,2,3} \approx 1$ that emerge from the solution of differential equations describing renormalization and gauge invariance of $Q_T$ distributions $\[8, 12\]$. $Y_{\alpha}(Q, Q_T, y; C_4 Q)$ is a part of the non-singular remainder, or “the Y term”. It depends on a factorization and renormalization momentum scale $C_4 Q$.

The Fourier-Bessel integral over the transverse position $b$ in the $W$ term in Eq. (11) acquires contributions from the region of small transverse positions $0 \leq b \lesssim 1 \text{ GeV}^{-1}$, where the form factor can be approximated in perturbative QCD, and the region $b \gtrsim 1 \text{ GeV}^{-1}$, where the perturbative expansion in the QCD coupling $\alpha_s(1/b)$ breaks down, and nonperturbative methods are necessitated. In $Z$ boson production, the small-$b$ perturbative contribution dominates the Fourier-Bessel integral for any $Q_T$ value $\[7, 32, 57\]$. At $Q_T$ below 5 GeV, the production rate is also mildly sensitive to the behavior in the $b > 0.5 \text{ GeV}^{-1}$ interval, where the full expression for $\tilde{W}_{\alpha,j}(b, Q)$ is yet unknown.

To determine the acceptable large-$b$ forms of $\tilde{W}_{\alpha,j}(b, Q)$ by comparison to the latest $Z$ boson data, we need to update the leading-power contribution to $\tilde{W}_{\alpha,j}(b, Q, y)$ computable in perturbative QCD, denoted by $\tilde{W}_{\alpha,j}^{pert}(b, Q, y)$, by considering additional QCD and electromagnetic...
corrections and dependence on QCD factorization scales. In particular, scale dependence in the
perturbative form factor $\tilde{W}^{\text{pert}}$ may smear sensitivity to the nonperturbative factor $[3, 20, 28, 50]$. We will review the perturbative contributions in the next two subsections.

2.3 Perturbative coefficients for canonical scales

For a particular “canonical” combination of the scale parameters, the perturbative contributions simplify; the resummed form factor at $b \ll 1$ GeV$^{-1}$ takes the form

$$\tilde{W}^{\text{pert}}_{\alpha,j}(b, Q, y_Z) = \sum_{j=u,d,s,...} |H_{\alpha,j}(Q, \Omega, Q)|^2 \exp \left[ -S(b, Q) \right] \times \sum_{a=g,q,\bar{q}} [C_{ja} \otimes f_{a/h1}] (\chi_1, \mu_F) \sum_{b=g,q,\bar{q}} [C_{jb} \otimes f_{b/h2}] (\chi_2, \mu_F)$$

(12)
in terms of a $2 \rightarrow 2$ hard part $|H_{\alpha,j}(Q, \Omega, Q)|^2$, Sudakov integral

$$S(b, Q) = \int_{b_0^2/b^2}^{Q^2} \frac{d\bar{\mu}^2}{\bar{\mu}^2} \left[ A(\bar{\mu}) \ln \left( \frac{Q^2}{\bar{\mu}^2} \right) + B(\bar{\mu}) \right],$$

(13)

and convolutions $[C_{ja} \otimes f_{a/h}]$ of Wilson coefficient functions $C_{ja}$ and PDFs $f_{a/h}$ for a parton $a$ inside the initial-state hadron $h$. The convolution integral is defined by

$$[C_{ja} \otimes f_{a/h}] (\chi, \mu_F) = \int_1^1 \frac{d\bar{\xi}}{\bar{\xi}} C_{ja} \left( \frac{\chi}{\bar{\xi}}, \mu_F \right) f_{a/h}(\xi, \mu_F).$$

(14)

In Eq. (14) the convolution depends on the momentum fractions $\chi_{1,2}$ that reduce to $x_{1,2}^{(0)} \equiv (Q/\sqrt{s})e^{\pm y_Z}$ in the limit $Q_T^2/Q^2 \rightarrow 0$, as explained in Sec. 2.6 as well as on the factorization scale $\mu_F = b_0/b$. Some scales are proportional to the constant $b_0 = 2e^{-\gamma_E} = 1.123...$, where $\gamma_E = 0.577...$ is the Euler-Mascheroni constant.

The functions $H_{\alpha,j}$, $A$, $B$, and $C$ can be expanded as a series in the QCD coupling strength,

$$H_{\alpha,j}(\alpha_s(\bar{\mu})) = 1 + \sum_{n=1}^{\infty} \left( \frac{\alpha_s(\bar{\mu})}{\pi} \right)^n H_{\alpha,j}^{(n)}, \quad A(\alpha_s(\bar{\mu})) = \sum_{n=1}^{\infty} \left( \frac{\alpha_s(\bar{\mu})}{\pi} \right)^n A^{(n)}, \text{etc.}$$

(15)

Some perturbative contributions can be moved between the hard function $H_{\alpha,j}$ and Sudakov exponential depending on the resummation scheme [16]. In the Collins-Soper-Sterman (CSS) resummation scheme, $H_{\alpha,j}(\alpha_s) = 1$ to all $\alpha_s$ orders. In the Catani-De Florian-Grazzini (CFG) resummation scheme, $H_{\alpha,j}(\alpha_s)$ includes hard virtual contributions starting at $O(\alpha_s)$, while the Sudakov exponential depends only on the type of the initial-state particle (quark or gluon) that radiates soft emissions. In Drell-Yan production, differences between the CSS and CFG schemes are small, below 1% in the kinematic region explored. We carry out the analysis in
the CSS scheme, but the nonperturbative function that we obtain can be readily used with the CFG scheme.

The functions $A$ and $B$ for the canonical choice of scales are evaluated up to $O(\alpha_s^3)$ and $O(\alpha_s^2)$ respectively, using their known perturbative coefficients [58, 59, 60, 61, 62, 63]. The three-loop coefficient $A^{(3)}$ provided in [63] is included, but has a weak effect on the cross section (3% at $Q_T \approx 2$ GeV). The coefficient $A^{(3)}$ has been also derived within the soft-collinear effective theory [64], and a somewhat different expression was obtained. We do not use the SCET expression for $A^{(3)}$, as the SCET representation for $\tilde{W}^{\text{pert}}$ contains an extra scale-dependent term already at order $\alpha_s$ that is absent in the expansion in the CSS or CFG resummation schemes. The additional term arises from the “collinear anomaly” generated by breaking of the symmetry of the SCET Lagrangian by regulators of loop integrals [64, 65, 66, 67]. It does not appear in the expansion of $\tilde{W}^{\text{pert}}$ in the CSS scheme, suggesting that the resummation scheme of the SCET derivation is different, and consequently the perturbative Sudakov coefficients are different, too. In any case, $A^{(3)}$ has inappreciable influence on the conclusions.

The Wilson coefficient functions $C^{(i)}$ are computed exactly up to $O(\alpha_s)$ and approximately to $O(\alpha_s^2)$. Most of our numerical results were obtained with the $O(\alpha_s^2)$ approximation for the Wilson coefficient before the exact $O(\alpha_s^2)$ result were published [41, 31, 28]. This expression is constructed by using a numerical approximation for the canonical part of the Wilson coefficient at $O(\alpha_s^2)$ and exact expression for its dependence on soft scales. Our a posteriori comparison shows the approximation to be close to the exact expression, cf. the next subsection.

The $Y$ contribution in Eq. (11) is defined as the difference between the fixed-order perturbative $Q_T$ distribution calculation and the asymptotic distribution obtained by expanding the perturbative part $\tilde{W}^{\text{pert}}$ up to the same order. It is given by

$$Y_{\alpha}(Q_T, Q, y_Z) = \int \frac{d\xi_1}{\xi_1} \int \frac{d\xi_2}{\xi_2} \sum_{n=1}^{\infty} \left[ \frac{\alpha_s(C_4 Q)}{\pi} \right]^n \times$$

$$f_{a/h_1}(\xi_1, C_4 Q) \ R_{\alpha,ab}^{(n)}(Q_T, Q, y_Z; \xi_1, \xi_2, C_4 Q) \ f_{b/h_2}(\xi_2, C_4 Q),$$

(16)

where the functions $R_{\alpha,ab}^{(n)}$ are integrable when $Q_T \to 0$, and their explicit expressions for all contributing $\alpha$ to $O(\alpha_s)$ can be found in [10, 30]. The $O(\alpha_s^2)$ contribution to the dominant structure function $Y_{-1}$ is included using the calculation in [11, 57]. $O(\alpha_s^2)$ corrections to the other structure functions in the $Y$ term are essentially negligible in the small-$Q_T$ region of our fit.
2.4 Perturbative coefficients for arbitrary scales

The resummed form factor in Eq. (12) can be generalized to allow variations in the arbitrary factorization scales arising in the solution of Collins-Soper differential equations. At small b, the scale-dependent expression takes the form

\[
\tilde{W}_{\alpha,j}^{\text{pert}} = \sum_{j=u,d,s...} |H_{\alpha,j}(Q, \Omega, C_2 Q)|^2 \exp \left[ - \int_{C_i^2/\mu^2}^{C_2^2/\mu^2} \frac{d\mu^2}{\mu^2} A(\mu; C_1) \ln \left( \frac{C_2^2 Q^2}{\mu^2} \right) + B(\mu; C_1, C_2) \right] \times \sum_{a=g,a,\bar{g}} [C_{ja} \otimes f_a/h_1] \left( \chi_1, \frac{C_1}{C_2}, \frac{C_3}{b} \right) \sum_{b=g,a,\bar{g}} [C_{jb} \otimes f_b/h_2] \left( \chi_2, \frac{C_1}{C_2}, \frac{C_3}{b} \right),
\]

where the coefficients \( C_1 = b \bar{\mu} \) and \( C_2 = \bar{\mu}/Q \) are associated with the lower and upper integration limits in Eq. (17), while \( \mu_F = C_3/b \) is the factorization scale at which Wilson coefficient functions are evaluated. The “canonical” representation adopted in Eq. (12) corresponds to \( C_1 = C_3 = b_0 \) and \( C_2 = 1 \). For the rest of the discussion, we use the same scale \( C_2 Q \) to compute the hard function \( H_{\alpha,j} \) and the Y term, i.e. set \( C_4 = C_2 \).

The perturbative coefficients \( A^{(n)}(C_1) \), \( B^{(n)}(C_1) \), and \( C^{(n)} \) are generally dependent on the scale coefficients, but the full form factor \( \tilde{W}^{\text{pert}} \) is independent when expanded to a fixed order in \( \alpha_s \). We can therefore reconstruct the perturbative coefficients order-by-order for arbitrary \( C_1, C_2, C_3 \) if we know the canonical values of the coefficients, indicated by the superscript “(c)”.

By truncating the series at \( O(\alpha_s^2) \), we must have

\[
\tilde{W}(b, Q, C_1, C_2, C_3)|_{O(\alpha_s^2)} = \tilde{W}(b, Q, C_1 = C_3 = b_0, C_2 = 1)|_{O(\alpha_s^2)}.
\]

Making a series expansion on both sides of Eq. (18), we find the following relations by equating the coefficients in front of each power of \( \log(b^2 Q^2) \):

\[
A^{(1)}(C_1) = A^{(1,c)}; \quad (19)
\]

\[
A^{(2)}(C_1) = A^{(2,c)} - A^{(1,c)} \beta_0 \ln \frac{b_0}{C_1}; \quad (20)
\]

\[
A^{(3)}(C_1) = A^{(3,c)} - 2 A^{(2,c)} \beta_0 \ln \frac{b_0}{C_1} - \frac{A^{(1,c)}}{2} \beta_1 \ln \frac{b_0}{C_1} + A^{(1,c)} \beta_0^2 \left( \ln \frac{b_0}{C_1} \right)^2; \quad (21)
\]

\[
B^{(1)}(C_1, C_2) = B^{(1,c)} - A^{(1,c)} \ln \frac{b_0^2 C_2^2}{C_1^2}; \quad (22)
\]

\[
B^{(2)}(C_1, C_2) = B^{(2,c)} - A^{(2,c)} \ln \frac{b_0^2 C_2^2}{C_1^2} + \beta_0 \left[ A^{(1,c)} \ln^2 \frac{b_0}{C_1} + B^{(1,c)} \ln C_2 - A^{(1,c)} \ln^2 C_2 \right]; \quad (23)
\]
\[ C^{(1)}_{ja} \left( \xi, \frac{C_1}{C_2}, C_3 \right) = C^{(1,c)}_{ja}(\xi) + \delta_{ja} \delta(1 - \xi) \left\{ \frac{B^{(1,c)}}{2} \ln \frac{b_0^2 C_2^2}{C_1^2} - \frac{A^{(1,c)}}{4} \left( \ln \frac{b_0^2 C_2^2}{C_1^2} \right)^2 \right\} \]
\[ - P^{(1)}_{ja}(x) \ln \frac{\mu F b}{b_0}; \]
\[ C^{(2)}_{ja} \left( \xi, \frac{C_1}{C_2}, C_3 \right) = C^{(2,c)}_{ja}(\xi) + \delta_{ja} \delta(1 - \xi)L^{(2)}(C_1, C_2) \]
\[ + \left\{ \frac{\beta_0}{2} C^{(1,c)}_{jb}(\xi) - [C^{(1,c)}_{jb} \otimes P^{(1)}_{ba}](:) - P^{(2)}_{ja}(\xi) \right\} \ln \frac{\mu F b}{b_0} \]
\[ + \frac{1}{2} (P^{(1)} \otimes P^{(1)}(:)) \ln^2 \frac{\mu F b}{b_0}. \]

Here the beta-function coefficients for \( N_c \) colors and \( N_f \) flavors are \( \beta_0 = (11N_c - 2N_f)/6 \), \( \beta_1 = (17N_c^2 - 5N_c N_f - 3C_FN_f)/6 \), \( C_F = (N_c^2 - 1)/(2N_c) \). \( P^{(n)}_{ja}(\xi) \) is a splitting function of order \( n \). The term \( L^{(2)}(C_1, C_2) \) in \( C^{(2)}_{ja} \) realizes the exact dependence on the soft scale constants \( C_1 \) and \( C_2 \):

\[ L^{(2)}(C_1, C_2) \equiv \frac{1}{32} (A^{(1,c)})^2 \log^4 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) \]
\[ - \frac{1}{8} A^{(1,c)} \beta_0 \log \left( \frac{b_0^2 \mu^2}{b_0^2} \right) \log^2 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) - \frac{1}{8} A^{(1,c)} B^{(1,c)} \log^3 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) \]
\[ - \frac{1}{24} A^{(1,c)} \beta_0 \log^3 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) - \frac{1}{4} A^{(1,c)} \delta C_{1c} \log^2 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) \]
\[ - \frac{1}{4} A^{(2,c)} \log^2 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) + \frac{1}{4} \beta_0 B^{(1,c)} \log \left( \frac{b_0^2 \mu^2}{b_0^2} \right) \log \left( \frac{b_0^2 C_2^2}{C_1^2} \right) \]
\[ + \frac{1}{8} (B^{(1,c)})^2 \log^2 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) + \frac{1}{8} \beta_0 B^{(1,c)} \log^2 \left( \frac{b_0^2 C_2^2}{C_1^2} \right) \]
\[ + \frac{1}{2} B^{(2,c)} \delta C_{1c} \log \left( \frac{b_0^2 C_2^2}{C_1^2} \right) + \frac{1}{2} B^{(2,c)} \log \left( \frac{b_0^2 C_2^2}{C_1^2} \right). \]

The dependence on \( C_3 \) is small already at \( \mathcal{O}(\alpha_s) \). The canonical coefficients in the CSS scheme are [30]

\[ A^{(1,c)} = C_F; \quad B^{(1,c)} = -\frac{3}{2} C_F; \quad A^{(2,c)} = C_F \left[ \left( \frac{67}{36} - \frac{\pi^2}{12} \right) C_A - \frac{5}{18} N_f \right]; \]
\[ B^{(2,c)} = C_F \left( \frac{\pi^2}{4} - \frac{3}{16} - 3 \zeta_3 \right) + C_A C_F \left( \frac{11}{36} \pi^2 - \frac{193}{48} + \frac{3}{2} \zeta_3 \right) + \frac{1}{2} C_F N_f \left( -\frac{\pi^2}{9} + \frac{17}{12} \right), \]

and \( \delta C^{(1,c)} = - \ln^2 (C_1/(b_0 C_2) e^{-3/4}) + \pi^2/4 - 23/16 \).

The expression for \( C^{(2)}_{ja}(\xi, C_1/C_2, C_3) \) in Eq. [25] is more complex than for the other coefficients. From the fixed-order NNLO calculation [38] we know that the contribution \( C^{(2)}_{ja} \) is small.
in magnitude (2-3% of the cross section) in $Z$ production and does not vary strongly with $y_Z$, hence has weak dependence on $\xi$. Its importance is further reduced in the computation of the normalized $\phi_\eta$ distributions that we will work with.

Knowing this, we approximate $C_{ja}^{(2)}(\xi, C_1/C_2, C_3)$ as

$$C_{ja}^{(2)}(\xi, C_1/C_2, C_3) \approx \left\{ \langle \delta C^{(2,c)} \rangle + L^{(2)}(C_1, C_2) \right\} \delta(1 - \xi) \delta_{ja}, \quad (28)$$

where $\langle \delta C^{(2,c)} \rangle$ denotes the average value of the Wilson coefficient in $Z$ production for the canonical scale combination and $L^{(2)}(C_1, C_2)$ is the same as in Eq. (26). It is estimated from the requirement that the resummed cross section reproduces the fixed-order prediction for the computation of the invariant mass distribution, which is known since a long time [69] and was evaluated in our analysis by the computer code CANDIA [70, 71]. The second term in Eq. (28) realizes the exact dependence on soft scale constants $C_1$ and $C_2$. The $\xi$ dependence of $C_{ja}^{(2)}(\xi, C_1/C_2, C_3)$ is neglected in this approximation. The $C_3$ dependence is included to $O(\alpha_s)$ and is of the same order as the $O(\alpha_s^2)$ dependence on $C_1$ and $C_2$.

The part $\delta C_{ja}^{(2,c)}$ of $C_{ja}^{(2,c)}$ proportional to $\delta_{ja}\delta(1 - \xi)$ can be determined from the calculation

---

$^3$Other computer codes are also publicly available at this purpose: DYNNLO [3, 18] and VRAP [2].
in [28] as

\[ \delta C^{(2)}_{qq,c} = C_A C_F \left( \frac{59}{18} \zeta_3 - \frac{1535}{192} + \frac{215}{216} \pi^2 - \frac{\pi^4}{240} \right) + \frac{1}{4} C_F^2 \left( -15 \zeta_3 + \frac{511}{16} - \frac{67 \pi^2}{12} + \frac{17}{45} \pi^4 \right) \]

where \( \zeta_3 = 1.20206... \), \( C_F = (N_C^2 - 1)/(2N_C) \), \( C_A = N_C \). Using the following relation in the CFG formalism:

\[ H^{DY}_{\alpha,j} = 1 + \frac{\alpha_s(Q)}{\pi} H^{DY(1)} + \frac{\alpha_s^2(Q)}{\pi^2} H^{DY(2)} + \ldots, \]

one can estimate that the impact on \( H^{DY}_q \) due to the inclusion of the \( O(\alpha_s^2) \) virtual corrections \( H^{DY(2)}_q \) at \( Q \approx M_Z \) is about 2%. This correction is of the same order as the magnitude of the effect of about 1% from the averaged coefficient \( \langle \delta C^{(2,c)} \rangle \) in our calculation. This approximation is valid in the kinematic region of \( W/Z \) production. The full expression for \( C^{(2,c)}_{ja}(\xi) \) can be implemented in the future numerical work when the experimental errors further decrease.

The effect of the inclusion of scale-dependent terms at \( O(\alpha_s^2) \) is illustrated in Fig. 1 for the \( Q_T \) differential cross section for Tevatron \( Z \) production at the central rapidity \( y_Z = 0 \) and \( Q = M_Z \). The orange solid band is the \( O(\alpha_s) \) uncertainty obtained by variations of \( C_2 \) in the range 0.5 - 2, while the blue dot-dashed band is the same uncertainty evaluated at \( O(\alpha_s^2) \). The sensitivity of the cross section to \( C_2 \) is clearly reduced upon the inclusion of the \( O(\alpha_s^2) \) contribution.

2.5 Nonperturbative resummed contributions

Our fit to the \( \phi^*_\eta \) will adopt a simple flexible convention [32] for \( \tilde{W}_\alpha(b, Q) \) at \( b \gtrsim 1 \text{ GeV}^{-1} \) that can emulate a variety of functional forms arising in detailed nonperturbative models [72, 46, 43, 44].

The convention is motivated by the observation that, given the strong suppression of the deeply nonperturbative large-\( b \) region in \( Z \) boson production, only contributions from the transition region of \( b \) of about 1 GeV\(^{-1} \) are non-negligible compared to the perturbative contribution from \( b < 1 \text{ GeV}^{-1} \). In the transition region, \( \tilde{W}(b, Q) \) can be reasonably approximated by the extrapolated leading-power, or perturbative, part \( \tilde{W}^{pert}(b, Q) \), and the nonperturbative smearing factor \( \tilde{W}^{NP}(b, Q) \):

\[ \tilde{W}_{\alpha,j}(b, Q, y_Z) = \tilde{W}_{\alpha,j}^{pert}(b_*, Q, y_Z) \tilde{W}^{NP}(b, Q, y_Z). \]

When \( b \) is large, the slow \( b \) dependence in \( \tilde{W}_{\alpha,j}^{pert}(b_*, Q) \) can be neglected, compared to the rapidly changing \( \tilde{W}^{NP}(b, Q) \). The latter contribution captures the effect of the powerlike contributions proportional to \( b^p \) with \( p > 0 \) that alter the large-\( b \) tail of \( \tilde{W}(b, Q) \) in a different way compared
to $\tilde{W}^{pert}(b, Q)$. The powerlike contributions suppress the rate only at $Q_T$ below 2-3 GeV, while the leading-power term and its scale dependence affect a broader interval of $Q_T$ values (see representative figures in Ref. [50]). The nonperturbative suppression results in a characteristic shift of the peak in the $d\sigma/dQ_T$ distribution, which is distinct from the scale dependence.

To avoid divergence due to the Landau pole in $\alpha_s(\mu)$ at $\mu \to 0$, we redefine the scales of order $1/b$ in $\tilde{W}^{pert}(b, Q)$ according to the $b_*$ prescription [9, 10] dependent on two parameters [32]. In the Sudakov exponential, the lower limit $(C_1/b)^2$ is replaced by $(C_1/b_*(b, b_{\text{max}}))^2$, with

$$b_*(b, b_{\text{max}}) \equiv \frac{b}{\sqrt{1 + (b/b_{\text{max}})^2}},$$

where $b_{\text{max}}$ is set to 1.5 GeV$^{-1}$ in [32]. To avoid evaluating the PDFs $f_{a/h}(\xi, \mu_F)$ at a factorization scale $\mu_F$ below the initial PDF scale $\mu_{\text{ini}} \approx 1$ GeV, we choose $\mu_F = C_3/b_*(b, C_3/\mu_{\text{ini}})$; it is larger than $\mu_{\text{ini}}$ for any $b$. This prescription is preferred by the global fit to Drell-Yan $Q_T$ data, where it both preserves the exact perturbative expansion for $\tilde{W}^{pert}$ at $b < 1$ GeV$^{-1}$ and improves the agreement with the data.

In a broad range of $Q$ values in the Drell-Yan process, the behavior of experimentally observed $Q_T$ distributions is described by [31, 32]

$$\tilde{W}^{NP}(b, Q) = \exp \left[ -b^2 \left( a_1 + a_2 \ln \left( \frac{Q}{2 Q_0} \right) + a_3 \ln \left( \frac{x_1^{(0)} x_2^{(0)}}{0.01} \right) \right) \right],$$

with $x_1, x_2 = \sqrt{s} e^{\pm y}$, free parameters $a_1, a_2, a_3$, and a fixed dimensional parameter $Q_0 = 1.6$ GeV. The $b^2$ dependence characterizes the leading power-suppressed contribution [72] that can be resolved with the available data. The $\ln(Q)$ dependence is predicted by the Collins-Soper evolution equation [8]. The higher-order power-suppressed contributions proportional to $b^4$, etc. cannot be reliably distinguished in the fit from the $b^2$ term. Although linear contributions proportional to $b$ may also arise from long-distance dynamics [52], they have been empirically disfavored in a global $Q_T$ fit [31].

In the vicinity of $Q$ around $M_Z$, Eq. (33) reduces to

$$\tilde{W}^{NP}(b, Q \approx M_Z) = \exp \left[ -b^2 a_Z \right]$$

with

$$a_Z = a_1 + a_2 \ln \left( \frac{M_Z}{2 Q_0} \right) + a_3 \ln \left( \frac{M_Z^2}{0.01 s} \right).$$

One of the essential applications of CSS resummation formalism concerns the measurement of $W$ boson mass in hadron-hadron collisions. The current most precise $W$ mass measurements obtained by the DØ and CDF collaborations at the Tevatron [77, 78] quote a total error of about.
20 MeV, with the bulk of it (approximately 90%) associated with three theoretical sources: PDFs uncertainty (of order 10 MeV according to [79]), EW corrections, and the model of \( \tilde{W}_{NP}(b, Q) \) in production of \( W \) bosons. The last source of uncertainty appears because the \( W \) mass measurements are sensitive to the shape of the cross section in the low-\( Q_T \) region.

Once \( a_Z \) is determined from \( Z/\gamma^* \) boson production, it is easy to predict \( \tilde{W}_{NP} \) in \( W \) boson production at the same \( \sqrt{s} \):

\[
\tilde{W}^{NP}(b, Q \approx M_W) = \exp \left[ -b^2 a_W \right],
\]

where

\[
a_W = a_Z + a_2 \ln \left( \frac{M_W}{M_Z} \right) + a_3 \ln \left( \frac{M^2_W}{M^2_Z} \right).
\]

For \( b_{\text{max}} = 1.5 \text{ GeV}^{-1} \), one finds \( a_2 = 0.17 \pm 0.03 \text{ GeV}^2 \) and \( a_3 = -0.03 \pm 0.02 \text{ GeV}^2 \) [32], where the error estimate includes the scale dependence. The log terms proportional to \( a_2 \) and \( a_3 \) are small in Eq. (37), so that it is safe to assume \( a_W \approx a_Z \) in central-rapidity measurements at the same \( \sqrt{s} \).

If \( Q \) is substantially different from \( M_Z \), or if predictions for the LHC are made, the \( a_2 \) and \( a_3 \) contributions cannot be neglected. The nonperturbative coefficient becomes

\[
a(Q, \sqrt{s}) = a_Z(1.96 \text{ TeV}) + a_2 \ln \left( \frac{Q}{M_Z} \right) + a_3 \ln \left( \frac{Q^2}{M^2_Z \cdot (1.96 \text{ TeV})^2} \right).
\]

2.6 Matching the \( W \) and \( Y \) terms

By examining the mapping of \( Q_T \) distributions on \( \phi^*_\eta \) distributions discussed in Sec. 2.1, we can identify three regions with distinct QCD dynamics: the resummation region \( \phi^*_\eta \lesssim 0.1 \text{ rad} \); where the \( W \) term dominates; the intermediate (matching) region \( 0.1 \lesssim \phi^*_\eta \lesssim 0.5 \text{ rad} \); and the perturbative region \( \phi^*_\eta \gtrsim 0.5 \text{ rad} \), where the \( W + Y \) term approaches the fixed-order (FO) contribution. As \( \phi^*_\eta \) increases in the intermediate region, the \( W + Y \) term eventually becomes smaller than the FO term at \( \phi^*_\eta \equiv \phi_{\text{switch}}(Q, y_Z) \). The final cross section is taken to be equal to the \( W + Y \) term at \( \phi^*_\eta < \phi_{\text{switch}} \) and FO term at \( \phi^*_\eta \geq \phi_{\text{switch}} \) [30].

The position of the switching point is subject to some variations dependent on the shapes of the \( W \) term and its asymptotic expansion at not too small \( \phi^*_\eta \propto Q_T/Q \), i.e. away from the \( Q_T^2/Q^2 \to 0 \) limit where the \( W \) term is uniquely defined. These variations have almost no effect on the fit of the nonperturbative function in the resummation region \( \phi^*_\eta \). They originate from the possibility of including additional terms of order \( Q_T^2/Q^2 \) in the longitudinal momentum fractions \( \chi_{1,2} \) in the \( W \) term and its asymptotic expansion. These terms vanish at \( Q_T^2/Q^2 \to 0 \),
but they can be numerically important or even desirable in the intermediate region, where they may improve agreement between the $W + Y$ and FO terms. At intermediate $Q_T/Q$, radiation of a $Z$ boson and semi-hard jets requires sufficient center-of-mass energy of incident partons, or large enough partonic momentum fractions $\xi_1$ and $\xi_2$. For example, the FO hadronic cross section is written as

$$
\frac{d\sigma}{dQ^2dy_dQ_T^2} = \sum_{a,b} \int_0^1 d\xi_1 \int_0^1 d\xi_2 \frac{d\sigma}{dQ^2dy_dQ_T^2} f_{a/A}(\xi_1) f_{b/B}(\xi_2)
$$

$$
\equiv \int_{\xi_1}^1 d\xi_1 \int_{\xi_2}^1 d\xi_2 h(\xi_1,\xi_2) \delta \left[ \left( \frac{\xi_1}{x_1} - 1 \right) \left( \frac{\xi_2}{x_2} - 1 \right) - \frac{Q_T^2}{M_T^2} \right],
$$

where $h(\xi_1,\xi_2)$ contains the hard-scattering matrix element and PDFs, and $M_T = \sqrt{Q^2 + Q_T^2}$. The energy constraint from the $\delta$-function imposes the following boundaries on the partonic momentum fractions: $\xi_1 = x_1 + (Q_T^2/s)/(\xi_2 - x_2)$; $\xi_1 = [x_1 + (Q_T^2/s)/(1 - x_2)] \leq \xi_1 \leq 1$; $\xi_2 = [x_2 + (Q_T^2/s)/(1 - x_1)] \leq \xi_2 \leq 1$, with $x_{1,2} = \frac{M_T}{\sqrt{s}} e^{\pm y}$.

These boundaries are absent in the $W$ and asymptotic contributions, which depend on convolutions of Wilson coefficient functions and PDFs,

$$
\left[ C_{j,a} \otimes f_{a/h_i} \right] (\chi_i, \mu_F) = \int_{\xi_i}^1 d\xi_i C_{j,a} \left( \frac{\chi_i}{\xi_i}, \mu_F b_i, C_1, C_2, C_3 \right) f_{a/h_i}(\xi_i, \mu_F)
$$

for $i = 1$ or 2. The variables $\chi_i$ satisfy $\chi_{1,2} \to x_{1,2}^{(0)} = (Q/\sqrt{s}) e^{\pm y}$ and cannot exceed $\xi_{1,2}$. Thus, for non-negligible $Q_T^2/Q^2$, the $W$ and asymptotic term may include contributions from the unphysical momentum fractions $\xi_i \leq \xi_i$, and ideally one should include kinematically important $Q_T^2/Q^2$ contributions into $\chi_{1,2}$ to bring them as close to $\xi_{1,2}$ as possible.\(^4\)

As the procedure for including the $Q_T^2/Q^2$ corrections in the $W$ term is not unique, we explored several of them. We find that either $\chi_{1,2} = x_{1,2}^{(0)} = (Q/\sqrt{s}) e^{\pm y}$ or $\chi_{1,2} = x_{1,2} = (M_T/\sqrt{s}) e^{\pm y}$ results in the comparable agreement with the $\phi^{*}_2$ data from DO and ATLAS 7 TeV. These prescriptions are designated as the “kinematical corrections of type 0” and “type 1”, or $k_{c0}$ and $k_{c1}$, in our numerical outputs.

In contrast, some alternative choices produce worse agreement with the examined data, such as $\chi_{1,2} = \xi_{1,2} = ((M_T + Q_T)/\sqrt{s}) e^{\pm y}$ designated as $k_{c2}$. Furthermore, the $k_{c1}$ prescription improves matching compared to $k_{c0}$ at $\sqrt{s} = 14$ TeV, corresponding to scattering at smaller $x$. We use the $k_{c1}$ matching as the default prescription in the subsequent comparisons.

\(^4\)The logic here follows a general argument for matching of the resummed contribution onto the fixed-order result that applies in other areas, such as the treatment of PDFs for heavy quarks in DIS in a general-mass variable number scheme [50,51]. Matching is stabilized by constructing resummed coefficient functions that comply with the energy-momentum conservation in the exact fixed-order contribution.
2.7 Photon radiative contributions

Our resummed calculations include both $Z$-mediated and photon-mediated contributions to production of Drell-Yan pairs, as well as their interference. Electroweak radiative contributions have been extensively studied in $Z$ boson \cite{82, 83, 84, 85} and $W$ boson production \cite{86, 87, 88, 89, 90, 91}. The dominant NLO electroweak contribution is associated with final-state radiation of photons. To compare the DØ data to the ResBos prediction without the NLO electroweak correction, we correct the fitted data to the Born level for final-state leptons by subtracting the NLO EM correction obtained bin-by-bin by the PHOTOS code \cite{92}. This correction is essential for the agreement of ResBos theory and data. However, since the photon-mediated and final-state photon radiation contributions are relatively small, in the first approximation we can treat them as a linear perturbation and evaluate for a fixed combination of the nonperturbative and scale parameters taken either from the BLNY or our best-fit parametrizations.

2.8 Numerical accuracy

Given the complexity of the resummation calculation, we expect several sources of random numerical errors that may compete with the accuracy of the most precise $\phi^*_\eta$ data points, which are of order 0.5% of the respective central cross sections. The numerical errors may arise from the parametrizations of PDFs, integration, and interpolation at various stages of the analysis. They can be treated as independent and uncorrelated and primarily result in higher-than-normal values of the figure-of-merit function $\chi^2$ when not explicitly included in the estimates. In comparison, the variations due to $a_Z$ or $C_{1,2,3}$ parameters are of order a few percent and correlated across the $\phi^*_\eta$ spectrum.

3 Numerical results

3.1 General features

In this section we determine $a_Z$ from the distribution $(1/\sigma) \, d\sigma/d\phi^*_\eta$ measured by DØ \cite{25} that is normalized to the total cross section $\sigma$ in the measured $Q$ and $y$ range. These data are given in three bins of $Z$ boson rapidity $y_Z$. In the first two, $|y_Z| \leq 1$ and $1 \leq |y_Z| \leq 2$, the $(1/\sigma) \, d\sigma/d\phi^*_\eta$ distribution is measured separately for electrons and muons at $N_{pt} = 29$ points of $\phi^*_\eta$. In the third bin, $|y_Z| \geq 2$, only electrons are measured at 25 points of $\phi^*_\eta$. The first two $y_Z$ bins provide substantial new constraints. The third bin has larger statistical errors and reduced discriminating power.
Figure 2: The ratios to the central theoretical prediction of the DØ electron data at $|y_Z| \leq 1$ and alternative theoretical predictions. The central prediction is computed assuming $C_1 = C_3 = 2b_0$, $C_2 = 1/2$, $a_Z = 1.1$ GeV$^2$, and kinematical correction 1. Theory predictions based on alternative kinematical corrections (0 and 2) and BLNY nonperturbative parametrization are also shown.

All predictions are obtained by using CT10 NNLO PDFs [54]. Predictions based on MSTW’08 NNLO PDF sets [93] were also computed and did not show significant difference with CT10 NNLO predictions.

From the previous section, the resummed cross sections depend on the perturbative scales, power-suppressed contributions, and choice of subleading kinematic terms. It is possible to identify an optimal combination of these factors that results in a good description of the DØ data across the full $\phi_\eta^*$ range. In particular, the large-$Q_T$/large-$\phi_\eta^*$ data generally prefer the factorization scale of order $Q/2$ or even less in the fixed-order piece. At small-$Q_T$/small-$\phi_\eta^*$, the scale parameter $C_3$ in the range $1.5b_0 - 2b_0$ is slightly more preferable. To illustrate properties of the $\phi_\eta^*$ distributions, we compute the resummed cross sections using a combination $C_1 = C_3 = 2b_0$, $C_2 = Q/2$, and $a_Z = 1.1$ GeV$^2$ that is close to the best-fit solution. The difference between the best-fit solution and the prediction based on these round-off values will be discussed in Sec. 3.2.

A comparison of the prediction with these choices to the DØ data for $|y_Z| \leq 1$ and a few other predictions is presented in Fig. 2. The new parametrization provides better description of
Figure 3: Electrons: scale variation due to $C_{1,2,3}$ at small $\phi^\ast_\eta$. 
Figure 4: Same as above but for the muons.
the data at $0.1 \leq \phi_\eta^* \leq 1$ than the superimposed prediction utilizing the BLNY parametrization of $\tilde{W}^{NP}$. Consequently, it results in a better $\chi^2$ than the ResBos prediction used in the DØ analysis \cite{25}, which used the CTEQ6.6 NLO PDFs, BLNY $\tilde{W}^{NP}$, and canonical choice of $C_{1,2,3}$.

We also compare predictions for three types (0, 1, 2) of the kinematical (matching) correction discussed in Sec. 2.6. For the selected combination of scale parameters, the type-0 and 1 kinematical corrections provide a nearly identical prediction. The type-0 and type-1 corrections can differ by 2-3\% for other scales. Type 2 is generally disfavored, so that we assume the type-1 correction for the rest of the analysis.

A prediction with the same theoretical parameters, as well as for variations in QCD scales in the ranges $1/4 \leq C_2 \leq 1$ and $b_0 \leq C_{1,3} \leq 4b_0$, are compared to the data for electron production in Fig. 3 and muon production in Fig. 4. Here we show all rapidity bins both for electron and muon samples. The ratios of the DØ data to ResBos theory with the optimal parameters are indicated by black circles. Yellow solid, blue dashed, and magenta dot-dashed bands represent variations in theory due to $C_2$, $C_1$, and $C_3$, respectively, all normalized to the best-fit prediction. Again, the agreement with ResBos observed in these figures is better than in \cite{25}. Figs. 3 and 4 demonstrate that the theoretical uncertainty at small $\phi_\eta^*$ is dominated by variations of $C_1$ and $C_3$. The bands of scale uncertainty are reduced significantly for $0.04 \leq \phi_\eta^* \leq 0.1$ upon the inclusion of $O(\alpha_s^2)$ scale dependence, as has been discussed in Sec. 2.4.

The scale variations can be compared to the dependence on $a_Z$ and kinematic correction in

![Figure 5: Dependence on the nonperturbative parameter $a_Z$ for electrons with $|y_Z| \leq 1$.](image-url)
Fig. 5, which result in a distinctly different patterns of variation in $d\sigma/d\phi^*_\eta$. In particular, while the perturbative scale coefficients $C_1, C_2, C_3$ produce a slowly changing variation across most of the measured $\phi^*_\eta$ range, the increase in $a_Z$ produces a distinct variation that suppresses the rate at $\phi^*_\eta \lesssim 0.02$ and increases it at $0.02 \lesssim \phi^*_\eta \lesssim 0.5$, with the rate above 0.5 essentially unaffected.

It is therefore possible to separate the scale dependence from the $a_Z$ dependence if we restrict the attention to $\phi^*_\eta$ below and around $\phi^*_\eta = 0.1$. To this aim we consider only the first 12 bins of $\phi^*_\eta$, starting from the smallest value, for each value of rapidity. Extending the fitted range above $\phi^*_\eta \geq 0.1$ has a minimal effect on $a_Z$.

3.2 Detailed analysis

We pursue two approaches for the examination of the low-$\phi^*_\eta$ region. In method I, we study dependence on $a_Z$ assuming fixed resummation scales corresponding to half-integer scale parameters, such as $C_1/b_0 = C_3/b_0 = 1, C_2 = 1/2$ or $C_1/b_0 = C_3/b_0 = 2, C_2 = 1/2$. In this method, the goodness-of-fit function $\chi^2$ is minimized with respect to $a_Z$ for select combinations of fixed scale parameters. We find that a $\chi^2$ minimum with respect to $a_Z$ exists in these cases, but, given the outstanding precision of the $\phi^*_\eta$ data, the best-fit $\chi^2/N_{pt}$ remains relatively high, of order 2-3. This is partly due to the numerical noise discussed in Sec. 2.8.

The $\chi^2$ function can be further reduced by allowing arbitrary $C_{1,2,3}$ parameters, in particular, by taking $C_2$ to be below $1/2$. In this context, one has to decide on the acceptable range of variations in $C_{1,2,3}$, i.e. the resummation scales.

As computations for multiple combinations of $a_Z$ and $C_{1,2,3}$ parameters would be prohibitively CPU-extensive, in method II we first consider a fixed scale combination indicated by $\{\tilde{C}_1, \tilde{C}_2, \tilde{C}_3\}$ and implement a linearized model for small deviations of the scale parameters from $\tilde{C}_{1,2,3}$. The central combination $\tilde{C}_{1,2,3}$, namely $\tilde{C}_1 = \tilde{C}_3 = 2b_0$, $\tilde{C}_2 = 1/2$, produces good agreement with the data, although not as good as completely free $C_{1,2,3}$. The linearized model is explained in Sec. 3.2.2. It provides a fast estimate of small correlated changes in the $\phi^*_\eta$ shape of the kind shown in Figs. 3 and 4.

The $\chi^2$ function is sampled at discrete $a_Z$ values in the interval $a_Z = [0.1 : 3.5]$ GeV$^2$ and reconstructed between the sampling nodes by using polynomial interpolation. When the scale variations are allowed, the dependence of $\chi^2$ on $a_Z$ is asymmetric and very different from a quadratic.

To account for the asymmetry of the distributions, we quote the central value $\bar{a}_Z$ that minimizes $\chi^2(a_Z)$ and the 68% confidence level (C.L.) uncertainty. The probability density function $P(a_Z)$ for $a_Z$ in a sample with $N$ points is taken to follow a chi-squared distribution.
with $N$ degrees of freedom,

$$\mathcal{P}(a_Z) = \mathcal{P}_\chi(N, \chi^2(a_Z)) = \frac{(\chi^2)^{N/2-1} \exp\left(-\chi^2/2\right)}{\Gamma(N/2) 2^{N/2}}. \tag{41}$$

With this, we determine the 68% C.L. intervals $[a_{Z,\text{min}}, a_{Z,\text{max}}]$, where $a_{Z,\text{min}}$ and $a_{Z,\text{max}}$ are defined implicitly by

$$0.16 = \frac{\int_0^{a_{Z,\text{min}}} \mathcal{P}(a_Z) \, da_Z}{\int_0^{\infty} \mathcal{P}(a_Z) \, da_Z}, \quad 0.84 = \frac{\int_0^{a_{Z,\text{max}}} \mathcal{P}(a_Z) \, da_Z}{\int_0^{\infty} \mathcal{P}(a_Z) \, da_Z}. \tag{42}$$

For an asymmetric distribution as in method II, the central value $\bar{a}_Z$ does not coincide with the middle of the 68% C.L. interval or the mean $a_Z$ given by the first moment of the $\mathcal{P}(a_Z)$ distribution.

### 3.2.1 Method I: minimization with fixed scale parameters

In method I $a_Z$ is determined from the DØ data by minimization of a function

$$\chi^2(a_Z) = \sum_{i=1}^{N_{pt}} \left( \frac{D_i - \bar{T}_i(a_Z)}{s_i} \right)^2, \tag{43}$$

where $D_i$ are the data points; $\bar{T}_i(a_Z)$ are the theoretical predictions for fixed scale parameters $\{\bar{C}_1, \bar{C}_2, \bar{C}_3\}$; $s_i$ are the uncorrelated experimental uncertainties; and $N_{pt}$ is the number of points.

The dependence of $\chi^2$ on $a_Z$ in three rapidity bins for two combinations of $\bar{C}_{1,2,3}$ is illustrated in Fig. 6 and the corresponding best-fit parameters are listed in Table I. Electrons and muons are combined in the first two bins of rapidity, $|y_Z| \leq 1$ and $1 \leq |y_Z| < 2$. In both cases, the $\chi^2$ behavior is close to parabolic. The locations of the $\chi^2$ minima are consistent in all
Fit results for $\phi^*_\eta \leq 0.1$

| $|y_Z| \leq 1$, $e + \mu$ | 24 | 3.24 | $0.79^{+0.2}_{-0.03}$ | $1.14 \pm 0.08$ |
| $1 \leq |y_Z| \leq 2$, $e + \mu$ | 24 | 1.87 | $0.79 \pm 0.05$ | $1.12^{+0.14}_{-0.13}$ |
| $|y_Z| \geq 2$, $e$ | 12 | 0.74 | $0.8^{+0.03}_{-0.05}$ | $1.04^{+0.18}_{-0.16}$ |
| All $y_Z$ bins, weighted average | 60 | 2.19 | $0.79 \pm 0.03$ | $1.12 \pm 0.07$ |

Table 1: The best-fit $\chi^2/N_{pt}$, central value and 68% C.L. intervals for $a_Z$ with fixed $C_{1,2,3} = \{b_0, 1/2, b_0\}$ (upper lines) and $\{2b_0, 1/2, 2b_0\}$ (lower lines).

three bins. However, the quality of the fit is unacceptable in the first two bins that have the smallest experimental errors, with $\chi^2/N_{pt} \approx 3$. On the other hand, the agreement is very good ($\chi^2/N_{pt} < 1$) in the third bin, which has larger errors.

The weighted averages over all three bins are $\bar{a}_{Z,all\ y} = 0.79 \pm 0.03$ and $1.12 \pm 0.07$ GeV$^2$ for the two scale combinations. The location of the minimum is distinct from zero in both cases, but its dependence on the scale parameters warrants further investigation that we will now perform.

### 3.2.2 Method II: computation with scale-parameter shifts

To simplify the minimization when the scale parameters are varied, we introduce a linearized approximation for the covariance matrix of the type adopted for evaluating correlated systematic effects in PDF fits [94, 95]. For each scale parameter $C_\alpha$, $\alpha = 1, 2, 3$, we define a nuisance parameter $\lambda_\alpha \equiv \log_2(C_\alpha/C_\alpha)$ and compute the finite-difference derivatives of theory cross sections

$$
\beta_{\alpha i} \equiv \frac{T_i(a_Z, \lambda_\alpha = +1) - T_i(a_Z, \lambda_\alpha = -1)}{2}, \quad \alpha = 1, 2, 3; \quad i = 1, \ldots, N_{pt}
$$

over the interval $\lambda_\alpha = \pm 1$ corresponding to $\bar{C}_\alpha/2 \leq C_\alpha \leq 2\bar{C}_\alpha$. Variations of $\lambda_\alpha$ introduce correlated shifts in theory cross sections $T_i(a_Z, C_{1,2,3})$ with respect to the fixed-scale theory cross sections $T_i(a_Z, \bar{C}_{1,2,3}) \equiv \bar{T}_i(a_Z)$. We can reasonably assume that the probability distribution over each $\lambda_\alpha$ is similar to a Gaussian one with a central value of 0 and half-width $\sigma_\lambda$, taken to be the same for all $\lambda_\alpha$. The goodness-of-fit function is then defined as

$$
\chi^2(a_Z, \lambda_{1,2,3}) = \sum_{i=1}^{N_{pt}} \left( \frac{D_i - \bar{T}_i(a_Z) - \sum_{\alpha=1}^{3} \beta_{\alpha i} \lambda_\alpha}{s_i} \right)^2 + \sum_{\alpha=1}^{3} \frac{\lambda_\alpha^2}{\sigma_\lambda^2}.
$$

(45)
Figure 7: $\chi^2/N_{pt}$ and scale parameters as a function of $a_Z$ for $C_1 = C_3 = 2 b_0, C_2 = 1/2$. The scale parameters are shared across three $y_Z$ bins.

The minimum with respect to $\lambda_\alpha$ can be found algebraically for every $a_Z$ as

$$\min \chi^2 = \chi^2(a_Z, \bar{\lambda}_\alpha) = \sum_{i,j} (D_i - \bar{T}_i(a_Z))(\text{cov}^{-1})_{ij}(D_j - \bar{T}_j(a_Z)),$$

(46)

containing the inverse of the covariance matrix,

$$(\text{cov}^{-1})_{ij} = \left[ \frac{\delta_{ij}}{s_i^2} - \sum_{\alpha,\beta=1}^3 \frac{\beta_i,\alpha}{s_i^2} A_{\alpha\beta}^{-1} \frac{\beta_j,\beta}{s_j^2} \right],$$

(47)

and a matrix $A$ given by

$$A_{\alpha\beta} = \sigma^2 \delta_{\alpha\beta} + \sum_{k=1}^{N_{pt}} \frac{\beta_k,\alpha \beta_k,\beta}{s_k^2}.$$  

(48)

Eq. (46) is essentially the standard $\chi^2$ function based on the covariance matrix in the presence of the correlated shifts. For every $a_Z$, the nuisance parameters $\bar{\lambda}_\alpha$ that realize the $\chi^2$ minimum are also known,

$$\bar{\lambda}_\alpha(a_Z) = \sum_{i=1}^{N_{pt}} D_i - \bar{T}_i(a_Z) \sum_{\delta=1}^3 A_{\alpha\delta}^{-1} \frac{\beta_i,\delta}{s_i}.$$  

(49)

Based on this representation for $\chi^2$ (designated as “fitting method II”), we explored the impact of the scale dependence on the constraint on $a_Z$. Even if the scales are varied, data prefer a nonzero nonperturbative Gaussian smearing of about the same magnitude as in method I.

In the simplest possible case, the $C_{1,2,3}$ parameters are independent of the rapidity or other kinematic parameters and shared by all $e$ and $\mu$ bins. In this case, variations of the scale
Fit results for $\phi^*_\eta \leq 0.1$

| $N_{pt}$ | $\chi^2_{min}/N_{pt}$ | $\bar{a}_Z \pm \delta a_Z$ (GeV$^2$) | Best-fit $C_{1,2,3}$ |
|-----------|-------------------|---------------------------------|------------------|
| **All $y_Z$ bins** |
| 60 | 1.29 | $0.82^{+0.34}_{-0.12}$ | 1.4, 0.33, 1.23 |
| 1.31 | $0.82^{+0.22}_{-0.11}$ | 1.42, 0.33, 1.23 |
| **$C_1, C_2, C_3$ are independent in each $y_Z$ bin** |
| $|y_Z| \leq 1, \ e + \mu$ | 24 | 1.0 | $0.56^{+0.05}_{-0.02}$ | 0.21, 0.18, 7.56 |
| | | 1.16 | $0.85^{+0.3}_{-0.15}$ | 1.47, 0.3, 1.46 |
| $1 \leq |y_Z| \leq 2, \ e + \mu$ | 24 | 1.48 | $1.22^{+0.27}_{-0.36}$ | 18, 0.58, 0.1 |
| | | 1.70 | $0.79^{+0.2}_{-0.1}$ | 1.69, 0.37, 0.77 |
| $|y_Z| \geq 2, \ e$ | 12 | - | - | - |
| | | 0.59 | $0.99^{+0.99}_{-0.31}$ | 1.74, 0.48, 2.12 |
| **Weighted average of all bins** | 60 | | $0.97 \pm 0.25$ | $0.82 \pm 0.12$ |

Table 2: The best-fit $\chi^2/N_{pt}$, central value and 68% C.L. intervals for $a_Z$, and best-fit $C_{1,2,3}$ for $1/\sigma_{\lambda} = 0$ (upper rows in each section) and 1 (lower rows).
parameters reduce $\chi^2/N_{pt}$ to about 1.3, i.e. the fit is better than for the fixed scale combinations discussed above. We focus on the case when the central scale parameters are $\bar{C}_1 = \bar{C}_3 = 2b_0, \bar{C}_2 = 1/2$, although the conclusions remain the same for other choices.

The plots of $\chi^2/N_{pt}$ vs. $a_Z$ and optimal $C_1/b_0, C_2, C_3/b_0$ vs. $a_Z$, derived from the optimal $\lambda_\alpha$ parameters in Eq. (49), are shown in Fig. 7. The $\chi^2$ dependence on $a_Z$ becomes asymmetric when the scale shifts are allowed, with the large-$a_Z$ branch being flattened out in contrast to the small-$a_Z$ one that remains steeply growing. From the right inset, we see that the optimal $C_1$ and $C_3$ are monotonously increasing and decreasing as functions of $a_Z$, respectively. In the vicinity of the minimum, $C_1$ and $C_3$ are of about the same magnitude at $(1.2-1.5)b_0$. Very small or large $a_Z$ can be obtained only by taking $C_1$ and $C_3$ to be uncomfortably far from unity. In contrast, the optimal $C_2$ parameter is generally in the range 0.3-0.5 and has weaker dependence on $a_Z$.

The values of $\chi^2/N_{pt}, a_Z$, and $C_{1,2,3}$ parameters at the minimum are reported in the upper portion of Table 1. When the $C_{1,2,3}$ parameters are shared by all bins, the fit is relatively insensitive to the confidence level assigned to the variations $\lambda_\alpha \pm 1$, controlled by the parameter $\sigma_\lambda$ in Eq. (45). In Table 1, the upper rows in each section correspond to the fit without a constraint on the $\lambda$ parameters, i.e., for $1/\sigma_\lambda = 0$. The lower rows are for assigning a 68% probability to the $-1 \leq \lambda_\alpha \leq 1$ intervals, corresponding to $1/\sigma_\lambda = 1$.

For the shared $C_{1,2,3}$, the outcomes of the fits with $1/\sigma_\lambda = 0$ and 1 are very similar, apart from the uncertainty on the $a_Z$ parameter, which is increased when the $\lambda_\alpha$ variations are totally free. [The asymmetric 68% C.L. uncertainties are computed according to Eq. (42)].
In contrast, when the scale parameters are taken to be independent in each $y_Z$ bin (but still shared between the electron and muon samples), only the case of $\sigma_\lambda = 1$ results in an acceptable fit in all three $y_Z$ bins. The best-fit parameters for this case are listed in the lower part of Table 2. When the scale shifts were arbitrary ($1/\sigma_\lambda = 0$, upper lines), the fits were underconstrained and produced inconsistent $a_Z$ values and large scale shifts in all three bins, especially in the third bin that is not shown for this reason. On the other hand, for $\sigma_\lambda = 1$ (lower lines), the three fits converged well and rendered compatible $a_Z$ values. The $\chi^2/N_{pt}$ vs. $a_Z$ dependence for this case is illustrated in Fig. 8, where the minima are neatly aligned in the three bins. The fit to the second bin is generally worse than for the other two, suggesting possible rapidity dependence of $a_Z$. The scale dependence in each bin is qualitatively similar to that in the right inset of Fig. 7.

Even when $C_{1,2,3}$ are independent in each $y_Z$ bin, by averaging the $a_Z$ values over three bins, we obtain the $\bar{a}_Z = 0.8 - 0.9$ GeV$^2$ in the last section of Table 2 that is essentially the same as in the case when $C_{1,2,3}$ are shared by all bins. The findings in Tables 1 and 2 are recapitulated in Fig. 9, showing the 68% C.L. intervals in the fits with fixed $C_{1,2,3} = b_0, 1/2, b_0$ and $2b_0, 1/2, 2b_0$, as well as the fit with varied $C_{1,2,3}$ and $\sigma_\lambda = 1$. All fits consistently yield $a_Z$ values that are at least 5$\sigma$ from zero.

4 Implications for the W mass measurement and LHC

The previous sections demonstrated that the $\phi_\eta^*$ distributions in $Z/\gamma^*$ production are sensitive to several QCD effects. Depending on the $\phi_\eta^*$ range, hard or soft QCD emissions can be studied.
The nonperturbative power corrections in QCD can be determined at $\phi^*_\eta \leq 0.1$, provided the dependence on resummation scales is controlled.

To distinguish between various contributing effects, new developments in the Collins-Soper-Sterman resummation formalism were necessitated. The computer code ResBos includes all such effects relevant for computation of resummed differential distributions of lepton pairs. New components of the theoretical framework implemented in ResBos were reviewed in Sec. 2. In the large-$\phi^*_\eta$ region dominated by hard emissions, the two-loop fixed-order contributions implemented in ResBos show good agreement with the DØ data when the renormalization/factorization scale $C_4Q$ for hard emissions is set to be close to $Q/2$.

In the resummed $W$ piece dominating at small $\phi^*_\eta$, we include 2-loop perturbative coefficients in the resummed $W$ term by using the exact formulas for the $A$ and $B$ coefficients and a numerical estimate for the small $O(\alpha_s^2)$ contribution $\delta C^{(2)}$ to the Wilson coefficient functions. We also fully include up to $O(\alpha_s^2)$ the dependence on resummation scale parameters $C_1$ and $C_2$, see Secs. 2.3 and 2.4. Matching corrections and final-state electroweak contributions were implemented and investigated in order to understand their non-negligible impact on the cross sections. Finally, we implemented a form factor $\tilde{W}_{NP}(b, Q)$ describing soft nonperturbative emissions at transverse positions $b \gtrsim 1$ GeV$^{-1}$ in the context of a two-parameter $b_*$ model [32], cf. Sec. 2.5.

With this setup, we performed a study of the small-$\phi^*_\eta$ region at the DØ Run-2 with the goal to determine the range of plausible nonperturbative contributions. We found that, to describe Drell-Yan dilepton production with the invariant mass $70 \leq Q \leq 110$ GeV, it suffices to use a simplified nonperturbative form factor that retains only a leading power correction, $\tilde{W}_{NP}(b, Q = M_Z) = \exp(-b^2a_Z)$. The power correction modifies the shape of $d\sigma/d\phi^*_\eta$ in a pattern distinct from variations due to the dependence on the resummation scales $C_1/b$, $C_2Q$, and $C_3/b$ in the leading-power term $\tilde{W}^{pert}$, see Figs. 3, 4, and 5. For various fixed combinations of scale parameters $C_{1,2,3}$, or when the scale parameters were varied, the fits require nonzero $a_Z$ values that were summarized in Tables 1 and 2. For example, when the variations in the scales $C_{1,2,3}$ were incorporated as shared free parameters in all rapidity bins using a correlation matrix, we obtained $a_Z = 0.82^{+0.22}_{-0.11}$ GeV$^2$ at 68% C.L., cf. Table 2 consistently with other tried methods. The estimate of the 68% C.L. uncertainty including the scale dependence indicates clear preference for a non-zero $a_Z$, without appreciable rapidity dependence.

The magnitude of $a_Z$ depends on the resummation scales, but allowing the scales to vary increases the probability for having larger, not smaller $a_Z$. The best-fit $a_Z$ is also correlated with $b_{max}$, which controls the upper boundary of the $b$ range where the exact perturbative

\footnote{In this region, a three-loop correction must be computed in the future to reach NNLO accuracy in $\alpha_s$.}
approximation for $\tilde{W}_{\text{pert}}(b, Q, y)$. Using $b_{\text{max}} = 1.5$ GeV$^{-1}$ in this study, we obtain $a(b, Q) \approx 0.8$ GeV$^2$ at $Q = M_Z$, which is consistent with the value obtained with the other $\tilde{W}_{NP}$ forms maximally preserving the perturbative contribution \[74, 75, 76, 32\]. The dependence on $b_{\text{max}}$ weakens at $b_{\text{max}}$ above 1 GeV$^{-1}$, and even larger $a_Z$ values are preferred for $b_{\text{max}}$ below 1 GeV$^{-1}$, cf. Fig. 2 in \[32\]. The fitted data was corrected for the effects of final-state NLO QED radiation. In the fitted region $\phi^*_\eta < 0.1$, the uncertainty due to the matching of the resummed and finite-order terms was shown to be negligible.

The nonperturbative form factor at other $\sqrt{s}$ and $Q$ values can be predicted using the relations in Sec. 2.5. This is possible because the dominant part of $\tilde{W}_{NP}$ is associated with the soft factor $\exp(-S(b, Q))$ which does not depend on $\sqrt{s}$ or the types of the incident hadrons. It is argued in Sec. 2.5 that the $\tilde{W}_{NP}$ factors are identical within the 68% C.L. error in central-rapidity $Z$ and $W$ production at the same $\sqrt{s}$. The same $a_Z$ value that we determined can be readily applied to predict $W$ boson differential distributions at the Tevatron Run-2, or, with appropriate modifications proportional to $\ln(Q)$ and $\ln(s)$, in other kinematical ranges, cf. Eq. (38).

The resummation calculation employed in this analysis can be reproduced using the ResBos-P code \[96\] and input tables \[97\] available at the “$Q_T$ resummation portal at Michigan State University”. The central input tables are provided for $a_Z = 1.12 \pm 0.07$ GeV$^2$, $C_1 = C_3 = 2b_0$, $C_2 = 1/2$, and central CT10 NNLO PDF. In addition, the distribution includes ResBos tables corresponding to the best-fit resummed parameters and CT10 NNLO PDF eigenvector sets. Finally, for a detailed exploration of the low-$\phi^*_\eta$ region, the distribution includes tables for $a_Z$ in the interval $0.5 - 1.7$ GeV$^2$ with step $0.1$ GeV$^2$ using the central PDF, and, to study scale dependence, 7 ResBos grids for the central $a_{Z,\text{central}} = 1.12$ GeV$^2$, and the scale parameters $C_1 = b_0, 4b_0$, $C_2 = 1/4, 1$, and $C_3 = b_0, 4b_0$.

As an example of a phenomenological application, Fig. 10 compares the ResBos predictions with the ATLAS data \[26, 27\] on Drell-Yan pair production near the $Z$ boson resonance peak at $\sqrt{s} = 7$ TeV. The figure shows ratios of data to theory cross sections. The left subfigure shows the $Q_T$ distribution for $35 - 40$ pb$^{-1}$, compared to the ResBos prediction with $a_Z = 1.1$GeV$^2$, $C_1 = C_3 = 2b_0, C_2 = 1/2$. The yellow band indicates variations in the cross section due to the scales in the range $C_1 = b_0, 4b_0$, $C_2 = 1/4, 1$, and $C_3 = b_0, 4b_0$. In the case of $Q_T$ distribution, we obtain good agreement between theory and data and in the intermediate/small $Q_T$ region the theoretical uncertainty due to $C_{1,2,3}$ scale parameters is reduced compared to the study of Ref. \[20\].

The right subfigure shows the ratio of the more recent $\phi^*_\eta$ distribution to the central theory
prediction based on our default parametrization at much higher level of accuracy. Here, a ResBos prediction based on the BLNY parametrization has shown better agreement with the data than other available codes and was used for event simulation during the ATLAS analysis. A comparable, although somewhat worse agreement is realized by the GNW parametrization, which was not used at any stage by ATLAS. The right subfigure shows several curves for the default $C_{1,2,3}$ choice and $a_Z$ in the range $0.5 - 1.7 \text{ GeV}^2$. It is clear that the ATLAS $\phi^*_\eta$ data is sensitive to $a_Z$ as well as $b_{max}$ and can possibly discriminate subleading power contributions to the nonperturbative form factor $\tilde{W}_{NP}(b,Q)$ proportional to $b^4$ and beyond. We provide sets of updated ResBos grids for the LHC kinematics that can be used for future improvements in the nonperturbative model.

5 Conclusions

In our analysis we have shown that a significant nonperturbative Gaussian smearing is necessary to describe features of the low $\phi^*_\eta$ spectrum. A non-zero NP function is present even if all the perturbative scale parameters of the CSS formalism are varied. Values of $a_Z$ smaller than $0.5$ GeV$^2$ are disfavoured by the fit to the recent DØ data, as demonstrated in Sec.3. Therefore,
the small-$Q_T$/small-$\phi_\eta^*$ spectrum cannot be fully described by employing perturbative scale variations only. The constraining power of $\phi_\eta^*$ differential distribution data allows us to estimate the size of these nonperturbative effects.

Concluding, ResBos is a valuable tool for investigations at low transverse momentum regions at colliders. It will be of particular interest to explore the constraining power of the new forthcoming LHC data for $Z$ and $W$ production at a variety of $\sqrt{s}$, boson’s invariant masses, and rapidities. Precise measurements of hadronic cross sections at small $Q_T$ will verify the TMD formalism for QCD factorization and shed light on the nonperturbative QCD dynamics.
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