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Abstract: This work discusses what should be the desirable path and correct tools for the optimal re-design and operation of processes in the Industry 4.0 framework, as illustrated in a challenging case study corresponding to a complex network of evaporation plants in a viscose-fiber factory. The goal is to integrate optimal design, to improve the existing cooling systems, together with the optimal operation of the whole network, balancing the initial investment with the potentially achievable savings. A rigorous mathematical model for such optimization purpose has been built. The model explicitly considers different structural alternatives as a superstructure for the incorporation of new equipment into the network. The uncertainty associated to future operating conditions is also considered by using a two-stage stochastic formulation. Furthermore, the model is also the base from which a deterministic real-time optimization (RTO) builds upon to support the daily management of the future network operation. The RTO tool suggests the allocation of different products to evaporation plants, the distribution of the cooling water and the suitable number of heat pumps to switch on for optimal economic operation. Design and operation problems are formulated and solved via mixed-integer non-linear programming and the results have been tested with historical plant data.
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1. Introduction

Nowadays, the process industry faces several challenges including the increasing global competitiveness, tight product quality standards and narrow environmental regulations. Hence, it is a must to improve the efficiency in such industries reducing the global energy and resource consumption. So, decisions about global production and plant-wide operation are increasingly being considered as highly relevant [1].

The operation of a typical process factory is conditioned not only by the decisions made about the way the different processes are conducted and external factors such as markets or raw materials, but also by plant design and state of the process units. Plant layout and operation capacities of process units or utilities impose hard constraints on what can be achieved and obtained from a process. As a consequence, from time to time process revamping and plant upgrades are quite common in order to remove bottlenecks or improve capacities.

An approach based on optimization criteria allows to obtain better designs but requires developing rigorous models (often nonlinear) that establish the relationship between variables, as well as the use of the proper software tools. The problem is more complex when alternative plant structures are involved, all of which can be represented in a single model using what is known as a superstructure of the process, where alternative process
units or operation modes are included or removed from the active model by means of discrete variables. This is, of course, at the price of increasing the complexity of the design-optimization problem [2], which was often intractable in the past if nonlinear mixed-integer formulations were involved. However, fortunately, current advances in hardware, software and optimization algorithms allow the use of this approach in a wider class of problems, with clear benefits over designs made mainly from experience and simulation.

Normally, the changes to be implemented in a process are designed so that it performs well in the new conditions in which it is expected to operate. Nevertheless, quite often, the designer forgets to consider that the process has to operate under different circumstances, different loads, materials quality, etc., so that it has to perform well not only for the selected nominal point, but for a whole range of operating conditions. In the literature, the term flexibility [3] was coined to describe the capacity of a process to operate in steady state fulfilling specifications for a range of disturbances and changes affecting it.

Two indicators appear associated to this concept. The flexibility test answers the question: will the process be able to operate properly, by changing its manipulated or decision variables within its range, if a disturbance variable deviates more than a certain value from its nominal value? In the same way, the flexibility index computes the maximum deviation compatible with the fulfillment of the process specifications. Besides both indicators, the topic of design with flexibility tries to integrate the concept of process operation with the one of process design. Failure to consider this point might lead to situations in which a plant can work properly in a certain nominal point but lacks the required flexibility to deliver good performance outside it.

The integration of different operation conditions in the design stage of a plant can be approached in different ways. A well-known method is the so-called multi-point or robust design, in which the model of the plant to be designed has to fulfill simultaneously different operating conditions and constraints, having a common unit sizing or structure and operational variables. This quite often leads to conservative designs linked to the worst-case situation.

Alternatively, the use of two-stage stochastic optimization (TSSO) methods [4] offers a more interesting framework for implementing such integrated design with operation. This approach allows consideration of the two stages—design and operation under uncertain environments—explicitly in a single framework [5]. TSSO incorporates the different operating conditions under which a process may operate by means of a set of scenarios, each one corresponding to selected values of the uncertain variables that may appear, with a given likelihood assigned.

This may be similar to robust methods, but TSSO distinguish two types of decision variables: the first-stage ones correspond to the sizing of units or structure selection of the process, which has to be selected so that the process can cope with the constraints imposed by the different scenarios. Then, the set of second-stage variables is tailored to each scenario, so that they can be used to adapt the effect of the first-stage ones to the particular needs of each scenario. These variables correspond normally to operational or control actions and represent the adaptation that these systems might have against a particular scenario. Hence, they provide extra flexibility to the optimization, which is able to compute less conservative solutions.

Once the design has been performed and implemented, the challenge is to operate the process efficiently, taking decisions in real time by looking closer at daily operation supported by the right tools [6]. A wrong or suboptimal decision with the structural complexity of current problems often results in a magnification of costs along the products value chain [7]. In this context, real-time optimization (RTO) appears as an adequate approach to adapt the operation to the current environment and aims. RTO makes use of a rigorous stationary model of the process to compute the operation conditions that optimize a predefined performance index, for example, minimization of the operating costs, maximization of product yields, or minimization of waste [8]. There are many examples
in the literature of the benefits of using an RTO tool to facilitate the decision-making process [9–12].

In both cases the optimization problem is normally model based, so one important task is to develop a good mathematical model which fairly represents the behavior of the system to optimize [13].

This paper intends to contribute to the advances in this field, studying together the optimally designed expansion and operation of an existing equipment network at an Austrian fiber-production plant. The target is to upgrade the network by incorporating new equipment (heat pumps) and to operate it later on in an optimal way, such that the overall efficiency and capacity is improved. Thus, we have investigated the different possible options and we have formulated a rigorous mathematical model which represents the behavior of the network for all the design possibilities, that is a superstructure incorporating different configurations of the equipment to be added. In order to obtain the optimal design we have used the model in an optimization problem which minimizes the operation cost, considering the payback time as a constraint to fulfill. As the future benefits depend on different future operation conditions, a two-stage stochastic formulation has been developed and solved using two different approaches: a centralized one and a decomposed iterative one.

Based on the above mathematical model, an RTO tool is also proposed as a Decision Support System (DSS) to help operators in the control room to drive the extended network in the best way, hence reaching the predicted savings and payback horizon. The developed DSS will help in the decision-making process by means of an interface which presents the key information in a simple and understandable way. It was developed in MS Excel and displays important information and also suggests actions according to the results of the RTO optimization.

These above-mentioned aspects are developed with more detail in the next sections, organized as follows. Section 2 presents the network description of the case study. Section 3 first describes the configuration possibilities of the heat-pump incorporation and the mathematical formulation of the model which represents them. After that, the integrated design-operation optimization problem and the analysis of its results are presented. The daily optimal operation of such a network through the RTO tool is shown in Section 4. Finally, we conclude in Section 5 by summarizing the most important aspects and outlining the steps for future work.

2. Description of the Network

This work bases on the actual facilities that the company Lenzing A.G. owns in Austria. Lenzing A.G. is the world’s leading producer of man-made viscoses fibers through cellulose extracted from wood. First, raw wood is shredded, obtaining the cellulose pulp that is chemically treated to become a viscose solution. The key stage is the conversion of this solution into fibers by passing it through fine diameter sieves under pressure in presence of an acid bath (called spinbath hereinafter). Nevertheless, in addition to the fibers, other chemical by-products are additionally obtained, which cause the degradation of the spinbath. Therefore, in order to maintain the quality of the fibers, the acidity of the spinbath must be recovered continuously (fibers production is a continuous process). In order to do that, a network of evaporation plants, among other side equipment, is used.

The network is composed of fifteen evaporation plants (EV) which should be able to regenerate five different acid baths, called products (P) hereinafter. Each plant includes a variety of equipment as well (multi-stage evaporators and heat-exchangers plus a cooling condenser, see Figure 1a), and each component has its nominal capacity, that varies from one to another. Although the efficiency of each plant depends on different factors, the two main ones are:

- The amount of water removed from the acid bath per time unit (called evaporation load hereinafter);
- The performance of the cooling system, resulting to the available cooling power.
This efficiency is reflected in the live steam (resource) that each plant needs to consume in order to achieve the assigned evaporation set point. Therefore, optimal operation of the cooling systems is key for resource efficiency in the evaporation network. In addition, not all plants can process the spinbaths from the different products, mainly because not all connections from plants to products are physically feasible. Table 1 shows the available links between products and plants, where the ticks indicate that a link is feasible. In total, from 75 possible combinations, only 34 are feasible. From now on, such a set of feasible connections will be denoted by \( \mathcal{C} \).

**Table 1.** Connections (\( \mathcal{C} \)) between products (\( \mathcal{P} \)) and evaporation plants (\( \mathcal{E} \)). The ticks indicate feasible connection.

| \( \mathcal{E}_1 \) | \( \mathcal{E}_2 \) | \( \mathcal{E}_3 \) | \( \mathcal{E}_4 \) | \( \mathcal{E}_5 \) | \( \mathcal{E}_6 \) | \( \mathcal{E}_7 \) | \( \mathcal{E}_8 \) | \( \mathcal{E}_{10} \) | \( \mathcal{E}_{11} \) | \( \mathcal{E}_{12} \) | \( \mathcal{E}_{13} \) | \( \mathcal{E}_{14} \) | \( \mathcal{E}_{15} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \mathcal{P}_1 \) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| \( \mathcal{P}_2 \) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| \( \mathcal{P}_3 \) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| \( \mathcal{P}_4 \) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| \( \mathcal{P}_5 \) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Needless to say, each plant only can process one product at a time, and each product requires a different amount of water to be removed, i.e., evaporation load. For a further explanation of the evaporation network, the plant features, and their control system, the reader is referred to [14,15].

The cooling system associated to each evaporation plant is based on surface condensers (see Figure 1a) and, according to the source of the cooling water (resource) fed to the condenser, the evaporation plants can be grouped in two sub-networks. The first one, formed by four evaporation plants, can only get cooling water from Source 1, meanwhile the subnet two, formed by the remaining eleven plants, can get cooling water from both sources (see Figure 1b). However, note importantly that the cooling water to take from each source is limited, so a problem of shared resources arises. Furthermore, as the outlet cooling water goes back to a river, its temperature must be below a limit imposed by environmental regulation.

Note that both networks (spinbath processing and cooling-water distribution) are coupled, so their operation is coupled too. In previous works, we have addressed the optimal evaporation load allocation considering the demand of each product for a given cooling power [16], and the optimal cooling water distribution for a given evaporation load.
according to the available water at the sources [17]. Furthermore, we have also studied ways to efficiently formulate and solve the optimization of the whole coupled system in real time, i.e., the spinbath allocation and water distribution [18].

In this work, we go beyond joint operation of the interconnected networks by studying process design decisions as well. In this regard, the previous mathematical formulation to solve the real-time optimization problem is twofold extended: (a) to include the possibility of attaching heat pumps to the cooling system in order to improve the overall resource efficiency; and (b) incorporating uncertainty in future operation conditions.

3. Network Model

This section presents the design specifications, operational constraints, and the mathematical model to represent the entire network.

3.1. Problem Statement

In brief, a heat pump (HP) is a thermal machine that extracts heat from a fluid and transfers it to another. In our case, we want to cool down the outlet cooling water from surface condensers (SC), so HPs must be placed after SCs in a way that the SCs outlet flows are mixed and feed to HPs. Thereupon, the task here is to investigate which is the best way to incorporate HPs in the cooling network such that the cooling capacity is improved (hence, operability margins in the evaporation section too) while fulfilling environmental regulations, but without incurring in an excessive time lag between investment and payback.

Specifically, there are three main questions to answer:

- How many heat pumps are needed to be installed?
- Which is the best installation layout, i.e., connections among them?
- How the HPs should be incorporated into the actual network layout?

In this regard, connection among heat pumps can be:

- **In series**: the input flow of an HP is the output of the previous one.
- **In parallel**: all HPs receive an inlet from the same stream.
- **Hybrid**: a combination of the above as a matrix of HPs, where some HPs are arranged in series forming blocks that are connected in parallel.

Note that the first two options are particular cases of the hybrid one, so the mathematical model is developed to account for this general layout in the design optimization.

With respect to the outlet flow from the HP system, there are two options:

- To be mixed with the remaining outlet flow from the SCs (amount that could not be directed to the HPs), in order to decrease the temperature of the water flow that goes to the river.
- To be mixed with the inlet flow of the surface condensers (i.e., like it is an additional water source). However, note that this option is only possible for the evaporation plants in Subnet 2, because circulation of water from Source 2 to Subnet 1 is forbidden (see Figure 1).

Furthermore, as the heat pumps may be connected in serial blocks, both options must be regarded for each block. Figure 2 shows a schematic of the modified network layout according to these proposed options.

In summary, there are quite a few decisions to take on the HPs integration design side, added to those related to the operation of the existing evaporation network (Section 2). Note that the HP add-on is to be designed in such a way that optimizes operation of the complete system in the more usual situations along the year. In this regard, although there are detailed models and performance studies on HPs available in the research literature [19], only nominal features are often considered at this industrial level. Then, HPs are placed in such a way that they operate at (or close to) design conditions. Therefore, with the aim of not adding unnecessary complexity to our mathematical formulation, in this paper we neglect the dynamics, and we characterize an HP simply by:
• Its capacity, i.e., the heat flow that is able to transfer from one fluid to the other (Q),
• Its energy efficiency ratio (EER), that is the ratio between the capacity and the electrical power consumption required to achieve it,
• The nominal flow FB, for which the HP achieves its capacity in steady state.

\[ Q = \dot{F}_B c_p \rho \Delta T \] (1)

Hence, in our case study we can roughly model an HP by its energy balance where \( c_p \) and \( \rho \) are the specific heat and density of the cooling water through the HP respectively, and \( \Delta T \) is the temperature difference between the inlet and outlet.

3.2. Mathematical Formulation

The formulation of the mathematical model which represents the superstructure of the network operation is based on the work of [18]. Here we adapted it in order to incorporate the corresponding modifications to include decisions on HPs integration.

3.2.1. Sets

First, we defined the different sets which we are working with.

• \( \mathcal{EV} \): set of all the evaporation plants. This set is divided in two subsets \( \mathcal{EV} = \{ \mathcal{EV}_1 \cup \mathcal{EV}_2 \} \) according to the existing SCs subnet arrangement, i.e., those that have access to cooling-water Source 2 or not.
• \( \mathcal{P} \): set of all the different products \( \mathcal{B} \): set of the blocks of heat pumps, to be connected in parallel.
• \( \mathcal{HP} \): set of heat pumps connected in series within each block. All blocks have the same maximum number of heat pumps, denoted by \( \mu \).

3.2.2. Decision Variables

The variables that relate the above introduced sets are now defined:

• \( EC_{ev,p} \in \mathbb{R}^+ \): evaporation load of product \( p \) that plant \( ev \) must achieve.
• \( X_{ev,p} \in \{0,1\} \): indicates if the product \( p \) is treated in plant \( ev \)
• \( F_{ev} \in \mathbb{R}^+ \): cooling-water flow that goes to the plant \( ev \)
• \( Y_{b, hp} \in \{0,1\} \): indicates if a heat pump \( hp \) in block \( b \) is in operation (\( Y_{b, hp} = 1 \)) or not (\( Y_{b, hp} = 0 \))

• \( F_M \in \mathbb{R}^+ \): recirculated flow to the surface condensers after the heat pumps.

• \( F_N \in \mathbb{R}^+ \): flow that goes to the river after the heat pumps.

3.2.3. Model Constraints

The constraints of the model that represent the operation of the evaporation network in steady state are based on first principles and some logic statements, detailed below. In this formulation, italic symbols represent variables and sets whilst plain ones are known values (i.e., inputs or parameters) for the optimization.

1. An evaporation plant only can process as much one product at a time:

\[
\sum_{p} X_{ev,p} \leq 1 \quad \forall ev \in \mathcal{E}\mathcal{V}
\]  

2. There are some impossible connections between plant and products (see Table 1):

\[
X_{ev,p} = 0 \quad (ev, p) \notin \mathcal{C}
\]  

3. The connection in series of the heat pumps imply that in order to use the next heat pump of the chain, the previous one must be connected:

\[
Y_{b, hp + 1} \leq Y_{b, hp} \quad \forall b \in \mathcal{B}, \forall hp \in \mathcal{H}\mathcal{P}
\]  

4. In the same way, to avoid different solutions with the same number of heat pumps we force to connect a heat pump of a block only if the heat pump of the previous block in the same position in the chain is connected:

\[
Y_{b + 1, hp} \leq Y_{b, hp} \quad \forall b \in \mathcal{B}, \forall hp \in \mathcal{H}\mathcal{P}
\]  

5. The outlet flow of heat pump matrix can be recirculated to the SCs inlet or delivered to the river stream:

\[
F_M + F_N = FB \sum_{b} Y_{b,1} \quad \forall b \in \mathcal{B}
\]  

In (6), \( FB \) is the flow that goes through each block of HPs, whose value is the same for all the heat pumps (all the HP have the same features) and it is set by the nominal specifications of the HP. As it is a fixed parameter, to assure that there is flow passing through the block, we multiply it by the sum of \( Y_{b,1} \), as due to (5) if any heat pump of a block is connected the first heat pump of the chain must be connected.

6. The evaporation demand for each product must be fulfilled:

\[
\sum_{ev} EC_{ev,p} \geq SP_p \quad \forall p \in \mathcal{P}
\]  

where parameter \( SP_p \) denotes the evaporation setpoint for product \( p \) required by the factory in order to fulfill the demand.

7. The evaporation load in each plant is bounded due to actual equipment features:

\[
EC_{ev} X_{ev,p} \leq EC_{ev,p} \leq EC_{ev} X_{ev,p} \quad \forall ev \in \mathcal{E}\mathcal{V}, \forall p \in \mathcal{P}
\]  

where \( EC_{ev} \) and \( EC_{ev} \) state the minimum and maximum evaporation load for a plant to operate correctly. With \( X_{ev,p} \) we assure that \( EC_{ev,p} \) take zero value for the products not linked to plant \( ev \).
8. The cooling water flow through the surface condenser is also bounded:

$$\sum_{p} F_{ev,p} \leq F_{ev} \leq \sum_{p} F_{ev,p} \quad \forall ev \in EV$$ (9)

where $F_{ev}$ and $\sum F_{ev}$ states the minimum and maximum cooling-water flow that could pass through the surface condenser attached to the evaporation plant $ev$. Similar to the previous constraint, we force that the cooling water flow is zero if there is not any product linked to the evaporation plant, in this case through $X_{ev,p}$ added for all products.

9. Mass balance of cooling water in each subnet. The total flow that feeds the surface condensers of plants in Subnet 1 must be, as maximum, the available flow at Source 1 ($FS_1$) minus the flow that goes to Subnet 2 ($Fc$). In subnet 2, there are three inputs of cooling water: Source 2 ($FS_2$), remaining water from Source 1 ($Fc$), and the flow recirculated from HPs ($FM$).

$$\sum_{ev} F_{ev} \leq FS_1 - Fc$$ (10)

$$\sum_{ev} F_{ev} \leq FS_2 + Fc + FM$$ (11)

10. Energy balance for each heat pump:

$$Q_{Y_{b,hp}} = FB \cdot Cp \cdot \rho \cdot \Delta T_{b,hp} \quad \forall b \in B, \forall hp \in HP$$ (12)

where $Q$, $FB$, $Cp$ and $\rho$ are as in (1), and $\Delta T_{b,hp}$ is the temperature difference between the flow inlet and outlet in each HP. Note that the temperature difference is set by (12), so we can rewrite it as in (13) where the outlet water temperature at each HP ($T_{b,hp}$) can be computed from the inlet one. That is directly the outlet of the previous HP connected in series ($T_{b,hp-1}$)

$$T_{b,hp} = T_{b,hp-1} - \frac{Q_{Y_{b,hp}}}{FB \cdot Cp \cdot \rho} \cdot \sum_{ev} X_{ev,p} F_{ev} \quad \forall b \in B, \forall hp \in HP \setminus \{1\}$$ (13)

By this method, if a heat pump is not connected ($Y_{b,hp} = 0$), the outlet temperature is the same as the inlet one. Note that for the first HP in each block, $T_{b,1}$ is the temperature resulting from the mixture of flows leaving the SCs ($T_{OT}$).

The outlet water temperature of each SC ($T_{OT}$) is computed with the data-based model (14) developed in [17] according to the inlet water temperature ($T_{in}$), the flow ($F_{ev}$) and the state of fouling ($K_{fev}$) of the SCs, which can be estimated online.

$$T_{ev} = f(F_{ev}) + T_{in} - K_{fev}$$ (14)

where $f : \mathbb{R} \rightarrow \mathbb{R}$ is a polynomial function to compute the increment of temperature in the SCs according the flow through them. The functions were obtained through regression with experimental data (details omitted for brevity). Note that $T_{in}$ depends on the known water source temperatures ($T_{S1}$ and $T_{S2}$), but also on the temperature of the water potentially recirculated from the HP section (mixture of the outlets from each HPs block that is chosen to recirculate water via $FM$):

$$T_{in} = \begin{cases} T_{S1} & \forall ev \in EV_1 \\ \frac{Fc T_{S1} + \left( \sum_{ev} F_{ev} - Fc - FM \right) T_{S2} + TM FM}{\sum_{ev} F_{ev}} & \forall ev \in EV_2 \end{cases}$$ (15)
\[ T_M = \frac{\sum B T_{b, \mu} Y_{b, 1}}{\sum B Y_{b, 1}} \quad \forall ev \in \mathcal{E}^2 \] (17)

where, according to its definition in Section 3.2.1, sub-index \( \mu \) refers to the last HP in block \( b \).

11. The stream temperature that goes to the river, \( T_r \), in Figure 2, should be below that the maximum temperature allowed by environmental regulation (MTO):

\[ T_r \leq \text{MTO} \] (18)

The stream is the mixture between the SCs outlet that does not feed the HPs, and the outlet of the HP blocks that is not recirculated to the SCs inlet via \( F_N \), whose temperature is the same as the recirculated one, \( T_M \):

\[ T_r = \left( \frac{\sum_{ev} F_{ev} - F_M - F_N}{\sum_{ev} F_{ev} - F_M} \right) T_{\text{OT}} + F_N T_M \] (19)

4. Network Design

Once the mathematical model which represents the system has been described, we can formulate an optimization problem in order to know the optimal number of HPs to be installed for a set of the most usual operation scenarios (stochastic optimization), according to an economic criterion and considering the payback time.

4.1. Optimization Problem

The operation cost of the network could be computed as the sum of three different terms: the cost due to the steam consumption in the evaporation plants, the one associated to the cooling-water consumption, and the cost of the electricity consumed by the heat pumps.

In [16], Kalliski and co-authors built a data-based model to estimate the steam consumption of an evaporation plant according to some key factors: the evaporation demand \( EC_{ev} \), the plant state of fouling \( K_{ev} \), and the water temperature leaving the cooling system \( T_{\text{To}} \). Nevertheless, in the system described in that paper, the evaporation plants owe independent cooling towers as cooling systems, whilst here the cooling systems are SCs connected through the water-distribution network. Note that, in a SC, a single temperature measurement at the SC outlet does not fully determine the actual cooling power: both the inlet-water flow and temperature vary over time, whilst a cooling tower runs with the nominal flow cooled down to a controlled temperature setpoint (what varies over time is the air flow through the tower).

Consequently, we were forced to adapt the models in [16] using the actual cooling power (computed as (20) shows) instead of the outlet-water temperature as input.

The plants fouling states \( (K_{ev}) \) are estimated online following an analogous procedure to the one for \( K_{fev} \) in (14), see [16,20] for details. Note that \( K_{ev} \) refers to the fouling state of the evaporation plants whilst \( K_{fev} \) refers to the fouling state of the surface condensers; nevertheless, both are periodically estimated from real-time plant data and treated as known input values in the optimization. Hence, the absolute steam consumption (ASC) at each evaporation plant can be predicted by (21), where \( \theta := \{ \alpha, \beta, \gamma \} \) are the model parameters.

\[ Q_{ev} = F_{ev} C_p l (T_{\text{To}} - T_{\text{In}}) \] (20)

\[ \text{ASC}_{ev} := \left( \alpha_{ev} K_{ev} + \beta_{ev} Q_{ev} + \gamma_{ev} \sum_p E_{C_{ev},p} \right) \sum_p E_{C_{ev},p} \] (21)

The steam-consumption contribution to the total cost \( (\text{Cost}_{\text{steam}}) \) is computed then as the overall ASC times the price of generating a unit mass of live steam in boilers \( (P_{\text{steam}}) \) as (22) shows. In the same way, the cooling-water cost \( (\text{Cost}_{\text{water}}) \) is the net amount of water consumed from the sources times the cost of pumping and pipes operation \( (P_{\text{water}}) \). The
electric power consumed by the connected HPs is known from their capacity $Q$ and Energy Efficiency Ratio (EER).

\[
\text{Cost}_{\text{steam}} := P_{\text{steam}} \sum_{\text{ev}} A_{\text{SC}_{\text{ev}}} \tag{22}
\]

\[
\text{Cost}_{\text{water}} := P_{\text{water}} \left( \sum_{\text{ev}} E_{\text{ev}} - F_{\text{M}} \right) \tag{23}
\]

\[
\text{Cost}_{\text{elect}} := P_{\text{elect}} \frac{Q}{\text{EER}} \sum_{b} \sum_{hp} Y_{b,hp} \tag{24}
\]

Thus, the objective function to minimize is the operation cost, which is given by the sum of the three terms:

\[
\text{OF} := \text{Cost}_{\text{steam}} + \text{Cost}_{\text{water}} + \text{Cost}_{\text{elect}} \tag{25}
\]

Furthermore, we must consider the price of each equipment and when they will be amortized. Hence, we added a constraint to consider the payback time (RP), which has to be the one required from the company as maximum. The payback is computed as the price of the heat pumps (according to [21], a reasonable price for this kind of heat pump is EUR 40,000, each one ($P_{\text{HP}}$)) divided by the savings over a year, where such savings can be computed as the difference between the operation cost of the current network ($\hat{\text{OF}}$) and the new cost with heat pumps predicted by the model (OF).

\[
\frac{P_{\text{HP}} \sum_{b} \sum_{hp} Y_{b,hp}}{\text{OF} - \hat{\text{OF}}} \leq \text{RP} \tag{26}
\]

Note that the potential savings obtained by using heat pumps could be higher than the values computed here, as the heat removed from the outlet stream might be used in other section of the plant.

4.2. Model Parameters

In many of the above model constraints there are parameters whose value is fixed and known, and measurable inputs which depend on the operating conditions.

For the specific heat and density of the cooling water we assume constant values in the plant operation range, $C_p = 4.18$ kJ/kg and $\rho = 1000$ kg/L, respectively.

The prices of steam, cooling water and electricity are calculated internally in the company, so their values are omitted here due to confidentiality agreements.

The HPs selected capacity ($Q = 500$ kW) and the energy efficiency ratio (EER = 4) were taken from the spec sheets provided by the manufacturers of these equipment [21–23]. Note that the number of heat pumps to use and their layout are decision variables in the model, but the maximum number of HP to install depends on the elements stated for sets $B$ and $\mathcal{H}_{\mathcal{P}}$. For this case study, we have estimated that 15 blocks ($|B| = 15$) with 3 HPs each ($|\mathcal{H}_{\mathcal{P}}| = 3$, 45 HPs in total), provide enough design flexibility to find optimal solutions. If the results of the optimization would indicate that either all heat pumps in a row or fifteen heat pumps in parallel are required, such sets would be expanded.

Finally, the water availabilities at the two sources and their temperatures, the state of fouling of each evaporation plant, and the demand of each product, can change over time. Thus, different scenarios have been posed accordingly, in order to take into account different expected operation conditions. Note that the cost of operating the network without heat pumps also depends on the value of these parameters and conditions so, to be fair, it will be computed also via optimization with the proposed model, but forcing no inclusion of HPs.
4.3. Two-Stage Stochastic Formulation

The aim of stochastic programming is to find optimally robust decisions in problems that involve uncertainty. In this case, the main objective is to know how many heat pumps to buy, considering that there are some input variables in the model whose future evolution is uncertain. Hence, these model inputs are treated as stochastic variables and, in a finite-dimensional formulation, different scenarios arise according to the different values considered in the variables, representing some probable future uncertainty realizations.

Table 2 summarizes the scenario set $S$ that has been considered for this case study according to the model inputs that are subject to variability. The scenarios have been built from the most common conditions observed in historical data recorded over a year of operation (mean values), plus adding the worst possible cases. $\phi$ indicates the percentage realization probability of each scenario respect to the rest.

Table 2. Scenarios defined according to expected operating conditions. Most probable values are in plain text whilst the less probable ones are colored in red.

| Scen. No | FS1 (m$^3$/h) | TS1 (°C) | FS2 (m$^3$/h) | TS2 (°C) | MTO (°C) | SPA (t/h) | SPB (t/h) | SPC (t/h) | SPD (t/h) | SPE (t/h) | $\phi$ (%) | OF (EUR/h) |
|----------|---------------|----------|---------------|----------|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1        | 680           | 10.0     | 690           | 9.00     | 30.0     | 42.2      | 13.9      | 66.0      | 15.6      | 14.2      | 20.0      | 386       |
| 2        | 680           | 16.0     | 690           | 18.0     | 30.0     | 42.2      | 13.9      | 66.0      | 15.6      | 14.2      | 20.0      | 516       |
| 3        | 680           | 13.0     | 690           | 13.5     | 30.0     | 20.5      | 24.7      | 33.0      | 43.2      | 12.9      | 20.0      | 358       |
| 4        | 680           | 13.0     | 690           | 13.5     | 30.0     | 38.2      | 29.3      | 62.3      | 18.2      | 15.4      | 20.0      | 515       |
| 5        | 580           | 13.0     | 620           | 13.5     | 30.0     | 42.2      | 13.9      | 66.0      | 15.6      | 14.2      | 11.0      | 457       |
| 6        | 680           | 13.0     | 690           | 13.5     | 27.0     | 42.2      | 13.9      | 66.0      | 15.6      | 14.2      | 6.00      | 448       |
| 7        | 580           | 16.0     | 620           | 18.0     | 30.0     | 42.2      | 13.9      | 66.0      | 15.6      | 14.2      | 2.20      | -         |
| 8        | 680           | 16.0     | 690           | 18.0     | 27.0     | 42.2      | 13.9      | 66.0      | 15.6      | 14.2      | 0.700     | -         |

Note that there are two scenarios (n° 7 and 8) where it is not possible to fulfil all the constraints without heat pumps for the given operation conditions (infeasible problems). Thus, the payback computation (26) cannot be performed for these scenarios (OF in cannot be computed). Nevertheless, note that they will be included in the design optimization anyway (in the objective function and rest of model constraints). Moreover, as the sum of their realization probability is lower than 3%, excluding them from the payback constraint will not vary the economic estimations significantly.

Following the two-stage stochastic approach, we consider that only the number of heat pumps to purchase ($N$) is the first-stage variable (here and now decision) and the rest of variables in the model are of second stage, as they can be adapted to each uncertainty realization (recourse variables). Thus, all these variables and the involved constraints are extended with a new sub-index $i \in S$ that refers to the scenario numbers listed in Table 2 (e.g., the evaporation load now will depend on the evaporation plant $ev$, the product $p$, and the scenario $i$: $EC_{ev,p,i}$).

4.3.1. Monolithic Formulation

It may happen that the optimal number of heat pumps to switch on in a particular scenario could be lower than the purchased heat pumps, i.e., using all the installed heat pumps could not be economically optimal if water availability and temperature are favorable for instance. Hence, $N$ can be defined as the maximum number of heat pumps used in all scenarios, as (27) shows.

To define the payback constraint, we can follow different approaches depending on the robustness level we want to consider. It is clear that the payback time horizon has to be computed with the number of purchased heat pumps, but this constraint could be applied for each scenario $i \in S \setminus \{7,8\}$ (hence it would consider the worst case) or just once, computing the weighted average for the different cases according to the probability
φ assigned to each one. In the proposed formulation we followed this second approach, so (26) is rewritten as (28):

\[
N := \max_i \sum_b \sum_{hp} Y_{b, hp, i}
\]  
\[
(27)
\]

Finally, the objective function to minimize is the weighted sum of the operation cost for each scenario according to its probability. Therefore, the resulting two-stage stochastic optimization problem is summarized by:

\[
\min_{X_{ev, p, i}, EC_{ev, p, i}, F_{ev, p, i}, Y_{b, hp, i}, Z_{b, i}, s_{b, i}} \sum_i OF_i \varphi_i = S\sum_i OF_i \varphi_i 
\]  
\[
(29)
\]

The results of the optimization will give the optimal number of heat pumps to purchase as well as, for each scenario: the HPs to be used and their connection layout, the cooling-water distribution, and the product allocation to plants. Everything assuring the average payback time \( RP \) in (28) is fulfilled.

Nevertheless, the presence of discrete and continuous variables as well as the non-linear dependency among them in many constraints, make (29) be a non-convex mixed integer nonlinear programming (MINLP) problem, with a relatively high number of decision variables. In order to overcome the typical issues of slow solution convergence and high computational demands in a centralized formulation, we propose a suitable problem decomposition.

4.3.2. Decomposed Formulation

The reader may have noted that the only shared variable among all scenarios in the optimization problem (29) is the number of heat pumps to buy \( N \), arising in the payback complicating constraint. Thus, removing (28), the optimization of each scenario minimizing subject to (2)–(18) can be solved independently, hence computed in parallel. Therefore, the key is to develop an upper-layer master problem to ensure the payback constraint.

The payback time can be computed once the results of each scenario are obtained, and then be compared with the desired \( RP \) value. However, this simple calculus does not ensure that the constraint is fulfilled. To solve this, an iterative procedure could be applied. First, each scenario is solved independently and, with the locally obtained results, (27) and (28) can be computed. If (28) is fulfilled, that is it, an optimal solution is reached. (of course, the provided guarantees are just for local optimality if gradient-based MINLP solvers are used, as the problem is non-convex). If not, the available number of heat pumps to use needs to be lower than the suggested in the current iteration \( k \). To impose this, we incorporate the new constraint set (30) onto the model that forces the maximum number of heat pumps to use is lower than a predefined parameter \( N^{[k]} \in \mathbb{N} \), whose value has been obtained by (27) in the previous iteration \((k - 1)\) and updated to \( N^{[k]} = N^{[k-1]} - 1 \).

\[
\sum_b \sum_{hp} Y_{b, hp, i} \leq N^{[k]} \quad \forall i \in S
\]  
\[
(30)
\]

In the next iteration, we will have the results of each scenario according to this constraint, so the master problem can check again if (28) is fulfilled. This iterative procedure is formalized in Algorithm 1 below.
Algorithm 1. Decomposed iterative optimization

1: Set $k = 0$ and minimize subject to (2)–(18) for all scenarios
2: Compute $N[k]$ through $N$ defined in (27)
3: While (28) is not fulfilled do:
4:   $N[k] = N[k-1] - 1$
5:   Minimize (25) subject to (2)–(18) and (30) for all scenarios
6:   Compute the overall weighted operation cost of (30) from the scenario costs obtained in Step 5
7:   Go back to Step 2

Note that decomposition approach provides (local) optimality guarantees because: parameter $N[k]$ only can take non-negative integer values; and RP is monotonic with respect to $N[k]$, i.e., the payback time increases with the number of purchased heat pumps. This is because (28) is affine in $N$ and the savings increment provided per year attenuate with the number of purchased HPs, see results in next section. In fact, thanks to these features, Algorithm 1 converges to a solution in, at most, $N[0]$ iterations.

Note that this procedure is equivalent to the stochastic centralized formulation (30) but the computational demand and time to obtain a solution is significantly reduced, as the scenario optimizations in each iteration are solved independently, in a simultaneous fashion if parallelized. Thus, the computation time in each iteration is the one of the most demanding scenario.

4.4. Results

Following the methodology described in the previous section, we have obtained the results showed in Figures 3 and 4, where the percentage of savings is the difference between the operation cost of the current network (OF) and the new cost with heat pumps predicted by the model (OF), normalized by the current cost (OF).

![Figure 3. Savings percentage according to the purchased heat pumps for each scenario.](image)

The behavior of the system is that, as more cooling water goes through the SCs, the more efficient the evaporation plants are and, consequently, the less steam consumption is needed by them to achieve the evaporation demand. Consequently, the more heat pumps, the more cooling water may be recirculated and available to use it in the SCs. Nevertheless, at some point, the savings for the reduction of steam consumption are not high enough to compensate the electricity costs to switch on many heat pumps. Hence, each scenario has a different amount of heat pumps on to reach optimal operation, i.e., the lowest operation cost.
In this regard, the numbers in Figure 3 show how the percentage of savings obtained in each scenario increases with the number of purchased HPs, but only until the optimal number of HPs switched on is reached. Thus, when the purchased HPs exceeds the number of those that are optimal for a scenario, the savings remain constant.

If we focus in the payback time, showed in Figure 4, it increases with the number of purchased HPs, as expected due to the monotonic behavior of (28) with respect to $N$. Although buying more HPs increases the savings, they progressively loose influence to compensate the increased initial investment, so that the payback time also increases. In addition, this increment is not linear and vanishes with as the number of HPs increases. Hence, when a scenario reaches its highest possible savings, increasing the purchased HPs will only increment the payback time.

Note that Figures 3 and 4 depict values in a range $N \in [1, 10]$. This is because the first iteration applying Algorithm 1 already computed $N[0] = 10$, i.e., the highest number of used heat pumps was 10, obtained for Scenario 4. Therefore, purchasing more HPs does not make sense because it does not translate in more steam savings, as the trends in Figure 3 clearly show. From that upper value, we followed the proposed procedure, decreasing $N$ in each iteration until $N = 1$ just to show a complete view of the system behavior. For the actual case, where RP must be as maximum 3 years, the number of heat pumps to buy is six, stopping the algorithm after five iterations. This choice predicts obtaining 22.7% average steam savings. Note that some scenarios would obtain more savings with more heat pumps, but their realization probability is not enough to compensate the required investment to be amortized in three and a half years. Nonetheless, the door to buy and additional HP in the future is open if conditions vary.

It is important to note that scenarios 7 and 8, which are not included in the payback computation, are indeed feasible with HP integration. In this way, investing in HP integration can assure not only mere resource savings but also that the site would keep production capacity in extreme conditions, what is not possible currently.

Additionally, note that although the optimal number of HPs to purchase is six, the optimal number of them to switch on will vary with time, according to the operation conditions.

With respect to the installation layout, for scenarios 1 to 6 the optimizer chooses to connect all suggested heat pumps in parallel (Figure 5a). Nevertheless, for scenarios 7 and 8, the layout would be:
- Scenario 7: four HP blocks in parallel where two of them have two HPs connected in series (Figure 5b).
- Scenario 8: five HP blocks in parallel, with only one of them having two HPs connected in series (Figure 5c).
Therefore, the proposed installation layout is a matrix of six heat pumps, initially connected in parallel, but with two of them having the possibility to drive its outlet into the inlets of other two, in order to connect these HPs in series. This piping configuration is easily implementable with on/off valves in the entries and outlets of the involved heat pumps (represented with a black circle in Figure 5).

Finally, the only question that remains open is how the HPs should be incorporated into the actual network layout, regarding what to do with the outlet flow from the HPs section. For most scenarios, the suggestion for such a flow is complete recirculation to the inlet of Subnet 2. Nonetheless, when the inlet temperature from the sources is quite high, or in the hypothetical cases where the maximum temperature allowed by the environmental regulation (MTO) decreases, the computed results suggest recirculating only part of the flow as the most beneficial course of action. The remaining part will join the water going to the river. Therefore, the optimal installation design is to incorporate a flow control valve at the outlet of the HPs section, able to modify the flow that goes each way, i.e., the values of $F_M$ and $F_N$ in Figure 2.

5. Network Optimal Operation

Once the incorporation of the new equipment into the network is designed, the only remaining issue is to operate the network in the best efficient way. In addition to know the evaporation load that each evaporation plant must process regarding the demand of the different products, and the cooling water distribution according to the to the availability of the sources, now it is also needed to know how many HPs connect, as it depends on the actual conditions arising in real time. This kind of problem is too complex for a human operator/manager due to the large number of alternatives arising from the combinatorial problem. In the best case, the human network driver would find a set of control set points based on its experience that is suboptimal, looking just for a feasible one in the worst case. Therefore, a decision support system (DSS) with embedded model-based mathematical optimization is desirable to help in this daily task.

5.1. Real-Time Optimization

Here, we will widen the solution provided in [18] in order to take into account the incorporation of heat pumps. The increment of available cooling water due to the heat pumps not only would change the cooling-water distribution but also might change the load allocation. Furthermore, we need to incorporate the decision of how many heat pumps to connect in the RTO formulation.

Hence, we reuse the mathematical formulation of the previous section to develop an RTO tool that determines the optimal operation set points according to the real-time conditions. The optimization problem to solve is the same as the one in the decomposed approach for a particular scenario realization, i.e., to minimize the total cost of operating the network subject to (2)–(18) and (30), taking into account that $N^{[k]}$ in (30) is now fixed to...
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six. Furthermore, to speed up the resolution by decreasing the number of useless decision variables by setting that the set $B$ only includes 6 elements ($|B| = 6$) and set $HP$ will include just three elements ($|HP| = 3$), according to the layout configuration of Figure 5.

The parameters and input values which depend on the operation conditions (the availability of the cooling water sources and their inlet temperatures, the fouling states of plants and SCs, and the demand of the different products) will be supplied to the RTO by the site information technology (IT) system. As the RTO is coded in Pyomo—Python, one way to do that would be through PIconnect [24], which grants access to the OSIsoft Plant Information (PI) system to update the needed data. Currently, as the purchase of HPs is not yet materialized, the RTO has been tested off-line, accessing to the historical plant data in the PI system. Nevertheless, it could actually access the PI system in real time to automatically get current values of the plant variables in a kind of what-if analysis fashion.

Using six heat pumps, the number of decision variables in the RTO is 186, from which 93 are binary. As for RTO we require obtaining solutions in short time periods, we have used the NLP-based branch-and-bound algorithm Bonmin [25], at the price of possibly reaching a local optimum from time to time.

With this setup, the average time to get a solution with zero relative gap (in nonconvex MIP this value is just informing that the branch-and-bound process ended, but it does not mean that the global optimum is found) is ~20 s in an i7 Intel CPU workstation. This computational time is considered suitable, as the frequency to account for sensibly observable changes in the evaporation demand or sources availability is more than twenty minutes.

5.2. Human–Machine Interface Design

As the final aim of the RTO is to support operators and plant managers on the daily management of the network, we need to provide them with a friendly interface where the results of the optimization translate also into clear directives to perform by the human. Thus, the person in charge can take a look at the presented suggestions and combined with his expert knowledge, decide how to proceed.

According to the plant personnel preferences, we designed the interface in MS Excel. It displays the important information and suggested actions, previously computed by the RTO in the backend. The connection between Python and MS Excel is done via OpenPyXL [26]. It is noteworthy that this is a bi-level interface, where plant engineers have further access to modify some optimization parameters and model coefficients in case that something in the network layout changes (for example incorporation another heat pump).

The interface developed for the operator extends the one they already have to manage the plants evaporation load: it shows the solution obtained with the RTO on a dashboard. Figure 6 shows an example with the results obtained for some conditions read from historical data, as the tool has not been implemented yet.

Note in the picture that there is a two-column panel at the right side. The first column indicates the total evaporation load processed by all the plants, and the second one is the evaporation demand for each product. These two need to match for the allocation to be right. At the bottom we have included three more display panels. The first one on the left indicates if each heat pump should be switched on (also in green) and how it should be connected, displaying a P if the connection is in parallel or an S if it is in series. If the heat pump should be off, the cell will be in dark gray. The next panel shows the flow that should go to each side after the heat pumps (to be recirculated or to be mixed with the outflow that goes to the river).

Finally, the right-side panel shows the total cost of operating the network in the current conditions versus the cost predicted with the proposed distribution. Moreover, the savings that will be presumably achieved by applying the optimized distribution are explicitly displayed in order to encourage the operator to follow the recommendations proposed by the tool.
6. Remarks and Outlook

In this paper we revisited two important problems in process systems engineering from an integrated perspective: the optimal design for the incorporation of new equipment into an existing facility, and the optimal operation of the modified system.

Our approach is in line with the ideas brought up by the digitalization and the so-called Industry 4.0 paradigm, providing useful information from process knowledge and collected data, and making it accessible in a comprehensible way for the plant personnel.

Taking an industrial network of evaporation plants in a viscose-fiber production facility as the example to illustrate these ideas, we first developed a rigorous mathematical model of the network including all the possible layouts of the new equipment to be incorporated, as well as of its potential connections. Based on this model, we have formulated an optimization problem which indicates the optimal layout of the equipment in such a way that the operation cost of the whole network would be minimum. However, as the results depend on the operation conditions, whose future realizations are somehow uncertain, we built a two-stage stochastic formulation with different scenarios that intend to cover reasonably the plausible operation conditions. The first approach was to formulate the optimization problem in a monolithic way, but due to the characteristics of the resulting optimization problem (MINLP problem), we proposed an equivalent decomposed approach. Such an approach is possible because the individual formulations for each scenario are only linked by a single constraint (payback time horizon) involving a shared variable (number of HPs to purchase). Moreover, as the shared variable is an integer positive number and the payback-time constraint is monotonic with such a variable, the solution is proven to be obtained in few iterations with the proposed algorithm for decomposition of the monolithic problem.

Analyzing the solutions, we got the best configuration considering the payback time that the company considers acceptable. In general, the benefits increase with the number of used heat pumps, up to an extent, as more recirculated water involves lower steam consumption. However, at some point the reduction cost of steam does not compensate...
the electrical cost of installing more heat pumps. It is worth mentioning that the optimal number of heat pumps to use and its layout depend on each scenario.

Consequently, once the optimal design is found considering the operating conditions, the daily operation is to be addressed. For such a task, an RTO was built based on the same model of the network, already developed. From the current plant situation (real-time collected data), this tool suggests the optimal connection of heat pumps, the evaporation-load allocation and the cooling-water distribution according to an economic criterion. Consequently, the proposed system architecture is able to quickly react to disturbances or load changes. Nevertheless, the human operator needs to be in the loop, so a tailored HMI that displays the key information computed by the RTO needs to be provided in order to ease the visualization of the results and to help him/her in this complex decision-making process. However, in our case study such a tool has not been tested online in the site, as the company is still evaluating the acquisition of the heat pumps. Therefore, that will be the next step as soon as the site is ready.
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