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Probabilistic semi-nonnegative matrix factorization: a Skellam-based framework

Benoit Fuentes and Gaël Richard

Abstract—We present a new probabilistic model to address semi-nonnegative matrix factorization (SNMF), called Skellam-SNMF. It is a hierarchical generative model consisting of prior components, Skellam-distributed hidden variables and observed data. Two inference algorithms are derived: Expectation-Maximization (EM) algorithm for maximum a posteriori estimation and Variational Bayes EM (VBEM) for full Bayesian inference, including the estimation of parameters prior distribution. From this Skellam-based model, we also introduce a new divergence $D$ between a real-valued target data $x$ and two nonnegative parameters $\lambda_0$ and $\lambda_1$ such that $D(x | \lambda_0, \lambda_1) = 0 \iff x = \lambda_0 - \lambda_1$, which is a generalization of the Kullback-Leibler (KL) divergence. Finally, we conduct experimental studies on those new algorithms in order to understand their behavior and prove that they can outperform the classic SNMF approach on real data in a task of automatic clustering.

Index Terms—Semi-Nonnegative Matrix Factorization, Skellam Distribution, Clustering, Bayesian inference

1 INTRODUCTION

Matrix factorization, which consists in expressing or approximating a given matrix $X$ as the product of two matrices $W$ (called atoms in this paper) and $\lambda$ (called activations in this paper), i.e. $X = W\lambda$ or $X \approx W\lambda$, has been widely used in data analysis, signal processing and machine learning over many decades. There is a large number of techniques to address this problem, including principal component analysis (PCA), independent component analysis (ICA) [1], or Dictionary Learning [2] just to name a few. In some applications where observed matrix $X \geq 0$, an additional constraint can be added to factors $W$ and $\lambda$ so they remain within the positive orthant, leading to the nonnegative matrix factorization problem (NMF) [3]. Beyond the innumerable applications of NMF that can be found in the literature, in fields such as astronomy [4], audio signal processing [5], bioinformatics [6], text mining [7], etc., there exists a great variety of theoretical work on NMF, focusing on different aspects of the problem [8]. Without being exhaustive, one can mention studies on objective functions [9], [10], efficient algorithms [11] or probabilistic interpretation [12], [13], [14].

More recently, in domains such as energy efficiency [15], gene clustering [16], template matching [17], hidden representation learning [18], or computational imaging [19], a number of studies have made use of an alternative model called semi-nonnegative matrix factorization (SNMF), where observed matrix $X$ is real-valued and where a nonnegativity constraint is added on the $\lambda$ factor, leaving $W$ unconstrained. SNMF was first introduced by Ding et. al. [20]. They define this problem as a classic optimization problem: given a matrix $X \in \mathbb{R}^{I \times J}$, and a rank $K$, solve

$$\min_{W \in \mathbb{R}^{I \times K}, \lambda \in \mathbb{R}^{K \times J}} \|X - W\lambda\|_F^2 \quad \text{such that } \lambda \geq 0,$$

where $\|\|_F$ is the Frobenius norm. As for classical NMF [3], this problem is solved by alternatively updating $W$ and $\lambda$. Update of $W$ is performed via least square method and update of $\lambda$ is performed via some multiplicative update which ensures the nonnegativity of $\lambda$. Following this first article on SNMF, a few theoretical studies have been conducted in order to better understand this problem or to provide alternative solutions. In [21] and [22], the notion of semi-nonnegative rank of matrix $X$ is introduced and SNMF algorithms under exact reconstruction constraint are developed. Gillis et. al. [22] also put forward improvements to the original SNMF algorithm in order to overcome some former drawbacks such as numerical instability or slowness of convergence. Other studies focus on interpretability of parameters $W$ and $\lambda$ by adding extra regularization terms. In [23], a constraint on $W$ is introduced in order to minimize the maximum angle between any two columns of $W$. In [15], the regularization term is designed to minimize the total variation of each row of $\lambda$.

Although there seems to be a growing interest in this problem, knowledge about SNMF is limited compared to that of NMF. In order to make our contribution, in this paper we formulate SNMF as a statistical inference problem by developing a probabilistic framework suitable for this type of semi-nonnegative model. This framework, called Skellam-SNMF, is based on the Skellam distribution. It is a generalization to signed data of either Poisson NMF [12] or probabilistic latent semantic analysis (PLSA) [13] – also known as probabilistic latent component analysis (PLCA) [14] – and its development into the fully-probabilistic latent Dirichlet allocation (LDA) model [24]. This will lead us to introduce a generalization to signed data of the Kullback-Leibler divergence, as an alternative to the classic Euclidean norm. We will also explain how to add priors on the model.
parameters as a way to perform regularization, and two inference algorithms will be developed in order to estimate factor matrices $W$ and $\lambda$: one for standard maximum $a$ posteriori estimation, and one for full Bayesian inference. Finally, we will see how to automatically infer the prior distribution of the parameters which shall open the path for online algorithms. By formulating it as a generalization of existing probabilistic models, the SNMF problem will benefit for future research from all improvements and enhancements that have been made on probabilistic NMF. We think for instance of generalized tensor factorizations [25], dynamic models [26], sophisticated ad hoc models [27], etc.

The paper is organized as follows. After having presented in section 2 some properties about the Skellam distribution, the Skellam-SNMF model is introduced in section 3. Sections 4 and 5 are dedicated to the derivation of two inference algorithms. In section 6 we conduct experiments on toy examples in order to better understand the behavior of our algorithms and we compare Skellam-SNMF with other SNMF methods on real data on a simple clustering problem. Finally, we present our conclusions and ideas for future work in section 7.

Before tackling the subject, let us present the notations that will be used in the sequel. The bold letters, whether upper or lower case, always refer to sets of scalars, including tensors or matrices. The letters $X$ and $Z$ are dedicated to observed data and hidden sources respectively. The letter $\lambda$ is always used for nonnegative parameters of Poisson or Skellam distributions. A bar an top indicates that the parameter is expressed as a function of other basic parameters (i.e. $\bar{\lambda}_s = \sum_n \lambda_{sn}$). Finally, the letter $\theta$ is used to designate a set of nonnegative parameters subject to normalization constraints.

## 2 Skellam distribution

Skellam-SNMF is based on a linear source mixture model where individual sources are modeled as Skellam random variables and we present in this section important properties about this distribution. All proofs are reported in the supplementary material. A Skellam random variable (r.v.) $X$ is defined as the difference of two independent Poisson r.v.

$$
\begin{align*}
X_0 & \sim \text{Pois}(\lambda_0) \\
X_1 & \sim \text{Pois}(\lambda_1)
\end{align*}
\implies X = X_0 - X_1 \sim \text{Skell} (\lambda_0, \lambda_1)
$$

(2)

Parameters $\lambda_0$ and $\lambda_1$ are nonnegative and mean and variance of $X$ are given by

$$
\begin{align*}
\langle X \rangle &= \lambda_0 - \lambda_1, \\
\text{Var}(X) &= \lambda_0 + \lambda_1.
\end{align*}
$$

(3)

There exists several equivalent expressions for the Skellam distribution [28] and the one that will be used in this paper is the following:

$$
P(X = x) = \frac{\theta F_1(|x| + 1, \lambda_0 \lambda_1)}{\Gamma(|x| + 1)} \prod_{s \in \{0, 1\}} e^{-\lambda_s} \lambda_s^{\max((-1)^s x, 0)}
$$

(5)

where $\theta F_1$ is the confluent hypergeometric limit function (which is closely related to the modified Bessel function of the first kind) and where $x \in \mathbb{Z}$. It is easy to verify that this distribution is simplified into the Poisson distribution if $\lambda_1 = 0$. A key property is that the sum of independant Skellam r.v. $Z_n \sim \text{Skell} (\lambda_{0,n}, \lambda_{1,n})$ is also a Skellam r.v.

$$
X = \sum_n Z_n \sim \text{Skell} \left( \sum_n \lambda_{0,n}, \sum_n \lambda_{1,n} \right)
$$

(6)

We refer $\{Z_n\}$ as the hidden Skellam sources and $X$ as the observed mixture or observed data. Besides, the underlying Poisson r.v. $\{Z_{sn} \sim \text{Pois}(\lambda_{sn})\}_{s \in \{0, 1\}, n}$ such that $Z_n = Z_{0,n} - Z_{1,n}$ are called hidden Poisson sources.

Now, we are interested in the posterior distribution of those hidden Poisson sources given the observed mixture, since it will be useful during the derivation of the statistical inference algorithms used later on. First, it can be proven that the expectation of this posterior distribution is given by:

$$
\langle Z_{sn} \mid X = x \rangle = \lambda_{sn} \frac{\max((-1)^s x, 0)}{\lambda_s} + \frac{\lambda_{1-s}}{|x| + 1 + \sqrt{\lambda_0 \lambda_1} R_{|x|+1}(2\sqrt{\lambda_0 \lambda_1})}
$$

(7)

where $\lambda_s = \sum_n \lambda_{sn}$ for $s \in \{0, 1\}$ and where $R_x(z)$ is the ratio of modified Bessel functions of the first kind [29]:

$$
R_x(z) = \frac{I_{x+1}(z)}{I_x(z)}.
$$

(8)

Then, using Bayes rule, one can give the full posterior distribution of $Z = \{Z_{sn}\}$ with respect to $X$ and parameters $\lambda = \{\lambda_{sn}\}$:

$$
P(Z = z \mid X = x) = p(z; \lambda, x)
$$

(9)

with

$$
p(z; \lambda, x) = D(\lambda, x) \prod_{s \in \{0, 1\}} \lambda_{sn}^{-z_{sn}} \prod_{s \in \{0, 1\}} 1_{\{x = \sum_n z_{0,n} - z_{1,n}\}}
$$

(10)

where $\mathbb{1}$ is the indicator function and where

$$
D(\lambda, x) = \prod_s \frac{\Gamma(|x| + 1, \lambda_{sn})}{\Gamma(|x| + 1)}
$$

(11)

is the normalization factor. To our knowledge, such a distribution has not yet been introduced in the literature. We decide to name it the diffNominal distribution, as a reference to the equivalent multinomial law in the Poisson mixture case:

$$
(Z \mid X = x) \sim \text{DiffNominal}(x; \lambda).
$$

(12)

It is easy to verify that the diffnomial law is indeed simplified into a multinomial law if $\lambda_1$ and $z_{1,n}$ are set to 0 for all $n$.

Now we have presented all necessary background preliminaries, the Skellam-SNMF model can be introduced.

1. It is a well known result that if $Z_n \sim \text{Pois} (\lambda_n)$ for $n = 1 \ldots N$ and if $X = \sum_n Z_n$, then $\{Z_n\} \mid X$ follows a multinomial distribution.
3 Skellam-SNMF: the generative model

We aim at approximating a matrix $X$ as a factorization of two matrices $X \approx W\lambda$ where $W \in \mathbb{R}^{I \times J}$ contains real values and $\lambda \in \mathbb{R}^{K \times J}$ only nonnegative ones. The main idea in Skellam-NMF is to express atoms matrix $W$ as the difference between two nonnegative matrices $W = \theta_0 - \theta_1$ and then to consider that each coefficient $X_{ij}$ is drawn from a Skellam distribution $X_{ij} \sim \text{Skell}([\theta_0 \lambda]_{ij}, [\theta_1 \lambda]_{ij})$. An appropriate estimator for parameters $\theta_0$, $\theta_1$ and $\lambda$ will try to make the expected value of Skellam distribution $[\theta_0 \lambda]_{ij} - [\theta_1 \lambda]_{ij}$ as close as possible to the observed data and then have the best possible approximation $X \approx \hat{X} = \theta_1 \lambda - \theta_0 \lambda = W\lambda$. With this generative model, only integers are allowed for the coefficients of $X$. For real-valued data, the idea is to consider $X$ as the mean of $M$ Skellam-distributed matrices $X = \frac{1}{M} \sum_{m=1}^{M} X^m$ and then make $M$ tends towards $\infty$.

3.1 Normalization constraints on atoms

From now on, we gather the two matrices $\theta_0$ and $\theta_1$ in a single tensor $\theta = \{\theta_{sik}\}_{s \in \{0,1\}, i=1,..,I, k=1,..,K}$ also called atoms herein. We decide to add the following normalization constraint on $\theta$:

$$\forall i, \sum_{s} \theta_{sik} = 1. \quad (13)$$

In order to notify such a constraint, we will use notation $\theta_{sik}$ instead of $\theta_{sik}$. This presents many advantages. First of all, it overcomes an homogeneity flaw that happens when the observed data $X$ has a physical dimension, such as Watts (W), lumen (lm), etc.: since $X = W\lambda$ should have the same physical dimension, it makes more sense to have one normalized factor with no dimension whatsoever and one factor that carries the physical dimension, than two factors that would be expressed in square root of the dimension. Then, a practical advantage is that this constraint leads to the following simplification

$$\sum_{i,j,k} \theta_{sik} \lambda_{kj} = \sum_{k} \lambda_{kj} \quad (14)$$

which facilitates the derivation of both inference algorithms presented in sections 4 and 5. It also naturally prevents any estimation algorithm from numerical stability problems, with for instance atoms tending towards very small values and activations tending towards very high ones. Finally, it removes a well known identifiability problem, namely the scale invariance between columns of $W$ and rows of $\lambda$. Note that the choice to apply a normalization constraint on atoms $\theta$ is arbitrary and we could have normalized activations instead.

3.2 Priors on parameters

We consider the possibility of adding priors on parameters as a way to both get rid of all identifiability problems that might remain and to add regularization terms in the objective function to be optimized. This can help to find more relevant estimates for the parameters, depending on the application. In order to stay in a easy-to-compute probabilistic framework, we suggest the use of conjugate priors for the Skellam likelihood function, which happens to be Gamma priors for non-normalized parameters $\lambda_{kj}$ and Dirichlet priors for normalized parameters $\theta_{sik}$.

3.3 The generative model

Now, we can detail the full generative model of Skellam-SNMF. In order to consider both cases according to whether $X$ is composed of integers or real numbers, we let the number $M$ undefined. Just be aware that the two values of interest are $M = 1$ for integer data or $M \rightarrow \infty$ for real data. Note also that we are going to artificially over-parameterize our model by defining $M$ atoms tensors and $M$ activations matrices. This will be discussed at the end of this section. The first step of the generative model is to draw parameters from their prior distributions:

$$\forall m = 1 \ldots M, \{\theta_{sik}\}_{s \in \{0,1\}, i=1,..,I, k=1,..,K} \sim \text{Dirichlet}(\{\alpha \varphi(s,i,k)\}_{s,i,k}) \quad (15)$$

$$\lambda_{kj} \sim \text{Gamma}(\alpha_{\psi(k,j)}, \beta_{\omega(k,j)}) \quad (16)$$

Here, $\alpha = \{a_0\}$ and $\beta = \{b_0\}$ are two sets of non-negative shape and rate hyperparameters, and $\varphi$, $\psi$ and $\omega$ are functions that map the parameters to the hyperparameters. Using such maps allows us to keep the possibility for several parameters to share a same hyperparameter, reducing then their number. Later, we will see how hyperparameters can be learned from the data, and such feature can be useful in order to avoid overfitting. However, we do not permit Gamma and Dirichlet parameters to share a same shape hyperparameter and one must have

$$\{\varphi(s,i,k)\}_{s,i,k} \cap \{\psi(k,j)\}_{k,j} = \emptyset. \quad (17)$$

The second step is to draw Poisson hidden variables (or hidden sources) depending on the parameters:

$$Z^m_{sik} \sim \text{Pois}(\lambda^m_{sik}) \quad (18)$$

with

$$\lambda^m_{sik} = \theta^m_{sik} \lambda^m_{kj} \quad (19)$$

Finally, observed data are computed as:

$$X_{ij} = \frac{1}{M} \sum_{k} Z^m_{s=0,ikj} - \sum_{m} Z^m_{s=1,ikj} \quad (20)$$

leading to Skellam independent random variables for $M \times$ the observed data:

$$MX_{ij} \sim \text{Skell}\left(\sum_{m} \lambda^m_{s=0,ij}, \sum_{m} \lambda^m_{s=1,ij}\right) \quad (21)$$

with

$$\lambda^m_{sij} = \sum_{k} \lambda^m_{sikj} \quad (22)$$

Possibly, we can also consider that some data are missing, meaning that $X_{ij}$ is observed only for a subset $O \subset \{1,..,I\} \times \{1,..,J\}$ of indexes $(i,j)$. We redefine then the set of observed data as

$$X_O = \{X_{ij}\}_{ij \in O} \quad (24)$$
The reason for over-parameterizing the model by drawing \( M \) independent pairs of atoms and activations is that otherwise the log-prior probability of the parameters would become negligible compared to the log-likelihood of the data as \( M \) grows, making the addition of priors useless. With \( M \) draws, priors are "counted" \( M \) times, which solves the problem. Now, the trick to getting back to a single atoms factor and a single activations factor is to constrain, when we seek to infer the parameter values, the estimates of \( \theta^m \) and \( \lambda^m \) to be pairwise equals, i.e. \( \exists (\theta, \lambda), \forall m, (\theta^m, \lambda^m) = (\theta, \lambda). \)

At this point, any statistical inference algorithms can be applied in order to estimate the best value for the parameters given observed data \( X \). In the two following sections, we focus on the Expectation-Maximization (EM) algorithm and the Variational Bayes EM algorithm.

4 Skellam-SNMF with EM algorithm

4.1 Objective function and emergence of a new divergence

In order to estimate the parameters of our model, one can use the Expectation-Maximization algorithm [30] which aims at finding a local maximum of the log-posterior probability of the parameters given the data. In the case of the generative model presented in previous section, the Bayes rule can be used to compute it:

\[
\ln P\left(\{\theta^m\}, \{\lambda^m\} \mid MX\right) = \ln P\left(MX \mid \{\theta^m\}_m, \{\lambda^m\}_m\right) + \sum_m \ln P(\theta^m) + \sum_m \ln P(\lambda^m) + cst
\]

where \( cst \) does not depend on the parameters. Each of the other terms can be computed using equations (15), (16), (21) and the definition of the corresponding distributions. If now we add a normalization factor \( \frac{1}{M} \) so that this quantity does not tend toward \(-\infty\) as \( M \) goes to \(+\infty\), and if we consider, as justified before, only values of parameters such as \( \forall m, (\theta^m, \lambda^m) = (\theta, \lambda) \), we can define the objective function that the EM algorithm will optimize as:

\[
f_M^X (\theta, \lambda) = \frac{1}{M} \ln P\left(\{\theta^m = \theta\}_m, \{\lambda^m = \lambda\}_m \mid MX\right) - \sum_k \ln \lambda_k - \beta \lambda_k^{\alpha}
\]

\[
= \sum_{kj} (\alpha_{\psi(k,j)} - 1) \ln \lambda_k + \sum_{sk} (\alpha_{\psi(s,k)} - 1) \ln \theta_{sk} + cst/M
\]

where

\[
\mathcal{L}_M^X (\theta, \lambda) = \frac{1}{M} \ln P\left(MX \mid \{\theta^m = \theta\}_m, \{\lambda^m = \lambda\}_m\right)
\]

can be interpreted as a data fitting term, and the other terms as regularization terms (\( cst/M \) is ignored thereafter). If \( X \) contains integer values (\( M = 1 \), equation (5) gives:

\[
\ln \left(\frac{\bar{F}_1(|X_{ij}| + 1, \sigma_{ij})}{\Gamma(|X_{ij}| + 1)} + \sum_s \lambda_{s_{ij}} + \max((-1)^s X_{ij}, 0) \ln \lambda_{s_{ij}}\right)
\]

\[
= \sum_{ij \in \Theta} \ln \left(\frac{\bar{F}_1(|X_{ij}| + 1, \sigma_{ij})}{\Gamma(|X_{ij}| + 1)} + \sum_s \lambda_{s_{ij}} + \max((-1)^s X_{ij}, 0) \ln \lambda_{s_{ij}}\right)
\]

with

\[
\sigma_{ij} = \tilde{\lambda}_{s_{ij}} = 1_{s=0,ij} \tilde{\lambda}_{s=1,ij}
\]

and \( \lambda_{s_{ij}} \) given by equations (19) and (22). If \( X \) is real-valued (\( M = +\infty \)), it can be proven using asymptotic expansion of \( \bar{F}_1 \) (see supplementary material) that:

\[
\mathcal{L}^\infty_X (\theta, \lambda) = - \sum_{ij \in \Theta} \mathcal{D} (X_{ij} \mid \tilde{\lambda}_{s=0,ij}, \tilde{\lambda}_{s=1,ij})
\]

with

\[
\mathcal{D} (x \mid \lambda_0, \lambda_1) = \sum_{s \in \{0, 1\}} \lambda_s - \max((-1)^s x, 0) \ln \lambda_s
\]

\[- \sqrt{x^2 + 4\lambda_0 \lambda_1} + |x| \ln \left(\frac{|x| + \sqrt{x^2 + 4\lambda_0 \lambda_1}}{2}\right).
\]

The function \( \mathcal{D} (x \mid \lambda_0, \lambda_1) \) can be seen as a divergence function: it is indeed always positive or null by construction and vanishes if and only if \( x = \lambda_0 - \lambda_1 \). It is actually a generalization to signed data of the Kullback-Leibler (KL) divergence \( D_{KL} \) since \( \mathcal{D} (x \mid \lambda_0, 0) = D_{KL} (x \mid \lambda_0) \) for nonnegative values of \( x \). Note also that as for the KL divergence, it respects the following property:

\[
\forall \mu > 0, \mathcal{D} (\mu x \mid \mu \lambda_0, \mu \lambda_1) = \mu \mathcal{D} (x \mid \lambda_0, \lambda_1).
\]

To our knowledge, this divergence has never been introduced in the literature.

4.2 Derivation of the EM algorithm

Each iteration of the EM algorithm consists of two steps. First the expectation step, were the log-likelihood of the complete data \( Y \) (observed and latent variables) is computed as well as its conditional expectation given current estimates for the parameters. Then the maximization step, where this last quantity is maximized with respect to the parameters. For the definition of \( Y \), we can either include or exclude missing data and latent sources that are linked to them. We decide to include them for a practical reason: when deriving the algorithm, it allows to perform simplification (14) at some point, and without it, we would not have a simple closed form solution in the maximization stage. The downside in return is that it might slow down the speed of convergence, since it is a known feature of the EM algorithm that the more hidden variables compared to number of observed data, the slower the convergence. Curious readers may refer to the supplementary material, where the derivation of the EM algorithm is fully detailed. The computation is quite straightforward once the formula of the posterior expectation of the hidden sources (7) is known. The resulting update rules for the parameters are summarized in Algorithm 1.

5 Full Bayesian inference

5.1 VBEM: Motivations and general guidelines

Whether it is to estimate the posterior distribution of the parameters given the observed data and the hyperparameters, to perform hyperparameters estimation or to compare two given models, full Bayesian methods can be very useful. Here we focus on one of them called Variational
Bayesian EM (VBEM) [31]. It allows both to find an approximation of the posterior distribution of parameters and hidden variables (we regroup them into a single variable $\mathbf{W} = (\mathbf{Z}, \theta, \lambda)$):

$$Q(\mathbf{W}) \approx P(\mathbf{W} \mid \mathbf{X}_\mathcal{O})$$

and to compute the Evidence Lower BOund (ELBO) $\mathcal{E}$, a lower bound for the log-evidence of the data, which has generally no closed-form solution:

$$\mathcal{E}(\mathbf{Q}; \mathbf{X}_\mathcal{O}) \leq \ln P(\mathbf{X}_\mathcal{O})$$

with

$$\mathcal{E}(\mathbf{Q}; \mathbf{X}_\mathcal{O}) = \sum_{\mathbf{W}} Q(\mathbf{W}) \ln \frac{P(\mathbf{W}, \mathbf{X}_\mathcal{O})}{Q(\mathbf{W})}$$

and

$$P(\mathbf{X}_\mathcal{O}) = \sum_{\mathbf{W}} P(\mathbf{W}, \mathbf{X}_\mathcal{O}).$$

The goal of VBEM is to maximize $\mathcal{E}(\mathbf{Q}; \mathbf{X}_\mathcal{O})$ with respect to $\mathbf{Q}$. To do so, $Q(\mathbf{W})$ is usually factorized as

$$Q(\mathbf{W}) = \prod_{n=1}^{N} q_n(\mathbf{W}_n)$$

where $W_1, \ldots, W_N$ is some partition of all latent variables $\mathbf{W}$. It is shown that the following update rules for the $q_n$ distribution make the ELBO non decreasing (the notation $\langle f(x_1, \ldots) \rangle_{q(s,i)}$ is used for the expected value of $f(x_1, \ldots)$ taking $q(s,i)$ as the probability distributions for $x_1, \ldots$):  

$$\ln q_n(\mathbf{W}_n) = \langle \ln P(\mathbf{W}_1, \ldots, W_N, \mathbf{X}_\mathcal{O}) \rangle_{q_{n'}(\mathbf{W}_{n'})} + \text{cst.}$$

For the following, we define the normalized ELBO as

$$g^M(\mathbf{Q}; \mathbf{X}_\mathcal{O}) = \frac{1}{M} \mathcal{E}(\mathbf{Q}; \mathbf{X}_\mathcal{O}),$$

which turns out to be well defined when $M$ tends towards infinity. This corresponds to the objective function to be maximized.

### 5.2 Derivation of VBEM algorithm

Because this will lead to VBEM algorithm that is “easy” to derive, we decide to take a fully factorized distribution for $\mathbf{Q}$:

$$Q(\mathbf{W}) = \prod_{ij} q_{ij} \prod_{mkj} q_{mkj}(\lambda_{mkj}^m) \prod_{m} q_{\mathbf{Z}^m_{\mathcal{O}}}$$

Due to the symmetry with respect to $m$ of the generative process described in section 3.3, VBEM will give similar definitions and update rules for $q_{\lambda_{mkj}^m}$ and $q_{\mathbf{Z}^m_{\mathcal{O}}}$ for all $m$. This means that on condition that they are all initialized the same way – which we will suppose –, they will all be equals over the iterations and we can therefore ignore superscripts $m$. Note also that, for the same practical reason as for the EM algorithm (see subsection 4.2), hidden sources that are linked to missing data $\{\mathbf{Z}^m_{\mathcal{O}}\}_{ij \notin \mathcal{O}, s, k, m}$ are not excluded from $\mathbf{W}$. At each iteration, we update factor distributions according to equation (38) in the following order: first, updates of parameter distributions $\{q_{\lambda_{mkj}^m}\}_{mkj}$ and $\{q_{\mathbf{Z}^m_{\mathcal{O}}}\}_{mkj}$, and then updates of source distributions.

2. It turns out that due to normalization constraint on atoms (13), those updates can be performed independently from each other, and therefore the order does not matter.
\{q_\text{z}_{ij}\}_{ij}$. The detailed calculations are provided in the supplementary material and we report here the main results. By following these guidelines, we end up with the following posterior distributions:

\[
q_{\text{z}_{ij}} = \begin{cases} 
\Pi_{\text{msk}} \text{Pois}(\ell^m_{sikj}), & \text{if } ij \notin \mathcal{O} \\
\text{DiffNormal}(MX_{ij}, \{\ell^m_{sikj}\}_{\text{msk}}), & \text{if } ij \in \mathcal{O}
\end{cases}
\tag{41}
\]

\[
q_{\lambda_{kj}}^m = q_{\kappa_{kj}} = \text{Gamma}(\hat{\alpha}_{kj}, \hat{\beta}_{kj}),
\tag{42}
\]

\[
q_{\theta_{m}^k} = q_{\theta_0} = \text{Dirichlet}\left(\{\hat{\alpha}_{sik}\}_{st}\right)
\tag{43}
\]

where \(\ell^m_{sikj}\) can be computed from \(\hat{\alpha}_{kj}, \hat{\beta}_{kj}\) and \(\hat{\alpha}_{sik}\), and vice versa, leading to an EM-like alternative algorithm. A nice feature is that due to calculation simplifications, it is not necessary to explicitly compute the \(\ell^m_{sikj}\) variables. The resulting algorithm is described in algorithm 2 and is actually very close to the EM algorithm.

Now we have a definition for the \(Q\) distribution, the normalized ELBO \(g^M(Q, X)\) (39) can be computed explicitly thanks to equation (35). The developed formula is given in Appendix A. Just know that as for the EM algorithm’s objective function, it is composed of three terms that can be interpreted as a data fitting term and two regularization terms for atoms and activations.

5.3 Estimation of hyperparameters

Though it is not justified in theory, the ELBO is often used in the literature as a replacement for the log-evidence of data \(\ln P(X_{\mathcal{O}})\) (36) in order to perform model selection\(^3\) or hyperparameters estimation [12], [33]. For instance, in the specific case of Poisson-NMF and given a single observed matrix \(X\), it is explained in [12] how to infer the model order \(K\) and how to alternatively run the VBEM algorithm with fixed hyperparameters, and update the hyperparameters with fixed distribution \(Q\), as a way to improve the estimation of the model parameters.

Here, we focus on an alternative scenario, namely online learning of the hyperparameters given a collection of data \(\{X^1, \ldots, X^t, \ldots\}\), assumed to be independent and identically distributed (i.i.d.). The idea is to update the value of the hyperparameters after each run of the VBEM algorithm on a new observation, yielding an improved VBEM algorithm that is increasingly adapted to observations. To solve this problem, we first consider the case of batch estimation where the collection \(\{X^1, \ldots, X^T\}\) is fully supplied, and then explain how to switch from batch estimation to online estimation.

Assume that for each data \(X^t\), VBEM has provided a posterior approximation \(Q^t\), characterized by the “posterior hyperparameters” \(\hat{\alpha}_{kj}^t, \hat{\beta}_{kj}^t\) and \(\hat{\alpha}_{sik}^t\). We then wish to estimate the hyperparameters via maximization of the total normalized ELBO with respect to \(\alpha\) and \(\beta\) (in this section, \(g^M(Q, X)\) is renamed as \(g^M(Q, X; \alpha, \beta)\); note also that the value of \(M\) plays no role in the estimation of the hyperparameters):

\[
\hat{\alpha}, \hat{\beta} = \text{arg max}_{\alpha > 0, \beta > 0} \sum_t g^M(Q^t, X^t; \alpha, \beta)
\tag{44}
\]

where \(g^M(Q^t, X^t; \alpha, \beta)\) is given in appendix A. In order to perform this optimization, it is important to calculate the partial derivatives with respect to each hyperparameter with fixed \(Q^t\), even though \(Q^t\) is itself expressed as a function of \(\alpha\) and \(\beta\). There is no closed-form solution for this optimization, and therefore optimization algorithms must be employed. The proofs of the two following propositions can be found in the supplementary material.

**Proposition 1** (Hyperparameters estimation for gamma priors). For \(a \in \nu\{\{k, j\}\}\) (i.e. for shape hyperparameters linked to activations \(X\)), the following update rules make the normalized ELBO non-decreasing at each iteration (\(\kappa\) refers to the iteration number):

\[
\psi\left(\alpha_{a}^{(\kappa+1)}\right) = \frac{\sum_{(k, j) \in \nu^{-1}(a)} \ln \beta_{\nu(k)j}^{(\kappa)} + \gamma_{a}^{T}}{|\nu^{-1}(a)|},
\]

\[
\beta_{b}^{(\kappa+1)} = \frac{\sum_{(k, j) \in \omega^{-1}(b)} \alpha_{\nu(k)j}^{(\kappa)}}{|\omega^{-1}(b)|},
\]

where \(|\nu^{-1}(a)|\) is the cardinal of inverse image \(\nu^{-1}(a)\) and where

\[
\gamma_{a}^{T} = \frac{1}{T} \sum_{t=1}^{T} \sum_{(k, j) \in \nu^{-1}(a)} \left(\psi\left(\hat{\alpha}_{kj}^{t}\right) - \ln \hat{\beta}_{kj}^{T}\right),
\]

\[
\delta_{b}^{T} = \frac{1}{T} \sum_{t=1}^{T} \sum_{(k, j) \in \omega^{-1}(b)} \hat{\alpha}_{kj}^{t} / \hat{\beta}_{kj}^{T},
\]

\(\psi\) is the digamma function. Its inverse can be computed using Newton’s method (see Appendix C of [34]).

**Proposition 2** (Hyperparameters estimation for Dirichlet priors). For \(a \in \varphi\{\{s, i, k\}\}\) (i.e. for shape hyperparameters linked to atoms \(\theta\)), the following update rules make the normalized ELBO non-decreasing at each iteration (\(\kappa\) refers to the iteration number):

\[
\psi\left(\alpha_{a}^{(\kappa+1)}\right) = \sum_{sik \in \varphi^{-1}(a)} \psi\left(\sum_{s'k'} \alpha_{\varphi(s'k', k)}^{(\kappa)}\right) + \xi_{a}^{T},
\]

with

\[
\xi_{a}^{T} = \frac{1}{T} \sum_{t=1}^{T} \sum_{sik \in \varphi^{-1}(a)} \psi\left(\hat{\alpha}_{sik}^{t}\right) - \psi\left(\sum_{s'k'} \hat{\alpha}_{s'k'}^{t}\right).
\]

It is quite simple to switch to online estimation since quantities \(\gamma_{a}^{T}, \delta_{b}^{T}\) and \(\xi_{a}^{T}\) can be computed recursively:

\[
\gamma_{a}^{T+1} = (1 - c) \gamma_{a}^{T} + c \sum_{kj \in \nu^{-1}(a)} \left(\psi\left(\hat{\alpha}_{kj}^{T}\right) - \ln \hat{\beta}_{kj}^{T}\right),
\]

\[
\delta_{b}^{T+1} = (1 - c) \delta_{b}^{T} + c \sum_{kj \in \omega^{-1}(b)} \hat{\alpha}_{kj}^{T} / \hat{\beta}_{kj}^{T},
\]

\[
\xi_{a}^{T+1} = (1 - c) \xi_{a}^{T} + c \sum_{sik \in \varphi^{-1}(a)} \psi\left(\hat{\alpha}_{sik}^{T}\right) - \psi\left(\sum_{s'k'} \hat{\alpha}_{s'k'}^{T}\right).
\]

3. Note that some theoretical work about the consistency of ELBO based model selection has been put forward lately [32].
Algorithm 2: VBEM algorithm for Skellam-SNMF. $\psi = \frac{1}{\gamma}$ is the digamma function.

\begin{algorithm}
\textbf{Input:} $X, O, M$
\textbf{Output:} $\{\hat{\alpha}_{k,j}\}, \{\hat{\beta}_{k,j}\}$ and $\{\hat{\alpha}_{sik}\}$
\begin{align*}
\hat{\beta}_{k,j} &\leftarrow \beta_{\omega(k,j)} + 1 \\
1 &\text{initialize } \{\hat{\alpha}_{k,j}\} \text{ and } \{\hat{\alpha}_{sik}\} \\
2 &\ell_{k,j} \leftarrow \exp \left(\hat{\alpha}_{k,j}\right) / \hat{\beta}_{k,j}, \quad h_{sik} \leftarrow \exp \psi(\hat{\alpha}_{sik}) / \exp \psi(\sum_{s' \neq s} \hat{\alpha}_{s'i,k})
\end{align*}
\begin{algorithmic}[1]
\Repeat
\hspace{1em}/* Compute the model and the multiplicative updates */
\State $\ell_{sij} \leftarrow \sum_k h_{sik} \ell_{k,j}$
\State optional: compute objective function $g^M(\mathcal{Q}, X_O)$ (see Appendix A)
\State $\sigma_{ij} \leftarrow \ell_{s=0,ij} - \ell_{s=1,ij}$ if $ij \notin \mathcal{O}$
\State $U_{sij} \leftarrow \max((-1)^s X_{\omega(k,j)}) + \frac{\ell_{1-s,ij}}{\max((-1)^s X_{\omega(k,j)})}$ if $ij \in \mathcal{O}$ and $M = 1$
\State $U_{sij} \leftarrow \max((-1)^s X_{\omega(k,j)}) + \frac{2\ell_{1-s,ij}}{\max((-1)^s X_{\omega(k,j)})}$ if $ij \in \mathcal{O}$ and $M = \infty$
\State $U_{s_{\text{atoms}}} \leftarrow \sum_j U_{sij} \ell_{k,j}$
\hspace{1em}/* Update parameters */
\State $\hat{\alpha}_{k,j} \leftarrow \ell_{k,j} U_{s_{\text{atoms}}} + \alpha_{\nu(k,j)}$
\State $h_{sik} \leftarrow h_{sik} U_{s_{\text{atoms}}} + \alpha_{\nu(s,i,k)}$
\State $\hat{\ell}_{k,j} \leftarrow \exp \psi(\hat{\alpha}_{k,j}) / \hat{\beta}_{k,j}$
\State $h_{sik} \leftarrow \exp \psi(\hat{\alpha}_{sik}) / \exp \psi(\sum_{s' \neq s} \hat{\alpha}_{s'i,k})$
\Until convergence;
\end{algorithmic}
\end{algorithm}

with $c = \frac{1}{1 + T}$. Therefore, on the condition that a record of those three quantities is kept, as well as the number $T$, each time a new observation is provided, one can run VBEM, update $\gamma$, $\delta$ and $\xi$ and finally update $\alpha$ and $\beta$ using propositions 1 and 2.

Note that it may be interesting to fix the value $c$ once for all, independent of $T$, since it has two advantages. First, it prevents overfitting in the early stages of the process (small $T$). Second, it gradually erases the contributions of past observations, allowing the process to be resilient in case observations $\left(\mathbf{X}^1, \ldots, \mathbf{X}^T\right)$ were not strictly identically distributed. $c$ can then be seen as a learning rate, and be set to a small value (e.g. $c = 0.02$). Finally, $\gamma_{\omega}, \delta_{\omega}$ and $\xi_{\omega}$ can be initialized using equations (47), (48) and (50), with $T = 1$, $\alpha_{k,j} = \alpha_{\nu(k,j)}$, $\hat{\beta}_{k,j} = \beta_{\omega(k,j)}$, and $\hat{\alpha}_{sik} = \alpha_{\nu(s,i,k)}$.

6 EXPERIMENTAL STUDIES

We conduct several experiments in order to both study the intrinsic performance and characteristics of our estimation algorithms on synthetic data and to evaluate Skellam-SNMF for automatic clustering on real data in comparison with the original SNMF algorithm. Acronyms and other information about the algorithms that will be used in this section are presented in Table 1. All our Skellam-SNMF algorithms are implemented using the Wonterfact python package [35]. This package, developed by the main author of this paper, allows the design of any kind of tensor factorization model, including Skellam-SNMF, with an automatic derivation of the EM or the VBEM algorithm. The code to reproduce all the experiments in this section can be found in the "jupyter" directory of the Wonterfact repository.

| Acronym  | Description                              | Remark                  |
|----------|------------------------------------------|-------------------------|
| Sk<M>   | Skellam-SNMF with EM algorithm           | $M = 1$ or $\infty$ (see section 3.3) |
| Sk<\omega>-VB | Skellam-SNMF with VBEM algorithm       | $M = 1$ or $\infty$ (see section 3.3) |
| Ding’10 | Original SNMF algorithm [20]             | We used implementation  |
| $K$-means | Classic $K$-means algorithm             | We used implementation  |

6.1 Parameter estimation on synthetic data

In the first experiment, we generate integer data according to the generative process presented in subsection 3.3 with $M = 1$ and we study the performance of Sk<\omega> and Sk<\omega>-VB (see Table 1) in the ideal case where the hyperparameters used to generate data are known. In order to obtain easily interpretable and visualizable results, we decide to generate a large number ($J = 5000$) of 3-dimensional data ($I = 3$) with two components ($K = 2$). Mapping functions $\varphi$, $\nu$ and $\omega$ are chosen such that each coefficient of atoms $\vartheta$ has its own hyperparameter and that activation’s hyperparameters only depend on component $k$:

$$\left\{ \theta_{s_{\omega}} \right\}_{s_{\omega}} \sim \text{Dirichlet} \left( \left\{ \alpha_{\omega} \right\}_{s_{\omega}} \right) , \quad (54)$$

$$\lambda_{k,j} \sim \text{Gamma} \left( \alpha_k, \beta_k \right) . \quad (55)$$

In order to set the values of the hyperparameters, we randomly draw shapes $\alpha_{sik}$ and manually set shapes $\alpha_k$, $\omega_{k,j}$.
according to two target levels of prior uncertainty for the parameters. Rates $\hat{\beta}_k$ are set such that mean value of activations is 300, leading to observations in the order of magnitude of a hundred. For each of the uncertainty level, we add a “low variance” option: activating this option corresponds to setting for each dimension $i$ and component $k$, $\alpha_{sik} = \epsilon$ for $s=0$ or $1$, where $\epsilon$ is some small value. Doing so insure that either $\theta_{s=0,i|k}$ or $\theta_{s=1,i|k}$ is closed to zero and thus that variance of the Skellam hidden sources $Z_{ikj} = Z_{s=0,i|kj} - Z_{s=1,i|kj} \sim \text{Skell}(\theta_{s=0,i|k}\lambda_{kj}, \theta_{s=1,i|k}\lambda_{kj})$ is minimal. A low variance of the hidden sources can be interpreted as a low level of noise in the observed data. The values of the hyperparameters are summarized in Table 2.

| low uncertainty | high uncertainty |
|-----------------|-----------------|
| $\alpha_{sik} \in [1,10]$ | $\alpha_{sik} \in [0.5,1]$ |
| $\alpha_1 = 5, \alpha_2 = 50$ | $\alpha_1 = 0.8, \alpha_2 = 0.5$ |
| $\beta_k = \alpha_k/300$ | $\beta_k = \alpha_k/300$ |

For each set of values for the hyperparameters, we iterate 50 times the drawing of observations according to the generative process and the running of Sk1 and Sk1-VB. Concerning the initialization, we set $\theta_{s=0,i|k}(0) = \alpha_{sik}/\sum_{s=0}^{1} \alpha_{sik}$ and $\theta_{s=1,i|k}(0) = \alpha_{sik} / (1 + \beta_k)$ for Sk1 and $\theta_{s=0,i|k}(0) = \alpha_{sik}$ and $\theta_{s=1,i|k}(0) = \alpha_{sik}$ for Sk1-VB. After convergence, we decide for Sk1-VB to take the mean value of estimated posterior distributions $\hat{\theta}_k$ and $\hat{\lambda}_{kj}$ as the parameter estimates. In order to assess the quality of the estimation of both atoms and activations, we suggest to compute the mean square error (mse) on estimated parameters of the Skellam hidden sources $Z_{ikj}$. Besides, so we have interpretable results, we can compute separate mse for the expectation and the variance of those hidden sources:

$$\text{mse}_m = \frac{\sum_{ikj} (m_{ikj} - \hat{m}_{ikj})^2}{I \times K \times J},$$

$$\text{mse}_v = \frac{\sum_{ikj} (v_{ikj} - \hat{v}_{ikj})^2}{I \times K \times J},$$

with $m_{ikj} = W_{ik}\lambda_{kj} = (\theta_{s=0,i|k} - \theta_{s=1,i|k}) \lambda_{kj}$ and $v_{ikj} = (\theta_{s=0,i|k} + \theta_{s=1,i|k}) \lambda_{kj}$ (same definitions for $\hat{m}_{ikj}$ and $\hat{v}_{ikj}$).

Both algorithms are compared to the “dummy” algorithm consisting in taking the mean values of prior distributions as the estimation for the parameters. Results are shown in Table 3 from which several conclusions can be drawn. First of all, it can be noticed that results given by Sk1 and Sk1-VB are always of the same order of magnitude: at this point, we can claim that Sk1-VB presents no significant advantage over Sk1 for parameter estimation with known hyperparameters. Second, when the low variance option is activated, both Sk1 and Sk1-VB give good results with low values of mean and standard deviation. The difference with the dummy algorithm is particularly important in the high uncertainty scenario. This is expected since the greater the uncertainty on the a priori value of the parameters, the more crucial the observed data are in order to give a good estimation. A more surprising result is the poor quality of the parameter estimates when the low variance option is not activated. A probable explanation is that in objective functions of both Sk1 and Sk1-VB, the data fitting term prevails over the prior terms, meaning that these algorithms prefer minimizing the reconstruction error, i.e. the variance of the Skellam hidden sources, than complying to the priors.

### 6.2 Online hyperparameter estimation on synthetic data

In this experiment, we show that Sk1-VB along with hyperparameter estimation can be used to perform unsupervised learning. As a proof of concept, we decide to generate a dataset $\{X^1, \ldots, X^T\}$ according to the same “low uncertainty, low variance” scenario as in previous subsection, with always the same hyperparameters. Contrary to the previous experiment, those hyperparameters are unknown and to be estimated. To do so, we first initialize hyperparameters for the Sk1-VB algorithm with neutral values (all shape hyperparameters are set to 1 and rate hyperparameters are set to 0.001), and then for each data $X_t$, we run Sk1-VB until convergence and then update hyperparameters as described in section 5.3. In figure 1, it is showed how the mse of estimated hyperparameters with respect to the number of analyzed data is globally decreasing in a first learning stage, and then globally stable and close to 0 at convergence. It is also showed that while the estimated hyperparameters are getting closer to the ground truth, mse of the parameters (that is mse$_m$ and mse$_v$ as defined in the previous subsection) are also getting better and better. This proves that our parameter estimation algorithm can automatically improves itself as data are collected.

![Fig. 1. Hyperparameters (a) and parameters (b) estimation error is globally decreasing with respect to the number t of analyzed data. The best permutation of components k is found before the computations of each mse. mse$_m$ and mse$_v$ are averaged over 30 consecutive results in order to smooth out the performance variability.](image-url)
data, and vice versa, leading to quite bad results. We have not yet conducted any research in order to better understand and circumvent this issue, hence the qualification of this experience as a proof of concept. We believe however that two leads should be explored. The first one would be to supervise the VBEM algorithm in the early stages of this process. It would assure that the parameters posterior distributions are well estimated at the beginning, and then prevent the hyperparameters estimation from taking a wrong direction. The second one would be to attenuate somehow the role of the parameters prior distribution during the last iterations of each VBEM algorithm. Doing so would prevent priors to take precedence over the data in case they were too strong.

### 6.3 Difference between $\text{Sk}_1$ and $\text{Sk}_\infty$ for SNMF

The goal of this subsection is to better understand the concrete differences between $\text{Sk}_1$ and $\text{Sk}_\infty$ in SNMF problems, besides the fact that one is theoretically supposed to process only integer data and the other only real-valued data. To this aim, we generate a real matrix $X$ as the product of a ground truth atoms matrix $W$ and a ground truth activations matrix $\lambda$, with no addition of noise, and we ask $\text{Sk}_1$ and $\text{Sk}_\infty$ to give an estimate $\hat{\lambda}$ of $\lambda$, given $W$, meaning that atoms $\theta$ are fixed and set up to ($\propto$ is for “proportional to”) 

$$
\theta_{sk\mid k} \propto \frac{|W_{ik}| + (-1)^k W_{ik}}{2}.
$$

We run our algorithms with no prior on parameters. The dimensions used to generate data are $I = 10$, $K = 3$, $J = 100$, and ground truth atoms and activations are randomly drawn. In figure 2, the estimated $\hat{\lambda}$ compared to $\lambda$ are plot for a given $k$, as well as the ratio between two consecutive values of the objective function with respect to the iteration number. Two simple conclusions can be made. The first one is that $\text{Sk}_1$ gives biased values for the activations – especially when value of $\lambda_{kj}$ is low – while $\text{Sk}_\infty$ provides an exact estimation. The second one is that the convergence of $\text{Sk}_\infty$ is quite slow compared to that of $\text{Sk}_1$. These two characteristics can be explained by visualizing on figure 3 the shape of the objective function basic terms, which are Skellam log-likelihood $\log P_{\text{sk}}(x \mid \lambda_0, \lambda_1)$ (see equation (5)) for $\text{Sk}_1$ and $-D(x \mid \lambda_0, \lambda_1)$ (see equation (30)) for $\text{Sk}_\infty$. The bias in activations’ estimate is due to the fact that $\log P_{\text{sk}}(x \mid \lambda_0, \lambda_1)$ gets higher when $\lambda_0 - \lambda_1$ indeed gets closed to $x$ but also when $\lambda_0 + \lambda_1$ is minimal. On the opposite, $-D(x \mid \lambda_0, \lambda_1)$ is always maximal if $x = \lambda_0 - \lambda_1$, no matter the value of $\lambda_0 + \lambda_1$. As a drawback, the shape of $D(x \mid \lambda_0, \lambda_1)$ becomes rather flat when both $\lambda_0$ and $\lambda_1$ go away from 0, which can explain the slowness of the convergence. Hopefully, there exists acceleration methods for the EM algorithm. We have implemented the parabolic EM algorithm [37], which showed a drastic acceleration of the convergence.

Note that in order to emphasize the difference between the two algorithms, we drew low random values for $\lambda_{kj}$, and thus for matrix $X$; for large values of observed data, $\text{Sk}_1$ tends to behave like $\text{Sk}_\infty$ even for non-integer data.

![Comparison between Sk1 and Skinfty in a task of supervised SNMF.](image)

#### 6.4 Automatic clustering on real data

The last experiment we conduct aims at comparing our new Skellam-SNMF technique with the classic SNMF with the Euclidean distance as the objective function. We chose to do so in a simple automatic clustering task, since it is the application that has been originally proposed [20]. The idea behind using SNMF for this task is that atoms can represent the centroids of the clusters while the activations can account for the cluster membership of the observed samples. All datasets used in this experiments are from the UCI repository [38] and are composed of real-valued data. They are summarized in Table 4, and include the datasets Ionosphere and Wave, that have already been used in [20].

| Table 4: Dataset description |
|-----------------------------|
| Ionosphere | Wave | Image | Shuttle |
| # instances ($J$) | 351 | 5000 | 2310 | 14500 |
| # attributes ($I$) | 34 | 21 | 19 | 9 |
| # classes ($K$) | 2 | 3 | 7 | 7 |

![Ratio between two consecutive values of the objective function. The fastest it gets to 1, the fastest the convergence.](image)
alternative to the Euclidean distance for real-valued data, the same way the Kullback-Leibler divergence is also a good alternative for nonnegative data in some applications [39]. This is our main experimental result.

2) We do not share the same conclusion as in Ding et al. [20], where they find that matrix factorization models are better than $K$-means. On the contrary, in our experiment, $K$-means outperforms SNMF algorithms on 3 datasets over 4. Note that on the Ionosphere dataset and for the $K$-means algorithm, we report a mean accuracy of 70.8% when Ding et al. report 42.2%. We suspect that it might be either a misprint or an error in the setting of $K$. Indeed, this result in addition to being very different from ours, does not make sense: in a 2 classes automatic clustering scenario, accuracy is necessarily above 50%. However, we agree that SNMF algorithms can compete with $K$-means.

3) In the Shuttle dataset, the number of sample per class is very unbalanced, with 79.2% of the samples belonging to a single class. In this case, neither $K$-means nor other matrix factorization models seems to be relevant as is since the dummy algorithm gives better performances. This is expected as soon as we minimize the global reconstruction error: classes with too few representatives will not affect that much the objective function.

4) $Sk_\infty$ and $Sk_\infty$-VB gives similar results, as in our very first experiment (subsection 6.1). This confirms the fact that VBEM does not seem to outperform EM algorithm for the parameters estimation task. Though, we observe that the standard deviation of the results is always slightly less in $Sk_\infty$-VB than in $Sk_\infty$ (with even a 0 standard deviation for the Ionosphere dataset). An explanation may be found in the role of all shape hyperparameters (set to 1 in this experiment): in the EM algorithm they play no role whatsoever in the computation of the objective function (26), whereas they do in VBEM’s objective function (59). $Sk_\infty$-VB has then an extra regularization term compared to $Sk_\infty$, which can reduce the variability of the results with respect to the initialization.

7 CONCLUSIONS

7.1 Main contributions

We have put forward a probabilistic model called Skellam-SNMF in order to address the SNMF problem. This model is an extension of the Poisson-NMF where the NMF with the KL divergence is interpreted as a statistical inference problem using Poisson-distributed latent sources. Skellam-SNMF is based on the Skellam distribution, and allowed us to introduce a new divergence between a real number $x$ and two nonnegative parameters. This divergence can be interpreted as a generalization of KL divergence for real valued data. Its introduction is in our opinion the main contribution of this paper since it can be used as an alternative to the standard Euclidean distance in many other domains.

We have derived two algorithms in order to estimate the parameters of Skellam-SNMF, the EM and the VBEM algorithms, and we have also seen how to estimate the hyperparameters. It has been showed in the experiments that VBEM did not seems to give better estimates than EM given fixed hyperparameters, but could improve itself as it
analyzed new data due to online estimation of the parameters latent prior distribution. This feature can be interpreted as a way to conjugate blind data processing methods (as matrix factorizations are often considered) and automatic learning. We consider it as our second main contribution.

Finally, we have shown that Skellam-SNMF could compete with the original SNMF model with Euclidean distance in a simple task of automatic clustering. This gives then an alternative algorithm to be tested for all applications that needs SNMF.

7.2 Forthcoming work

Two features have been put forward in Skellam-SNMF without being tested due to the lack of space. The first one is the ability to deal with missing data, which could be used for data restoration applications such as inpainting or for prediction problems like movie or music recommendation. The second one is the automatic estimation of model order $K$ which is possible by comparing the ELBO values of two competing models. This will be done in future work.

Furthermore, a generalization of Skellam-SNMF for any semi-nonnegative tensor factorization model, the same way Generalized Coupled Tensor Factorization [25] is a generalization of Poisson-NMF, is currently under publication. This generalization has already been developed and implemented in the Wonterfact package [35]. A technical report containing the underlying theory can be found in the repository of this package.

Finally, as we have already mentioned, the ability of self-improvement via the online estimation of parameters prior distribution seems very promising. We wish to further study this feature, find strategies in order to not let the process degenerate, and test it in real applications.

APPENDIX A

**Expression of ELBO**

Supposing that $Q$ is defined as in equations (40) to (43), the normalized ELBO can be computed as:

$$g_M(Q, X_O) = g_Z(Q, X_O) + \sum_{kj} g_{\hat{\alpha}_{kj}}(Q) + \sum_k g_{\hat{\alpha}_k}(Q)$$

with (the definitions of $\tilde{\ell}_{sij}$ and $\sigma_{sij}$ can be found in Algorithm 2)

$$g_Z(Q) = -\sum_{kj} \frac{\hat{\alpha}_{kj}}{\beta_{kj}} + \sum_{ij \in O} \left( \ln \frac{\alpha_F([X_{ij}] + 1, \sigma_{sij})}{\Gamma([X_{ij}] + 1)} \right)$$

$$+ \sum_s \max((-1)^s X_{ij}, 0) \ln \tilde{\ell}_{sij} + \sum_{ij \in O} \sum_s \tilde{\ell}_{sij},$$

$$g_Z(Q) = -\sum_{kj} \frac{\hat{\alpha}_{kj}}{\beta_{kj}} + \sum_{ij \in O} \left( \ln \frac{\alpha_F([X_{ij}] + 1, \sigma_{sij})}{\Gamma([X_{ij}] + 1)} \right)$$

$$+ |X_{ij}| \ln \left( \frac{|X_{ij}| + \sqrt{X_{ij}^2 + 4\sigma_{sij}}}{2} \right) - \sqrt{X_{ij}^2 + 4\sigma_{sij}}$$

$$+ \sum_s \max((-1)^s X_{ij}, 0) \ln \tilde{\ell}_{sij} + \sum_{ij \in O} \sum_s \tilde{\ell}_{sij},$$

$$g_{\hat{\alpha}_{kj}}(Q) = \alpha_{\hat{\alpha}_{kj}} \ln \frac{\beta_{\hat{\alpha}_{kj}}}{\beta_{kj}} + \hat{\alpha}_{kj} \left( 1 - \frac{\beta_{\hat{\alpha}_{kj}}}{\beta_{kj}} \right)$$

$$- \psi(\hat{\alpha}_{kj})(\hat{\alpha}_{kj} - \ln \Gamma(\alpha_{\hat{\alpha}_{kj}})),$$

$$g_{\hat{\alpha}_k}(Q) = \ln \frac{\Gamma(\sum_{st} \hat{\alpha}_{sik})}{\Gamma(\sum_{st} \hat{\alpha}_{sik})} - \sum_{st} \ln \frac{\Gamma(\alpha_{sik})}{\Gamma(\hat{\alpha}_{sik})}$$

$$- \sum_{st} (\hat{\alpha}_{sik} - \alpha_{sik} \hat{\alpha}_{sik}) \left( \psi(\hat{\alpha}_{sik}) - \psi(\sum_{s'k} \hat{\alpha}_{s'ik}) \right).$$

Detailed calculations can be found in the supplementary material.
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