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Abstract

The ability to flexibly bind features into coherent wholes from different perspectives is a hallmark of cognition and intelligence. Importantly, the binding problem is not only relevant for vision but also for general intelligence, sensorimotor integration, event processing, and language. Various artificial neural network models have tackled this problem with dynamic neural fields and related approaches. Here we focus on a generative encoder-decoder architecture that adapts its perspective and binds features by means of retrospective inference. We first train a model to learn sufficiently accurate generative models of dynamic biological motion or other harmonic motion patterns, such as a pendulum. We then scramble the input to a certain extent, possibly vary the perspective onto it, and propagate the prediction error back onto a binding matrix, that is, hidden neural states that determine feature binding. Moreover, we propagate the error further back onto perspective taking neurons, which rotate and translate the input features onto a known frame of reference. Evaluations show that the resulting gradient-based inference process solves the perspective taking and binding problem for known biological motion patterns, essentially yielding a Gestalt perception mechanism. In addition, redundant feature properties and population encodings are shown to be highly useful. While we evaluate the algorithm on biological motion patterns, the principled approach should be applicable to binding and Gestalt perception problems in other domains.

Introduction

Social cognition depends on our ability to understand the actions of others. The simulation theory of social cognition (Barsalou 1999; Gallese and Goldman 1998; Johnson and Demiris 2005) suggests that visual and other sensory dynamics are mapped onto the own sensorimotor system. The mirror neuron system has been proposed to play a fundamental role in this respect. It appears to project and interpret visual information about others with the help of ones own motor repertoire (Gallese, Keysers, and Rizzolatti 2004). Cook et al. (2014) argue that the involved mirror neurons can develop purely via associative learning mechanisms. Two fundamental challenges remain, however, when attempting to learn such associations: the perspective taking problem and the binding problem.

The perspective taking problem addresses the challenge that visual information about others comes in a different frame of reference than information about ones own body. It has been shown that we have a strong tendency to adapt the perspective of others, particularly when observing interactions with other entities (Tversky and Hardi 2009). These and related results and modeling work suggest that our brain is able to project our own perspective onto the other person by some form of transformation (Johnson and Demiris 2005; Melzoff and Prinz 2002; Schrodt et al. 2014). Indeed, in adults this ability is not restricted to spatial transformations but extends to the adoption of, for example, conceptual and affective standpoints (Moll and Melzoff 2011). When focusing on spatial perspective taking, the challenge is to transform an observed action into a canonical perspective, to thus prime corresponding motor simulations (Castiello et al. 2002; Edwards, Humphreys, and Castiello 2003).

Besides the perspective taking challenge, the binding problem (Butz and Kutter 2017; Treisman 1998) poses another severe challenge. In particular, individual visual features, such as motion patterns, color, texture, or edge detectors, have to be integrated into a complete Gestalt (Jäkel et al. 2016; Koffka 2013) in order to recognize an entity, such as the body of another person. With respect to biological motion recognition, the problem has also been termed the correspondence problem (Nehaniv, Dautenhahn et al. 2002; Heyes 2001). Which observed body part corresponds to which own body part? Action understanding and imitation appears to be facilitated by establishing correspondences between the own body schema and the one of an observed person (Jackson, Meltzoff, and Decety 2006). To bind the observed features together into an integrated bodily percept, top-down expectations are interacting with bottom-up saliency cues in an approximate Bayesian manner (Buschman and Miller 2007; Jäkel et al. 2016). The details of the involved processes, however, remain elusive.

Here we propose a generative, autoencoder-based neural network model, which solves the perspective taking and binding problems concurrently by means of retrospective, prediction error-minimizing inference. The encoder part of the model is endowed with a transition vector and a rotation matrix for perspective taking and a binding matrix for flexibly integrating input features into one Gestalt percept. The parameters of these three modules are tuned online by means of retrospective inference (Butz et al. 2019). As a result, the model mimics approximate top-down inference, attempting...
to integrate all bottom-up visual cues into a Gestalt from a canonical perspective. The model is first trained on a canonical perspective of an ordered set of motion features, simulating a self-grounded Gestalt perception (Gallese, Keysers, and Rizzolatti 2004). Next, perspective taking and feature binding is evaluated by projecting the reconstruction error back onto the perspective and binding parameters, which can be viewed as specialized parametric bias neurons (Sugita, Tani, and Butz 2011; Tani 2017). Our evaluations show that it is highly useful (i) to split the motion feature information into relative position, motion direction, and motion magnitudes and (ii) to use population encodings of the individual features. We evaluate the model’s abilities on a two dimensional, two joint pendulum and on three dimensional cyclic dynamical motion patterns of a walking person.

Proposed Model

The proposed architecture has some fixed components and some other components that are trained or adapted online by backpropagation. The model learns a generative, autoencoder-based model of motion patterns, which it employs to bind visual features and perform spatial perspective taking. In our case, each visual feature corresponds to a joint location and is represented by a Cartesian coordinate relative to a global six-dimensional frame of reference (encoding origin and orientation). Figure 1 shows a sketch of the processing and inference architecture.

Sub-Modal Population Encoding

Each Cartesian input coordinate at each time step is segregated into three distinct sub-modalities (i.e. posture, motion direction, and motion magnitude). Note that the relative position of a visual feature depends on the choice of origin and the orientation of the coordinate frame. Moreover, while motion direction depends only on the orientation but not on the origin, motion magnitude is completely independent of perspective. As a result, given a visual input coordinate and its velocity, three types of submodal information are derived each transformed via a rotation matrix $R$ and a translation bias $b$, which determine orientation and origin, that is, the frame of reference, respectively. At each point in time $t$, the transformations are applied as follows:

$$P_i(t) = R(t) \cdot X_i(t) + b(t),$$

(1)

determining the relative position $P_i(t)$ of the feature $X_i(t)$;

$$m_i(t) = \| R(t) \cdot V_i(t) \|,$$

(2)

where $V_i = X_i - X_{i-1}$ denotes the velocity to determine the absolute motion magnitude $m_i(t)$;

$$d_i(t) = \frac{R(t) \cdot V_i(t)}{m_i(t)},$$

(3)

calculating the relative motion direction $d_i(t)$. Figure 1 shows a sketch of the proposed model in a connectivity graph, including the processing pipeline for a single three dimensional visual feature.

A previous version of the specified architecture, which implemented a different autoencoder, is available electronically as a PhD thesis (Schrödl 2018). The model has never been submitted to a conference or journal before.
the case of the two jointed pendulum experiments, we distributed 16 posture neurons on a rectangle area around the stimuli, 8 direction neurons on a unique circle, and 4 magnitude neurons. The response $P_{\alpha i}$ of the $\alpha$-th neuron in a population that encodes the position $\rho$ of the i-th visually observed feature is computed by:

$$P_{\alpha i}(t) = (r^\rho)^D \cdot N(P_i(t); c_{\alpha i}^i, \Sigma^\rho)$$

(4)

where $N(l; \mu, \Sigma)$ is the density of the multivariate normal distribution at $l$ with mean $\mu$ and a $D^\rho$-dimensional diagonal covariance matrix $\Sigma$. Each neuron in a submodal feature population has an individual center $c_{\alpha i}^i$ as well as a response variance $\Sigma^\rho$. The factor $(r^\rho)^D$ scales the neural activities, dependent on the relative distance $r^\rho$ between neighboring neurons. The individual neuron centers are evenly distributed in the expected range of the submodal stimuli. The relative distance $r^\rho$ is also used to determine the diagonal variance entries:

$$\sigma^\rho = \zeta^\rho \cdot (r^\rho)^2,$$

(5)

where $\zeta^\rho \in (0, 1]$ modulates the breadth of the cell tunings. Similarly, topological neurons’ activations for direction and magnitude sub-modalities are computed by:

$$d_{\alpha,i}(t) = (r^d)^D \cdot N(d_i(t); c_{\alpha i}^d, \Sigma^d),$$

(6)

$$\dot{m}_{\alpha,i}(t) = (r^m)^M \cdot N(m_i(t); c_{\alpha i}^m, \Sigma^m),$$

(7)

where the centers are set up to be in accordance with the dimension, range, and configuration space of the respective submodal stimuli. Consequently, neurons that encode visual positional features ($D^p = 3$; 2 for pendulum) are arranged evenly on a grid in a specific range. Neurons that encode visual directional motion are arranged on the surface of a unit sphere ($D^d = 3$; 2 for pendulum), while neurons that encode visual motion magnitudes are distributed linearly ($D^m = 1$). Resulting population encoding activities are shown exemplarily in Figure 1.

**Gestalt Perception and Feature Binding**

The binding problem concerns the selection and integration of separate visual features in the correct combination (Treisman 1998). An approach for solving this problem is to selectively route respective feature positions and motion dynamics such that the rerouted feature patterns match expected Gestalt dynamics.

Both the selection of features relevant for the recognition of biological motion and the assignment to the respective neural processing pathways are handled by an adaptive, gated connectivity matrix, which routes observed features $i \in \{1...N\}$ to bodily features $j \in \{1...M\}$ as follows:

$$\ddot{p}_j(t) = \sum_{i=1}^{N} w_{ij}(t) \cdot \ddot{p}_i(t),$$

(8)

$$\ddot{d}_j(t) = \sum_{i=1}^{N} w_{ij}(t) \cdot \ddot{d}_i(t),$$

(9)

$$\ddot{m}_j(t) = \sum_{i=1}^{N} w_{ij}(t) \cdot \ddot{m}_i(t),$$

(10)

where $\ddot{p}_j$, $\ddot{d}_j$, and $\ddot{m}_j$ represent the population encoded activations of the j-th assigned or bodily submodal feature in the position, motion direction, and motion magnitude domains, respectively. $\ddot{p}_i$, $\ddot{d}_i$, and $\ddot{m}_i$ represent the corresponding activation of the i-th unassigned or observed submodal feature, and $w_{ij} \in (0, 1)$ represents the corresponding assignment strength. The assignment strength is implemented by a non-linear neuron with logistic activation function:

$$w_{ij} = \frac{1}{1 + e^{x p(-w_{ij}^b)}}$$

(11)

where $w_{ij}^b$ denotes the activity of an adaptive parametric bias neuron. Each set of submodal bodily feature populations is joined into a submodal Gestalt vector $g^\alpha$:

$$g^\alpha(t) = (\ddot{p}_1(t), \ddot{p}_2(t), ..., \ddot{p}_M(t)),$$

(12)

$$g^d(t) = (\ddot{d}_1(t), \ddot{d}_2(t), ..., \ddot{d}_M(t)),$$

(13)

$$g^m(t) = (\ddot{m}_1(t), \ddot{m}_2(t), ..., \ddot{m}_M(t)),$$

(14)

yielding Gestalt vectors for the posture, motion direction, and motion magnitude submodalities, respectively.

To learn distributed, predictive encodings of actions, each submodal bodily feature population $x \in \{p, d, m\}$ is encoded by one variational autoencoder (VAE, Kingma and Welling 2013). The bottom-up activated submodal Gestalt vectors $g^\alpha$ are thus passed through the autoencoder, generating reconstructions of the Gestalt perceptions. As a consequence, when a fully trained autoencoder is provided with an imperfect stimulus (e.g. an observed action with unknown identity of the features, shown from an unknown perspective), it will tend to infer the closest known stimulus pattern, which will correspond to its (simulated) embodied, or self-perceptual experience. The respective autoencoders thus generate posture, motion direction, and magnitude predictions. After model learning, the difference between the Gestalten input to the autoencoder and the regenerated Gestalten output is to be minimized by adapting the parametric bias neurons’ activities of the binding matrix and the perspective taking modules. We denote the respective squared losses by $\mathcal{L}(p)$, $\mathcal{L}(d)$, and $\mathcal{L}(m)$, respectively. We scale the loss signals by respective factors $\beta_p$, $\beta_d$, and $\beta_m$ to balance the error signal influences. The actual adaptation of the parametric bias neurons’ activities $w_{ij}^b(t)$ is computed by typical gradient descent with momentum:

$$\Delta w_{ij}^b(t) = -\eta^f \frac{\partial \mathcal{L}(t)}{\partial w_{ij}^b(t)} + \gamma^f (w_{ij}^b(t-1) - w_{ij}^b(t-2)),$$

(15)

where $\gamma^f$ denotes the momentum, $\eta^f$ the learning rate for the feature binding adaptation process, and the loss signal $\mathcal{L}(t)$ equals to:

$$\mathcal{L}(t) = \beta_p \mathcal{L}(p(t)) + \beta_d \mathcal{L}(d(t)) + \beta_m \mathcal{L}(m(t))$$

(16)
During training, the assignment biases $w_{ij}^b$ are fixed to $w_{ij} = 1000$ for all $i$ (resulting in $w_{ij} \approx 1$) and to $w_{ij} = -1000$ for all $i \neq j$ (resulting in $w_{ij} \approx 0$), because the assignment is fixed during simulated self-observations. During testing, all assignment biases are initialized to $-1$, resulting in an initial subtle mixture of all possible assignments, and are adapted over time by means of Eq.\ref{eq:adaptation}

### Perspective Taking

Perspective taking consists of a translation followed by a rotation of all considered visual features. The employed mechanism is based on (Schrodt et al. 2015). It aims at establishing the best possible correspondence between the input and top-down expectations. The translation determines the origin of the model’s internal, imagined frame of reference as well as the center of rotation. Perspective taking can be thought of as a mental transformation process that aligns the observer’s perspective with a canonical, self-centered perspective. The translation is determined by the bias neurons $b_a$, which, again, are adapted by gradient descent with momentum to minimize the top-down loss signal $L(t)$:

$$\Delta b_a(t) = -\eta^b \frac{\partial L(t)}{\partial b_a(t)} + \gamma^b(b_a(t-1) - b_a(t-2))$$  \hspace{1cm} (17)

where $a \in \{x, y, z\}$ denotes the affected axis, $\gamma^b$ the momentum term, and $\eta^b$ the adaptation rate. The translation biases $b_a$ are initialized to 0. Note that motion direction and magnitude are invariant to translations. As a result, the adaptation is determined the posture-respective weighted error signals $\beta^p \Delta L_{x,y,z}^t$ only (cf. also Figure 1).

Rotation is performed via a neural $3 \times 3$ matrix $R$, which is driven by three Euler angles $\alpha_x$, $\alpha_y$, and $\alpha_z$ each of which represents rotation around a specific Cartesian axis. The corresponding pre-synaptic connection structure is shown in the following equation:

$$R = R_x(\alpha_z(t))R_y(\alpha_y(t))R_z(\alpha_z(t))$$  \hspace{1cm} (18)

Similar to the translation, the rotation is represented by bias neurons, which can be adapted online by gradient descent. The adaptation over time follows the rule

$$\Delta \alpha_a(t) = -\eta^r \frac{L(t)}{\partial \alpha_a(t)} + \gamma^r(\alpha_a(t-1) - \alpha_a(t-2))$$  \hspace{1cm} (19)

where $a \in \{x, y, z\}$, $\gamma^r$ specifies the momentum, and $\eta^r$ the adaptation rate. Note that motion magnitude is invariant to rotation by nature and thus not considered in this process. The rotation biases are initialized to 0.

### Related Work

From the brain-inspired side, dynamic neural fields are principally closely related to our model (Erlhagen and Schöner 2002; Erlhagen and Bicho 2006) in that the activities in multiple dynamic neural fields strive for an overall consistent encoding. For example, they dynamically develop mappings between spatial task parameters that can resolve redundancies while generating motor plans (Erlhagen and Schöner 2002; Martin, Reimann, and Schöner 2019; Martin, Scholz, and Schöner 2009). More generally, it has been shown that dynamic neural fields can establish temporal bindings between different conceptual representations such as spatial arrangements of objects and compatible linguistic descriptions thereof (Sabinasz et al. 2020; Schöner 2019). Our perspective taking mechanisms can also be loosely related to neurocomputational models, which approximate actual representation formats identified in the brain (Denève and Pouget 2004; Pouget, Dayan, and Zemel 2000; 2003).

From the deep learning side, transformer networks (Jaderberg et al. 2015) are rather closely related in that an affine transformation is proposed, which works similar to our perspective taking module. In contrast to our work, though, the transformer network infers the frame of reference purely stimulus driven in a feed-forward manner. Our model couples the perspective taking module with a generative model, enabling retrospective inference of the perspective taking parameters. Moreover, various attentional mechanisms can be considered related (Vaswani et al. 2017) seeing that these architectures selectively process information. In contrast, our binding matrix flexibly reroutes information in the attempt to bind the information retrospectively rather than in a feed-forward manner, which may be more closely related to capsule networks (Sabour, Frosst, and Hinton 2017). Our binding matrix adaptation mechanism may be most closely related to Memisevic (2013), where gated autoencoder (or restricted Boltzmann machine) structures are learned. In our case, we apply the binding matrix, which is similar to gating, before the actual autoencoding.

### Experimental Results

We evaluate our model on a simple two-joint pendulum task as well as on more challenging 3D bodily motion capture data. For the latter, we use the Motion Capture (MoCap) database of the Graphics Lab of the Carnegie Mellon University (CMU 2018). The CMU motion tracking data was recorded with 12 high-resolution infrared cameras, each of which was recording at 120Hz using 41 tracking markers taped on jumpsuits of human subjects. Every marker provided a 3D bodily landmark position, which was then mapped onto a skeleton file, which specifies limb connectivities and lengths. Here we focus on continuous, cyclic actions and therefore use the motion capture data specified in Table 1 which offers cyclic 3D walking motion patterns of three different participants. Out of 30 limbs provided by the skeleton file, $M = 15$ were selected as visual inputs, as shown in Figure 2 left. To generate clean training data, we extracted a short episode of a walking trial of 260 time steps of Subject 35 and manually edited it to form a continuous cycle with 1036 frames in total. We edited walking trials of Participants 5 and 6 in a similar manner, yielding 1000 frames in total, each.

As another generic case we trained the model with generated two jointed pendulum data, which we adapted from matplotlib’s animation example (Pent 2017). It consist of 0.8 and 0.6 meter length plus 1.25 and 1 kilogram mass of the corresponding joints 1 and 2. The data used for training and testing at the pendulum swing back and forth seven times with completely loose lower limb.
If not stated differently, all results reported below show averages (and standard deviations where possible) over ten independently trained networks.

**VAE Prediction Error**

During training the model has full access to visual information and visual stimuli are perceived from an egocentric point of view (perspective taking and feature binding adaptations are disabled). The aim is to analyze the compression quality of the autoencoder. We used the PyTorch library of Python. The chosen network parameters are specified in Table 2. Grid search was used to determine good parameter settings. While a more detailed analysis of parameter influences is beyond the scope of this paper, we can state that medium parameter value variations did not appear to change the reported results in any fundamental manner. To evaluate the influence of population coding on the model, we also trained another VAE model without the population encoding, feeding the raw Cartesian data into the VAE. In both cases, the model was able to significantly improve its reconstruction error over time, as can be clearly seen in Figure 2 right. Albeit the different error measures without and with population encoding cannot be directly compared, it is well noticeable that learning takes place in both cases. Moreover, the relative improvement particularly of posture and motion direction Gestalt reconstruction error is much stronger in the case of population encoding (note the different ranges of the y-axes).

**Adaptation of Feature Binding**

While the results above show that the VAE does learn good encodings, the critical question in this work was whether the resulting signal is useful to accomplish feature binding and perspective taking, which we evaluate separately. To focus on feature binding, we disabled perspective taking. Neural feature binding bias activities \( w_{ij} \) were reset to \(-5\) for each test trial, resulting in assignment strengths of \( w_{ij} \approx 0.0067 \) effectively distributing all feature value information uniformly over the VAE inputs. Please note that it is not necessary to permute the order of the inputs for the evaluation, since the model loses its knowledge about the correct assignment at this point. The hyperparameters used during the feature binding experiments are shown in Table 3.

To measure the progress of feature binding in these experiments, we define a Feature Binding Error (FBE) as the sum of Euclidean distances between the model’s assignment of a bodily feature and the correct assignment:

\[
FBE(t) = \sum_{j=1}^{M} \sqrt{(w_{jj}(t) - 1)^2 + \sum_{i=1, i \neq j}^{N} w_{ii}(t)^2} \quad (20)
\]

Figure 4 shows that the feature binding error decreases in all encoding cases. Moreover, Figure 5 shows the resulting binding matrix values after 1000 steps of feature binding adaptation. Clearly, the applied population encoding is highly useful to decrease the FBE and thus to identify the right feature bindings, which corresponds to the diagonal. Please note again that the diagonal is identified without prior assumptions, that is, any other feature shuffling will yield the same result. It is interesting to analyze the binding matrix values, which essentially can be interpreted as a confusion matrix, in further detail. Without population encoding, full binding matrix convergence does not take place. For example, the hip joint is confused with the femur, and even severe confusions can be observed, such as the left foot with the left clavicle.

With population encoding, the FBE drops significantly lower. When only the posture encoding is considered, however, left-right and neighboring limb confusions remain. Only when motion information is added in population encoded form, hardly any confusions remain, indicating full Gestalt perception. It may be noted that the probability to guess the correct assignment by chance is virtually impossible (225 choose 15 yields a value of 9.1 \cdot 10^{22} possibilities). The results clearly show that the VAE is able to identify the right bindings, particularly when population encodings are used and complementary feature information is provided. It is noticeable that the population encodings essentially enable the encoding of multi-modal distributions.
which may be highly useful to test multiple binding options concurrently, most effectively guiding the binding values to

the most consistent overall assignment over time. Additionally, the complementary information from posture, motion direction, and motion magnitude help to resolve remaining ambiguities.

To verify the generality of our results, we also evaluated binding performance on the pendulum data. Figure 4 confirms that binding also works robustly for the two joint pendulum data. Even if some latent activity of Joint 2 is added to Joint 1, this disruption seems to be minor, also indicating robust Gestalt perception.

**Adaptation of Perspective Taking**

Focusing on perspective taking next, we fix the binding matrix to the correct diagonal binding values and assess the complexity when facing different perspectives onto a known motion pattern. Thus, we confront the fully trained models with trials of the test set, fix the binding matrix, and evaluate the development of spatial translation and orientation parametric biases. Each motion capture trial is first transformed by a random, three-dimensional, constant rotation offset, followed by a translation offset, before feeding it into the model. As a result, the model perceives the data from an unknown viewpoint and needs to transfer it into its known, egocentric frame of reference. As a quantitative measure for the transformation progress, we define an orientation difference (OD) measure:

\[
OD(t) = \frac{180}{2\pi} \arccos\left(\frac{\text{tr}(A_{\text{model}}(t)A_{\text{data}}(t)) - 1}{2}\right) \text{in } ^\circ,
\]

where \(A_{\text{data}}\) is a constant rotation matrix applied to all visual inputs and \(A_{\text{model}}\) is the dynamic, currently inferred rotation matrix of the model. For measuring the translation with respect to the learned egocentric view, a translation difference (TD) measure is used:

\[
TD(t) = \|y_{\text{data}}(t) - y_{\text{model}}(t)\| \text{ in cm},
\]
where $b_{\text{data}}$ is the constant per trial offset applied to the data and $b_{\text{model}}$ is the momentary adaptation of the model. Employed model parameters are shown in Table 4.

| Parameter | $\eta^r$ | $\gamma^r$ | $\eta^b$ | $\gamma^b$ | $\beta^{pos}$ | $\beta^{dir}$ | $\beta^{mag}$ |
|-----------|----------|------------|----------|------------|---------------|--------------|--------------|
| Value     | $1.10^{-2}$ | $9.10^{-1}$ | $8.10^{-2}$ | $9.10^{-1}$ | $8$ | $3$ | $0.125$ |

Figure 5: Adapting the Perspective Taking: Rotation

Figure 6: Adapting the Perspective Taking: Translation

where $b_{\text{data}}$ is the constant per trial offset applied to the data and $b_{\text{model}}$ is the momentary adaptation of the model. Employed model parameters are shown in Table 4.

Figure 5 shows the trained Rotation matrix while all visual input data was rotated with randomly assigned $\alpha_x$, $\alpha_y$, and $\alpha_z$ for one of the trained networks (results were qualitatively equivalent for the other trained networks). Figure 6 shows the corresponding translation bias inference during testing for the same network. As can be seen, the stronger the perspective is disturbed, the longer it takes to infer the correct perspective. Rather extreme rotations of close to $90^\circ$ on all three axes are hardest. Similarly, strong translations yield delayed convergence, as can be expected.

To explore the perspective taking abilities further, we exemplarily look at the performance of a case where both rotations and translations are applied to the input data (we set $b_x = -2$, $b_y = 2.5$, $b_z = -4$, $R_x = 25^\circ$, $R_y = 35^\circ$, $R_z = 45^\circ$). Figure 7 shows that also in the case of perspective taking the population encoding is highly useful. Moreover, it confirms that translation and rotation distortions can be optimized concurrently.

**Summary and Conclusion**

We have introduce a generative neural network architecture, which tackles the perspective taking and binding challenges. In contrast to related approaches, such as attention-based architectures (Vaswani et al. 2017) or transformer networks (Jaderberg et al. 2015), our system applies retrospective inference tuning parametric bias neurons (Sugita, Tani, and Butz 2011; Tani, Ito, and Sugita 2004; Tani 2017), which are in our case dedicated to establish feature bindings and adapt the internal perspective onto the observed features. The flexible binding is most closely related to tripartite autoencoder and Restricted Boltzmann machine approaches (Memisevic 2013) as well as to capsule networks (Sabour, Frosst, and Hinton 2017). In contrast, our model applies a more direct, retrospective gradient-based adaptation mechanism to latent, dedicated parametric bias neurons, adhering to the principle of endowing neural network architectures with effective inductive learning and inference biases (Battaglia et al. 2018). As a result, starting from a canonical perspective on a biological motion pattern, we have shown that perspective taking and binding works highly reliably, particularly when complementary spatio-temporal feature patterns are available and encoded with population codes. Interestingly, the resulting ability can be related to embodied social cognition, mirror neurons, perspective taking, and Gestalt perception.

Despite the success in both feature binding and perspective taking online, future work is necessary to investigate scalability and robustness of our model. In order to be able to distinguish multiple Gestalt patterns, another top-down module needs to be added, which may be able to identify distinct motion patterns, such as a walking, running, jumping, but also static patterns, such as sitting, standing, or lying down (cf. Butz et al. 2019; Schrotz and Butz 2016; Schrotz 2018). Moreover, we intend to extend the model with an LSTM-based temporal encoder-decoder architecture (Bahdanau, Cho, and Bengio 2015), in order to reap additional information from the temporal dynamics retrospectively (Butz et al. 2019). Seeing that we did not need to add any regularization methods, residual connections, or other techniques useful for scaling-up deep ANN (Goodfellow, Bengio, and Courville 2016), we are confident that our approach will be applicable to larger dataset and disjunct Gestalt patterns.

Overall, we hope that our technique will be useful also in other domains, where information needs to be flexibly bound together and associated to other data on the fly, striving for overall consistency. Seeing that perspective taking and binding problems are universal problems in cognitive science, the proposed architecture and retrospective inference mechanisms may be very useful also in solving related challenges in other domains besides biological motion patterns.
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