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Abstract—In this paper, we propose the physics-informed supervised residual learning (PISR) which is a general framework for electromagnetic forward modeling based on deep learning. PISR is designed to solve a system of linear matrix equations and not limited to a specific electromagnetic problem. Stationary and non-stationary iterative PISR neural networks (SIPISRLNN and NSIPISRLNN) are designed based on the mathematical connection between residual neural network (ResNet) and stationary or non-stationary iterative methods. With convolutional neural network mapping residuals and modifications, SIPISRLNN and NSIPISRLNN can improve the approximated solutions via iterative process, which mimics the procedure of solving linear equations by stationary and non-stationary iterative methods. The generalities of SIPISRLNN and NSIPISRLNN are validated by solving different types of volume integral equations (VIEs) with non-lossy and lossy scatterers. In numerical results of non-lossy scatterers, the mean squared errors (MSEs) of SIPISRLNN and NSIPISRLNN finally converge below $3.152 \times 10^{-4}$ and $4.8925 \times 10^{-7}$; in results of lossy scatterers, the MSEs converge below $1.2775 \times 10^{-4}$ and $1.567 \times 10^{-7}$. The generalization abilities of SIPISRLNN and NSIPISRLNN are verified by testing them on the data sets of contrast shapes and different incident frequencies that are unseen during the training process.
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I. INTRODUCTION

Computational electromagnetics (CEM) focuses on numerical algorithms of solving Maxwell’s equations via computer techniques. Electromagnetic computational algorithms have been widely applied in scientific simulation, engineering design, and information processing. Typical electromagnetic computational algorithms include finite difference method (FDM), finite element method (FEM) and Method of Moments (MoM). The common approaches of these methods are to solve Maxwell’s equations by discretizing and converting them into linear matrix equations. Such linear matrix equations usually have a large number of unknowns which consume lots of computing resources to solve. Many application scenarios require real-time and accurate computational electromagnetic simulations, such as biomedical imaging and target detection. Computational efficiency has been a long-standing challenge in developing electromagnetic computational methods.

One method of acceleration is to reduce the computational complexity based on the physical laws, such as conjugate gradient-fast Fourier transform, adaptive integral method, multilevel fast multipole algorithm, etc. Another method is to divide the whole computation into offline and online parts, such as reduced basis method, characteristic basis function and model-order reduction method. The online computation can be accelerated by pre-computing partial models in the offline process. Similarly, machine learning (ML) techniques are applied to accelerate the online computation via offline training process. Artificial neural network, self-organizing map, radial basis function network are incorporated into FEM and FDTD in order to improve the computational efficiency. ML techniques are also applied into the microwave circuit aided design, antenna optimizations, microwave imaging, nondestructive testing, direction of arrival estimation, etc.

With the development of high-performance computing platform, deep learning (DL) is ushering in leapfrog development and has been widely applied in image, video and speech processing. DL promotes the development of fast computational simulations in the field of physics modeling. Pixel-based and object-based deep learning methods are applied into intuitive physics by learning the relationships between objects and predicting the future physical states. DL techniques are applied to accelerate the computational fluid, such as smoke simulation, steady fluid prediction, super resolution fluid flow, etc. In order to improve the generalization ability, DL techniques aim to learn the exact physical laws instead of approximating inner law from the data set, such as Hamiltonian neural network motivated by Hamiltonian mechanics. Symplectic recurrent neural network with Symplectic integration and Lagrangian neural network for simulating Lagrangians. DL are also applied to accelerate the electromagnetic computational simulations by replacing the parts of high computational complexity.

In electromagnetic inverse scattering problems, DL-based methods can improve the resolution of inversions and speed up the computing time. Applications of DL in the antenna engineering have been reported, such as phase synthesis of reflectarrays, coding programmable metasurfaces and metasurface imager.

Recently, various works have been reported to investigate the relationship between DL and partial differential equations (PDEs). DL can help reduce the curse of dimensionality in the numerical algorithms of PDEs, such as Schrödinger...
equation [46], Navier-stokes equation [47], Burger’s equation [48], Poisson’s equation [49], Heat equation [50], Advection-diffusion equation [51], etc. To improve the performance and generalization ability, DL are combined with traditional numerical algorithms of PDEs, such as variational method [52], multi-grid method [53], hierarchical matrices [54], weak solutions [55] and solution ansatz [56]. PDEs can be embedded into the loss of neural network and then solved via the automatic differentiation of DL, such as physics-informed neural network [57], DeepXDE [58]. Deep neural networks can be interpreted as the PDEs and PDEs’ numerical algorithms [59]. Such interpretations can further guide the design of deep neural networks. In [60] similarities between the differential operators and convolutions are investigated. The parabolic or hyperbolic equations are embedded into the deep neural networks [61]. Deep neural networks are designed based on the multi-grid method [62] and runge-kutta method [63].

In this paper, we propose the physics-informed supervised residual learning (PISRL) as a general framework for 2D electromagnetic forward modeling. PISRL is proposed based on the similarities between ResNet and stationary or non-stationary iterative methods. Then, stationary and non-stationary iterative PISRL neural networks (SIPISRLNN and NSIPISRLNN) are proposed by embedding stationary and non-stationary iterative methods into ResNets. This work is also an example that deep neural network is designed and interpreted from the perspective of traditional numerical algorithms. SIPISRLNN and NSIPISRLNN mimic the iterative process of non-stationary and stationary iterative methods with the same calculation of residuals and addition of modifications [64]. The only difference is that convolutional neural networks (CNNs) map between residuals and modifications of the solutions of linear matrix equations in SIPISRLNN and NSIPISRLNN. It is noted that PISRL can be easily expanded to solve different electromagnetic problems because it aims to solve a system of linear matrix equations instead of a specific electromagnetic problem. The generalities of SIPISRLNN and NSIPISRLNN are validated by solving volume integral equations of non-lossy and lossy scatterers. Trained by the data set generated by MoM, both SIPISRLNN and NSIPISRLNN can achieve good computing precision. In numerical results of non-lossy scatterers, the MSEs of SIPISRLNN and NSIPISRLNN finally converge below $3.152 \times 10^{-4}$ and $4.8925 \times 10^{-7}$; in results of lossy scatterers, the MSEs converge below $1.2775 \times 10^{-4}$ and $1.567 \times 10^{-7}$.

Furthermore, the generalization abilities of SIPISRLNN and NSIPISRLNN are verified on the data sets of contrast shapes and incident frequencies that are unseen in the training procedure.

This paper is organized as follows. Section II investigates the mathematical connections between ResNet and iterative methods, then proposes and analyzes SIPISRLNN and NSIPISRLNN. In Section III, we introduce the volume integral equations and the solving methods including MoM, SIPISRLNN and NSIPISRLNN. In Section IV, the generalities of SIPISRLNN and NSIPISRLNN are verified by solving VIEs of non-lossy and lossy scatterers, and the generalization abilities are validated on the data sets of contrast shapes and incident frequencies that are unseen in the training process.

Fig. 1. Schematics of residual blocks. (a): the general residual block; (b): the residual block with identity mapping; (c): the proposed residual learning block.

Observations and further discussions are summarized in Section V.

II. PHYSICS-INFORMED SUPERVISED RESIDUAL LEARNING

A. Stationary and Nonstationary Iteration Method for Solving Linear Equation System

In electromagnetic forward modeling problems, Maxwell’s equations with the boundary conditions will be converted into a linear equation system:

$$A x = b$$  \hspace{1cm} (1)

If Eq. (1) is difficult to solve, we can replace $A$ with the approximated one $A^a$ to make Eq. (1) easy to solve:

$$A^a x = b$$  \hspace{1cm} (2)

Let $x^a$ and $x^*$ denote the approximated and true solution respectively, then the difference between $x^a$ and $x^*$ satisfies the following relationship:

$$A(x^* - x^a) = b - A x^a$$  \hspace{1cm} (3)

With $\Delta x$ denoting the error $x^* - x^a$, Eq. (3) can be written as:

$$A \Delta x = b - A x^a$$  \hspace{1cm} (4)

If the error $\Delta x$ meets the stop criterion, $x^a$ can be accepted as the solution of Eq. (1). Otherwise, it needs to be modified by adding $\Delta x$:

$$x^{a}_{modified} = x^a + \Delta x$$  \hspace{1cm} (5)

The $\Delta x$ can be obtained by solving Eq. (4). If Eq. (4) is hard to solve, then the approximated $\Delta x^a$ can be obtained by solving the approximated one:

$$A^a \Delta x^a = b - A x^a$$  \hspace{1cm} (6)

The modified approximated solution can be written as:

$$x^{a}_{modified} = x^a + A^{-1} (b - A x^a)$$  \hspace{1cm} (7)

If $x^{a}_{modified}$ still cannot meet the stop criterion, the above process can be repeated to obtain the satisfied solutions.
Assuming the above process is repeated \( K \) times, a sequence of approximation solutions can be obtained:

\[
x_i^1, x_i^2, x_i^3, \ldots, x_i^K
\]

The update equation of \( x_i^K \) can be written as:

\[
x_{i+1}^a = x_i^a + A^{-1}(b - Ax_i^a) \tag{9}
\]

If we use an operator \( L \) to replace \( A^{-1} \) in \( Eq. (9) \), the equation can be written as:

\[
x_{i+1}^a = x_i^a + \sum_{j=1}^{K-1} L(b - Ax_i^a, A^{-1}) \tag{10}
\]

By recursively adding the former \( K - 1 \)-th iteration, we can get

\[
x_K^a = x_1^a + \sum_{j=1}^{K-1} L(b - Ax_j^a, A^{-1}) \tag{11}
\]

Eq. (10) and Eq. (11) can be regarded as the stationary iteration scheme. Note that if the array \( A \) is different at each iteration step, Eq. (10) and Eq. (11) can be transformed as the non-stationary iteration scheme:

\[
x_{i+1}^a = x_i^a + L(b - Ax_i^a, A^{-1}) \tag{12}
\]

\[
x_K^a = x_1^a + \sum_{j=1}^{K-1} L(b - Ax_j^a, A^{-1}) \tag{13}
\]

Two commonly used iteration schemes are Richardson iteration scheme and Jacobi iteration scheme. They can be written in the format of Eq. (10).

1) Richardson Iteration Scheme: The Richardson iteration scheme can be written as:

\[
x_{i+1}^h = x_i^h + \omega(b - Ax_i^h) \tag{14}
\]

where \( \omega \) is above zero.

2) Jacobi Iteration Scheme: In the Jacobi iteration scheme, the array \( A \) is split into diagonal part \( D \), upper triangle part \( L \) and lower triangle part \( U \):

\[
A = D - L - U \tag{15}
\]

Then the Jacobi iteration scheme can be written as:

\[
x_{i+1}^h = D^{-1}(L + U)x_i^h + D^{-1}b \tag{16}
\]

It can be written as:

\[
x_{i+1}^h = D^{-1}(L + U)x_i^h + D^{-1}b
= D^{-1}(L + U + D - D)x_i^h + D^{-1}b
= x_i^h + D^{-1}(b - Ax_i^h) \tag{17}
\]

B. Physics-informed Supervised Residual Learning Blocks

Residual neural networks (ResNets) have proven effective network architectures and have wide applications in image processing [1]. ResNets are stacked structures composed of a family of modular blocks and these modular blocks are named as residual blocks [1]. ResNets can be easily extended to have extremely deep structures with modular blocks. Works on the interpretation of ResNet have been reported. Single block of ResNet can be formulated as the forward Euler discretization of the ordinary differential equations (ODEs) [65], [66]. The stability and reversibility of the ResNet are also studied from the perspective of ODEs [67]. ResNet is also interpreted as a transport equation in the control problem [68] and dynamical systems [69]. Figure 1(a) shows the general structure of the residual block which can be expressed as [1]:

\[
y_k = h(x_k) + F(x_k, W_k) \tag{18}
\]

\[
x_{k+1} = N(y_k) \tag{19}
\]

where \( x_k \) and \( x_{k+1} \) are input and output of the \( k \)-th residual block; \( h \) denotes the linear projection; \( N \) denotes the nonlinear activation; \( F \) denotes the transform function of the residual and \( W_k \) is the parameter set of \( F \). In Eq. (18), if we regard \( h(x_k) \) and \( y_k \) as the predicted and desired output, then \( F(x_k, W_k) = h(x_k) - y_k \) will be the residual of \( h(x_k) \) and \( y_k \).

In [70], by taking \( h \) and \( N \) as the identity mappings, residual neural network can achieve better performance with improved generalization ability. Then Eq. (18) and Eq. (19) can be re-written as:

\[
x_{k+1} = x_k + F(x_k, W_k) \tag{20}
\]

Figure 1(b) shows the structure of a residual block with identity mappings.

Note that the residual block with identity mappings Eq. (20) is similar to the non-stationary iteration scheme Eq. (12). Motivated by such observation, we propose the physics-informed supervised residual learning (PISRL) blocks by embedding the non-stationary iteration scheme into the residual block. The PISRL block can be expressed mathematically as:

\[
x_{k+1} = x_k + F(b - Ax_k, W_k) \tag{21}
\]

Figure 1(c) illustrates the structure of the proposed PISRL block. With the input \( x_k \), the residual is calculated first by:

\[
R_k = b - Ax_k \tag{22}
\]

where the \( A \) and \( b \) come from the linear equation system Eq. (1). Then the calculated residual \( R_k \) goes through the convolution neural network (CNN) and the structure of CNN is determined by the complexity of the linear equation system. The CNN takes the current residual \( R_k \) as input and then outputs the corresponding modification \( \Delta x_k \) that is added to \( x_k \).

If the CNN of PISRL block is the same in every step, then the PISRL block can be regarded as embedding the stationary iteration scheme Eq. (19):

\[
x_{k+1} = x_k + F(b - Ax_k, W) \tag{23}
\]

C. Stationary Iterative Physics-informed Supervised Residual Learning Neural Network

Based on the PISRL blocks embedding the stationary iteration scheme, we propose one general architecture of physics-informed supervised residual learning neural network (PISRLNN): stationary iterative physics-informed supervised residual learning neural network (SIPISRLNN).
Fig. 2. Schematics of stationary iterative physics-informed supervised residual learning neural network. The number of channels is denoted in the pictures.

Figure 2 shows the schematics of SIPISRLNN. CNNs of PISRL blocks in each iteration have the same structure and share the same parameter set. In each iteration, the mapping between the input and corresponding output is totally different and the shared CNN needs to make reliable predictions. Therefore, the CNN should have powerful learning ability. In this paper, U-net [71] is adopted as the CNN structure in the PISRL blocks, as illustrated in Figure 2.

U-net is an effective network with good learning ability and has achieved good performance in image segmentation [71]. U-net uses $3 \times 3$ convolutional kernels, $2 \times 2$ max pooling, bilinear upsampling, Tanh nonlinear activation and batch normalization throughout the architecture. U-net has a symmetric path consisting of a contracting path and an expansive path [71]. In the contracting path, U-net extracts the feature maps by $2 \times 2$ max pooling the input and then upsamples the concatenation of high-level and low-level feature maps by bilinear upsampling in the expansive path. In the last two layers, batch normalization is not included because the last two layers aims to reduce the channels of feature maps.

Note that the input and output of U-net have the same size due to the fully convolutional neural network structure. The input of the U-net is the concatenation of the residual $b - A x_k$ and the previous output $x_k$. $x_k$ functions as the hidden state of recurrent neural networks (RNNs). $x_k$ can offer more information and the process of iterations. The channels of input and output are denoted as $2c$ and $c$ depends on the linear equation systems, for example, $c$ will be 1 in the real-valued linear equations and $c$ will be 2 in the complex-valued linear equations.

D. Non-stationary Iterative Physics-informed Supervised Residual Learning Neural Network

With the PISRL blocks embedding the non-stationary iteration scheme, another general architecture of physics-informed supervised residual learning neural network is proposed: non-stationary iterative physics-informed supervised residual learning neural network (NSIPISRLNN).

Figure 3 shows the schematics of non-stationary PISRLNN and it can be regarded as the unrolled structure of the SIPISRLNN. The NSIPISRLNN have 7 blocks with the same structure. The CNNs in each PISRL block have the same structure but different parameter sets. In each iteration, independent CNNs can make independent mappings of different
pairs of residuals and modifications. Thus, the CNNs need no complicated structures. In this paper, the CNN consists of five stacked modules of $3 \times 3$ convolutional kernels, batch normalization and Tanh nonlinear activation, as shown in Figure 3. The output has the same size of the input due to the fully convolutional operations. The channels $c$ of input and output depend on the electrical properties of dielectric scatter in free space and will be 1 in real-valued ones and 2 in complex-valued ones.

E. Analysis of Physics-informed Supervised Residual Learning Neural Network

In the SIPISRLNN, the formulation of one block can be written as:

$$x_{L+1}^0 = x_1^0 + \mathcal{F}(b - A x_1^0, W)$$

By summing all output of the former $L-1$ iterations, Eq. (24) can be written as:

$$x_L^0 = x_1^0 + \sum_{i=1}^{L-1} \mathcal{F}(b - A x_i^0, W)$$

If the loss function $\mathcal{E}$ is defined as the mean squared error (MSE), then $\mathcal{E}$ can be written as:

$$\mathcal{E} = \frac{1}{N} ||x_L^0 - x^*||_p^2$$

$$= \frac{1}{N} ||x_1^0 + \sum_{i=1}^{L-1} \mathcal{F}(b - A x_i^0, W) - x^*||_p^2$$

where the $N$ is the number of elements in the $x^*$. Then, based on the chain rule, the back propagation of $\mathcal{E}$ with respect to the $l$-th input can be written as [70]:

$$\frac{\partial \mathcal{E}}{\partial x_l} = \frac{\partial \mathcal{E}}{\partial x_L} \frac{\partial x_L}{\partial x_l} = \frac{\partial \mathcal{E}}{\partial x_L} (1 + \sum_{i=1}^{L-1} \mathcal{F}(b - A x_i^0, W))$$

Eq. (27) shows that the gradient of $\mathcal{E}$ with respect to $x_i$ is unlikely to be zero because $1 + \sum_{i=1}^{L-1} \mathcal{F}(b - A x_i^0, W)$ cannot be always zero [70]. This can prevent the problem of gradient vanishing. Similarly, we can obtain the same conclusions of NSIPISRLNN, of which the block can be written mathematically:

$$x_L^0 = x_1^0 + \sum_{i=1}^{L-1} \mathcal{F}(b - A x_i^0, W)$$

III. VOLUME INTEGRAL EQUATION

Volume integral equation (VIE) describes the scattered field of the dielectric scatter in free space $D$, as shown in Figure 2. The electrical properties of dielectric scatterers only change along the lateral axes. Assuming the permeability of scatterers as vacuum permittivity $\mu_0$, the permittivity can be written as:

$$\varepsilon(r) = \varepsilon_0 \varepsilon_r(r) - j \frac{\sigma(r)}{\omega}$$

where $\varepsilon_0$, $\varepsilon_r(r)$, $\sigma(r)$, $\omega$, $r$ are vacuum permittivity, relative permittivity, conductivity, angular frequency and the position vector in free space $D$ respectively.

The total electric field $E^{tot}(r)$ will be excited when the dielectric scatterers are illuminated by the incident field $E^{inc}(r)$.

Taking transverse magnetic (TM) mode into account, the relationship between $E^{tot}(r)$ and $E^{inc}(r)$ satisfies the electric field integral equation (EFIE):

$$E^{tot}(r) = E^{inc}(r) + k_0^2 \int_D G_D(r, r') \chi(r') E^{tot}(r') \, dr' \quad r \in D$$

where $k_0$ is the wavenumber: $k_0^2 = \omega \mu_0 \varepsilon_0$, $G_D$ is Green’s function in 2D free space:

$$G_D(r, r') = \frac{1}{4j} H^{(2)}_0(k_0|r - r'|)$$

and $\chi(r)$ is the contrast:

$$\chi(r) = \frac{\varepsilon(r) - \varepsilon_0}{\varepsilon_0} = \varepsilon_r(r) - 1 - j \frac{\sigma(r)}{\omega \varepsilon_0}$$

The incident field will induce the current on the scatterers and the induced current can be described as:

$$J(r) = \chi(r) E^{tot}(r)$$

Then the scattered field is radiated from the induced current, which can be calculated by:

$$E^{sca}(r') = \int_D G_S(r', r'') \chi(r') E^{tot}(r'') \, dr' \quad r' \in S$$

where $r''$ is the distance between the scatterers and the receivers.

A. Method of Moments

To determine the scattered field, Eq. (34) needs to be solved numerically. Method of moments (MoM) is applied to solve Eq. (34) in this work. The domain $D$ is discretized with $M \times N$ subdomains. By applying the pulse basis function and delta function, the EFIE Eq. (34) can be discretized as:

$$E^{tot}(r_p) = E^{inc}(r_p) + k_0^2 \sum_{q=1}^{M \times N} \chi(q) E^{tot}(q) \int_{D_q} H^{(2)}_0(k_0|r_p - q'|) \, dq'$$

where $p$ and $q$ are the index of the subdomain. By simplifying the notations, Eq. (35) can be written as:

$$E^{tot}_p = E^{inc}_p + \left(-j k_0^2 \right) \sum_{q=1}^{M \times N} \chi(q) E^{tot}_q \int_{D_q} H^{(2)}_0(k_0|r_p - q'|) \, dq'$$

Fig. 4. The model setup for volume integral equation. Green triangles and yellow squares denote the receivers and transmitters.
For each subdomain, the Eq. (36) is satisfied and then $M \times N$ equations can be obtained. These equations can be written in the format of matrix equations:

$$E^{tot} = E^{inc} + G_D \cdot \chi \cdot E^{tot}$$  \hspace{1cm} (37)

Then Eq. (37) can be converted as a linear equation system:

$$(I - G_D \cdot \chi) \cdot E^{tot} = E^{inc}$$  \hspace{1cm} (38)

where $G_D$ is a $MN \times MN$ array and can be determined by:

$$G_{D, pq} = -\frac{jk^2}{4} \int_{D_q} H_0^{(2)}(k_b|r_p - r'_q|) \, dr'_q$$

$$= \begin{cases} \frac{j k_b a_p H_1^{(2)}(k_b a_p) - 2 j}{2}, & p = q \\ \frac{j k_b a_p H_1^{(2)}(k_b a_p)}{2}, & else \end{cases}$$  \hspace{1cm} (39)

where $a_p$ is the radius of the equivalent circle with the same area $S_p$, which can be calculated as:

$$a_p = \frac{\sqrt{S_p}}{\pi}$$  \hspace{1cm} (40)

B. SIPISRLNN

The SIPISRLNN is applied to solve Eq. (38) that is the discretized form of the EFIE (Eq. (34)). By solving Eq. (38) based on the stationary iteration method, according to Eq. (40), the iteration equation can be written as:

$$E_{k+1}^{tot} = E_k^{tot} + \mathcal{L}(E^{inc} - (I - G_D \cdot \chi) \cdot E_k^{tot}, (I - G_D \cdot \chi)^a k^{-1})$$  \hspace{1cm} (41)

where $(I - G_D \cdot \chi)^a k$ is the approximation array of $(I - G_D \cdot \chi)$ and $\mathcal{L}$ is the first-order non-stationary iteration method. Then similar to Eq. (23), the iteration equation of the $k$-th stationary PISRL block can be written as:

$$E_{k+1}^{tot} = E_k^{tot} + \mathcal{F}(E^{inc} - (I - G_D \cdot \chi) \cdot E_k^{tot}, E_k^{tot}, \mathcal{W})$$  \hspace{1cm} (42)

where $\mathcal{F}$ denotes U-Net and $\mathcal{W}$ is the parameters of U-Net. Note that the $\mathcal{W}$ is the same and shared in all iterations due to the stationary iteration scheme. The $k$-th residual in the $k$-th PISRL block can be defined as:

$$\mathbb{R}_k = E^{inc} - (I - G_D \cdot \chi) \cdot E_k^{tot}$$  \hspace{1cm} (43)

The Green’s function $G_D$ is assumed the same in this paper due to the uniform background. $\chi$ and $E^{inc}$ are different in different numerical samples. $G_D, \chi$ and $E^{inc}$ are included in the SIPISRLNN to calculate the $\mathbb{R}_k$ in Eq. (43). The objective function of the SIPISRLNN is the mean squared error (MSE), which can be written as:

$$\mathcal{E} = \frac{1}{N} \| E_{k+1}^{tot} - E_k^{tot} \|_F^2$$  \hspace{1cm} (44)

where $E_{k+1}^{tot}$ is the total field calculated by SIPISRLNN, $E_k^{tot}$ is the total field calculated by MoM, $\| \cdot \|_F$ is the $F$ norm of a matrix and $N$ is the number of elements in a matrix.
270°, 315°, as shown in Figure 5. The contrast of non-lossy scatterers in the domain $D$ and can be derived from Eq. (32):

$$\chi(r) = \frac{\varepsilon(r) - \varepsilon_0}{\varepsilon_0} = \varepsilon_r(r) - 1$$ \hspace{1cm} (48)

The domain $D$ is assumed to have three cylinders which have random positions and radii. The real parts of the three cylinders' contrast vary from 0 to 1, 1 to 2 and 0 to 2 with their imaginary parts are 0, as shown in Figure 6.

Both SIPISRLNN and NSIPISRLNN are implemented in Pytorch and computed on one Nvidia V100 GPU. The parameters of SIPISRLNN and NSIPISRLNN are optimized by Adam [72]. The learning rate is initialized as 0.002 and decayed by $\times 0.8$ every 20 epochs. We use MoM to generate 40000 data samples for SIPISRLNN and NSIPISRLNN of which 32000 are for training and 8000 for testing.

1) SIPISRLNN: SIPISRLNN is trained to solve the VIEs of non-lossy scatterers and SIPISRLNN is assumed to have three iterations. Figure 7 shows the convergence curve of MSE and MSE finally achieves below $3.152 \times 10^{-4}$. The training MSE and testing MSE agree well with each other and little overfitting exists. U-Net of SIPISRLNN is the same and shared in all iterations. That means U-Net needs to learn the various and complicated mappings between residuals and modifications in all iterations. Thus, the optimization of U-Net is not stable enough and it can be observed that the convergence curve of MSE fluctuates several times during the training process.

Figure 8 illustrates the comparisons of total field computed by SIPISRLNN ($E_{\text{tot}}^{SIPISRLNN}$) and MoM ($E_{\text{tot}}^{MoM}$) and they are randomly selected from the testing data set. $E_{\text{tot}}^{SIPISRLNN}$ and $E_{\text{tot}}^{MoM}$ are in a good agreement and only some points in the absolute error distribution are not good enough. For better interpretation of SIPISRLNN, we print and show the updated total fields in each iteration of SIPISRLNN, as shown in Figure 9. With the incident field $E_{\text{inc}}$ as input, the difference between the updated $E_{\text{tot}}^{SIPISRLNN}$ and $E_{\text{tot}}^{MoM}$ becomes smaller and the corresponding MSE also decreases. Figure 10 shows the histogram of mean absolute error (MAE) of $E_{\text{tot}}^{SIPISRLNN}$ in the training and testing data sets. The MAE’s mean and standard deviation (std) of the training and testing data sets agree well with each other. This observation
Fig. 10. Non-lossy scatterers: histograms of mean absolute error of $E_{\text{tot}}^{\text{SIPISRLNN}}$. (a) and (b) are real and imaginary parts of $E_{\text{tot}}^{\text{SIPISRLNN}}$ in the training data set; (c) and (d) are real and imaginary parts of $E_{\text{tot}}^{\text{SIPISRLNN}}$ in the testing data set.

Fig. 11. Non-lossy scatterers: MSE convergence curve of NSIPISRLNN.

Fig. 12. Non-lossy scatterers: comparisons of total field computed by NSIPISRLNN and MoM. From left to right: contrast $\chi$, input of NSIPISRLNN (iteration initial value, $E_{\text{inc}}$), total field computed by MoM $E_{\text{tot}}^{\text{MoM}}$, total field computed by NSIPISRLNN $E_{\text{tot}}^{\text{NSIPISRLNN}}$, and their absolute error distribution. The first row is the real parts and the second is the imaginary parts.

Fig. 13. Non-lossy scatterers: updated total fields in each iteration computed by NSIPISRLNN. From left to right: contrast $\chi$, updated total field computed by MoM $E_{\text{tot}}^{\text{MoM}}$, input of NSIPISRLNN (initial value of iteration, $E_{\text{inc}}$), total fields computed by NSIPISRLNN $E_{\text{tot}}^{\text{NSIPISRLNN}}$ in the first, third, fifth, sixth and seventh iteration. The first row is the real parts and the second is the imaginary parts.

is consistent with the MSE convergence curve, as shown in Figure 7.

2) NSIPISRLNN: NSIPISRLNN consists of seven PISRL blocks and can be regarded as the unrolled structure of SIPISRLNN. The convergence curve of MSE during the training process is shown in Figure 11. The training MSE agrees well with testing MSE. Both of them decrease steadily and converge below $4.8925 \times 10^{-7}$. Compared to the converged MSE $3.152 \times 10^{-4}$ of SIPISRLNN, NSIPISRLNN have better computational precision. NSIPISRLNN has more iterations (7 PISRL blocks) but simpler structure of CNN. It still indicates that it is more reasonable to use an independent CNN to map residuals and modifications in each iteration, and better precision can be achieved.

Figure 12 shows three examples of total fields solved by NSIPISRLNN, which are randomly chosen from the testing data set. Total fields computed by MoM and NSIPISRLNN agree well with each other and the corresponding absolute error is at a very small level. Figure 13 illustrates the updated total field in the iterative process with incident field as input. The updated total field in the first iteration is the coarse-grained approximation of true total field, then it improves and its MSE decreases with the increase of iterations. Figure 14 offers a whole overview of NSIPISRLNN’s performance by showing the MAE histogram of training and testing data sets. The mean and std are in a good agreement and it verifies the...
Fig. 14. Non-lossy scatterers: histograms of mean absolute error of $E_{\text{NSIPISRLNN}}$. (a) and (b) are real and imaginary parts of $E_{\text{NSIPISRLNN}}$ in the training data set; (c) and (d) are real and imaginary parts of $E_{\text{NSIPISRLNN}}$ in the testing data set.

Fig. 15. Examples of the generalization validation data set for unseen contrast shapes.

MSE convergence curve, as shown in the Figure 11. Small values of std reveal that the range of MAE is small and concentrated. The computational precision of NSIPISRLNN is better and more stable.

3) Generalization Ability on Contrast Shape: The generalization ability of SIPISRLNN and NSIPISRLNN on unseen contrast shapes is considered. There are 8 types of unseen contrast shapes, including polygon, six-pointed star, five-pointed star, heart shape and the letters T, H, U, EE, as shown in Figure 15. We generate 40 samples for each type of unseen contrast shapes and the range of contrast is in $[0, 2]$. The generalization validation data set has 320 data samples ($40 \times 8$). Figure 16 shows the MAE histograms of total field computed by SIPISRLNN and NSIPISRLNN on the contrast generalization validation data set. It can be observed that the MAEs of contrast generalization validation data set are at the same level of error as ones of training and testing data sets. The generalization abilities of SIPISRLNN and NSIPISRLNN on unseen contrast shapes are verified. Figure 17 and Figure 18 show the randomly chosen results of SIPISRLNN and NSIPISRLNN on the data set of unseen contrast shapes.

Fig. 16. Non-lossy scatterers: MAE histograms of SIPISRLNN’s and NSIPISRLNN’s results on generalization validation data set for unseen contrast shapes. (a) and (b) are histograms of real parts and imaginary parts of total fields computed by SIPISRLNN. (c) and (d) are histograms of real parts and imaginary parts of total fields computed by NSIPISRLNN.

Fig. 17. Non-lossy scatterers: results of SIPISRLNN on the unseen contrast shape generalization validation data set.

Fig. 18. Non-lossy scatterers: results of NSIPISRLNN on the unseen contrast shape generalization validation data set.

4) Generalization Ability on Incident Frequency: The generalization ability of SIPISRL and NSIPISRL on the frequencies of incident field is also considered. Here, we consider 12 frequencies of incident field: 2GHz, 2.3GHz, 2.6GHz, 2.9GHz, 3.1GHz, 3.2GHz, 3.4GHz, 3.7GHz, 4GHz, 4.5GHz, 5GHz. For each incident frequency, we generate 320 samples as the data set and the shapes and values of contrast are the same as the contrast generalization validation data set, as shown in Figure 15. Figure 19 shows the SIPISRLNN’s and NSIPISRLNN’s MSEs of different incident frequencies. Both SIPISRLNN and NSIPISRLNN behaved well from 2GHz to 3.2GHz with stable MSEs. When the incident frequency is higher than 3.2GHz, obvious increases in MSE is observed. It indicates that SIPISRLNN and NSIPISRLNN has good generalization ability on lower frequencies compared to the training incident frequency. Figure 20 and Figure 21 give detailed results of SIPISRLNN and NSIPISRLNN with respect to different incident frequencies.

B. Lossy scatterers

In this section, lossy scatterers in domain $D$ are taken into account and the contrast can be calculated using Eq. (32). There are four cylinders in domain $D$ and they have random positions and radii. The ranges of real parts and imaginary parts of contrast can refer to Table I. Figure 22 shows six examples of contrast distributions. The frequency of incident
field is also fixed at 3GHz and the directions of incident field are randomly selected in $[0^\circ, 90^\circ, 180^\circ, 270^\circ]$, as shown in Figure 23.

SIPISRLNN and NSIPISRLNN are implemented in Pytorch and the computing platform is one Nvidia V100 GPU. Adam [72] is the optimization algorithm of SIPISRLNN and NSIPISRLNN. The learning rate is initialized as 0.002 and multiplied by 0.8 every 20 epochs. MoM is used to generate 40000 data samples for SIPISRLNN and NSIPISRLNN of which 80% are for training and 20% for testing. Note that Eq. (38) can be regarded as a different type of equations compared to non-lossy ones due to the imaginary parts of contrast.

**1) SIPISRLNN:** SIPISRLNN has three iterations, that is, a stationary iterative PSIRL block is iterated three times. Figure 24 shows the convergence curve of SIPISRLNN’s MSE and MSE finally converges below $1.2775 \times 10^{-4}$. The training and testing MSEs are in a good agreement. The beginning of the training process is not very stable, which can be observed from the curve of MSE.

**2) NSIPISRLNN:** NSIPISRLNN have seven iterations and each iteration have an independent PISRL blocks. The con-
Fig. 21. Non-lossy scatterers: results of NSIPISRLNN on the frequency generalization validation data set.

Fig. 22. Examples of lossy scatterers: the first row is the real part and the second is the imaginary part.

Fig. 23. Incident field of lossy scatterers: the first row is the real part and the second is the imaginary part; from left to right: the incident angle is $[0^\circ, 90^\circ, 180^\circ, 270^\circ]$.

Fig. 24. Lossy scatterers: MSE convergence curve of SIPISRLNN.

Fig. 25. Lossy scatterers: comparisons of total field computed by SIPISRLNN and MoM. From left to right: contrast $\chi$, input of SIPISRLNN (iteration initial value, $E^{\text{inc}}$), total field computed by MoM $E^{\text{tot}}_{\text{MoM}}$, total field computed by SIPISRLNN $E^{\text{tot}}_{\text{SIPISRLNN}}$, and their absolute error distribution. The first row is the real parts and the second is the imaginary parts.

Fig. 29 shows three randomly chosen results of NSIPISRLNN. The discrepancy between total fields computed by NSIPISRLNN and MoM is small, and the absolute error is also at a small level. Updated total fields during the iterative process are shown in Figure 30. The updated total fields are improved gradually with the increase of iterations. To evaluate the SIPISRLNN from a global perspective, MAEs of both training and testing data sets are charted as histograms, as

The convergence of MSE is shown in Figure 28 and the final MSE is below $1.567 \times 10^{-7}$. The training MSE is a little smaller than the testing MSE but they are still in a good agreement. The final MSE of SIPISRLNN is $1.2775 \times 10^{-4}$ and NSIPISRLNN has better performance. In the numerical results of both lossy and non-lossy scatterers, NSIPISRLNN has better computing precisions which indicates the non-stationary scheme is more suitable for PISRL.
Fig. 26. Lossy scatterers: updated total fields in each iteration computed by SIPISRLNN. From left to right: contrast $\chi$, total field computed by MoM $E_{tot}^{MoM}$, input of SIPISRLNN (iteration initial value, $E_{inc}^{SIPISRLNN}$), total fields computed by SIPISRLNN $E_{tot}^{SIPISRLNN}$ in the first iteration, second iteration and third iteration. The first row is the real parts and the second is the imaginary parts.

Fig. 27. Lossy scatterers: histograms of mean absolute error of $E_{tot}^{SIPISRLNN}$. (a) and (b) are real and imaginary parts of $E_{tot}^{SIPISRLNN}$ in the training data set; (c) and (d) are real and imaginary parts of $E_{tot}^{SIPISRLNN}$ in the testing data set.

Fig. 28. Lossy scatterers: MSE convergence curve of NSIPISRLNN.

Fig. 29. Lossy scatterers: comparisons of total field computed by NSIPISRLNN and MoM. From left to right: contrast $\chi$, input of NSIPISRLNN (iteration initial value, $E_{inc}^{NSIPISRLNN}$), total field computed by MoM $E_{tot}^{MoM}$, total field computed by NSIPISRLNN $E_{tot}^{NSIPISRLNN}$, and their absolute error distribution. The first row is the real parts and the second is the imaginary parts.

3) Generalization Ability on Contrast Shape: In the numerical results of lossy scatterers, we verify the generalization ability of SIPISRLNN and NSIPISRLNN on contrast shape that are unseen in the training process. Eight types of unseen contrast shapes are taken into account, including polygon, six-pointed star, five-pointed star, heart shape and the letters T, H, U, EE, as shown in Figure 32. The real parts and imaginary parts are independently selected in [0,2] and [-2,0] respectively. For each type of shape, 40 data samples are generated and there are 320 samples in the generalization validation data set. The MAE histograms of SIPISRLNN’s and NSIPISRLNN’s results on the contrast generalization validation data set are plotted in Figure 33. It can be observed that the means and stds of generalization data set are higher than the training and testing ones. The generalization ability of SIPISRLNN on the unseen contrast shapes is not good and NSIPISRLNN still maintains good generalization ability on the unseen contrast shapes. Figure 34 and Figure 35 illustrate the randomly chosen results of SIPISRLNN and NSIPISRLNN on the data set of unseen contrast shapes.

4) Generalization Ability on Incident Frequency: The generalization abilities of SIPISRLNN and NSIPISRLNN are also...
Fig. 30. Lossy scatterers: updated total fields in each iteration computed by NSIPISRLNN. From left to right: contrast $\chi$, total field computed by MoM $E_{\text{MoM}}^{\text{tot}}$, input of NSIPISRLNN (initial value of iteration, $E_{\text{inc}}^{\text{NSIPISRLNN}}$), total fields computed by NSIPISRLNN $E_{\text{NSIPISRLNN}}^{\text{tot}}$ in the first, third, fifth, sixth and seventh iteration. The first row is the real parts and the second is the imaginary parts.

Fig. 31. Lossy scatterers: histograms of mean absolute error of $E_{\text{NSIPISRLNN}}^{\text{tot}}$. (a) and (b) are real and imaginary parts of $E_{\text{NSIPISRLNN}}^{\text{tot}}$ in the training data set; (c) and (d) are real and imaginary parts of $E_{\text{NSIPISRLNN}}^{\text{tot}}$ in the testing data set.

Fig. 32. Examples of generalization validation data set for unseen contrast shapes.

considered in the numerical results of lossy scatterers. In this section, we consider 12 frequencies of incident field: 2GHz, 2.3GHz, 2.6GHz, 2.9GHz, 3.1GHz, 3.2GHz, 3.4GHz, 3.7GHz, 4GHz, 4.5GHz, 5GHz. 320 samples are generated by MoM for each incident frequency. The values and shapes of contrast are kept the same as the contrast generalization validation data set for every incident frequency, as shown in Figure 32. Figure 36 shows the SIPISRLNN’s and NSIPISRLNN’s MSE of different incident frequencies. SIPISRLNN maintains good levels of error from 2.8GHz to 3.4GHz but behaves not well in the other incident frequencies. The generalization ability of SIPISRLNN in the lossy numerical results is limited compared to the SIPISRLNN’s in the non-lossy numerical results. NSIPISRLNN have good computing precisions from 2.0GHz to 3.4GHz and the generalization ability of NSIPISRLNN is verified. Detailed results of SIPISRLNN and NSIPISRLNN are shown in Figure 37 and Figure 38 respectively.

NSIPISRLNN shows good generalization ability on both
Fig. 35. Lossy scatterers: results of NSIPISRLNN on the unseen contrast shape generalization validation data set.

Fig. 36. Lossy scatterers: MSE of SIPISRLNN and NSIPISRLNN at different frequency.

contrast shapes and incident frequencies that unseen during the training process in numerical cases of non-lossy and lossy scatterers. SIPISRLNN only shows good generalization ability in numerical cases of non-lossy scatterers. Furthermore, numerical results also verify that NSIPISRLNN have better computing precisions than SIPIRLNN.

V. Conclusion

In this paper, we propose the physics-informed residual learning as a general framework of 2D electromagnetic forward modeling. PISRL is designed by embedding the iterative methods for solving linear matrix equations. PISRL aims to solve a system of linear matrix equations instead of a specific electromagnetic problem. Therefore, PISRL can be easily expanded to solve different electromagnetic problems which are finally converted into a system of linear matrix equations. In this paper, the generality of PISRL is verified by solving VIEs of non-lossy and lossy scatterers. SIPISRLNN and NSIPISRLNN are proposed by embedding stationary and non-stationary iterative methods. In solving VIEs of non-lossy scatterers, the MSEs of SIPIRLNN and NSIPISRLNN can achieve below $3.152 \times 10^{-4}$ and $4.8925 \times 10^{-7}$ and in solving VIEs of lossy scatterers, the MSEs can be below $1.2775 \times 10^{-4}$ and $1.567 \times 10^{-7}$. The generalization abilities of SIPISRLNN and NSIPISRLNN are also validated on the data sets of unseen contrast shapes and incident frequencies. Numerical results indicate that NSIPISRLNN has better computing precisions and better generalization abilities due to the independent CNN at each iteration. This work is also an example to design and interpret deep neural networks from the perspective of traditional numerical algorithms. This indicates a great possibility to build fast electromagnetic solvers with strong generalization abilities by combining traditional electromagnetic computational methods with deep learning techniques.
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