Spintronics Meets Nonadiabatic Molecular Dynamics: Geometric Spin Torque and Damping on Dynamical Classical Magnetic Texture due to an Electronic Open Quantum System
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We analyze a quantum-classical hybrid system of steadily precessing around the fixed axis slow classical localized magnetic moments (LMMs), forming a head-to-head domain wall, surrounded by fast electrons driven out of equilibrium by LMMs and residing within a metallic wire whose connection to macroscopic reservoirs makes electronic quantum system an open one. The model captures the essence of dynamical noncollinear magnetic textures encountered in spintronics, while making it possible to obtain the exact time-dependent nonequilibrium density matrix of electronic systems and split it into four contributions. The Fermi surface contribution generates dissipative (or dampinglike in spintronics terminology) spin torque on LMMs, as the counterpart of electronic friction in nonadiabatic molecular dynamics (MD). Among two Fermi sea contributions, one generates geometric torque dominating in the adiabatic regime, which remains as the only nonzero contribution in a closed system with disconnected reservoirs. Locally geometric torque can have nondissipative (or fieldlike in spintronics terminology) component, acting as the counterpart of geometric magnetism force in nonadiabatic MD, as well as a much smaller dampinglike component acting as “geometric friction.” Such current-independent geometric torque is absent from widely used micromagnetics or atomistic spin dynamics modeling of magnetization dynamics based on the Landau-Lifshitz-Gilbert equation, while previous analyses of how to include our Fermi-surface dampinglike torque have severely underestimated its total magnitude.
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One of the most fruitful applications of geometric (or Berry) phase [1] concepts is encountered in quantum-classical hybrid systems where separation of timescales makes it possible to consider fast quantum degrees of freedom interacting with the slow classical ones [2,3]. The amply studied example of this kind are fast electrons interacting [4,5] with slow nuclei in molecular dynamics (MD) [6–10] problems of physics, chemistry, and biology. The parameters driving adiabatic evolution of quantum subsystems, with characteristic frequency smaller that its level spacing, are nuclear coordinates elevated to the status of dynamical variables. The electronic system then develops a geometric phase in states evolving out of an instantaneous energy eigenstate, while also acquiring shifts in the energy levels. Conversely, nuclei experience forces due to backaction from electrons. The simplest force is the adiabatic Born-Oppenheimer (BO) force [4,5] which depends only on the coordinates of the nuclei, and it is associated with electronic adiabatic potential energy surfaces [6–8]. Even small violation of BO approximation leads to additional forces—the first nonadiabatic correction generates forces linear in the velocity of the nuclei, and being Lorentz-like they are dubbed [2,11] “geometric magnetism.” The “magnetism” is not a real magnetic field, but an emergent geometrical property of the Hilbert space [12], and akin to the true Lorentz force, the emergent geometric force is nondissipative.

Additional forces appear upon making the quantum system open by coupling it to a thermal bath [11,13] (usually modeled as an infinite set of harmonic oscillators [14]) or to macroscopic reservoirs of particles [15]. In the latter case, one can also introduce chemical potential difference between the reservoirs to drive particle current through the quantum system and push it out of equilibrium [15–20]. In both equilibrium and nonequilibrium, the energy spectrum of an open quantum system is transformed into a continuous one, and frictional forces [9–11,15–20] linear in the velocity of the nuclei become possible. Also, due to continuous spectrum, the adiabaticity criterion has to be replaced by a different one [15]. Stochastic forces also appear, both in equilibrium and in nonequilibrium, where in the former case [11,13] they are due to fluctuations at finite temperature while in the latter case they include additional contributions from nonequilibrium noise [15–17]. Specific to nonequilibrium is the emergence of nonconservative force [15–17,19,20]. The derivation of these forces requires us to compute nonadiabatic corrections to the density matrix (DM) [11,13,15–17,19,20]. This yields a non-Markovian stochastic Langevin equation [21] as the most general [17,20] equation for nuclei in nonadiabatic MD.
The analogous problem exists in spintronics, where the fast quantum system is comprised of conduction electron spins and the slow classical system is comprised of localized-on-atoms spins and associated localized magnetic moments (LMMs) described by unit vectors $\mathbf{M}_i(t)$. The dynamics of LMMs is accounted for by the Landau-Lifshitz-Gilbert (LLG) type of equation [22].

\[
\frac{\partial \mathbf{M}_i}{\partial t} = -g\mathbf{M}_i \times \mathbf{B}^{\text{eff}}_i + \lambda \mathbf{M}_i \times \frac{\partial \mathbf{M}_i}{\partial t} + \frac{\gamma}{\mu_M} \left( \mathbf{T}_i[I^{\text{ex}}_i] + \mathbf{T}_i[\mathbf{M}_i(t)] \right). \tag{1}
\]

Here $g$ is the gyromagnetic ratio; $\mathbf{B}^{\text{eff}}_i = -(1/\mu_M)\partial \mathcal{H}/\partial \mathbf{M}_i$ is the effective magnetic field as the sum of an external field, field due to interaction with other LMMs, and magnetic anisotropy in the classical Hamiltonian $\mathcal{H}$ of LMMs; and $\mu_M$ is the magnitude of LMM [22]. Equation (1) includes phenomenological Gilbert damping, whose parameter $\lambda$ can be measured or calculated [23] by using an electronic Hamiltonian with spin-orbit or magnetic disorder scattering. It can also include a spin-transfer torque (STT) term $\mathbf{T}_i[I^{\text{ex}}_i]$ due to externally supplied spin current $I^{\text{ex}}_i$. The STT is a phenomenon [24] in which spin angular momentum of conduction electrons is transferred to local magnetization not aligned with electronic spin polarization. Finally, some analyses [25–27] also consider current-independent torque $\mathbf{T}_i[\mathbf{M}_i(t)]$ as a backaction of electrons pushed out of equilibrium by time-dependent $\mathbf{M}_i(t)$.

Nevertheless, such effects have been deemed negligible [25,28] except possibly for short enough noncollinear magnetic textures [29–32].

The STT vector, $\mathbf{T}_i = \mathbf{T}^{\text{FL}}_i + \mathbf{T}^{\text{DL}}_i$, can be decomposed [Fig. (1)] into (i) even under time reversal or fieldlike (FL) torque, which affects precession of LMM around an external field, field due to interaction with other LMMs, and magnetic anisotropy in the classical Hamiltonian $\mathcal{H}$ of LMMs; and (ii) odd under time reversal or dampinglike (DL) torque, which either enhances the Gilbert damping by pushing LMM toward $\mathbf{B}^{\text{eff}}_i$ or competes with Gilbert term as “antidamping.” For example, negative value of $\mathbf{T}^{\text{DL}}_i = 0$ ensures perfectly adiabatic regime [33], while in panels (b) and (d) $J_{sd} = 20\gamma$ ensures perfectly adiabatic regime [33], $J_{sd}/\hbar\omega \gg 1$, for the chosen precession frequency $\hbar\omega = 0.001\gamma$.

The current-driven STT $\mathbf{T}_i[I^{\text{ex}}_i]$ acts as the counterpart of nonconservative force in nonadiabatic MD. The Gilbert damping plus current-independent torque $\mathbf{T}_i[\mathbf{M}_i(t)]$ appear as the counterpart of electronic friction [9,10,15–20], but Gilbert damping requires agents [23] other than electrons alone considered in nonadiabatic MD. Thus, geometric spin torque, as the counterpart of geometric magnetism force [2], is conspicuously absent from standard modeling of classical magnetization dynamics. Geometric torque has been added ad hoc into the LLG equation applied to specific problems, such as spin waves within bulk magnetic

![FIG. 2. The FL and DL components [Fig. (1)] of three contributions to spin torque in Eq. (3) exerted by nonequilibrium spin density of electrons onto a single localized precessing magnetic moment in the setup of Fig. 1(a) as a function of coupling to the leads. Black dotted line is the sum of the three torques. In panels (a) and (c) $J_{sd} = 0.1\gamma$, while in panels (b) and (d) $J_{sd} = 20\gamma$ ensures perfectly adiabatic regime. $J_{sd}/\hbar\omega \gg 1$, for the chosen precession frequency $\hbar\omega = 0.001\gamma$.Nevertheless, such effects have been deemed negligible [25,28] except possibly for short enough noncollinear magnetic textures [29–32].](image-url)
materials [34–36]. A recent study [33] of a single classical LMM embedded into a closed electronic quantum system finds that nonequilibrium electronic spin density always generates geometric torque, even in the perfectly adiabatic regime where electron-spin-LMM interaction $J_{sd}$ is orders of magnitude larger than the characteristic frequency $\hbar \omega$ of LMM dynamics. It acts as a purely FL torque causing an anomalous frequency of precession that is higher than the Larmor frequency. By retracing the same steps [15,16] in the derivation of the stochastic Langevin equation for the electron-nuclei system connected to macroscopic reservoirs, Ref. [37] derived the stochastic LLG equation [38–41] for a single LMM embedded into an open electronic system out of equilibrium. The novelty in this derivation is damping, present even in the absence of traditional spin-flip relaxation mechanisms [25,27], while the same conclusion about geometric torque changing only the precession frequency of LMM has been reached (in some regimes, geometric phase can also affect the stochastic torque [42]). However, single LMM is a rather special case, which is illustrated in Fig. 1(a) and revisited in Fig. 2, and the most intriguing situations in spintronics involve dynamics of noncollinear textures of LMMs [26–32]. This is exemplified by current- or magnetic-field driven dynamics of domain walls (DWs) and skyrmions [27,41,43–47], where a much richer panoply of backaction effects from fast electronic system can be expected.

In this Letter, we analyze an exactly solvable model of LMMs steadily precessing with the frequency $\hbar \omega = 0.001 \gamma$, such as $\mathbf{M}_i(t) - \mathbf{M}_7(t)$ in Fig. 1(c), which are noncollinear and noncoplanar and embedded into a one-dimensional (1D) infinite wire hosting conduction electrons. The model can be viewed as a segment of dynamical noncollinear magnetic texture, and it directly describes magnetic field-driven [46,47] head-to-head Bloch DW [48], but without allowing it to propagate [46,47]. Its simplicity makes it exactly solvable—we find the exact time-dependent DM via the nonequilibrium Green’s functions (NEGF) [49] and analyze its contributions for different $J_{sd}/\hbar \omega$. In both Figs. 1(a) and 1(c), the electronic subsystem is an open quantum system and, although no bias voltage is applied between the macroscopic reservoirs, it is pushed into nonequilibrium by the dynamics of LMMs. For example, electronic quantum Hamiltonian becomes time dependent due to $\mathbf{M}_1(t)$ [Fig. 1(a)] or $\mathbf{M}_1(t) - \mathbf{M}_7(t)$ [Fig. 1(c)], which leads to pumping [27,50,51].

![Spatial profile of FL and DL components of $T_{geo}^i$, $T_{sea}^i$, and $T_{surf}^i$ spin torques on precessing LMMs depicted in Fig. 1(c) for closed or open electronic quantum system and for two different values of $J_{sd}$. Insets on the top of each row mark positions and static configuration of LMMs within the Bloch DW, with their $x$ component depicted by the color bar next to panel (a).](image)

**FIG. 3.** Spatial profile of FL and DL components of $T_{geo}^i$, $T_{sea}^i$, and $T_{surf}^i$ spin torques on precessing LMMs depicted in Fig. 1(c) for closed or open electronic quantum system and for two different values of $J_{sd}$. Insets on the top of each row mark positions and static configuration of LMMs within the Bloch DW, with their $x$ component depicted by the color bar next to panel (a).

![The $z$ component of total DL torque acting on DW in Fig. 1(c) as a function of $J_{sd}$ for $\gamma_c = \gamma$. Circles show that the sum of spin currents pumped into the leads matches $(\sum_i T_{surf,DL}^i)_z = I_{Lz}^\uparrow + I_{Rz}^\uparrow$. Panel (b) and (c), which correspond to Fig. 3(g), show spatial profile of local spin currents $I_{i,j}$ pumped between sites $i$ and $j$ for $J_{sd} = 0.1 \gamma$, with their sum being identically zero in panel (c). Dashed black lines in panels (a) and (b) are obtained from pumped local spin current by SMF [26,28], $I_{SMF}^z(z) = (\mu_B h G_0/4e^2) \partial M(z,t)/\partial t \times \partial M(z,t)/\partial z]$, where $G_0 = G^\uparrow + G^\downarrow$ is the total conductivity.](image)

**FIG. 4.** (a) The $z$ component of total DL torque acting on DW in Fig. 1(c) as a function of $J_{sd}$ for $\gamma_c = \gamma$. Circles show that the sum of spin currents pumped into the leads matches $(\sum_i T_{surf,DL}^i)_z = I_{Lz}^\uparrow + I_{Rz}^\uparrow$. Panel (b) and (c), which correspond to Fig. 3(g), show spatial profile of local spin currents $I_{i,j}$ pumped between sites $i$ and $j$ for $J_{sd} = 0.1 \gamma$, with their sum being identically zero in panel (c). Dashed black lines in panels (a) and (b) are obtained from pumped local spin current by SMF [26,28], $I_{SMF}^z(z) = (\mu_B h G_0/4e^2) \partial M(z,t)/\partial t \times \partial M(z,t)/\partial z]$, where $G_0 = G^\uparrow + G^\downarrow$ is the total conductivity.
[Figs. 4(b),4(c)] of spin current locally within the DW region, as well as into the leads [Fig. 4(a)].

The electrons are modeled on an infinite tight-binding (TB) chain, without impurities of spin-orbit coupling, whose Hamiltonian in the lab frame is $\hat H_{\text{lab}}(t) = \sum_{i,j} \left( \hat c_i^\dagger \hat c_j \right) J_{i,j} \sigma_{\alpha} \left( \hat c_i \right)$, where $\hat c_i^\dagger = (\hat c_{i,\uparrow}, \hat c_{i,\downarrow})$ and $\hat c_i = (\hat c_{i,\uparrow}, \hat c_{i,\downarrow})$ creates (annihilates) an electron of spin $\sigma = \uparrow, \downarrow$ at site $i$. The nearest-neighbor hopping is $\gamma = 1$ eV and $\hat \sigma$ is the vector of the Pauli matrices. The LMM region in Figs. 1(a) or 1(c) consists of one or seven sites, respectively, while the rest of the infinite TB chain is taken into account as the left ($L$) and the right ($R$) semi-infinite lead described by the first term in $\hat H_{\text{lab}}(t)$. The hopping between the leads and the LMM region is $\gamma$. The leads terminate at infinity into the macroscopic particle reservoirs with identical chemical potentials $\mu_L = \mu_R = E_F$ due to assumed absence of bias voltage, and $E_F = 0$ is chosen as the Fermi energy.

The spatial profile of noncoplanar Bloch DW in equilibrium is given by $M_i^z = -\text{sech}\left[\left( \frac{Z_{DW} - z_i}{W} \right) \text{tanh}\left( \frac{Z_{DW} - z_i}{W} \right) \right]$ and $M_i^z = \text{tanh}\left[\left( \frac{Z_{DW} - z_i}{W} \right) \text{tanh}\left( \frac{Z_{DW} - z_i}{W} \right) \right]$, where $Z_{DW} = 4$ and $W = 0.9$ (for an additional case of coplanar Néel DW, as well as different DW widths $W$ see the Supplemental Material [52]). Instead of solving LLG Eq. (1) for $M_i(t)-M_f(t)$ self-consistently coupled to DM calculations [43–45], we impose a solution where LMMs precess steadily around the $z$-axis: $M_i^z(t) = \sin \theta_i \cos(\omega t + \phi_i)$; $M_i^y(t) = \sin \theta_i \sin(\omega t + \phi_i)$; and $M_i^x(t) = \cos \theta_i$. Using a unitary transformation into the rotating frame (RF), $\hat H_{\text{lab}}(t)$ is transformed into time-independent [27,50], $\hat H_{\text{RF}} = \hat U(t) \hat H_{\text{lab}}(t) \hat U(t) - \left( \frac{\hbar \omega}{2 \pi} \right) \int_{-\infty}^{+\infty} dE \text{Im} \hat G(t,E) \hat U(t) + \hat \sigma_{\alpha} \left( \hat c_i^\dagger \right) + \hat \sigma_{\alpha} \left( \hat c_i \right)$. With LMMs frozen at $t = 0$ configuration from the lab. The unitary operator is $\hat U(t) = \exp(-i\omega t \hat \sigma_{\alpha}/2)$ for the $x$ axis of rotation. In the RF, the original two-terminal Landauer setup for quantum transport in Figs. 1(a) and 1(c) is mapped to $\hbar \omega \hat \sigma_{\alpha}/2$ term, onto an effective four-terminal setup [50], as illustrated for single LMM in Fig. 1(b). Each of its four leads is an effective half-metal ferromagnet which accepts only one spin species, $\uparrow$ or $\downarrow$, along the $\alpha$ axis, while an effective dc bias voltage $\hbar \omega/e$ acts between $L$ or $R$ pair of leads.

In the RF, the presence of the leads and reservoirs can be taken into account exactly using steady-state NEGFs [49] which depend on time difference $t - t'$, or energy $E$ upon Fourier transform. Using the retarded $\hat G(E)$ and the lesser, $\hat G^<(E)$, Green’s functions (GFs), we find the exact nonequilibrium DM of electrons in the RF, $\hat \rho_{\text{RF}} = \left( 1/2\pi \imath \right) \int dE \hat G^<(E)$. Here the two GFs are related by the Keldysh equation, $\hat G^<(E) = \hat G(E) \hat \Sigma^<(E) \hat G^<(E)$, where $\hat \Sigma^<(E)$ is the lesser self-energy [49] due to semi-infinite leads and $\hat G(E) = \left[ \hat E - \hat H_{\text{RF}} - \hat \Sigma(E,\hbar \omega) \right]^{-1}$ with $\hat \Sigma(E,\hbar \omega) = \sum_{\text{p},\text{l},\text{r},\sigma} \hat \Sigma_p^\text{p} \left( \hat c_{\text{p},\text{l},\sigma}^\dagger \hat c_{\text{p},\text{r},\sigma}^\dagger \right) \left( \hat c_{\text{p},\text{l},\sigma} \right) \left( \hat c_{\text{p},\text{r},\sigma} \right)$ being the sum of retarded self-energies for each of the four leads $p$, $\sigma$ in the RF. We use shorthand notation $Q_p^\text{p} = -1/2$ and $Q_p^\text{p} = +1/2$. Since typical frequency of magnetization dynamics is $\hbar \omega \ll E_F$, we can expand [53] $\hat \rho_{\text{RF}}$ in small $\hbar \omega/E_F$ and then transform it back to the lab frame, $\hat \rho_{\text{lab}}(t) = \hat U(t) \hat \rho_{\text{RF}} \hat U(t)^\dagger$ to obtain $\hat \rho_{\text{lab}}(t) = \hat \rho_{\text{geo}}(t) + \hat \rho_{\text{sea}}(t) + \hat \rho_{\text{surf}}(t)$, where (for additional details see Supplemental Material [52])

$$\hat \rho_{\text{geo}}(t) = \frac{1}{\pi^2} \int_{-\infty}^{+\infty} dE \text{Im} \left[ \hat G_0 \left( \hat \partial_t \right) \hat G_0 \right] f(E) \hat U(t),$$

(2a)

$$\hat \rho_{\text{sea}}(t) = \left( \frac{\hbar \omega}{2\pi} \right) \sum_p \int_{-\infty}^{+\infty} dE \text{Im} \left[ \hat G_0 \left( \frac{\partial \hat \Sigma_p^\text{p}}{\partial E} - \frac{\partial \hat \Sigma_p^\text{p}}{\partial E} \right) \hat G_0 \right] \times f(E) \hat U(t),$$

(2b)

$$\hat \rho_{\text{surf}}(t) = \frac{\hbar \omega}{4\pi} \sum_p \int_{-\infty}^{+\infty} dE \hat G_0 \left( \hat \rho_{\text{geo}}^\text{p} - \hat \rho_{\text{surf}}^\text{p} \right) \hat G_0 \left( \hat \partial_t \right) \hat U(t).$$

(2c)

We confirm by numerically exact calculations [43] that thus obtained $\hat \rho_{\text{lab}}(t)$ is identical to $\hbar g \hat G^<(t)/\hbar$ computed in the lab frame. Here $\hat G_0(E) = \left[ \hat E - \hat H_{\text{RF}} - \hat \Sigma(E,0) \right]^{-1}$ is $\hat G(E)$ with $\hbar \omega = 0$; $\hat G_0^p(E) = i \left[ \hat \Sigma_0^p(E) - \hat \Sigma_0^p(E)^\dagger \right]$ is the level broadening matrix due the leads; and $f_0^p(E) = f(E - E_F + Q_p^\text{p}) \hbar \omega)$ is the Fermi function of macroscopic reservoir $p$, $\sigma$ in the RF.

The total nonequilibrium spin density, $\langle \hat \sigma \rangle(t) = \text{Tr}[\hat \rho_{\text{lab}}(t) i \sigma \otimes \hat \sigma] = \langle \hat \sigma \rangle_\text{geo}(t) + \langle \hat \sigma \rangle_\text{sea}(t) + \langle \hat \sigma \rangle_\text{surf}(t)$, has the corresponding four contributions from DM contributions in Eq. (2). Here $\langle \hat \sigma \rangle_\text{geo}(t)$ is the equilibrium expectation value at an instantaneous time $t$ which defines adiabatic spin density [25,27,33,35,36]. It is computed using $\hat \rho_{\text{geo}}(t)$ as the grand canonical equilibrium DM expressed via the frozen (adiabatic) retarded GF [15,16,37], $\hat G_0(E) = \left[ \hat E - \hat H_{\text{RF}} - \hat \Sigma \right]^{-1}$, for instantaneous configuration of $\hat \rho_{\text{geo}}(t)$ while assuming $\partial \hat M_i^z(t)/\partial t = 0$ [subscript $t$ signifies parametric dependence on time through slow variation of $\hat \rho_{\text{geo}}(t)$]. The other three contributions—from $\hat \rho_{\text{geo}}(t)$ and $\hat \rho_{\text{sea}}(t)$ governed by the Fermi sea and $\hat \rho_{\text{surf}}(t)$ governed by the Fermi surface electronic states—contain first nonadiabatic correction [15,16,37] proportional to velocity $\partial \hat M_i^z(t)/\partial t$, as well as higher order terms due to $\hat \rho_{\text{lab}}(t)$ being exact. These three contributions define STT out of equilibrium [25,43,53]:

$$\hat T_i = J_{\text{STT}}(\langle \hat \sigma \rangle_\text{surf}) = \left( \hat T_i^\text{geo} + \hat T_i^\text{sea} + \hat T_i^\text{surf} \right)^\dagger.$$
To gain transparent physical interpretation of $T_{1,\text{geo}}^{\text{geo}}$ and $T_{1,\text{surf}}^{\text{geo}}$, we first consider the simplest case [33,37]—a single $M_1(t)$ in setup of Fig. 1(a). The STT contributions as a function of the coupling $\gamma_c$ to the leads (i.e., reservoirs) are shown in Fig. 2. We use two different values for $J_{sd}$, where large ratio of $J_{sd} = 20$ and $\hbar \omega = 0.001$ eV is perfect adiabatic limit [33,35,36]. Nevertheless, even in this limit and for $\gamma_c \to 0$ we find $T_{1,\text{geo}}^{\text{geo}} \neq 0$ in Fig. 2(b) as the only nonzero and purely FL torque. This is also found in closed system of Ref. [33] where $T_{1,\text{geo}}^{\text{geo}}$ was expressed in terms of the spin Berry curvature. As the quantum system becomes open for $\gamma_c > 0$, $T_{1,\text{geo}}^{\text{geo}}$ is slightly reduced while $T_{1,\text{surf}}^{\text{geo}}$ emerges with small FL [Fig. 2(b)] and large DL [Fig. 2(d)] components. The DL torque $T_{1,\text{surf}}^{\text{geo},\text{DL}}$ points toward the $z$ axis and, therefore, enhances the Gilbert damping. In the wide-band approximation [54], $\Sigma(E) = -i\mathcal{T}_2$ is energy independent which makes it possible to obtain (at zero temperature)

$$T_{1,\text{geo}}^{\text{geo}}(t) = \frac{\hbar \omega}{2\pi} \left[ \pi - 2\tan^{-1}\left(\frac{\Gamma}{J_{sd}}\right) \right] \sin \theta e_y(t), \quad (4)$$

where $e_y(t) = -\sin \omega t e_x + \cos \omega t e_y$. Thus, in the perfect adiabatic limit, $J_{sd}/\hbar \omega \to \infty$, or in a closed system, $\Gamma \to 0$, $T_{1,\text{geo}}^{\text{geo}}$ is independent of microscopic parameters as expected from its geometric nature [34]. The always present $T_{1,\text{geo}}^{\text{geo}} \neq 0$ means that electron spin is never parallel [33] to the adiabatic direction of $(\mathbf{S})_{\text{sd}}$. Switching to DW [Fig. 1(c)] embedded into a closed quantum system ($\gamma_c = 0$) shows in Figs. 3(a)–3(d) that only $T_{1,\text{geo}}^{\text{geo}} \neq 0$, which also acquires DL component locally with damping or antidamping action depending on the position of LMM. At first sight, $T_{1,\text{geo},\text{DL}}^{\text{geo}} \neq 0$ violates Berry and Robbins original analysis [2] according to which an isolated quantum system, with discrete energy spectrum, cannot exert friction onto the classical system. This is resolved by noting that, in the absence of external driving, the total energy of electrons plus LMMs system remains conserved [55]. Upon opening the quantum system ($\gamma_c = \gamma$), Figs. 3(e)–3(h) shows emergence of additional $T_{1,\text{surf}}^{\text{geo}} \neq 0$ which, however, becomes negligible [Fig. 3(f), 3(h)] in the perfectly adiabatic limit $J_{sd}/\hbar \omega \gg 1$. Figure 4(a) confirms that total $(\sum_i T_{1,\text{surf},\text{DL}})^{\text{geo}}_x = \hat{I}_L^x + \hat{I}_R^x$ is identical to net spin current pumped into the leads via which the conduction electrons carry away excess angular momentum of precessing LMMs [51]. Such identity underlies physical picture where spin current pumped by time-dependent magnetization becomes DL torque [26,51]. Note that pumped spin current $\hat{I}_L^x$ due to $\hat{\rho}_{\text{geo}}$ or $\hat{\rho}_{\text{geo}}$ in Fig. 4(c) can be nonzero locally, but they sum to zero. Although $(\sum_i T_{1,\text{geo},\text{DL}})^{\text{geo}}_x = 0$ in Fig. 4(a), small $(\sum_i T_{1,\text{geo},\text{DL}})^{\text{geo}}_y \neq 0$ exists and contributes [dash-dotted line in Fig. 4(a)] to pumped $\hat{I}_L^y + \hat{I}_R^y$ which then acts as “geometric friction” [11]. The nonuniform pumped spin current due to spatially and time varying magnetization has prompted proposals [26,28] to amend the LLG equation by adding the corresponding DL torque $\mathbf{M} \times \mathbf{D} \cdot \partial \mathbf{M}/\partial t$ with $3 \times 3$ damping tensor $\mathbf{D}$ whose spatial dependence is given by the so-called spin-motive force formula. However, SMF correction was estimated to be small [28] in the absence of spin-orbit coupling in the band structure. We confirm its smallness in Figs. 4(a), 4(b) for our DW case, but this actually reveals that SMF formula produces incorrectly an order of magnitude smaller total torque than obtained from our exact $\hat{\rho}_{\text{surf}}(t)$. Because of the possibly complex [44,47] time and spatial dependence of $T_{1,\text{surf}}^{\text{geo}}$ and $T_{1,\text{geo}}^{\text{geo}}$, the accurate path to incorporate them is offered by self-consistent coupling of electronic DM and LLG calculations, as proposed in Refs. [43,45,55]. This is because electrons can be “integrated out” [38–41] only in the perturbative limit of small $J_{sd}$ [44,55] and small $\gamma_c$ [44] to obtain LMM-only equation that is akin to nuclei-only equations with universal [9] electronic friction term in nonadiabatic MD [8,10,15–20].
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This Supplemental Material provides three additional Figures [Sec. I]—for the case of coplanar Néel domain wall (DW) and different DW widths of both Bloch (from the main text) and Néel DWs—as well as additional details in the derivation [Sec. II] of the exact time-dependent nonequilibrium density matrix \( \hat{\rho}_{\text{lab}}(t) \) in Eq. (2) in the main text.

I. ADDITIONAL FIGURES COMPLEMENTING FIGS. 3 AND 4 IN THE MAIN TEXT

Figures S1 and S2 show the case of coplanar Néel DW [1], as the counterparts of Figs. 3 and 4 (for the noncoplanar Bloch DW) in the main text, respectively. The coplanar spatial profile of Néel DW in equilibrium is given by

\[
M_i^z = 0, \quad M_i^x = \text{sech}\left[\frac{(Z_{DW} - z_i)}{W}\right], \quad M_i^y = \text{tanh}\left[\frac{(Z_{DW} - z_i)}{W}\right],
\]

where \( i = 1\ldots7, \) \( Z_{DW} = 4 \) and \( W = 0.9 \) in Figs. S1 and S2. Repeating the same analysis in the main text, we impose a solution where localized magnetic moments (LMMs), described by unit vectors \( \mathbf{M}_i(t) \), precess steadily around the \( z \)-axis—\( M_i^z(t) = \sin \theta_i \cos(\omega t + \phi_i) \); \( M_i^x(t) = \sin \theta_i \sin(\omega t + \phi_i) \); and \( M_i^y(t) = \cos \theta_i \)—instead of solving the Landau-Lifshitz-Gilbert equation for each LMM self-consistently coupled to quantum-mechanical calculations of the time-dependent nonequilibrium density matrix \( \hat{\rho}_{\text{lab}}(t) \). The chosen precession frequency is \( \hbar \omega = 0.001 \gamma \).

Interestingly, in the case of Néel DW, geometric spin torque is always field-like (FL) in Fig. S1. This leads to geometric contribution to local spin current in Fig. S2(c), as governed by \( \hat{\rho}_{\text{geo}}(t) \) in Eq. (2b) in the main text, being zero across each bond in order to ensure that difference of local spin currents flowing into and out of a given site, \( (I^{S_2}_{i \rightarrow i+1} - I^{S_2}_{i-1 \rightarrow i}) \), and the damping-like (DL) torque determined by it, \( T^\text{geo,DL}_i \), are zero. Since pumped local spin current \( I^{S_2}_{\text{SMF}} \) from phenomenological spin motive force (SMF) theory [4, 5] is the same in Fig. 4(b) in the main text and in Fig. S2(b), such phenomenological approach does not differentiate between Bloch and Néel DW.

Figure S3 shows local spin current and spin current outflowing into the right normal metal (NM), pumped by DW dynamics, as a function of DW width \( W \) where Bloch and Néel DWs composed of \( N = 21 \) LMMs are compared. As in Fig. S2(b), phenomenological SMF theory [4, 5] does not differentiate between Bloch and Néel DWs—dashed black lines in Figs. S3(b) and S3(c), or in Figs. S3(d) and S3(e), are identical. Also, pumped local spin current from the SMF theory [4, 5]

\[
I^{S_2}_{\text{SMF}}(z_i) \propto \frac{1}{W} \text{sech}^2\left(\frac{z_i - Z_{DW}}{W}\right) \text{tanh}\left(\frac{z_i - Z_{DW}}{W}\right),
\]

obtained analytically, decreases with \( W \) after reaching a maximum at some small \( W \approx 2 \) [Figs. S3(b) and S3(c)], thereby making it relevant only for very narrow DWs (in the absence of spin-orbit coupling [1, 5]). On the other hand, our exact result in Fig. S3 shows that both local spin currents [solid blue line in Figs. S3(b) and S3(c)] and outflowing into the right NM lead spin current [solid blue line in Figs. S3(d) and S3(e)] are enhanced in wider DWs, but they saturate with increasing \( W \).

II. ADDITIONAL DETAILS IN THE DERIVATION OF EQ. (2) IN THE MAIN TEXT

Using the same notation as in the main text, in this Section we provide a detailed derivation of the exact time-dependent nonequilibrium density matrix \( \hat{\rho}_{\text{lab}}(t) \) and its four contributions—\( \hat{\rho}_\text{ad}, \hat{\rho}_\text{geo}(t), \hat{\rho}_\text{sea}(t) \) and \( \hat{\rho}_\text{stat}(t) \)—in Eq. (2) in the main text. We first recall that \( \hat{\rho}_{\text{lab}}(t) = \hat{U}(t)\hat{\rho}_{\text{RF}}\hat{U}^\dagger(t) \) is obtained from steady-state nonequilibrium density matrix in the rotating frame (RF):

\[
\hat{\rho}_{\text{RF}} = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} dE \hat{G}^< (E) = \frac{1}{2\pi} \sum_{p,\sigma} \int_{-\infty}^{+\infty} dE \hat{G}(E) \hat{\tilde{G}}^\sigma_p (E, \hbar \omega) \hat{\tilde{G}}^\dagger (E) f^\sigma_p (E),
\]

(3)
FIG. S1. Spatial profile of FL and DL components of $T_i^{\text{geo}}$, $T_i^{\text{sea}}$ and $T_i^{\text{surf}}$ spin torques (defined in Eqs. 2 and 3 in the main text) as back-action of nonequilibrium electrons on precessing LMMs comprising Néel DW embedded into closed or open electronic quantum system and for two different values of $J_{sd}$. Insets on the top of each row mark positions and static configuration of LMMs in equilibrium, which are coplanar ($M_x = 0$) within the $yz$-plane.

FIG. S2. (a) The $z$-component of total DL torque acting on Néel DW as a function of $J_{sd}$ for $\gamma_c = \gamma$. Circles show that the sum of spin currents pumped into the leads matches $\left(\sum_i T_i^{\text{surf}, DL}\right)_z = I_{L}^{S_z} + I_{R}^{S_z}$. Panel (b) and (c), which correspond to Fig. S1(g), show spatial profile of local spin currents $I_{i\rightarrow j}^{S_z}$ pumped between sites $i$ and $j$ for $J_{sd} = 0.1\gamma$. Dashed black lines in panels (a) and (b) are obtained from pumped local spin current by SMF [4, 5], $I_{\text{SMF}}^{S_z}(z) = \frac{n_0 G_0 G^*}{4e^2}[\partial M(z,t)/\partial t \times \partial M(z,t)/\partial z]_z$, where $G_0 = G^* + G^2$ is the total conductivity.

Here we remind the reader that $\hat{G}(E) = [E - \hat{H}_{RF} - \hat{\Sigma}(E, \hbar \omega)]^{-1}$ where $\hat{H}_{RF} = \hat{H}_{\text{lab}}(t = 0) - i\hbar \hat{U}(\partial \hat{U}/\partial t) = \hat{H}_{\text{lab}}(t = 0) - \hbar \omega \hat{\sigma}_\alpha / 2$ (for rotation along $\alpha$-axis) while $\hat{U}(t) = \exp(-i\omega t \hat{\sigma}_\alpha)$ is used to perform unitary transformation into the RF. We also use $\hat{\Sigma}(E, \hbar \omega) = \sum_{p=L,R,\sigma=\uparrow,\downarrow} \hat{\Sigma}_p^\sigma (E - Q_p^\sigma \hbar \omega)$ as the self-energy matrix due to all leads in the RF; $\hat{\Gamma}_p^\sigma (E, \hbar \omega) = \frac{i}{2}[\hat{\Sigma}_p^\sigma (E, \hbar \omega) + \hat{\Sigma}_p^\sigma (E, \hbar \omega)^\dagger]$ as the corresponding level-broadening matrix; and $f_p^\sigma(E) = f(E - [E_F + Q_p^\sigma \hbar \omega])$.
FIG. S3. (a) Spatial profile of $M_i^y$ component of LMMs across Bloch DWs of width $W = 1$ (solid line) or $W = 15$ (dash-dot line). Dotted vertical line in panel (a) marks the position at which pumped local spin current $I_{12\rightarrow13}^{S_z}$ (between sites $i = 12$ and $i = 13$) is evaluated and plotted (solid lines) in panels (b) and (c) as a function of $W$ for Bloch and Néel DWs, respectively. Solid lines in panels (d) and (e) plot spin current $I_{R}^{S_z}$ pumped by DW dynamics which outflows into the right NM lead for both Bloch and Néel DWs, respectively. Dashed black lines in panels (b)–(e) are obtained from SMF formula [4, 5] for $I_{SMF}^{S_z}(z)$ displayed in the caption of Fig. S2.

is the Fermi function of the macroscopic reservoirs in the RF.

Due to typical frequency of DW dynamics being $\hbar\omega \ll E_F$, we perform a Taylor expansion of each term in Eq. (3) that is linear order in $\hbar\omega$ to obtain an expression for $\hat{j}_{RF}$, akin to Ref. [6], where steady-state nonequilibrium density matrix in the presence of small external bias-voltage $eV_b \ll E_F$ was evaluated. In this spirit, the Fermi function of the macroscopic reservoirs in the RF expanded up to linear order in $\hbar\omega$ is given by

$$f_p^\sigma(\hat{E}) \approx f(\hat{E} - E_F) - Q_p^\sigma \frac{\partial f}{\partial \hat{E}} \hbar\omega, \quad (4)$$

while the level-broadening matrix is given by

$$\hat{\Gamma}_p^\sigma(\hat{E}, \hbar\omega) \approx \hat{\Gamma}_p^\sigma(\hat{E}) - Q_p^\sigma \frac{\partial \hat{\Gamma}_p^\sigma}{\partial \hat{E}} \hbar\omega. \quad (5)$$

To obtain such an expansion for $\hat{G}(E)$, we first define $\hat{G}_0(E)$ by setting $\hbar\omega = 0$ in $\hat{G}(E)$, i.e.,

$$\hat{G}_0(E) = \left[ E - \hat{H}_{lab}(t = 0) - \Sigma(E, 0) \right]^{-1}, \quad (6)$$
and note that $\hat{G}(E)$ can be expressed as

$$\hat{G}(E) = \left[ E - \hat{H}_{RF} - \hat{\Sigma}(E, \hbar \omega) \right]^{-1} = \left[ E - \hat{H}_{RF} - \hat{\Sigma}(E, \hbar \omega) + \hat{H}_{lab}(t = 0) - \hat{\Sigma}(E, 0) - \hat{\Sigma}(E, 0) \right]^{-1} = \left[ E - \hat{H}_{lab}(t = 0) - \hat{\Sigma}(E, 0) - \{ \hat{H}_{RF} - \hat{H}_{lab}(t = 0) \} - \{ \hat{\Sigma}(E, \hbar \omega) - \hat{\Sigma}(E, 0) \} \right]^{-1}. \quad (7)$$

We then rewrite $\hat{G}(E)$ using the Dyson equation

$$\hat{G}(E) = \hat{G}_0(E) + \hat{G}_0(E) \left[ \hat{H}_{RF} - \hat{H}_{lab}(t = 0) + \hat{\Sigma}(E, \hbar \omega) - \hat{\Sigma}(E, 0) \right] \hat{G}_0(E). \quad (8)$$

Note that $\hat{H}_{RF} - \hat{H}_{lab}(t = 0) = -\imath \hbar \hat{U}_t (\partial \hat{U}/\partial t) = -\hbar \omega \hat{\sigma}/2$ is already linear order in $\hbar \omega$ while the self-energy matrix can be expanded as

$$\hat{\Sigma}(E, \hbar \omega) - \hat{\Sigma}(E, 0) = \sum_{p, \sigma} \left[ \hat{\Sigma}_p^\sigma(E, \hbar \omega) - \hat{\Sigma}_p^\sigma(E, 0) \right] \approx -\sum_{p, \sigma} Q_p^\sigma \frac{\partial \hat{\Sigma}_p^\sigma}{\partial E} \hbar \omega. \quad (9)$$

By inserting this result into Eq. (8), we obtain expansion of $\hat{G}(E)$ to linear order in $\hbar \omega$ as

$$\hat{G}(E) \approx \hat{G}_0(E) + \hat{G}_0(E) \left[ ( -\imath \hbar \hat{U}_t \partial \hat{U} / \partial t ) + \sum_{p, \sigma} \left( -Q_p^\sigma \frac{\partial \hat{\Sigma}_p^\sigma}{\partial E} \hbar \omega \right) \right] \hat{G}_0(E). \quad (10)$$

By using Eq. (4), (5) and Eq. (10) in the integrand of Eq. (3), and by retaining only terms to linear order in $\hbar \omega$, we can decompose $\hat{\rho}_{RF}$ into a sum of $\hat{\rho}_{eq}$, $\hat{\rho}_{geo}$, $\hat{\rho}_{sea}$ and $\hat{\rho}_{surf}$ contributions

$$\hat{\rho}_{RF} = \frac{1}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \hat{G}(E) \hat{\Gamma}_p^\sigma(E, \hbar \omega) \hat{G}^\dagger(E) f_p^\sigma(E) = \hat{\rho}_{eq} + \hat{\rho}_{geo} + \hat{\rho}_{sea} + \hat{\rho}_{surf}, \quad (11)$$

where

$$\hat{\rho}_{eq} = \frac{1}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \hat{G}_0 \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger f, \quad (12a)$$

$$\hat{\rho}_{geo} = \frac{1}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \left[ \hat{G}_0 \left( -\imath \hbar \hat{U}_t \partial \hat{U} / \partial t \right) \hat{G}_0 \right] \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger f + \frac{1}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \hat{G}_0 \hat{\Sigma}_p^\sigma \left[ \hat{G}_0 \left( -\imath \hbar \hat{U}_t \partial \hat{U} / \partial t \right) \hat{G}_0 \right] \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger f, \quad (12b)$$

$$\hat{\rho}_{sea} = \frac{\hbar \omega}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \left[ \hat{G}_0 \left( -Q_p^\sigma \frac{\partial \hat{\Sigma}_p^\sigma}{\partial E} \right) \hat{G}_0 \right] \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger f + \frac{\hbar \omega}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \hat{G}_0 \hat{\Sigma}_p^\sigma \left[ \hat{G}_0 \left( -Q_p^\sigma \frac{\partial \hat{\Sigma}_p^\sigma}{\partial E} \right) \hat{G}_0 \right] \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger f + \frac{\hbar \omega}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \hat{G}_0 \left[ -Q_p^\sigma \frac{\partial f}{\partial E} \right] \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger f \quad (12c)$$

$$\hat{\rho}_{surf} = \frac{\hbar \omega}{2\pi} \sum_{p, \sigma} \int_{-\infty}^{+\infty} dE \hat{G}_0 \hat{\Gamma}_p^\sigma \left[ -Q_p^\sigma \frac{\partial f}{\partial E} \right] \hat{G}_0^\dagger f. \quad (12d)$$

Here we suppress "function of $E$" notation on the right hand side for brevity.

The contributions $\hat{\rho}_{eq}$, $\hat{\rho}_{geo}$, $\hat{\rho}_{sea}$ and $\hat{\rho}_{surf}$ obtained in the RF can be transformed back to their lab frame time-dependent counterparts, $\hat{\rho}_{eq}^{\text{lab}}$, $\hat{\rho}_{geo}^{\text{lab}}(t)$, $\hat{\rho}_{sea}^{\text{lab}}(t)$ and $\hat{\rho}_{surf}^{\text{lab}}(t)$, respectively, through a unitary transformation, such as $\hat{\rho}_{surf}^{\text{lab}}(t) = \hat{U}(t) \hat{\rho}_{surf} \hat{U}^\dagger(t)$. We proceed by showing how Eq. (12) leads to exact expressions for $\hat{\rho}_{eq}^{\text{lab}}$, $\hat{\rho}_{geo}^{\text{lab}}(t)$, $\hat{\rho}_{sea}^{\text{lab}}(t)$ and $\hat{\rho}_{surf}^{\text{lab}}(t)$ given in Eq. (2) in the main text. By introducing the property

$$\sum_{p, \sigma} \hat{G}_0 \hat{\Gamma}_p^\sigma \hat{G}_0^\dagger = i[\hat{G}_0 - \hat{G}_0^\dagger], \quad (13)$$
Eq. (12a) can be rewritten as the equilibrium density matrix (i.e., independent of $\hbar \omega$)

$$\dot{\rho}_{eq} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \{ \hat{G}_0 - \hat{G}_0^\dagger \} f = -\frac{1}{\pi} \int_{-\infty}^{+\infty} dE \text{Im} \hat{G}_0 f,$$

which reproduces $\dot{\rho}_{\text{eq}}^\text{ad} = \hat{U}(t)\dot{\rho}_{\text{eq}} \hat{U}^\dagger(t)$, shown in Eq. (2a) in the main text. To obtain the expression for $\dot{\rho}_{\text{geo}}(t)$, we insert Eq. (13) in Eq. (12b) to obtain

$$\dot{\rho}_{\text{geo}} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \hat{G}_0 \left( -i \hbar \dot{U}^\dagger \frac{\partial U}{\partial t} \right) \hat{G}_0^\dagger f + \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \hat{G}_0 \left( i \hbar \frac{\partial U^\dagger}{\partial t} \hat{U} \right) \hat{G}_0^\dagger f,$$

which leads to

$$\dot{\rho}_{\text{geo}} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \hat{G}_0 \left( -i \hbar \dot{U}^\dagger \frac{\partial U}{\partial t} \right) \hat{G}_0^\dagger f - \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \hat{G}_0 \left( i \hbar \frac{\partial U^\dagger}{\partial t} \hat{U} \right) \hat{G}_0^\dagger f + \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \hat{G}_0 \left( i \hbar \frac{\partial U^\dagger}{\partial t} \hat{U} \right) \hat{G}_0^\dagger f,$$

(16)

In the above result, if we use the property $\dot{U}^\dagger (\partial \dot{U} / \partial t) = -(\partial \dot{U}^\dagger / \partial t) \hat{U}$, then the second and third term cancel out. Furthermore, by using $\text{Im} \hat{O} = (\hat{O} - \hat{O}^\dagger) / 2i$, the sum of first and the fourth term furnishes

$$\dot{\rho}_{\text{geo}} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} dE \text{Im} \left[ \hat{G}_0 \left( i \hbar \dot{U}^\dagger \frac{\partial U}{\partial t} \right) \hat{G}_0^\dagger f,\right]$$

which reproduces $\dot{\rho}_{\text{geo}}(t) = \hat{U}(t)\dot{\rho}_{\text{geo}} \hat{U}^\dagger(t)$, shown in Eq. (2b) in the main text. To obtain the expression for $\dot{\rho}_{\text{sea}}(t)$, we apply Eq. (13) on the first and second term of Eq. (12c), which yields

$$\dot{\rho}_{\text{sea}} = \frac{\hbar \omega}{2\pi} \int_{-\infty}^{+\infty} dE \sum_{p,q} \left( -Q_p^\dagger \frac{\partial \hat{\Sigma}_p}{\partial E} \right) \hat{G}_0^\dagger f + \frac{\hbar \omega}{2\pi} \int_{-\infty}^{+\infty} dE \sum_{p,q} \left( -Q_p^\dagger \frac{\partial \hat{\Sigma}_p}{\partial E} \right) \hat{G}_0^\dagger f,$$

and finally

$$\dot{\rho}_{\text{sea}} = \frac{\hbar \omega}{2\pi} \int_{-\infty}^{+\infty} dE \sum_{p,q} \left( -Q_p^\dagger \frac{\partial \hat{\Sigma}_p}{\partial E} \right) \hat{G}_0^\dagger f - \frac{\hbar \omega}{2\pi} \int_{-\infty}^{+\infty} dE \sum_{p,q} \left( -Q_p^\dagger \frac{\partial \hat{\Sigma}_p}{\partial E} \right) \hat{G}_0^\dagger f,$$

$$+ \frac{\hbar \omega}{2\pi} \sum_{p,q} \left[ -Q_p^\dagger \frac{\partial \hat{Q}_p}{\partial E} \right] \hat{G}_0^\dagger f,$$

(18)

In the above equation, the sum of second and third term cancels out the fifth term due to $\hat{Q}_p^\dagger = i(\hat{\Sigma}_p^\dagger - \hat{\Sigma}_p^\dagger)$). On the other hand, by using $\text{Im} \hat{O}$ and by substituting $Q_p^\dagger = -1/2$ and $Q_p^\dagger = +1/2$ in the sum of first and fourth term we obtain

$$\dot{\rho}_{\text{sea}} = -\frac{\hbar \omega}{2\pi} \int_{-\infty}^{+\infty} dE \text{Im} \left[ \hat{G}_0 \left( \frac{\partial \hat{\Sigma}_p^\dagger}{\partial E} - \frac{\partial \hat{Q}_p^\dagger}{\partial E} \right) \hat{G}_0^\dagger f \right],$$

(20)
which reproduces $\hat{\rho}_{\text{sea}}(t) = \hat{U}(t) \hat{\rho}_{\text{sea}} \hat{U}^\dagger(t)$, shown in Eq. (2c) in the main text. Lastly, we substitute $Q_p^\uparrow = -1/2$ and $Q_p^\downarrow = +1/2$ into Eq. (12d) to obtain

$$
\hat{\rho}_{\text{surf}} = \frac{\hbar \omega}{4\pi} \sum_p \int_{-\infty}^{+\infty} dE \hat{G}_0(\hat{\Gamma}_p^\uparrow - \hat{\Gamma}_p^\downarrow) \hat{G}_0 \frac{\partial f}{\partial E},
$$

which reproduces $\hat{\rho}_{\text{surf}}(t) = \hat{U}(t) \hat{\rho}_{\text{surf}} \hat{U}^\dagger(t)$, shown in Eq. (2d) in the main text.
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