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Abstract
Semantic world models require detailed classifications that allow the generation of entities that represent real world objects. This study combines advanced binary support vector machine classifiers in the hierarchical structure of a binary decision tree. This approach fulfills the requirements of a subsequent semantic model generation approach as it is an object based approach that works on the single tree level. It is fast and can be applied easily without expert knowledge. The algorithm can be trained on existing tree sample inventory data and additional samples from other data sources can be imported or placed. Classification results were calculated on a variety of input data sources and spatial resolutions. The achieved accuracies were analyzed and provide information for the decision support regarding input data choice for future applications.
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Introduction
Semantic world models describe how the virtual objects relate the real world. Therefore, they are prerequisites for single tree based applications like virtual inventories, forest growth simulations and the use of (semi-)autonomous robots in the complex, unstructured, natural environments like forests. Semantic world models are generated using three abstractions, namely classification, aggregation and generalization as described in Smith and Smith [1977] and ter Bekke [1992]. Spatially explicit databases derived from individual tree species classification are important for a wide variety of forest related activities like forest inventories, diversity monitoring, sustainable forest management and robotic applications in forests. While multiple tree species classification techniques have been described, they typically are performed at resolutions that are too coarse for single tree based analysis [Goodenough et al., 2003; Törmä et al., 2004; Scheuber, 2010]. Other studies used hyperspectral data [Voss and Sugumaran, 2008; Cho et al., 2010], which is too expensive for many applications. Only a small test area was used in Kosaka et al. [2005] and only few tree species were classified in Leckie et al. [2005], Chubey et al. [2006], van Aardt et al.
Commonly used algorithms in these studies include maximum likelihood [Stoffels et al., 2011], spectral angle mapper [Cho et al., 2010], k-nearest neighbor [Tomppo et al., 2008], decision trees [Vikhamar and Fjone, 2004], artificial neural networks [Niska and Packalen, 2010] and support vector machines [Huang et al., 2002; Zortea et al., 2007; Iovan et al., 2008]. Each classifier has its drawback and needs to be chosen with regard to the specific requirements of the application. While k-nearest neighbor classification has been widely used in national forest inventories as described by Tomppo et al. [2008], these applications use low resolution data and focus on estimating an overall distribution of species over a large area. This study on the other hand focuses on single tree level classification and k-nearest neighbor has been shown to perform inferior compared to the proposed support vector machine based decision tree in Krahwinkler et al. [2011]. Decision trees have been used increasingly in a multiple classifier approach called random forest [Immitzer et al., 2012]. It usually incorporates several hundred trees and therefore has to be considered as a black box classifier, which does not provide insight in the nature of the class differences. Other advanced algorithms with good performance in several studies like artificial neural networks and support vector machines also belong to the group of black box classifiers. Another drawback of artificial neural networks is that they do not guarantee to find the optimal solution but support vector machines on the other hand maximize the generalization ability [Vapnik, 2000].

The development of a highly automated classification process with a minimum requirement on user interaction in reference data acquisition, validation and filtering as well as in the classification process itself, are the main objectives of this study. The approach needs to work with multiple very high resolution data sources on large areas to generate classification results on the single tree level. Furthermore, the cost of input data sources has to be kept in mind, which requires an approach that allows the use of different input data sources. With a flexible system that does not require expensive sources like hyperspectral data, input data can be chosen with regard to its benefit-cost ratio.

The classification results from this study will be used to generate a semantic world model as part of the Virtual Forest testbed [Rossmann et al., 2010a], which can be used for robotic applications and forest management activities.

**Study Area and Data Processing**

The test area is located in western Germany near the city of Arnsberg and has a size of approximately 340km² whereof about 230km² are forest areas. An overview of the area is given in Figure 1.

The available data sources are described in Table 1. The normalized digital surface model (nDSM) is calculated as the difference between the digital surface model (DSM) and the digital ground model (DGM).

The nDSM is used to delineate objects for the object based classification using a Gaussian filter and a watershed algorithm. Precise single tree delineation requires a high resolution tree species classification. Object-based approaches have been noted to perform better than pixel-based approaches in Voss and Sugumaran [2008] and Blaschke and Strobl [2001]. In the case of under segmentation, one object might contain two trees, which belong to different species. To avoid this effect, the object delineation approach allows some over segmentation, especially in the case of broad leaved trees. In this case, one tree crown may
be split into several objects, which will then be classified separately.

Figure 1 - Test area Arnsberg, Germany. Geographic location: 51°23'N 8°03'E, size: 340km², north up.

Table 1 - Available data sources. The available bands are the normalized differential surface model (nDSM), red (R), green (G), blue (B), near infrared (NIR), red edge (RE), and short wavelength infrared (SWIR).

| Abbr. | Bands       | Resolution | Sensor                  | Date       |
|-------|-------------|------------|-------------------------|------------|
| nDSM  | nDSM        | 0.4m       | LiDAR Riegl LMS-Q560    | 2008-06    |
| RGB, CIR | R, G, B, NIR | 0.1m       | Vexcel Ultracam-X       | 2008-07-01 |
| SPOT  | NIR, R, G, SWIR | 5m, 10m   | SPOT 5 satellite        | 2008-09-28 |
| REE   | R, G, B, RE, NIR | 5m        | RapidEye satellite      | 2010-06-05 |

The ground reference data contains 211 inventory points, which were measured as part of the federal forest inventory. The points are located in 1km square grid with additional points in 500 m and 250 m square grids. At each of these points, all trees within a 12 m radius and a diameter at breast height larger than 10cm are measured, resulting in a total of 8559 tree samples. Each of these tree samples contains information on the coordinates of the tree, the tree species and the diameter at breast height. Several tree samples also contain height measurements and additional attributes. In addition, 4801 tree samples from eight rather homogeneous fully mapped forest stands, which contain species that are less common in the test area, were available as reference data. The tree sample inventory reference samples needed to be filtered as the field measurements were acquired in 1997 and differs from the
acquisition date of the remote sensing data in 2008 and 2010. The reference data from the fully mapped forest stands also requires some filtering as the airborne visibility was not regarded during field sampling and in some parts errors in the georeferencing occurred. The result of the filtering is shown in Table 2, where OBL is a group of broadleaved species with long rotation time and OBS is a broadleaved species group with short rotation time.

| species | total | good | duplicate | shadow | too low | invalid |
|---------|-------|------|-----------|--------|---------|---------|
| oak     | 520   | 348  | 161       | 3      | 7       | 1       |
| beech   | 2751  | 1134 | 1596      | 4      | 12      | 5       |
| OBL     | 155   | 57   | 98        | 0      | 0       | 0       |
| OBS     | 2516  | 824  | 1673      | 8      | 11      | 0       |
| poplar  | 18    | 6    | 11        | 1      | 0       | 0       |
| pine    | 76    | 32   | 43        | 1      | 0       | 0       |
| larch   | 558   | 292  | 249       | 4      | 10      | 3       |
| spruce  | 6039  | 2128 | 3479      | 134    | 198     | 100     |
| Douglas Fir | 727 | 332  | 384       | 3      | 6       | 2       |

Some of the trees in the sample inventory are not present in the remote sensing data due to felling, depth or storm damage. This results in more than one sample located within an image object, samples within objects dominated by shadows or samples where the measured tree height does not correspond to the height in the nDSM. Filtering for duplicates and too low samples will lead to a better representation of the tree species in the test area and not decrease classification accuracy. Duplicates and low samples are not visible in the remote sensing data. They represent data that cannot be seen from above as they belong to understory trees and are not part of the research objective of this study. Shadow samples do pose a problem for classification accuracy. In these areas the reflectance is low and therefore the information contained in the remote sensing data on these areas is limited. Some studies have introduced shadow classes into their classification scheme. We only filtered very dark areas and kept the samples within underexposed areas with their original classification. But we did find that classification errors increased in underexposed areas as several objects were misclassified as spruce. The inventory data does not contain non-tree samples. An additional class of non-tree samples has been introduced and almost 100% accuracy in separating forest and non-tree samples was reached. However, the focus of this study is to study the classification of tree species and therefore non-forest samples, were not included in this study.

In a ten-fold cross validation approach, the remaining tree samples are grouped ten times into pairs of test and training sets such that each pair is mutually exclusive but samples may be used in several of the ten pairs. Only species with at least 150 samples are used, whereof at least 50 samples are spared for testing as proposed by Congalton and Green [2009]. Of the nine species groups used in stand-based forest inventory in North Rhine-Westphalia, six are represented by a sufficient number of samples, namely oak, beech, OBS, larch, spruce
and Douglas fir. These are the species that were classified in this study. The classification scheme used in this study is therefore incomplete which means that the final map accuracy will most likely be lower than the accuracies presented here. For practical application the underrepresented species should be assigned to one of the remaining tree species to create a complete classification scheme and to be able to estimate the final map accuracy.

A well-known problem in multi sensor based studies is the existence of co-registration errors. The data sources used here had very high precision. Each data source was inspected individually regarding its co-registration and necessary corrections were performed. The features for each object were extracted for each data source individually to calculate the object feature vector that is used in the classifier training and classification methods. For the tree samples, co-registration was addressed by the filtering approach.

**Support Vector Machine based Decision Tree**

Burges [1998] and Vapnik [2000] described support vector machines. They are a very powerful binary, supervised classification. The generalization error is minimized by maximizing the margin along the decision boundary between the two classes by solving the convex quadratic programming problem as given in [Burges, 1998].

\[
W(\alpha) = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j K(x_i \cdot x_j) \]

with \(0 \leq \alpha_i \leq C; i = 1..l\) \[1\]

and \( \sum_{i=1}^{l} \alpha_i y_i = 0 \)

The Lagrange multipliers are denoted by \(\alpha_i, y_i \in [-1,1]\) are the class assignments of the samples and \(x_i\) are the feature vectors in input space. \(K(x_i \cdot x_j) = \|x_i - x_j\|^2\) is the kernel function, in this case a radial basis function kernel. \(C\) is the cost parameter corresponding to the penalty for errors in the case of non-separable data, while \(\gamma\) corresponds to the width of the radial basis function. \(C\) and \(\gamma\) are parameters estimated during training using grid search in the range of \(C = 2^{-5}, 2^{-3}, \ldots, 2^{13}\) and \(\gamma = 2^{-15}, 2^{-13}, \ldots, 2^3\) and 10-fold cross validation. In general, small values of \(C\) and \(\gamma\) are preferred as they avoid overtraining of the support vector machine. Several multiclass extensions exist. The most common are the one-against-one and the one-against-all approaches. In this study, a support vector machine based binary decision tree was used. Similar approaches have been used in Takahashi and Abe [2002], Chen et al. [2008], Dong and Chen [2008], Madzarov and Gjorgjevikj [2009]. The support vector machine based decision tree used here has a hierarchical structure, which gives information about the spectral similarity of species and allows collapsing or expanding tree nodes without having to retrain the whole tree. At each node, all possible combinations of separating the classes into two groups of almost equal size are determined. For each of these pairs of sets, the equivalent distance is
calculated as described in Dong and Chen [2008]:

\[ d_E = \sqrt{\sum_{i=0}^{N} \left( \frac{\mu_{1,i} - \mu_{2,i}}{\sigma_{1,i} + \sigma_{2,i}} \right)^2} \]  \[ [2] \]

The pair with the highest equivalent distance is chosen for the separation at the current node. This approach guarantees a balanced tree which for \( n = 9 \) classes has \( N = 2n - 1 = 17 \) tree nodes, whereof \( n - 1 \) nodes are inner tree nodes. For each of these inner tree nodes a support vector machine is trained. At each inner tree node the 10-fold cross validation is calculated and gives information on the separability of the species groups. An example of a support vector machine based decision tree is given in Figure 2 with the cross-validation results given for each inner tree node. The number of support vector machines that need to be evaluated for each classification is \( \lceil \log_2(N) \rceil = 4 \).

![Figure 2 - Example of a support vector machine based decision tree. Each inner tree node contains a binary support vector machine. The 10-fold cross validation results for each SVM are given for each inner tree node.](image)

The support vector machine based decision tree is trained on the input data sources described above. The approach has been proven to outperform k-nearest neighbor classification [Krahwinkler et al., 2011] and has also shown to yield slightly better results than a one-against-one multiclass support vector machine approach while reducing classification time by a factor of about 0.7. Furthermore, the support vector machine based decision tree offers information on the hierarchy in the spectral similarity of the used classes. It can be expanded and collapsed to some extent without retraining the whole tree.

**Comparisons and Discussion**

The quality and availability of input data sources and reference data are vital for the achieved classification accuracies. New developments lead to new data sources with higher resolutions and better data availability. Nevertheless, higher resolutions for example still come with a higher cost and it is important to evaluate the value of the increased resolution. Therefore, the accuracies
achieved on several resolutions, input data sources and numbers of training data were compared. For the comparison of input data resolutions, only LiDAR nDSM and airborne RGB and CIR images were used. Only these data sources were available at a resolution 0.4 m and 0.1 m respectively and therefore allow the comparison of the classification accuracies achieved on these high resolutions. The RapidEye and SPOT satellite data have resolutions of only 5 m and 10 m respectively. The airborne images have an original resolution of 0.1 m per pixel and were resampled to several lower resolutions. The LiDAR nDSM data have a resolution of 0.4 m per pixel. The training sets contained 182 larches, 792 spruces, 182 Douglas firs, 250 oaks, 548 beeches and 182 other broadleaved samples. The test set included 41 larches, 608 spruces, 19 Douglas firs, 83 oaks, 272 beeches and 51 other broadleaved samples. In this paper, it was not possible to give all calculated confusion matrices as proposed by Congalton and Green [2009]. Therefore, the classification accuracies were estimated using ten-fold cross validation on ten stratified pairs of training and test sets extracted from one data set, following the approach described in Witten and Frank [2005]. From the individual results, the mean and standard deviation of the overall accuracy as well as the mean and standard deviation of the species-wise producer’s and the user’s accuracies were calculated. Although the standard deviation does not give a confidence interval for the calculated mean cross validation results, it gives an estimate of the variation of the ten cross validation calculations. The Kappa coefficient has been criticized in Foody [2011] and Pontius and Millones [2011]. As it is still used in many studies, we also calculated the Kappa values. The results are given in Table 3, where the standard deviation is given in percentage points (pp).

Table 3 - Comparison of classification accuracies calculated for ten pairs of test and training sets, subject to input data resolutions. Std. is the standard deviation and prod. denotes the producer’s accuracy.

|               | 50 m   | 20 m   | 10 m   | 5 m    | 2 m    | 1 m    | 0.4 m  | 0.2 m  |
|---------------|--------|--------|--------|--------|--------|--------|--------|--------|
| mean          | 68.9%  | 70.2%  | 73.6%  | 73.7%  | 73.0%  | 72.9%  | 72.8%  | 72.7%  |
| std.          | 1.8pp  | 1.7pp  | 1.7pp  | 1.0pp  | 1.3pp  | 0.8pp  | 1.2pp  | 1.2pp  |
| prod. mean    | 51.9%  | 56.8%  | 60.1%  | 56.9%  | 57.1%  | 56.5%  | 55.6%  | 54.8%  |
| prod. std.    | 1.9pp  | 2.1pp  | 2.6pp  | 2.3pp  | 2.2pp  | 1.3pp  | 1.8pp  | 1.6p   |
| user mean     | 52.7%  | 51.3%  | 55.8%  | 53.6%  | 52.3%  | 51.5%  | 50.9%  | 50.7%  |
| user std.     | 3.9pp  | 3.3pp  | 3.0pp  | 2.4pp  | 2.2pp  | 1.5pp  | 1.7pp  | 2.0pp  |
| Kappa mean    | 0.489  | 0.525  | 0.577  | 0.575  | 0.565  | 0.563  | 0.560  | 0.558  |
| Kappa std.    | 0.025  | 0.022  | 0.025  | 0.013  | 0.018  | 0.011  | 0.017  | 0.017  |

Table 3 shows that very high resolutions of less than 1 m do not lead to improved classification results in this test case. One reason is that very high resolution data leads to high within-crown variability. The differences between the classification results at a 5 m and a 0.1 m resolution in the overall accuracy are within the range of the standard deviation, but the mean user’s accuracy drops from 53.6% to 50.7% with increasing resolution. Higher resolution also leads to increased classification times as the data access time becomes a critical factor. Increasing the resolution from 0.4 m to 0.2 m increased the classification time for the given test area by a factor of about 1.27 and the increase from 0.2 m to 0.1 m lead to an approximately 5 times increased calculation time in our setup with a standard PC and the raster sources stored in the intranet with a 1 GB local area network connection in between.

At a resolution below 20 m, the accuracy drops significantly. At this resolution, single tree based classification is not possible anymore as single crowns are not visible in the data and
spectral mixing within pixels increases. Homogeneous forest stands can still be classified correctly, but some trees within highly mixes forest stands will be misclassified. The confusion matrix for one test case at a resolution of 5 m is given in Table 4.

Table 4 - Confusion matrix at an image resolution of 5m per pixel. OBS describes a group of other broadleaved species with short rotation time.

|       | oak | beech | OBS | larch | spruce | Douglas fir | user’s |
|-------|-----|-------|-----|-------|--------|--------------|--------|
| oak   | 16  | 18    | 1   | 0     | 10     | 0            | 35.6%  |
| beech | 47  | 205   | 12  | 5     | 47     | 0            | 64.9%  |
| OBS   | 5   | 15    | 31  | 1     | 7      | 0            | 52.5%  |
| larch | 3   | 7     | 1   | 20    | 17     | 0            | 41.7%  |
| spruce| 11  | 22    | 6   | 14    | 491    | 4            | 89.6%  |
| Douglas fir | 1 | 5 | 0 | 1 | 36 | 15 | 25.9% |
| producer’s | 19.3% | 75.4% | 60.8% | 48.8% | 80.8% | 78.9% | 72.4% |

Although the overall accuracy of 72.4% is rather high, the species-wise user’s and producer’s accuracies are rather low with a mean producer’s accuracy of 60.7% and a mean user’s accuracy of 51.7%.

To increase the overall accuracy as well as the species-wise user’s and producer’s accuracies, additional data sources are required as input data sources. Airborne LiDAR data as well as RGB and CIR images are often acquired by national agencies or land surveying offices and in some countries can be obtained for free by national agencies and research institutions. However, the spectral and temporal resolution of airborne RGB and CIR images is limited to 4 spectral bands and one acquisition date. Therefore, additional satellite data can improve classification results due to additional spectral bands and additional acquisition dates, which might be more suitable for tree species classification and allow multitemporal analysis. The increased availability of satellite sensor systems now offers a wide range of data with different sensor specifications and at relatively low costs. The choice of the sensor and the phenological conditions at acquisition time will highly influence the achieved classification results. Satellite sensor data can also provide increased homogeneity compared to airborne data as the acquisition of larger areas within one day is possible, thereby avoiding different atmospheric conditions within the area of interest. Table 5 shows a comparison of classification results based on airborne images, two types of satellite sensor data, and combinations of these input data sources.

Table 5 - Comparison of classification accuracies subject to input data sources excluding airborne LiDAR data.

|       | RGB +CIR | REE | SPOT | RGB +CIR +REE | RGB +CIR +SPOT | RGB +CIR +REE +SPOT |
|-------|-----------|-----|------|---------------|----------------|----------------------|
| mean  | 71.0%     | 78.0% | 70.3% | 81.0%         | 75.4%          | 82.7%                |
| std.  | 1.1pp     | 1.2pp | 1.4pp | 1.3pp         | 1.4pp          | 1.3pp                |
| prod. mean | 51.4% | 63.0% | 42.2% | 73.5%         | 63.4%          | 76.5%                |
| prod. std. | 3.3pp | 2.0pp | 2.3pp | 3.0pp         | 1.8pp          | 2.8p                 |
| user mean | 46.6% | 56.5% | 41.0% | 63.9%         | 55.3%          | 67.6%                |
| user std. | 4.6pp | 2.4pp | 4.1pp | 2.7pp         | 2.1pp          | 2.9pp                |
| Kappa mean | 0.529 | 0.660 | 0.506 | 0.699         | 0.611          | 0.725                |
| Kappa std. | 0.015 | 0.019 | 0.016 | 0.020         | 0.020          | 0.019                |

The highest classification accuracy is reached for the combination of all available data sources in the last column of Table 5. The addition of the RapidEye data set to the airborne image data.
improves the overall accuracy by 10 percentage points, while the SPOT data set only leads to an improvement by 4.4 percentage points. The SPOT satellite data improves the classification based on the airborne images and RapidEye data sets by another 1.7 percentage points. The lowest accuracy is reached on the SPOT data set alone, which only has a resolution of 10 m in the red, green and near infrared bands and only 20 m resolution in the short wavelength infrared band.

Airborne LiDAR nDSM is a rather expensive data source. However, the tree height can be used as a measure describing the age of the trees. As the spectral response of tree crowns changes with age, the additional height feature provided by the nDSM can help in the discrimination of tree species. Table 6 shows the results of the classifications that were reached by using the LiDAR nDSM data set in addition to the airborne and satellite data sources. Although adding the LiDAR nDSM data increases the overall accuracy clearly for the calculations based on single spectral input data, the increase is less apparent for the combinations. For the calculations including the airborne and RapidEye data sets, the increase due to the nDSM data is within the range of the standard deviation.

Table 6 - Comparison of classification accuracies subject to airborne LiDAR data and additional input data sources.

| nDSM     | +RGB+CIR | +RE  | +SPOT | +RGB +CIR |
|----------|----------|------|-------|-----------|
|          |          |      |       |           |
| mean     | 73.7%    | 79.9%| 72.3% | 81.7%     |
| std.     | 1.1pp    | 1.2pp| 1.0pp | 1.2pp     |
| prod. mean | 56.9% | 68.6%| 47.7% | 73.8%     |
| prod. std.| 2.6pp    | 3.1pp| 3.0pp | 2.2pp     |
| user mean | 53.6%    | 60.1%| 45.6% | 64.9%     |
| user std. | 2.4pp    | 2.5pp| 2.6pp | 2.1pp     |
| Kappa mean | 0.576  | 0.543| 0.699 | 0.705     |
| Kappa std.| 0.014    | 0.014| 0.020 | 0.006     |

The detailed results for one test set using LiDAR nDSM, airborne RGB and CIR images and SPOT and RapidEye satellite data, the combination with the highest classification accuracy, is shown in Table 7.

Compared to Table 4 it can be noted, that not only the overall classification accuracy increased but also all the species-specific user’s and producer’s accuracies increased significantly. The user’s accuracies for the individual classes increased by values between 3.8 pp for larch and 39.5 pp for Douglas fir and the producer’s accuracies increased in the range of 5.9 pp for OBS and 65.1 pp for oak. The overall accuracy increases by 12.3 pp from 72.4% to 84.7% due to the addition of the SPOT and RapidEye satellite data sets.

Table 7 - Confusion matrix using LiDAR nDSM, airborne RGB and CIR, and SPOT and RapidEye satellite data.

|         | oak | beech | OBS | larch | spruce | Douglas fir | user's |
|---------|-----|-------|-----|-------|--------|-------------|--------|
| oak     | 70  | 17    | 3   | 0     | 5      | 0           | 73.7%  |
| beech   | 5   | 230   | 6   | 2     | 35     | 0           | 82.7%  |
| OBS     | 3   | 8     | 34  | 1     | 9      | 0           | 61.8%  |
| larch   | 4   | 9     | 2   | 30    | 21     | 0           | 45.5%  |
| spruce  | 1   | 8     | 6   | 8     | 529    | 2           | 95.5%  |
| Douglas fir | 0   | 0     | 0   | 9     | 17     | 65.4%       |
| producer's | 84.3% | 84.6% | 66.7% | 73.2% | 87.0% | 89.5% | 84.7% |
However, it is unclear to which parts the increase in classification accuracies is caused by the multitemporal information, the additional spectral bands, better suitability of the acquisition dates, or better homogeneity of the RapidEye and SPOT data sets. Another very important factor for practical applications is the minimum number of reference samples that are required for classifier training and accuracy assessment. Congalton [1999] suggests a minimum number of 50 samples per species for testing if the test area is less than one million acres and the number of classes is less than 12. Both conditions are fulfilled in this test case. Witten and Frank [2005] state, that in practical terms it is common to hold out one-third of the data for testing and use the remaining two-thirds for training. Combining these rules leads to a minimum number of 150 samples per species. For six species, this leads to an overall number of 900 samples.

The acquisition of accurate reference data is costly and time-consuming. Therefore, reference data requirements should be as low as possible for practical applications. To estimate the effect of limited reference data, ten training and test sets were extracted. To create sets with reduced numbers of training data, only a fraction of the original training data was used while the test samples stayed exactly the same. The original training sets with at least 182 samples per species contained 182 larches, 792 spruces, 182 Douglas firs, 250 oaks, 548 beeches and 182 other broadleaved species. The test set contains 41 larches, 608 spruces, 19 Douglas firs, 83 oaks, 272 beeches and 51 other broadleaved species, thereby weighting the species according to their presence in the test area. The minimum number of 50 test samples is not fulfilled for larch and Douglas fir in this test set configuration as the sample numbers are adjusted to the actual species distribution in the test area to represent an estimate of the resulting map accuracy. For all results in Table 8, RapidEye and SPOT satellite data were used in addition to the airborne images and LiDAR data.

| number | 72 | 84 | 109 | 133 | 158 | 182 |
|---|---|---|---|---|---|---|
| mean | 71.5% | 75.0% | 80.8% | 82.2% | 82.8% | 83.8% |
| std. | 2.4pp | 1.9pp | 1.6pp | 1.1pp | 1.4pp | 1.0pp |
| prod. mean | 73.5% | 73.6% | 74.9% | 76.0% | 76.5% | 77.9% |
| prod. std. | 2.6pp | 2.9pp | 2.3pp | 3.1pp | 3.0pp | 2.1pp |
| user mean | 53.8% | 55.9% | 63.4% | 65.4% | 66.7% | 67.6% |
| user std. | 1.9pp | 2.1pp | 2.7pp | 2.0pp | 2.3pp | 1.9pp |

Figure 3 shows the accuracy values for different sample sizes as given in Table 8. The standard deviation is shown as error indicators.

In Table 8 and Figure 3 it can be seen that the overall accuracy decreases slightly by 3 pp from 182 to 109 samples and declines more rapidly by 9.3 pp from 109 to 72 samples. A similar dip can be noticed in the user’s accuracy, which decreases by 4.2 pp from 182 to 109 samples and drops by 9.6 pp from 109 to 72 samples. The producer’s accuracy decreases more uniformly in the whole range by 4.4 pp from 182
to 72 samples. These results lead to the conclusion that at least 109 samples should be used for training to avoid the drop in classification accuracy but higher numbers are preferably. The results support the assumptions of using at least 150 samples per species, whereof 50 are spared for testing and at least 100 are used for classifier training.

![Figure 3 - Accuracies for different training sample sizes. The standard deviation is given as error indicators.](image)

**Conclusions**

The proposed approach requires reference data that contain information about the coordinate and the tree species. Existing tree sample inventory data can be used and may be supplemented by additional reference data points and visually placed samples. However, the quality of the reference data influences the result substantially. The ideal data source would be random distribution of the samples in the whole test area but such a data source is seldom available and difficult and expensive to acquire. This has to be kept in mind when choosing reference data sources and planning field measurements. Furthermore, it requires spectral input data. Several input data sources including LiDAR nDSM, LiDAR intensity data, airborne image data and satellite images can be combined. The comparisons of input data resolutions, input data sources and number of reference data samples offer important information for decision support and design of future single tree level based tree species classification applications.

The approach has been proven to work well in creating classification results as a basis for semantic world modeling as described in Rossmann et al. [2010b] and Rossmann et al. [2011b]. Numerous applications can be implemented using this semantic world model, including single tree based forest inventory, forest growth simulation, navigation and harvesting simulation [Rossmann et al., 2010c]. Figure 4 shows an example of a wood harvester simulation. Two laser scanners and the tree species classification based single tree level semantic world model are used for navigation as GPS suffers from low position accuracy under closed canopy as described in Rossmann et al. [2011a].
Figure 4 - Wood harvester simulation and laser scanner based navigation using a semantic world model based on the generated single tree level species classification.
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