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Abstract—In skeleton-based action recognition, Graph Convolutional Networks model human skeletal joints as vertices and connect them through an adjacency matrix, which can be seen as a local attention mask. However, in most existing Graph Convolutional Networks, the local attention mask is defined based on natural connections of human skeleton joints and ignores the dynamic relations for example between head, hands and feet joints. In addition, the attention mechanism has been proven effective in Natural Language Processing and image description, which is rarely investigated in existing methods. In this work, we proposed a new adaptive spatial attention layer that extends local attention map to global based on relative distance and relative angle information. Moreover, we design a new initial graph adjacency matrix that connects head, hands and feet, which shows visible improvement in terms of action recognition accuracy. The proposed model is evaluated on two large-scale and challenging datasets in the field of human activities in daily life: NTU-RGB+D and Kinetics skeleton. The results demonstrate that our model has strong performance on both dataset.

I. INTRODUCTION

Action recognition using skeletal information has been widely investigated and attracted a lot attention, since most of human body can be viewed as an articulated system with rigid bones connected by joints, which are not sensitive to the background and the appearance of human [1], [2].

Most existing methods are using Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) to model respectively human skeleton spatial structure and temporal dynamics. However, both cannot fully represent the spatial and temporal features of human skeleton at the same time [2]. In these networks, the skeleton input is usually processed as a pseudo-image or sequence of joint coordinate vectors, ignoring the spatial connections between the skeleton joints [1]. RNNs are additionally limited by the short-memory in analyzing global temporal features. Moreover, it is hard to generalize the graph structure of skeleton data to any random form of skeleton using previous methods.

Recently, with development of Graph Convolutional Networks (GCNs), a compatible solution is proposed. In GCNs, the spatial features can be represented by a spatial graph that is the combination of joints (vertices) and their natural connection (edges). With similar definition, the temporal features can be demonstrated by a temporal graph that connects each vertex and its neighbors in consecutive frames with temporal edges [2]. Normally, these spatial and temporal edges are defined by the natural connections, such as connections of the elbow to the wrist and the shoulder, which are the same for different actions. However, it is not suitable for the body-parts related activity for example drinking and eating, which has strong relations between different body parts, like hands and head. In order to extract the dynamic relations of different actions, an adaptive mechanism is in demand.

In the field of Natural Language Processing (NLP), the attention mechanism is successfully applied to find the potential relations between words at different positions [3]. For a similar purpose, we propose a hybrid spatial attention mechanism in GCN to generate new edges between strongly related vertices during training process, which automatically adapts to different graph description of actions and different input streams.

Overall, the main technical contributions of our work lie in three fields:

1. We design a new spatial graph with connection between head, hands and feet.
2. We propose a novel adaptive mechanism that uses a spatial hybrid attention (HA) layer with mixture of relative distance and relative angle information, in which the relative distance attention contributes more to the bone stream related action recognition and the relative angle attention is more beneficial to the joint stream related action classification.
3. We evaluate our model on two large-scale and challenging datasets in the field of human action recognition: NTU-RGB+D and Kinetics Skeleton, and our model achieves a strong performance on both datasets.

The rest of the paper is organized as follows: in section II, we briefly review existing approaches of human action recognition using skeletal information, graph convolutional network and attention based network. Section III introduces our proposed Attention Based Graph Convolutional Network. Section IV reports experimental results and discussions. Section V concludes the paper.

II. RELATED WORK

We review the previous works from three primary related streams of the research area: skeleton based human action...
recognition, graph convolution networks, and attention based convolutional networks.

A. Skeleton based human action recognition

Human action recognition using skeletal information can be categorized into two clusters: handcrafted feature based methods and learning based methods. The first method manually designs several features to model human body. Vemulapalli et al. [4] represented the action sequence as a curve in Lie group $SE(3) \times \ldots \times SE(3)$, which can be mapped into its Lie algebra and form a feature vector. Fernando et al. [5] adopted a ranking machine to extract the appearance feature changing of frames evolves with time. In our previous work [6], we modeled the fall down event with spatial action unit and temporal height change of skeleton, which has a good performance on single event detection. However, these methods are barely satisfied for large-scale multi-class action recognition, because of the complexity of action space.

Recently, with the success of data driven methods, Deep Learning methods have been widely applied in the field of human action recognition. These approaches are mostly using Convolution Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). CNN-based methods convert each skeleton frame to a pseudo image using designed transformation strategy [7]. Baradel et al. [8] combined human skeletal information with RGB images, which can offer richer contextual cues for action recognition. The authors introduced also a spatial hands attention mechanism, which crops the image around hands. RNN-based methods emphasize the temporal dynamics of skeleton joints [9]. Zhang et al. [10] proposed an adaptive RNN model, which can adjust to the most suitable observation viewpoints for cross-view action recognition. Si et al. [11] reformed the input skeleton information into the graph-structured data through a graph convolutional layer within the Long Short-Term Memory (LSTM) network.

However, both CNN-based and RNN-based methods cannot fully model human action spatial features and temporal features [2]. Both methods ignore the spatial connections between joints, and RNN-based methods suffer from short-memory in analyzing global temporal features.

B. Graph convolution networks

Recently, Graph Convolution Networks (GCN) designed for structured data representation raise the attention. The Graph Convolution Networks (GCNs) can also be categorized into two clusters: spatial and spectral. The spatial GCNs operate the graph convolutional kernels directly on spatial graph nodes and their neighborhoods [12]. Yan et al. [2] proposed a Spatial-Temporal Graph Convolutional Network (ST-GCN), which extract spatial feature from the skeleton joints and their naturally connected neighbors and temporal feature from the same joints in consecutive frames. Shi et al. [1] introduced a two stream Adaptive Graph Convolutional Network (2s-AGCN) based on ST-GCN, which not only extracts features from skeleton joints but also considers the direction of each joint pair (bone information).

The spectral GCNs consider the graph convolution in form of spectral analysis [13]. Henaff et al. [14] developed a spectral network incorporating with graph neural network for the general classification task. Kipf and Welling [15] extends the spectral convolutional network further in the field of semi-supervised learning on graph structured data.

This work follows the spatial GCNs that apply the graph convolutional kernels on spatial domain.

C. Attention based convolutional networks

Attention based neural networks have been successfully applied in NLP and image description. In the field of NLP, the multi head self-attention layer generates the representation of a sequence by aligning words in the sequence with other words [16]. Vaswani et al. [3] employed a local attention mechanism on each node and its neighbor pairs in parallel, so that the spatial feature from each neighbor node is weighted by the relative relationship. Devlin et al. [17] extended a self-attention layer bidirectionally, which can model many downstream tasks in text processing.

In the field of image description, the attention mechanism is adopted to generate a learnable weight mask in spatial domain, which demonstrates the importance of a region [18]. Liu et al. [19] adopted an attention correctness mechanism to generate the attention mask for a corresponding image area. Anderson et al. [20] combined a top-down attention based CNN with a bottom-up Fast R-CNN to determine feature weightings for each detected region.

As part of natural language, human actions also have strong attention relations between different body parts, such as relative distances and relative angles. Inspired by aforementioned great previous works, we attempt to improve the performance of the graph convolutional networks on Human Action Recognition by designing a novel attention mechanism.

III. HYBRID ATTENTION BASED GRAPH CONVOLUTIONAL NETWORK

Typically, the raw skeleton data are provided as a sequence of vectors. Each vector contains a set of human joint coordinates in 2D or 3D. Then a bone is defined by the difference of its two ends joints. In a graph representation, the joint and bone (spatial) information can be viewed as vertices and their natural connections are edges as shown in Fig 1 (a). Besides joint and bone information, we also generate their velocity (temporal) information, and feed them together with spatial information into the attention based graph convolutional network (AB-GCN)

A. Graph construction

The traditional skeleton graph follows the work of ST-GCN [2], which constructs a graph using the natural structure of the human body as shown in Fig 1 (a) left. However, it ignores the strong relations between the parts that usually have large movements, such as hands, head and feet.

Hence, we add additional connections between those parts as shown in Fig 1 (a) right. Each connection has the same incoming, outgoing and self-connecting edges as the traditional
A spatial graph can be mathematically expressed as:

$$G = A \cdot F_{in}$$ (1)

where $F_{in}$ is the input skeleton feature map, $G$ is the graph feature map and $A$ is column-wise normalization of $A_{init}$. The temporal graph is constructed by connecting vertices and their neighbor pairs in consecutive frames in the same way, as shown in Fig. 1(b).

B. Graph convolutional layer

Given the defined skeleton graph with size $C \times T \times V$, where $C$ denotes number of channels, $T$ is number of frames and $V$ is vertices volume, we apply graph convolutional layer on spatial and temporal dimension to extract distinguishable features. The graph convolutional layer has two types: spatial layer and temporal layer.

In spatial dimension, the layer operates the vertices with a $1 \times 1$ convolutional kernel as follows:

$$F_{out} = \sigma(W_s G_{in} + B_s) = \sigma(W_s A F_{in} + B_s)$$ (2)

where $F_{out}$ denotes output feature map, $G_{in}$ means input graph feature, $W_s \in \mathbb{R}^{C_{out} \times C_{in} \times 1 \times 1}$ and $B_s \in \mathbb{R}^{C_{out}}$ are parameters of the spatial convolutional kernel, $C_{out}$ and $C_{in}$ are the output and input channel number, $1 \times 1$ indicates the kernel size, and $\sigma$ is the ReLU activation function.

In temporal dimension, the temporal layer is applied with four dilated $k \times 1$ convolutional kernels. Note that the kernel size in spatial dimension ($V$) is fixed at 1, because the spatial relationship is previously defined by the graph construction.

It can be seen from this point that the initial adjacency matrix has a significant influence on final prediction result. In ST-GCN [2], Yan et al. used a fixed adjacency matrix, which means that it can only update the importance of existing edge and cannot create a new edge during training process. Different from ST-GCN, Shi et al. [1] developed an adaptive GCN (2s-AGCN), which set the adjacency matrix as a parameter and update it by the spatial attention layer during training.

C. Hybrid attention graph convolution layer

The attention layer relates different features of a same input and generates a mask map that contains the importance of each element in feature map. The importance (score) can be expressed as follows:

$$m_{ij} = \text{score}(f_i, f_j) = \frac{f_i^T f_j}{\sqrt{n}}$$ (3)

where $m_{ij}$ is an element of mask map $M$, $f_i$ and $f_j$ are elements in the feature map, and $n$ is a normalizing parameter, it can be the length of a vector, when $f_i$ and $f_j$ are column feature vectors. Given such a mask map, typically, a softmax function is applied to normalize the scores into range $[0, 1]$. In this work, we find that feeding mask maps into a 2-dimensional convolution layer contributes to the relations learning process.

In spatial dimension, we follow the three types spatial graph structure from 2s-AGCN [1], which are respectively generated by identity, inwards and outwards adjacency matrix. On each graph, we apply a new designed hybrid attention layer to extract spatial attention information. The hybrid attention consists of two branches: Relative Distance (RD) attention and Relative Angle (RA) attention, which have significant benefit for bone stream and joint stream, respectively. The proof can be found in Sec IV Experiments.

For both attention branches, the input feature map will be first compressed in channel dimension by a 2D convolutional kernel. In doing so, it reduces the computation of attention, increases the feature difference between channels, and further can generate an unique attention map for each channel. In this work, the compression ratio is $C_{inter}/C_{in} = 8$. In order to generate stable attention for different distribution of input action cases, a Batch Normalization (BN) function is usually used before calculating the attention score. However, this damages the performance of the model with small-batch size as it does not contain a representative distribution of examples [21]. Therefore, we adopt the Layer Normalization (LN) function to allow each input case standardize only on its own batch. As shown in Fig. 2, the compressed feature map is normalized by the Layer Normalization function for each batch, and is fed into the corresponding attention function together with its transpose feature map. This process can be formulated as follows:

$$F = Ln(W_c X + B_c)$$ (4)

where $W_c \in \mathbb{R}^{1 \times 1}$ and $B_c \in \mathbb{R}^{1 \times 1}$ are parameters of the feature compression kernel, $Ln$ is the Layer Normalization.
Fig. 2. Illustration of the spatial hybrid attention convolution layer, where blue stream (top) is “Relative Distance” attention branch and red stream (bottom) represents “Relative Angle” attention branch. \( C_{in}, C_{inter} \) and \( C_{out} \) stand for input, inter and output channel, respectively. \( V \) and \( T \) represent the spatial and temporal size of feature (attention) map. “mean” is an average process in temporal dimension.

Fig. 3. Illustration of hybrid attention based graph convolutional network: (a) Hybrid attention based graph convolutional block unit consisting of spatial convolutional layer \((Conv_S)\), Batch Normalization \((BN)\), temporal convolutional layer \((Conv_T)\), concatenate function \((Cat)\) and ReLU activation function; (b) Hybrid attention based graph convolutional network that consists of 10 HA-GCN blocks, where the input channel, output channel and stride parameters are listed besides the block, such as 3, 64, 1 mean 3 input channel, 64 output channel, and 1 stride, respectively, 2× and 3× represent 2 and 3 same blocks, and \( \text{Avg\_pool} \) is the average pooling function.

Fig. 4. Examples of Relative Distance and Relative Angle in the spatial domain over the (a) Joint and (b) Bone streams. In the joint stream (a), the origin point is Neck, \( j_s \) and \( j_w \) are the joint vectors of Shoulder and Wrist. In the bone stream, \( b_{\text{ns}} \) and \( b_{\text{nw}} \) are bone connections of Neck-Shoulder and Elbow-Wrist. The \( \theta \) is the relative angle, the \( d_{\text{sw}} \) is the relative distance function, and \( X \) are the input feature map, and \( F \) are the compressed feature map.

Since the attention score is calculated between nodes, we take two node feature vectors \( f_i \) and \( f_j \) from the compressed feature map \( F \) as examples to further explain our attention mechanism, they are 1×\( T \) in size.

**Relative Distance attention**: The RD attention information is generated by the relative distance between nodes as follows:

\[
a_{\text{RD},ij} = \tanh(\hat{f}_i - \hat{f}_j), \quad \text{with} \quad i, j \in [1, V] \tag{5}
\]

where \( a_{\text{RD}} \) is an element of RD attention mask \( A_{\text{RD}} \). \( \tanh \) is the Hyperbolic Tangent activation function. \( \hat{f} \) is the average value of feature vector \( f \) over temporal dimension, \( i, j \) are the indices of nodes. The final RD attention mask \( A_{\text{RD}} \) is with size of \( V \times V \times C_{\text{inter}} \), where \( C_{\text{inter}} \) is the number of channel.

**Relative Angle attention**: The RA attention information is obtained by the dot product between node feature vectors in channel-wise, as demonstrated:

\[
a_{\text{RA,ij}} = \tanh(\bar{f}_i \cdot \bar{f}_j) = \tanh(|\bar{f}_i||\bar{f}_j|\cos(\theta)), \quad \text{with} \quad i, j \in [1, V] \tag{6}
\]

where the \( \theta \) is the angle between two vectors. Note that we simplify the dot product attention in Eq. 3 by removing the scale \( 1/\sqrt{n} \), since \( n \) is the number of nodes and it is constant. The Eq. 6 will generate an RA attention mask of the same size as the RD mask. As can be seen from the examples in Fig. 4, relative distance and relative angle focus on different features on joint and bone streams. In some actions, such as drinking, eating, etc., the vector pairs with small relative distance (Head-Wrist) should have a great influence on the action prediction. At this time, the relative angle mechanism will draw the attention to these pairs, due to \( \cos(\theta) \approx 1 \). In some other actions, e.g., stretching, celebrating and so on, the relative distance attention should dominate the attention value.

Since the two attention mechanism (RA and RD) have different effects on different actions, we adopt a learnable
parameter $\alpha$ to combine them. The sum hybrid attention score $A_h$ are formed by the following equation:
\[
A_h = A_{RD} + \alpha \cdot A_{RA} + A_i
\]  

As aforementioned, the predefined adjacency matrix is a local attention map, and the spatial attention mechanism is adaptive to different input action classes, which can enrich the local attention into a global map. Hence, the final attention map is generated by the combination of the hybrid attention mask with the adjacent matrix as follows:
\[
A_{final} = A_h + A_i = A_{RD} + \alpha \cdot A_{RA} + A_i
\]  

Note that the initial graph mask $A_i$ is added in channel-wise, since it is of size $V \times V \times 1$, while the size of the attention masks are $V \times V \times C_{out}$.

The final attention map is extended to $C_{out}$ output channels through an additional 2D convolution layer and merged with the value stream by matrix multiplication. The process can be mathematically expressed as follows:
\[
Y = \sigma((W_A A_{final} + B_A) * (W_v X + B_v))
\]  

where $W_A \in \mathbb{R}^{C_{out} \times C_{inter} \times 1 \times 1}$ and $B_A \in \mathbb{R}^{C_{out} \times C_{inter} \times 1 \times 1}$ are parameters of the attention extension kernel, $W_v \in \mathbb{R}^{C_{out} \times C_{in} \times 1 \times 1}$ and $B_v \in \mathbb{R}^{C_{out} \times C_{in} \times 1 \times 1}$ are parameters of the value stream kernel, $X$ is the input feature map, and $Y$ is the output feature map.

In temporal dimension, we follow the multi-scale temporal modeling module from the work [22], i.e., operating the temporal information in four parallel branches of different dilated convolutional kernels, which have the same kernel size of $3 \times 1$.

**D. Attention based graph convolutional network**

Given defined spatial, temporal, and hybrid attention based graph convolutional block is formed. As shown in the Fig 3 (a), spatial ($Conv_S$) and temporal ($Conv_T$) layers are followed by a batch normalization layer (BN) and a ReLU activation function. A residual connection is added besides Spatial-Temporal block. In this work, we employ 10 basic blocks that have output channels with size 64, 64, 64, 64, 128, 128, 128, 256, 256, 256, respectively. As demonstrated in Fig 3 (b), a BN function is used at the beginning to normalize the input data. A global Average Pooling (Avg_pool) layer is adopted to pool feature map and reshape the feature maps to a uniform size. An additional dropout layer is adopted with drop rate 0.5 to mitigate overfitting. At end of the network, a Softmax is applied to do final prediction.

**IV. EXPERIMENTS**

To evaluate the performance of proposed HA-GCN, we experiment on large-scale human action recognition datasets: NTU-RGB+D [23] and Kinetics human action dataset (Kinetics) [24]. We first perform detailed ablation study on the NTU-RGB+D cross-view benchmark to examine the contributions of the proposed model components to the recognition performance. Then, we evaluate the final model on both datasets and compare the results with other state-of-the-art methods.

**A. Dataset**

- **NTU-RGB+D** [23] is one of the largest and most challenging 3D action recognition dataset. In this work, we follow the recommend benchmarks: cross-view (X-View) and cross-subject (X-Sub).
- **Kinetics** [24] is a more challenging human action recognition dataset, which has 300,000 videos in 400 action classes retrieved from YouTube. In this work, we use 2D skeleton dataset (240,000 clips for training, 20,000 clips for validating) that generated by Yan et al. [2] using the OpenPose tool box [25].

**B. Configuration details**

All experiments are conducted on the PyTorch deep learning framework with single NVIDIA-2080ti GPU. The optimization strategy is stochastic gradient descent (SGD) with Nesterov momentum (0.9). 16 batch size is used for training, 128 batch size is applied for testing. Cross-entropy is adopted as the loss function for the back propagation. The weight decay is set to 0.0001. The full HA-GCN model has 1.42M parameters, and the RD- or RA-GCN has 1.34M parameters.

For NTU-RGB+D dataset, the size of input data is set the same as [1], in which the max number of person in the samples is 2, the longest frame is 300. The learning rate is selected as 0.1 and multiplied by 0.1 at 60-th and 90-th epoch. The number of training epochs is set as 120.

For Kinetics dataset, we generate 150 frames with 2 persons in each sample. Then the data is slightly rotated and translated in random. It has the same learning rate and epoch setup as NTU-RGB+D dataset.

In order to evaluate the effectiveness of the proposed components on different input streams, we introduce an improvement ratio metric as follows:
\[
r_{J/B} = \frac{Acc_J - Acc_{J}^*}{Acc_B - Acc_{B}^*}
\]  

where $Acc$ and $Acc^*$ are accuracy of proposed model and baseline, respectively, $J$ means using joint input stream, and $B$ represent bone input stream. Assuming the improvement is positive, the proposed model is more promising for the joint input stream when $r_{J/B} > 1$, and better for bone stream otherwise. For the negative improvement ratio, i.e., performance drop ratio, the removed component is more beneficial to the joint stream when $r_{J/B} < 1$ and better for the bone stream otherwise.

**C. Ablation study**

We examine the contribution of proposed components to the recognition performance with the X-View benchmark on the NTU-RGB+D dataset.

**Qualitative results:** The baseline is the single stream of 2s-AGCN (AGCN), which has 93.7% and 93.2% accuracy for joint and bone input stream, respectively. By using our new designed graph that has connection between head, hands and feet, they are slightly improved by 0.2% and 0.3%. The following experiments are based on the new graph. Another
Fig. 5. Qualitative results of hybrid attention mask and final output of 10-th spatial graph attention layer for different actions. Both have size of $25 \times 25$, where 25 is number of skeleton joints.

| Action name | RGB images | Hybrid mask | Final mask |
|-------------|------------|-------------|------------|
| Watching time | ![Watching time RGB images](image1) | ![Watching time Hybrid mask](image2) | ![Watching time Final mask](image3) |
| Eating | ![Eating RGB images](image4) | ![Eating Hybrid mask](image5) | ![Eating Final mask](image6) |
| Drinking | ![Drinking RGB images](image7) | ![Drinking Hybrid mask](image8) | ![Drinking Final mask](image9) |

Fig. 5. Qualitative results of hybrid attention mask and final identity output of 10-th spatial graph attention layer for different actions. Both have size of $25 \times 25$, where 25 is number of skeleton joints.

TABLE I

| Methods          | Accuracy | Improvement ratio $r_{J/B}$ |
|-----------------|----------|-----------------------------|
|                | Joint stream | Bone stream |               |
| AGCN*          | 93.7%     | 93.2%       | 0.67          |
| AGCN           | 93.9%     | 93.5%       | 0.86          |
| AGCN (plus)    | 95.0%     | 94.7%       | 0.95          |
| RD-GCN         | 95.6%     | 95.2%       | 0.64          |
| RA-GCN         | 95.1%     | 95.4%       | 0.94          |
| HA-GCN (single T) | 95.2%     | 94.9%       | 0.88          |
| HA-GCN (full)  | 95.8%     | 95.5%       | 1.00          |
| HA-GCN (w/o RA) | 86.6%     | 93.6%       | 1.10          |
| HA-GCN (w/o RD) | 94.6%     | 85.2%       | 0.12          |

* means using the original graph, and the rest experiments are conducted with new designed graph. AGCN is a single stream of 2s-AGCN. The AGCN “plus” implements an additional convolutional layer after generating the attention graph. The “single T” HA-GCN uses the temporal convolutional layer from AGCN instead of 4 parallel dilated convolutional layers. The model without RA (w/o RA) turns off the RA branch in the test phase, and its improvement ratio (performance drop) is calculated in the respect to the full model, as the same as the model without RD branch (w/o RD).

The result confirms that in the complete model, RD and RA attention mechanisms are more favorable for the bone stream and joint stream, respectively.

Besides the comparison in the spatial convolutional layer, we also conduct the comparison experiments with two types of the temporal convolutional layer, i.e., single convolutional layer and multi-scale temporal layer. The single convolutional layer is used in the ST-GCN [2] and 2s-AGCN [1], which adopts a convolution kernel with a kernel size of $9 \times 1$ to extract features from adjacent frames in the temporal domain. The multi-scale temporal layer uses four parallel dilated convolutional kernels, which have different dilation size and wider receptive field in temporal dimension. The result of single temporal convolutional layer is listed in the 6. row of Table I after HA-GCN (single T). Compared to the HA-GCN (single T), the full HA-GCN model using multi-scale temporal layer has significant performance improvement for both input streams.

**Qualitative results:** The attention mask and final output of 10-th spatial hybrid attention layer for three action examples are visualized in the Fig 5. In the example of watching time, the subject is lifting his right forearm, which is also consistent with highlighting right hand joints (11, 23, 24) in the attention mask, whereas for the instance of eating using left hand, the joints (7, 21, 22) belonging to the left hand have more weight in the attention mask. For the action using both hands, the
TABLE II

COMPARISONS OF ACCURACY (%) WITH POPULAR EXISTING METHODS ON THE NTU-RGB+D CROSS-VIEW AND CROSS-SUBJECT DATASET. It can be seen from this point that multi-dimensional information is very important for action recognition.

| Methods                  | X-View | X-Sub |
|--------------------------|--------|-------|
| Lie Group [4]            | 52.8   | 50.1  |
| Deep-LSTM [23]           | 67.3   | 60.7  |
| VA-LSTM [10]             | 87.7   | 79.2  |
| TCN [26]                 | 83.1   | 74.3  |
| Synthesized CNN [27]     | 87.2   | 80.0  |
| 3scale ResNet 152 [28]   | 90.9   | 84.6  |
| ST-GCN [2]               | 88.3   | 81.5  |
| 2s AS-GCN [29]           | 94.2   | 86.8  |
| 2s AGCN [1]              | 95.1   | 88.5  |
| 2s AGC-LSTM [11]         | 95.0   | 89.2  |
| 4s Directed-GNN [12]     | 96.1   | 89.9  |
| 4s Shift-GCN [30]        | 96.5   | 90.7  |
| 4s CRT-GCN [22]          | 96.8   | 92.4  |
| PoseC3D [31]             | 97.1   | 94.1  |
| 1s Pose based [31]       | 95.7   | -     |
| 1s HA-GCN (ours)         | 93.8   | 89.4  |
| 2s HA-GCN (ours)         | 96.6   | 91.5  |
| 4s HA-GCN (ours)         | 97.0   | 92.1  |

1. The pose data of Kinetics dataset is generated by OpenPose.
2. The model used additional texture information, the pose based result is presented in the next line.

![Fig. 6](image)

Fig. 6. Qualitative results of hybrid attention masks in the example of “putting on a shoe” on the joint and bone input streams. The top row displays the video images aligned with skeleton. The middle row presents the RD and RA attention masks for joint and bone input streams and their action prediction. The last row shows the hybrid and final attention mask and the final prediction.

In order to verify the performance of the attention based model, we compare the final model with existing popular skeleton-based action recognition methods on both the NTU-RGB+D dataset and Kinetics dataset. The results of these two comparisons are respectively presented in Table II. The compared methods include Lie Group [4], Deep-LSTM [23], VA-LSTM [10], TCN [26], Synthesized CNN [27], 3scale ResNet 152 [28], ST-GCN [2], 2s AS-GCN [29], 2s AGCN [1], 2s AGC-LSTM [11], 4s Directed-GNN [12], 4s Shift-GCN [30], CRT-GCN [22] and PoseC3D [31]. 1s is only using joint data as the input. 2s means two streams that include joint and bone data. 4s is using four streams of input data, which are joint, bone, joint motion and bone motion, respectively. On both datasets, our model has a strong performance and the 4 stream model outperforms previous state-of-the-art pure skeleton-based approaches on NTU RGBD X-View benchmark and Kinetics skeleton dataset. Note that the PoseC3D model uses not only the skeletal information, but also texture information, which is unfair to compare with other pure skeleton based methods. Hence, we list its performance of pose-based recognition on the Tab II as well.

The main reason of worse performance of all models on Kinetics Skeleton dataset is that the skeleton in the dataset contains only 2D skeletal information, while it is 3D in the NTU-RGBD dataset. It can be seen from this point that multi-dimensional information is very important for action recognition.
V. CONCLUSION

In this work, we develop a novel hybrid attention based graph neural network (HA-GCN) with new designed information for different input streams. To this end, we propose a hybrid attention layer consisting of two branches: Relative Distance and Relative Angle attention. Two type of attention information are coupled by a trainable parameter in the spatial layer. The conducted experiments on two large-scale datasets demonstrate that our hybrid attention model can improve the performance of multi-streams skeletal action recognition. Furthermore, we slightly improve the initial adjacent matrix by connecting head, hands and feet. Since the interaction with environment is a part of action recognition task, and the interaction relations can be represented graphically, we are planning to extend the work to the field of human-object interaction recognition.
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