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ABSTRACT
Consider the higher order parabolic operator \( \partial_t + (-\Delta_x)^m \) and the higher order Schrödinger operator \( i^{-1} \partial_t + (-\Delta_x)^m \) in \( X = \{(t,x) \in \mathbb{R}^{1+n}; |t| < A, |x_n| < B\} \), where \( m \) and \( n \) are any positive integers. Under certain lower order and regularity assumptions, we prove that if solutions to the linear problems vanish when \( x_n > 0 \), then the solutions vanish in \( X \). Such results are global if \( n > 1 \), and we also prove some relevant local results.
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1. Introduction
Let \( m, n \) be any positive integers. Consider the higher order parabolic operator
\[
P_p(D_t, D_x) = \partial_t + (-\Delta_x)^m
\]
and the higher order Schrödinger operator
\[
P_s(D_t, D_x) = D_t + (-\Delta_x)^m
\]
where \( (t,x) \in \mathbb{R} \times \mathbb{R}^n, (D_t, D_x) = i^{-1} (\partial_t, \partial_x) \) and \( \Delta_x = \partial_{x_1}^2 + \cdots + \partial_{x_n}^2 \) is the spatial Laplacian. This paper studies the unique continuation properties of these operators through some hypersurfaces. Our main results are the following two theorems considering a hyperplane as the spatial boundary:

Theorem 1.1. Let \( X = \{(t,x) \in \mathbb{R}^{1+n}; |t| < A, |x_n| < B\} \) for some \( A, B > 0 \). Suppose \( \partial_x^m u \in L^2(X) \) for \( |x| < 2m, P_p(D_t, D_x)u \in L^2(X) \), and in \( X \) that
\[
|P_p(D_t, D_x)u| \leq C \sum_{|\xi| \leq \frac{2m}{2}} |\partial_x^\xi u|.
\]
If \( u \equiv 0 \) when \( x_n > 0 \), then \( u \equiv 0 \) in \( X \).
Theorem 1.2. With the same $X, A$ and $B$ above, suppose $\partial_t u, \partial_x^r u \in L^2(X)$ for $|x| \leq 2m$, and in $X$ that

$$|P_s(D_t, D_x)u| \leq C \left\{ \begin{array}{ll}
\sum_{|x| \leq 2m} |\partial_x^r u| & \text{if } m \geq 3, \\
\sum_{|x| \leq 2m} |\partial_x^r u| + \sum_{|x| = 2m-2} |\partial_x^{r+1} u| & \text{if } m = 1, 2,
\end{array} \right. \quad (1.2)$$

where $e_n$ is the $n$th spatial unit vector. If $u \equiv 0$ when $x_n > 0$, then $u \equiv 0$ in $X$.

If we look at the simplest case considering solutions to $P_p(D_t, D_x)u = 0$ and to $P_s(D_t, D_x)u = 0$, the claims in these theorems are actually implied locally by the well-known Holmgren’s uniqueness theorem (see [5, Theorem 8.6.5]), because the principal symbols of $P_p(D_t, D_x)$ and of $P_s(D_t, D_x)$ are both $p(\eta, \xi) = |\xi|^{2m}$ ($(\eta, \xi) \in \mathbb{R}^{1+n}$), and the hyperplane $\{x_n = 0\}$ is non-characteristic everywhere for these operators. More generally, if we consider any $C^1$ spatial boundary $S$ in $\mathbb{R}^{1+n}$, whose normals are all orthogonal to the time axis making $S$ the most typical type of non-characteristic hypersurfaces for evolution operators like $P_p(D_t, D_x)$ and $P_s(D_t, D_x)$, the Holmgren’s uniqueness theorem also implies local unique continuation property across $S$ for solutions to

$$P_p(D_t, D_x)u = \sum_{|x| < 2m} A_2(t, x) D_x^r u \quad \text{and} \quad P_s(D_t, D_x)u = \sum_{|x| < 2m} A_2(t, x) D_x^r u, \quad (1.3)$$

where the lower order coefficients $A_2(t, x)$ are analytic. It is then natural to ask what happens when $A_2(t, x)$ are not analytic.

In spatial dimension $n = 1$, where $S$ is locally only a segment parallel to the time axis, our Theorems 1.1 and 1.2 are local results to this problem. Actually, Isakov [8] had earlier proved that when $A_2(t, x)$ are locally bounded, local unique continuation holds for $H^{2m}_{\text{loc}}$ solutions to Eq. (1.3) across $S$, and this is somehow a better result than ours in the sense that lower order terms up to order $2m - 1$ are all allowed.

In higher spatial dimension $n > 1$, this problem has been more explored in the second order case $m = 1$. In [8], Isakov considered the parabolic operators

$$\partial_t - \sum_{j,k} a_{jk}(t, x) \partial_x^j \partial_{x_k} + b(t, x) \cdot \nabla_x + c(t, x), \quad (1.4)$$

where $\sum_{j,k} a_{jk}(t, x) \partial_x^j \partial_{x_k}$ is uniformly elliptic with $C^1$ coefficients and all lower order coefficients are locally bounded, improving an earlier result of Saut and Scheurer [14]. More precisely, suppose $S$ is a $C^2$ spatial boundary defined by $\psi(x) = 0$ for $(t, x)$ in a neighborhood of $0 \in \mathbb{R}^{1+n}, 0 \in S, x_n > 0$ for points $(t, x) \in S$ except those in the form $(t, 0)$, and suppose $\psi(x) > 0$ implies $x_n > 0$. An essential result in [8] is that if $u \in H^2_{\text{loc}}$ is a solution to

$$\partial_t u - \sum_{j,k} a_{jk}(t, x) \partial_x^j \partial_{x_k} u + b(t, x) \cdot \nabla_x u + c(t, x) u = 0 \quad (1.5)$$

in a neighborhood of 0, and if $u \equiv 0$ when $\psi(x) > 0$, then $u \equiv 0$ in some neighborhood of 0. Since the initial vanishing of $u$ is very tiny, the local unique continuation property through spatial boundaries for parabolic operators (1.4) has few essential differences to the case of analytic coefficients, and Isakov’s result also implies our Theorem 1.1 when $m = 1$. Isakov [8] also considered the Schrödinger equation

$$i\partial_t u - \Delta_x u + b(t, x) \cdot \nabla_x u + c(t, x) u = 0 \quad (1.6)$$

with locally bounded coefficients, however, the result is much weaker than the parabolic case. It could only be shown that if $u \equiv 0$ when $\psi(x) < 0$, then $u \equiv 0$ in some
neighborhood of 0. Geometrically speaking, the initial vanishing here is assumed to be on a place “strictly larger” than the half space locally.

The above second-order results in the case of non-analytic coefficients were all proved by establishing certain Carleman estimates, and such a way has become the main stream in the study of unique continuation problems since Carleman first introduced it in [1]. In the higher order case $m > 1$, however, it is in general difficult to establish Carleman estimates for higher order operators like $P_p(D_t, D_x)$ and $P_s(D_t, D_x)$ whose Fourier symbols have zeros with high multiplicities, and unique continuation through non-characteristic hypersurfaces in higher spatial dimensions has not been much studied. We will prove Theorems 1.1 and 1.2 by establishing appropriate Carleman estimates, but notice that when $n > 1$, our Theorems 1.1 and 1.2 are only global in the $x' = (x_1, ..., x_{n-1})$ variables, to better explain why we have such consideration, we next shortly discuss how classical ideas of proving Carleman estimates may fail when studying $P_p(D_t, D_x)$ and $P_s(D_t, D_x)$.

In the general theory of local unique continuation through a hypersurface $S = \{\psi(x) = \psi(x_0)\}$ for a differential operator $P(x, D)$, establishing the following type of Carleman estimate is crucial:

$$\sum_{|z| < \deg P} \tau^{2(\deg P - \delta - |z|)} \int e^{2\tau \phi} |D^2 f|^2 \leq C \int e^{2\tau \phi} |p(e\xi, D)f|^2. \tag{1.7}$$

Here $p(x, D)$ is the principal part of $P(x, D)$, $\tau$ is a large parameter which indicates uniqueness when it goes to $+\infty$, $\epsilon$ is a small but fixed parameter which controls some errors from coefficients, $f$ is any smooth function supported in a sufficiently small neighborhood of $x_0$, and $\phi$ is a suitable weight function with a local level set lying strictly on the side of $S$ where the solution vanishes, except $x_0$ where $\nabla \phi$ points at the vanishing side. The most important parameter $\delta \geq 0$ in (1.7) characterizes the loss of derivatives in the sense that $\tau$ and $D$ have the same strength from the view of semi-classical calculus.

In most cases where (1.7) can be proved, it seems that the loss of derivatives $\delta$ cannot exceed 1. The general study that explains this situation to the most extent may be the historical Calderón’s uniqueness theorem which, in a typical way (e.g. see Hörmander [7, Chapter 28]), says that if

1) $p(x, D)$ has $C^\infty$ coefficients, and the lower order terms of $P(x, D)$ have bounded coefficients.

2) $S$ is $C^2$, and it is non-characteristic to $P$ at $x_0$, i.e. $p(x_0, \nabla \psi(x_0)) \neq 0$ and $\nabla \psi(x_0) \neq 0$.

3) There exist a neighborhood $V$ of $x_0$ and a conic neighborhood $\Gamma$ of $\nabla \psi(x_0)$, such that when $(x, \xi, N, \tau) \in V \times \mathbb{R}^d \times \Gamma \times \mathbb{C}^d$ and $\xi \notin \mathbb{R}N$, the Fourier symbol of $p$ has the factorization

$$p(x, \xi + \tau N) = p(x, N) \prod_k (\tau - a_k(x, \xi, N))^{\sigma_k} \prod_l (\tau - b_l(x, \xi, N))^{\tilde{\sigma}_l}, \tag{1.8}$$

where the distinguished $a_k$’s and $b_l$’s are, respectively, real and non-real valued $C^\infty$ functions in $V \times \mathbb{R}^d \setminus \{0\} \times \Gamma$, and the integers $\sigma_k \in \{0, 1\}$ and $\tilde{\sigma}_l \in \{0, 1, 2\}$,

then we can find a suitable weight function $\phi$ such that (1.7) can be proved with $\delta = 1$. Moreover, if all $\tilde{\sigma}_l \leq 1$ in (1.8), then (1.7) can be proved with $\delta = \frac{1}{2}$. 
Notice that the principal part \( p(x, D) \) and the above three conditions are invariant under any \( C^2 \) coordinates change, in the proof of Carleman estimate (1.7), we may first assume by a local diffeomorphism that \( \phi \) is some convex quadratic form which is more computable, and then estimates for factors of the conjugated operator \( p(\epsilon x, D + i\tau \nabla \phi) \) give (1.7) in the new coordinates, while real and non-real factors make different contribution:

1) Each non-real factor causes \( \frac{1}{2} \) loss of derivatives by a standard commutator type argument, where the convexity of \( \phi \) is used. If any non-real factor has multiplicity 2, the loss of derivatives will be piled up to 1.

2) The real factors do not cause loss of derivatives but the loss of some ellipticity, and consequently the left-hand side of (1.7) does not include terms of order deg \( P \).

Since the diffeomorphism generically generates all lower order errors, the left-hand side of (1.7) must have positive power in \( \tau \) to absorb these errors in the original coordinates by assuming, \( \tau > 0 \) large, except the case \( \delta = 1 \) where the errors of order deg \( P - 1 \) are controlled by taking \( \epsilon \) small.

We remark that to check the factorization (1.8) is not always easy, and Hörmander (see [7]) had developed the well celebrated pseudo convexity theory to study the case \( \delta = \frac{1}{2} \) by considering a more straightforward relation between \( \phi \) and \( p \). The more general case \( \frac{1}{2} \leq \delta < 1 \) has also been considered in Lerner [11], which takes spirit from the subelliptic operator theory where ellipticity is lost in a similar manner but lower order information can still be controlled. The bi-Laplacian \( \Delta^2 \) is a typical operator for the critical case \( \delta = 1 \), and there has been some technical variants in related problems, for example, Rousseau and Robbiano [12] recently considered the spectral inequality for the bi-Laplacian using Carleman estimates. One expects that the loss of derivatives \( \delta \) will be higher than 1 if in (1.8) the multiplicity of some non-real factor becomes higher, and that more loss of ellipticity happens if some higher order real factor occurs, thus the above strategy of proving a Carleman estimate fails in the end. One consults Zuily’s book [15] for counterexamples and some special positive results for higher order operators.

In our cases for \( P_p(D_t, D_x) \) and \( P_s(D_t, D_x) \), more concretely, the failure of the above classical ideas comes from two aspects. The first is that the principal symbol \( p(\eta, \xi) = |\xi|^{2m} \) has dimensional loss, then for any \( N_0 \in \mathbb{R} \), \( 0 \neq N \in \mathbb{R}^n \), one can always find \( (\eta, \xi) \notin \mathbb{R}(N_0, N) \) such that \( \tau \mapsto p(\eta + \tau N_0, \xi + \tau N) \) has a real root with multiplicity higher than 1. The second aspect is the high power in the spatial part of these operators, for when \( m > 2 \), possible non-real roots must have multiplicities higher than 2. Notice that all these reasons have nothing to do yet with the hypersurface \( S \), it seems that considering local unique continuation is somehow away from being prepared for us.

However, with a similar strategy of proving (1.7), it is still possible to consider global unique continuation for \( P_p(D_t, D_x) \) and \( P_s(D_t, D_x) \) like Theorems 1.1 and 1.2. We are first motivated by Isakov [8] respecting the dimensional loss, where Isakov considered the non-homogeneous principal part of an operator in full dimensions, and gave an argument parallel to the pseudo convexity theory of Hörmander, with typical applications to second order evolution operators and one-dimensional higher order evolution operators as mentioned before. In our case, \( \partial_t \) and \( D_t \) should not be neglected in the non-homogeneous principal parts of \( P_p(D_t, D_x) \) and \( P_s(D_t, D_x) \), however, we will not emphasize such
concept later but study them in a more straightforward way. The other motivation of this work is technical respecting the high power. As analyzed above, since the loss of derivatives is expected to be high, generic lower order errors that are uncontrollable must be avoided. Similar consideration for higher order elliptic operators has been more studied, for example in [2, 13] and [3], strong unique continuation properties were considered, and iteration of Carleman estimates for second order operators was used to avoid certain lower order errors. In this work, we will not consider any generic diffeomorphic scenario, but only quadratic forms as the weight function in a Carleman estimate, and take advance of the Trèves’ identity which produces lower terms in a completely predictable way. By considering parameterized quadratic forms, we inspect what kinds of Carleman estimate can be proved and consequently what kinds of hypersurface will allow unique continuation to cross. It turns out that quadratic forms that only depend on $t$ and $x_n$ are suitable choices even if they are not convex, and therefore the spatial boundary in Theorems 1.1 and 1.2 can then only be local in $t$ and $x_n$.

Such global results can be expected to serve some further global unique continuation problems. For example, Kenig et al. [10] considered unique continuation for the nonlinear Schrödinger equation:

$$i\partial_t u + \Delta_x u + F(u, \bar{u}) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^n,$$

and proved that if two solutions coincide in $\{0, 1\} \times D$ where the cone $D$ is strictly larger than a half space, then the two solutions are identically equal. They used the result of Isakov [8] for Schrödinger equations as a second step after showing that the two solutions coincide in $[0, 1] \times D'$ where the cone $D' \subset D$ is also strictly larger than a half space. Compared with Isakov’s result, our Theorem 1.2 shows that $D$ can also be assumed to be a half space with the same regularity assumptions in [10]. We also mention that Ionescu and Kenig [9] later developed the $L^p$ Carleman estimates which are also global but much harder to prove, to reduce $D$ to a half space, and we refer to [4] for more related problems for evolution equations. We expect our Theorem 1.2 to be a step to such problems in the higher order case.

As a byproduct, the Carleman estimates (see Lemmas 3.1 and 3.3) that we use to prove Theorems 1.1 and 1.2 can be slightly modified to show a local unique continuation property for $P_p(D_t, D_x)$ and $P_s(D_t, D_x)$ (see Proposition 5.1), where the initial vanishing of the solutions is assumed to be on a saddle shape set. Besides being a new local unique continuation result in the higher order case in higher dimensions, this is also a "better" result than Isakov’s in [8] for the Schrödinger equations, because the saddle shape set we consider is actually a smaller initial vanishing set, while the only one flaw is that we cannot include the full gradient in the equation.

This paper is organized as follows. In Section 2, we introduce the Trèves’ identity, upon the use of which we also prove some error estimates. In Section 3, we prove two Carleman estimates which are the main gadgets to prove Theorems 1.1 and 1.2 in Section 4. In Section 5, we prove a local unique continuation result by modifying the Carleman estimates in Section 3, and we also give a weak unique continuation result as a corollary.

In the sequel, we will use the notation $D = i^{-1}\nabla = i^{-1}\partial$ indicating variables by subscript. For $d$ dimensional vector $b$ and multi-index $\alpha$, we denote $b^{\alpha} = b^{\alpha_1}_1 \cdots b^{\alpha_d}_d$. For a polynomial $P$ in $\mathbb{C}^d$ with constant coefficients, we denote $\bar{P}$ the polynomial by taking conjugation of all coefficients of $P$, and $P^{(\alpha)}$ the mixed derivative $\partial^\alpha P$. 
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2. Preliminaries

The following Trèves’ identity (see [6, Lemma 17.2.2]), which explains the canonical commutation relation for general linear differential operators with constant coefficients, is our main tool to prove Carleman estimates:

**Lemma 2.1.** Let \( Q(x) = \sum_{j=1}^{d} a_j x_j + \sum_{j=1}^{d} b_j x_j^2 / 2 \) be a real quadratic polynomial in \( \mathbb{R}^d \), \( P \) be a \( d \)-dimensional polynomial with constant coefficients. Then for all \( u \in C_c^\infty(\mathbb{R}^d) \) and denoted by \( v = e^{Q/2}u \), we have

\[
\int e^{Q}|P(D)u|^2 \, dx = \int |P(D + i\nabla Q/2)v|^2 \, dx = \sum_{|\alpha| \geq k} \frac{b^\alpha}{\alpha!} \int |\tilde{P}(\alpha)(D - i\nabla Q/2)v|^2 \, dx,
\]

where the finite summation runs over all possible multi-indices \( \alpha \).

We also need a further conclusion of the Trèves’ identity:

**Lemma 2.2.** If, in addition to Lemma 2.1, we have \( b_j \geq 0 \) for \( 1 \leq j \leq d \), then for any non-negative integer \( k \), there exists \( C = C(\deg P, k, d) > 0 \) such that

\[
\sum_{|\alpha| \geq k} b^\alpha \int |\tilde{P}(\alpha)(D - i\nabla Q/2)v|^2 \, dx \geq C \sum_{|\alpha| \geq k} b^\alpha \int |\tilde{P}(\alpha)(D + i\nabla Q/2)v|^2 \, dx.
\]

**Proof.** Notice that when \( 0 < \epsilon < 1 \) we have

\[
\sum_{|\alpha| \geq k} b^\alpha \int |\tilde{P}(\alpha)(D - i\nabla Q/2)v|^2 \, dx = \sum_{|\alpha| \geq k} b^\alpha \int e^{-Q}|\tilde{P}(\alpha)(e^{\frac{Q}{2}}v)|^2 \, dx \geq \sum_{|\alpha| \geq k} e^{\deg P - |\alpha|} b^\alpha \int e^{-Q}|\tilde{P}(\alpha)(e^{\frac{Q}{2}}v)|^2 \, dx,
\]

we can then apply Lemma 2.1 to each term in the last line above to obtain

\[
\sum_{|\alpha| \geq k} b^\alpha \int |\tilde{P}(\alpha)(D - i\nabla Q/2)v|^2 \, dx \geq \sum_{|\alpha| \geq k} \sum_{|\beta| \geq 0} \frac{\epsilon^{\deg P - |\alpha|} b^\alpha (-\beta)^\beta}{\beta!} \int |\tilde{P}(\alpha + \beta)(D + i\nabla Q/2)v|^2 \, dx \geq \sum_{|\alpha| \geq k} \sum_{|\beta| \geq 0} \frac{\epsilon^{\deg P - |\alpha|} b^\alpha + \beta}{\beta!} \int |\tilde{P}(\alpha + \beta)(D + i\nabla Q/2)v|^2 \, dx \geq \sum_{|\alpha| \geq k} \sum_{|\beta| \geq 0} \frac{\epsilon^{\deg P - |\alpha|} b^\alpha + |\beta| + 1}{\beta!} \int |\tilde{P}(\alpha + \beta)(D + i\nabla Q/2)v|^2 \, dx = \sum_{|\alpha| \geq k} \epsilon^{\deg P - |\alpha|} (1 - \epsilon C_{\deg P, k, d}) b^\alpha \int |\tilde{P}(\alpha)(D + i\nabla Q/2)v|^2 \, dx.
\]

Then choosing \( \epsilon \) small completes the proof.
The following lemma for error estimates is somehow standard, but we still give the proof here to make a self-contained discussion.

**Lemma 2.3.** For fixed $K \in \mathbb{N}_+$ and $\delta_0, \tau_0 > 0$, there exists $C > 0$ such that for all $u(s) \in C^\infty(\mathbb{R})$ we have

$$|(D_s \pm i\tau(1 + s))^K u - D_s^K u| \leq C \sum_{k<K} \tau^{K-k} |D_s^k u|, \quad |s| < \delta_0, \quad \tau > \tau_0. \quad (2.3)$$

We also have

$$|(D_s \pm i\tau(1 + s))^K u - (D_s \pm i\tau)^K u| \leq C(1 + \delta \tau) \sum_{k<K} \tau^{K-1-k} |D_s^k u|, \quad |s| < \delta \leq \delta_0, \quad \tau > \tau_0. \quad (2.4)$$

**Proof.** We only prove the “+” case since the “−” case is parallel. The lemma is obvious when $K \leq 2$. When $K > 2$, for (2.3),

$$(D_s + i\tau(1 + s))^K = (D_s + i\tau(1 + s))^{K-1} + i\tau(1 + s)(D_s + i\tau(1 + s))^{K-1}$$

$$= (D_s + i\tau(1 + s))^{K-1} D_s + (K - 1)\tau (D_s + i\tau(1 + s))^{K-2}$$

$$+ i\tau(1 + s)(D_s + i\tau(1 + s))^{K-1},$$

thus

$$|(D_s \pm i\tau(1 + s))^K u - D_s^K u|$$

$$\leq |((D_s + i\tau(1 + s))^{K-1} - D_s^{K-1})D_s u| + (K - 1)\tau|((D_s + i\tau(1 + s))^{K-2} u|$$

$$\leq C \sum_{k<K} \tau^{K-k} |D_s^k u| + C \tau^{-1} \sum_{k<K-1} \tau^{K-k} |D_s^k u|$$

$$\leq C \sum_{k<K} \tau^{K-k} |D_s^k u|.$$ 

For (2.4) similarly,

$$(D_s + i\tau(1 + s))^K$$

$$= (D_s + i\tau(1 + s))^{K-1} (D_s + i\tau) + (K - 1)\tau (D_s + i\tau(1 + s))^{K-2}$$

$$+ i\tau s (D_s + i\tau(1 + s))^{K-1},$$

thus

$$|(D_s \pm i\tau(1 + s))^K u - (D_s + i\tau)^K u|$$

$$\leq |((D_s + i\tau(1 + s))^{K-1} - (D_s + i\tau)^{K-1})(D_s + i\tau) u|$$

$$+ (K - 1)\tau|((D_s + i\tau(1 + s))^{K-2} u| + \delta\tau|((D_s + i\tau(1 + s))^{K-1} u|$$

$$\leq C(1 + \delta + \tau^{-1})(1 + \delta \tau) \sum_{k<K} \tau^{K-1-k} |D_s^k u|$$

$$\leq C(1 + \delta \tau) \sum_{k<K} \tau^{K-1-k} |D_s^k u|.$$ 

□
3. Carleman estimates

In this section, we shall prove two Carleman estimates for the main theorems, respectively. The first one is for the higher order parabolic case:

**Lemma 3.1.** Let \( \phi = -N \frac{t^2}{2} + x_n + \frac{x_i^2}{2} \) where \( N \geq 0 \). Then there exist \( \tau_0 = \tau_0(N) > 0, C = C(\tau_0) > 0 \), and \( 0 < \delta < 1 \) which is independent of \( N \), such that when \( \tau > \tau_0 \) we have

\[
\tau^{-m} \int e^{2\tau \phi} |D_t u|^2 \, dx \, dt + \sum_{|x| \leq 2m} \tau^{2(\frac{m}{\tau} - |x|)} \int e^{2\tau \phi} |D_x^2 u|^2 \, dx \, dt \\
\leq C \int e^{2\tau \phi} |P_p(D_t, D_x) u|^2 \, dx \, dt, \quad u \in C_c^\infty(U),
\]

where \( U = \{(t, x) \in \mathbb{R}^{1+n}; \ |t| < \delta, |x_n| < \delta\} \).

**Proof.** We first apply Lemma 2.1 to \( P_p(\eta, \xi) = i\eta + P^m_2(\xi) \) with \( Q = 2\tau \phi \) where \( P^m_2(\xi) = \sum_{j=1}^n \xi_j^2 \). Denoted by \( \nu = e^{i\theta} u \), we obtain for all \( u \in C_c^\infty(U) \) that

\[
\int e^{2\tau \phi} |P_p(D_t, D_x) u|^2 \, dx \, dt \\
= \int | - i(D_t - i\tau \partial_t \phi) \nu + P^m_2(D_x - i\tau \partial_x \phi) \nu |^2 \, dx \, dt - 2N \tau \int |\nu|^2 \, dx \, dt \\
+ \sum_{k>0} \frac{(2\tau)^k}{k!} \int \left| \left( \partial^k P^m_2 \right)(D_x - i\tau \partial_x \phi) \nu \right|^2 \, dx \, dt \\
\geq \int | - i(D_t - i\tau \partial_t \phi) \nu + P^m_2(D_x - i\tau \partial_x \phi) \nu |^2 \, dx \, dt \\
+ 2\tau \int \left| \left( \partial^m P^m_2 \right)(D_x - i\tau \partial_x \phi) \nu \right|^2 \, dx \, dt \\
+ \frac{(2\tau)^m}{m!} \int \left| \left( \partial^m P^m_2 \right)(D_x - i\tau \partial_x \phi) \nu \right|^2 \, dx \, dt \\
+ \frac{(2\tau)^{2m}}{(2m)!} \left( \partial^m P^m_2 \right)^2 - 2N \tau \right) \int |\nu|^2 \, dx \, dt,
\]

and here \( \partial^m P^m_2 \) is a constant. When \( \tau \geq \frac{1}{2} \left( \frac{2N(2m)!}{(\partial^m P^m_2)^2} \right)^{\frac{1}{m-1}} : = \tau_1 \), we have

\[
C\tau^m \int e^{2\tau \phi} |P_p(D_t, D_x) u|^2 \, dx \, dt \\
\geq \int | - i(D_t - i\tau \partial_t \phi) \nu + P^m_2(D_x - i\tau \partial_x \phi) \nu |^2 \, dx \, dt \\
+ \tau^2 \int \left| \left( \partial^m P^m_2 \right)(D_x - i\tau \partial_x \phi) \nu \right|^2 \, dx \, dt \\
+ \tau^{2m} \int \left| \left( \partial^m P^m_2 \right)(D_x - i\tau \partial_x \phi) \nu \right|^2 \, dx \, dt.
\]

Notice that \( \partial_t \phi = -Nt, \partial_x \phi = (0, \ldots, 1 + x_n) \), \( \deg(\partial_t P^m_2) = 2m - 1 \) and \( \deg(\partial_x P^m_2) = m \), for any \( 0 < \delta < 1 \) and \( \tau > \tau_1 \), we can use (2.4) to treat each term in (3.2) in the following ways:
\[
\int \int | - i(D_t - i\tau \partial_x) v + P_2^m(D_x - i\tau \nabla_x \phi) v |^2 dx dt \\
\geq \frac{1}{2} \int \int | - iD_t v + P_2^m(D_x - i\tau e_n) v |^2 dx dt - CN^2 \tau^2 \int \int | v |^2 dx dt \\
- C(1 + \delta \tau)^2 \sum_{|x| < 2m} \tau^{2(m - 1 - |x|)} \int \int | D_x^2 v |^2 dx dt,
\]
(3.3)

\[
\int \int |(\partial_n P_2^m)(D_x - i\tau \nabla_x \phi) v |^2 dx dt \\
\geq \frac{1}{2} \int \int |(\partial_n P_2^m)(D_x - i\tau e_n) v |^2 dx dt \\
- C(1 + \delta \tau)^2 \sum_{|x| < 2m - 1} \tau^{2(m - 2 - |x|)} \int \int | D_x^2 v |^2 dx dt,
\]
(3.4)

and

\[
\int \int |(\partial_n^m P_2^m)(D_x - i\tau \nabla_x \phi) v |^2 dx dt \\
\geq \frac{1}{2} \int \int |(\partial_n^m P_2^m)(D_x - i\tau e_n) v |^2 dx dt \\
- C(1 + \delta \tau)^2 \sum_{|x| < 2m} \tau^{2(m - 1 - |x|)} \int \int | D_x^2 v |^2 dx dt.
\]
(3.5)

Combining (3.2)–(3.5) we have

\[
C \tau^m \int \int e^{2\tau \phi} P_p(D_t, D_x) u |^2 dx dt \\
\geq \int \int | - iD_t v + P_2^m(D_x - i\tau e_n) v |^2 dx dt \\
+ \tau^2 \int \int |(\partial_n P_2^m)(D_x - i\tau e_n) v |^2 dx dt \\
+ \tau^{2m} \int \int |(\partial_n^m P_2^m)(D_x - i\tau e_n) v |^2 dx dt \\
- C(1 + \delta \tau)^2 \sum_{|x| < 2m} \tau^{2(m - 1 - |x|)} \int \int | D_x^2 v |^2 dx dt - CN^2 \tau^2 \int \int | v |^2 dx dt.
\]
(3.6)

We next claim that

\[
\int \int | - iD_t v + P_2^m(D_x - i\tau e_n) v |^2 dx dt + \tau^2 \int \int |(\partial_n P_2^m)(D_x - i\tau e_n) v |^2 dx dt \\
+ \tau^{2m} \int \int |(\partial_n^m P_2^m)(D_x - i\tau e_n) v |^2 dx dt \\
\geq C \left( \int \int | D_t v |^2 dx dt + \sum_{|x| \leq 2m} \tau^{2(2m - |x|)} \int \int | D_x^2 v |^2 dx dt \right).
\]
(3.7)
By Parseval’s formula, it suffices to show
\[ | - iη + P_2^m(ξ - iτe_n)|^2 + τ^2| (\partial_n P_2^m)(ξ - iτe_n)|^2 + τ^{2m}| (\partial_n^m P_2^m)(ξ - iτe_n)|^2 \]
\[ \geq C(\lvert η \rvert^2 + \lvert ξ - iτe_n \rvert^{4m}) \]  
(3.8)
for all \((τ, η, ξ) \in \mathbb{R}^{1+1+n}\). With the bijection \(η = |η|^{2m-1} \tilde{η}\) in \(\mathbb{R}\), it is equivalent to show for all \((τ, \tilde{η}, \tilde{ξ}) \in \mathbb{R}^{1+1+n}\) that
\[ | - i\tilde{η}|^{2m-1} + P_2^m(ξ - iτe_n)|^2 + τ^2| (\partial_n P_2^m)(ξ - iτe_n)|^2 + τ^{2m}| (\partial_n^m P_2^m)(ξ - iτe_n)|^2 \]
\[ \geq C(\lvert \tilde{η} \rvert^{4m} + \lvert ξ - iτe_n \rvert^{4m}) \]  
(3.9)
Since both sides of (3.9) are homogeneous in \((τ, \tilde{η}, \tilde{ξ}) \in \mathbb{R}^{1+1+n}\) of degree \(4m\), and the right-hand side is elliptic, we must show that the left-hand side is also elliptic, which is a straight consequence of the following facts:
\[ \begin{align*}
(\partial_n P_2^m)(ξ - iτe_n) &= mP_2^{m-1}(ξ - iτe_n)(\partial_n P_2)(ξ - iτe_n), \\
(\partial_n^m P_2^m)(ξ - iτe_n) &= m!( (\partial_n P_2)(ξ - iτe_n))^m + P_2(ξ - iτe_n)\tilde{P}(ξ - iτe_n), \\
(\partial_n P_2)(ξ - iτe_n) &= 2(ξ_n - iτ),
\end{align*} \]
(3.10)
where \(\tilde{P}\) is some polynomial.

Now compare the last term in (3.6) and the last term when \(x = 0\) in (3.7), if \(τ \gg N^{4/m} : = \tau_2\), we can combine (3.6) and (3.7) to have for some constants \(C_1\) and \(C_2\) that
\[ \tau^m \int e^{2τϕ} |P_p(D_τ, D_x)u|^2 dx dt \]
\[ \geq C_1 \left( \int \left| D_τ v \right|^2 dx dt + \sum_{|ξ| \leq 2m} τ^{2(2m-|ξ|)} \int \left| D_x^ξ v \right|^2 dx dt \right) \]
\[ - C_2 (1 + δτ)^2 \sum_{|ξ| < 2m} τ^{2(2m-1-|ξ|)} \int \left| D_x^ξ v \right|^2 dx dt. \]  
(3.11)
If we choose \(δ \leq \sqrt{8C_1/C_2}\) and \(τ \geq \sqrt{8C_1/C_2} : = τ_3\), then \(C_2 (1 + δτ)^2 \leq \frac{C_1}{2} τ^2\), and therefore
\[ Cτ^m \int e^{2τϕ} |P_p(D_τ, D_x)u|^2 dx dt \]
\[ \geq \int \left| D_τ v \right|^2 dx dt + \sum_{|ξ| \leq 2m} τ^{2(2m-|ξ|)} \int \left| D_x^ξ v \right|^2 dx dt. \]  
(3.12)
Notice that \(D_τ v = e^{iϕ} (D_τ + iτN_τ)u\), we have
\[ \int \left| D_τ v \right|^2 dx dt \geq \frac{1}{2} \int e^{2τϕ} |D_τ u|^2 dx dt - CN^2 τ^2 \int e^{2τϕ} |u|^2 dx dt. \]
(3.13)
Also notice that \(D_x^ε v = e^{iϕ} (D_x - iτ(1 + x_n)e_n)^ε u\), then for \(0 < ε < 1\) small enough, we have by (2.3) that
t \sum_{|x| \leq 2m} |D_x^2 \nu|^2 dx dt \\
\geq \sum_{|x| \leq 2m} e^{|x|^{-2}|x|} \int e^{2i\phi} |(D_x - i\tau(1 + x_n)e_n)\nu|^2 dx dt \\
\geq \frac{1}{2} \sum_{|x| \leq 2m} e^{|x|^{-2}|x|} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt \\
\quad - C \sum_{0 < |x| \leq 2m} \sum_{\beta < x} e^{|x|^{-2}\beta} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt \\
\quad \geq \frac{1}{2} \sum_{|x| \leq 2m} e^{|x|^{-2}|x|} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt \\
\quad - C' \sum_{|x| < 2m} e^{|x|+1^{-2}|x|} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt \\
\quad \geq C \sum_{|x| \leq 2m} \tau^{-2|x|} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt.

Finally, since $t \gg \tau_2$ again, (3.12)–(3.14) prove (3.1) with $\tau_0 \gg \max\{\tau_1, \tau_2, \tau_3\}$.

**Remark 3.2.** Since $\phi$ is independent of $x' = (x_1, \ldots, x_{n-1})$, Lemma 3.1 actually holds for $u(t, x', x_n) \text{ with } \text{supp } u \subset U(\delta') = \{(t, x) \in \mathbb{R}^{1+n}; |t| < \delta', |x_n| < \delta'\}$ and $\partial_t u, \partial_x u \in L^2(U(\delta'))$, $|x| \leq 2m$,

for some $\delta' < \delta$. This also applies to the next Lemma 3.3.

We next consider the higher order Schrödinger case, where the Carleman estimate obtained will be slightly weaker than (3.1) formally, due to some lack of anisotropic ellipticity respecting (3.8) and (3.9).

**Lemma 3.3.** Let $\phi = -N \frac{t^2}{2} + x_n + \frac{x_n^2}{2}$ where $N \geq 0$. Then there exist $\tau_0 = \tau_0(N) > 0, C = C(\tau_0) > 0$, and $0 < \delta < \frac{1}{2}$ which is independent of $N$, such that when $\tau > \tau_0$ we have

$$
\sum_{|x| \leq 2m-2} \tau^{2(\frac{m-1}{2}-|x|)} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt + \sum_{|x| = 2m-2} \tau^{2(1-\frac{m}{2})} \int e^{2i\phi} |D_x^2 \nu|^2 dx dt \\
\leq C \int e^{2i\phi} |P_x(D_t, D_x)\nu|^2 dx dt, \quad u \in C_c^{\infty}(U),
$$

where $U = \{(t, x) \in \mathbb{R}^{1+n}; |t| < \delta, |x_n| < \delta\}$.

**Proof.** As in the proof of Lemma 3.1, we first apply Lemma 2.1 to $P_1(\eta, \zeta) = \eta + P_2^m(\zeta)$ with $Q = 2\tau\phi$ where $P_2(\zeta) = \sum_{j=1}^n \zeta_j^2$, and obtain for all $u \in C_c^{\infty}(U)$ that

$$
\int e^{2i\phi} |P_x(D_t, D_x)u|^2 dx dt \\
= \int \int \left| (D_t - i\tau\partial_t\phi)v + P_2^m(D_x - i\tau\nabla_x\phi)v \right|^2 dx dt - 2N\tau \int \int |v|^2 dx dt \\
+ \sum_{k>0} \frac{(2\tau)^k}{k!} \int \int \left| (\partial_t^k P_2^m)(D_x - i\tau\nabla_x\phi)v \right|^2 dx dt,
$$
where \( v = e^{i\phi}u \). Discarding the first term on the right-hand side and apply (2.2) to the last sum, we have

\[
\int e^{2r\phi} |P_s(D_t, D_x)u|^2 dx dt \\
\geq C\tau \int \left| (\partial_n P^{m-1}_2)(D_x + i\tau \nabla_x \phi) v^2 \right| dx dt + (C'\tau^{2m} - 2N\tau) \int |v|^2 dx dt. \tag{3.16}
\]

When \( \tau \geq \left( \frac{2N}{\tau_1} \right) := \tau_1 \), the last term on the right-hand side of (3.16) is discarded. For the remaining term, observe that

\[
(\partial_n P^{m}_2)(D_x + i\tau \nabla_x \phi) = 2m(D_n + i\tau \partial_n \phi)P^{m-1}_2(D_x + i\tau \nabla_x \phi) = 2mP^{m-1}_2(D_x + i\tau \nabla_x \phi)(D_n + i\tau \partial_n \phi),
\]
denoted by \( v_n = (D_n + i\tau \partial_n \phi)v \), we then have

\[
C \int e^{2r\phi} |P_s(D_t, D_x)u|^2 dx dt \\
\geq \tau \int \left| P^{m-1}_2(D_x + i\tau \nabla_x \phi)v_n \right|^2 dx dt \\
+ \tau \int \left| (D_n + i\tau \partial_n \phi)P^{m-1}_2(D_x + i\tau \nabla_x \phi)v \right|^2 dx dt. \tag{3.17}
\]

Also notice that the operator

\[
(D_n - i\tau \partial_n \phi)(D_n + i\tau \partial_n \phi) = D_n^2 + \tau \partial_n^2 \phi + \tau^2 (\partial_n \phi)^2 = D_n^2 + \tau + \tau^2 (1 + x_n)^2,
\]
we integrate by parts and use the fact that \((1 + x_n)^2 \geq (1 - \delta)^2 \geq \frac{1}{4}\) in \( U \), to obtain

\[
C \int e^{2r\phi} |P_s(D_t, D_x)u|^2 dx dt \\
\geq \tau \int \left| P^{m-1}_2(D_x + i\tau \nabla_x \phi)v_n \right|^2 dx dt + \tau^2 \int \left| P^{m-1}_2(D_x + i\tau \nabla_x \phi)v \right|^2 dx dt. \tag{3.18}
\]

We only outline how to estimate the second term on the right-hand side of (3.18), since it is similar to the proof of Lemma 3.1 and it also applies to the first term with no change. We first use Lemma 2.1 to show that

\[
C\tau^{m-1} \int \left| P^{m-1}_2(D_x + i\tau \nabla_x \phi)v \right|^2 dx dt \\
\geq \int \left| P^{m-1}_2(D_x - i\tau \nabla_x \phi)v \right|^2 dx dt + \tau^2 \int \left| (\partial_n P^{m-1}_2)(D_x - i\tau \nabla_x \phi)v \right|^2 dx dt \\
+ \tau^{2m-2} \int \left| (\partial_n^{m-1}P^{m-1}_2)(D_x - i\tau \nabla_x \phi)v \right|^2 dx dt.
\]

An argument completely parallel to (3.3)–(3.12) shows that for small \( \delta \) and large \( \tau \) we have

\[
\int \left| P^{m-1}_2(D_x + i\tau \nabla_x \phi)v \right|^2 dx dt \geq C \sum_{|\gamma| \leq 2m-2} \tau^{2(|\gamma| - \frac{1}{2} - |\gamma|)} \int \left| D^\gamma v \right|^2 dx dt.
\]
Plug this back in (3.18), we get
\[
C \int \int e^{2\tau \phi} |P_p(D_t, D_x)u_t|^2 \, dx \, dt \\
\geq \sum_{|x| \leq 2m-2} \tau^{2(\frac{m}{2} - |x|)} \int \int |D_x^2 v_n|^2 \, dx \, dt + \sum_{|x| \leq 2m-2} \tau^{2(\frac{m}{2} - |x|)} \int \int |D_x^2 v|^2 \, dx \, dt.
\]
Finally, because \( D_x^2 v_n = e^{i\phi} (D_x - i\tau (1 + x_n) e_n)^2 D_x u \) and \( D_x^2 v = e^{i\phi} (D_x - i\tau (1 + x_n) e_n)^2 u \), an argument which is the same to (3.14) completes the proof. \( \square \)

4. Proofs of Theorems 1.1 and 1.2

The two proofs are almost the same.

Proof. We first prove Theorem 1.1. By translation, it is equivalent to prove that \( u(t, x', x_n) \equiv 0 \) in some neighborhood of \( \{0\} \times \mathbb{R}^{n-1} \times (-B', 0) \), and \( B' > 0 \) can be chosen independent of \( A \). Let \( \epsilon \in (0, 1) \) be chosen later but fixed, and set \( u_\epsilon(t, x) = u(\epsilon^{2m} t, \epsilon x) \). Then by (1.1),
\[
|P_p(D_t, D_x) u_\epsilon| \leq C \sum_{|x| \leq \frac{|x|}{\epsilon^{2m}}} e^{2m - |x| |\partial_x^2 u_\epsilon|}
\]
holds in \( (-\epsilon^{-2m} A, \epsilon^{-2m} A) \times \mathbb{R}^{n-1} \times (-\epsilon^{-1} B, \epsilon^{-1} B) \). We first choose \( \delta \in (0, B) \) such that Lemma 3.1 is valid, and then choose \( \delta_0(\epsilon, A, \delta) < \min\{\delta, \epsilon^{-2m} A\} \). Next we take \( \theta \in C_c^\infty((-\delta_0, \delta_0) \) and \( \chi \in C_c^\infty((-\delta, \delta)) \), such that \( \theta \equiv 1 \) in \( \left(-\frac{\delta_0}{2}, \frac{\delta_0}{2}\right) \) and \( \chi \equiv 1 \) in \( \left(-\frac{\delta}{2}, \frac{\delta}{2}\right) \). Denoted by \( U_\epsilon(t, x) = \theta(t) \chi(x_n) u_\epsilon(t, x) \), and notice that
\[
P_p(D_t, D_x) U_\epsilon = \theta \chi P_p(D_t, D_x) u_\epsilon + \theta' \chi u_\epsilon + \sum_{|x| < 2m} C_2 \theta \chi^{2m - |x|} |\partial_x^2 u_\epsilon|,
\]
in the view of Fourier transform and by the regularity assumption on \( u \), it follows that \( P_p(D_t, D_x) U_\epsilon \in L^2(X) \) and thus \( \partial_t U_\epsilon, \partial_x^2 U_\epsilon \in L^2(X) \) for \( |x| \leq 2m \). Therefore, by Remark 3.2, we can apply Lemma 3.1 to \( U_\epsilon \) with \( N = 4\delta^{-2} \delta \left(1 - \frac{\delta}{4}\right) \) and obtain when \( \tau > \tau_0 \) that
\[
C \sum_{|x| \leq \frac{|x|}{\epsilon^{2m}}} \tau^{2(\frac{m}{2} - |x|)} \int \int e^{2\tau \phi} |D_x^2 U_\epsilon|^2 \, dx \, dt \\
\leq \sum_{|x| \leq \frac{|x|}{\epsilon^{2m}}} \int \int e^{2(2m - |x|)} |\partial_t U_\epsilon|^2 \, dx \, dt \\
+ \left( \int \int_{|t| < \frac{\delta_0}{2}, |x_n| < \delta} + \int \int_{t < \delta_0, \frac{1}{2} < |x_n| < \delta} \right) e^{2\tau \phi} |P_p(D_t, D_x) U_\epsilon|^2 \, dx \, dt,
\]
while the first line on the right-hand side comes from (4.1) and the fact that \( U_\epsilon \equiv u_\epsilon \) when \( |t| < \frac{\delta_0}{4} \) and \( |x_n| < \frac{\delta}{2} \). When \( \epsilon \) is chosen small and \( \tau \) is large, the first line on the right-hand side of (4.3) is absorbed into the left-hand side. One checks that the second two terms are bounded by \( C e^{-\epsilon\delta(1 - \frac{\delta}{4})} \) due to the regions of integrations, thus we have
Proposition 5.1. Let $X$ be a neighborhood of $0$ following local unique continuation property: shape set is enough, and we will slightly modify Lemmas 3.1 and 3.3 to prove the following.

Observing that for every $x_n \in \left(-\frac{\delta}{2}, 0\right)$ we have $x_n + \frac{x^2}{2} > -\frac{\delta}{2} \left(1 - \frac{\delta}{4}\right)$, then there exists $\delta_0(x_n) \in \left(0, \frac{\delta}{2}\right)$ such that if $-\frac{\delta}{2} < x_n < 0$ and $|t| < \delta_0(x_n)$, we have $\theta(t) \equiv \chi(x_n) \equiv 1$,

$$
\phi \geq -\frac{N}{2} \delta_0^2 + x_n + \frac{x^2}{2} \geq -\frac{\delta}{2} \left(1 - \frac{\delta}{4}\right),
$$

and therefore

$$
\tau^3m \int_{|t|<\delta_0(x_n), -\frac{1}{2} < x_n < 0} |u_t|^2 dx dt \leq C.
$$

Let $\tau \to +\infty$, we prove that $u_t \equiv 0$ in a neighborhood of $\{0\} \times \mathbb{R}^{n-1} \times \left(-\frac{\delta}{2}, 0\right)$, i.e. $u \equiv 0$ in a neighborhood of $\{0\} \times \mathbb{R}^{n-1} \times \left(-\frac{\delta}{2}, 0\right)$. Finally, recall that the choices of $\delta$ and $\epsilon$ only depend on Lemma 3.1, $B$ and the differential inequality (1.1), thus we can take $B' = \frac{\epsilon}{2}$ to complete the proof of Theorem 1.1.

For the prove of Theorem 1.2, we use (1.2) and Lemma 3.3 instead of (1.1) and Lemma 3.1. Then all the above details are correspondingly replaced for $P_s(D_t, D_x)$, except that (4.2) does not imply $\partial_t U, \partial^2_x U \in L^2(X)$ for $|x| \leq 2m$, which we have assumed $\partial_t u, \partial^2_x u \in L^2(X)$ for $|x| \leq 2m$ instead to ensure.

\begin{proof}
For the prove of Theorem 1.2, we use (1.2) and Lemma 3.3 instead of (1.1) and Lemma 3.1. Then all the above details are correspondingly replaced for $P_s(D_t, D_x)$, except that (4.2) does not imply $\partial_t U, \partial^2_x U \in L^2(X)$ for $|x| \leq 2m$, which we have assumed $\partial_t u, \partial^2_x u \in L^2(X)$ for $|x| \leq 2m$ instead to ensure.
\end{proof}

5. Local and weak unique continuation results

In the proofs of Theorems 1.1 and 1.2, the zero level set of $\phi$ intersects the hyperplane on a line, but thanks to Remark 3.2, we do not have to cut off the solution in the $x'$ variables, and the essential intersection is a single point within the $(t,x_n)$-plane, which leads Carleman estimates to work. It is not surprising that a more standard use of Lemmas 3.1 and 3.3 can also yield local results considering solutions which have initial vanishing strictly larger than the half space locally. Actually, vanishing on a saddle shape set is enough, and we will slightly modify Lemmas 3.1 and 3.3 to prove the following local unique continuation property:

**Proposition 5.1.** Let $X$ be a neighborhood of $0 \in \mathbb{R}^{1+n}$ Suppose $\partial^2_x u \in L^2(X)$ for $|x| < 2m, P_s(D_t, D_x)u \in L^2(X)$ and (1.1) holds in $X$; or suppose $\partial_t u, \partial^2_x u \in L^2(X)$ for $|x| \leq 2m$, and (1.2) holds in $X$. If supp $u$ is contained in a saddle shape set

$$
F = \left\{ (t,x) \in X; -\varphi(t) + x_n + N\frac{x^2}{2} + f(x') \leq 0 \right\}
$$

for some $C^2 \exists \varphi \geq 0$, $N > 0$ and $f \geq 0$, with the property that $\varphi(t) + f(x') = 0 \Rightarrow (t,x') = 0$, then $u \equiv 0$ in a neighborhood of $0$.

**Proof.** If $\varphi = -2\varphi(t) + x_n + N\frac{x^2}{2}$, we first outline for how (3.1) and (3.15) still hold with small $\delta$ and large $\tau$ by almost the same proofs of Lemmas 3.1 and 3.3. For the higher order parabolic case, notice that if $f \in C^\infty_c(X)$ and $g = e^{\varphi}f$, then
\[
\int e^{2\varphi}|P_p(D_t,D_x)f|^2\,dxdt
= \int |i(D_t + \imath \partial_t \phi)|^2\,dxdt + 2\text{Re} \int i(D_t + \imath \partial_t \phi)gP^n_2(D_x + \imath \nabla_x \phi)\bar{g}\,dxdt
+ \int |P^n_2(D_x + \imath \nabla_x \phi)g|^2\,dxdt. \tag{5.2}
\]

Integrating by parts shows that
\[
\int |i(D_t + \imath \partial_t \phi)|^2\,dxdt \geq \int | - i(D_t - \imath \partial_t \phi)|^2\,dxdt - 4\tau\|\phi''\|_{L^\infty} \int |g|^2\,dxdt.
\]

Since \((\partial_t \phi, \nabla_x \phi) = (\varphi'(t), \ldots, \varphi'') = 0\) and thus the commutator \([D_t + \imath \partial_t \phi, P^n_2(D_x - \imath \nabla_x \phi)] = 0\), it is obvious from integration by parts that
\[
2\text{Re} \int i(D_t + \imath \partial_t \phi)gP^n_2(D_x + \imath \nabla_x \phi)\bar{g}\,dxdt
= -2\text{Re} \int i(D_t - \imath \partial_t \phi)gP^n_2(D_x\imath \nabla_x \phi)\bar{g}\,dxdt.
\]

Plug them back in (5.2) and apply Lemma 2.1 to \(\int \int |P^n_2(D_x + \imath \nabla_x \phi)g|^2\,dxdt\) in (5.2), we then have
\[
\int e^{2\varphi}|P_p(D_t,D_x)f|^2\,dxdt
\geq \int | - i(D_t - \imath \partial_t \phi)|^2\,dxdt + P^n_2(D_x - \imath \nabla_x \phi)g|^2\,dxdt - C\tau \int |g|^2\,dxdt
+ C(N) \sum_{k>0} \tau^k \int |(\partial_t^k P^n_2)(D_x - \imath \nabla_x \phi)g|^2\,dxdt.
\]

Therefore (3.1) holds for such \(\phi\) if we follow the proof of Lemma 3.1 from line to line. The higher order Schrödinger case is completely parallel.

Next, we show the uniqueness. For the higher order parabolic case, we set \(u_c(t,x) = u(\epsilon^m t, \epsilon x)\), then (4.1) holds in \(\epsilon^{-1}X\). Take \(\chi \in C^\infty_0(\epsilon^{-1}X)\) such that \(\chi \equiv 1\) near 0 with supp \(\chi \subset B(0; \delta)\), and let \(U_c = \chi u_c\). By our regularity assumption, as in Section 4, we can apply (3.1) to \(U_c\) with \(\phi\) that we set at the beginning of this proof:
\[
C \sum_{|\alpha| \leq \left[ \frac{m}{2} \right]} \tau^{2\left[ \frac{m}{2} \right] - |\alpha|} \int e^{2\varphi}|D_x^{\alpha}U_c|^2\,dxdt
\leq \sum_{|\alpha| \leq \left[ \frac{m}{2} \right]} e^{2\left(2m - |\alpha|\right)} \int_{\chi=1} e^{2\varphi}|D_x^{\alpha}U_c|^2\,dxdt
+ \int_{0<\chi<1} e^{2\varphi}|P_p(D_t,D_x)U_c|^2\,dxdt. \tag{5.3}
\]

The first sum on the right-hand side is absorbed if \(\epsilon\) is small and \(\tau\) is large. Now the support assumption implies that supp \(u \cap \{(t,x) \in X_0; \phi(t,x) \geq 0\} \subset \{0\}\) if \(X_0 \ni 0\) is sufficiently small, therefore the last term on the right-hand side of (5.3) is bounded by \(Ce^{-2\tau}\) for some \(c > 0\). Thus, we have
\[ \tau^{3m} \int_{\phi \geq -c} |u_t|^2 dx dt \leq C. \tag{5.4} \]

Letting \( \tau \to +\infty \) completes the proof, and the high order Schrödinger case is parallel. \( \square \)

We remark that in the second order case \( m=1 \) as mentioned in the Introduction, Isakov [8] or the earlier Saut and Scheurer [14] have shown that \( P(D_t, D_x) \) actually has local unique continuation property stronger than the above Proposition 5.1 claims, which implies that if the solution vanishes in an open set in \( \mathbb{R}^{1+n} \), then it vanishes in the horizontal (with respect to the time variable \( t \)) connected component of this open set where the equation is defined. [14] also claims such property for \( P(D_t, D_x) \) in the higher order case, but it seems that the details were given in full. In the case \( m=1 \) for \( P_s(D_t, D_x) \), the initial vanishing requirement of Proposition 5.1 is weaker than the example for Schrödinger equations shown in Isakov [8] where, however, the full gradient is allowed in the lower order terms, technically due to that the anisotropic pseudo convexity theory still works somehow.

We finally mention a weak unique continuation result which comes straightforward from the main theorems:

**Corollary 5.2.** Let \( G \) be a bounded open subset of \( \mathbb{R}^n \), and \( X = (-T, T) \times G \). Suppose \( \partial^2_x u \in L^2(X) \) for \( |x| < 2m, P(D_t, D_x)u \in L^2(X) \) and (1.1) holds in \( X \); or suppose \( \partial_t u, \partial^2_x u \in L^2(X) \) for \( |x| \leq 2m, \) and (1.2) holds in \( X \). If \( \text{supp} \ u \subset (-T, T) \times K \) where \( K \subset G \), then \( u \equiv 0 \) in \( X \).

**Proof.** The regularity and support assumptions allow us to zero extend \( u \) to \( (-T, T) \times \mathbb{R}^n \), then the Corollary is implied by Theorems 1.1 and 1.2. \( \square \)
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