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ABSTRACT: The construction of effective actions for Nambu-Goldstone bosons, and the nonlinear sigma model, usually requires a target coset space $G/H$. Recent progresses uncovered a new formulation using only IR data without reference to the broken group $G$ in the UV, by imposing the Adler’s zero condition, which can be seen to originate from the superselection rule in the space of degenerate vacua. The IR construction imposes a nonlinear shift symmetry on the Lagrangian to enforce the correct single soft limit amid constraints of the unbroken group $H$. We present a systematic study on the consequence of the Adler’s zero condition in correlation functions of nonlinear sigma models, by deriving the conserved current and the Ward identity associated with the nonlinear shift symmetry, and demonstrate how the old-fashioned current algebra emerges. The Ward identity leads to a new representation of on-shell amplitudes, which amounts to bootstrapping the higher point amplitudes from lower point amplitudes and adding new vertices to satisfy the Adler’s condition. The IR perspective allows one to extract Feynman rules for the mysterious extended theory of biadjoint cubic scalars residing in the subleading single soft limit, which was first discovered using the Cachazo-He-Yuan representation of scattering amplitudes. In addition, we present the subleading triple soft theorem in the nonlinear sigma model and show that it is also controlled by on-shell amplitudes of the same extended theory as in the subleading single soft limit.
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1 Introduction

Nambu-Goldstone bosons [1, 2] are long-range excitations over degenerate vacua transforming non-trivially under continuous global symmetries. The discussion on Nambu-Goldstone bosons in textbooks on quantum field theories often starts with the Goldstone’s theorem which states that, for a global symmetry group $G$, there is a massless spin-0 particle associated with each generator $X^a$ of $G$ such that the vacuum state is not annihilated,

$$X^a|0\rangle \neq 0,$$

while those generators that do annihilate the vacuum,

$$T^a|0\rangle = 0,$$
form a subgroup $H$ of $G$. In this language $H$ is commonly referred to as the unbroken group and $G$ the broken group. Moreover, $X^a$ is the broken generator residing in the coset space $G/H$. The classic example starts with a set of scalars, $\Phi = (\Phi^1, \cdots, \Phi^n)$, furnishing a linear representation of $G$ with the Mexican hat potential shown in figure 1:

$$V(\Phi) = -\frac{\mu^2}{2} |\Phi|^2 + \frac{\lambda}{4} |\Phi|^4.$$  

(1.3)

The ground state consists of all configurations where the vacuum expectation value (VEV) of $\Phi$ is non-vanishing, $\langle \Phi \rangle = \mu / \sqrt{\lambda} \, n$, where $n \cdot n = 1$. Generators of the unbroken group $H$ consists of those that annihilate the VEV: $T^i(\Phi) = 0$. The rest of the generators of $G$ are labelled as the broken generators $X^a$. The Nambu-Goldstone mode $\pi^a$ is the “angular variable”:

$$\Phi = \left( \frac{\mu}{\sqrt{\lambda}} + h(x) \right) e^{i X^a \pi^a(x)} \, n.$$  

(1.4)

After plugging back into the potential $V(\Phi)$ one finds $\pi^a(x)$ is indeed massless. In this treatment it is essential that one acquires knowledge of the broken group $G$ in advance. In particular, the form of eq. (1.4) also makes it clear that the Nambu-Goldstone mode connects different degenerate vacua at the minima of the Mexican hat potential, which are related to one another by an “angular rotation.”

In the seminal works of Coleman, Callan, Wess and Zumino (CCWZ) [3, 4] which gives the most general construction of effective Lagrangians for Nambu-Goldstone bosons, the fundamental object is the Cartan-Maurer one-form

$$-i \xi^{-1} \partial_\mu \xi = D_\mu \pi^a X^a + E_\mu^i T^i, \quad \xi = \xi(\pi) = e^{i \pi^a X^a / f},$$  

(1.5)

where $f$ is the decay constant of the Nambu-Goldstone boson. Under the action of $g \in G$, $\xi$ transforms as

$$g \, \xi(\pi) = \xi(\pi') \, U(\pi, g),$$  

(1.6)

where $U(\pi, g)$ is an element of $H$ and $\pi' = \pi' (\pi, g)$ is a highly nonlinear function of $g$ and the original $\pi^a$. On the other hand, the Goldstone covariant derivative $D_\mu \pi^a$ and the
gauge connection $E^i_{\mu}$ have simple transformation rules,

$$D_{\mu} \pi^a X^a \to U D_{\mu} \pi^a X^a U^{-1}, \quad E^i_{\mu} T^i \to U (E^i_{\mu} T^i) U^{-1} - iU \partial_{\mu} U^{-1}, \quad (1.7)$$

from which one proceeds to build the effective Lagrangian

$$\mathcal{L}_{\text{eff}} = \frac{f^2}{2} D_{\mu} \pi^a D^\mu \pi^a + \cdots, \quad (1.8)$$

Terms neglected above carry four derivatives and more. Nambu-Goldstone bosons in this approach can be viewed as coordinates parameterizing the coset space $G/H$. It is abundantly clear that, in CCWZ, prior knowledge on a broken group $G$ and an unbroken group $H$ is mandatory. Therefore, the commonly subscribed viewpoint is as follows: in the ultraviolet when the energy scale $E \gg \Lambda = 4\pi f \sim 4\pi |\langle \Phi \rangle|$, the symmetry $G$ is realized linearly and fully restored. Below $\Lambda$, however, $G$ is spontaneously broken and only the unbroken group $H$ is linearly realized. In this regime, one often uses the language that $G$ is nonlinearly realized and attributes the nonlinear nature of the Goldstone interactions to the broken group $G$. This perspective suggests the nonlinear Goldstone interaction is dependent on $G$ in the ultraviolet, as indicated in the CCWZ formalism.

The “top-down” approach adopted by CCWZ is very powerful, and has been widely employed in constructing effective actions of Nambu-Goldstone bosons and nonlinear sigma models (NLSM). On the other hand, it is worth recalling that Nambu-Goldstone bosons owe their presence to the non-trivial vacua in the deep infrared, as they are long wave-length degrees of freedom connecting the different degenerate vacua. As such, it seems paradoxical that their interaction would depend on details of the broken group $G$ in the ultraviolet.

In fact, Goldstone interactions in the deep infrared were studied intensively in the context of pions in low-energy QCD, which are Nambu-Goldstone bosons from spontaneously broken $SU(2)_L \times SU(2)_R$ chiral symmetry. This body of work is collectively known as “soft pion theorems” [5], some of which turn out to be universal properties of Nambu-Goldstone bosons and insensitive to the detail of the symmetry breaking pattern. One particularly well-known theorem is the Adler’s zero condition [6], which dictates that on-shell scattering amplitudes of pions must vanish as one external momentum is taken to be soft. The soft pion theorems were mostly derived using the current algebra technique, which becomes quite cumbersome beyond the leading order result [7]. Nevertheless, the Adler’s zero condition serves as the prime example that Nambu-Goldstone bosons behave universally in the deep infrared.

Inspired by this observation, a new approach was proposed in refs. [8, 9] to use the Adler’s zero condition as the defining property of Nambu-Goldstone bosons, by constructing an effective Lagrangian whose S-matrix elements satisfy the Adler’s zero condition in the presence of a linearly realized symmetry group $H$. A similar approach was also demonstrated in ref. [10] with $H = SU(2)$, while in our treatment we consider a general $H$. Surprisingly, the entire Nambu-Goldstone interactions can be constructed this way using only the infrared data: once a linear representation of the unbroken group $H$ is chosen, under which the Goldstone boson transforms, the complete effective action can be obtained by imposing the Adler’s zero condition on the S-matrix elements, without reference to the
target coset $G/H$. The only undetermined parameter is the overall normalization of the decay constant $f$, which is related to the total number of the Nambu-Goldstone bosons and hence the broken group $G$ in the ultraviolet. Therefore, attributing the nonlinear interaction to the broken group $G$ is misinformed, as the nonlinearity of the interactions arises entirely from infrared physics: the correct soft limit of S-matrix elements in the presence of a linearly realized group $H$.

The new approach advocated in refs. [8, 9] intersects with the modern S-matrix program of reconstructing effective field theories from soft behaviors of scattering amplitudes [11–13], as well as the early attempt by Susskind and Frye in this regard [14]: by starting from a 4-point (pt) vertex that satisfies the Adler’s zero condition, one can construct a 6-pt amplitude using only the 4-pt vertex, which in general will not have the correct soft limit; this necessitates introducing a 6-pt vertex, whose value is determined by the Adler’s zero condition in the 6-pt amplitude. This procedure is then repeated recursively. The nonlinear shift symmetry introduced in refs. [8, 9] is the concrete realization of the recursive procedure at the Lagrangian level.

More generally, there is a rich history of studying soft behaviors of massless particles in gauge theories and gravity [15–22]. The subject gained renewed interests in recent years [23–27] and have since found surprising connections to deep puzzles in different areas [28]. In particular, it is now realized that soft theorems in both gauge theories and gravity are dictated by Ward identities associated with large gauge transformations that do not vanish at the null infinity [28, 29]. For Nambu-Goldstone bosons and nonlinear sigma models (NLSM), soft limits were studied in refs. [30–38]. In particular, ref. [34] computed the subleading single soft limit of Nambu-Goldstone bosons using the Cachazo-He-Yuan (CHY) formulation of scattering amplitudes [39–41] and uncovered a mysterious “extended theory” residing in the coefficient of the subleading single soft limit. The extended theory is a mixed theory containing biadjoint cubic scalars interacting with the Nambu-Goldstone bosons. Only the tree-level amplitudes of the mixed theory are given, but not the Feynman rules. Very little else is known about this mixed theory. It turned out the IR perspective invoking the nonlinear shift symmetry is ideal for studying the subleading single soft limit of nonlinear sigma models, and some results were summarized in ref. [37].

In this work we continue the exploration on the infrared structure of the Nambu-Goldstone boson and the nonlinear sigma model. It is organized as follows. In section 2 we remind the readers of some basic facts of Nambu-Goldstone bosons that are not commonly emphasized in the literature, in particular the importance of vacuum superselection rule and the special role of soft Nambu-Goldstones in probing the nearby degenerate vacua. Furthermore, we argue that the Adler’s zero can be viewed as a consequence of superselection rule.\footnote{Such a viewpoint turns out to be similar to recent efforts in understanding the infrared structure of QED, as well as a proper formulation of its S-matrix elements [42–44].} Then in section 3 we present the nonlinear shift symmetry to all orders in $1/f$ and the consequence of shift symmetry on the quantum correlation functions, by deriving the associated conserved current and Ward identity. We also demonstrate how the old-fashioned current algebra can be reproduced from the infrared data, without invoking the
2 Soft Nambu-Goldstone bosons and degenerate vacua

The presence of Nambu-Goldstone bosons is associated with the degenerate vacua. These vacua are related to one another by symmetry operations which leave the dynamics of the physical system invariant. For any given symmetry the corresponding conserved charge is defined from the Noether current $J^\mu$

$$Q = \int d^3 x \ J^0(x), \quad \frac{d}{dt}Q = 0. \quad (2.1)$$

To focus on the essential features we wish to highlight, we will base the following discussion on a spontaneously broken $U(1)$ group, although it should be clear that our arguments generalize to the more complicated scenarios. Quantum mechanically the unitary operator that represents the action of the symmetry on the Hilbert space of the system is given by

$$U(\varepsilon) = e^{iQ\varepsilon}, \quad [U(\varepsilon), H] = 0, \quad (2.2)$$

where $H$ is the Hamiltonian of the system. If the charge $Q$ annihilates the vacuum $Q|0\rangle = 0$, the ground state is invariant under the symmetry transformation: $U(\varepsilon)|0\rangle = |0\rangle$. In this case, there is a unique vacuum, and excited states $\{|n\rangle\}$ that transform into each other under $U(\varepsilon)$ are degenerate in energy:

$$H U(\varepsilon)|n\rangle = U(\varepsilon) H|n\rangle = E_n \ U(\varepsilon)|n\rangle. \quad (2.3)$$

In other words, the excited states break up into degenerate multiplets and furnish linear representations of the symmetry group generated by $Q$. The symmetry is manifest in the spectrum of the theory. This is sometimes referred to as the Wigner-Weyl mode of symmetry realization.

If $Q|0\rangle \neq 0$, one can define

$$|0\rangle_{\varepsilon} = U(\varepsilon)|0\rangle, \quad (2.4)$$

which has the same energy as $|0\rangle$ and, therefore, is another ground state. In this case the degenerate ground states can be labelled by $\varepsilon$. The presence of degenerate vacua does not necessarily imply spontaneous symmetry breaking and massless Nambu-Goldstone bosons. This is because, generally speaking, quantum mechanics allows for tunneling through classical barriers, and if such tunneling were to happen, it could induce mixing among the
degenerate states such that a ground state invariant under \( U(\varepsilon) \) could be obtained. For example, let’s consider the linear combination
\[
|0\rangle = \int d\alpha \ U(\alpha)|0\rangle .
\] (2.5)

Then obviously \(|0\rangle\) is invariant under the action of \( U(\varepsilon) \) and could be used to construct a theory where the symmetry generated by \( Q \) is manifest.

This argument shows that another important ingredient for spontaneous symmetry breaking is the superselection rule [45]: the matrix elements of any local operators \( \mathcal{O}_i \) between different ground states vanish:
\[
\varepsilon_i \langle 0|\mathcal{O}_i|0\rangle \neq 0 .
\] (2.6)

As a result, any symmetry-breaking perturbation will also be diagonal in this basis and yield a ground state that has a definite \( \varepsilon \), instead of a mixed state like in eq. (2.5). The superselection rule implies the Hilbert space of the theory is divided into disjoint, orthogonal sectors, each containing a unique vacuum \(|0\rangle_{\varepsilon}\). No local operators can take states from one superselecting sector to another. When this happens the ground state of the system is not invariant under \( U(\varepsilon) \) and the symmetry is spontaneously broken. This is the Nambu-Goldstone phase of symmetry realization.

The superselection rule also explains why the broken symmetry is not manifested in the spectrum like in the Wigner-Weyl mode: states acted upon by \( U(\varepsilon) \) belongs to other superselecting sectors and simply do not exist in the spectrum.

But when does the superselection rule hold? Consider a system in \( d \)-dimensional spacetime initially in the vacuum \(|0\rangle\). Quantum mechanically the probability to create a vacuum bubble of size \( R \) in a different ground state \(|0\rangle_{\varepsilon}\) is suppressed by the factor \( e^{-S/\hbar} \), where the action is given by the surface tension \( T_p \) integrated over the area of the bubble:
\[
S \sim T_p \ R^{d-2} .
\] (2.7)

For a system of infinite size in \( d > 2 \), to change the vacuum everywhere from \(|0\rangle\) to \(|0\rangle_{\varepsilon}\) we let \( R \to \infty \) and the tunneling probability now becomes zero, giving rise to the superselection rule. Another way of saying it, the energy cost for the vacuum-to-vacuum tunneling to occur everywhere is infinite for an infinite system. Therefore, strictly speaking, the phenomenon of spontaneous symmetry breaking only occurs for the idealized infinite system in \( d > 2 \). The case of \( d = 2 \) is an exception because the surface of the bubble is just a point and does not grow with the radius. As a result, any long-range order is destroyed by small perturbations and there is no spontaneous symmetry breaking in \( d = 2 \) [46].

When the symmetry \( Q \) is spontaneously broken, the Goldstone theorem states the existence of a massless boson which couples to the broken current \( J^\mu \). Using relativistically normalized one-particle states,
\[
\langle p|k\rangle = (2\pi)^{3/2}|2\omega_p| \delta^{(3)}(\vec{p} - \vec{k}) ,
\] (2.8)

Lorentz invariance dictates that
\[
\langle p|J^\mu(x)|0\rangle = if \ p^\mu \ e^{ipx} ,
\] (2.9)
where $f$ is the Goldstone decay constant. Note that the current conservation implies $p^2 = 0$, i.e. the existence of a massless particle. It follows from eqs. (2.1) and (2.9) that

$$\langle p|Q|0\rangle = if\omega_p e^{i\omega_p t} \delta^{(3)}(\vec{p}).$$

(2.10)

Comparison with eq. (2.8) then reveals that

$$Q|0\rangle \sim |\vec{k} = 0\rangle + \cdots,$$

(2.11)

that is the broken charge $Q$ creates a zero-momentum Nambu-Goldstone boson out of $|0\rangle$, among other things. This is also clear from the usual expression for the axial current in low-energy QCD:

$$J_\mu = f_\pi \partial_\mu \pi + \cdots.$$  
(2.12)

Using free field expansion of the pion,

$$\pi(x) = \int \frac{d^3k}{(2\pi)^3 2\omega_k} \left( a_k e^{-i\vec{k} \cdot x} + a_k^\dagger e^{i\vec{k} \cdot x} \right),$$

(2.13)

the charge operator for the broken symmetry can be expressed as

$$Q = \int d^3x J_0 = f_\pi \int d^3x \left( \partial_\mu \pi(x) + \cdots = -\frac{if_\pi}{2} (a_0^\dagger - a_0) + \cdots \right),$$

(2.14)

which is the creation and annihilation operator for a zero-momentum Nambu-Goldstone boson. Notice that terms omitted above are higher orders in $1/f_\pi$ and contains creation and annihilation operators for $2k+1$, $k \geq 1$, soft Goldstones, as we will see in later sections. Eq. (2.14) gives an interpretation of the degenerate vacuum $|0\rangle$, in eq. (2.4) as the coherent state of zero-momentum Goldstone bosons.

An interesting corollary of combining the superselection rule with the observation that the broken charge $Q$ creates a zero-momentum Nambu-Goldstone boson is that S-matrix elements containing one soft Goldstone boson vanishes. As is evident by now, external states containing $n$ hard particles and a zero-momentum Goldstone excited over one vacuum can be viewed as excitation of the hard particles over a different nearby vacuum. The superselection rule, which states that no local operators can connect two different vacua, then leads to the vanishing of such scattering amplitudes. In other words, the Adler’s zero is a consequence of the superselection rule of the non-trivial vacua. Technically speaking, $Q|0\rangle$ is not a normalizable one-particle state: it is a momentum eigenstate whose position-space wave function is not normalizable in infinite space. This is related to the fact that $Q$ does not exist as a local operator: it generates a global transformation that flips the vacuum everywhere in the infinite space. The observation reconciles the fact that $Q|0\rangle$ is part of the degenerate vacua with the superselection rule in eq. (2.6). On the other hand, a local transformation that flips the vacuum in only a finite volume ought to exist — this is the long wavelength excitation of the Nambu-Goldstone boson: $\pi(x) Q|0\rangle$. It is clear that soft Nambu-Goldstone bosons probe the vacuum structure of the spontaneously broken symmetry.

As we will see later, the current $\mathcal{J}^\mu$ does more than creating a single Nambu-Goldstone boson out of $|0\rangle$. In fact, it also creates an arbitrary odd number of Nambu-Goldstone
bosons which, to the best of our knowledge, has never been discussed in the literature. These couplings allow us to write down a representation of the on-shell scattering amplitudes of Nambu-Goldstone bosons using the current $J^{\mu}$. Moreover, the extended biadjoint scalar theory discovered in the CHY formalism can be seen to emerge from the matrix elements of the broken current.

3 The shift symmetry, the conserved current and the Ward identities

In this section we first review the generalized shift symmetry proposed in refs. [8, 9] and derive the corresponding conserved current, which was presented in ref. [37] without proof. Furthermore, we compute the Ward identities associated with the conserved currents and their commutators, thereby establishing the connection with the classic “current algebra” approach.

3.1 The effective Lagrangian from the shift symmetry

The CCWZ formalism [3, 4] gives the most general construction of the NLSM based on a coset $G/H$, whose generators satisfy

$$[T^i, T^j] = i f^{ijk} T^k, \quad [T^i, X^a] = i f^{iab} X^b, \quad [X^a, X^b] = i f^{abc} X^c + i f^{abi} T^i, \quad (3.1)$$

$T^i$ and $X^a$ the unbroken generators in $H$ and broken generators in $G/H$, respectively. For a symmetric coset we have $f^{abc} = 0$. There exists a Nambu-Goldstone boson $\pi^a$ corresponding to each broken generator $X^a$, and $\{\pi^a, a = 1, 2, \cdots\}$ transform according to a certain linear representation of unbroken group $H$. That is, under an infinitesimal transformation

$$\pi^a(x) \rightarrow \pi^a(x) + i \alpha^i (T^i)_{ab} \pi^b(x) + O(\alpha^2), \quad (3.2)$$

where $\alpha^i$ is real and $(T^i)_{ab}$ is the corresponding representation of the group generators. The CCWZ formalism rests on prior knowledge of the Lie algebra in eq. (3.1), which requires specifying the broken group $G$ in the UV. Here we briefly review the alternative method proposed in refs. [8, 9] to derive the effective Lagrangian, which only uses the infrared behavior as input without specifying the coset structure.

To facilitate direct comparison between CCWZ and the shift symmetry approach, we choose a basis such that all generators are purely imaginary and anti-symmetric, $(T^i)^* = -T^i$. For real representations, this is automatic, while for a set of complex scalars $\phi^a(x)$ furnishing a complex representation $R$, we write $\pi^a(x) = (\Re \phi^a, \Im \phi^a)$ and the generators are

$$T^i = \begin{pmatrix} i \Im T^i_R & i \Re T^i_R \\ -i \Re T^i_R & i \Im T^i_R \end{pmatrix}. \quad (3.3)$$

The hermiticity of $T_R$ implies $\Re T_R$ is a symmetric matrix while $\Im T_R$ is an anti-symmetric matrix, from which the anti-symmetry of $T^i$ follows. It will be convenient to use the bra-ket notation $|\pi\rangle$ to denote the Nambu-Goldstone bosons $\pi^a$, and let $T^i|\pi\rangle \equiv |T^i \pi\rangle$.

---

It is well-known that this is not necessarily the case for spontaneously broken spacetime symmetries [47]. It will be interesting to generalize the shift symmetry approach to spacetime symmetries.
The departing point of the shift symmetry is the soft behavior of on-shell scattering amplitudes of Nambu-Goldstone bosons, which exhibit the Adler’s zero condition [6]: the amplitudes must vanish when one external momentum is taken to zero. This condition is realized if the Lagrangian contains the additional shift symmetry apart from the global symmetry group \( H \). If there is only one flavor of Nambu-Goldstone boson, the shift is

\[
\pi \rightarrow \pi' = \pi + \varepsilon, \tag{3.4}
\]

where \( \varepsilon \) is a constant, and the resulting Lagrangian at the two-derivative level is simply

\[
\mathcal{L} = \frac{1}{2} \partial_{\mu} \pi \partial^{\mu} \pi. \tag{3.5}
\]

For a general unbroken group \( H \), there is more than one Nambu-Goldstone boson and the generalization of eq. (3.4) now becomes highly non-linear in \( \pi \). At the leading order, the generalized shift symmetry can be written as [8, 9]

\[
|\pi'\rangle = |\pi\rangle + F_1(T)\varepsilon, \quad F_1(T) = 1 + \sum_{n=1}^{\infty} A_n T^n, \tag{3.6}
\]

where

\[
T \equiv \frac{1}{f^2} [T \pi \langle \pi T \rangle]. \tag{3.7}
\]

In the above \( f \) is analogous to the pion decay constant in the QCD chiral Lagrangian and \( A_n \) are numerical constants to be determined later. Eq. (3.6) can be obtained by imposing the condition that when all but \( \pi^1 \) and \( \varepsilon^1 \) are set to zero, the case of a single flavor Goldstone in eq. (3.4) can be recovered, so that Adler’s zero condition is preserved.

The entire CCWZ Lagrangian can be reconstructed in the present approach by focusing on two objects that have well-defined (and simpler!) transformation properties under the shift symmetry, which are the Goldstone covariant derivative and the associated gauge connection

|\(D_\mu \pi\rangle \rightarrow |D_\mu \pi'\rangle = U|D_\mu \pi\rangle, |E_\mu^i T^i\rangle \rightarrow U(\varepsilon_\mu^i T^i) U^{-1} + i(\partial_\mu U) U^{-1}, \tag{3.8, 3.9}\]

where

\[
U = e^{i u^i (\pi, \varepsilon) T^i / f} \tag{3.10}
\]

is a nonlinear function of \( |\pi\rangle \) and \(|\varepsilon\rangle\). Expanding in power series in \( 1/f \), we write

\[
|D_\mu \pi\rangle = F_2(T) \partial_\mu \pi, \quad F_2(T) = 1 + \sum_{n=1}^{\infty} B_n T^n \tag{3.11}
\]

\[
u^i(\pi, \varepsilon) = \frac{1}{f} \langle \pi T^i | F_3(T) | \varepsilon \rangle, \quad F_3(T) = \sum_{n=1}^{\infty} C_n T^{n-1} \tag{3.12}
\]

\[
\varepsilon_\mu^i = \frac{1}{f^2} \langle \partial_\mu \pi | F_4(T) | T^i \pi \rangle, \quad F_4(T) = \sum_{n=0}^{\infty} D_n T^n \tag{3.13}
\]
By demanding that, under the shift in eq. (3.6), \(|D_\mu \pi|\) and \(E^i_\mu\) transform according to the prescribed fashion in eqs. (3.8) and (3.9) allows one to solve for all but one numerical coefficient, order by order in \(1/\sqrt{f}\), as long as the following “Closure condition” is met:

\[
(T^i)_{ab} (T^j)_{cd} + (T^i)_{ac} (T^j)_{db} + (T^i)_{ad} (T^j)_{bc} = 0.
\] (3.14)

The only undetermined coefficient corresponds to an overall rescaling in the normalization of the decay constant \(f\).

The surprising result is that these numerical coefficients can be solved without specifying the broken group \(G\). All that is necessary is the Adler’s zero condition and invariance under the unbroken group \(H\). As such, the resulting effective Lagrangian is universal for all \(G\) as \(H\), where \(H\) contains \(H\) as a subgroup, up to an overall normalization of the decay constant \(f\). In refs. [8, 9] closed-form expressions for \(F_2, F_3\) and \(F_4\) are given:

\[
F_2(T) = \frac{\sin \sqrt{T}}{\sqrt{T}}, \quad F_3 = \frac{i}{\sqrt{T}} \tan \left( \frac{\sqrt{T}}{2} \right), \quad F_4(T) = -\frac{2i}{T} \sin^2 \frac{\sqrt{T}}{2},
\] (3.15)

which are sufficient for building up the effective Lagrangian.\(^3\) The equivalence to the CCWZ formalism can be established with the identification

\[
(T^i)_{ab} = -if^{iab},
\] (3.16)

in which case the Closure condition in eq. (3.14) is equivalent to the Jacobi identity, thereby allowing \(f^{iab}\) to be interpreted as structure constants (living in the subspace spanned by \(G\) as \(H\)).\(^4\) For a symmetric coset where \(f^{abc}\) vanishes, the knowledge of \(f^{ijk}\) and \(f^{iab}\) is sufficient to reproduce the entire CCWZ Lagrangian.

In the end, the universal Lagrangian for NLSM, at the two-derivative order and all orders in \(1/\sqrt{f}\), is

\[
\mathcal{L} = \frac{1}{2} \langle \partial_\mu \pi| \frac{\sin^2 \sqrt{T}}{T} | \partial^\mu \pi \rangle.
\] (3.17)

The Lagrangian is dictated by the infrared behavior of the Goldstone scattering amplitudes: 1) the Adler’s zero condition and 2) the \(H\)-invariance, without ever specifying what the broken group \(G\) is in the UV. The only undetermined parameter is the overall normalization of the decay constant.\(^5\)

To dispel any remaining doubts on the universality of eq. (3.17), let’s consider two explicit examples: SU(2)/U(1) and SU(5)/SO(5). The former is the minimal coset containing a complex Nambu-Goldstone boson \(\phi\) charged under the unbroken U(1). For the latter, one can obviously identify several SU(2) subgroups in SU(5) and several U(1) subgroups in SO(5), resulting in many complex Nambu-Goldstone bosons. Denote one of them to be

\(^3\)As we obtain the same building blocks \(D_\mu\) and \(E_\mu\) as in CCWZ, we can write down the interaction between Goldstones and other fields that transform under \(H\) as well, e.g. by promoting \(\partial_\mu\) to \(\partial_\mu + iE_\mu\).

\(^4\)The identification in eq. (3.16) is possible only because we choose a basis such that \((T^i) = -\bar{T}^i\) in eq. (3.3).

\(^5\)A construction similar in spirit is also presented in ref. [10], where \(H = SU(2)\) is considered. The three cases where \(G = SU(2) \times SU(2), E(3)\) and SO(3,1) correspond to \(1/f^2 > 0, = 0\) and \(< 0\), respectively.
The universality of Goldstone interactions imply interactions of $\phi$ and $\Phi$ must be identical with each other, which are dictated only by the unbroken $U(1)$ and the Adler’s zero condition, up to the normalization of the decay constant $f$. Using the CCWZ formalism to write down the two-derivative interactions for $\phi$ and $\Phi$ we obtain [8],

\begin{align}
\text{SU}(2)/U(1) & \to |\partial_\mu \phi|^2 - \frac{1}{3f^2} |\phi^* \partial_\mu \phi - \phi \partial_\mu \phi^*|^2 + \frac{8}{45f^4} |\phi^* \partial_\mu \phi - \phi \partial_\mu \phi^*|^2 |\phi|^2 \\
& \quad - \frac{16}{315f^6} |\phi^* \partial_\mu \phi - \phi \partial_\mu \phi^*|^2 |\phi|^4 + \cdots , \quad (3.18) \\
\text{SU}(5)/SO(5) & \to |\partial_\mu \Phi|^2 - \frac{1}{48f^2} |\Phi^* \partial_\mu \Phi - \Phi \partial_\mu \Phi^*|^2 + \frac{1}{1440f^4} |\Phi^* \partial_\mu \Phi - \Phi \partial_\mu \Phi^*|^2 |\Phi|^2 \\
& \quad - \frac{1}{80640f^6} |\Phi^* \partial_\mu \Phi - \Phi \partial_\mu \Phi^*|^2 |\Phi|^4 + \cdots . \quad (3.19)
\end{align}

The interactions of $\Phi$ become identical to those of $\phi$ after the rescaling of $f \to 4f$ in eq. (3.18), as expected from the universality.

### 3.2 The shift symmetry to all orders in $1/f$

Although the closed-form expressions for $F_i, i = 2, 3, 4$ have been derived previously, the general nonlinear shift $F_1$ was presented without derivation only recently in ref. [37]. The simplest way to derive $F_1$ is to make use of the universality of eq. (3.17) and perform a “matching” calculation into the simplest nontrivial unbroken group of $H = SO(2) \approx U(1)$, which we demonstrate below.

For $H = SO(2)$ there is only one unbroken generator, which in the basis of our choice is simply $T_{ab} = \imath \epsilon_{ab}$. We use the convention $\epsilon_{12} = -\epsilon_{21} = 1$. Then using $(T^2)_{ab} = \delta_{ab}$ one sees

\begin{equation}
T^n = r^{n-1} T , \quad (3.20)
\end{equation}

where $r = \pi^2/f^2 = \pi^a \pi^a/f^2$. Therefore, for an arbitrary polynomial function

\begin{equation}
f(T) \equiv \sum_{n=0}^{\infty} c_n T^n = c_0 \mathbb{I} + \sum_{n=1}^{\infty} c_n r^{n-1} T = c_0 \mathbb{I} + \frac{f(r) - c_0}{r} \mathcal{T} , \quad (3.21)
\end{equation}

which leads to

\begin{align}
\pi^a' &= \pi^a + \epsilon^a + \frac{F_1(r) - 1}{r} T_{ab} \epsilon^b , \\
D_\mu \pi^a &= \partial_\mu \pi^a + \frac{F_2(r) - 1}{r} T_{ab} \partial_\mu \pi^b , \\
u^i &= \frac{1}{f} F_3(r) \pi^a T_{ab} T_{bc} \epsilon^c . \quad (3.24)
\end{align}

At this point it is convenient to switch to the complex scalar notation, $\phi = (\pi^1 + \imath \pi^2)/\sqrt{2}$, where

\begin{align}
\phi' &= \phi + \epsilon + \frac{F_1(r) - 1}{r} \phi^* \epsilon - \phi \epsilon^* \\
D \phi &= \partial \phi + \frac{F_2(r) - 1}{r} \phi^* \partial \phi - \partial \phi^* \phi , \\
u &= \frac{F_3(r)}{f} \phi^* \epsilon - \phi \epsilon^* . \quad (3.27)
\end{align}
and \( r = 2\phi^*\phi/f^2 \). We demand that, after \( \phi \to \phi' \), \( \mathcal{D}\phi \) transforms covariantly,

\[
\mathcal{D}_\mu \phi' = e^{iu/f} \mathcal{D}_\mu \phi = \left[ 1 + \frac{i}{f^2} F_3(r)(\phi^*\varepsilon - \phi\varepsilon^*) \right] \mathcal{D}_\mu \phi,
\]

(3.28)

where \( \mathcal{D}_\mu \phi' \) is computed by plugging eq. (3.25) into eq. (3.26). In order for eq. (3.28) to hold, one derive the following set of differential equations

\[
(F_1 - 1)F_2 - 2rF_2' = 0 \quad (3.29)
\]

\[
1 + F_2^2(1 - 2F_1 + 2rF_1') + 2rF_2F_2' = 0 \quad (3.30)
\]

\[
\frac{1}{r} \left( F_1 + F_2 - 2F_1F_2 + 2rF_2F'_1 + 2rF_2' \right) = iF_3 \quad (3.31)
\]

Multiplying the first equation by \( F_2 \) leads to

\[
2rF_2F_2' = F_2^2(F_1 - 1) \quad (3.32)
\]

which can be plugged into the second equation to obtain

\[
F_2^2 = \frac{1}{F_1 - 2rF'_1} \quad (3.33)
\]

Plugging back into eq. (3.32) allows one to solve for

\[
F_1(r) = -c_1 \sqrt{r} \tan(c_1 \sqrt{r} + c_2) \quad (3.34)
\]

The boundary condition that \( F_1(0) = 1 \) gives \( c_2 = \pi/2 \) while \( c_1 \) can be absorbed into the normalization of \( f \). So all three functions can be solved for

\[
F_1(r) = \sqrt{r} \cot \sqrt{r}, \quad F_2(r) = \frac{\sin \sqrt{r}}{\sqrt{r}}, \quad F_3(r) = \frac{i}{\sqrt{r}} \tan \frac{\sqrt{r}}{2} \quad (3.35)
\]

The closed-form expression for \( F_1 \) is the main result of this subsection.

So in the end, we obtain closed-form expressions, valid to all orders in \( 1/f \), for the nonlinear shift, the Goldstone covariant derivative and the leading two-derivative Lagrangian

\[
\pi'^{ab} = \pi^{ab} + [F_1(T)]_{ab} \varepsilon^b \quad (3.36)
\]

\[
\mathcal{D}_\mu \pi^a = [F_2(T)]_{ab} \partial_\mu \pi^b \quad (3.37)
\]

\[
\mathcal{L} = \frac{1}{2} [F_2(T)]^2_{ab} \partial_\mu \pi^a \partial^\mu \pi^b \quad (3.38)
\]

The Lagrangian in eq. (3.38) is invariant under the general nonlinear shift in eq. (3.36). The important feature here is that the effective Lagrangian is obtained, to all orders in \( 1/f \), using only the infrared data: all that is needed is the linear representation of the unbroken group \( H \), under which the Nambu-Goldstone bosons transform, together with the Adler’s zero condition. It is not necessary to refer to any broken group \( G \). This construction enables us to derive the Ward identity under the shift symmetry, to all orders in \( 1/f \), without the precise knowledge of coset space \( G/H \).
3.3 The “vector” and “axial” Ward identities to all orders in $1/f$

In this subsection we discuss the conserved currents corresponding to the unbroken and the shift symmetries, respectively. Following the terminology from QCD Chiral Lagrangians, we call the currents for the unbroken symmetry the “vector currents”, while those for the nonlinear shift symmetry the “axial currents.” We also derive the corresponding vector and axial Ward identities. While these objects have been discussed extensively in the context of current algebra in low-energy QCD [5], explicit and closed-form expressions of the vector and axial currents to all orders in $1/f$ have never been discussed in the literature, to the best of our knowledge.

Under the linearly realized, unbroken $H$ symmetry, the Nambu-Goldstones transform as

$$\pi^a \rightarrow \pi^a + i\alpha_r(T^r)_{ab}\pi^b,$$  \hfill (3.39)

from which it is straightforward to derive the corresponding vector current and the Ward identity using the path integral approach. In particular, we need to compute the variation of the $L$ in eq. (3.38) under eq. (3.39), by promoting $\pi^a \rightarrow \pi^a(x)$. However, the pieces that are proportional to $\pi^a(x)$ must vanish identically since the Lagrangian is invariant under $H$-rotation. Thus we only need to focus on terms that are proportional to $\partial_\mu \pi^a(x)$, which can only come from the variation of $\partial_\mu \pi^a$, but not the $F_{5}^{2}(T)$ term, under eq. (3.39):

$$J^a_\mu = \partial_\mu \pi^a[F_2(T)^2]_{ab}(T^r)_{bc}\pi^c,$$  \hfill (3.40)

$$\partial^\mu \langle J^a_\mu(x)\pi^{a_1}(x_1)\cdots\pi^{a_n}(x_n) \rangle = \sum_{j=1}^{n}(T^r)_{a_jb}\delta(4)(x-x_j)(\pi^{a_1}(x_1)\cdots\pi^{b}(x)\cdots\pi^{a_n}(x_n)).$$  \hfill (3.41)

For the axial current, proceeding similarly using the general nonlinear shift in eq. (3.36), we arrive at

$$J^a_\mu = [F_5(T)]_{ab}\partial_\mu \pi^b,$$  \hfill (3.42)

$$\partial^\mu \langle J^a_\mu(x)\pi^{a_1}(x_1)\cdots\pi^{a_n}(x_n) \rangle = \sum_{j=1}^{n}\delta(4)(x-x_j)(\pi^{a_1}(x_1)\cdots[F_1(T)]_{a_ja}\cdots\pi^{a_n}(x_n)).$$  \hfill (3.43)

It is instructive to see how the classic current algebra, which embodies the commutators of the group generators in eq. (3.1), can be seen from the current approach. To this end we would like to consider the following operations: variations in the vector and axial currents under the general nonlinear shift in eq. (3.36) and under the unbroken group in eq. (3.39), respectively. It is sufficient to work up to the order of $1/f^2$ to see the desired features. More explicitly, using the bra-ket notation we can write the vector and axial currents

$$J^a_\mu = \langle \partial_\mu \pi^a T^r \pi \rangle + \frac{\beta_1}{f^2}\langle \partial_\mu \pi T^i \pi \rangle \langle \pi T^i T^r \pi \rangle + O(1/f^4),$$  \hfill (3.44)

$$|J_\mu \rangle = |\partial_\mu \pi \rangle + \frac{\gamma_1}{f^2}|T^r \pi \rangle \langle \pi T^a \partial_\mu \pi \rangle + O(1/f^4),$$  \hfill (3.45)
where $\beta_1 = -1/3$ and $\gamma_1 = -2/3$. The shift symmetry at this order is
\[ |\pi\rangle \rightarrow |\pi\rangle + |\varepsilon\rangle + \frac{\rho_1}{f^2} |T^i \pi\rangle |\pi T^i \varepsilon\rangle , \tag{3.46} \]
\[ |\partial_\mu \pi\rangle \rightarrow |\partial_\mu \pi\rangle + \frac{\rho_1}{f^2} |T^i \partial_\mu \pi\rangle |\pi T^i \varepsilon\rangle + \frac{\rho_1}{f^2} |T^i \pi\rangle |\partial_\mu \pi T^i \varepsilon\rangle , \tag{3.47} \]
with $\rho_1 = -1/3$.

Before proceeding it will be useful to recall two identities [8] that follow from the Closure condition in eq. (3.14):
\[ |T^i \partial_\mu \pi\rangle |\pi T^i \varepsilon\rangle + |T^i \pi\rangle |\varepsilon T^i \partial_\mu \pi\rangle + |T^i \varepsilon\rangle |\partial_\mu \pi T^i \pi\rangle = 0 , \tag{3.48} \]
\[ \langle \partial_\mu \pi T^i T^i \pi\rangle |\pi T^i\rangle + \langle \pi T^i T^i \pi\rangle |\partial_\mu \pi T^i \pi\rangle + \langle \pi T^i T^i \pi\rangle |\partial_\mu \pi T^i \pi\rangle = 0 , \tag{3.49} \]
Plugging eqs. (3.46) and (3.47) into the currents in eqs. (3.44) and (3.45) and using the preceding two identities, the variations in the vector and axial currents are
\[ J'_\mu \rightarrow J'_\mu + (\partial_\mu \pi T^i \varepsilon) , \tag{3.50} \]
\[ |J_\mu\rangle \rightarrow |J_\mu\rangle + \frac{1}{f^2} \left[ \rho_1 |T^i \partial_\mu \pi\rangle |\pi T^i \varepsilon\rangle + (\gamma_1 - \rho_1) |T^i \pi\rangle |\varepsilon T^i \partial_\mu \pi\rangle + \gamma_1 |T^i \varepsilon\rangle |\pi T^i \partial_\mu \pi\rangle \right] \]
\[ = |J_\mu\rangle - \frac{1}{f^2} J'_\mu |T^i \varepsilon\rangle , \tag{3.51} \]
where we have used the explicit values of the numerical constants. In component form,
\[ J'_\mu \rightarrow J'_\mu + J^a_\mu (T^i)^a_b \varepsilon^b , \tag{3.52} \]
\[ J^a_\mu \rightarrow J^a_\mu - \frac{1}{f^2} (T^i)^a_b \varepsilon^b J^i_\mu . \tag{3.53} \]
If we further recall eq. (3.16), $(T^i)^a_b = -if^{iab}$, these two results simply encode the commutators, $[T^i, X^a] = if^{iab} X^b$ and $[X^a, T^i] = if^{abr} T^r$, as expected from current algebra.

In a completely similar fashion, we can also work out the variations of currents under the unbroken $H$-rotation in eq. (3.39):
\[ J'_\mu \rightarrow J'_\mu - i\alpha_\ell \langle \partial_\mu \pi [T^i, T^r] \pi \rangle \]
\[ + \frac{\beta_1}{f^2} \left( -i\alpha_\ell \langle \partial_\mu \pi [T^i, T^r] \pi \rangle |\pi T^i T^r \pi\rangle - i\alpha_\ell \langle \partial_\mu \pi T^i \pi\rangle |\pi [T^i, T^r] \pi\rangle \right) \]
\[ = J'_\mu - i\alpha_\ell (if^{iRs}) J^s_\mu , \tag{3.54} \]
\[ |J_\mu\rangle \rightarrow |J_\mu\rangle + i\alpha_\ell |T^i \partial_\mu \pi\rangle + \frac{i\alpha_\ell}{f^2} |T^i T^i \pi\rangle |\pi T^i \partial_\mu \pi\rangle + \frac{i\alpha_\ell}{f^2} |T^i \pi\rangle |\pi [T^i, T^i] \partial_\mu \pi\rangle \]
\[ = |J_\mu\rangle + i\alpha_\ell T^i |J_\mu\rangle , \tag{3.55} \]
which again reflect the corresponding commutators, $[T^i, T^r] = if^{iSt} T^t$ and $[X^a, T^r] = if^{arb} X^b$, nicely.

## 4 The soft theorems of NLSM

In this section we study in detail the physical consequences of the axial Ward identity in eq. (3.43), focusing in particular on its relation to the single soft limit of scattering amplitudes.
4.1 The Ward identity and the single soft theorem

We need to use the Lehmann-Symanzik-Zimmermann (LSZ) reduction to extract scattering amplitudes from the correlation functions in the Ward identities. In particular, we perform the operation

$$\text{LI} \equiv \left(\frac{i}{\sqrt{Z}}\right)^n \int d^4xe^{-iq\cdot x} \lim_{p_i^2 \to 0} \prod_{i=1}^n \int d^4x_i e^{-ip_i \cdot x_i} \Box_i,$$

(4.1)

where $\Box_i$ is the d’Alembertian with respect to $x_i^\mu$, on eq. (3.43). Note that we have taken the on-shell limit for $p_i^2 \to 0$, $i = 1, \ldots, n$. The Fourier transformation with respect to $q$ imposes the momentum conservation condition $q = -\sum_{i=1}^n p_i$. The right-hand side (r.h.s.) of eq. (3.43) has only $(n-1)$ one-particle poles, thus it will vanish in the on-shell limit. The left-hand side (l.h.s.), on the other hand, can be expanded in $1/f^2$ using the series expansion

$$F_0(x) = \sum_{k=0}^{\infty} (-4)^k \frac{x^k}{(2k+1)!},$$

(4.2)

and the leading term gives

$$\text{LI} \left[ \partial_\mu (0) \partial^\mu \pi^a(x) \prod_{i=1}^n \pi^{a_i}(x_i) |0\right] = -q^2 J^{a_1 \cdots a_n a^a}(p_1, \ldots, p_n),$$

(4.3)

where $J$ is the scattering amplitude with all but one particle on-shell, defined as

$$J^{a_1 \cdots a_n a^a}(p_1, \ldots, p_n) = \langle 0 | \pi^{a^a}(0) | \pi^{a_1}(p_1) \cdots \pi^{a_n}(p_n) \rangle.$$

(4.4)

In the literature such an object was called the “semi-on-shell” amplitude and first considered by Berends and Giele for Yang-Mills theories [48], who derived a recursion relation for tree level semi-on-shell amplitudes. At that time the semi-on-shell amplitude serves as the building block for efficient construction of on-shell amplitudes of an arbitrary number of legs. Using Feynman vertices given by the Lagrangian, a Berends-Giele recursion relation for SU($N$) NLSM has been proposed in ref. [30]. We are going to propose a different recursion relation following from the axial Ward identity.

Terms higher order in $1/f^2$ on the l.h.s. of eq. (3.43) have the form

$$\langle 0 | \hat{O}_k^a(q) | \pi^{a_1}(p_1) \cdots \pi^{a_n}(p_n) \rangle,$$

(4.5)

where

$$\hat{O}_k^a(q) = \int d^4x e^{-iq\cdot x} \partial_\mu \left[ T_k^\mu(x) \right]_{ab} \partial^\mu \pi^b(x)$$

$$= iq_\mu \int d^4x e^{-iq\cdot x} \left[ T_k^\mu(x) \right]_{ab} \partial^\mu \pi^b(x).$$

(4.6)

Observe that $\hat{O}_k^a$ arises from the k-th order term in the axial current in eq. (3.42) and connects the current to $2k + 1$ Nambu-Goldstone bosons. While it has been known since the early days of QCD that the axial current creates a one-particle pole, cf. eq. (2.9), it is seldom
discussed that the current could also create an odd number of Nambu-Goldstones when higher order effects in $1/f$ are included, as shown in figure 2. We will see that this observation plays an important role in trying to connect our results with the mysterious extended theory of biadjoint scalars discovered using the CHY representation of tree amplitudes.

The Ward identity now becomes

$$q^2 J^{a_1 \cdots a_n, \alpha}(p_1, \cdots, p_n) = \sum_{k=1}^{\infty} \frac{(-4)^k}{(2k+1)!} \langle 0 | \hat{O}_k^{\alpha}(q) | \pi^{a_1}(p_1) \cdots \pi^{a_n}(p_n) \rangle. \quad (4.7)$$

The r.h.s. of eq. (4.7) is proportional to $q^\mu$ because of the form of $\hat{O}_k^{\alpha}(q)$ in eq. (4.6), so that Adler’s zero in $q^\mu \to 0$ is manifest in the present approach, in contrast with the approach using the Feynman vertices in ref. [30]. The $(n+1)$-point on-shell amplitude can be obtained from

$$M^{a_1 \cdots a_{n+1}}(p_1, \cdots, p_n, p_{n+1}) = \lim_{q^2 \to 0} \frac{1}{\sqrt{Z}} q^2 J^{a_1 \cdots a_n, a_{n+1}}(p_1, \cdots, p_n), \quad (4.8)$$

where $p_{n+1} \equiv q = -\sum_{i=1}^{n} p_i$. Then using eq. (4.6) it is easy to see that when $p_{n+1} \to \tau p_{n+1}$, $\tau \to 0$,

$$M^{a_1 \cdots a_{n+1}} = \tau^{1 \sqrt{Z}} \sum_{k=1}^{\infty} \frac{(-4)^k}{(2k+1)!} (0) \int d^4x \left[ T^k(x) \right]_{a_{n+1}b} i p_{n+1} \cdot \partial \pi^b(x) | \pi^{a_1} \cdots \pi^{a_n} \rangle + O(\tau^2), \quad (4.9)$$

which is the sub-leading single soft theorem in NLSM. Notice that at $O(\tau)$, we are able to drop off the exponential $e^{-iq \cdot x}$, so that the operator works like a normal vertex without momentum injection. This is a hint that the matrix elements in the subleading terms can be interpreted as on-shell scattering amplitudes.
Figure 3. The $(2k+1)$-point vertex with momentum insertion $q$ is connected to $2k+1$ semi-on-shell amplitudes $J_1, J_2, \ldots, J_{2k+1}$.

Eq. (4.9) is valid at quantum level. However, given that we are only including the leading two-derivative Lagrangian, $O(p^4)$ terms may be as important as the loop corrections to the two-derivative interactions and should be included for consistency.

At the classical level, eq. (4.7) becomes a Berends-Giele recursion relation for semi-on-shell amplitudes. The operator $O^a_{2k}$ gives rise to a new $(2k+1)$-point vertex

\[ V^{a_1 \cdots a_{2k+1}, a}(p_1, \cdots, p_{2k+1}) = \frac{-i(-4)^k}{(2k+1)! f^{2k}} \sum_{\sigma \in S_{2k+1}} C_{\sigma}^{a_1 \cdots a_{2k+1}, a} \ q \cdot p_{\sigma(2k+1)}, \]

(4.10)

where $\sigma$ is a permutation of $\{1, 2, \cdots, 2k+1\}$ and

\[ C_{\sigma}^{a_1 \cdots a_{2k+1}, a} \equiv T_{a_{\sigma(1)}}^{a_1} T_{a_{\sigma(2)} b_1}^{a_2} T_{a_{\sigma(3)} b_2}^{a_4} \cdots T_{a_{\sigma(2k-1)} b_{n-1}}^{a_{2k-1}} T_{a_{\sigma(2k)} b_n}^{a_{2k+1}} \]

(4.11)

is the color factor associated with the vertex. Notice that there is a non-zero momentum injection of $q = -\sum_{i=1}^{2k+1} p_i$ at the vertex. Then each term on the r.h.s. of eq. (4.7) can be represented by a Feynman diagram with one insertion of the $(2k+1)$-point vertex connecting either with external legs or internal propagators. But since we are considering only tree amplitudes, each internal propagator must correspond to the o-shell leg of a semi-on-shell (sub)amplitude, as shown in figure 3. This is the starting point of constructing a recursive relation for semi-on-shell amplitudes using the axial current, which in turn gives a new representation of on-shell scattering amplitudes where interaction vertices come from expanding the axial current in $1/f$, rather than from the effective Lagrangian in the traditional approach.

Given the above observation, eq. (4.7) gives the following recursion relation for semi-on-shell amplitudes in NLSM:

\[ q^2 J^{a_1 \cdots a_n, a}(p_1, \cdots, p_n) = i \sum_{k=1}^{[n/2]} \sum_{l=1}^{[l/2]} V^{b_1 \cdots b_{2k+1}, a}(q_{l_1}, \cdots, q_{l_{2k+1}}) \prod_{i=1}^{2k+1} J^{a_i}_{l_i}, \]

(4.12)

where $l = \{l^m\}$ is a way to divide $\{1, 2, \cdots, n\}$ into $2k+1$ disjoint, non-ordered subsets. The $j$-th element of $l^m$ is denoted by $l^m_j$ and $q_{l^m} = \sum_j l^m_j$. Since eq. (4.12) follows from the axial Ward identity, the Adler’s zero in the off-shell leg is manifest. This is not the case for the Berends-Giele recursion relation considered in ref. [30], which is derived from the Feynman rules of NLSM. On the other hand, the vertices that connect the semi-on-shell
sub-amplitudes in eq. (4.12) come from the shift symmetry and, as such, are required to be linear in the momentum \( q^\mu \). This feature gives a very useful handle to extract the subleading single soft factor.

### 4.2 Flavor-ordered tree amplitudes and the subleading single soft factor

Next we consider flavor-ordered amplitudes in NLSM, which are the main objects studied in refs. [30, 34]. Although our formalism so far applies to a general linearly realized symmetry group \( H \), flavor-ordered amplitudes can be defined only for certain groups where the product of two traces of group generators can be merged into a single trace. A well-known example is the adjoint of SU(\( N \)) group possessing the following property

\[
\text{Tr}(T^a A)\text{Tr}(T^a B) = \text{Tr}(AB) - \frac{1}{N} \text{Tr}(A)\text{Tr}(B), \tag{4.13}
\]

where \( A \) and \( B \) are two strings of products of group generators. The disconnected 1/\( N \) contribution cancels out in the end due to the U(1) decoupling theorem [49]. This property is necessary so that the color factors from the subamplitudes in eq. (4.12) can be combined into a single trace representing the color factor of the mother amplitude. The discussion in this subsection assumes flavor-ordered amplitudes can be defined properly.

The novelty of building up the NLSM Lagrangian from the IR is so that only generators of the unbroken group \( H \) are needed. However, the identification in eq. (3.16) allows us to “access” the structure constants related to the shift symmetry, which in the CCWZ formalism correspond to the broken generators \( X^a \). Choosing the normalization \( \text{Tr}(X^a X^b) = \delta^{ab} \) we can directly translate matrix entries of the unbroken generators into commutators of broken and unbroken generators in CCWZ as follows,

\[
T^i_{ab} = -\text{Tr}([T^i, X^a]X^b), \quad T^a_{i cd} = \text{Tr}([[X^a, X^b], X^i]X^d), \tag{4.14}
\]

so that the color factor in eq. (4.11) can be written as

\[
C^{a_1 \cdots a_{2k+1},a}_{\sigma} = \text{Tr}([[\cdots [[X^{a_1}, X^{a_{\sigma(1)}}], X^{a_{\sigma(2)}}], \cdots], X^{a_{\sigma(2k)}}]X^{a_{\sigma(2k+1)})}. \tag{4.15}
\]

It is interesting to observe that the color factor is automatically in the “half-ladder” basis proposed in ref. [50], which may suggest connections to the color-kinematic duality [51].

If we define the flavor-ordered vertex as follows,

\[
V^{a_1 \cdots a_{2k+1},a}(p_1, \cdots, p_{2k+1}) = \sum_{\sigma \in S_{2k+1}} \text{Tr}(X^{a_{\sigma(1)}} \cdots X^{a_{\sigma(2k+1)}})V_{\sigma}(p_1, \cdots, p_{2k+1}). \tag{4.16}
\]

and denote \( V(L_n) \equiv V_{\sigma}(p_1, \cdots, p_n) \), where \( L_n \equiv \{1, 2, \cdots, n\} \) is the identity permutation, then the flavor-ordered vertex arising from the axial Ward identity in eq. (4.10) is

\[
V(L_{2k+1}) = \frac{-i(-4)^k}{(2k+1)!f^{2k}} \sum_{j=0}^{2k} \binom{2k}{j} (-1)^j q \cdot p_{j+1}, \tag{4.17}
\]

where \( q = -\sum_{j=0}^{2k} p_{j+1} \) is the momentum injection at the vertex. Similarly, the flavor-ordered semi-on-shell amplitudes are defined by

\[
J^{a_1 \cdots a_{2k+1},a}(p_1, \cdots, p_{2k+1}) = \sum_{\sigma \in S_{2k+1}} \text{Tr}(X^{a_{\sigma(1)}} \cdots X^{a_{\sigma(2k+1)}})J_{\sigma}(p_1, \cdots, p_{2k+1}). \tag{4.18}
\]
Again we use the notation $J(I_n) \equiv J_\sigma(p_1, \cdots, p_n)$ for $\sigma = I_n$. Furthermore, we choose to normalize one-particle states so that $J(p) = 1$.

In the $SU(N) \times SU(N)/SU(N)_V$ NLSM considered in ref. [30], the broken generators $X^a$ are isomorphic to the unbroken generators $T^i$ of $SU(N)_V$, in which case eq. (4.14) becomes

$$T_{ab} = -\text{Tr}([T^i, T^a]T^b), \quad T_{ab} T_{cd} = \text{Tr}([T^a, T^b], T^c)T^d).$$

Using the identity in eq. (4.13) for $SU(N)$ group generators, the recursive relation in eq. (4.12) for the full amplitudes implies the following Berends-Giele recursion for flavor-ordered amplitudes:

$$q^2 J(I_n) = i \sum_{k=1}^{[n/2]} \sum_{\{l_m\}} V_{2k+1}(q_{l_1} \cdots, q_{2k+1}) \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m),$$

where $\{l_m\}$ is a splitting of the ordered set $\{1, 2, \cdots, n\}$ into $2k+1$ non-empty ordered subsets $\{l_{m-1} + 1, l_{m-1} + 2, \cdots, l_m\}$ (here $l_0 = 1$ and $l_{2k+1} = n$). Moreover, $q_{l_m} = \sum_{i=l_{m-1}+1}^{l_m} p_i$.

Eq. (4.20) involves the flavor-ordered semi-on-shell amplitudes. One can further take the on-shell limit of the off-shell leg of the $(n+1)$-point amplitude on the l.h.s. of eq. (4.20) to obtain a representation of the $(n+1)$-point on-shell amplitude in terms of the semi-on-shell subamplitudes. In this case the momentum conservation implies

$$q \cdot p_{2k+1} = q \left( -q - \sum_{i=0}^{2k-1} p_{i+1} \right) = - \sum_{i=0}^{2k-1} q \cdot p_{i+1},$$

which allows one to rewrite the vertex in eq. (4.17) as

$$V(I_{2k+1}) = \frac{-i(-4)^k}{(2k+1)!f^{2k}} \sum_{j=1}^{2k-1} \left[ \binom{2k}{j}^2 (-1)^j - 1 \right] q \cdot p_{j+1}.$$

One then arrives at the following expression for the on-shell amplitude,

$$M(I_{n+1}) = \sum_{k=1}^{[n/2]} \frac{(-4)^k}{(2k+1)!f^{2k}} \sum_{\{l_m\}} \prod_{j=1}^{2k-1} \left[ \binom{2k}{j}^2 (-1)^j - 1 \right] p_{n+1} \cdot q_{j+1}$$

$$\times \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m),$$

where $p_{n+1} = q = - \sum_{i=1}^n p_i$. At this stage eq. (4.23) is exact, without taking any soft limit. The single soft limit can be achieved by taking $p_{n+1} \to \tau p_{n+1}$ and $\tau \to 0$, which gives the sub-leading single soft factor of NLSM at tree level. Notice that because the vertex in eq. (4.23) is already linear in $\tau$, we can drop the $\tau$ dependence in the sub-amplitudes $J(l_{m-1} + 1, \cdots, l_m)$ by imposing momentum conservation $\sum_{i=1}^n p_i = 0$. The subleading single soft factor was first obtained using the CHY representation of scattering amplitudes in ref. [34], which surprisingly has never been discussed in a field-theoretic context in the vast literature on Nambu-Goldstone bosons and NLSM. In addition, the coefficient of the
order $\tau$ contribution is interpreted in the CHY formalism as the on-shell amplitude of a mysterious extended theory containing cubic biadjoint scalar interactions. We will explore this connection further in the following subsection.

Eqs. (4.20) and (4.23) give very interesting new representations of tree-level semi-on-shell and on-shell scattering amplitudes of Nambu-Goldstone bosons. These representations are different from the traditional Feynman diagrammatic expansion because the vertices involved arise from the axial current in eq. (3.42), which possesses couplings to an arbitrary odd number of Nambu-Goldstone bosons. As a contrast, recall that for $SU(N)$ NLSM the interaction vertices in the Lagrangian always involve an even number of Nambu-Goldstones.

It is easy to demonstrate the validity of eqs. (4.20) and (4.23) by comparing with the amplitudes calculated using, for example, the exponential parameterization, which contains the $2n$-point vertices \cite{30}:

$$V_{2n}^{\text{exp}}(p_1, \ldots, p_{2n}) = i \frac{(-1)^n}{(2n)!} \left( \frac{4}{f^2} \right)^{n-1} 2^{n-1} \sum_{k=1}^{2n-1} (-1)^{k-1} \binom{2n-2}{k-1} \sum_{i=1}^{2n} (p_i \cdot p_{i+k}),$$  \hfill (4.24)

where $p_{2n+i} \equiv p_i$. For the 4-point amplitude, eq. (4.23) gives

$$M(14) = - \frac{1}{f^2} s_{24},$$  \hfill (4.25)

where $s_{ij} \equiv (p_i + p_j)^2$. This is consistent with the amplitude from the 4-point vertex in eq. (4.24). For the 6-point amplitude, we need the 3-point semi-on-shell amplitude, which can be calculated from eq. (4.20):

$$J(1, 2, 3) = - \frac{2}{3f^2} \left( p_1 - 2p_2 + p_3 \right) \cdot (-P_{123}) = \frac{1}{f^2} \left( \frac{2}{3} - \frac{s_{12} + s_{23}}{P_{123}^2} \right),$$  \hfill (4.26)

where $P_{ijk} \equiv p_i + p_j + p_k$. Again, this is the same as the result calculated from using eq. (4.24). The two ways to calculate the 3-point semi-on-shell amplitude are illustrated...
Figure 5. The diagrams used to calculate the 6-point amplitude of NLSM. The upper 4 diagrams correspond to using the Ward identity, where we have momentum insertion $p_6$; in three of the diagrams we need to use the result of the 3-point semi-on-shell amplitude. The lower 4 diagrams are the ones generated by Feynman vertices given by eq. (4.24).

in figure 4. Then eq. (4.23) gives

$$M_{(6)} = -\frac{2}{f^2} [p_6 \cdot p_4 J(1, 2, 3) + p_6 \cdot P_{234} J(2, 3, 4) + p_6 \cdot p_2 J(3, 4, 5)]$$

$$+ \frac{2}{3f^4} p_{6} \cdot (p_2 - p_3 + p_4)$$

$$= \frac{S_{12} + S_{23} + S_{34} + S_{45} + S_{56} + S_{16}}{P_{123}^2} + \frac{(S_{23} + S_{34})(S_{16} + S_{56})}{P_{234}^2} + \frac{(S_{34} + S_{45})(S_{16} + S_{12})}{P_{345}^2}$$

$$+ \frac{1}{f^4} (S_{12} + S_{23} + S_{34} + S_{45} + S_{56} + S_{16}),$$  \hspace{1cm} (4.27)

thereby reproducing the well-known 6-point amplitude in the SU($N$) NLSM. The diagrams corresponding to the new representation of the 6-point amplitude, as well as the traditional Feynman vertices, are shown in figure 5.

At this point it should become clear that the new representation of on-shell amplitudes using the Ward identity amounts to a concrete realization of an old idea proposed by Susskind and Frye in ref. [14], where they proposed “bootstrapping” higher point amplitudes in NLSM from lower point vertices. Amplitudes constructed this way will not satisfy the Adler’s zero condition, which necessitates the introduction of higher point vertices. Using the 6-pt amplitude as an illustration, the 5-pt vertex with the current insertion in figure 5 arises from the second-order term in the axial current in eq. (3.42), which owes its existence to fulfilling the Adler's zero condition at $1/f^4$ order.

4.3 NLSM double-soft theorems

In this subsection we derive the double soft limit of NLSM from the Ward identities. The double soft limit was first considered in ref. [23], and subsequently derived using current algebra techniques in ref. [30]. Here we wish to not only demonstrate the derivation in the current approach, but also to clarify subtleties that were missed previously.
The double soft limit can be obtained by extending the axial Ward identity in eq. (3.43) to include the insertion of an additional axial current:

\[
\begin{align*}
&i\delta^\mu(x) J^a_\mu(x) J^b_\nu(y) \pi^{a_1}(x_1) \cdots \pi^{a_n}(x_n) = \\
&\quad = \sum_{j=1}^n \delta^{(4)}(x-x_j) \langle J^b_\nu(y) \pi^{a_1}(x_1) \cdots [F_1(T)]_{a_j a}(x) \cdots \pi^{a_n}(x_n) \\
&\quad - \delta^{(4)}(x-y)(T^a)_{ab} \langle J^a_\mu(x) \pi^{a_1}(x_1) \cdots \pi^{a_n}(x_n) \rangle,
\end{align*}
\]

(4.28)

where we have used the fact that, under the nonlinear shift symmetry in eq. (3.36), the axial current shifts by an amount that is proportional to the vector current, as shown in eq. (3.53). Taking the LSZ reduction on \(\pi^{a_i}\) and Fourier-transform with respect to \(x\) and \(y\), eq. (4.28) implies

\[
\begin{align*}
p^\mu q^\nu \langle 0 | \tilde{J}^a_\mu(p) \tilde{J}^b_\nu(q) | \pi^{a_1}(p_1) \cdots \pi^{a_n}(p_n) \rangle \\
&= (T^a)_{ab} q^\nu \langle 0 | J^a_\mu(p+q) | \pi^{a_1}(p_1) \cdots \pi^{a_n}(p_n) \rangle.
\end{align*}
\]

(4.29)

Given that each axial current creates a Nambu-Goldstone boson, the l.h.s. of the above equation includes the scattering amplitudes of \(n + 2\) Goldstone bosons.

There is a subtlety, however, that is not taken into account in the previous derivation using current algebra techniques. When factoring out the single Goldstone pole on the l.h.s. of eq. (4.29), one usually writes

\[
\begin{align*}
&\langle 0 | \tilde{J}^a_\mu(p) \tilde{J}^b_\nu(q) | \pi^{a_1}(p_1) \cdots \pi^{a_n}(p_n) \rangle \\
&= \sum_{c,d} \frac{i}{p^2} \langle 0 | \tilde{J}^a_\mu | \pi^c(p) \rangle \frac{i}{q^2} \langle 0 | \tilde{J}^b_\nu | \pi^d(q) \rangle \tilde{J}_{c d 1 \cdots a n}(p, q, p_1, \cdots, p_n) + R^{a b \cdots}.
\end{align*}
\]

(4.30)

where \(\tilde{J}_{c d 1 \cdots a n}\) is the \((n + 2)\)-point amplitude with \(c\) and \(d\) legs off-shell. The diagram corresponding to the first term on the r.h.s. of eq. (4.30) is shown in figure 6a; the remainder \(R^{a b \cdots}\) is assumed to satisfy the strong regularity conditions [30]

\[
\lim_{p^\mu \to 0} \lim_{q^\nu \to 0} p^\mu q^\nu R^{a b \cdots}_{\mu \nu} = 0.
\]

(4.31)

This turns out to be incorrect.\(^6\) Using the all-order expression for the axial current in eq. (3.42), one can compute \(R^{a b \cdots}_{\mu \nu}\) to any order in \(1/f\). In particular, as have been emphasized repeatedly, the axial current has non-vanishing matrix elements between \(2k + 1\) Goldstone bosons and the vacuum, which is given in eqs. (4.5) and (4.6). Therefore, there is a class of “diagrams” shown in figure 6b which would contribute to the double soft limit at the leading order,

\[
\begin{align*}
R^{a b \cdots}_{\mu \nu} &= \sum_{i, c, d} \langle 0 | \tilde{J}^a_\mu | \pi^c(p) \rangle \frac{i}{p^2} \langle \pi^c(p) | \tilde{J}^b_\nu | \pi^d(p + q + p_i) \pi^{a_1}(p_1) \rangle \frac{i}{(p + q + p_i)^2} \\
&\quad \times J_{i a_1 \cdots a_n}(p + q + p_i, p_1, \cdots, p_n) \\
&\quad + (a \leftrightarrow b, \mu \leftrightarrow \nu) + \tilde{R}^{a b \cdots}_{\mu \nu},
\end{align*}
\]

(4.32)

\(^6\)To our knowledge \(R^{a b \cdots}_{\mu \nu}\) has never been computed previously in the literature.
where \( J^{a_1 \cdots a_i \cdots a_n} (p + q + p_1, \cdots, p_n) \) is the \( n \)-point amplitude with the \( a_i \)-leg omitted and the \( d \)-leg off-shell. The reason that this is a non-vanishing contribution upon taking the soft limit \( p, q \to 0 \) is that the momentum in propagator in \( i/(p + q + p_i)^2 \) now goes on-shell. This is the analogy of the “pole diagram” discussed in ref. [33]. Furthermore, it should be clear from this discussion that the remaining contribution on the r.h.s. of the above equation now satisfies the regularity condition,

\[
\lim_{p \to 0} \lim_{q \to 0} p^{\mu} q^{\nu} R_{\mu \nu}^{ab, \cdots} = 0. \tag{4.33}
\]

Figure 6. The two contributions to r.h.s. of eq. (4.30). The first term corresponds to the diagram on the left, while the remainder \( R_{\mu \nu}^{ab, \cdots} \) has a non-vanishing contribution in the double-soft limit, which is shown on the right.

To compute the double soft limit, we also need to compute the matrix element on the r.h.s. of eq. (4.29), which can be symmetrized with respect to \((a \leftrightarrow b)\) and \((p \leftrightarrow q)\). Upon using the expression for the vector current in eq. (3.40), we obtain, in the double soft limit \( p, q \to 0 \),

\[
-\frac{1}{2} \langle T^{\alpha} \rangle_{ab} (p - q)^{\nu} \langle 0 | J^{\mu}_{\nu} | (p + q)| \pi^{a_1} (p_1) \cdots \pi^{a_n} (p_n) \rangle \\
\rightarrow -\frac{1}{2 f^2} \sum_k (T^{\alpha}_{i})_{ab} (T^{\alpha}_{i})_{ac} \frac{p_k \cdot (p - q)}{p_k \cdot (p + q)} i M^{a_1 \cdots a_n} (p_1, \cdots, p_n). \tag{4.34}
\]

On the other hand, a similar calculation for \( R_{\mu \nu}^{ab, \cdots} \) in eq. (4.32) gives

\[
p^{\mu} q^{\nu} R_{\mu \nu}^{ab, \cdots} \rightarrow -\frac{1}{f^2} \sum_k (T^{\alpha}_{i})_{ab} (T^{\alpha}_{i})_{ac} \frac{p_k \cdot (p - q)}{p_k \cdot (p + q)} i M^{a_1 \cdots a_n} (p_1, \cdots, p_n). \tag{4.35}
\]
In the end, we obtain the double soft limit

$$
\lim_{p^i \to 0} \lim_{q^i \to 0} M^{ab_{1 \cdots a_n}}(p, q, p_1, \cdots, p_n) = \frac{1}{2 f^2} \sum_k (T^i)_{ab} (T^i)_{ac} \frac{p_k \cdot (p - q)}{p_k \cdot (p + q)} M^{a_1 \cdots a_n}(p_1, \cdots, p_n). 
$$

(4.36)

It is worth commenting that, if we hadn’t included properly the contribution in eq. (4.32), there would have been an extra minus sign in eq. (4.36). It is interesting to note that our result above actually agrees with eq. (E.43) of ref. [30], even though the authors didn’t include the extra contribution in eq. (4.32). This is due to a missing minus sign on the r.h.s. of their eq. (E.38). Correcting the sign would have rendered eq. (E.43) with an extra minus sign, which agrees with our calculation without the contribution in $R_{ab \cdots}$.

5 The mysterious extended theory

In ref. [34] a mysterious extended theory containing cubic biadjoint scalar interactions is identified as residing in the coefficient of the sub-leading single soft limit of $U(N)$ NLSM, by using the CHY formalism of the tree-level scattering amplitudes.\footnote{Note that in $U(N)$ NLSM, the Nambu-Goldstone corresponding to the subgroup $U(1)$ decouples, so that the amplitudes of $U(N)$ NLSM are equivalent to that of $SU(N)$ NLSM, and we can write down flavor-ordered amplitudes.} Only flavor-ordered on-shell amplitudes are provided in ref. [34] and very little else is known regarding the extended theory. More specifically, it was shown that for $p_{n+1} \to \tau p_{n+1}$ and $\tau \to 0$,

$$
M^{NLSM}_{n+1}(I_{n+1}) = \tau \sum_{i=2}^{n-1} s_{n+1, i} M^{NLSM \oplus \phi^3}(I_n|1, n, i) + \mathcal{O}(\tau^2),
$$

(5.1)

where the label $NLSM \oplus \phi^3$ denotes a mixed theory of NLSM and the biadjoint $\phi^3$ theory. The Nambu-Goldstones $\pi^a$ transform under the adjoint of $U(N)$, while the biadjoint scalars $\phi^{a\bar{a}}$ transform under the adjoint of two groups $U(N)$ and $U(\bar{N})$. In the amplitude $M^{NLSM \oplus \phi^3}_n(I_n|1, n, i)$, the ordering $I_n$ on the left is for $U(N)$, while the ordering on the right is for $U(\bar{N})$, so that there are $n$ scalars with external momenta $p_1, \cdots, p_n$, where the ones with momenta $p_1, p_n$ and $p_i$ are identified as biadjoint scalars. The rest of the legs are Nambu-Goldstones. The CHY formalism gives a prescription to write down the on-shell amplitudes, but neither the Feynman rules nor the Lagrangian of the mixed theory were given. We will study properties of the extended theory in the present approach, which allows us to identify the amplitudes of the extended theory, extract information about the interactions between the Nambu-Goldstones and biadjoint scalars, as well as the Feynman rules of $\pi$-$\phi$ interactions. In particular, we explore behaviors of the extended theory under a different parameterization of the NLSM: the Cayley parameterization, in which we find the Feynman rules of the mixed theory to be dramatically simplified.
5.1 Feynman rules for the extended theory

We will begin with eq. (4.23), which exhibits the momentum factors $p_{n+1} \cdot q_{j+1}$, where $q_{j+1}$ is the sum of a subset of momenta $\{p_1, p_2, \cdots, p_n\}$. This gives rise to the $s_{n+1,i}$ factors in eq. (5.1). The coefficient of $p_{n+1} \cdot q_{j+1}$ can be interpreted as several NLSM subamplitudes connecting to a special vertex with an odd number of legs. This odd-number vertex does not belong to the NLSM, having factored out the derivatives into the kinematic invariant $s_{n+1,i}$. That is, the vertex contains no derivatives. We can easily extract the analytic form of the vertex from eq. (4.23), which is non-zero only for $2 \leq j \leq 2k$ and also invariant under $j \leftrightarrow 2k + 2 - j$.

$$V_{NLSM}^{\phi^3}(\text{3legs}, 2k, 1, 2k + 1, j) = \frac{i}{2} \frac{(-4)^k}{(2k + 1)!J^{2k}} \left( \binom{2k}{j-1}(-1)^{j-1} - 1 \right).$$ (5.2)

These observations led one to postulate that the three legs in the vertex, the first, the $(2k+1)$-th and the $j$-th, carry some special properties that are different from the rest of the vertex, which are Nambu-Goldstone bosons. Given that the vertex carries no Lorentz index, it is natural to designate these three special legs as ordinary scalars, as suggested by the $\phi$ label in eq. (5.2). In particular, setting $k = 1$ so that all legs in the 3-point vertex are special and none is the Goldstone boson, we have

$$V_3^{\phi^3}(1, 2, 3|1, 3, 2) = iM_3^{NLSM} \phi^3(1, 2, 3|1, 3, 2) = -\frac{i}{f^2},$$ (5.3)

where we have also made it clear that the 3-point vertex is the only diagram contributing to the three-point amplitude. The vertex indicates the existence of cubic interactions among $\phi$. Extending to arbitrary $k$ gives rise the first conjecture:

- There exist flavor-ordered $(2k+1)$-point vertices involving three $\phi$'s, where two of the $\phi$ fields are adjacent to each other, while the rest of the vertices are Nambu-Goldstone bosons. The vertex Feynman rules are given by eq. (5.2).

Next we study the 5-point amplitude of the extended theory, which would come from taking the single soft limit of the 6-point NLSM amplitude. From eq. (4.23) it straightforward to compute the subleading single soft limit:

$$iM_5^{NLSM}(123456) = s_{64} \ V^{NLSM\phi^3}(r45|154) J(123) + s_{62} \ V^{NLSM\phi^3}(12r|1r5) J(345) + (s_{62} + s_{63} + s_{64}) \ V^{NLSM\phi^3}(1r5|15r) J(234) + \sum_{j=2}^{4} s_{6j} \ V^{NLSM\phi^3}(12345|15j),$$ (5.4)

where $r$ represents the flavor index of the internal line connecting to the NLSM subamplitudes $J(ijk)$. The coefficients of the kinematic invariant $s_{6i}$, $i = 2, 3, 4$ are then

$$s_{62} : V^{NLSM\phi^3}(12r|1r5) J(345) + V^{NLSM\phi^3}(1r5|15r) J(234) + V^{NLSM\phi^3}(12345|152),$$ (5.5)

$$s_{63} : V^{NLSM\phi^3}(1r5|15r) J(234) + V^{NLSM\phi^3}(12345|153),$$ (5.6)

$$s_{64} : V^{NLSM\phi^3}(r45|154) J(123) + V^{NLSM\phi^3}(1r5|15r) J(234) + V^{NLSM\phi^3}(12345|154).$$ (5.7)
Figure 7. The three diagrams representing the contributions to the coefficient of $s_{62}$ in eq. (5.4), where the single dashed lines represent NLSM Goldstones, while the double dashed lines represent the biadjoint scalars. For the coefficient of $s_{64}$ the diagrams are similar with the appropriate modifications.

Figure 8. The two diagrams representing the contributions to the coefficient of $s_{63}$ in eq. (5.4).

These contributions can be represented diagrammatically in figures 7 and 8. The important observation here is the assignment of the $\phi$-particle flow is essentially dictated by that of the 5-point vertex. Otherwise the various diagrams would not contribute coherently. More specifically, assigning particle 5 to be the $\phi$ particle in the 5-point vertex forces the same choice upon the other diagrams. These observations lead to the second conjecture:

- There exist flavor-ordered $2k$-point vertices involving two $\phi$’s and $(2k - 2)$ Nambu-Goldstones. They have the same Feynman rules as the $2k$-point vertices in the NLSM.

Using these two conjectures, together with the vertex Feynman rule in eq. (5.2), we can compute flavor-ordered 5-point amplitudes in the extended theory. For example, the amplitudes corresponding to figures 7 and 8 are

$$M_{5}^{\text{NLSM}\oplus\phi^{3}}(I_{n}|1, 5, 2) = \frac{1}{3 f^{4}} - \frac{1}{f^{4}} \left( \frac{2}{3} - \frac{s_{34} + s_{45}}{P_{234}^{2}} \right) - \frac{1}{f^{4}} \left( \frac{2}{3} - \frac{s_{23} + s_{34}}{P_{234}^{2}} \right),$$  

$$M_{5}^{\text{NLSM}\oplus\phi^{3}}(I_{n}|1, 5, 3) = \frac{1}{f^{4}} \left( \frac{s_{23} + s_{34}}{P_{234}^{2}} - 1 \right).$$

These results are consistent with ref. [34], up to structure constants and minus signs which can be absorbed into a redefinition of the flavor-ordering operation.

Obviously one can continue to build up higher point vertices and amplitudes in the extended theory this way, and it then becomes clear that only odd-number vertices containing three $\phi$’s and even-number vertices containing two $\phi$’s appear in the subleading single soft limit of NLSM. In particular, no vertices containing a single $\phi$ are ever present. This motivates the third conjecture:

- No vertices containing only one $\phi$ exist.
The importance of this last conjecture is that it implies $\phi$ carries some sort of conserved charge that the Nambu-Goldstones do not, which is consistent with the CHY interpretation of $\phi$ being charged under a different flavor group $U(\tilde{N})$.

In the end, these three conjectures lead to the following expression for the $n$-point amplitudes in the extended theory

$$M_n^{\text{NLSM@}\phi^3}(I_n|1,n,i) = \frac{1}{2} \sum_{k=1}^{[n/2]} \frac{(-4)^k}{(2k+1)!} \sum_{j=1}^{2k-1} \sum_{\{l_m\}} \left[ \left( \frac{2k}{j} \right) (-1)^j - 1 \right]$$

$$\times \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m)$$  \hspace{1cm} (5.10)

where $n$ is odd and $1 < i < n$. We have checked up to 7-point amplitudes that eq. (5.10) agrees with those in ref. [34].

5.2 Cayley parameterization

It is well-known that there are many different ways to parameterize the effective Lagrangian of NLSM. The derivation using the nonlinear shift symmetry in section 3 coincides with that of the CCWZ. Although on-shell amplitudes are independent of the particular parameterization of the Lagrangian, the Feynman rules and the semi-on-shell amplitudes, however, do depend on the parameterization. For $SU(N)$ NLSM the two-derivative Lagrangian in a general parameterization can be written as

$$\mathcal{L} = \frac{f^2}{8} \text{Tr} \left( \partial_\mu U \partial^\mu U^{-1} \right),$$  \hspace{1cm} (5.11)

where the matrix $U$ has the general form of

$$U = 1 + \frac{2i}{f} \pi^a T^a + \sum_{k=2}^{\infty} a_k \left( \frac{2i}{f} \pi^a T^a \right)^k.$$  \hspace{1cm} (5.12)

In the above $a_k$ are constants that satisfy the constraint $U^\dagger U = 1$, and the different choices of $\{a_k\}$ give different parameterizations [30]. The exponential (CCWZ) parameterization corresponds to $U = \exp(2i\pi^a T^a/f)$, and eq. (3.38) is equivalent to eq. (5.11) when we recognize $\text{Tr}(T^a T^b) = \delta^{ab}$ and $[T^a, T^b] = -(T^c)_{ab} T^c$. Below we will consider the Cayley parameterization

$$U = \frac{1 + i\pi^a T^a/f}{1 - i\pi^a T^a/f} = 1 + 2 \sum_{k=1}^{\infty} \left( \frac{i}{f} \pi^a T^a \right)^k,$$  \hspace{1cm} (5.13)

which gives the flavor-ordered Feynman vertices for NLSM:

$$V(I_{2k+1}) = 0, \quad V(I_{2k+2}) = \frac{i(-1)^k}{f^{2k}} \left( \sum_{i=0}^{k} p_{2i+1} \right)^2.$$  \hspace{1cm} (5.14)

Notice that in $V(I_{2k+2})$ only momenta carried by the odd-number legs enter.
Figure 9. A convenient classification of Feynman diagrams of NLSM in the Cayley parameterization. The soft leg with momentum $p_{n+1}$ is labeled, while the blobs represent semi-on-shell sub-amplitudes.

When writing down the tree-level flavor-ordered amplitudes, $M_{n+1}^{NLSM}$, using Feynman diagrams, the presence of the Adler’s zero when $p_{n+1} \to 0$ is usually not explicit, and will be obtained only after summing over all diagrams contributing to the amplitude. In the Cayley parameterization, however, there is a class of diagrams which vanishes in the limit $p_{n+1} \to 0$ on its own. This class consists of diagrams containing a 4-point vertex whose 1st and 3rd legs are the soft leg and an external leg, respectively, as shown in figure 9a. In this case the contribution to the amplitude from this class of diagrams is proportional to the 4-point vertex,

$$V_4 = \frac{-i}{f^2} (p_{n+1} + p_i)^2, \quad i \neq n + 1,$$

which vanishes as $p_{n+1} \to 0$. This implies the remaining Feynman diagrams contributing to the same amplitude must also vanish in the single soft limit.

These remaining contributions to $M_{n+1}^{NLSM}$ can be classified into two classes whose contributions cancel each other in the single soft limit. Recall that in previous sections we have defined $\{l_m\}$ to be a splitting of the ordered set $\{1, 2, \ldots, n + 1\}$ into $2k + 1$ non-empty ordered subsets, with $q_m = \sum_{j=l_m-1+1}^{l_m} p_j$. For each $\{l_m\}$, there is a class of diagrams where the soft leg $p_{n+1}$ is connected to a $(2k + 2)$-point vertex with $k \geq 2$, as shown in figure 9b, whose amplitude is

$$\left(\frac{-1}{f^{2k}}\right)^k \left(p_{n+1} + \sum_{j=1}^k q_{2j} \right)^2 \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \ldots, l_m).$$

The second class consists of diagrams where $p_{n+1}$ enters into a 4-point vertex in such a way that the “opposite” leg is an internal propagator connecting to a $2k$-point vertex, as shown in figure 9c. The amplitude from these diagrams is

$$\frac{-1}{f^2} \left(\sum_{i=2}^{2k} q_i \right)^2 \frac{i(-1)^{k-1}}{f^{2k-2}} \left(\sum_{j=1}^k q_{2j} \right)^2 \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \ldots, l_m).$$
Then one sees that, in the limit $p_{n+1} \to \tau p_{n+1}$, $\tau \to 0$, the $O(\tau)$ terms in these two contributions cancel each other and the Adler’s zero is manifest.

Adding the three classes of contributions from figure 9, the $(n+1)$-point flavor-ordered NLSM amplitude can be written as

$$M_{n+1}^{\text{NLSM}}(\Pi_{n+1}) = \sum_{j=2}^{n-1} \frac{-1}{f^2} (p_{n+1} + p_j)^2 J(1, \cdots, j-1) J(j+1, \cdots, n)$$

$$+ \sum_{k=2}^{[n/2]} \frac{(-1)^k}{f^{2k}} \sum_{\{l_m\}} \left( p_{n+1} + \sum_{j=1}^{k} q_{l_2j} \right)^2 \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m)$$

$$+ \sum_{k=2}^{[n/2]} \frac{1}{f^2} \sum_{\{l_m\}} \left( p_{n+1} + \sum_{i=2}^{2k} q_i \right)^2 \frac{i (-1)^{k-1}}{f^{2k-2}} \left( \sum_{j=1}^{k} q_{l_2j} \right)^2$$

$$\times \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m), \quad (5.18)$$

where the three contributions on the r.h.s. of eq. (5.18) correspond to the three classes of diagrams in figure 9a, 9b and 9c, respectively. Eq. (5.18) can be directly simplified to

$$M_{n+1}^{\text{NLSM}}(\Pi_{n+1}) = \sum_{k=1}^{[n/2]} \frac{(-1)^k}{f^{2k}} \sum_{\{l_m\}} 2p_{n+1} \sum_{j=1}^{k} q_{l_2j} \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m), \quad (5.19)$$

which is explicitly linear in $p_{n+1}$. Note that just like eq. (4.23), this is an exact result. However, the semi-on-shell amplitudes $J$’s in eq. (4.23) are not the same as ones in eq. (5.19), as $J$’s depend on the parameterization. When we take the single soft limit $p_{n+1} \to \tau p_{n+1}$, $\tau \to 0$, eq. (5.19) automatically gives us the subleading single soft limit in the Cayley representation of NLSM. By using the same arguments as in section 5.1, we again arrive at the same three conjectures, except that the vertex Feynman rule with three $\phi$ fields now is dramatically simpler:

$$V^{\text{NLSM} \oplus \phi^3} (\Pi_{2k+1} | 1, 2k + 1, j) = \begin{cases} \frac{i (-1)^k}{f^{2k}} & \text{for even } j, \\ 0 & \text{for odd } j. \end{cases} \quad (5.20)$$

Again, setting $k = 1$, eq. (5.20) gives the biadjoint cubic interaction as in eq. (5.3). Although the Feynman rule eq. (5.20) is different from that in eq. (5.2), it is straightforward to check that it gives exactly the same 3-pt to 7-pt on-shell amplitudes in the mixed theory as eq. (5.2).

### 6 The subleading triple soft limit

The dramatic simplification of the Feynman rules in the mixed theory and the simple derivation of the subleading single soft limit of the NLSM in the Cayley parameterization allow us to study the subleading triple soft limit of the NLSM. In ref. [35] it is shown using
Feynman rules in the Cayley representation that tree amplitudes in NLSM vanish when an odd number of adjacent legs are taken soft. In this section we compute the subleading triple soft limit of \( n \)-pt amplitudes in NLSM and show the coefficient is given by the \((n-3)\)-pt amplitudes of the same mixed theory as in the subleading single soft case. In order to compute the subleading triple soft limit, we need to first compute the single and double soft limits of semi-on-shell amplitudes, which are both \( \mathcal{O}(1) \) in the soft limit as we will see. Therefore we only need to focus on those contributions which do not vanish in the soft limit for the semi-on-shell amplitudes.

Let’s consider the single soft limit first by taking \( p_i \rightarrow \tau p_i \) to be soft, \( \tau \rightarrow 0 \), and \( p^2_n \neq 0 \) to be off-shell. We can draw the same three classes of Feynman diagrams as in figure 9, while we single out \( p_{n+1} \) in figure 9, here we single out \( p_i \). It is easy to convince oneself that, as \( \tau \rightarrow 0 \), the same cancellation of \( \mathcal{O}(1) \) terms between figure 9b and figure 9c as in eq. (5.18) is still present even when the momentum \( p_n \) is off-shell. So the sum of the two diagrams is \( \mathcal{O}(\tau) \) and can be ignored. Figure 9a, on the other hand, gives the leading non-vanishing contribution in the limit \( \tau \rightarrow 0 \) when the momentum \( p_n \) is directly across the \( p_i \) in the 4-pt vertex. Moreover, in figure 9a the \( p_i \) and \( p_n \) legs can be across from each other only when \( i \) is an even number\footnote{The number \( n \) is an even number by assumption.}, since the sub-semi-on-shell-amplitudes can only have an odd number of on-shell legs. In other words, this diagram is present only if \( i \) is an even number. If \( i \) is an odd number, the sum of all diagrams is \( \mathcal{O}(\tau) \). The 4-pt vertex in figure 9a is proportional to \((p_n + p_i)^2 = p_n^2 + \mathcal{O}(\tau)\), which is the leading contribution. Therefore we have the conclusion that, in the limit \( p_i \rightarrow \tau p_i, \tau \rightarrow 0 \), and \( p^2_n \neq 0 \),

\[
J(I_{n-1}) = \begin{cases} 
\mathcal{O}(\tau), & i \text{ is odd} \\
\frac{1}{f^2} J(I_{n-1}) J(i+1, \cdots, n-1) + \mathcal{O}(\tau), & i \text{ is even} 
\end{cases}
\tag{6.1}
\]

The derivation of the double soft limit is similar to the single soft limit, with the additional complication that, when the two soft legs are connecting to the same 4-pt vertex, the internal propagator connecting to the same 4-pt could potentially become on-shell and contribute as \( \mathcal{O}(1/\tau) \). This is the “pole diagram” considered in ref. [33]. Before considering the pole diagram, let’s first consider the case where no intermediate propagator goes on-shell. We will take \( p_i \rightarrow \tau p_i, p_j \rightarrow \tau p_j, \tau \rightarrow 0 \), and \( p^2_n \neq 0 \). Without loss of generality, we assume \( i < j \). The same argument leading to eq. (6.1) now tells us that, if both \( i \) and \( j \) are even,

\[
J(I_{n-1}) \rightarrow \frac{1}{f^2} J(I_{n-1}) J(i+1, \cdots, n-1) \\
\rightarrow \frac{1}{f^2} J(I_{n-1}) J(i+1, \cdots, j-1) J(j+1, \cdots, n-1),
\tag{6.2}
\]

which can be seen as a two-step process by first taking \( p_i \) to be soft, leading to the first line in the above, and then \( p_j \) to be soft in \( J(i+1, \cdots, n-1) \). The pole diagram could arise when both soft legs are adjacent to each other. Thus, for \( 1 < i = j - 1 < n - 2 \), the double soft limit is

\[
\frac{1}{f^2} \left[ \frac{p_{j-2} \cdot p_{j-1}}{p_{j-2} \cdot (p_{j-1} + p_j)} - \frac{p_j \cdot p_{j+1}}{p_{j+1} \cdot (p_{j-1} + p_j)} \right] J(I_{j-2}, j+1, \cdots, n-1),
\tag{6.3}
\]
while for \( i = j - 1 = 1 \) it is
\[
\frac{1}{f^2} \frac{p_1 \cdot p_3}{p_3 \cdot (p_1 + p_2)} J(3, \ldots, n-1).
\]

(6.4)

In general, only one of the two contributions above will be generated, with the exceptional case when \( i = j - 1 = n-2 \), where both of eqs. (6.2) and (6.4) are generated. Adding both contributions we obtain, for \( i = j - 1 = n-2 \),
\[
\frac{1}{f^2} \frac{p_{n-3} \cdot p_{n-1}}{p_{n-3} \cdot (p_{n-2} + p_{n-1})} J(I_{n-3}).
\]

(6.5)

All the other contributions are subleading and \( O(\tau^2) \). These results, both the single and double soft limits, confirm those presented in ref. [32].

To proceed with the calculation of triple soft limit, we write the \( n \)-point NLSM amplitude using eq. (5.19):
\[
M_n^{\text{NLSM}}(I_n) = \frac{n/2-1}{f^{2k}} \sum_{\{l_m\}} \frac{(-1)^k}{2p_n \cdot k} \prod_{j=1}^{k} q_{l_{2j}} \prod_{m=1}^{2k+1} J(l_m + 1, \ldots, l_m).
\]

(6.6)

We will be taking the following triple soft limit: \( p_i \to \tau p_i \) with \( i = i_1, i_2, n, i_1 < i_2 < n \) and \( \tau \to 0 \). Notice that both \( p_{i_1} \) and \( p_{i_2} \) connect to some sub-semi-on-shell amplitudes and, given our previous result that both the single and double soft limits of semi-on-shell amplitude are \( O(1) \), it is clear that the triple soft limit of eq. (6.6) starts with \( O(1) \), which also confirms the result in ref. [35]. At the subleading order, there are several contributions to be considered. Broadly speaking, we need to compute three cases when 1) all three soft legs are not adjacent to one another; 2) only two soft legs are adjacent to each other; 3) all three soft legs are adjacent to one another.

For case 1), we have \( i_1, i_2 \neq 1, n-1 \) and \( i_1 \neq i_2 + 1 \). There are two further subcases here: 1-i) both \( i_1 \) and \( i_2 \) are even legs; 1-ii) both \( i_1 \) and \( i_2 \) are odd legs. The other possibilities, when \( i_1 \) is even and \( i_2 \) is odd or vice versa, are equivalent to the subcase 1-ii) after the cyclic and reverse-ordering invariance of flavor-ordered amplitudes, due to the fact that \( n \) is even by assumption. Although far from being obvious, we show in appendix A that contributions in these two subcases start with \( O(\tau^2) \) due to cancellations of the \( O(\tau) \) terms within each subcase.

For case 2), we are free to choose \( i_1 = 1, i_2 \) is even and \( i_2 > 2 \), again using the cyclic and reverse-ordering invariance. From the single and double soft limits of the semi-on-shell amplitudes we see the case when \( i_1 = 1 \) is connected to a subamplitude, instead of directly into the same vertex which \( p_n \) is connected to, is \( O(\tau^2) \) and can be neglected. It turned out, as shown in appendix A, cancellations at \( O(\tau) \) also occur, similar to case 1). However, there is one subtlety here: in the semi-on-shell amplitude \( J(I_{n-1}) \) considered in eq. (6.1), there is always a propagator \( i/p_n^2 \) coming from the off-shell leg, which we assume to be \( O(1) \). In the triple soft case, there are possibilities where this propagator develops an \( O(1/\tau) \) pole, so that the \( O(\tau) \) terms in eq. (6.1) can become \( O(1) \). These pole diagrams give non-vanishing contributions at \( O(\tau) \). In this case, the leading contribution to eq. (6.6)
in the triple soft limit, for $p_i \rightarrow \tau p_i$, $i = 1, 2k, n$ with $1 < k < n/2$, is

$$M_n^{\mathrm{NLSM}}(I_n) = \frac{\tau}{f^2} \left[ \frac{p_n \cdot p_2}{p_2 \cdot (p_1 + p_n)} - \frac{p_n \cdot p_{n-1}}{p_{n-1} \cdot (p_1 + p_n)} \right] \sum_{j=2}^{n-1} s_{2k,j} \times M_n^{\mathrm{NLSM} \oplus \phi^3}(2, 3, \cdots, 2k - 1, 2k + 1, \cdots, n - 1|2k + 1, 2k - 1, j) + \mathcal{O}(\tau^2).$$

Similarly, in case 3), when all three soft legs are adjacent to one another, both $i_1 = 1$ and $i_2 = n - 1$ must directly attach to the same vertex as $p_n$ in order to contribute at $\mathcal{O}(\tau)$, except for the pole diagrams similar to case 2). Then the leading contribution in this case, $\tau p_i$, $i = 1, n - 1, n$, is

$$M_n^{\mathrm{NLSM}}(I_n) = \frac{\tau}{f^2} \sum_{j=3}^{n-3} \left\{ \left[ \frac{p_n \cdot p_2}{p_2 \cdot (p_1 + p_n)} - \frac{2p_n \cdot (p_1 + p_{n-1})}{(p_1 + p_{n-1} + p_n)^2} \right] s_{n-1,j} \right. \left. + \left[ \frac{p_n \cdot p_{n-2}}{p_{n-2} \cdot (p_1 + p_n)} - \frac{2p_n \cdot (p_1 + p_{n-1})}{(p_1 + p_{n-1} + p_n)^2} \right] s_{1,j} + \frac{2(p_1 \cdot p_{n-1})}{(p_1 + p_{n-1} + p_n)^2} s_{n,j} \right\} \times M_n^{\mathrm{NLSM} \oplus \phi^3}(2, 3, \cdots, n - 2|2, n - 2, j) + \mathcal{O}(\tau^2).$$

We have checked our subleading triple soft theorems using 6-pt and 8-pt NLSM amplitudes. The detailed derivation is somewhat lengthy and presented in appendix A. Here, as an example, we show all the cases of the triple soft limit of the 6-pt amplitude.

Using eq. (6.6), we can write down the 6-point amplitude as

$$M_6^{\mathrm{NLSM}}(I_6) = -\frac{1}{f^2} \left[ s_{26} J(3, 4, 5) + (s_{26} + s_{36} + s_{46}) J(2, 3, 4) + s_{46} J(1, 2, 3) \right]$$

$$+ \frac{1}{f^2} (s_{26} + s_{46}).$$

Using the Feynman rule given by eq. (5.15), we have

$$J(1, 2, 3) = \frac{1}{f^2} \frac{s_{13}}{P_{123}^2},$$

which is different from eq. (4.26), as we would expect. Then eq. (6.9) becomes

$$M_6^{\mathrm{NLSM}}(I_6) = -\frac{1}{f^2} \left[ \frac{s_{26}s_{35}}{P_{234}^2} + \frac{s_{26} + s_{36} + s_{46}}{P_{234}^2} \frac{s_{26}s_{46}}{P_{123}^2} \right] \frac{s_{26}s_{46}}{P_{123}^2},$$

which is explicitly linear in $p_6$ and consistent with eq. (4.27). For case 1) of the triple soft limit, we have $p_2, p_4$ and $p_6$ to be soft, and it is easy to see that $M_6^{\mathrm{NLSM}}(I_6)$ is at $\mathcal{O}(\tau^2).$

For case 2) we take $p_1, p_4$ and $p_6$ to be soft. We need the 3-point amplitude of the mixed theory, $M_4^{\mathrm{NLSM} \oplus \phi^3}(2, 3, 5, 3, 2) = -1/f^2$. Then eq. (6.7) gives

$$M_6^{\mathrm{NLSM}}(I_6) = -\frac{\tau}{f^2} \left[ \frac{s_{26}s_{24}}{s_{12} + s_{26}} - \frac{s_{46}s_{24}}{s_{15} + s_{56}} \right] \mathcal{O}(\tau^2).$$

For case 3) we take $p_1, p_5$ and $p_6$ to be soft, and from eq. (6.8) we know that

$$M_6^{\mathrm{NLSM}}(I_6) = -\frac{\tau}{f^2} \left[ \frac{s_{26}s_{35}}{s_{12} + s_{26}} + \frac{s_{15}s_{36}}{s_{15} + s_{56}} \frac{(s_{16} + s_{56}) (s_{13} + s_{35})}{P_{156}^2} + \frac{s_{46}s_{13}}{s_{45} + s_{46}} \right] \mathcal{O}(\tau^2).$$

It is easy to check that eqs. (6.12) and (6.13) are consistent with eq. (6.11).
7 Conclusion and outlook

In this work we presented a systematic study on the consequence of Adler’s zero condition on the correlation functions of NLSM, employing the IR perspective without recourse to a target coset $G/H$. Given that the Nambu-Goldstone boson is the long wave-length excitation over degenerate vacua, it is only natural that their interactions are insensitive to UV physics. The only parameter dependent on the broken group $G$ in the UV is the normalization of the decay constant $f$, which essentially counts the number of Nambu-Goldstone bosons from the requirement of a canonically normalized kinetic term in the Lagrangian. It turns out that the presence of non-trivial vacua, together with the constraints from the linearly realized unbroken group $H$, is sufficient to construct the entire effective action of the Nambu-Goldstone bosons and the NLSM. The degenerate vacua manifest themselves in the Adler’s zero condition, which results from a shift symmetry. The shift symmetry can be viewed as exciting the Nambu-Goldstone boson over a nearby degenerate vacuum. Since the dynamics does not depend on the particular vacuum chosen in the Fock space, the Lagrangian and the Hamiltonian is invariant.

An important ingredient in the existence of Nambu-Goldstone bosons is the superselection rule in the space of degenerate vacua: off-diagonal matrix elements of any unitary operator between distinct vacua must vanish. This ingredient, together with the realization that soft Nambu-Goldstone bosons probe nearby degenerate vacuum, suggest an interpretation of the Adler’s zero as a consequence of the vacuum superselection rule. Such an interpretation is similar to the viewpoint employed in recent efforts to formulate S-matrix elements in QED by using asymptotic states dressed by a coherent cloud of soft photons [42–44]. It would certainly be interesting to pursue this connection further.

To study the constraints of Adler’s zero condition on quantum correlators of NLSM, we derived the conserved current and the Ward identity associated with the nonlinear shift symmetry. Upon the LSZ reduction, we obtained a new representation of the on-shell tree-level amplitudes of Nambu-Goldstone bosons. This representation is a concrete realization of the proposal first introduced by Susskind and Frye in ref. [14], where they used a bootstrapping procedure to construct higher point amplitudes in NLSM from lower point amplitudes and introduce higher point vertices to guarantee the Adler’s zero condition. In particular, building blocks in the representation are matrix elements of increasingly higher order operators in the conserved current corresponding to the shift symmetry. These operators in the current all contain an odd number of Nambu-Goldstone bosons, which imply the current has a non-vanishing matrix element between the vacuum and any odd number of Nambu-Goldstone bosons. While it is well-known that the “axial” current can create a pion out of the vacuum, the fact that the axial current can also create $2k+1$ pions is much less discussed, which plays an important role in making sure the S-matrix element possesses the Adler’s zero. The Ward identity for the nonlinear shift symmetry naturally

\footnote{Such an observation turns out to have important implications for models addressing the naturalness problem of the 125 GeV Higgs boson [52]. Although there are a variety of composite Higgs models utilizing different coset structures [53, 54], the interaction of the Higgs bosons is actually universal, which provides us a handle for identifying whether the Higgs boson is composite or not.}
leads to the subleading single soft and double soft theorems in NLSM. Along the way we clarify a subtlety related to the non-vanishing matrix element between the current and three Nambu-Goldstone bosons, which was not taken into account in previous derivations of the double soft limit using current algebra techniques.

The ability to compute the subleading single soft limit also allows us to identify the extended theory containing biadjoint cubic scalars interacting with the Nambu-Goldstone bosons. We are able to obtain the Feynman rules of the extended theory and also study its dependence on the different parameterizations of NLSM. It turned out the Feynman rules for the extended theory simplifies dramatically in the Cayley parameterization.

Given the simplification of calculation in the Cayley parameterization, we proceeded to compute the subleading triple soft limit in the NLSM using conventional Feynman diagrams. The triple soft limit of \( n \)-pt tree amplitudes starts with \( O(\tau) \) and, at this order, the coefficient of \( \tau \) turned out to be related to the \( (n-3) \)-pt amplitudes of the same extended theory with biadjoint cubic scalars as in the subleading single soft limit. It would obviously be very interesting to see if it is possible to identify the extended theory directly at the Lagrangian level, using techniques in effective field theories such as the soft-collinear effective theory.

There are several more interesting future directions. One has to do with the color-kinematics duality \[51\] in the context of NLSM, which would become the “flavor-kinematics” duality \[55-58\]. In the CHY approach, the flavor-kinematics duality is manifest. By comparing our results with those of the CHY’s, it became apparent that the second adjoint index carried by the biadjoint scalar is related to the position of the derivative operator in the matrix element of operators in the current, which hints at potential connections between the adjoint index (flavor) and the derivative (kinematics). On a separate front, it is possible to apply the IR approach in this work to effective theories with “enhanced” Adler’s zero, such as the Dirac-Born-Infeld scalar theory and Galileons \[11\]. According to the CHY proposal, there are also extended theories residing in the subleading single soft limit. It is possible to extract more information on these extended theories in theories with the enhanced Adler’s zero, which will be reported elsewhere \[59\].
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A Derivation of the triple soft limit in NLSM

On the r.h.s. of eq. \((6.6)\), for a certain \( k \) and \( \{l_m\} \) we have a specific diagram shown in figure 10, where we have \( 2k + 1 \) semi-on-shell sub-amplitude \( J \)’s multiplied together. Some of the \( J \)’s can be a “one point” amplitude, which is just an external leg. In this section \( J(1) = 1 \) will be called a “trivial” semi-on-shell amplitude; \( J \)’s with at least 3 on-shell legs are called “non-trivial”.

\[\]
Figure 10. A diagram from the r.h.s. of eq. (6.6). Note that the semi-on-shell sub-amplitudes are labeled by the index of the right most on-shell leg, or the on-shell leg to the left of the off-shell leg. The arrows correspond to momenta that appear in the factor $2p_n \cdot q_{l_j}$. 

Figure 11. A diagram when two soft legs $i_1$ and $i_2$ each split a $J$ in half, with even $i_1$ and $i_2$.

We take the triple soft limit of $p_i \to \tau p_i$, $i = i_1, i_2, n$ with $i_1 < i_2 < n$ and $\tau \to 0$. Because the invariance under cyclic permutations of momentum in $\mathcal{M}^\text{NLSM}_n$, as well as the invariance when we reverse the ordering, we only need to discuss the following 4 cases.

A.1 Case 1-i)

In case 1-i), where both $i_1$ and $i_2$ are even, there are 4 scenarios:

1. Legs $i_1$ and $i_2$ are attached to different non-trivial $J$'s. By eq. (6.1) we know that the contribution is non-zero only if they are both attached to some $J$'s in figure 10 labeled by $l_m$ where $m$ is odd. Then they just “split” the $J$'s by half, and we arrive at a diagram like figure 11, where we have $2k + 3$ $J$’s multiplied together, so $k' = k$ and our $\{l_m\}$ is a splitting of the ordered set \{1, 2, \ldots, $i_1 - 1, i_1 + 1, \ldots, i_2 - 1, i_2 + 1, \ldots, n - 1$\} into $2k + 3$ non-empty ordered subsets \{$l_{m-1} + 1, l_{m-1} + 2, \ldots, l_m$\} (here $l_0 = 1$ and $l_{2k+3} = n - 1$), with $i_1 - 1, i_2 - 1 \in \{l_m\}$, and the other elements are denoted in order by $l'_m$. Note that the momentum factor will be $2p_n \cdot \sum_j q_{l'_j}$, where we sum the $q_{l'_m}$’s of even $m$’s.

2. Legs $i_1$ and $i_2$ are attached to the same non-trivial $J$. From the discussion on double soft limit of semi-on-shell amplitudes in section 6 we know that the contribution is non-zero only if they are attached to some $J$ in figure 10 labeled by $l_m$ where $m$ is odd.
Figure 12. A diagram when two soft legs $i_1$ and $i_2$ split a $J$ into three parts, with even $i_1$ and $i_2$.

Then the two soft legs split the $J$ into three parts, generating the diagram in figure 12.

Again, $k' = k$, so that we have $2k + 3$ $J$’s, two of which are labeled by $i_1 - 1$ and $i_2 - 1$, others labeled by $l_m$, and the momentum factor is still $2p_n \cdot \sum_j q_{ij}^m$.

The above two scenarios together actually exhaust all the possible splittings that satisfies $i_1 - 1$, $i_2 - 1 \in \{l_m\}$, without double-counting. Together they give a contribution

$$\tau \sum_{k=1}^{n/2-3} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^k q_{ij}^m \prod_{m=1}^{2k+3} J(l_{m-1} + 1, \cdots, l_m) + O(\tau^2). \quad (A.1)$$

Note that the largest value that $k$ can take is $n/2 - 3$: for $k = n/2 - 2$ or $k = n/2 - 1$ we cannot have both soft legs attached to non-trivial $J$’s.

3. One of the soft legs $i_1$ and $i_2$ is attached to a non-trivial $J$, while the other is attached to a trivial $J$, namely, connected to the same vertex as soft leg $n$. For $i_2$ attached to a non-trivial $J$, it split the $J$ by half, generating the same diagram as either figure 11 or figure 12. However, this time we only have $2k + 1$ $J$’s in the diagram, so that $k' = k - 1$ in contrast to the previous two scenarios where we have $2k + 3$ $J$’s. For $i_1$ attached to a non-trivial $J$ the situation is similar and the contribution is exactly the same. In the end this scenario gives the contribution

$$2\tau \sum_{k=2}^{n/2-2} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k-1} q_{ij}^m \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m) + O(\tau^2)$$

$$= -2\tau \sum_{k=1}^{n/2-3} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^k q_{ij}^m \prod_{m=1}^{2k+3} J(l_{m-1} + 1, \cdots, l_m) + O(\tau^2). \quad (A.2)$$

Note that in the first and second line of eq. (A.2) $\{l_m\}$ split the indices into $2k + 1$ and $2k + 3$ subsets, respectively; similar treatment is implied in the equations below. We have a factor of 2 in front because both $i_1$ and $i_2$ can be the one attached to a non-trivial $J$. Also, note that in the first line of eq. (A.2), the largest value of $k$ is $n/2 - 2$, as for $k = n/2 - 1$ it
is impossible to attach any leg to a non-trivial $J$; actually, the only possible diagram there is the $n$ point vertex. Also, the $k = 1$ case in the first line is at $O(\tau^2)$. Then eq. (A.2) is just $-2$ times eq. (A.1).

4. Both of the soft legs $i_1$ and $i_2$ are directly attached to the same vertex as soft leg $n$. Again, we have the same diagrams as either figure 11 or figure 12. This time we only have $2k - 1$ $J$'s, so that $k' = k - 2$, and the contribution is

$$
\tau \sum_{k=3}^{n/2-1} \frac{(-1)^k}{f^{2k}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k-2} q_{2j} \prod_{m=1}^{2k-1} J(l_{m-1} + 1, \cdots, l_m) + O(\tau^2)
$$

$$
= \tau \sum_{k=1}^{n/2-3} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k} q_{2j} \prod_{m=1}^{2k+3} J(l_{m-1} + 1, \cdots, l_m) + O(\tau^2). \quad (A.3)
$$

Note that in the first line of eq. (A.3) the sum of $k$ starts from $k = 3$, as diagrams with $k = 1$ do not exist, and $k = 2$ terms are at $O(\tau^2)$. Then eq. (A.3) is the same as eq. (A.1), and adding everything together all the $O(\tau)$ contributions cancel out, so that $M_n^{\text{NLSM}}(\bar{s}_n) = O(\tau^2)$.

### A.2 Case 1-ii)

Case 1-ii) is similar to case 1-i). Here we have both $i_1$ and $i_2$ to be odd, and neither of them is adjacent to $n$. We have the same 4 scenarios as in case 1-i), while we need to slightly modify the diagrams. This time, when a soft leg is attached to a non-trivial $J$ of label $l_m$, $m$ need to be even instead of odd to generate a $O(\tau)$ contribution in the triple soft limit. Then we have diagrams shown in figures 13 and 14. The momentum factor will be $2p_n \cdot \left(q_{i_1-1} + q_{i_2-1} + \sum_j q_{2j}\right)$. In the end, the first and second scenarios give

$$
\tau \sum_{k=1}^{n/2-3} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \left(q_{i_1-1} + q_{i_2-1} + \sum_{j=1}^{k} q_{2j}\right) \prod_{m=1}^{2k+3} J(l_{m-1} + 1, \cdots, l_m) + O(\tau^2). \quad (A.4)
$$
Figure 14. A diagram when two soft legs $i_1$ and $i_2$ split a $J$ into three parts, with odd $i_1$ and $i_2$.

The third scenario gives

$$2\tau \sum_{k=2}^{n/2-2} \frac{(-1)^k}{f^{2k+2}} \sum_{\{l_m\}} 2p_n \cdot \left( q_{i_1-1} + q_{i_2-1} + \sum_{j=1}^{k-1} q_{l_j}^2 \right) \prod_{m=1}^{2k+1} J(l_{m-1}+1, \cdots, l_m) + \mathcal{O}(\tau^2) \quad (A.5)$$

$$= -2\tau \sum_{k=1}^{n/2-3} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \left( q_{i_1-1} + q_{i_2-1} + \sum_{j=1}^{k} q_{l_j}^2 \right) \prod_{m=1}^{2k+3} J(l_{m-1}+1, \cdots, l_m) + \mathcal{O}(\tau^2).$$

Note that in the first line the $k = 1$ case does not exist, as neither of leg $i_1$ nor leg $i_2$ is adjacent to leg $n$. Similarly, the fourth scenario is

$$\tau \sum_{k=3}^{n/2-1} \frac{(-1)^k}{f^{2k}} \sum_{\{l_m\}} 2p_n \cdot \left( q_{i_1-1} + q_{i_2-1} + \sum_{j=1}^{k-2} q_{l_j}^2 \right) \prod_{m=1}^{2k-1} J(l_{m-1}+1, \cdots, l_m) + \mathcal{O}(\tau^2) \quad (A.6)$$

$$= \tau \sum_{k=1}^{n/2-3} \frac{(-1)^k}{f^{2k+4}} \sum_{\{l_m\}} 2p_n \cdot \left( q_{i_1-1} + q_{i_2-1} + \sum_{j=1}^{k} q_{l_j}^2 \right) \prod_{m=1}^{2k+3} J(l_{m-1}+1, \cdots, l_m) + \mathcal{O}(\tau^2).$$

Again, all the $\mathcal{O}(\tau)$ terms cancel out, so that $M_n^{\text{NLSM}}(J_n) = \mathcal{O}(\tau^2)$.

A.3 Case 2

Here we have $i_1 = 1$ and $i_2 > 2$, and $i_2$ is even. From eq. (6.1) we know that if leg $i_1$ is attached to a non-trivial $J$, we get zero. Therefore, leg $i_1$ must be attached to the same vertex as leg $n$. Then we only have two scenarios, where leg $i_2$ is either attached to a non-trivial $J$ or a trivial $J$.

When $i_2$ is attached to a non-trivial $J$, we have the diagram shown in figure 15, where we have $2k + 1$ $J$'s so that $k' = k$. The $k = 1$ case needs to be treated separately, where we can have a “pole diagram” as shown in figure 16a. Naively the 4-point vertex is at $\mathcal{O}(\tau)$ and leg $i_2$ just split the $J$ labeled by $l_3$. However, the off-shell leg in $J$ has momentum $p_J = p_2 + \tau(p_1 + p_n)$, and as $J$ always contains the propagator $i/p_J^2$, we now
Figure 15. A diagram when $i_2$ split a $J$ in half, with $i_1 = 1$ and $i_2$ even.

Figure 16. The two “pole diagrams” in case 2, which need to be treated carefully.

have an additional pole in $\tau$ from the propagator. The consequence is that apart from the “splitting” term given by eq. (6.1), the $J$ labeled by $l_3$ generate an additional term at $O(1)$:

$$\frac{i}{p_2 \cdot (p_1 + p_n)} \sum_{j \neq i, i_2 \pm 1}^{n-1} s_{i_2,j}$$

$$\times M_{n-3}^{\text{NLSM}\oplus \phi^3}(i_2 + 1, \cdots, n - 1, 2, \cdots, i_2 - 1, \mid i_2 + 1, i_2 - 1, j) + O(\tau^2),$$

which is the propagator of the off-shell leg times the single soft limit of the on-shell amplitude $M_{n-2}^{\text{NLSM}}(2, 3, \cdots, n - 1)$ with $i_2$ soft. Clearly, this term is $O(\tau)$ when there is no pole in the propagator $i/p_2^2$, so we do not consider it elsewhere. Therefore, we have an additional contribution in the triple soft limit,

$$\frac{\tau}{f^2} \frac{p_n \cdot p_2}{p_2 \cdot (p_1 + p_n)} \sum_{j \neq i, i_2 \pm 1}^{n-1} s_{i_2,j}$$

$$\times M_{n-3}^{\text{NLSM}\oplus \phi^3}(i_2 + 1, \cdots, n - 1, 2, \cdots, i_2 - 1, \mid i_2 + 1, i_2 - 1, j) + O(\tau^2),$$
Similarly, the other pole diagram figure 16b gives an additional contribution

\[ \frac{\tau}{f^2} \frac{p_n \cdot p_{n-1}}{p_{n-1} \cdot (p_1 + p_n)} \sum_{j=2}^{n-1} s_{i_2,j} \]

\[ \times L_{n-3}^{NLSM_{\oplus\phi^a}} (i_2 + 1, \cdots, n-1, 2, \cdots, i_2 - 1, \bar{i}_2 + 1, i_2 - 1, j) + \mathcal{O}(\tau^2). \]

On the other hand, the normal terms where leg $i_2$ just “split” diagrams give

\[ \frac{\tau}{f^{2k+2}} \sum_{k=1}^{n/2-2} (\frac{-1}{f^{2k+2}})^k \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k-1} q_{l_{i_j}} \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m) + \mathcal{O}(\tau^2), \]

where $\{l_m\}$ is a splitting of the ordered set $\{2, 3, \cdots, i_2 - 1, i_2 + 1, \cdots, n - 1\}$ into $2k + 3$ non-empty ordered subsets $\{l_{m-1} + 1, l_m - 1 + 2, \cdots, l_m\}$ (here $l_0 = 1$ and $l_{2k+1} = n-1$), with $i_2 - 1 \in \{l_m\}$, and the other elements are denoted in order by $l'_m$. Note the non-existence of diagrams with $k = n/2 - 1$.

When $i_2$ is attached to a trivial $J$, the diagram will be the same as in figure 15, except that we only have $2k - 1$ $J$’s and $k' = k - 1$. This gives

\[ \frac{\tau}{f^{2k}} \sum_{k=1}^{n/2-1} (\frac{-1}{f^{2k}})^k \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k-1} q_{l_{i_j}} \prod_{m=1}^{2k-1} J(l_{m-1} + 1, \cdots, l_m) + \mathcal{O}(\tau^2) \]

\[ = -\tau \sum_{k=1}^{n/2-2} (\frac{-1}{f^{2k+2}})^k \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k-1} q_{l_{i_j}} \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m) + \mathcal{O}(\tau^2). \]

Note the non-existence of diagrams with $k = 1$ in the first line of eq. (A.12), as $i_2 > 2$. In the end, only the terms in eqs. (A.8) and (A.9) survive, and we arrive at eq. (6.7).

A.4 Case 3

When $i_1 = 1$ and $i_2 = n - 1$, to contribute to $\mathcal{O}(\tau)$ terms in the triple soft limit, neither of the legs 1 and $n - 1$ can be attached to a non-trivial $J$, except for the “pole diagrams”

Figure 17. The two “pole diagrams” in case 3.
shown in figure 17. These pole diagrams give
\[
\tau \frac{n-3}{f^2} \left[ \frac{p_n \cdot p_2}{p_2 \cdot (p_1 + p_n)} s_{n-1,j} + \frac{p_n \cdot p_{n-2}}{p_{n-2} \cdot (p_n - 1 + p_n)} s_{1,j} \right] \\
\times M_{n-3}^{\text{NLSM} \oplus \phi^3} (2, 3, \cdots, n-2|2, n-2, j) + \mathcal{O}(\tau^2).
\]  
(A.12)

On the other hand, both leg 1 and \( n - 1 \) can be attached to the same vertex as leg \( n \), which gives
\[
\tau \frac{n-2}{f^2} \sum_{k=1}^{n-2} \frac{(-1)^k}{f^{2k}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k} q_{l_{2j-1}} \prod_{m=1}^{2k-1} J(l_{m-1} + 1, \cdots, l_m) + \mathcal{O}(\tau^2)
\]
\[= \frac{\tau}{f^2} \sum_{k=1}^{n-2} \frac{(-1)^k}{f^{2k}} \sum_{\{l_m\}} 2p_n \cdot \sum_{j=1}^{k} q_{l_{2j}} \prod_{m=1}^{2k+1} J(l_{m-1} + 1, \cdots, l_m)
\]
\[= \tau \frac{n-3}{f^2} \sum_{j=3}^{n-3} \frac{2(p_1 \cdot p_{n-1}) s_{n,j} - 2p_n \cdot (p_1 + p_{n-1}) (s_{n-1,j} + s_{1,j})}{(p_1 + p_{n-1} + p_n)^2}
\]
\[\times M_{n-3}^{\text{NLSM} \oplus \phi^3} (2, 3, \cdots, n-2|2, n-2, j) + \mathcal{O}(\tau^2),
\]  
(A.13)

where in the first and second line \( \{l_m\} \) is a splitting of the ordered set \( \{2, 3, \cdots, n-3, n-2\} \) into \( 2k-1 \) and \( 2k+1 \) non-empty ordered subsets \( \{l_{m-1} + 1, l_{m-1} + 2, \cdots, l_m\} \), respectively. The first equality comes from total momentum conservation, as well as singling out the \( k = 1 \) case in the first line. Summing over all contributions and we get eq. (6.8).
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