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Abstract The study includes Graph Theoretic advanced EEG analysis in order to investigate the impact of pharmacological treatment with osmotic release oral system-methylphenidate for a month in 18 boys (aged between 7-12 years) with Attention-Deficit-Hyperactivity Disorder, combined type. In analysis, neurofunctional dependency levels across the cortex are estimated by using six different connectivity estimation approaches based on three separate domains such as time (Pearson Correlation, Spearman Correlation), frequency
(Directed Transfer Function, Partial Directed Coherence) and phase (Phase Locking Value, Phase Lag Index). All methods are examined for eyes-opened resting-state EEG segments of 2 sec over a single trial of 1 min in both pre- and post-treatment recordings. Then, five quantitative brain network indices of transitivity, clustering coefficients, assortativity, global efficiency and modularity are computed from connectivity estimations.

Performance of connectivity estimators are compared to each other with respect to two-class classifications (pre-treatment features vs post-treatment features) by using Support Vector Machines driven by brain network indices. The highest classification accuracy of 80.74% is obtained with Pearson Correlation. Statistical one-way Anova test, pair-wise multiple comparison test and step-wise logistic regression modelling are all used to observe the most sensitive network index estimated from Pearson Correlations. In addition to quantitative results, statistical box-plots of the estimated network indices are shown graphically. When modularity index is excluded from the features, classification accuracy is increased to 83.79%. Overall results reveal that brain segregation and resilience are increased by the treatment. In particular, the most meaningful brain network measures can be estimated from time domain statistical correlations between resting-state eyes open EEG segments in order to understand the alterations in neuronal transmission mechanism across the cortex in response to a specific treatment in pediatric psychiatry.
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## 1 Introduction

Attention Deficit Hyperactivity Disorder (ADHD) can be defined as a dysfunction characterized by difficulty in attentional maintenance and/or by excessive hyperactivity and impulsivity [1]. Depending on the dominant symptoms, three subtypes of ADHD are considered in diagnose as follow: inattentive is predominant in ADHD-I, hyperactive-impulsive is predominant in ADHD-HI, and existence of both attentional maintenance and excessive hyperactivity in combination with impulsivity in ADHD-C [1]. Both functional magnetic resonance imaging (fMRI) slices [2–4] and resting-state EEG recordings [5,6] have been analyzed to show impaired functional connectivity (FC) between different brain regions in diagnose of ADHD as compared to healthy controls. Mostly, spectral coherence was used to quantify functional connectivity, however, the findings of the studies differ from each other depending on whether EEG recording pairs are near or far from to each other (intra or inter-hemispheric) [7–9]. As well, indicator is pairwise estimation in several studies, while the grand average is considered in the others. Moreover, the other parameters that cause the differences in results are non-identical clinical scores and gender-age distributions of the participants.

In Graph Theory, the brain is assumed to be a complex network. Then, both structural and functional brain network measures can be computed through
neuroimaging and electrophysiological research studies. The researchers have
began to use EEG based brain connectivity estimations in terms of network
parameters explained by Graph Theory in various neuro-psychiatric and cogni-
tive disorders [12–16]. The recording electrode placements and neuronal path-
ways between electrode pairs are constituted by nodes and edges, respectively
in theoretical manner. Mostly, functional interactions across recording sites
have been estimated using Pearson Correlation (PC) approach due to its sen-
sitivity to indirect, “third-party” effects that arise from correlation between
two nodes (EEG recording sites) in the absence of a direct anatomical connec-
tion since they are both connected to a third, intermediary node. Examining
PC provides both in-phase coupling (high correlation) and out-of-phase rela-
tionship (negative correlation) between pairs of simultaneously measured time
series. In case of no linear relationship, PC becomes zero. PC can also measure
the effect of a common driving stimulus, or post-synaptic potential variations
[17,18]. Thus, use of PC in estimating correlation matrix of the cortex, brain
network measures can be artificially inflated [19]. Moreover, PC does not dis-
tinguish between phase coupling and amplitude coupling modes hypothesized
to underlie brain function.

The other metrics used to determine connectivity matrix are spectral Co-
herence (COH), Phase Locking Value (PLV) and Phase Lag Index (PLI) [20].
COH is a linear and non-causal synchronization measure based on neural in-
formation transfer between two time series. COH is sensitive to volume con-
duction in EEG analysis due to coherent oscillations between neuronal pop-
ulations [21]. The estimated COH values can quantify the extent to which
EEG recordings share a constant oscillating frequency and phase difference
ranging anywhere from zero (in-phase) to 180 degrees (anti-phase). In this
case, two EEG recordings have a squared magnitude coherence ranging from 1
(in-phase: sharing the same oscillation frequency) to 0 (anti-phase). PLV can
be considered as derivation on COH estimations. Thus, PLV clearly differs
from COH in the sense that PLV reduces volume conduction effect through
dividing the phase and amplitude components in power spectra of EEG se-
ries. In other words, estimation of PLV is a non-linear functional connectivity
method that does not require stationary assumption of EEG series. Therefore,
PLV provides the phase locking of each latency between two EEG recordings
[22]. Since a consistent, nonzero phase lag between two EEG recordings is not
sensitive to the influence of volume conduction from a single strong source,
PLI has been proposed as superior statistical dependency metric [23]. PLI can
provide true interactions between two EEG recording sites (cortical regions),
and, PLI estimations can clearly differentiate EEG electrode pairs with ei-
ther strong coupling (PLI > 0) or without coupling (PLI 0). Therefore, PLI has
been mostly used in clinical evaluations such as investigation of repeated tran-
scranial direct current stimulation (tDCS) effect on refractory epilepsy [28],
estimation of Autism Spectrum Disorder (ASD) neurophysiological phenotype
in infants [25] and estimation of biomarkers for brain maturation [26]. In re-
cent neuroscience works, PLI has been used for estimation of brain network
measures from hemispheric dependency matrixes in comparing the controls
with the patients in several disorders such as schizophrenia [27], dyslexia [40],
and major depression [41]. In these studies, direction of information flow and
causality are not considered. Indeed, they can provide integration and segre-
gation of brain networks in well temporal resolution.

Different from those hemispheric dependency methods, Partial Directed
coherence (PDC) and Directed Transfer Function (DTF) have been proposed
as effective connectivity metrics in estimating brain network indices based on
Graph Theory. PDC is examined to understand brain network mechanism in
different mental tasks in healthy populations [36], while, DTF is applied to
both EEG recording and fMRI recordings in order to observe the effects of
trans-cranial stimulations in neuropsychiatric disorders such as major depres-
sion and bipolar disorder [37]. The common concepts between PDC and DTF
are that both methods are based on Granger causality where EEG epochs are
assumed to be modeled by multivariate autoregressive (MVAR) model in char-
acterizing effective connections over cortex. Both methods (PDC and DTF) are
applied to surface EEG recordings for detection of paranoid schizophrenia in
recent reference study [38].

The recent computational neuroscience studies including patients with
ADHD, show functional brain connectivity alterations in ADHD by means
of decreased global efficiency and increased shortest path length based on
Graph Theory [35,39]. In previous several neuroimaging studies, the findings
reveal that brain connectivity measures are changed at mostly temporal and
frontal regions in patients with both inattention and hyperactivity [29,30].
In the present study, both statistical (PC and SC) and phase domain de-
pendency methods in addition to effective connectivity approaches (DTF and
PDC) have been examined to obtain neurofunctional improvements caused by
OROS-MPH in terms of quantitative brain network measures (transitivity, as-
sortativity, clustering coefficients, global efficiency, modularity) in boys with
ADHD-C. Treatment with OROS-MPH is the most commonly prescribed med-
ication for children with ADHD in many countries. This is the first study that
compares the performances of statistical correlations with phase domain func-
tional dependency and frequency domain effective connectivity estimations in
terms of graph theoretic brain network indices in extracting the impact of
OROS-MPH for a month in boys. The results are evaluated by examining not
only classifiers but also statistical tests. As well, step-wise logistic regression
modelling is also applied to estimated brain network indices. Finally, statistical
box-plot distributions are shown to present the functional alterations induced
by OROS-MPH.

2 Methods

The patients were diagnosed by the second author at Department of Child and
Adolescent Psychiatry at Emel-Mehmet Tarman Children Hospital in Kayseri,
Turkey in between 2016 and 2017. Among the patients, the identical treat-
ment was osmotic release oral system-methylphenidate (OROS-MPH) for a
Fig. 1 Main steps in EEG analysis in pre- and post-treatment recordings: Six methods are comparatively examined to obtain brain dependency estimations.

month. The volunteers took medication at every morning after breakfast. Pre-treatment and post-treatment brain activities of them were collected from scalp surface at eyes-opened resting-state in light and sound controlled room. Ethical approval for this study was obtained from the Ethics Committee of Erciyes University, Medical Faculty by second author of the study. The Ethical Approval Number is 2016/422 on July, 15 in 2016. EEG data was collected from patients to investigate possible effects of OROS-MPH on brain activities in terms of EEG analysis. EEG analysis principle is shown in Figure 1.

2.1 The Participants and Clinical Evaluation

Right handed 18 boys with mean age of 10.27 (between 7 and 12) were diagnosed with ADHD-C in this study. As primary clinical evaluation, expert physicians used the diagnostic criteria of the Diagnostic and Statistical Manual of Mental Disorders 4rd Edition (DSM-IV-TR) to interview with the patients. As secondary interview, Turkish Version of Schedule for Affective Disorders and Schizophrenia for School-Age Children-Present and Lifetime Version (K-SADS-PL-T), a semi-structured interview tool described in reference [33], was followed by the physicians. Both validity and reliability of this tool was examined in Turkish as presented in reference [34]. As supportive clinical tool,
Turgay DSM-IV Disruptive Behavior Disorders Rating Scale (T-DSM-IV-S) was attempted. The T-DSM-IV-S, described in reference [31] was translated and adapted into Turkish as presented in reference [32]. Table 1 shows the patients’ clinical scores in accordance with T-DSM-IV-S in addition to their age. The listed scores show severity of the symptoms on a 4-point Likert-type scale (0=not at all, 1=just a little, 2=much, 3=very much). Psychiatrist having the relevant certification (the first author of the study) interviewed the parents of the boys with respect to this tool.

Table 1: Clinical evaluation of the patients in pre- and post-treatment periods with respect to T-DSM-IV-S (IA: inattention, HI: hyperactivity-impulsivity, ODD: Opposition defiant disorder, CD: Conduct Disorder, S: Total score)

| patient-no | age | IA  | HI  | ODD | CD  | S  | IA  | HI  | ODD | CD  | S  |
|------------|-----|-----|-----|-----|-----|----|-----|-----|-----|-----|----|
| 1          | 9   | 13  | 20  | 9   | 42  |    | 6   | 9   | 6   | 0   | 21 |
| 2          | 12  | 20  | 22  | 14  | 1   | 57 | 11  | 10  | 8   | 1   | 30 |
| 3          | 9   | 14  | 18  | 6   | 1   | 39 | 6   | 8   | 4   | 1   | 19 |
| 4          | 8   | 19  | 22  | 8   | 4   | 53 | 9   | 9   | 5   | 3   | 26 |
| 5          | 10  | 20  | 22  | 8   | 0   | 50 | 10  | 10  | 6   | 0   | 26 |
| 6          | 9   | 16  | 10  | 5   | 0   | 31 | 6   | 6   | 3   | 0   | 15 |
| 7          | 7   | 14  | 13  | 7   | 0   | 34 | 9   | 9   | 6   | 0   | 24 |
| 8          | 10  | 20  | 17  | 4   | 1   | 42 | 9   | 8   | 4   | 1   | 22 |
| 9          | 7   | 19  | 18  | 8   | 1   | 46 | 6   | 9   | 6   | 1   | 22 |
| 10         | 7   | 14  | 13  | 12  | 3   | 42 | 6   | 7   | 10  | 2   | 25 |
| 11         | 9   | 23  | 17  | 12  | 2   | 54 | 12  | 8   | 8   | 2   | 30 |
| 12         | 10  | 22  | 17  | 14  | 3   | 56 | 10  | 8   | 6   | 2   | 26 |
| 13         | 7   | 15  | 10  | 8   | 2   | 35 | 10  | 6   | 6   | 2   | 24 |
| 14         | 10  | 24  | 16  | 8   | 3   | 51 | 11  | 4   | 6   | 2   | 23 |
| 15         | 10  | 23  | 15  | 8   | 0   | 46 | 11  | 3   | 7   | 0   | 21 |
| 16         | 7   | 10  | 10  | 7   | 0   | 27 | 3   | 6   | 5   | 0   | 14 |
| 17         | 8   | 26  | 27  | 15  | 3   | 71 | 12  | 10  | 10  | 2   | 34 |
| 18         | 8   | 11  | 16  | 6   | 0   | 33 | 4   | 4   | 4   | 0   | 12 |

Table 2 shows the changes in clinical scores induced by treatment with OROS-MPH in patients.

Table 2: The changes on five clinical scores with T-DSM-IV-S in the patients (IA: inattention, HI: hyperactivity-impulsivity, ODD: Opposition defiant disorder, CD: Conduct Disorder, T: total Score)

| T-DSM-IV-S | Pre-treatment | Post-treatment | Change in Score |
|------------|--------------|----------------|-----------------|
| IA         | 17.94 ± 4.72 | 8.38 ± 2.78    | 9.55 ± 2.72     |
| HI         | 16.83 ± 6.68 | 7.44 ± 2.17    | 9.38 ± 3.72     |
| ODD        | 8.83 ± 3.22  | 6.11 ± 1.93    | 2.72 ± 1.93     |
| CD         | 1.33 ± 1.37  | 1.05 ± 0.99    | 0.27 ± 0.46     |
| TS         | 44.94 ± 11.10| 23.00 ± 5.65   | 21.94 ± 6.91    |
2.2 EEG Data Collection

19-channel eyes-opened surface EEG series were recorded from awake boys seating on a comfortable chair in air-conditioned and light controlled room at early in the morning. EEG data acquisition system was Nihon Kohden Model (1200K, Tokyo, Japan). Ag-AgCl plated disk electrodes were placed on scalp with respect to international 10-20 electrode placement system. The reference electrodes were A1 and A2. Electrodes’ impedances were kept to below 5 kΩ. Sampling frequency was 200 Hz. The ground electrode was midway between Fpz and Fz. The recordings with muscular and ocular artifacts were preliminarily identified by an automatic computerized procedure.

Schematic representation of EEG analysis procedure is shown in Figure 1. Considering each electrode pair, short EEG segments of 2 sec were filtered by using an Infinite-Impulse-Response (IIR) filter with order of 35 in order to remove network noise at 60 Hz (Notch filtering). Later, Finite Impulse Response (FIR) filter was applied as secondary filtering operation with the following parameters as: filter order=35, density factor=20, wo=60/Fs/2, bandwidth (BW)= wo/354, pass-band ripple=0.05750, stop-band attenuation=0.0001, 1st stop-band attenuation=0.001, 1st stop-band and pass-band frequencies are 0.5 Hz and 1 Hz, 2nd pass-band and stop-band frequencies are 40 Hz and 40.5 Hz. The filtered EEG data (200 Hz) were primarily segmented off-line into consecutive non-overlapped epochs of 2 s.

2.3 Neuro-cortical Dependency Methods

Considering two EEG segments (X and Y) as random variables with mean values (μx, μy) and standard deviations (σx, σy), Pearson Correlation (PC) provides a linear statistical measurement to quantify linear dependency between two EEG recording sites in form,

\[ PC_{xy} = \frac{1}{N} \sum_{k=1}^{N} \frac{(x_k - \mu_x)(y_k - \mu_y)}{\sigma_x \sigma_y} \]  

(1)

PC gives a normalised measurement of the covariance ranged 1 and +1 (perfect relationship) where zero means no association. Application of PC to rank-transformed data is defined as Spearman Correlation (SC) given by,

\[ SC_{xy} = \frac{(x_k - \mu_x)(y_k - \mu_y)}{\sqrt{\sum_{k=1}^{N} (x_k - \mu_x)^2} \sqrt{\sum_{k=1}^{N} (y_k - \mu_y)^2}} \]  

(2)

Similar to PC, SC provides the values from +1 (perfect association of ranks) to 1 (perfect negative association of ranks). In case of the weaker association between the ranks, SC closer to zero. The nonlinear dependency metrics, PLV and PLI are used to estimate phase relations between two random variables (x and y). PLV is defined by following equation,
\[ PLV_{xy}^i = \frac{1}{N} \exp j (\phi_x - \phi_y) \]  

(3)

where \( \phi_x \) and \( \phi_y \) denote phase courses of \( x \) and \( y \), respectively. Regarding consistent phase difference (\( \Delta \phi = \phi_x - \phi_y \)), PLV takes +1 (well-synchrony). If there is no phase-relationship between two series, PLV gives zero due to random phase difference. Therefore, PLV can be considered as a measure of segment-to-segment variability in terms of relative phase difference between two EEG segments.

PLI is introduced to obtain reliable estimates of phase synchronization that are invariant against the presence of common sources, i.e. volume conduction. Thus, PLI is given by following equation for each pair of EEG segments,

\[ PLI_{xy} = |\text{sign}(\Delta \phi)| \]  

(4)

where \( \Delta \phi \) denotes the phase difference between \( X \) and \( Y \). The PLI can provides the values from 0 (either no coupling or coupling with a phase difference centered around 0) to 1 (perfect phase locking at a value of \( \Delta \phi \)). Non-zero values refer the stronger phase relations.

DTF can be described as an estimator of effective connectivity, based on Multivariate Autoregressive Mode (MVAR) [46]. A causal influence of two EEG channels \( (x \) and \( y) \) is computed in form,

\[ DTF_{xy} = \frac{|H(f)|^2}{\sum_{m=1}^{K} |H_{x,m}(f)|^2} \]  

(5)

Here, \( H(f) \) refers the transfer function of the MVAR model in accordance with the frequency of \( f \). Depending on its computational procedure, DTF produces spectral characteristics, i.e. frequency domain properties of all EEG channels, but not only input channel \( (x) \).

PDC is presented to measure directed coherence between pairs of a structures. Rather then merely describing mutual synchrony between EEG series, PDC can provide whether and how two locations are functionally connected in frequency domain in form,

\[ PDC_{xy} = \frac{A_{xy}(f)}{\sqrt{a^*_x(f)a_y(f)}} \]  

(6)

where \( A_{xy}(f) \) indicates Fourier transform of MVAR model coefficients. \( a_y(f) \) refers column of matrix determined from estimations in \( A_{xy}(f) \). The notation of * denotes the transpose and complex conjugate operation.

Both DTF and PDC are performed by using open source software package called eConnectome2.0 toolbox introduced in reference [47]. The other methods are implemented by using both signal processing and statistical & machine learning toolboxes in Matlab2020Rb.
2.4 Brain Network Measures

Brain Connectivity Toolbox (BCT) that was introduced in the reference [42] was used to estimate brain network measures based on the following concepts:

Segregation quantifies the presence of densely interconnected cortical regions mentioned as clusters or modules of the network. Clustering Coefficients (CC) is assigned as a segregation measure in Graph Theory. CC describes the tendency of the nodes to form locally triangles (connected edges) across the node’s neighbors that are also neighbors of each other at different layers.

The other segregation measure is Transitivity (T) that is a variant of CC. Assortativity is network resilience (r) measure meaning the extent of degree-degree correlations present in the network topology.

Efficiency/Integration Global Efficiency (GE) depends on the number of disconnected nodes of a graph. The resulting GE is primarily influenced by short paths, while LE is the average efficiency of information flow between close neighborhoods within a local sub-graph.

Modularity (Q) means the degree to which the network tends to segregate into relatively independent modules as subnetworks. Q reflects the capacity of a network to support functional sub-specialization.

The presence of densely interconnected clusters is associated with functional segregation in an anatomical network. However, the presence of clusters is associated with statistical dependencies of segregated neural processing in a functional network. As a quantitative metric of segregation, CC is obtained as the average clustering coefficients over all nodes in the network. In other words, CC refers the fraction of the edges around a node (the fraction of the node’s neighbors that are also neighbors of each other). Therefore, the higher CC indicates the increased efficiency of information flow in cortical sub-regions depending on the prevalence of clustered connectivity around individual nodes. The connectivity of a region to its neighbors is measured as transitivity.

Preferentially connection of the nodes of similar degree is called as assortative network. In case of connections between dissimilar nodes is named as disassortative. Thus, assortative networks can be assumed to have a stronger tendency to disintegrate into sub-graphs. In assortative networks, EEG recording sites, i.e. nodes tend to be closely interconnected thereby forming a resilient core, which may allow the transmit of information over the whole cortex as a network.

As a functional integration measure, GE will be zero in case of disconnected nodes due to lack of information flow. The lower GE refers the weaker connections between cortical regions. LE estimations range from 0 to 1 (maximum local efficiency in the network due to segregated neural processing). Computationally, quantitative measures of integration is global-efficiency (GE) in form,

\[ GE = \frac{1}{N(N-1)} \sum_{i,j=1, i\neq j}^{N} \frac{1}{d_{ij}} \]  

(7)
Here, \( d_{ij} \) refers the distance. Quantitative measures of segregation are transitivity \((T)\) and clustering coefficients \(CC\) are given in following equations,

\[
T = \frac{\sum_{i=1}^{N} 2t_i}{\sum_{i=1}^{N} k_i k_{i-1}} \quad CC = \frac{1}{N} \sum_{i=1}^{N} \frac{2t_i}{k_i k_{i-1}} \delta_{mi,mj}
\]

(8)

Here, \( G_i \) refers the subgraph formed by small number of connected nodes where \( i \) refers the node and \( t_i \) refers the number of triangles around the node. \( k_i \) is used to indicate the network degree meaning of the number of links connected to a node, \( i \).

When two nodes \((i\) and \(j)\) are neighbors, the corresponding connection status will be assigned as \( a_{ij} = 1 \) meaning existence of a link between \( i \) and \( j \). Conversely, lack of link is presented with \( a_{ij} = 0 \). Therefore, the number of triangles around a node \((i)\) is defined as follows,

\[
t_i = \frac{1}{2} \sum_{j,h=1}^{N} (a_{ij} a_{ih} a_{jh})
\]

(9)

Regarding functional modules of brain network in terms of cortical regions, the strength of their division is quantified by modularity index \((Q)\) in from,

\[
Q = \frac{1}{l} \sum_{j=1}^{N} \left( A_{ij} - \frac{k_i k_j}{l} \right)
\]

(10)

Here, \( l = \sum_{i,j=1}^{N} A_{ij} \) is the number of edges, \( m_i \) refers the module where \( \delta_{mi,mj} = 1 \) if \( m_i = m_j \) and \( \delta_{mi,mj} = 0 \) otherwise.

\[
T = \frac{\sum_{i=1}^{N} 2t_i}{\sum_{i=1}^{N} (k_i k_{i-1})}
\]

(11)

Assortativity coefficient \((r)\) is presented as resilience measure in form,

\[
r = \frac{\frac{1}{2} \sum_{i=1}^{L} k_i k_j - \left( \frac{1}{2} \sum_{i,j=1}^{L} \frac{1}{2} (k_i + k_j) \right)^2}{\frac{1}{2} \sum_{i=1}^{L} \frac{1}{2} (k_i^2 + k_j^2) - \left( \frac{1}{2} \sum_{i,j=1}^{L} \frac{1}{2} (k_i + k_j) \right)^2}
\]

(12)

2.5 Classification of Groups with Support Vector Machines

Two-class classification schema was examined to discriminate surface EEG measurements recorded from patients just before treatment (Group-1) with leading treatment with OROS-MPH from that of post-treatment (Group-2). Six different hemispheric dependency methods (PC, SC, PLV, PLI, DTF, PDC) were applied to pairs of short segments across 19-channel eyes-opened resting state EEG series of 1 min. Since the length of identical segments was
2 sec, 30 connectivity matrixes were obtained for each individual. Thus, the number of features was 540 ((# of subject) x (# of segments) = 18 x 30) in each group for each brain network measure (T, CC, r, GE, Q), computed for each connectivity matrix. When all measures were considered in classifications, the number of features were increased as five times 540. The labels were 0 and 1 for Group-1 and Group-2, respectively. Statistical and Machine Learning toolbox was used in Matlab2020Rb. SVMs were examined with both Radial Basis Functions (RBF) and Gaussians as kernels. The corresponding performances were given with Classification Accuracy (CA) in percent.

3 Results

As primary step of the study, the groups were classified through SVM models with respect to the feature set including all brain indices together (T, CC, r, GE, and Q) extracted from 30 non-overlapped short EEG segments of 2 sec into single trials of 1 min. The corresponding performance results were summarized in Table 3 where six different dependency approaches were compared to each other with respect to CA% in discriminating the groups. Table 3 showed that the highest CA was provided by PC with kernels of RBFs with respect to large feature set.

| kernels | PC | SC | PLV | PLI | DTF | PDC |
|---------|----|----|-----|-----|-----|-----|
| RBF     | 80.74 | 78.42 | 76.85 | 57.68 | 62.77 | 60.54 |
| GF      | 79.81 | 77.96 | 76.20 | 57.59 | 59.53 | 58.22 |

Since, PC provided superior results in comparison to other cortical dependency approaches, step-wise logistic regression modelling was applied to brain network measures in order to highlight the most meaningful measures that sensitive to treatment with OROS-MPH on resting-state neuro-cortical activities of the patients. The resulting coefficients were given in Table 4, where the number of observations is 1080, error degrees of freedom is 1075, R-squared is 0.207, Adjusted R-Squared is 0.204 and, F-statistic vs. constant model is 70.3. Table 4 showed that modularity did not affected by treatment with OROS-MPH, while the other brain network indices were significantly affected.

One-way Anova test and multiple comparison test were used to obtain statistical differences between groups in terms of statistical factors in brain network indices estimated by using PC. The corresponding results are listed in Table 5. In general, one-way Anova is primarily used to test the null hypothesis that all group means are equal, then, multiple comparison test is applied to resulting statistics in order to display an interactive graph of the estimates and comparison intervals [45]. In the present study, the results from these two tests
Table 4 Step-wise logistic regression modelling results in comparing groups with respect to brain network measures obtained by PC

| measure | estimate | t-stat | SE | p-value |
|---------|----------|--------|----|---------|
| intercept | 5.8034 | 0.5718 | 10.14 | 3.5e-23 |
| T | -4.49 | 0.4295 | -10.47 | 1.7e-24 |
| CC | 0.9004 | 0.3321 | 2.71 | 0.0068 |
| r | -0.1468 | 0.0681 | 2.15 | 0.0314 |
| GE | -2.9617 | 0.4447 | -0.665 | 4.3e-11 |

were compatible and supportive to each other. In particular, modularity index, \( Q \) was not included in step-wise logistic regression modelling given in Table 4. The other four indices (\( T, CC, r, GE \)), included in step-wise logistic regression modelling, provided significant and meaningful statistical differences with low p-values.

Table 5 Statistical test results between groups with respect to brain network measures obtained by PC (In one-way Anova tests, SS: Sum of squares due to each source, MS: Mean squares for each source (the ratio between SS and the degree of freedom), F: F-statistic (the ratio of the mean square), Prob\(_{F}\): p-value. In multiple comparisons, 1st: lower limit for 95% confidence interval, 2nd: difference between group means, 3rd: upper limit for 95% confidence interval, 4th: p-value for a hypothesis test that the corresponding mean difference is equal to zero)

| | one-way Anova test | pairwise multiple comparison test |
|---|---|---|
| | SS | MS | F | Prob\(_{F}\) | 1st | 2nd | 3rd | 4th |
| T | 0.9066 | 0.9066 | 211.03 | 8.4e-44 | -0.0657 | -0.0579 | -0.0501 | 0.1e-9 |
| CC | 0.0911 | 0.0911 | 37.44 | 1.3e-05 | -0.0242 | -0.0183 | -0.0124 | 0.1e-9 |
| r | 8.6883 | 8.6882 | 138.62 | 3.4e-30 | -0.2092 | -0.1793 | -0.1495 | 0.1e-10 |
| GE | 0.1224 | 0.1224 | 42.63 | 1.01e-10 | 0.0149 | 0.0212 | 0.0276 | 0.1e-10 |
| Q | 0.0965 | 0.0965 | 18.56 | 1.7e-05 | 0.0103 | 0.0189 | 0.0275 | 0.1e-5 |

In addition to detailed statistical tests and classification steps, statistical box-plots of brain network measures, estimated using PC, were also shown in Figure 2. The graphical representation of the estimations showed that increased segregation (in terms of \( T \) and \( CC \)) and increased resilience (in terms of \( r \)) were observed in post-treatment recordings. Besides, treatment with OROS-MPH caused decrease in integration (in terms of \( GE \)) and modularity (\( Q \)).

To present visual representation of brain network analysis, grand average adjacency matrices were shown in Figure 3. For each participant, dependency matrix was computed for 30 number of non-overlapped short segments of 2 sec. Threshold was individually applied to each dependency matrix in transforming the binomial values into binary levels. The number of patients were 18. Thus, total number of resting-state eyes-opened adjacency matrices was 540 (30x18).

In both pre- and post-treatment periods, grand average of adjacency matrices was obtained over 540 estimations. This figure showed that functional brain network was changed clearly, however, regional neural activations can not be
related to grand average adjacency matrix. Averaging was not used in either statistical test or two-class classifications.

Combining step-wise logistic regression modelling results and statistical test results with graphical statistical box-plot, two-class classification was also performed into several feature set design in order to be sure about alterations in brain mechanism induced by OROS-MPH. Thus, the feature sets were organized inform,

- 1st design included the features selected from estimations in a single brain network index,
- 2nd design included two applications for (1) the features selected from estimations in only increased brain network indices (\(T\), \(CC\) and \(r\)) and, (2) the features selected from estimations in decreased brain network indices (\(GE\) and \(Q\)),
- 3rd design included the features selected from the estimations in brain network indices included in step-wise logistic regression modelling (\(T\), \(CC\), \(r\) and \(GE\))
The corresponding classification performances were compared to each other in Table 6 in terms of CA (%). When the groups were classified with respect to single brain network index, the lowest CA was generated by modularity estimations ($Q$). When the brain network indices, increased in post-treatment recordings, were combined as the features, relatively high CA was obtained in comparison to the combination of the other indices, decreased in post-treatment recordings. Comparing tables 3 and 6, excluding modularity index ($Q$) in the features provided the highest classification performance in discriminating groups. In other words, combination of both segregation ($T$ and $CC$) and resilience ($r$) as the features provided the best results instead of all indices ($T$, $CC$, $r$, $GE$, $Q$).

**Table 6** SVM classification performances in discriminating the groups with respect to different feature set designs

| Segregation | Segregation | Resilience | Integration | Modularity |
|-------------|-------------|------------|-------------|------------|
| alteration  | increase    | increase   | decrease    | decrease   |
| RBF         | 68.79       | 71.88      | 63.61       | 70.55      | 60.64      |
| Gaussians   | 67.96       | 66.20      | 63.79       | 69.62      | 59.53      |
| RBF         | 83.79 ($T$, $CC$ and $r$) | 77.22 ($GE$ and $Q$) |
| Gaussians   | 81.29 ($T$, $CC$ and $r$) | 72.59 ($GE$ and $Q$) |
| RBF         | 81.01 ($T$, $CC$, $r$, $GE$) | 79.72 ($T$, $CC$, $r$, $GE$) |
4 Discussion and Conclusion

In the present study, resting-state eyes-opened EEG series were recorded from 18 boys diagnosed with ADHD-C before medication phase. They had a specified treatment as OROS-MPH for a month. Then post-treatment resting-state eyes-opened EEG series were also recorded from them. Graph Theoretic brain network indices were estimated from both pre- and post-treatment related EEG recordings with respect to un-directed weighted adjacency matrices that are extracted from brain dependency and connectivity estimations by PC, SC, PLV, PLI, DTF and PDC. In obtaining adjacency matrices, threshold was 60% of maximum value in dependency matrix of interest in each short EEG segment of 2 sec over trial of 1 min.

The resulting estimations were investigated through both classifications with SVMs and statistical tests including one-way Anova and pair-wise multiple comparison. Finally, graphical box-plots of brain network indices were shown in pre- and post-treatment recordings in accordance with PC that provided superior results. Regarding step-wise logistic regression modelling, brain modularity (Q) is found to be less sensitive to treatment with OROS-MPH. The highest classification performance of 83.79% was obtained when three brain network indices ($T$, $CC$ and $r$) were combined as feature set. The lowest statistical p-values were obtained for these three indices.

Combining quantitative results reveal that functional brain segregation ($T$ and $CC$) and resilience ($r$) indices are mostly influenced by OROS-MPH, while integration and modularity indices are less affected by medication in boys with ADHD-C. However, the statistical box-plots on brain network indices showed the following brief results:

- increased $T$ indicates stronger connectivity of cortical regions to neighbors,
- increased $CC$ indicates increased efficiency of information flow,
- increased $r$ indicates increased number of interconnected neural populations thereby forming a resilient core to spread the info over the whole cortex,
- decreased $GE$ indicates decreased number of disconnected nodes,
- decreased $Q$ indicates decreased probability in determining cortical communication net into independent sub-nets.

From methodological point of view, statistical correlation method, PC provided the best results to compute brain dependency values that provide strong estimations in brain network measures from resting state eyes-opened surface EEG series. PC is found to be superior to both phase domain functional synchronization methods (PLV, PLI) and frequency domain effective connectivity methods (DTF, PDC).

From computational psychiatric point of view, quantitative visual results reveal that OROS-MPH clearly influence functional brain segregation and resilience in boys with ADHD-C. In detail, OROS-MPH provide the followings:

1. functional connectivity between cortical regions becomes more stronger,
2. neuronal undirected information flow becomes more efficient and
3. the number of interconnected regional neural populations that are required to
form a resilient that provides information spread across the whole cortex. In future work, we are plan to record emotional EEG series from three groups of the patients (ADHD-I, ADHD-HI, ADHD-C) in response to affective static pictures (unpleasant vs pleasant) in both pre- and post- treatment periods in estimating brain network measures.
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