Ghost imaging based on Y-net: a dynamic coding and conjugate-decoding approach
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Abstract: Ghost imaging incorporating deep learning technology has recently attracted much attention in the optical imaging field. However, deterministic illumination and multiple exposure are still essential in most scenarios. Here we propose a ghost imaging scheme based on a novel conjugate-decoding deep learning framework (Y-net), which works well under both deterministic and indeterministic illumination. Benefited from the end-to-end characteristic of our network, the image of a sample can be achieved directly from a pair of correlated speckles collected by the detectors, and the sample is illuminated only once in the experiment. The spatial distribution of the speckles encoding the sample in the experiment can be completely different from that of the simulation speckles for training, as long as the statistical characteristics of the speckles remain unchanged. This approach is particularly important to high-resolution x-ray ghost imaging applications due to its potential for improving image quality and reducing radiation damage. And the idea of conjugate-decoding network may also be applied to other learning-based imaging.
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1. Introduction

Ghost imaging (GI) extracts the information of an object by measuring the intensity correlation of optical fields, which has now been widely applied in remote sensing, super-resolution, x-ray imaging, atoms and electron imaging etc. [1–13]. In the traditional GI, a large number of measurements are required to calculate the ensemble average as an unbiased estimation of the sample’s image, which brings a heavy burden to the imaging system. Later on, the compressive sensing framework has been combined with GI schemes, and the image quality has been greatly improved by exploiting the sparse prior of objects [14–19]. To improve the sampling efficiency, some researches have taken advantage of the coding theory and designed the sensing matrix by optimizing the illuminating optical fields [20,21]. In the meantime, computational ghost imaging has emerged [22–24]. It is a deterministic measuring process, in which the incident light is preset or prerecorded. Recently, deep learning techniques have been introduced into computational ghost imaging and the measurement rate goes down to a cheerful level that is comparable with compressive sensing and even lower [25–27]. In their work, the illuminating speckles encoding the sample are the same during the training and imaging process. However, in many GI scenarios, such as high-resolution x-ray ghost imaging, particle ghost imaging, and some remote sensing applications, the intensity distribution of the illumination fluctuates randomly and is difficult to be precisely manipulated [7,9,10,12,13].

As a widespread machine learning framework, deep learning has demonstrated its magic power in many fields. In the literature of optical imaging, the deep learning inspired approaches have been
demonstrated in compressive sensing [28, 29], scatter imaging [30–34], super-resolution [35, 36], microscopy [37, 38] and phase retrieval [39, 40]. The imaging problems can be expressed as an optimization process

$$\min_{x} \|\Theta(x) - y\|_2 + \gamma \Phi(x),$$  \hspace{1cm} (1)

where $x$ is the signal, $y$ is the measurement, $\| \cdot \|_2$ is the $\ell_2$ norm, $\Theta$ is the forward operation, $\Phi$ and $\gamma$ are the regularization operation and its weight factor respectively. A typical deep learning strategy is to learn the representation $\Psi$ of the signal $x$ from the data set $\{x\}$ and then optimize the latent variable $z$ [28]. Note that $x = \Psi(z)$ and the latent variable $z$ usually belong to a lower dimension space, so the optimization is more convenient than finding $x$ directly. Another strategy is to find the inverse operation of the forward operation $\Theta$ and the regularization operation $\Phi$ though the data set $\{x, y\}$ [30–32, 39]. Physics-informed priors are important for generalization during the training phase [40, 41]. In this strategy, the learned map $f: y \mapsto x$ is directly related to the measurement $y$, so this end-to-end map relies on a specifically determined $\Theta$. The problem becomes more challenging for a dynamical system where the forward operation $\Theta$ is not deterministic. Some researches focused on using the memory effect of scattering medium to characterize the statistical similarity which is invariant in scattering imaging [42, 43]. Li obtained the network map using a set of fixed diffusers after a long time of training data acquisition [34], and multiple scattering images are inevitably necessary to capture sufficient statistical variations.

In this paper, we propose a conjugate-decoding deep learning framework (Y-net) for dynamic GI systems, which means the intensity distribution of the illuminating light in the system is indeterministic. A ghost imaging scheme based on the Y-net has been demonstrated. The network is trained with simulation data, and the testing results show that it has strong generalization capability and works well in the experiment. In our scheme, only a pair of correlated speckle patterns is needed to reconstruct the image of a sample, and the sample is illuminated only once. Thus, it provides potential application in x-ray imaging, in which the exposure should be reduced as much as possible considering the radiation damage of samples. In addition, our approach is based on an end-to-end network, so that the image of a sample can be directly obtained from the data collected by the detectors without extra processing, such as initial input image calculation, subsequent phase recovery, etc.

2. Methods

2.1. Imaging scheme

The experimental scheme of ghost imaging based on Y-net is shown in Fig. 1. The laser illuminates a rotating ground glass to produce pseudo-thermal light. A diaphragm behind the ground glass is used to control the source size $\sigma_s$. A beam splitter divides the incident light into two beams: a reference beam propagating directly to the detector and a test beam with the sample inserted in the optical path. In the test beam, the distance from source to sample and the distance from sample to CCD are $d_1$ and $d_2$, respectively. In the reference beam, the distance from source to CCD is $d = d_1 + d_2$. A pair of speckle images acquired by the two CCDs are transferred to a well trained Y-net as the input, and the output of the network is the image of the sample.

The speckle distribution recorded by CCD$_1$ can be described as following

$$I_r(x_r) = \left| \int_{\sigma_s} E_0(x_0) h_{d_1}(x_0, x_r) dx_0 \right|^2,$$  \hspace{1cm} (2)

where $E_0(x_0)$ represents the optical field on the source plane, $h_{d_1}$ is the free-space transfer function from source to CCD$_1$. The speckle distribution recorded by CCD$_2$ is

$$I_t(x_t) = \left| \iint_{\sigma_s, object} E_0(x_0) h_{d}(x_0, x') h'(x', x_t) dx_0 dx' \right|^2,$$  \hspace{1cm} (3)
where \( t(x') \) denotes the transmittance of the sample, \( h_{d_1} \) and \( h_{d_2} \) are the free-space transfer functions from source to sample and from sample to CCD2, respectively. Here the free-space transfer function between planes \( x_1 \) and \( x_2 \) is

\[
h_{z}(x_1, x_2) = \frac{e^{i k z}}{i \lambda z} \exp \left\{ \frac{i k}{2 z} (x_1 - x_2)^2 \right\},
\]

(4)

where \( z \) is the distance between the two planes, \( \lambda \) is the wavelength of the light and \( k = \frac{2 \pi}{\lambda} \).

In traditional Fourier-transform ghost imaging (FGI), lots of measurements are required, and an ensemble average operation \( \langle \cdot \rangle \) is used to obtain the Fourier-transform pattern of the sample, which is \([7,44]\)

\[
\langle \Delta I_r(x_r) \Delta I_t(x_t) \rangle \propto T \left( \frac{x_r - x_t}{\lambda d_2} \right)^2,
\]

(5)

where \( T \) is the Fourier transformation of \( t(x') \), and \( \Delta I_k(x_k) = I_k(x_k) - \langle I_k(x_k) \rangle \), in which \( k = r, t \). While FGI is combined with compressive sensing, a sensing equation is established according to the relationship between the speckle fields of the two beams. The relationship can be described as \([19]\)

\[
I_t(x_t) \propto \int_{ref} I_r(x_r) \left| T \left( \frac{x_r - x_t}{\lambda d_2} \right) \right|^2 dx_r.
\]

(6)

It can be discretized into a linear sensing equation

\[
y = Ab,
\]

(7)

in which \( b \) is the Fourier-transform pattern of the sample, \( A \) and \( y \) correspond to \( I_r \) and \( I_t \), respectively. The Fourier-transform pattern of the sample can be obtained by solving this equation. Then, a phase retrieval process needs to be carried out to recover the image of the sample from the Fourier-transform pattern in both traditional FGI and FGI combined with compressive sensing.

In our Y-net based GI scheme, the two steps of Fourier-transform pattern acquisition and phase retrieval are integrated. The imaging problem can be modeled as Eq. (1) where the forward operation \( \Theta \) is a composite operation \( A |T(\cdot)|^2 \). Here we use \( x \) represents the image of the object, \( T \) denotes the Fourier-transform matrix, and \( | \cdot |^2 \) is the point-wise square of modulus. The speckles in the reference beam \( I_r \) is randomly distributed and indeterministic, so are the operation \( A \) and the composite operation \( A |T(\cdot)|^2 \). To describe this indeterministic system, we modify the
model in Eq. (1) by adding an extra penalty concerning the dynamic measuring process, then the imaging problem can be expressed as

$$\min_x \| \Theta(x) - y \|_2 + \alpha \| \Pi(\Theta) - A \|_2 + \gamma \Phi(x),$$

(8)

where $\Pi$ represents the relationship between the forward operation $\Theta$ and the operation $A$, which corresponds to the speckle distribution $I_r$, $\alpha$ is the corresponding weight factor.

We solve this problem under the framework of deep learning. Instead of optimizing the signal $x$, we optimize the model parameters by exploiting the training data and try to establish a direct map $f : y \mapsto x$ to obtain the image of a sample directly from measurement. The optimization is subject to the network parameters $\Omega^{-1} = \{\Theta^{-1}, \Pi^{-1}, \Phi^{-1}\}$ and we have

$$\min_{\Omega^{-1}} \| \Theta^{-1}(y) - x \|_2 + \alpha \| \Pi^{-1}(A) - \Theta \|_2 + \gamma \Phi^{-1}.$$  

(9)

There are three types of parameters should be learned from data: (i) forward operation $\Theta$ which depends on $x$ and $y$; (ii) model transform $\Pi$ which depends on $A$ and $\Theta$; (iii) regularization $\Phi$ which depends on $x$ and network architecture. Previous networks for GI [25–27] just learnt the parameters (i) and (iii). So their methods will be only suitable for deterministic (or static) systems, while our method can be implemented in both static and dynamic situations. Besides, benefited from the end-to-end characteristic of our network, the sample’s image can be reconstructed directly from the speckle images recorded by the CCDs without subsequent phase retrieval requirement.

2.2. Network architecture and training

The overall structure of our Y-net consists of two encoders and one decoder as shown in Fig. 2. The speckle patterns recorded by the detectors in the reference beam and the test beam are input into the two encoders separately in a symmetric way. Each encoder is composed of five convolutional layers with a batch normalization layer before the first convolutional layer and a max-pooling layer after each of the other four convolutional layers. Then the two encoders are merged by subtraction, and a decoder is built to recover the signal. The decoder has four upsampling layers, a dropout layer, and ten convolutional layers. More specifically, the decoder path firstly goes through four upsampling layers, each of which is followed by a convolutional layer, then passes a dropout layer followed by a convolutional layer, and next is a convolutional layer with a stride size of two, and finally through four convolutional layers with zero padding mode successively. The max-pooling size and the unsampling size are 2. Without special explanation, all the convolutional filters have a size of $4 \times 4$ and the padding mode is 1. All the layers are followed by a rectified linear unit operation serving as an activation function, except for the last layer handled by a sigmoid function to restrict the range of pixels.

This dual-encoder network is designed to extract the image information of an sample from the conjugate speckles recorded by the two detectors. From the perspective of coding theory, the optical measurement process can be regarded as the encoding part in our imaging scheme. The information of samples is encoded in the speckles detected in the test beam, while the original speckles are observed by the detector in the reference beam. In the training process, our Y-net learns the encoding protocol of the optical system from a large number of correlated speckle pairs, and achieves the capability of decoding sample information directly from the raw conjugate speckle data. Thus, after training, the network serves as the decoding part of the imaging system. This is particularly useful when the encoding process of the imaging system changes dynamically.

It is expensive and time-consuming to acquire experiment data for training. As an alternative, the network is trained with simulation data. The MNIST database was adopted to generate the training data. For each digit image in the data set, we normalized its pixel values to the range of 0 to 1, and put it into the simulated GI system as a sample. The sample size is $1 \times 1$
Fig. 2. Architecture of the proposed Y-net. It consists of two encoders and one decoder. The input of the network is a pair of speckle distributions, and the output of the network is the image of the sample.

The input is a pair of speckle distributions with a dimension of $28 \times 28$. The speckles in the reference beam and the test beam are synthesized according to Eqs. (2)-(3)-(4). In each measurement, the optical field on the source plane is generated with different random phase distribution. The distance parameters $d_1$, $d_2$, and the diameter of the source $\sigma_s$ used in the simulation are the same as those in the experiment. The dimension of the detectors in the simulation is $64 \times 64$, and the pixel size is $46.88 \times 8 \times 8 \, \mu m$. The simulation data set was obtained in about 1 minute, and it included 70000 pairs of speckle patterns corresponding to 70000 digits in the MNIST database. 60000 pairs of the speckle patterns were used for training, and the remaining 10000 pairs were used for validation.

There are many types of loss functions can be chosen to train the network. In our work, we use the average binary cross-entropy as the loss function, which is defined by

$$L(P, Q) = -\frac{1}{2N} \sum_{i}^{N} [Q_i \log(P_i) + (1 - Q_i) \log(1 - P_i)], \quad (10)$$

where $N$ is the pixel number, $Q_i$ and $P_i$ are the pixel value of target $Q$ and output $P$, respectively. The Adam optimizer is used to update the parameters with the initial learning rate $r = 0.002$ and $\beta_1 = 0.9$, $\beta_2 = 0.99$. The total training epoch is 250, and the training process took about 14 hours. After training, the experiment result of a sample can be given within several milliseconds. All computations including training and evaluation were performed on a workstation (Intel-Xeon CPU and 4×@Nvidia-GeForce-1080Ti GPUs).
3. Results and discussions

A 532 nm laser was adopted in the experiment, the distance parameters were \( d_1 = 5 \) cm and \( d_2 = 20.1 \) cm, and the source diameter was \( \sigma_s = 1 \) mm. The pixel size of the CCDs was \( 5.86 \times 5.86 \) \( \mu m^2 \) and the number of pixels was \( 512 \times 512 \). The speckle patterns recorded by the CCDs were merged into \( 64 \times 64 \) and normalized before being transferred to the well-trained network. We compared the speckle patterns collected in the experiment and generated by simulation. Figure 3(a) is a typical speckle image recorded by CCD1, and Fig. 3(c) is a speckle image generated by simulation in the reference beam as described in the training process. Obviously, the spatial distributions of the two images are different. We calculated the corresponding second-order auto-correlation of the two speckle images, and the results are shown in Fig. 3(b) and (d). It can be found that the statistical characteristics of the two speckle images are almost the same. This is why our network uses simulation data in training, but after training it can be applied to experimental data.

We tested five samples(“1”,“2”,“4”,“6”,“9”) fabricated with stainless steel in the experiment. They were chosen from the testing part of the MNIST database, and never appeared in the training process. The sample size was \( 1 \times 1 \) mm\(^2\). Figure 4 presents the experimental results. Figure 4(b) gives the outcome of our network for the five samples. They are in good agreement with the original images in Fig. 4(a). For each sample, only one frame of reference speckle and one frame of test speckle were utilized to extract the image of the sample. As a comparison, we processed the speckle data using the traditional FGI method according to Eq. (5), in which all the pixels were used to calculate the ensemble average. And the hybrid input-output algorithm [45] was adopted for phase retrieval. The reconstructed results are shown in Fig. 4(c). Unfortunately, there is almost no sign of digits in these images. The corresponding speckle data are displayed in Fig. 4(d). It can be observed that the speckles are randomly distributed and changed dynamically. Thus, our method works well with this indeterministic GI system.

To assess the quality of the image results, we used two evaluations: structural similarity index(SSIM) and peak signal-to-noise ratio(PSNR). The SSIM is defined by [46]

\[
SSIM(U,V) = \frac{(2\mu_u\mu_v + C_1)(2\sigma_{uv} + C_2)}{(\mu_u^2 + \mu_v^2 + C_1)(\sigma_u^2 + \sigma_v^2 + C_2)},
\]

(11)
Fig. 4. Experimental results. (a) is the original images of the samples, (b) is the output of our network, (c) is the results obtained by traditional ghost imaging method, (d) is the corresponding reference speckles (left) and test speckles (right).

Table 1. Quantitative evaluation of the image quality

| Sample | SSIM | PSNR |
|--------|------|------|
|        | Y-net | GI   | Y-net | GI   |
| "1"   | 0.9134 | 0.2693 | 21.1719 | 11.5116 |
| "2"   | 0.5809 | 0.0992 | 12.8016 | 6.7098  |
| "4"   | 0.5701 | 0.1464 | 13.0317 | 8.0341  |
| "6"   | 0.5797 | 0.1449 | 12.6473 | 9.2059  |
| "9"   | 0.7046 | 0.1589 | 14.5564 | 8.1057  |

in which $U$ is the image to be evaluated, and $V$ is the reference image. $\{\mu_u, \sigma_u\}$ and $\{\mu_v, \sigma_v\}$ are the means and variances of $U$ and $V$ respectively, $\sigma_{uv}$ is the co-variance of $U$ and $V$, and $C_1, C_2$ are constants to prevent division by a small denominator. The PSNR is defined by

$$PSNR(U, V) = 10 \log_{10} \frac{\text{MAX}_I^2}{\text{MSE}(U, V)},$$

$$\text{MSE}(U, V) = \frac{1}{N} \sum_{i=1}^{N} (U_i - V_i)^2,$$

where $\text{MAX}_I$ is the maximum value of the image and $\text{MAX}_I = 1$ in this paper. The results of these two kinds of evaluations are summarized in Table 1. It is clear that our Y-net based GI method has better SSIM and PSNR.

We investigated the performance of our network in static and dynamic situations through more simulation experiments. In the static experiments, the imaging process remained unchanged, which means the forward operation was deterministic. To simulate the static GI system, we fixed random seeds for each sample when generating speckles, so that the reference speckles for each sample are identical. Based on the same network architecture described in subsection 2.2, we trained the network again with the derived data set for the static GI system. Then we tested the network with a set of different digits shown in Fig. 5(a), and Fig. 5(b) presents the results. The images of samples are successfully obtained with high image quality. In the dynamic
experiments, we tested the stability of the network output when the illuminating speckles were generated randomly. We chose 10 digits from the testing part of the MNIST database. For each digit sample, we repeated the experiment 10 times. Figure 6 displays the results. Although the input speckles are different as shown in Fig. 6(c), the network outputs presented in Fig. 6(b) are quite consistent with the original images in Fig. 6(a). It indicates that the our Y-net is stable and reliable for GI systems exploiting dynamical illumination.

Many factors may affect the network performance, and the interaction among them is complicated. Even though, some methods are helpful to improve network accuracy, such as introducing physics-informed priors, adding functional layers, data enhancement, and so on. In our work, the batch-normalization layer is necessary, and the dropout layer is the key to avoid over fitting. The dropout rate $p$ should be carefully chosen to guarantee the generalization of the network. We observed the impact of the dropout rate, and chose a dropout rate $p = 0.6$.

4. Conclusion

In summary, we have demonstrated a ghost imaging scheme based on Y-net, a novel conjugate-decoding deep learning framework that can be used to reconstruct sample images in both static
and dynamic GI systems. As long as the statistical characteristics of the illuminating light remain unchanged, the image of a sample can be successfully achieved even if the spatial distribution of the illuminating light is indeterministic. Due to its strong generalization capability, Y-net can be applied to experimental data after training with simulation data. Thus, it can avoid the common difficulty of insufficient training data in learning-based imaging methods. Moreover, in previous GI schemes based on deep learning, the sample needs to be illuminated repeatedly to obtain enough measurements, and sometimes a set of sample images obtained by the traditional GI methods are required as input. But in our scheme, the sample will be illuminated only once, and benefited from the end-to-end characteristic of the Y-net, the sample image can be extracted directly from the conjugate speckle data collected by the detectors. Finally, compared with the traditional Fourier-transform GI techniques which involve an ill-posed phase retrieval problem, Y-net ghost imaging is more convenient, and can greatly improve the sampling efficiency and image quality. All these features are of great significance for GI applications, especially for imaging that requires dynamic illumination and single exposure of samples. It is particularly useful in high-resolution x-ray ghost imaging due to its potential for achieving high quality image with random speckles and reducing radiation damage. And the idea of conjugate-decoding network may also be applied to other imaging scenarios.
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