Rapid classification based on image using residual neural networks
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Abstract. Every human being is created with a certain gender, female or male. Gender differences provide opportunities for mating and producing offspring for regeneration. With the development of the world of information technology, the recognition of gender based on digital photos can be done for the needs of biodata, permission to access public toilets and others. The process of sex classification based on photographs with the use of residual neural networks has been carried out in this study. The process consists of several stages, namely the learning process of the features of each image that has been classified in a male or female class. The next process was carried out by resnet classification of 3,354 pictures (jpg) of men (1414 files) and women (1940 files). The data divided into 2 parts, 80% for training, 20% for testing data. The results of total images of 588 from total available data obtained an accuracy rate of 89.49%.

1 Introduction

The human brain has the ability to recognize and distinguish faces from one person to another relatively quickly and easily. Human face recognition is one of the fields that is quite developed today. The application of facial recognition can be applied in the field of security (security system) such as access to enter the room\([2]\). One part of face recognition that has been developed at this time is gender recognition. The similarity between gender recognition and face recognition lies in the process of feature extraction\([3]\). However, it is a little different in the classification process. During this time to count the number of people who are male or female who come to a store or public institution is still manually, so it takes longer. To facilitate what advertisements are displayed on electronic billboards in public places or alongside a road can be adjusted according to the sex of the person who passes the ad. So as to simplify and speed up processing time software for sex recognition is based on facial images.

Difficulty in the process of gender recognition is mainly due to the complexity of the face conditions, such as image position, lighting and expression of different images that have high dimensions so that it must go through the process of compression / extraction before processing the data with the classification method\([4]\). One can improve the classification performance of CNNs by enriching the diversity and specificity of these convolutional filters through deepening the network\([5]\). Effective way to solve these problems suggested in is Residual Networks (ResNets).
The main ResNet paper [6] authors have suggested different configurations of ResNets with 18, 34, 50, 101, and 152 layers. One could describe ResNets as multiple basic blocks that are serially connected to each other and there are also shortcut connections parallel to each basic block and it gets added to its output. This layer has no “Batch Normal” and “ReLU,” in other words, the information produced by this layer is the original information after filtering the input image, then it is used to estimate the residual information by feeding back to the middle and the last layer[7].

2 Materials and Methods

2.1 Data sheet

There are only 2673 images consisting of 1418 male and 1912 female files. This is a manually collected and cleaned dataset. From the total data, we divide into 2 parts consisting of 80% for training, 20% for testing. So, instead of doing all the data augmentations offline, in our implementations we used an online version of it. Whenever a new batch arrives, the researcher pass all images in that batch from a random transformation unit. This unit first flips the image horizontally with probability 0.5, and then with some probability $p$, it randomly crops the image to a 224x224 pixels. Figure 3 shows how this unit works on a sample image as shown in Figure 1.

2.2 Network Design

The ResNet model introduced in [4] is our starting point for the network design. This model is specifically designed for images in ImageNet and accepts images with size 224 x 224 and classifies them in 2 categories, male or female class and then give it to the training model, or just skipping the first layer and insert the original image as the input of the second convolutional layer, and then fine tuning a few of the last layers to get higher accuracy. However, since in this research were interested in comparing ResNet34 models with their equivalent ConvNets, we had to design and train our models from scratch (although, we might get worse accuracies because of lack of computational resources). In this section we are using Residual Network with 34 hidden units, all we have to do is to add a layer at the end on the residual network to transform the dimension of the residual network to the required output. In our case, it is to the 2 possible outputs. Training using 4 epochs (4 cycles through all our data) and use the lr_find method to find the optimum learning rate.
3 Result and Discussion

From the experimental results, a typical graph is chosen a higher learning rate for which the loss is minimal. The higher learning rate makes sure that the machine ends up learning faster. The result shown in figure 2.

![Figure 2. Optimum learning rate.](image)

From around slice 1e-5, 1e-4 mark, we have an optimum learning rate. Now that the optimum learning rate. We will first see which were the categories that the model most confused with one another. We will try to see if what the model predicted was reasonable or not. In this case the errors look reasonable (none of the errors seems obviously naive). This is an indicator that our classifier is working correctly. From the prediction results using resnet34, there is the greatest loss value of 11.26. as shown in Figure 3.

![Figure 3. Confusion Matrix.](image)
Furthermore, when we plot the confusion matrix, we can see that the distribution is heavily skewed: the model makes the same mistakes over and over again but it rarely confuses other categories. This suggests that it just finds it difficult to distinguish some specific categories between each other; this is normal behavior. From 627 samples of testing data we have tested. The results obtained are shown in Figure 6. As many as 285 male images and 372 female images, the classification achieved an accuracy of 89.50%.

4. Conclusion
In this paper, we have designed and trained a deep residual network 34 layers for rapid classification based on images. From the results of experiments that have been carried out, the accuracy reaches 89.50%.
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