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Abstract

This paper studies the use and application of a fast method (non-iterative and instantaneous) for Feedforward Neural Networks training in which the weights of the hidden layer are assigned randomly, and the weights of the output layer are trained through a linear regression adjustment. The method solves two of the problems that are present in traditional training: training time and optimal structure. While traditional iterative training methods require long periods to train a single structure, the proposed method allows training a structure in a single step (not iterative). In this way, by scanning the number of neurons in the hidden layer, many structures are trained in a short time, and it is possible to obtain an optimal topology. A quality control criterion of the predictions is proposed based on the coefficient of determination that guarantees short times and an optimal number of hidden neurons to characterize a specific problem. The feasibility of the proposed method is tested by comparing its performance against building functions of the artificial neural networks toolbox in Matlab®, resulting superior in both approximation quality and training time. A rigorous study and analysis are performed for the regression of simulated data on two different surfaces with a specific noise and different topologies of the neural network. The resulting process time is at least 150 times shorter for proposed training than with the iterative training that Matlab uses, thus obtaining well-founded learning rules. A novel way of an amputated matrix is proposed that breaks the paradigm of the way multiple-output systems are trained and improves the quality of predictions with no detriment to training times.
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1 Introduction

Modeling the behavior of a system is of vital importance for its study, analysis, control, and optimization. The main objective of modeling is to find a function capable of providing a good approximation to the system’s experimental data, in addition to filtering experimental noise. An alternative for the modeling of a system is models based on neural networks. To training these models, it is necessary to have a large amount of data of the system, besides exist two problems that are present in traditional training: training time and optimal structure. Where training time is usually large due to the algorithms of optimization are slow and require long periods to train a single structure. We proposed a training method with the capacity of identified the best structure for each output variable and reducing the time training for a neural network shallow.

Artificial Neural Networks (ANNs) are models inspired by the biological neuronal systems that have been studied since the 1940s. One of the pioneering works in this branch was developed by scientists Warren S. McCulloch and Walter Pitts in 1943 [1], who generated a model capable of representing the basic functioning of a neuron. Years later, in 1958, Frank Rosenblatt [2] presented the “perceptron” (linear classifier), which is currently used as the basis for many techniques within the field of artificial intelligence (A.I.). Subsequently, research in the field of ANNs was of little interest for almost two decades, mainly due to the work presented by M. Minsky and S. Papert [3], where they exposed the perceptron’s weaknesses in trying to solve nonlinear classification problems. In addition, they presented the difficulties in adjusting the synaptic weights when the perceptron presented several levels (multi-layer perceptron).

The idea of the delta rule was first presented in 1974 by P. Werbos in his thesis work [4], but unfortunately, it went unnoticed. It was not until 1986 that Rumelhart, Hinton, and Williams [5, 6] rediscovered the delta rule for the calculation of derivatives to adjust the synaptic weights of the multilayer perceptron. Due to this work, the backpropagation learning algorithm for ANNs was proposed, thus achieving a resurgence of ANNs in the‘90 s. This algorithm is iterative and is widely used today despite having some disadvantages such as long training times and high computational cost.

ANNs have been used since the 90 s to solve a large number of problems arising in different areas of science [7–21]. Today, it is a common task to implement ANNs to solve multiple problems in various areas; this is mainly due to three factors: (1) the use of more powerful processors than those of 30 years ago; (2) the ease of storing large amounts of information, as well as the creation of large databases and; (3) the continuous development of better learning techniques for ANNs.

2 Methodology

A Feedforward Neural Network (FFNN) is depicted graphically in Fig. 1. In this net, the information flows forward: it is received in the neurons of the input layer, then processed in all the neurons of each hidden layer (it can have one or several hidden layers), and finally, it is processed in the neurons of the output layer and returns a response to the input stimulus. In any study, the number of neurons in the input and output layers is uniquely determined by the number of factors and responses to be modeled, respectively, while the number of hidden layers and neurons are generally determined heuristically by the investigator.
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Within the field of FFNN, the topology can be classified in two types: (1) Single-hidden Layer Feedforward Neural Network (SLFN), which is characterized by being a superficial net of simple structure with a single hidden layer, and (2) Deep Neural Network (DNN), which is characterized by being of complex structure and having multiple hidden layers. DNN’s have had a great boom in recent years due to their high abstraction capacity for pattern recognition in large amounts of data (Big Data) [22]. An example of this is the applications for in the field the computer vision, e.g., image classification [23], fine-grained image recognition [24], visual representation for image captioning [25], and generation of natural language answer through video (Video Question Answering) [26]. On the other hand, it has been considered that SLFNs do not have the same abstraction capacity as DNNs [27]; therefore, the use of SLFN has been relegated to problems of a smaller size (few inputs and few outputs). However, it has been shown that an SLFN with sufficient neurons has the ability to approximate any continuous nonlinear function [28–30]; therefore, they can model a large amount of natural and artificial phenomena which is too complex to be modeled using classical techniques.

In recent years, various strategies have been implemented to determine the optimal number of neurons that an FFNN should have, but no clear rules as to how to do so have been established. In the search for optimal topologies for SLFN, some authors have presented interesting ideas [31–35], where they evaluate the performance of the network through a selection criterion (validation models or error-linked models) as neurons are added after neuron in the hidden layer. However, conclusive results that determine the optimal structure of the SLFN for a particular task with multi-input multi-output (MIMO) problems have not yet been obtained.

### 2.1 FFNN Evaluation

The information is received in the neurons of the input layer of an FFNN. Then, each neuron from the different hidden layers and the output layer carry out a linear combination using the information vector of the neurons from the preceding layer and the vector of synaptic weights (denoted by the connection arrows), plus an offset which is then softened with an activation function. Thus, according to the schematization in Fig. 1a, the output of neuron $j$ in layer $i$ is:

![Fig. 1 Scheme and nomenclature of an ANN. a Single output FFNN structure and b sigmoidal activation function](image)

- Single output FFNN structure
- Sigmoidal activation function
\[ y_{j}^{i+1} = g \left( \theta_{j}^{i} + \sum_{k=1}^{n_{i}} y_{k}^{i} \cdot W_{k,j}^{i} \right) \text{ for } i = 1, \ldots, c - 1 \text{ and } j = 1, \ldots, n_{i+1} \]  

(1)

where \( W_{k,j}^{i} \) is the weight that connects neuron \( k \) in layer \( i \) with neuron \( j \) in layer \( i + 1 \), \( \theta_{j}^{i} \) is the offset applied to neuron \( j \) in layer \( i + 1 \), \( y_{j}^{i+1} \) is the output (response) of neuron \( j \) in layer \( i + 1 \), \( c \) is the number of layers, \( n_{i} \) is the number of neurons in layer \( i \) and \( g(\cdot) \) is the activation function.

The expression shown in Eq. (1) is the traditional way in which the FFNN theory is treated. However, this equation can be expressed in a matrix way if all weights and offsets are grouped between two consecutive layers in a single transformation matrix from layer \( i \) to layer \( i + 1 \), resulting in the expression:

\[ y_{\cdot}^{i+1} = g \left( \left[ \begin{array}{c} y_{1}^{i} \\ y_{2}^{i} \\ \vdots \\ y_{n_{i}}^{i} \end{array} \right]^{T} \cdot W^{i} \right) \in \mathbb{R}^{n_{i+1}} \]  

(2)

for which

\[ y_{\cdot}^{i} = \left[ \begin{array}{c} y_{1}^{i} \\ y_{2}^{i} \\ \vdots \\ y_{n_{i}}^{i} \end{array} \right] \in \mathbb{R}^{n_{i}} \]  

(3)

\[ W^{i} = \left( \begin{array}{cccc} \theta_{1}^{i} & \theta_{1}^{i} & \cdots & \theta_{n_{i+1}}^{i} \\ W_{1,1}^{i} & W_{1,2}^{i} & \cdots & W_{1,n_{i+1}}^{i} \\ W_{2,1}^{i} & W_{2,2}^{i} & \cdots & W_{2,n_{i+1}}^{i} \\ \vdots & \vdots & \ddots & \vdots \\ W_{n_{i},1}^{i} & W_{n_{i},2}^{i} & \cdots & W_{n_{i},n_{i+1}}^{i} \end{array} \right) \in \mathbb{R}^{(n_{i+1}) \times n_{i+1}} \]  

(4)

where \( y_{\cdot}^{i} \), for \( i = 1 \), is the vector of input stimuli \((x)\) and, when \( i = c \), is the vector of responses yielded by the FFNN. The activation function \( g(\cdot) \) is applied to each element of the resulting vector in the argument. Equations (2) to (4) are key to understanding the procedure applied to the methodology outlined here. In this work, we represent the vectors with a single underlined letter and matrices with a double underline letter.

In this work, the theory is applied for an SLFN \((c = 3)\), sigmoidal activation function in the hidden layers (Fig. 1b), \( g(x) = \tanh(x) \), linear function (identity) in the layer of output, and to a single neuron at the output, \( n_{3} = 1 \). As shown in the results section, the theory can be extrapolated to multiple hidden layers \((c > 3)\), more than one neuron in the output layer \((n_{c} \geq 1)\) and other types of nonlinear activation functions in hidden layers.

### 2.2 Traditional Training

To get an ANN to perform a specific task, its architecture and the value of its parameters (weights and offsets) must be known. Part of the architecture is determined by the problem to be modeled, which establishes the number of inputs (predictor variables) and the number of network outputs (response variables). The number of hidden layers and the number of neurons in each hidden layer is, to this day, somewhat arbitrary and heuristic depending greatly on the experience and skill of the researcher.

In the context of modeling, ANNs are empirical mathematical models with parameters (weights and offsets) that must be adjusted based on the experimental data of the problem to be modeled. The adjustment of the ANN parameters is known as training, which is necessary to find the appropriate values of the synaptic weights between each neuron (weights and
offsets) so that the ANN learns to perform a specific task. In this way, the training of the ANN is carried out by formulating a non-linear regression problem in which an error function is minimized (between the experimental value and the prediction of the ANN).

Starting from a set of \( m \) experimental data in which \( n_1 \) predictor variables are studied (input matrix \( X \in \mathbb{R}^{m \times n_1} \)), a response variable (vector of targets \( T \in \mathbb{R}^{m \times 1} \)) and taking a SLFN model \( \{ n_1, n_2, 1 \} \) with sigmoidal activation function in the hidden layer and linear function in the output layer, the error function to be minimized, put into matrix form, is

\[
e(w) = SSE = \sum_{i=1}^{m} (t_i - y^3_i)^2 = \left(T - y^3\right)^T \left(T - y^3\right)
\]

where \( y^3 \) is the prediction vector of the ANN that depends on the adjustable parameters \( w \) (vector that agglomerates all the adjustable parameters, \( w = vec\{W^1, W^2\} \)). According to Eq. (2), \( y^3 \) is obtained by evaluating the SLFN as follows

\[
y^3 = \left[1 - y^2\right] \cdot W^2 \in \mathbb{R}^{m \times 1}
\]

\[
y^2 = \tanh\left[1 - X \cdot W^1\right] \in \mathbb{R}^{m \times n_2}
\]

where \( W^1 \in \mathbb{R}^{(n_1 + 1) \times n_2} \), \( W^2 \in \mathbb{R}^{n_2 + 1} \) and \( 1 \in \mathbb{R}^{m} \).

In traditional training, \( w \) is obtained by the minimization (unrestricted optimization) of Eq. (5) through an iterative procedure (i.e. conjugate gradient, Levenberg–Marquardt or other technique) in which the parameter vector \( w \) is updated recursively with

\[
w_{k+1} = w_{k} + \eta_k \cdot B_k
\]

where \( k \) is the current iteration, \( \eta_k \) is a training speed parameter and \( B_k \) is a direction vector with both elements \( \eta_k \) and \( B_k \) depending on \( w \). All iterative training methods differ in the way in which they specify these elements \([36, 37]\) and they have the disadvantage that for different initial values of the adjustment parameters can give, as a result, different solutions (different local minimums are reached). In addition, because it is iterative, it requires very long training times to reach a minimum, which is not necessarily global, resulting in one of the causes that discourage the use of ANNs.

### 2.3 Backpropagation or the Delta Rule

In the majority of ANNs iterative training methods that use Eq. (8), the derivative of \( e(w) \) is necessary for each of the adjustable parameters \([38]\). Such an algorithm, due to the calculation of derivatives, is called backpropagation and placed in a matrix manner in accordance with Eqs. (5) to (7) as follows:

The FFNN is evaluated and the delta of the output layer is calculated

\[
\delta^2 = T - y^3 \in \mathbb{R}^{m \times 1}
\]

The derivatives of the error function are calculated with respect to the parameters that connect to the last layer

\[
\frac{\partial e}{\partial W^2} = \left[1 - y^2 \right]^T \cdot \delta^2 \in \mathbb{R}^{(n_2 + 1) \times 1}
\]
The penultimate layer delta is calculated

$$
\delta_1 = g'(\left[\begin{array}{c} 1 \\ X \end{array}\right] \cdot W^1) \ast \left[\begin{array}{c} \delta_2 \\ \cdot (W^{(2)})^T \end{array}\right] \in \mathbb{R}^{m \times n_2}
$$

(11)

The derivatives of the error function are calculated with respect to the parameters that connect to the penultimate layer

$$
\frac{\partial e}{\partial W^1} = -\left[\begin{array}{c} 1 \\ X \end{array}\right]^T \cdot \delta_1 \in \mathbb{R}^{(n_1+1) \times n_2}
$$

(12)

where $g'(x) = 1 - \tanh^2(x)$ is the derivative of the activation function (Fig. 1b), the operator $\ast$ represents element-to-element multiplication between two matrices and the matrix $W^{(2)} \in \mathbb{R}^{n_2 \times 1}$ is a modification of the matrix $W^2$ to which the first row has been mutilated (row of offsets $\theta^2$).

According to Eqs. (9) to (12), the error (the delta of the output layer) spreads backward starting from the output layer to the neurons that are in the hidden layers, this being the reason for the method name. If the FFNN has more hidden layers, the steps in Eqs. (11) and (12) are repeated.

### 3 Proposed Training

In this work, the ideas proposed in the literature have been adopted [39–43], where the concept of a Neural Network of Random Weights (NNRW) has been presented. Therein, it is proposed to adjust only the vector of weights of the output layer ($W^2 \in \mathbb{R}^{n_2+1}$), keeping the matrix of weights of the input layer constant ($W^1 \in \mathbb{R}^{(n_1+1) \times n_2}$) in which these parameters are specified with random values. These works propose to train the parameters of the last layer iteratively [40], which improves training speed but remains iterative and delayed. In addition, it has been proposed to adjust the parameters of the last layer using the pseudoinverse matrix [44]. The drawback in these works is that they do not provide a general methodology to determine the optimal number of neurons in the hidden layer and in some cases this problem is solved by trial and error resulting in poor FFNN.

Unlike these previous works, here it is proposed to adjust the weights towards the last layer in a single step with formal linear regression between the responses of the hidden layer and the output layer, avoiding the use of the pseudoinverse as much as possible. Here, the reasons for doing so are provided, in addition to giving clear rules regarding how to do it.

The response of an FFNN is a linear relationship with respect to the responses of the penultimate layer (last hidden layer); besides which, the parameters of the FFNN are grouped in matrices between every two consecutive layers. Thus, in an SLFN there is an array of parameters between the input layer and the hidden layer ($W^1 \in \mathbb{R}^{(n_1+1) \times n_2}$) and a matrix (a vector when you have a neuron output) of parameters between the hidden layer and the output layer ($W^2 \in \mathbb{R}^{n_2+1}$). Based on this, the SLFN parameters can be adjusted in parts: the parameters $W^2$ are adjusted by linear regression, while the parameters $W^1$ are adjusted by a non-linear regression method or by another technique. This paper proposes a procedure that finds the parameters $W^1$ instantaneously and can provide the optimal structure of SLFN with generalization capability.
To adjust the parameters $W^2$, a minimization of the error function (Eq. 5) is made by equating Eq. (10) to zero. For an SLFN with a single response, it results in:

$$-\left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot \delta^2 = 0$$ (13)

By substituting the output delta (Eq. 9) in Eq. (13) and clearing the optimized parameters, $W^{2*}$, Eq. (16) is reached:

$$\left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot \left( T - \left[\begin{array}{c} 1 \\ y^2 \end{array}\right] \cdot W^{2*}\right) = 0$$ (14)

$$\left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot \left[\begin{array}{c} 1 \\ y^2 \end{array}\right] \cdot W^{2*} = \left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot T$$ (15)

$$W^{2*} = \left( \left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot \left[\begin{array}{c} 1 \\ y^2 \end{array}\right] \right)^{-1} \cdot \left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot T$$ (16)

which is the key to the proposed method.

Observations on Eq. (16):

1. The matrix $\left( \left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot \left[\begin{array}{c} 1 \\ y^2 \end{array}\right] \right)^{-1} \cdot \left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T$ is, formally, the left inverse of $\left[\begin{array}{c} 1 \\ y^2 \end{array}\right] \in \mathbb{R}^{m \times (n_2+1)}$. It is necessary that such a matrix exists in order to obtain $W^{2*}$.

2. The necessary and sufficient condition for the left inverse to exist is that there is the inverse of the square matrix $\left[\begin{array}{c} 1 \\ y^2 \end{array}\right]^T \cdot \left[\begin{array}{c} 1 \\ y^2 \end{array}\right]$ and that happens when the columns of $\left[\begin{array}{c} 1 \\ y^2 \end{array}\right]$ are linearly independent. In a practical problem, one can move away from linear dependence if the number of lines is much greater than the number of columns, which implies that the number of experimental observations must be much greater than the number of hidden neurons, $m \gg n_2$. This implies that to train an SLFN, many experimental observations are required. In the extreme case that $\left[\begin{array}{c} 1 \\ y^2 \end{array}\right]$ has linearly dependent column vectors, the left inverse can be obtained by decomposition into singular values such as pseudoinverse.

3. The matrix $y^2$ depends on the parameters $W^1$, therefore, $W^{2*}$ also depends on $W^1$. Since in each update of $W^{2*}$ the $W^1$ is constant, then the training is done in one step and is instantaneous with Eq. 16.

4. The number of adjustable parameters is $n_2 + 1$, so at least $m = n_2 + 1$ experimental data is required. In practice, for the left inverse matrix to move away from the singularity, it is necessary that $m \gg n_2 + 1$.

5. The calculation of $W^{2*}$ is practically instantaneous compared to the time required in the iterative training methods. Thus, here it is proposed to carry out several adjustments of $W^{2*}$, making a scan in the number of neurons of the hidden layer, $n_2$, from 1 to $m - 1$.

We conjecture that when increasing $n_2$, between one to $m - 1$, the value of $e(w)$ (Eq. 5) decreases to a minimum where there is an optimal SLFN structure with a generalization capacity. In this way, $W^{1*}$ is not optimized, rather it is stochastically assigned in each calculation of $W^{2*}$ and its number of columns grows or decreases with the number of hidden neurons. The method has been called SOS (Stochastic One-Step) because the ANN trains in a single step with stochastic values of $W^1$ that are updated by moving the number of hidden neurons.
In order to fully optimize the parameters towards the hidden layer, it is necessary to solve, for $W_1^*$, Eq. 12 equal to zero:

$$\left[1 \cdot X^T\right] \cdot \delta_1^l = 0$$  \hspace{2cm} (17)

However, this results in work as challenging as the current iterative process of ANN training. Here it is shown that it is not necessary to do that.

### 3.1 Cross-Validation

In the 1990s, scientists G. Cybenko [29] and Hornik et al. [28, 30] theoretically demonstrated that an SLFN, Fig. 1a, with a finite and sufficient number of hidden neurons, has universal approximation properties. They recommend that the activation function be monotonic increasing, limited in its output value and that it be continuous. Based on this, and unlike other types of models (i.e. polynomials), ANNs can adjust the experimental noise, confusing it with the signal of interest. That is why in the training of ANN a control of the quality of the adjustment must be kept, which is accomplished using cross-validation [45].

Cross-validation is carried out by splitting the experimental data set into two: a training set and a validation set. The proportion in which these two sets should be divided is done in a heuristic manner and a proportion of 80% is recommended for training data and the complement for validation and/or testing. The training set is used to adjust the parameters, while the validation set is used to test the quality of the adjustment. The most used optimality criterion to evaluate the performance of an ANN during training is to minimize the mean squared error (MSE).

In this paper, it is proposed to continue using cross-validation to control the quality of the adjustment. Unlike most jobs in the ANN field, the coefficient of determination (Eq. 17) is used as a control parameter in training, instead of the MSE:

$$R^2 = \frac{SSR}{SST} = 1 - \frac{SSE}{SST}$$  \hspace{2cm} (17)

where $SSE$ is the sum square error that depends on the parameters of the FFNN and is obtained from Eq. (5), $SST$ is the total sum square and is a constant that represents the total variation of the response data $\left( SST = \sum_{i=1}^{m} t_i^2 - \left( \sum_{i=1}^{m} t_i \right)^2 / m \right)$. Thus, there are two values of $R^2$: one calculated with the training set and another with the validation set.

Additionally, to control the excessive inclusion of parameters to the model, as is done in linear regression, the adjusted determination coefficient, $R_{adj}^2$, which punishes the inclusion of parameters is used:

$$R_{adj}^2 = 1 - \tau \cdot (1 - R^2)$$  \hspace{2cm} (18)

where $\tau$ is the control that punishes the inclusion of parameters and for both the training set and the validation set, for practical reasons, here it is taken as:

$$\tau = \frac{m_t - 1}{m_t - n_2 - 1}$$  \hspace{2cm} (19)

where $m_t$ is the number of experimental data used in the training set. There are also two values of $R_{adj}^2$: one calculated with the training set and another with the validation set.

These parameters are chosen because they represent standardized measures in [0, 1]. $R^2$ is a measure related to $SSE$ and $R_{adj}^2$ is a measure related to $MSE$. Now the question is...
Fig. 2 Surfaces used to obtain simulated data in SLFN training. a Surface of the Gaussian function, and b surface of the function similar to an egg carton

which of all these parameters serves as a criterion for choosing the number of neurons in the hidden layer, $n_2$? The answer is given in the results section.

3.2 Study Data

Here we work with simulated data to which an amount of experimental noise is added (20% of its amplitude in the working region). Simulated data have been chosen in order to have control over the study of the quality of the approximations since they can be compared with real data. The selected surfaces are presented in the following figure:

The first is a Gaussian surface that has a bulge in the center (Fig. 2a), and the second is a function that has several valleys and ridges similar to an egg carton (Fig. 2b). These functions have been chosen as a standard case to test the performance and generalization of an SLFN. This gives a better perspective of the generalization of an SLFN because the level of noise added to the data can be controlled, which is very difficult with real data. The objective is to verify that the network trained by the proposed method can reconstruct the original surfaces and filter out the added noise, resulting in a high capacity for generalization.

4 Results

The experimental results performed with the SOS training method are presented. The performance of the SOS method is measured using the simulated data from the surfaces shown in Fig. 2. All results are obtained with the structure SLFN { 2, $n_2$, 1 }, using an activation function $\tanh(x)$ in the hidden layer and identity activation function in the output layer. All experiments were carried out in the Matlab R2015a® environment, which runs on an HP ProBook 4540 s laptop with Intel (R) Core (TM) i5-3210 M processor, CPU @ 2.50 GHz, 8 GB of RAM, and a Windows 7 to 64-bit operating system.
To show the benefits of the SOS method, simulated data from the surfaces of Fig. 2 were used. The training data consisted of 580 randomly sampled points within the same region of independent variables \((x, y)\) shown in Fig. 2. These values form the matrix of inputs \(X \in \mathbb{R}^{580 \times 2}\) in Eqs. (7) and (16). The value of the response variable consisted of the value of the function, \(z(x, y)\), plus an experimental noise of 20\% with respect to the amplitude of the corresponding surface of Fig. 2. These values form the target vector \(T \in \mathbb{R}^{580 \times 1}\) in Eq. 16. The set of 580 experimental points was split into two groups: one for training and one for validation. The training set consisted of \(m_t = 435\) experimental points (75\%) and the validation set consisted of \(m_v = 145\) experimental points. For SLFN training, all experimental data, both input and response variables, were scaled in the range \([-1, +1]\).

First, to demonstrate the speed, accuracy and generalization capacity of the SOS method, a comparison was made against the iterative training method incorporated into the Matlab® environment (trainlm). In both cases, an SLFN with structure \(\{2, 55, 1\}\) was chosen and the adjustable parameters of the network were randomized in the range \([-1, +1]\). The results of the reconstructed surfaces are shown in Fig. 3.

A different quality of reconstruction provided by each method is observed. The surfaces trained by SOS (Fig. 3a and c, left side) have a greater smoothness compared to surfaces iteratively trained by the native Matlab method (Fig. 3b and d, right side). This result demonstrates that the SOS training method provides results that can compete, in quality, with traditional iterative methods. Note that this result is not a stroke of luck since in the reconstruction of both surfaces, the experimental error has been adequately filtered. This is shown in the

**Fig. 3** Reconstruction of the surfaces by the SLFN. Surfaces obtained with SOS training (a and c) and surfaces obtained with Matlab training (trainlm) (b and d). Each SLFN has a topology \(\{2, 55, 1\}\)
Table 1: ANN's performance parameters in surface reconstruction. $R^2$ for training data set.

| Function | SOS Time (s) | $R^2$ | Matlab (trainlm) Time (s) | $R^2$ |
|----------|--------------|-------|---------------------------|-------|
| Fig. 2a  | 0.0019       | 0.8990| 0.2842                    | 0.9225|
| Fig. 2b  | 0.0021       | 0.9306| 0.3165                    | 0.9669|

graphs (lower right corner) of the response predicted by the network against the experimental response, where it is observed that the noise has been adequately filtered. It is also observed that the SLFN trained by SOS has generalization capacity since the validation set data (red crosses) have been properly estimated and the experimental error has been filtered.

Table 1 shows a comparison of training times and the coefficients of determination of the training set for both methods (SOS and Matlab) on both surfaces. The processing time is at least 150 times shorter for SOS training than with the iterative training that Matlab uses. It should be noted that the codes used by Matlab are highly optimized, while the codes used in the SOS method are not. Matlab adjustments have higher coefficient determination values; however, this does not mean that the predictions are better quality, as seen in the reconstruction of the surfaces in Fig. 3a and b. A very high value of $R^2$ of the training set could indicate that there is overfitting.

Thus, the SOS method, compared to the iterative method, is practically instantaneous, provides very acceptable quality results, and results with generalization capabilities are achieved in a single step.

4.2 Effect of Hidden Neurons on FFNN Performance

By having a practically instantaneous training method, studies can now be done in which the number of neurons in the hidden layer is varied and the quality of the SLFN performance is observed through the coefficient of determination ($R^2$). The number of hidden neurons can vary, from 1 to $m - 1$, either by sequential scanning or sporadic scanning (increments greater than 1). This type of study was difficult to carry out with iterative training due to slow training.

Figure 4 shows the evolution of the coefficient of determination as a function of the number of neurons in the hidden layer. The evolution is shown only up to 150 neurons, since with a very large number of neurons, the quality of the reconstruction begins to deteriorate, as can be seen on the right side of Fig. 4a.

As shown in Fig. 4, the coefficients of determination vary when the number of hidden neurons increases though in general the following is observed:

1. The coefficient of determination of the training set, $R^2_{\text{train}}$, in the blue square curve is always increasing and approaches 1 when the number of hidden neurons tends to $m_t - 1$. This parameter does not provide a valid criterion for obtaining the optimal structure of the SLFN.

2. The adjusted determination coefficient of the training set, $R^2_{\text{adj.train}}$, in the curve of cyan-colored points (triangle down) begins to increase rapidly until it reaches a maximum and then decreases smoothly but in the end, it decreases rapidly. For the cases shown, these maximum values are reached at 201 and 214 hidden neurons respectively, $N^*_{\text{adj.train}}$. This parameter could provide a valid criterion for obtaining the optimal structure of the
SLFN, but it is discarded because they are relatively high values that are in the overfitting zone.

3. The coefficient of determination of the validation set, $R^2_{val}$, in the curve of red-colored points (triangle up) begins to increase rapidly until reaching a maximum then decreases smoothly, but eventually decreases rapidly with somewhat erratic behavior. For the cases shown, these maximum values are reached in 78 and 91 hidden neurons respectively, $N^*_{val}$. This parameter could provide a valid criterion for obtaining the optimal structure of the SLFN.

4. The adjusted determination coefficient of the validation set, $R^2_{adj, val}$, in the magenta dot curve starts increasing rapidly until reaching a maximum, then decreases smoothly, but in the end, it decreases rapidly and somewhat erratically. For the cases shown, these maximum values are reached in 71 and 91 hidden neurons respectively, $N^*_{adj, val}$. This parameter could provide a valid criterion for obtaining the optimal structure of the SLFN.

5. The coefficient of determination of the actual data, $R^2_{real}$, in the green asterisk curve is an additional parameter that has been used here to compare the quality of the prediction with the real data. It is obtained according to Eq. (17), only that the value of the sum of squares
of the error, \( SSE \), is calculated between the differences of the real value without noise and the value predicted by the network. It should be mentioned that, in a practical case, the actual value without noise is unknown. However, in this theoretical study, where simulated data is used, it is known and can be used to determine the parameter that best qualifies the evolution of the SLFN. This parameter starts increasing rapidly until it reaches a maximum, after which it decreases smoothly but in the end, it decreases rapidly and somewhat erratically. Where there is a maximum value in \( R_{val}^2 \) the best structure of the SLFN is reached, \( n_2^* = N_{real}^* \). For the cases shown, these maximum values are reached at 71 and 90 hidden neurons respectively, \( N_{real}^* \).

6. In general, it has been observed that the maximums are related as follows: \( N_{adj,train}^* \geq N_{val}^* \). The question here is which of the parameters \( N_{adj,train}^*, N_{val}^*, \) or \( N_{adj,val}^* \) is closest to \( N_{real}^* \) and provides the optimal SLFN structure? The following section presents a statistical study to answer this question.

### 4.3 Appropriate Criteria to Select the Best Network

It is known that the optimal value of neurons in the hidden layer should be as close to \( N_{real}^* \) as it is where the SLFN predictions best approximate the real (unknown) surface. From the results obtained in Fig. 4, it can be seen that both \( N_{adj,val}^* \) and \( N_{val}^* \) are close to \( N_{real}^* \), but are found sooner or later. The \( N_{adj,train}^* \) is not an option because it is well above \( N_{real}^* \). The question is which of \( N_{adj,val}^* \) or \( N_{val}^* \) is closest to \( N_{real}^* \) and represents the best criterion for choosing the optimal number of neurons in the hidden layer?

In order to determine the best criteria to obtain an optimal structure of the SLFN, a series of 20 simulations were carried out under different conditions. The type of surface, the amount of data, the proportion used for the training set, and the proportion of noise with respect to the amplitude of the signal were modified. In each simulation, the number of neurons where there is a maximum in the coefficients of determination was determined: validation, \( N_{adj,val}^* \), adjusted validation, \( N_{adj,val}^* \), and real, \( N_{real}^* \). The results of the 20 simulations are shown in Table 2.

It is observed that on average \( N_{adj,val}^* \leq N_{val}^* \leq N_{real}^* \) (52.30 < 55.10 < 58.25); however, these data have a certain degree of dispersion, and although they appear different, they can be statistically equal. To verify the similarity of this information, the results of \( N_{adj,val}^* \) and \( N_{val}^* \) are contrasted against \( N_{real}^* \) with \( t\)-student tests for the means of two paired samples. It has been found that \( N_{adj,val}^* \) is statistically different from \( N_{real}^* \) \( (p = 0.0034) \) and that \( N_{val}^* \) is statistically the same as \( N_{real}^* \) \( (p = 0.1019) \).

In this way, it is concluded that in practice the optimal number of neurons in the hidden layer is equal to that in which there is a maximum in \( R_{val}^2 \), that is, \( n_2^* = N_{val}^* \). In general, it has been found that any number of hidden neurons, \( n_2 \), between \( N_{adj,val}^* \) and before \( N_{adj,train}^* \) gives good results.

This learning method, as it is NOT iterative, requires very short training times and reaches a global minimum where the network has the ability to generalize. Thus, we already have a general training methodology with well-defined criteria to determine the optimal number of neurons in the hidden layer, which solves the inconvenience of the different local minima and the long training times, resulting in a great incentive for the use of SLFN.

### 4.4 Effect of Under- and Overtraining

Based on the determination coefficient of the validation set in Fig. 4 (curve of the red-colored triangle up), it is observed that there are very bad values of \( R_{val}^2 \) many neurons before and
Table 2  Experimental scenario with 20 simulations under different training conditions of an SLFN of structure \( \{2, n^*_2, 1\} \)

| Case | Surface | # Data | % Train | % Noise | \( N^*_\text{val} \) | \( N^*_\text{adj, val} \) | \( N^*_\text{real} \) |
|------|---------|--------|---------|---------|-----------------|-----------------|-----------------|
| 1    | b       | 1000   | 90      | 5.00    | 56              | 56              | 52              |
| 2    | a       | 200    | 50      | 30.00   | 34              | 34              | 58              |
| 3    | b       | 1000   | 50      | 5.00    | 45              | 45              | 46              |
| 4    | a       | 1000   | 90      | 5.00    | 89              | 89              | 90              |
| 5    | a       | 1000   | 50      | 30.00   | 65              | 54              | 71              |
| 6    | b       | 1000   | 70      | 17.50   | 55              | 55              | 57              |
| 7    | b       | 600    | 70      | 30.00   | 48              | 35              | 41              |
| 8    | a       | 600    | 50      | 5.00    | 85              | 80              | 83              |
| 9    | b       | 400    | 70      | 17.50   | 50              | 50              | 57              |
| 10   | a       | 600    | 70      | 23.75   | 69              | 69              | 69              |
| 11   | b       | 200    | 50      | 30.00   | 46              | 46              | 46              |
| 12   | a       | 200    | 90      | 30.00   | 56              | 29              | 46              |
| 13   | b       | 600    | 70      | 17.50   | 60              | 60              | 60              |
| 14   | a       | 600    | 70      | 17.50   | 57              | 57              | 67              |
| 15   | b       | 600    | 70      | 17.50   | 35              | 35              | 34              |
| 16   | b       | 600    | 70      | 17.50   | 59              | 59              | 54              |
| 17   | a       | 600    | 70      | 17.50   | 59              | 59              | 63              |
| 18   | a       | 200    | 90      | 30.00   | 21              | 21              | 38              |
| 19   | a       | 600    | 50      | 5.00    | 82              | 82              | 90              |
| 20   | b       | 200    | 90      | 30.00   | 31              | 31              | 43              |

after the optimal value, \( N^*_\text{val} \). This is because before reaching \( N^*_\text{val} \), the SLFN does not have enough neurons in the hidden layer that capture the general topology of the response, giving rise to an underfitting effect. On the other hand, long after reaching \( N^*_\text{val} \), the SLFN has a surplus number of neurons in the hidden layer that are able to capture the general topology of the response along with the experimental error, giving rise to an overfitting effect. At this stage, the network does not differentiate between the original data and the experimental noise.

The effect of the number of hidden neurons on the predicted response is shown in Fig. 5. Figures 5a and b show the reconstruction of the surfaces by the network trained with an optimal number of neurons (78 and 91 respectively for each surface). Figures 5c and d show the reconstruction with an amount of neurons well below the optimum (25 neurons per surface). Figures 5e and f show the reconstruction with an amount of neurons well above the optimum (130 for each surface). In Figs. 5a and b, it is observed that the reconstruction is excellent because there is an optimal number of neurons in the hidden layer. In Figs. 5c and d, a poor reconstruction of the surfaces is observed because there are not enough neurons in the hidden layer of the SLFN; however, although the structure is not enough, the network tries to capture the overall shape from the surface. In Figs. 5e and f a poor reconstruction of the surfaces is observed because there is an excessive number of neurons in the hidden layer, and its prediction has involuntarily captured the experimental error. The latter can be corroborated using the graphs of predictions against reals where the training points (in blue)
Fig. 5 Reconstructed surfaces that show the effect that the number of hidden neurons has on prediction quality. An SLFN with topology \{2, n_2,1\} was used where \(n_2\) is: a 78, b 91, c 25, d 25, e 130 and f 130

are very well placed on the 45° line, but the validation crosses (in red) begin to leave the 45° line. Note that in all cases the SOS training filters the data noise in the first instance.

After analyzing the effect of excessive numbers of neurons in the hidden layer, it can be seen that in Fig. 3b there is a corrugated effect on the surface, which is due more to the excess of neurons used in the training than to poor training by the iterative method used in Matlab. Thus, this corrugated effect is due to the excess of neurons in the hidden layer and is independent of the training method. This corrugated effect, due to excess hidden neurons, had not been shown in previous ANNs work.
4.5 Expanding Training to Multiple Responses

When there are several output responses, the iterative ANN training with the delta rule (backpropagation) is obtained by minimizing the total error function (Eq. 20) which is the sum of the error functions of each response (Eq. 5):

$$
e(w) = SSE = \sum_{i=1}^{m} \sum_{j=1}^{n_3} (t_{i,j} - y_{i,j}^3)^2 = trace\left(\left( T - \hat{y}^3 \right)^T \cdot \left( T - \hat{y}^3 \right)\right)$$

where $trace(\cdot)$ is the trace function of the matrix (sum of the elements of the main diagonal); therefore, Eq. (6) changes to matrix form as:

$$y^3 = \left[1 \ y^2\right] \cdot W^2 \in \mathbb{R}^{m \times n_3}$$

where $W^2 \in \mathbb{R}^{(n_2+1) \times n_3}$. All other equations remain the same. Equation (20) poses a total error function that is the contribution of all responses and, being minimized, assigns the same importance to each response. This can be considered wrong since not all responses have the same degree of structural complexity. An ANN trained in this way can provide little importance to a structurally complex response and much importance to a structurally smooth response, resulting in a poor ANN.

We find that each response has a different degree of importance that depends primarily on the topology of the response and therefore needs a different number of hidden neurons. A complex response with several ridges and valleys requires a network with a greater number of hidden neurons than a soft response with a single crest and/or valley. In this way, it is proposed to train a network and measure the quality of the prediction independently in each response. This had never been proposed before because iterative methods are very time-consuming, and if that were added during the ANN training for each response, then it would be a very reckless proposal. However, in the context of SOS training, this is a very appropriate proposal since consumes additional time only to calculate the $R^2_{val}$ for each response. In this way, Eq. (16), due to multiple responses, is transformed into

$$W^{2*} = \left( \left[ 1 \ y^2 \right]^T \cdot \left[ 1 \ y^2 \right] \right)^{-1} \cdot \left[ 1 \ y^2 \right]^T \cdot T \in \mathbb{R}^{(n_2+1) \times n_3}$$

where each column vector of matrix $W^{2*}$ corresponds to the parameters of each response variable as if they had been trained separately. As can be seen in Eq. (22), for a given number of hidden neurons training does not take more time than would be used for a single response. To determine the optimal number of neurons for each response, start with a neuron in the hidden layer. Parameters $W^1$ are assigned stochastically and using Eq. (22), the optimized $W^{2*}$ are obtained. A scan is done by moving the hidden neurons sequentially one at a time or in larger increments from 1 to $m_t - 1$, and in each step the $R^2_{val}$ is calculated for each response. With each neuron that is added, the $W^1$ matrix also grows in a column and the $W^{2*}$ matrix grows in a row. However, a stochastic column vector is added to the matrix $W^1$ (the preceding columns are kept unchanged), while the matrix $W^{2*}$ is completely renewed from Eq. (22). At the end of the scan, there is the number of hidden neurons where each response separately has the maximum value of $R^2_{val}$. These $N^*_val$ values represent the neurons necessary for that response, and the final SLFN is reconstructed with these values. For example, if the first response requires 30 neurons and the second requires 50 neurons, then $W^1$ is stochastically assigned with 30 columns and using Eq. (16) the column vector $W^{2*,1} \in \mathbb{R}^{31 \times 1}$ is calculated.
using the data from the first response and then increased with 20 zeros at the end to complete the rows of $W^{2*1} \in \mathbb{R}^{51 \times 1}$. Then 20 stochastic column vectors are added to the end of the matrix $W^1$ and using Eq. (16), the column vector $W^{2*2} \in \mathbb{R}^{51 \times 1}$ is calculated using the data from the second response. In the end, the augmented matrix $W^2 = \begin{bmatrix} W^{2*1} & W^{2*2} \end{bmatrix} \in \mathbb{R}^{51 \times 2}$ is reconstructed and together with $W^1$ they form the optimized structure of an SLFN. When we simulated multiple responses using the surfaces studied here (Fig. 2), we obtained practically the same results as presented in Figs. 5a and b.

Moreover, we have applied the SOS procedure to the 60,000 data from the MNIST database (Modified National Institute of Standards and Technology) [46], and have achieved good results. We used 36,000 randomly chosen data for the training set and the rest for validation; an SLFN $\{784, 7451, 10\}$ was obtained, which only fails in 2.72% of the 10,000 data in the test set. The significant results from the training are shown in Table 3 below. Each digit (0–9) presents a different number of $N_{opt}$ (optimal number of active hidden nodes), e.g., the digit 1 exhibits the highest number of active nodes. In contrast, digit 9 has the fewest number of active nodes, and it could be said that digit 1 presents a more significant difficulty compared to digit 9 to be classified in an adequate way because it requires more hidden nodes, and this translates to having a model with more parameters involved. Furthermore, it is hypothesized that manipulating and preprocessing the dataset can improve the quality of the prediction, without having to use proprietary DNN techniques (filters).

### 4.6 Final Procedure for SOS training

The proposed SOS procedure for training and determining the optimal architecture of an SLFN with the structure $\{n_1, n_2, n_3\}$, is as follows:

1. Experimental data variables are scaled in the range $[-1, +1]$.
2. An initial number of hidden neurons is assigned, $n_2 \geq 1$.
3. The $W^1$ parameters are initialized randomly in a suitable range such that the left inverse matrix of $\begin{bmatrix} 1 & y^2 \end{bmatrix}$ moving away from containing linearly dependent columns. Naturally, the parameters are initialized in a range of $[-1, +1]$, but that does not guarantee the above. We have found that good results are achieved in the independence of the columns when the amplitude of the weights is chosen in a range which is inversely proportional to the number of entries, $n_1$, but this is only a preliminary result.
4. The neuron outputs of the hidden layer of the training set are calculated from Eq. 7:
   \[
   y^2 = \tanh\left( \begin{bmatrix} X_{train} & 1 \end{bmatrix} \cdot W^1 \right) \in \mathbb{R}^{m \times n_2}
   \]
5. The parameters optimized to the last layer of the training set are calculated from Eq. (22):
   \[
   W^{2*} = \left( \begin{bmatrix} 1 & y^2 \end{bmatrix}^T \cdot \begin{bmatrix} 1 & y^2 \end{bmatrix} \right)^{-1} \cdot \begin{bmatrix} 1 & y^2 \end{bmatrix}^T \cdot T_{train}
   \]
6. The coefficient of determination of the validation set for each response is calculated from Eq. (17):
   \[
   R^2_{val} = 1 - \frac{SSE_{val}}{SST_{val}}
   \]
Table 3 Results of an SLFN \([784, 7451, 10]\) trained with the SOS method using 36,000 data from the MNIST database

| Digit | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $R^2_{train}$ | 0.9506 | 0.9578 | 0.9108 | 0.8931 | 0.9112 | 0.8926 | 0.9456 | 0.9021 | 0.8787 | 0.8466 |
| $R^2_{adj.train}$ | 0.9361 | 0.9438 | 0.8871 | 0.8642 | 0.8827 | 0.8629 | 0.9285 | 0.8796 | 0.8445 | 0.8122 |
| $R^2_{val}$ | 0.9029 | 0.9231 | 0.8297 | 0.7984 | 0.8341 | 0.8020 | 0.8823 | 0.8444 | 0.7709 | 0.7605 |
| $R^2_{adj.val}$ | 0.8744 | 0.8977 | 0.7844 | 0.7437 | 0.7807 | 0.7473 | 0.8451 | 0.8087 | 0.7063 | 0.7067 |
| $N_{opt}$ | 6801 | 7451 | 6301 | 6401 | 7301 | 6501 | 7201 | 5601 | 6601 | 5501 |
| Fails | 8 | 10 | 40 | 26 | 26 | 24 | 20 | 44 | 31 | 43 |
| Total cases | 980 | 1135 | 1032 | 1010 | 982 | 892 | 958 | 1028 | 974 | 1009 |
The $SSE_{val}$ is obtained when the network is evaluated using the validation set by adding the elements from the main diagonal of $\left( T_{val} - y^3 \right)^T \cdot \left( T_{val} - y^3 \right)$.

7. Save the pairs $\{ n_2, R^2_{val} \}$ from each of the responses.
8. Increase the number of neurons in the hidden layer, $n_2$, and repeat the process from step 3. The number of hidden neurons can be moved from 1 to $m_t - 1$. The change can be done sequentially one by one or by blocks, but it is necessary to increase it.
9. Find the optimal number of neurons in the hidden layer, $n_2 = N_{val}^*$ that corresponds to the highest value of $R^2_{val}$ for each of the responses.
10. If there is more than one response at the end of the scan, reconstruct the amputated matrix, $w^{2*}$, as indicated in the previous section.

When there are several hidden layers, all the parameters between them are assigned stochastically and only the weights of the last layer are calculated using Eq. (22). Different strategies can be applied to move the number of neurons in each hidden layer; the most common is to move them in the same way in each layer.

5 Conclusions

Finally, a training algorithm has been presented with well-defined criteria to determine the optimal number of neurons in the hidden layer, which solves the inconvenience of the different local minimums and the long training times, resulting in a very good incentive for the use of ANN. For a large number of problems, the method can be implemented on any personal computer, as long as it has the processing capacity to evaluate the inverse matrix that appears in Eq. (22), which becomes tedious when you have a very large data set.

The SOS method, compared to the iterative method, is practically instantaneous, yields very acceptable quality results and results with generalization capabilities are achieved in a single step. It has been found that the optimal number of neurons in the hidden layer is equal to that in which there is a maximum in $R^2_{val}$, for a particular output response. In general, it has been found that any number of hidden neurons, above $N_{adj,val}^*$ and before $N_{adj,train}^*$ gives good results. Besides, even when the number of neurons is above or below the optimal number required, the SOS method always tends to generalize (filters the noise).

The number of neurons in the hidden layer can be searched by scanning from 1 to before number of data with increments of one or greater than one. For problems with multiple responses, the scan provides the optimal number of neurons required for each response (according to its structural complexity) by generating an amputated matrix of weights towards the responses without detriment to the rapidity of the method.

The SOS method yields an optimal number of neurons in the hidden layer, which is greater than that which would be found using a traditional iterative method. However, with the iterative method, it is not practical to implement a scan search. The excessive number of neurons in the hidden layer causes a corrugated prediction quality and is independent of the training method. This corrugated effect, due to excess hidden neurons, had not been shown in previous ANN work. To avoid the linear dependence of the column vectors in the response matrix of the hidden layer, it is recommended to assign the random weights to the hidden layer in a range of amplitude inversely proportional to the number of entries in the network.
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