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Abstract

Existing global convergence guarantees of (stochastic) gradient descent do not apply to practical deep networks in the practical regime of deep learning beyond the neural tangent kernel (NTK) regime. This paper proposes an algorithm, which is ensured to have global convergence guarantees in the practical regime beyond the NTK regime, under a verifiable condition called the expressivity condition. The expressivity condition is defined to be both data-dependent and architecture-dependent, which is the key property that makes our results applicable for practical settings beyond the NTK regime. On the one hand, the expressivity condition is theoretically proven to hold data-independently for fully-connected deep neural networks with narrow hidden layers and a single wide layer. On the other hand, the expressivity condition is numerically shown to hold data-dependently for deep (convolutional) ResNet with batch normalization with various standard image datasets. We also show that the proposed algorithm has generalization performances comparable with those of the heuristic algorithm, with the same hyper-parameters and total number of iterations. Therefore, the proposed algorithm can be viewed as a step towards providing theoretical guarantees for deep learning in the practical regime.

1 Introduction

The pursuit of global convergence guarantee has been one of the important aspects of optimization theory. However, ensuring global convergence is notoriously hard for first-order optimization algorithms used to train deep neural networks (Goodfellow, Bengio, and Courville 2016). Recently, some progress has been made on understanding the optimization aspect of overparametrized neural networks. Overparametrized neural networks can be trained to have zero training errors, interpolating all the training data points, and are recently shown to have global convergence guarantees in theoretical regimes (Li and Li 2016; Soltanolkotabi, Javanmard, and Lee 2018; Kawaguchi and Huang 2019; Daniely 2019; Bresler and Nagaraj 2020; Montanari and Zhong 2020; Bubeck et al. 2020). These studies open up an insightful direction leading to the understanding of the optimization aspect of deep learning.

However, there is still a significant gap between theory and practice. In applications such as computer vision, speech and natural language, a major reason for the success of deep learning in practice is its ability to learn representations with multiple levels of abstraction during training, as explained by LeCun, Bengio, and Hinton (2015). In contrast, special types of neural networks studied in previous theories with global convergence guarantees are not allowed to learn representation during training, as the neural tangent kernels are approximately unchanged during training. Indeed, such special neural networks without the capability to learn representation are considered to have limitations compared to those with the capability (Wei et al. 2019; Chizat, Oyallon, and Bach 2019; Yehudai and Shamir 2019). Furthermore, the set of neural networks studied by previous theories have not yet practical deep neural networks used in practice with good generalization performances (Kawaguchi, Kaelbling, and Bengio 2017; Poggio et al. 2017).

In this work, we propose a two-phase method to modify a base algorithm such that the modified algorithm enables practical deep neural networks to learn representation while having global convergence guarantees of all layers under verifiable conditions. Our global convergence guarantees are applicable to a wide range of practical deep neural networks, including deep convolutional networks with skip connection and batch normalization. For example, the verifiable conditions for global convergence guarantees are shown to be satisfied by both fully connected deep neural networks and deep residual neural networks (ResNets) with convolutional layers. Our main contributions can be summarized as:

- We propose a novel algorithm that turns any given first-order training algorithm into a two-phase training algorithm.
- We prove that the resulting two-phase training algorithms find global minima for all layers of deep neural networks, under the expressivity condition.
- The condition for global convergence is verified theoretically for fully connected networks with last hidden layer being wide (as the number of training data points) and all other hidden layers being narrow (as the input dimension).
- The condition for global convergence is verified numerically for the deep (convolutional) ResNet with batch-normalization on various standard datasets.

*Equal contribution
• We compare the standard training algorithm (SGD with momentum) and the two-phase version of it with the same hyperparameters and total iterations. The two-phase version is shown to preserve the practical generalization performances of the standard training while providing global convergence guarantees.

2 Related work
In this section, we discuss related studies and their relationships with the contributions of this paper.

Over-parameterization Over-parameterization has been shown to help optimization of neural networks. More concretely, over-parameterization can remove suboptimal local minima (Soudry and Carmon 2016) and improve the quality of random initialization (Safran and Shamir 2016). Furthermore, gradual over-parameterization (i.e., gradually increasing the number of parameters) is recently shown to improve steadily the quality of local minima (Kawaguchi, Huang, and Kaelbling 2019). The extreme over-parameterization that requires the number of neurons to approach infinity is used to prove global convergence (Mei, Montanari, and Nguyen 2018 [Mei, Missakiewicz, and Montanari 2019] [Chizat and Bach 2018] [Dou and Liang 2020] [Wei et al. 2019] [Fang et al. 2019]). Polynomial degrees of over-parameterization are also utilized for global convergence in the lazy training regime.

Neural tangent kernel and lazy training It was shown that neural networks under lazy training regime (with a specific scaling and initialization) is nearly a linear model fitted with random features induced by the neural tangent kernel (NTK) at random initialization. Accordingly, in the lazy training regime, which is also called the NTK regime, neural networks provably achieve globally minimum training errors. The lazy training regime is studied for both shallow (with one hidden layer) and deep neural networks and convolutional networks in previous studies (Zou et al. 2020) [Li and Liang 2018] [Jacot, Gabriel, and Hongler 2018] [Du et al. 2019] [Wei et al. 2019] [Fang et al. 2020].

Lazy training and degree of overparametrization The global convergence guarantee in the lazy training regime was first proven by using the significant overparametrization that requires the number of neurons per layer to be large polynomials in the number of data points (Li and Liang 2018) [Soltaninejad, Javanmard, and Lee 2018]. Later, the requirement on the degree of over-parametrization has been improved to a small polynomial dependency (Kawaguchi and Huang 2019) [Bresler and Nagaraj 2020]. Furthermore, for two-layer networks with random i.i.d. weights and i.i.d. input data, the requirement was reduced to the number of training data points divided by the input dimension up to log factors, which is the optimal order in theory (Daniely 2019 [Montanari and Zhong 2020] [Bubeck et al. 2020]).

Beyond lazy training regime However, it has been noted that neural networks in many real-world applications have weight parameters trained beyond the lazy training regime, so that the learned features have better expressive power than random features (Yehudai and Shamir 2019) [Choromanska et al. 2019] [Arora et al. 2019b]. Accordingly, a series of studies have demonstrated that the lazy training perspective of neural networks is not enough for understanding the success of deep learning (Wei et al. 2019) [Chizat, Oyallon, and Bach 2019] [Yehudai and Shamir 2019]. Indeed, there are also previous works for the regime beyond the lazy training (Kawaguchi 2016) [Kawaguchi and Bengio 2019] [Jagtap, Kawaguchi, and Karniadakis 2020] [Jagtap, Kawaguchi, and Em Karniadakis 2020]. To overcome the weakness of lazy training, in this work, we present a novel method to use learned representation with a learned neural tangent kernel, instead of standard lazy training that use almost the random initialized neural tangent kernel. Our experiments on multiple ML benchmark datasets show empirically that our two-phase training method achieves comparable generalization performances with standard SGD training.

Relation to this paper Unlike previous work on the lazy training regime that use the NTK at random initialization, we allow the NTK to change significantly during training, to learn features and representation. In terms of the degree of overparametrization, the results in this paper achieve the linear order (in the number of training data points) without the assumptions of the i.i.d. weights and i.i.d random input. Our results are also applicable for deep neural networks in practical settings without degrading the generalization performances. On the other hand, this paper further shows that the study of lazy training regime is also useful to understand the new two-phase training algorithm. Thus, we hope that the proposed two-phase training algorithm becomes a bridge between practice and theory of neural tangent kernel.

3 Model
In this paper, we consider the empirical risk minimization problem. Let \( \{(x_i, y_i)\}_{i=1}^n \) be a training dataset of \( n \) samples where \( x_i = \{x_i^d\}_{d=1}^D \) and \( y_i \in \mathcal{Y} \) are the set of training inputs and target outputs, with \( x_i \in \mathcal{X} \subseteq \mathbb{R}^{m_x} \) and \( y_i \in \mathcal{Y} \subseteq \mathbb{R}^{m_y} \). Let \( \ell : \mathbb{R}^{m_y} \times \mathcal{Y} \rightarrow \mathbb{R}_{\geq 0} \) be the loss of each sample that measures the difference between the prediction \( f(x_i, w) \) and the target \( y_i \). The goal of empirical risk minimization is to find a prediction function \( f(\cdot; w) : \mathbb{R}^{m_x} \rightarrow \mathbb{R}^{1 \times m_y} \), by minimizing

\[
L(w) = \frac{1}{n} \sum_{i=1}^n \ell(f(x_i, w)^T, y_i)
\]

where \( w \in \mathbb{R}^d \) is the parameter vector that contains all the trainable parameters, including the weights and bias terms of all layers of deep neural networks. We define \( w_{(l)} \in \mathbb{R}^{d_l} \) to be the vector of all the trainable parameters at \( l \)-th layer. For any pair \((r, q)\) such that \( 1 \leq r \leq q \leq H+1 \), let \( w_{(r,q)} = [w_{q}^T, \ldots, w_{r}^T]^T \in \mathbb{R}^{d_{r,q}} \) where \( w_{(r,q)} = w_{(r)} \) when \( r = q \).

With this notation, we can write \( w = w_{(1:H+1)} \).

Here, \( f(x, w) \) represents the pre-activation output of the last layer of a neural network for a given \((x, w)\). Then the output over all data points is \( f_X(w) = \)
\[ f(x_1, w)^T \ldots f(x_n, w)^T \in \mathbb{R}^{n \times m_y}. \] The pre-activation of the last layer is an affine map given by
\[ f_X(w) = h_X^{(H)} W^{(H+1)} + b^{(H+1)}, \]
where \( W^{(H+1)} \in \mathbb{R}^{m_{H} \times m_y} \) and \( b^{(H+1)} \in \mathbb{R}^{1 \times m_y} \) are the weight matrix and the bias term at the last layer. Here,
\[ h_X^{(H)} = h_X^{(H)}(w_{(1:H)}) \in \mathbb{R}^{n \times m_H} \]
is the matrix that contains the outputs at the last hidden layer.

In order to consider layers with batch normalization, we allow the matrix that contains the outputs at the last hidden layer.

4 Algorithm

We now describe the two-phase method as a modification of any given first-order base algorithm. The modified algorithm is proven to have global convergence guarantee under verifiable conditions as shown in the next two sections. The base algorithm can be any given first-order algorithm, including both batch and stochastic algorithms, such as gradient descent and stochastic gradient descent with momentum and adaptive step-size.

The description of the algorithm is presented in Algorithm 1, where \( \eta_t \circ g^t \) represent the Hadamard product of \( \eta_t \) and \( g^t \). Here, \( g^t \) represents the rules of the parameter update that correspond to different base algorithms. For example, if we use the (mini-batch) stochastic gradient descent as the base algorithm, \( g^t \) represents the (mini-batch) stochastic gradient of the loss function with respect to \( w \) at the time \( t \).

The first phase of the training algorithm is the same as the base algorithm. Then a random Gaussian perturbation is added on all but last layer weights. After the random perturbation, the second training phase starts. In the second training phase, the base algorithm is modified to preserve the rank of the NTK at time \( \tau \) after random perturbation, as:
\[ \text{rank} (\mathbf{K}(w^k)) \geq \text{rank} (\mathbf{K}(w^\tau)), \quad \forall k = \tau, \tau + 1, \ldots, t \]
where the NTK matrix, \( \mathbf{K}(w) \in \mathbb{R}^{m_y \times m_y} \), is defined by
\[ \mathbf{K}(w) = \frac{\partial \text{vec}(f_X(w)^\top)}{\partial w} \left( \frac{\partial \text{vec}(f_X(w)^\top)}{\partial w} \right)^\top. \]
As two examples, the rank can be preserved by lazy training on all layer weights or by only training the parameters in the last layer in the second phase. In the next section, we will develop the global convergence theory for Algorithm 1.

5 Theoretical analysis

In this section, we prove that the parameter \( w^t \) in Algorithm 1 converges to a global minimum \( w^* \) of all layers under the expressivity condition. As a concrete example, we prove that fully-connected neural networks with softplus nonlinear activations and moderately wide last hidden layer satisfy the expressivity condition for all distinguishable training datasets. All proofs in this paper are deferred to Appendix.

Algorithm 1 Two-phase modification \( \mathcal{A} \) of a base algorithm with global convergence guarantees

1. **Inputs:** an initial parameter vector \( w^0 \), a time \( \tau \) and a base algorithm with updates sequence \((\eta_t)\) and learning rate sequence \((\eta_t)\).
2. **First training phase**
3. for \( t = 0, \ldots, \tau - 1 \) do
4. Update parameters: \( w^{t+1} = w^t - \eta_t \circ g^t \)
5. **Random perturbation**
Add noise at time \( \tau \),
\[ w^{\tau}_1 \leftarrow w^{\tau}_{(1:H)} + \delta, \]
where the noise vector \( \delta = (\delta_1, \ldots, \delta_H) \in \mathbb{R}^{d_1:H} \) is sampled from a non-degenerate Gaussian distribution:
\[ \delta_h \sim \mathcal{N}(0, \sigma_h^2 I_{d_h}) \text{ for } h = 1, \ldots, H. \]
6. **Second training phase**
7. for \( t = \tau, \tau + 1, \ldots, t \) do
8. Update parameters: \( w^{t+1} = w^t - \eta_t \circ g^t \), where the learning rate \((\eta_t)_{t>\tau}\) is modified to satisfy the rank preserving condition: for \( k = \tau, \tau + 1, \ldots, t \),
\[ \text{rank} (\mathbf{K}(w^k)) \geq \text{rank} (\mathbf{K}(w^\tau)). \]

5.1 Expressivity condition

Making the right assumption is often the most critical step in theoretical analysis of deep learning. The assumption needs to be both weak enough to be useful in practice and strong enough for proving desired conclusions. It is often challenging to find the assumption with the right theory-practice trade-off, as typical assumptions that lead to desired conclusions are not weak enough to hold in practice, which contributes to the gap between theory and practice. We aim to find the right trade-off by proposing a data-architecture-dependent, time-independent, and verifiable condition called the expressivity condition as a cornerstone for global convergence results. The expressivity condition guarantees the existence of parameters that can interpolate all the training data.

**Assumption 1.** (Expressivity condition) There exists \( w_{(1:H)} \) such that \( \varphi(w_{(1:H)}) \neq 0 \), where \( \varphi(w_{(1:H)}) := \det ([h_X^{(H)}(w_{(1:H)}), 1_n]|h_X^{(H)}(w_{(1:H)}), 1_n]^\top) \).

In the expressivity condition, the map \( h_X^{(H)} \) depends on both architecture and dataset. Such dependency is essential for the theory-practice trade-off; i.e., we obtain a desired conclusion yet only for a certain class of pairs of dataset and architecture. We verify the expressivity condition in our experiments. The expressivity condition is also verifiable as demonstrated below.

5.2 Real analyticity

To prove the global convergence, we also require the function \( h_X^{(H)} \) to be real analytic. Since a composition of real analytic functions is real analytic, we only need to check whether each operation satisfies the real analyticity. The
convolution, affine map, average pooling, shortcut skip connection are all real analytic functions. Therefore, the composition of these layers preserve real analyticity.

We now prove that the batch normalization function is also real analytic. The batch normalization that is applied to an output $z$ of an arbitrary coordinate can be written by

$$
\text{BN}_{\gamma, \beta}(z) = \gamma \frac{z - \mu}{\sqrt{\sigma^2 + \epsilon}} + \beta.
$$

Here, $\mu$ and $\sigma^2$ depend also on other samples as $\mu = \frac{1}{|S|} \sum_{i \in S} z_i$ and $\sigma^2 = \frac{1}{|S|} \sum_{i \in S} (z_i - \mu)^2$, where $S$ is an arbitrary subset of $\{1, 2, \ldots, n\}$ such that $z \in \{z_i : i \in S\}$.

Then, the following statement holds:

**Proposition 1.** Batch normalization function $(z, \beta, \gamma) \rightarrow \text{BN}_{\gamma, \beta}(z)$ is real analytic.

We also require the activation function to be analytic. For example, sigmoid, hyperbolic tangents and softplus activations $\sigma(z) = \ln(1 + \exp(z))/\epsilon$ are all real analytic functions, with any hyperparameter $\epsilon > 0$. The softplus activation can approximate the ReLU activation for any desired accuracy as

$$
\sigma(x) \rightarrow \text{relu}(x) \text{ as } \epsilon \rightarrow \infty.
$$

Therefore, the function $h_X^{(H)}$ is real analytic for a large class of neural networks (with batch normalization) such as the standard deep residual networks [Le et al., 2016] with real analytic approximation of ReLU activation via softplus.

### 5.3 Global convergence

In the following, we assume that the loss function satisfies assumption 2.

**Assumption 2.** (Use of common loss criteria) For any $i \in \{1, \ldots, n\}$, the function $\ell_i : q \rightarrow \ell(q, y_i) \in \mathbb{R}_{\geq 0}$ is differentiable and convex, and $\nabla \ell_i$ is $L_\ell$-Lipschitz; i.e., $\|\nabla \ell_i(q) - \nabla \ell_i(q')\| \leq L_\ell \|q - q'\|$ for all $q, q' \in \mathbb{R}$.

Assumption 2 is satisfied by standard loss functions such as the squared loss $\ell(q, y) = \|q - y\|_2^2$ and cross entropy loss $\ell(q, y) = -\sum_k y_k \ln(\exp(q_k)/\sum_l \exp(q_l))$. Although the objective function $L : w \rightarrow L(w)$ used to train a neural network is non-convex in $w$, the loss criterion $\ell_i : q \rightarrow \ell(q, y_i)$ is often convex in $q$.

Before we state the main theorem, we define the following notation. Let $w^* \in \mathbb{R}^d$ be a global minimum of all layers; i.e., $w^*$ is a global minimum of $L$. Define $\nu = [0_{d_{l-1} H}^T 1_{d_H+1}^T]^T$ where $0_{d_{l-1} H} \in \mathbb{R}^{d_{l-1} H}$ is the column vector of all entries being zeros and $1_{d_H+1} \in \mathbb{R}^{d_{H+1}}$ is the column vector of all entries being ones. Let $R^2 = \min_{w_{(H+1)} \in Q} E[\|w_{(H+1)}^* - w_{(H+1)}^+\|_2^2]$ where $Q = \argmin_{w_{(H+1)}^+} L((w_{(1:1)}^+)^T, (w_{(1:H+1)}^+)^T)$. Now we are ready to state one of our main theorems.

**Theorem 1.** Suppose $H \geq 2$, assumptions 2 and 2 hold. Assume that the function $h_X^{(H)}$ is real analytic. Then, with probability one over a randomly sampled $d$, the following two statements hold:

(i) (Gradient descent) if $g^t = \nabla w_{(H+1)}^+ L(w^t)$ and $\eta_t = \frac{1}{t \nu}$ for $t \geq \tau$ with $L_H = \frac{R^2}{\nu} \sum_{i=1}^t \|h^{(H)}(x_i, w_{(1:H)}^1)\|^2_2$, then for any $t > \tau$, $L(w^t) - L(w^*) \leq R^2 L_H \frac{2(1-t)}{(t - \tau)}$.

(ii) (SGD) if $E[g^t | w^t] = \nabla w_{(H+1)}^+ L(w^t)$ (almost surely), $E[\|g^t\|^2]: \leq G^2$ and $\eta_t = \frac{\eta_0}{t^\gamma}$ for $t \geq \tau$ with $\eta_0 \in \mathbb{R}$ satisfying that $\eta_0 \geq 0$, $\sum_{t=\tau}^\infty \eta_t^2 < \infty$ and $\sum_{t=\tau}^\infty \eta_t = \infty$, then for any $t > \tau$,

$$
E[L(w^t)] - L(w^*) \leq R^2 + G^2 \frac{\sum_{k=\tau}^t \eta_t^2}{2\sum_{k=\tau}^\infty \eta_k^2},
$$

where $t^* \in \arg\min_{k \in \{\tau, \tau + 1, \ldots\}} L(w^k)$.

In particular, Theorem 1 part (ii) shows that if we choose $\eta_t \sim O(1/\sqrt{t})$, we have $\lim_{t \rightarrow \infty} \sum_{k=\tau}^t \eta_t^2 / \sum_{k=\tau}^\infty \eta_k^2 = 0$ and the optimality gap becomes

$$
E[L(w^t)] - L(w^*) = O(1/\sqrt{t}).
$$

### 5.4 Example

As a concrete example that satisfies all the conditions in theorem 1, we consider fully-connected deep networks using softplus activation with a wide last hidden layer. In the case of fully-connected networks, the output of the last hidden layer can be simplified to

$$
h_X^{(H)}(w_{(1:H)})_{ij} = h^{(H)}(x_i, w_{(1:H)})_{ij} \in \mathbb{R}, \quad (1)
$$

where $h^{(l)}(x_i, w_{(l)}) \in \mathbb{R}^{m_{l-1} \times m_l}$ is defined by

$$
h^{(l)}(x_i, w_{(l)}) = \sigma(h^{(l-1)}(x_i, w_{(1:l-1)}) W^{(l)} + b^{(l)}) \quad (2)
$$

for $l = 1, 2, \ldots, H$ with $h^{(0)}(x_i, w_{(1:0)}) := x_i^T \in \mathbb{R}^{1 \times m_1}$. Here, $W^{(l)} \in \mathbb{R}^{m_{l-1} \times m_l}$ and $b^{(l)} \in \mathbb{R}^{1 \times m_l}$ are the weight matrix and the bias term of the $l$-th hidden layer. Also, $m_l$ represents the number of neurons at the $l$-th hidden layer. Since $h_X^{(H)}$ is the composition of affine functions and real analytic activation functions (i.e., softplus activation $\sigma$), the function $h_X^{(H)}$ is real analytic.

In theorem 2, we show that the expressivity condition is also satisfied for fully-connected networks, for training datasets that satisfy the following input distinguishability assumption.

**Assumption 3.** (Input distinguishability) $\|x_i\|^2 - x_i^T x_j > 0$ for any $x_i, x_j \in S_x$ with $i \neq j$.

**Theorem 2.** Suppose assumption 3 hold. Assume that $h_X^{(H)}$ is defined by equations (1) and (2) with softplus activation $\sigma$ and $H \geq 2$ such that $\min(m_1, \ldots, m_{H-1}) \geq \min(m_x, n)$, and $m_H \geq n$. Then, assumption 1 hold true.

In Theorem 2, the case of $\min(m_1, \ldots, m_{H-1}) = m_x$ is allowed. That is, all of the 1, 2, \ldots, $H - 1$-th hidden layers are allowed to be narrow (instead of wide) with the number of neurons to be $m_x$, which is typically smaller than
n. A previous paper recently proved that gradient descent finds a global minimum in a lazy training regime (i.e., the regime where NTK approximately remains unchanged during training) with $d = \Omega(m_y n + m_x H^2 + H^5)$ (Kawaguchi and Huang [2019]). In contrast, Theorem 2 only requires $d \leq (m_y + m_x) n + m_x^2 H$ and allows NTK to change significantly during training.

Assumption 3 used in Theorem 2 can be easily satisfied, for example, by normalizing the input features for $x_1, \ldots, x_n$ so that $\|x_i\|^2 = \|x_j\|^2$. With the normalization, the condition is satisfied as long as $\|x_i - x_j\|^2 > 0$ for $i \neq j$ since $\frac{1}{2} \|x_i - x_j\|^2 = \|x_i\|^2 - x_i^\top x_j$. In general, normalization is not necessary, for example, orthogonality on $x_i$ and $x_j$ along with $x_i \neq 0$ satisfies the condition.

### 5.5 Global convergence with lazy training in the second phase

In the previous section, we did not assume the rank preservation condition. Instead, we considered the special learning rate $\eta_t$ in the second phase to keep submatrices of the kernel matrix $K(w)$ unchanged during the second phase ($t \geq \tau$). In this section, we show that Algorithm 1 can still ensure the global convergence with a standard uniform learning rate $\eta = \frac{2\eta}{L} 1_d$, as long as the rank preservation condition is satisfied.

**Theorem 3.** Let $\eta_t = \frac{2\eta}{L} 1_d$ with $\eta \in \mathbb{R}$ for $t \geq \tau$. Suppose that $H \geq 2$ and the following three assumptions hold:

- **Assumption 7** (expressivity condition)
- **Assumption 2** along with $\| \nabla L(w) - \nabla L(w') \| \leq \tilde{L} \| w - w' \|$ for all $w, w'$ in the domain of $L$.
- **(rank preserving condition)** rank $(K(w^k)) \geq \max (\mathcal{L}(w^k))$ for all $k \in \{\tau + 1, \tau + 2, \ldots, t\}$.  

Then, the following statement hold for any $t > \tau$:

$$
L(w^t) - L(w^*) \leq \frac{1}{\sqrt{(t - \tau) + 1}} \sqrt{\frac{\tilde{L} R^2(\mathcal{L}(w^\tau) - L(w^*))}{2\eta(1 - \tilde{\eta})}},
$$

where $t^* \in \arg\min_{k \in \{\tau, \tau + 1, \ldots, t\}} \mathcal{L}(w^k)$ and $\tilde{R} = \max_{\tau \leq k \leq t} \min_{\nu \in \mathbb{R}} \| (\nu \odot w^k) - \hat{w}^k \|$ with $\hat{Q}_k = \arg\min_{\nu \in \mathbb{R}^d} \frac{1}{2} \sum_{i=1}^d (\sum_{j=1}^d \tilde{\omega}_j \frac{\partial}{\partial w_{ij}}; y_i)$.

**Theorem 3** shows that using the lazy training that preserves the rank of the NTK matrix during the second phase can ensure the global convergence for Algorithm 1. Therefore, the proposed two-phase training algorithm provides a new perspective for the lazy training regime. That is, NTK in Algorithm 1 is allowed to change significantly during the first phase training $t < \tau$ to learn the features or representation beyond the random features induced by the data-independent NTK at initialization. Our two-phase method allows the lazy training with the learned data-dependent NTK at time $\tau$, which is often a better representation of practical dataset than the NTK at random initialization.

The property of the lazy training now depends on the quantities at time $\tau$ instead of time $t = 0$. For example, if we conduct the lazy training with over-parameterization, then the number of neurons required per layer depends on the residual error and the minimum eigenvalue of NTK at time $\tau$, instead of time $t = 0$. This could potential lead to global convergence theory with weaker assumptions. Thus, the two-phase algorithm opens up a new direction of future research for applying the lazy training theory to the data-dependent NTK obtained at the end of first phase training. We can define the domain of $L$ to be a sublevel set around an initial point to satisfy the Lipschitz continuity.

### 6 Proof idea and key challenges

For global convergence for optimization of deep neural networks, recent results rely on different assumptions, such as over-parameterization and initial conditions on gradient dynamics. Those different assumptions are essentially used in proofs to enforce the full rankness of the NTK matrix and the corresponding feature matrix during training. If the feature matrix is of full rank, then the global convergence is ensured (and the convergence rate depends on the minimum eigenvalue of the NTK matrix).

In order to apply our theory for practical settings, we want data-dependency in two key aspects. First, we want the feature matrix to be data-dependent and to change significantly during training, in order to learn data-dependent features. In contrast, the various assumptions in previous works essentially make the feature matrix to be approximately data-independent. Second, we want the global convergence results to hold data-dependently for a certain class of practical datasets. Instead, previous global convergence results need to hold data-independently, or for linearly-separable datasets or synthetic datasets generated by simple models (e.g., Gaussian mixtures). Because of these differences, there needs to be new proof strategies instead of adopting previous assumptions and their proof ideas.

#### 6.1 Proof for general networks

The first step in our proof is to show that the feature matrix is of full rank with probability one over random entries of the parameter vector. The global convergence then follows from the full rankness (as shown in the complete proof in Appendix).

A challenge in the proof for the general case is to make the right assumption as discussed above. If we assume significant over-parameterization, then proving the full rankness is relatively easy, but it limits the applicability. Indeed, we want to allow deep networks to have narrow layers.

Although the entries of the parameter vector after random perturbation have independent components, the entries of the feature matrix are dependent on each other. Indeed, the entries of the feature matrix are the outputs of nonlinear and non-convex functions of the entries of the parameter vector. Therefore, we cannot use elementary facts from linear algebra and random matrix theory with i.i.d. entries to prove the full rankness of the feature matrix.

Instead, we take advantage of the fact on the zero set of a real analytic function: if a function is real analytic and not identically zero, then the Lebesgue measure of its zero set is zero [Mityagin [2015]]. To utilize this fact, we define a func-
tion $\varphi(w^{(1:H)}) = \det(h_X^{(H)}(w^{(1:H)}))h_X^{(H)}(w^{(1:H)})^T$. We then observe that $\varphi$ is real analytic since $h_X^{(H)}$ is assumed to be real analytic and a composition of real analytic functions is real analytic. Furthermore, since the rank of $h_X^{(H)}(w^{(1:H)})$ and the rank of the Gram matrix are equal, we have that $\{w^{(1:H)} \in \mathbb{R}^{d_1:H} : \text{rank}(h_X^{(H)}(w^{(1:H)})) \neq n\} = \{w^{(1:H)} \in \mathbb{R}^{d_1:H} : \varphi(w^{(1:H)}) = 0\}$. Since $\varphi$ is analytic, if $\varphi$ is not identically zero ($\varphi \neq 0$), the Lebesgue measure of its zero set $\{w^{(1:H)} \in \mathbb{R}^{d_1:H} : \varphi(w^{(1:H)}) = 0\}$ is zero. Therefore, if $\varphi(w^{(1:H)}) \neq 0$ for some $w^{(1:H)} \in \mathbb{R}^{d_1:H}$, the Lebesgue measure of the set

$$\{w^{(1:H)} \in \mathbb{R}^{d_1:H} : \text{rank}(h_X^{(H)}(w^{(1:H)})) \neq n\}$$

is zero. Then, from the full rankness of the feature (sub)matrix $h_X^{(H)}(w^{(1:H)})$, we can ensure the global convergence, as in the previous papers with over-parameterization and neural tangent kernel.

Based on the above proof idea, as long as there exists a $w^{(1:H)} \in \mathbb{R}^{d_1:H}$ such that $\varphi(w^{(1:H)}) \neq 0$, then we can conclude the desired global convergence. The key observation is that this condition is a time-independent and easily verifiable condition in practice. This condition is defined as assumption 1. We verify that assumption 1 holds in experiments numerically for deep ResNets and in theory for fully-connected networks. We complete the proof in Appendix.

### 6.2 Proof for fully-connected networks

Without our result on the general case, a challenge to prove the global convergence of fully-connected networks lies in the task of dealing with narrow hidden layers, i.e., in the case of $\min(m_1, \ldots, m_{H-1}) = m_x < n$. In the case of $\min(m_1, \ldots, m_{H-1}) \geq n$, it is easy to see that $k$-th layer with $m_k \geq n$ can preserve rank $n$ for the corresponding matrices. In the case of $\min(m_1, \ldots, m_{H-1}) = m_x < n$, however, it cannot preserve rank $n$, and deriving the global convergence is non-trivial.

With our result for the general case, however, our only remaining task is to show the existence of a $w^{(1:H)} \in \mathbb{R}^{d_1:H}$ such that $\varphi(w^{(1:H)}) \neq 0$. Accordingly, we complete the proof in appendix by constructing such a $w^{(1:H)} \in \mathbb{R}^{d_1:H}$ for the fully-connected networks with narrow layers.

### 7 Experiments

In this section, we study the empirical aspect of our method. The network model we work with is the standard (convolutional) pre-activation ResNet with 18 layers (He et al. 2016).

![Figure 2: ReLU versus Softplus with $\varsigma = 100$.](image)
Table 1: Test errors (%) of base and $\mathcal{A}(\text{base})$ with guarantee where the operator $\mathcal{A}$ maps any given first-order training algorithm to the two-phase version of the given algorithm with theoretical guarantees. The numbers indicate the mean test errors (and standard deviations in parentheses) over five random trials. The column of ‘Augmentation’ shows ‘No’ for no data augmentation, and ‘Yes’ for data augmentation. The expressivity condition (Assumption [1]) was numerically verified to hold for Kuzushiji-MNIST as well.

| Dataset     | # of training data | Expressivity Condition | Augmentation | Base       | $\mathcal{A}(\text{base})$ with guarantee |
|-------------|--------------------|------------------------|--------------|------------|------------------------------------------|
| MNIST       | 60000              | Verified               | No           | 0.41 (0.02) | 0.38 (0.04)                             |
|             |                    |                        | Yes          | 0.34 (0.03) | 0.28 (0.04)                             |
| CIFAR-10    | 50000              | Verified               | No           | 13.99 (0.17)| 13.57 (0.32)                            |
|             |                    |                        | Yes          | 7.01 (0.18) | 6.84 (0.16)                             |
| CIFAR-100   | 50000              | Verified               | No           | 41.43 (0.43)| 40.78 (0.22)                            |
|             |                    |                        | Yes          | 27.92 (0.36)| 27.41 (0.58)                            |
| SVHN        | 73257              | Verified               | No           | 4.51 (0.04) | 4.50 (0.09)                             |
|             |                    |                        | Yes          | 4.32 (0.06) | 4.16 (0.16)                             |

Table 2: Test errors (%) of $\mathcal{A}(\text{base})$ with guarantee for Kuzushiji-MNIST with different hyperparameters $\tau = \tau_0 T$ and $\delta = \delta_0 \epsilon$. The numbers indicate the mean test errors (and standard deviations in parentheses) over three random trials. The expressivity condition (Assumption [1]) was numerically verified to hold for Kuzushiji-MNIST as well.

$$
\begin{array}{|c|c|c|c|c|}
\hline
\delta_0 & \tau_0 & 0.4 & 0.5 & 0.6 & 0.8 \\
\hline
0.0001 & 2.10 (0.14) & 2.06 (0.07) & 2.02 (0.09) & 2.01 (0.05) \\
0.001 & 2.06 (0.07) & 2.11 (0.12) & 1.92 (0.06) & 2.01 (0.12) \\
0.01 & 2.25 (0.11) & 2.25 (0.17) & 2.25 (0.11) & 2.09 (0.08) \\
\hline
\end{array}
$$

Figure 3: Training loss of base and $\mathcal{A}(\text{base})$ with guarantee: the plots show the mean values over five random trials.

8 Conclusion

In this paper, we proposed a two-phase method that modifies any given first-order optimization algorithm to have global convergence guarantees without degrading practical performances of the given algorithm. The conditions for global convergence are mathematically proven to hold for fully-connected deep networks with wide last hidden layer (while all other layers are allowed to be narrow). The conditions are also numerically verified for deep ResNet with batch normalization under various standard classification datasets.

The two-phase training method opens up a new future research direction to study the use of the novel NTK regime with learned representation from data unlike the standard NTK regime near random initialization. Extending our theoretical analysis on a larger class of NTK with learned representation for global convergence and for generalization performance would be an interesting future direction.

As the global optimal parameters can often achieve near zero training loss, we could expect models trained by our modified algorithm to have the benefits from terminal phase of training (Papyan, Han, and Donoho 2020) potentially for better generalization performance, robustness, and interpretability. Verifying these benefits would be sensible directions for future work. An extension of our theory and algorithm to implicit deep learning (Bai, Kolter, and Koltun 2019; El Ghaoui et al. 2019; Kawaguchi 2021) would be another interesting future direction.

Figure 2: (a) CIFAR-10 and (b) SVHN.
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Appendix

For the pedagogical purpose, we first present a proof of theorem 1 for fully-connected neural networks, which illustrates our key ideas in the proof of theorem 1 in a more concrete and familiar manner. Then we prove theorem 1 for general networks under expressivity condition (assumption 1), and then we come back to fully-connected neural networks and prove theorem 2. After we proved the first two theorems for global convergence, we prove proposition 1 to show that batch-normalization layer is real analytic. Then, building upon these proofs, we prove theorem 3.

For the reproducibility of the experimental results, we provided the code used in the experiments with instructions as another supplementary material.

A Proof of Theorem 1 for fully-connected neural networks

We start by defining the matrix notations:

\[
 f_X(w) = \begin{bmatrix}
 f(x_1, w) \\
 \vdots \\
 f(x_n, w)
 \end{bmatrix} \in \mathbb{R}^{n \times m_y},
\]

\[
 h_X^{(l)}(w_{(1:l)}) = \begin{bmatrix}
 h^{(l)}(x_1, w_{(1:l)}) \\
 \vdots \\
 h^{(l)}(x_n, w_{(1:l)})
 \end{bmatrix} \in \mathbb{R}^{n \times m_i},
\]

\[
 f_X(w) = \begin{bmatrix}
 [h_X^{(H)}(w_{(1:H)}), 1_n] \\
 W_k^{(H+1)}
 \end{bmatrix} \in \mathbb{R}^{n \times m_y},
\]

\[
 h_X^{(l)}(w_{(1:l)}) = \sigma \left( [h_X^{(l-1)}(w_{(1:l-1)}), 1_n] \begin{bmatrix}
 W_k^{(l)} \\
 b_k^{(l)}
 \end{bmatrix} \right) \in \mathbb{R}^{n \times m_i},
\]

where \(1_n = [1, 1, \ldots, 1]^T \in \mathbb{R}^n\) and \(\sigma\) is applied element-wise (by overloading of the notation \(\sigma\)). Let \(M_k\) be the \(k\)-th column of the matrix \(M\); e.g., \(f_X(w)_k \in \mathbb{R}^n\) and \(h_X^{(l)}(w_{(1:l)})_k \in \mathbb{R}^n\) are the \(k\)-th column vectors of \(f_X(w)\) and \(h_X^{(l)}(w_{(1:l)})\), respectively, which can be written by

\[
 f_X(w)_k = [h_X^{(H)}(w_{(1:H)}), 1_n] W_k^{(H+1)} \in \mathbb{R}^n,
\]

\[
 h_X^{(l)}(w_{(1:l)})_k = \sigma \left( [h_X^{(l-1)}(w_{(1:l-1)}), 1_n] W_k^{(l)} \right) \in \mathbb{R}^n.
\]

Let \(M_{1:n,1:n} \in \mathbb{R}^{n \times n}\) be the first \(n \times n\) block matrix of the matrix \(M\), \(v_{1:n} \in \mathbb{R}^n\) be the vector containing the first \(n\) elements of the vector \(v\) in the same order, and \(I_n\) be the \(n \times n\) identity matrix. Let \(M \otimes M'\) be the Kronecker product of \(M\) and \(M'\).

The following lemma is used to take care of the common and challenging case of \(\min(m_1, \ldots, m_{H-1}) \geq m_x\), whereas we consider the uncommon and easier case of \(\min(m_1, \ldots, m_{H-1}) \geq n\) later.

**Lemma 1.** Suppose Assumption 2 hold. Assume that \(H \geq 2\), \(\min(m_1, \ldots, m_{H-1}) \geq m_x\), and \(m_H \geq n\). Then, the Lebesgue measure of the set \(\{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)})) \neq n\}\) is zero.

**Proof.** Define \(\varphi(w_{(1:H)}) = \det(h_X^{(H)}(w_{(1:H)})) h_X^{(H)}(w_{(1:H)})^T\), which is analytic since \(\sigma\) is analytic. Furthermore, we have that \(\{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)})) \neq n\} = \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \varphi(w_{(1:H)}) = 0\}\), since the rank of \(h_X^{(H)}(w_{(1:H)})\) and the rank of the Gram matrix are equal. Since \(\varphi\) is analytic, if \(\varphi\) is not identically zero \((\varphi \neq 0)\), the Lebesgue measure of its zero set \(\{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \varphi(w_{(1:H)}) = 0\}\) is zero \((\textit{Mityagin} 2015)\). Therefore, if \(\varphi(w_{(1:H)}) \neq 0\) for some \(w_{(1:H)} \in \mathbb{R}^{d_{1:H}}\), the Lebesgue measure of the set \(\{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)})) \neq n\}\) is zero.

Accordingly, we now construct a \(w_{(1:H)} \in \mathbb{R}^{d_{1:H}}\) such that \(\varphi(w_{(1:H)}) \neq 0\). Set \(W_k^{(H-1)}w_{(1:H-1)} = \cdots = W_{1:m_x}1_{1:m_x} = I_{1:m_x}\), \(h_{1:m_x}^{(1)} = \alpha 1_{m_x}^T\), and all others to be zero. Let \(h(x) = h^{(H-1)}(x, w_{(1:H-1)})_{1:1:m_x}\). Then,

\[
 h(x) = \sigma^{H-1}(x^T + \alpha 1_{m_x}^T),
\]

where \(\sigma^l(z) = \sigma(\sigma^{l-1}(z))\) for \(l \geq 1\) with \(\sigma^0(z) = z\). Since

\[
 \varsigma(z) = \ln(1 + e^z) = \ln((e^{-z} + 1)e^z) = \ln(e^z) + \ln(e^{-z} + 1) = \varsigma + \ln(1 + e^{-z}),
\]

\[
 \varsigma(z) = \ln((e^{-z} + 1)e^z) = \ln(e^z) + \ln(e^{-z} + 1) = \varsigma + \ln(1 + e^{-z}),
\]

\[
 \varsigma(z) = \ln((e^{-z} + 1)e^z) = \ln(e^z) + \ln(e^{-z} + 1) = \varsigma + \ln(1 + e^{-z}),
\]
we have

\[ \sigma(z) = z + \ln(1 + e^{-cz}) / \zeta, \]

and

\[ \sigma^{H-1}(z) = \sigma^{H-2}(z) + \ln(1 + e^{-c\sigma^{H-2}(z)}) / \zeta = z + \sum_{l=0}^{H-2} \ln(1 + e^{-c\sigma^{l}(z)}) / \zeta. \]

Thus,

\[ h(x) = \sigma^{H-1}(x^T + \alpha_1^T m_x) = x^T + \alpha_1^T m_x + \psi(x^T + \alpha_1^T m_x). \]

where \( \psi(z) = \sum_{l=0}^{H-2} \ln(1 + e^{-c\sigma^{l}(z)}) / \zeta. \) Here, \( \psi(z) \to 0 \) as \( z \to \infty, \) since \( \sigma^{H}(z) = z + \sum_{k=0}^{H-1} \ln(1 + e^{-c\sigma^{k}(z)}) / \zeta \geq z \) and \( \ln(1 + e^{-c\sigma^{k}(z)}) \geq 0. \)

From Assumption 3 there exists \( c > 0 \) such that \( ||x_i||^2 - x_i^T x_j > c \) for any \( x_i, x_j \in S_x \) with \( i \neq j. \) Using such a \( c > 0 \) as well as a \( \alpha' > 0, \) set \( W_i^{(H)} = \alpha' x_i \in \mathbb{R}^m \) and \( b_i^{(H)} = -\alpha' \alpha_1 m_x x_i + \alpha'(c/2 - ||x_i||^2) \) for \( i = 1, \ldots, n. \) Set all other weights and bias to be zero. Then, for any \( i \in \{1, \ldots, n\}, \)

\[ h_X^{(H)}(w_{(1:H)})_{ii} = \sigma(\alpha'(x_i^T + \alpha_1^T m_x + \psi(x_i^T + \alpha_1^T m_x))) x_i - \alpha' \alpha_1^T m_x x_i + \alpha'(c/2 - ||x_i||^2), \]

and for any \( j \in \{1, \ldots, n\} \) with \( j \neq i, \)

\[ h_X^{(H)}(w_{(1:H)})_{ij} = \sigma(\alpha'(x_i^T + \alpha_1^T m_x + \psi(x_i^T + \alpha_1^T m_x))) x_j - \alpha' \alpha_1^T m_x x_j + \alpha'(c/2 - ||x_j||^2) \]

\[ = \sigma(\alpha'(x_i^T x_j - ||x_j||^2 + c/2 + \psi(x_i^T + \alpha_1^T m_x) x_j)) \]

\[ \leq \sigma(\alpha'(-c/2 + \psi(x_i^T + \alpha_1^T m_x) x_j)), \]

where the last inequality used the monotonicity of \( \sigma \) and \( ||x_i||^2 - x_i^T x_j > c. \)

Since \( \sigma(\alpha'c/2) \to \infty \) and \( \sigma(-\alpha'c/2) \to 0 \) as \( \alpha' \to \infty \) and \( \psi(x_i^T + \alpha_1^T m_x) \to 0 \) as \( \alpha \to \infty, \) we have that with \( \alpha, \alpha' \)

sufficiently large, for any \( i \in \{1, \ldots, n\}, \)

\[ |h_X^{(H)}(w_{(1:H)})_{ii}| > \sum_{k \neq i} |h_X^{(H)}(w_{(1:H)})_{ik}|, \]

which means that the matrix \( [h_X^{(H)}(w_{(1:H)})_{ij}]_{1 \leq i, j \leq n} \in \mathbb{R}^{n \times n} \) is strictly diagonally dominant and hence is nonsingular with rank \( n. \) Since the set of all columns of \( h_X^{(H)}(w_{(1:H)}) \in \mathbb{R}^{n \times (m+1)} \) contains all columns of \( h_X^{(H)}(w_{(1:H)})_{ij} \) for \( i, j \leq n \in \mathbb{R}^{n \times n}, \)

this implies that \( h_X^{(H)}(w_{(1:H)}) \) has rank \( n \) and \( \varphi(w_{(1:H)}) \neq 0 \) for this constructed particular \( w_{(1:H)}. \) Since \( \varphi(w_{(1:H)}) \) is not identically zero, the Lebesgue measure of the set \( \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \varphi(w_{(1:H)}) = 0\} = \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)})) \neq n\} \) is zero.

The following lemma is used to prove the global convergence for the easier case of \( \min(m_1, \ldots, m_{H-1}) \geq n. \)

**Lemma 2.** Suppose Assumption 3 hold. Assume that \( H \geq 1 \) and \( \min(m_1, \ldots, m_H) \geq n. \) Then, the Lebesgue measure of the set \( \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)})) \neq n\} \) is zero.

**Proof.** Define \( \varphi(w_{(1:H)}) = \det(h_X^{(H)}(w_{(1:H)}), 1_n^T h_X^{(H)}(w_{(1:H)}), 1_n^T), \) which is analytic since \( \sigma \) is analytic. Furthermore, we have that \( \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)}), 1_n) \neq n\} = \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \varphi(w_{(1:H)}) = 0\}, \) since the rank of \( h_X^{(H)}(w_{(1:H)}), 1_n \) and the rank of the Gram matrix are equal. Since \( \varphi \) is analytic, if \( \varphi \) is not identically zero (\( \varphi \neq 0 \)), the Lebesgue measure of its zero set \( \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \varphi(w_{(1:H)}) = 0\} \) is zero (Mityagin 2015). Therefore, if \( \varphi(w_{(1:H)}) \neq 0 \) for some \( w_{(1:H)} \in \mathbb{R}^{d_{1:H}} \), the Lebesgue measure of the set \( \{w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h_X^{(H)}(w_{(1:H)}), 1_n) \rangle \) has rank less than \( n \) is zero.

Accordingly, we now constructs a \( w_{(1:H)} \in \mathbb{R}^{d_{1:H}} \) such that \( \varphi(w_{(1:H)}) \neq 0. \) From Assumption 3 there exists \( c > 0 \) such that \( ||x_i||^2 - x_i^T x_j > c \) for any \( x_i, x_j \in S_x \) with \( i \neq j. \) Using such a \( c, \) set \( W_{i}^{(1)} = \alpha^{(1)} x_i \in \mathbb{R}^m \) and \( b_i^{(1)} = \alpha^{(1)}(c/2 - ||x_i||^2) \) for \( i = 1, \ldots, n. \) Moreover, set \( W_{1:n,1:n}^{(1)} = \alpha^{(1)} 1_n \) and \( b_{1:n}^{(1)} = -\alpha^{(1)} 1_n \) for \( l = 2, \ldots, H. \) Set all other weights and bias to be zero.
Lemma 3. For any $i \in \{1, \ldots, n\}$, 

$$h_X^{(1)}(w_{(1:i)})_{ii} = \sigma(\alpha^{(1)}/2),$$

and for any $k \in \{1, \ldots, n\}$ with $k \neq i$, 

$$h_X^{(1)}(w_{(1:i)})_{ik} = \sigma(\alpha^{(1)}((x_i, x_k) - \|x_i\|^2 + c/2)) \leq \sigma(-\alpha^{(1)}/2).$$

Since $\sigma(\alpha^{(1)}/2) \to \infty$ and $\sigma(-\alpha^{(1)}/2) \to 0$ as $\alpha^{(1)} \to \infty$, with $\alpha^{(1)}$ sufficiently large, we have that $\sigma(\alpha^{(1)}/2) - 1 \geq c_1^{(2)}$ and $\sigma(-\alpha^{(1)}/2) - 1 \leq c_2^{(2)}$ for some $c_1^{(2)}, c_2^{(2)} > 0$. Therefore, with $\alpha^{(1)}$ sufficiently large, 

$$h_X^{(2)}(w_{(1:i)})_{ii} = \sigma(\alpha^{(2)}(\sigma(\alpha^{(1)}/2) - 1)) \geq \sigma(\alpha^{(2)}c_1^{(2)}),$$

and 

$$h_X^{(2)}(w_{(1:i)})_{ik} \leq \sigma(\alpha^{(2)}(\sigma(-\alpha^{(1)}/2) - 1)) \leq \sigma(-\alpha^{(2)}c_2^{(2)}).$$

Since $\sigma(\alpha^{(2)}c_1^{(2)}) \to \infty$ and $\sigma(-\alpha^{(2)}c_2^{(2)}) \to 0$ as $\alpha^{(2)} \to \infty$, with $\alpha^{(2)}$ sufficiently large, we have that $\sigma(\alpha^{(2)}c_1^{(3)}) - 1 \geq c_1^{(3)}$ and $\sigma(-\alpha^{(2)}c_2^{(3)}) - 1 \leq c_2^{(3)}$ for some $c_1^{(3)}, c_2^{(3)} > 0$. Note that given the $\alpha^{(1)}, c_1^{(3)}$ and $c_2^{(3)}$ depends only on $\alpha^{(2)}$ and does not depend on any of $\alpha^{(3)}, \ldots, \alpha^{(H)}$. Therefore, with $\alpha^{(2)}$ sufficiently large, 

$$h_X^{(3)}(w_{(1:i)})_{ii} \geq \sigma(\alpha^{(3)}(\sigma(\alpha^{(2)}c_1^{(2)}) - 1)) \geq \sigma(\alpha^{(3)}c_1^{(3)}),$$

and 

$$h_X^{(3)}(w_{(1:i)})_{ik} \leq \sigma(\alpha^{(3)}(\sigma(-\alpha^{(2)}c_2^{(2)}) - 1)) \leq \sigma(-\alpha^{(3)}c_2^{(3)}).$$

Repeating this process for $l = 1, \ldots, H$, we have that with $\alpha^{(1)}, \ldots, \alpha^{(H-1)}$ sufficiently large, 

$$h_X^{(H)}(w_{(1:i)})_{ii} \geq \sigma(\alpha^{(H)}c_1^{(H)}),$$

and 

$$h_X^{(H)}(w_{(1:i)})_{ik} \leq \sigma(-\alpha^{(H)}c_2^{(H)}),$$

where $c_1^{(H)} = c_2^{(H)} = c/2$ if $H = 1$.

Here, $h_X^{(H)}(w_{(1:i)})_{ii} \to \infty$ and $h_X^{(H)}(w_{(1:i)})_{ik} \to 0$ as $\alpha^{(H)} \to \infty$. Therefore, with $\alpha^{(1)}, \ldots, \alpha^{(H)}$ sufficiently large, for any $i \in \{1, \ldots, n\}$, 

$$\left| h_X^{(H)}(w_{(1:i)})_{ii} \right| > \sum_{k \neq i} \left| h_X^{(H)}(w_{(1:i)})_{ik} \right|. \quad (3)$$

The inequality (3) means that the matrix $[h_X^{(H)}(w_{(1:i)})_{ij}]_{1 \leq i, j \leq n} \in \mathbb{R}^{n \times n}$ is strictly diagonally dominant and hence is nonsingular with rank $n$. Since the set of all columns of $h_X^{(H)}(w_{(1:i)}) \in \mathbb{R}^{n \times (mH + 1)}$ contains all columns of $[h_X^{(H)}(w_{(1:i)})_{ij}]_{1 \leq i, j \leq n} \in \mathbb{R}^{n \times n}$, this implies that $h_X^{(H)}(w_{(1:i)})$ has rank $n$ and $\varphi(w_{(1:i)}) \neq 0$ for this constructed particular $w_{(1:i)}$. Since $\varphi(w_{(1:i)})$ is not identically zero, the Lebesgue measure of the set $\{w_{(1:i)} \in \mathbb{R}^{d \times H} : \varphi(w_{(1:i)}) = 0\} = \{w_{(1:i)} \in \mathbb{R}^{d \times H} : \text{rank}(h_X^{(H)}(w_{(1:i)})) \neq n\}$ is zero.

Using the matrix notations, we obtain the following lemma:

**Lemma 3.** For any $x$ and $w$,

$$f(x, w) = \left[I_{m_y} \otimes [h^{(H)}(x_i, w_{(1:i)}) \ 1] \right] w_{(H+1)} \in \mathbb{R}^{m_y}.$$  

**Proof.** This is a result of the following arithmetic manipulations:

$$f(x, w) = \text{vec}(f(x, w))$$

$$= \text{vec} \left( [h^{(H)}(x_i, w_{(1:i)}) \ 1] \left[W^{(H+1)} \right] I_{m_y} \right)$$

$$= \left[I_{m_y} \otimes [h^{(H)}(x_i, w_{(1:i)}) \ 1] \right] \text{vec} \left( [W^{(H+1)}] \right)$$

$$= \left[I_{m_y} \otimes [h^{(H)}(x_i, w_{(1:i)}) \ 1] \right] w_{(H+1)}.$$  

\[\square\]
Lemma 4. For any differentiable function \( \varphi : \text{dom}(\varphi) \to \mathbb{R} \) with an open convex domain \( \text{dom}(\varphi) \subseteq \mathbb{R}^n \), if \( \|\nabla \varphi(z') - \nabla \varphi(z)\| \leq L \|z' - z\| \) for all \( z, z' \in \text{dom}(\varphi) \), then
\[
\varphi(z') \leq \varphi(z) + \nabla \varphi(z)^T (z' - z) + \frac{L}{2} \|z' - z\|^2 \quad \text{for all } z, z' \in \text{dom}(\varphi).
\]

Proof. Fix \( z, z' \in \text{dom}(\varphi) \subseteq \mathbb{R}^d \). Since \( \text{dom}(\varphi) \) is a convex set, \( z + t(z' - z) \in \text{dom}(\varphi) \) for all \( t \in [0, 1] \). Since \( \text{dom}(\varphi) \) is open, there exists \( \epsilon > 0 \) such that \( z + (1 + \epsilon')(z' - z) \in \text{dom}(\varphi) \) and \( z + (0 - \epsilon')(z' - z) \in \text{dom}(\varphi) \) for all \( \epsilon' \leq \epsilon \). Fix \( \epsilon > 0 \) to be such a number. Combining these, \( z + t(z' - z) \in \text{dom}(\varphi) \) for all \( t \in [0 - \epsilon, 1 + \epsilon] \).

Accordingly, we can define a function \( \tilde{\varphi} : [0 - \epsilon, 1 + \epsilon] \to \mathbb{R} \) by \( \tilde{\varphi}(t) = \varphi(z + t(z' - z)) \). Then, \( \tilde{\varphi}(1) = \varphi(z') \), \( \tilde{\varphi}(0) = \varphi(z) \), and \( \tilde{\nabla} \tilde{\varphi}(t) = \tilde{\nabla} \varphi(z + t(z' - z))^T (z' - z) \) for \( t \in [0, 1] \subset (0 - \epsilon, 1 + \epsilon) \). Since \( \|\nabla \varphi(z') - \nabla \varphi(z)\| \leq L \|z' - z\| \),
\[
\|\tilde{\nabla} \tilde{\varphi}(t') - \tilde{\nabla} \tilde{\varphi}(t)\| = \|([\nabla \varphi(z + t'(z' - z)) - \nabla \varphi(z + t(z' - z))]^T (z' - z))
\leq \|z' - z\| \|\nabla \varphi(z + t'(z' - z)) - \nabla \varphi(z + t(z' - z))\|
\leq L \|z' - z\| \|(t' - t)(z' - z)\|
\leq L \|z' - z\|^2 \|t' - t\|.
\]

Thus, \( \tilde{\nabla} \tilde{\varphi} : [0, 1] \rightarrow \mathbb{R} \) is Lipschitz continuous with the Lipschitz constant \( L \|z' - z\|^2 \), and hence \( \tilde{\nabla} \tilde{\varphi} \) is continuous.

By using the fundamental theorem of calculus with the continuous function \( \tilde{\nabla} \tilde{\varphi} : [0, 1] \rightarrow \mathbb{R} \),
\[
\varphi(z') = \varphi(z) + \int_0^1 \tilde{\nabla} \varphi(z + t(z' - z))^T (z' - z) dt
= \varphi(z) + \nabla \varphi(z)^T (z' - z) + \int_0^1 \|\nabla \varphi(z + t(z' - z)) - \nabla \varphi(z)\| \|z' - z\| dt
\leq \varphi(z) + \nabla \varphi(z)^T (z' - z) + \int_0^1 tL \|z' - z\|^2 dt
= \varphi(z) + \nabla \varphi(z)^T (z' - z) + \frac{L}{2} \|z' - z\|^2.
\]

We also utilize the following well known fact:

Lemma 5. For any differentiable function \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) and any \( z^{t+1}, z^t \in \mathbb{R}^d \) such that \( z^{t+1} = z^t - \frac{1}{L} \nabla \varphi(z^t) \), the following holds:
\[
\nabla \varphi(z^t)^T (z^{t+1} - z^t) + \frac{L}{2} \|z - z^t\|^2 - \frac{L}{2} \|z - z^{t+1}\|^2 = \nabla \varphi(z^t)^T (z^{t+1} - z^t) + \frac{L}{2} \|z^{t+1} - z^t\|^2 \quad \text{for all } z \in \mathbb{R}^d.
\]

Proof. Using \( z^{t+1} = z^t - \frac{1}{L} \nabla \varphi(z^t) \), which implies \( \nabla \varphi(z^t) = L(z^t - z^{t+1}) \),
\[
\nabla \varphi(z^t)^T (z^{t+1} - z^t) + \frac{L}{2} \|z - z^t\|^2 - \frac{L}{2} \|z - z^{t+1}\|^2
= L(z^t - z^{t+1})^T (z^t - z^t) + \frac{L}{2} \|z - z^t\|^2 - \frac{L}{2} \|z - z^{t+1}\|^2
= L(z^T z^t - \|z^t\|^2 - z^T z^{t+1} + (z^t)^T z^{t+1} + \frac{1}{2} \|z^t\|^2 + \frac{1}{2} \|z^t\|^2 - z^T z^t - \frac{1}{2} \|z\|^2 - \frac{1}{2} \|z^{t+1}\|^2 + z^T z^{t+1})
= L \left( (z^t)^T z^{t+1} - \frac{1}{2} \|z^t\|^2 - \frac{1}{2} \|z^{t+1}\|^2 \right)
= -\frac{L}{2} \|z^{t+1} - z^t\|^2
= -L(z^{t+1} - z^t)^T (z^{t+1} - z^t) + \frac{L}{2} \|z^{t+1} - z^t\|^2
= \nabla \varphi(z^t)(z^{t+1} - z^t) + \frac{L}{2} \|z^{t+1} - z^t\|^2.
\]
With those lemmas, we are now ready to complete a proof for Theorem 1 for fully connected networks. From Lemmas 1 and 2, the Lebesgue measure of the set \( \{ w_{(1:H)} \in \mathbb{R}^{d_{1:H}} : \text{rank}(h^{(H)}(w_{(1:H)})) \neq n \} \) is zero. In Algorithm 1, \( w_{(1:H)}^* \leftarrow w_{(1:H)}^* + \delta \) defines a non-degenerate Gaussian measure with the mean shifted by the original \( w_{(1:H)}^* \). Since a non-degenerate Gaussian measure with any mean and variance is absolutely continuous with respect to Lebesgue measure, with probability one, \( \text{rank}(h^{(H)}(w_{(1:H)}^*)) = n \). Since \( f_X(w) = [h^{(H)}(w_{(1:H)}), 1_n] \begin{bmatrix} W_k^{(H+1)} \\ b_k^{(H+1)} \end{bmatrix} \in \mathbb{R}^n \) and \( w_{(H+1)} = \text{vec} \left( \begin{bmatrix} W_k^{(H+1)} \\ b_k^{(H+1)} \end{bmatrix} \right) \), with probability one,
\[
\{ f_X(w) \in \mathbb{R}^{n \times m_y} : w \in \mathbb{R}^d \} = \{ f_X \left( \begin{bmatrix} ([w_{(1:H)}^*]^T, (w_{(H+1)}^*)^T \end{bmatrix}^T \right) \in \mathbb{R}^{n \times m_y} : w_{(H+1)} \in \mathbb{R}^d \}.
\]
Thus, for any global minimum \( w^* \in \mathbb{R}^d \), there exists \( w_{(H+1)}^* \) such that \( f_X \left( \begin{bmatrix} ([w_{(1:H)}^*]^T, (w_{(H+1)}^*)^T \right) = f_X(w^*) \), and hence
\[
\mathcal{L}(\begin{bmatrix} ([w_{(1:H)}^*]^T, (w_{(H+1)}^*)^T \right) = \mathcal{L}(w^*),
\]
where \( \mathcal{L}(H+1) = \mathcal{L}(\begin{bmatrix} ([w_{(1:H)}^*]^T, (w_{(H+1)}^*)^T \right) \).

Let \( w^* \) be arbitrary, and \( w_{(H+1)}^* \) be a corresponding vector that satisfies (4). Using Lemma 3,
\[
\mathcal{L}_{(H+1)}(w_{(H+1)}^*) = \frac{1}{n} \sum_{i=1}^{n} \ell_i \left( \begin{bmatrix} I_{m_y} \otimes [h^{(H)}(x_i, w_{(1:H)}^*), 1] \end{bmatrix} w_{(H+1)}^* \right).
\]
Here, \( \mathcal{L}_{(H+1)} \) is differentiable since \( \ell_i \) is differentiable (Assumption 2). Furthermore,
\[
\nabla_{w_{(H+1)}} \mathcal{L}(w) = \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}) = \frac{1}{n} \sum_{i=1}^{n} [I_{m_y} \otimes M_i]^T \nabla \ell_i \left( \begin{bmatrix} I_{m_y} \otimes M_i \end{bmatrix} w_{(H+1)} \right),
\]
where \( M_i = [h^{(H)}(x_i, w_{(1:H)}^*), 1] \). Using Assumption 2 and \( \| [I_{m_y} \otimes M_i] \|_2 = \| M_i \|_2 \), for any \( w_{(1:H)}^* \) and \( w_{(H+1)}^* \),
\[
\| \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}^* \) - \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}^*) \|_2 \leq \frac{1}{n} \sum_{i=1}^{n} \| M_i \|_2 \| \nabla \ell_i (M_i w_{(H+1)}^*) - \nabla \ell_i (M_i w_{(H+1)}^*) \|_2 \leq \frac{L_{\ell}}{n} \sum_{i=1}^{n} \| M_i \|_2^2 \| w_{(H+1)}^* - w_{(H+1)}^* \|_2.
\]

**Proof of Theorem 1 (i) for fully-connected networks.** Let \( t > \tau \). Using Lemma 4 for the differentiable function \( \mathcal{L}_{(H+1)} \) with \( L = \frac{L_{H}}{n} \sum_{i=1}^{n} \| M_i \|_2^2 = L_{H} \),
\[
\mathcal{L}_{(H+1)}(w_{(H+1)}^{t+1}) \leq \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) + \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}^{t})^T (w_{(H+1)}^{t+1} - w_{(H+1)}^{t}) + \frac{L_{H}}{2} \| w_{(H+1)}^{t+1} - w_{(H+1)}^{t} \|_2^2.
\]
Using (5) and \( \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) = L_H (w_{(H+1)}^{t} - w_{(H+1)}^{t+1}) \) (from \( w_{(H+1)}^{t+1} = w_{(H+1)}^{t} - \frac{1}{n} \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) \)),
\[
\mathcal{L}_{(H+1)}(w_{(H+1)}^{t+1}) \leq \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) - L_H \| w_{(H+1)}^{t+1} - w_{(H+1)}^{t} \|_2^2 + \frac{L_{H}}{2} \| w_{(H+1)}^{t+1} - w_{(H+1)}^{t} \|_2^2
\]
\[
= \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) - \frac{L_H}{2} \| w_{(H+1)}^{t+1} - w_{(H+1)}^{t} \|_2^2
\]
\[
\leq \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}),
\]
which shows that \( \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) \) is non-increasing in \( t \). Using (5) and Lemma 5 for any \( z \in \mathbb{R}^{d_{H+1}},
\[
\mathcal{L}_{(H+1)}(w_{(H+1)}^{t+1}) \leq \mathcal{L}_{(H+1)}(w_{(H+1)}^{t}) + \nabla \mathcal{L}_{(H+1)}(w_{(H+1)}^{t})^T (z - w_{(H+1)}^{t}) + \frac{L_{H}}{2} \| z - w_{(H+1)}^{t} \|_2^2 - \frac{L_{H}}{2} \| z - w_{(H+1)}^{t+1} \|_2^2.
\]
Using (7) and the facts that \( \ell_i \) is convex (Assumption 2) and that \( \mathcal{L}_{(H+1)} \) is a nonnegative sum of the compositions of \( \ell_i \) and the affine map \( w_{(H+1)} \mapsto [I_{m_y} \otimes M_i] w_{(H+1)} \), we have that for any \( z \in \mathbb{R}^{d_{H+1}},
\[
\mathcal{L}_{(H+1)}(w_{(H+1)}^{t+1}) \leq \mathcal{L}_{(H+1)}(z) + \frac{L_{H}}{2} \| z - w_{(H+1)}^{t} \|_2^2 - \frac{L_{H}}{2} \| z - w_{(H+1)}^{t+1} \|_2^2.
\]

Suppose Assumption 1 hold. Assume that by building upon the proof of Theorem 1 for fully connected layer from the previous section, we complete the proof of Theorem 1(ii) for fully-connected networks. Using Jensen’s inequality and the concavity of the minimum function,\[ \mathcal{L}_{(H+1)}(w_{(H+1)}^t) \leq \mathcal{L}_{(H+1)}(w_{(H+1)}^*) + \frac{L_H}{2} \mathcal{L}_{(H+1)}(\mathcal{L}(w_{(H+1)}^t) - w_{(H+1)}^*)^2 \]

which implies that for any \( z \in \mathbb{R}^{d_{H+1}} \),

\[ \mathcal{L}_{(H+1)}(w_{(H+1)}^t) \leq \mathcal{L}_{(H+1)}(z) + \frac{L_H}{2} \mathcal{L}_{(H+1)}(z - w_{(H+1)}^*)^2 \]

Setting \( z = w_{(H+1)}^* \) and using (4),

\[ \mathcal{L}_{(H+1)}(w_{(H+1)}^t) \leq \mathcal{L}_{(H+1)}(w_{(H+1)}^*) + \frac{L_H}{2(t - \tau)} \left[ \mathcal{L}_{(H+1)}(w_{(H+1)}^t) - \mathcal{L}_{(H+1)}(w_{(H+1)}^*) \right] \]

Proof of Theorem 1(ii) for fully-connected networks. Let \( t > \tau \). Using the assumptions of SGD, with probability one,\[ \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] = \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^* - \eta_t g^t] = \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] \]

where the last line follows from the facts that \( \ell_t \) is convex (Assumption 2) and that \( \mathcal{L}_{(H+1)} \) is a nonnegative sum of the compositions of \( \ell_t \) and the affine map \( w_{(H+1)} \). Taking expectation over \( w_t \),

\[ \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] \leq \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] - 2\eta_t \mathbb{E}[\mathcal{L}_{(H+1)}(w_{(H+1)}^t) - \mathcal{L}_{(H+1)}(w_{(H+1)}^*)] + \eta_t^2 \mathbb{E}[g_t^2] \]

By recursively applying this inequality over \( t \),

\[ \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] \leq \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] - 2\eta_t \mathbb{E}[\mathcal{L}_{(H+1)}(w_{(H+1)}^t) - \mathcal{L}_{(H+1)}(w_{(H+1)}^*)] + \mathbb{E}[g_t^2] \]

Since \( \mathbb{E}[w_{(H+1)}^{t+1} - w_{(H+1)}^*] \geq 0 \),

\[ 2\eta_t \mathbb{E}[\mathcal{L}_{(H+1)}(w_{(H+1)}^t)] \leq \left( 2\sum_{k=\tau}^{t} \eta_k \right) \mathcal{L}_{(H+1)}(w_{(H+1)}^*) + \mathbb{E}[g_t^2] \]

Using (4),

\[ \min_{k=\tau, \tau+1, \ldots, t} \mathbb{E}[\mathcal{L}(w^k)] \leq \mathcal{L}(w^*) + \frac{R^2 + \mathbb{E}[g_t^2]}{2\sum_{k=\tau}^{t} \eta_k} \]

Using Jensen’s inequality and the concavity of the minimum function,

\[ \mathbb{E}\left[ \min_{k=\tau, \tau+1, \ldots, t} \mathcal{L}(w^k) \right] \leq \mathcal{L}(w^*) + \frac{R^2 + \mathbb{E}[g_t^2]}{2\sum_{k=\tau}^{t} \eta_k} \]

\[ \Box \]

B Proof of Theorem 1

By building upon the proof of Theorem 1 for fully connected layer from the previous section, we complete the proof of Theorem 1 for the general case. First, in the following lemma, we show that if the expressivity condition (Assumption 1) holds, then the random perturbation would generate a full rank hidden layer output with probability one.

Lemma 6. Suppose Assumption 1 hold. Assume that \( H \geq 1 \) and \( m_H \geq n \). Then, the Lebesgue measure of the set \( \{w_{(1:H)} \in \mathbb{R}^{d_H} \mid \text{rank}(h_X^*(w_{(1:H)}), 1_n) \neq n \} \) is zero.
Proof. Define \( \varphi(w_{(1):H}) = \det([h_X^{(H)}(w_{(1):H}), 1_n][h_X^{(H)}(w_{(1):H}), 1_n]^\top) \), which is real analytic since \( h_X^{(H)}(x, w_{(1):H}) \) is real analytic. Furthermore, we have that \( \{w_{(1):H} \in \mathbb{R}^{d_H}: \text{rank}([h_X^{(H)}(w_{(1):H}), 1_n]) \neq n\} = \{w_{(1):H} \in \mathbb{R}^{d_H}: \varphi(w_{(1):H}) = 0\} \), since the rank of \( [h_X^{(H)}(w_{(1):H}), 1_n] \) and the rank of the Gram matrix are equal. Since \( \varphi \) is real analytic, if \( \varphi \) is not identically zero (\( \varphi \neq 0 \)), the Lebesgue measure of its zero set \( \{w_{(1):H} \in \mathbb{R}^{d_H}: \varphi(w_{(1):H}) = 0\} \) is zero (Mityagin 2015). From Assumption [i] \( \varphi(w_{(1):H}) \neq 0 \) for some \( w_{(1):H} \in \mathbb{R}^{d_H} \), and hence the Lebesgue measure of the set \( \{w_{(1):H} \in \mathbb{R}^{d_H}: \text{rank}([h_X^{(H)}(w_{(1):H}), 1_n]) \neq n\} \) is zero.

From Lemma 6 the Lebesgue measure of the set \( \{w_{(1):H} \in \mathbb{R}^{d_H}: \text{rank}(h_X^{(H)}(w_{(1):H})) \neq n\} \) is zero. In Algorithm 1 \( w_{(1):H}^{\tau} \) defines a non-degenerate Gaussian measure with the mean shifted by the original \( w_{(1):H}^{\tau} \). Since a non-degenerate Gaussian measure with any mean and variance is absolutely continuous with respect to Lebesgue measure, with probability one, \( \text{rank}(h_X^{(H)}(w_{(1):H})) = n \). Since \( f_X(w) = [h_X^{(H)}(w_{(1):H}), 1_n][W^{(H+1)}_{k+1}] \in \mathbb{R}^n \) and \( w_{(H+1)} = \text{vec}([W^{(H+1)}_{k+1}]) \) with probability one,

\[
\{f_X(w) \in \mathbb{R}^{n \times m_y} : w \in \mathbb{R}^d\} = \{f_X([(w_{(1):H}^{\tau})^\top, (w_{(H+1)})^\top]^\top) \in \mathbb{R}^{n \times m_y} : w_{(H+1)} \in \mathbb{R}^d\}.
\]

Thus, for any global minimum \( w^* \in \mathbb{R}^d \), there exists \( w_{(H+1)}^{*} \) such that \( f_X([(w_{(1):H}^{\tau})^\top, (w_{(H+1)}^{*})^\top]^\top) = f_X(w^*) \), and hence

\[
\mathcal{L}([(w_{(1):H}^{\tau})^\top, (w_{(H+1)}^{*})^\top]^\top) = \mathcal{L}(w_{(H+1)}^{*}) = \mathcal{L}(w^*),
\]

(9)

where \( \mathcal{L}(w_{(H+1)}(z) = \mathcal{L}([(w_{(1):H}^{\tau})^\top, z)^\top]) \).

Let \( w^* \) be arbitrary, and \( w_{(H+1)}^{*} \) be a corresponding vector that satisfies (9). Using Lemma 3

\[
\mathcal{L}(w_{(H+1)}(w_{(1):H})) = \frac{1}{n} \sum_{i=1}^{n} \ell_i \left( [I_{m_y} \otimes [h_X^{(H)}(x_i, w_{(1):H}^{\tau}), 1] w_{(H+1)}\right),
\]

Here, \( \mathcal{L}(w_{(H+1)}) \) is differentiable since \( \ell_i \) is differentiable (Assumption 2). Furthermore,

\[
\nabla w_{(H+1)} \mathcal{L}(w) = \nabla \mathcal{L}(w_{(H+1)}(w_{(1):H})) = \frac{1}{n} \sum_{i=1}^{n} [I_{m_y} \otimes M_i]^\top \nabla \ell_i \left( [I_{m_y} \otimes M_i] w_{(H+1)}\right),
\]

where \( M_i = [h_X^{(H)}(x_i, w_{(1):H}^{\tau}), 1] \). Using Assumption 2 and \( \|I_{m_y} \otimes M_i\|_2 = \|M_i\|_2 \), for any \( w_{(H+1)}, w_{(H+1)}^{*} \),

\[
\|\nabla \mathcal{L}(w_{(H+1)}(w_{(1):H})) - \nabla \mathcal{L}(w_{(H+1)}(w_{(1):H}))\| \leq \frac{1}{n} \sum_{i=1}^{n} \|M_i\|_2 \|\nabla \ell_i (M_i w_{(H+1)}^{*}) - \nabla \ell_i (M_i w_{(H+1)})\|_2 \\
\leq \left( \frac{L_f}{n} \sum_{i=1}^{n} \|M_i\|_2^2 \right) \|w_{(H+1)} - w_{(H+1)}^{*}\|.
\]

Proof of Theorem 1(i). Let \( t > \tau \). Using Lemma 4 for the differentiable function \( \mathcal{L}(w_{(H+1)}) \) with \( L = \frac{L_f}{n} \sum_{i=1}^{n} \|M_i\|_2^2 = L_H \),

\[
\mathcal{L}(w_{(H+1)}(w_{(1):H}^{t+1})) \leq \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})) + \nabla \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t}))^\top (w_{(1):H}^{t+1} - w_{(1):H}^{t}) + \frac{L_H}{2} \|w_{(1):H}^{t+1} - w_{(1):H}^{t}\|^2.
\]

(10)

Using (10) and \( \nabla \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})) = L_H (w_{(1):H}^{t} - w_{(H+1)}^{t}) \) (from \( w_{(1):H}^{t+1} = w_{(H+1)}^{t} - \frac{1}{L_H} \nabla \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})))

\[
\mathcal{L}(w_{(H+1)}(w_{(1):H}^{t+1})) \leq \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})) - L_H \|w_{(H+1)}^{t+1} - w_{(1):H}^{t}\|^2 + \frac{L_H}{2} \|w_{(H+1)}^{t+1} - w_{(H+1)}^{t}\|^2 \\
- \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})) - \frac{L_H}{2} \|w_{(H+1)}^{t} - w_{(H+1)}^{t}\|^2 \\
\leq \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})),
\]

(11)

which shows that \( \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})) \) is non-increasing in \( t \). Using (10) and Lemma 5 for any \( z \in \mathbb{R}^{d_{H+1}},

\[
\mathcal{L}(w_{(H+1)}(w_{(1):H}^{t+1})) \leq \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t})) + \nabla \mathcal{L}(w_{(H+1)}(w_{(1):H}^{t}))^\top (z - w_{(1):H}^{t}) + \frac{L_H}{2} \|z - w_{(1):H}^{t}\|^2 - \frac{L_H}{2} \|z - w_{(1):H}^{t+1}\|^2.
\]

(12)
Using (12) and the facts that $\ell_i$ is convex (Assumption 2) and that $\mathcal{L}(H+1)$ is a nonnegative sum of the compositions of $\ell_i$ and the affine map $w(H+1) \mapsto [I_{m_v} \otimes M_t]w(H+1)$, we have that for any $z \in \mathbb{R}^{d_{H+1}}$,

$$
\mathcal{L}(H+1)(w^{t+1}_{H+1}) \leq \mathcal{L}(H+1)(z) + \frac{L_H}{2} \| z - w(t+1)_{H+1} \|^2 - \frac{L_H}{2} \| z - w^t_{H+1} \|^2.
$$

(13)

Summing up both sides of (13) and using (11),

$$(t-\tau)\mathcal{L}(H+1)(w_t^{H+1}) \leq \sum_{k=\tau}^{t-1} \mathcal{L}(H+1)(w^{k+1}_{H+1}) \leq (t-\tau)\mathcal{L}(H+1)(z) + \frac{L_H}{2} \| z - w^\tau_{H+1} \|^2 - \frac{L_H}{2} \| z - w^t_{H+1} \|^2,$$

which implies that for any $z \in \mathbb{R}^{d_{H+1}}$,

$$
\mathcal{L}(H+1)(w_t^{H+1}) \leq \mathcal{L}(H+1)(z) + \frac{L_H \| z - w^\tau_{H+1} \|^2}{2(t-\tau)}.
$$

Setting $z = w^*_{H+1}$ and using (9),

$$
\mathcal{L}(H+1)(w_t^{H+1}) \leq \mathcal{L}(H+1)(w^*_{H+1}) + \frac{L_H \| w^*_{H+1} - w^\tau_{H+1} \|^2}{2(t-\tau)} = \mathcal{L}(w^*) + \frac{L_H \| w^*_{H+1} - w^\tau_{H+1} \|^2}{2(t-\tau)}.
$$

Proof of Theorem 7 (ii). Let $t > \tau$. Using the assumptions of SGD, with probability one,

$$
\mathbb{E}[\| w^{t+1}_{H+1} - w^*_{H+1} \|^2 | w^t] = \mathbb{E}[\| w^t_{H+1} - w^*_{H+1} \|^2 | w^t] - 2\bar{\eta}_t \mathbb{E}[g^t | w^t]^\top (w^t_{H+1} - w^*_{H+1}) + \bar{\eta}_t^2 \mathbb{E}[\| g^t \|^2 | w^t]
$$

$$
\leq \| w^t_{H+1} - w^*_{H+1} \|^2 - 2\bar{\eta}_t \mathbb{E}[\mathcal{L}(H+1)(w^t_{H+1}) - \mathcal{L}(H+1)(w^*_{H+1}) + \bar{\eta}_t^2 \mathbb{E}[\| g^t \|^2 | w^t],
$$

where the last line follows from the facts that $\ell_i$ is convex (Assumption 3) and that $\mathcal{L}(H+1)$ is a nonnegative sum of the compositions of $\ell_i$ and the affine map $w(H+1) \mapsto [I_{m_v} \otimes M_t]w(H+1)$. Taking expectation over $w^t$,

$$
\mathbb{E}[\| w^{t+1}_{H+1} - w^*_{H+1} \|^2 ] \leq \mathbb{E}[\| w^t_{H+1} - w^*_{H+1} \|^2 ] - 2\bar{\eta}_t \mathbb{E}[\mathcal{L}(H+1)(w^t_{H+1}) - \mathcal{L}(H+1)(w^*_{H+1}) + \bar{\eta}_t^2 G^2.
$$

By recursively applying this inequality over $t$,

$$
\mathbb{E}[\| w^{t+1}_{H+1} - w^*_{H+1} \|^2 ] \leq \mathbb{E}[\| w^\tau_{H+1} - w^*_{H+1} \|^2 ] - 2\sum_{k=\tau}^{t} \bar{\eta}_k \mathbb{E}[\mathcal{L}(H+1)(w^k_{H+1}) - \mathcal{L}(H+1)(w^*_{H+1}) + G^2 \sum_{k=\tau}^{t} \bar{\eta}_k^2.
$$

Since $\| w^{t+1}_{H+1} - w^*_{H+1} \|^2 \geq 0$,

$$
2 \sum_{k=\tau}^{t} \bar{\eta}_k \mathbb{E}[\mathcal{L}(H+1)(w^k_{H+1}) ] \leq \left( 2 \sum_{k=\tau}^{t} \bar{\eta}_k \right) \mathcal{L}(H+1)(w^*_{H+1}) + R^2 + G^2 \sum_{k=\tau}^{t} \bar{\eta}_k^2.
$$

Using (9),

$$
\min_{k=\tau, \tau+1, \ldots, t} \mathbb{E}[\mathcal{L}(w^k)] \leq \mathcal{L}(w^*) + \frac{R^2 + G^2 \sum_{k=\tau}^{t} \bar{\eta}_k^2}{2 \sum_{k=\tau}^{t} \bar{\eta}_k}.
$$

Using Jensen’s inequality and the concavity of the minimum function,

$$
\mathbb{E}\left[ \min_{k=\tau, \tau+1, \ldots, t} \mathcal{L}(w^k) \right] \leq \mathcal{L}(w^*) + \frac{R^2 + G^2 \sum_{k=\tau}^{t} \bar{\eta}_k^2}{2 \sum_{k=\tau}^{t} \bar{\eta}_k}.
$$
C Proof of Theorem 2

Although we have proved the global convergence for fully-connected networks in the first section, here we prove theorem 2 explicitly to show all the conditions for global convergence are satisfied.

Proof. Let us first focus on the case of \( \min(m_1, \ldots, m_{H-1}) \geq n \). From Assumption 3 there exists \( c > 0 \) such that \( \|x_i\|^3 - x_i^T x_j > c \) for any \( x_i, x_j \in S_x \) with \( i \neq j \). Using such a \( c \), set \( W_i^{(1)} = \alpha^{(1)} x_i \in \mathbb{R}^{m_x} \) and \( b_i^{(1)} = \alpha^{(1)} (c/2 - \|x_i\|^3) \) for \( i = 1, \ldots, n \). Moreover, set \( W_i^{(1)} n = \alpha^{(1)} I_n \) and \( b_i^{(1)} = -\alpha^{(1)} I_n \) for \( l = 2, \ldots, H \). Set all other weights and bias to be zero. Then, for any \( i \in \{1, \ldots, n\} \), \( h_X^{(1)}(w_{(1;i)})_{ii} = \sigma(\alpha^{(1)}/2) \), and for any \( k \in \{1, \ldots, n\} \) with \( k \neq i \), \( h_X^{(1)}(w_{(1;i)})_{ik} = \sigma(\alpha^{(1)}(x_i, x_k) - \|x_k\|^3 + c)/2) \) \( \leq \sigma(-\alpha^{(1)/2}) \). Since \( \sigma(\alpha^{(1)/2}) \rightarrow \infty \) and \( \sigma(-\alpha^{(1)/2}) \rightarrow 0 \) as \( \alpha^{(1)} \rightarrow \infty \), with \( \alpha^{(1)} \) sufficiently large, we have that \( \sigma(\alpha^{(1)/2}) - 1 \geq c_1^{(2)} \) and \( \sigma(-\alpha^{(1)/2}) - 1 \leq c_2^{(2)} \) for some \( c_1^{(2)}, c_2^{(2)} > 0 \). Therefore, with \( \alpha^{(1)} \) sufficiently large, \( h_X^{(1)}(w_{(1;i)})_{ii} = \sigma(\alpha^{(2)}(\sigma(\alpha^{(1)/2}) - 1)) \geq \sigma(\alpha^{(2)}c_1^{(2)}) \), and \( h_X^{(1)}(w_{(1;i)})_{ik} \leq \sigma(\alpha^{(2)}(\sigma(-\alpha^{(1)/2}) - 1)) \leq \sigma(-\alpha^{(2)}c_2^{(2)}) \). Since \( \sigma(\alpha^{(2)/2}) \rightarrow \infty \) and \( \sigma(-\alpha^{(2)/2}) \rightarrow 0 \) as \( \alpha^{(2)} \rightarrow \infty \), with \( \alpha^{(2)} \) sufficiently large, we have that \( \sigma(\alpha^{(2)/2}) - 1 \geq c_1^{(3)} \) and \( \sigma(-\alpha^{(2)/2}) - 1 \leq c_2^{(3)} \) for some \( c_1^{(3)}, c_2^{(3)} > 0 \). Note that given the \( \alpha^{(1)}, c_1^{(3)} \) and \( c_2^{(3)} \) depends only on \( \alpha^{(2)} \) and does not depend on any of \( \alpha^{(3)}, \ldots, \alpha^{(H)} \).

Therefore, with \( \alpha^{(2)} \) sufficiently large, \( h_X^{(1)}(w_{(1;i)})_{ii} \geq \sigma(\alpha^{(3)}(\sigma(\alpha^{(2)/2}) - 1)) \geq \sigma(\alpha^{(3)c_1^{(3)})} \), and \( h_X^{(1)}(w_{(1;i)})_{ik} \leq \sigma(\alpha^{(3)}(\sigma(-\alpha^{(2)/2}) - 1)) \leq \sigma(-\alpha^{(3)}c_2^{(3)}) \). Repeating this process for \( l = 1, \ldots, H \), we have that with \( \alpha^{(1)}, \ldots, \alpha^{(H-1)} \) sufficiently large,

\[
\begin{align*}
h_X^{(H)}(w_{(1;i)})_{ii} &\geq \sigma(\alpha^{(H)c_1^{(H)})}, \\
h_X^{(H)}(w_{(1;i)})_{ik} &\leq \sigma(-\alpha^{(H)c_2^{(H)})},
\end{align*}
\]

where \( c_1^{(H)} = c_2^{(H)} = c/2 \) if \( H = 1 \). Here, \( h_X^{(H)}(w_{(1;i)})_{ii} \rightarrow \infty \) and \( h_X^{(H)}(w_{(1;i)})_{ik} \rightarrow 0 \) as \( \alpha^{(H)} \rightarrow \infty \). Therefore, with \( \alpha^{(1)}, \ldots, \alpha^{(H)} \) sufficiently large, for any \( i \in \{1, \ldots, n\} \), \( h_X^{(H)}(w_{(1;i)})_{ii} \geq \sum_{k \neq i} h_X^{(H)}(w_{(1;i)})_{ik} \). This means that the matrix \( h_X^{(H)}(w_{(1;i)})_{ij} \) is strictly diagonally dominant and hence is nonsingular with rank \( n \). Since the set of all columns of \( h_X^{(H)}(w_{(1;i)}) \in \mathbb{R}^{n \times (m_{H}+1)} \) contains all columns of \( h_X^{(H)}(w_{(1;i)})_{ij} \mid i, j \in \mathbb{N} \), this implies that \( h_X^{(H)}(w_{(1;i)}) \) has rank \( n \) and \( \varphi(w_{(1;i)}) \neq 0 \) for this constructed particular \( w_{(1;i)} \). This proves the desired statement for the case of \( \min(m_1, \ldots, m_{H-1}) \geq n \).

We now consider the remaining case of \( \min(m_1, \ldots, m_{H-1}) \geq m_x \). Set \( W_{1:m_x,1:m_x} = \cdots = W_{1:m_x,1:m_x}^{(H-1)} = I_{m_x} \), \( b_{1:m_x}^{(1)} = \alpha^{1}_{m_x,1:m_x} \), and all others to be zero. Let \( h(x) = h^{(H-1)}(x, w_{(1;i)})_{1,1:m_x} \). Then, \( h(x) = \sigma^{(H-1)}(x^T + \alpha^{1}_{m_x,1:m_x}) \), where \( \sigma^{(l)}(z) = \sigma(\sigma^{(l-1)}(z)) \) for \( l \geq 1 \) with \( \sigma^{(0)}(z) = z \). Since \( \sigma(z) = \ln(1 + e^z) = \ln((e^{-z} + 1)e^{z}) = \ln((e^{-z} + 1)e^{z}) = \ln(z + 1) = \ln(1 + e^{-z})/\varsigma \), we have that \( \sigma(z) = z + \ln(1 + e^{-z})/\varsigma \), and

\[
\begin{align*}
\sigma^{(H-1)}(z) &= \sigma^{(H-2)}(z) + \ln(1 + e^{-\sigma^{(H-2)}(z)}/\varsigma) \\
&= z + \sum_{l=0}^{H-2} \ln(1 + e^{-\sigma^{(l)}(z)}/\varsigma).
\end{align*}
\]

Therefore, \( h(x) = \sigma^{(H-1)}(x^T + \alpha^{1}_{m_x,1:m_x}) = x^T + \alpha^{1}_{m_x,1:m_x} + \psi(x^T + \alpha^{1}_{m_x,1:m_x}) \). Here, \( \psi(z) \) is the \( \sigma^{(H-1)}(z) = \sigma^{(H-1)}(z) + \ln(1 + e^{-\sigma^{(H-1)}(z)})/\varsigma \). Since \( \sigma^{(l)}(z) = z + \sum_{k=1}^{l} \ln(1 + e^{-\sigma^{(k)}(z)})/\varsigma \), we have that \( \sigma(z) \geq \sum_{k=1}^{l} \ln(1 + e^{-\sigma^{(k)}(z)})/\varsigma \). From Assumption 3 there exists \( c > 0 \) such that \( \|x_i\|^3 - x_i^T x_j > c \) for any \( x_i, x_j \in S_x \) with \( i \neq j \). Using such a \( c > 0 \) as well as a \( \alpha > 0 \), set \( W_{i:m_x}^{(1)} = \alpha x_i \in \mathbb{R}^{m_x} \) and \( b_{i:m_x}^{(1)} = -\alpha x_i^T x_j + \alpha'(c/2 - \|x_i\|^3) \) for \( i = 1, \ldots, n \). Set all other weights and bias to be zero. Then, for any \( i \in \{1, \ldots, n\} \),

\[
\begin{align*}
h_X^{(H)}(w_{(1;i)})_{ii} &= \sigma(\alpha'(x_i^T + \alpha^{1}_{m_x,1:m_x} + \psi(x_i^T + \alpha^{1}_{m_x,1:m_x}))x_i - \alpha'(x_i^T + \alpha^{1}_{m_x,1:m_x})x_i + \alpha'(c/2 - \|x_i\|^3)), \\
&= \sigma(\alpha'(2 + \psi(x_i^T + \alpha^{1}_{m_x,1:m_x})x_i),
\end{align*}
\]

and for any \( j \in \{1, \ldots, n\} \) with \( j \neq i \),

\[
\begin{align*}
h_X^{(H)}(w_{(1;i)})_{ij} &= \sigma(\alpha'(x_i^T + \alpha^{1}_{m_x,1:m_x} + \psi(x_i^T + \alpha^{1}_{m_x,1:m_x}))x_j - \alpha'(x_i^T + \alpha^{1}_{m_x,1:m_x})x_j + \alpha'(c/2 - \|x_j\|^3)), \\
&= \sigma(\alpha'(x_i^T x_j + \|x_j\|^3/2 + \psi(x_i^T + \alpha^{1}_{m_x,1:m_x})x_j)) \\
&\leq \sigma(\alpha'(c/2 + \psi(x_i^T + \alpha^{1}_{m_x,1:m_x})x_j)),
\end{align*}
\]
Proof. As batch normalization works for coordinate-wise, we consider its behavior for an arbitrary coordinate:

$$BN_{γ, β}(z) = γ \frac{z - µ}{σ^2 + ϵ} + β$$

where $z \in \mathbb{R}$. Here, $µ$ and $σ^2$ depend on other samples as well:

$$µ = \frac{1}{|S|} \sum_{i \in S} z_i$$

$$σ^2 = \frac{1}{|S|} \sum_{i \in S} (z_i - µ)^2$$

where $S$ is an arbitrary subset of $\{1, 2, ..., n\}$. Since a composition of real analytic functions is real analytic and an affine map is real analytic, $(z, γ, β) \mapsto BN_{γ, β}(z) = γ \frac{z - µ}{σ^2 + ϵ} + β$ is real analytic if $z \mapsto \frac{z - µ}{σ^2 + ϵ}$ is real analytic. Since the quotient of two real analytic functions remain real analytic if the divisor is nowhere zero, $z \mapsto \frac{z - µ}{σ^2 + ϵ}$ is real analytic if $z \mapsto z - µ$ and $z \mapsto \sqrt{σ^2 + ϵ}$ are real analytic. Here, $z - µ$ is real analytic, and $z \mapsto \sqrt{σ^2 + ϵ}$ is real analytic since the square root function is a real analytic function on the interval $(0, ∞)$. Therefore, $(z, γ, β) \mapsto BN_{γ, β}(z)$ is real analytic.

E Proof of Theorem 3

The proof of Theorem 3 builds upon the proofs of Theorem 2 and 1. In addition to the proofs of Theorem 2 and 1, we utilize the following two lemmas. Let $f_i(w) = f(x_i, w)$.

Lemma 7. Suppose Assumption 2 holds. Then, at any differentiable point $w \in \mathbb{R}^d$ of $\mathcal{L}$, it holds that for any $w^* \in \mathbb{R}^d$,

$$\mathcal{L}(w) \leq \mathcal{L}(w^*) + ∥ν \odot w - w^*∥\nabla \mathcal{L}(w),$$

where

$$\mathcal{L}_w(w^*) = \frac{1}{n} \sum_{i=1}^{n} ℓ(f_w(x, w^*), y_i),$$

and

$$f_w(x, w^*) = \sum_{k=1}^{d} w_k^* \frac{∂f_i(w)}{∂w_k}.$$
Lemma 8. Assume that \( \| \nabla L(z) - \nabla L(z') \| \leq L \| z - z' \| \) for all \( z, z' \) in the domain of \( L \). Define the sequence \( (z^t)_{t=0}^{\infty} \) by \( z^{t+1} = z^t - \frac{2\eta}{\bar{\tau}} \nabla L(z^t) \) for any \( t \geq 1 \) with an initial parameter vector \( z^0 \). Then,

\[
\min_{0 \leq t \leq T} \| \nabla L(z^t) \| \leq \frac{1}{\sqrt{T + 1}} \sqrt{\frac{L(L(z^0) - L(z^T))}{2\eta(1 - \eta)}}.
\]

Proof. Using Lemma 4 and \( z^{t+1} - z^t = -\frac{2\eta}{\bar{\tau}} \nabla L(z^t) \),

\[
\begin{align*}
\mathcal{L}(z^{t+1}) & \leq \mathcal{L}(z^t) + \nabla \mathcal{L}(z^t)^\top (z^{t+1} - z^t) + \frac{L}{2} \| z^{t+1} - z^t \|^2 \\
& = \mathcal{L}(z^t) - \frac{2\eta}{\bar{\tau}} \| \nabla \mathcal{L}(z^t) \|^2 + \frac{2\eta^2}{\bar{\tau}^2} \| \nabla \mathcal{L}(z^t) \|^2 \\
& = \mathcal{L}(z^t) - \frac{2\eta}{\bar{\tau}^2} (1 - \eta) \| \nabla \mathcal{L}(z^t) \|^2,
\end{align*}
\]

which implies that

\[
\| \nabla \mathcal{L}(z^t) \|^2 \leq \frac{L}{2\eta(1 - \eta)} (\mathcal{L}(z^t) - \mathcal{L}(z^{t+1})).
\]

By summing up both sides over the time,

\[
(T + 1) \left( \min_{0 \leq t \leq T} \| \nabla \mathcal{L}(z^t) \|^2 \right) \leq \sum_{t=0}^{T} \| \nabla \mathcal{L}(z^t) \|^2 \leq \frac{L(L(z^0) - L(z^{T+1}))}{2\eta(1 - \eta)}.
\]

Therefore,

\[
\min_{0 \leq t \leq T} \| \nabla \mathcal{L}(z^t) \| \leq \sqrt{\frac{L(L(z^0) - L(z^{T+1}))}{2\eta(1 - \eta)(T + 1)}} \leq \frac{1}{\sqrt{T + 1}} \sqrt{\frac{L(L(z^0) - L(z^T))}{2\eta(1 - \eta)}}.
\]

The proof of Theorem 3 is a result of a combination of these lemmas and the proofs of of Theorem 2 and 1.

Proof of Theorem 3. From Lemma 7, for any \( w^* \in \mathbb{R}^d \),

\[
\min_{\tau \leq k \leq \ell} \mathcal{L}(w^k) \leq \sum_{\tau \leq k \leq \ell} \| (\nu \odot w^k) - w^*_k \| \nabla \mathcal{L}(w^k) \|
\]

From the proofs of Theorems 2 and 1 if \( \min(m_1, \ldots, m_{H-1}) \geq \min(m_x, n) \) and \( m_H \geq n \) or if Assumption 1 holds, then we have that \( \text{rank} \left( \left[ h_X^{(H)}(w^*_1:H), 1_n \right] \right) = n \). By noticing that \( \left[ h_X^{(H)}(w^*_1:H), 1_n \right] \) appears in the block diagonal matrix \( \frac{\partial \text{vec}(f_X(w^}))}{\partial w_{[H+1]}^m} \) with \( m_y \) blocks (it is block diagonal because the \( k \)-th output unit does not depend on the parts of last layers’ weights and bias that are not connected to the \( k \)-th output unit), this implies that \( \text{rank} \left( \frac{\partial \text{vec}(f_X(w^}))}{\partial w} \right) = nm_y \). From the assumption of \( \text{rank} \left( K(w^k) \right) \geq \text{rank} (K(w^*)) \), this implies that \( \text{rank} \left( \frac{\partial \text{vec}(f_X(w^}))}{\partial w} \right) = nm_y \). Since \( \text{rank} \left( \frac{\partial \text{vec}(f_X(w^}))}{\partial w} \right) = nm_y \),

\[
\{ \text{vec}(f_X(w)) \in \mathbb{R}^{nm_y} : w \in \mathbb{R}^d \} = \left\{ f_{w^*}(X, w^*_k) = \sum_{j=1}^d (w^*_k)_{j} \frac{\partial \text{vec}(f_X(w_k))}{\partial w_j} = \frac{\partial \text{vec}(f_X(w_k))}{\partial w} w^*_k \in \mathbb{R}^{nm_y} : w^*_k \in \mathbb{R}^d \right\}.
\]

This implies that for any \( k \), there exists a \( \tilde{w}^k \in \mathbb{R}^d \) such that \( \mathcal{L}(w^k) = \mathcal{L}(w^*) \) where \( w^* \) is a global minimum. Thus,

\[
\min_{\tau \leq k \leq \ell} \mathcal{L}(w^k) \leq \mathcal{L}(w^*) + R \min_{\tau \leq k \leq \ell} \| \nabla \mathcal{L}(w^k) \|.
\]

where \( R = \max_{\tau \leq k \leq \ell} \min_{\tilde{w}^k \in Q_k} \| (\nu \odot w^k) - \tilde{w}^k \| \) where \( Q_k = \text{argmin}_{\tilde{w}^k \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^n \ell_i^{(\sum_{j=1}^d \tilde{w}^k_j \frac{\partial f_{x_i}(w^k)}{\partial w^k_j}, y_i)} \). From Lemma 8

\[
\min_{\tau \leq k \leq \ell} \mathcal{L}(w^k) \leq \mathcal{L}(w^*) + \frac{1}{\sqrt{T - \tau + 1}} \sqrt{\frac{LR^2(\mathcal{L}(w^*) - \mathcal{L}(w^*))}{2\eta(1 - \eta)}}.
\]

\( \square \)