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Abstract In this paper, the minimization of computational cost on evaluating multi-dimensional integrals is explored. More specifically, a method based on an adaptive scheme for error variance selection in Monte Carlo integration (MCI) is presented. It uses a stochastic Efficient Global Optimization (sEGO) framework to guide the optimization search. The MCI is employed to approximate the integrals, because it provides the variance of the error in the integration. In the proposed approach, the variance of the integration error is included into a Stochastic Kriging framework by setting a target variance in the MCI. We show that the variance of the error of the MCI may be controlled by the designer and that its value strongly influences the computational cost and the exploration ability of the optimization process. Hence, we propose an adaptive scheme for automatic selection of the target variance during the sEGO search. The robustness and efficiency of the proposed adaptive approach were evaluated on global optimization stochastic benchmark functions as well as on a tuned mass damper design problem. The results showed that the proposed adaptive approach consistently outperformed the constant approach and a multi-start optimization method. Moreover, the use of MCI enabled the method application in problems with high number of stochastic dimensions. On the other hand, the main limitation of the method is inherited from sEGO coupled with the Kriging metamodel: the efficiency of the approach is reduced when the number of design variables increases.
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1 Introduction

Much of today’s engineering analysis consists of running complex computer codes. Although computer power has been steadily increasing, the expense of running many analysis codes remain non-trivial. For example, a single evaluation of a finite element model may take minutes to hours, if not longer. Thus, it often becomes impractical to perform a large number of such simulations, for example, as required during optimization. To address such a challenge, approximation or metamodelling techniques are often used.

One of such techniques is Kriging (Krige, 1951; Cressie, 1993), which has been gaining popularity in the last decade, and has been applied in numerous branches of science (Theodossiou and Latinopoulos, 2006; Goel et al., 2008; Huang et al., 2011; Sakata et al., 2011; Zhu et al., 2014). It has been shown to produce accurate response surfaces and to offer a estimate of the error in points that had not been sampled.

Kriging in its usual formulation considers the approximation of deterministic functions. But what if the objective function possess some sort of randomness or
variability? This randomness could be, for example, uncertainty in the input parameters or noise in the function response. For such cases, a more recent extension called Stochastic Kriging (SK) (Staum, 2009; Ankenman et al., 2010; Kleijnen and Mehdad, 2016; Kamiński, 2015; Chen and Kim, 2014; Plumlee and Tuo, 2014) was developed. Improvements and extensions emerged for both SK and deterministic Kriging in recent years. For example, Wang et al. (2014) included qualitative factors on the SK metamodel by constructing correlation functions that are valid across levels of qualitative factors. Several authors incorporated gradient information into the metamodel, which tends to significantly improve surface prediction (Chen et al., 2013; Qu and Fu, 2014; Ulaganathan et al., 2014; Hao et al., 2018). Chen and Kim (2014) evaluated sampling strategies while taking into account possible bias in SK simulation response estimates. Plumlee and Tuo (2014) suggested an approach where the intrinsic metamodel of SK error is not assumed Gaussian distributed, deriving a distributional emulator called Quantile Kriging. In the same subject, Zhang and Xie (2017) built the Asymmetric Kriging emulator, again without error distribution assumption. This approach employed asymmetric least squares, which are used to compute multiple quantile curves and fit the model. Kamiński (2015) proposed an improved SK update procedure by combining metamodel and simulation evaluations in addition to the use of smoothed variance evaluations to compute the intrinsic noise. Shen et al. (2018) applied stylized queuing models to provide information about the shape of the response surface. Following Chen et al. (2012), Zou and Zhang (2018) further explored the use of Common Random Numbers with SK, showing that its use may not always be detrimental to prediction accuracy, being beneficial if the observation errors of the real system are small enough.

A powerful approach to use Kriging or SK within an optimization context is the Efficient Global Optimization (EGO). EGO is the name of the framework developed by Jones et al. (1998), which exploits the information provided by the Kriging metamodel to iteratively add new points, improving the surrogate accuracy and at the same time seeking its global minimum. It is the manner in which these infill points are added that characterizes different EGO methods.

The use of SK within the EGO framework, which we name here stochastic Efficient Global Optimization (sEGO), is relatively recent. For example, Jalali et al. (2017) compared Kriging-based methods in heterogeneous noise situations, while Picheny et al. (2013b) benchmarked different infill criteria for the noisy case. The choice of infill in stochastic environment has received considerable attention in literature. Some authors considered the use of the classical (noiseless) Expected Improvement (EI) criterion with a “plug-in”, which is effectively an target for the definition of improvement, such as Vazquez et al. (2008) and Osborne et al. (2009). Unfortunately, for the noisy case plug-ins do not take into account the noise of future observations. The Augmented Expected Improvement (AEI) method from Huang et al. (2006), addresses this issue with a penalty term. Such formulation is employed in this paper and is further discussed in subsection 3.3. Forrester et al. (2008) employed a reinterpolation procedure by building one model for evaluating and predicting noisy observations and another interpolative model for determining the infill point. Picheny et al. (2013a) considered a modification of EI using quantiles to define a reference for improvement, taking into account the effect of a new observation on the model. The work of Scott et al. (2011) applied the concept of knowledge gradient to define improvement, aiming to measure the global effect of a new measurement on the model mean. Methods employing a global measure of improvement have also been proposed, however those involve potentially expensive numerical integrations. Villemonteix et al. (2009) criterion maximized information gain, while Gramacy and Lee (2010) evaluated the effect of a candidate point over the design space with an Integrad Expected Conditional Improvement.

In this context, this paper presents an efficient sEGO approach for optimization problems whose objective function depends on an integral. The proposed approach is based on Monte Carlo Integration (MCI) and sEGO. First, MCI is employed to approximate the objective function since it provides not only an approximation for the integral, but also the variance of the error. The variance of the error is then included into the SK framework, and the AEI infill criterion is employed to guide the addition of new points in the stochastic EGO framework. We show that the variance of the error committed by MCI may be controlled by the designer and that its value strongly influences the computational cost and the exploration ability of the optimization process. Thus, the main contribution of this paper is the development of an adaptive scheme for the evaluation of a target variance of the error committed by MCI. The adaptive approach provides a framework to avoid getting stuck in local minima due to lack of information, and to achieve an efficient optimization process by rationally spending the available computational budget, *i.e.* it balances the exploration and exploitation capabilities of the algorithm.

The rest of the paper is organized as follows: section 2 presents the problem statement, *i.e.* the charac-
teristics of the problems we aim to solve as well as a description of the MCI. The sEGO framework is presented in section 3. The potential consequences of the target variance setting are detailed in section 4, while the adaptive target approach is presented in section 5. Numerical examples are studied in section 6 to show the efficiency and robustness of the proposed method. Finally, the main conclusion are listed in section 7.

2 Problem Statement

The goal of this paper is to solve the problem of minimization of a function $J$, which depends on an integral as in

$$
\min_{d \in S} \int_{\Omega} \phi(d, x) w(x) dx,
$$

where $d \in \mathbb{R}^n$ is the design vector, $x \in \mathbb{R}^n$ is the parameter vector, $\phi: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is a known function, $S$ is the design domain, $w(x)$ is some known weight function (e.g. probability distribution) and $\Omega \subseteq \mathbb{R}^n$ is the integration domain (e.g. support of the probability distribution). We also assume here that the design domain $S$ considers only box constrains.

Here we are interested in situations that:

- this integral cannot be evaluated analytically,
- $\phi$ is a black box function and is computationally demanding,
- the resulting objective function $J$ is not convex and multimodal,
- $S$ includes only box constrains.

To give only a few examples, in engineering applications problems of this kind may arise from the maximization of the expected performance of a mechanical system, vastly applied in robust design (Capiez-Lernout and Soize, 2008; Soize et al., 2008; Ritto et al., 2011; Lopez et al., 2014; Fadel et al., 2016; Miguel Lernout and Soize, 2008; Soize et al., 2008; Ritto et al., 2011), or the double integral of Optimal Design of Experiment problems (Huan and Marzouk, 2013; Beck et al., 2018).

In the formulation of Eq. (1), it is important to notice the difference between $n_r$, which is the dimension of the optimization problem and $n_x$, which is the stochastic dimension of the integral. Indeed, in cases where the integration domain $\Omega$ of Eq. (1) has high dimension, evaluation of the above integral may become computationally demanding. Numerical integration such as quadrature procedures may be employed, although its computational efficiency is drastically reduced for high dimensional problems. In such cases, together with the sEGO approach proposed in this paper, sampling techniques may be employed, such as MCI, Importance Sampling (Rubinstein, 2007), Multi Level Monte Carlo (Giles, 2008), Multi index Monte Carlo (Haji-Ali et al., 2016).

In MCI, $J$ is estimated as

$$
J(d) \approx \bar{J}(d) = \frac{1}{n_r} \sum_{i=1}^{n_r} \phi(d, x^{(i)}),
$$

where $n_r$ is the sample size and $x^{(i)}$ are sample points randomly drawn from distribution $w(x)$. In this work the sample points employed for MCI are also called replications, in order to distinguish from sample points employed for Kriging, when necessary.

One of the advantages of using sampling techniques, such as MCI, is that we are able to estimate the variance of the error of the approximation. Indeed, the variance of the estimator can be computed for a fixed $d$ by a point estimate as:

$$
\overline{\sigma^2}(d) = \frac{1}{n_r(n_r - 1)} \sum_{i=1}^{n_r} (\phi_i - \bar{J}(d))^2,
$$

where $\phi_i = \phi(d, x^{(i)})$. Thus, by increasing the sample size $n_r$ (i.e. the number of replications), the variance estimate decreases and approximation in Eq. (2) gets closer to the exact value of Eq. (1). In fact, it may be demonstrated that the rate of convergence of MCI is $n_r^{-2}$ (Hammersley and Handscomb, 1964; Kalos and Whitlock, 1986).

As already mentioned, in this paper we aim to solve problems in which $\phi$ is a black box computationally demanding function, and $J$ is nonconvex. We assume gradient information is unknown, although such information, if available, could be employed as in Hao et al. (2018). EGO algorithms are able to handle these difficulties and were successfully applied in different fields (Couckuyt et al., 2010; Li and Heap, 2011; Bae et al., 2012; Duvigneau and Chandrahekar, 2012; Gengembre et al., 2012; Kanazaki et al., 2015; Chaudhuri et al., 2015; Haftka et al., 2016; Ur Rehman and Langaalaar, 2017). More specifically, in this paper we propose the use of sEGO, but the SK metamodel is enriched with the information given by Eq. (3). EGO, SK and the proposed scheme are detailed in the next sections.
3 Stochastic Efficient Global Optimization (sEGO)

According to Jones (2001), EGO methods generally follow these steps:

1. Construction of the initial sampling plan;
2. Construction of the metamodel;
3. Addition of a new infill point to the sampling plan and return to step 2.

Steps 2 and 3 are repeated until a stop criterion is met, e.g., maximum number of function evaluations. The manner in which the infill points are added in each iteration is what differentiates EGO approaches. In the next subsections, these steps are detailed in order to set the basis of the proposed approach.

3.1 Initial sampling plan

In the first step, a Kriging sampling plan \( \Gamma \) containing \( n_s \) points is created, i.e.

\[
\Gamma = \{ d^{(1)}, d^{(2)}, \ldots, d^{(n_s)} \}. \tag{4}
\]

A Latin Hypercube scheme is usually employed for this purpose. Then, the objective function value \( J \) of each of these points is evaluated using the original model, obtaining

\[
y = \{ y^{(1)}, y^{(2)}, \ldots, y^{(n_s)} \}, \tag{5}
\]

where \( y^{(i)} = J(d^{(i)}) \).

Step 2 constructs a prediction model, which is given by the SK in this paper. In order to keep the paper self-contained, the formulation of Deterministic Kriging is given in Appendix A, while the SK formulation is given in the next subsection.

3.2 Stochastic Kriging (SK)

Ankenman et al. (2010) proposed an extension to the deterministic Kriging methodology to deal with stochastic simulation. Their main contribution was to account for the sampling variability that is inherent to a stochastic simulation. In order to accomplish this, they characterized both the intrinsic error inherent in a stochastic simulation and the extrinsic error that comes from the metamodel approximation. Then, the SK prediction can be seen as:

\[
\hat{y}(d_i) = M(d_i) + Z(d_i) + \epsilon(d_i), \tag{6}
\]

where \( M(d) \) is the usual average trend, \( Z(d) \) accounts for the model uncertainty and is now referred as extrinsic noise. The additional term \( \epsilon \), called intrinsic noise, accounts for the simulation uncertainty or variability. In the original version of Ankenman et al. (2010), the intrinsic noise is assumed independent and identically distributed (i.i.d.) across Kriging sample points and possesses a Gaussian distribution with zero mean.

In the present paper, the variability is due to the error in the approximation of the integral from Eq. (1) caused by MCI. It is worth to recall here that MCI provides an estimation of the variance of this error. That is, we are able to estimate the intrinsic noise, and consequently, introduce this information into the metamodel framework. In order to accomplish this, we construct the covariance matrix of the intrinsic noise - among the current sampling plan points. Since the intrinsic error is assumed to be i.i.d. and Normal, the covariance matrix is a diagonal matrix with components

\[
(\Sigma_i)_{ii} = \sigma^2(d_i), \quad i = 1, 2, \ldots, n_s, \tag{7}
\]

where \( \sigma^2 \) is given by Eq. (3). Then, considering the Best Linear Unbiased Predictor shown by Ankenman et al. (2010), the prediction of the SK at a given point \( d_n \) is:

\[
\hat{y}(d_n) = \hat{\mu} + r^T(\Psi + \Sigma_i)^{-1}(y - 1\hat{\mu}), \tag{8}
\]

which is the usual Kriging prediction with the added diagonal correlation matrix from the intrinsic noise, as can be seen by comparing Eqs. (8) and (42).

Similarly, the predicted error takes the form:

\[
s^2_n(d) = \sigma^2 \left[ 1 + \lambda(d) - r^T(\Psi + \Sigma_i)^{-1}r \right. \\
\left. + \frac{(1 - 1^T(\Psi + \Sigma_i)^{-1}r)^2}{1^T(\Psi + \Sigma_i)^{-1}1} \right], \tag{9}
\]

where \( \lambda(d) \) corresponds to the regression term. If the errors are assumed homoscedastic, then this term becomes a constant and \( \Sigma_i = \Lambda \). In the present paper, the designer may set its value in the MCI, i.e., its value depend on the selected variance \( \sigma^2 \). Further discussion on the how targets are chosen is presented in section 4.
3.3 Infill criterion for stochastic EGO

Although SK provides a good noise filtering model, the error estimates are no longer appropriate for use when choosing infill points in the EGO framework (J. Forrester et al., 2006).

The popular Expected Improvement (EI) infill criterion has proven global convergence under the deterministic case (Locatelli, 1997). However, this property no longer holds for the stochastic case, which does not guarantee a dense sampling. Overall, any method that relies on the predicted error going to zero at sampled points, which is the case in the deterministic approach, has difficulties for application in stochastic environments (J. Forrester et al., 2006). Hence, an infill point method adapted to SK is required. Picheny et al. (2013b) benchmarked different infill criteria for SK case. From that paper, a modification of the deterministic EI criterion called AEI (Huang et al., 2006) provided promising results and it is employed here. The main steps of the AEI criterion are presented in the next paragraphs, while a full description is given by Huang et al. (2006) and Picheny et al. (2013b). Moreover, comparison of AEI to deterministic infill criteria may be find in references Huang et al. (2006); Forrester et al. (2008).

In the EI criterion, the infill point is selected as the one that maximizes the expected value of the improvement measurement. This improvement definition requires a target value to indicate the greediness of the search. Considering the improvement definition:

\[ I(d, y_{\text{target}}) := \max(0, y_{\text{target}} - Y(d)), \tag{10} \]

where the \( y_{\text{target}} \) for EI is usually chosen as the minimal solution found so far. For the AEI infill criterion, this target is the so-called effective best solution \( d^{**} \) and is computed as:

\[ d^{**} = \arg\min_{d} (d^{(i)} + \alpha s_n^{(i)}) \quad \text{for } i = 1, ..., n_s, \tag{11} \]

where \( s_n^{(i)} \) is the corresponding kriging error, obtained by taking the square root of the MSE defined in Eq. (9), and \( \alpha \) is an arbitrary constant.

The criterion can be calculated as the expected improvement over the effective best solution multiplied by a penalization term:

\[ AEI(d) = E[I(d, d^{**})] \left( 1 - \frac{\sqrt{\lambda(d)}}{s_n(d) + \lambda(d)} \right), \tag{12} \]

where \( E[I(d, d^{**})] \) represents the expected value of the already defined improvement, \( s_n(d) \) the Kriging estimated error and \( \lambda \) the intrinsic output noise, which will be enforced by MCI procedure based on a target variance.

The term between parenthesis in the right-hand-side of Eq. (12) is a penalty factor which amplifies the importance of the Kriging variance. That is, it enhances exploration, avoiding multiple simulations over the same input (Picheny and Ginsbourger, 2014).

4 Problem: how to set the target variance?

With the framework presented so far, we are able to incorporate error estimates from MCI within the sEGO scheme. It is important to notice that the number of samples (replications) of the MCI is an input parameter, i.e. the designer has to set \( n_r \) in Eq. (3). Consequently, the designer is able to control the magnitude of \( \Sigma_e \) and \( \lambda \) by changing the sample size \( n_r \). However, in practice a target variance (\( \bar{\sigma}^2_{\text{target}} \)) is first chosen and the sample size is iteratively increased until the evaluated variance is close to the target value. Thus, for a constant target variance, the regression parameter is then enforced by the MCI procedure to be

\[ \lambda(d) = \bar{\sigma}^2_{\text{target}}. \tag{13} \]

The choice of the target variance must consider two facts:

- if the target variance is too high, the associated error may lead to a poor and deceiving approximation of the integral,
- if the target tends to zero, so does the error and we retrieve the deterministic case, however, at the expense of a huge computational effort.

This section aims to emphasize the importance of the target variance setting and its consequences in the optimization process using stochastic EGO. It presents the key ideas behind the main contribution of this paper: the adaptive target variance approach proposed in Section 5.

In order the better visualize the optimization procedure, consider the following multimodal function:

\[ \phi(d, X) = -(1.4 - 3d) \sin(18d)X, \tag{14} \]

where \( X \) is a Normal random variable with mean 1 and standard deviation 0.1 (i.e. \( X \sim \mathcal{N}(1,0.1) \)). Here, we want to find \( d^* \) that minimizes the expected value of
this function in the design domain \( d \in S = [0, 1.2] \).

That is, our problems resume to:

\[
\min_{d \in S} J(d) = \mathbb{E}_{X} \left[ \phi(d, X) \right] = \int_{\Omega} \phi(d, x) f_{X}(x) \, dx, \tag{15}
\]

where \( \mathbb{E} \) is the expected value operator, \( f_{X} \) is the Normal probability density function of \( X \) and \( \Omega = (-\infty, +\infty) \) its support. Figure 1 illustrates the approximation of \( J \) given by MCI over the design domain, i.e. it plots \( \bar{J} \), evaluated using Eq. (2), over the design domain.

As described in section 3, the first step of an EGO algorithm is the construction of the initial sample plan. Here, we employ the initial Kriging sample size as \( n_{s} = 5 \), which may be visualized as the blue dots in Figs. 2a or 2b. Each observation is replicated \( n_{r} \) times in order to achieve the desired target variance (\( \sigma^{2}_{\text{target}} \)).

As already mentioned, different targets imply different error estimates, i.e. the more replications we draw at a given design vector, the lower is the variability of the MCI estimate. For example, Figure 2a shows a SK model based on \( \sigma^{2}_{\text{target}} = 1.00 \), while Figure 2b shows the model resulting from the same initial Kriging sample, but in this case with \( \sigma^{2}_{\text{target}} = 0.001 \). In these figures, the dashed red lines represent the SK model prediction, given by Eq. (8), while the dashed gray lines give the variability of the SK model, which correspond to the interval \([-s_{n}, s_{n}]\) from the prediction, which is evaluated by Eq. (9).

In deterministic Kriging, the estimated error is exactly zero at sampled points. However, when \( J \) is estimated using MCI, the error only approaches zero as the number of replications increases (i.e. when \( n_{r} \to \infty \)). For instance, comparing both cases in Fig. 2, it can be seen that the RMSE interval is closer to the sampled points in Figure 2b while it is quite far in Figure 2a. Although a larger number of evaluations is needed in order to achieve a lower target variance, it can be seen that it may improve the prediction. Having a more accurate description of the function with a lower estimated error on sampled points makes the infill criterion approach the deterministic case, which is known to be globally convergent.

After the initial SK model construction, the next step in the EGO procedure is the refinement of the model by adding infill points. Using the AEI criterion, the point that minimizes the utility function composed of an EI term and a penalty term is added to the model (see Eq. (12)).

Consider first the case in which we have a relatively low target variance, i.e. \( \sigma^{2}_{\text{target}} = 0.01 \). Figure 3 illustrates how the AEI infill works. The auxiliary plot presented below the function plot represents the negative of the AEI measure over the domain. The circled point indicates the selected infill point, which is shown to minimize \(-\text{AEI}\).

Figure 4 shows the progress of the optimization in two different moments. In Fig. 4a, the 5th infill is added to the model. The search has not found the optimal
valley yet. The search proceeds and after some evaluations on the initial valley the algorithm starts exploring more uncertain regions. By the 20th infill, it is possible to see in Fig. 4b that the algorithm already sampled around the global optimum multiple times. Therefore, AEI value is very low and directed to that single region.

A completely different situation occurs when we consider the case in which we have a relatively high target variance, i.e. $\sigma_{\text{target}}^2 = 1.00$. As it may be seen in Fig. 5, which shows the search at the 30th infill point, the optimization process stalls at the first valley found and never explores other regions. This is caused by the lack of information gained by each point added to the model. Each infill is inserted considering the unit target variance. Because the estimated error remains almost the same, the infill criterion becomes highly local, avoiding exploration of potentially better regions. The penalization from AEI only takes effect when $s_n^2$ is low, which is not the case when the target variance is high.

The main conclusion from this section is that there is a need for a rational adaptive choice of the target variance. A higher target reduces computational cost, yet it can become highly local. A lower target may need higher computational cost, however the refined model is more easily exploited. A trade-off between these characteristics must be made in order to:

- avoid getting stuck in local minima due to lack of information,
- achieve an efficient optimization process.

5 Proposed approach: adaptive target selection

As it was seen in the previous section, the target variance plays an important role when using the MCI
coupled with SK. Setting it either too small or too high may hinder the optimization algorithm. When too small, the target forces a large number of evaluations on a single point, effectively compromising the computational budget of the global optimum search. On the other hand, setting it too high may stall the search due to the lack of reliable information obtained with each infill, as shown in Fig. 5.

As it can be inferred, the efficiency and the success of the optimization approach depends on the target selected. However, which target to choose? The main contribution of this paper is proposing an adaptive target selection procedure. This idea arises to confront the existing drawbacks of both low and high targets, as discussed in section 4. However, instead of a simple middle constant target variance value, here we suggest a more efficient approach.

The proposed approach consists on an adaptive target selection. It aims to balance the trade-off between accuracy and computational cost. The main idea is similar to an exploration versus exploitation aspect of any global optimization procedure. The adaptive approach starts exploring the design domain by evaluating the objective function value of each design point using MCI with a high target variance - so that each evaluation requires only a few samples. That is, the initial target value $\sigma^2_{\text{target}}$ should be initially set to a value that avoids expending too much computational resources at the first iterations of the algorithm, giving room for the adaptive scheme to work.

Then, it gradually reduces the target variance for the evaluation of additional infill points in regions of the design domain where points were already sampled. It is expected that such a reduction make the algorithm exploit the promising regions of the design domain, not stalling the search as the example of section 4.

A flowchart of the proposed stochastic EGO algorithm, including the proposed adaptive target selection, is shown in Fig. 6. In the next paragraphs, each of its steps is detailed.

The first step is the creation of the Kriging sampling plan. Here, we employed the Latin Hypercube method presented in Forrester et al. (2008). It is important to highlight here that all design points of the sampling plan are evaluated using $n_c = 1$, ignoring the default target variance. The reason for this is to prevent expending computational resources on the initial model and in turn, better employ them when promising regions of exploitation are identified.

After the construction of the SK metamodel for the initial sampling plan, the infill stage begins. The AEI method, presented in subsection 3.3, is employed for this purpose. Here, an initial target variance $\sigma^2_{\text{target}}$ is set and the first infill point is added to the model being simulated up to this corresponding target variance.

From the second infill point on, the adaptive target selection scheme starts to take place. We propose the use of an exponential decay equation parametrized by problem dimension ($n$) and the number of points already sampled near the new infill point ($n_{\text{close}}$). The latter is defined by the number of points in the model located at a given distance of the infill point. Suppose $q$ is the point that maximizes the infill criterion. We propose to evaluate $n_{\text{close}}$ as

$$n_{\text{close}} = \sum_{j=1}^{n_c} I(q, d^{(j)}),$$

(16)

where

$$I(q, d^{(j)}) = \begin{cases} 1, & \|q - d^{(j)}\| \leq r_{hc}, \\ 0, & \|q - d^{(j)}\| > r_{hc}, \end{cases}$$

(17)

in which $\| \|$ is a given vector norm and $r_{hc}$ is one of the input parameters of the proposed approach and corresponds to the distance considered around the infill point.

For evaluation of Eq. (16) we take, without loss of generality, the maximum vector norm. For an arbitrary vector $u$, it is given by

$$\|u\| = \max_{i=1,\ldots,n} |u_i|,$$

(18)

and thus we consider a hypercube around the infill point selected with half-sides $r_{hc}$. Intuitively, this parameter controls the aggressiveness of the search. Increasing it makes the hypercube larger, allowing more sampled points to be treated as close ones.

Then, when the infill is located within an unsampled region, its target variance is set as the initial target variance. On the other hand, when the infill is located in a region with existing sampled points, a lower target variance ($\sigma^2_{\text{adapt}}$) is employed for the approximation of its objective function value. This is done to allocate more computational effort on regions that need to be exploited. Thus, it indicates the purpose of the infill. Isolated infill points focus on exploring the landscape, where higher MCI accuracy is not needed. When they start to group up, the focus changes to landscape exploitation. In this situation, the target MCI variance is set to a lower value, increasing the model accuracy. By doing so, it also avoids the clustering of multiple inaccurate points that causes the stalling observed in Fig. 5.
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Since different targets are being employed, $\lambda$ becomes dependent on the sampling characteristics. It is now adaptively updated according to

$$
\lambda(d) = \begin{cases} 
\sigma^2_{target} & \text{if } d \in \Gamma \text{ and } n_{close} = 0 \\
\sigma^2_{adapt} & \text{if } d \in \Gamma \text{ and } n_{close} > 0 \\
\sigma^2_{target} & \text{if } d \notin \Gamma
\end{cases}
$$

(19)

where $\sigma^2_{target}$ is the initial target variance and $\sigma^2_{adapt}$ is the adaptive target variance. The value of $\sigma^2_{adapt}$ is then set in order to ensure that points in regions already sampled have a low target variance, in order to exploit a promising region accurately.

In this paper, the expression proposed to calculate the adaptive target value for each iteration of the sEGO algorithm is

$$
\sigma^2_{adapt} = \sigma^2_{target} \exp(-g(n,n_{close})),
$$

(20)

where $g$ is a function that depends on the problem dimension ($n$) and $n_{close}$. The reasoning behind the construction of Eq. (20) is twofold:

- **it displays an exponential decay of the target value**: the choice of an exponential decay seems to be the most intuitive considering how the number of function evaluations increases and the error decreases. If a linear model were used instead, the target would decrease very slightly with few closer points. Yet, it would drop abruptly as $n_{close}$ increased, reaching the lower bound for the target. This would cause, initially, an unnecessary number of infill points added to the model without a reasonable gain of information. Further in the optimization, the target would drop abruptly resulting in a large number of evaluations. With the proposed approach, the target starts with high values and is progressively lowered when points begin to cluster around an optimum valley.

- **the decay rate is proportional to the problem dimension $n$**: with low dimensional problems, the design space is relatively small so that it becomes easier for the infill points to cluster. Thus, the targeting decay cannot be too aggressive at risk of expending too much computational resources. At higher dimensions, $n_{close}$ does not increase so fast. Thus, it allows for a more significant target decay. Hence, it indicates the necessity of $g$ to depend on $n$.

In all the examples of this paper, we employ:

$$
g(n,n_{close}) = a_1 + a_2 \cdot n + a_3 \cdot n_{close} - a_4 \cdot n_{close} \cdot n,
$$

(21)

where $a_i$ are given constants. Figure 7 presents the logarithmic scale plot of Eq. (20) for different problem dimensions using $a_1 = a_2 = a_3 = 1/2$ and $a_4 = 1/100$.

It is worth to highlight here that it is also important to set a minimum value for the adaptive target to avoid a computationally intractable number of samples.
In other words, not to spend the entire computational budget in only a few points. We thus enforce

$$\sigma^2_{\text{min}} \leq \sigma^2_{\text{adapt}} \leq \sigma^2_{\text{target}},$$

where $\sigma^2_{\text{min}}$ is a lower bound on the target.

Fig. 7 Target decay varying with problem dimension

6 Numerical Examples

In this section, the performance of the proposed approach is evaluated by the solution of stochastic versions of global optimization benchmark test functions. These functions possess a single global optimum and most of them are multimodal, making them good candidates to assess the method’s exploration and exploitation capabilities. These stochastic versions are constructed by inserting multiplicative random variables into the functions. The random variables follow known distributions with specified parameters for each problem. Here, the efficiency of each algorithm is measured by the number of function evaluations (NFE), i.e. the number of times the function $\phi$ is evaluated, which also is employed as the stopping criterion in all the examples. Hence, once the maximum NFE is reached, the algorithm is stopped and the current best design is set as the optimum design of the search. Since the benchmark functions are not expensive to evaluate, it becomes pointless to discuss computational effort as measured in processing time. For this reason, this information is not presented.

It is important to point out that the optimization procedure presented depends on random quantities. Therefore, the results obtained are not deterministic and may change when the algorithm is run several times. For this reason, when dealing with stochastic algorithms, it is appropriate to present statistical results over a number of algorithm runs (Gomes et al., 2018). Thus, for each problem, the average as well as the 5 and 95 percentiles of the results found over the set of 100 independent runs are presented. These percentiles are represented by the error bars in the figures. These error bars may be seen as a robustness measure of each algorithm, i.e. its ability to provide reasonable results independently of the seed of the random number generator.

Regarding Kriging, for the MLE optimization step, PSO with the default parameters from the Matlab (Mat, 2015) implementation was employed. For the AEI infill criterion, $\alpha = 1.00$ was used as suggested by Huang et al. (2006).

In subsection 6.1, we compare the constant and the proposed adaptive variance target selection while subsection 6.2 aims to compare the proposed scheme against a multi-start algorithm.

6.1 Stochastic EGO: adaptive against constant target

In this section, we present the numerical examples in increasing order of complexity, i.e. we investigate problems with 1 to 10 design variables. For the proposed adaptive target selection, we employ the framework described in Fig. 6, while for the constant target value, $\sigma^2_{\text{target}}$ is set constant throughout the search. In the examples presented in the next subsections, we also evaluate the efficiency of these methods for different input random variables levels by varying their standard deviation. It is important to remark that a different initial sampling plan is employed for each independent run of the algorithm. However, the same initial sampling plans are used for both constant and adaptive targeting to keep a fair comparison between them.

For the upcoming examples, the following parameters are kept constant: initial sampling plans comprised of $n_s = 7n$ points, $r_{bc} = 0.1$, $a_1 = a_2 = a_3 = 1/2$ and $a_4 = 1/100$, $\sigma^2_{\text{min}} = 10^{-6}$, and for the adaptive scheme, the initial variance target value is set as $\sigma^2_{\text{target}} = 1.0$.

It is worth to highlight that all the parameters of the proposed adaptive approach are kept constant throughout this section. By doing this, we aim to evaluate whether the proposed adaptive approach is able to reach reasonable results without having to tune its parameters.

6.1.1 Multimodal 1D problem

Consider the multimodal 1D problem, given by Eqs. (14) and (15), presented in Section 4. We employ the
MCI to approximate the integral in Eq. (15) and the proposed sEGO scheme to search for \(d^*\). Here, we solve this problem for two different standard deviation levels, \(\sigma_X = 0.2\) and \(0.3\), and three different values of the stopping criterion, \(\text{NFE} = 50, 100, 150\).

In this example, we first highlight the difficulty of setting a constant target variance. Hence, Fig. 8 presents the results of the constant approach using different values of \(\sigma^2_{\text{target}} = 1.0, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\), and using NFE = 150 as stopping criterion. It is easily noticeable from these results that the performance and robustness of the algorithm is highly dependent on the value of \(\sigma^2_{\text{target}}\). For example, for the case \(\sigma_X = 0.2\), the best constant variance is \(\sigma^2_{\text{target}} = 10^{-2}\) as shown in Fig. 8a, while for \(\sigma_X = 0.3\), both \(\sigma^2_{\text{target}} = 10^{-1}\) and \(\sigma^2_{\text{target}} = 10^{-2}\) could be considered good constant targets, as shown in Fig. 8b. It puts in evidence the necessity of an adaptive target variance selection scheme.

Figure 9 presents the results comparing the constant and adaptive target approaches for different standard deviation values of the input random variable: (a) \(\sigma_X = 0.2\) and (b) \(\sigma_X = 0.3\). Here, we employ for the constant target scheme, \(\sigma^2_{\text{target}} = 10^{-3}\). In this figure, the height of the bars represent the average solution found over 100 independent runs of the algorithm, while the error bars illustrate the dispersion of the results (5 and 95 percentiles).

For the case in which \(\sigma_X = 0.2\), the adaptive approach presented a good performance from the lowest NFE considered, while the constant approach performed better as the computational budget was increased. In the case with higher noise (\(\sigma_X = 0.3\)), the adaptive approach provided a better value of the mean value of the independent runs as well as lower dispersion. The results presented in this example show that the proposed adaptive target approach successfully minimized Eq. (15), and presented clear advantage over the constant approach, especially in the case of higher variability of the input random parameter.

### 6.1.2 Multimodal 2D problem

In the same manner as the previous subsection, we consider a multimodal stochastic two dimensional function:

\[
\phi(d, X) = p_1(d_2 - p_2d_1^2 + p_4d_1 - p_4)^2 X_1 + p_5(1-p_6)\cos(d_1) X_2 + p_5 + 5d_1, \tag{23}
\]

with parameters \(p_1 = 1, p_2 = 5.1/(4\pi^2), p_3 = 5/\pi, p_4 = 6, p_5 = 10, p_6 = 1/(8\pi)\). The design domain is \(S = \{d_1 \in [-5, 10], d_2 \in [0, 15]\}\).

\[X_1\text{ and }X_2\text{ are Normal random variables given by } (X_1, X_2) \sim \mathcal{N}(1, \sigma_X).\]

The weight function \(w\) from Eq. (1) is taken as the probability density function (PDF) \(f_X(x)\) of the random vector \(X = \{X_1, X_2\}\). The integral from Eq. (1) then becomes the expected value of \(\phi\) and we have the optimization problem

\[
\min_{d \in S} J(d) = \mathbb{E}[\phi(d, X)] = \int_{\Omega} \phi(d, x) f_X(x) \, dx, \tag{24}
\]

where \(\Omega = \mathbb{R}^{n_x}\) is the support of \(f_X(x)\).

In this problem, \(\phi(d, X)\) is a modified Branin function where a term \(5d_1\) is added to the function. This modification forces the existence of a single global optimum value. The plot of the deterministic version of this function is shown in Fig. 10.
Two cases are considered for different standard deviation values of the input random variable: (a) $\sigma_X = 0.01$ and (b) $\sigma_X = 0.05$, and three different values of the stopping criterion, i.e. $\text{NFE} = 100, 300, 1000$. It should be remarked that the behavior of the constant approach is quite similar to the one presented in the previous example, i.e. the robustness and performance are highly dependent on the value of $\sigma_{\text{target}}$. Hence, we only present from here on the most reasonable results reached by this method. In this example, they are given by $\sigma_{\text{target}} = 10^{-2}$.

Figure 11 presents the results comparing the constant and adaptive target approaches. It can be observed that the proposed adaptive approach once more provided better average values and lower dispersion over the independent runs when compared to the constant target approach. Furthermore, in this problem, the adaptive approach provided better results even for the lower noise situation ($\sigma_X = 0.01$). The only exception was for $\sigma_X = 0.05$ with NFE=100, where the constant approach presented better results than the adaptive one, as shown in Fig. 11(b).

6.1.3 Multimodal 6D problem and high stochastic dimension

This multimodal benchmark function has six local minima and one global minimum. It is the well-known Hartman 6D deterministic benchmark function modified by stochastic multiplicative coefficients in the following form:

$$\phi(d, \mathbf{X}) = -\frac{4}{p_1 \exp \left( -\sum_{j=1}^{6} A_{ij} (d_j X_j - P_{ij})^2 \right)},$$

where

$$p = [1.0, 1.2, 3.0, 3.2]^T,$$

$$A = \begin{bmatrix}
10 & 3 & 17 & 3.50 & 1.7 & 8 \\
0.05 & 10 & 17 & 0.1 & 8 & 14 \\
3.35 & 1.7 & 10 & 17 & 0.8 & 8 \\
17 & 0.05 & 10 & 0.1 & 14 & 8 \\
\end{bmatrix},$$

and

$$\mathbf{P} = 10^{-4} \begin{bmatrix}
1312 & 1696 & 5569 & 124 & 8283 & 5886 \\
2329 & 4135 & 8307 & 3736 & 1004 & 9991 \\
2348 & 1451 & 3522 & 2883 & 3047 & 6650 \\
4047 & 8828 & 8732 & 5743 & 1091 & 381 \\
\end{bmatrix}. $$
The design domain is defined as the unit hypercube $S = \{d_i \in [0, 1], i = 1, 2, ..., 6\}$. In the following, we analyzed two cases of the Hartman function with different stochastic dimensions: Case 1 with $n_x = 6$, and Case 2 $n_x = 54$.

Case 1: $n_x = 6$

The random variables $X_i$ have Normal distribution $X_i \sim \mathcal{N}(1, \sigma_X)$. The weight function from Eq. (1) is again taken as the PDF of the random variables and thus the objective function becomes the expected value of $\phi$. The resulting optimization is then as presented in Eq. (24).

For this problem constant and adaptive approaches are compared for the following standard deviation values of the input random variable: (a) $\sigma_X = 0.05$ and (b) $\sigma_X = 0.1$. Moreover, three different values of the stopping criterion were considered: $\text{NFE} = 50, 100, 150$. Finally, $\sigma_{\text{target}}^2 = 10^{-3}$ is employed for the constant target approach.

Figure 12 presents the results for both cases analyzed. In all the cases, the proposed adaptive approach obtained better results. As the dispersion of the input random variables increases, it takes more samples to reach a certain variance target, becoming prohibitive to expend the computational budget on accurate exploration points. Consequently, the adaptive target setting enables the optimization to run longer than the constant approach. That is, since the adaptive approach spends the available computational budget more rationally, it enables the search to visit more regions on the domain, providing better results.

Without the early termination proposed in the benchmark, a small constant target would try to reduce the model uncertainty over the whole design domain instead of only on the promising regions.

Case 2: high stochastic dimension $n_x = 54$

This case aims at investigating the performance of the proposed approach in problems with high stochastic dimension ($n_x$). For this purpose, the six random variables of case 1 are kept and we also model all the elements of matrices $A$ and $P$ as independent normal random variables. More specifically, $(A)_{ij} = A_{ij} \cdot \mathcal{N}(1, \sigma_A)$ and $(P)_{ij} = P_{ij} \cdot \mathcal{N}(1, \sigma_P)$, where $\sigma_A$ and $\sigma_P$ are both 0.01.

Figure 13 presents the results from the analysis of Case 2. Worse results than those obtained from Case 1 are expected as we are dealing with a higher number of stochastic variables. Moreover, the same number of evaluations was employed for the stopping criterion, in order to enable direct comparison. Nevertheless, the adaptative procedure presented better results than the constant case. Additionally, variability of the adaptive results decreased with the increase of NFE, showing a convergence pattern. This case illustrates the promising use of the proposed adaptive approach for problems with a high number of stochastic dimensions.

### 6.1.4 Multimodal 10D problem

The last benchmark problem is a stochastic version of the Levy function, which is the following $n$-dimensional multimodal benchmark problem:

$$
\phi(d, X) = \sin^2(\pi p_1) + \sum_{i=1}^{n-1} (p_i - 1)^2[1 + 10\sin^2(\pi p_i + 1)] + (p_n - 1)^2[1 + \sin^2(2\pi p_n)],
$$

(a) $\sigma_X = 0.01$

(b) $\sigma_X = 0.05$

**Fig. 11** Multimodal 2D problem: results of the adaptive and constant target selection approaches
Fig. 12 Multimodal 6D problem: results of the adaptive and constant target selection approaches

Fig. 13 Multimodal 6D problem: higher number of stochastic dimensions

Fig. 14 Multimodal 10D problem: results of the adaptive and constant target selection approaches

where \( p_i = 1 + \frac{d_i}{2} \) for \( i = 1, 2, ..., n \). Here we take \( n = 10 \) and a design domain \( S = \{d_i \in [-10, 10], i = 1, 2, ..., 10\} \). The random variables \( X_i \) follow a Normal distribution with \( \sigma_X = 0.01 \), i.e., \( X_i \sim \mathcal{N}(1, 0.01) \). As we did in the previous examples, the weight function is taken as the PDF of the random vector and the problem is written as the minimization of the expected value of \( \phi \), as presented in Eq. (24). Here, three different values of the stopping criterion were considered: \( \text{NFE} = 50, 100, 150 \), and we set \( \sigma^2_{\text{target}} = 10^{-2} \) for the constant target approach.

The results are presented in Fig. 14. Similarly to the previous example, the adaptive targeting obtains better average results than the constant counterpart. Moreover, increasing the maximum number of function evaluations consistently decreases the variability of results, represented by the error bars. The method obtains reasonable results using a relatively small number of function evaluations even considering a very large 10-dimensional design space.

6.2 Adaptive approach against multiple start optimization methods

It became clear from the previous examples that the proposed adaptive sEGO algorithm can be successfully employed in the optimization of problems of the sort of Eq. (1). However, when investigating the performance of global optimization algorithms, it is desirable to present a comparison with multi-start based approaches (Le Riche and Haftka, 2012). Hence, in this section, we make a comparison with the Globalized...
Bounded Nelder–Mead (GBNM) algorithm (Luersen and Le Riche, 2004), which consists of a probabilistic restart procedure coupled with a Nelder-Mead local search (Nelder and Mead, 1965). The GBNM was successfully applied to several multimodal problems in engineering, such as laminated composite structures (Luersen et al., 2004), truss optimization (Torii et al., 2011), rotor robust design (Ritto et al., 2011; Lopez et al., 2014), damage identification (Miguel et al., 2013; Nhamage et al., 2016), among others. Further details on the algorithm are presented in Appendix C.

6.2.1 Adaptive target and GBNM with fixed size sample

In order to set the sample size in Eq. (2) for the GBNM, we employ the following procedure widely adopted in the literature of robust design (Capiez-Lernout and Soize, 2008; Soize et al., 2008; Ritto et al., 2011; Lopez et al., 2014; Fadel et al., 2016; Miguel et al., 2016). First, we construct a convergence plot of $\bar{J}$ with respect to the sample size employed in MCI. Then, we set $n_r$ as the sample number around the value that $\bar{J}$ becomes stable. For example, Fig. 15 shows an example of the convergence curve of $\bar{J}$ in a given point of the design domain of the multimodal 1D problem. $\bar{J}$ becomes stable after approximately 100 simulations is employed in MCI. Hence, we set $n_r = 100$, keeping it constant throughout the search, and sample $x_i$ always using the same seed of the random number generator.

Regarding computational cost, however, note that this is the same multimodal 1D function that we optimized in section 6.1.1, whose results are in Fig. 9. If 100 simulations were employed for each new point required by the GBNM algorithm, the computational cost would be much higher than the NFE = 150 stopping criterion employed with the proposed approach. Consequently, the proposed approach is much more efficient than any algorithm similar to the GBNM in this problem if this fixed size sample method is employed to obtain $\bar{J}$. Furthermore, the same conclusion may be drawn if we apply this procedure to the other benchmark problems analyzed in Section 5.1. Hence, this analysis is not presented for them here.

6.2.2 sEGO and GBNM with constant target variance

Consider again the 1D problem from section 6.1.1. We now set the same target variance for both algorithms, GBNM and constant approach. That is, we set $n_r$ as the sample size that provides $\sigma^2_{\text{target}} = 10^{-3}$, and the stopping criterion as the maximum number of NFE like the previous section. Two cases are analyzed: (a) $\sigma_X = 0.2$ and (b) $\sigma_X = 0.3$, and Fig. 16 presents the obtained results for the sEGO approaches and GBNM.

In case (a) ($\sigma_X = 0.2$), it can be seen that the sEGO algorithm display a lower dispersion of the results as well as lower objective function value. For the $\sigma_X = 0.3$ case, the maximum number of evaluations differs in each method. For sEGO, we maintain $\text{NFE} = 150$, while for GBNM, we increase $\text{NFE}$ to 1000. This is done because if we set $\text{NFE} = 150$, GBNM does not provide reasonable results. By comparing both approaches in this case (Fig. 16), it can be seen that GBNM provides even more spread results, while sEGO obtain results closer to the optimum solution, especially for the proposed adaptive approach.

This behavior persists and is largely amplified when the problem dimension increases. This leads to an even
higher discrepancy between the sEGO approaches (constant and adaptive target) and GBNM. Thus, further examples in higher dimensions are not shown. The results of this section indicate that the sEGO approaches largely outperform multi-start based methods for problems of the sort of Eq. (1).

6.3 Application: Tuned-Mass Dumper (TMD) system optimization

As discussed in section 2, there are several engineering problems where the proposed integral minimization could be employed. In this section, one application in the field of structural dynamics is shown. It involves the seismic vibration control of a structure. The optimization problem resumes to determine the stiffness and damping of a TMD device in order to maximize the structural reliability of a building subject to seismic excitation (Chakraborty and Roy, 2011). The problem is briefly presented in the next paragraphs. For a more detailed description, the reader is referred to Lopez et al. (2015). It should be noted that the problem presented here is strictly academic. Aspects of the real structure are not taken into account and simplifications were made such as: assuming the structural response linear elastic, the excitation comes from a stationary process, the random variables of each floor are uncorrelated, etc. Nevertheless, it remains as a fairly complex problem comprehending the engineering fields of optimization, control, dynamics and reliability.

Consider the $N$-story Multiple Degrees of Freedom (MDOF) linear building structure with a TMD installed at the top floor illustrated in Fig. 17. The equation of motion of the combined system subject to ground acceleration can be written as

\[ M \ddot{z}(t) + C \dot{z}(t) + K z(t) = -m \ddot{z}_g(t), \]  

(30)

where $z(t)$ is the $(N+1)$ dimensional response vector representing the displacements relative to the ground

\[ z(t) = \{z_1, z_2, ..., z_N, z_d\}, \]  

(31)

$\ddot{z}_g$ is the ground acceleration, $m$ is the mass vector

\[ m = \{m_1, m_2, ..., m_N, m_d\}, \]  

(32)

$M$, $C$ and $K$ are matrices corresponding to the mass, viscous damping and the stiffness of the structure, respectively. These matrices can be written as

\[ M = \begin{bmatrix} m_1 & & & \\ & m_2 & & \\ & & \ddots & \\ & & & m_N \\ & & & m_d \end{bmatrix} \]  

(33)

\[ C = \begin{bmatrix} (c_1 + c_2) & -c_2 & -c_3 \\ -c_2 & (c_2 + c_3) & -c_3 \\ & & \ddots & -c_N \\ & & & (c_N + c_d) & -c_d \end{bmatrix} \]  

(34)

\[ K = \begin{bmatrix} (k_1 + k_2) & -k_2 & -k_3 \\ -k_2 & (k_2 + k_3) & -k_3 \\ & & \ddots & -k_N \\ & & & (k_N + k_d) & -k_d \end{bmatrix} \]  

(35)

where $m_i$, $c_i$ and $k_i$ are respectively the mass, damping and stiffness of the $i$-th floor, while $m_d$, $c_d$ and $k_d$
are respectively the mass, damping and stiffness of the TMD.

We consider in this example that the structure is a ten-story \((N = 10)\) shear frame. The height of each floor is 3 meters, resulting in a total height \((h)\) of 30 meters. Also, we model \(m_i\), \(c_i\) and \(k_i\) \((i = 1, \ldots, N)\) as Gamma random variables (Ritto et al., 2011) and group them into the random vector \(X\). Their mean values and Coefficient of Variation (C.o.V) are in Table 1. Notice here that the stochastic dimension of the problem is \(n_x = 30\).

Table 1 Statistical properties of structural parameters

|                | Mean       | C.o.V. [%] |
|----------------|------------|------------|
| Stiffness [N/m]| Story      | 650.0 \(\times 10^6\) | 15          |
|                | TMD        | \(k_d\) | 15           |
| Mass [kg]      | Story      | 360.0 \(\times 10^3\) | 05          |
|                | TMD        | 108.0 \(\times 10^3\) | 05          |
| Damping [Ns/m] | Story      | 6.20 \(\times 10^5\) | 25          |
|                | TMD        | \(c_d\) | 25           |

The earthquake excitation is modeled as a white noise signal with constant spectral density, \(S_0\), filtered through the Kanai-Tajimi spectrum (Kanai, 1957; Tajimi, 1960). The power spectral density function is given by:

\[
s(\omega) = S_0 \left(\frac{\omega_f^4 + 4\omega^2 \xi_f \omega^2}{(\omega^2 - \omega_f^2)^2 + 4\omega^2 \xi_f^2 \omega^4}\right),
\]

(36)

where \(\xi_f\) and \(\omega_f\) are the ground damping and frequency, respectively. Their values are adopted as \(\xi_f = 0.6, \omega_f = 37.3\frac{rad}{s}\) (Mohebbi et al., 2013). The term \(S_0\) acts as a scaling factor and in this context represents the amplitude of the bedrock excitation spectrum. Its value is adopted as \(S_0 = 1 \times 10^{-3} m^2/s^3\). This combination of parameters corresponds to an earthquake with 0.38g peak ground acceleration on a medium firm soil (Chen and Lui, 2005). The solution of the equation of motion is based on the Lyapunov equation. By solving the Lyapunov equation of the problem for the covariance matrix, it is possible to extract the variance of the displacements and velocities from each degree of freedom. Therefore, it becomes straightforward to calculate the standard deviation of those quantities, which are in turn needed for the reliability index computation. For a description of this procedure, the reader is referred to Mantovani et al. (2017).

The evaluation of the structural reliability \((\bar{\beta})\) leads to a time dependent reliability problem. Here, we employ the out-crossing rate approach for this purpose, which is detailed in Appendix B. For the calculation of the reliability index \(\bar{\beta}\), the design life time \((t_D)\) of the structure is considered to be 50 years. Moreover, the rate of arrival \((\nu)\) of earthquake events is of 1 every 10 years and each event had the duration \(t_E\) of 50 seconds.

In this example, the top floor maximum displacement is chosen as failure criterion. Three different cases of failure barrier levels are analyzed: (a) \(b = h/300\), (b) \(b = h/400\), (c) \(b = h/500\).

Thus, considering the design vector \(d = [k_d, c_d]\) and the stochastic parameters vector \(X\), the problem can be stated:

\[
\min_{d \in S} J(d) = -\bar{\beta}(d),
\]

(37)
in which the minus sign leads to the maximization of \(\bar{\beta}\), which is given by Eq. (54). The design domain \(S\) comprises the lower and upper bounds on the stiffness \((k_d)\) and damping coefficient \((c_d)\) of the TMD. The bounds have values of \([0, 4000]\) kN/m and \([0, 1000]\) kNs/m, respectively.

In Fig. 18 it can be seen how irregular the surface becomes when considering the output without simulation, i.e. the result of a single evaluation for each input.

![Fig. 18 Noisy reliability surface over design variables range](image-url)
It can be seen that smaller barrier level results in smaller values of $\bar{\beta}$, thus increasing the failure probability. Notable increases in $\bar{\beta}$ were achieved. Taking for example the case (b), the system reliability increases from 1.37 without TMD to 4.24 by using the TDM with the reported parameters. In terms of failure probability, it means decreasing $P_f$ from $8.5 \times 10^{-3}$ to $1.1 \times 10^{-5}$. Looking at case (c), the structure that would certainly fail without TMD achieves a reliability index of 2.48 ($6.6 \times 10^{-3}$ failure probability) when using the optimized TMD parameters. Moreover, $\bar{\beta}_{\text{max}}$ results remained close to $\bar{\beta}_{\text{ave}}$. It indicates the robustness of the proposed approach, i.e. it is able to obtain reasonable results in multiple runs despite the large number of random parameters and limited number of function evaluations.

In Fig. 19, the Monte Carlo convergence for a single input is shown. The average value of $-\bar{\beta}$ starts to converge around 150 simulations. Thus, it becomes clear that applying the standard approach of using this fixed number to simulate every input would lead to a higher computational cost. Simulating only seven different points would cause the maximum number of evaluations of 1000 to be exceeded. However, using the proposed approach only points closer to the optimum are simulated with higher $n_s$. Moreover, by employing the regression framework of SK using Monte Carlo variance estimates, one can approximate the underlying global behavior of the problem, avoiding further computational costs.

![Fig. 19 Mean convergence for the TMD reliability function](image)

In Fig. 20, the resulting surface generated by the proposed algorithm, considering the case (b) barrier level is illustrated. Comparing it against Fig. 18 shows how the surface becomes smooth by the regression capabilities of SK. The red dots in Fig. 20 represent the points that were sampled. Some are scattered over the domain, which show the exploration part of the algorithm. Yet, numerous points are concentrated close to minimum value of $-\bar{\beta}$, which exploited the region where the global optimum is located. Those are the points obtained by the infill step, with the maximization of the AEI criterion and considering adaptive variance target. This application possess the characteristics which the proposed algorithm is particularly efficient at solving, i.e., problems with numerous random variables but a relatively small number of design variables ($n \leq 10$).

6.4 Further comments

The purpose of this section is offering general guidelines on parameter settings and discussing further application contexts. Overall most parameters remained constant throughout the analysis, where the biggest impact on the performance of the approach certainly comes from enforcing bounds on the target variance with $\pi^2_{\text{target}}$ and $\pi^2_{\text{min}}$. The practical consideration is having an inexpensive upper bound and a limiting lower bound that assures that number of evaluations for each infill point can be completed and is compatible with the given computational budget. The actual values depend on characteristics of the problem being analyzed, where prior testing may be necessary to select reasonable parameters. The parameters of the exponential curve in Eq. (20) remained constant across multiple dimensional problems and should not need major modifications. A side-length $r_{hc}$ of 10% of the range of each dimension seemed reasonable given that variables are normalized,
performing well when the dimension size increased. The initial sampling plan, employed with \( n_s = 7n \) could be altered depending on the problem dimension and stochastic magnitude. For low error and low dimension, a reduced initial sampling plan would lead to a faster convergence, in reason of the higher probability of finding promising regions early.

Regarding further application, we mentioned in Section 2 that promising areas are robust design, Performance Based Design Optimization and Optimal Experimental Design. In the robust design of mechanical systems, MCI with fixed sample size has been largely employed to approximate the integral of Eq. (1), and metaheuristic algorithms have been widely applied to solve the resulting optimization problem. The coupling between fixed sample MCI and metaheuristic algorithms lead to a huge computational cost. In the case of expensive to evaluate functions, this is exactly what the global optimization approach proposed in this paper aims to avoid: the adaptive scheme avoids the full evaluation of the integral and the sEGO tends to find the global optimal solution requiring a fraction of the computational effort demanded by metaheuristic algorithms. Thus, robust design problems based on minimization of the mean response of the system would perfectly fit the capabilities of the algorithm proposed here.

Only a few papers in the literature addressed Performance Based Design Optimization problems, most likely for its huge computational cost (since it couples time dependent reliability analysis, nonlinear dynamics models and optimization). For example, Beck et al. (2014) simplified the problem to have only two random variables (applying a trapezoid rule for integration) and employed a local optimization algorithm. Spence and Kareem (2014) built an equivalent static problem, but still had to solve a high dimension stochastic integral. The proposed sEGO approach could be employed in both situations: in the first, it would make it possible to consider more structural and loading parameters as random variables as well as to pursue a global optimization search, and in the second, it is likely to reduce the computational burden of the optimization process.

In the case of Optimal Experimental Design problems, we may also find some advantages of the proposed optimization method. The approach proposed by Huan and Marzouk (2013) makes use of polynomial chaos surrogates, which may lose efficiency when the stochastic dimension of the problem increases (unless sparse approaches are employed). Thus, the adaptive approach would be preferred over polynomial chaos surrogates in situations with high stochastic dimension. On the other hand, Beck et al. (2018) employed a Laplace-based importance sampling method to alleviate the computational burden in the evaluation of the Optimal Experimental Design double integral. In this case, it is important to mention that this Laplace-based importance sampling method also provides the variance of the error in the integration. Hence, it can be employed (instead of MCI) together with the sEGO approach proposed here to further reduce the computational cost of the optimization problem. The same could be done with other efficient frameworks such as Multi Level Monte Carlo (Giles, 2008) and Multi index Monte Carlo (Haji-Ali et al., 2016).

7 Conclusion

This paper presented an efficient sEGO approach for the minimization of functions that depend on an integral. It was first supposed that this integral could be approximated by MCI, which also provided the variance of the error in the approximation. This information about the error was then included into the SK framework by setting a target variance in the MCI. The AEI infill criterion was employed to guide the addition of new point in the metamodel. It was shown that if we set a large and constant target variance for MCI, it may stall the optimization process. On the other hand, if the target variance was relatively low, the computational cost might become prohibitive. It was then identified that there was room for optimization on the selection of the variance target. Hence, we then proposed an adaptive approach for variance target selection, which is the main contribution of this paper.

In order to assess the effectiveness of the proposed method, numerous benchmark problems were analyzed. The proposed method was first compared to the constant approach on deceptive stochastic benchmark functions from the literature, with up to 10 design variables and up to 54 random variables. The proposed adaptive method obtained better results in almost all analyzed
cases. Moreover, it was observed that higher dimensions and higher noise levels led to a higher difference in the results, favoring the proposed approach when compared to the constant target method.

Then, the sEGO algorithms were compared to a multi-start global optimization method, the GBNM. It was shown that the GBNM provided worse results than the sEGO approaches both in terms of efficiency, with a larger number of evaluations required as well as consistency, with a higher 5 to 95 percentile range over multiple runs.

Finally, the design optimization under uncertainties of a TMD system was analyzed. It consisted of a ten-story shear frame subject to seismic excitation. The problem had thirty random variables and the objective was to maximize the structural reliability by selecting the optimal stiffness and damping of the TMD system. The problem was successfully solved and the best results found were presented. The proposed adaptive approach was able to obtain optimal solutions efficiently and consistently for the three cases analyzed. Moreover, it supported its applicability to problems with high stochastic dimensions.

Overall, the proposed adaptive target sEGO method yielded convincing results for the minimization of integrals. Furthermore, the stochastic dimensions of the integral to be minimized does not impose any limitation since we employed MCI for its approximation. By limitation, we mean that the method does not suffer from exponential increase in complexity when the number of stochastic dimensions is increased, also known as curse of dimensionality. Hence, the proposed sEGO method tends to be robust and efficient for the solution of problems that depend on the high dimensional integrals. On the other hand, one of the method limitation resides in the inherent size limitation of EGO coupled with the Kriging metamodel: the dimension n of the optimization problem.
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Appendix A Deterministic Kriging

Deterministic Kriging constructs a prediction model γ based on the available information of the current sampling plan - \( \Gamma \) and \( y \) - using Kriging (Sacks et al., 1989). The basic idea behind Kriging is to construct a metamodel whose response at any point \( \mathbf{d} \) is modeled as a realization of a stationary stochastic process. Thus, at any point on the design domain, we have a Normal random variable with mean \( \mu \) and variance \( \sigma^2 \). Considering an initial sampling plan \( \Gamma \), the covariance between any two input points \( \mathbf{d}^{(i)} \) and \( \mathbf{d}^{(j)} \) is:

\[
\text{Cov} \left[ \mathbf{d}^{(i)}, \mathbf{d}^{(j)} \right] = \sigma^2 \mathbf{\Psi} \left( \mathbf{d}^{(i)}, \mathbf{d}^{(j)} \right),
\]

where \( \mathbf{\Psi} \) is the correlation matrix, which has the form:

\[
\mathbf{\Psi} \left( \mathbf{d}^{(i)}, \mathbf{d}^{(j)} \right) = \sum_{k=1}^{n} \exp \left( -\theta_k \left| \mathbf{d}^{(i)} - \mathbf{d}^{(j)} \right|^2 \right)^{p_k}.
\]
(40), which then gives us the mean value - or average trend - and variance of the approximation:

$$\hat{\mu} = \frac{1^T\Psi^{-1}y}{1^T\Psi^{-1}1}$$

and

$$\sigma^2 = \frac{(y - \hat{\mu})^T\Psi^{-1}(y - \hat{\mu})}{n_s},$$

(41)

where $I$ is the identity matrix. With the estimated parameters, the Kriging prediction at a given point $d_n$ is:

$$\hat{y}(d_n) = \hat{\mu} + r^T\Psi^{-1}(y - \hat{\mu}),$$

(42)

where $r$ is the vector of correlations of $d_n$ with the other $n_s$ Kriging sampled points. The second term in the right-hand-side of Eq. (42) may be viewed as the model uncertainty since its value is inferred based on the function value of the points of the sampling plan.

One of the key benefits of kriging and other Gaussian process based models is the provision of an estimated error in its predictions. The Mean Squared Error (MSE), derived by Sacks et al. (1989) using the standard stochastic process approach reads:

$$s^2(d) = \sigma^2 \left[ 1 - r^T\Psi^{-1}r + \frac{(1 - 1^T\Psi^{-1}r)^2}{1^T\Psi^{-1}1} \right].$$

(43)

Eq. (43) has the intuitive property that it is zero at already sampled points. In other words, the deterministic case of Kriging acts as a regression model which exactly interpolates the observed input/output data, i.e. $\hat{y}(d^{(i)}) = y^{(i)}$.

Hence, deterministic Kriging assumes that the original model always provides an exact response, i.e. $y^{(i)} = J(d^{(i)})$. In other words, there is no error or variability when the original function $J$ is evaluated. However, it is not the case analyzed in this paper. Recall that we assume that Eq. (1) may not be analytically evaluated and we want to approximate it using MCI. Thus, for a given design vector $d$, Eq. (2) gives the approximation of the integral and Eq. (3) estimates the variance of the error in such an approximation. Consequently, when MCI is employed for the computation of $J$, the assumption made by deterministic Kriging no longer holds. Our goal is then to take this variability into account by constructing the metamodel using SK and including the information given by Eq. (3) into the metamodel framework.

**Appendix B  Time-dependent reliability of oscillators**

This section briefly presents the out-crossing approach for time dependent reliability problems. For a more detailed description, the reader is referred to Melchers and Beck (2018). The time-variant reliability problem for the random system response displacement can be formulated as follows. During a zero mean excitation event of specified duration $t_E$, the response of the oscillator should not exceed the specified limit - or barrier - $\pm b$. The barrier $b$ in this paper is the maxim displacement of top floor. If we have knowledge of system response statistics we may evaluate the out-crossing rate of the system, and consequently, its probability of failure. For a linear system excited by a zero mean Gaussian process, the response is Gaussian and the up-crossing rate can be evaluated as

$$v^*_+(d, X) = \frac{\sigma_x(d, X)}{\sigma_0(d, X)} \frac{1}{2\pi} \exp \left( -\frac{b^2}{2(\sigma_x(d, X))^2} \right),$$

(44)

where $\sigma_x$ and $\sigma_0$ are the standard deviation of the displacement and of the velocity response, respectively. In Eq. (44), we make explicit the dependence of the crossing rate on the design variables $d$ as well as the random parameters $X$ of the problem. Thus, considering a stationary excitation, the probability of a failure event $F$ of a given duration $t_E$ may be computed as

$$P(F \mid d, X, t_E) = 1 - \exp \left( -2 \int_0^{t_E} v^*_+(d, X)dt \right),$$

(45)

$$= 1 - \exp \left( -2t_Ev^*_+(d, X) \right).$$

(46)

The structural loading from an earthquake, which is the application topic, is described by the arrival of an unknown number of events. Hence, the arrival of the events is modeled here as a Poisson process. Thus, for a design life $t_D$ with a number of events $n_e$, we define the probability of failure $P_f$ as

$$P_f \mid d, X) := P(F \mid d, X, t_D),$$

(48)

$$= \sum_{i=1}^{\infty} P(F \mid d, X, t_E, n_e = i) P(n_e = i \mid t_D),$$

(49)

where

$$P(F \mid d, X, t_E, n_e = i) = 1 - (1 - P(F \mid d, X, t_E))^i,$$

(50)

$$P(n_e = i \mid t_D) = \frac{(\nu \cdot t_D)^i \exp(-\nu \cdot t_D)}{i!},$$

(51)

in which $\nu$ is the arrival rate of events. We may now obtain the reliability index $\beta$ from the $P_f$ given in Eq. (48) as

$$\beta(d, X) := -\Phi^{-1}(P_f \mid d, X)),$$

(52)

where $\Phi$ is the standard Gaussian cumulative distribution function.

Note that the reliability index in Eq. (52) still depends on the random vector $X$, characterized by its joint probability density function $f_X$. Consequently, in order to compute the resulting structural reliability, we must then employ the Total Probability Theorem, leading to

$$\beta(d) := E_X[\beta(d, X)]$$

(53)

$$= \int \beta(d, x) f_X(x)dx,$$

(54)

where $E$ is the expected value operator and $\beta(d)$ is the objective function to be maximized in the optimization process.
Appendix C Globalized Bounded Nelder–Mead (GBNM)

The Globalized Bounded Nelder–Mead method employs a local search with a probabilistic restart, where the restart procedure uses an adaptive probability density function constructed using the memory of past local searches, as per Luersen and Le Riche (2004). The resulting optimization algorithm (coupling of the aforementioned restart and different local optimization algorithms) has been successfully applied to solve structural optimization problems (Luersen and Le Riche 2004, Ritto et al. 2011, Torii et al. 2011)) and it is described in the sequel.

In this paper, the local search employed was the same as in Luersen and Le Riche (2004), namely, Bounded Nelder-Mead. A starting point \( s_0 \) is chosen, then, a local search is performed and when a local minimum is found, the search is restarted. This restart procedure is described below.

The probability of having sampled a point \( s \) is described by a Gaussian-Parzen-window approach Duda et al. (2012):

\[
f(s) = \frac{1}{M} \sum_{i=1}^{M} f_i(s), \tag{55}
\]

where \( M \) is the number of points \( s_i \) already sampled. Such points come from the memory kept from the previous local searches, being, in the present version of the algorithm, all the starting points and local optima already found. \( f_i(s) \) is the Normal multivariate probability density function given by:

\[
f_i(s) = \frac{1}{(2\pi)^{n_p/2} \det([\Sigma])^{1/2}} \exp \left( -\frac{1}{2} (s - s_i)^T [\Sigma]^{-1} (s - s_i) \right), \tag{56}
\]

where \( n_p \) is the problem dimension and \( [\Sigma] \) is the covariance matrix:

\[
[\Sigma] = \begin{bmatrix}
\sigma_1^2 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n_p}^2
\end{bmatrix}.
\tag{57}
\]

The variances are estimated by the relation:

\[
\sigma_j^2 = \beta_o \left( s_j^{\text{max}} - s_j^{\text{min}} \right)^2 \tag{58}
\]

where \( \beta_o \) is a positive parameter that controls the length of the Gaussians, and \( s_j^{\text{max}} \) and \( s_j^{\text{min}} \) are the bounds of the \( j \)th variable \( (j = 1, 2, \ldots, n_p) \). To keep the method simple, such variances are kept constant during the optimization process. At the end of each local search, \( N \) points are randomly sampled \( (s_1, s_2, \ldots, s_N) \) and the one that minimizes Eq.(55) is selected as the initial point to restart the next local search. The stopping criterion of the global optimization of each subproblem is the maximum number of restarts \( (n r_{\text{max}}) \) defined \( a \) priori by the user.