Risk-based approach for rational categorization of damage observations from wind turbine blade inspections
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Abstract. This study provides a risk-based assessment procedure for wind turbine blade damages observed during visual inspections. A decision model is presented which identifies the cost-optimal intervention based on assessed damage severity. This is achieved by defining procedures for model-based estimation of probability of consequences for specific failure modes, and by analysing the costs associated with different scenarios for intervention. In addition, the procedure provides a risk-based, quantitative interpretation of damage severity categories used in wind turbine blade inspection practices. In the present paper, the workflow and example categorization are demonstrated on two specific faults in wind turbine blades: leading edge erosion damage, and trailing edge crack.

1. Introduction

Modern wind turbines are monitored by different means with the intention of detecting faults and evaluating the turbine condition. Once an issue is detected by e.g. a visual inspection, the obtained information has to be analysed to assess the severity of the issue and, based on that, take a decision for the most appropriate corrective action. This process is normally carried out manually based on expert assessment, meaning that it is prone to uncertainty due to subjectivity and incomplete information regarding the consequences. Some aspects of the automatization of this process are taken into consideration by studies as e.g. [1],[2], where optimal strategies for risk-based inspection planning are considered. The main purpose of the present study is to provide a risk-based assessment of observed damage severity and demonstrate how this can be utilized to select an optimal maintenance strategy. This procedure can also act as a supplement to standard inspection-based decision practices employing damage severity categories, by providing a quantitative interpretation and calibration of the damage categories. The problem is considered with a specific focus on wind turbine blade issues detected by optical inspection as achievable by a camera-carrying UAV (drone). The envisioned practice allows assessment of first-time detected issues with the use of damage progression models, as well as updates based on repeated inspections. The following specific objectives are covered in the present study:

• Presenting a quantitative definition of damage severity categories by means of a risk matrix;
• Exemplifying procedures for model-based estimation of probability of consequences for specific failure modes;
• Demonstrating the computation of the risk associated with possible maintenance strategies;
• Outlining a decision model for optimal intervention based on the assessed damage severity.

2. Risk model definition

In engineering risk analysis, the risk associated with a given scenario is defined as the product of the probability of occurrence and the expected consequence [3]. The scenario probabilities are evaluated
quantitatively which allows obtaining numerical risk values which can be categorized in a risk matrix as shown on Figure 1. Since all entries in a given diagonal of the risk matrix correspond to equal risk, they belong to the same risk category, and the size of the matrix can be decided based on the number of risk categories necessary. In the example on Figure 1, there are 5 risk categories which correspond to what is used in industry [4]. In the situation of a damage being detected during an inspection, the severity category of the damage is assessed by computing the overall risk which is the sum of the risks from all possible scenarios for further evolution of the detected issue.

| Annual event rate | 1 $\cdot$ 10$^0$ | 1 $\cdot$ 10$^{-1}$ | 1 $\cdot$ 10$^{-2}$ | 1 $\cdot$ 10$^{-3}$ | 1 $\cdot$ 10$^{-4}$ | 1 $\cdot$ 10$^{-5}$ | 1 $\cdot$ 10$^{-6}$ |
|-------------------|-----------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|
| Consequence       | 10$^0$          | 10$^1$             | 10$^2$             | 10$^3$             | 10$^4$             | 10$^5$             | 10$^6$             |

**Figure 1.** Example risk matrix defining five possible severity categories. The two example entries represent an estimate of the risk for 0.4m and 0.6m long trailing-edge cracks progressing to critical size within one year.

### 2.1. Event tree formulation

The scenarios for development of damage and the range of consequences are formulated in terms of an event tree, Figure 2. The event tree takes into account both situations where any further deterioration affects directly the performance of the turbine (e.g. leading edge erosion), and situations where the deterioration only affects the likelihood of failure (e.g. a trailing edge crack). The component failure may represent either ultimate failure (and required component replacement) or a requirement for component repair, with the difference between the cases reflected in the magnitude of the consequences.

![Event tree](image_url)

**Figure 2.** Event tree defining the set of possible consequences conditional on observed damage and no intervention.

The variables introduced in Figure 2 are defined as follows:
- $P_D$ is the probability of deterioration given that no intervention has taken place;
- $P_{FD}$ is the probability of ultimate failure following deterioration; $P_{FD}$ its complementary;
- $C_{DF}$ is the total consequence (cost) of a component failure after deterioration;
- $C_{DF}$ is the consequence of performance loss due to deterioration without ultimate failure;
- $C_D$ is the consequence of no progress in the deterioration process.
2.2. Failure scenario probabilities

We consider that the degree of deterioration (the loss of performance and structural capacity) of a component can be described as function of time \( t \) by a continuous random variable, \( D(t) \). In case the deterioration can lead to ultimate failure (e.g. complete loss of function) of the component, the level at which ultimate failure occurs is denoted by \( D_{cr} \). Thus, the probability that failure of a component will occur before a certain time \( t_{fail} \) is given by \( P_{F|D} = \text{Prob}(t_{fail} \leq t) = \text{Prob}(D(t) - D_{cr} \geq 0) \). Given the probability distributions of \( D(t) \) and \( D_{cr} \), \( P_{F|D} \) can be determined using convolution or simple reliability analysis. The deterioration variable \( D(t) \) is considered as a cumulative sum of infinitesimal damage increments,

\[
D(t) = \int_{t_0}^{t} dD(X(t_i))dt, \quad \text{or in discretized form, } D(t) = \sum_{i=1}^{N} \Delta D(X(t_i)),
\]

where \( \Delta D(X(t_i)) \) is the increment over a time period \( \Delta t \), and \( N \) is the total number of periods. \( X(t) \) is a vector of random variables which can influence the rate of damage accumulation. As a minimum, \( X(t) \) consists of the initial damage size \( u_d \) and location \( z_{d} \), as well as some relevant external factors as e.g. wind speed, wind direction and turbulence.

Given the above definitions, the expected value of \( D(t) \) for a sufficiently long period \( t \) can be determined as \( E[D(t)] = t \cdot E[\Delta D(X(t))] \). However, characterizing the full probability distribution or at least the variance is not as straightforward, because there typically will be time correlation between different realizations of \( X(t) \) (the wind speed being an obvious example). In such situations it can be more convenient to carry out a Monte Carlo simulation with random damage progression scenarios (Figure 6), which is then used to produce an empirical estimate of the distribution of \( D(t) \).

2.3. Computing consequence costs

In order to compute the risk from the considered scenarios, we need to also compute the costs associated with each scenario. For some situations the cost can be considered a constant, but for the cases where deterioration affects performance (power production) the cost will be a function of the time to failure. In the cost definition, we use the following variables:

- \( D(t) \) and \( t_{fail} \) are the deterioration as function of time, and time to failure respectively;
- \( t_{lead} \) is the mobilization time necessary for preparing a corrective action (e.g. time for delivering spare parts and organizing a repair crew);
- \( t_{repair} \) is the duration of the repair action;
- \( t_{service} \) is the time to next scheduled service campaign;
- \( T \) is a reference time period, e.g. could be equal to the time to subsequent inspection;
- \( C_r(D(t),z_d) \) is the total cost of replacement or major repair of a certain component – dependent on the damage size \( u_d \) and location \( z_d \);
- \( C_{prod}(D(t),t) \) is the income from power production which may be progressively affected from deterioration (e.g. as is the case with leading-edge erosion);

Based on these variable definitions, the costs associated with the scenarios given in Figure 2 can be computed as follows:

\[
\begin{align*}
C_{DF} &= C_r(D(t),z_d) + \int_{t_0}^{t_{fail}} \left( C_{prod}(D(t_{fail}),t_{lead} + t_{repair}) + C_{prod}(D(t_{fail}),t_{fail}) \right) dt_{fail}; \\
C_{PF} &= \int_{t_0}^{T} C_{prod}(D(t),t) dt; \\
C_{D} &= C_{prod}(D = D(0),T).
\end{align*}
\]

The above cost definitions reflect the scenario of taking a decision that no intervention is carried out within the reference time period, \( T \). The total risk associated with this scenario is computed as

\[
\text{Risk(Sc. 1)} = P_D P_{F|D} C_{DF} + P_D P_{\bar{F}|D} C_D + P_{\bar{D}} C_{\bar{D}}
\]

Other possible decisions are e.g. immediate intervention by stop of the turbine following damage detection, delaying intervention by \( t_{lead} \) to prepare the corrective action, or repairing at the next scheduled service. These decisions form separate branches of the event/decision tree, and costs and probabilities are computed in a similar way, using the same set of basic variables defined above.
3. Computing damage growth

3.1. Damage growth computation algorithm

Computing the costs associated with continuous deterioration and component failure requires determining the probability distribution of the deterioration as function of time, as well as the probability of component failure as function of time. This is done in the following steps:

- Define a model which computes the damage increment \( \Delta D(X(t)) \) as function of environmental condition inputs;
- Map the damage increments over the set of environmental conditions \( X \) using e.g. a surrogate modelling approach;
- Carry out a Monte Carlo simulation to compute the time-dependent distribution of \( D(t) \) as well as \( C_{prod}(D(t), t) \);
- If complete failure is possible, determine \( P_{FD} = \text{Prob}(t_{fail} \leq t) = \text{Prob}(D(t) - D_{cf} \geq 0) \), using a simple reliability analysis procedure.

Defining the model for computing damage growth increments is possibly the most challenging task in the above procedure. While the remaining steps in the algorithm may be carried out in a very similar way for different fault types, the damage increment model will be specific to the physics of the particular fault type. Below, examples for the computation of damage growth rates are given for two failure types: leading-edge erosion at the tip of a wind turbine blade, and a crack propagating in the trailing edge of a wind turbine blade. The examples are for demonstration purposes and are based on sources from literature. The results are example, normalized estimations of the damage increments.

3.2. Damage growth rate for leading edge erosion

Blade leading edge erosion (LEE) is the progressive loss of blade coating material at the leading edge due to high-speed collisions with particles contained in the air inflow. According to [5], collisions with rain droplets can cause substantial erosion and the rate of LEE is dependent on the rain intensity \( I_r \), and the prevalent rain droplet size, \( r \). These two quantities can be related by an empirical relationship defined in [6], which gives the probability distribution of the rain drop sizes in mm as function of rainfall intensity in mm/hour. If for any value of \( I_r \) a characteristic value \( r_c \) is chosen for \( r \) so that it is representative of its distribution, the dependence between LEE and rain conditions can be expressed solely in terms of the characteristic values \( r_c \). This can be modelled using a log-linear relationship similar to the S-N curve relationships in fatigue analysis:

\[
\log \Delta D = \log K - m \log r_c
\]

where \( m \) and \( K \) are model parameters. The LEE damage is defined as a normalized quantity, where \( D = 1 \) corresponds to LEE damage resulting in loss of annual energy production (AEP) equal to 3.5%. Under these conditions, based on results from [5] the value of the LEE damage growth parameters are computed as \( \log K = 5.726 \) and \( m = 12.731 \), for LEE damage growth per hour, for blade tip speed of 90m/s, and for characteristic rain drop sizes \( r_c \) equal to the mean of \( r \) conditional on \( I_r \).

The rainfall events are simulated as a Poisson process. The process is characterized with an event rate \( \lambda_r \), which is the mean time between events. Each event is for simplicity considered as a rectangular pulse with random mean intensity \( I_r \) and a random duration \( d_r \). The rainfall intensities are modelled using a log-normal distribution (Figure 3) with parameters based on a fit to measurement data for 1h mean intensities for oceanic climates reported in [7]. An example histogram of the mean intensities of simulated rainfall events over a 1-year period is shown on Figure 4. The duration of each event is modelled as exponentially distributed with distribution parameter \( \lambda_{d_r} \). The rainfall duration and intensity are inversely correlated [8], and in the present study the duration distribution parameter is defined as conditionally dependent on the rainfall intensity with the relation \( \log_{10} \lambda_{d_r} = -1.33 \log_{10} I_r \). The resulting joint distribution of \( I_r \) and \( d_r \) is shown on Figure 5, based on a Monte Carlo simulation of rainfall events over one year. For any simulated event the
characteristic drop sizes $r_i$ are computed from the values of $I_i$, and subsequently the increment in LEE damage is computed using Equation (3) and multiplying by the event durations $d_i$. Considering that $D = 1$ is assumed to correspond to 3.5% reduction in AEP, the cumulative damage obtained using a Monte Carlo simulation of rainfall events can be represented as a progressing reduction in AEP. The results from 100 such Monte Carlo simulations with 1-year durations are shown on Figure 6.

3.3. Damage growth rate for trailing edge cracks

The suggested computation of trailing edge damage growth rates is based on the assumption that the crack grows in a stable fashion and the crack length increment is a function of the load magnitude, a behaviour which can be described by the Paris-Erdogan crack propagation law [9]. In particular, the crack growth rate described by the Paris-Erdogan law can be related to the strain energy release rates arising from material deformation at the crack tip [10]:

$$\frac{da}{dN} = B(\Delta G)^d$$

where $da/dN$ is the crack growth as function of number of load cycles, $B$ and $d$ are empirical, material-related constants, and $\Delta G = G_{\text{max}} - G_{\text{min}}$ is a strain energy release rate (SERR) dependent on the load range, and on section geometry and compliance. In [11] a comprehensive Finite-Element Analysis investigation of the trailing edge bond behaviour is carried out, and SERRs are computed for a trailing edge crack as function of the loading direction and magnitude. In the present study, the

Figure 3. Exceedance probability curve for hourly rain intensities, conditional on the event of rainfall. Based on data from [7].

Figure 4. Example histogram of 1-h rainfall intensities simulated for a 1-year period.

Figure 5. Joint distribution of rainfall intensity and durations for simulated rainfall events over a 1-year period.

Figure 6. LEE progression expressed as reduction in annual energy production. Results from 100 1-year Monte Carlo simulations.
computation of SERR as function of loading direction and load magnitude is adapted from [11]. The load magnitude is given in a normalized fashion, as the ratio between the resultant external load on the cross section, and the extreme design load for the same section. Figure 7 illustrates the total SERR computed by summing the different crack opening modes: \( G_{\text{tot}} = G_I + G_{II} + G_{III} \), where \( G_I \), \( G_{II} \) and \( G_{III} \) are crack opening, in-plane shear, and out-of-plane shear modes respectively. The SERR values shown on Figure 7 are computed for cycles with constant direction, which has to be extended to accommodate multiple loading directions. Here a simple approach is adopted, utilizing the observation that substantial strain energy release only appears in a narrow range of load directions, centered at 110\(^\circ\) and 250\(^\circ\) angles. The section out-of-plane bending moment components \((M_x, M_y)\) computed from an aeroelastic load simulation tool are thus rotated into a coordinate system aligned with the critical loading direction. Then load cycles are counted using the rainflow algorithm, and the cycle ranges are inserted as \( \Delta G \) in Equation (4). The values of the material parameters \( B \) and \( d \) are taken as defined in [10], where \( \log B \approx -52.516 + 28.058(1 - G_{II}/G_{\text{tot}})^{0.355} \), and \( d \approx 1.885 + 2.255(G_{II}/G_{\text{tot}})^{1.885} \). Applying Equation (4) to the cycles counted in a 10-minute load simulation results in a set of crack increments. The total crack growth over a single load realization, here denoted as \( d a/dt \), is the sum of the crack increments.

Now, the dependence of \( da/dt \) on the environmental conditions can be studied by carrying out multiple load simulations over different conditions. In the present study this procedure is carried out for the DTU 10MW reference wind turbine [12] using the HAWC2 aeroelastic simulation tool [13]. A large number of simulations are carried out with varying wind speed, turbulence intensity and wind shear. For each simulation, the estimated crack growth \( da/dt \) is computed for a cross section at 15m from the blade root. For the computation of SERRs, the section resultant bending moment is normalized with a cross section ultimate design load value of 25.47MNm [12]. The relation between \( da/dt \), wind speed, turbulence, and wind shear is mapped by means of a surrogate model based on a Polynomial Chaos Expansion, following the procedure described in details in [14]. The resulting response surface is plotted on Figure 8.

![Figure 7. Total strain energy release rates as function of loading direction and magnitude.](image1)

![Figure 8. Response surface for the 10-minute crack growth rates as function of mean wind speed and turbulence.](image2)

Finally, 100 realizations of 1-year wind speed time histories are generated with a Fourier simulation using a wind speed spectrum based on 20 years of wind speed measurements at a coastal site in Denmark. This approach retains the autocorrelation exhibited by real-world wind time histories, and allows for realization-to-realization variations in the annual mean wind speed. For each wind speed time history, corresponding random turbulence and wind shear time histories are generated using a Log-normally distributed turbulence with IEC class B, and Normally distributed wind shear exponent with mean equal to 0.1 and standard deviation equal to \( 1/U \), where \( U \) is the wind speed.
Combining the time histories of environmental conditions with the surrogate model for $\frac{da}{dt}$ results in a Monte Carlo-type simulation of time histories of crack propagation. This is shown on Figure 9.

![Figure 9. Results from a Monte Carlo simulation with 100 realizations of crack growth over 1 year periods.](image)

### 4. Model updating and model uncertainties

In the above, damage increments were mapped to the environmental conditions using relatively simple models. This mapping will represent some sort of analytical relationship which may be of the form

$$\Delta D(X) = a_1 g(X_1, \theta_1) + a_2 g(X_2, \theta_2) + a_{12} g(X_1, X_2, \theta_{12}), \ldots$$  \hspace{1cm} (5)

where $a_x$ and $\theta_x$ are parameters, and $g(X, \theta)$ are some simple functions of one or more components of $X$. The values of $a$ and $\theta$ will reflect the underlying models used to estimate damage growth rates, and can be associated with high uncertainty. Given that repeated inspections are carried out which allow for establishing some measured estimates of $\Delta D(X)$, the damage growth model may be enhanced by updating the parameter values based on the observations. This can be done using the Bayesian updating technique [15], where a posterior (updated) estimation of the model parameters is obtained by finding the parameter values maximizing the likelihood of the observations, whilst the initial parameter estimates are utilized as the prior distribution in the Bayesian updating formula.

There are a number of uncertainties associated with different models which propagate through the analysis steps. These uncertainties will affect the risk and cost estimates, especially for the problem of estimating failure probabilities, where the variance of the modelled quantities plays a major role. Therefore, in the present study the uncertainties are taken into account when computing the probability of failure due to a trailing edge crack. The majority of uncertainty sources considered are common for most wind energy-related problems [16]: the exposure uncertainty $X_{exp}$ (uncertainty in environmental conditions), the crack-propagation model uncertainty $X_{cp}$, statistical uncertainty due to limited number of simulations, $X_{st}$, and $X_{dt}$, uncertainty in the critical crack size. An uncertainty accounting for possible spatial variation in material properties leading to non-constant crack propagation rate, $X_{mat}$, is also considered. The probability distributions of the uncertainty variables are listed in Table 1.

| Variable name | Distribution | Mean | c.o.v. |
|---------------|--------------|------|-------|
| $X_d$         | Log-normal   | 1    | 0.1   |
| $X_{st}$      | Log-normal   | 1    | 0.05  |
| $X_{exp}$     | Log-normal   | 1    | 0.1   |
| $X_{cp}$      | Log-normal   | 1    | 0.15  |
| $X_{mat}$     | Log-normal   | 1    | 0.05  |
5. Example risk assessments

In the following, the damage growth models discussed in Section 3 are used to carry out example risk assessments for a trailing edge crack growth problem and for the progression of LEE. For evaluating the risk, the following cost figures are assumed:

- Electricity cost is assumed to be 80EUR/MWh, and the 10MW turbine is assumed to have capacity factor of 0.4;
- The cost of blade replacement is $C_{\text{replace}} = 5\text{mEUR}$, and it takes 72h to replace;
- The cost of blade repair in scheduled service campaign is $C_{\text{repair}} = 2000\text{EUR} + 4000a$, where $a$ is the crack length;
- The cost of blade repair in a dedicated service campaign is $C_{\text{repair}} = 10000\text{EUR} + 4000a$;
- The lead time is considered 48h, the replacement time 72h, and the repair time is $48h + 24a$ for extraordinary service and $24h + 24a$ when done during scheduled service.

For the trailing edge crack problem, the risk associated with three decision scenarios following a crack detection is evaluated: Sc1.1: Immediate intervention – turbine is stopped and a repair is scheduled, Sc1.2: Delayed intervention – the turbine is kept operating until the repair action is ready, and Sc1.3: Repair is planned at the next scheduled service campaign. It is considered that the crack growth does not influence the power production, thus any production losses only take place when the turbine is stopped due to repair or failure. It is also considered that the probability of no deterioration, $P_D = 0$.

This leads to the following risks of each scenario as function of the observed crack length $a$:

$$RSc1.1(a) = C_{\text{repair}}(a) + C_{\text{prod}}(t_{\text{lead}} + t_{\text{repair}}(a))$$
$$RSc1.2(a) = (1 - P_{FL})\left(C_{\text{repair}}(a) + C_{\text{prod}}(t_{\text{repair}}(a))\right) + P_{FL}\left(C_{\text{replace}} + C_{\text{prod}}(t_{\text{lead}} + t_{\text{repair}})\right)$$
$$RSc1.3(a) = (1 - P_{FS})\left(C_{\text{repair}}(a) + C_{\text{prod}}(t_{\text{repair}}(a))\right) + P_{FS}\left(C_{\text{replace}} + C_{\text{prod}}(t_{\text{lead}} + t_{\text{repair}})\right)$$

where $P_{FL} = P(t_{\text{fail}} \leq t_{\text{lead}})$ and $P_{FS} = P(t_{\text{fail}} \leq t_{\text{service}})$.

To complete the analysis, we need to compute $P_{FL}$ and $P_{FS}$. This is done using the crack growth model described in Section 3, supplemented with the uncertainty variables given in Table 1. The problem is formulated as a structural reliability analysis with the following limit state equation:

$$g(a(t),X) = a_{cr}X_d - a_0 - a(t)X_{\text{mat}}X_{\text{exp}}X_{\text{cp}}X_{\text{mat}}$$

where $a_0$ is the crack size at the time of inspection, and $a_{cr}$ is the estimated critical crack size. Failure is indicated when $g(a(t),X) \leq 0$. Equation (7) is evaluated using a Monte Carlo simulation and the estimates of the distribution of $a(t)$ shown on Figure 9, resulting in an evaluation of the probability of failure as function of time. These failure probabilities are shown on Figure 10 for three different crack sizes. The accompanying estimation of the probability distribution of $t_{\text{fail}}$ for different initial crack sizes is shown on Figure 11. Now, the risk associated with the events considered can be placed in the risk matrix (Figure 1) and thus categorized according to severity. For example, the probability of a 0.4m crack progressing to ultimate failure within 1y is $4 \cdot 10^{-6}$, and the consequence is in the order of $10^6$ EUR, which places the scenario in a risk category 3 (Figure 1, denoted as “0.4m”). On the other hand, for a 0.6m crack the estimated probability of failure within 1y is 13%, which, accompanied with the same consequences, places the scenario in risk category 5. Another interesting result from the computations is the plot of crack size vs. risk for the three scenarios, which is shown on Figure 12. It is clear that the optimal decision depends on the observed crack size. For small cracks the risk is governed by the time and cost for repairs. At larger crack sizes the probability of ultimate failure increases, and despite still being small, it is associated with a significant consequence, which makes the possibility of failure a dominating factor for larger crack sizes.

A similar risk assessment is now carried out for the case with LEE. The main difference with the crack growth case is that for the problem with LEE it is considered that there will be no need for blade
replacement, and all scenarios involve blade repairs. This also means that the decision for immediate stop in case of damage detection is obsolete and can be disregarded. Three scenarios are considered: schedule a repair as soon as possible, repair after 6 months, and repair after 1 year. For simplicity, the same repair costs as function of damage size are adopted as the ones used for the crack growth problem. The estimates of the risks associated with these scenarios are plotted on Figure 13. Just as in the case with crack propagation, the damage extent at time of inspection affects the optimal decision.

![Figure 10](image1.png)  
**Figure 10.** Assessment of the probability for a crack with initial size $a_0$ to reach the critical size $a_{cr}$ before a given time $t$.

![Figure 11](image2.png)  
**Figure 11.** Distributions of estimated time for crack progression from initial size $a_0$ to $a_{cr}$ for two values of $a_0$.

![Figure 12](image3.png)  
**Figure 12.** Estimated risk as function of trailing edge crack size for three mitigation scenarios. Dashed black line indicates optimal decision.

![Figure 13](image4.png)  
**Figure 13.** Estimated risk as function of LEE extent for three different mitigation scenarios. Dashed black line indicates optimal decision.

### 6. Discussion and conclusions

The present study provided a risk-based procedure for assessment and severity categorization of observed wind turbine blade damage. Risk estimates were obtained for two example problems, considering various scenarios for progression and mitigation of a trailing edge crack and leading edge erosion damage. The results demonstrated that the optimal corrective action will depend on the extent of the damage, and the risk assessment can be used to identify the most cost-effective alternative. The risk figures provide an objective, quantitative measure of the severity of a particular damage, and therefore can serve as the basis for damage severity categorization. The categories can represent ranges of risk values, but an alternative definition could define a category as a range of damage sizes where a given decision scenario is most cost-effective.
The procedure relies on model-based estimation of damage progression rates, but in the case of repeated observations over long periods the model parameters may be updated based on evidence. Thus, a realistic usage scenario could start with model-based damage progression rates, which are then gradually updated over a few years as more evidence becomes available.

It should be noted that the models used in the present study to compute the damage increments are for demonstration purposes and based on sources from literature. The results are example, normalized estimations of the damage increments. When implementing these procedures on a given turbine, it will be necessary to re-calibrate these models for the specific turbine design using tests or high-fidelity models.
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