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Abstract
Due to the importance of the Cox-Ingersoll-Ross process in different areas of finance, a broad spectrum of studies and investigations on this model have been carried out. In case of ambiguity, we characterize it by applying the $G$-expectation theory and the associated $G$-Brownian motion. In this paper, we provide the existence and uniqueness of the solution of the Cox-Ingersoll-Ross process in the presence of volatility uncertainty. In addition, some properties of the solution are indicated, such as the regularity and strong Markov property. Besides, we calculate some moments of the CIR process using a generalization of the nonlinear Feynman-Kac theorem.
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1. Introduction

Knight was one of the key economists of the 20th century who distinguished "risk" and "uncertainty" in his book \cite{Knight}. He illustrated that the notion of Risk refers to situations under which every occurrence unambiguously is attributed by a definite probability distribution. In contrast, the notion of “Knightian uncertainty” or "Ambiguity", due to imperfect knowledge, refers to the circumstances under which the best decision can not be made by well-defined quantitative probabilities. In light of the uncertainty and lack of objective probability measures, a set of priors is considered to guide decision-makers under which ambiguity can be mitigated. One of the frequently used tools to study financial and economic problems facing ambiguity, especially volatility uncertainty, is the $G$-expectation theory established by Peng \cite{Peng}. In this framework, a new kind of Brownian motion called the $G$-Brownian motion, as well as the associated $G$-Itô’s calculus, has been developed. Roughly speaking,
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the $G$-expectation is a nonlinear expectation induced by a non-dominated family of probability measures, and the $G$-Brownian motion is a continuous process starting from the origin with stationary and independent increments. It is worth pointing out that different from the classical case, the quadratic variation of the $G$-Brownian motion is not deterministic.

The $G$-expectation has attracted plenty of attention both in theoretical analysis and applications. Gao [18] considered the stochastic differential equations driven by a $G$-Brownian motion with Lipschitz coefficients ($G$-SDEs for short) and the strong Markov property for $G$-SDEs has been studied in [23]. Then, Bai and Lin [2] get the existence and uniqueness result for $G$-SDEs with integral Lipschitz coefficients. Epstein and Ji [15] formulated a model of utility for a continuous time framework that captures the decision maker’s concern with both drift and volatility uncertainty using $G$-expectation theory and in [16], they derived arbitrage-free pricing rules and studied equilibrium in a representative agent economy with sequential security markets. It is worth pointing out that without using $G$-expectation theory, a version of the fundamental theorem of asset pricing in a continuous-time financial market under model uncertainty is proved in Biagini et al. [4] by assumption that each $P \in \mathcal{P}$ admits a martingale measure. Then optimal superhedging strategies for general contingent claims are provided and then by establishing the related duality, the superhedging price in terms of martingale measures is derived.

A diffusion process driven by $G$-Brownian is considered in Hölzermann [22] to model the instantaneous forward rate. Then a drift condition consisting of several equations and several market prices is obtained for constructing an arbitrage-free term structure model which is robust with respect to the volatility. Also, it is shown that affine structure is preserved through some examples such as Ho-Lee term structure. In [20], the Hull-White model under volatility uncertainty is studied under which it is shown that the classical martingale modeling does not work and the structure model should be updated by an adjustment factor to find an arbitrage-free term structure. Also, robust pricing formula for interest rate derivatives in fixed income markets under volatility uncertainty is discussed in [21].

Akhtari et al. [1] by considering a general term structure of interest rates under model uncertainty, present a novel theorem to obtain the conditional $G$-expectation of a discounted payoff as the limit of $C^{1,2}$ solutions of some regularized PDEs. This result provides the minimal initial capital to discounted superhedging price with no-arbitrage assumption, too.

The Cox-Ingersoll-Ross model first was introduced by Cox et al. [10, 11] in 1985 to formulate an equilibrium simple one-factor model for the evolution of interest rates. The model includes a square-root term in the diffusion coefficient of the instantaneous short-rate movements and does not leave the set of non-negative real numbers and also due to the analytical tractability, possesses a significant role in the finance/insurance area. The empirical implications of the CIR process of the term structure of interest rates advanced by Brown et al. [8] which show that the model can be fitted quite well to historical data and used in the different securities markets. Furthermore, Brigo et al. [6] considered the two-dimensional shifted square-root diffusion for interest-rate and credit derivatives with positive stochastic intensity and then by proposing a new implicit Euler scheme while preserving the positivity and using Monte Carlo simulation, acquired the valuation of credit default swap (CDS for short). The forecasting of future expected interest rates, through Vasicek and CIR
models, from observed empirical data is achieved in \[32\] whereas the analytical tractability of the process is preserved. The readers can refer to \[7, 30\] to see more discussions about the CIR process in the world of certainty. Fadina et al. \[17\] developed a nonlinear affine process under parameter uncertainty which leads to a tractable model for Knightian uncertainty and discussed nonlinear versions of Vasicek and Cox-Ingersoll-Ross (CIR for short) process which are suitable for modeling interest rates under ambiguity.

To the best of our knowledge, no systematic study concerning the CIR process under \( G \)-Brownian motion has been made. In the present paper, we aim to extend the classical CIR process to the case of ambiguity which is more complex than the classical case. Mathematically, we study the following type of \( G \)-SDEs

\[
\begin{cases}
    dX_t = (2\beta_1 X_t + \delta^1_t)dt + (2\beta_2 X_t + \delta^2_t)dB_t + \sigma(X_t)dB_t, & t \geq 0, \\
    X_0 = x_0,
\end{cases}
\]

where \( x_0, -\beta_1, -\beta_2 \) are positive constants, \( \delta^i, i = 1, 2 \) are processes satisfying some appropriate integrability conditions and \( \sigma \) defined on \([0, \infty)\) is a continuous function satisfying the \( \frac{1}{2} \)-Hölder condition

\[
|\sigma(x) - \sigma(y)| \leq K \sqrt{|x - y|}, \quad x, y \in [0, \infty).
\]

Motivated by \[13\], we construct the solution by an approximation method. The main difficulty is to prove the convergence in an appropriate norm, which can be solved using some technical results in \[19\]. Although the approximate sequence may be negative, the limiting process is non-negative quasi-surely.

The paper is organized as follows. In Section 2, we give some preliminaries in sublinear expectation theory. In Section 3, the existence and uniqueness of the non-negative solution for the \( G \)-SDE \[11\] are investigated. Section 4 is devoted to the regularity of the solution with respect to the starting time and original value. Based on this result and by assumption that \( \delta^i, i = 1, 2 \) are deterministic functions, the strong Markov property is established. Section 5 provides some moment estimates for the solution \( X \) which can be obtained by using a generalization of the nonlinear Feynman-Kac theorem for \( \frac{1}{2} \)-Hölder diffusion coefficient.

2. Mathematical Preliminaries

In this section, we review some of the essential tools in sublinear expectation theory. The reader can see more details in \[14, 26, 33, 34\].

Let \( \Omega_T = C_0([0, T]; \mathbb{R}) \), the space of real-valued continuous functions with \( \omega_0 = 0 \), be endowed with the supremum norm and let \( B \) be the canonical process. Set

\[
L_{ip}(\Omega_T) := \{ \varphi(B_{t_1}, \ldots, B_{t_n}) : n \in \mathbb{N}, \ t_1, \cdots, t_n \in [0, T], \ \varphi \in C_{b,Lip}(\mathbb{R}^n) \},
\]

where \( C_{b,Lip}(\mathbb{R}^n) \) denotes the set of bounded Lipschitz functions on \( \mathbb{R}^n \). We fix a sublinear and monotone function \( G : \mathbb{R} \rightarrow \mathbb{R} \) defined by

\[
G(a) := \frac{1}{2}(\sigma^2 a^+ - \sigma^2 a^-), \quad \text{for} \quad a \in \mathbb{R},
\]
where \( 0 \leq \sigma^2 < \sigma^2 \). The related \( G \)-expectation on \((\Omega_T, L_{ip}(\Omega_T))\) can be constructed in the following way. Assume that \( \xi \in L_{ip}(\Omega_T) \) can be represented as

\[
\xi = \varphi(B_{t_1}, B_{t_2}, \cdots, B_{t_n}).
\]

Then, for \( t \in [t_{k-1}, t_k), k = 1, \cdots, n \), set

\[
\hat{E}_t[\varphi(B_{t_1}, B_{t_2}, \cdots, B_{t_n})] = u_k(t, B_{t_1}, B_{t_2}, \cdots, B_{t_{k-1}}),
\]

where \( u_k(t, x; x_1, \cdots, x_{k-1}) \) is a function of \((t, x)\) parameterized by \((x_1, \cdots, x_{k-1})\) such that it solves the following fully nonlinear PDE defined on \([t_{k-1}, t_k) \times \mathbb{R}\):

\[
\partial_t u_k + G(\partial_x^2 u_k) = 0
\]

with terminal conditions

\[
u_k(t_k, x; x_1, \cdots, x_{k-1}) = u_{k+1}(t_k, x; x_1, \cdots, x_{k-1}, x), \quad k < n
\]

and \( u_n(t_n, x; x_1, \cdots, x_{n-1}) = \varphi(x_1, \cdots, x_{n-1}, x) \). Hence, the \( G \)-expectation of \( \xi \) is \( \hat{E}_0[\xi] \) and for simplicity, we always omit the subscript 0. The triple \((\Omega_T, L_{ip}(\Omega_T), \hat{E})\) is called the \( G \)-expectation space.

Define \( \|\xi\|_{L^p_G} := (\hat{E}[|\xi|^p])^{1/p} \) for \( \xi \in L_{ip}(\Omega_T) \) and \( p \geq 1 \). The completion of \( L_{ip}(\Omega_T) \) under this norm is denote by \( L^p_G(\Omega_T) \). For all \( t \in [0, T], \hat{E}_t[\cdot] \) is a continuous mapping on \( L_{ip}(\Omega_T) \) w.r.t the norm \( \|\cdot\|_{L^1_G} \). Hence, the conditional \( G \)-expectation \( \hat{E}_t[\cdot] \) can be extended continuously to the completion \( L^1_G(\Omega_T) \). Denis, Hu and Peng \([14]\) prove that the \( G \)-expectation has the following representation.

**Theorem 2.1** \([14]\). Let \( B(\Omega_T) \) be the Borel \( \sigma \)-algebra of \( \Omega_T \). Then, there exists a weakly compact set \( \mathcal{P} \) of probability measures on \((\Omega_T, B(\Omega_T))\), such that

\[
\hat{E}[\xi] = \sup_{P \in \mathcal{P}} E_P[\xi] \quad \text{for all} \quad \xi \in L^1_G(\Omega_T).
\]

Moreover, \( \mathcal{P} \) is called a set that represents \( \hat{E} \). Let \( \mathcal{P} \) be a weakly compact set that represents \( \hat{E} \). For this \( \mathcal{P} \), we define the capacity

\[
c(A) := \sup_{P \in \mathcal{P}} P(A), \quad A \in B(\Omega_T).
\]

A set \( A \in B(\Omega_T) \) is called polar if \( c(A) = 0 \). A property holds "quasi-surely" \((q.s.)\) if it holds outside a polar set. In the following, we do not distinguish two random variables \( X \) and \( Y \) if \( X = Y, q.s. \).
Definition 2.2. Let \( M^0_G(0, T) \) be the collection of processes in the following form: for a given partition \( \pi_T := \{t_0, \ldots, t_N \} \) of \([0, T]\),

\[
\eta_t(\omega) = \sum_{j=0}^{N-1} \xi_j(\omega)1_{[t_j, t_{j+1})}(t),
\]

(2.1)

where \( \xi_i \in L_{lip}(\Omega_{t_i}) \), \( i = 0, 1, 2, \ldots, N - 1 \). For each \( p \geq 1 \) and \( \eta \in M^0_G(0, T) \) let \( \|\eta\|_{H^p_G} := \{\mathbb{E}[\int_0^T |\eta_s|^2 ds]^{p/2}\}^{1/p} \), \( \|\eta\|_{M^p_G} := (\mathbb{E}[\int_0^T |\eta_s|^p ds])^{1/p} \) and denote by \( H^p_G(0, T) \), \( M^p_G(0, T) \) the completion of \( M^0_G(0, T) \) under the norm \( \|\cdot\|_{H^p_G}, \|\cdot\|_{M^p_G} \) respectively.

Definition 2.3. For each \( \eta \in M^0_G(0, T) \) of the form (2.1), we define the linear mappings \( I, L : M^0_G(0, T) \to L^p_G(\Omega_T) \) as the following:

\[
I(\eta) := \int_0^T \eta_s dB_s = \sum_{j=0}^{N-1} \xi_j(B_{t_{j+1}} - B_{t_j}),
\]

\[
L(\eta) := \int_0^T \eta_s d\langle B \rangle_s = \sum_{j=0}^{N-1} \xi_j(\langle B \rangle_{t_{j+1}} - \langle B \rangle_{t_j}).
\]

Then \( I \) and \( L \) can be continuously extended to \( H^p_G(0, T) \) and \( M^p_G(0, T) \), respectively.

We have the following estimate for \( G \)-Itô’s integral, which can be regarded as the B-D-G inequality under \( G \)-expectation.

Proposition 2.4 ([25]). If \( \eta \in H^p_G(0, T) \) with \( \alpha \geq 1 \) and \( p \in (0, \alpha] \), then we get

\[
\sup_{u \in [t, T]} \left| \int_t^u \eta_s dB_s \right|^p \in L^1_G(\Omega_T),
\]

and

\[
\mathbb{E}^p C_p \mathbb{E} \left[ \int_t^T |\eta_s|^2 ds \right]^{p/2} \leq \mathbb{E} \left[ \sup_{u \in [t, T]} \left| \int_t^u \eta_s dB_s \right|^p \right] \leq \mathbb{E}^p C_p \mathbb{E} \left[ \int_t^T |\eta_s|^2 ds \right]^{p/2}.
\]

Let \( S^0_G(0, T) = \{h(t, B_{t_1}, \ldots, B_{t_n}) : t_1, \ldots, t_n \in [0, T], h \in C_b(Lip(\mathbb{R}^{n+1}))\} \). For \( p \geq 1 \) and \( \eta \in S^0_G(0, T) \), set \( \|\eta\|_{S^p_G} = \{\mathbb{E}[\sup_{t \in [0, T]} |\eta_t|^p] \}^{1/p} \). Denote by \( S^p_G(0, T) \) the completion of \( S^0_G(0, T) \) under the norm \( \|\cdot\|_{S^p_G} \).

In the following, we give the characterization for the space \( M^p_G(0, T) \), which is obtained in [26]. Set \( \mathcal{F}_t = \mathcal{B}(\Omega_t) \) and \( \mathcal{F} = (\mathcal{F}_t)_{t \in [0, T]} \), where \( \Omega_t := \{\omega_{\otimes t}, \omega \in \Omega_T\} \). We define the following distance on \([0, T] \times \Omega_T\)

\[
\rho((t, \omega), (t', \omega')) = |t - t'| + \max_{0 \leq u \leq T} |\omega_u - \omega'_u|.
\]

for \( t, t' \in [0, T] \) and \( \omega, \omega' \in \Omega_T \). Remember that a process \((\eta_t)_{t \in [0, T]}\) is said to be progressively measurable if its restriction on \([0, t] \times \Omega_t\) is \( \mathcal{B}([0, t]) \otimes \mathcal{F}_t \)-measurable for every \( t \).
For any $p \geq 1$, set

$$M^p(0, T) = \left\{ \eta \text{ is progressively measurable on } [0, T] \times \Omega_T \text{ and } \hat{E}\left[ \int_0^T |\eta_t|^p \, dt \right] < \infty \right\},$$

and the corresponding capacity

$$\hat{c}(A) = \frac{1}{T} \hat{E}\left[ \int_0^T I_A(t, \omega) \, dt \right],$$

for each progressively measurable set $A \subset [0, T] \times \Omega_T$.

**Definition 2.5 ([26]).** A progressively measurable process $\eta : [0, T] \times \Omega_T \to \mathbb{R}$ is called quasi-continuous (q.c.), if for each $\varepsilon > 0$, there exists a progressively measurable open set $G$ in $[0, T] \times \Omega_T$ such that $\hat{c}(G) < \varepsilon$ and $\eta|_{G^c}$ is continuous.

**Definition 2.6 ([26]).** We say that a progressively measurable process $\eta : [0, T] \times \Omega_T \to \mathbb{R}$ has a quasi-continuous version if there exists a quasi-continuous process $\eta'$ such that $\hat{c}(\{ \eta \neq \eta' \}) = 0$.

**Theorem 2.7 ([26]).** For any $p \geq 1$, we have

$$M^p_G(0, T) = \left\{ \eta \in M^p(0, T) : \lim_{N \to \infty} \hat{E}\left[ \int_0^T |\eta_t|^p 1_{\{ |\eta_t| > N \}} \, dt \right] = 0 \text{ and } \eta \text{ has a quasi-continuous version} \right\}.$$  

Let $L^0(\Omega_T)$ be the space of all $\mathcal{B}(\Omega_T)$-measurable real functions, $B_b(\Omega_T)$ all bounded functions in $L^0(\Omega_T)$ and $C_b(\Omega_T)$ all continuous functions in $B_b(\Omega_T)$. We set, for $p > 0$, the following spaces:

$$L^p := \{ X \in L^0(\Omega_T) : \hat{E}[|X|^p] = \sup_{P \in \mathcal{P}} E_P[|X|^p] < \infty \}$$

and

$$L^p_c := \{ X \in C_b(\Omega_T) : \hat{E}[|X|^p] = \sup_{P \in \mathcal{P}} E_P[|X|^p] < \infty \}.$$

**Theorem 2.8.** Let $\mathcal{P}$ be weakly compact and let $\{X_n\}_{n=1}^\infty \subset L^1_c$ and $X \in L^1$ be such that $X_n \downarrow X$, q.s., as $n \to \infty$. Then $\hat{E}[X_n] \downarrow \hat{E}[X]$.

3. **G-SDEs with non-Lipschitz diffusion coefficient**

In this section, we study the existence and uniqueness result for $G$-SDE (1.1), whose solution can be regarded as the CIR process under $G$-expectation. Before investigating (1.1), let us first consider the uniqueness for a more general $G$-SDE of the following type:

$$dX_t = \mu(t, X_t) \, dt + b(t, X_t) \, dB_t + \sigma(t, X_t) \, dB_t, \quad t \in [0, T],$$  

(3.1)
with \( X_0 = x_0 \in \mathbb{R} \), where \( \mu, b, \sigma : [0, T] \times \Omega \times \mathbb{R} \to \mathbb{R} \). We suppose that the coefficients satisfy the conditions

\[
|\mu(t, \omega, x) - \mu(t, \omega, y)| + |b(t, \omega, x) - b(t, \omega, y)| \leq K|x - y|, \tag{3.2}
\]

\[
|\sigma(t, \omega, x) - \sigma(t, \omega, y)| \leq h(|x - y|),
\]

for any \( t \in [0, T] \), \( \omega \in \Omega \) and \( x, y \in \mathbb{R} \), where \( K \) is a positive constant and \( h : [0, \infty) \to [0, \infty) \) is a strictly increasing function with \( h(0) = 0 \) and

\[
\int_{(0, \varepsilon)} h^{-2}(x) \, dx = \infty \tag{3.3}
\]

for any \( \varepsilon > 0 \).

**Remark 3.1.** \( X \) is called the solution of equation (3.1) if \( X \in M^1_G(0, T) \) and it satisfies this equation with \( b(\cdot, X) \in M^2_G(0, T) \) and \( \sigma(\cdot, X) \in M^2_G(0, T) \).

**Proposition 3.2.** Let \( X^t \in M^1_G(0, T) \) be the solution of equation (3.1). Then, we have \( X^1_t = X^2_t \) in \( L^1_G(\Omega) \) sense for any \( t \in [0, T] \).

**Proof.** By the proof of Proposition 2.13 in Karatzas and Shreve [27], there exists a strictly decreasing sequence \( \{a_n\}_{n=0}^\infty \) with \( a_0 = 1 \), \( \lim_{n \to \infty} a_n = 0 \) and \( \int_{a_n}^{a_{n+1}} h^{-2}(x) \, dx = n \), for any \( n \geq 1 \). For any fixed \( n \geq 1 \), there exists a continuous function \( \rho_n \) defined on \( \mathbb{R} \) whose support is in \( (a_n, a_{n-1}) \) such that for any \( x > 0, 0 \leq \rho_n(x) \leq \frac{2}{nh^2(x)} \) and \( \int_{a_n}^{a_{n+1}} \rho_n(x) \, ds = 1 \). We define

\[
\psi_n(x) := \int_0^{y} \int_0^{|x|} \rho_n(u) \, du \, dy, \quad x \in \mathbb{R}. \tag{3.4}
\]

Then, for each \( n \geq 1 \), \( \psi_n \) is twice continuously differentiable with \( |\psi'_n(x)| \leq 1 \). Furthermore, the sequence \( \{\psi_n\}_{n=1}^\infty \) is nondecreasing and \( \lim_{n \to \infty} \psi_n(x) = |x| \) for \( x \in \mathbb{R} \).

Now, set \( \hat{X}_t = X^1_t - X^2_t, \hat{\mu}_t = \mu(t, X^1_t) - \mu(t, X^2_t), \hat{b}_t = b(t, X^1_t) - b(t, X^2_t) \) and \( \hat{\sigma}_t = \sigma(t, X^1_t) - \sigma(t, X^2_t) \). Applying the G-Itô’s formula implies that

\[
\psi_n(\hat{X}_t) = \int_0^t \psi'_n(\hat{X}_s) \hat{\mu}_s \, ds + \int_0^t \psi'_n(\hat{X}_s) \hat{b}_s \, dB_s + \int_0^t \frac{1}{2} \psi''_n(\hat{X}_s) \hat{\sigma}_s^2 \, d\langle B \rangle_s + \int_0^t \psi'_n(\hat{X}_s) \hat{\sigma}_s \, dB_s.
\]

By Remark 3.1, \( \psi'_n(\hat{X}_s) \hat{\sigma}_s \in M^2_G(0, T) \) and so

\[
\mathbb{E}[\int_0^t \psi''_n(\hat{X}_s) \hat{\sigma}_s^2 \, d\langle B \rangle_s] = 0. \tag{3.5}
\]

The properties of \( \psi_n \) yield that

\[
\mathbb{E}[\int_0^t \psi''_n(\hat{X}_s) \hat{\sigma}_s^2 \, d\langle B \rangle_s] \leq \frac{2\sigma^2 t}{n}.
\]
Note that $\sigma^2$ is a constant defined by $\sigma^2 := \mathbb{E}[B_t^2]$ which differs from the function $\sigma$. Combining the above analysis, we get

\[
\mathbb{E}[\psi_n(\hat{X}_t)] \leq \mathbb{E}\int_0^t \psi_n'(\hat{X}_s)\hat{\mu}_s ds + \mathbb{E}\int_0^t \psi_n'(\hat{X}_s)\hat{b}_s d\langle B \rangle_s + \frac{\sigma^2 t}{n} \tag{3.6}
\]

\[
\leq K(1+\sigma^2) \int_0^t \mathbb{E}[|\hat{X}_s|] ds + \frac{\sigma^2 t}{n}.
\]

Letting $n \to \infty$, by the monotone convergence property for $G$-expectation, we have that $
\mathbb{E}[|\hat{X}_t|] \leq K(1+\sigma^2) \int_0^t \mathbb{E}[|\hat{X}_s|] ds$ and applying the Gronwall inequality, we obtain $\mathbb{E}[|\hat{X}_t|] = 0$ for any $t \in [0,T]$. Finally by this fact that

\[
\mathbb{E}\int_0^T |\hat{X}_t| dt \leq \int_0^T \mathbb{E}[|\hat{X}_t|] dt = 0,
\]

we find that $X^1 = X^2$ in $M^1_G$ sense and the desired result follows. $\blacksquare$


Now, inspired by application in finance, we consider the following type of one-dimensional $G$-SDE whose values are taken from $[0, \infty)$:

\[
dX_t = (2\beta_1 X_t + \delta^1) dt + (2\beta_2 X_t + \delta^2) d\langle B \rangle_t + \sigma(X_t) dB_t, \quad t \in [0,T],
\]

(3.7)

with $X_0 = x_0 \geq 0$. The parameters $\beta_1, \beta_2$ are two negative constants and $\delta^1, \delta^2 : [0,T] \times \Omega \to \mathbb{R}$ are two stochastic processes which belong to $M^2_G(0,T)$. Moreover, $\sigma : [0, \infty) \to \mathbb{R}$ is a continuous function vanishing at origin and satisfying the Hölder condition

\[
|\sigma(x) - \sigma(y)| \leq K \sqrt{|x-y|}, \quad x, y \in [0, \infty),
\]

(3.8)

where $K$ is a positive constant.

From (3.8), we can write $|\sigma(x)| \leq K \sqrt{|x|}$ and we can find a positive constant $\tilde{K}$ only depending on $K$ such that

\[
|\sigma(x)|^2 \leq \tilde{K}(1 + |x|^2).
\]

(3.9)

This confirms that $\sigma$ holds linear growth condition. In the following of this section, $C$ always represents a constant depending on $T, \sigma, \sigma, x_0, K, \beta_1, \beta_2, k$ with $k = \mathbb{E}[\int_0^T |\delta^1_s|^2 ds] \vee \mathbb{E}[\int_0^T |\delta^2_s|^2 ds]$, which may vary from line to line.

**Theorem 3.3.** The $G$-SDE (3.7) has a unique quasi-surely positive solution $X \in M^1_G(0,T)$. More precisely, we have $X \in S^2_G(0,T)$.

**Proof.** The uniqueness of the solution is obtained by Proposition 3.2. The proof of existence is similar to the one in Deelstra and Delbaen [13], which is divided into the following four steps.

**Step 1.** For each $n \geq 1$, we denote by $\pi^n_T$ the partition of $[0,T]$ as $\pi^n_T = \{t^n_0, t^n_1, \ldots, t^n_N \}$ with $0 = t^n_0 < t^n_1 < \cdots < t^n_N = T$ such that $\lim_{n \to \infty} h_n = 0$, where

\[
h_n := \sup_{0 \leq i \leq N_{n-1}} |t^n_{i+1} - t^n_i|. \tag{3.10}
\]
For simplicity, we always omit the index \( n \). We define Euler’s ”polygonal” approximation \( X_n(t) \) as follows:

\[
X_n(t) = X_n(t_k) + 2\beta_1 X_n(t_k)(t - t_k) + \int_{t_k}^{t} \delta_1^1 \, du + 2\beta_2 X_n(t_k)(\langle B \rangle_t - \langle B \rangle_{t_k}) \\
+ \int_{t_k}^{t} \delta_2^2 \, d\langle B \rangle_u + \sigma(X_n(t_k))(B_t - B_{t_k}),
\]

where \( t \in (t_k, t_{k+1}] \), \( k = 0, \cdots, N - 1 \), and \( X_n(0) = x_0 \). Since the approximation \( X_n \) might leave \([0, \infty))\), so we define a projection function as

\[
\tilde{\sigma}(x) = \begin{cases} 
\sigma(x), & x \in [0, \infty) \\
0, & x \not\in [0, \infty);
\end{cases}
\]

and then update the approximation as

\[
X_n(t) = X_n(t_k) + 2\beta_1 X_n(t_k)(t - t_k) + \int_{t_k}^{t} \delta_1^1 \, du + 2\beta_2 X_n(t_k)(\langle B \rangle_t - \langle B \rangle_{t_k}) \\
+ \int_{t_k}^{t} \delta_2^2 \, d\langle B \rangle_u + \tilde{\sigma}(X_n(t_k))(B_t - B_{t_k}).
\] (3.11)

It is easy to check that \( \tilde{\sigma} \) satisfies

\[
|\tilde{\sigma}(x) - \tilde{\sigma}(y)| \leq \tilde{K} \sqrt{|x - y|}, \quad x, y \in \mathbb{R},
\] (3.12)

and

\[
|\tilde{\sigma}(x)|^2 \leq \tilde{K} (1 + |x|^2), \quad x \in \mathbb{R}.
\] (3.13)

If we set \( \eta_n(t) = t_k \) for \( t_k \leq t < t_{k+1} \), the above equation can be written as

\[
X_n(t) - X_n(\eta_n(t)) = \int_{t_k}^{t} (2\beta_1 X_n(\eta_n(u)) + \delta_1^1) \, du + \int_{t_k}^{t} (2\beta_2 X_n(\eta_n(u)) + \delta_2^2) \, d\langle B \rangle_u \\
+ \int_{t_k}^{t} \tilde{\sigma}(X_n(\eta_n(u))) \, dB_u.
\] (3.14)

In order to analyze the upper bound of \( X_n(t) - X_n(\eta_n(t)) \), we first inspect \( \mathbb{E}[|X_n(\eta_n(t))|^2] \). To do this, from (3.11) and by an induction method, we obtain

\[
X_n(t) = x_0 + \int_{0}^{t} (2\beta_1 X_n(\eta_n(u)) + \delta_1^1) \, du + \int_{0}^{t} (2\beta_2 X_n(\eta_n(u)) + \delta_2^2) \, d\langle B \rangle_u + \int_{0}^{t} \tilde{\sigma}(X_n(\eta_n(u))) \, dB_u.
\] (3.15)
So for \( t \in [t_k, t_{k+1}) \)

\[
\mathbb{E}[|X_n(\eta_n(t))|^2] \leq 4 \{ x_0^2 + \mathbb{E}\left[\int_0^{t_k} (2\beta_1 X_n(\eta_n(u)) + \delta_u^1)du\right]^2 \\
+ \mathbb{E}\left[\int_0^{t_k} (2\beta_2 X_n(\eta_n(u)) + \delta_u^2)dB_u\right]^2 + \mathbb{E}\left[\int_0^{t_k} \tilde{\sigma}(X_n(\eta_n(u)))dB_u\right]^2\}.
\]

Simple calculation implies that

\[
\mathbb{E}[|X_n(\eta_n(t))|^2] \leq C\{1 + \mathbb{E}\left[\int_0^t |X_n(\eta_n(u))|^2du\right] + \mathbb{E}\left[\int_0^t |\tilde{\sigma}(X_n(\eta_n(u)))|^2dB_u\right]\}
\]

\[
\leq C\{1 + \int_0^t \mathbb{E}[|X_n(\eta_n(u))|^2]du\},
\]

where we have applied the relation (3.13). So, applying the Gronwall inequality yield that

\[
\mathbb{E}[|X_n(\eta_n(t))|^2] \leq Ce^{Ct}.
\]  

On the other hand, we can represent \( X_n(\eta_n(.)) \) as

\[
X_n(\eta_n(t)) = \sum_{k=0}^{N-1} X_n(t_k) I_{[t_k, t_{k+1})}(t) + X_n(T) I_{t=T}, \quad t \in [0, T],
\]

where \( X_n(t_k) \in L^2_G(\Omega_{t_k}) \) and \( X_n(T) \in L^2_G(\Omega_T) \). So, \( X_n(\eta_n(.)) \in M^2_G(0, T) \) and consequently, \( X_n(\eta_n(.)) \in S^2_G(0, T) \) by (3.13).

Now, we set \( U_n(t) = |X_n(t) - X_n(\eta_n(t))| \). In view of (3.14) and (3.10), we have

\[
\mathbb{E}[U_n^2(t)] \leq C h_n,
\]

where \( h_n \) is defined by (3.10).

**Step 2.** In the following, we prove that

\[
\lim_{n,n' \to \infty} \mathbb{E}\left[\sup_{t \in [0, T]} |X_n(t) - X_{n'}(t)|\right] = 0.
\]

For this purpose, we will use the method introduced by Yamada [37]. We first find a sequence of numbers \( 1 = a_0 > a_1 > \cdots > a_m > 0 \) such that \( \int_{a_{i-1}}^{a_i}(Kx)^{-1}dx = i, \ i = 1, \cdots, m \). It is easy to check that \( \lim_{m \to \infty} a_m = 0 \).

For each fixed \( m \in \mathbb{N} \), we define \( \varphi_m : \mathbb{R} \to \mathbb{R} \) as \( \varphi_m(x) = \Phi_m(|x|) \), where \( \Phi_m \in C^2([0, \infty); \mathbb{R}) \) with \( \Phi_m(0) = 0 \), such that \( \Phi''_m \in C([0, \infty); \mathbb{R}) \) and

\[
\Phi''_m(x) = \begin{cases} 
0, & \text{between 0 and } \frac{2}{mkx}, \ a_m < x < a_{m-1}, \\
0, & \text{otherwise}
\end{cases}
\]

and \( \int_{a_m}^{a_{m-1}} \Phi''_m(x)dx = 1 \). It is easy to check that \( |\Phi'_m(x)| \leq 1 \), for \( x \geq 0 \), and \( |x| - a_{m-1} \leq \varphi_m(x) \).
Set \( X_{n,n'}(t) = X_n(t) - X_{n'}(t) \), \( X^n_{n,n'}(t) = X_n(\eta_n(t)) - X_{n'}(\eta_{n'}(t)) \) and \( \sigma^n_{n,n'}(t) = \tilde{\sigma}(X_n(\eta_n(t))) - \tilde{\sigma}(X_{n'}(\eta_{n'}(t))) \). By G-Itô’s formula, we have

\[
\varphi_m(X_{n,n'}(t)) = \int_0^t 2\beta_1 \varphi_m(X_{n,n'}(u))X^n_{n,n'}(u) du + \int_0^t \varphi_m'(X_{n,n'}(u))\sigma^n_{n,n'}(u)dB_u + \int_0^t (2\beta_2 \varphi_m(X_{n,n'}(u))X^n_{n,n'}(u) + \frac{1}{2} \varphi_m''(X_{n,n'}(u))(\sigma^n_{n,n'}(u))^2) d\langle B \rangle_u.
\]

Recalling equation (3.16) and \(|\varphi_m'| \leq 1\), the process \( \varphi_m'(\hat{X}.)|\sigma^n_{n,n'}(\cdot) \) belongs to \( M^2_C(0,T) \). Hence,

\[
\mathbb{E}\left[ \int_0^t \varphi_m'(X_{n,n'}(u))\sigma^n_{n,n'}(u) d\langle B \rangle_u \right] = 0.
\]

The first term can be written as

\[
\mathbb{E}\left[ \int_0^t 2\beta_1 \varphi_m'(X_{n,n'}(u))X^n_{n,n'}(u) du \right] = \mathbb{E}\left[ \int_0^t 2\beta_1 \varphi_m'(X_{n,n'}(u))(X_n(\eta_n(u)) - X_n(u)
\]
\[
+ X_{n'}(u) - X_{n'}(\eta_{n'}(u)) + X_n(u) - X_{n'}(u)) du \right]
\]

Due to the fact that \( \varphi_m'(x) \geq 0 \) if \( x \geq 0 \) and \( \varphi_m'(x) \leq 0 \) if \( x \leq 0 \) and since \( \beta_1 < 0 \), we have \( \beta_1 x \varphi_m'(x) \leq 0 \) so, in view of (3.17) and remember that \(|\varphi_m'| \leq 1\), we have

\[
\mathbb{E}\left[ \int_0^t 2\beta_1 \varphi_m'(X_{n,n'}(u))X^n_{n,n'}(u) du \right] \leq 2|\beta_1| \int_0^t (\mathbb{E}[|U_n(u)|] + \mathbb{E}[|U_{n'}(u)|]) du \leq C(h_n^{\frac{1}{2}} + h_{n'}^{\frac{1}{2}}).
\]

In a similar manner, we have

\[
\mathbb{E}\left[ \int_0^t 2\beta_1 \varphi_m'(X_{n,n'}(u))X^n_{n,n'}(u) d\langle B \rangle_u \right] \leq C(h_n^{\frac{1}{2}} + h_{n'}^{\frac{1}{2}}).
\]

In the sequel, we obtain an upper bound for the last term. Noting that \( \varphi_m''(x) \leq \frac{2}{mK|x|} \).

By setting \( ||\varphi_m''|| := \sup_x |\varphi_m''(x)| \), we have that

\[
\mathbb{E}\left[ \int_0^t \varphi_m''(X_{n,n'}(u)) (\sigma^n_{n,n'}(u))^2 d\langle B \rangle_u \right]
\]
\[
\leq C \mathbb{E}\left[ \int_0^t \varphi_m''(X_{n,n'}(u)) |X_n(\eta_n(u)) - X_n(u) + X_{n'}(\eta_{n'}(u)) + X_n(u) - X_{n'}(u)| d\langle B \rangle_u \right]
\]
\[
\leq C ||\varphi_m''|| \int_0^t (\mathbb{E}[|U_n(u)|] + \mathbb{E}[|U_{n'}(u)|]) du + C \mathbb{E}\left[ \int_0^t \frac{2}{m|X_{n,n'}(u)|} |X_{n,n'}(u)| d\langle B \rangle_u \right]
\]
\[
\leq C ||\varphi_m''|| (h_n^{\frac{1}{2}} + h_{n'}^{\frac{1}{2}}) + \frac{C}{m}.
\]

So, by (3.19), (3.20), (3.21) and recalling that \(|x| - a_{m-1} \leq \varphi_m(x)\), we yield that

\[
\mathbb{E}[|X_n(t) - X_{n'}(t)|] \leq a_{m-1} + \mathbb{E}[|\varphi_m(X_n(t) - X_{n'}(t))|]
\]
\[
\leq a_{m-1} + C(2 + ||\varphi_m''||)(h_n^{\frac{1}{2}} + h_{n'}^{\frac{1}{2}}) + \frac{C}{m}.
\]
For any given $\varepsilon > 0$, let $m$ be large enough such that $a_{m-1} < \frac{\varepsilon}{3}$ and $\ell \frac{\varepsilon}{m} < \frac{\varepsilon}{3}$. For this fixed $m$, noting that by (3.18) we have that $\|\varphi_m''\| \leq \frac{2}{mam}R$, $\|\varphi_m''\|$ is bounded. So, we can find $n_0$ large enough such that for any $n, n' \geq n_0$,

$$C(2 + \|\varphi_m''\|)(h_n + h_n') < \frac{\varepsilon}{3}.$$  

All the above analysis implies that, for any $n, n' \geq n_0$ and for any $t \in [0, T]$,

$$\hat{\mathbb{E}}[|X_n(t) - X_{n'}(t)|] \leq a_{m-1} + \hat{\mathbb{E}}[\varphi_m(X_n(t) - X_{n'}(t))] \leq \varepsilon,$$

which indicates that $\{X_n\}_{n \geq 1}$ is a Cauchy sequence in $M^1_G(0, T)$ and since $M^1_G(0, T)$ is a Banach space, there exists a process $X \in M^1_G(0, T)$ such that

$$\lim_{n \to \infty} \hat{\mathbb{E}}[\int_0^T |X_n(t) - X(t)| dt] = 0. \quad (3.22)$$

By the result in Step 1, we have

$$\lim_{n \to \infty} \hat{\mathbb{E}}[\int_0^T |X_n(\eta_n(t)) - X(t)| dt] = 0.$$

Recalling the dynamics of $X_n$ and $X_{n'}$ and by the B-D-G inequality in Proposition 2.4, it is easy to check that

$$\hat{\mathbb{E}}\left[\sup_{t \in [0, T]} |X_{n, n'}(t)|\right] \leq C\left\{\hat{\mathbb{E}}\left[\int_0^T |X^n_{n, n'}(u)| du\right] + \hat{\mathbb{E}}\left[\sup_{t \in [0, T]} \int_0^t \sigma^n_{n, n'}(u) dB_u]\right\}$$

$$\leq C\left\{\hat{\mathbb{E}}\left[\int_0^T |X^n_{n, n'}(u)| du\right] + (\hat{\mathbb{E}}\left[\int_0^T |\sigma^n_{n, n'}(u)|^2 du\right])^{1/2}\right\}$$

$$\leq C\left\{\hat{\mathbb{E}}\left[\int_0^T |X^n_{n, n'}(u)| du\right] + (\hat{\mathbb{E}}\left[\int_0^T |X^n_{n, n'}(u)| du\right])^{1/2}\right\}.$$  

We finally get that $\{X_n\}_{n \geq 1}$ is a Cauchy sequence in $S^1_G(0, T)$, i.e.,

$$\lim_{n, n' \to \infty} \hat{\mathbb{E}}[\sup_{t \in [0, T]} |X_n(t) - X_{n'}(t)|] = 0.$$

Therefore, the limit $X \in S^1_G(0, T)$ satisfies

$$\lim_{n \to \infty} \hat{\mathbb{E}}[\sup_{t \in [0, T]} |X_n(t) - X(t)|] = 0. \quad (3.23)$$

Letting $n$ approach infinity in equation (3.15), we obtain that

$$X(t) = x_0 + \int_0^t (2\beta_1 X(u) + \delta^1_u) du + \int_0^t (2\beta_2 X(u) + \delta^2_u) dB_u + \int_0^t \tilde{\sigma}(X(u)) dB_u. \quad (3.24)$$
Step 3. In the following, we aim to show that
\[ \lim_{n \to \infty} \mathbb{E}[ \sup_{t \in [0, T]} |X_n(t) - X(t)|^2 ] = 0. \]  
(3.25)

For this purpose, a similar analysis as Proposition 2.2 in Gyöngy and Rásonyi [19] is presented. Let \( \delta > 1 \) and \( \varepsilon > 0 \). There exists a continuous nonnegative function \( \psi_{\delta \varepsilon}(x) \), \( x \in [0, \infty) \), whose support is in \( \varepsilon/\delta, \varepsilon \], has integral 1 and satisfies
\[ \psi_{\delta \varepsilon}(x) \leq \frac{2}{x \ln \delta}. \]

Set
\[ \phi_{\delta \varepsilon}(x) := \int_0^{|x|} \int_0^y \psi_{\delta \varepsilon}(z)dzdy, \quad x \in \mathbb{R}. \]  
(3.26)

It is easy to check that for any \( x \in \mathbb{R} \), \( |x| \leq \phi_{\delta \varepsilon}(x) + \varepsilon, |\phi'_{\delta \varepsilon}| \leq 1 \), and
\[ \phi''_{\delta \varepsilon}(x) = \psi_{\delta \varepsilon}(|x|) \leq \frac{2}{|x| \ln \delta} I_{[\varepsilon/\delta, \varepsilon]}(|x|). \]

First, set \( Y_n(t) = X(t) - X_n(t) \). So \( |Y_n(t)| \leq \varepsilon + \phi_{\delta \varepsilon}(Y_n(t)) \). After applying G-Itô’s formula for \( \phi_{\delta \varepsilon}(Y_n(t)) \), we have
\[ |Y_n(t)| \leq \varepsilon + \phi_{\delta \varepsilon}(Y_n(t)) \]
\[ = \varepsilon + \int_0^t l_{\delta \varepsilon n}(s) ds + \int_0^t I_{\delta \varepsilon n}(s) d\langle B \rangle_s + \frac{1}{2} \int_0^t J_{\delta \varepsilon n}(s) d\langle B \rangle_s + M_{\delta \varepsilon n}(t), \]

where
\[ l_{\delta \varepsilon n}(s) = 2\beta_1 \phi'_{\delta \varepsilon}(Y_n(s))(X(s) - X_n(\eta_n(s))), \]
\[ I_{\delta \varepsilon n}(s) = 2\beta_2 \phi'_{\delta \varepsilon}(Y_n(s))(X(s) - X_n(\eta_n(s))), \]
\[ J_{\delta \varepsilon n}(s) = \phi''_{\delta \varepsilon}(Y_n(s)) (\tilde{\sigma}(X(s)) - \tilde{\sigma}(X_n(\eta_n(s))))^2, \]
\[ M_{\delta \varepsilon n}(t) = \int_0^t \phi_{\delta \varepsilon}(Y_n(s)) (\tilde{\sigma}(X(s)) - \tilde{\sigma}(X_n(\eta_n(s)))) dB_s. \]

Recalling that \( X(\cdot), X_n(\eta_n(\cdot)) \in M^2_G(0, T) \) and \( |\phi'_{\delta \varepsilon}| \leq 1 \), we have \( \phi_{\delta \varepsilon}'(Y_n(\cdot))(\tilde{\sigma}(X(\cdot)) - \tilde{\sigma}(X_n(\eta_n(\cdot)))) \in M^2_G(0, T) \). Hence, \( M_{\delta \varepsilon n} \) is a symmetric G-martingale. By the construction of \( \phi_{\delta \varepsilon} \) and the assumption on \( \tilde{\sigma} \), it is easy to check that
\[ l_{\delta \varepsilon n}(s) \leq 2|\beta_1|(|Y_n(s)| + U_n(s)), \quad I_{\delta \varepsilon n}(s) \leq 2|\beta_2|(|Y_n(s)| + U_n(s)), \]
and
\[ J_{\delta \varepsilon n}(s) \leq \frac{2K^2}{\ln \delta} + \frac{2K^2 \delta}{\varepsilon \ln \delta} U_n(s). \]
The above analysis implies that

\[ |Y_n(t)| \leq \varepsilon + 2|\beta_1| \int_0^t |Y_n(s)| ds + 2|\beta_1| \int_0^t U_n(s) ds + \int_0^t (2|\beta_2| |Y_n(s)| + \frac{K^2}{\ln \delta}) d\langle B \rangle_s \]

\[ + \int_0^t (2|\beta_2| + \frac{K^2\delta}{\varepsilon\ln \delta}) U_n(s) d\langle B \rangle_s + M_{2\varepsilon n}(t). \]

We now set \( Z_n(t) = \sup_{s\in[0,t]} |Y_n(s)| \). It follows from equation above

\[ \hat{E}[Z_n^2(t)] \leq C \left( \varepsilon^2 + \hat{E}\left( \int_0^t [Z_n(s)] ds \right)^2 + \int_0^t \hat{E}[U_n^2(s)] ds + \frac{1}{(\ln \delta)^2} \right. \]

\[ + \int_0^t \left. (1 + \frac{\delta^2}{\varepsilon^2(\ln \delta)^2}) \hat{E}[U_n^2(s)] ds + \hat{E}[\sup_{s\in[0,t]} |M_{2\varepsilon n}(s)|^2] \right). \]

Noting that \(|\phi_{\delta_n}'| \leq 1\) and by the B-D-G inequality in Proposition 2.4, we obtain that

\[ \hat{E}[\sup_{s\in[0,t]} |M_{2\varepsilon n}(s)|^2] \leq C \hat{E}\left[ \int_0^t (\tilde{\sigma}(X(s)) - \tilde{\sigma}(X_n(\eta_n(s))))^2 ds \right] \]

\[ \leq C(\hat{E}[\int_0^t |Y_n(s)| ds] + \hat{E}[\int_0^t U_n(s) ds]). \]

We set \( \varepsilon = -\frac{1}{\ln h_n} \) and \( \delta = h_n^{-\frac{1}{3}} \) when \( n \geq 2 \). In view of (3.17), all the above analysis implies that

\[ \hat{E}[Z_n^2(t)] \leq C \left( \hat{E}\left( \int_0^t [Z_n(s)] ds \right)^2 + \hat{E}[\int_0^t |Y_n(s)| ds] + \frac{1}{(\ln h_n)^2} + h_n^{1/3} \right). \]

Applying Lemma 3.2 in Gyöngy and Rásonyi 19 with linear expectation \( \hat{E} \) replaced by \( G \)-expectation \( \hat{E} \), there exists a positive constant \( C \) independent of \( n \), such that

\[ \hat{E}[Z_n^2(T)] \leq \hat{C}(\frac{1}{(\ln h_n)^2} + h_n^{1/3} + \int_0^T \hat{E}[|Y_n(s)|] ds). \]

In view of (3.22), we obtain that

\[ \lim_{n \to \infty} \hat{E}[\sup_{t\in[0,T]} |X(t) - X_n(t)|^2] = 0. \] (3.27)

Hence, the claim holds true. Recalling that we have shown in Step 1 that \( X_n(\cdot) \in S_G^2(0, T) \), (3.25) implies that \( X \in S_G^2(0, T) \).

**Step 4.** Now we prove that \( X \) is the non-negative solution to (3.7). The proof of non-negativity is similar to the one in Deelstra and Delbaen 13 and the main difference is that the results hold for each \( P \in \mathcal{P} \), so we omit it. Note that since \( X \in M^1_G \), so it has a
quasi-continuous modification and clearly $\sigma(X_t)$ has a quasi-continuous modification, too. Also

$$\lim_{N \to \infty} \mathbb{E} \left[ \int_0^T |X_t| I_{\{|X_t| \geq N\}} dt \right] = 0,$$

(3.28)

and by (3.8), we have that

$$\sigma(X_t) \leq K^2 |X_t|$$

for any $t \in [0, T]$. If $|\sigma(x)| \geq N$ for $N$ large enough, we get

$$\{|\sigma(X_t)| \geq N\} \subset \{|X_t| \geq (\frac{N}{K})^2\},$$

and so

$$\lim_{N \to \infty} \mathbb{E} \left[ \int_0^T |\sigma(X_t)|^2 I_{\{|\sigma(X_t)| \geq N\}} dt \right] = 0,$$

(3.29)

which shows $\sigma(X_t) \in M^2_G(0, T)$ and it makes the integral $\int_0^T \sigma(X(u)) dB_u$ well-defined. Now, letting $n$ approach infinity in equation (3.15) and noting the definition of $\tilde{\sigma}$, we have

$$X(t) = x_0 + \int_0^t (2\beta_1 X(u) + \delta_1^2) du + \int_0^t (2\beta_2 X(u) + \delta_2^2) d\langle B \rangle_u + \int_0^t \sigma(X(u)) dB_u,$$

which shows that the equation (3.7) has a non-negative solution.

**Remark 3.4.** Note that approximation (3.11) might leave $[0, \infty)$ but constructing an efficient method for the $G$-SDE (3.7) is beyond the scope of this paper. We just utilized the construction approach to prove the existence of the solution.

**Remark 3.5.** We first proved that the sequence $(X_n)_{n \geq 0}$ converges to $X$ under the norm $\| \cdot \|_{M^1_G}$, see (3.22), and then this fact was established under the norm $\| \cdot \|_{S^1_G}$, see (3.23). Note that the norm $\| \cdot \|_{S^1_G}$ is finer than the norm $\| \cdot \|_{M^1_G}$. Indeed, we utilize the former result to achieve the latter one.

**Remark 3.6.** Note that the solution of (3.7) belongs to $S^p_G(0, T)$ for $p \geq 2$ by assumption that $\delta^i \in M^p_G(0, T)$, for $i = 1, 2$.

### 4. Strong Markov Property

In this section, we intend to investigate the strong Markov property of the process (3.7). For this purpose, first, we present some useful estimates.
Lemma 4.1. Let $p \geq 2$ and $\delta^i \in M^p_{\mathcal{G}}(0, T)$, $i = 1, 2$. The unique solution $(X^{t,x}_s)_{s \in [0,T]}$ of the G-SDE (3.7) with value $x$ at initial time $t$ belong to $S^p_{\mathcal{G}}(t,T)$ and there exists a constant $C$, which may vary from line to line, depending on $p, K, \sigma, \beta_1, \beta_2, T, k$ with $k = \mathbb{E}[\int_0^t |\delta^1_s|^p ds] \lor \mathbb{E}[\int_0^t |\delta^2_s|^p ds]$ such that

\[
\sqrt{\mathbb{E}}[\sup_{s \in [0,t]} |X^x_s|^p] \leq C(1 + |x|^p),
\]  
(4.1)

and for all $x, y \in \mathbb{R}$ and $t, t' \in [0, T]$, we have

\[
\mathbb{E}|X^x_t - X^y_{t'}|^p \leq C(|x - y|^p + |x - y| + (1 + |x|^p)|t - t'|^{p/2}),
\]

and for $\gamma \in [0, T - t]$, we have that

\[
\mathbb{E}[\sup_{s \in [t,t+\gamma]} |X^{t,x}_s - x|^p] \leq C(1 + |x|^p)\gamma^{\frac{p}{2}}.
\]  
(4.2)

Proof. Using the fact $|a + b|^r \leq \max\{1, 2^{r-1}\}(|a|^r + |b|^r)$, $r > 0$, and also by the Hölder and B-D-G inequality in Proposition 2.1,

\[
\mathbb{E}[\sup_{s \in [0,t]} |X^x_s|^p] \leq C\left\{ |x|^p + \int_0^t \mathbb{E}[|X^x_u|^p] \, du + \mathbb{E}\int_0^t |\delta^1_s|^p \, ds \right. \\
+ \left. \mathbb{E}\int_0^t |\delta^2_s|^p \, ds + \int_0^t (1 + \mathbb{E}[|X^x_u|^p]) \, du \right\}.
\]

Hence

\[
1 + \mathbb{E}[\sup_{s \in [0,t]} |X^x_s|^p] \leq C(1 + |x|^p) + C\left( \int_0^t (1 + \mathbb{E}[\sup_{s \in [0,u]} |X^x_s|^p]) \, du \right).
\]

The desired result is followed by applying the Gronwall lemma:

\[
1 + \mathbb{E}[\sup_{s \in [0,t]} |X^x_s|^p] \leq Ce^{Ct}(1 + |x|^p).
\]  
(4.3)

Now we deal with the second inequality. To this end, first, set $Y^x_{s} = X^x_s - X^y_s$ with the following representation:

\[
Y^x_s = x - y + 2\beta_1 \int_0^s (X^x_u - X^y_u) \, du + 2\beta_2 \int_0^s (X^x_u - X^y_u) \, dB_u + \int_0^s (\sigma(X^x_u) - \sigma(X^y_u)) \, dB_u
\]

for $s \in [0, T]$. We can write $|Y^x_s| \leq \varepsilon + \phi_{\delta\varepsilon}(Y^x_s)$ where $\phi_{\delta\varepsilon}$ is defined by (3.26) with $\delta > 1$ and $\varepsilon > 0$. After applying G-Itô’s formula for $\phi_{\delta\varepsilon}(Y^x_s)$, we have

\[
|Y^x_s| \leq \varepsilon + \phi_{\delta\varepsilon}(Y^x_s)
\]

\[
= \varepsilon + |x - y| + \int_0^s I_{\delta\varepsilon}(u) \, du + \int_0^s I_{\delta\varepsilon}(u) \, dB_u
\]

\[
+ \frac{1}{2} \int_0^s J_{\delta\varepsilon}(u) \, dB_u + M_{\delta\varepsilon}(s),
\]
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Applying the Hölder inequality yields that

\[ l_{δ,εn}(u) = 2β_1φ_δ(σ(X^x_u))(X^x_u - X^y_u), \]
\[ I_{δ,εn}(u) = 2β_2φ_δ(σ(Y^x_u))(X^x_u - X^y_u), \]
\[ J_{δ,εn}(u) = φ_δ^2(Y^x_u)(σ(X^x_u) - σ(X^y_u))^2, \]
\[ M_{δ,εn}(s) = \int_0^s φ_δ(Y^x_u)(σ(X^x_u) - σ(X^y_u)) dB_u. \]

Recall that for any \( x \in \mathbb{R}, |x| \leq φ_δ(x) + ε, |φ'_δ| \leq 1, \) and \( φ''_δ(x) \leq \frac{2}{|x| ln \delta} |φ'_δ(ε)| \). Note that \( M_{δ,εn} \) is a \( G \)-martingale. Henceforth

\[ \hat{E}[|Y^x_u|] \leq ε + (|x - y| + 2(β_1 + σ^2 β_2) \int_0^s \hat{E}[|Y^x_u|] du + sσ^2 K^2 \ln \delta), \]

by applying Gronwall inequality and letting \( δ \to \infty \) and \( ε \to 0 \), we can find a positive constant \( C \) independent of \( x, y, s \) such that

\[ \hat{E}[|X^x_s - X^y_s|] \leq C|x - y|. \] (4.4)

Let \( p \geq 2 \). Then by Proposition 2.4, we have

\[ \hat{E}[|X^x_t - X^y_t|^p] \leq C(|x - y|^p + \int_0^t \hat{E}[|X^x_u - X^y_u|^p] du + \int_0^t \hat{E}[|X^x_u - X^y_u|^p] du). \] (4.5)

Applying the Hölder inequality yields that

\[ \hat{E}[|X^x_t - X^y_t|^p] \leq C\left( \hat{E}[|X^x_t - X^y_t|] + \hat{E}[|X^x_t - X^y_t|^p] \right). \] (4.6)

By (4.4), (4.5) and (4.6), we get

\[ \hat{E}[|X^x_t - X^y_t|^p] \leq C\left( |x - y|^p + |x - y| + \int_0^t \hat{E}[|X^x_u - X^y_u|^p] du \right). \]

Using the Gronwall inequality implies that

\[ \hat{E}[|X^x_t - X^y_t|^p] \leq C\left( |x - y|^p + |x - y| \right). \] (4.7)

Now for \( t', t \in [0, T], t' > t \), we can write

\[ X^x_t - X^x_{t'} = 2β_1 \int_t^{t'} X^x_u du + 2β_2 \int_t^{t'} X^x_u d\langle B \rangle_u + \int_t^{t'} σ(X^x_u) dB_u + \int_t^{t'} δ^1_u du + \int_t^{t'} δ^2_u d\langle B \rangle_u. \] (4.8)
By Hölder inequality and Proposition 2.4 we obtain that
\[
\hat{E}[|X_t^x - X_{t'}^x|^p] \\
\leq C((t' - t)^{p-1} \int_t^{t'} \hat{E}[|X_s^x|^p] \, ds + \hat{E}[(\int_t^{t'} |\sigma(X_s^x)|^2 \, ds)^{\frac{p}{2}}] + (t' - t)^{p-1} (\hat{E}[\int_t^{t'} |\delta_s^1|^p \, ds] + \hat{E}[\int_t^{t'} |\delta_s^2|^p \, ds]))
\]
\[
\leq C((t' - t)^{p-1} \int_t^{t'} \hat{E}[|X_s^x|^p] \, ds + (t' - t)^{p-1} + (t' - t)^{\frac{p}{2}-1} \int_t^{t'} (1 + \hat{E}[|X_s^x|^p]) \, ds).
\]

Plugging Equation (4.3) into the above inequality indicates that
\[
\hat{E}[|X_t^x - X_{t'}^x|^p] \leq C(1 + |x|^p)(t' - t)^{\frac{p}{2}}.
\]

By combining (4.7) and (4.10), the desired result follows.

For the last result, simple calculation yields that
\[
\hat{E}[\sup_{s \in [t, t+\gamma]} |X_s^{t,x} - x|^p] \leq C(1 + |x|^p)(t' - t)^{\frac{p}{2}}.
\]

By (4.1), we finally obtain that
\[
\hat{E}[\sup_{s \in [t, t+\gamma]} |X_s^{t,x} - x|^p] \leq C(1 + |x|^p)\gamma^{\frac{p}{2}}.
\]

In the sequel, we consider a more general version of the G-SDE (3.7) as
\[
dX_s^t = (2\beta_1 X_s^{t,\xi} + \delta_s^1) \, ds + (2\beta_2 X_s^{t,\xi} + \delta_s^2) \, dB_s + \sigma(X_s^{t,\xi}) \, dB_s^s, \quad s \geq t,
\]
where $X_s^{t,\xi} = \xi$ with $\xi \in L^p_G(\Omega_t)$, for some $p \geq 1$, and $\xi \geq 0$ quasi-surely.

**Remark 4.2.** Modifying the proof of Theorem 3.3, for any given non-negative $\xi \in L^p_G(\Omega_t)$ with some $p \geq 1$, the G-SDE (4.11) admits a non-negative unique solution $X_s^{t,\xi} \in S^p_G(t, T)$. Besides, similar regularity property as in Lemma 4.1 still holds. More precisely, let $\xi, \xi' \in
$L^p_G(\Omega_t)$ be non-negative, $X_s^{t,\xi}$ and $X_s^{t,\xi'}$, $s \geq t$, be the solutions of the G-SDE \(^{(4.11)}\) with $X_t^{t,\xi} = \xi$ and $X_t^{t,\xi'} = \xi'$, respectively. Then, we have
\[
\mathbb{E}_t[ \sup_{s \in [t,T]} |X_s^{t,\xi}|^p] \leq C(1 + |\xi|^p), \tag{4.12}
\]
and for $s, s' \in [t, T]$, $s' > s$, we have
\[
\mathbb{E}_t[ |X_s^{t,\xi} - X_s^{t,\xi'}|^p] \leq C(|\xi - \xi'|^p + |\xi - \xi'| + (1 + |\xi|^p)|s - s'|^{p/2}), \tag{4.13}
\]
and for $\gamma \in [0, T-t]$, we get
\[
\mathbb{E}_t[ \sup_{s \in [t,t+\gamma]} |X_s^{t,\xi} - \xi|^p] \leq C(1 + |\xi|^p)\gamma^{p/2}. \tag{4.14}
\]

We now restrict ourselves to a slight modification of the CIR process \(^{(3.7)}\) as:
\[
dX_s^{t,x} = (2\beta_1 X_s^{t,\xi} + \delta_1) \, ds + (2\beta_2 X_s^{t,\xi} + \delta_2) \, d\langle B \rangle_s + \sigma(X_s^{t,x}) \, dB_s, \quad s \geq t, \tag{4.15}
\]
where $X_s^{t,x} = x \geq 0$ and $\delta_1, \delta_2$ are positive constants.

**Lemma 4.3.** Let $T > 0$ be a fixed real number and $X$ holds \(^{(4.15)}\). Then
\[
\mathbb{E}_t[\varphi(X_{t+s}^x)] = \mathbb{E}[\varphi(X_{t+s}^y)]|_{y=X_t^x}
\]
for $s \in [0, T-t]$ and $\varphi \in C_b, Lip(\mathbb{R})$.

**Proof.** Since the proof for the other cases is similar, we only consider the case that $s = T-t$. Let $(Y^{t,\xi}, Z^{t,\xi}, K^{t,\xi})$ be the solution of the following $G$-BSDE
\[
Y_s^{t,\xi} = \varphi(X_T^{t,\xi}) - \int_s^T Z_r^{t,\xi} dB_r - (K_T^{t,\xi} - K_s^{t,\xi}), \quad s \in [t, T] \tag{4.16}
\]
where $\varphi \in C_b, Lip(\mathbb{R})$ and $Y^{t,\xi} \in S^2_G(0, T)$, $Z^{t,\xi} \in H^2_G(0, T)$ and $K$ is a decreasing $G$-martingale with $K_0^{t,\xi} = 0$, $K_T^{t,\xi} \in L^2_G(\Omega_T)$. Note that $\xi \in L^2_G(\Omega_t)$. By Proposition 2.16 in Hu et al. \(^{(25)}\), we have
\[
|Y_t^{t,\xi} - Y_t^{t,\xi'}|^2 \leq C \mathbb{E}_t[|\varphi(X_T^{t,\xi}) - \varphi(X_T^{t,\xi'})|^2],
\]
where $C$ is a constant only depending on $T, \bar{\sigma}$ and $\bar{\varphi}$. Since $\varphi$ is a bounded Lipschitz, so by \(^{(4.13)}\), we have that
\[
|Y_t^{t,\xi} - Y_t^{t,\xi'}|^2 \leq CL(|\xi - \xi'| + |\xi - \xi'|^2), \tag{4.17}
\]
where $L$ is Lipschitz constant. Now we define
\[
u(t, x) := Y_t^{t,x}.
\]
Note that $u$ is a deterministic function. Thus, $u(t, x) = \mathbb{E}_t[\varphi(X_t^{t,x})]$. It follows from the above estimate that $|u(t, x) - u(t, x')|^2 \leq C(|x - x' + |x - x'|^2)$. By a similar analysis as the proof of Theorem 4.4 in Hu et al. \(^{(25)}\) for any $\xi \in L^2_G(\Omega_t)$, we have
\[
u(t, \xi) = Y_t^{t,\xi}. \tag{4.18}
\]
We can write $\hat{E}_t[\varphi(X_T^x)] = \hat{E}_t[\varphi(Y_T^{t,X_T^x})]$ and by (4.16), we have $\hat{E}_t[\varphi(Y_T^{t,Y_T^x})] = Y_t^{t,X_T^x}$ and due to the definition of $u$

\[
\hat{E}_t[\varphi(X_T^x)] = u(t, X_t^x) = \hat{E}[\varphi(X_T^y)]|_{y=X_t^x}.
\]

Conditional $G$-expectation $\hat{E}_{\tau^+}$, where $\tau$ is an optional time, was first constructed by Nutz and Van Handel [31] for all upper semianalytic functions. Hu, Ji and Liu [23] extended the deterministic-time conditional $G$-expectation notion to optional times for a large class of Borel functions and derived some of regularity properties for $\hat{E}_{\tau^+}$ which are helpful in investigating strong Markov property for a $G$-SDE under the global Lipschitz condition imposed on the coefficients. Here, we proceed the approach used in [23] for $G$-SDE (4.11). One can find the necessary preliminaries and definitions in Appendix.

We now consider a general one-dimensional $G$-SDE as

\[
dX_t^x = \mu(X_t^x) \, dt + b(X_t^x) \, dB_t + \sigma(X_t^x) \, d\langle B \rangle_t, \quad t \in [0, T],
\]

with $X_0^x = x \in \mathbb{R}$ where $\mu(X), b(X) \in M_1^G(0, T)$ and $\sigma(X) \in M_2^G(0, T)$. We assume that $\mu, b, \sigma$ are sufficiently smooth. Let $\varphi \in C_{b,Lip}(\mathbb{R}^m)$ and $0 \leq t_1 \leq t_2 \leq \ldots \leq t_m < T'$ and $t \geq 0$. The solution $(X_t^x)_{t \geq 0}$ is said to satisfy Markov property if

\[
\hat{E}_t[\varphi(X_{t+t_1}^x, \ldots, X_{t+t_m}^x)] = \hat{E}[\varphi(X_{t_1}^y, \ldots, X_{t_m}^y)]|_{y=X_t^x},
\]

and satisfy strong Markov property if

\[
\hat{E}_{\tau^+}[\varphi(X_{\tau+t_1}^x, \ldots, X_{\tau+t_m}^x)] = \hat{E}[\varphi(X_{t_1}^y, \ldots, X_{t_m}^y)]|_{y=X_\tau^x}
\]

for any optional time $\tau$.

**Lemma 4.4.** Let $\delta^i$, for $i = 1, 2$, be constant in the $G$-SDE (4.11). Then the solution of the $G$-SDE holds Markov property.

**Proof.** Analogous to the proof of Lemma 4.1 in [23], the proof is carried out by Lemma 4.3.

We turn to strong Markov property. Thanks to Lemma 4.1

\[
\mathbb{E}_P[|X_t^x - X_s^x|^4] \leq \hat{E}[|X_t^x - X_s^x|^4] \leq C|t-s|^2
\]

for each $P \in \mathcal{P}$. Then by Kolmogorov’s moment criterion for tightness, one can show that $\varphi(X_{\tau+t_1}^x, \ldots, X_{\tau+t_m}^x) \in L_{G}^{\tau+}(\Omega)$. To more details, see Lemma 4.3 in [23].

**Theorem 4.5.** The solution of $G$-SDE (4.11), under the condition in Lemma 4.4, holds strong Markov property.

**Proof.** Based on the properties of conditional expectation $\hat{E}_{\tau^+}[\cdot]$, Lemma 4.4 and Lemma 4.4 proceeding similarly to the proof of Theorem 4.2 in [23], we obtain the desired result.
5. Cox-Ingersoll-Ross model under volatility uncertainty

In this section, under Knightian uncertainty, we focus on the Cox-Ingersoll-Ross model, as a special case of the $G$-SDE \( (3.7) \), to describe the instantaneous short rate model as

\[
dX_t = \left( \delta_1 - \beta_1 X_t \right) dt + \left( \delta_2 - \beta_2 X_t \right) d\langle B \rangle_t + \sigma \sqrt{X_t} dB_t, \quad t \geq 0,
\]

where $\delta_1, \delta_2, \beta_1, \beta_2, \sigma$ are positive constants. According to Theorems \( 3.3, 4.5 \), $G$-SDE \( (5.1) \) has a unique continuous quasi-surely non-negative solution satisfying strong Markov property.

In the sequel, we aim to inspect the sublinear expectation of the functionals defined on the paths of CIR-type \( (5.1) \). More specifically, we want to calculate $\hat{\mathbb{E}}[\psi(X_{t'})]$ for $t' \in [0, T]$ and some appropriate $\psi$ such that $\psi(X_{t'}) \in L^1_G(\Omega')$, where $X$ satisfying the dynamics \( (5.1) \). This problem have an extensive applications in financial/actuarial markets; for instance payoff of the various products associated with the underlying process. Furthermore, calculating the moments of the underlying process is required to do the necessary analysis in some scientific fields such as statistics and data science. In order to solve this problem, we need to establish the relation between $\hat{\mathbb{E}}[\psi(X_{t'})]$ and some related PDE. Let $t' \in (0, T]$ be a fixed number. Consider the following forward-backward $G$-SDE:

\[
\begin{align*}
X_{s,t,x} &= x + \int_s^t (\delta_1 - \beta_1 X_{u,t,x}) \, du + \int_s^t (\delta_2 - \beta_2 X_{u,t,x}) \, d\langle B \rangle_u + \int_s^t \sigma \sqrt{X_{u,t,x}} \, dB_u, \\
Y_{s,t,x} &= \psi(X_{t',t,x}) - \int_s^t Z_{r,t,x} \, dB_r - (K_{t',t,x} - K_{t',x}), \quad 0 \leq t < s \leq t',
\end{align*}
\]

where $x \geq 0$ and $\psi \in C_{b,Lip}(\mathbb{R})$. We denote by $(Y_{t,x}, Z_{t,x}, K_{t,x})$ the unique solution of the aforementioned $G$-FBSDE \( (5.2) \). Set

\[
u^\varphi(t, x) := Y_{t,x}^{t,x}, \quad (t, x) \in [0, T] \times \mathbb{R}.
\]

Similar to the argument presented in \( [34] \) or the proof of Lemma \( 4.3 \) we can show that

\[
u^\varphi(t, \xi) = Y_{t}^{t,\xi}
\]

for each $\xi \in L^2_G(\Omega_t)$. Note that $\nu^\varphi$ is a deterministic function as

\[
u^\varphi(t, x) = \hat{\mathbb{E}}[\psi(X_{t',t,x})].
\]

and using Lemma \( 4.3 \)

\[
u^\varphi(t, x) = \hat{\mathbb{E}}[\psi(t + \gamma, X_{t'+\gamma,t',t,x})]
\]

for $\gamma \in [0, t' - t)$. Now, we generalize the Feynman-Kac formula to the non-Lipschitz diffusion case. Since $\nu^\varphi$ may not be a smooth function, we first recall some basic notations and results about viscosity solutions. Consider the following one-dimensional nonlinear partial differential equation

\[
\begin{align*}
\begin{cases}
u_t - F(t, x, u, u_x, u_{xx}) = 0, & (t, x) \in [0, T] \times \mathbb{R}, \\
u(T, x) = \varphi(x), & x \in \mathbb{R}
\end{cases}
\end{align*}
\]
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for \( \varphi \in C^0(\mathbb{R}) \) and \( F : [0, T] \times \mathbb{R}^4 \to \mathbb{R} \) a continuous nonlinear function such that

\[
F(t, x, p, q, a) \geq F(t, x, p, q, b), \quad \text{if} \quad a \leq b
\]  

(5.7)

for all \( t \in [0, T] \), \( x, p, q, a, b \in \mathbb{R} \). The relation \( \text{(5.7)} \) indicates that \( F \) is degenerate elliptic. In general, to solve the fully nonlinear degenerate PDE \( \text{(5.6)} \), one needs the viscosity solutions approach \[12\]. However, in the non-degenerate case, viscosity solution becomes a \( C^{1, \alpha} \) solution for some \( \alpha > 0 \) on \( [0, T - \kappa] \times \mathbb{R} \) for some \( \kappa > 0 \), see \[8, 34, 36\].

**Definition 5.1.** Let \( u \in C((0, T) \times \mathbb{R}) \) and \( (t, x) \in (0, T) \times \mathbb{R} \). We denote by \( P^{2,+}u(t, x) \) (the ”parabolic superjet” of \( u \) at \( (t, x) \)) the set of triples \((p, q, X) \in \mathbb{R}^3\) satisfying

\[
\begin{align*}
 u(t + h, x + y) \leq u(t, x) + ph + qy + \frac{1}{2} Xy^2 + o(|h| + y^2),
\end{align*}
\]

where \((t+h, x+y) \in (0, T) \times \mathbb{R}\) and \( h, y \to 0 \). Similarly, we define \( P^{2,-}u(t, x) \) (the ”parabolic subjet” of \( u \) at \( (t, x) \)) by \( P^{2,-}u(t, x) := -P^{2,+}(-u)(t, x) \).

Now we define the viscosity solution.

**Definition 5.2.** \[12, 28\]. Let \( \Lambda := [0, T] \times \mathbb{R} \). The function \( u \in C(\Lambda) \) is called a viscosity subsolution of \( \text{(5.6)} \) at \( (t, x) \in \Lambda \) if

\[
\inf_{(p, q, X) \in P^{2,+}u(t, x)} p - F(t, x, u(t, x), q, X) \geq 0.
\]

The function \( u \in C(\Lambda) \) is called a viscosity supersolution of \( \text{(5.6)} \) at \( (t, x) \in \Lambda \) if

\[
\sup_{(p, q, X) \in P^{2,-}u(t, x)} p - F(t, x, u(t, x), q, X) \leq 0.
\]

If \( P^{2,+}u(t, x) = \emptyset \), then

\[
\inf_{(p, q, X) \in P^{2,+}u(t, x)} p - F(t, x, u(t, x), q, X) = \infty.
\]

A similar result is obtained for the case of \( P^{2,-}u(t, x) = \emptyset \).

By remembering definition of \( u^\varphi \) in \( \text{(5.4)} \), we present a new result:

**Theorem 5.3.** The function \( u^\varphi \) is the unique viscosity solution of the following nonlinear parabolic PDE:

\[
\begin{align*}
 &\begin{cases}
 u_t(t, x) + (\delta_1 - \beta_1 x) u_x(t, x) + 2 G((\delta_2 - \beta_2 x) u_x(t, x) + \frac{\sigma^2}{2} u_{xx}(t, x)) = 0, \\
 (t, x) \in [0, t') \times \mathbb{R}^+, \\
 u(t', x) = \varphi(x), \quad x \in \mathbb{R}^+.
\end{cases}
\end{align*}
\]

(5.8)

where \( G \) has already been defined in Section 2.
Proof. The proof is analogous to the one of the nonlinear Feynman-Kac theorem to the Lipschitz G-SDE by Peng [31] or Hu et al. [25].

Utilizing the Theorem 5.3 analogous to Yang and Zhao in [38], letting \( \varphi(x) := I_{\{x \leq a\}} \), \( a \in \mathbb{R} \), and setting \( F_{X_1}(a) := \mathbb{E}[I_{\{X_1 \leq a\}}] \) and simulating \( u(x,t) \) by efficient numerical methods, see e.g., [23, 24, 35], we obtain the distribution of \( X_{t,x} \) by (5.1). Similarly, by setting \( \varphi(x) = x, \varphi(x) = -x, \varphi(x) = x^2 \) and computing \( u_\beta \) from (5.8), mean-uncertainty and variance-uncertainty of \( X_{t,x} \) can be obtained, respectively.

Proposition 5.4. For the case that \( \delta_2 = \beta_2 = 0 \) and \( \beta_1 \neq 0 \), we have

\[
\hat{\mathbb{E}}[X_{t,x}^\beta] = -\hat{\mathbb{E}}[-X_{t,x}^\beta] = e^{-\beta_1(t'-t)}(x - \frac{\delta_1}{\beta_1}) + \frac{\delta_1}{\beta_1},
\]

and

\[
\hat{\mathbb{E}}[|X_{t,x}^\beta|^2] = u(t, x; t', \sigma), \quad \hat{\mathbb{E}}[-|X_{t,x}^\beta|^2] = u(t, x; t', \sigma),
\]

where

\[
u(t, x; t', a) = \frac{\delta_1^2}{\beta_1^2} + \frac{\delta_1 \sigma^2 a^2}{2 \beta_1^2} + e^{-\beta_1(t'-t)} \frac{\sigma^2 a^2}{\beta_1} (x - \frac{\delta_1}{\beta_1}) + e^{-2\beta_1(t'-t)} \left\{ (x - \frac{\delta_1}{\beta_1})^2 + \frac{\sigma^2 a^2}{2 \beta_1} \left( \frac{\delta_1}{\beta_1} - 2x \right) \right\}.
\]

For the case that \( \delta_1 = \beta_1 = 0 \) and \( \beta_2 \neq 0 \), we have

\[
\hat{\mathbb{E}}[X_{t,x}^\beta] = u(t, x), \quad \hat{\mathbb{E}}[-X_{t,x}^\beta] = \tilde{u}(t, x),
\]

where

\[
u(t, x) = \begin{cases} (x - \frac{\delta_2}{\beta_2}) e^{\beta_2(t'-t)} + \frac{\delta_2}{\beta_2}, & 0 \leq x \leq \frac{\delta_2}{\beta_2}, \\ (x - \frac{\delta_2}{\beta_2}) e^{\beta_2(t'-t)} + \frac{\delta_2}{\beta_2}, & x \geq \frac{\delta_2}{\beta_2}, \end{cases}
\]

and

\[
\tilde{u}(t, x) = \begin{cases} (\frac{\delta_2}{\beta_2} - x) e^{\beta_2(t'-t)} - \frac{\delta_2}{\beta_2}, & 0 \leq x \leq \frac{\delta_2}{\beta_2}, \\ (\frac{\delta_2}{\beta_2} - x) e^{\beta_2(t'-t)} - \frac{\delta_2}{\beta_2}, & x \geq \frac{\delta_2}{\beta_2}, \end{cases}
\]

for \( (t, x) \in [0, t'] \times \mathbb{R}^+ \).

Proof. First, we consider the case \( \delta_2 = \beta_2 = 0, \beta_1 \neq 0 \). Applying G-Itô’s formula to \( e^{\beta_1 s} X_{s,x}^t \), it is easy to get that

\[
e^{\beta_1 t'} X_{t,x}^t = e^{\beta_1 t} x + \int_t^{t'} \beta_1 e^{\beta_1 s} ds + \int_t^{t'} \sigma e^{\beta_1 s} \sqrt{X_{s,x}^t} dB_s.
\]
Noting that $\int \sigma e^{\beta_1 s} \sqrt{X_{t}^{t',x}} dB_s$ is a symmetric $G$-martingale and taking expectations on both sides of the above equation, we finally obtain that

$$\hat{\mathbb{E}}[X_{t'}^{t,x}] = -\hat{\mathbb{E}}[-X_{t'}^{t,x}] = e^{-\beta_1(t'-t)}(x - \frac{\delta_1}{\beta_1}) + \frac{\delta_1}{\beta_1}.$$ 

By Equation (5.11), it is easy to check that $x u_{xx}(t, x; t', \sigma) \geq 0$ and the function $u(\cdot, \cdot; t', \sigma)$ satisfies

$$u_t(t, x) + (\delta_1 - \beta_1 x) u_x(t, x) + \frac{\sigma^2 \sigma^2}{2} x u_{xx}(t, x) = 0, \quad u(t', x) = x^2.$$ 

Therefore, it is the solution of PDE (5.8) with $\delta_2 = \beta_2 = 0$ and $\varphi(x) = x^2$. By Theorem 5.3, we have

$$\hat{\mathbb{E}}[|X_{t'}^{t,x}|^2] = u(t, x; t', \sigma).$$

In a similar way, we can obtain that

$$-\hat{\mathbb{E}}[-|X_{t'}^{t,x}|^2] = u(t, x; t', \sigma).$$

Now we compute $\hat{\mathbb{E}}[X_{t'}^{t,x}]$ and $\hat{\mathbb{E}}[-X_{t'}^{t,x}]$ for the case that $\delta_1 = \beta_1 = 0$, $\beta_2 \neq 0$. By Theorem 5.3, it suffices to check that $u$ and $\tilde{u}$ defined by (5.13) and (5.14) are the viscosity solutions of the following PDEs

$$u_t(t, x) + 2 G((\delta_2 - \beta_2 x) u_x(t, x) + \frac{\sigma^2 x}{2} u_{xx}(t, x)) = 0, \quad u(t', x) = x.$$ (5.15)

and

$$\tilde{u}_t(t, x) + 2 G((\delta_2 - \beta_2 x) \tilde{u}_x(t, x) + \frac{\sigma^2 x}{2} \tilde{u}_{xx}(t, x)) = 0, \quad \tilde{u}(t', x) = -x.$$ (5.16)

respectively. We only prove the case for $u$. It is easy to check that $u$ is the classical solution of the PDE for $\{(t, x) \in [0, t'] \times [0, \frac{\delta_2}{\beta_2}) \}$ and $\{(t, x) \in [0, t'] \times (\frac{\delta_2}{\beta_2}, \infty) \}$. For the area $\{(t, x) \in [0, t'] \times \{\frac{\delta_2}{\beta_2}\} \}$ under which $u$ is not differentiable, we need to compute $P^{2, -} u(t, \delta_2 / \beta_2)$ and $P^{2, +} u(t, \delta_2 / \beta_2)$. We claim that

$$P^{2, -} u(t, \delta_2 / \beta_2) = \{(p, q, X) : (p, q, X) \in (-\infty, 0] \times [e^{\frac{1}{2} \beta_2(t-t')}, e^{\frac{1}{2} \beta_2(t-t')} \times (-\infty, 0] \}$$ (5.17)

and

$$P^{2, +} u(t, \delta_2 / \beta_2) = \emptyset.$$ (5.18)

Then, by Definition 5.2, $u$ defined by (5.13) is indeed the viscosity solution to PDE (5.15).
In the following, we prove (5.17) and (5.18) hold. Note that

\[ P_{\beta_2} = \{ (p, q, X) \mid u(t + h, \delta_2 / \beta_2 + y) \geq u(t, \delta_2 / \beta_2) + ph + qy + \frac{1}{2} X y^2 + o(|h| + y^2) \}, \]

where \( h, y \rightarrow 0 \). Hence, for any \((p, q, X) \in P_{\beta_2} \), we have

\[ p + 2G((\delta_2 - \beta_2 / \beta_2)q + \frac{1}{2} \sigma^2 \delta_2 X) \leq 0. \]

Also, we have

\[ u(t + h, \delta_2 / \beta_2 + y) - u(t, \delta_2 / \beta_2) - p \geq (qy + \frac{1}{2} X y^2 + o(|h| + y^2)) / h. \tag{5.19} \]

It is easy to check that for \( y > 0 \)

\[ \lim_{h \rightarrow 0} \lim_{y \rightarrow 0} \frac{u(t + h, \delta_2 / \beta_2 + y) - u(t, \delta_2 / \beta_2)}{h} = \lim_{h \rightarrow 0} \lim_{y \rightarrow 0} \frac{ye^{\sigma^2 \beta_2(t-h-t')}}{h} = 0 \]

and for \( y < 0 \)

\[ \lim_{h \rightarrow 0} \lim_{y \rightarrow 0} \frac{u(t + h, \delta_2 / \beta_2 + y) - u(t, \delta_2 / \beta_2)}{h} = \lim_{h \rightarrow 0} \lim_{y \rightarrow 0} \frac{ye^{\sigma^2 \beta_2(t-h-t')}}{h} = 0. \]

So by (5.19), tending \( y \rightarrow 0 \) and then \( h \rightarrow 0 \) results in \( p \leq 0 \).

Similarly, for \( y > 0 \), we have

\[ \frac{u(t + h, \delta_2 / \beta_2 + y) - u(t, \delta_2 / \beta_2)}{y} - q \geq (ph + \frac{1}{2} X y^2 + o(|h| + y^2)) / y. \]

By tending \( h, y \rightarrow 0 \), we get \( q \leq e^{\sigma^2 \beta_2(t-t')} \). For \( y < 0 \), we get

\[ \frac{u(t + h, \delta_2 / \beta_2 + y) - u(t, \delta_2 / \beta_2)}{y} - q \leq (ph + \frac{1}{2} X y^2 + o(|h| + y^2)) / y. \]

By tending \( h, y \rightarrow 0 \), we get \( q \geq e^{\sigma^2 \beta_2(t-t')} \).

Furthermore, for \( y < 0 \), we can write

\[ ye^{\sigma^2 \beta_2(t+h-t')} \geq ph + qy + \frac{1}{2} X y^2 + o(|h| + y^2). \]

So by tending \( h \rightarrow 0 \), we have

\[ ye^{\sigma^2 \beta_2(t-t')} - qy \geq \frac{1}{2} X y^2 + o(y^2). \]

Similarly for \( y > 0 \) and by tending \( h \rightarrow 0 \), we get

\[ ye^{\sigma^2 \beta_2(t-t')} - qy \geq \frac{1}{2} X y^2 + o(y^2). \]
These result in $X \in (-\infty, 0]$. Finally, we have

$$\mathcal{P}^{-2}u(t, \delta_2/\beta_2) = \{(p, q, X) : (p, q, X) \in (-\infty, 0] \times [e^{\gamma \beta_2(t-t')}, e^{2 \beta_2(t-t')} \times (-\infty, 0]\}.$$

For $\mathcal{P}^{2,+}u(t, \delta_2/\beta_2)$, we see that

$$\frac{u(t+h, \delta_2/\beta_2 + y) - u(t, \delta_2/\beta_2)}{y} - q \leq (ph + \frac{1}{2}Xy^2 + o(|h| + y^2))/y$$

for $y > 0$. By tending $h, y \to 0$, we get $q \geq e^{2 \beta_2(t-t')}$. For $y < 0$, we get

$$\frac{u(t+h, \delta_2/\beta_2 + y) - u(t, \delta_2/\beta_2)}{y} - q \geq (ph + \frac{1}{2}Xy^2 + o(|h| + y^2))/y.$$ 

By tending $h, y \to 0$, we get $q \leq e^{2 \beta_2(t-t')}$. This results in that $\mathcal{P}^{2,+}u(t, \delta_2/\beta_2) = \emptyset$. $\blacksquare$

**Remark 5.5.** If $\delta_2 = \beta_2 = 0$, i.e. there is no $d\langle B \rangle$-term, the moments of the first and second order of the CIR process under $G$-Brownian motion in (5.9) and (5.10) are exactly equal to those of the classical CIR process under Brownian motion by a slight difference under which $\sigma$ is replaced by $\sigma \overline{\sigma}$. However, $\mathbb{E}[|X_{t,}\sigma|^2]$ and $-\mathbb{E}[|X_{t,}\sigma|^2]$ are not equal under $G$-expectation while they are clearly equal under classical expectation. If $\beta_2 \neq 0$, i.e., the quadratic variation term appears, there is mean uncertainty for the $G$-CIR process.

**Conclusion**

This paper extends the famous Cox-Ingersoll-Ross process to the case of ambiguity which is modeled by $G$-Brownian motion. The existence and uniqueness of the solution of the aforementioned CIR process are accomplished. Then, by estimating the process and also the BSDE approach, the strong Markov property of the process is investigated. In the final section, based on the extended nonlinear Feynman-Kac theorem to the case of underlying CIR process, distributions of the CIR process, i.e., the expectation of functionals of the process, are provided. Then, we estimate some moments of the process for some special parameters in the equation. This paper is the first contribution to the CIR process driven by $G$-Brownian motion and we believe that it may serve as an inspiration for future studies from both mathematical and financial aspects.
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Appendix.

A.1. Conditional G-expectation $\hat{E}_{\tau^+}$

In this section, we review some preliminaries on Conditional G-expectation $\hat{E}_{\tau^+}$ for any given optional time $\tau$. To do this, first, set

- $\mathcal{F}_t := \sigma(\{B_s : s \leq t\})$
- $L^0(\mathcal{F}_t) := \{X : X \text{ is } \mathcal{F}_t\text{-measurable}\}$
- $\mathcal{F} := \bigvee_{t \geq 0} \mathcal{F}_t$
- $L^0(\mathcal{F}) := \{X : X \text{ is } \mathcal{F}\text{-measurable}\}$

**Definition A.1.** The non-negative random variable $\tau (\tau : \Omega \rightarrow [0, \infty))$ is called a stopping time if $\{\tau \leq t\} \in \mathcal{F}_t$ for each $t \geq 0$ and an optional time if $\{\tau < t\} \in \mathcal{F}_t$ for each $t \geq 0$.

For each optional time $\tau$, we set the following $\sigma$-field

$$\mathcal{F}_{\tau^+} := \{A \in \mathcal{F} : A \cap \{\tau < t\} \in \mathcal{F}_t, \forall t \geq 0\} = \{A \in \mathcal{F} : A \cap \{\tau \leq t\} \in \mathcal{F}_{t^+}, \forall t \geq 0\},$$

where $\mathcal{F}_{t^+} = \cap_{s>t} \mathcal{F}_s$. In the case of stopping time, we also set $\mathcal{F}_\tau := \{A \in \mathcal{F} : A \cap \{\tau \leq t\} \in \mathcal{F}_t, \forall t \geq 0\}$.

For optional time $\tau$ and $p \geq 1$, we set

$$L^{0,p,\tau^+}_G(\Omega) = \{X = \sum_{i=1}^{n} \xi_i I_{A_i} : n \in \mathbb{N}, \{A_i\}_{i=1}^{n} \text{is an } \mathcal{F}_{\tau^+}\text{-partition of } \Omega, \xi_i \in L^p_G(\Omega), i = 1, ..., n\}.$$ 

We denote by $L^{p,\tau^+}_G(\Omega)$ the completion of $L^{0,p,\tau^+}_G(\Omega)$ under the norm $\| \cdot \|_p$. The authors constructed conditional G-expectation $\hat{E}_{\tau^+}$ on $\text{Lip}(\Omega)$, $L^1_G(\Omega)$ and $L^{1,\tau^+}_G(\Omega)$ in three stages.

**Definition A.2.** For $X \in \text{Lip}(\Omega)$, we define $\hat{E}_{\tau^+} : \text{Lip}(X) \rightarrow L^{1,\tau^+}_G(\Omega) \cap L^0(\mathcal{F}_{\tau^+})$ as

- Let $\tau$ be a simple discrete stopping time $\tau$ taking values in $\{t_i : i \geq 1\}$,

$$\hat{E}_{\tau^+}[X] := \sum_{i=1}^{\infty} \hat{E}_{t_i}[X]I_{\{\tau = t_i\}},$$

where $t_i \uparrow \infty$ as $i \rightarrow \infty$. We employ the convention that $t_{n+i} := t_n + i$, $i \geq 1$, if $\tau$ is a discrete stopping time taking finitely many values $\{t_i : i \leq n\}$ with $t_i \leq t_{i+1}$.

- For a general optional time $\tau$, the conditional G-expectation is defined by

$$\hat{E}_{\tau^+}[X] := \lim_{n \rightarrow \infty} \hat{E}_{\tau_n^+}[X] \text{ in } L^1,$$

where $\tau_n$ be a sequence of simple discrete stopping times such that $\tau_n \rightarrow \tau$ uniformly.
Definition A.3. For $X \in L^1_G(\Omega)$, we define $\hat{E}_\tau^+: L^1_G(\Omega) \to L^{1,\tau+}_G(\Omega) \cap L^0(\mathcal{F}_\tau^+)$ as
\[
\hat{E}_\tau^+[X] := \lim_{n \to \infty} \hat{E}_\tau^+[X_n] \text{ in } L^1,
\]
where $\{X_n\}_{n=1}^\infty \subset Lip(\Omega)$ such that $X_n \to X$ in $L^1$.

Definition A.4. We define $\hat{E}_\tau^+: L^{1,\tau+}_G(\Omega) \to L^{1,\tau+}_G(\Omega) \cap L^0(\mathcal{F}_\tau^+)$ in two steps. Let $X = \sum_{i=1}^n \xi_i I_{A_i} \in L^{1,\tau+}_G(\Omega)$ where $\xi_i \in L^1_G(\Omega)$ and $\{A_i\}_{i=1}^n$ is an $\mathcal{F}_\tau^+$-partition of $\Omega$. We define
\[
\hat{E}_\tau^+[X] := \sum_{i=1}^\infty \hat{E}_\tau^+[\xi_i] I_{A_i},
\]
Let $X \in L^{1,\tau+}_G(\Omega)$. Then we define
\[
\hat{E}_\tau^+[X] := \lim_{n \to \infty} \hat{E}_\tau^+[X_n] \text{ in } L^1,
\]
where $\{X_n\}_{n=1}^\infty \subset L^{0,1,\tau+}_G(\Omega)$ such that $X_n \to X$ in $L^1$.

Proposition A.5. The conditional $G$-expectation $\hat{E}_\tau^+$ defined through three definitions above is well-defined and for $X, Y \in L^{1,\tau+}_G$
\begin{itemize}
  \item $\hat{E}_\tau^+[X] \leq \hat{E}_\tau^+[Y]$, for $X \leq Y$;
  \item $\hat{E}_\tau^+[X + Y] \leq \hat{E}_\tau^+[X] + \hat{E}_\tau^+[Y]$;
  \item $\hat{E}[\hat{E}_\tau^+[X]] = \hat{E}[X]$.
\end{itemize}

Note that the Proposition above can be presented for $Lip(\Omega)$ and $L^{0,1,\tau+}_G$ separately. For more properties of $\hat{E}_\tau^+$, the reader can refer to [23].

A.2. BSDE driven by $G$-Brownian motion

In the section, we present a short discussion on the literature of backward stochastic differential equation driven by $G$-Brownian motion $(B_t)_{t \geq 0}$ whose solution consists of a triple of processes $(Y, Z, K)$ as:
\[
Y_s = \eta + \int_s^T f(v, Y_v, Z_v) \, dv + \int_s^T g(v, Y_v, Z_v) \, dB_v - \int_s^T Z_v \, dB_v - (K_T - K_s),
\]
for $0 \leq s \leq T$ where $K$ is a decreasing $G$-martingale and $f, g : [0, T] \times \Omega_T \times \mathbb{R}^2 \to \mathbb{R}$ satisfies the following properties:

(Hi) For all $\omega \in \Omega$, $t \in [0, T]$ and $y', y, z, z' \in \mathbb{R}$
\[
|f(t, \omega, y, z) - f(t, \omega, y', z')| + |g(t, \omega, y, z) - g(t, \omega, y', z')| \leq C[|y - y'| + |z - z'|],
\]
where $C$ is a positive constant;
(Hii) for any $y, z \in \mathbb{R}$, $f(.,.,y,z)$ and $g(.,.,y,z) \in M_\beta^g(0, T)$ with some $\beta > 1$.

For simplicity, we denote by $\mathcal{S}_G^\alpha(0,T)$ the collection of the processes $(Y, Z, K)$ such that $Y \in S_G^\alpha(0,T)$ and $Z \in H_G^\alpha(0,T)$ and $K$ is a decreasing $G$-martingale with $K_0 = 0$ and $K_T \in L_G^\alpha(\Omega_T)$.

**Definition A.6.** Let $\eta \in L_G^\beta(\Omega_T)$ for some $\beta > 1$. A triple $(Y, Z, K)$ is called a solution of the equation (A.1) if for some $1 < \alpha \leq \beta$, we have that $(Y, Z, K) \in \mathcal{S}_G^\alpha(0,T)$ and $(Y, Z, K)$ satisfies equation (A.1).

**Theorem A.7.** Assume that $\eta \in L_G^\beta(\Omega_T)$ for some $\beta > 1$ and conditions (Hi), (Hii) are satisfied. Then equation (A.1) has a unique solution $(Y, Z, K) \in \mathcal{S}_G^\alpha(0,T)$ for any $1 < \alpha < \beta$.

The reader can refer to [24, 25] for more detailed discussions.
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