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Abstract—In this paper, we present ViSTA, a framework for Virtual Scenario-based Testing of Autonomous Vehicles (AV), developed as part of the 2021 IEEE Autonomous Test Driving AI Test Challenge. Scenario-based virtual testing aims to construct specific challenges posed for the AV to overcome, albeit in virtual test environments that may not necessarily resemble the real world. This approach is aimed at identifying specific issues that arise safety concerns before an actual deployment of the AV on the road. In this paper, we describe a comprehensive test case generation approach that facilitates the design of special-purpose scenarios with meaningful parameters to form test cases, both in automated and manual ways, leveraging the strength and weaknesses of either. Furthermore, we describe how to automate the execution of test cases, and analyze the performance of the AV under these test cases.

Index Terms—Autonomous Vehicles, Simulation, Virtual Testing, Scenarios

I. INTRODUCTION

Virtual Testing is one of the crucial steps in the assessment of performance and safety of Autonomous Vehicles (AV). The core component in this step is a high-fidelity virtual simulator. These simulators provide a virtual world in which a virtual vehicle can navigate, including the physics engine that model its dynamics. Given this setup, if this vehicle is controlled by the same Automated Driving System (ADS) software [1] as would be operating on an actual AV, it is possible to make an in-depth study of how the AV would react to specific traffic scenarios. However, the design of the traffic scenarios is a complex, tedious, and non-standard procedure. In particular, traffic scenarios can be compared to a scene where the actors (other vehicles or pedestrians) perform their part, and the ego vehicle (the system under test) has to react accordingly. For example, a simple scenario could involve a pedestrian that, upon the approach of the AV, starts to cross the road directly into its path. This will require a timely reaction from the AV; otherwise, there will be either a collision or a near miss, both outcomes being undesirable. In this context, it is trivial to observe that the validity of the whole testing procedure is only as good as the test cases used. Furthermore, the implementation of a designed test case can be hindered by the capability and constraints of tools available, which leads to additional limitations in the overall virtual testing.

This paper stems from the 2021 IEEE Autonomous Test Driving AI Test Challenge [2], hence, the focus of this study is to conduct virtual testing of Baidu Apollo [3] using SVL [4] simulation platform. In order to achieve this, we have developed ViSTA, a framework and the corresponding tools to facilitate the design of scenario testing, scenario execution and analysis. Our contributions can be summarized as follows:

- Developed a scenario-generation framework, that facilitates the design of tests with varying degrees of automation, ranging from random to manual (controlled) tests.
- Developed an automated Scenario-execution framework, built on top of the default SVL Python interface, with additional capabilities for varying dynamics of the actors.
- Generated test cases using our framework using both existing scenario databases and newly crafted scenarios, complemented by expert knowledge and analysis of the Operational Domain (OD) and Operational Design Domain (ODD) [1] assuming SAE L4+ automation level.
- Prepared the final test suite with both manual and auto-generated test cases (selection).
- Executed the final test suite through a comprehensive evaluation process, that combines both objective and subjective judgement, leading to the identification of several issues and specific limitations in the ADS under test, i.e., Baidu Apollo.

II. RELATED WORKS

The development and testing of AI-based algorithms often relies on testing in equivalent virtual environments before
Fig. 1: Overview of ViSTA framework: inputs, automated/manual virtual test generation, execution, evaluation and outcome.

exposing them to their actual physical deployment environments, especially in cases of systems that require physical actuation, such as robotic systems. To this end, in recent years, tools such as [5], [6] have become popular as they provide generic virtual environments, allowing researchers to focus on developing and testing the AI algorithms. Two of the most popular open-source tools that have emerged recently are the SVL Simulator (formerly known as LGSVL Simulator) [4] and CARLA [7]. These are notable in their use of well-known gaming engines such as Unity Engine [8] and the Unreal Engine [9] respectively. Furthermore, they provide bridges towards open-source Automated Driving System (ADS) such as AutoWare [10] or Apollo [3]. In this paper, we adopt SVL Simulator to virtually test and assess the performance of and Apollo ADS, as required by the IEEE AV Test Challenge 2021.

Virtual simulation platforms enable researchers to develop specific procedures targeting specific components [11], [12] or to generate synthetic data [13], [14]. A crucial part of the simulation, however, is to design the behaviour of actors, i.e. other road users, such as pedestrians or other vehicles that may be termed Traffic Simulation Vehicles (TSV) or Non-Player Characters (NPC) in SVL. In fact, while random behaviour could potentially be sufficient, it lacks the structure required for proper testing. On the other hand, Scenario-based testing [15], [16] aims to overcome this by providing a format to describe a scenario in a somewhat deterministic manner, although the AV under test itself may exhibit stochastic behavior.

III. VIRTUAL TESTING PROCEDURE

The methods we employed for designing the test cases is a mixture of manual and automatic generation, as shown in Figure 1. In particular, we favored manual design to promote diversity and completeness, while the role of automation is in providing slight variations of the same test case.

The automated execution of the virtual test cases produces results in both a machine-readable tabular format (e.g., .csv) which enables objective and/or automated evaluation, as well as detailed videos that facilitate offline evaluation on a subjective basis, by various domain experts.

We adopt a scenario-based virtual testing approach to test the safety and general driving performance of an autonomous vehicle, which is intended to be deployed in public urban roads under diverse operating conditions. These operating conditions can cover both (a) the pre-specified conditions it is designed to operate in, i.e., its ODD, as well as (b) the actual real-world conditions it must operate in, regardless of whether the ADS was designed to handle those conditions or not, i.e., its OD.

A. Test Categorization

Our tests have been organized into various types:

- Basic functional/behavioral tests: Focusing on Behavioral Safety of the AV in dynamic urban traffic conditions.
- Negative tests (edge case tests): Focusing on Safety of the Intended Functionality (SOTIF) and extreme conditions (edge/corner cases) in dynamic urban traffic conditions.
- Environmental tests: Focusing on the operating conditions (e.g., weather, lighting) around the AV that can change/evolve dynamically.
- OD/ODD coverage tests: Focusing on special aspects of the OD/ODD in which the AV is designed to operate in. This may also cover out-of-ODD conditions, at which the AV should achieve the minimal risk condition (MRC).
- Regression tests: Focusing on essential items to test for any regressions made due to changes in the ADS periodically; to be useful in long-term testing as the ADS is being developed.

B. Test Objectives

The tests are designed with two broad level objectives. The primary objective is to test the Vehicle under Test (VUT), i.e., the AV, under different categories of conditions. Firstly, this should help gain an understanding of its current capabilities in terms of driving safely in a given ODD typically on public roads in an urban environment under different environment conditions including non-optimal weather, traffic and lighting.
Secondly, this should help check whether it meets the general capability expectations as per the rule of the land, to give confidence to the AV developers, regulators and general public, that the AV is safe for public deployment. Such rules may be outlined in the driving regulations for the traffic jurisdiction, e.g., California Driver handbook from DMV or Technical Reference 68 (TR68) in Singapore.

The second objective is to critically evaluate the usefulness and effectiveness of automated test case generation, in contrast to traditional manual test case development that relies on the skills and knowledge of experienced test personnel, test experts and domain experts. Understanding the strengths and limits of automation helps test engineers to launch a comprehensive test strategy that can make the best use of both modalities.

C. Scenario Diversity

Specific attention has been dedicated to ensure diversity in testing that can be measured in terms of coverage of various important aspects. In particular, we focus on diversity of Environment (road layout, signals, weather conditions) and Actors, i.e. the other road users that define the traffic scenario.

1) Environment: We primarily choose the San Francisco map available in SVL since it provides a wide variety of road layouts. Additionally, we consider the Borresgas Avenue map for richer detail and higher fidelity of map modeling. In fact, one of the first steps is to observe the map and to identify all the relevant road features such as pedestrian crosswalks, traffic light intersections, non-signalized intersection, bus stops, parking areas, and traffic signs. Special road layouts (e.g., skewed or star-shaped intersections) also can be considered and exploited. Furthermore, our test cases should include a diverse use of traffic lights, weather conditions, and objects on the road such as construction zones or traffic cones that occur in the OD/ODD. Given the scope of the AV Test Challenge, we exploit all the options available in SVL Simulator. These considerations enhances the variety and diversity for our test cases and make them meaningful.

2) Actors: The actual dynamic traffic scenarios are determined by the scripted Actors (or NPCs) that are usually designed to reproduce pre-defined and repeatable behavior and trajectories, and that can be activated (triggered) based on some predefined conditions. Hence, a comprehensive test case selection should provide a proper distribution across the various actors and objects that can be typically found in the deployment area and/or OD:

- Pedestrian: with varying gender, age, size;
- Vehicles: cars, trucks, school bus, motorbike, cyclists, emergency vehicles etc.

In our framework, we have designed the Actors to perform a variety of maneuvers, e.g., driving straight, turning, swerving, parking. Furthermore, we also implement advanced scenario-modeling capability such that the Actors can violate traffic rules, to produce additional challenges to the ego-vehicle. This include cases such as a jaywalking pedestrian, or an NPC that may be tailgating the ego vehicle or jumping a red light or simply refusing to give way.

3) Known AV weaknesses and Simulation tool limitations: Known weaknesses in AV technology, particularly, in terms of sensors/perception, prediction, planning and control must be exploited through judicious choice of test parameters. Furthermore, the limitations of virtual simulation toolchain (e.g., modular testing in SVL directly provides ground truth, offering perfect perception) must be considered and scenario parameters can be adjusted so that the test cases are still effective in finding AV issues.

IV. Scenario-based Testing Framework

In this section, we describe details of the ViSTA framework which is designed to facilitate virtual validation of a given ADS and simulator, such as Apollo and SVL Simulator.

A. Scenario Generation

Our abstraction of a Scenario include the below elements:

- Map ID: which map the scenario is taking place;
- Ego Vehicle Start position and mission: determines the ego vehicle starting position and heading, as well as the desired destination coordinates.
- A time limit: the simulation timeout, any scenario execution is to be considered a fail if the ego vehicle doesn’t reach its destination within the time limit.

For specific scenarios, there is the also option to control traffic lights, place traffic cones on the road in specific positions, and specify the weather conditions using the below additional scenario elements.

- A list of Actors: the scripted vehicles in the scenario.
- A sorted list of time-windows and corresponding weather / lighting condition parameters.
- A list of configurations for traffic lights and other controllable objects (e.g., cones).

The core distinction between scenarios is the scripted behaviour of the actors and optionally, the applied dynamic environment conditions (e.g., weather, lighting and/or traffic light conditions). In our approach, the actors and environment have a deterministic behaviour stored in JSON files, which are referred by the relative scenario.

Actor can be of two types, pedestrian and vehicles. Pedestrian are simple to model, as their movement pattern is easily designed by defining the waypoints. However, vehicles behaviour is more complex, and defining path can be more challenging. SVL handling of NPC waypoints is based on linear interpolation which slightly deviates from plausible vehicle dynamics if applied on distant waypoints. However, it is adequate if the waypoints are in close proximity. Manually designing a scenario is much simpler if its possible to specify only a limited amount of waypoints, and compute the intermediate ones automatically. Hence, our approach is to facilitates the design with four different but complementary principles.

1) Key-Waypoint: Our approach is to define key-waypoints, that compose a coarse trajectory. This trajectory is then refined into a smoother one by a simple adaptation of [17]. In particular, we relaxed the acceleration and jerk
limits, since for this task a smooth driving for the scripted vehicles is not crucial. On the contrary, we may actually need to model "bad" drivers with abrupt driving behaviour. Furthermore, we decided to introduce a speed limit parameter, since we want to have more control in the designing phase. This way, scripting an Actor is more straightforward, while not giving up a plausible vehicle dynamic.

b) Local/Global coordinates: In the design phase, the waypoints are only relative to the previous pose. This allows the designer to not consider global coordinates but rather focus on the vehicle behaviour. By specifying the starting position in the map, all the relative waypoints are easily converted.

c) Semantic Maneuver: To provide a semantic meaning on the key-waypoints design, we organized the concept of maneuvers in two levels. Level One maneuvers are atomic maneuvers, translate directly into a single key-waypoint, and are parametrized by Level Two maneuvers. The latter are complex maneuvers, that describes a sequence, and a composition, of level one maneuver.

d) Parameter Automation: In the design phase, each maneuver requires a set of parameters to be univocally defined. For example, even the simplest "driving straight" can be determined by the length of the segment as well as the target speed. A swerve maneuver, in addition to the previous, is parametrized by the lateral offset induced by the swerving. Carefully defining each value to generate the appropriate challenge is tedious and time-consuming. In our implementation, it is possible to specify any parameter as a distribution, that will be sampled at the generation phase. Furthermore, we predisposed a function to generate a defined amount of samples for the designed scenario.

Given this functions, during the design phase it is sufficient to specify the sequence of Level Two maneuvers that will be automatically converted, in the order. By definition, a Level Two maneuver is a sequence and combination of Level One maneuvers. Similarly, Level One maneuver is by definition directly converted into a key-waypoint. Finally, the key-waypoint are used to generate the list of intermediate waypoints, i.e. the smooth trajectory. Our approach is to use our adaptation of quintic polynomial planning [17]. The final prepared set of waypoints and corresponding actor/config info can then be stored in a JSON file that can be used runtime to script a deterministic actor (see Figure 5).

B. Simulation Runtime

The automatic execution of test cases start by providing a selection of scenario IDs to an automation script that will execute them sequentially and record the results.

The script will establish the necessary connections towards the simulator and Apollo. A Scenario Manager will read the selected scenario specification (JSON file), and load the map, traffic lights, traffic cones, and weather conditions accordingly. Furthermore, the script will predispose the Actors and their waypoint instructions, as specified in the associated JSON file. Then, the script will set the initial state of the ego-vehicle, activate the Apollo modules and provide the target destination.

It will also launch a separate script, running inside docker, to log the ego vehicle and obstacle position obtained on Apollo CyberRT bridge. After completing these steps, the script will instruct the simulator to run until the ego vehicle’s intended mission destination is reached, or the scenario execution time budget is exhausted (times out). Any failure to complete the mission in the allowed time budget, whether it is due to a collision or unsafe situation or not, can lead to the test case flagged as a FAIL, even before it is evaluated offline in further detail (as discussed in next section).

C. Analysis of Virtual Test Execution Results Data and Safety Performance Evaluation

When the test cases are executed, the run-time scripts records the dynamic state (position, velocity, heading etc.) of the ego-vehicle and the actors or stationary objects active at each simulation step, into our well-established tabular format as a .csv file. These files are then parsed and processed by an offline evaluator scripts that computes various objective metrics to analyze the AV performance. These can include, but not limited to the following.

a) Occurrence of accidents or collisions: The ego-vehicle is expected to avoid collisions or accidents with other actors or objects. Exceptions would be when the collision is unavoidable and did not occur due to the ego's own actions.

b) Violation of unsafe lateral/longitudinal clearance or safety envelope: The ego-vehicle is expected to maintain a safety envelope or exclusion zone, represented by lateral/longitudinal clearance distances between ego-vehicle and an actor or object on or beside or relevant to the ego's path. Exceptions would be when the collision is unavoidable and did not occur due to the ego's own actions.

c) Violation of minimal TTC: Time taken for ego-vehicle to collide with an actor or object in future, at their current velocities and considering their current positions, if they are on a collision course.

d) Violation of unsafe temporal safety distance: The time taken to travel the Euclidean distance between the nearest points on the body of the ego-vehicle and that of an actor or object, at the current velocities, irrespective of whether they are on a collision course or not.

e) Violation of road speed limit: The ego-vehicle is expected not to exceed the road speed limit of the road it is driving in currently.

Furthermore, the behaviour of the ego-vehicle in a given scenario and/or context can also be analysed subjectively, by the domain experts such as the Chief Tester and supporting Test Analysts (at least 3 people in total). The experts will take into account the objective evaluation and then analyse the results subjectively and make a final decision on the test outcome. If the experts differ in their individual judgement, a consensus or voting can be made between the individual opinions. In many cases, objective judgement may not be possible to achieve in practice; therefore, this is an important tool to be adopted and is flexible and scalable; however, this is dependent on the skillset and experience and knowledge of the
experts. The following are a few high-level metrics designed to subjectively check the safe behavior of the system under test under different scenario conditions.

f) Occurrence of collision [IF]: Applicable when the Ego vehicle collides with any of the NPCs involved.

g) Unnecessary swerving [NC]: Applicable when the Ego vehicle moves forward while changing its heading continuously, without a valid reason.

h) Unnecessary braking [NC]: Applicable when the Ego vehicle slows down, without a valid reason.

i) Following too close to other road users [NC]: Applicable when the Ego vehicle is tailgating the leading vehicle or cyclist or similar cases.

j) Other unacceptable on-road behavioural aspects [IF/NC]: To be subjectively decided by the experts. For continuous improvements of the process, new behavioral aspects can be added as additional metrics as the virtual testing process is executed and the testers gain more experience.

The general evaluation procedure is as follows: For each test case, we can obtain an evaluation for each metric, which may be an Immediate Failure (IF) or Non-conformity (NC). Immediate Failure would mean that the outcome of the test case is a FAIL. In contrast, non-conformity would mean that the outcome is a PASS but with some special conditions. Finally, an evaluation with no IF or NC for any metric, would imply a direct PASS for the test case.

The final decision on the outcome of a test case is based on a judicious combination of objective and subjective evaluation, with subjective judgement being final and binding.

V. TEST CASES

In this section we present a selection of Scenario and Test Cases we developed, summarized in Table I. This selection allows to investigate the limitations of Apollo, or SVL, in addressing specific road situations or infrastructures.

a) SV_011: In this scenario, the ego-vehicle mission is to cross an intersection. While approaching, an NPC violates its right of way. This would lead to a collision, but the ego seems to predict the imminent collision and reacts by braking. Although this scenario does not require the ego to slow down significantly, its rather fast reaction to the NPC causes the ego to violate traffic rules (e.g., potential to cause rear ending).

b) SV_012: In this scenario, a bus is driving on the left side lane of the ego-vehicle, as both are approaching a bus stop, close to an intersection. The bus changes lane and stops, the ego reacts accordingly by slowing down and stopping behind the bus. However, the ego-vehicle never attempts to overtake the stationary bus. This could be proper decision making in presence of a bus stop, but under modular testing, it is not clear whether ego has access to such information. While there is no unsafe behaviour, it is unclear why there is no overtake attempt, which can potentially cause road hogging.

c) SV_014: The ego-vehicle is approaching a construction zone signalized by traffic cones on the road. Once again, modular testing does not include traffic cones, so that Apollo does not react to them and just drive through.

d) SV_016: In this scenario, a parked truck occludes a jaywalking pedestrian while the ego-vehicle approached. However, the modular testing configuration of SVL Simulator, which is based on ground truth data, allows the ego-vehicle to detect the pedestrian in all cases (see Figure 3a). This obfuscates the reason causing the ego-vehicle slowing down, which rather than a cautious approach to an area with low
TABLE I: Summary of the selected scenarios.

| Scenario | Scenario description | Test Case | Outcome | Major observations | Apollo problem |
|----------|----------------------|-----------|---------|-------------------|---------------|
| SV_011   | NPC violates ego’s right of way in signalized intersection | TC_011.a | Pass    | Ego stopped behind the bus safely; Ego did not managed to overtake the stopped bus | – |
| SV_012   | Ego gives way to bus entering bus bay/stop | TC_012.a | NC      | Ego fails to meet the objective | Apollo does not have the capability to detect the bus stop signal in modular testing. Apollo does not overtake. | Apollo does not detect construction zone. In modular testing, there is no ground truth for the objects, therefore Apollo is not detecting. Could be due to ground truth due to modular testing (perfect perception). |
| SV_014   | Ego negotiating construction zone | TC_014    | Fail    | Ego fails to meet the objective | – |
| SV_016   | Parked truck, pedestrian crossing | TC_016.d | Pass    | Ego meets objective | – |
| SV_017   | Ego interacting with other NPC and pedestrians at a complex sequence of intersections | TC_017.a | Fail    | Ego did not meet the objective: Ego did not able to turn left. | Inconsistent behaviour of Apollo to complete the turn |
| SV_023   | Traffic light signal with arrows | TC_023.a | Fail    | Ego fails to meet the objective | – |
| SV_024   | Traffic signs | TC_024.a | Pass    | Ego meets objective | Traffic sign not detected in modular test. |
| SV_027   | Tailgating NPCs | TC_027.a | Fail    | Ego does not react to tailgating to the NPC | Apollo does not have any evasive maneuvers. |
| SV_029   | Accident scenarios | TC_029.a | Fail    | Ego collided with NPC | Apollo does not predict NPC path when it is out the map. No evasive maneuvers from Apollo. |
| SV_030   | Weather conditions (time of day) | TC_30.e  | Fail    | Ego too close to the Pedestrian | Since modular testing, no effect |
| SV_031   | Weather conditions (worst case) | TC_30.f  | Fail    | Ego too close to the Pedestrian | Since modular testing, no effect |
| SV_031   | NPC slows down and stops in front of ego | TC_031.a | Pass    | Inconsistency in overtaking compared to the TC_012.a | – |
| SV_032   | Traffic signs | TC_032.a | Pass    | Ego meets objective | – |
| SV_033   | Tailgating NPCs | TC_033.a | Fail    | Ego does not react to tailgating to the NPC | Apollo does not have any evasive maneuvers. |
| SV_034   | Accident scenarios | TC_034.a | Fail    | Ego collided with NPC | Apollo does not predict NPC path when it is out the map. No evasive maneuvers from Apollo. |
| SV_035   | Weather conditions (time of day) | TC_30.e  | Fail    | Ego too close to the Pedestrian | Since modular testing, no effect |
| SV_036   | Weather conditions (worst case) | TC_30.f  | Fail    | Ego too close to the Pedestrian | Since modular testing, no effect |
| SV_037   | NPC slows down and stops in front of ego | TC_031.a | Pass    | Inconsistency in overtaking compared to the TC_012.a | – |

visability, could be an actual reaction to the perceived danger.

e) **SV_017**: This scenario takes place at a sequence of skewed intersection, where the the ego vehicle need to turn left after a right turn. This cause the ego vehicle to be on the wrong lane, with not enough space to change lane. Interestingly, a static obstacle on the wrong lane leads the ego vehicle to overtake it, facilitating the lane change and the left turn.

f) **SV_023**: Traffic lights with arrow signals are not available. Nevertheless, yellow light is detected (due to modular testing), but the ego-vehicle still does not proceed on its path. This is not a realistic test because the yellow signal duration is not proper. Yellow light was activated for a very long time and the starting point of the ego-vehicle was near the stop line. However, this Test Case can be used to test the behaviour of the ego for yellow light signal and as Unit test for yellow light classification robustness.

g) **SV_024**: Although a straightforward scenario, Apollo does not detect the traffic signal. Even in modular testing, traffic signals appears to be only determined by the HD-map annotations Apollo uses.

h) **SV_027**: An NPC is tailgating the ego-vehicle, but does not slow down at a signalised intersection, and hits the ego. While the unsafe behaviour is attributed to the NPC, it appears that ego-vehicle is not reacting to it in any way.

i) **SV_029**: In this scenario, an NPC exits a parking lot on the right of the approaching ego-vehicle. This parking lot is not annotated in Apollo HD-map, and appears that the ego-vehicle is ignoring the vehicle by not generating a prediction on its path. This leads to not detecting the imminent danger and no reaction from the ego-vehicle, which leads to a collision as illustrated in Figure 3b.

j) **SV_030**: In this scenario, a pedestrian is walking longitudinally in the middle of the road and stops after a while. We used this scenario to test weather conditions, but given the modular testing setups it appears there is no effect at all. Nevertheless, in this scenario is interesting to observe how the ego-vehicle follows the pedestrian by driving at very low speed, and overtake only when the pedestrian stops. However, the overtake maneuver is not proper and comes very close to the pedestrian, which is a safety concern.

k) **SV_031**: In this scenario, a leading NPC is stopping in front of the ego-vehicle. The ego reacts accordingly by slowing down and overtakes the stopped vehicle. Although this is the expected behaviour, it seems to be inconsistent with TC_012.a.

### A. Identified Issues

In Table II we report all the issues identified using our designed test cases. We can summarize them as follows:

- Lack of proper controls: 1, 2, 5, 6, 9, 10, 22, 23, 24. This set contains situations where a better control is desirable, even if it is not necessary to improve safety.
- Lack of functionalities: 3, 13, 16. Apollo 5.0 lacks capability to do Parking and U-turn maneuvers, so we assume that these are unavailable in the tested configuration.
- Lack of evasive maneuver: 4, 17, 18, 21, 25. In this set of scenarios and Test Case appears evident that Apollo is not capable to perform an of evasive maneuver, even when an adjacent empty lane is available.
- Implementation issues: 7, 8, 11, 12, 14, 15, 19. These specific Test Cases highlight limitation in the current
implementation of the modular testing or SVL-Apollo interaction in general.

- **Unique situation:** 20. This case is particularly interesting since it is very specific. Apparently Apollo does not consider the NPC exiting the parking lot since that area is not part of the HD-map.

### B. Summary

Alternatively, we can classify the Test Cases based on their *main test objective category*, i.e., the most challenging aspect of the scenario that the AV is being tested against in the particular test case. These challenging aspects can vary based on the AV’s interactions with other actors, ranging from normal behaviour to edge cases such as traffic rule violations, to involving specific road features or traffic infrastructure or specific weather conditions. Figure 4 summarize the outcome of the Test Cases according to the aforementioned classification. We note that not all of the 50 designed Test Cases were implementable given missing functionalities of the baseline simulator (i.e. no plugins are allowed) or specific road features on the map. Furthermore, this results are influenced by the modular testing mode, which provides unfair advantages as well as limitations. In particular, test cases involving weather are not effective in modular testing, since any perception challenge is bypassed. Conversely, modular testing also bypass occlusions, which is unrealistic under actual deployment. Nevertheless, the test case set should also include features that are not directly implementable or testable within the current testing platform or settings.
VI. CONCLUSIONS

In this paper, we describe details of ViSTA, a virtual testing framework developed to generate scenarios and execute them for validating an ADS driving SAE L4+ AVs. This enabled us to design specific test cases and identify a wide set of limitations, inconsistencies, and problems within the chosen ADS (Apollo), simulator (SVL), and their integration. It is noteworthy that our tests can fail not just in cases when the AV causes accidents or incidents. They can also fail when AV behavior leads to unsafe situations (e.g., TC_030) that are avoidable through better path planning and responses, such as evasive maneuvers. Also, perfect perception allows us to focus on such behavioral issues and inconsistencies of the ADS.

This study also highlights the importance of developing better tools for virtual testing, as safety assessment is crucial to ensure the growth and safe deployment of AVs on public roads. Furthermore, the adoption of interpretable and focused test cases are critical to discover latent issues, that may not necessarily be highlighted when driving in a purely randomized environment. In future, we hope to extend the ViSTA framework to cover the following aspects. Firstly, we aim to achieve a balanced trade-off between automated and manual design of test cases. Secondly, we hope to implement a robust selection/filtering of meaningful scenario parameters from the large space of feasible parameters for urban driving ODDs, which is a non-trivial task. Finally, we plan to include both the actual Sensing and Perception as well as equivalent Perception Error Models [12] into the into the virtual testing loop, which can allow further diversity and more effective testing.
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