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This paper studies the competitiveness of listed companies in high-end equipment manufacturing industry by using random forest. Random forest is a supervised machine learning algorithm that is actually based on the regression and classification. It takes some important decisions that are always based upon the set of samples. It counts majority for the classification purposes while it takes an average for the regression. For empirical analysis, 88 listed companies are selected. It is found that there are great differences in comprehensive competitiveness among industries. Enterprises scale accounts for a high proportion in the comprehensive competitiveness, and its score often affects the comprehensive strength; and the gap between companies in the same industry is also obvious. The empirical evaluation results of this paper provide three enlightenments for enterprises to improve their comprehensive competitiveness, such as seizing the strategic opportunity to expand the market, expand the scale of enterprises, improve asset management, and narrow the industry gap.

1. Introduction

With the gradual deepening of the scientific and technological revolution, high-tech equipment such as smart home, driverless, and intelligent robot are filled with all aspects of our daily life. The competition in the high-end equipment manufacturing industry is becoming more and more intense. The report of the 19th National Congress is proposed to accelerate the construction of a manufacturing power and promote the sustainable development of high-end equipment manufacturing industry, which is the core step to enhance the key competitiveness of industry. High-end equipment manufacturing industry is an emerging industry with rapid development at present. The industrial facilities and manufactured equipment use advanced production technology. Moreover, the professional knowledge required is not limited to a certain range, so as to achieve knowledge intensive and technology leadership. The products of this industry use many high-precision and cutting-edge technologies, so it is the core of China’s industrial development industrial chain. As for the definition of the scope of high-end equipment manufacturing industry, the Ministry of Industry and Information Technology of China divided eight areas during the 13th Five Year Plan Period: aerospace equipment, marine engineering equipment and high-tech ships, advanced rail transit equipment, high-end CNC machine tools, robot equipment, modern agricultural machinery equipment, high-performance medical machinery, and advanced chemical complete sets of equipment. These eight industries come down in one continuous line with the manufacturing power strategy proposed by [1].

The development of high-end equipment manufacturing industry is an important link that determines the core competitiveness of China’s industrial value chain. Its strategic layout reflects the key points of future economic development and scientific progress. Generally speaking, the
development of listed companies in high-end equipment manufacturing industry is still very good, and their proportion in industrial production is also gradually increasing, which is the key driving force to accelerate China’s high-quality economic growth. Through the analysis of the competitiveness of listed companies in high-end equipment manufacturing industry, we can find their advantages and disadvantages and put forward corresponding solutions; promoting the healthy development of high-end equipment manufacturing industry can also provide the corresponding reference for other industries, so as to contribute to accelerating the construction of manufacturing power in China. The following section discusses the related work and literature review. In Section 3, the proposed methods are described that include random forest, its parameter optimization, and design for organizational collaborative capabilities. In Section 4, the evaluation case study is presented. Finally, the current research study is concluded in Section 5.

2. Related Work

Through in-depth research on Japan’s electronics industry, transportation, and other equipment industries, it is found that Japan’s equipment manufacturing enterprises mainly adopt the way of cooperation to integrate the technical knowledge inside and outside the enterprise, so as to realize the technological innovation of the enterprise [2]. It is proposed that technological innovation plays a very important role in the equipment manufacturing industry in the United States and Britain, and the cooperation between industry, university, and research institutions established by equipment manufacturing enterprises, universities, and scientific research institutions can effectively improve the overall technical level of the equipment manufacturing industry [3]. It is proposed that in developed countries, the government attaches great importance to the development of domestic decoration manufacturing industry and supports and encourages equipment manufacturing enterprises to improve their level of technological innovation from the perspective of policies, so as to establish the competitive advantage of equipment manufacturing industry [4]. Taking telecom equipment manufacturing enterprises as the object, it is proposed that joining the technical committee of the whole industry can obtain relevant market information advantages, which is very beneficial to formulate and adjust the enterprise’s innovation plan and effectively improve the enterprise’s innovation level [5]. An empirical study was carried out on 144 equipment manufacturing enterprises in Spain [2]. It is proposed that the technological innovation of enterprises can improve their integration efficiency of innovation resources and play a positive role in improving the performance of enterprises. It is also proposed that the domestic equipment manufacturing industry has not built a systematic industrial chain, so collaborative innovation cannot be realized, which is one of the reasons for the gap between the domestic equipment manufacturing industry and the equipment manufacturing industry in developed countries. The domestic equipment manufacturing industry should develop in the direction of clustering, horizontal, and vertical integration in the future [3]. It is proposed that improving the ability of technological innovation can effectively strengthen the competitiveness of the equipment manufacturing industry [6]. Through the analysis of the equipment manufacturing industry in Liaoning, he proposed to optimize the innovation capability of the equipment manufacturing industry from the aspects of innovation environment, innovation policy, and innovation platform. This paper analyzes the current demand and environment of domestic equipment manufacturing industry and puts forward that implementing open innovation is an effective way to enhance the innovation ability of equipment manufacturing industry [4]. It is proposed that technological innovation is an important factor affecting the innovation promotion of equipment manufacturing industry, and the innovation level of equipment manufacturing enterprises is enhanced by enhancing the core strength of innovation team [7].

3. Methodology

In this section, we discuss the techniques of random forest. For evaluating enterprise collaborative capabilities, the design of the model based on random forest is explained. Further, parameter optimization of the random forest model is deliberated as follows.

3.1. Random Forest. Random forest fundamentals are that random forest uses the Bootstrap resampling technique by randomly selecting $k$ samples from the original training samples $N$ to generate a random forest, and the final classification is determined by the voting results of the decision trees [3]. The random forest algorithm can be regarded as an integration and improvement of the original decision tree algorithm [6], where a single decision tree achieves node splitting through feature selection to obtain the final prediction category [8], and the random forest systematically combines $n$ decision trees together to determine the category to which the data belong through the majority voting mechanism [7]. The random forest flowchart is shown in Figure 1.

The process of training the random forest is the same as that of training each independent decision tree [9]; the random forest training process is parallel, which mainly depends on how each tree is trained independently, thus building the model faster.

3.2. Design of a Random Forest-Based Model for Evaluating Enterprise Collaborative Capabilities. The random forest model can avoid overfitting on the basis of its good fitting ability [10]. The random forest algorithm can deal with high-dimensional data, and the food safety inspection data have a variety of specific failure categories for the same major category of failure indicators alone. In the training process, it is possible to detect the interactions and importance of features, which has certain reference significance [11]. The ID3 and C4.5 decision tree algorithms mine the data set far
3.3. Parameter Optimization of Random Forest Model. In order to optimize the hyperparameters in the random forest algorithm and improve the performance and effectiveness of the random forest model, this study uses the hyperparameter grid search algorithm [13] to select a set of optimal hyperparameters for the random forest to avoid manually retesting the model sequentially. In this study, the number of decision trees in the random forest is set to $n_{\text{estimators}}$ which is very small for underfitting and very large for significant model improvement, so the values of $n_{\text{estimators}}$ are set to $[50, 100, 200, 300, 500, 800]$; the maximum depth of each decision tree in the random forest is set to $\text{max\_depth}$, which is in the range of $[2, 3, 4, 5]$. The above two parameters are tuned to optimize the whole model parameters. The Grid Search CV function in the sklearn library is used to systematically iterate through multiple parameters and determine the optimal combination of model parameters through 10-fold cross-validation. The data set is divided into 10 parts by 10-fold cross-validation, and 9 of them are used as training data, and the remaining 1 is used as test data for experiments, and a corresponding correct rate is obtained for each experiment.

4. Evaluation Case Study

This section proposes the evaluation model, sample data processing, learning and training of random forest, and establishment of the random forest prediction model.

4.1. Evaluation Model. In Section 3, the idea of constructing the random forest model has been discussed, and based on this, the innovation capability evaluation model diagram of equipment manufacturing enterprises based on random forest is made, as shown in Figure 2.

4.2. Sample Data Processing. In the evaluation system, the evaluation indicators of each innovation ability are different in terms of measurement units, and there is a very large gap between different index values, so there is no comparability between various indicators, which makes the random forest model difficult in the specific input and application of data [14]. In order to solve the problem of incompatibility of each index data, we must carry out standardized processing on the obtained original data when applying the random forest method, so as to ensure the comparability of the sample index data.

In this paper, the proportional conversion method is used to standardize the sample data, and the conversion formula is as follows:

$$T = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}$$

where $T$ is the processed data (target data), $X$ is the raw data, $X_{\text{min}}$ is the minimum raw data, and $X_{\text{max}}$ is the maximum raw data.

4.3. Learning and Training of Random Forest. Through the research on the relevant theories of statistics, the selection of appropriate kernel function is the most key link to ensure the successful mapping of samples from low-dimensional space to two-dimensional space. If different kernel functions are selected, the algorithms applied by random forest will be different in the whole operation process [15]. It is not that the final result can be obtained once the kernel function is determined. Therefore, the parameter selection of kernel function should be fully considered, which will affect the
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final operation result of the random forest model to varying
degrees. Considering various factors such as sample size,
dimension size, and characteristics of kernel function itself,
this paper selects radial basis function, which has a wide
convergence domain, and the function has universal ap-
plicability in sample size and dimension size.

In the actual training of radial basis function, three very
important parameters need to be set in advance, namely:
first, penalty coefficient \( C \); second, nuclear width \( \sigma \); and
third, insensitive coefficient \( \varepsilon \). These three functions are not
fixed. In the whole training, they need to be adjusted appro-
priately according to the specific situation, so as to ensure
the best training effect of the function. The experimental
simulation results are shown in Figures 3 to 6.

When the kernel parameter and error both tend to a
stable state at the same time, the parameters show the state of
optimal combination. At this time, the results are penalty
coefficient \( C = 89 \) and kernel width \( \sigma = 0.97 \). Insensitivity
coefficient \( \varepsilon = 0.002 \) with a minimum error of 0.00138.

4.4. Establish Random Forest Prediction Model. In the pre-
vious paper, three optimized parameters have been obtained,
namely, penalty coefficient \( C = 89 \), kernel width \( \sigma = 0.97 \), and
insensitivity coefficient \( \varepsilon = 0.002 \), and then an intelligent
evaluation model is established that can evaluate the in-
novation ability of equipment manufacturing enterprises.
The specific operation process is as follows: when the error is
the smallest, get a model and save it in the software. The
model is the best prediction model we need. If it is necessary
to re-evaluate the innovation capability of a specific en-
terprise in an industry, just open the trained model that has
been successfully saved in matlab2015b software, input the
standardized data of equipment manufacturing enterprises
into the model, and refer to the evaluation grade table for the
final prediction results obtained through the model, and
then we can understand the strength of the enterprise’s
innovation ability.

The processed five sample data are selected and input
into the model for prediction. The results are shown in
Table 1.

It can be seen from Table 1 that after the data are
predicted by the random forest model, the relative error
remains within the range of 0.02%, reaching the required
standard of accuracy. Therefore, in the random forest in-
telligent evaluation model, Gaussian radial basis function is
regarded as kernel function to meet the requirements of
rationality and feasibility. This shows that on the premise of
ensuring that the basic data can be collected, any equipment manufacturing enterprise can evaluate the innovation ability of equipment manufacturing enterprises with the help of this model.

5. Conclusion
In this paper, support vector machine and its related principles are briefly introduced. On the premise of considering the complexity of function and data accuracy, an innovation capability evaluation model of equipment manufacturing enterprises based on random forest is established, so that the innovation capability of enterprises can be well evaluated and extended to other applications. With the help of support vector machine theory, the intelligent evaluation model of random forest is established, and the model is studied and trained, so as to obtain the evaluation model of innovation ability of equipment manufacturing enterprises and put forward the necessity of improving equipment from many aspects. There exists some of the relative error but along with that even this proposed evaluation model can function properly.

5.1. Future Work. This work can be extended further up to a satisfactory mark. This idea can be adopted and implemented practically at a major level. This evaluation model can be really helpful in many aspects of life to assess the capabilities of the projects. This assessment shall be helpful in choosing a project that is much better than others in terms of innovation capabilities.
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