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ABSTRACT: We study the large momentum limit of the monster potentials of Bazhanov-Lukyanov-Zamolodchikov, which — according to the ODE/IM correspondence — should correspond to excited states of the Quantum KdV model.

We prove that the poles of these potentials asymptotically condensate about the complex equilibria of the ground state potential, and we express the leading correction to such asymptotics in terms of the roots of Wronskians of Hermite polynomials.

This allows us to associate to each partition of $N$ a unique monster potential with $N$ roots, of which we compute the spectrum. As a consequence, we prove — up to a few mathematical technicalities — that, fixed an integer $N$, the number of monster potentials with $N$ roots coincides with the number of integer partitions of $N$, which is the dimension of the level $N$ subspace of the quantum KdV model. In striking accordance with the ODE/IM correspondence.
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1 Introduction

For each triple \((N, \alpha, L)\), where \(N\) is a positive integer, \(\alpha\) a positive real and \(L\) an arbitrary complex number, one defines the Bazhanov-Lukyanov-Zamolodchikov (BLZ) system \([7]\). This is the following system of \(N\) algebraic equations for \(N\) complex unknowns \(z_1, \ldots, z_N\), which are assumed to be pairwise distinct and non-zero

\[
\sum_{j \neq k} \frac{z_k z_j^2 + (3 + \alpha)(1 + 2\alpha)z_k z_j + \alpha(1 + 2\alpha)z_j^2}{(z_k - z_j)^3} - \frac{\alpha z_k}{4(1 + \alpha)} + \Delta = 0, \quad k = 1, \ldots, N, \tag{1.1}
\]

with

\[
\Delta = \frac{4L + 1 - 4\alpha^2}{16(\alpha + 1)}. \tag{1.2}
\]

The BLZ system (1.1), which is symmetric under any permutation of the roots, is the necessary and sufficient condition for the Schödinger equation

\[
\psi''(x) = (V(x) - E)\psi(x), \quad E \in \mathbb{C}, \tag{1.3}
\]

with the monster potential

\[
V(x) = \frac{L}{x^2} + x^{2\alpha} - 2 \frac{d^2}{dx^2} \sum_{k=1}^{N} \log(x^{2\alpha+2} - z_k), \tag{1.4}
\]

to have trivial monodromy at any \(x\) such that \(x^{2\alpha+2} = z_k\) for all \(k \in \{1, \ldots, N\}\), for every value of \(E \in \mathbb{C}\).

The relevance of the monster potentials, which may look strange at a first sight, is that spectral data of the Schrödinger equation (1.3), namely the Stokes multiplier \(T(E)\) and the spectral determinant of the radial problem \(Q(E)\), provide solutions of the TQ relations of the Quantum KdV model \([7]\). More precisely, the authors of \([7]\) formulated the following conjecture, of which they provided many analytical and numerical checks \([7, \text{appendix A}]\), by means of the WKB analysis of equation (1.3) and of tools from the theory of quantum integrable models.

**Conjecture 1.1 (BLZ conjecture).** The monster potentials with \(N\) roots are in bijection with the level \(N\) states of the Quantum KdV model, provided the central charge \(c\) of the model is

\[
c = 1 - \frac{6\alpha^2}{\alpha + 1}, \tag{1.5}
\]

and \(\Delta\), as defined in (1.2), is the highest weight of the corresponding Virasoro module.

The BLZ conjecture is an instance of the celebrated ODE/IM — we recall here that the acronym ODE/IM stands for Ordinary Differential Equation(s)/Integrable Model(s) — correspondenence firstly discovered by Dorey and Tateo \([16]\), and later generalised by many more authors, see e.g. \([6, 15, 18, 21, 22, 25, 26, 28, 29, 32, 33]\).

Provided the BLZ conjecture holds, it follows that the number of solutions of the BLZ system (1.1) — modulo the action of the symmetric group — coincides with the dimension
of the subspace of level $N$ of the irreducible highest weight Virasoro module with central charge $c$ and highest weight $\Delta$ as per (1.5) and (1.2), respectively. Such dimension, for generic values of $c$ and $\Delta$, is $p(N)$, the number of integer partitions of the integer $N$, see e.g. [13]. Therefore we define the \textit{Weak BLZ conjecture}

**Conjecture 1.2 (Weak BLZ conjecture).** \textit{Fix $N \geq 1$. For every $\alpha$ and $L$, the number of solutions of the BLZ system (1.1) is less or equal than $p(N) \times N!$. For generic values of $\alpha$ and $L$ the number of solutions is $p(N) \times N!$.}

In this paper we analyse the BLZ system in the large $L$ limit and we prove — up to a few mathematical technicalities which we will discuss later — that the number of solutions of the BLZ system is indeed $N! \times p(N)$ for any $\alpha > 0$, provided $L$ is large.

Provided many checks were already made by ref. [7] concerning the strong and weak BLZ conjecture, for instance using WKB expansion, derivation of expansions like (5.23), etc.

We remark that in this paper we focus on the ODE side of the ODE/IM correspondence. The large momentum limit of the ODE/IM correspondence will however be addressed in a forthcoming paper.

1.1 \textbf{Notation}

Throughout the paper the following notation is used:

- $\alpha > 0$ is an arbitrary positive real number, $\hat{\mathbb{C}}_{\alpha}$ is the Riemann surface of the function $x^{2\alpha+2}$ (i.e. the function $x^{2\alpha+2}$ is single-valued on $\hat{\mathbb{C}}_{\alpha}$) and $\gamma_{\alpha} \in \mathbb{C}^*$ is defined as
  \begin{equation}
  \gamma_{\alpha} = e^{\frac{2\alpha}{\pi + 1}}. \tag{1.6}
  \end{equation}

- $L$ is an arbitrary complex number. One often writes $L = \ell (\ell + 1)$ and name $\ell$ the angular momentum. Therefore, we refer to the limit $L \to \infty$ as large momentum limit.

- For any monic polynomial $P$, we define the potential
  \begin{equation}
  V_P(x) = V_G(x) - 2 \frac{d^2}{dx^2} \log P(x^{2\alpha+2}), \quad x \in \hat{\mathbb{C}}_{\alpha}, \tag{1.7}
  \end{equation}
  where $V_G(x)$ is the ground state (or vacuum state) potential
  \begin{equation}
  V_G(x) = \frac{L}{x^2} + x^{2\alpha}, \quad x \in \hat{\mathbb{C}}_{\alpha}. \tag{1.8}
  \end{equation}
  The potential $V_P$ satisfies the Dorey-Tateo symmetry
  \begin{equation}
  V_P(\gamma_{\alpha}x) = \gamma_{\alpha}^{-2}V_P(x), \quad \forall x \in \hat{\mathbb{C}}_{\alpha}, \tag{1.9}
  \end{equation}
  and it admits a $\tau$ function, namely
  \begin{equation}
  V(x) = -2 \frac{d^2}{dx^2} \log \tau_V(x), \quad \tau_V(x) = x^2 e^{\frac{x^{2\alpha+2}}{4(\alpha+1)(2\alpha+1)}} P(x^{2\alpha+2}). \tag{1.10}
  \end{equation}

\footnote{If $2\alpha \in \mathbb{N}$ then $\hat{\mathbb{C}}_{\alpha} = \mathbb{C}$; if $2\alpha \in \mathbb{Q} \setminus \mathbb{N}$ then $\hat{\mathbb{C}}_{\alpha}$ is a finite cover of $\mathbb{C}$ branched at $0$; if $2\alpha \in \mathbb{R} \setminus \mathbb{Q}$ then $\hat{\mathbb{C}}_{\alpha}$ is the universal cover of $\mathbb{C}^*$.}
• For any positive integer $N$, $p(N)$ is the number of distinct partitions of $N$. Each partition is uniquely described by a $j$-tuple of positive natural numbers $\nu$, such that

$$\nu = (\nu_1, \ldots, \nu_j), \quad \sum_{i=1}^j \nu_i = N, \quad \nu_{i+1} \leq \nu_i.$$

• Given a partition $\nu$, we say that $\nu^*$ is the conjugate (or transpose) partition with respect to $\nu$ if its associated Young diagram is the transpose (i.e. obtained exchanging rows with columns) of the diagram associated to $\nu$.

• To any partition $\nu$ of $N$, we associate the following polynomial of degree $N$

$$P^{[\nu]}(t) = c_{\nu} \text{Wr}[H_{\nu_1}(t), H_{\nu_2-1}(t), \ldots, H_{\nu_{k-1}+1}(t)],$$

where $H_n(t) = (-1)^n e^\frac{t^2}{2} \frac{d^n}{dt^n} e^{-\frac{t^2}{2}}$ is the $n$-th Hermite polynomial, Wr is the Wronskian of $j$ functions and $c_{\nu} \neq 0$ a constant chosen in such a way that $P^{[\nu]}(t)$ is monic (see [19]).

• For every polynomial $P^{[\nu]}(t)$, we denote by

$$v^{[\nu]} = (v_1^{[\nu]}, \ldots, v_N^{[\nu]}) \in \mathbb{C}^N,$$

the, not necessarily pairwise distinct, roots of $P^{[\nu]}(t)$. These are assumed to be ordered in such a way that $i v_1^{[\nu]} = v^{[\nu^*]}$ (see lemma (3.2) below).

**Definition 1.3.** Fix $N$ and $\alpha$. Identifying the space of monic polynomial of degree $N$ with $\mathbb{C}^N$, we let $\mathcal{B}_{N,\alpha} \subset \mathbb{C}^{N+1}$ consists of the ordered pairs $(P, L)$ where $L$ is a complex number and $P$ is a monic polynomial of degree $N$, with distinct and non-zero roots which satisfy the BLZ system (1.1). $\mathcal{B}_{N,\alpha}$ thus classifies monster potentials (1.4).

We also define $\overline{\mathcal{B}}_{N,\alpha}$ as the closure (with respect to the standard norm) of $\mathcal{B}_{N,\alpha}$ in $\mathbb{C}^{N+1}$. Given a point in $\overline{\mathcal{B}}_{N,\alpha}$, we call the corresponding potential (1.7) a higher-state-potential.

### 1.2 Main results and organisation of the paper

In section 2 we review the derivation of the BLZ system and in section 3, following Oblomkov [31], we review the theory of the rational extensions of the harmonic oscillator — hence of Wronskians of Hermite polynomials — which plays a major role in the rest of the paper.

In section 4 and 5, we prove our main results:

A) Assume that $(P^{(n)}, L^{(n)}) \in \overline{\mathcal{B}}_{N,\alpha}$ is a sequence (of higher-state-potentials) such that $L^{(n)} \to \infty$, and denote by $z_k^{(n)}$ the corresponding roots of $P^{(n)}$. The sequence can be split into $J$ subsequences, where $1 \leq J \leq p(N)$, with the following properties:

- On each subsequence, there exists a partition $\nu$ of $N$ such that the roots $z_1^{(n)}, \ldots, z_N^{(n)}$ admit the following expansion

$$z_k^{(n)} = \frac{L^{(n)}}{\alpha} + \frac{(2\alpha + 2)^{\frac{3}{2}}}{\alpha} v_k^{[\nu]} (L^{(n)})^{-\frac{3}{4}} + o \left( (L^{(n)})^{-\frac{3}{4}} \right), \quad k = 1, \ldots, N,$$  

where $v_1^{[\nu]}, \ldots, v_N^{[\nu]}$ are the roots of the polynomial $P^{[\nu]}(t)$. 


Along such a subsequence, the higher-state-potentials $V_{P(n)}$ converge — when the variables are rescaled conveniently — to the potential

$$U^{[\nu]}(t) = t^2 - 2 \frac{d^2}{dt^2} \log P^{[\nu]}(t),$$

which is the rational extension of the harmonic oscillator associated to the partition $\nu$.

B) After the change of variable

$$z_k = \frac{L}{L^\alpha \left(1 + (2\alpha + 2)^{-\frac{1}{4}} \varepsilon t_k \right)^{2\alpha+2}},$$

with $\varepsilon = L^{-\frac{1}{4}}$, we reduce the study of the monster potentials in the large momentum limit to a small perturbation of the rational extensions of the harmonic oscillator:

- The BLZ system (1.1) reduces to

$$2t_k + 3 \varepsilon \left(\frac{5 - 2\alpha}{3(2\alpha + 2)^{\frac{1}{2}}} t_k^2 - \sum_{j \neq k} \frac{4}{(t_k - t_j)^3} \right) + O(\varepsilon^2) = 0, \quad \varepsilon = L^{-\frac{1}{4}},$$

$$\lim_{\varepsilon \to 0} t_k(\varepsilon) = v_k^{[\nu]}, \quad k = 1, \ldots, N.$$ (1.14)

This is a perturbation of the system of equations satisfied by the roots of the polynomial $P^{[\nu]}(t)$, and its solution yields a one-parameter family of monster potentials satisfying the asymptotics (1.13).

- We show that in order to prove the Weak BLZ conjecture 1.2, it suffices to show that the system (1.14) has a unique algebraic solution for every $\nu$, see corollary 5.12.

- We compute the asymptotics of the (bottom of the) radial spectrum of a family of monster potentials satisfying the asymptotics (1.13), when $L$ is large and positive:

$$E_n^{[\nu]} = (1 + \alpha) \left(L^{\frac{\nu}{2\alpha+2}} + (2\alpha + 2)^{\frac{1}{2}} \alpha^{\frac{1}{2\alpha+2}} (2(n-j)+1) L^{\frac{\nu-1}{2\alpha+2}} + O \left(|L|^{-\frac{1}{4\alpha+4}} \right), \quad n \in \mathbb{N}^{[\nu]},$$ (1.15)

where $\mathbb{N}^{[\nu]}$ is the sequence of integer numbers which is obtained from $\mathbb{N}$ deleting the numbers $(\nu_j, \nu_{j-1} + 1, \ldots, \nu_1 + j - 1)$. This is in perfect accordance with the prediction from the IM side of the correspondence [7, appendix A]: in fact it shows that the spectrum is real and positive when the momentum is positive and sufficiently large, and it reproduces the fact that excitations are produced by inserting holes in the Fermi-sea.

In sections 6, 7, and 8 we study the well-posedness (the existence and uniqueness of solutions) of the perturbation series (1.14). In section 6, we deal with the case that the roots $v_1^{[\nu]}, \ldots, v_N^{[\nu]}$ of the polynomial $P^{[\nu]}(t)$ are distinct and, as a byproduct, we obtain
a (conjectural) closed combinatorial formula (see equation (6.3)) for the spectrum of the matrix

\[
J^{[\nu]}_{ij} = 2\delta_{ij} \left( 1 + \sum_{l \neq j} \frac{6}{(v_j^{[\nu]} - v_l^{[\nu]})^4} \right) - \left( 1 - \delta_{ij} \right) \frac{12}{(v_i^{[\nu]} - v_j^{[\nu]})^4}, \quad i, j = 1, \ldots, N,
\]

which is an important object in the theory of Wronskians of Hermite polynomials, see e.g. [1]. In section 7, we deal with the case where \(P^{[\nu]}\) has a unique root, namely 0, of multiplicity greater than one. Finally, in section 8, we deal with the mixed case, when 0 is a root of multiplicity greater than one but \(P^{[\nu]}\) has other, all simple, roots.\(^2\) Unfortunately, the system (1.14) is extremely intricate already for a moderate multiplicity (of the root 0 of \(P^{[\nu]}\)) and we have to restrict here to the case that the multiplicity is not greater than 6. This is the mathematical technicality which prevents us from obtaining a rigorous proof of the Weak BLZ conjecture for \(N \geq 10\).

Section 9 is devoted to extending the above results to study the large \(L\) limit of potentials of the form

\[
x^{M-2} + \frac{L}{x^2} + 2 \sum_{k=1}^{J} \frac{1}{(x-x_k)^2}, \quad N \geq M \geq 3, \quad J \in \mathbb{N},
\]

with trivial monodromy about \(x_1, \ldots, x_J\). The latter potentials are of interest to us because they coincide with the monster potentials, if \(2\alpha + 2 = M\) and the set of poles \(x_1, \ldots, x_J\) is symmetric under rotation by \(e^{2\pi i M}\).

In section 10, we test numerically our results and, in section 11, we wrap up the paper by laying out future research directions.

The paper is essentially self-contained and it was designed to be readable by theoretical physicists and mathematicians alike. We hope to have succeeded in this.

Remark 1.4. We recall that the BLZ conjecture was extended to the generalised Quantum \(\mathfrak{g}\)-KdV model, where \(\mathfrak{g}\) is an affine Kac-Moody algebra, in the seminal work by Feigin and Frenkel [18] (the Quantum KdV model coincides with the case \(\mathfrak{g} = \mathfrak{sl}(1)\)). Building on this work and using heavily the theory of opers, the analogue of the monster potentials and of the BLZ system (1.1) are explicitly described in [26] in the case \(\mathfrak{g} = \mathfrak{g}(1)\), with \(\mathfrak{g}\) a simply-laced simple Lie algebra. The sub-case \(\mathfrak{g} = \mathfrak{sl}(1)\) is treated with more elementary techniques in [27]. In the present work, we do not study such generalisations.
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2 First considerations

Here we review the derivation of the BLZ system, and we briefly consider the case of roots coalescing to a value different from zero. Finally, we discuss the case of one or more roots coalescing to zero and we show that this cannot happen in the large \( L \) limit.

To start with, we review the concept of trivial monodromy about a Fuchsian singularity. Assume that we are given a function \( V \), analytic in the punctured neighbourhood \( D_{x_0} \) of a point \( x_0 \in \mathbb{C} \). We choose a small loop \( c : [0, 1] \to D_{x_0} \) with winding number 1 about \( x_0 \) and, for any \( E \in \mathbb{C} \), we let \( X_E \cong \mathbb{C}^2 \) be the space of solutions of the differential equation

\[
\psi''(x) = (V(x) - E)\psi(x),
\]

whose domain is a simply-connected neighbourhood of \( c(0) \). The monodromy about \( x_0 \) of equation (2.1) is the linear operator \( M_E : X_E \to X_E \) that associates to each solution its analytic continuation along \( c \).

**Definition 2.1.** Let \( V \) be an analytic function with a double pole at \( x_0 \in \mathbb{C} \). We say that \( V \) has trivial monodromy at \( x_0 \) if the monodromy \( M_E \) of (2.1) is the identity operator for all \( E \in \mathbb{C} \).

We have the following well-known local characterisation of potentials with trivial monodromy at a point, in terms of the coefficients of the Laurent expansion.

**Theorem 2.2 ([17]).** Let \( V(x) \) be a meromorphic function with a double pole at \( x_0 \). The monodromy of \( V \) at \( x_0 \) is trivial if and only if

\[
V(x) = \frac{d(d+1)}{(x-x_0)^2} + \sum_{k \geq -1} c_k(x-x_0)^k,
\]

where \( d \in \mathbb{N}^* \) and the coefficients \( c_k \in \mathbb{C} \) satisfy the following identities

\[
c_{2k-1} = 0, \quad \forall k = 0, \ldots, d.
\]

**Proof.** See [17].

The BLZ system is a corollary of the above theorem.
Proposition 2.3 ([7]). The monster potential (1.4), where $z_1, \ldots, z_N$ are pairwise distinct and non-zero, has, for all $k \in 1, \ldots, N$, trivial monodromy at any $x \in \hat{C}_\alpha$ such that $x^{2\alpha+2} = z_k$, if and only if $z_1, \ldots, z_N$ satisfy the BLZ system (1.1).

Proof. For every $k$, the points $x \in \hat{C}_\alpha$ such that

$$x_2^\alpha + 2 = z_k,$$

are of the form $x_{k} \alpha \times \gamma^l$, with $l \in \mathbb{Z}$, for some $x_k$ such that

$$x_k^{2\alpha+2} = z_k.$$  

From (1.10) it follows that, at the points $x_{k} \alpha \times \gamma^l$, $V_P$ admits the Taylor expansion (2.2) with $d = 1$ and $c_{-1} = 0$. According to theorem 2.2, the monodromy is trivial at $x_{k} \alpha \times \gamma^l$ if and only if the coefficient $c_1$ of the same Laurent expansion vanishes. In order to compute the coefficient $c_1$, we split the potential $V$ into 3 terms:

1. ‘Self-interaction’: $-2 \frac{d^2}{dx^2} \log(x^{2\alpha+2} - z_k)$;
2. ‘Not-Self-Interaction’: $-2 \frac{d^2}{dx^2} \sum_{j \neq k} \log(x^{2\alpha+2} - z_j)$;
3. ‘External field’: $L_\alpha x^{2\alpha} + x^{2\alpha} a$.

Each of the above term yields the following contribution to the coefficient $c_1$:

$$\gamma_{\alpha \times k}^{-3} x_{k}^{-3} \times \frac{4\alpha^2 - 1}{2},$$

$$\gamma_{\alpha \times k}^{-3} x_{k}^{-3} \times \frac{-8(1 + \alpha)z_k(z_k^2 + (3 + 7\alpha + 2\alpha^2)z_kz_l + \alpha(1 + 2\alpha)z_l^2)}{(z_k - z_l)^3},$$

$$\gamma_{\alpha \times k}^{-3} x_{k}^{-3} \times (-2L + 2\alpha z_k).$$

Collecting the three terms we obtain that $c_1$ vanishes if and only if

$$\sum_{j \neq k} \frac{z_k(z_k^2 + (3 + \alpha)(1 + 2\alpha)z_kz_j + \alpha(1 + 2\alpha)z_j^2)}{(z_k - z_j)^3} - \frac{\alpha z_k}{4(1 + \alpha)} + \Delta = 0,$$

where $\Delta$ is as per (1.2). Notice in particular that the above expression vanishes at $x_k$ if and only if it vanishes at $\gamma_{\alpha \times k}$ for every $l \in \mathbb{Z}$ (a fact in accordance with the Dorey-Tateo symmetry). Therefore the thesis is proven.

Coalescing roots. The space of monic polynomials of degree $N$, such that 0 is not a root, is divided in $p(N)$ strata: for every partition $\nu = (\nu_1, \ldots, \nu_j)$ of $N$, the corresponding stratum $S_{[\nu]}^\alpha$ consists of those polynomials $P$ with $j \leq N$ distinct (and all non-zero) roots $z_1, \ldots, z_j$ with multiplicity $\nu_1, \ldots, \nu_j$.

By definition, the intersection of $B_{N,\alpha}$ with the generic stratum, the one where all roots are simple, is $B_{N,\alpha}$. The problem of roots-coalescing to a non-zero value is the problem of understanding $B_{N,\alpha} \cap S_{[\nu]}^\alpha$ for all deeper strata. A full discussion of this interesting problem is outside the scope of this paper, however a simple counting argument, which follows from theorem 2.2, gives us some hint of what we should expect.
We reason as follows:

- Since the monodromy at any root $z_1, \ldots, z_j$ is trivial, it follows from equation (2.2) of theorem 2.2 that each multiplicity must be a triangular number, i.e. $\nu_k = \frac{d_k(d_k+1)}{2}$ for some integers $d_k \geq 1$ with $k = 1, \ldots, j$.

- After theorem 2.2, at each point $x_k$ such that $x_k^{2\alpha+2} = z_k$, the coefficients $c_{2l-1}$, $l = 0, \ldots, d_k$ of the Laurent expansion of $V_P$ at $x_k$ must vanish. Since by construction of $V_P$, the coefficient $c_{-1}$ always vanishes, it is straightforward to see that the roots of the polynomial $P$ must satisfy $\sum_{k=m+1}^{N} d_k$ algebraic relations. This is an over-determined algebraic system if $j < N$.

- The intersection of $\mathcal{B}_{N,\alpha}$ with the 'second stratum', consisting of polynomials with $N - 3$ simple roots and 1 triple root, should be a finite non-empty set. In fact, such a stratum has dimension $N - 2$ and the trivial monodromy conditions are a system of $N - 1$ equations: the trivial monodromy conditions on the second stratum are a complete system of algebraic equations for the roots of the polynomials and the parameter $L$ of potential.

- From the same counting argument, we expect that, for generic values of $\alpha$, the intersection of $\mathcal{B}_{N,\alpha}$ with any deeper strata is empty.

**Zero roots.** We now turn our attention to the case of $m \geq 1$ roots coalescing to zero. We show that this cannot happen in the large momentum limit, if $N$ is fixed. In fact we have the following lemma.

**Lemma 2.4.** Fix $N \in \mathbb{N}$ and $\alpha \in \mathbb{R}^+$. The subset of those $L \in \mathbb{C}$ such that there exists a $(P, L) \in \mathcal{B}_{N,\alpha}$ with $P(0) = 0$, is finite.

**Proof.** We assume that there is a sequence of points $(P^{(n)}, L^{(n)}) \in \mathcal{B}_{N,\alpha}$ converging to $(P, L) \in \mathbb{C}^{N+1}$, where $P$ is a monic polynomial of degree $N$ such that 0 is a root with multiplicity $m \geq 1$. We denote by $z_{m+1}, \ldots, z_N$ the non trivial roots of $P$ and write

$$V_P^{(n)}(x) = x^{2\alpha} + \frac{L^{(n)}}{x^2} - 2 \frac{d^2}{dx^2} \log P^{(n)}(x^{2\alpha+2}),$$

$$V_P(x) = x^{2\alpha} + \frac{L + (2\alpha + 2)m}{x^2} - 2 \sum_{k=m+1}^{N} \frac{d^2}{dx^2} \log (x^{2\alpha+2} - z_k).$$

Let us now study the local monodromy of $V_P^{(n)}$ and $V_P$ about 0. To this aim we write,

$$L^{(n)} = \ell^{(n)}(\ell^{(n)} + 1), \quad L = \ell(\ell + 1),$$

for unique $\ell^{(n)}, \ell$ such that $\text{Re } \ell^{(n)}, \text{Re } \ell \geq -\frac{1}{2}$.

Since the point $x = 0$ is a ramification point of the potential, one needs to introduce the monodromy in the infinite-dimensional space of solutions of the equation (2.1) which depend analytically on the energy $E$. The monodromy is defined via the following formula
Mψ(x, E) = ψ(γαx, γα−2E), where γα is as per (1.6). Summarising what is known from the ODE/IM literature (see [26, section 5] for a rigorous discussion), the monodromy operator M is known to have two (possibly coinciding) eigenvalues, which have the same dependence on the residue of the potential at 0 as the eigenvalues of the monodromy about a Fuchsian singularity. In fact, we have that the monodromy operator M for the potential \( V_P^{(n)} \) has eigenvalues \( \lambda_{m,±} = e^{±i2π\ell(n)} \), where \( \ell(n) \) is as per (2.3), while the monodromy operator for the potential \( V_P \) has eigenvalues \( \lambda_{m,±} = e^{±i2π\ell_m} \), where

\[
\ell_m(\ell_m + 1) = L + (2α + 2)m, \quad \text{Re} \, \ell_m \geq -\frac{1}{2}.
\] (2.4)

Since the potentials \( V_P^{(n)} \) have trivial monodromy at all roots which are coalescing to 0, the eigenvalues of the monodromy for \( V_P \) must coincide with the limit of the eigenvalues of the monodromy for the potentials \( V_P^{(n)} \). This means that \( \lambda_{m,±} = e^{±i2π\ell} \) or \( \lambda_{m,±} = e^{∓i2π\ell} \). It follows that

\[
\ell_m = \ell + \frac{d}{2}, \quad \text{for some } d \in \mathbb{N}^*.
\] (2.5)

Combining (2.3), (2.4), (2.5), we obtain

\[
\ell = -\frac{1}{2} - d \frac{2}{2} + \frac{(2α + 2)m}{d}, \quad \text{Re} \, \ell \geq \frac{1}{2}, \quad d \in \mathbb{N}^*.
\] (2.6)

For any given \( m \), there are a finite number of \( \ell \) which satisfy the above system of one equation and one inequality. It follows that the subset of those \( L \in \mathbb{C} \) such that there exists a \( (P, L) \in \mathcal{B}_{N,α} \) for which 0 is a root of order \( m \), is finite. Since \( 1 \leq m \leq N \), the thesis is proven.

**Remark 2.5.** The phenomenon of roots coalescing to 0 is widely believed to correspond, on the IM side of the correspondence, to those values of the highest weight such that the Verma module is reducible (or degenerate). We agree with this interpretation. Let us in fact assume, as in lemma 2.4 above, that there is a sequence of points \( (P(n), L(n)) \in \mathcal{B}_{N,α} \) converging to \( (P, L) \in \mathbb{C}^{N+1} \), where \( P \) is a monic polynomial of degree \( N \) such that 0 is a root with multiplicity \( m \geq 1 \). The limit potential is

\[
V_P(x) = x^{2α} + \frac{L + (2α + 2)m}{x^2} - 2 \sum_{k=m+1}^{N} \frac{d^2}{dx^2} \log (x^{2α+2} - z_k),
\]

where is, by definition, a monster potential with \( N - m \) roots and momentum \( L \to L + (2α + 2)m \). Since the parameter \( L \) and the highest weight \( \Delta \) are related by equation (1.2), this corresponds to a shift in the highest weight \( \Delta \to \Delta + m \). In the particular case that \( m = N \), \( V_P(x) \) is the ground state potential with \( \Delta = \Delta + N \). Therefore \( V_P \) corresponds to a null vector, i.e. a primary field of level \( N > 0 \).

On the contrary, we do not expect that the coalescence of roots to a value different from zero has any representation-theoretical interpretation.

Finally, we remark that one can blow-up \( \mathcal{B}_{N,α} \) in order to obtain a new closed set \( \mathcal{B}'_{N,α} \), which does not contain the potentials obtained by the coalescence of roots to 0, but does
contain the potentials obtained by the coalescence of roots to a value different from 0: if \( B_{N, \alpha} \subset \mathbb{C}^{N+2} \) consists of the ordered triples \( (P, \frac{1}{P|t_0|}, L) \) where \( L \) is a complex number and \( P \) is a monster potential, \( \mathcal{B}_{N, \alpha} \) is the closure of \( B_{N, \alpha} \) in \( \mathbb{C}^{N+2} \).

3 Rational extensions of the harmonic oscillator and related problems

In this section, we briefly\(^3\) discuss the problem of the rational extensions of the harmonic oscillator, a problem which plays a major role in the large momentum limit of the BLZ equation. It indeed provides the next-to-leading term in the large \( L \) expansion of its solutions, as per (1.13). We also touch upon two related problems, the rational extensions of the perturbed harmonic oscillator and the Airault-McKean-Moser locus, which govern the second-order corrections, whenever the polynomial \( P^{[\nu]}(t) \) has multiple roots.

Let \( P \) a monic polynomial of degree \( N \). We say that the potential

\[
U_P(t) = t^2 - 2 \frac{d^2}{dt^2} \log P(t),
\]

is a rational extension of the harmonic oscillator of level \( N \), if it has trivial monodromy at all zeroes of \( P \).

The characterisation of all rational extensions of the harmonic oscillator was obtained by Oblomkov [31] (after a conjecture by Veselov).

**Theorem 3.1 ([31])**. The potential (3.1) is a rational extension of the harmonic oscillator if and only if there exists a partition \( \nu \) of \( N \) such that \( P = P^{[\nu]} \).

Therefore, for each \( N \), there are exactly \( p(N) \) rational extensions of the harmonic oscillator, which we denote by \( U^{[\nu]}(t) \).

**Spectrum of a rational extension.** Let \( \nu = (\nu_1, \ldots, \nu_j) \) be a partition and \( U^{[\nu]}(t) \) the corresponding rational extension of the harmonic oscillator. We say that \( \lambda \) belongs to its \( \mathbb{R} \)-spectrum if there exists a meromorphic solution of the following boundary value problem

\[
\psi''_{\lambda}(t) = (U^{[\nu]}(t) - \lambda)\psi_{\lambda}, \quad \lim_{t \to \pm \infty} \psi_{\lambda}(t) = 0.
\]

The \( \mathbb{R} \)-spectrum can be computed explicitly since \( U^{[\nu]}(t) \) is obtained by a sequence of Darboux transformations from the harmonic oscillator (whose \( \mathbb{R} \)-spectrum is \( \lambda_n = 2n + 1, \ n \in \mathbb{N} \)). In fact, following [31], we obtain that the \( \mathbb{R} \)-spectrum of \( U^{[\nu]}(t) \) is discrete and simple, and its points are

\[
\lambda^{[\nu]}_n = 1 - 2j + 2n, \quad n \in \mathbb{N}^{[\nu]}, \quad (3.2)
\]

where \( \mathbb{N}^{[\nu]} \) is the sequence obtained from \( \mathbb{N} \) by deleting the numbers \( (\nu_j, \nu_{j-1} + 1, \ldots, \nu_1 + j - 1) \). These are the degrees of the Hermite polynomials entering into the definition of \( P^{[\nu]}(t) \) according to formula (1.11).

\(^3\)This subject is a very active topic of investigation, see e.g. [8, 11].
Four-fold symmetry. The harmonic oscillator has a four-fold symmetry $t \to it$ which has a non-trivial action on the set of rational extensions.

Lemma 3.2 ([19]). For partition $\nu$ of $N$, we have that

- $P[\nu^*](t) = (-i)^N P[\nu](it)$;
- $P[\nu](-t) = (-1)^N P[\nu](t)$.

Therefore

- $t$ is a root of $P[\nu](t)$ if and only if $-t$ is a root of $P[\nu](t)$;
- $t$ is a root of $P[\nu](t)$ if and only if $it$ is a root of $P[\nu^*](t)$.

Multiplicity of poles. We begin with a definition.

Definition 3.3. We say that a partition $\nu$ of $N$ (or a polynomial $P[\nu](t)$) is non-degenerate if $P[\nu](t)$ has $N$ distinct zeroes.

Otherwise, we say that the partition and its polynomial $P[\nu](t)$ are degenerate.

We say that a partition admits the F-property if the following holds: if $t$ is a root of $P[\nu]$ and $t \neq 0$ then $t$ is a simple root.

The authors of [19] noted the following property: the multiplicity of the root $t = 0$ of $P[\nu](t)$ is $\frac{d(d+1)}{2}$, where $d$ is the difference between the number of odd and even elements of the sequence $\left(\nu_j, \nu_{j-1} + 1, \ldots, \nu_1 + j - 1\right)$. They moreover made the following conjecture, which has the strongest numerical evidence [19].

Conjecture 3.4 ([19]). Any partition $\nu$ admits the F-property: there cannot be a non-zero root of $P[\nu]$ with multiplicity greater than one.

Now, assume that $\nu$ admits the F-property, $P[\nu](t)$ has $\frac{d(d+1)}{2}$ trivial roots and $N - \frac{d(d+1)}{2}$ non-trivial pairwise distinct root, $t_1, \ldots, t_{N - \frac{d(d+1)}{2}}$. After theorem 2.2, these solve the following system of algebraic equations

$$2t_k - \sum_{j \neq k} \frac{4}{(t_k - t_j)^3} - \frac{2d(d+1)}{t_k^3} = 0, \quad k = 1, \ldots, N - \frac{d(d+1)}{2}, \quad (3.3)$$

$$\sum_k t_k^{-(2l+1)} = 0, \quad l = 1, \ldots, d. \quad (3.4)$$

Conversely every solution of the above system yields a degree $N$ rational extension of the harmonic oscillator satisfying the F-property.

---

4The conjecture is proven in the case of rectangular partitions, namely when $N = n \times m$ and $\nu = (n, \ldots, n)$, in which case $P[\nu](t)$ coincides with the generalised Hermite polynomial $H_{m,n}(t)$, see [30].
3.1 Perturbed harmonic oscillator

It is a beautiful problem the one of studying rational extensions of the harmonic oscillator perturbed by a small cubic term. Here we assume that we are given a series \( \sum_{n \geq 4} c_n t^n \), \( c_n \in \mathbb{C} \) with a positive radius of convergence, say \( R \), and we define the perturbed potential to be

\[
U(t; \varepsilon) = t^2 + \varepsilon \kappa t^3 + \sum_{n \geq 4} \varepsilon^{n-2} c_n t^n, \quad \kappa \in \mathbb{C},
\]

which has radius of convergence \( \varepsilon^{-1} R \). We want to find all monic polynomials \( P(t; \varepsilon) \) of degree \( N \) such that the potential

\[
U_P(t; \varepsilon) = U(t; \varepsilon) - 2 \frac{d^2}{dt^2} \log P(t; \varepsilon),
\]

has trivial monodromy about all roots of \( P(t; \varepsilon) \). According to theorem 2.2, the roots \( t_k \) must satisfy the following system provided they are all distinct

\[
2t_k + 3\varepsilon \kappa t_k^2 + \sum_{n \geq 4} n c_n \varepsilon^{n-2} t_k^{n-1} - \sum_{j \neq k} \frac{4}{(t_k - t_j)^3} = 0, \quad k = 1, \ldots, N.
\]

In fact, according to our numerical and analytical experiments, all roots are distinct if \( \varepsilon \neq 0 \) is small enough and the coefficient \( \kappa \) does not vanish. We omit any further discussion of this problem, however we will see below that the equation (3.7) coincides up to order \( O(\varepsilon^2) \) with the equation describing the roots of the BLZ equation in the large \( L \) limit, with \( \varepsilon = L^{-\frac{1}{4}} \) and \( \kappa = \frac{(5-2a)}{3(2a+2)^{\frac{3}{2}}} \). We think of it as a toy model of the BLZ system in the large \( L \) limit.

3.2 The Airault-McKean-Moser locus

A rational extension of the trivial potential \( U(t) = 0 \) is a potential of the form

\[
W_P(t) = -2 \frac{d^2}{dt^2} \log P(t), \quad P \text{ monic polynomial},
\]

which has trivial monodromy at all roots of \( P \).

It is well-known that rational extensions exist if and only if the degree \( N \) of \( P \) is a triangular number, namely \( N = \frac{d(d+1)}{2} \) for some \( d \geq 1 \). In this case the set of rational extensions is naturally an algebraic variety isomorphic to \( \mathbb{C}^{d+1} \), the Airault-McKean-Moser locus, which is invariant under the KdV flows; see [2].

According to theorem 2.2, the roots of the polynomial \( P \) satisfy the following system of algebraic equations

\[
\sum_{j \neq k} \frac{1}{(t_k - t_j)^3} = 0, \quad k = 1, \ldots, N = \frac{d(d+1)}{2},
\]

provided they are all distinct. In the case \( d = 2 \), the set of solutions of the above equation is particularly simple to describe

\[
\{(t_1, t_2, t_3) = (a + b, a + b \omega, a + b \omega^2) \text{ with } a, b \in \mathbb{C}, b \neq 0 \text{ and } \omega = e^{2\pi i/3}\},
\]

as it can be checked by hand.
4 On large solutions

Here we prove the first important results of the paper. We prove that the solutions of the BLZ system (1.1) are bounded if $L$ is bounded, while

$$z_k = \frac{L}{\alpha} + o(L), \quad \forall k \in \{1, \ldots, N\} \text{ as } L \to \infty. \quad (4.1)$$

From the latter limit, it follows that in the large momentum regime the poles of the higher state potentials condensate about the minima of $V_G$. In fact, $V'_G(x) = 0$ if and only if $x^{2\alpha+2} = \frac{L}{\alpha}$. The rest of this paper emanates from this crucial point.

We have the following

**Proposition 4.1.** Fix $\alpha \in \mathbb{R}^+$ and $N \in \mathbb{N}$.

1. For every $L \in \mathbb{C}$, there exists a $C_L > 0$ such that if $(P, L) \in B_{N,\alpha}$ and $z_1, \ldots, z_N$ are its roots, then $|z| < C_L$.

2. Let $L^{(n)}$ be a diverging sequence of complex numbers $L^{(n)} \to \infty$ and $(P^{(n)}, L^{(n)})$ a sequence of points in $B_{N,\alpha}$. Let moreover $z_1^{(n)}, \ldots, z_N^{(n)}$ denote the corresponding sequence of roots of $P^{(n)}$. We have that

$$\lim_{n \to \infty} \frac{\alpha z_k^{(n)}}{L^{(n)}} \to 1, \quad \forall k \in \{1, \ldots, N\}. \quad (4.2)$$

**Proof.** To start with, we notice that it is sufficient to prove the theorem for $B_{N,\alpha}$ since by definition $\overline{B}_{N,\alpha}$ is the closure of $B_{N,\alpha}$. I.e., we can assume that $z_1, \ldots, z_N$ are solutions of the BLZ system (1.1).

We divide the $k$-th equation of the BLZ system (1.1) by $-\frac{\alpha}{4(1+\alpha)} z^{\frac{3}{4+2\alpha}}$ to obtain

$$\sum_{j \neq k} I(z_k, z_j) + U(z_k) = 0, \quad k = 1, \ldots, N,$$

$$I(z, w) = \frac{4(1+\alpha)}{\alpha} z(z^2 + (3 + \alpha)(1 + 2\alpha)zw + \alpha(1 + 2\alpha)w^2),$$

$$U(z) = z^{-\frac{3}{4+2\alpha}} \left( z - \frac{L}{\alpha} - \frac{1 - 4\alpha^2}{4\alpha} \right). \quad (4.2)$$

Next we state and prove two preparatory lemmas about (4.2).

**Lemma 4.2.** Let $(z^{(n)}, w^{(n)})$ be a sequence of a pair of complex numbers such that $\inf_{n \to \infty} |w^{(n)} - 1| > 0$.

There exists a $C > 0$ such that

$$\left| I(z^{(n)}, w^{(n)}) \right| \leq C |z^{(n)}|^{-\frac{3}{4+2\alpha}}, \quad \forall n \in \mathbb{N}. \quad (4.3)$$
Proof. A straightforward computation leads to the following identity

$$I(z, w) = \frac{-4(1 + \alpha) 4(1 + \alpha)^2 - 3(1 + 3 \alpha + 2 \alpha^2)(1 - \frac{z}{w}) + \alpha(1 + 2 \alpha)(1 - \frac{z}{w})^2}{(1 - \frac{z}{w})^3},$$

from which the thesis follows.

Lemma 4.3. Let \((z^{(n)}, w^{(n)})\) be a sequence of a pair of non-zero complex numbers such that

- \(z^{(n)} \neq w^{(n)}\) for all \(n \in \mathbb{N}\);
- \(\lim_{n \to \infty} \frac{w^{(n)}}{z^{(n)}} = 1\).

Then there exists a \(C > 0\) such that

$$\left| I(z^{(n)}, w^{(n)}) + I(w^{(n)}, z^{(n)}) \right| \leq C |z^{(n)}|^{\frac{3}{2 + 2\alpha}}, \quad \forall n \in \mathbb{N}. \quad (4.4)$$

Proof. We have

$$J(z, w) := I(z, w) + I(w, z) = \frac{w^{\frac{3}{2 + 2\alpha}} z (z^2 + Azw + bw^2) + z^{\frac{3}{2 + 2\alpha}} w (w^2 + Awz + Bw^2)}{(x - w)^3 z^{\frac{3}{2 + 2\alpha}} w^{\frac{3}{2 + 2\alpha}}},$$

with \(A = (3 + \alpha)(1 + 2\alpha), B = \alpha(1 + 2\alpha)\). We expand the numerator of \(J(z, w)\) at \(w = z\) to obtain

$$J(z, w) = z^{-\frac{3}{2 + 2\alpha}} \left( \sum_{m \geq 0} C_m w^{-m} (w - z)^m \right) = z^{-\frac{3}{2 + 2\alpha}} \left( \sum_{m \geq 0} C_m \left(1 - \frac{z}{w}\right)^m \right),$$

for some \(C_m\) such that \(\limsup_{m \to \infty} \frac{|C_{m+1}|}{|C_m|} = 1\). The thesis follows immediately from the above expansion.

Now we suppose to have a sequence of complex numbers \(L^{(n)}\) as well as a sequence of corresponding solutions of the BLZ system, \(z_1^{(n)}, \ldots, z_N^{(n)}\). Since \(\mathbb{C}\) is sequentially compact, we can assume that the sequence \(z_k^{(n)}\) as well as the sequence \(\frac{z_k^{(n)}}{z_j^{(n)}}\) have a well-defined limit in \(\mathbb{C}\) for all \(k, j \in \{1, \ldots, N\}\).

Fix \(l \in \{1, \ldots, N\}\). We define \(J_l\) to be the subset of indices such that \(\frac{z_j^{(n)}}{z_l^{(n)}} \to 1\). Summing the equations \((4.2)\) for all the indices \(k \in J_l\), we obtain

$$\sum_{k \neq j \in J_l} \frac{I(z_k, z_j) + I(z_j, z_k)}{2} + \sum_{k \in J_l, j \notin J_l} I(z_k, z_j) + \sum_{k \in J_l} U(z_k^{(n)}) = 0.$$  

Inserting estimates \((4.3), (4.4)\) into the latter equation, we deduce that there exists a \(C\) such that

$$\left| \sum_{k \in J_l} U(z_k^{(n)}) \right| \leq C |z_l^{(n)}|^{\frac{3}{2 + 2\alpha}}, \quad \forall n \in \mathbb{N}. \quad (4.5)$$
To prove (1), we impose that $L^{(n)} = L$ is fixed and argue by contradiction, i.e. we assume that there exists a sequence of solutions such that $|z_l^{(n)}| \to \infty$ for some $l \in \{1, \ldots, N\}$. Then, after equation (4.2), we have that

$$\sum_{k \in J_l} U(z_k^{(n)}) = |J_l|(z_l^{(n)})^{-\frac{3}{2\alpha+2}} + o\left(|z_l^{(n)}|^{-\frac{3}{2\alpha+2}}\right),$$

where $|J_l| \geq 1$ is the cardinality of $J_l$. The latter asymptotics contradicts (4.5).

To prove (2), we multiply (4.5) by $|z_l^{(n)}|^{-\frac{3}{2\alpha+2}}$ and we obtain

$$\left| \sum_{k \in J_l} \left( \frac{z_l^{(n)}}{z_k^{(n)}} \right)^{-\frac{3}{2\alpha+2}} \left( z_k^{(n)} - \frac{L^{(n)}}{\alpha} - \frac{1 - 4\alpha^2}{4\alpha} \right) \right| \leq C, \quad \forall n \in \mathbb{N}.$$

Since $\frac{z_l^{(n)}}{z_k^{(n)}} \to 1$, from the latter inequality it follows that there exits a $C' > 0$ such that

$$\left| z_l^{(n)} - \frac{L^{(n)}}{\alpha} - \frac{1 - 4\alpha^2}{4\alpha} \right| \leq C', \quad \forall k \in J_l, \quad \forall n \in \mathbb{N}.$$

Since, by hypothesis $L^{(n)} \to \infty$, this implies $\lim_{n \to \infty} \frac{\alpha z_l^{(n)}}{L^{(n)}} \to 1$ for all $k \in J_l$. Since $l$ is arbitrary, the thesis is proven.

**Remark 4.4.** The reader may wonder why we have chosen to divide the $k$-th equation of the BLZ system by the term $z_k^{\frac{3}{2\alpha+2}}$ to prove proposition 4.1. This was done in order to obtain the estimate (4.4). In fact, the reader may check that for any other choice of a factor (but for a constant multiple of the one we chose) the analogous of the estimate (4.4) would contain a pre-factor $(z - w)^{-1}$ which cannot be a-priori bounded.

### 5 The higher-state-potentials in the large momentum limit

In the previous section, see proposition 4.1(2), we have shown that roots of the higher-state-potentials, $z_1, \ldots, z_N$, satisfy the asymptotics $z_k = \frac{L}{\alpha} + o(L)$ as $L \to \infty$ (see equation (4.1)). This implies that the poles of the higher-state-potentials condenses about the points $x \in \hat{C}_{\alpha}$ such that $x^{2\alpha+2} = \frac{L}{\alpha}$, i.e. the roots of $V_G'(x) = 0$. These have the expression

$$m_l = \gamma_l \left( \frac{L}{\alpha} \right)^{\frac{1}{2\alpha+2}} \in \hat{C}_{\alpha}, \quad l \in \mathbb{Z},$$

where $\gamma_l$ is as per (1.6) and $m_0$ is a given fixed root of $\left( \frac{L}{\alpha} \right)^{\frac{1}{2\alpha+2}}$.

In this section we expand the higher-state-potential $V_P$ about one of these minima, say $m_0$ (the choice is immaterial since the potential enjoys the Dorey-Tateo symmetry (1.9)) and show that, in some sense to be made precise below, the higher-state-potentials converge to rational extensions of the harmonic oscillators; see theorem 5.5. In particular, we show that the asymptotics (1.13) holds.
5.1 Expanding higher-state-potentials in the large \( L \) limit

In this subsection, we change the variable of the Schrödinger equation (2.1) with a higher state potential \( V_P \), as per (1.7), to obtain a finite expression in the large \( L \) limit. Before we enter into the details of the computations, we remark that in order to find a meaningful expansion, we need to change both the variable \( x \) in the Schrödinger equation and the unknowns \( z_1, \ldots, z_N \) which are the roots of the polynomial \( P \) of the potential.\(^5\) For sake of clarity, let us write

\[
V(x; z_1, \ldots, z_N) := V_P(x), \quad \text{with} \quad P = \prod_{k=1}^{N} (x - z_k),
\]

If we introduce the linear change of variable in the Schroedinger equation

\[
x(t) = At + m_0,
\]

with \( m_0 \) as per (5.1), and for some \( A \neq 0 \) depending on \( L \), for consistency we also define \( z_1, \ldots, z_N \) in terms of a new set of unknowns \( t_1, \ldots, t_N \) according to the formula

\[
z_k := (x(t_k))^{2\alpha+2} = \left(At_k + m_0\right)^{2\alpha+2} = m_0^{2\alpha+2} \left(1 + \frac{At_k}{m_0}\right)^{2\alpha+2} = \frac{L}{\alpha} \left(1 + \frac{At_k}{m_0}\right)^{2\alpha+2},
\]

where we have used (5.3) and (5.1). Therefore, taking into consideration the law of a potential under an affine change of co-ordinates\(^6\) the resulting Schrödinger equation is

\[
-\psi''(t) + \left(A^2 V\left(At + m_0; \frac{L}{\alpha} \left(1 + \frac{At_1}{m_0}\right)^{2\alpha+2}, \ldots, \frac{L}{\alpha} \left(1 + \frac{At_N}{m_0}\right)^{2\alpha+2}\right) - A^2 E\right) \psi(t) = 0.
\]

As it will turn out, \( \frac{A}{m_0} \sim L^{-\frac{1}{4}} \), and the potential (5.5) will be indeed a convergent power series in \( L^{-\frac{1}{4}} \).

Having clarified this point, we begin by computing the Taylor series of the ground state potential \( V_G \) at \( m_0 \). This reads

\[
V_G(x) = \sum_{n \geq 0} v^{(n)} L^{\frac{2\alpha-n}{\alpha+1}} (x - m_0)^n,
\]

\[
v^{(0)} = (1 + \alpha) \alpha^{-\frac{n}{\alpha+1}}, \quad v^{(1)} = 0, \quad v^{(2)} = (2\alpha + 2) \alpha^2 \alpha^{-\frac{2}{\alpha+1}},
\]

\[
v^{(n)} = \alpha^{\frac{n-2\alpha}{\alpha+2}} (-1)^{n+2} (n+1) \alpha + \frac{2\alpha}{n}, \quad n \geq 3,
\]

In the above formula \( \frac{2\alpha}{n} \) is assumed to be real and positive for all \( n \). We notice that the Taylor series (5.6) has radius of convergence \( \left|\frac{L}{\alpha}\right|^{-\frac{1}{\alpha+2}} \), since the only singularity of \( V \) is at \( x = 0 \).

\(^5\)This is an example of a multiple scale limit.

\(^6\)\(-\psi''(t) + (V(x) - E)\psi(x) = 0\) is mapped into \(-\psi''(t) + (A^2 V(At + m_0) - A^2 E)\psi(t) = 0\).
Now we specify the change of variables (5.3), (5.4), (5.5) by setting the coefficient
\[ A = \varepsilon^{\frac{\alpha-1}{\alpha+1}}(v^{(2)})^{-\frac{1}{4}}, \]
so that the quadratic term in the expansion (5.6) in the new variable \( t \) is 1.

Explicitly, we have
\[
x = (v^{(2)})^{-\frac{1}{4}}\varepsilon^{\frac{\alpha-1}{\alpha+1}}t + m_0, \quad \text{with} \quad \varepsilon = L^{-\frac{1}{4}},
\]  
where \( v^{(2)} = (2\alpha + 2)\varepsilon^{\frac{2}{\alpha+1}} \) as per (5.7). Moreover, \( z_k = \varphi(t_k; \varepsilon) \) where
\[
\varphi(t; \varepsilon) : D_\varepsilon \rightarrow \mathcal{E}_\varepsilon : t \mapsto \varepsilon^{-4} \frac{1 + (2\alpha + 2)^3 \varepsilon (t + \varepsilon \sigma(t; \varepsilon))}{\alpha},
\]
\[
\sigma(t, \varepsilon) = \sum_{l \geq 2} \left( \frac{2\alpha + 2}{l} \right)^2 (2\alpha + 2)^{-\frac{l+3}{2}} \varepsilon^{l-2} l^l.
\]  
The domain \( D_\varepsilon \) and the co-domain \( \mathcal{E}_\varepsilon \) are chosen to be the maximal sets such that the map \( \varphi(t; \varepsilon) \) is holomorphic and bijective:
\[
D_\varepsilon = \left\{ t \in \mathbb{C} : \left| \frac{\varepsilon t}{(2\alpha + 2)^{\frac{1}{4}}} \right| < 1 \text{ et } - \frac{\pi}{2\alpha + 2} < \arg \left( 1 + \left( \frac{\varepsilon t}{(2\alpha + 2)^{\frac{1}{4}}} \right) \right) \leq \frac{\pi}{2\alpha + 2} \right\},
\]
\[
\mathcal{E}_\varepsilon = \left\{ z \in \mathbb{C} : 0 < |z| < \frac{2}{\alpha \varepsilon^{2}} \right\}.
\]

Finally, the Schrödinger equation with a higher-state-potential reads
\[
\frac{d^2}{dt^2} \psi(t) = (V(t; \varepsilon) - \tilde{E}_\varepsilon) \psi(t),
\]
\[
V(t; \varepsilon) = U(t; \varepsilon) - 2\frac{d^2}{dt^2} \sum_{k=1}^{N} \log (t - t_k + \varepsilon (\sigma(t; \varepsilon) - \sigma(t_k; \varepsilon))),
\]
\[
U(t; \varepsilon) = t^2 + \sum_{n \geq 1} u^{(n)}(t^{n+2}), \quad u^{(n)} = (v^{(2)})^{-\frac{n+1}{4}} v^{(n+2)},
\]
\[
\tilde{E}_\varepsilon = (v^{(2)})^{-1/2} \left( \varepsilon^{\frac{2\alpha+2}{\alpha+1} E - \varepsilon^{-2} v^{(0)}} \right),
\]
where the coefficient \( v^{(n)} \)'s are as per (5.7), and the series \( U(t; \varepsilon) \) has radius of convergence \( |(2\alpha + 2)^{\frac{1}{4}} \varepsilon^{-1}| \). In fact, the Taylor series (5.6) has radius of convergence \( |\frac{L}{\alpha}|^{\frac{1}{\alpha+2}} \) and \( x, t \) are related by (5.8).

We naturally have the following definition

**Definition 5.1.** \( \mathcal{T}_{N,\alpha} \subset \mathbb{C}^N \times \mathbb{C}^* \) consists of the ordered pairs \( (P, \varepsilon) \) where \( \varepsilon \neq 0 \) is a complex number, and \( P \) is a monic polynomial of degree \( N \) with distinct and non-zero roots \( t_1, \ldots, t_N \) such that

1. \( t_k \in D_\varepsilon \) for all \( k \in \{1, \ldots, N\} \), where \( D_\varepsilon \) is as per (5.11);
2. The potential (5.13) has trivial monodromy at all \( t_1, \ldots, t_N \).

\( \bar{\mathcal{T}}_{N,\alpha} \) is the closure of \( \mathcal{T}_{N,\alpha} \) in \( \mathbb{C}^N \times \mathbb{C}^* \).
The set $\mathcal{B}_{N,\alpha}$ (resp. $\mathcal{B}^*_{N,\alpha}$) is the set of those $(P,L) \in \mathcal{B}_{N,\alpha}$ (resp. $\in \mathcal{B}^*_{N,\alpha}$) such that the roots of $P$ have all modulus strictly less that $\left|\frac{L}{\alpha}\right|$.

We can summarise and formalise our computations in the following lemma.

**Lemma 5.2.** The map $(z_k = \varphi(t_k;\varepsilon),\, k = 1 \ldots N,\, L = \varepsilon^{-4})$, induces a surjective analytic map $\Phi : \mathcal{T}_{N,\alpha} \to \mathcal{B}^*_{N,\alpha}$.

Moreover, if we introduce a cut $\mathcal{C}$ — connecting $0$ with $\infty$ — in the complex $L$ plane and we choose a branch of $L^{\frac{1}{4}}$, the restriction of the map $\Phi$ from $\mathcal{T}_{N,\alpha} \setminus \{(P,\varepsilon) \in \mathcal{T}_{N,\alpha},\, \varepsilon^4 \in C\}$ to $\mathcal{B}^*_{N,\alpha} \setminus \{(P,L) \in \mathcal{B}^*_{N,\alpha},\, L \in \mathcal{C}\}$ is a bijection.

**Proof.** It follows from the computations leading to formula (5.12) that

- If $(P,L) \in \mathcal{T}_{N,\alpha}$, $(\prod_{k=1}^N(z - \varphi(t_k)),\varepsilon^{-4}) \in \mathcal{B}^*_{N,\alpha}$, where $t_1, \ldots, t_N$ are the roots of $P$;
- Conversely if $(P,L) \in \mathcal{B}^*_{N,\alpha}$ and we choose a quartic root of $L$, then $(\prod_{k=1}^N(t - \varphi^{-1}(z_k)),L^{-\frac{1}{4}}) \in \mathcal{T}_{N,\alpha}$, where $z_1, \ldots, z_N$ are the roots of $P$.

This proves the thesis.

**Remark 5.3.** We have seen that for $L$ large the poles of the potentials $V_P$ are condensing about the zeroes of $V_G$. Now it is a well-known fact, which was discovered at the very beginning of quantum mechanics, that in the large momentum limit, a (convex) potential looks like a harmonic oscillator localised at its unique real minimum. However the rational extensions of the perturbed harmonic oscillator, as defined in formula (3.6), do not yield solutions of the BLZ system because they do not implement the Dorey-Tateo symmetry. The term $\varepsilon(\sigma(t;\varepsilon) - \sigma(t_k;\varepsilon))$ in (5.13) takes care of this.

### 5.2 Convergence to rational extensions of the harmonic oscillator

Suppose that we have a sequence of $(P^{(n)},\varepsilon^{(n)}) \in \mathcal{T}_{N,\alpha}$ such that $\varepsilon^{(n)} \to 0$. Let $t^{(n)}_1, \ldots, t^{(n)}_N$ be the (possibly not pairwise distinct) roots of $P^{(n)}$. The sequence of potentials $V^{(n)}(t) := V(t;\varepsilon^{(n)})$, where $V(t;\varepsilon^{(n)})$ is as per (5.13) with $t_k := t_k^{(n)}$, formally converges to a rational extension of the harmonic oscillator with $N$ poles. Here we prove that the sequence does convergence. More precisely, we have the following

**Proposition 5.4.** Let $(P^{(n)},\varepsilon^{(n)}) \in \mathcal{T}_{N,\alpha}$ such that $\varepsilon^{(n)} \to 0$. Assume moreover that the roots $t^{(n)}_1, \ldots, t^{(n)}_N$ of $P^{(n)}$ satisfy the limit

$$\lim_{n \to \infty} t^{(n)}_k \varepsilon^{(n)} = 0, \quad \forall k \in \{1, \ldots, N\}. \quad (5.16)$$

The sequence $P^{(n)}$ can be split into $J$ subsequences, with $1 \leq J \leq p(N)$, each subsequence associated to a unique partition $\nu$ of $N$ in such a way that the following 3 equivalent properties hold:

1. $\lim_{n \to \infty} P^{(n)}(t) = P^{[\nu]}(t)$, uniformly on compact subsets, where $P^{[\nu]}(t)$, as per (1.11), is the Wronskian of Hermite polynomials associated to $\nu$. 
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2. \( \lim_{n \to \infty} J_k^{(n)} = t_k^{[\nu]}, k = 1, \ldots, N, \) where \( v_1^{[\nu]}, \ldots, v_N^{[\nu]} \) are the roots of the polynomial \( P^{[\nu]}(t) \).

3. Denote by \( V^{(n)}(t) \) the potential \( V(t; \varepsilon^{(n)}) \), as per (5.13) with \( t_k := t_k^{(n)} \). We have that
\[
\lim_{n \to \infty} V^{(n)}(t) = t^2 - 2 \frac{d^2}{dt^2} \log P^{[\nu]}(t),
\]
uniformly on compact subsets which do not contain any \( v_k^{[\nu]} \). This is the rational extension of the harmonic oscillator, associated to the partition \( \nu \) according to formula (3.1).

**Proof.** We notice that the 3 properties above are indeed equivalent, and that it suffices to prove the thesis for sequences \( (P^{(n)}, \varepsilon^{(n)}) \) \( \in \mathcal{T}_{N,\alpha} \).

First we prove the thesis assuming that, \( \limsup_{n \to \infty} |t_k^{(n)}| < \infty \) for all \( k \in \{1, \ldots, N\} \). Take any converging subsequence, and define \( v_k^{[\nu]} = \lim_{n \to \infty} t_k^{(n)} \). The potential \( V^{(n)}(t) \) converges — uniformly on compact subsets which do not contain any \( v_k^{[\nu]} \) — to
\[
t^2 - 2 \frac{d^2}{dt^2} \log (t - v_k^{[\nu]}).
\]
Since, by continuity, the monodromy is trivial about all \( v_1^{[\nu]}, \ldots, v_N^{[\nu]} \), the above potential is a rational extension of the harmonic oscillator.

Now we prove that the condition (5.16) implies that \( \limsup_{n \to \infty} |t_k^{(n)}| < \infty \) for all \( k \in \{1, \ldots, N\} \). To this aim we suppose that \( \limsup_{n \to \infty} |t_k^{(n)}| = \infty \) for some \( k \). Since \( \mathbb{C} \) is sequentially compact, there is a subsequence such that \( t_k^{(n)} \) as well as \( t_l^{(n)} \) converge in \( \mathbb{C} \) for all indices \( j, k \in \{1, \ldots, N\} \). We name \( J_l \) the set of indices \( j \in 1 \ldots N \) such that \( \frac{t_j^{(n)}}{t_l^{(n)}} \to 1 \) on this subsequence.

Due to theorem 2.2 and formula (5.13), the quantities \( t_1^{(n)}, \ldots, t_N^{(n)} \) satisfy the system of equations
\[
U'(t_k^{(n)}; \varepsilon^{(n)}) + f(t_k^{(n)}; \varepsilon^{(n)}) + \sum_{j \neq k} I(t_k^{(n)}, t_j^{(n)}; \varepsilon^{(n)}) = 0, \quad k = 1, \ldots, N, \quad (5.17)
\]
where \( f(t_k; \varepsilon) \) is the coefficient of the term \( (t - t_k) \) in the expansion of
\[
-2 \frac{d^2}{dt^2} \log \{t - t_k + \varepsilon[\sigma(t; \varepsilon) - \sigma(t_k; \varepsilon)]\},
\]
and
\[
I(t_j, t_k; \varepsilon) = -2 \frac{d^3}{dt^3} \log \{t - t_j + \varepsilon[\sigma(t; \varepsilon) - \sigma(t_j; \varepsilon)]\}_{t=t_k}.
\]

After the hypothesis \( \varepsilon^{(n)} \to 0, \forall k \in \{1, \ldots, N\} \), the following asymptotics follow
\[
U'(t_k^{(n)}; \varepsilon^{(n)}) = 2t_k^{(n)} + o(t_k^{(n)}), \quad \forall k \in J_l,
\]
\[
f(t_k^{(n)}) = o(t_l^{(n)}), \quad \forall k \in J_l,
\]
\[
I(t_k^{(n)}, t_j^{(n)}; \varepsilon^{(n)}) = o(t_j^{(n)}), \quad \forall k \in J_l \text{ and } j \notin J_l,
\]
\[
I(t_k^{(n)}, t_j^{(n)}; \varepsilon) + I(t_j^{(n)}, t_l^{(n)}; \varepsilon) = o(t_l^{(n)}), \quad \forall k \neq j \in J_l.
\]
The first two rows are straightforward to verify. The third and fourth row follows from the very same reasoning that led to the proof of lemmas 4.2 and 4.3, hence we omit to write the explicit computations. It suffices to say that, to analyse the third row we write

\[
I(u, v; \varepsilon) = \frac{A + B(u - v + \varepsilon(\sigma(u, \varepsilon) - \sigma(v, \varepsilon))) + C(u - v + \varepsilon(\sigma(u, \varepsilon) - \sigma(v, \varepsilon)))^2}{(u - v + \varepsilon(\sigma(u, \varepsilon) - \sigma(v, \varepsilon)))^3},
\]

for some \(A, B, C\) with a finite limit as \(\varepsilon^{(n)} \to 0\), and to analyse the fourth row, we expand \(I(u, v) + I(v, u)\) at \(u = v\), and use the identity \(\varepsilon \frac{d}{d\varepsilon} \sigma(t_k^{(n)}; \varepsilon^{(n)}) \to 0\) as \(n \to \infty\), for all \(l \geq 1\).

Summing the equation (5.17) for all \(k \in J_l\), and using the four estimates above, we obtain that

\[
\lim_{n \to \infty} 2 |J_l| t_k^{(n)} + o(t_k^{(n)}) = 0,
\]

where \(|J_l|\) is the cardinality of the set \(J_l\). This contradicts the assumption that \(\lim_{n \to \infty} |t_k^{(n)}| = \infty\).

Due to lemma 5.2 and proposition 5.4, we can say the higher-state-potentials in the large \(L\) limit converge to rational extensions of the harmonic oscillator, provided the variables \(x\) and \(z_k\) are scaled according to (5.8), (5.9). More precisely, we have the following theorem.

**Theorem 5.5.** Fix \(\alpha \in \mathbb{R}^+\) and \(N \in \mathbb{N}\). Let \((P^{(n)}; L^{(n)}) \in \mathbb{B}_{\alpha, N}\) be a sequence such that \(L^{(n)} \to \infty\). Furthermore assume that \(L^{(n)}\) belongs, for \(n\) large, to the complex plane minus a cut connecting 0 with \(\infty\), so that \((L^{(n)})^\frac{1}{2}\) can be unambiguously defined.

The sequence \(P^{(n)}\) can be split into \(J\) subsequences, with \(1 \leq J \leq p(N)\), each subsequence associated to a unique partition \(\nu\) of \(N\) in such a way that the following properties hold:

- The, appropriately ordered, roots \(z_1, \ldots, z_N\) of \(P^{(n)}\) satisfy the asymptotics

  \[
  z_k^{(n)} = \frac{L^{(n)}}{\alpha} + \frac{(2\alpha + 2)^\frac{3}{2}}{\alpha} v_k^{[\nu]} (L^{(n)})^{-\frac{3}{2}} + o((L^{(n)})^{-\frac{3}{2}}), \quad k = 1, \ldots, N, \tag{5.18}
  \]

  where \(v_1^{[\nu]}, \ldots, v_N^{[\nu]}\) are the roots of the polynomial \(P^{[\nu]}(t)\), associated to the partition \(\nu\) of \(N\) as per (1.11).

- After the change of variables, \(x = x(t; \varepsilon)\), and \(E \to \tilde{E}_\varepsilon\) as per formulae (5.8), (5.15), the Schrödinger equation with the higher-state-potential

  \[
  \psi''(x) = (V^{(n)}(x) - E) \psi(x),
  \]

  converges to the rational extension of the harmonic potential \(U^{[\nu]}(t)\),

  \[
  \psi''(t) = \left(t^2 - 2 \frac{d^2}{dt^2} \log P^{[\nu]}(t) - \tilde{E}_\varepsilon\right) \psi(t). \tag{5.19}
  \]

The convergence of the potential of the above equation is uniform on all compact subsets of \(\mathbb{C} \setminus \{v_1^{[\nu]}, \ldots, v_N^{[\nu]}\}\).
Proof. After proposition 4.1(2), we have that $\frac{(n)_\alpha}{L^{(n)}} \to 1$ for all $k \in \{1, \ldots, N\}$. This implies that $\frac{(n)_\alpha}{L^{(n)}} < 2$ for $n$ large enough. Therefore lemma 5.2 applies: choosing a fourth root of $L$, the quantities $t_k^{(n)} = \varphi^{-1}(z_k^{(n)}, \varepsilon^{(n)})$ satisfy the system (5.25) with $\varepsilon^{(n)} = (L^{(n)})^{-\frac{1}{4}}$. Moreover, the limit $\frac{(n)_\alpha}{L^{(n)}} \to 1$ implies the limit $t_k^{(n)} \varepsilon^{(n)} \to 0$. Therefore proposition 5.4 applies, from which the thesis follows.

5.3 Spectrum of the monster potentials in the large momentum limit

Here we briefly derive an asymptotic formula (5.23) for the eigenvalues of the radial spectrum of monster potentials, in the regime $L$ large and positive. A lengthier and more complete study, with proofs, will be addressed in a forthcoming publication.

Assume that for a given $\nu = (\nu_1, \ldots, \nu_j)$ there exists an algebraic family of monster potentials $V^{[\nu]}_P(x; L)$, where $P := P^{[\nu]}(z; L)$ satisfies the expansion (5.18). We say that $E^{[\nu]} \in \mathbb{N}$ belongs to the radial spectrum (which is obviously discrete) of the monster potential if there exists a meromorphic solution $\psi : \mathbb{C} \setminus \mathbb{R}^- \to \mathbb{C}$ of the following boundary value problem

$$
\psi''(x) = \left( x^{2\alpha} + \frac{L}{x^2} - 2 \frac{d^2}{dx^2} \log P^{[\nu]}(x^{2\alpha}; L) - E^{[\nu]} \right) \psi(x),
$$

$$
\lim_{x \to 0} \psi(x) = \lim_{x \to \pm \infty} \psi(x) = 0.
$$

(5.20)

After theorem 5.5, in a large disc with centre $x = m_0 = \left( \frac{L}{\alpha} \right)^{\frac{1}{2\alpha+2}} > 0$ and radius $\left( \frac{L}{\alpha} \right)^{\frac{1}{2\alpha+2}}$, the monster potential $V^{[\nu]}_P(x; L)$ looks like the rational extension of the harmonic oscillator $U^{[\nu]}(t)$, provided we make the change of variables $x \to t$ and $E^{[\nu]} \to \tilde{E}^{[\nu]}$ according to formulas (5.8) and (5.15). It follows from this that the boundary value problem (5.20) in the new variables $t$, $\tilde{E}_n$, approximately reads\footnote{The fact that the limits $\lim_{x \to 0} \psi(x) = \lim_{x \to \pm \infty} \psi(x) = 0$ read $\lim_{t \to \pm \infty} \psi(t) = 0$, follows from a rather standard matching procedure, see e.g. [12, A.2], which will be studied more carefully in the forthcoming publication to which we referred above.}

$$
\psi''(t) = \left( t^2 \frac{d^2}{dt^2} \log P^{[\nu]}(t^2) + O(\varepsilon^2) - \tilde{E}^{[\nu]} \right) \psi(t), \quad \lim_{t \to \pm \infty} \psi(t) = 0,
$$

(5.21)

where $\varepsilon = L^{-\frac{1}{4}}$. The above boundary value problem describes a small perturbation of the boundary value problem which defines the $\mathbb{R}$-spectrum of the rational extension of the harmonic oscillator $U^{[\nu]}(t)$, which was introduced in section 3. Therefore, applying the standard perturbation theory to the exact formula for the eigenvalues of the $\mathbb{R}$-spectrum (3.2), we obtain that the spectrum of the problem (5.21) is

$$
\tilde{E}^{[\nu]}_n = 2(n - j) + 1 + O(\varepsilon^2), \quad n \in \mathbb{N}^{[\nu]},
$$

(5.22)

where $\mathbb{N}^{[\nu]}$ is the sequence of integer numbers which is obtained from $\mathbb{N}$ deleting the numbers $(\nu_j, \nu_{j-1} + 1, \ldots, \nu_1 + j - 1)$. 

\[\]
From equation (5.22) and the transformation law (5.15), we obtain the following asymptotics formula for the eigenvalues of the radial spectrum of the monster potentials

\[ E^{[\nu]}_n = (1 + \alpha) \left( \frac{L}{\alpha} \right)^{\frac{\alpha-1}{2}} + (2\alpha + 2) \frac{1}{\nu + 1} L^{\frac{\alpha-1}{2}} (2(n - j) + 1) + O \left( |L|^{-\frac{1}{\nu + 1}} \right), \quad n \in \mathbb{N}^{[\nu]}. \]  

(5.23)

We notice that formula (5.23) is valid for any fixed eigenvalue level, or equivalently, for any fixed finite subset of eigenvalues, and hence it describes the bottom of the radial spectrum. In fact, if we let \( n \to \infty \), the standard perturbation theory may not correctly compute the spectrum of (5.20), (5.21) and other approaches should be used instead.

We remark that the radial spectrum is the fundamental object of the ODE/IM correspondence. In fact, the points of the radial spectrum are the (exponential of two times the) Bethe Roots of a solution of the Bethe Ansatz equations of the quantum KdV model [7]. Formula (5.23) is in striking accordance with the prediction of the NLIE integral equation on the IM side of the correspondence, see [7, appendix A]: in fact it shows that the spectrum is real and positive when the momentum is positive and sufficiently large, and it reproduces the Fermi-sea structure of the excitations.

Remark 5.6. We can check the formula (5.23) in the case \( \alpha = 1 \), the harmonic oscillator, against known formulas. Writing \( L = \ell (\ell + 1) \), (5.23) reads

\[ E^{[\nu]}_n = 2\ell + 3 + 4n - 2j + O(\ell^{-1}), \quad n \in \mathbb{N}^{[\nu]}. \]  

(5.24)

Now, it is well known that eigenvalues of the radial spectrum of the ground state potential \( x^2 + \ell (\ell + 1) x \) are \( E_n = 2\ell + 3 + 4n, \ n \in \mathbb{N} \). Equation (5.24) correctly agrees with the latter formula, when one chooses the empty partition: \( j = 0, \mathbb{N}^{[\nu]} = \mathbb{N} \). Moreover, one can actually show that the truncation of (5.24) yields the exact result for all higher-state-potentials. One should however be aware that, with regard to the ODE/IM correspondence, for some particular values of \( \ell \) some of the higher-state-potentials correspond to null-vectors of the Quantum KdV model and have to be excluded [10].

5.4 The BLZ system for large \( L \)

We write the BLZ system with respect of the variable \( t \), using the change of variable \( z_k = \varphi(t_k; \epsilon) \) as per (5.9), where \( L = \epsilon^{-4} \). Namely,

\[ z_k = \frac{\epsilon^{-4}}{\alpha} \left( 1 + (2\alpha + 2) \frac{4}{\nu} \epsilon (t + \epsilon \sigma(t; \epsilon)) \right), \]

\[ \sigma(t, \epsilon) = \sum_{l \geq 2} \left( 2\alpha + 2 \atop l \right) (2\alpha + 2)^{-l-2} \epsilon^{l-2} \epsilon^l. \]

Inserting the above change of variable as well as the relation \( L = \epsilon^{-4} \), the BLZ system reads

\[ \epsilon^{-3} F_k(t; \epsilon) = 0, \quad k = 1, \ldots, N, \]  

(5.25)
where the functions $F_k : D^N \to \mathbb{C}$ admit the following explicit expression

$$F_k(t; \varepsilon) = \frac{\varepsilon^3(1 - 4\alpha^2)}{8M} - \frac{t_k + \varepsilon\sigma(t_k; \varepsilon)}{2M^{\frac{1}{2}}} + \sum_{j \neq k} \frac{M^{-\frac{3}{2}}F(t_k, t_j; \varepsilon)}{(t_k - t_j + \varepsilon(\sigma(t_k; \varepsilon) - \sigma(t_j; \varepsilon)))^3},$$

(5.26)

where $F(t_k, t_j; \varepsilon)$ is given by

$$F(t_k, t_j; \varepsilon) = (1 + M^{-\frac{3}{2}}(t_k + \varepsilon\sigma(t_k; \varepsilon)))^3 +$$

$$+ (3 + \alpha)(1 + 2\alpha)(1 + M^{-\frac{3}{2}}\varepsilon(t_k + \varepsilon\sigma(t_k; \varepsilon)))^2(1 + M^{-\frac{3}{2}}(t_j + \varepsilon\sigma(t_j; \varepsilon)))$$

$$+ \alpha(1 + 2\alpha)(1 + M^{-\frac{3}{2}}\varepsilon(t_k + \varepsilon\sigma(t_k; \varepsilon)))^2(1 + M^{-\frac{3}{2}}(t_j + \varepsilon\sigma(t_j; \varepsilon)))^2,$$

with $M = 2\alpha + 2$. Moreover,

$$D^N = \{(t_1, \ldots, t_N; \varepsilon) \in \mathbb{C}^{N+1} : t_k \in D, \forall k \text{ and } t_k \neq t_j, \forall j \neq k\} \subset \mathbb{C}^{N+1}.$$

(5.27)

Notice that the expansion of $F_k(t; \varepsilon) = 0$ around $\varepsilon = 0$ truncated at $O(\varepsilon)$ yields the system

$$G_k(t; \varepsilon) = 2t_k + 3\varepsilon\kappa t_k^2 - \sum_{j \neq k} \frac{4}{(t_k - t_j)^3} = 0, \quad k = 1, \ldots, N,$$

(5.28)

where $\kappa = \frac{(5 - 2\alpha)}{3(2\alpha + 2)^{\frac{3}{4}}}$. Formula (5.28) is the equation governing the rational extensions of the harmonic oscillator perturbed by the cubic term $\varepsilon\kappa t^3$; see (3.5), (3.7).

### 5.5 Conditional proof of the Weak BLZ conjecture

**Definition 5.7.** We call a convergent Puiseux series with rational exponents an algebraic function.

We thus write $f = \sum_{q \in \mathbb{Q}} c_q \varepsilon^q$, $c_q \in \mathbb{C}^N$, and we define $\lim_{\varepsilon \to 0} f(\varepsilon) = c_0$, provided $c_0 = 0$ if $q < 0$.

**Conjecture 5.8.** Fix $N \geq 1$ and $\alpha > 0$. Identify the space of monic polynomials of degree $N$ with $\mathbb{C}^N$.

For every partition $\nu$ of $N$ there exists a neighbourhood $D$ of 0, and a unique algebraic function

$$P : D \to \mathbb{C}^N : \varepsilon \mapsto P^{[\nu]}(t; \varepsilon),$$

such that

1. $\lim_{\varepsilon \to 0} P^{[\nu]}(t; \varepsilon) = P^{[\nu]}(t)$, where $P^{[\nu]}(t)$ is as per (1.11);
2. The roots $t^{[\nu]}_1(\varepsilon), \ldots, t^{[\nu]}_N(\varepsilon)$ of $P^{[\nu]}(t; \varepsilon)$ satisfy the system (5.25) for all $\varepsilon \in D \setminus \{0\}$.

The above conjecture is equivalent to the following one, which is better suited for explicit verification.
Conjecture 5.9. Fix $N \geq 1$ and $\alpha > 0$. Given a partition $\nu$ of $N$, let $v_1^{[\nu]}, \ldots, v_N^{[\nu]}$ be the, possibly not pairwise distinct, roots of the polynomial $P^{[\nu]}$. Denote by $\mathcal{G}$ the subgroup of permutations $S_N$, $\mathcal{G} = \{ \sigma \in S_N, v_1^{[\nu(\sigma)k]} = v_k^{[\nu]} \mid k = 1, \ldots, N \}$. Moreover, the identity $P^{[\nu]}(z; e^{2\pi i t}) = P^{[\nu]}(z; t)$ holds, where $P^{[\nu]}(z; e^{2\pi i t})$ denotes the analytic continuation of $P^{[\nu]}(z; t)$ along a small loop about $t = 0$.

For every partition $\nu$ of $N$ there exists a neighbourhood $D$ of $0$, and an algebraic function
\[
\mathcal{L} : D \to \mathbb{C}^N : \epsilon \mapsto (t_1(\epsilon), \ldots, t_N(\epsilon)),
\]
such that

1. The components $t_1(\epsilon), \ldots, t_N(\epsilon)$ of $\mathcal{L}(\epsilon)$ satisfy the system (5.25) for all $\epsilon \in D \setminus \{0\}$;
2. $\lim_{\epsilon \to 0} t_k(\epsilon) = v_k^{[\nu]}, \text{ for all } k \in \{1, \ldots, N\}$;
3. The function $\mathcal{L}$ is unique up to the action of $\mathcal{G}$: if $\mathcal{U}$ is another solution satisfying (1, 2) then $u_k(\epsilon) = t_{\sigma(k)}(\epsilon), k = 1, \ldots, N$ for some $\sigma \in \mathcal{G}$.

We have the following lemma

Lemma 5.10. With the same notation of conjecture 5.8. If the conjecture 5.8 holds, then

(i) $P^{[\nu]}(-it; i\epsilon) = (i)^N P^{[\nu^*]}(t; \epsilon)$;

(ii) $P$ is an analytic function.

Proof. (i) We have $\lim_{\epsilon \to 0} P^{[\nu]}(-it; i\epsilon) = (i)^N P^{[\nu^*]}(t)$, since $P^{[\nu]}(-it) = (i)^N P^{[\nu^*]}(t)$, see lemma 3.2. Since $(\mathcal{L}; \epsilon) \to (it; i\epsilon)$ is a symmetry of (5.25), it follows that $P^{[\nu]}(-it; i\epsilon) = (i)^N P^{[\nu^*]}(t; \epsilon)$.

(ii) Applying four times (i), we obtain $P^{[\nu]}(t; e^{2\pi i \epsilon}) = P^{[\nu]}(t; \epsilon)$, where $P^{[\nu]}(t; e^{2\pi i \epsilon})$ is the analytic continuation of $P^{[\nu]}(t; \epsilon)$ along a small loop about $\epsilon = 0$. This means that $P^{[\nu]}(t, \epsilon)$ is single valued. Moreover, the limit $\lim_{\epsilon \to 0} P(t; \epsilon)$ is well-defined, by hypothesis. Hence $\epsilon = 0$ is a removable singularity.

Proposition 5.11. Fix $N \geq 1$ and $\alpha > 0$. Assume that conjecture 5.8 holds. Let $v_1^{[\nu]}, \ldots, v_N^{[\nu]}$ be the roots of $P^{[\nu]}(t)$, as defined in (1.11).

For every partition $\nu$ of $N$, there is a unique algebraic function defined in a neighbourhood $D$ of $L = \infty$, with values in the space of monic polynomials of degree $N$,
\[
P^{[\nu]} : D \to \mathbb{C}^N : L \mapsto P^{[\nu]}(z; L),
\]
such that

(i) The roots $z_1(L), \ldots, z_N(L)$ of $P^{[\nu]}(z; L)$ satisfy the BLZ system (1.1);

(ii) The roots $z_1(L), \ldots, z_N(L)$ satisfy the asymptotics
\[
z_k^{[\nu]}(L) = \frac{L}{\alpha} + \frac{(2\alpha + 2)^{\frac{3}{4}} v_k^{[\nu]}}{\alpha} L^{-\frac{3}{2}} + o \left( L^{-\frac{3}{2}} \right), \quad k = 1, \ldots, N.
\]

Moreover, the identity $P^{[\nu]}(z; e^{2\pi i L}) = P^{[\nu^*]}(z; L)$ holds, where $P^{[\nu]}(z; e^{2\pi i L})$ denotes the analytic continuation of $P^{[\nu]}(z; L)$ along a small loop about $L = \infty$. 
Proof. After lemma 5.2 — provided $z_k = \varphi(t_k; \varepsilon)$ with $\varphi$ as per (5.9) and $\varepsilon = L^{-\frac{1}{4}}$ is small enough — the BLZ system (1.1) and the system (5.25). Therefore (i, ii) follow directly from conjecture 5.8 (1, 2).

The identity $P^{[\nu]}(z; e^{2\pi i}L) = P^{[\nu^*]}(z; L)$ follows from lemma 5.10(i) since $\varphi(-it_k; i\varepsilon) = \varphi(t_k; \varepsilon)$, as it can be directly checked.

The Weak BLZ conjecture is a corollary of the above proposition 5.11. More precisely we have,

**Corollary 5.12.** Fix $N \in \mathbb{N}$ and $\alpha > 0$. Assume that conjecture 5.8 holds.

1. If $L$ is large enough, for each $L$ there are exactly $p(N)$ monster potentials.
2. If $L$ is large enough, $(P, L) \in \mathcal{B}_{N,\alpha} \implies (P, L) \in \mathcal{B}_{N,\alpha}$.
3. The set \( \{ L \in \mathbb{C}, \exists P \text{ s.t. } (P, L) \in \mathcal{B}_{N,\alpha} \setminus \mathcal{B}_{N,\alpha} \} \) is discrete.
4. For all $L \in \mathbb{C}$, the number of higher-state-potentials, and hence the number of monster potentials, is less than or equal to $p(N)$. Moreover, for a generic $L$, the number of higher state potentials and the number of monster potentials is exactly $p(N)$.

Proof. $\mathcal{B}_{N,\alpha}$ is an algebraic variety, since it is defined by algebraic equations, which have a natural projection over the complex $L$ plane. Unless it is empty, we can parametrise such a variety in a neighbourhood of $L = \infty$ by a family of algebraic functions. Due to theorem 5.5 any of these functions must satisfy the asymptotics (5.18), for some partition $\nu$ of $N$. After proposition 5.11, there exists a unique algebraic function with the given asymptotic. Therefore $\mathcal{B}_{N,\alpha}$ is an algebraic variety of dimension 1, i.e. a non-compact, possibly singular, possibly disconnected Riemann surface, which is parametrised, in a punctured neighbourhood of $\infty$, by $p(N)$ algebraic functions $P^{[\nu]}(z; L)$: $\mathcal{B}_{N,\alpha}$ is locally $p(N)$-sheeted smooth Riemann surface. In other words, in a neighbourhood of $L = \infty$ there are $p(N)$ solutions of the BLZ system. This proves (1).

Since, in a punctured neighbourhood of infinity, $\mathcal{B}_{N,\alpha}$ is the disjoint union of a finite number of sets, in the same neighbourhood it coincides with its closure, $\overline{\mathcal{B}}_{N,\alpha}$. Therefore (2) holds.

It follows that $\overline{\mathcal{B}}_{N,\alpha}$ is also a 1 dimensional algebraic variety. The set $\overline{\mathcal{B}}_{N,\alpha} \setminus \mathcal{B}_{N,\alpha}$ is the sub-variety characterised by the vanishing of the discriminant. This function cannot have an accumulation point of zeroes since it is non-zero for $L$ large enough.

Finally, since $\overline{\mathcal{B}}_{N,\alpha}$ is a Riemann surface, and the number of sheets is constantly $p(N)$ above an open subset (the punctured neighbourhood of $L = \infty$), the number of sheets above any point $L$ is always less than or equal to $p(N)$. Therefore (4) holds.

Remark 5.13. Since $\overline{\mathcal{B}}_{N,\alpha}$ is a Riemann surface whose projection over $L$ has a finite number of sheets, it is natural to consider its normalisation (loosely speaking, the desingularised compactification). If conjecture 5.8 holds, it follows from proposition 5.11 that in a neighbourhood of $L = \infty$ the surface can be parametrised by the $p(N)$ functions $P^{[\nu]}(z; L)$, one for each partition $\nu$ of $N$. We can define a partial compactification of $\overline{\mathcal{B}}_{N,\alpha}$ by adding points...
over $L = \infty$ in such a way to obtain a smooth surface in the neighbourhood of $L = \infty$, on which the map $(P, L) \mapsto L$ is holomorphic and of degree $p(N)$. In fact, according to the general theory of Riemann surfaces (see e.g. [14, section 4.2]), we must add one point for each orbit of the monodromy about $\infty$. Since $P[\nu](z; e^{2\pi i L}) = P[\nu^*](z; L)$, we need to add exactly one point for each unordered pairs of partitions $(\nu, \nu^*)$ of $N$.

Such is the local structure of $B_{N,\alpha}$. What is however its global structure? Is $B_{N,\alpha}$ irreducible? What are the other branch-points of $L$, and what is their monodromy? Is the partial compactification that we have defined a compact smooth Riemann surface (i.e. is $B_{N,\alpha}$ smooth and $L$ proper)?

In the rest of the paper we address the proof of the conjecture 5.8. In section 6, we address the case where $\nu$ is a non degenerate partition of $N \geq 1$ such that the polynomial $P[\nu](t)$, as defined by formula (1.11), has simple roots only (i.e. a non-degenerate partition satisfying the $F$-property of definition 3.3). This is the simplest case, since the proof of the conjecture follows from the implicit function theorem, provided the Jacobian of the equation at $\varepsilon = 0$ is invertible.

In section 7, we address the case where $P[\nu](t)$ has a single root of multiplicity greater than 1, namely $t^{-\frac{d(d+1)}{2}}$, for some $d \geq 2$ and $\nu = (1, 2, \ldots, d)$. We call such a case the completely degenerate case.

In section 8, we address the partially degenerate case. That is when 0 is a root of multiplicity greater than 1, and $P[\nu]$ has other roots all of multiplicity one.

There are two considerations to be done. First, provided the conjecture 3.4 by Felder et al. holds, any partition $\nu$ belongs to one of the above 3 cases. We assume that it indeed holds, even though our methods of analysis could be in principle used if it does not hold. Second, in the case of completely or partially degenerate partitions, the perturbation series which the function $t_k(\varepsilon)$’s must satisfy are already very intricate for moderate $d$. In fact, we were not able to analyse the case $d \geq 4$, which imply that we are not able to prove our conjecture 5.8 for $N \geq 10$. We do think that this is not a major obstacle but simply a technical difficulty, which will be overcome when we (or other researchers) will be able to find an effective functional-analytic setting to analyse these series: a not-too-mathematically-minded reader can safely assume that the conjecture 3.4 by Felder et al. and our conjecture 5.8 hold.

6 Perturbation series. The non-degenerate case

Let $\nu$ be a non degenerate partition of $N \geq 1$ such that the polynomial $P[\nu](t)$, as defined by formula (1.11), has simple roots only (i.e. a non-degenerate partition satisfying the $F$-property of definition 3.3).

Recall that the system (5.25) is of the form $F(t; \varepsilon) = 0$, $F = (F_1, \ldots, F_N)$ and $t = (t_1, \ldots, t_N)$, where the functions $F_1, \ldots, F_N$ are as per (5.26). We denote by $J$ the Jacobian

\footnote{Conversely, it could be just a disjoint union of $\tilde{N}$ copies of $\mathbb{P}^1$, where $\tilde{N}$ is the number of unordered pairs $(\nu, \nu^*)$ of partitions $(\nu, \nu^*)$ of $N$.}
of the map $F(t; 0) : \mathbb{C}^N \to \mathbb{C}^N$. In components, we have

$$J_{ij}(t) := \frac{\partial F_i(t; 0)}{\partial t_j} = 2\delta_{ij} \left(1 + \sum_{l \neq j} \frac{6}{(t_j - t_l)^4} \right) - (1 - \delta_{ij}) \frac{12}{(t_i - t_j)^4}, \quad i, j = 1, \ldots, N. \quad (6.1)$$

In particular, if $\nu = (v_1^{[\nu]}, \ldots, v_N^{[\nu]})$ are the distinct roots of $P^{[\nu]}(t)$, we define

$$J^{[\nu]} := J(\nu). \quad (6.2)$$

We have the following proposition.

**Proposition 6.1.** Let $\nu$ be a non-degenerate partition of $N$ such that all zeros the polynomial $P^{[\nu]}(t)$ are simple, and such that the Jacobian $J^{[\nu]}$ is invertible.

The conjecture 5.9 holds for $\nu$ and $\nu^*$.

**Proof.** We notice that $J^{[\nu]} = J^{[\nu^*]}$, since $v_k^{[\nu^*]} = iv_k^{[\nu]}$ by equation (1.12). A direct application of the inverse function theorem furnishes us with the unique solutions $t_k^{[\nu]} : D \to \mathbb{C}$ and $t_k^{[\nu^*]} : D \to \mathbb{C}$, $k = 1, \ldots, N$ of (5.25) such that $t_k^{[\nu]}(0) = v_k^{[\nu]}$ and $t_k^{[\nu^*]}(0) = v_k^{[\nu^*]}$. This proves the thesis.

### 6.1 Analysis of the Jacobian $J^{[\nu]}$

Here we complete the analysis of the non-degenerate case, by studying the spectrum of the Jacobian $J^{[\nu]}$, in order to show that is invertible. We present here a (conjectural) closed combinatorial formula, equation (6.3), for the spectrum of $J^{[\nu]}$. After this formula all the eigenvalues of $J^{[\nu]}$ are integer and strictly positive numbers, hence $J^{[\nu]}$ is invertible.

We start with the following definition.

**Definition 6.2.** To each partition $\nu$ of $N \geq 1$, we associate a sequence $\rho^{[\nu]}$ of, not-necessarily-distinct, $N$ integer and positive numbers, according to the following rules.

First of all to the Young diagram of the partition we associate

1. The unique non-standard Young tableau, whose entries are integer numbers. They start with one and increase by 1 in each row from right to left and down each column;

2. The sequence $\ell^{[\nu]}$ of $M$ positive integers, where $M$ is the number of columns of the diagram, obtained by collecting -from right to left — the entries at the bottom of each column;

3. A partition $\nu'$ of $N - M$ (if $N = M$, this is the empty diagram), whose Young diagram is obtained by erasing the boxes at the end of each column (of the Young diagram of $\nu$).

Then we iterate the procedure until we reach the empty diagram. The sequence $\rho^{[\nu]}$ is defined by reordering, so that it is monotone non-decreasing, the sequence obtained by joining the sequences $\ell^{[\nu]}, \ell^{[\nu']}, \ldots$
Let us illustrate our definition through the example of the partition $\nu = (3, 2, 2, 1, 1)$.

At the first step, we fill the Young tableau associated to $\nu$ with integer numbers (see figure below in the middle), collect the sequence $\ell[\nu] = \{1, 2, 4, 5, 7\}$ (marked in red), and we obtain the Young tableau associated to the partition $\nu' = (2, 1, 1)$ (see figure below on the right).

\[\text{Step 1:} \quad \begin{array}{cccccc} \square & \square & \square & \square & \square & \square \\ \square & \square & \square & \square & \square & \square \\ \square & \square & \square & \square & \square & \square \end{array} \quad \rightarrow \quad \begin{array}{cccc} 5 & 4 & 3 & 2 \\ 6 & 5 & 4 \\ 7 \end{array} \quad \rightarrow \quad \begin{array}{cccc} \square & \square & \square & \square \\ \square & \square & \square & \square \end{array}.\]

At the second step, one finds $\ell[\nu'] = \{1, 2, 4\}$ and $\nu'' = (1)$.

\[\text{Step 2:} \quad \begin{array}{cccccc} \square & \square & \square & \square & \square & \square \\ \square & \square & \square & \square & \square & \square \\ \square & \square & \square & \square & \square & \square \end{array} \quad \rightarrow \quad \begin{array}{ccc} 3 & 2 & 1 \\ 4 \end{array} \quad \rightarrow \quad \square.\]

At the third step, we obtain $\ell[\nu''] = \{1\}$ and $\nu'''$ is the empty partition; therefore we stop.

\[\text{Step 3:} \quad \square \quad \rightarrow \quad 1 \quad \rightarrow \quad \emptyset.\]

The final outcome is the sequence $\rho[(3, 2, 2, 1, 1)] = \{1, 1, 1, 2, 2, 4, 4, 5, 7\}$.

Given the above definition, we have found the following closed formula for the spectrum of $J[\nu]$.

**Conjecture 6.3.** Let $\nu$ be a partition of $N$ such that the corresponding polynomial $P[\nu]$ has simple roots only, and $J[\nu]$ be the $N \times N$ matrix defined by formula (6.2).

The eigenvalues of $J[\nu]$ are described by the following sequence $\lambda_1, \ldots, \lambda_N$ of $N$, not necessarily distinct, rational numbers

$$\lambda_k = 2(\rho_k[\nu])^2, \quad k = 1 \ldots N,$$

where $\rho_k[\nu]$ is the $k$-th entry of the sequence $\rho[\nu]$, as per definition 6.2. It follows that the determinant of $J[\nu]$ is the following strictly positive integer number

$$\text{det} \left(J[\nu]\right) = 2^N \prod_{k=1}^{N} (\rho_k[\nu])^2. \quad (6.4)$$

**Remark 6.4.** Notice that $J[\nu] = J[\nu^*]$, since by lemma 3.2, the roots of $P[\nu]$ and $P[\nu^*]$ satisfy the relation $v_k[\nu] = iv_k[\nu^*]$ (if appropriately ordered). It is amusing, but not straightforward, to show that $\rho[\nu] = \rho[\nu^*]$, as required.

**Remark 6.5.** In the case of the partition $\nu_0 = (N)$, $P[\nu_0](t)$ is the Hermite polynomial $H_N(t)$ and $\rho[\nu_0] = (1, 2, \ldots, N)$. The conjecture therefore states that the eigenvalues of $J[\nu_0]$ are $2(1, 4, \ldots, N^2)$. Such a result is known in the literature about Hermite polynomials, see [1]. After (6.4), we have the beautiful formula

$$\text{det} \left(J[\nu_0]\right) = 2^N N!.$$

\[\text{We have verified it numerically for all non-degenerate partitions } \nu \text{ for } N \leq 10.\]
7 Perturbation series. Completely degenerate case

In this section we study conjecture 5.9, in the case \( \nu \) is a completely degenerate partition, that is \( \nu = (d, d-1, \ldots, 1) \), \( d \geq 2 \) and \( P^{|\nu|}(t) = t^N \) with \( N = \frac{d(d+1)}{2} \). Notice that such partitions are self-conjugate.

Recall that our aim is to find a (unique up to the action of \( S_N \)) algebraic solution \( t_1(\varepsilon), \ldots, t_N(\varepsilon) \) of (5.25), by means of a convergent Puiseux series, such that \( \lim_{\varepsilon \to 0} t_k(\varepsilon) = 0 \) for all \( k \in \{1, \ldots, N\} \). Since the point \((t, \varepsilon) = (0, 0)\) is a singularity of (5.25), the perturbation series that we obtain will be much more intricate than in the case of a non-degenerate partition. In fact, we were able to fully solve the case \( d = 2, 3 \) (i.e. \( N = 3, 6 \)) only. We present our results below omitting the details of the case \( d = 3 \) because they are too long to be transcribed here.

7.1 The case \( d = 2 \)

We have the following proposition.

**Proposition 7.1.** There exists a neighbourhood \( D \) of \( \varepsilon = 0 \) and a unique — up to permutation of the index \( k = 1, 2, 3 \) — algebraic solution \( t_k(\varepsilon) \), \( k = 1, 2, 3 \) of the system (5.25) with the following Puiseux expansion

\[
t(\varepsilon) = \varepsilon^{\frac{1}{3}}t(0) + \sum_{l \geq 1} \varepsilon^{\frac{4l+1}{3}} t(l), \tag{7.1}
\]

where \( t(l) = (t_1(l), t_2(l), t_3(l)) \). The above solution has dominant term

\[
t_k(0) = \omega^{k-1} \kappa^{\frac{1}{3}}, \quad k = 1, 2, 3, \tag{7.2}
\]

with \( \kappa = \frac{5-2\alpha}{3(2\alpha+2)^{\frac{2}{3}}} \) and \( \omega = e^{\frac{2\pi i}{3}} \).

Consequently, the corresponding solution \( z_k(L) = \varphi(t_k(\varepsilon), \varepsilon) \), \( k = 1, 2, 3 \), where \( \varphi \) is as per (5.9) and \( \varepsilon = L^{-\frac{1}{4}} \), of the BLZ system (1.1) has expansion

\[
z_k(L) = \frac{L}{\alpha} + \frac{\omega^{k-1} \kappa^{\frac{1}{3}} (2\alpha + 2)^{\frac{4}{3}}}{\alpha} L^{\frac{2}{3}} + O(L^{\frac{1}{3}}), \quad k = 1, 2, 3. \tag{7.3}
\]

Moreover, letting \( P(z; L) = \prod_{k=1}^3 (z - z_k(L)) \), we have that

\[
P(z; e^{2\pi i} L) = P(z; L), \tag{7.4}
\]

where \( P(z; e^{2\pi i} L) \) denotes the analytic continuation of \( P(z; e^{2\pi i} L) \) along a small loop about \( L = \infty \).

**Proof.** We begin with three remarks:

1. Due to M. Artin’s approximation theorem, a unique formal solution of an algebraic equation is a convergent algebraic solution [3, 23]. Hence we just need to prove the existence and uniqueness of a formal solution with the expansion (7.1).
2. As we proved in greater generality in lemma 5.10 and proposition 5.11, if \( P^{[v]}(t; \varepsilon) = \prod_{k=1}^{5} (t - t_k(\varepsilon)) \), then the uniqueness of the solution implies that
\[
P^{[v]}(it; -i\varepsilon) = \frac{1}{i} P^{[v^*]}(t; \varepsilon) = \frac{i}{i} P^{[v]}(t; \varepsilon),
\]
where the latter identity derives from the fact that in the case at hand \( \nu = (2,1) = \nu^* \).

From the above equality, (7.4) follows.

3. In the case \( \alpha = \frac{5}{2} \), the dominant term in the asymptotics (7.2) vanishes. In fact, one can show that, for \( \alpha = \frac{5}{2} \), the solution to (5.25) admits the following expansion
\[
t(x) = \varepsilon^3 \frac{n}{2} + \sum_{l \geq 1} \varepsilon^{4l+3} \frac{l}{2},
\]
with dominant term
\[
t^{(0)}(x) = -\frac{45}{2 \times 7^2}, \quad k = 1, 2, 3.
\]
For sake of brevity we omit the proof of this fact, and below we simply assume that \( \alpha \neq \frac{5}{2} \).

Given the above remarks, we prove below the existence and uniqueness of a formal solution satisfying the Ansatz (7.1).

We start with the following definitions.

**Definition 7.2.** Let \( \mathbb{N} \ni p > 0 \). Given two generic vectors \( \underline{v} = (v_1, \ldots, v_p) \in \mathbb{C}^p \) and \( \underline{w} = (w_1, \ldots, w_p) \in \mathbb{C}^p \), we denote by \( \langle \underline{v}, \underline{w} \rangle = \sum_{i=1}^{p} v_i w_i^* \) the standard Hermitian product on \( \mathbb{C}^p \).

Thereafter we shall use the following notation.

**Definition 7.3.** We denote by \( \mathcal{B} \) the basis of \( \mathbb{C}^3 \) generated by the vectors \( \underline{X}_1 = (1,1,1) \), \( \underline{X}_2 = (1, \omega, \omega^2) \), \( \underline{X}_3 = \underline{X}_2^* = (1, \omega^2, \omega) \) and by \( \mathcal{B}' \) the basis of \( \mathbb{C}^3 \) generated by the vectors \( \underline{X}_1' = \underline{X}_1 \), \( \underline{X}_2' = (1,0,-1) \), \( \underline{X}_3' = (0,1,-1) \).

**Definition 7.4.** Let \( \underline{x} = (x_1, x_2, x_3) \) and \( \mathbb{N} \ni n > 0 \). We define the following symmetric \( n \)-linear maps
\[
M^\underline{x}_{n, \underline{x}} = (M^\underline{x}_{n,1}, M^\underline{x}_{n,2}, M^\underline{x}_{n,3}) : \mathbb{C}^3 \times \cdots \times \mathbb{C}^3 \to \mathbb{C}^3 : (\underline{v}_1, \ldots, \underline{v}_n) \to M^\underline{x}_{n, \underline{x}}(\underline{v}_1, \ldots, \underline{v}_n), \quad (7.5)
\]
where
\[
M^\underline{x}_{n,k}(\underline{v}_1, \ldots, \underline{v}_n) = \sum_{j \neq k} \frac{(v_{1,k} - v_{1,j}) \cdots (v_{n,k} - v_{n,j})}{(x_k - x_j)^{n+3}}, \quad k = 1, 2, 3, \quad (7.6)
\]
and \( \underline{v}_m = (v_{m,1}, v_{m,2}, v_{m,3}) \in \mathbb{C}^3 \), \( m = 1, \ldots, n \). If \( \underline{x} = a \underline{X}_1 + b \underline{X}_2 \), \( a, b \in \mathbb{C} \), \( b \neq 0 \), we set \( M_n = M^\underline{x}_{n} \).

From the latter definitions, we have the following lemmas.

**Lemma 7.5.** Let \( \text{Ker} (M^\underline{x}_{n, \underline{x}}) \) and \( \text{Im} (M^\underline{x}_{n, \underline{x}}) \) denote the kernel and the range of the linear map \( M^\underline{x}_{n, \underline{x}} \), respectively. If \( \underline{x} = a \underline{X}_1 + b \underline{X}_2 \), \( a, b \in \mathbb{C} \), \( b \neq 0 \), then
\begin{itemize}
  \item \( \text{Ker} (M_{\underline{x}}) = \text{Span} \{ \underline{X}_1, \underline{X}_2 \} \);  
  \item \( \text{Im} (M_{\underline{x}}) = \text{Span} \{ \underline{X}_2 \} \).
\end{itemize}
Otherwise,

- \( \text{Ker}(M_i^\pm) = \text{Span}\{X'_j\} \);
- \( \text{Im}(M_i^\pm) = \text{Span}\{X_2, X'_3\} \).

Lemma 7.6. In the basis \( \mathcal{B} \), the only non-vanishing components of \( \{M_n\}_{n=1}^4 \) are

\[
M_1(X_3) = -\frac{1}{3b_7} X_2, \\
M_2(X_i, X_3) = -\frac{1}{3b_7} X_i, \quad i = 2, 3, \\
M_3(X_i, X_2, X_3) = -\frac{1}{3b_7} X_i, \quad i = 2, 3, \\
M_4(X_3, X_3, X_3, X_3) = \frac{1}{3b_7} X_2, \\
M_4(X_i, X_2, X_2, X_3) = -\frac{1}{3b_7} X_i, \quad i = 2, 3,
\]

(7.7)

up to permutations of the arguments.

The idea of the proof is to construct a solution \( t(\varepsilon) \) of the form (7.1) to the system \( F_k(t(\varepsilon), \varepsilon) = 0, \quad k = 1, 2, 3 \), with \( F_k(t(\varepsilon), \varepsilon) \) defined as per (5.26), and show that such solution is unique. Plugging the Ansatz (7.1) in \( F_k(t(\varepsilon), \varepsilon) \), the first perturbative contribution to the expansion of \( F_k(t(\varepsilon), \varepsilon) \) about \( \varepsilon = 0 \) is \( O(\varepsilon^{-1}) \) and its cancellation corresponds to the following set of equations for \( t(0) \)

\[
\sum_{j \neq k} \left( t_k^{(0)} - t_j^{(0)} \right)^{-3} = 0, \quad k = 1, 2, 3. 
\]

(7.8)

The latter is the system of algebraic equations (3.9) for the distinct roots of the rational extensions of the trivial potential for \( d = 2 \) (see section 3.2). Choosing the parametrisation (3.10) and using definition 7.3, we write \( t(0) \) as

\[
t(0) = aX_1 + bX_2, \quad a, b \in \mathbb{C}, \quad b \neq 0. 
\]

(7.9)

To fix the coefficients \( a \) and \( b \) in (7.9), we need to take into account higher perturbative contributions in the expansion of \( F_k(t(\varepsilon), \varepsilon) \). Using the Ansatz (7.1) with (7.9), the expansion of \( F_k(t(\varepsilon), \varepsilon) \) about \( \varepsilon = 0 \) yields

\[
F_k(t(\varepsilon), \varepsilon) = -\frac{1}{4M^2} \sum_{l \geq 1} A_k^{(l)} \varepsilon^{\frac{2l}{3} - 1}, \quad k = 1, 2, 3, 
\]

(7.10)

where we recall \( M = 2 \alpha + 2 \). Thus the system \( F_k(t(\varepsilon), \varepsilon) = 0, \quad k = 1, 2, 3 \), becomes in vector form

\[
S : A^{(m)} = 0, \quad m \geq 1, 
\]

(7.11)

with \( A^{(m)} = (A_1^{(m)}, A_2^{(m)}, A_3^{(m)}) \) and

\[
A_k^{(1)} = 12M_1k(t_1^{(1)}) + 2t_k^{(0)}, \\
A_k^{(2)} = 12M_1k(t_2^{(1)}) + 2t_k^{(0)} + \frac{36M_1k(t_1^{(0)})}{M^2}M_1k(t_1^{(1)}) - 24M_2k(t_1^{(1)}) + \frac{M - 1}{M^2}(t_k^{(0)})^2, \\
A_k^{(3)} = -\frac{3}{2}M_1k(t_3^{(1)}) + \frac{3}{4}M_1k(t_1^{(0)})^2 + \frac{36M_1k(t_1^{(0)})}{M^2}M_1k(t_1^{(1)}) - \frac{2}{M^2}(t_k^{(0)})^3.
\]
\[ A_k^{(3)} = 12M_{1,k}(t^{(3)}) + 2t_k^{(2)} + \frac{36t_k^{(0)}}{M^4}M_{1,k}(t^{(2)}) - 48M_{2,k}(t^{(1)}, t^{(2)}) + \frac{2(M - 1)}{M^2}t_k^{(0)} \]
\[ - \frac{72t_k^{(0)}}{M^2}M_{2,k}(t^{(1)}, t^{(1)}) + 40M_{3,k}(t^{(1)}, t^{(1)}, t^{(1)}) + \frac{36}{M^2}(t_k^{(0)})^2 + M^4t_k^{(1)} M_{1,k}(t^{(1)}) \]
\[ + \frac{1}{3M^2}(M - 1)(M - 2)(t_k^{(0)})^3 - \frac{3}{2M^2}(M - 1)(M - 3), \]
\[ A_k^{(4)} = 12M_{1,k}(t^{(4)}) + 2t_k^{(3)} + \frac{36t_k^{(0)}}{M^4}M_{1,k}(t^{(3)}) - 48M_{2,k}(t^{(1)}, t^{(3)}) \]
\[ + \frac{2t_k^{(2)}}{M^2}((M - 1)t_k^{(0)} + 18M_{1,k}(t^{(1)})) - \frac{144t_k^{(0)}}{M^2}M_{2,k}(t_k^{(1)}, t^{(2)}) - 24M_{2,k}(t_k^{(2)}, t^{(2)}) \]
\[ + \frac{36}{M^2}(t_k^{(0)})^2 + M^4t_k^{(1)} M_{1,k}(t^{(2)}) + 120M_{3,k}(t^{(1)}, t^{(1)}, t^{(2)}) + \frac{36t_k^{(0)}t_k^{(1)}}{M^2}M_{1,k}(t^{(1)}) \]
\[ + \frac{(M - 1)t_k^{(1)}}{M^2}((M - 2)(t_k^{(0)})^2 + M^4t_k^{(1)}) M_{2,k}(t_k^{(1)}, t^{(1)}) \]
\[ + \frac{12(t_k^{(0)})^3}{M^2}M_{1,k}(t^{(1)}) + \frac{120t_k^{(0)}}{M^2}M_{3,k}(t^{(1)}, t^{(1)}, t^{(1)}) - 60M_{4,k}(t^{(1)}, t^{(1)}, t^{(1)}, t^{(1)}) \]
\[ + \frac{t_k^{(0)}}{12M^4}(M - 1)(M - 2)(M - 3) + \frac{t_k^{(0)}}{20M}(M^4 - 19M^2 + 19), \]
\[ \vdots \]
\[ A_k^{(m)} = 12M_{1,k}(t^{(m)}) + 2t_k^{(m-1)} + \frac{36t_k^{(0)}}{M^4}M_{1,k}(t^{(m-1)}) - 48M_{2,k}(t^{(1)}, t^{(m-1)}) \]
\[ + \frac{2t_k^{(m-2)}}{M^2}((M - 1)t_k^{(0)} + 18M_{1,k}(t^{(1)})) - \frac{144t_k^{(0)}}{M^2}M_{2,k}(t_k^{(1)}, t^{(m-2)}) \]
\[ - 48M_{2,k}(t^{(2)}, t^{(m-2)}) + \frac{36}{M^2}(t_k^{(0)})^2 + M^4t_k^{(1)} M_{1,k}(t^{(m-2)}) \]
\[ + 120M_{3,k}(t^{(1)}, t^{(1)}, t^{(m-2)}) + f_k^{(m-3)}(t_k^{(0)}, \ldots, t^{(m-3)}), \ m \geq 5, \] (7.12)

where \( t^{(m-3)} = (f_1^{(m-3)}, f_2^{(m-3)}, f_3^{(m-3)}) \) is a vector function that collects all the terms depending on \( t^{(0)}, \ldots, t^{(m-3)} \). The vector equation \( A^{(1)} = 0 \) immediately fixes the coefficient \( a \). In fact, since \( \ker(M_1) \) is non-trivial, we need to impose that \( t^{(0)} \in \text{Im}(M_1) \). Hence, by lemma 7.5, it follows that \( a = 0 \) and
\[ t^{(0)} = bX_2. \] (7.13)

To fix \( b \), we proceed as follows. We start by expressing the vector \( t^{(l)}, l \geq 1 \) in the basis \( B \) with coefficients \( c_1^{(l)}, c_2^{(l)}, c_3^{(l)} \) as
\[ t^{(l)} = \sum_{i=1}^{3} c_i^{(l)} X_i, \ l \geq 1. \] (7.14)
Then, we consider the vector equations \( \mathbf{A}^{(1)} = \mathbf{0} \) and \( \mathbf{A}^{(2)} = \mathbf{0} \) and project them along the basis \( \mathbf{B} \) so as to arrive at the following system of equations

\[
S^{(1)}: \begin{cases}
\langle \mathbf{A}^{(1)}, \mathbf{X}_2 \rangle = 6b - \frac{12}{b^2} c_3^{(1)} = 0 \\
\langle \mathbf{A}^{(2)}, \mathbf{X}_1 \rangle = 6c_1^{(1)} = 0 \\
\langle \mathbf{A}^{(2)}, \mathbf{X}_3 \rangle = \frac{24}{b^3} (c_3^{(1)})^2 + \left(6 - \frac{36}{M^4 b^3}\right) c_3^{(1)} + \frac{3(M-1)}{M^4} b^2 = 0 \\
\end{cases}
\]

\[
\begin{align*}
&\Rightarrow \begin{cases}
c_3^{(1)} = \frac{1}{2} \left(\frac{7-M}{3M^4}\right)^{\frac{3}{2}} \\
c_1^{(1)} = 0 \\
b = \left(\frac{7-M}{3M^4}\right)^{\frac{1}{3}}
\end{cases}, \\
&\text{(7.15)}
\]

where we used (7.14) and lemma 7.6 to evaluate the Hermitian products.

In conclusion, \( t^{(0)} \) yields

\[
t^{(0)} = \left(\frac{7-M}{3M^4}\right)^{\frac{1}{3}} \mathbf{X}_2,
\]

\text{(7.16)}

which proves (7.2) using \( M = 2\alpha + 2 \). The strategy displayed above can be generalised to construct \( t^{(m)} \) in terms of \( t^{(0)}, \ldots, t^{(m-1)} \). The main idea is to project the vector equations \( \mathbf{A}^{(m)} = \mathbf{0} \) that make up the system (7.11) along the basis \( \mathbf{B} \) to form the subsystems

\[
S^{(m)}: \begin{cases}
\langle \mathbf{A}^{(m)}, \mathbf{X}_2 \rangle = 0 \\
\langle \mathbf{A}^{(m+1)}, \mathbf{X}_1 \rangle = 0, \quad m \geq 1, \\
\langle \mathbf{A}^{(m+1)}, \mathbf{X}_3 \rangle = 0
\end{cases}
\]

\text{(7.17)}

which are such that

\[
S = \bigcup_{m \geq 1} S^{(m)},
\]

since \( \langle \mathbf{A}^{(1)}, \mathbf{X}_1 \rangle \) and \( \langle \mathbf{A}^{(1)}, \mathbf{X}_3 \rangle \) are identically fulfilled upon setting \( a = 0 \).

To prove in full generality that \( t^{(m)} \) can be expressed in terms of \( t^{(0)}, \ldots, t^{(m-1)} \) for any \( m \), we shall make use of the expression of \( \mathbf{A}^{(m)} \) valid for \( m \geq 5 \) as per (7.12). However, before dealing with the general case, we must first evaluate \( t^{(1)} \) and \( t^{(2)} \) which appear explicitly in \( \mathbf{A}^{(m)} \), \( m \geq 5 \). From \( S^{(2)} \) we get

\[
S^{(2)}: \begin{cases}
\langle \mathbf{A}^{(2)}, \mathbf{X}_2 \rangle = 30c_2^{(1)} - 36 \left(\frac{3M}{(7-M)\pi}\right)^{\frac{1}{3}} c_3^{(2)} = 0 \\
\langle \mathbf{A}^{(3)}, \mathbf{X}_1 \rangle = 6c_1^{(2)} - \frac{(M-1)(53-23M)}{6M^4} = 0 \\
\langle \mathbf{A}^{(3)}, \mathbf{X}_3 \rangle = (8M - 11) \left(\frac{8(7-M)}{3M}\right)^{\frac{1}{3}} c_2^{(1)} + \frac{6(17-5M)}{7-M} c_3^{(2)} = 0 \\
\end{cases}
\]

\[
\Rightarrow \begin{cases}
c_3^{(2)} = 0 \\
c_1^{(2)} = \frac{(M-1)(23M-53)}{36M^4} \\
c_2^{(1)} = 0
\end{cases},
\]

\text{(7.18)}
where we used (7.15). The first two equations in (7.15) together with the last equation in (7.18) fix \( t^{(1)} \) as

\[
\tilde{t}^{(1)} = \frac{1}{2} \left( \frac{7 - M}{3M^2} \right)^{\frac{1}{3}} X_3. \tag{7.19}
\]

From \( S^{(3)} \) we get

\[
S^{(3)} : \quad \begin{cases}
\langle A^{(3)}, X_3 \rangle = 30 c_2^{(2)} - 36 \left( \frac{3M}{f(7-M)^{2/3}} \right) \frac{1}{3} c_3^{(3)} = 0 \\
\langle A^{(4)}, X_4 \rangle = 6 c_1^{(3)} = 0 \\
\langle A^{(4)}, X_3 \rangle = \left( \frac{8(7-M)}{3M} \right)^{\frac{1}{3}} (8M - 11) c_2^{(2)} + \frac{6(17 - 5M)}{7 - M} c_3^{(3)} = 0
\end{cases}
\]

\[ \rightarrow \begin{cases}
c_3^{(3)} = 0 \\
c_1^{(3)} = 0, \\
c_2^{(2)} = 0
\end{cases} \tag{7.20}
\]

where we used (7.15) and (7.18). The first two equations in (7.18) together with the last equation in (7.20) fix \( t^{(2)} \) as

\[
\tilde{t}^{(2)} = -\frac{(M - 1)(23M - 53)}{36M^{\frac{4}{3}}} X_1. \tag{7.21}
\]

Now, we are finally ready to deal with the general case. Using the explicit expressions of \( \tilde{t}^{(0)}, \tilde{t}^{(1)} \) and \( \tilde{t}^{(2)} \) together with \( A^{(m)}, m \geq 5 \), the system \( S^{(m)} \) for \( m \geq 5 \) yields

\[
S^{(m)} : \quad \begin{cases}
\langle A^{(m)}, X_3 \rangle = -36 \left( \frac{3M}{f(7-M)^{2/3}} \right) \frac{1}{3} c_3^{(m)} + (M - 4) \left( \frac{72(7-M)}{3M} \right) \frac{1}{3} c_1^{(m-2)} + 30 c_2^{(m-1)} + \langle f^{(m-3)}, X_2 \rangle = 0 \\
\langle A^{(m)}, X_4 \rangle = 6 c_1^{(m)} - (M^2 - 2M - 17) \left( \frac{72}{M(7-M)^{2/3}} \right) \frac{1}{3} c_3^{(m-1)} + \langle f^{(m-2)}, X_4 \rangle = 0 \\
\langle A^{(m)}, X_3 \rangle = \frac{5(17 - 5M)}{7 - M} c_3^{(m)} + (8M - 11) \left( \frac{8(7-M)}{3M} \right) \frac{1}{3} c_2^{(m-1)} + \langle f^{(m-2)}, X_3 \rangle = 0
\end{cases}
\]

\[ \rightarrow \begin{cases}
c_3^{(m)} = H^{(m-1)} (\tilde{t}^{(0)}, \ldots, \tilde{t}^{(m-1)}) \\
 c_1^{(m)} = F^{(m-1)} (\tilde{t}^{(0)}, \ldots, \tilde{t}^{(m-1)}) , \\
c_2^{(m-1)} = G^{(m-2)} (\tilde{t}^{(0)}, \ldots, \tilde{t}^{(m-2)}) \tag{7.22}
\end{cases}
\]

with

\[
F^{(m-1)} = \left( \frac{1}{3M(7-M)^{2/3}} \right)^{\frac{1}{3}} (M^2 - 2M - 17) c_3^{(m-1)} - \frac{1}{6} \langle f^{(m-2)}, X_1 \rangle ,
\]

\[
G^{(m-1)} = \frac{1}{18} \left( \frac{8}{3M(7-M)^{2/3}} \right)^{\frac{1}{3}} (M - 4)(5M - 17) c_1^{(m-1)} + \frac{5M - 17}{54(7-M)^{2/3}} \langle f^{(m-2)}, X_3 \rangle
\]

\[ - \frac{1}{3} \left( \frac{M}{9(7-M)^{2/3}} \right)^{\frac{1}{3}} \langle f^{(m-1)}, X_2 \rangle ,
\]
\[ \mathcal{H}^{(m-1)} = \frac{(M - 4)(8M - 11)}{54} \left( \frac{8(7 - M)^2}{9M^2} \right)^{\frac{3}{2}} e_1^{(m-1)} - \frac{5}{54} \left( f^{(m-2)}, X_2 \right) + \frac{8M - 11}{162} \left( \frac{7 - M}{3M} \right)^{\frac{1}{2}} \left( f^{(m-3)}, X_3 \right). \]  

(7.23)

Consider now \( S^{(m+1)} \), which is obtained from (7.22) replacing \( m \to m + 1 \)

\[
\begin{align*}
\epsilon_3^{(m+1)} &= \mathcal{H}^{(m)}(t^{(0)}, \ldots, t^{(m)}) \\
\epsilon_1^{(m+1)} &= \mathcal{F}^{(m)}(t^{(0)}, \ldots, t^{(m)}) \\
\epsilon_2^{(m)} &= \mathcal{G}^{(m-1)}(t^{(0)}, \ldots, t^{(m-1)})
\end{align*}
\]

(7.24)

The first two equations in (7.22) together with the last equation in (7.24) fix uniquely \( t^{(m)} \) as a function of \( \{t^{(0)}, \ldots, t^{(m-1)}\} \). In this way, we proved that the vector function \( t(\varepsilon) \) with Puiseux expansion (7.1) is the unique solution to \( \mathcal{F}_k(t, \varepsilon) = 0, \ k = 1, 2, 3 \), about \( \varepsilon = 0 \) with \( t(0) = 0 \), up to permutation of the arguments.

7.2 The case \( d = 3 \)

We state the analogous of proposition 7.1, when \( d = 3 \), namely when \( \nu = (3, 2, 1) \) and \( P^{[\nu]}(t) = t^6 \). We omit the proof because it is very long and involved.

**Proposition 7.7.** There exists a neighbourhood \( D \) of \( \varepsilon = 0 \) and a unique — up to permutation of the index \( k = 1, \ldots, 6 \) — algebraic solution \( t_k(\varepsilon), \ k = 1, \ldots, 6 \), of the system (5.25) with the following Puiseux expansion

\[
\ell(\varepsilon) = \varepsilon^{\frac{1}{2}} \ell^{(0)} + \sum_{l \geq 1} \varepsilon^{\frac{4l+1}{2}} \ell^{(l)},
\]

(7.25)

where \( \ell^{(l)} = (t_1^{(l)}, \ldots, t_6^{(l)}) \). The above solution has dominant term

\[
\begin{align*}
t_k^{(0)} &= a_- \omega^{k-1} \kappa^{\frac{1}{3}}, & k &= 1, 2, 3, \\
t_k^{(0)} &= a_+ \omega^{k-1} \kappa^{\frac{1}{3}}, & k &= 4, 5, 6,
\end{align*}
\]

(7.26)

(7.27)

with \( \kappa = \frac{5-2\omega}{3(2\omega+2)^2} \), \( a_\pm = \left( \frac{5+3\sqrt{3}}{2} \right)^{\frac{1}{2}} \) and \( \omega = e^{\frac{2\pi i}{3}} \).

Consequently, the corresponding solution of the BLZ system (1.1) \( z_k(L) = \varphi(t_k(\varepsilon), \varepsilon) \), \( k = 1, \ldots, 6 \), where \( \varphi \) is as per (5.9) and \( \varepsilon = L^{-\frac{1}{4}} \), has expansion

\[
\begin{align*}
z_k(L) &= \frac{L}{\alpha} + \frac{a_- \omega^{k-1} \kappa^{\frac{1}{3}} (2\alpha + 2)^3}{\alpha^2} L^{\frac{3}{2}} + \mathcal{O}\left(L^{\frac{5}{2}}\right), & k &= 1, 2, 3, \\
z_k(L) &= \frac{L}{\alpha} + \frac{a_+ \omega^{k-1} \kappa^{\frac{1}{3}} (2\alpha + 2)^3}{\alpha^2} L^{\frac{3}{2}} + \mathcal{O}\left(L^{\frac{5}{2}}\right), & k &= 4, 5, 6.
\end{align*}
\]

(7.28)

Moreover, letting \( P(z; L) = \prod_{k=1}^{6} (z - z_k(L)) \), we have that

\[
P(z; e^{2\pi i} L) = P(z; L),
\]

where \( P(z; e^{2\pi i} L) \) denotes the analytic continuation of \( P(z; e^{2\pi i} L) \) along a small loop about \( L = \infty \).
Remark 7.8. We remark that proposition 7.1 and proposition 7.7 are not exactly the proof of the conjecture 5.8 for the two partitions considered. In fact, in the two propositions we prove uniqueness and existence of an algebraic solution with the Puiseux series (7.1) and (7.25). We do not show that any algebraic solution must necessarily has such an expansion. This is outside the scope of the present paper.

8 Perturbation series. Partially degenerate case

In this section we consider partitions \( \nu \) of \( N \) such that \( P[\nu](t) \) has \( N - 3 \) non-trivial distinct roots, with \( N = 2n + 3 \), \( n \in \mathbb{N}^* \), and a triple trivial root. We order the roots \( v_1^{[\nu]}, \ldots, v_{2n+3}^{[\nu]} \) as follows: \( v_1^{[\nu]}, v_2^{[\nu]}, v_3^{[\nu]} = 0 \), and \( v_k^{[\nu]} := u_{k-3}^{[\nu]} \neq 0 \), \( k = 4, \ldots, 2n + 3 \). According to formula (3.3), the roots \( u_1^{[\nu]}, \ldots, u_{2n}^{[\nu]} \) solve the system

\[
\tilde{F}_a^{[\nu]} := 2a u_a^{[\nu]} - \sum_{b \neq a} \frac{4}{(u_a^{[\nu]} - u_b^{[\nu]})^3} - \frac{12}{(u_a^{[\nu]})^4} = 0, \quad a = 1, \ldots, 2n, \\
\sum_{a=1}^{2n} (u_a^{[\nu]})^{-(2l+1)} = 0, \quad l = 1, 2. \tag{8.1}
\]

We denote by \( \tilde{J}^{[\nu]} \) the Jacobian of the vector function \( \tilde{F}_1^{[\nu]}, \ldots, \tilde{F}_{2n}^{[\nu]} \):

\[
\tilde{J}^{[\nu]}_{ab} = 2\delta_{ab} \left( 1 + \frac{18}{(u_b^{[\nu]})^4} + \sum_{c \neq b} \frac{12}{(u_c^{[\nu]} - u_b^{[\nu]})^4} \right) - \frac{12(1 - \delta_{ab})}{(u_a^{[\nu]})^4}, \quad a, b = 1, \ldots, 2n. \tag{8.2}
\]

Observe that if \( \nu \) is one of such partitions then \( \nu^* \) is too, since \( v_k^{[\nu^*]} = i v_k^{[\nu]} \). Moreover \( \tilde{J}^{[\nu^*]} = \tilde{J}^{[\nu]} \).

We have the following proposition.

Proposition 8.1. Let \( \nu \) be a partition as described above. Assume that the matrix \( \tilde{J}^{[\nu]} \) is invertible as well as the matrices \( A^{[\nu]} \), \( \tilde{A}^{[\nu]} \), \( B^{[\nu]} \), \( \tilde{B}^{[\nu]} \), \( C^{[\nu]} \) and \( \tilde{C}^{[\nu]} \) and \( A^{[\nu]} - B^{[\nu]}(\tilde{J}^{[\nu]})^{-1} C^{[\nu]} \), as per definition (8.2) below. There exists a neighbourhood \( D \) of \( \varepsilon = 0 \) and a solution \( \tilde{t}_1^{[\nu]} : D \rightarrow \mathbb{C}^{2n+3} : \varepsilon \rightarrow \tilde{t}_1^{[\nu]}(\varepsilon) = (t_1(\varepsilon), t_2(\varepsilon), t_3(\varepsilon), u_1^{[\nu]}(\varepsilon), \ldots, u_{2n}^{[\nu]}(\varepsilon)) \), \( \tag{8.3} \)

of the system (5.25), with the following Puiseux expansion

\[
t_k(\varepsilon) = \varepsilon^k t_k^{(0)} + \sum_{l \geq 1} \varepsilon^{\frac{2l+1}{3}} t_k^{(l)}, \quad k = 1, 2, 3, \\
u_a^{[\nu]}(\varepsilon) = u_a^{[\nu]} + \sum_{l \geq 1} \varepsilon^l u_a^{(l)}, \quad a = 1, \ldots, 2n. \tag{8.4}
\]

The above solution is unique up to permutation of the indices 1, 2, 3, and

\[
t_k^{(0)} = \omega^{k-1} b, \quad k = 1, 2, 3, \tag{8.5}
\]

with \( \omega = e^{\frac{2\pi i}{3}} \) and for some \( b \in \mathbb{C}^* \).
Consequently, the corresponding solution of the BLZ system (1.1) $z^\nu_k(L) = \varphi(t^\nu_k(\varepsilon), \varepsilon)$, $k = 1, \ldots, 2n + 3$, where $\varphi$ is as per (5.9) and $\varepsilon = L^{-\frac{1}{2}}$, has expansion

$$z_k(L) = \frac{L}{\alpha} + \frac{\omega^{k-1}}{\alpha} \left( 2\alpha + 2 \right) \frac{3}{L} + \mathcal{O} \left( \frac{1}{L^2} \right), \quad k = 1, 2, 3, \quad (8.6)$$

$$z^\nu_{a+3}(L) = \frac{L}{\alpha} + \frac{(2\alpha + 2)^\frac{3}{2}}{\alpha} u^\nu_a L^\frac{3}{2} + \mathcal{O} \left( \frac{1}{L^2} \right), \quad a = 1, \ldots, 2n, \quad (8.7)$$

Moreover, letting $P^\nu(z; L) = \prod_{k=1}^{2n+3} (z - z^\nu_k(L))$, we have that

$$P^\nu(z; e^{2\pi i} L) = P^\nu[z](z; L),$$

where $P^\nu(z; e^{2\pi i} L)$ denotes the analytic continuation of $P^\nu(z; L)$ along a small loop about $L = \infty$.

The long and technical proof of the proposition is in the appendix.

The matrices $A^\nu$, $\tilde{A}^\nu$, $B^\nu$, $\tilde{B}^\nu$, $C^\nu$, $\tilde{C}^\nu$, $C^\nu$, and $D^\nu$, which are referred to in the hypothesis of the proposition 8.1 are as follows

**Definition 8.2.** $\tilde{A}^\nu \in \mathbb{C}^{2,2}$, $\tilde{B}^\nu \in \mathbb{C}^{2,2n}$, $\tilde{C}^\nu \in \mathbb{C}^{2n,2}$ are

$$\tilde{A}^\nu = \frac{1}{6} \left( \begin{array}{cc} 1 + \sum_{a=1}^{2n} \frac{6}{(u^\nu_a)^6} & 1 + \sum_{a=1}^{2n} \frac{6}{(u^\nu_a)^4} \\ \frac{63}{56} \sum_{a=1}^{2n} \frac{1}{(u^\nu_a)^8} - \frac{1}{200} \left( 1 + \sum_{a=1}^{2n} \frac{6}{(u^\nu_a)^4} \right)^2 & \frac{63}{56} \sum_{a=1}^{2n} \frac{1}{(u^\nu_a)^6} \end{array} \right),$$

$$\tilde{B}^\nu = 12 \begin{pmatrix} (u^\nu_1)^{-4} \ldots (u^\nu_{2n})^{-4} \\ (u^\nu_1)^{-6} \ldots (u^\nu_{2n})^{-6} \end{pmatrix}, \quad \tilde{C}^\nu = 12 \begin{pmatrix} (u^\nu_1)^{-6} (u^\nu_1)^{-4} \\ \vdots \\ (u^\nu_{2n})^{-6} (u^\nu_{2n})^{-4} \end{pmatrix}.$$
Remark 8.3. Numerical computations performed for various values of $n$ suggest that the coefficient $b$ in (8.5) is $b = \kappa^\frac{3}{4}$, with $\kappa = \frac{5 - 2n}{3(2a+2)^2}$, as in the case of complete degeneracy of three roots, see equation (7.2). However, we were not able to prove it in general. It is however clear from the proof that in the case $\alpha = \frac{5}{2}$, the coefficient $b$ vanishes and the analysis of the perturbation series must be amended. For sake of brevity, we omit the discussion of the case $\alpha = \frac{5}{2}$ in the proof.

Remark 8.4. The hypothesis that $\tilde{J}^{[\nu]}$, as well as the matrices $A^{[\nu]}, \tilde{A}^{[\nu]} - B^{[\nu]}(\tilde{J}^{[\nu]})^{-1} C^{[\nu]}$ and $A^{[\nu]} - B^{[\nu]} (\tilde{J}^{[\nu]})^{-1} C^{[\nu]}$ are invertible holds for a partition $\nu$ if and only if it holds for the partition $\nu^\ast$, since the roots of a partition and its conjugate satisfy the relation $v^k_{[\nu]} = iv^k_{[\nu]}$. Moreover, numerical computations performed for various values of $n$ suggest that the hypothesis is always satisfied.

9 Integer $2\alpha$

The functional form of the monster potentials (1.7) when $\alpha$ is irrational may be slightly puzzling for the reader. Sometimes, in order to develop some ‘physical’ intuition, it is better to think of the case $2\alpha \in \mathbb{N}$.

We will briefly compare our analysis in remark 9.3 below.

Let us thus consider a potential of the form

$$V_P(x) = \frac{L}{x^2} + x^{M-2} - 2 \frac{d^2}{dx^2} \log P(x), \quad N \ni M \geq 3,$$

(9.1)

where $P$ is a monic polynomial.

Definition 9.1. $P_{J,M} \subset \mathbb{C}^{J+1}$ consists of the ordered pairs $(P, L)$ where $L$ is a complex number, and $P$ is a monic polynomial of degree $J$ with distinct and non-zero roots, such that the potential (9.1) has trivial monodromy at every root of $P$. $P_{J,M}$ is the closure of $P_{J,M}$ in $\mathbb{C}^{J+1}$.

After theorem 2.2, we have that $(P, L) \in P_{J,M}$ if and only if the roots $x_1, \ldots, x_J$ of $P$ satisfy the system

$$- \frac{2L}{x_k^3} + (M-2)x_k^{M-3} - \sum_{j \neq k} \frac{4}{(x_k - x_j)^3} = 0, \quad k = 1 \ldots J.$$  

(9.2)

According to our experience, the latter system is much simpler to analyse than the BLZ system (1.1). It moreover coincides with the system describing the complex equilibria of the following Calogero-Moser-like classical Hamiltonian

$$H = \sum_j p_j^2 + x^{M-2} + \frac{L}{x^2} + \sum_{j < j'} \frac{2}{(x_j - x_{j'})^2}.$$  

(9.3)

In fact, it is easy to verify that the system (9.2) is the equation for the critical points of the potential of the above Hamiltonian, which represents a system of $J$ particles with an ‘inverse-square interaction-potential’, subject to the external field $x^{M-2} + \frac{L}{x^2}$.
It is straightforward to show that the higher state (and monster) potentials belong to \( \mathcal{P}_{J,M} \), provided \( 2 \alpha + 2 = M \) and \( J = M \times N \).

**Lemma 9.2.** Assume \( 2 \alpha + 2 = M \geq 3 \) is an integer. The locus \( \mathcal{B}_{N,\alpha} \) (resp. \( \bar{\mathcal{B}}_{N,\alpha} \)) coincides with the subset of the locus of \( \mathcal{P}_{J,M} \) (resp. \( \bar{\mathcal{P}}_{J,M} \)) of all those potentials \( P \) such that

- \( J = M \times N \);
- The polynomial has the symmetry \( P(\gamma_M x) = P(x) \), where \( \gamma_M = e^{2\pi i M} \).

In particular, if \( (P,L) \in \mathcal{P}_{J,M} \) satisfies the conditions above, and \( x_1,\ldots,x_J \) are the roots of \( P \), then one can construct exactly \( N \) distinct quantities of the form \( z_k := x_k^M \) for some \( k = 1,\ldots,J \), and these solve the BLZ system (1.1).

**Proof.** This follows from a simple fact. If \( P(\gamma_M x) = P(x) \) then there exists a polynomial \( Q \) of degree \( N = J/M \) such that \( P(x) = Q(x^M) \). In particular \( x \) is a root of \( P \) if and only if \( x^M \) is a root of \( Q \).

In the rest of this section, we study the locus \( \mathcal{P}_{J,M} \) in the large momentum limit, extending the analysis that we have developed for solutions of the BLZ system. In particular, we state the analogous of proposition 4.1 and theorem 5.5 for the system (9.2). We skip most details of the proofs since these are just a simplified version of the proofs of proposition 4.1 and theorem 5.5. Therefore we keep the discussion more informal than in the rest of the paper.

**Remark 9.3.** As we stressed above, the case \( 2 \alpha \in \mathbb{N}^* \) was already studied by Fioravanti in [20]. In particular, he defined the locus \( \mathcal{P}_{J,M} \) and provided a proof of lemma 9.2, slightly different from ours. The section 9 of the present paper and the paper by Fioravanti are however very different in their scope. He looks for an exact description of the locus \( \mathcal{P}_{J,M} \), via an action of the Virasoro algebra (with \( c = 0 \)), while we look for an asymptotic description of the same locus in the large momentum limit. It would be very interesting to compare these two approaches, but unfortunately we do not find in our study of the large momentum limit any vestige of this Virasoro action.

### 9.1 Weakly interacting particle subsystems

We begin with the analogous of proposition 4.1

**Proposition 9.4.** Fix \( N \geq M \geq 3 \) and \( J \in \mathbb{N} \).

1. For every \( L \in \mathbb{C} \), there exists a \( C_L > 0 \) such that if \( x_1,\ldots,x_J \) is a solution of the BLZ system (9.2), then \( |z_k| < C_L \), for all \( k = 1,\ldots,J \).

2. If \( L^{(n)} \) is a diverging sequence of complex numbers \( L^{(n)} \to \infty \) and \( x^{(n)}_1,\ldots,x^{(n)}_J \) a sequence of solutions of the BLZ system with \( L = L^{(n)} \), then

\[
\lim_{n \to \infty} \frac{(M - 2)(x^{(n)}_k)^M}{2L^{(n)}} \to 1, \text{ } \forall k \in \{1,\ldots,J\}.
\]
Proof. We can prove the thesis following the same steps of the proof of proposition 4.1, but with a simplification.

We notice that (9.2) can be written as
\[ V'_G(x_k) + \sum_{j \neq k} I(x_k, I_j) = 0, \quad I(x, y) = -\frac{4}{(x-y)^3}, \tag{9.6} \]
and \( V_G \) is as per (1.8) with \( M = 2\alpha + 2 \). This is the analogous of the decomposition (4.2). The analogous of lemma 4.2 and lemma 4.3 holds: let \( x^{(n)}, y^{(n)} \) be a sequence of a pair of complex numbers such that their ratio converges to a number \( w \in \mathbb{C}, \frac{x^{(n)}}{y^{(n)}} \to w \in \mathbb{C} \), then

1. If \( w \neq 1 \), there exist a \( C > 0 \) such that \( |I(x^{(n)}, y^{(n)})| \leq C|x^{(n)}|^{-3} \).
2. If \( w = 1 \), there exists a \( C > 0 \) such that \( |I(x^{(n)}, y^{(n)}) + I(y^{(n)}, x^{(n)})| \leq C|x^{(n)}|^{-3} \).

The first inequality is easily seen to hold, the second is trivially satisfied because \( I(x, y) + I(y, x) = 0 \) since \( I(x, y) \) is anti-symmetric.

The reader can now easily check that the very same proof of proposition 4.1 leads to thesis.

After proposition 9.4, the roots of system (9.2) condensate about the points
\[ m_l = \gamma_M \left( \frac{2L}{M-2} \right)^{\frac{1}{M}}, \quad l = 0, \ldots, M-1, \tag{9.7} \]
where \( \gamma_M \) is as per (9.4). These are the zeros of the derivative of the external potential \( V_G(x) \).

We can therefore study all equilibria configurations in the large \( L \) limit, by localising the system (9.2) about these points. In fact, we show that the system (9.2) splits into \( M \) weakly interacting sub-systems, and within each subsystem the particles lie approximately at the poles of a rational extension of the harmonic oscillator.

To start with, we denote by \( N_l \) the number of particles which lay around \( m_l, l = 0, \ldots, M-1 \), and, for all \( N_l \neq 0 \), we denote by \( x_{l,k}, 1 \leq k \leq N_l \), the location of the corresponding particles. Finally we make the change of variables
\[ x_{l,k} = m_l \left( 1 + M^{-\frac{1}{M}} \epsilon t_{l,k} \right). \tag{9.8} \]
This coincides with the change of variable (5.8), introduced in the study of the monster potentials. Plugging (9.8) in the system (9.2) we obtain
\begin{align*}
2\epsilon^{-4} & \left( 1 + \frac{1}{M} \epsilon t_{l,k} \right)^M - \epsilon^{-3} \sum_{j \neq k} \frac{4M^3}{(t_{l,k} - t_{l,j})^3} + \\
& - \sum_{l' \neq l} \sum_{j=1}^{N_{l'}} \frac{4M^3}{\left( 1 + M^{-\frac{1}{M}} \epsilon t_{l',j} - \gamma^{l'-l} \left( 1 + M^{-\frac{1}{M}} \epsilon t_{l',j} \right) \right)^3} = 0, \tag{9.9}
\end{align*}
for all \( l = 0 \ldots M - 1, \ k = 1 \ldots N_l \). In the above equation, we have separated 3 contributions: the interaction with the external field, the interaction with particles in the same subsystem, the interaction with particles in a different subsystem.

Expanding the equation (9.9) in power of \( \varepsilon \) and collecting a common factor, we obtain

\[
2t_{l,k} - \sum_{j=1,j\neq k}^{N_l} \frac{4}{(t_{l,k} - t_{l,j})^2} + \varepsilon \frac{(7-M)}{M^4} t_{l,k}^2 + O(\varepsilon^2) = 0,
\]

for all \( l = 0 \ldots M - 1, \ k = 1 \ldots N_l \). We notice two things. First, for \( L \) large, the particle sub-systems asymptotically decouple, as in fact the first interaction between different sub-systems in (9.10) is of order \( O(\varepsilon^3) \). Second, the above system coincides up to order \( O(\varepsilon^2) \) with the system for the rational extensions of \( M \) uncoupled perturbed harmonic oscillators (3.6) with \( \kappa = \frac{(7-M)}{3M^4} \).

**Definition 9.5.** A \( M \)-partition of \( J \geq 1 \) consists of a sequence of \( M \), possibly empty, partitions \( \nu^{(l)} \) of non-negative numbers \( N_l, \ l = 0, \ldots, M - 1 \), which sum up to \( J, \sum_{l=0}^{M-1} N_l = J \).

We denote by \( p_M(N) \) the number of \( M \)-partitions of \( N \).

We have the following theorem, whose proof we omit since it follows from the very same arguments which led us to the proof of theorem 5.5.

**Theorem 9.6.** Fix \( \mathbb{N} \ni M \geq 3 \) and \( J \in \mathbb{N} \). Let \( (P^{(n)}, L^{(n)}) \in \mathcal{P}_{J,M} \) be a sequence such that \( L^{(n)} \to \infty \). Furthermore assume that \( L^{(n)} \) belongs, for \( n \) large, to the complex plane minus a cut connecting \( 0 \) with \( \infty \), so that \( (L^{(n)})^{-\frac{1}{2}} \) can be unambiguously defined.

The sequence \( P^{(n)} \) can be split into \( K \) sub-sequences, with \( 1 \leq K \leq p_M(N) \), each sub-sequence associated to a unique \( M \)-partition \( \{\nu^{(0)}, \ldots, \nu^{(M-1)}\} \) of \( J \) in such a way that the, appropriately ordered, roots \( x_{i,j}^{(n)} \) of \( P^{(n)} \) satisfy the following asymptotics

\[
x_{i,j} = m_l \left( 1 + M^{-\frac{1}{4}} v_j^{(\nu^{(l)})}(L^{(n)})^{-\frac{1}{2}} + O \left( |L^{(n)}|^{-\frac{1}{2}} \right) \right).
\]

Here \( v_j^{(\nu^{(l)})}, j = 1, \ldots, N_l \), are the roots of the polynomial \( P^{(\nu^{(l)})} \), associated to the partition \( \nu^{(l)} \) of \( N_l \) according to formula (1.11).

It remains to prove that for each \( M \)-partition of \( J \) there exists a unique one-parameter family of equilibria \( P(x; L) \), whose roots satisfy (9.11). This is the very same task that we addressed in section 6, 7 and 8 for the BLZ system. If the multiplicity of the zero root is not greater than 6 for each polynomial \( P^{(\nu)} \), we can actually prove that such a unique family of equilibria exists. The general case is however an open problem.

**Remark 9.7.** A particularly interesting case is \( M = 4 \) with the symmetry \( \mathbb{Z}_2 \) (namely \( x \) belongs to the equilibrium if and only if \(-x \) belongs to the equilibrium). In fact, in this case the monster potentials are explicitly expressed in term of Wronskians of Laguerre (or

\[18\] Unless when \( M = 7 \). In which case, we need to consider the potential \( U(t) = t^2 + \varepsilon^2 \mu t^4 \) where \( \mu = -7^{-\frac{1}{2}} \).
Hermite\cite{11} polynomials \cite{10}. According to our theorem 9.6, the non-trivial roots of these Wronskians of Laguerre (or Hermite) polynomials condensate about the points \( L^{1/4} \), and they obey the asymptotics (9.11) for a symmetric 4-partition of \( 2N \), i.e. for a 2-partition of \( N \). This explains the numerical findings, and it is in accordance with the theoretical description, of \cite{8, 10}.

Remark 9.8. proposition 9.4 and theorem 9.6 can be easily extended to study the large \( L \) limit of the following more general problem. Fixed an arbitrary polynomial \( \Pi \) of degree \( M-2 \), \( M \geq 3 \), find the monic polynomials \( P \) of degree \( J \) such that the potential

\[
V(x) = \Pi(x) + \frac{L}{x^2} - 2 \frac{d^2}{dx^2} \log P(x),
\]

has trivial monodromy at all roots of \( P \).

One discovers that the roots of \( P \) condensate about the points \( x \) such that \( \Pi'(x) - \frac{2L}{x^2} = 0 \), and that about such points the roots are distributed approximately as the poles of a rational extension of the harmonic oscillator.

10 Numerics

In this section, we test our results on the location of the roots of the BLZ system when \( L \) is large, against numerical solutions of the same equation.

Recall that if one defines

\[
z_k = \frac{L}{\alpha} \left( 1 + (2\alpha + 2) \frac{1}{4} t_k(L) L^{- \frac{1}{4}} \right)^{2\alpha + 2}, \quad k = 1, \ldots, N, ,
\]

then the unknowns \( t_1(L), \ldots, t_N(L) \) satisfy the perturbation series (5.25), with initial conditions

\[
\lim_{L \to \infty} t_k(L) = v_k[^{\nu}].
\]

In the above formula \( \nu \) is a given partition of \( N \), and \( v_1[^{\nu}], \ldots, v_N[^{\nu}] \) are the roots of the Wronskian of Hermite polynomials \( P[^{\nu}](t) \).

We test our formulas for \( N = 5 \), \( L = 7 \times 10^4 \) and \( \alpha = \frac{\pi}{3} \). For every partition \( \nu \) of 5, we compute the first non-trivial term in the perturbations series (5.25), and we compare this against a numerical solution of the BLZ system (1.1). There are 7 partitions of 5:

- 5 partitions are non-degenerate, and the roots of \( P[^{\nu}] \) are all distinct. According to proposition 6.1, the solutions of the BLZ system have the following asymptotics

\[
z_k = \frac{L}{\alpha} + \frac{(2\alpha + 2) \frac{3}{4} v_k[^{\nu}] L^\frac{3}{4}}{\alpha} \mathcal{O} \left( L^\frac{1}{4} \right).
\]

This behaviour is shown in figure 2, 3, and 4 (left).

\footnote{In particular when \( L = l(l+1) \) with \( l \) a positive integer, these Wronskian of Laguerre polynomials can be expressed in term of Wronskians of Hermite polynomials. In fact, due to the \( \mathbb{Z}_2 \) symmetry, the coefficients of all odd terms in the Laurent expansion at 0 of the potential vanish. Hence, according to theorem 2.2, the monodromy is trivial at \( x = 0 \), hence these potentials are rational extensions of the harmonic oscillator, such that 0 has multiplicity \( \frac{l(l+1)}{2} \).}
Figure 1. On the left, the case of the degenerate partition \((4,1)\), and on the right the conjugate case \((2,1,1,1)\). In yellow the numerical solution with \(L = 7 \times 10^4\) and \(\alpha = \frac{\pi}{3}\), in blue the perturbative solution according to formula (10.2). The star is the point \(z = \frac{L}{\alpha} = \frac{7\pi10^4}{3}\).

- 2 partitions are partially degenerate: \(P^{[\nu]}\) has two distinct non-zero roots, while 0 is a triple root. The corresponding solution of the perturbation series is considered in proposition 8.1, according to which the following formula holds

\[
z_k(L) = \frac{L}{\alpha} + e^{\frac{2\pi ik}{3}(2\alpha + 2)\frac{3}{4}L^\frac{1}{2}}\kappa^\frac{1}{4}L^\frac{1}{4} + \mathcal{O}\left(L^\frac{1}{2}\right), \quad k = 1, 2, 3, \tag{10.2}
\]

\[
z_{a+3}^{[\nu]}(L) = \frac{L}{\alpha} + \frac{(2\alpha + 2)\frac{3}{4}}{\alpha}u_a^{[\nu]}L^\frac{3}{4} + \mathcal{O}\left(L^\frac{1}{2}\right), \quad a = 1, 2, \tag{10.3}
\]

where \(\kappa = \frac{5-2\alpha}{3(2\alpha+2)^\frac{1}{4}}\), and \(u_1^{[\nu]}, u_2^{[\nu]}\) are the two non-trivial roots of \(P^{[\nu]}\). This behaviour is shown in figure 1.

We also make the same test in the case \(N = 6\), for the partition \((3,2,1)\) whose polynomial has a unique root, namely 0, of multiplicity 6. The solution of the perturbation series corresponding to such a partition is considered in proposition 7.7, where we obtained the following asymptotics

\[
z_k(L) = \frac{L}{\alpha} + a^e e^{\frac{2\pi ik}{3}\kappa^\frac{1}{4}(2\alpha + 2)\frac{3}{4}L^\frac{1}{2}}\kappa^\frac{1}{4}L^\frac{1}{4} + \mathcal{O}\left(L^\frac{1}{2}\right), \quad k = 1, 2, 3, \tag{10.4}
\]

\[
z_k(L) = \frac{L}{\alpha} + a^f e^{\frac{2\pi ik}{3}\kappa^\frac{1}{4}(2\alpha + 2)\frac{3}{4}L^\frac{1}{2}}\kappa^\frac{1}{4}L^\frac{1}{4} + \mathcal{O}\left(L^\frac{1}{2}\right), \quad k = 4, 5, 6, \tag{10.4}
\]

with \(\kappa = \frac{5-2\alpha}{3(2\alpha+2)^\frac{1}{4}}\), and \(a^e = \left(\frac{5+3\sqrt{5}}{2}\right)^\frac{1}{3}\). This behaviour is shown in figure 4 (right).

11 Concluding remarks

The Bazhanov-Lukyanov-Zamolodchikov paper [7] has inspired many important developments in the theory of the ODE/IM correspondence, see e.g. [4, 5, 18, 20]. However, little
we knew of the solutions of the BLZ system (1.1) prior to the present paper. This is possibly because the BLZ system is a formidable system of algebraic equations whose solution is difficult even numerically.

The large momentum limit gave us an entry to the study of the solutions of the BLZ system and revealed us many of their mysteries. In fact, we were able — after thousands of pages of computations which ended up in the trash bin of our offices and computers — to reduce the study of the monster potentials to a perturbation of a much easier and better understood problem, the rational extensions of the harmonic oscillator. This fact alone provides us with so many information about the monster potentials that the BLZ conjecture seems finally within reach.
Figure 4. On the left, the case of the non-degenerate self-conjugate partition $(3, 1, 1)$ of $N = 5$, and on the right the completely degenerate partition $(3, 2, 1)$ of $N = 6$. In yellow the numerical solution, in blue the perturbative solution according to formula (10.1) for the case $(3, 1, 1)$, and according to formula (10.4) for the case $(3, 2, 1)$. The star is the point $z = \frac{L}{\alpha} = \frac{2\pi 10^5}{3}$. 

Let us comment about this. According to our notation, the Weak BLZ conjecture is the fact that the number of monster potentials with $N$ roots is $p(N)$, for generic $\alpha, L$. As we showed, the Weak BLZ conjecture follow directly from a much simpler and merely technical conjecture, namely our conjecture 5.8, which states that the perturbation series (5.25) has a unique solution for every partition $\nu$ of $N$.

Assuming that conjecture 5.8 holds (of which there is little doubt), one should be able to prove the full BLZ conjecture by comparing the large momentum expansion of the spectrum of the radial eigenvalue problem for the monster potentials, with the large momentum expansion of solutions of the Bethe Ansatz equations for the excited states of the Quantum KdV model. This again is a technical, if beautiful and difficult, task. Our asymptotic formula of the radial spectrum, see equation (5.23), is a good starting point in this direction, and further study is underway.

Another interesting problem which our paper opens is the study of the $p(N)$-sheeted Riemann surface $B_{N, \alpha}$, whose points $(P(z), L)$ are the monster (more precisely, higher-state) potentials for fixed $N, \alpha$. We only know such a surface locally in a neighbourhood of $L = \infty$. In fact, according to our results, if $P^{[\nu]}(z, L)$ is the branch of this surface which, for $L$ large, is associated to the partition $\nu$ via the asymptotic formula (5.18), then $P^{[\nu]}(z, e^{2\pi i} L) = P^{[\nu^*]}(z, L)$ where $\nu^*$ is the transpose of $\nu$ and $P^{[\nu]}(z, e^{2\pi i} L)$ the result of the analytic continuation along a small loop about $L = \infty$. If one’s only tool is the BLZ system (1.1), the global structure of Riemann surface $B_{N, \alpha}$ seems out of reach. However, it is very possible, and indeed desirable, that the IM side of the correspondence can give us more insight in this problem.

Finally, let us mention that the ODE/IM correspondence exist also for the (generalised) Quantum $g$-KdV models, where $g$ is an untwisted Kac-Moody algebra (the Quantum KdV model coincides with the case $g = sl_2^{(1)}$), and massive deformations of these models [9, 25]. In the massless case, the analogous of the monster potentials are called Quantum KdV...
opers, they were introduced by Feigin and Frenkel in [18] and explicitly constructed in [26, 27]. Of these opers very little is known and the analogous of the BLZ system exists, but it is too intricate to be manipulated by hand. In the massive case, hardly anything is known, even when \( g = s(1) \). The large momentum limit is a very promising tool to study both the massless and the massive case, and it will possibly uncover beautiful and unknown mathematical structures.

A Proof of proposition 8.1

Reasoning as in the beginning of the proof of proposition 7.1, we deduce that we only need to prove the existence and uniqueness of a formal solution satisfying the Ansatz (8.4). To prove the latter statement we will adopt a strategy and a notation similar to that used in the proof of proposition 7.1. Hence the reader should recall the definition of the basis-vectors \( X_1, X_2, X_3 \) of \( \mathbb{C}^3 \), the \( n \)-linear maps \( M_n \) and the Hermitian product \( \langle \cdot, \cdot \rangle \) as per definitions 7.3, 7.4 and 7.2, respectively.

The solvability of the perturbation series involves the invertibility of the following block matrices

\[
P_k^{[v]} = \begin{pmatrix} A^{[v]} + kD^{[v]} & B^{[v]} \\ C^{[v]} \end{pmatrix}, \quad Q_k^{[v]} = \begin{pmatrix} A^{[v]} + kD^{[v]} & 0_{3,2n} \\ 0_{2n,3} & J^{[v]} \end{pmatrix}, \quad k \in \mathbb{C}, \quad (A.1)
\]

where \( 0_{p,q} \) denotes a \( p \times q \) null matrix while \( A^{[v]}, \tilde{A}^{[v]}, B^{[v]}, \tilde{B}^{[v]}, C^{[v]}, \tilde{C}^{[v]}, D^{[v]} \) and \( J^{[v]} \) are as per definition 8.2 and equation (8.2), respectively.

From (A.1), it is straightforward to prove the following lemma.

**Lemma A.1.** Assume that \( A^{[v]} \) is invertible. Then, for any \( k \in \mathbb{C} \), one has

1. \( \det (A^{[v]} + kD^{[v]}) = \det (A^{[v]}) \),

2. \( (A^{[v]} + kD^{[v]})^{-1}B^{[v]} = (A^{[v]})^{-1}B^{[v]} \).

An immediate consequence is this second lemma.

**Lemma A.2.** Assume that \( A^{[v]} \) is invertible. Then, for any \( k \in \mathbb{C} \), one has

1. \( \det (P_k^{[v]}) = \det (\tilde{J}^{[v]}) \det (A^{[v]} - B^{[v]}(\tilde{J}^{[v]})^{-1}C^{[v]}), \)

2. \( \det (Q_k^{[v]}) = \det (\tilde{J}^{[v]}) \det (A^{[v]}). \)

Similarly to proposition 7.1, we shall construct iteratively a solution \( \mathbf{t}^{[v]}(\varepsilon) \) of the form (8.4) to the system \( F_k(\mathbf{t}, \varepsilon) = 0 \), \( k = 1, \ldots, 2n + 3 \), with \( F_k(\mathbf{t}, \varepsilon) \) defined as per (5.26), and show that such solution is unique. Plugging the Ansatz (8.4) in \( F_k(\mathbf{t}, \varepsilon) \), the first perturbative contribution to the expansion of \( F_k(\mathbf{t}^{[v]}(\varepsilon), \varepsilon) \) about \( \varepsilon = 0 \) is \( \mathcal{O}(\varepsilon^{-1}) \) and its cancellation corresponds to the set of equations (7.8) for \( \mathbf{t}^{(0)} \), from which

\[
\mathbf{t}^{(0)} = aX_1 + bX_2, \quad a, b \in \mathbb{C}, \quad b \neq 0.
\quad (A.2)
\]
To fix the coefficients $a$ and $b$ in (A.2), we need to take into account higher perturbative contributions in the expansion of $F_k(t^{[\nu]}(\varepsilon), \varepsilon)$. Setting $t^{(0)}$ as per (A.2) one finds

$$F_k(t^{[\nu]}(\varepsilon), \varepsilon) = -\frac{1}{4M^2} \left( \sum_{l \geq 0} A_k^{(l+1)} \varepsilon^\frac{l-1}{2} + \sum_{l \geq 0} A_k^{(l)} \varepsilon^\frac{l}{2} \right), \quad k = 1, 2, 3,$$

$$F_{a+3}(t^{[\nu]}(\varepsilon), \varepsilon) = -\frac{1}{4M^2} \sum_{l \geq 0} B_a^{(l)} \varepsilon^\frac{l}{2}, \quad a = 1, \ldots, 2n,$$

(A.3)

with $M = 2\alpha + 2$. The system $F_k(t^{[\nu]}(\varepsilon), \varepsilon) = 0$, $k = 1, \ldots, 2n + 3$ can thus be expressed perturbatively as

$$S:\begin{cases} A^{(m)}(t^{[\nu]}(\varepsilon), \varepsilon) = 0, & m \geq -1 \\ B^{(m)}(t^{[\nu]}(\varepsilon), \varepsilon) = 0, & m \geq 0, \end{cases}$$

(A.4)

where $A^{(m)} = (A_1^{(m)}, A_2^{(m)}, \ldots, A_3^{(m)})$, $B^{(m)} = (B_1^{(m)}, \ldots, B_{2n}^{(m)})$ and the first few orders are given by

$$A_1^{(-1)} = 12M_{1,k}(\varepsilon^{(1)}), \quad A_1^{(0)} = \sum_{a=1}^{2n} \frac{4}{a^3(u_a^{[\nu]})}, \quad A_1^{(2)} = (t^{(0)})^2 \sum_{a=1}^{2n} \frac{24}{(u_a^{[\nu]})^5},$$

$$A_2^{(1)} = 12M_{2,k}(\varepsilon^{(2)}) - 24M_{2,k}(\varepsilon^{(1)}, \varepsilon^{(1)}) + 2t_0^{(0)} \left( 1 + \sum_{a=1}^{2n} \frac{6}{(u_a^{[\nu]})^4} \right),$$

$$A_2^{(3)} = 12M_{1,k}(\varepsilon^{(3)}) - 48M_{2,k}(\varepsilon^{(2)}, \varepsilon^{(1)}) + 2t_0^{(1)} \left( 1 + \sum_{a=1}^{2n} \frac{6}{(u_a^{[\nu]})^4} \right) + \frac{36t_0^{(0)}}{M^2} M_{1,k}(\varepsilon^{(1)})$$

$$+ 40M_{3,k}(\varepsilon^{(1)}, \varepsilon^{(1)}, \varepsilon^{(1)}) + (t^{(0)})^3 \sum_{a=1}^{2n} \frac{40}{(u_a^{[\nu]})^6} - \sum_{a=1}^{2n} \frac{12u_a^{(1)}}{(u_a^{[\nu]})^4},$$

$$B_1^{(0)} = \overline{B}_1^{[\nu]}, \quad B_1^{(1)} = -\frac{12}{(u_a^{[\nu]})^4} \sum_{k=1}^{3} t_k^{(0)}, \quad B_1^{(2)} = -\frac{24}{(u_a^{[\nu]})^5} \sum_{k=1}^{3} (t_k^{(0)})^2,$$

$$B_1^{(3)} = \sum_{b=1}^{2n} \left( \varepsilon_b t_{ab}^{(1)} \right) - \frac{12}{(u_a^{[\nu]})^4} \sum_{k=1}^{3} t_k^{(1)} - \frac{40}{(u_a^{[\nu]})^6} \sum_{k=1}^{3} (t_k^{(0)})^3 + \frac{M - 7}{M^2} (u_a^{[\nu]})^2,$$

$$\vdots$$

(A.5)

Notice that $A^{(0)}, A^{(2)} = 0$ together with $B^{(0)} = 0$, correspond to the system (8.1) for $u^{[\nu]}$, whose solution has the following structure

$$u^{[\nu]} = \sum_{i=1}^{n} d_i^{[\nu]} Y_i, \quad \text{(A.6)}$$

where

$$Y_i^\pm = \varepsilon_{2i-1} ^\pm \varepsilon_{2i}, \quad \text{(A.7)}$$
and \( \xi_1, \ldots, \xi_{2n} \) are the standard basis vectors of \( \mathbb{C}^{2n} \). Furthermore, equations \( B^{(1)}, B^{(2)} = 0 \) imply \( a = 0 \), whence

\[
\ell^{(0)} = b X_2.
\]

Let us consider the system

\[
\tilde{S} : \begin{cases}
A^{(-1)}, A^{(1)} = 0 \\
A^{(m)} = 0, & m \geq 3, \\
B^{(m)} = 0, & m \geq 3
\end{cases}
\]

that is the system \( S \) deprived of the equations \( A^{(0)}, A^{(2)} = 0 \) and \( B^{(0)}, B^{(1)}, B^{(2)} = 0 \) that we already exploited to fix \( y^{[\nu]} \) and \( \tilde{u}^{[\nu]} \) as per (A.6) and (A.8), respectively. Moreover we split \( \tilde{S} \) into \( \tilde{S} = \tilde{S}_1 \cup \tilde{S}_2 \), where the subsystems \( \tilde{S}_1 \) and \( \tilde{S}_2 \) are defined as

\[
\tilde{S}_1 : \begin{cases}
A^{(2m-1)} = 0, & m \geq 0, \\
B^{(3m)} = 0, & m \geq 1
\end{cases}
\quad \tilde{S}_2 : \begin{cases}
A^{(2m)} = 0, & m \geq 2, \\
B^{(2m-1-[m/2])} = 0, & m \geq 3
\end{cases}
\]

We divide the proof of the proposition in two parts. The first step is to show that the subsystem \( \tilde{S}_1 \) admits a unique solution \( \ell^{[\nu]}(\varepsilon) \) of the form (8.4) for each \( y^{[\nu]} \) and depending on the parameter \( \alpha \neq \frac{3}{2} \). To this aim, we exploit the fact that the dependence of \( A^{(2m-1)} \) and \( B^{(3m)} \) on the higher order terms converges to the following expressions for \( m \) sufficiently large:

\[
A_k^{(2m-1)} = 12 M_{1,k}(A^{(m+1)}) - 48 M_{k,2}(A^{(1)}, A^{(m)}) + 2 t_k^{(m-1)} \left( 1 + \sum_{a=1}^{2n} \frac{6}{(u_a^{[\nu]})^4} \right)
\]

\[
+ \frac{36 t_k^{(0)}}{M^{\frac{7}{2}}} M_{1,k}(A^{(m-1)}) - 48 M_{2,k}(A^{(2)}, A^{(m-1)}) + 120 M_{3,k}(A^{(1)}, A^{(1)}, A^{(m-1)})
\]

\[
+ 12 t_k^{(m-2)} \left( \frac{3}{M^{\frac{7}{2}}} M_{1,k}(A^{(1)}) + (t_k^{(0)})^2 \sum_{a=1}^{2n} \left( \frac{10}{(u_a^{[\nu]})^6} \right) \right) - 48 M_{2,k}(A^{(3)}, A^{(m-2)})
\]

\[
+ \frac{36}{M^{\frac{7}{2}}} t_k^{(1)} M_{1,k}(A^{(m-2)}) - 4 t_k^{(0)} M_{2,k}(A^{(1)}, A^{(m-2)}) - 240 M_{4,k}(A^{(1)}, A^{(1)}, A^{(1)}, A^{(m-2)})
\]

\[
+ 240 M_{3,k}(A^{(1)}, A^{(2)}, A^{(m-2)}) + \frac{2 t_k^{(m-3)}}{M^{\frac{7}{2}}} \left( (M - 1) t_k^{(0)} + 18 M_{1,k}(A^{(2)}) + \sum_{a=1}^{2n} \frac{36 t_k^{(0)}}{(u_a^{[\nu]})^4} \right)
\]

\[
- 36 M_{2,k}(A^{(1)}, A^{(1)}) - \sum_{a=1}^{2n} \frac{210 M^{\frac{7}{2}}}{(u_a^{[\nu]})^8} + \sum_{a=1}^{2n} \frac{120 M^{\frac{7}{2}} t_k^{(0)} t^{(1)}_k}{(u_a^{[\nu]})^6} - \sum_{a=1}^{2n} \frac{120 M^{\frac{7}{2}} t_k^{(0)} t^{(1)}_k (u_a^{[\nu]})}{(u_a^{[\nu]})^6}
\]

\[
+ \frac{36}{M^{\frac{7}{2}}} \left( (t_k^{(0)})^2 + M^{\frac{7}{2}} t^{(2)}_k \right) M_{1,k}(A^{(m-3)}) - 48 M_{2,k}(A^{(4)}, A^{(m-3)}) + 120 M_{3,k}(A^{(2)}, A^{(2)}, A^{(m-3)})
\]

\[
- 144 M_{2,k}(A^{(2)}, A^{(m-3)}) + t_k^{(0)} M_{2,k}(A^{(1)}, A^{(m-3)}) + \frac{360 t_k^{(0)}}{M^{\frac{7}{2}}} M_{3,k}(A^{(1)}, A^{(1)}, A^{(m-3)})
\]

\[
- 720 M_{4,k}(A^{(1)}, A^{(1)}, A^{(2)}, A^{(m-3)}) + 420 M_{5,k}(A^{(1)}, A^{(1)}, A^{(1)}, A^{(2)}, A^{(m-3)})
\]
\[ + 240 M_{3,k} \left( t_k^{(1)}, t_k^{(3)}, t_k^{(m-3)} \right) + g_{A,k}^{(2m-1)} \left( u_k^{(\lfloor (2m-1)/3 \rfloor - 1)}, u_k^{((2m-1)/3)} \right) \\
+ f_{A,k}^{(2m-1)} \left( \mu_0, \ldots, \mu_{(m-4)}, u_0, \ldots, u_k^{((2m-1)/3) - 2} \right), \quad m \geq 8, \]  

(A.11)

and

\[
B_a^{(3m)} = \sum_{b=1}^{2n} \left( u_b^{(m)} \right) + g_{B,a}^{(3m)} \left( t_k^{(2m-2 - \lfloor m/2 \rfloor)}, t_k^{(2m-1 - \lfloor m/2 \rfloor)} \right) \\
+ f_{B,a}^{(3m)} \left( \mu_0, \ldots, t_k^{(2m-3 - \lfloor m/2 \rfloor)}, u_0, \ldots, u_k^{(m-1)} \right), \quad m \geq 3, \]  

(A.12)

where the functions \( g_A^{(2m-1)} = (g_{A,1}^{(2m-1)}, g_{A,2}^{(2m-1)}, g_{A,3}^{(2m-1)}) \) and \( g_B^{(2m-1)} = (g_{B,1}^{(2m-1)}, \ldots, g_{B,2n}^{(2m-1)}) \) are

\[
g_{A,k}^{(2m-1)} = -720 \left( t_k^{(0)} \right)^2 \left( \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor)} \right) \left( t_k^{(1)} \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) \frac{1}{6 \left( u_a^{[\nu]} \right)^6} + 48 t_k^{(2)} \left( \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) \frac{1}{\left( u_a^{[\nu]} \right)^5}, \quad m \cong 0 \mod 3, \\
+ \frac{2n}{u_0^{(m)}} \left( u_0^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) - 672 \left( t_k^{(0)} \right)^5 \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \frac{1}{\left( u_a^{[\nu]} \right)^9} - 48 \left( t_k^{(2)} \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) \frac{1}{\left( u_a^{[\nu]} \right)^5}, \quad m \cong 1 \mod 3, \\
- 240 \left( t_k^{(0)} \right)^3 \left( \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) \frac{1}{\left( u_a^{[\nu]} \right)^7} + 4 \left( t_k^{(0)} \right)^4 \left( \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) \frac{1}{\left( u_a^{[\nu]} \right)^8} + 4 \left( t_k^{(2)} \sum_{a=1}^{2n} u_a^{(\lfloor (2m-1)/3 \rfloor - 1)} \right) \frac{1}{\left( u_a^{[\nu]} \right)^5}, \quad m \cong 2 \mod 3, \]  

(A.13)

and

\[
g_{B,a}^{(2m-1)} = -48 \left( u_a^{[\nu]} \right)^5 \left( \sum_{k=1}^{3} t_k^{(0)} \left( t_k^{(2m-1 - \lfloor m/2 \rfloor)} \right) + \sum_{k=1}^{3} t_k^{(1)} \left( t_k^{(2m-2 - \lfloor m/2 \rfloor)} \right) - u_a^{(1)} \sum_{k=1}^{3} t_k^{(2m-2 - \lfloor m/2 \rfloor)} \right) \\
+ \frac{5}{\left( u_a^{[\nu]} \right)^2} \sum_{k=1}^{3} \left( t_k^{(0)} \right)^3 \left( t_k^{(2m-2 - \lfloor m/2 \rfloor)} \right) \left( M_1^{(0)} \sum_{k=1}^{3} t_k^{(2m-2 - \lfloor m/2 \rfloor)} \right), \quad m \cong 0 \mod 2, \\
- 12 \left( u_a^{[\nu]} \right)^4 \sum_{k=1}^{3} t_k^{(2m-1 - \lfloor m/2 \rfloor)} - \frac{120}{\left( u_a^{[\nu]} \right)^6} \sum_{k=1}^{3} \left( t_k^{(0)} \right)^2 t_k^{(2m-2 - \lfloor m/2 \rfloor)}, \quad m \cong 1 \mod 2, \]  

(A.14)

while the functions \( f_A^{(2m-1)} = (f_{A,1}^{(2m-1)}, f_{A,2}^{(2m-1)}, f_{A,3}^{(2m-1)}) \) and \( f_B^{(2m-1)} = (f_{B,1}^{(2m-1)}, \ldots, f_{B,2n}^{(2m-1)}) \) collect all the lower order terms.
The second step is instead to show that the coefficients \( \{ \xi^{(m)} \}_{m \geq 0} \) and \( \{ u^{(m)} \}_{m \geq 1} \) of the solution \( \xi^{(\nu)}(\varepsilon) \) admits a cyclic structure of the form

\[
\xi^{(m)} = \begin{cases} 
    c_2^{(m)} X_2, & m \equiv 0 \mod 3 \\
    c_1^{(m)} X_1, & m \equiv 1 \mod 3 \\
    c_3^{(m)} X_3, & m \equiv 2 \mod 3
\end{cases}, \quad 
\frac{\sum_{i=1}^{n} d_i^{(m)} Y_i^-}{d_i^{(m)} Y_i^+}, \quad \frac{\sum_{i=1}^{n} d_i^{(m)} Y_i^+}{d_i^{(m)} Y_i^-}
\]

(\ref{A.15})

and that the subsystem \( \tilde{S}_2 \) is trivially fulfilled by such a solution. In this way we prove the existence of a unique solution to \( F_k(\xi, \varepsilon) = 0, k = 1, \ldots, 2n + 3 \) of the form (8.4) which possesses the cyclic structure (A.15).

Let us focus on the first part. Notice that before attacking the general case, we must first determine the coefficients \( \xi^{(0)}, \ldots, \xi^{(4)} \) which appear explicitly in the expressions of \( A^{(2m-1)} \) and \( B^{(2m)} \). The strategy that we shall follow is similar to that of proposition 7.1, although the computation is much more involved. First of all we express \( \xi^{(l)}, \ l \geq 1 \) in the basis \( \mathcal{B} \) with coefficients \( c_1^{(l)}, c_2^{(l)}, c_3^{(l)} \) as per (7.14). Moreover, we introduce the row vectors \( \underline{x}^{(m)} \in \mathbb{C}^{2n+3} \) and \( \underline{y}^{(m)} \in \mathbb{C}^{3} \) defined as

\[
\underline{x}^{(m)} = \left( 10b^2 c_2^{(m-1)}, c_1^{(m)}, \frac{c_3^{(m+1)}}{2b^2} \right), \quad \underline{y}^{(m)} = \left( 10b^2 c_2^{(m-1)}, c_1^{(m)}, \frac{c_3^{(m+1)}}{2b^2} \right).
\]

(A.16)

The equation \( A^{(-1)} = 0 \) implies that \( \xi^{(1)} \in \text{Ker}(M_1) \), whence

\[
c_3^{(1)} = 0.
\]

(A.17)

In order to fix \( b \), hence \( \xi^{(0)} \), we combine the projection of the vector equations \( A^{(1)}, A^{(3)}, A^{(5)} = 0 \) along the basis \( \mathcal{B} \) with \( B^{(3)} = 0 \) so as to arrive at the following system of equations

\[
\tilde{S}_1:\begin{cases} 
    (A^{(1)}, X_2) = 0 \\
    (A^{(3)}, X_1) = 0 \\
    (A^{(5)}, X_3) = 0 \\
    B^{(3)} = 0 \quad 
\end{cases} \quad \rightarrow \quad 
\tilde{c}^{(2)}_3 = \frac{b^5}{2} \left( 1 + \frac{2n}{6} \sum_{a=1}^{2n} \frac{1}{(u_a^{(\nu)})^4} \right),
\]

(A.18)

where *\( ^T \) denotes the transposition. \( \tilde{\underline{x}}^{(1)} = ( -20b^3, -6c^{(1)}_1, u_1^{(1)} , \ldots, u_{2n}^{(1)} ) \in \mathbb{C}^{2n+2} \) and

\[
\tilde{\underline{u}}^{(1)} = \tilde{\underline{a}}^{(1)}(u^{(\nu)}; \alpha) = \frac{M - 7}{M^4} \left( 0, \frac{1}{20}, -(u_1^{(\nu)})^2, \ldots, -(u_{2n}^{(\nu)})^2 \right) \in \mathbb{C}^{2n+2}.
\]

(A.19)
Under the assumptions det(\(\tilde{\mathbf{J}}[^{\nu}]\)), det(\(\tilde{\mathbf{A}}[^{\nu}] - \tilde{\mathbf{B}}[^{\nu}]\tilde{\mathbf{J}}[^{\nu}]^{-1}\tilde{\mathbf{C}}[^{\nu}]\)) \(\neq 0\), it follows that det(\(\mathbf{M}^{(1)}\)) \(\neq 0\). Therefore, the linear system \(\mathbf{M}^{(1)}(\mathbf{\tilde{x}}^{(1)})^T = (\mathbf{\tilde{a}}^{(1)})^T\) admits a unique solution \(\mathbf{\tilde{x}}^{(1)} = \mathbf{\tilde{a}}^{(1)}(\mathbf{\bar{u}}[^{\nu}]; \alpha)\) which fixes uniquely

\[
b = b(\mathbf{\bar{u}}[^{\nu}]; \alpha), \quad c_1^{(1)} = c_1^{(1)}(\mathbf{\bar{u}}[^{\nu}]; \alpha), \quad c_2^{(2)} = c_2^{(2)}(\mathbf{\bar{u}}[^{\nu}]; \alpha), \quad \mathbf{\bar{u}}^{(1)} = \mathbf{\bar{u}}^{(1)}(\mathbf{\bar{u}}[^{\nu}]; \alpha). \tag{A.20}
\]

Notice that for \(\alpha = \frac{5}{2}\), i.e. \(M = 7\), the solution to the linear system \(\mathbf{M}^{(1)}(\mathbf{\tilde{x}}^{(1)})^T = (\mathbf{\tilde{a}}^{(1)})^T\) is the trivial one \(\mathbf{\tilde{x}}^{(1)}(\mathbf{\tilde{u}}[^{\nu}]; \frac{5}{2}) = 0\), whence \(b(\mathbf{\bar{u}}[^{\nu}]; \frac{5}{2}) = 0\). In the following we shall set \(\alpha \neq \frac{5}{2}\) so that \(b(\mathbf{\bar{u}}[^{\nu}]; \alpha) \neq 0\).

In summary, we found

\[
\mathbf{\bar{t}}^{(0)}(\mathbf{\bar{u}}[^{\nu}]; \alpha) = b(\mathbf{\bar{u}}[^{\nu}]; \alpha) \mathbf{X}_2, \quad \mathbf{\bar{u}}^{(1)} = \mathbf{\bar{u}}^{(1)}(\mathbf{\bar{u}}[^{\nu}]; \alpha). \tag{A.21}
\]

Decomposing the equations of \(\tilde{S}_1\) in a similar way, we can determine the higher order coefficients iteratively. To completely fix \(\mathbf{\bar{t}}^{(1)}\) and \(\mathbf{\bar{u}}^{(2)}\), we combine the projection of the vector equations \(\mathbf{A}^{(3)}, \mathbf{A}^{(5)}, \mathbf{A}^{(7)} = 0\) along the basis \(\mathcal{B}\) with \(\mathbf{B}^{(6)} = 0\). Using (A.17) and (A.20) we arrive at the following system of equations

\[
\tilde{S}_1^{(2)}: \begin{cases} 
\langle \mathbf{A}^{(3)}, \mathbf{X}_2 \rangle = 0 \\
\langle \mathbf{A}^{(5)}, \mathbf{X}_3 \rangle = 0 \\
\langle \mathbf{A}^{(7)}, \mathbf{X}_5 \rangle = 0 \end{cases} \quad \rightarrow \quad \mathbf{M}^{(2)}(\mathbf{\tilde{x}}^{(2)})^T = (\mathbf{\tilde{a}}^{(2)})^T, \tag{A.22}
\]

where \(\mathbf{M}^{(2)} = \mathbf{Q}_k[^{\nu}]\) with \(k = (M^4b^3)^{-1}\), \(\mathbf{\tilde{x}}^{(2)} = \left(10b^2c_2^{(1)}, c_1^{(2)}, c_3^{(3)}, u_1^{(2)}, \ldots, u_{2n}^{(2)}\right)\) as per (A.16) and \(\mathbf{\tilde{a}}^{(2)} = \mathbf{\tilde{a}}^{(2)}(\mathbf{\bar{u}}[^{\nu}]; \alpha) \in \mathbb{C}^{2n+3}\) is some vector function with \(a_1^{(2)}, a_2^{(2)}, a_3^{(3)} = 0\). Using (2) of lemma A.2 and the assumptions det(\(\mathbf{A}[^{\nu}]\)), det(\(\tilde{\mathbf{J}}[^{\nu}]\)) \(\neq 0\), it follows that det(\(\mathbf{M}^{(2)}\)) \(\neq 0\). Hence, the linear system (A.22) admits a unique solution \(\mathbf{\tilde{x}}^{(2)} = \mathbf{\tilde{a}}^{(2)}(\mathbf{\bar{u}}[^{\nu}]; \alpha)\) with \(x_1^{(2)}, x_2^{(2)}, x_3^{(3)} = 0\) which fixes uniquely

\[
c_1^{(2)} = c_2^{(2)} = c_3^{(3)} = 0, \quad \mathbf{\bar{u}}^{(2)} = \mathbf{\bar{u}}^{(2)}(\mathbf{\bar{u}}[^{\nu}]; \alpha). \tag{A.23}
\]

Combining (A.17), (A.20) and (A.23) together we find

\[
\mathbf{\bar{t}}^{(1)}(\mathbf{\bar{u}}[^{\nu}]; \alpha) = c_1^{(1)}(\mathbf{\bar{u}}[^{\nu}]; \alpha) \mathbf{X}_1, \quad \mathbf{\bar{u}}^{(2)} = \mathbf{\bar{u}}^{(2)}(\mathbf{\bar{u}}[^{\nu}]; \alpha). \tag{A.24}
\]

Going further, we can completely fix \(\mathbf{\bar{t}}^{(2)}\) plugging (A.17), (A.20) and (A.23) inside the system

\[
\tilde{S}_1^{(3)}: \begin{cases} 
\langle \mathbf{A}^{(5)}, \mathbf{X}_2 \rangle = 0 \\
\langle \mathbf{A}^{(7)}, \mathbf{X}_4 \rangle = 0 \\
\langle \mathbf{A}^{(9)}, \mathbf{X}_5 \rangle = 0 \end{cases} \quad \rightarrow \quad \mathbf{N}^{(3)}(\mathbf{\tilde{y}}^{(3)})^T = (\mathbf{\tilde{b}}^{(3)})^T, \tag{A.25}
\]
where \( \mathbf{N}^{(3)} = A^{[\nu]} + k \mathbf{D}^{[\nu]} \) with \( k = \left( M^4 b^3 \right)^{-1} \), \( \mathbf{y}^{(3)} = \left( 10b^2 c_2^{(2)} c_1^{(3)}, c^{(4)}_3 \right) \) as per (A.16) and \( \mathbb{C}^3 \ni \mathbf{b}^{(3)} = 0 \). Using (1) of lemma A.1 and the assumption \( \det (A^{[\nu]}) \neq 0 \), it follows that the linear system (A.25) admits the trivial solution \( \mathbf{y}^{(3)} = 0 \) which fixes \( c_2^{(2)} = c_1^{(3)} = c_3^{(4)} = 0 \).

Combining (A.20), (A.23) and (A.26) together we find
\[
\mathcal{t}^{(2)}(\mathbf{u}^{[\nu]}; \alpha) = c_3^{(2)}(\mathbf{u}^{[\nu]}; \alpha) \mathbf{X}_3.
\]

The construction displayed above suggests an iterative procedure to construct the coefficients \( \mathcal{t}^{(m)} \) and \( \mathcal{u}^{(m)} \) from the previous ones. The idea is indeed to straighten the system \( \tilde{\mathcal{S}}_1 \) defined as per (A.10) by taking into account suitable combinations of its constituent vector equations coming together to form linear systems. The structure of the system suggests that the combinations to be considered are
\[
\tilde{\mathcal{S}}^{(m)}_1 : \begin{cases}
\langle A^{(2m-1)}, \mathbf{X}_2 \rangle = 0 \\
\langle A^{(2m+1)}, \mathbf{X}_1 \rangle = 0 \\
\langle A^{(2m+3)}, \mathbf{X}_3 \rangle = 0 \\
B^{(3m)} = 0
\end{cases}, \quad (m \equiv 1 \mod 3 \lor m \equiv 2 \mod 3), \quad m \geq 1, \quad (A.28)
\]
and
\[
\tilde{\mathcal{S}}^{(m)}_1 : \begin{cases}
\langle A^{(2m-1)}, \mathbf{X}_2 \rangle = 0 \\
\langle A^{(2m+1)}, \mathbf{X}_1 \rangle = 0 \\
\langle A^{(2m+3)}, \mathbf{X}_3 \rangle = 0
\end{cases}, \quad m \equiv 0 \mod 3, \quad m \geq 3. \quad (A.29)
\]
which are such that
\[
\tilde{\mathcal{S}}_1 = \bigcup_{m \geq 1} \tilde{\mathcal{S}}^{(m)}_1,
\]
since \( \langle A^{(1)}, \mathbf{X}_1 \rangle, \langle A^{(1)}, \mathbf{X}_3 \rangle \) and \( A^{(-1)} \) vanish identically upon setting \( c_3^{(1)} = 0 \) as per (A.17).

We still need to compute \( \mathcal{t}^{(3)} \) and \( \mathcal{u}^{(4)} \) by iterating once again the procedure described above. To fix \( \mathcal{t}^{(3)} \) and \( \mathcal{u}^{(4)} \) we use (A.21), (A.23), (A.24), (A.26) and (A.27) inside the system
\[
\tilde{\mathcal{S}}^{(4)}_1 : \begin{cases}
\langle A^{(7)}, \mathbf{X}_2 \rangle = 0 \\
\langle A^{(9)}, \mathbf{X}_1 \rangle = 0 \\
\langle A^{(11)}, \mathbf{X}_3 \rangle = 0 \\
B^{(9)} = 0
\end{cases} \quad \to \quad \mathbf{M}^{(4)}(\mathbf{z}^{(4)})^T = (\mathbf{a}^{(4)})^T, \quad (A.30)
\]
where \( \mathbf{M}^{(4)} = \mathbf{P}^{[\nu]}_k \) with \( k = \left( M^4 b^3 \right)^{-1} \), \( \mathbf{z}^{(4)} = \left( 10b^2 c_2^{(3)} c_1^{(4)}, c^{(5)}_3, u_1^{(3)}, \ldots, u_{2n}^{(3)} \right) \) as per (A.16) and \( \mathbf{a}^{(4)} = a^{(4)}(\mathbf{u}^{[\nu]}; \alpha) \in \mathbb{C}^{2n+3} \) is some vector function. Using (1) of lemma A.2
and the assumptions \( \det(\tilde{J}^{[v]}), \det(A^{[v]}), \det(A^{[v]} - B^{[v]}(\tilde{J}^{[v]}))^{-1}C^{[v]} \neq 0 \), it follows that the linear system \((A.30)\) admits a unique solution \( x^{(4)} = x^{(4)}(u^{[v]}; \alpha) \) which fixes uniquely

\[
c_2^{(3)} = c_2^{(3)}(u^{[v]}; \alpha), \quad c_1^{(4)} = c_1^{(4)}(u^{[v]}; \alpha), \quad c_3^{(5)} = c_3^{(5)}(u^{[v]}; \alpha), \quad u^{(3)} = u^{(3)}(u^{[v]}; \alpha).
\]

(A.31)

Combining \((A.23), (A.26)\) and \((A.31)\) together gives

\[
x^{(3)}(u^{[v]}; \alpha) = c_2^{(3)}(u^{[v]}; \alpha) X_3, \quad u^{(3)} = u^{(3)}(u^{[v]}; \alpha).
\]

(A.32)

Finally, to fix \( \ell^{(4)} \) and \( u^{(4)} \) we use \((A.21), (A.24), (A.26), (A.27), (A.31)\) and \((A.32)\) inside the system

\[
\tilde{S}_1^{(5)}: \begin{cases}
(A^{(9)}, X_3) = 0 \\
(A^{(11)}, X_1) = 0 \\
(A^{(13)}, X_3) = 0 \\
F^{(12)} = 0
\end{cases} \quad \rightarrow \quad M^{(5)}(\tilde{x}^{(5)})^T = (\tilde{u}^{(5)})^T,
\]

(A.33)

where \( M^{(5)} = Q^{[v]}_k \) with \( k = (M^{4} b^{2})^{-1}, \tilde{x}^{(5)} = \left(10b^2 c_2^{(4)}, c_1^{(5)}, c_3^{(6)} M^{2}, u_1^{(4)}, \ldots, u_{2n}^{(4)}\right) \) as per \((A.16)\) and \( \tilde{u}^{(5)} = \tilde{u}^{(5)}(u^{[v]}; \alpha) \in C^{2n+3} \) is some vector function with \( a_1^{(5)}, a_2^{(5)}, a_3^{(5)} = 0 \). Therefore, under the assumptions \( \det(A^{[v]}), \det(\tilde{J}^{[v]}) \neq 0 \), the linear system \((A.33)\) admits a unique solution \( \tilde{x}^{(5)} = \tilde{x}^{(5)}(\tilde{u}^{[v]}; \alpha) \) with \( x_1^{(5)}, x_2^{(5)}, x_3^{(5)} = 0 \) which fixes uniquely

\[
c_2^{(4)} = c_1^{(5)} = c_3^{(6)} = 0, \quad u^{(4)} = u^{(4)}(u^{[v]}; \alpha).
\]

(A.34)

Combining \((A.26), (A.31)\) and \((A.34)\) together gives

\[
\ell^{(4)}(u^{[v]}; \alpha) = c_1^{(4)}(u^{[v]}; \alpha) X_1, \quad u^{(4)} = u^{(4)}(u^{[v]}; \alpha).
\]

(A.35)

We are now ready to show by induction that the system \( \tilde{S}_1 \) admits a unique solution. In the following, we shall refer to the general expressions \((A.11)\) and \((A.12)\). Let us fix an arbitrary \( m \equiv 1 \mod 3, \) with \( m \geq 10, \) and determine \( \ell^{(m+1)} \) and \( u^{((2m+4)/3)} \) in terms of \( \ell^{(0)}, \ell^{(m)}, u^{[v]}, \ldots, u^{((2m+1)/3)} \). According to \((A.28)\), since \( m \equiv 1 \mod 3 \) the first system to consider is

\[
\tilde{S}_1^{(m)}: \begin{cases}
(A^{(2m-1)}, X_3) = 0 \\
(A^{(2m+1)}, X_1) = 0 \\
(A^{(2m+3)}, X_3) = 0 \\
F^{(2m+1)} = 0
\end{cases} \quad \rightarrow \quad M^{(m)}(\tilde{x}^{(m)})^T = (\tilde{u}^{(m)})^T,
\]

(A.36)

where \( M^{(m)} = P^{[v]}_k \) with \( k = (M^{4} b^{2})^{-1}, \tilde{x}^{(m)} \) is as per \((A.16)\), namely

\[
\tilde{x}^{(m)} = \left(10b^2 c_2^{(m-1)}, c_1^{(m)}, c_3^{(m+1)} M^{2}, u_1^{((2m+1)/3)}, \ldots, u_{2n}^{((2m+1)/3)}\right).
\]
Finally, using (A.36) and (A.38) the last system is

\[
\begin{align*}
\tilde{S}_{(m+2)}^{(m+2)}: & \quad \begin{cases} 
\langle A^{(2m+3)}, X_2 \rangle = 0 \\
\langle A^{(2m+5)}, X_1 \rangle = 0 \\
\langle A^{(2m+7)}, X_3 \rangle = 0
\end{cases} \\
\rightarrow & \quad N^{(m+2)}(\tilde{y}^{(m+2)})^T = (\tilde{y}^{(m+2)})^T, 
\end{align*}
\]

where \( N^{(m+2)} = A^{[v]} + kD^{[v]} \) with \( k = \left( M^{\frac{1}{2}} b^3 \right)^{-1} \), \( \tilde{y}^{(m+2)} \) as per (A.16), namely

\[
\tilde{y}^{(m+2)} = \left( 10b^2 c_2^{(m+1)}, c_1^{(m+1)}, c_3^{(m+2)}, u_1^{(2m+4)/3}, \ldots, u_{2n}^{(2m+4)/3} \right),
\]

and \( \tilde{y}^{(m+1)} \in \mathbb{C}^{2n+3} \) is some vector function that depends on \( \tilde{t}^{(0)} \), \ldots, \( \tilde{t}^{(m-1)} \), \( \tilde{u}^{[v]} \), \ldots, \( \tilde{u}^{(2m-2)/3} \). Again, the invertibility of \( Q^{[v]}_k \) ensures that there exists a unique solution \( \tilde{x}^{(m+1)} \) to (A.38) expressed as a function of \( \tilde{x}^{(0)} \), \ldots, \( \tilde{x}^{(m-1)} \), \( \tilde{u}^{[v]} \), \ldots, \( \tilde{u}^{(2m-2)/3} \) which fixes uniquely

\[
\begin{align*}
\tilde{x}_2^{(m+1)} & = (m+1)(\tilde{t}^{(0)}), \ldots, \tilde{t}^{(m-1)}, \tilde{u}^{[v]}, \ldots, \tilde{u}^{(2m-2)/3}, \\
\tilde{x}_3^{(m+1)} & = (m+1)(\tilde{t}^{(0)}, \ldots, \tilde{t}^{(m-1)}, \tilde{u}^{[v]}, \ldots, \tilde{u}^{(2m-2)/3}), \\
\tilde{x}_3^{(m+2)} & = (m+2)(\tilde{t}^{(0)}, \ldots, \tilde{t}^{(m-1)}, \tilde{u}^{[v]}, \ldots, \tilde{u}^{(2m-2)/3}), \\
\tilde{x}_4^{(m+2)/3} & = (m+2)(\tilde{t}^{(0)}, \ldots, \tilde{t}^{(m-1)}, \tilde{u}^{[v]}, \ldots, \tilde{u}^{(2m-2)/3}).
\end{align*}
\]

Finally, using (A.36) and (A.38) the last system is

\[
\tilde{S}_{(m+2)}^{(m+2)}: \quad \begin{cases} 
\langle A^{(2m+3)}, X_2 \rangle = 0 \\
\langle A^{(2m+5)}, X_1 \rangle = 0 \\
\langle A^{(2m+7)}, X_3 \rangle = 0
\end{cases} \\
\rightarrow & \quad N^{(m+2)}(\tilde{y}^{(m+2)})^T = (\tilde{y}^{(m+2)})^T,
\]

where \( N^{(m+2)} = A^{[v]} + kD^{[v]} \) with \( k = \left( M^{\frac{1}{2}} b^3 \right)^{-1} \), \( \tilde{y}^{(m+2)} \) as per (A.16), namely

\[
\tilde{y}^{(m+2)} = \left( 10b^2 c_2^{(m+1)}, c_1^{(m+1)}, c_3^{(m+2)}, \frac{c_3^{(m+3)}}{2b^2} \right).
\]
and $t^{(m+2)} \in \mathbb{C}^3$ is some vector function that depends on $t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}$.

As before, the invertibility of $A^{[v]}$ provides a unique solution $y^{(m+2)}$ to (A.40) expressed as a function of $t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}$ which fixes uniquely

\[
  c_2^{(m+1)} = c_2^{(m+1)}(t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}),
\]
\[
c_1^{(m+2)} = c_1^{(m+2)}(t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}),
\]
\[
c_3^{(m+3)} = c_3^{(m+3)}(t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}),
\]
\[
y^{((2m+4)/3)} = y^{((2m+4)/3)}(t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}). \tag{A.41}
\]

In conclusion, combining (A.37), (A.39) and (A.41) together gives

\[
  \ell^{(m+1)} = \ell^{(m+1)}(t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}),
\]
\[
y^{((2m+4)/3)} = y^{((2m+4)/3)}(t^{(0)}, \ldots, t^{(m)}, u^{[v]}, \ldots, u^{((2m-2)/3)}). \tag{A.42}
\]

Going further with the same reasoning, it is easy to fix $t^{(m+2)}$ and $t^{(m+3)}$ in terms of $t^{(0)}, \ldots, t^{(m+1)}, u^{[v]}, \ldots, u^{((2m-2)/3)}$ and $t^{(0)}, \ldots, t^{(m+2)}, u^{[v]}, \ldots, u^{((2m-2)/3)}$, respectively, thus proving that the closure of the system $\hat{S}_1$ holds for any $m$. In conclusion, we proved that the subsystem $\hat{S}_1$ admits a unique solution $t^{[v]}(\epsilon)$ of the form (8.4) for each $u^{[v]}$ and $\alpha \neq \frac{5}{2}$.

Let us now deal with the second part of the proof. We start by observing that the transformation

\[
(t_1, \ldots, t_{2n+3}; \epsilon) \rightarrow (-t_{\sigma(1)}, \ldots, -t_{\sigma(2n+3)}; -\epsilon), \tag{A.43}
\]

is a symmetry of the system $F_k(t^{(k)}, \epsilon) = 0$, $k = 1, \ldots, 2n+3$, for any $\sigma \in S_{2n+3}$. In particular, this implies that if $t^{[v]}_1(\epsilon), \ldots, t^{[v]}_{2n+3}(\epsilon)$ as per (8.4) solves $F_k(t^{(k)}(\epsilon), \epsilon) = 0$, $k = 1, \ldots, 2n + 3$ — and consequently the subsystem $\hat{S}_1$ — so does $-t^{[v]}_{\sigma(1)}(-\epsilon), \ldots, -t^{[v]}_{\sigma(2n+3)}(-\epsilon)$. Now, given that $\lim_{\epsilon \to 0} t^{[v]}_k(\epsilon) = v^{[v]}_k$, with $v^{[v]}_1, v^{[v]}_2, v^{[v]}_3 = 0$ and $v^{[v]}_{a+3} = v^{[v]}_a$, $a = 1, \ldots, 2n$, is a fixed point of the latter symmetry and that the solution $t^{[v]}_k(\epsilon)$ to $\hat{S}_1$ is unique for each $u^{[v]}$, it follows that

\[
  t^{[v]}_k(\epsilon) = t^{[v]}_{\sigma(k)}(-\epsilon), \quad k = 1, \ldots, 2n + 3, \tag{A.44}
\]

for some $\sigma \in S_{2n+3}$. In particular, choosing $t^{(0)}_k = \omega^{k-1} t, k = 1, 2, 3$ as per (8.5) and $u^{[v]} = \sum_{i=1}^n q_i^{[v]} Y_i^{(-)}$ as per (A.6) and (A.7), it can be easily checked that $\sigma = (123)(45)(67) \ldots (2n + 2, 2n + 3)$ and the coefficients $\{\ell^{(m)}\}_{m \geq 1}$ and $\{y^{(m)}\}_{m \geq 1}$ of $t^{[v]}(\epsilon)$ must possess the cyclic structure (A.15).

Next, let us show that the subsystem $\tilde{S}_2$ as per (A.10) vanish identically provided the coefficients $\{\ell^{(m)}\}_{m \geq 0}$ and $\{y^{(m)}\}_{m \geq 1}$ of $t^{[v]}(\epsilon)$ fulfill (A.15). To this aim, we start by observing that the terms $\delta A^{(2m)}$ and $\delta B^{(2m-1-[m/2])}$, whose cancellations form the subsystem $\tilde{S}_2$, originate from the expansion of

\[
\sum_{a=1}^{2n} M^{a-\frac{3}{2}} \mathcal{F}(t^{(k)}(\epsilon), u^{[v]}_a(\epsilon); \epsilon)(t^{(k)}(\epsilon) - u^{[v]}_a(\epsilon) + \epsilon(\sigma(t^{(k)}(\epsilon); \epsilon) - \sigma(u^{[v]}_a(\epsilon); \epsilon)))^3, \quad k = 1, 2, 3, \tag{A.45}
\]
and
\[ \sum_{k=1}^{3} \frac{M^{-\frac{a}{4}} \mathcal{F}(u_a^{[\nu]}(\varepsilon), t_k(\varepsilon); \varepsilon)}{(u_a^{[\nu]}(\varepsilon) - t_k(\varepsilon) + \varepsilon(\sigma(u_a^{[\nu]}(\varepsilon); \varepsilon) - \sigma(t_k(\varepsilon); \varepsilon)))^3}, \quad a = 1, \ldots, 2n, \]  
respectively, in (5.26). Both (A.45) and (A.46) are, by construction, symmetric functions in the variables \( u_1(\varepsilon), \ldots, u_{2n}(\varepsilon) \) and \( t_1(\varepsilon), t_2(\varepsilon), t_3(\varepsilon) \), respectively. Therefore, they can be expressed in terms of the elementary symmetric polynomials in those variables.

Imposing that \( \{t^{(m)}\}_{m \geq 0} \) fulfil (A.15), it is easy to show that the elementary symmetric polynomials in \( t_1(\varepsilon), t_2(\varepsilon), t_3(\varepsilon) \) are analytic functions of \( \varepsilon \), whence the coefficients \( \{B_{(2n-1-(m/2))}^{(m)}\}_{m \geq 3} \) vanish identically. A similar argument shows that if \( \{u^{(m)}\}_{m \geq 0} \) fulfil (A.15) then (A.45) admits an expansion in odd powers of \( \varepsilon \frac{1}{\varepsilon} \) about \( \varepsilon = 0 \), whence also the coefficients \( \{A_{(2n)}^{(m)}\}_{m \geq 2} \) vanish identically.

In conclusion, we proved that there exists a unique solution of the form (8.4) to \( F_k(t, \varepsilon) = 0, \ k = 1, \ldots, 2n + 3 \), which possesses the cyclic structure (A.15).

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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