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ABSTRACT

This paper investigates several key challenges faced by oil-rich countries regarding their economic growth and development. First, it discusses how to determine currency overvaluation for these countries (if any). To determine the overvaluation, the real exchange rate (RER) is calculated and the Balassa–Samuelson effect is estimated via a regression model. Next, the study presents an empirical model for assessing the impact of oil rent on economic growth in the context of currency overvaluation and the institutional quality in every country. As a dynamic model, both endogeneity and heterogeneity are expected across cross-sections because countries are different in culture, customs, and political institutions. Consequently, heterogeneous panel data analysis is undertaken using the error correction model cointegration technique and the mean group estimation method in an autoregressive distributed lag model. Finally, the study concludes the findings and provides policy recommendations by offering a new perspective on an ongoing dilemma, discussing the challenges and limitations facing developing oil-rich countries and how their path to success may differ from other countries.
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1. INTRODUCTION

This study aims to investigate the role of currency overvaluation, oil rent, and institutional quality on the economic growth of oil-rich countries. ‘Oil-rich country’ is defined as one for which oil exports comprise 10% or more of its GDP (Mehlum et al., 2006). Because the driving force of growth changes during different stages in economic development, economists analyze the composition of various factors in different countries and regions. Such models look closely at the impact of structural change as well as political and financial institutions on economic growth and the effect of a variety of subfactors including distribution conflicts, market failures, credit constraints, migration, urbanization, changes in mortality and fertility rates through health improvement, inequality, and trade.

One key to evaluating modern economic growth is to examine the causes underlying cross-country differences in income per capita (Acemoglu, 2009). As the focus in macroeconomic modeling shifts from short- to long-run relationships amongst variables, it becomes necessary to observe the interaction of variables over time. Hence, a dynamic approach, or the use of lag variables, is an essential part of current macroeconomic models. When considering an oil price shock, a change in the money supply, or a change in a country’s trade policy, understandably, it may take more than a year or two to see the full effect of these shocks or disturbances on the economy. Similarly, one’s consumption decisions are most likely related to last month’s salary more than to this month’s. Moreover, since there are more detailed data available for many countries, by combining the cross-sectional data of different countries to time series data, modern
macroeconomic models are not only more dynamic but can also make a more efficient analysis.

Thus, this study aims to investigate how, if at all, natural resources’ rent, specifically for crude oil, causes slower economic growth rates in oil-rich countries with lower quality institutions. The study analysis also includes an exploration of how the combination of natural resources’ rent and overvaluation may cause growth rates slow even more. Moreover, this study explores how natural resources’ rent works and the role of exchange rates.

Although academic literature and empirical studies in this area are plentiful, this research offers three new contributions to the existing literature. First, as it has been suggested that petroleum creates the majority of problems for most countries (Ross, 2012), this research distinguishes between the types of natural resources by focusing solely on crude oil. Furthermore, this study differentiates between natural resource abundance (reserves) and dependency (exports). Brunnschweiler and Bulte (2008) were pioneers in distinguishing between these two aspects; however, unlike these scholars, it appears that natural resource dependency (i.e., the ratio of crude oil exports to GDP) is a more meaningful variable to demonstrate how the economic growth of oil-rich countries may be related to their natural resources. Secondly, the study introduces an interaction variable ‘OilRent-Overvaluation’ to better explains the rent-seeking impact on growth. Third, this study employs a heterogeneous panel data model to address both endogeneity and heterogeneity problems, as Cavalcanti et al. (2011) argued that cross-country heterogeneity could produce biased and misleading results.

1.1. Oil-Rich Countries
The phrase ‘oil-rich country’ may be indicative of either a country’s oil reserves by volume or the percentage their GDP comprised of oil exports. Oil reserves measure the oil abundance of a country, whereas the oil export percentage to GDP ratio refers to the oil dependence of a country (Table 1). The Organization of the Petroleum Exporting Countries (OPEC) database lists 33 countries as the world’s oil exporters based on their barrel per day exports. Countries such as Syria and Libya do not have enough data, and data for Russia is only available after 1990 following the collapse of the Soviet Union; hence, they have been removed from consideration.

For the analysis of oil dependency in countries, it is more common to consider those countries for which oil exports comprise 10% or more of their GDP. Including this factor removes another four countries, i.e., Vietnam, China, Equatorial Guinea, and Sudan. The remaining 26 countries were included in most regression models in this study using data for the period between 1980 and 2017. Saudi Arabia, which exports 7.5 million oil barrels per day, is the biggest oil exporter worldwide and Trinidad and Tobago, which exports 65,000 barrels per day, is the smallest exporter (Figure 1).

1.2. Rent-Seeking
In his recent book, The Price of Inequality: how today’s divided society endangers our future, Stiglitz (2013) explains rent-seeking, noting that “the term ‘rent’ was originally used to describe the returns to land” (49) because the landlord received such payments based on his ownership of the land and not because of anything he did. The term was then extended to include monopoly rents, which is the income one receives from the control of a monopoly that is usually an exclusively government-granted right, for instance, to import a limited amount or quota of a good (Stiglitz, 2013). Natural resource-rich countries are known for rent-seeking activities as it is “far easier to get rich in these countries by gaining access to resources at favorable terms than by producing wealth” (39-40). In this way, wealth can be taken away from others, creating an unequal balance of power and slower economic growth. On the other hand, rent-seeking can be a mechanism to “capture the economic rent arising from price distortions and physical controls caused by excessive government intervention, such as licenses, quotas, interest rate ceilings, and exchange control” (Todaro and Smith, 2012, p. 522).

1.3. Institutions
Acemoglu et al. (2008) claim that institutions are the fundamental cause of differences in economic growth.

Table 1: OPEC current members ordered by membership date; 2018

| Founders | Countries | Population (million) | GDP per capita ($) | Value of petroleum exports (million $) | Proven crude oil reserves (million barrels) | Crude oil exports (1,000 b/d) |
|----------|-----------|----------------------|--------------------|----------------------------------------|---------------------------------------------|-----------------------------|
| 1        | Iran      | 82.01                | 5,104              | 60,198                                 | 155,600                                     | 1,849.60                    |
| 2        | Iraq      | 38.12                | 5,571              | 68,192                                 | 145,019                                     | 3,862.00                    |
| 3        | Kuwait    | 4.62                 | 30,661             | 58,393                                 | 101,500                                     | 2,056                       |
| 4        | Saudi Arabia | 33.41              | 23,418             | 194,358                                | 267,026                                     | 7,574                       |
| 5        | Venezuela | 31.84                | 3,093              | 34,674                                 | 302,809                                     | 8,273                       |
| 6        | Libya     | 6.56                 | 7,574              | 17,141                                 | 48,363                                      | 9,898                       |
| 7        | United Arab Emirates | 10.14          | 40,859             | 74,940                                 | 97,800                                      | 2,296.50                    |
| 8        | Algeria   | 42.58                | 4,186              | 26,092                                 | 12,200                                      | 571                         |
| 9        | Nigeria   | 202.99               | 2,056              | 54,513                                 | 36,972                                      | 1,979.50                    |
| 10       | Ecuador   | 17.02                | 6,094              | 9,832                                  | 8,273                                       | 371                         |
| 11       | Gabon     | 1.97                 | 8,751              | 6,510                                  | 2,000                                       | 174.1                       |
| 12       | Angola    | 29.25                | 3,390              | 36,323                                 | 8,160                                       | 1,420.60                    |
| 13       | Equatorial Guinea | 1.31               | 8,263              | 5,492                                  | 1,100                                       | 145                         |
| 14       | Congo     | 5.4                  | 1,882              | 4,455                                  | 2,982                                       | 307.1                       |
| OPEC Total|           | 507.22              | 150,902.00         | 651,113                                | 1,189,804.00                                | 24,669.80                   |

Source: OPEC Database
and development among countries. Additionally, “there is convincing empirical support for the hypothesis that differences in economic institutions, rather than luck, geography or culture, cause differences in incomes per capita” (Acemoglu, 2009. p. 123). North and South Korea are a good example. South Korea, although not democratic in early-stage, under the capitalist organizations and institutions respected private ownership as a means of production, facilitated investments and, as a result, had rapid economic growth and development while North Korea under communist institutions and policies experienced minimal economic growth. Rapid growth in China after 1978 did not occur because of Chinese geographical or cultural change or sudden discovery of what to do. Rapid economic growth occurred because of a dramatic shift in the Communist Party toward those who pushed for institutional reforms (Acemoglu et al., 2008).

Mehlum et al. (2006) claim that the quality of institutions plays a crucial role in growth diverging experiences across resource-rich economies the resource curse since the growth performance differences among resource-rich countries is mainly due to how the institutional arrangement distributes resource rents. Aslaksen (2008) suggests that Oil has adverse impact on corruption in both democratic and nondemocratic countries. However, Bhattacharyya and Hodler (2010) argue that natural resource feeding corruption depends on the quality of democratic institutions. Hence, it is difficult, if not impossible, to talk about the role of natural resources in economic growth without considering the quality of institutions in the model.

How to measure the quality of institutions collectively is a challenging task. Fortunately, in recent years several organizations compile reliably more comprehensive data in this regard in a historical database that can be used easily in regression models (Table 2). Two of them that more being cited by scholars are Freedom House (FH) and Polity IV. FH provides data for many countries from 1972 in two main categories: political rights (PR) and civil liberties (CL). PR and CL measured on a 1 to 7 scale, with one,1, representing the highest degree of freedom and seven,7, the lowest. Countries whose combined average ratings for PR and CL fall between 1.0 and 2.5 are designated “free,” between 3.0 and 5.0 “partly free,” and between 5.5 and 7.0 “not free.” Polity IV collects, creates, and provides data for more countries and more years relating to countries’ political regimes, characteristics, and transitions. Recently, they created a specific time series variable named POLITY2 to describe a country’s quality of institutions based on a combination of two factors: DEMOC, which determines institutionalized democracy based on (1) the presence of institutions and procedures that citizens can express actual preferences about alternative policies and leaders, (2) the existence of traditional constraints on the exercise of power by the executive, and (3) the guarantee of CL to all citizens in their daily lives and acts of political participation; and AUTOC, which measures institutionalized autocracy based on the lack of legalized political competition and political freedoms. The POLITY2 variable computed on a scale of +10 (solidly democratic) to −10 (strongly autocratic) by subtracting the AUTOC score from the DEMOC score. Several countries, such as Brunei and Colombia, have not been rated by Polity IV. Therefore, in some regressions, either FH data used for all countries or the POLITY2 equivalent of FH data calculated and replaced for these two countries. Some countries in this study have a solid score for all of the study period (1980-2017). The scores for some other countries have improved during the years or declined. The table shows the average score of all years for each country.

The Economist Intelligence Unit created the Figure 2 for the 2019 Democracy index. According to this index, all developing oil-rich countries in the Middle East, North Africa, and South America are in authoritarian regimes category either dark or light orange color.

1.4. Exchange Market

For a pure floating regime, without central bank intervention, the exchange market is like any other commodity market, in which demand and supply of a commodity determine its price. If a nation’s total demand for a foreign currency exceeds its total foreign exchange earnings, the exchange rate increase; therefore,
the local currency will depreciate, and the foreign currency will appreciate. However, in the real world, no currency is free of central bank intervention.

Also essential to the exchange market is inflation, which, in developing countries, is generally demand-side and largely has roots in the excess money supply. Here, the institution of an ‘independent central bank’ plays a key role in preventing excess money supply and resultant inflation. However, in many developing countries, central banks are not independent. Therefore, in these countries, governments usually resolve their budget deficit problems easily by ordering their central bank to print money directly or increase their money supply indirectly through other means.
1.5. Oil Rent and Currency Overvaluation

Now imagine a country like Iran, which has between 30% and 58% annual inflation over the past several years. If the Iranian central bank keeps the fixed, dollar-pegged exchange rate year after year, should we expect Iranian currency to be heavily overvalued? Two points are important to consider here: first, natural resources such as oil and gas are under government control in most countries and the oil rent is a vast part of the government’s revenue. Therefore, it is very important to consider who has access to the trickle-down of this wealth, which may be a source of government corruption. Secondly, one must consider the overvalued exchange rate. If a country keeps printing money and still defends fixed and pegged exchange rates, this leads to overvaluation and encourages more capital to exit the country. To prevent such capital flight, countries impose restrictions, often giving rise to a black market for foreign currency exchange, although in some cases, such markets exist openly and are tolerated by the government. More currency being overvalued means that the increased oil rent earnings make this resource more lucrative—for those who have access to it. For this reason, the interaction of the variables of oil rent and an overvalued exchange rate can more fully explain the natural resource cures phenomena.

1.6. Data for This Study

At the time of writing, the most current Penn World Table (PWT) was version 9.1, which includes variables data including real GDP, purchasing power parity (PPP), exchange rate, output, consumption, capital formation, and productivity information for 182 countries between 1950 and 2017. For comparison and robustness, data have also been obtained from the Madison Database and World Bank World Development Indicators (WDI). The quality institution’s data were obtained from two resources: Freedom House and Polity IV. Data regarding oil exports, reserves, production, and historical prices can be found at the OPEC Oil and Gas Data website. However, at the time of this writing, only data through 2013 was available on that website. OPEC’s Data Services Department provided the author with the full database, including data through 2017.

This study also includes an interaction variable in the model. It is oil rent multiplied overvaluation. For robustness, the author collected both oil rent data and total rent data. The latter is the ratio between the total rent on all of a country’s natural resources and its GDP. However, in the case of the oil-rich countries included in this study, these data are mainly the total of crude oil and natural gas rent to the country’s GDP. Thus, the second interaction variable is either the component of oil rent or total rent concerning the overvaluation data. In the same way, the first interaction variable is either the component of POLITY2 or FH data and oil rent or total rent data.

2. LITERATURE REVIEW

According to Helpman (2004) and Barro and Sala-i-Martin (2004), the study of economic growth can be separated into two ‘waves’ of research. Although classical economists from Adam Smith to Thomas Malthus, Frank Ramsey, and Joseph Schumpeter discussed the essential elements of economic theories such as the accumulation of physical and human capital, diminishing returns, and technological progress, the first wave began during the 1950s with the neoclassical Solow–Swan model that had the key assumption of exogenous technological progress and the concept of conditional convergence. The focus of the neoclassical growth model was more on explaining the short-run growth rate and business cycles. The concept of conditional convergence was achieved by removing the assumption that different countries had the same initial economic positions. Allowing such heterogeneity across countries is the main idea behind different economies growing faster from their steady-state values (Barro and Sala-i-Martin 2004).

The second wave began with the work of Romer (1986) and Lucas (1988) and the realization of the crucial importance of long-run growth over the mechanics of business cycles. Taking steps in this path required linking the per capita growth rate with technological progress that can be defined inside the model. Thus, the most important contribution of the second wave economic growth theories was stating the long-run growth rate within the model, termed endogenous growth models. By introducing research and development (R&D) and imperfect competition into the growth model by Romer (1986, 1990), Aghion and Howitt (2009), and Helpman (2004), technological progress was the result of planned R&D activities, which are rewarded by some type of monopoly. This technological progress through R&D is the engine of long-run economic growth. Hence, the long-run growth depends on the government via taxation, protection of property law, providing infrastructural investment, regulation of the financial market, international trade and so on. Therefore, government and institutions play a key role in long-run economic growth.

3. METHODOLOGY

This study was conducted in two phases. First, was the determination of currency over or undervaluation in oil-rich countries. In the second phase, overvaluation data attained in phase one were used to find the relationship between oil rent-overvaluation and economic growth for oil-rich countries considering their quality of institutions.

3.1. Phase One: Finding Currency Overvaluation

To determine currency overvaluation, two leading papers were considered: Dollar (1992) and Rodrik (2008). In his influential paper, Dollar (1992) showed a way to calculate, what he called, distortion from PPP or the Balassa–Samuelson effect. Although PPP is a widely used theory of exchange rate determination in international economics, Balassa (1964) and Samuelson (1964) independently provided a theoretical model, known today as the Balassa–Samuelson effect, showing that countries with higher incomes have higher technology advances and, therefore, more productive labor.
on tradable goods than low-income countries. Though, as the ‘law of one price’ does not work on non-tradable goods, by increasing the wages in non-tradable goods in high-income countries, they have more expensive non-tradable goods compared to low-income countries. Consequently, different productivities lead to a deviation from PPP (Asea and Corden, 1994).

From Rodrik (2008), I computed every country’s under/overvaluation for the period of this study in three steps. Step 1 used the PWT and divided the exchange rate (XR) by the PPP conversion rate to calculate the RER:

$$\ln RER_i = \ln (XR_i/\text{PPP})$$

(1)

where $i$ is for countries and $t$ is for time. The PWT versions after Version 7 do not directly provide PPP; however, they provide a variables correspondence link that explains how PPP can be calculated as “$\text{pl_gdpe}$” multiple “$xr$”. Both XR and PPP are national currency units per US dollar (USD). According to the Balassa–Samuelson effect, non-tradable goods are cheaper in less developed countries. In step 2, the RER was adjusted for this effect by regressing lnRER on GDP per capita, using rgdpo (output-side real GDP at chained PPP) divided by population (pop), both obtained from the PWT:

$$\ln RER_i = \alpha + \beta \ln(\text{rgdpo/pop}) + \mu_i$$

(2)

where $\mu$ is the time fixed effect and $\mu_i$ is the error term. Through robust pooled regression, a very significant $\beta$ of –0.1125664 was found. Then, by determining the fitted value for each country and year, the Balassa–Samuelson adjusted rate was calculated. In Step 3, the RER was subtracted from the above-adjusted rate:

$$\ln \text{UNDERVAL}_i = \ln RER_i - \ln RER_{fit_i}$$

(3)

According to Rodrik (2008), when UNDERVAL exceeds unity, the currency is undervalued (i.e., imports are expensive, but exports are relatively cheap). When it is below unity, the currency is overvalued (i.e., imports are cheap, and exports are relatively expensive). Thus, to see the relationship between overvaluation and economic growth, Rodrik (2008) used the following equation or estimation model:

$$\text{growth} = \alpha + \beta \ln \text{GDPpc}_{i,t-1} + \delta \ln \text{UNDERVAL}_{i,t-1} + f_1 + f_2 + u_i$$

(4)

where GDP per capita annual growth is the dependent variable, $f_1$ and $f_2$ are the relative country and time fixed effect, respectively. The empirical result obtained using STATA. Despite overvaluation is this study’s concern, to maintain consistency between this and Rodrik’s (2008) model, I kept the variable name “$\ln \text{UNDERVAL}_i$”. However, the interpretation of results should be undertaken with care. According to Rodrik (2008), whenever the UNDERVAL was below unity, the currency was overvalued and when it exceeded unity, the currency was undervalued. Figure 3 shows how overvaluation and economic growth move together in these selected countries.

Also, the results of the time-series regressions for selected countries (Table 3) and panel data fixed effect for all countries (Table 4) all showed a significant positive relationship between currency over/undervaluation and economic growth. This is the expected result as show overvalued currency has a reverse relationship with economic growth. Notice that again when the variable UNDERVAL is below unity, the currency is overvalued and Table 3 shows how growth rate decrease when the currency is overvalued.

A more recent study by Habib et al. (2016) confirmed Rodrik’s (2008) results, and in particular, emphasized that the RER was a more important factor for economic growth in developing countries than in developed countries. They concluded “a strong and statistically significant positive (negative) effect of real depreciation (appreciation) on real per capita growth…” (Habib et al., 2016).

### 3.2. Phase Two: Oil Rent and Economic Growth

This study assumes that factors such as institutions, customs, history, and stage of development may be different amongst countries or between cross-sections, as well as that each country’s characteristics may evolve over a long period. Some
countries may experience shocks such as war or revolution or, in the case of global shock, countries may absorb it differently depending on their levels of resilience as determined by their unique infrastructures and institutions. In other words, in dynamic time-variant macroeconomic models, the heterogeneity may not differ only in each cross-section among countries, which can be easily captured through intercept $\alpha_i$, but the slope for each country, the coefficient $\beta_i$, may also differ over time. For this reason, Pesaran and Smith (1995) showed that none of the FE or RE methods are consistent in this situation.

To resolve this bias estimation problem in dynamic panel data with heterogeneous slopes, Pesaran and Smith (1995), Pesaran et al. (1997, 1999), and Im et al. (2003) offered two important techniques to estimate non-stationary heterogeneous dynamic panels: the mean group (MG) and the pooled mean group (PMG). Both are a general autoregressive distributed lag (ARDL) model with this difference that in the MG method, both intercepts and slopes can vary across cross-section units, whereas in the PMG method, the intercepts and short-run coefficients can vary; however, the long-run coefficient is assumed to be the same among countries (De Hoyos and Sarafidis 2006; Asteriou and Hall, 2016).

A dynamic (ARDL) model with the assumption that all coefficients can vary across cross-sectional units can be written as:

$$Y_{it} = \alpha_i + \gamma_i Y_{i,t-1} + \beta_i X_{it} + \epsilon_{it} \quad (5)$$

where $i = 1, 2, ..., N$ for countries and $t = 1, 2, ..., T$ for time, the long-run parameter for country $i$ is: $\theta_i = \frac{\beta_i}{1-\gamma_i}$ and the MG estimators for the whole panel will be: $\hat{\theta} = \frac{1}{N} \sum \theta_i$ and $\hat{\alpha} = \frac{1}{N} \sum \alpha_i$.

Nevertheless, as soon as a lag variable is added to the model, autocorrelation between the model’s current year and the lag variable is expected. Therefore, the mean and/or variance of a non-stationary time series depends on time (Asteriou and Hall, 2016). Identifying non-stationarity in a model is the same as the presence of unit roots in the model. We know that in the simplest AR (1) model such as $y_t = \phi y_{t-1} + \epsilon_t$, only if $\phi = 1$ will there be a unit-root and the series will be non-stationary. We also know that, at least in this simple case, we can obtain stationarity by first-order differencing, i.e.: $y_t - y_{t-1} = \phi (y_{t-1} - y_{t-2}) + \epsilon_t \geq \Delta y_t = \epsilon_t$.  

---

4 Model, based on Asteriou and Hall (2016).
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3.2.1. Cointegration
The most macroeconomic variables such as GDP, inflation index (CPI) and money supply are time depended or trended therefore in most cases they are non-stationary as their means are constantly increasing. The problem with trended or non-stationary data is that the OLS estimator can be easily inconsistent and biased. The idea of finding a solution that has both short- and long-run results while at the same time maintaining stationarity among all variables has led scholars to produce a model by combining two accumulated error terms, which are called stochastic trends. In a special case that their combination eliminating non-stationarity, the variables are cointegrated. Nevertheless, when variables are cointegrated, even if they may have increasing trends over time, there should be a common trend that links them together. Therefore, most macroeconomic models either are cointegrated or they suffer spurious regression problem. Hence, cointegration is so important in dynamic macroeconomic models.

3.2.2. Error correction model (ECM)
The most popular model that can create cointegrated stationarity is called the ECM, in the simple form of:

$$\Delta Y_t = a_0 + b_1 \Delta X_t - \pi \hat{Y}_{t-1} + \epsilon_t$$  \hspace{1cm} (6)

where $Y_t$ and $X_t$ have a long-run relationship because $\hat{Y}_t = Y_t - \beta_1 - \beta_2 X_t$, and $\hat{\mu}_t \sim i(0)$, and $b_1$ produces the short-run effect or the immediate impact of a change in $X_t$ on $Y_t$. The coefficient $\beta_2$ produces the long-run relationship between $X_t$ and $Y_t$ through the equation:

$$\hat{\mu}_{t-1} = Y_{t-1} - \beta_1 - \beta_2 X_{t-1}$$  \hspace{1cm} (7)

and $\pi$ is the adjustment effect that shows how much disequilibrium has been corrected. In general, this process is similar to the re-parametrization of the linear ARDL.

Thus, the multivariable dynamic ARDL model for the present study, is as follows:

$$Y_{it} = \sum_{j=1}^{p} \gamma_j Y_{it-j} + \sum_{j=0}^{q} \beta_{ij} X_{it-j} + \mu_i + \epsilon_{it}$$  \hspace{1cm} (8)

where, $t = 1, 2, ..., T$ is the time periods, $I = 1, 2, ..., N$ is for the countries, $Y_{it}$ is economic growth, and $X_{it-j}$ is the vector (k x 1) of explanatory variables for the countries. For the explanatory variables, $j$ begins from zero instead of one to allow the inclusion of the current year (time t) for explanatory variables in the model. Furthermore, $\mu_i$ is the fixed effect and $\epsilon_{it}$ is the error term iid ~ (0, $\sigma^2$). Then, the above model can be reparametrized as an ECM:

$$\Delta Y_{it} = \theta (Y_{it-1} - \varphi \cdot X_{it-1}) + \sum_{j=1}^{p} \gamma_j \Delta Y_{it-j} + \sum_{j=0}^{q} \beta_{ij} \Delta X_{it-j} + \mu_i + \epsilon_{it}$$  \hspace{1cm} (9)

5 For more details, look at Baltagi (2013), Asteriou and Hall (2016) and Nymoen (2019).
6 Variable is unit-root non-stationary (Nymoen 2019, 316).
7 The model adapted based on Asteriou and Hall (2016).

4. EMPIRICAL RESULTS
Table 5 presents the results of the Granger causality test to determine whether there was any simultaneous effect between overvaluation and the GDP per capita. The null hypothesis states there is no causal relationship between the two variables. Because the above result shows only a causality relationship between overvaluation and GDP per capita, the ARDL model instead of a panel vector autoregressive (PVAR) model has been used in this study. The ARDL model works well when variables are cointegrated and the reduced form as an ECM established. The following IPS unit-root test shows that the variables were stationary at first difference level, as such they are integrated one; I (1) (Table 6). In this analysis, although the standard augmented Dickey-Fuller (ADF) test on the regression residuals with a null hypothesis that the variables are not cointegrated, and an alternative hypothesis that they are cointegrated can do the job, the Pedroni test for cointegration and the Im–Pesaran–Shin (IPS) unit-root test considers heterogeneity in different sections of the panel data and across the error terms.

To ensure the best number of lags in the model, Schwartz criteria are used, which indicates that ARDL (1, 1) works best in this study (Figure 4).

Finally, using the MG regression estimators, in three scenarios for all 26 countries from 1980 to 2017, countries with strong institution quality, and countries with weak institution quality. In the first scenario, GDP per capita was the dependent variable.
and overvaluation was the independent variable. Several other controlling variables that are typical growth models literature variables, such as human capital and capital formation, were considered in the empirical regression model. As Table 7 shows, the long-run coefficient of overvaluation, $\theta$, is significant and negative, as expected. This indicates a reverse relationship between overvaluation and economic growth. The short-run coefficient, $\beta$, is not significant in this empirical model. The error correction coefficient, $\gamma$, is the adjustment coefficient. Finally, the FH institution quality was entered as a fixed variable because it did not have enough variation for the period of this study.

We should be careful about how we interpret the FH coefficient. Freedom House ranks countries from 1 to 7, where 1 specifies the best and healthiest quality of institutions in a country and 7 displays the worst condition. Thus, as the FH variable decreases, the quality of institutions in a country improves. Consequently, the negative sign of the FH coefficient should be considered as a positive relationship between the quality of institutions and economic growth, as expected. Because FH is a fixed variable in the model, there is only a short-run coefficient available for it. Hence, for all countries, FH in the short run is positive and significant.

In the second and third scenarios, the independent variable is an interaction variable, oil rent multiplied by overvaluation. This interaction variable alongside several other controlling variables was considered in the empirical model. In the second scenario, these variables were estimated for countries with a strong quality of institutions and in the third scenario for countries with weak quality of institutions.

Table 8 provides the results of these scenarios. As expected, the combination of oil rent and overvaluation created a variable that allows us to better measure the effect of oil rent and overvaluation on economic growth. Furthermore, the distinction among countries with weak and robust quality of institutions enables us to examine how institutions can influence this process. The significant negative long-run relationship between OilRent-Overvaluation and economic growth in countries with weak institutions and positive coefficient for countries with strong institutions while the coefficient for the FH institution variable is positive and significant for both groups of countries, support the theory that rent-seeking behavior and currency overvaluation can hurt the steady economic growth process in oil-rich countries with weak institutions in the long-run.

Table 9 shows the short-run coefficients for selected countries. Although, as discussed short-run coefficients are not very important in macroeconomics study, we can see some different impacts of interaction and institution quality variables on these selected countries. The first country, Australia, is a country with strong institution quality and in this regression model, the coefficient of the FH variable is not significant. However, for the next country, Iran, with weak institution quality the FH coefficient is positive and significant. The results for other countries in Table 9 either are not significant or have mixed coefficient signs. As mentioned, the important is the long-run relationship between these variables. In general, we expect a more influential role of political and economic institutions, such as an independent judiciary system, protection of property law, and independent central banks, in developing countries than developed countries.

**Figure 4: Schwarz criteria**

![Schwarz criteria graph](image)

**Table 5: Dumitrescu Hurlin panel causality test**

| Null hypothesis                  | Z Statistics | P-value |
|----------------------------------|--------------|---------|
| LNOVER does not cause LGDP       | 2.858        | 0.0043  |
| LGDP does not cause LNOVER       | 1.667        | 0.0955  |

**Table 6: Variables IPS stationary, unit-root test**

| Variable                      | Level form | First difference |
|-------------------------------|------------|------------------|
| Real GDP Per Capita           | –0.72      | –28.16***        |
| Overvaluation                 | –0.81      | –23.004***       |
| Oil Rent* overvaluation       | –1.4277    | –5.5627***       |

***, **, *, Statistically significant at 1%, 5%, and 10% respectively

**Table 7: MG estimation for all countries 1980–2017 LNOVER on LGDP**

| Coefficient | t Statistics | St. D. | P-value |
|-------------|--------------|--------|---------|
| Long-Run    | –1.0019      | 0.1601 | –62557  | 0.000   |
| Short-Run   | –0.058       | 0.016  | –3.631  | 0.000   |
| $\gamma$    | 0.069        | 0.125  | 0.558   | 0.576   |
| $\beta$     | 0.258        | 0.098  | 2.620   | 0.008   |

***, **, *, Statistically significant at 1%, 5%, and 19% respectively

**Table 8: MG Estimation; GDP per capita and interaction variable 1980–2017**

| Strong institutions Variables | Coefficient | Weak institutions Coefficient |
|-------------------------------|-------------|-------------------------------|
| Long-run OilRent-overvalued   | 0.058*      | –0.41**                       |
|                               | (–0.082)    | (0.095)                       |
| Short-run EC                  | –0.05***    | –0.007**                      |
|                               | (0.015)     | (0.025)                       |
| D (LnOR–Over)                 | 0.42        | 0.038                         |
|                               | (0.034)     | (0.073)                       |
| FH                            | –0.0226*    | –0.325*                       |
|                               | (0.118)     | (0.141)                       |

***, **, *, Statistically significant at 1%, 5%, and 19% respectively
5. CONCLUSION

Table 9: Cross-sectional short-run overvaluation and institution for selected countries

| Cross-Section Short-Run - Australia | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | –0.08312    | 0.003411    | –24.36981 | 0.0002 |
| D (LnOver)                          | –0.23026    | 0.085204    | –2.702454 | 0.0736 |
| FH                                  | 1.267828    | 0.774246    | 1.6375  | 0.2001 |

| Cross-Section Short-Run - Iran      | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | 0.009604    | 0.000124    | 77.3998 | 0.0000 |
| D (LnOver)                          | –0.072893   | 0.008814    | –8.270554 | 0.0037 |
| FH                                  | –0.013275   | 0.000509    | –26.05599 | 0.0001 |

| Cross-Section Short-Run - Iraq      | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | 0.00039     | 0.0000122   | 31.88819 | 0.0001 |
| D (LnOver)                          | –0.012337   | 0.000493    | –25.00558 | 0.0001 |
| FH                                  | 0.00295     | 0.0000944   | 31.26228 | 0.0001 |

| Cross-Section Short-Run - Kuwait    | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | –0.003505   | 0.001721    | –2.036919 | 0.1344 |
| D (LnOver)                          | 0.062134    | 1.587046    | 0.039151 | 0.9712 |
| FH                                  | –0.001548   | 0.00831    | –0.186249 | 0.8641 |

| Cross-Section Short-Run - Nigeria   | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | –0.03016    | 0.000844    | –35.72028 | 0.0000 |
| D (LnOver)                          | –0.363476   | 0.312696    | –1.162391 | 0.3291 |
| FH                                  | 0.07108     | 0.005359    | 13.26331 | 0.0099 |

| Cross-Section Short-Run - Qatar     | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | –0.013396   | 0.002924    | –4.580703 | 0.0195 |
| D (LnOver)                          | –1.919044   | 1.652298    | –1.161439 | 0.3295 |
| FH                                  | 0.010682    | 0.012417    | 0.860271 | 0.4529 |

| Cross-Section Short-Run - USA       | Coefficient | t Statistics | St. D. | P-value |
|-------------------------------------|-------------|-------------|--------|---------|
| COINTEQ01                           | 0.002751    | 0.0000122   | 225.4813 | 0.0000 |
| D (LnOver)                          | –0.095527   | 0.167317    | –0.570933 | 0.6080 |
| FH                                  | 0.002526    | 0.001568    | 1.611429 | 0.2055 |

Despite the fact that this study’s main objective was to investigate the role of currency overvaluation and oil rent on the economic growth of oil-rich countries, it is also essential to consider sustainable growth in developing countries beyond the standard growth components such as the efficient allocation of scarce resources, capital accumulation, incomes, and output. Any scrutiny of economic growth in developing countries must consider the stage of economic development in those countries and development features, such as Kuznets’s structural change and urbanization process (Acemoglu, 2009). Further, economic development is more than improvements in incomes and output and typically involves radical changes in institutions and social structures as well as customs and beliefs (Todaro and Smith, 2012).
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