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ABSTRACT. We consider the most general class of linear inhomogeneous boundary-value problems for systems of ordinary differential equations of an arbitrary order whose solutions and right-hand sides belong to appropriate Sobolev spaces. For parameter-dependent problems from this class, we prove a constructive criterion for their solutions to be continuous in the Sobolev space with respect to the parameter. We also prove a two-sided estimate for the degree of convergence of these solutions to the solution of the nonperturbed problem.

1. INTRODUCTION

The investigation of the solutions of systems of ordinary differential equations is an important part of numerous problems of contemporary analysis and its applications (see, e.g., [5] and the references therein). Questions concerning limit transition in parameter-dependent differential equations arise in various mathematical problems. Gikhman [8], Krasnoselskii and Krein [17], Kurzweil and Vorel [18] obtained fundamental results on the continuity with respect to the parameter of solutions to the Cauchy problem for nonlinear differential systems. For linear systems, these results were refined and supplemented by Levin [19], Opial [22], Reid [23], and Nguyen [21].

Unlike Cauchy problems, the solutions to such problems may not exist or may not be unique. Thus, it is interesting to investigate the nature of the solvability of inhomogeneous boundary-value problems in Sobolev spaces and the dependence of their solutions on the parameter [9, 11, 16]. These questions are studied in the best way for ordinary differential systems of the first order. Kiguradze [15] and then Ashordia [1] introduced and investigated a class of general linear boundary-value problems for systems of first order differential equations. For general linear boundary-value problems, the conditions required for the Fredholm property and the continuous dependence of the solutions on parameters were established by Kiguradze [13, 14].

V. A. Mikhailets and his followers introduced and studied the generic classes of boundary-value problems for systems of ordinary differential equations with respect to the Sobolev spaces or to the spaces of continuously differentiable functions. They proved that such problems are Fredholm, and obtained criterion for their well-posedness and continuity in the parameter of their solutions in these spaces. These results have been used for the investigation of multipoint boundary-value problems, Green’s matrices, and used in the spectral theory of differential operators with singular coefficients.

The most general classes of linear boundary-value problems are considered in [2, 3, 4]. These classes relate to the classical scale of complex Sobolev spaces and are introduced for the systems whose right-hand sides and solutions run through the corresponding Sobolev spaces. The boundary conditions for these systems are given in the most general form by means of an arbitrary continuous linear operator given on the Sobolev space of the solutions. Therefore, it is natural to say that these boundary-value problems are generic with respect to the corresponding Sobolev space. Since the usual methods of the theory of ordinary differential equations are not applicable to these problems, their study is of a special interest and requires new approaches and methods. The present paper extends these results onto differential systems of an arbitrary order. In contrast to the method of [11], our approach is general and allows us to investigate solutions to boundary-value problems not only in Sobolev spaces.

The paper is organised as follows. In Section 1 we recall known facts concerning continuity in a parameter of solutions to boundary-value problems. In Section 2 we give statement of the problem, that is, the inhomogeneous boundary-value problem (1), (2). In Section 3 we formulate a constructive criterion under which the solutions of parameter-dependent problems are continuous in the Sobolev space.
with respect to the parameter. Besides, we establish a two-sided estimate for the degree of convergence of the solutions as the parameter approaches zero. In Section 3 we prove our results.

2. Statement of the problem

Let \((a, b) \subset \mathbb{R}\) be a compact interval and suppose parameters
\[\{m, n + 1, r\} \subset \mathbb{N}\quad \text{and} \quad 1 \leq p \leq \infty.\]

We use the complex Sobolev space \(W^n_p := W^n_p([a, b]; \mathbb{C})\) and set \(W^0_p := L_p\). By \((W^n_p)^m := W^n_p([a, b]; \mathbb{C}^m)\) and \((W^n_p)^{m \times m} := W^n_p([a, b]; \mathbb{C}^{m \times m})\) we denote the Sobolev spaces of vector-valued and matrix-valued functions, respectively, whose entries belong to the Sobolev space \(W^n_p\) of scalar functions on \((a, b)\), with the vectors having \(m\) entries and with the matrices being of \(m \times m\) type. By \(\| \cdot \|_{p,n,p}\) we denote the norms in these spaces. They are the sums of the corresponding norms in \(W^n_p\) of all components of vector-valued or matrix-valued functions from these spaces. It will be always clear from context in which Sobolev space (scalar or vector-valued or matrix-valued functions) these norms are considered. For \(m = 1\), all these spaces coincide. It is known that the spaces are Banach spaces. They are separable if and only if \(p < \infty\).

We consider the following inhomogeneous boundary-value problem for a system of \(m\) linear differential equations of order \(r\):

\[(Ly)(t) := y^{(r)}(t) + \sum_{j=1}^{r} A_{r-j}(t)y^{(r-j)}(t) = f(t), \quad t \in (a, b),\]

\[(By) = c.\]

Here, the matrix-valued functions \(A_{r-j}(\cdot)\) belong to the space \((W^n_p)^{m \times m}\), vector-valued function \(f(\cdot)\) belongs to the space \((W^n_p)^m\), vector \(c\) belongs to the space \(\mathbb{C}^m\), and linear continuous operator \(B: (W^{n+r}_p)^m \to \mathbb{C}^m\).

A solution of the boundary-value problem (1), (2) is understood as a vector-valued function \(y(\cdot) \in (W^{n+r}_p)^m\) that satisfies equation (1) (everywhere for \(n \geq 1\), and almost everywhere for \(n = 0\)) on \((a, b)\) and equality (2) (which means \(rm\) scalar boundary conditions). Indeed, if the right-hand side \(f(\cdot)\) of the system runs through the whole space \((W^n_p)^m\), then the solution \(y(\cdot)\) to the system runs through the whole space \((W^{n+r}_p)^m\). The boundary condition (2) is the most general for the differential system (1).

Let the parameter \(\varepsilon\) run through the set \([0, \varepsilon_0]\), with the number \(\varepsilon_0 > 0\) being fixed. We consider the following parameter-dependent inhomogeneous boundary-value problem of the form (1), (2) for a system of \(m\) linear differential equations of order \(r\):

\[(L(\varepsilon)y)(t, \varepsilon) := y^{(r)}(t, \varepsilon) + \sum_{j=1}^{r} A_{r-j}(t, \varepsilon)y^{(r-j)}(t, \varepsilon) = f(t, \varepsilon), \quad t \in (a, b),\]

\[(B(\varepsilon)y)(\cdot, \varepsilon) = c(\varepsilon).\]

Here, for every \(\varepsilon \in [0, \varepsilon_0]\), the unknown vector-valued function \(y(\cdot, \varepsilon)\) belongs to the space \((W^{n+r}_p)^m\), and we arbitrarily choose the matrix-valued functions \(A_{r-j}(\cdot, \varepsilon) \in (W^{n+r}_p)^{m \times m}\) with \(j \in \{1, \ldots, r\}\), vector-valued function \(f(\cdot, \varepsilon) \in (W^n_p)^m\), vector \(c(\varepsilon) \in \mathbb{C}^m\), and linear continuous operator \(B(\varepsilon): (W^{n+r}_p)^m \to \mathbb{C}^m\).

We interpret vectors and vector-valued functions as columns. Note that the functions \(A_{r-j}(t, \varepsilon)\) are not assumed to have any regularity with respect to \(\varepsilon\).

Let us specify the sense in which equation (3) is understood. A solution of the boundary-value problem (3), (4) is understood as a vector-valued function \(y(\cdot, \varepsilon) \in (W^{n+r}_p)^m\) that satisfies equation (3) (everywhere for \(n \geq 1\), and almost everywhere for \(n = 0\)) on \((a, b)\) and equality (4) (which means \(rm\) scalar boundary conditions). The boundary condition (4) with an arbitrary continuous operator (5) is the most general for the differential system (3). Indeed, if the right-hand side \(f(\cdot, \varepsilon)\) of the system runs through the whole space \((W^n_p)^m\), then the solution \(y(\cdot, \varepsilon)\) to the system runs through the whole space \((W^{n+r}_p)^m\). This condition covers all the classical types of boundary conditions such as initial conditions in the Cauchy problem, various multipoint conditions, integral conditions, conditions used in mixed boundary-value problems, and also nonclassical conditions containing the derivatives (generally fractional) \(y^{(k)}(\cdot, \varepsilon)\) with \(0 < k \leq r\).
n + r − 1. Therefore, the boundary-value problem (3), (4) is generic with respect to the Sobolev space \( W^{n+r}_p \).

3. Main results

With the boundary-value problem (3), (4), we associate the linear continuous operator

\[
(L(\varepsilon), B(\varepsilon)): (W^{n+r}_p)^m \to (W^n_p)^m \times \mathbb{C}^m.
\]

Recall that a linear continuous operator \( T: X \to Y \), where \( X \) and \( Y \) are Banach spaces, is called a Fredholm operator if its kernel \( \ker T \) and cokernel \( Y/T(X) \) are finite-dimensional. If operator \( T \) is a Fredholm one, then its range \( T(X) \) is closed in \( Y \) (see, e.g., [12, Lemma 19.1.1]). The finite index of the Fredholm operator \( T \) is defined by the formula

\[
\text{ind} T := \dim \ker T - \dim(Y/T(X)) \in \mathbb{Z}.
\]

According to [4, Theorem 1], operator (6) is a Fredholm one with zero index for every \( \varepsilon \in [0, \varepsilon_0) \).

Let us consider the following condition.

**Condition (0).** The homogeneous boundary-value problem

\[
L(0)y(t; 0) = 0, \quad t \in (a, b), \quad B(0)y(\cdot; 0) = 0
\]

has only the trivial solution.

Let us now give our basic concepts.

**Definition 1.** The solution to the boundary-value problem (3), (4) depends continuously on the parameter \( \varepsilon \) at \( \varepsilon = 0 \) if the following two conditions are satisfied:

\[
(\ast) \text{ There exists a positive number } \varepsilon_1 < \varepsilon_0 \text{ such that, for any } \varepsilon \in [0, \varepsilon_1) \text{ and arbitrary right-hand sides } f(\cdot; \varepsilon) \in (W^n_p)^m \text{ and } c(\varepsilon) \in \mathbb{C}^m, \text{ this problem has a unique solution } y(\cdot; \varepsilon) \text{ from the space } (W^{n+r}_p)^m;
\]

\[
(\ast\ast) \text{ The convergence of the right-hand sides } f(\cdot; \varepsilon) \to f(\cdot; 0) \text{ in } (W^n_p)^m \text{ and } c(\varepsilon) \to c(0) \text{ in } \mathbb{C}^m \text{ as } \varepsilon \to 0+ \text{ implies the convergence of the solutions }
\]

\[
y(\cdot; \varepsilon) \to y(\cdot; 0) \text{ in } (W^{n+r}_p)^m \text{ as } \varepsilon \to 0+.
\]

We also consider the next two conditions on the left-hand sides of this problem.

**Limit Conditions as } \varepsilon \to 0+:**

\[
(I) \text{ } A_{r-j}(\cdot; \varepsilon) \to A_{r-j}(\cdot; 0) \text{ in the space } (W^n_p)^{m \times m} \text{ for each number } j \in \{1, \ldots, r\};
\]

\[
(II) \text{ } B(\varepsilon)y \to B(0)y \text{ in the space } \mathbb{C}^m \text{ for every } y \in (W^{n+r}_p)^m.
\]

Let us formulate the main result of the paper.

**Theorem 1.** The solution to the boundary-value problem (3), (4) depends continuously on the parameter \( \varepsilon \) at \( \varepsilon = 0 \) if and only if this problem satisfies Condition (0) and Limit Conditions (I) and (II).

**Remark 1.** In the case of \( r = 1 \), Theorem [1] is proved in [3, Theorem 1].

Paper [11] gives a constructive criterion under which the solutions to parameter-dependent problems are continuous with respect to the parameter in the Sobolev spaces \( W^n_p \), where \( 1 \leq p < \infty \). The proof of the criterion is based on the fact that the continuous linear operator \( B \), for every \( \varepsilon \in [0, \varepsilon_0) \) and \( 1 \leq p < \infty \), admits the following unique analytic representation:

\[
B y = \sum_{s=0}^{n+r-1} \alpha_s y(a) + \int_a^b \Phi(t)y^{(n+r)}(t)dt, \quad y(\cdot) \in (W^{n+r}_p)^m.
\]

Here, the matrices \( \alpha_s \) belong to the space \( \mathbb{C}^{m \times m} \), and the matrix-valued function \( \Phi(\cdot) \) belongs to the space \( L_{\text{eq}}([a, b]; \mathbb{C}^{m \times m}) \), with \( 1/p + 1/p = 1 \). For \( p = \infty \), this formula also defines a continuous operator \( B: (W^{n+r}_p)^m \to \mathbb{C}^m \). However, there exist continuous operators from \( (W^{n+r}_\infty)^m \) to \( \mathbb{C}^m \) specified by the integrals over finitely additive measures [7].

Our method allows to investigate such problems in the Sobolev spaces \( W^n_p \), where \( 1 \leq p \leq \infty \), and some other function spaces (see [10, 20]).
We supplement our result with a two-sided estimate of the error \( \|y(:,0) - y(:,\varepsilon)\|_{n+r,p} \) of the solution \( y(:,\varepsilon) \) via its discrepancy
\[
\tilde{d}_{n,p}(\varepsilon) := \|L(\varepsilon)y(:,0) - f(:,\varepsilon)\|_{n,p} + \|B(\varepsilon)y(:,0) - c(\varepsilon)\|_{C^m}.
\]
Here, we interpret \( y(:,\varepsilon) \) as an approximate solution to the problem (3), (4).

**Theorem 2.** Let the boundary-value problem (3), (4) satisfy Conditions (0) and Limit Conditions (I) and (II). Then there exist positive numbers \( \varepsilon_1 < \varepsilon_2 \), \( \gamma_1 \), and \( \gamma_2 \) such that
\[
\gamma_1 \tilde{d}_{n,p}(\varepsilon) \leq \|y(:,0) - y(:,\varepsilon)\|_{n+r,p} \leq \gamma_2 \tilde{d}_{n,p}(\varepsilon),
\]
for any \( \varepsilon \in (0, \varepsilon_2) \). Here, the numbers \( \varepsilon_2, \gamma_1, \) and \( \gamma_2 \) are independent of \( y(:,0) \) and \( y(:,\varepsilon) \).

Thus, the error and discrepancy of the solution to the problem (3), (4) have the same degree.

### 4. Proofs of main results

**Proof of Theorem 1.** Let us prove the necessity in Theorem 1. Suppose that the boundary-value problem (3), (4) satisfies Definition 1. Then the problem obviously satisfies Condition (0). It remains to prove that the problem satisfies Limit Conditions (I) and (II). We divide our proof into three steps.

**Step 1.** Let us prove that the problem (3), (4) satisfies Limit Condition (I). To this end, we canonically reduce this system to a certain system of the first order differential equations (see, e.g., [6]). We put
\[
x(x,\varepsilon) := \col(y(x,\varepsilon), y'(x,\varepsilon), \ldots, y^{(r-1)}(x,\varepsilon)) \in (W^{n+r}_p)^r,
\]
\[
g(x,\varepsilon) := \col(0, \ldots, 0, f(x,\varepsilon)) \in (W^n_p)^r,
\]
\[
c(\varepsilon) := \col(c_1(\varepsilon), \ldots, c_r(\varepsilon)) \in \mathbb{C}^r,
\]
and define the block matrix-valued function \( K(x,\varepsilon) \in (W^{n+r}_p)^{rm \times rm} \) as equality
\[
K(x,\varepsilon) := \begin{pmatrix}
O_m & -I_m & O_m & \ldots & O_m \\
O_m & O_m & -I_m & \ldots & O_m \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
O_m & O_m & O_m & \ldots & -I_m \\
A_0(x,\varepsilon) & A_1(x,\varepsilon) & A_2(x,\varepsilon) & \ldots & A_{r-1}(x,\varepsilon)
\end{pmatrix}.
\]

Vector-valued function \( y(x,\varepsilon) \in (W^{n+r}_p)^r \) is a solution to the system (3) if and only if vector-valued function (8) is a solution to the system
\[
x'(t,\varepsilon) + K(t,\varepsilon)x(t,\varepsilon) = g(t,\varepsilon), \quad t \in (a, b).
\]

We denote by
\[
[B(\varepsilon)Y(\cdot,\varepsilon)] := \[[B(\varepsilon)] Y_0(\cdot,\varepsilon) \ldots [B(\varepsilon)] Y_{r-1}(\cdot,\varepsilon)] \in \mathbb{C}^{rm \times m}
\]
the block numerical matrix of \( rm \times m \) — dimension. It consists of \( r \) square block columns \( [B(\varepsilon)] Y_j(\cdot,\varepsilon)] \in \mathbb{C}^{m \times m} \) in which \( j \)-th column of the matrix \( [B(\varepsilon)] Y_j(\cdot,\varepsilon)] \) is the result of the action of the operator \( B(\varepsilon) \) in \( 5 \) on the \( j \)-th column of the matrix-valued function \( Y_j(\cdot,\varepsilon) \).

Consider the following matrix boundary-value problem:
\[
Y_j^{(r)}(t,\varepsilon) + \sum_{j=1}^{r} A_{r-j}(t,\varepsilon) Y_j^{(r-j)}(t,\varepsilon) = O_{m \times rm}, \quad t \in (a, b),
\]
(9)
\[
[B(\varepsilon)Y(\cdot,\varepsilon)] = I_{rm}.
\]

Here,
\[
Y_j(\cdot,\varepsilon) := \left(y_j^{(k)}(\cdot,\varepsilon)\right)_{j=1,\ldots,m}^{k=1,\ldots,rm}
\]
is an unknown \( m \times rm \) matrix-valued function with entries from \( (W^{n+r}_p)^{m \times rm} \), \( O_{m \times rm} \) is the zero matrix, and \( I_{rm} \) is the identity matrix. This problem is a collection of \( rm \) boundary-value problems (3), (4) the right-hand sides of which are independent of \( \varepsilon \).
Therefore, this problem has a unique solution $Y(\cdot;\varepsilon)$ for every $\varepsilon \in [0,\varepsilon_1)$ due to condition (I) of Definition 1. Moreover, due to condition (**) of this definition, we have the following convergence
\[
y_{j,k}(\cdot;\varepsilon) \to y_{j,k}(\cdot,0) \quad \text{in} \quad W_p^{n+r} \quad \text{as} \quad \varepsilon \to 0^+.
\]

For any $k \in \{1,\ldots,rm\}$ and $\varepsilon \in [0,\varepsilon_1)$, we define a vector-valued function $x_k(\cdot;\varepsilon) \in (W_p^{n+r})^{rm}$ by formula (8) in which we replace $x(\cdot;\varepsilon)$ with $x_k(\cdot;\varepsilon)$ and take
\[
y(\cdot;\varepsilon) := \text{col}(y_{1,k}(\cdot;\varepsilon),\ldots,y_{m,k}(\cdot;\varepsilon)).
\]

Let $X(\cdot;\varepsilon)$ denote the matrix-valued function $x_k(\cdot;\varepsilon)$ for each $k \in \{1,\ldots,rm\}$. This function satisfies the matrix differential equation
\[
X'(t;\varepsilon) + K(t;\varepsilon)X(t;\varepsilon) = O_{rm}, \quad t \in (a,b).
\]

Therefore, $\det X(t;\varepsilon) \neq 0$ for all $t \in [a,b]$, since otherwise the columns of the matrix-valued function $X(\cdot;\varepsilon)$ and, hence, of $Y(\cdot;\varepsilon)$ would be linearly dependent on $[a,b]$, contrary to (9). Due to (10), we have the convergence $X(\cdot;\varepsilon) \to X(\cdot;0)$ in the Banach algebra $(W_p^{n+r})^{rm \times rm}$ as $\varepsilon \to 0^+$. Hence, $(X(\cdot;\varepsilon))^{-1} \to (X(\cdot;0))^{-1}$ in this algebra. Therefore, in view of (11), we conclude that
\[
K(\cdot;\varepsilon) = -X'(\cdot;\varepsilon)(X(\cdot;\varepsilon))^{-1} \to -X'(\cdot;0)(X(\cdot;0))^{-1} = K(\cdot;0)
\]
in $(W_p^{n})^{rm \times rm}$ as $\varepsilon \to 0^+$. Thus, the problem (3), (4) satisfies Limit Condition (I). Specifically,
\[
\|A_{r-j}(\cdot;\varepsilon)\|_{n,p} = O(1) \quad \text{as} \quad \varepsilon \to 0^+ \quad \text{for each} \quad j \in \{1,\ldots,r\}.
\]

Step 2. Let us show that the Limit Condition (II) is satisfied. First, we prove that
\[
\|B(\varepsilon)\| = O(1) \quad \text{as} \quad \varepsilon \to 0^+.
\]

Here, $\|\cdot\|$ denotes the norm of the operator (5).

Suppose the contrary; then there exists a sequence $(\varepsilon^{(k)})_{k=1}^{\infty} \subset (0,\varepsilon_1)$ such that
\[
\varepsilon^{(k)} \to 0 \quad \text{and} \quad 0 < \|B(\varepsilon^{(k)})\| \to \infty \quad \text{as} \quad k \to \infty,
\]

with $\|B(\varepsilon^{(k)})\| \neq 0$ for all $k \in \mathbb{N}$. For every integer $k \in \mathbb{N}$, we choose a vector-valued function $\omega_k \in (W_p^{n+r})^m$ that satisfies the conditions
\[
\|\omega_k\|_{n+r,p} = 1 \quad \text{and} \quad \|B(\varepsilon^{(k)})\omega_k\|_{C^{rm}} \geq \frac{1}{2}\|B(\varepsilon^{(k)})\|.
\]

Besides, we put
\[
y(\cdot;\varepsilon^{(k)}) := \|B(\varepsilon^{(k)})\|^{-1}\omega_k \in (W_p^{n+r})^m,
\]
\[
f(\cdot;\varepsilon^{(k)}) := L(\varepsilon^{(k)})y(\cdot;\varepsilon^{(k)}) \in (W_p^n)^m,
\]
\[
c(\varepsilon^{(k)}) := B(\varepsilon^{(k)})y(\cdot;\varepsilon^{(k)}) \in \mathbb{C}^{rm}.
\]

Due to (14) and (15), we have the convergence
\[
y(\cdot;\varepsilon^{(k)}) \to 0 \quad \text{in} \quad (W_p^{n+r})^m \quad \text{as} \quad k \to \infty.
\]

Hence,
\[
f(\cdot;\varepsilon^{(k)}) \to 0 \quad \text{in} \quad (W_p^n)^m \quad \text{as} \quad k \to \infty
\]
because the problem (3), (4) satisfies Limit Condition (I) (this was proved on step 1).

Since the finite-dimensional space $\mathbb{C}^{rm}$ is locally compact, then, according to (15), we conclude that
\[
1/2 \leq \|c(\varepsilon^{(k)})\|_{C^{rm}} \leq 1.
\]
Indeed,  
\[ \| c(\mathbf{e}^{(k)}) \|_{C^m} \leq \| B(\mathbf{e}^{(k)}) \|_{L^\infty(C^m)} \| y(\cdot, \mathbf{e}^{(k)}) \|_{n+r,p} = \]
\[ = \left\| B(\mathbf{e}^{(k)}) \right\|_{L^\infty(C^m)} \left\| \mathbf{w} \right\|_{n+r,p} = 1 \]
and
\[ \| c(\mathbf{e}^{(k)}) \|_{C^m} = \left\| B(\mathbf{e}^{(k)}) \right\|_{L^\infty(C^m)} \left\| \mathbf{w} \right\|_{n+r,p} = 1 \]
\[ \geq \frac{1}{2}. \]

Hence, there exists a subsequence
\[ \left( c(\mathbf{e}^{(k_p)}) \right)_{p=1}^{\infty} \subset \left( c(\mathbf{e}^{(k)}) \right)_{k=1}^{\infty} \]
and a nonzero vector \( c(0) \in C^m \) such that
\[ (18) \quad c(\mathbf{e}^{(k_p)}) \to c(0) \quad \text{in} \quad C^m \quad \text{as} \quad p \to \infty. \]

For every integer \( p \in \mathbb{N} \), the vector-valued function \( y(\cdot; \mathbf{e}^{(k_p)}) \in (W_p^{n+r})^m \) is a unique solution to the boundary-value problem
\[ \begin{align*}
L(\mathbf{e}^{(k_p)}) y(t; \mathbf{e}^{(k_p)}) &= f(t; \mathbf{e}^{(k_p)}), \quad t \in (a,b), \\
B(\mathbf{e}^{(k_p)}) y(\cdot; \mathbf{e}^{(k_p)}) &= c(\mathbf{e}^{(k_p)}). 
\end{align*} \]

Due to (17) and (18) and condition (***) of Definition [1], we conclude that the function \( y(\cdot; \mathbf{e}^{(k_p)}) \) converges to the unique solution \( y(\cdot; 0) \) of the boundary-value problem
\[ \begin{align*}
L(0)y(t,0) &= 0, \quad t \in (a,b), \\
B(0)y(\cdot,0) &= c(0) 
\end{align*} \]
in the space \((W_p^{n+r})^m\) as \( k \to \infty \). But \( y(\cdot; 0) \equiv 0 \) due to (16). This contradicts the boundary condition (19), in which \( c(0) \neq 0 \). Thus, our assumption is false, which proves the required property (13).

Step 3. Using the results of the previous steps, we will prove here that the problem (3), (4) satisfies Limit Condition (II). According to (12) and (13), there exist numbers \( \gamma > 0 \) and \( \varepsilon' \in (0, \varepsilon_1) \) such that
\[ (20) \quad \| (L(\varepsilon), B(\varepsilon)) \| \leq \gamma \quad \text{for every} \quad \varepsilon \in [0, \varepsilon'). \]

Here, \( \| \cdot \| \) denotes the norm of the bounded operator (6). We arbitrarily choose a vector-valued function \( y \in (W_p^{n+r})^m \) and set \( f(\cdot; \varepsilon) := L(\varepsilon)y \) and \( c(\varepsilon) := B(\varepsilon)y \) for every \( \varepsilon \in [0, \varepsilon') \). Hence,
\[ (21) \quad y = (L(\varepsilon), B(\varepsilon))^{-1}(f(\cdot; \varepsilon), c(\cdot; \varepsilon)) \quad \text{for every} \quad \varepsilon \in [0, \varepsilon'). \]

Here, \((L(\varepsilon), B(\varepsilon))^{-1}\) denotes the operator inverse to the operator (6); the latter operator is invertible due to condition (*) of Definition [1].

Using (20) and (21), we obtain the following inequalities for every \( \varepsilon \in (0, \varepsilon') \):
\[ \| B(\varepsilon)y - B(0)y \|_{C^m} \leq \| (f(\cdot; \varepsilon), c(\varepsilon)) - (f(\cdot; 0), c(0)) \|_{(W_p^{n+r})^m \times C^m} = \]
\[ = \| (L(\varepsilon), B(\varepsilon))(L(0), B(0))^{-1}(f(\cdot; \varepsilon), c(\varepsilon)) - (f(\cdot; 0), c(0)) \|_{(W_p^{n+r})^m \times C^m} \leq \]
\[ \leq \gamma \| (L(\varepsilon), B(\varepsilon))^{-1}(f(\cdot; \varepsilon), c(\varepsilon)) - (f(\cdot; 0), c(0)) \|_{n+r,p} = \]
\[ = \gamma \| (L(0), B(0))^{-1}(f(\cdot; 0), c(0)) - (L(\varepsilon), B(\varepsilon))^{-1}(f(\cdot; 0), c(0)) \|_{n+r,p}. \]

The latter norm vanishes as \( \varepsilon \to 0^+ \) according to condition (***) of Definition [1]. Since
\[ \| B(\varepsilon) \| = O(1) \quad \text{and} \quad \| B(\varepsilon)y - B(0)y \|_{C^m} \to 0, \]
we have the convergence \( B(\varepsilon)y \to B(0)y \) in \( C^m \) as \( \varepsilon \to 0^+ \) for all \( y \in (W_p^{n+r})^m \). We conclude that the boundary-value problem (3), (4) satisfies Limit Condition (II).

The necessity is proved.
Let us prove the sufficiency in Theorem 1. Suppose that the boundary-value problem (3), (4) satisfies Condition (0) and Limit Conditions (I) and (II). We show that the solution of this problem continuously depends on the parameter $\varepsilon$ at $\varepsilon = 0$ in the space $(W_p^{n+r})^m$. We divide our proof into four steps.

Step 1. For every $\varepsilon \in [0, \varepsilon_0)$, we first consider Cauchy problem

$$L(\varepsilon)y(t, \varepsilon) = f(t, \varepsilon), \quad t \in (a, b),$$

$$y^{(j-1)}(a, \varepsilon) = c_j(\varepsilon), \quad j \in \{1, \ldots, r\}.$$  

Here, for every $\varepsilon$, the vector-valued function $f(\cdot, \varepsilon) \in (W_p^n)^m$ and the vectors $c_j(\varepsilon) \in \mathbb{C}^m$ are arbitrarily chosen. The unique solution $\hat{y}(\cdot, \varepsilon)$ of this problem belongs to the space $(W_p^{n+r})^m$.

We show that the convergence of the right-hand sides of this problem

$$f(\cdot, \varepsilon) \to f(\cdot, 0) \quad \text{in} \quad (W_p^n)^m \quad \text{as} \quad \varepsilon \to 0^+,$$

$$c_j(\varepsilon) \to c_j(0) \quad \text{in} \quad \mathbb{C}^m \quad \text{as} \quad \varepsilon \to 0^+ \quad \text{for every} \quad j \in \{1, \ldots, r\}$$

implies the convergence of its solutions

$$\hat{y}(\cdot, \varepsilon) \to \hat{y}(\cdot, 0) \quad \text{in} \quad (W_p^{n+r})^m \quad \text{as} \quad \varepsilon \to 0^+.$$  

We reduce the Cauchy problem (22), (23) to the following Cauchy problem for the system of differential equations of the first order:

$$x'(t, \varepsilon) + K(t, \varepsilon)x(t, \varepsilon) = g(t, \varepsilon), \quad t \in (a, b),$$

$$x(a, \varepsilon) = c(\varepsilon).$$

Here, the matrix-valued function $K(\cdot, \varepsilon)$ and the vector-valued function $g(\cdot, \varepsilon)$ are the same as in Step 1 of proof of the necessity. Moreover,

$$x(\cdot, \varepsilon) := \operatorname{col} \left( \hat{y}(\cdot, \varepsilon), \hat{y}'(\cdot, \varepsilon), \ldots, \hat{y}^{(r-1)}(\cdot, \varepsilon) \right) \in (W_p^{n+r})^m,$$

$$c(\varepsilon) := \operatorname{col} \left( c(\varepsilon), \ldots, c_r(\varepsilon) \right) \in \mathbb{C}^m.$$  

Since, by assumption, the boundary-value problem (3), (4) satisfies Limit Condition (I), then

$$K(\cdot, \varepsilon) \to K(\cdot, 0) \quad \text{in} \quad (W_p^{n+r})^{m \times m} \quad \text{as} \quad \varepsilon \to 0^+.$$  

The conditions (24) and (25) imply the convergence of the right-hand sides of the problem (27), (28):

$$g(\cdot, \varepsilon) \to g(\cdot, 0) \quad \text{in} \quad (W_p^n)^m \quad \text{as} \quad \varepsilon \to 0^+,$$

$$c(\varepsilon) \to c(0) \quad \text{in} \quad \mathbb{C}^m \quad \text{as} \quad \varepsilon \to 0^+.$$  

Therefore, due to theorems 3, Theorem 1, (24) and (25) we have the convergence (26).

Step 2. We prove that the boundary-value problem (3), (4) satisfies the condition (\#) of Definition 1.

That is, for sufficiently small $\varepsilon \geq 0$, the operator $(L(\varepsilon), B(\varepsilon))$ is invertible.

For every $\varepsilon \in [0, \varepsilon_0)$ and $k \in \{0, \ldots, r-1\}$, we consider matrix Cauchy problem

$$Y_k^{(r)}(t, \varepsilon) + \sum_{j=1}^{r} A_{r-j}(t, \varepsilon)Y_k^{(r-j)}(t, \varepsilon) = O_m, \quad t \in (a, b),$$

with initial conditions

$$Y_k^{(j)}(t_0, \varepsilon) = \delta_{k,j}I_m, \quad j \in \{1, \ldots, r-1\}.$$  

Here, $Y_k(t, \varepsilon) = \left( \frac{a^{\alpha}b^{\beta}Y_k}{m_{\alpha\beta=1}} \right)$ is an unknown $m \times m$ matrix-valued function, the point $t_0 \in [a, b]$ is fixed, $\delta_{k,j}$ is the Kronecker symbol, $O_m$ and $I_m$ are, respectively, the zero and identity matrices of the order $m$. It consist of $m$ Cauchy problems of the form (22), (23) with $f = 0$ for the vector-valued function $\hat{y}(\cdot, \varepsilon)$, that are columns of the matrix $Y_k(\cdot, \varepsilon)$.

We write the solution of the homogeneous differential equation (3) in the form

$$y(\cdot, \varepsilon) = \sum_{k=0}^{r-1} Y_k(\cdot, \varepsilon)q_k(\varepsilon),$$

where $q_k(\varepsilon) \in \mathbb{C}^m$ are arbitrary column vectors [6].
Since the right-hand sides of this problem are independent of \( \varepsilon \), then
\[
Y_1(\cdot, \varepsilon) \to Y_1(\cdot, 0) \quad \text{in} \quad (W_p^{n+r})^{m \times m} \quad \text{as} \quad \varepsilon \to 0^+.
\]
according to Step 1. In view of Limit Condition (II), this yields the convergence of the following block numerical matrices:
\[
([B(\varepsilon)Y_0(\cdot, \varepsilon)], \ldots, [B(\varepsilon)Y_{r-1}(\cdot, \varepsilon)]) \to ([B(0)Y_0(\cdot, \varepsilon)], \ldots, [B(0)Y_{r-1}(\cdot, \varepsilon)]) \quad \text{in} \quad \mathbb{C}^{rm \times rm} \quad \text{as} \quad \varepsilon \to 0^+.
\]
However, the limit matrix is nondegenerate by virtue of Limit Condition (0) and [3] Lemma 1. Therefore, there is a positive number \( \varepsilon_1 < \varepsilon_0 \) such that, for the sufficiently small \( \varepsilon \in [0, \varepsilon_1) \),
\[
\det(M(L(\varepsilon), B(\varepsilon))) \neq 0.
\]
Hence, by [3] Lemma 1, the operator (5) is invertible for any \( \varepsilon \in [0, \varepsilon_1) \).

**Step 3.** We show that the boundary-value problem (3), (4) satisfies the condition (**) of Definition 1.

Let us first analyze the case \( f(\cdot, \varepsilon) \equiv 0 \).

Consider a semihomogeneous boundary-value problem
\[
L(\varepsilon)v(\cdot; \varepsilon) \equiv 0,
\]
\[
B(\varepsilon)v(\cdot; \varepsilon) = c(\varepsilon),
\]
depending on the parameter \( \varepsilon \in [0, \varepsilon_0] \). According to Step 2, this problem has a unique solution \( v(\cdot; \varepsilon) \in (W_p^{n+r})^m \) for every \( \varepsilon \in [0, \varepsilon_1) \), where \( \varepsilon_1 \) is the sufficiently small positive number. Suppose that
\[
c(\varepsilon) \to c(0) \quad \text{in} \quad \mathbb{C}^m \quad \text{as} \quad \varepsilon \to 0^+.
\]
Let us show that
\[
v(\cdot, \varepsilon) \to v(\cdot, 0) \quad \text{in} \quad (W_p^{n+r})^m \quad \text{as} \quad \varepsilon \to 0^+.
\]

For every \( \varepsilon \in [0, \varepsilon_0] \), we write the general solution of the homogeneous differential equation (33) in the form (29), that is
\[
v(\cdot, \varepsilon) = \sum_{k=0}^{r-1} Y_k(\cdot, \varepsilon)q_k(\varepsilon),
\]
where \( q_k(\varepsilon) \in \mathbb{C}^m \) are arbitrary column vectors, and each matrix-valued function \( Y_k(\cdot, \varepsilon) \in (W_p^{n+r})^{m \times m} \) as in Step 2. By virtue of [2] Lemma 6, we have
\[
B(\varepsilon)v(\cdot, \varepsilon) = \sum_{k=0}^{r-1} B(\varepsilon)(Y_k(\cdot, \varepsilon)q_k(\varepsilon)) = \sum_{k=0}^{r-1} [B(\varepsilon)Y_k(\cdot, \varepsilon)]q_k(\varepsilon).
\]
Therefore, the boundary-value problem (34) is equivalent to
\[
\sum_{k=0}^{r-1} [B(\varepsilon)Y_k(\cdot, \varepsilon)]q_k(\varepsilon) = c(\varepsilon).
\]
The last condition can be rewritten in the form of a system of linear algebraic equations
\[
([B(\varepsilon)Y_0(\cdot, \varepsilon)], \ldots, [B(\varepsilon)Y_{r-1}(\cdot, \varepsilon)])q(\varepsilon) = c(\varepsilon),
\]
that is
\[
[B(\varepsilon)Y(\cdot, \varepsilon)]q(\varepsilon) = c(\varepsilon)
\]
for the column vector
\[
q(\varepsilon) := \text{col}(q_0(\varepsilon), \ldots, q_{r-1}(\varepsilon)).
\]
By virtue of relations (31), (32) and assumption (35), we have the convergence
\[
q(\varepsilon)[B(\varepsilon)Y(\cdot, \varepsilon)]^{-1}c(\varepsilon) \to [B(0)Y(\cdot, 0)]^{-1}c(0) = q(0) \quad \text{as} \quad \varepsilon \to 0^+.
\]
Therefore, the necessary convergence (36) follows from the formulas (30), (37)
\[
v(\cdot, \varepsilon) = \sum_{k=0}^{r-1} Y_k(\cdot, \varepsilon)q_k(\varepsilon) \to \sum_{k=0}^{r-1} Y_k(\cdot, 0)q_k(0) = v(\cdot, 0) \quad \text{in} \quad (W_p^{n+r})^m \quad \text{as} \quad \varepsilon \to 0^+.
Step 4. We now turn to the general case of the inhomogeneous differential equation (3). Suppose that the conditions (35) and
\begin{equation}
 f(\cdot, \varepsilon) \to f(\cdot, 0) \quad \text{in} \quad (W^m_{p})^m \quad \text{as} \quad \varepsilon \to 0^+ \tag{38}
\end{equation}
are satisfied. For every $\varepsilon \in [0, \varepsilon_1]$, we set
\[ z(\cdot; \varepsilon) = y(\cdot; \varepsilon) - \hat{y}(\cdot; \varepsilon), \]
where vector-valued function $y(\cdot; \varepsilon)$ is a solution of the inhomogeneous boundary-value problem (22), (23) and the vector-valued function $\hat{y}(\cdot; \varepsilon)$ is a solution of the Cauchy problem (22), (23) with $c_j(\varepsilon) \equiv 0$. Then $z(\cdot; \varepsilon)$ is a solution of the semihomogeneous boundary-value problem
\[ L(\varepsilon)z(\cdot, \varepsilon) = 0, \]
\[ B(\varepsilon)z(\cdot, \varepsilon) = \bar{c}(\varepsilon), \]
\[ \bar{c}(\varepsilon) = c(\varepsilon) - B(\varepsilon)\hat{y}(\cdot, \varepsilon) \in \mathbb{C}^{rm}. \]
In Step 1, it was shown that $\hat{y}(\cdot, \varepsilon)$ satisfies the property (26) if the condition (38) is fulfilled. By virtue of this property and the assumption that the boundary-value problem (3), (4) satisfies Limit Condition (I) and (35), we get
\[ \bar{c}(\varepsilon) \to \bar{c}(0) \quad \text{in} \quad \mathbb{C}^{rm} \quad \text{as} \quad \varepsilon \to 0^+. \]
Hence, according to Step 3, we conclude that
\[ z(\cdot, \varepsilon) \to z(\cdot, 0) \quad \text{in} \quad (W^m_{p})^{n+r} \quad \text{as} \quad \varepsilon \to 0^+. \]
Therefore, from the formula (26), we obtain the necessary convergence
\[ y(\cdot, \varepsilon) = \hat{y}(\cdot, \varepsilon) + z(\cdot, \varepsilon) \to \hat{y}(\cdot, 0) + z(\cdot, 0) = y(\cdot, 0) \quad \text{in} \quad (W^m_{p})^{n+r} \quad \text{as} \quad \varepsilon \to 0^+. \]
The sufficiency is proved.

\[ \square \]

Proof of Theorem 2. Let us first prove the left-hand side of (7). Limit Conditions (I) and (II) imply the strong convergence
\[ (L(\varepsilon), B(\varepsilon)) \xrightarrow{s} (L(0), B(0)) \quad \text{as} \quad \varepsilon \to 0^+ \]
of the continuous operators acting from $(W^m_{p})^{n+r}$ to $(W^m_{p})^{m} \times \mathbb{C}^{rm}$. Hence, there exist numbers $\gamma' > 0$ and $\varepsilon \in (0, \varepsilon'_2)$ such that the norm of this operator satisfies inequality (20). Indeed, if we assume the contrary, then we can find a sequence of positive numbers $(\varepsilon^{(k)})_{k=1}^\infty$ such that
\[ \varepsilon^{(k)} \to 0 \quad \text{and} \quad \left\| (L\left(\varepsilon^{(k)}\right), B\left(\varepsilon^{(k)}\right)) \right\| \to \infty \quad \text{as} \quad k \to \infty. \]
However, by the Banach–Steinhaus theorem, this contradicts the fact that $(L\left(\varepsilon^{(k)}\right), B\left(\varepsilon^{(k)}\right))$ strongly converge to $(L(0), B(0))$ as $k \to \infty$.

Now, based on inequality (20), we conclude that
\[ \widetilde{d}_{n,p}(\varepsilon) = \left\| L(\varepsilon)y(\cdot, 0) - L(\varepsilon)y(\cdot; \varepsilon) \right\|_{n,p} + \left\| B(\varepsilon)y(\cdot; 0) - B(\varepsilon)y(\cdot; \varepsilon) \right\|_{\mathbb{C}^{rm}} \leq \left\| L(\varepsilon)\right\| \left\| y(\cdot, 0) - y(\cdot; \varepsilon) \right\|_{n+r,p} + \left\| B(\varepsilon)\right\| \left\| y(\cdot; 0) - y(\cdot; \varepsilon) \right\|_{n+r,p} \leq \gamma' \left\| y(\cdot, 0) - y(\cdot; \varepsilon) \right\|_{n+r,p}, \]
for every $\varepsilon \in (0, \varepsilon'_2)$. Thus, we have established the left-hand side of the estimate (7), where $\gamma_1 := 1/\gamma'$.

Let us prove the right-hand side of the estimate (7). By Theorem 1 the boundary-value problem (3), (4) satisfies Definition 1; therefore the operator (3) is invertible for every $\varepsilon \in (0, \varepsilon'_2)$. Moreover, we have the following strong convergence:
\[ (L(\varepsilon), B(\varepsilon))^{-1} \xrightarrow{s} (L(0), B(0))^{-1}, \quad \varepsilon \to 0^+. \]
Indeed, for arbitrary $f \in (W^m_{p})^{m}$ and $c \in \mathbb{C}^{rm}$, under the condition (***) of Definition 1 we get the following convergence:
\[ (L(\varepsilon), B(\varepsilon))^{-1}(f, c) := y(\cdot, \varepsilon) \to y(\cdot, 0) := (L(0), B(0))^{-1}(f, c) \]
in space $(W^m_{p})^{n+r}$ as $\varepsilon \to 0^+$. 
Hence, by the Banach – Steinhaus theorem, the norms of these inverse operators are bounded, namely, there exist positive numbers $\varepsilon_2$ and $\gamma_2$ such that the norm of the inverse operator
\[
\|(L(\varepsilon), B(\varepsilon))^{-1}\| \leq \gamma_2 \quad \text{for every} \quad \varepsilon \in [0, \varepsilon_2).
\]
Thus, for every $\varepsilon \in (0, \varepsilon_2)$, we conclude that
\[
\|y(\cdot, 0) - y(\cdot, \varepsilon)\|_{n+r,p} = \|(L(\varepsilon), B(\varepsilon))^{-1}(L(\varepsilon), B(\varepsilon))(y(\cdot, 0) - y(\cdot, \varepsilon))\|_{n+r,p} \leq \gamma_2 \|\| (L(\varepsilon), B(\varepsilon))(y(\cdot, 0) - y(\cdot, \varepsilon))\|_{|w^p_{n+r} \times C^m} = \gamma_2 \tilde{d}_{n,p}(\varepsilon).
\]
This directly yields the right-hand side of the two-sided estimate (7). \[\square\]
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