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With the popularity of King Kong, Pirates of the Caribbean 2, Avatar, and other films, the virtual characters in these films have become popular and well loved by audiences. The creation of these virtual characters is different from traditional 3D animation but is based on real character movements and expressions. An overview of several mainstream motion capture systems in the field of motion capture is presented, and the application of motion capture technology in film and animation is explained in detail. The current motion capture technology is mainly based on complex human markers and sensors, which are costly, while deep-learning-based human pose estimation is becoming a new option. However, most existing methods are based on a single person or picture estimation, and there are many challenges for video multiperson estimation. The experimental results show that a simple design of the human motion capture system is achieved.

1. Introduction

Motion capture technology is more mature and common in the film and television industry. After capturing the motion data of professional actors, doing specific processing, and then binding with the character model in the film and television works, we can get 3D virtual animation [1–3]. The currently used pose capture system is mainly divided into two categories: sensor capture and optical capture. The former is more mature, characterized by fast transmission speed and more accurate pose data; the disadvantage is the higher cost, and wearable devices are less convenient to use. In contrast, optical capture is the opposite, and there are two types of optical capture: unmarked and marked. The object of this paper is a markerless capture system, where a common 2D image or video is used as input to capture the human body’s joint point data using target detection and feature extraction [4]. Although it is not yet widely used due to its unstable performance, its advantages such as ease of use, flexibility, and low cost should not be overlooked.

In recent years, numerous scholars at home and abroad have proposed considerable convolutional neural network models and other auxiliary methods for human pose estimation, covering single to multiperson, 2D to 3D, and picture to video [5]. However, human pose is a complex nonlinear model, and environmental noise, occlusion, and spatial depth ambiguity are the main hindrances to this task. If the input object is video data, it is also a difficult task to output a high frame rate and smooth and stable pose. Most of the existing methods are based on image-based 3D pose estimation [6], or for single-person videos [7]. The actual motion capture application objects are many times facing multiperson scenes, and the characters must have contact with the virtual physical space, so we propose a 3D multiperson estimation model from the video to meet the practical needs.

There are two general types of 3D pose estimation: one is regressive—regressing the 3D coordinates of the nodes directly from 2D data, which require the data to be 3D labeled, which is often difficult to obtain—and the other is the lifting type [8] where the two-dimensional pose is first obtained and then a mapping method is trained to lift it to
the three-dimensional space on top of the two-dimensional one. The work in this paper will be centered on the lifting style, where current 2D estimation methods are relatively mature. And we will focus on the implementation of 3D estimation especially for multiperson targets. Time-domain convolution makes full use of key information at different time points of the video stream to infer 3D pose. Treating the human key point connection relationship as a graph structure is a prerequisite for implementing graph convolution, and then, the 3D relationship of bones can be extracted from global and local together. Previous approaches focus on feature learning and large-scale data training on pixel space, without making good use of a priori information such as human kinematics, spatial-physical relationships, and human topology [9], and for monocular 3D pose, inference relying on neural network learning alone is not sufficient. Some common problems, such as spatial relative position errors of multiple targets, contact with the ground with penetration and vacillation, unnatural tilt of pose and mutual occlusion, are found from the practical use of some models.

The remaining sections of this article are arranged as follows: Section 2 describes the modern mainstream motion capture system; Section 3 is the main content of this article is the design of film and television animation based on motion capture technology; Section 4 is the multiperson 3D estimation network; Section 5 is the experiment and evaluation; Section 6 is the conclusion.

2. Modern Mainstream Motion Capture System

The current mainstream motion capture systems can be divided into four categories: mechanical, electromagnetic, acoustic, and optical [10]. Optical-based motion capture systems mainly use multiple cameras to capture motion image sequences and trajectories and then accomplish the task of motion capture by identifying and tracking specific markers in the image information and using the motion information of these marker points to perform the 3D reconstruction.

2.1. Mechanical Motion Capture System. Mechanical motion capture system relies on mechanical devices to track and measure the motion trajectory. Mechanical motion capture systems generally consist of multiple joints and rigid connecting rods [1]. When the device is in motion, the position and trajectory of the rod end point in space can be derived from the angle change measured by the angle sensor and the length of the linkage.

2.2. Acoustic Motion Capture System. Acoustic motion capture system consists of a transmitter, a receiver, and a processing unit. The transmitter is a fixed ultrasonic generator, and the receiver consists of 3 ultrasonic probes arranged in a triangular pattern [11, 12]. This type of device is relatively low cost, but the capture of motion has a large delay and lag, real time is poor, the accuracy is generally not very high, and the sound source and the receiver cannot have large obscuring objects between, by noise and multiple reflections and other interference. Since the speed of sound waves in the air is related to air pressure, the corresponding compensation must also be made in the latter algorithm.

2.3. Optical Motion Capture System. Motion capture system is the most widely used and convenient system in the world. It uses multiple infrared cameras to capture objects from different angles. The software is then used to analyze the image coordinates of the marker points on the image, and the 3D reconstruction is performed using computer vision principles to derive the motion data of the marker points. The advantages of optical motion capture are a large range of performer activities, no cable, mechanical device limitations, easy to use, and high sampling rate [13].

3. Design of Motion Capture-Based Animation for Film and Television

Motion capture technology needs to build a skeleton model in order to describe the motion of the real human body, and all the skeleton models we store in the motion module database are shown in the figure below, and in order to let the captured motion data to drive the 3D human model, we need to combine the model with the captured motion data to achieve matching with the model, so as to drive the movement of the model. Finally, the model is matched with the captured data, and the model can follow the captured motion data to move, as shown in Figure 1.

In the past, the movie was to make the real into virtual, but nowadays, it is making the virtual scene into reality [14]. A film and television works using motion capture technology only need the following steps can quickly produce a film and animation works liked by the audience, and the actual operation steps are shown in Figure 2.

We use motion capture technology for film, television, and animation production, which can greatly improve the level of film, television, and animation production. It can greatly improve the efficiency of film and animation production, reduce the cost of film and animation production, and make the film and animation production process more intuitive and more vivid effects [11, 15–17].

4. Multiperson 3D Estimation Network

The current single-person 3D estimation and multiperson 2D estimation methods are relatively mature, while multiperson 3D estimation has many challenges. The study in [18] proposes a multiview approach, which has good results but requires specialized datasets and is difficult to collect data from everyday scenes. In this paper, we use monocular video data to achieve multiperson motion capture at a lower cost. Current time-domain convolution and graph convolution are two important methods to achieve pose estimation, and
combining the advantages of these two methods has also become a popular research direction [19]. Different targets in the real world have different distances from the camera, which is reflected in the image that the targets occupy different pixels, so the 3D distribution of multiple targets needs to be inferred from the 2D space, and the method used in this paper is depth estimation, and feeding the depth information to the time-domain graph convolution can achieve multiperson 3D estimation, which is the difference between multiperson and single-person.

4.1. Time-Domain Map Convolution. The time-domain convolution network proposed in [20] exploits the continuity of the post in the time domain and performs a void convolution in the time domain from the two-dimensional pose input to lift it to the three-dimensional space. Time-domain convolution is derived from RNN and LSTM. The study in [21] avoids the fact that RNN networks cannot be processed in parallel in the time domain, and the gradient length between the input and output is fixed so that the input sequences of different lengths can be trained stably without gradient vanishing and exploding. The network also employs null convolution to obtain long time-domain information without being limited to the top and bottom frames. The model works well for 3D estimation in the video but is not applicable to multiperson situations. Inspired from [22, 23], the application of graph convolution to time-domain convolution enables to obtain better spatial information of joint points. The form of skeletal joint point data is a graph structure, and the graph convolution methods before [24] basically learn the weight parameters of the convolution layer, while for the complex nonlinear transformation from two-dimensional key points to three-dimensional space, understanding the spatial relationship between joint points and the influence of each joint point on other joint points is another focus that cannot be ignored. Human skeletal dynamics is a nonregular and complex structure, and 3D pose estimation using graph convolution can overcome this limitation, and the model extracts both local and global pose information to accommodate occlusion situations. The local and global optimization is shown in Figure 3. Since the human pose in the video stream has continuity with both local dynamic and local static as well as temporary occlusion needs to rely on both the auxiliary of up and down frames and the graph convolution for pose space estimation, the graph convolution and time-domain convolution are performed simultaneously in the network structure proposed in this paper. To accommodate multipayer estimation, corresponding improvements are made for time-domain convolution and graph convolution, respectively. Similar to the network structure in [25], four time-domain convolutional modules are constructed, each consisting of convolutional layers such as batch normalization, residual connectivity, ReLU loss function with random deactivation.

There is a graph convolution module between each two time-domain modules, considering the requirement of multiperson estimation, combining the depth information of the target on the basis of time-domain graph convolution, so that the multiperson pose has real spatial distribution and relative position relationship.

4.2. Depth Estimation. The study in [26] uses a top-down approach to first detect all the key points in the image and then combine the joints belonging to the same target according to the PAF (part affinity field) principle, which can be adapted to multihuman 2D pose estimation of video streams. Before the human pose estimation, there is another branching task-using Mask R-CNN [1] to first presample the person in the video and perform 2D pose estimation in the stationary extended state to obtain a standard skeletal model of each target for 3D pose estimation and correction unit. Then, all human targets in each frame of the video stream are detected, and the character markers with borders are output. The depth estimation of the targets is based on the 2D estimation of the joint point coordinates and the target detection with border regression. For each target segmented by the regression border, the pelvic key point P is selected as the human datum, and the target-to-camera distance \((x_p, y_p, z_p)\) is calculated according to the imaging principle of the pinhole camera according to the method proposed in [11], where \(z_p\) denotes the distance to the camera. Lacking support conditions for estimating the distance only from
two-dimensional images, a new measurement scale was designed $k$ as follows:

$$k = \sqrt{\frac{A_{\text{real}}}{A_{\text{img}}}}$$  \hspace{1cm} (1)

where $\alpha_x$, $\alpha_y$ denotes the focal length divided by the distance factor of X-axis and Y-axis, respectively, and $A_{\text{real}}$ and $A_{\text{img}}$ denote the area of the human body in real space (in units: mm$^2$) and image space (in units: pixel$^2$), respectively. For a given camera parameter, $k$ approximates the absolute depth from the target to the camera by the ratio of the area of the real space to the area of the imaging space. The distance $d$ can then be obtained according to the imaging principle as follows:

$$d = \alpha_x \frac{l_{x,\text{real}}}{l_{x,\text{img}}} = \alpha_y \frac{l_{y,\text{real}}}{l_{y,\text{img}}}$$  \hspace{1cm} (2)

Here, $l_{x,\text{real}}$, $l_{y,\text{real}}$, $l_{x,\text{img}}$, and $l_{y,\text{img}}$ denotes the length of the projection of the target on the coordinate axis in the actual space and the image space, respectively. However, this approach has drawbacks: for example, adults and children are in different depth cases, but the sizes are similar on the photos, and the depths output by the depth estimation module are the same. The solution is to involve the depth information in the training of the neural network, which in turn causes difficulties for the existing dataset and requires the addition of depth annotations, and eventually, a new dataset with a small portion of annotated data and a large portion of unannounced data is selected to train the network.

4.3. Contact Calibration. The study in [13] used a method of training neural networks to determine the foot-ground contact, although there is no dedicated public dataset currently available, for which they produced a new dataset. However, on the one hand, producing such a dataset requires a large investment, and on the other hand, the action relationship between the human body and the ground is still difficult to be fully described only by explicit image annotation, while dynamical analysis is an important reference for optimizing the contact problem, so it is proposed to optimize the contact relationship with the help of dynamical analysis in the absence of data and insufficient network training, which also helps to correct the human body imbalance in the next step [14–16], and a simplification is done as shown in Figure 4. The human body model is simplified into eight parts such as head, torso, left arm, right arm, and left and right leg, and the whole body mass $M$ is initialized to 70 kg, and the mass of each part is done according to the general proportion approximate distribution. The contact force between the human body and the ground only considers the internal forces generated by gravity and acceleration of motion. The support force of the ground on the human body comes from the biped, which is represented by $f_r$, $f_l \in \mathbb{R}^3$, respectively, and the support force and the combined force of the human body are a pair of interacting forces. Human body dynamics are analyzed to find $f_r$ and $f_l$.

\[
\begin{align*}
\mathbf{F} &= \sum_{i=0}^{3}(m_i \ddot{q}_i + m_ig), \\
\sum_{i=0}^{3} m_i \ddot{q}_i &= \mathbf{M}\ddot{\mathbf{C}}, \\
\mathbf{M}\ddot{\mathbf{C}} &= f_r + f_l + Mg,
\end{align*}
\]

where $q_i \in \mathbb{R}^3$ are the coordinates of each part of the simplified model of the human body, obtained by averaging the coordinates of the corresponding joints; $\ddot{q}_i$ are their second-order derivatives; and $\mathbf{C}, \mathbf{C} \in \mathbb{R}^3$ are the coordinates of the center of mass of the human body and their second-order derivatives.

The initial ground representation needs to be obtained along with the 2D pose estimation. Since it is difficult to label all the training data and, in addition, it is assumed that the plane in which the target is located is a flat area without undulations, only a portion of the data is labeled, which is used to obtain the initial ground on the one hand and to improve the adjustment of the correction unit to the contact state with the ground on the other hand.

Compared to the task of estimating the pose, the acquisition of the ground is relatively simpler and easier. A direct way to determine the foot-ground contact is to check the distance between the coordinates of the foot joint point and the initial ground $d$. And according to the kinetic analysis, the foot is in contact with the ground when the force of the ground on the body is greater than zero. If the output of contact markers estimated from 2D is wrong, or if the markers are correct, but the output 3D pose is penetrating or vacating with the ground, the pose space position needs to be corrected in combination with the kinetic analysis.
conditions. All joint point coordinates need to be flattened up or down by an offset distance $\Delta d$.

4.4. Balance Correction. For the human body balance state, there are static more dynamic. The static situation only needs to consider the effect of ground support and gravity, while the focus is on the dynamic balance. Each joint point of the human body generates momentum, acceleration, rotational moments, and complex forces between each other, and frictional forces on the ground in addition to pressure, which together constitute the equilibrium or imbalance of the human body. In order to maintain the postural balance, the study in [15] proposed controlling the human body balance by momentum calculation.

Motivated by these methods, a geometry-based balance control method is proposed in this paper. Combined with the prediction of the center of mass of the human body, the human body geometry is used to correct the human body balance state. First of all, it is still to determine whether the human body is out of balance, and the prerequisite of the judgment is that the current posture is in contact with the ground, disregarding the action of itself in the vacant state for the time being. The following model is used to analyze the conditions required for human equilibrium. The location of the center of mass $C$ should be near the extension of the combined force $f$ of the ground force $f_r, f_i$ on the feet, and $O$ is the intersection of $f$ and the ground. The angle $\theta$ formed by the center of mass, $O$ and $f$ is within the threshold value, and the $\theta$ obtained from the imbalanced posture deviates significantly from this threshold value. Based on the measurements, this threshold is taken to be $5^\circ$.

\[
\cos \theta = \frac{\overrightarrow{OC} \cdot \overrightarrow{f}}{|\overrightarrow{OC}| |\overrightarrow{f}|} \tag{4}
\]

Let the vector $\overrightarrow{k} \bot \overrightarrow{OC}$ and $\overrightarrow{f}$, except for the joint points of the foot, and rotate around $k$ by the angle $\theta$.

\[
\overrightarrow{k} = (x, y, z),
\overrightarrow{OC} = (a, b, c),
\overrightarrow{f} = (n, p, q). \tag{5}
\]

From the system of chi-squared equations,
\[
\begin{align*}
ax + by + cz &= 0, \\
px + py + qz &= 0. \tag{6}
end{align*}
\]

The vector $k$ can be obtained as the vector from the original node to the point $O$ is $\overrightarrow{p}$, which is rotated around the unit vector $u$ of $k$ to obtain a new node, set as $p'$:

\[
p' = p \cos \theta + (u \cdot p)u(1 - \cos \theta) + (u \times p)\sin \theta. \tag{7}
\]

Loss function: let vector $\overrightarrow{b_k}$ denote the standard bone length between the nth and mth joints, and $\overrightarrow{b_k}$ be the bone length output from the pose estimation network $\overrightarrow{b_k} = \| \overrightarrow{P_n} - \overrightarrow{P_m} \|$. The loss of bone length prediction is as follows:

\[
E_{\text{bone}} = \sum_{k=1}^{k} \| \overrightarrow{b_k} - \overrightarrow{\hat{b_k}} \|. \tag{8}
\]

The predicted loss of joint node coordinates is represented by L2 distance; $P_{j-1,D}$ and $P_{j-3,D}$ are the predicted 2D/3D joint point coordinates, and $\overrightarrow{P_{j-2,D}}$ and $\overrightarrow{P_{j-3,D}}$ are the real 2D/3D joint coordinates:

\[
\begin{align*}
E_{\text{point}} &= \frac{1}{2} \sum_{j=1}^{f} \left[ \| \overrightarrow{P_{j-2,D}} - \overrightarrow{\hat{P_{j-2,D}}} \| + \| \overrightarrow{P_{j-3,D}} - \overrightarrow{\hat{P_{j-3,D}}} \| \right]. \tag{9}
end{align*}
\]

5. Experimentation and Evaluation

5.1. Data Sets and Evaluation Mechanisms. The Human3.6M dataset is the most commonly used dataset for human pose estimation tasks. It contains 3.6 million single-person video frames captured by a motion capture system in an indoor environment with 11 professional action actors showing 15 daily behaviors (e.g., walking, standing, talking) that can be adapted to single-person pose estimation and camera center coordinate prediction tasks. Based on previous experience, parts 1, 5, 6, 7, and 8 of the dataset are used for training and 9 and 11 are used for testing. The MuPoTS-3D dataset is a multiperson 3D pose estimation dataset that contains more than twenty indoor and outdoor scenes. The realistic 3D motion of each person in the video is derived from a multiview masterless capture that can be adapted to both human-centered and camera-centered coordinate systems. MuCo-3DHP is another dataset for multiperson 3D estimation, which is derived by combining the MPI-INF-3DHP.
3D single-person dataset. The MuPoTS-3D dataset is used for testing, and MuCo-3DHP is used for training.

Evaluation protocols: there are two evaluation protocols that are widely used: the first one calculates the mean error of predicted pose and true pose joint point coordinates (MPJPE), and the second one is the mean error after alignment [11] and this mechanism is called PA-MPJPE [27].

Table 1: Comparison with other methods using the Human3.6M dataset under the MPJPE evaluation criteria.

| Method     | Dir | Dis | Eat | Phon | Pose | Pur | Sit | SitD | Smo | Phot | Wait | Walk |
|------------|-----|-----|-----|------|------|-----|-----|------|-----|------|------|------|
| Dario      | 45.9| 48.5| 44.3| 47.8 | 51.9 | 57.8| 46.2| 45.6 | 59.8| 68.5 | 50.5 | 46.5 |
| Cai        | 46.5| 48.8| 47.6| 50.9 | 52.9 | 58.6| 58.3| 48.3 | 45.8| 59.2 | 64.4 | 50.7 |
| Moon       | 51.5| 56.8| 51.2| 52.2 | 55.4 | 47.7| 50.9| 53.3 | 68.5| 54.7 | 58.6 | 60.2 |
| Xu         | 38.2| 44.4| 42.8| 43.7 | 47.6| 60.3| 42.0| 45.4 | 53.2| 60.8 | 46.4 | 43.5 |
| This article contains 5 frames | 43.7| 42.3| 44.0| 45.9 | 50.1| 54.3| 54.3| 41.8 | 48.3| 54.4 | 59.2 | 49.1 |
| This article contains 9 frames | 48.3| 45.6| 49.4| 46.7 | 52.9| 57.1| 42.4| 50.4 | 56.2| 62.3 | 56.3 | 62.5 |

Table 2: Quantification of prediction accuracy on the MuPoTS-3D dataset.

| Method             | MP  | TPE | P-MPTPE |
|--------------------|-----|-----|---------|
| Basic network      | 55.4|     |         |
| Posture correction | 51.3|     | 43.7    |
| Contact correction | 52.1|     | 43.6    |
| Balance correction | 52.4|     | 42.9    |
| Whole network      | 51.4|     | 42.3    |

Figure 5: Motion capture visuals on the COCO2017 dataset.
5.2. Realization Process. The Mask R-CNN exposed models used in this paper are pretrained on the coded dataset for target detection and age regression. For time-domain graph convolutional networks, their main parts are initialized with the publicly available ResNet-50, which is pretrained on the ImageNet dataset [15] is performed in training using a $256 \times 256$ size input image. The training of the pose estimation network is divided into two phases: the first phase uses the human 3.6M dataset, and the 5th and 64th frames of each video are used for testing, using the MPII dataset in addition to the Human3.6 M dataset, with half of each of the two datasets in each training set. The MuCo-3DHP and MuPoTS-3D datasets were used in the second stage, and half of the data in each batch was COCO data in order to enhance the dataset. The experiments were conducted using four NVIDIA 1080 Ti GPUs for 20 rounds of training in the time-domain graph convolution network.

Experimental results on publicly available datasets show that the pose accuracy of the model output in this paper reaches the level of single-person video estimation, and the accuracy and smoothness of the output are related to the number of targets and frame rate. The data in Table 1 show that the accuracy of the monocular multiplayer video estimation model proposed in this paper is comparable to that of current single-person estimation models.

5.3. Calibration Module Assessment. Ablation results of the three correction units were compared on multiple evaluation protocols, using two evaluation protocols [28]. The data show that pose correction makes the largest contribution to accuracy improvement, with limited contributions from leveling correction and contact correction, but it is critical to the practical application of motion capture. The effect of each component on the final results is shown in Table 2, the multiplayer motion capture results are shown in Figure 5, and the correction units are shown in Figures 6 and 7.

6. Conclusions

The paper mainly discusses the application of modern motion capture technology in the production of film and television animation. With the continuous development and improvement of motion capture technology, motion capture technology will surely get more and more important applications in our daily lives. The emergence of optical motion capture systems has greatly reduced the cost of filming and animation production and has made film and animation pictures realistic. The motion capture model in this article can capture the actions of multiple people in a nonrestricted environment. After the human body pose is corrected, it basically conforms to the real human motion. It works well in three-dimensional virtual characters. It does not require professional shooting equipment and markings. In the case of other auxiliary equipment, materials can be obtained in daily life, and the simplified design of the motion capture system is basically realized. We will focus on the realization of three-dimensional estimation, especially the multiplayer goal. Time-domain convolution makes full use of the key information at different time points of the video stream to
infer 3D pose. Regarding the connection relationship of key points of the human body as a graph structure is a prerequisite for realizing graph convolution, and then, the 3D relationship of bones can be extracted from the global and local.

In the future, we need to pay attention to the pre-processing of data, especially the selection of data features, and the optimization of network models.
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