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Abstract. Humans show high-level of abstraction capabilities in games that require quickly communicating object information. They decompose the message content into multiple parts and communicate them in an interpretable protocol. Toward equipping machines with such capabilities, we propose the Primitive-based Sketch Abstraction task where the goal is to represent sketches using a fixed set of drawing primitives under the influence of a budget. To solve this task, our Primitive-Matching Network (PMN), learns interpretable abstractions of a sketch in a self-supervised manner. Specifically, PMN maps each stroke of a sketch to its most similar primitive in a given set, predicting an affine transformation that aligns the selected primitive to the target stroke. We learn this stroke-to-primitive mapping end-to-end with a distance-transform loss that is minimal when the original sketch is precisely reconstructed with the predicted primitives. Our PMN abstraction empirically achieves the highest performance on sketch recognition and sketch-based image retrieval given a communication budget, while at the same time being highly interpretable. This opens up new possibilities for sketch analysis, such as comparing sketches by extracting the most relevant primitives that define an object category. Code is available at https://github.com/ExplainableML/sketch-primitives.
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1 Introduction

Consider the game Pictionary\(^6\), where one player picks an object, e.g. a face, and draws the object in an iterative manner, e.g. using a large circle for the head, small lines for eyes and an arc for the mouth, until the other players guess the object correctly. The goal is to represent an object by decomposing it into parts that characterize this object using as few parts as possible such that another player can recognize it as fast as possible. The inherent human ability [10] that makes playing this game with multiple players possible is the
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\(^6\) https://en.wikipedia.org/wiki/Pictionary
ability to identify the most distinctive parts of the object and ground them into an interpretable communication protocol for the other players. In other words, humans are capable of a high level of abstraction when thinking about, recognizing and describing objects to other.

Inspired by this observation, we propose Primitive-based Sketch Abstraction as a new representation learning task, where the goal is to represent free-form drawings, i.e. sketches, by means of a fixed set of simple primitives. Sketches are an excellent tool for this task as they capture the essential parts of an object while removing the potentially adversarial texture and color information. However, humans have different drawing styles and skills, influenced by their upbringing and culture [33]. This causes different participants to draw the same instance of a real object in different ways (e.g. see Fig. 1, left). We argue, however, that there exists a fundamental representation of each object class. As demonstrated in [10,27,1] when a participant draws an object of their imagination using a fixed dictionary of shapes providing a heavily abstracted representation of the object, another participant still guesses the object correctly.

To solve the Primitive-based Sketch Abstraction task, we propose a self-supervised deep model, i.e. Primitive-Matching Network (PMN), to learn interpretable abstractions of a given object illustration without requiring any ground-truth abstraction. Differently from standard sketch-abstraction [19,18], which selects subsets of the original strokes, our model grounds them to a predefined vocabulary of primitives with a budget, see Fig. 1. This way of representing sketches has two main advantages. First, it reduces the memory footprint of the sketch representation, allowing to communicate sketches by their constituent primitives rather than stroke coordinates. Second, it increases the interpretability of the sketch itself, making it much easier to compare and contrast sketches, e.g. a human face is composed of a big circle for the head, two small lines for the eyes and one arc for the mouth whereas a cat face is similar to a human face but has triangles on top of the head for its ears.
Our PMN model replaces each stroke of a sketch with a single drawing primitive. This is achieved by mapping each stroke to its most similar primitive in a given set, and predicting an affine transformation that aligns the selected primitive to the target stroke. We train PMN by comparing the distance-transform of target strokes and their primitive-based version. At test time, given a sketch, we can efficiently choose a set of primitives and their spatial transformations, such that the generated sketch is fully composed of primitive shapes while being as similar as possible to the original one. Experiments on sketch recognition and fine-grained sketch-based image retrieval tasks, show that the PMN abstraction achieves the highest performance given a communication budget (i.e. number of bytes necessary to communicate the sketch). Moreover, we show how we can use our abstraction to compare sketches, extracting the most relevant primitives and patterns that define an object category.

To summarize, our contributions are: i) we propose the task of Primitive-based Sketch Abstraction, where the goal is to produce interpretable sketch representations by means of predefined drawing primitives; ii) we propose the first method for this task, Primitive-Matching Network, which learns to match strokes to primitives using as supervision a reconstruction loss over their distance transforms; iii) we show that PMN provides reliable sketch representations, communicating more information with a lower budget when compared with standard sketch abstraction methods, and eases sketch analysis.

2 Related works

Sketch Abstraction. The goal of sketch abstraction [19,2] is to simplify the original strokes (or segments) from sketches without altering their semantic meaning. Abstracting sketches allows to communicate their information more effectively and efficiently, highlighting the most important traits of a sketch without corrupting its content [2]. This is used in many applications, ranging from sketch-based image retrieval from edge-maps, to controllable sketch synthesis at various abstraction levels. Previous approaches addressed this problem through reinforcement learning, learning to remove sketch parts while preserving some desired features (e.g. semantic category, attributes) [19,18]. Differently from previous works, we do not abstract sketches by removing strokes, but we ground them to a set of drawing primitives. This allows us to not only simplify the sketch representation itself, but to easily perform comparisons and analyses across sketches in a more straightforward manner than with stroke-based abstraction methods.

Sketch Applications. The release of the TU-Berlin [8] and QuickDraw [15] datasets attracted the attention of the research community towards sketch classification. Early works addressed the task with maximum margin classifiers over hand-crafted features [16,31]. Advent of large-scale sketch datasets led to the development of deep learning models for this task that even surpassed human performance [45]. Recent approaches explored deep and hand-crafted features [14], multi-graph transformers [42], coarse-to-fine hierarchical features [43], and learned tokenization schemes [25].
Another popular application of sketches is **sketch-based image retrieval (SBIR)**, where the goal is to match free-hand sketches with corresponding natural images, both at category [23,37] and at instance level [3,21]. Existing approaches for this task bridge the domain gap between photos and sketches by means of two branch architectures focusing on each modality independently [6,7,9], and even applying attention-based objectives [35,20] or self-supervised ones [21]. Recently, [4] proposed to perform retrieval online, while the human is drawing. [30,29] perform SBIR by matching keyshapes to patches of sketch and contour images for SBIR, e.g. through S-HELO [28] descriptors. In this work, we do not directly address sketch recognition and SBIR, but we use them to quantitatively analyze the compression/quality of our abstract sketch representations.

**Reconstruction with primitives.** One way of simplifying a complicated shape is to build an approximation using simple primitives. This is a central aspect of how humans understand the environment [5] and has been applied to vector-like bitmap images [13,40,24], CAD sketches [22,11,32], and 3D shape reconstruction from sketches [34] or images [17,46]. Interestingly, also many lossy image compression methods represent an image as a combination of predefined primitives [39,36]. One closely related work [40] focuses on diagram-like sketches, using shape proposals and an SVM classifier to assign the best-matching primitive. [41] represents sketches and edge maps of real images through lines and arcs for sketch-based image retrieval. Differently from these approaches, we are not restricted to specific domains [40], or primitives [41]. PMN is generic and can be applied to any sketch, and any set of drawing primitives.

### 3 Abstracting Sketches by Drawing Primitives

Given a sketch, our goal is to obtain an abstract representation by replacing its strokes with a set of drawing primitives (e.g. squares, circles, lines). Formally, we have a training set $\mathcal{T} = \{s^k\}_{k=1}^K$ of sketches, where $s^k \in \mathcal{S}$ is a sketch in the set of possible drawings $\mathcal{S}$. Following previous works [19], we assume that each sketch $s^k$ (henceforth $s$ for readability) is composed of a set of strokes (i.e. $s = \{s_1, \ldots, s_n\}$), and that each stroke is defined as a sequence of two-dimensional points of length $m(s_i)$. Additionally, we assume to have a set $\mathcal{P} \subset \mathcal{S}$ of drawing primitives that we want to use to represent our sketches, where each primitive is also a sequence of points. Note that no constraint is imposed on the primitives composing $\mathcal{P}$. At test time, given a sketch $s$, our goal is to re-draw each stroke $s_i \in s$ with a primitive $p \in \mathcal{P}$. This requires two steps: first, we need to map each stroke $s_i$ to its closest primitive $p_i \in \mathcal{P}$. Second, we need to compute the affine transform parameters making the primitive $p_i$ better fit the original stroke $s_i$. In the following, we describe how we achieve these goals.

#### 3.1 Learning to match strokes and primitives

There are two main challenges in matching an arbitrary stroke $s$ with a primitive $p \in \mathcal{P}$. First, we have no ground-truth pairs available, thus we have no direct
Aligning strokes and primitives. We need to transform a primitive in such a way that it better matches a given target stroke. To this end, we instantiate two functions, a stroke encoder $f : \mathcal{S} \rightarrow \mathbb{R}^d$, mapping a stroke (or primitive) to a $d$-dimensional embedding, and an alignment function $h : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \text{Aff}(\mathbb{R}^2)$, predicting the affine transformation that best aligns two strokes given their encoded representations. With $h$, we compute a transformation matrix $T_p^s$ as:

$$
T_p^s = h(z_p, z_s)
$$

where $z_y = f(y)$ is the feature vector of the encoded sketch/primitive $y$, and $T_p^s$ the transformation aligning the primitive $p$ to the stroke $s$.

Distance transform loss. Our goal is to find replacements for human strokes from a set of primitive shapes such that the visual difference is minimal. Given a stroke $s$, which is represented as a sequence of $m(s)$ connected points, i.e. $s = \{x_1, \ldots, x_m\}$ and given a coordinate $g \in G$, with $G$ being a sampled coordinate grid, we can define the influence of the stroke at $g$ as:

$$
d(g, s) = \max_{i \in \{1, \ldots, m(s)-1\}, r \in [0,1]} \exp \left( -\gamma ||g - r x_i - (1-r)x_{i+1}||^2 \right).
$$

Fig. 2. PMN Model Architecture. Given an input stroke (top left) and a set of primitives (bottom left), PMN encodes them into a shared embedding space using $f$. The embeddings are split in two parts, one for $h$ to compute the affine transformations aligning primitives to the target stroke, and one to compute the compatibility between primitives and the strokes with $\phi$. From a coordinate grid $G$, we compute a distance transform function of the stroke and the transformed primitives. We then use distance transforms and the compatibility scores to build the self-supervised objective of PMN.
Computing \( d(g, s) \) for every coordinate in \( G \) we obtain a distance map, also called distance transform [26]. Note that in Eq. (2) we do not use directly the distance transform but its exponentially inverted version. This allows us to highlight the map on points closer to the stroke, with \( \gamma \) acting as a smoothing factor. We can interpret this map as a visual rendering of the particular stroke, where the intensity of each pixel (coordinate) \( g \) decreases with the distance of \( g \) to the stroke itself. Considering a stroke \( s \) and a primitive \( p \), we can then define the distance transform loss as:

\[
L_d(s, p|h) = \sum_{g \in G} ||d(g, s) - d(g, pT_p^s)||. \tag{3}
\]

With Eq. (3), we are defining a reconstruction loss that sidesteps possible mismatches in the number of points contained in \( s \) and \( p \) as well as the need of matching points across the two strokes. For simplicity, we normalize the coordinates of each point in \( s \) and \( p \) to the range \([-1, 1]\) before applying the loss and we consider \( G \) as a set of linearly spaced coordinates in \([-1.5, 1.5]\).

**Exploiting stroke similarities.** Up to now we have discussed how we can align one primitive to a target stroke by means of the affine transformation computed by \( h \) and how we can train \( h \) by comparing distance transforms. However, during inference we want to replace \( s \) with the best matching primitive selected from the set \( P \). With the current formulation, this could be done by replacing \( s \) with the primitive \( p \in P \) for which the loss \( L_d(s, p|h) \) has the lowest value.

While straightforward, this solution entails two issues. First, during inference we would need to compute the distance transform \( d(g, p) \) for each \( g \in G \) and \( p \in P \). Computing this map for each primitive is costly and would increase the inference time of the model. Second, if we do not consider how well a primitive \( p \) matches a stroke \( s \), we may have misleading training signals for \( h \). To clarify, let us consider a simple example, where \( s \) is a full circle and \( p \) a simple straight line. In such case, the loss \( L_d(s, p|h) \) would be high even if \( h \) predicts the best possible alignment. This means that the loss would be dominated by primitives that, such as \( p \), cannot represent the stroke \( s \), making \( h \) focus on an ill-posed problem rather than on matching compatible primitive-stroke pairs.

To address both issues, we inject the compatibility between a stroke and a primitive in the loss function. With this aim, we modify the stroke encoder as \( f : S \to \mathbb{R}^{2d} \) and, given an input \( y \), we divide its embedding into two \( d \)-dimensional parts \( z_y = [z_y^h, z_y^\phi] = f(s) \), where \( z_y^h \) will be the part used to compute the alignment function through \( h \) and \( z_y^\phi \) will be used to compute the similarity between strokes/primitives. Given this embedding function, we calculate the relative similarity between a target stroke \( s \) and a primitive \( p \) as:

\[
\phi(s, p) = \frac{\exp(z_s^\phi z_p^\phi / \kappa)}{\sum_{q \in P} \exp(z_s^\phi z_q^\phi / \kappa)} \tag{4}
\]

where \( \kappa \) is a temperature value, and \( z_y^\phi \) is the L2-normalized version of \( z_y^\phi \). Note that while \( \phi \) needs to be invariant to the particular poses of \( s \) and \( p \) to score
their compatibility, \( h \) in Eq. (1) needs to capture their pose to better align them. These conflicting objectives are what lead us to split the output of \( f \) in two parts. With the compatibility scores, we can define our final loss as:

\[
L(s, \mathcal{P}|h, f) = \sum_{p \in \mathcal{P}} \phi(s, p) \mathcal{L}_d(s, pT^p_s).
\]  

(5)

With this formulation, the lower the compatibility \( \phi(s, p) \) between a primitive \( p \) and the stroke \( s \), the lower the weight of the distance transform loss between \( p \) and \( s \). Notably, the lowest value of \( L(s, \mathcal{P}|h, f) \) is achieved when i) the transformation matrices computed through \( h \) align all primitives to the target stroke in the best way (w.r.t. the distance transforms), and ii) the primitives with the highest compatibility scores are the ones that better match the target stroke. Thus, minimizing \( L(s, \mathcal{P}|h, f) \) forces \( h \) to output correct transformation matrices and \( f \) to encode similar strokes close in the second half of the embedding space, fulfilling both our goals. We name the full model composed of \( f, h \) and \( \phi \) our **Primitive Matching Network** (PMN). Fig. 2 shows the PMN pipeline.

### 3.2 Replacing strokes with primitives

After learning \( f \) and \( h \), we can replace strokes with primitives at test time. In particular, since computing the distance transform for each possible primitive is costly, we can directly use \( f \) and \( \phi \) to select the best matching primitive for a given stroke. Specifically, given a stroke \( s \) of a sketch \( \mathbf{s} \), we replace it by:

\[
\hat{p} = \arg \max_{p \in \mathcal{P}} \phi(s, p)
\]

(6)

where \( \hat{p} \) is the best-matching primitive. Given the primitive \( \hat{p} \), we can now compute the corresponding alignment matrix as \( T^\hat{p}_s \) from Eq.(1), and the abstracted sketch \( \hat{\mathbf{s}} \) as:

\[
\hat{\mathbf{s}} = \{\hat{p}_1^\top T^\hat{p}_1 s_1, \ldots, \hat{p}_n^\top T^\hat{p}_n s_n\}
\]

(7)

where \( n = m(s) \) is the number of strokes in \( \mathbf{s} \). We highlight that our formulation is agnostic to the number of strokes in a sketch, the shape and number of primitives in \( \mathcal{P} \), and the number of points composing each stroke.

### 4 Experiments

In this section, we present our experimental results. We first discuss our experimental setting (Section 4.1) and show results on sketch classification (Section 4.2) and fine-grained sketch-based image retrieval (Section 4.3) under a limited communication budget. Finally, we study the impact of the primitives (Section 4.4) and show qualitative analysis on the abstract representations (Section 4.5).
4.1 Experimental setting

Datasets and benchmarks. Following previous works on sketch abstraction [19,18] we test our model on sketch classification using Quickdraw [12], and on fine-grained sketch-based image retrieval (FG-SBIR) on ShoeV2 [44] and ChairV2 [44].

For Quickdraw, we follow [19] and select, 630k sketches from nine semantic categories (cat, chair, face, fire-truck, mosquito, owl, pig, purse and shoe). In this benchmark, we train a classifier on the original training sketches (details in the Supplementary), testing it on sketches abstracted using PMN or the competing methods given a specific budget (details below). We measure the performance as classification accuracy of the pretrained classifier given the abstracted inputs.

ShoeV2 comprises 5982 training and 666 testing image-sketch pairs of various shoes. For this task, we train a Siamese network [35] on the original training sketches with the same architecture of [19,4], replacing the standard triplet loss with a contrastive objective\footnote{We found the contrastive objective to stabilize and speed up the training without sacrificing retrieval accuracy.}. We measure the image-retrieval accuracy (top-10) of this network on test sketches abstracted using either PMN or one of competing methods, with the abstraction conditioned on a given budget.

ChairV2 contains 952 training and 323 testing pairs of chairs. For this dataset, we follow the FG-SBIR evaluation protocol described for ShoeV2.

Implementation details. We train two neural networks $f$ and $h$ as described in Section 3. The stroke encoder $f$ is a 6-layer Transformer [38], each with 8 self-attention heads. In all datasets, sketch data is represented as a list of points with their 2D coordinates and a binary label denoting whether the human is drawing or lifting the pen. We use the latter label to identify strokes. We feed as input to $f$ the sequence of 2D-points of a stroke, together with an extra token used to obtain the final stroke embedding. We implement $h$ as a 3-layer MLP that takes the concatenated embedding $z^h_p$ and $z^h_s$ as input. We use 7 predefined primitives $P$, as shown in Fig. 1, as they can represent a wide variety of human strokes. We restrict $T_p$ to be a composite transformation of rotation, anisotropic scale, rotation in sequence, since we found it to be flexible enough to represent a wide variety of hand-drawn strokes. The translation is directly taken from the coordinates of $s$ and not predicted. The Supplementary contains more details about the transformation. Hyperparameters $\gamma = 6$ and $\kappa = 0.2$ are the same on all datasets and chosen by performing grid-search on a validation set.
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**Budget computation.** To quantify the level of abstraction of our primitive representation, we adopt a similar evaluation procedure as in [18]. Instead of measuring classification accuracy of full sketches, the evaluation is done at different subsets of the full sketch given a budget, amounting to different levels of sketch compression. Concretely, we test at budgets of 10%, 20% and 30% of the original sketch’s information content to focus on the high compression regime. To compute the budget, we follow the same procedure of [19], considering a single message as made of three stroke points, i.e. three sets of 2D coordinates (see Fig. 3). Note that each message contains information equivalent to six floating points values and a categorical value indicating to which stroke the points belong. This is the same amount of information as a single primitive of our proposed model, defined as a 2D-translation, 2D-scale, 2D-rotation for its transformation and a categorical label indicating which of the 7 primitives is used. When evaluating the budget on human sketches, each message corresponds to three points of a hand-drawn stroke while, when using our abstract representation, each message is a single primitive. Given a $N\%$ budget, we calculate the number of messages that can be communicated as the $N\%$ of the total messages forming the sketch. In Fig. 3, we illustrate what constitutes a message for human-drawn sketches and our primitive representations.

**Compared methods.** There are two ways in which a sketch can be abstracted. The first is by keeping the input representation untouched (i.e. original hand-drawn strokes) but ranking the messages based on their importance for preserving the sketch content. Given a budget, we can then select only the most important subset of the messages. This is the approach of standard sketch abstraction methods [19,18]. We categorize this strategy as *Selection*-based abstraction.

The second strategy is orthogonal and simplifies the sketch by grounding strokes to shapes in a fixed vocabulary, as in our PMN. This strategy does not define any ranking for the messages, but achieves abstraction by changing the stroke itself. We categorize this strategy under the name *Shape*-based abstraction. In the experiments, we consider both type of approaches.

**Selection-based.** For this category, we consider two state-of-the-art methods: *Deep Sketch Abstraction* (DSA) [19] and *Goal-Driven Sequential-data Abstraction* (GDSA) [18]. DSA and GDSA are reinforcement learning methods that learn to order messages based on the performance on a downstream task. Specifically, DSA models the importance of each stroke by means of a classification (retrieval) rank-based reward, encouraging the target class (photo instance) to be highly ranked at all communication steps. GDSA is a more general strategy, applicable to various type of data. It directly uses the accuracy on the downstream task as reward function for the reinforcement learning agent, enforcing that the performance is preserved when the number of messages increases.

**Shape-based.** Since PMN is the first approach, we did not find other competitors in the literature addressing the same abstraction problem. As additional baseline we consider *Shape Words* (SW) [41], proposed in the context of sketch-based image retrieval. SW uses an heuristic algorithm to split the original strokes into multiple parts, fitting either a line or an arc to each part through Least
Table 1. Classification accuracy on Quickdraw at budgets of 10%, 20% and 30% evaluated with a classifier trained on the original human-drawn sketches.

| Abstraction method | Name | Budget (%) |
|--------------------|------|------------|
| Selection          | DSA  [19] | 20.12      |
|                    | GDSA [18] | 26.88  |
| Shape              | SW   [41] | 51.21     |
|                    | PMN  | 67.08     |
| Selection + Shape  | SW+GDSA | 62.70    |
| +Shape             | PMN+GDSA | 77.22  |

Squares. Since SW cannot use arbitrary primitives, we use the same set of the original paper, i.e. lines and arcs. When PMN and SW are applied alone, the message order is the same on which the original strokes were drawn.

**Shape+Selection-based.** Since the two type of approaches are orthogonal, it is interesting to test if they can benefit each other. For this purpose, we also test other two models, combining GDSA with SW and our PMN.

### 4.2 Sketch classification

In Tab. 1, we report the classification accuracy for both our PMN and the competitors on Quickdraw for budgets 10%, 20%, 30%, and 100% as reference. From the experiments, we can see that methods SW and PMN, based on shape abstraction, outperform by a margin DSA and GDSA, based on message selection. This is a direct consequence of using shapes as messages rather than original stroke parts, since the former can communicate much more semantic information in a single message. We see the largest gain at low budgets, e.g. at a 10% budget, DSA achieves 20.12% accuracy, and GDSA 26.88%, whereas SW reaches 51.21% and PMN obtains 67.08%, outperforming the rest significantly. This shows how PMN is better than SW at preserving the content of the sketch. This is a consequence of the higher flexibility in terms of 1) shapes that PMN can use and 2) precision of the alignment procedure, guided by the distance transform loss rather than Least Squares on heuristically selected points. The trend is similar at 20% and 30% budgets, at which point PMN achieves an accuracy of 89.18% against 75.60% of SW and 71.60% of GDSA. Notably, abstracting strokes with PMN is not lossless and the data distribution is different from the classifier’s training data such that the accuracy at 100% of PMN (91.78%) is lower than using human sketches (97.20%). On the up side, this allows PMN to reach an accuracy close to the upper bound of the original sketches at already 30% budget showing that PMN well retains the semantic of the original dataset.

Finally, if we couple a selection-based method (GDSA) with a shape-based ones, we see a consistent improvement of performance, with an improvement of 10% (77.22% accuracy) at 10% budget for PMN+GDSA over simple PMN. Despite the improvement, SW+GDSA achieves lower performance than PMN alone at every budget (e.g. 62.70% at 10%), showing again how the abstraction of PMN is more precise than SW one.
### 4.3 Sketch-based image retrieval

In Tab. 2, we show the results of our PMN abstractions and the competing methods in the fine-grained sketch-based image retrieval (FG-SBIR) task for the ShoeV2 (left) and ChairV2 (right) datasets. Similarly to classification, we report the results at three different budgets: 10%, 20% and 30%.

FG-SBIR has different challenges from sketch classification, since the communicated representation should precisely capture the specific characteristics of an instance rather than the shared ones of object categories. Despite our PMN abstraction smooths the specific details of strokes when grounding them to drawing primitives, it still preserves the most recognizable characteristics of an instance given a specific budget. Overall, the results are consistent with the ones on sketch classification, with PMN achieving the best results in both datasets and for each level of abstraction. For instance, at 10% budget, PMN achieves a retrieval accuracy of 29.58% on ShoeV2 and 53.87% on ChairV2, surpassing by a comfortable margin SW (i.e. 15.47% on ShoeV2, 28.79% on ChairV2) and selection-based models (e.g. GDSA, 14.86% on ShoeV2, 20.74% on ChairV2).

As a direct consequence of the inherent challenges of this FG-SBIR (requiring more detailed information), we see that the higher the budget, the higher the gap between PMN and the competitors. With 30% budget, PMN achieves 54.35% accuracy on ShoeV2 and 73.99% on ChairV2 while SW best result is 29.13% on ShoeV2 and 49.92% on ChairV2 and GDSA achieves 31.08% on ShoeV2 and 47.68% on ChairV2. SW shows an opposite trend, with the performance gap with selection-based methods becoming smaller as the budget increases, performing lower than GSDA on ShoeV2 for a 30% budget. These results highlight that PMN makes a more precise use of the available primitives, achieving the best trade-off between compression and distinctiveness of the sketch representation.

As expected, coupling PMN with GDSA leads to the best results overall (e.g. 36.18% on ShoeV2 and 63.15% on ChairV2 at 10%), with the performance of PMN alone consistently surpassing the ones of SW+GDSA (e.g. 19.96% on ShoeV2 and 35.60% on ChairV2 at 10%), highlighting that while selection and shape-based methods are complementary, it is fundamental that the latter precisely reconstructs the input, something achieved by PMN and not by SW.

---

**Table 2.** Fine-grained sketch-based image-retrieval (FG-SBIR) results (top-10 accuracy) on ShoeV2 and ChairV2 at budgets of 10%, 20% and 30% evaluated with a retrieval network trained on the original sketch-image pairs.

| Abstraction method | ShoeV2, Budget (%) | ChairV2, Budget (%) |
|--------------------|--------------------|--------------------|
|                    | 10     | 20     | 30     | 100    | 10     | 20     | 30     | 100    |
| Selection          |        |        |        |        |        |        |        |        |
| DSA [19]           | 10.96  | 18.32  | 26.88  | 75.22  | 16.72  | 31.58  | 45.20  | 86.99  |
| GDSA [18]          | 14.86  | 21.32  | 31.08  | 20.74  | 33.13  | 47.68  |        |        |
| Shape              |        |        |        |        |        |        |        |        |
| SW [41]            | 15.47  | 25.53  | 29.13  | 29.82  | 28.79  | 45.82  | 48.92  | 51.27  |
| PMN                | 29.58  | 48.50  | 54.35  | 56.55  | 53.87  | 70.59  | 73.99  | 75.92  |
| Selection          |        |        |        |        |        |        |        |        |
| SW+GDSA            | 19.96  | 28.97  | 29.27  | 29.82  | 35.60  | 47.98  | 50.77  | 51.27  |
| +Shape PMN+GDSA    | **36.18** | **50.45** | **55.10** | 56.55  | **63.15** | **73.68** | **75.23** | 75.92  |

| Type    | Name | 10     | 20     | 30     | 100    | 10     | 20     | 30     | 100    |
|---------|------|--------|--------|--------|--------|--------|--------|--------|--------|
| Selection | DSA [19] | 10.96  | 18.32  | 26.88  | 75.22  | 16.72  | 31.58  | 45.20  | 86.99  |
|          | GDSA [18] | 14.86  | 21.32  | 31.08  | 20.74  | 33.13  | 47.68  |        |        |
| Shape   | SW [41] | 15.47  | 25.53  | 29.13  | 29.82  | 28.79  | 45.82  | 48.92  | 51.27  |
|         | PMN   | 29.58  | 48.50  | 54.35  | 56.55  | 53.87  | 70.59  | 73.99  | 75.92  |
| Selection | SW+GDSA | 19.96  | 28.97  | 29.27  | 29.82  | 35.60  | 47.98  | 50.77  | 51.27  |
| +Shape  | PMN+GDSA | **36.18** | **50.45** | **55.10** | 56.55  | **63.15** | **73.68** | **75.23** | 75.92  |
Table 3. Results of PMN with different primitives on Quickdraw (acc.) and ChairV2 (top-10 acc.). Primitives added one at a time in order of usage in Quickdraw.

| Primitives | Quickdraw (Classification) | ChairV2 (FG-SBIR) |
|------------|----------------------------|-------------------|
|            | Usage (%) | Budget (%) | Usage (%) | Budget (%) |
|            | 10 | 20 | 30 | 10 | 20 | 30 | 10 | 20 | 30 |
|            | 22.72 | 45.99 | 70.58 | 79.82 | 39.17 | 41.79 | 62.53 | 69.34 |
| + C        | 20.97 | 62.48 | 79.68 | 86.15 | 10.63 | 42.72 | 63.77 | 69.65 |
| + V        | 19.60 | 62.04 | 79.92 | 86.63 | 15.89 | 43.03 | 64.08 | 69.65 |
| + L        | 15.84 | 64.07 | 81.26 | 87.81 | 13.81 | 43.96 | 64.70 | 69.96 |
| + △        | 8.67  | 64.98 | 82.64 | 88.85 | 7.57  | 44.58 | 65.94 | 70.27 |
| + □        | 6.20  | 66.93 | 83.59 | 89.12 | 5.79  | 49.22 | 69.34 | 73.37 |
| + 1        | 6.00  | 67.08 | 83.69 | 89.15 | 7.12  | 53.87 | 70.59 | 73.99 |

4.4 Ablation study

In Tab. 3, we analyze the importance of the primitive shapes by evaluating the PMN model with different subsets of primitives for Quickdraw and ChairV2. We use the PMN model trained with all seven primitives and at test time only provide a subset of them. We start with the most commonly used shape, the arc, and add one primitive at a time in the order of their usage frequency in the Quickdraw dataset. While the arc alone does not provide enough flexibility in Quickdraw, with only two primitives, arc and circle, our PMN model achieves a higher classification accuracy than both GDSA and SW with 62.48% (vs. 51.21% in SW) at a 10% budget and 86.15% (vs. 75.60% in SW) at a 30% budget. To put these results into perspective, SW is able to represent line, circle and arc shapes, so even without using lines the PMN model can better fit shapes and reconstruct sketches while retaining their semantics. This is particularly evident for ChairV2, where, even by using only arcs, PMN surpasses SW at all budgets (e.g. 41.79% vs 28.79% at 10% budget).

As more shapes are added, there are diminishing returns in increasing classification accuracy for Quickdraw. However, every primitive contributes to the performance our model achieves. The triangle, square and U-shape stand out to provide a significant improvement despite their relatively low usage of 8.67%, 6.20% and 6.00% respectively. Interestingly, on ChairV2 we see a more monotonous increase in the performance (e.g. from 44.58% to 49.22% when adding squares at 10% budget). This is expected, since FG-SBIR requires a more precise reconstruction of the original sketch, thus having more primitives helps in better modeling the specificity of each stroke, improving the overall results.

As a final note, while there are many options on which primitives to include, these results validate the choice of these seven primitives. Nonetheless, depending on the dataset and use case, other choices could be considered.

4.5 Qualitative analysis

How are objects represented through primitives? An interesting aspect of PMN is that we can now compare strokes across different sketches, extracting possible
patterns. To show one possible application, in Fig. 4, we analyze the use of primitives when reconstructing Quickdraw classes. We show a representative abstracted sample of each class and the distribution of the primitives per class.

When inspecting the primitive distributions, we observe that the most used primitives are arcs and circles. As shown in our ablation study (cf. Tab. 3), using these two primitives alone can already cover a lot of variation on human strokes. Common use cases for arcs include the ears in animals, smiles in faces and handles in purses. Circles most frequently represent heads in animals and faces and firetrucks’ wheels. The body of the firetruck and the purse are often represented by rectangles. These correlations can be observed when comparing the average distribution of primitives per class, e.g., more frequent use of line and corner in chairs or rectangle and arc in purses than in other classes.

Fig. 4 also shows a limitation of our PMN model. PMN tries to match one primitive to each human stroke. However, when a stroke cannot be easily represented by a primitive, PMN may provide inaccurate representations. This is the case of the shoe class, where the main part of the shoe is usually drawn in a single stroke with a closed L-shape. In this case, PMN approximates this L-shape with a triangle (17.8% of shoe primitives are triangles, more than in any other class) that, despite driving the semantic of the sketch, provides a less accurate abstraction. In the future it would be interesting to address such cases by either learning to split/merge strokes and their parts into simpler shapes or by learning the primitives \( \mathcal{P} \) together with PMN.

**Representations at different budgets.** We inspect some example qualitative results of our model in Fig. 5, showing sketch abstractions with varying compression budgets. We can see that partitioning the original strokes into three-point sub-strokes results in unrecognizable sketches even if GDSA is used to optimize the selection order. On the other hand, both SW and our PMN preserve the semantic much better given the same budget levels (e.g., shoe, bottom right). However, the additional flexibility allowed by PMN results in a much more faithful abstraction than SW, as exemplified by the body and ladder of the firefighting truck (top left), which are both represented by unnaturally rounded shapes by SW. Even when SW and PMN select the same shapes, PMN better aligns them to the original stroke, as can be seen from the circle used as seat of the chair.
Fig. 5. Qualitative example of sketches at different budgets. We show example sketches of Quickdraw (left), ChairV2 (top right) and ShoeV2 (bottom right) at 10%, 20%, 30% budgets when using GDSA, SW, PMN. Primitive color legend:  
(top right), or the arc used as left-ear of the cat (bottom left). This confirms the advantage of our self-supervised alignment objective w.r.t. the less flexible Least Squares solution of SW.

5 Conclusion

Motivated by how humans abstract object representations in interpretable messages when playing communication games, in this paper we proposed a new representation learning task, Primitive-based Sketch Abstraction, where the goal is to represent a sketch with a given set of simple drawing primitives. To address this task we proposed a model, Primitive-Matching Network, that maps each stroke of a sketch to its closest drawing primitive and predicts the affine transformation to align them. We overcome the lack of annotation for stroke abstractions by developing a self-supervised objective using the distance transforms of the primitives and the target strokes. Experiments show that our model surpasses standard sketch abstraction methods on sketch classification and sketch-based image retrieval at a given budget. Differently from hand-drawn strokes, our PMN abstraction is highly interpretable and leads to new types of sketch analyses, comparing sketches by means of their primitives.
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