Decentralized Channel Management in WLANs with Graph Neural Networks
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Abstract—Wireless local area networks (WLANs) manage multiple access points (APs) and assign scarce radio frequency resources to APs for satisfying traffic demands of associated user devices. This paper considers the channel allocation problem in WLANs that minimizes the mutual interference among APs, and puts forth a learning-based solution that can be implemented in a decentralized manner. We formulate the channel allocation problem as an unsupervised learning problem, parameterize the control policy of radio channels with graph neural networks (GNNs), and train GNNs with the policy gradient method in a model-free manner. The proposed approach allows for a decentralized implementation due to the distributed nature of GNNs and is equivariant to network permutations. The former provides an efficient and scalable solution for large network scenarios, and the latter renders our algorithm independent of the AP reordering. Empirical results are presented to evaluate the proposed approach and corroborate theoretical findings.
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I. INTRODUCTION

Wireless local area networks (WLANs), commonly known as Wi-Fi, are playing an increasingly important role in the wireless networking industry [1]. According to Cisco [2], by 2023, the number of networked devices will be 5 billion in North America, and the number of Internet-of-things (IoT) connections is expected to reach 14.7 billion globally. In particular, 72% of IoT connections will be made via Wi-Fi. The exploding number of wireless connections and advanced multimedia applications have led to an unprecedented amount of traffic over Wi-Fi networks. On the other hand, the channel resources assigned to Wi-Fi have been limited to the 2.4 GHz and 5 GHz unlicensed spectrum [3], reinforcing the need for optimizing channel allocation and network management.

Given a network of Wi-Fi access points (APs) and a fixed number of channels, channel allocation exploits spatial multiplexing and assigns the channels to the APs such that mutual interference among APs is minimized. Intuitively, a judicious channel allocation scheme assigns different channels to adjacent APs and the same channels to nonadjacent APs, thereby boosting network throughput while minimizing interference. However, the latter is not feasible for large-scale networks with a limited number of channels.

Prior solutions on WLAN channel allocation rely on a central controller to manage APs and make allocation decisions with the global network information [4]–[10]. The problem can be formulated as a weighted graph coloring problem, which is NP-complete [11]. To tackle the NP-hardness, various schemes, such as local-search [4], integer linear programming [5], deep reinforcement learning (DRL) [8], [9], etc., have been proposed. Among them, three notable related works are TurboCA [7], Net2Seq [8], and graph convolutional network (GCN)-based channel allocation [9].

TurboCA, the commercial solution implemented in the Cisco Meraki series, is a heuristic algorithm optimized on the data collected from millions of real-world APs. The design principle of TurboCA is client-centric: APs with higher client density and usage will be assigned more channels; APs with fewer/zero clients are more inclined to switch to new channels than those with more clients; single AP failure is avoided by a multiplicative network metric design and neighborhood clearance. Motivated by TurboCA, the authors of [8] proposed Net2Seq, a DRL-based channel allocation scheme, aiming to minimize mutual interference among APs. Net2Seq tailors a few feature-extraction schemes and utilizes deep neural networks (DNNs) for decision-making. With the data-driven nature, Net2Seq is able to adapt its solution to traffic demands, thereby outperforming TurboCA in terms of minimizing network interference. In contrast, [9] proposed GCNs to extract features directly from the interference graph of APs. In their approach, the channel allocation state and the topological information are fed into a centralized GCN, which, in turn, outputs the state-action values for all possible actions, determining the channel allocation plan [12]. Their solution, however, is limited to small-scale problems, where each AP can only occupy a single channel, the total number of APs is few (e.g., 10), and the interference graph is sparse.

In this paper, we put forth a decentralized learning-based solution for channel allocation in WLANs. Our approach leverages graph neural networks (GNNs) to exploit topological insight and extract useful features from the traffic loads and channel occupations of APs (Sec. III-A). Unlike the centralized DNN in [8] and GCN in [9], we design the GNN in a way that APs are allowed to actively select channels based on the...
locally sensed states of their neighbors. Specifically, APs do not need to update the central controller about their states and passively wait for the allocation decisions; instead, they make local decisions about which channels to occupy, yielding an efficient, scalable, and robust channel allocation solution (Sec. III-C). The GNN is trained with the policy gradient method in a model-free manner, which needs only system observations, not system models; and thus, can be used in any application scenarios (Sec. III-B). Benefiting from the permutation equivariance of GNNs, the proposed approach is robust to AP reordering, and hence, can be implemented directly on networks with arbitrarily ordered APs (Sec. III-D). Experiment results corroborate our theoretical findings and verify that the performance of the proposed method approaches that of the centralized solution (Sec. IV).

II. Problem Formulation

Consider a WLAN with \( N \) APs denoted by \( \{n_1, \ldots, n_N\} \) (see Fig. 1). The APs have different traffic demands and can choose from available radio resources, i.e., channels, to satisfy these demands. There exists mutual interference between two APs if they are audible to each other and using the same channel. By adaptively allocating channels among APs, our goal is to minimize the mutual interference in the system while satisfying the traffic demands of the APs.

Suppose there are \( M \) channels available in the network, and the traffic demands of APs are represented by \( d = [d_1, \ldots, d_N]^\top \) with \( d_i \) denoting the demand of AP \( n_i \), generated by local user devices they serve. Channels are selected by the APs based on the traffic demands \( d \) via a control policy \( \pi(d) = C = [c_1, \ldots, c_N] \), where \( c_i = [c_{i1}, \ldots, c_{iM}]^\top \) is the channel selection of AP \( n_i \) with \( c_{ij} \in \{0, 1\} \) set to 1 if channel \( j \) is selected by AP \( n_i \), and 0 otherwise, for \( i = 1, \ldots, N \) and \( j = 1, \ldots, M \). Let \( M_i \) denote the number of channels selected by AP \( n_i \), i.e., \( M_i = \sum_{j=1}^{M} c_{ij} \). Once the channels are selected, the traffic load of an AP is equally split on the selected channels. For example, if AP \( n_i \) is loaded with traffic demand \( d_i \), the traffic on each channel is \( d_i / M_i \).

The interference pattern among APs can be captured by a neighborhood map \( \mathcal{N} : (i,j) \rightarrow \{0, 1\} \), \( i,j = 1, \ldots, N \), where \( \mathcal{N}(i,j) = 1 \) means that the APs \( n_i \) and \( n_j \) are within each other’s communication range\(^1\). AP \( n_j \) is interfered by AP \( n_i \) if and only if: (i) they are within each other’s communication range, i.e., \( \mathcal{N}(i,j) = 1 \); (ii) AP \( n_j \) is transmitting, and (iii) their selected channels overlap with each other. Multiple channels can be selected by a single AP to alleviate the traffic burden on each channel, although this may increase the interference between APs. This formulation implies a trade-off between the transmission burden and the interference effect.

With the above preliminaries, the interference of AP \( n_j \) to AP \( n_i \) on channel \( \ell \) can be represented by a function of the traffic demands \( d_i, d_j \), the neighborhood map \( \mathcal{N}(i,j) \), the channel selections \( c_{i\ell}, c_{j\ell} \), and the total numbers of selected channels \( M_i, M_j \) by \( n_i, n_j \), i.e.,

\[
I_{i,j,\ell}(d_i, d_j, \mathcal{N}(i,j), c_{i\ell}, c_{j\ell}, M_i, M_j).
\]

The explicit expression of function (1) depends on specific systems and environments. Our objective is to reduce the mutual interference and balance the channel utilization over the whole network. In this context, we follow [8] and define the maximal channel utilization as the interference of AP \( n_i \) on the worst channel

\[
u_i(d,\mathcal{N}, C) = \max_{\ell=1,\ldots,M} \sum_{j=1}^{N} I_{i,j,\ell}(d_i, d_j, \mathcal{N}(i,j), c_{i\ell}, c_{j\ell}, M_i, M_j)
\]

with \( I_{i,i,\ell} = 0 \) by default. Since the traffic demands are instantaneous at APs, the mutual interference and the channel utilization are instantaneous as well. A long-term expectation is a more meaningful metric. We, thus, consider the objective function as the expected mean of \( \{u_i(d,\mathcal{N}, C)\}_{i=1}^{N} \) over APs

\[
\mathbb{E}_d \left[ \frac{1}{N} \sum_{i=1}^{N} d_i u_i(d,\mathcal{N}, C) \right],
\]

where \( u_i(d,\mathcal{N}, C) \) is weighed by the traffic demand \( d_i \) to give more importance on busy APs and the expectation \( \mathbb{E}_d[\cdot] \) is w.r.t. the distribution of the traffic demands \( d \). Note that the objective function can be any combination of \( \{u_i(d,\mathcal{N}, C)\}_{i=1}^{N} \) that is not limited to (3). We formulate the channel management problem in WLANs as

\[
\mathbb{P} := \min_{C} \mathbb{E}_d \left[ \frac{1}{N} \sum_{i=1}^{N} d_i u_i(d,\mathcal{N}, C) \right],
\]

s.t. \( c_i \in \{0, 1\}^M, \forall i = 1, \ldots, N \),

where the channel selections \( C \) are controlled by the policy \( \pi \) based on the traffic demands \( d \). While some theoretical models exist for the interference function \( I_{i,j,\ell}(\cdot) \) in \( u_i(\cdot) \) [cf. (2)] and the distribution of the traffic demands \( d \) in \( \mathbb{E}_d[\cdot] \), we stress that problem (4) is given without any explicit model because the latter may not be accurate for real-world systems leading to

\[
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\]
inevitable degradation of model-based approaches. While this is a centralized problem that integrates the global network information in the problem formulation, we aim to find a solution that allows for a decentralized implementation, i.e., the control policy can be shared over all APs and each AP can deploy it to allocate channels locally with only neighborhood information. These facts result in three main challenges for solving problem (4):

1) The problem requires a solution that can be implemented in a decentralized manner, where each AP communicates with its neighbors, aggregates the neighborhood information, and makes its own decisions.

2) The problem requires a model-free solution that does not rely on theoretical system models, which precludes the application of model-based heuristic methods.

3) The problem requires continuous relaxation of discrete actions to compute gradients for conventional learning methods, which leads to performance degradation.

In the next section, we propose a learning-based approach that allows decentralized channel allocation and solves the problem in a model-free manner.

III. METHODOLOGY

With the aforementioned challenges, we pursue to solve problem (4) with a learning procedure that combines graph neural networks (GNNs) and the policy gradient method [13]. The former allows for a decentralized implementation, while the latter yields a model-free solution. Specifically, we start by parameterizing the policy \( \pi(d) \) with GNNs and re-formulate problem (4) as a statistical learning problem. We proceed to solve this learning problem with the policy gradient method, which needs only system observations but not system models.

A. Graph Neural Networks (GNNs)

A WLAN can be modeled by a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with the node set \( \mathcal{V} \) representing APs and the edge set \( \mathcal{E} \) representing communication links. The graph structure is captured by a matrix \( \mathbf{S} \in \mathbb{R}^{N \times N} \), referred to as the graph shift operator, with the \((i,j)\)th entry non-zero \( S_{ij} \neq 0 \) if and only if there exists an edge between the nodes \( n_i \) and \( n_j \), i.e., \( (n_i, n_j) \in \mathcal{E} \). The system states are modeled by a graph signal \( \mathbf{x} \in \mathbb{R}^N \) with the \( n \)th entry \( x_n \) representing the state of node \( n_i \), such as the traffic demands of APs \( d \). The graph signal exhibits an irregular structure inherent in the graph topology and the coupling between them can be exploited for feature extraction.

Graph convolutional filters (GCFs). The GCF is one of the key tools in graph signal processing, which leverages the structural information to model representations from graph signals [14]. Specifically, the GCF is a polynomial of the shift operator matrix \( \mathbf{S} \) over the graph signal \( \mathbf{x} \) as

\[
\mathbf{H}(\mathbf{S})\mathbf{x} = \sum_{k=0}^{K} h_k \mathbf{S}^k \mathbf{x}
\]

with \( \{h_k\}_{k=0}^{K} \) the filter coefficients. The shift operation \( \mathbf{S}\mathbf{x} \) assigns to node \( n_i \) the aggregated information \( [\mathbf{S}\mathbf{x}]_i \) from its neighboring nodes and \( \mathbf{S}^k\mathbf{x} \) represents information exchanges up to a neighborhood of radius \( k \) – see Fig. 2. The GCF is a shift-and-sum operator that generalizes the convolution from the time/image domain to the graph domain and generates features from a more complete picture of the graph.

GNNs. The GNN is a layered architecture, where each layer comprises a bank of GCFs and a pointwise nonlinearity [15]–[17]. At layer \( \ell = 1, \ldots, L \), there are \( F_{\ell-1} \) input signals \( \{x_{\ell-1}^g\}_{g=1}^{F_{\ell-1}} \) generated at layer \( \ell-1 \). The latter are processed by a bank of GCFs \( \{\mathbf{H}^{fg}\} \), aggregated over the input index \( g \), and passed through a pointwise nonlinearity \( \sigma(\cdot) : \mathbb{R} \to \mathbb{R} \) to generate the output signals of layer \( \ell \) as

\[
x_{\ell}^f = \sigma \left( \sum_{g=1}^{F_{\ell-1}} \mathbf{H}^{fg}(\mathbf{S})x_{\ell-1}^g \right), \quad \forall \ f = 1, \ldots, F_{\ell},
\]

where common examples of \( \sigma(\cdot) \) include the rectified linear unit (ReLU), absolute value, etc. Without loss of generality, we assume a single input \( \mathbf{x}_{0} = \mathbf{x} \) and a single output \( \mathbf{x}_{L} \). The overall GNN can be represented as a nonlinear mapping \( \Phi(\mathbf{x}, \mathbf{S}, \mathcal{H}) \), where the inputs are the graph signal \( \mathbf{x} \), the shift operator \( \mathbf{S} \), and the output is the task-relevant feature. The architecture parameters \( \mathcal{H} \) are the filter coefficients of all GCFs throughout \( L \) layers.

Statistical learning problem. By parameterizing the policy \( \pi(d) \) with the GNN \( \Phi(d, \mathbf{S}, \mathcal{H}) \) of parameters \( \mathcal{H} \), we can re-formulate problem (4) as a statistical learning problem

\[
\mathbb{P}_\mathcal{H} := \min_{\mathcal{H}} \mathcal{L}(\mathcal{H}) = \min_{\mathcal{H}} \mathbb{E}_d \left[ \frac{1}{N} \sum_{i=1}^{N} d_i u_i(d, \mathbf{S}, \mathcal{H}) \right],
\]

s.t. \( \Phi(d, \mathbf{S}, \mathcal{H}) \in \{0, 1\}^M, \quad \forall \ i = 1, \ldots, N \).

The goal is to learn the optimal parameters \( \mathcal{H}^* \) that minimize the objective function. It is challenging to solve this problem...
by conventional unsupervised learning methods because they (i) rely on explicit theoretical models of the interference function $f_{i,j,t}(\cdot)$ and the traffic demand distribution $\mathbb{E}[d_i]$; (ii) require well-designed continuous relaxation for the discrete action space, to make gradient computations possible. Motivated by these challenges, we propose to leverage the model-free policy gradient method, which is widely used in reinforcement learning, to conduct the training procedure.

B. Policy Gradient

The training procedure optimizes the GNN parameters $\mathcal{H}$ with gradient descent. At each iteration $t$, we update the current parameters $\mathcal{H}^{(t)}$ as

$$\mathcal{H}^{(t+1)} = \mathcal{H}^{(t)} - \alpha^{(t)} \nabla_{\mathcal{H}} \mathcal{L}(\mathcal{H}^{(t)}),$$

where $\alpha^{(t)} > 0$ is the step-size. The preceding update requires the system model and the continuous relaxation to compute the gradient $\nabla_{\mathcal{H}} \mathcal{L}(\mathcal{H}^{(t)})$, where the former is not assumed available in problem (7) and the latter leads to performance degradation. We overcome these issues by leveraging the policy gradient method. It exploits the likelihood ratio property to provide a stochastic approximation for the gradient of policy functions that take the form of $\mathbb{E}[F(d, \Phi(x, S, \mathcal{H}))]$, where $F(\cdot)$ is a general unknown function [18].

Specifically, the policy gradient method considers the GNN outputs $\Phi(d, S, \mathcal{H})$ as samples drawn from a probability distribution $p_{d,S,H}(\Phi)$ specified by $d$, $S$ and $\mathcal{H}$, which has a delta density function $f_{d,S,H}(\Phi) = \delta(\Phi - \Phi(d, S, \mathcal{H}))$. This allows to compute the Jacobian of the policy function as

$$\nabla_{\mathcal{H}} \mathbb{E}[F(d, \Phi(d, S, \mathcal{H}))] = \mathbb{E}[F(d, \Phi) \nabla_{\mathcal{H}} \log f_{d,S,H}(\Phi)].$$

It translates the computation of $\nabla_{\mathcal{H}} \mathbb{E}[F(d, \Phi(d, S, \mathcal{H}))]$ to the multiplication of $F(d, \Phi)$ and $\nabla_{\mathcal{H}} \log f_{d,S,H}(\Phi)$. However, computing the gradient of the delta density function $\nabla_{\mathcal{H}} \log f_{d,S,H}(\Phi)$ requires the system model $F(\cdot)$ as well. We resolve this issue by approximating the delta density function with another density function centered around $\Phi(d, S, \mathcal{H})$. Examples include the Gaussian distribution, binomial distribution and categorical distribution. Then, we can estimate the gradient of the loss function $\nabla_{\mathcal{H}} \mathcal{L}(\mathcal{H}^{(t)})$ as

$$\nabla_{\mathcal{H}} \mathcal{L}(\mathcal{H}^{(t)}) = \mathbb{E}_{d} \left[ \frac{1}{N} \sum_{i=1}^{N} d_i u_i(d, S, \mathcal{H}^{(t)}) \nabla_{\mathcal{H}} \log f_{d,S,H}(\cdot)(\Phi) \right],$$

where the expectation $\mathbb{E}_{d}[\cdot]$ is approximated by observing $T$ samples of the traffic demands $\{d_i\}_{t=1}^{T}$ and taking the average. We remark that (10) is model-free, i.e., it does not require any theoretical model of the interference function $u_i(\cdot)$ but only function values $u_i(d, S, \mathcal{H}^{(t)})$ evaluated at the sampled traffic demands $d_i$, which can be observed from the system directly. Moreover, it deals with the discrete action space by sampling actions from policy distributions, e.g., binomial distributions and categorical distributions, which avoids the performance degradation induced by the continuous relaxation in conventional unsupervised learning methods.

C. Decentralized Implementation

The trained GNN admits a decentralized implementation, i.e., each node can compute outputs and make decisions locally with neighborhood information. To see this, let $\mathbf{S}_{ij}$ be the $(i,j)$th entry of $\mathbf{S}$ and $[x]_i$ the $i$th entry of $x$. The graph sparsity allows to compute the shift operation $\Delta x$ as

$$[\Delta x]_i = \sum_{j=1}^{N} [\mathbf{S}]_{ij} [x]_j = \sum_{j: (i,j) \in \mathcal{E}} [\mathbf{S}]_{ij} [x]_j$$

for $i = 1, \ldots, N$. That is, the entry $\mathbf{S}x_i$ at node $n_i$ can be computed with the entries $\{[x]_j\}_j$ at nodes $\{n_j\}_j$ that are connected to node $n_i$. This indicates that the entries of $\mathbf{K}$ shifted signals $[[\mathbf{S}^k x_i]]_{k=0}^N$ can be computed at node $n_i$ by exchanging information with its neighboring nodes as well. Since the aggregation of the filter coefficients $\{h_k\}_{k=0}^N$ is a linear combination of signal values at individual nodes, which do not involve any feature fusion among nodes, the entry of the filter output $[\mathbf{H}(\mathbf{S}x)_i]$ at node $n_i$ can be computed with local neighborhood information; hence, GCFs allow for a decentralized implementation.

GNNs inherit the decentralized implementation from GCFs because the nonlinearity $\sigma(\cdot)$ is pointwise and local [19]–[21]. This analysis shows that while GCFs and GNNs are expressed in compact forms (5) and (6), they can be implemented in a decentralized manner, i.e., each node does not need to know the entire graph topology, but only have the communication capacity to exchange information with neighbors and the computation capacity to aggregate the neighborhood information.

D. Permutation Equivariance

GNNs account for the graph structure to extract features and thus, are equivariant to topology permutations, i.e., the node reordering. This is a key property that allows GNNs to exploit internal symmetries of graph signals, which demonstrates the advantage of GNNs to process networked data and justifies the effectiveness of the proposed approach. Specifically, define the permutation matrix as $\mathbf{P} \in \{0, 1\}^{N \times N}$ with $\mathbf{P} \mathbf{1} = 1$ and $\mathbf{P}^\top = 1$. The permuted matrix $\mathbf{PSP}^\top$ reorders the columns and rows of $\mathbf{S}$, while the permuted vector $\mathbf{Px}$ reorders the entries of $x$. According to [22], [23], the following theorem formally characterizes the permutation equivariance of GNNs.

Theorem 1 (Proposition 1 [22]): Consider the GNN $\Phi(x, S, \mathcal{H})$ with the graph signal $x$ and the underlying graph $S$. Let $\mathbf{P}$ be a permutation matrix. Then, it holds that

$$\Phi(\mathbf{Px}, \mathbf{PSP}^\top, \mathcal{H}) = \mathbf{P} \Phi(x, S, \mathcal{H}).$$

Theorem 1 states that GNNs applied on permuted graphs $\mathbf{PSP}^\top$ and permuted signals $\mathbf{Px}$ generate equally permuted outputs. This result indicates that GNNs can harness the same information regardless of what permuted versions of graphs and signals are processed. The latter acts as a data augmentation technique that facilitates the training procedure, which will be validated in Section IV. In the context of channel allocation, this property yields the implementation of GNN-based policies independent of the order of APs, i.e.,
they can be implemented directly on arbitrarily ordered APs. This follows the intuitive requirement of decentralized channel management solutions in WLANs because APs will not be labeled with a fixed order in practice and the explicit order is not the prior information available during implementation.

IV. RESULTS

In this section, we present empirical results for performance evaluation. While the proposed approach is model-free, we make system observations (i.e., observations of the traffic demands and the interference) from given models. However, we do not assume any knowledge of these models during training/testing but only generate samples for observation.

Setup. The network consists of $N$ APs and the topology is generated randomly with the edge probability $q$, i.e., AP $n_i$ is connected to AP $n_j$ with probability $q$ for $i, j = 1, \ldots, N$. Traffic demands are sampled from distribution $\max(N(0.8, 0.4), 0)$, where $N(\mu, \rho)$ denotes the normal distribution with mean $\mu$ and standard deviation $\rho$, and the interference is derived from the model $\sum_{i,j} c_{ij} d_{ij}/M_j$. The GNN has 4 layers, each containing 32, 64, 64, 32 filters of order 3 and the ReLU nonlinearity. The policy distribution is the categorical distribution and the batch size is 64. Our results are averaged over 10 randomly generated graphs.

Small-scale scenario. First, we consider a small-scale scenario with 10 APs, 4 channels and $q = 0.25$ edge probability, where zero interference can be theoretically achieved by allocating different channels to adjacent APs and the same channels to nonadjacent APs. We compare the proposed approach with two baselines: (i) GNN with conventional unsupervised learning [6], and (ii) uniformly random channel selection. The former relaxes discrete actions as continuous variables for training and conducts discrete quantification for testing, which is a model-based solution that depends on closed-form system models to compute gradients, while the latter is model-free.

Fig. 3 shows the results. The proposed approach exhibits the optimal performance, i.e., zero interference among APs. The GNN with unsupervised learning performs worse despite the model-based property. This is because it approximates discrete actions via a continuous relaxation, and hence, suffers from performance degradation. Moreover, we see from the figure that it does not show learning behaviour. This is because (i) the maximal operation in (2) makes the gradient propagation difficult even for continuous variables, and (ii) the discrete quantification during testing creates further difficulty.

Large-scale scenario. Next, we evaluate the proposed approach on larger networks with various numbers of APs in Fig. 4a and various numbers of edges in Fig. 4b. The former expands the network size, while the latter increases the network density. We consider three baselines for performance comparison: (i) deep neural network (DNN), (ii) GNN with unsupervised learning, and (iii) random channel selection. The first follows [8] to parameterize the control policy with a DNN, which is a centralized solution that requires the global network information during implementation, while the latter two are decentralized solutions. The centralized DNN performs best but its execution requires access to the states, i.e., the traffic demands, of all the APs, which may not be practical for large-scale scenarios. The proposed approach achieves a performance close to the one achieved by the centralized DNN, but requires only local neighborhood information for implementation, yielding a satisfactory trade-off between performance and scalability. Moreover, the proposed approach generalizes well for large and dense networks, in which decentralization plays an important role.

GNN v.s. DNN. Next, we compare the proposed approach with the centralized DNN in terms of the training efficiency and the graph connection. In Fig. 5a, we see that the proposed approach converges much faster than the centralized DNN and shows better training efficiency. The result corroborates the fact that the GNN is permutation equivariant and the latter acts as a data augmentation technique to facilitate the training procedure, as indicated in Theorem 1. In Fig. 5b, we see that the performance degradation of the decentralized GNN w.r.t. the centralized DNN first increases with the graph connectivity, i.e., from 0.355 at $q = 0.6$ to 0.433 at $q = 0.7$. This is because the interference becomes more severe and the global information becomes more important for channel allocation. The performance degradation then decreases from $q = 0.7$ to $q = 1$ and converges to almost zero for fully-connected graphs. We attribute this behaviour to the fact that the neighborhood information becomes richer as the graph connectivity increases, and the proposed approach performs comparably well with the centralized DNN.

Optimization criteria. Lastly, we show the adaptivity of the proposed approach by testing a different objective function.
We consider the objective function as the expected maximum of the maximal channel utilization over APs, i.e., the maximal channel utilization on the worst AP. The results are shown in Fig. 6. The proposed approach performs close to the centralized DNN and outperforms the other baselines on both objective functions. This indicates that it is capable of handling different optimization criteria specified by different application requirements and can be used in different decentralized tasks of channel allocation.

V. CONCLUSION

In this paper, we investigated the channel allocation problem in WLANs. We formulated a stochastic optimization problem, parameterized the allocation policy with GNNs, and transformed the problem to an unsupervised learning problem. We conducted training with the policy gradient method, which requires only system observations instead of system models, and can be adapted to application scenarios where system models are inaccurate or unknown. The proposed approach allows for a decentralized implementation by leveraging the distributed nature of GNNs, where each AP selects channels locally with only neighborhood information. This yields a scalable solution for large networks with no need of a central access controller during execution. We further show the permutation equivariance of the proposed approach, which acts as a data augmentation technique for training efficiency and makes the algorithm implementation independent of the AP reordering. Numerical experiments demonstrated the superior performance of the proposed approach, i.e., the interference among APs can be reduced in a decentralized fashion.
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