The high mass end of the stellar mass function: Dependence on stellar population models and agreement between fits to the light profile
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ABSTRACT
We quantify the systematic effects on the stellar mass function which arise from assumptions about the stellar population, as well as how one fits the light profiles of the most luminous galaxies at \( z \sim 0.1 \). When comparing results from the literature, we are careful to separate out these effects. Our analysis shows that while systematics in the estimated comoving number density which arise from different treatments of the stellar population remain of order \( \leq 0.5 \) dex, systematics in photometry are now about 0.1 dex, in contrast to some recent claims in the literature. Compared to these more recent analyses, previous work based on Sloan Digital Sky Survey (SDSS) pipeline photometry leads to underestimates of \( \rho_* (\geq M_*) \) by factors of 3–10 in the mass range \( 10^{11} - 10^{11.6} M_\odot \), but up to a factor of 100 at higher stellar masses. This impacts studies which match massive galaxies to dark matter halos. Although systematics which arise from different treatments of the stellar population remain of order \( \leq 0.5 \) dex, our finding that systematics in photometry now amount to only about 0.1 dex in the stellar mass density is a significant improvement with respect to a decade ago. Our results highlight the importance of using the same stellar population and photometric models whenever low and high redshift samples are compared.
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1 INTRODUCTION
Our knowledge of galaxy formation and evolution has grown tremendously over the last two decades. This knowledge comes from analysis of observed galaxy images, colors and spectra. However, to quantify evolution, one must compare populations at different redshifts, so it is necessary to correct the observed colors or spectra to a common restframe waveband. This is known as applying the \( k + e \)-correction. In principle, this correction depends on the formation history of the stellar population which contributes to the observed light, so, in principle, it is different for each object. Galaxy samples are now deep enough that \( k + e \)-corrections are necessary, and sample sizes are large enough that \( k + e \)-corrections can be a significant source of systematic error.

Since determining the appropriate \( k + e \)-correction for an object boils down to inferring something about its star formation history, \( k + e \)-correction codes naturally also return an estimate of the stellar mass of the object. Hence, the conversion from apparent brightness \( \ell \) to luminosity \( L \) in a fixed restframe waveband depends on the \( k + e \)-correction, so converting from \( \ell \) to stellar mass \( M_* \) does not require much more work. This is one of the reasons why, over the last decade and a half, the emphasis has shifted to presenting results in terms of stellar mass \( M_* \) rather than luminosity \( L \). Unfortunately, the conversion from \( \ell \) to \( L \) or \( M_* \) is rather sensitive to how the stellar population was modelled – what we will loosely refer to as the stellar mass-to-light ratio \( M_*/L \) in what follows – for which there is still no consensus (Bruzual & Charlot 2003; Pegase, Fioc & Rocca-Volmerange...
1997, 1999; Blanton & Roweis 2007; Maraston et al. 2009; Conroy et al. 2009).

During this same period, improvements in survey photometry have driven the development of more sophisticated algorithms for estimating the observed flux $\ell$. A few years ago, Bernardi et al. (2010) noted that improving on SDSS pipeline photometry (sky subtraction issues, especially in crowded fields – see e.g. Bernardi et al. 2007; Hyde & Bernardi 2009; Blanton et al. 2011) indicated that the most luminous galaxies at $z \sim 0.1$ were more abundant than expected from the most commonly used parametrizations of the luminosity function. Bernardi et al. (2013; hereafter B13) went on to show that fitting to single Sersic or two-component Sersic-Exponential profiles yielded substantially more light at the high mass, high luminosity end of the population. However, here too, there is no consensus: e.g., D’Souza et al (2015) argue that their estimates of the total light in the brightest galaxies are substantially fainter than those of B13.

Thus, for any given object, there are a wide variety of estimates of $M$ and $M_{/L}$ available, with no agreement on which is correct. As B13 have emphasized, this complicates the comparison of different authors’ determinations of the stellar mass function $\phi(M_*)$. Disagreement may be due to differences in how $\ell$ was estimated, or $M_{/L}$, or both. Similarly, agreement may be due to fortuitous cancellations of disagreements in both. Since improvements in how $\ell$ is estimated can be made independently of how $M_{/L}$ was determined, and vice versa, one may not argue that fortuitous cancellations indicate that $M_*$ is more robustly measured. Therefore, it is useful and important to distinguish between these two possible sources of systematic agreement or disagreement.

The main goal of the present paper is to quantify the current uncertainties on $\phi(M_*)$ with an emphasis on masses greater than $2 \times 10^{11} M_\odot$. This is the mass scale first identified by Bernardi et al. (2011) as being special: Various scaling relations change slope at this scale, and this is thought to be related to a change in the assembly histories – e.g. minor versus major dry mergers. It is also the mass scale where $\phi(M_*)$ starts to drop exponentially. Therefore, large volumes are necessary to properly probe these objects. E.g., a number of recent studies restrict attention to $z = 0.06$ (e.g. the GAMA survey: Baldry et al. 2012; Kelvin et al. 2014; Taylor et al. 2015). There are fewer than 100 such objects in the GAMA survey, so cosmic variance on these counts is an issue. To reliably probe the high mass end, one must go to substantially larger survey footprints. Even in the SDSS there are of order $10^4$ objects with $M_* \gtrsim 2 \times 10^{11} M_\odot$ at $z \lesssim 0.06$, so analyses which are restricted to small $z$, such as Weigel et al. (2016), do not provide reliable constraints on the abundance of massive galaxies.

Section 2 shows how $\phi(M_*)$ varies when $M_{/L}$ is fixed and the method for determining $\ell$ is varied. Section 2.2 discusses the differences between SDSS pipeline photometry and more recent work. Section 2.3 argues that the $\ell$ estimates of D’Souza et al. (2015) are actually in good agreement with those of B13. In Section 3 the method for determining $\ell$ is fixed and only $M_{/L}$ is varied. This variation can result from different assumptions about the star formation histories in massive galaxies (Section 3.1) or the presence and effects of dust (Section 3.2). Section 3.3 discusses the impact of errors. Section 4 compares our findings with recent work. A final section summarizes our results.

When necessary, we assume a spatially flat background cosmology with parameters ($\Omega_m, \Omega_{\Lambda}$) = (0.3, 0.7), and a Hubble constant at the present time of $H_0 = 70$ km s$^{-1}$Mpc$^{-1}$.

## 2 SYSTEMATIC EFFECTS ON $\phi(M_*)$ FROM PHOTOMETRY

In what follows, we present results from the same set of 250,000 objects which were analysed by Bernardi et al. (2010, 2013) with $14.5 < r_{\text{petro}} < 17.5$ mags in the $r$-band, selected from 4681 sq. degrees of the sky with a median redshift of about $z \sim 0.1$. We use as absolute magnitude of the Sun in the $r$-band $M_{r,\odot} = 4.67$. We always estimate $\phi(M_*)$ using Schmidt’s (1968) $V_{\text{max}}^{-1}$ method, where $V_{\text{max}}$ is always the value determined by B13. We always bin in $\log_{10}(M_*/M_\odot)$, so we usually show $\ln(10) M_\odot/\phi(M_*)$ in units of Mpc$^{-3}$dex$^{-1}$.

We will compare several estimates of the apparent brightness of each galaxy. The Sersic and SerExp fits used by B13 have since been published and made available online by Meert et al. (2015, 2016), for the full SDSS DR7 (Abazajian et al. 2009), so we often refer to them as the B13-Meert15 photometry. Several alternative estimates of the apparent brightnesses for these objects are provided by Simard et al. (2011, hereafter Simard11). Of the various estimates provided by the SDSS database, we will only use the DR9 $r$-band Model and cModel values (Ahn et al. 2012). The latter are known to be the least biased of the SDSS pipeline estimates (e.g. Bernardi et al. 2007; Bernardi et al. 2010).

### 2.1 Dependence on sky

All of these estimates depend on correctly estimating (and removing) the contribution from the background sky. This is a major source of systematic bias in the flux determination especially for large nearby objects or those located in dense environments. The SDSS DR7 pipeline values for the sky are known to be systematically bright (Blanton et al. 2005; Bernardi et al. 2007; Hyde & Bernardi 2009; Blanton et al. 2011; Meert et al. 2015; Fischer et al. 2017). Therefore, the DR7 photometric parameters are based on oversubtracting the outer parts of large galaxies. This affects the photometry of those galaxies as well as of smaller and/or fainter objects in their vicinity.

Although the SDSS DR9 pipeline has improved sky subtraction around bright objects, these sky estimates are still significantly biased bright (Blanton et al. 2011). Blanton et al. argue that their sky estimates, based on fitting the masked sky background for each SDSS scan with a smooth continuous function, represent a substantial improvement over the standard SDSS catalog results and should form the basis of any analysis of nearby galaxies using the SDSS imaging data. Fischer et al. (2017) shows that this is not restricted to nearby galaxies: it is valid for all galaxies, and is particularly important for luminous galaxies located in dense environments. In addition, they show that the sky background estimates used in B13-Meert15 are in good agreement with those of B13.
agreement with those of Blanton et al. (2011) for all galaxies. This simplifies the comparison with D'Souza et al. which follows, since they used DR9 objects with sky values of Blanton et al. (2011). The agreement is also reassuring because PyMorph fits for the sky (which it treats as a constant across the image) at the same time that it fits the image of a galaxy. Although one might worry that this produces degeneracies in the fitted values, running PyMorph with the sky fixed to that of Blanton et al. (2011) returns almost identical results, so this is not a concern. For example, if PyMorph is forced to fit a deVaucouleur model, the difference between fitting the sky as well, and using the sky of Blanton et al. (2011), has a scatter of just 0.02 mags around a median value of zero. (I.e., the slight 0.1 percent bias in the PyMorph sky estimate reported in Meert et al. 2013 is irrelevant.) A similar analysis of PyMorph-Sersic and SerExp fits also shows no bias, but with a larger scatter (~ 0.05 mags). See Fischer et al. (2017) for more discussion.

2.2 Dependence on apparent brightness \( \ell \)

To set the stage, Figure 1 shows how \( \phi(M_\star) \) varies when \( M_\star/L \) is fixed (to the B13 values) and only \( \ell \) is changed. To better appreciate the trends over a large range in \( M_\star \), we do not show \( \phi \) itself (see Figure 4 in B13), but \( M_\star/\phi(\ell)_{fid} \), where \( (M_\star/\phi)_{fid} \) uses the SerExp \( \ell \) values of B13-Meert15. Three other choices of \( \ell \) are also based on PyMorph: one is the B13-Meert15 Sersic estimate, and the other two show the result of truncating the fitted (SerExp and Sersic) profiles at 7.5x the half light radius when estimating the total magnitude (Fisher et al. 2017 shows that this closely approximates the SDSS algorithm). The two other curves are based on the Simard11 Sersic and DR9 cModel estimates. (Replacing cModel with Model magnitudes gives almost identical results.) The trends here are similar to those shown in Figure 1 of B13, except that there, the different \( \ell \) estimates were compared, whereas here it is the impact on \( \phi(M_\star) \) which is shown.

All six estimates are in remarkable agreement below \( 10^{11} M_\odot \). They become increasingly different above this mass. B13 highlighted the fact that these systematic differences give rise to discrepancies in \( \phi(M_\star) \) determinations of more than 1 dex at \( \geq 10^{12} M_\odot \). However, they also noted that estimates based on fitting Sersic or SerExp profiles were in better agreement with one another than with cModel magnitudes. What is the real level of disagreement between these other estimates?

We begin with a brief discussion of the fact that the B13-Meert values are based on integrating the fitted profile to infinity, whereas the SDSS truncates. Briefly, (see Fischer et al. 2017 for a more detailed discussion), the effect of SDSS-like truncation is largest for single Sersic fits with large \( n \) (~ 0.16 mags for \( n = 8 \)). There is a correlation between \( L \) and \( n - L \) large \( n \) so truncation matters more for large \( L \). However, the \( n-L \) correlation is weak; at the largest \( L \), the average \( n \) is 6 for which the correction is \( \sim 0.12 \) mags. But because there is substantial scatter around the mean \( n \), the net effect of truncation is about half than one would naively have expected. Of course, truncation matters even less for the SerExp fits (see Figures 6 and 7 in Fischer et al. 2017).

Comparison of the black and grey curves in Figure 1 shows that truncation only matters above \( \log_{10}(M_\star/M_\odot) \geq 11.5 \), where it introduces a systematic difference of 0.1 dex for SerExp, and slightly more for Sersic. There is general agreement that the truncation scale should be of order \( 7 - 10 \times \) the half light radius (D’Souza et al. 2015 use the lower value; Kelvin et al. 2012 use the higher value; the SDSS is in between). Therefore, the actual uncertainty associated with truncation is smaller than the 0.1 dex shown in Figure 1. This is much less than the difference with respect to SDSS-cModel, which is our main point. Henceforth, we ignore the effects of truncation: all PyMorph values we show are untruncated, since these are the values which are publically available.

Discussion of the differences between Sersic or SerExp fits is complicated by the fact that B13-Meert15 and Simard11 are not in perfect agreement. This is in part because the B13-Meert15 estimates are biased slightly bright (Meert et al. 2013; Bernardi et al. 2014). This difference is mainly driven by the fact that the sky values assumed by Simard11 et al. are closer to the SDSS pipeline values (which are biased, see Section 2.1) than to PyMorph (see Fischer et al. 2017). The sky background difference leads to a median difference in the fitted Sersic magnitude of about 0.05 – 0.3 mags (Meert et al. 2013; Fischer et al. 2017).

Potentially more important is the fact that recent work does not use the Simard11 photometric reductions ‘as is’. Namely, Thanjavur et al. (2016) advocate using what they call ‘fiducial’ values: They choose the Simard11 Sersic value for most objects, and the Simard11 deVExp value (note that they do not advocate using the Simard11 SerExp fits at all) for the others. (This choice depends on the quality of the fit to the surface brightness profile.) Although we do not have their ‘fiducial’ values, the solid curve in the top panel of their Figure B1 lies slightly below the dashed curve, indicating that their ‘fiducial’ values produce slightly smaller

**Figure 1.** Comparison of six \( \phi(M_\star) \) estimates in which \( M_\star/L \) is fixed to the value used by B13, and the measured apparent brightness \( \ell \), from which \( L \) is derived, varied. To compare a large dynamic range, each \( M_\star/\phi(M_\star) \) is shown in units of \([M_\star/\phi(M_\star)]_{fid}\), where the fiducial value uses B13-Meert15 SerExp photometry. All six estimates are in remarkable agreement below \( 10^{11} M_\odot \); above this mass, the cModel estimate becomes increasingly smaller than the others.
Bernardi et al.

$M_\star \phi(M_\star)$ than one obtains if one simply uses the Simard11 Sersic values. Note that the difference between these two only matters at large $M_\star$, and is approximately the same as the amount by which the blue symbols in our Figure 1 differ from zero. This is reassuring, since we believe that the B13-Meert15 SerExp values are our least biased estimates. That is to say, results based on what each group believes to be its best estimate (B13-Meert15 SerExp and Thanjavur et al. ‘fiducial’) are in even better agreement with one another than the 0.1 dex difference between the B13-Meert15 SerExp- and the Simard11 Sersic-based results shown in Figure 1.

Therefore, the most serious systematic difference is driven by the fact that $c_{\text{Model}}$ magnitudes are much fainter than the others. While B13 argue that this is a significant bias, recent work has questioned this conclusion. E.g., D’Souza et al. (2015) do find a bias, but since their analysis of $\phi(M_\star)$ resulted in fewer objects at high masses, they conclude that this bias was smaller than reported by B13. However, their conclusions are not based on a direct comparison of the two sets of photometry. As B13 emphasized, when using stellar masses to draw conclusions about photometry, it is important to ensure that differences in $M_\star/L$ are not playing a role. The next subsection shows that, once differences in $M_\star/L$ have been accounted-for, the D’Souza et al. corrections to SDSS pipeline photometry are in remarkably good agreement with those of B13-Meert15.

2.3 Comparison with D’Souza et al. (2015): $\ell$

Recently D’Souza et al. (2015) have used fits to stacked images to calibrate correction factors which they then apply to the SDSS Model magnitudes of individual galaxies. They perform these stacks separately for a number of different bins in stellar mass, where $M_\star$ was obtained by combining the MPA-JHU $M_\star/L$ values of the objects with the Model magnitudes (because they could not stack on the corrected magnitudes, of course).

Figure 2 shows the median correction factors shown in their Figure 4, which are appropriate for the highest mass bins (redshift and concentration index) they consider – the ones which are most relevant to our present study. Notice that their values are brighter than the Model magnitudes, in qualitative agreement with B13. To see if the agreement is quantitative, the black solid curve shows the corresponding median values of the differences between the B13-Meert15 Sersic and Model magnitudes for these same objects. The agreement is remarkable.

Why then did D’Souza et al. come to a different conclusion? The reason is that their correction factor was calibrated in bins of $M_\star$ in which Model magnitudes were used to convert $M_\star/L$ to $M_\star$. However, when they discussed the B13-Meert15 SerExp correction, they appear to be referring to some of the curves in Figure 1 of B13, which are binned in Ser magnitudes. Since Ser is not the same as Model, the objects in each $M_\star$ bin are no longer the same, and so their discussion is not based on a direct comparison. To illustrate this point, the red solid line shows the median Model-SerExp correction as a function of SerExp- rather than Model-based $M_\star$. Now the correction appears larger, but this is simply a consequence of the well-known fact that there is scatter between SerExp- and Model magnitudes (Figure 1 in B13). D’Souza et al. were incorrectly comparing the 0.3 mag correction associated with the blue symbols here with the 0.5 mag correction factor suggested by the red curve. The correct comparison is with the black curve, and this shows that there is little or no difference.

The agreement is not quite as good as it seems, because D’Souza et al. obtained their corrections from truncated profiles: the inner component is truncated outside a radius equal to 7 half-light radius, while the outer component extends to infinity. In contrast, B13-Meert15 always integrate to infinity. If we were to account for this difference (see Figure 7 in Fischer et al. 2017), then the D’Souza et al. correction to Model magnitudes would exceed that of B13-Meert15 (by about 0.05 mags; see also Figure 1 here and related discussion). I.e., if anything, D’Souza et al. is brighter than B13-Meert15, not fainter. This is perhaps not surprising; Py Morph SerExp forces the second component to be an exponential, whereas in D’Souza et al. allow it to be another Sersic, potentially including more light at large radii.

It is worth noting that, while the agreement between B13-Meert15 and Thanjavur et al. described in the previous section is perhaps not so surprising – both are based on similar approaches to fitting the surface brightness profiles of individual galaxies, so they differ in the details of how the fit is actually done – the agreement between the B13-Meert15 SerExp and the D’Souza et al. corrections shown in Figure 2
really is remarkable. E.g., the stacking method must account for light lost to masked pixels, which are different for each member of the stack, and this will become increasingly important (and difficult!) at the high mass end. This potential systematic is not an issue for approaches based on individual galaxies. Another potential systematic is the sky, but we have already argued that because D’Souza et al. used the Blanton et al. (2011), rather than the SDSS pipeline, values for the sky, their sky values are in good agreement with those of B13-Meert15. Moreover, the agreement between the photometry of D’Souza et al. and B13. This is consistent with the fact that not all groups used our fiducial cosmological parameters. (We do account for the small differences which arise from the fact that not all groups used our fiducial cosmological parameters.)

We have taken a number of stellar mass estimates from the SDSS database, www.sdss.org/dr12/spectro/galaxy/, which all assumed a Kroupa (2001) initial mass function (IMF). These are:

- Spectro-photometric based estimates from the Portsmouth group (Maraston et al. 2013), which assume a passive stellar population (dust-free) that is expected to be appropriate for the most massive galaxies (Table stellarMassPassivePort);
- PCA-based estimates from the Wisconsin group (Chen et al. 2012) which are based on the stellar population synthesis models of Maraston & Strömbäck (2011) and account for dust (Table stellarMassPCAWiscM11 – for the high masses of most interest in our work, these are not very different from the models of Bruzual & Charlot 2003);
- Estimates from the Granada group, which are based on the publicly available Flexible Stellar Population Synthesis code (FSPS, Conroy et al. 2009), and assume star formation occurs over a wide range of redshifts (Tables stellarMassFSPSGranWideDust and stellarMassFSPSGranWideNoDust);
- Estimates from the MPA-JHU group (Table galSpecExtra), which are based on the galSpec tool (building on the work of Kauffmann et al. 2003; Brinchmann et al. 2004; Tremonti et al. 2004).

There is no consensus on whether or not massive galaxies are dusty. The Portsmouth-Passive estimates assume they are not. This is based on Figure 8 of Thomas et al. (2013) who found very little dust in massive galaxies. On the other side, the MPA-JHU and Wisconsin estimates assume they are. The GranadaWide group allow for both possibilities.

We have also included older estimates from Blanton & Roweis (2007) and a particularly simple estimate used by Bernardi et al. (2010, 2013), in which \( M_\star / L \) is a linear function of color (see Eq. 6 in Bernardi et al. 2010, which is motivated by Bell et al. 2003 who used the Pegase models), primarily for comparison with previous work. Finally, we include more recent estimates from Mendel et al. (2014); their

3 DEPENDENCE ON STELLAR POPULATION MODELING

Having shown that systematics with more recent photometry contribute about 0.1 dex uncertainty at high masses (and that SDSS pipeline photometry is substantially fainter, in agreement with B13), we now study the systematics which arise from different assumptions about the stellar populations of the most massive galaxies. Since we would like to separate the effects of stellar population modeling from those due to photometry, we must first account for the fact that not all the groups whose \( M_\star \) estimates we compare below used the same \( \ell \) for estimating \( L \). To account for this, we multiply each group’s \( M_\star \) value by \( \ell_{\text{fiducial}} / \ell \) where, for \( \ell_{\text{fiducial}} \), we use the r-band SerExp values provided by Meert et al. (2015). Note that by using the ratio of the apparent brightnesses, we are making no change to the (stellar population dependent) \( k + e \) values assigned by each group. (We do account for the small differences which arise from the fact that not all groups used our fiducial cosmological parameters.)
Figure 4. Comparison of a number of different determinations of \( \phi(M_*) \) as labelled. In all cases, the \( M_* \) values were scaled to a Chabrier IMF and B13-Meert15 SerExp photometry, so the differences are entirely due to the stellar population modelling, fitting, and assumptions about dust in the galaxies. The Portsmouth-Passive estimate should be compared only at higher masses \( M_* > 10^{11} M_\odot \) because a passive stellar population is not appropriate at smaller masses.

Figure 5. Same as previous figure, but now shown in units of \( \phi_{fid} \) for which we have used the cyan curve in the previous figure (i.e. SerExp photometry from B13-Meert15 and \( M_* / L \) from dust-free Mendel14). At \( M_* > 10^{11} M_\odot \) the B13-based estimate is the largest, and the Blanton-Roweis is smallest. The Wisconsin, GranadaWide and Mendel14 determinations are within about 0.1 dex of one another; they lie above the Portsmouth-Passive and MPA-JHU values. The Portsmouth-Passive estimate should be compared only at higher masses \( M_* > 10^{11} M_\odot \) because a passive stellar population is not appropriate at smaller masses.

Tables 3 and 5); they provide dusty and dust-free \( M_* / L \) estimates, and do not allow for multiple bursts.

When computing stellar masses there is also no consensus on whether or not one should allow for star formation histories with multiple bursts. The MPA-JHU estimates assume bursty histories, whereas the Portsmouth-Passive and Mendel et al. models do not. Mendel et al. exclude bursts because Gallazzi & Bell (2009) showed that including bursty SPS models can lead to a systematic underestimate of \( M/L \) by up to 0.1 dex for galaxies whose star-formation histories are generally smooth. This is likely to be the case for the most massive galaxies.

As we show in Section 4.3.1, dust and bursty-ness contribute significantly to the error budget at the high mass end of the stellar mass function (e.g. Moustakas et al. 2013; Mendel et al. 2014).

There is also no consensus on the shape of the IMF. We have (arbitrarily) chosen to correct all \( M_* \) values to a Chabrier IMF (Chabrier 2003). No correction is necessary for the Blanton-Roweis, B13, and Mendel14 estimates. However, the Portsmouth, Wisconsin, Granada and MPA-JHU estimates assumed a Kroupa IMF (Kroupa 2001); to convert to Chabrier we simply decrease the quoted (Kroupa) \( M_* \) values by 0.05 dex (see, e.g., Table 2 in Bernardi et al. 2010).

Appendix A compares the \( M_* / L \) estimates from these different analyses. It shows that, above \( 10^{11} M_\odot \), these differences are of order 0.05 dex or larger, provided we compare...
dusty or dust-free models separately (but not dusty with dust-free). However, there is no consensus on the effects of dust. For Mendel14 allowing for dust decreases the inferred \( M_*/L \) by 0.05 dex or more (Figure A3), but for WiscM11 allowing for dust increases it by about 0.06 dex (Figure 13 in Chen et al. 2012). The impact of dust on the GranadaWide \( M_*/L \) values is more complicated (see Appendix A for details). The next subsection shows how these differences impact \( \phi(M_*) \).

### 3.1 Effect of stellar population model

Figure 4 compares a number of estimates of \( \phi(M_*) \) which are based on the publically available \( M_*/L \) values listed earlier. Below \( 10^{10.5} M_\odot \) most estimates of \( \phi(M_*) \) differ by of order 0.1 dex (we argue later that this should not be used to argue that \( M_*/L \) in low mass galaxies is well understood!). The Portsmouth-Passive estimate should be compared only at higher masses \( M_* > 10^{11} M_\odot \) because a passive stellar population is not appropriate at smaller masses. Using their star-formation model (Table stellarMassStarformingPort) lowers the value of \( \phi(M_*) \) (we have not shown this in the figure because it is not a good choice for the high masses of most interest in our work).

At larger masses, the differences can be much larger. To show this more clearly, Figure 5 presents these curves normalized by \( \phi_{\text{fid}} \) for which we used the one associated with the B13-Meer15 SerExp photometry and the \( M_*/L \) value of Mendel14. The results are bracketed by the curves associated with the Blanton-Roweis (lowest) and B13 (uppermost) \( M_*/L \) values. Whereas the Blanton-Roweis values are known to be inappropriate for the most massive galaxies (see discussion in Bernardi et al. 2010), the B13 prescription is slightly ad hoc (e.g., the \( k + e \) corrections and \( M_*/L \) values are not derived self-consistently). Nevertheless, even for the better motivated models, these are not small offsets (\( > 0.5 \) dex or more at \( 10^{12} M_\odot \)), especially in view of the fact that these massive galaxies are expected to have the simplest (single burst) stellar populations.

### 3.2 Effect of dust

Some of these differences arise from making different assumptions about dust in these galaxies. Figure 6 compares \( \phi(M_*) \) associated with the dusty and dust-free \( M_*/L \) values of Mendel et al. (2014); the difference is entirely a consequence of the differences shown in Figure A1. The dust-free models have larger \( M_*/L \), so they result in larger \( \phi(M_*) \); at \( 10^{12} M_\odot \) the difference is about 0.4 dex. (For ease of comparison with Figure B1 in Thanjavur et al. (2016), in this Figure \( M_* \) is computed using Simard11 Sersic photometry.)

To see if this level of discrepancy is the same in other models, we have compared dusty and dust-free estimates of \( \phi(M_*) \) in the GranadaWide and Wisconsin models as well. Figure 7 shows the results: solid curves represent analyses which assume the galaxies are dust-free; dotted curves assume the galaxies are dusty. (In fact, only dusty WiscM11 \( M_*/L \) values are available. However, Figure 13 of Chen et al. 2012 shows that assuming the galaxies are dust-free decreases the WiscM11 \( M_*/L \) values by about 0.06 dex. So, the WiscM11-NoDust \( \phi(M_*) \) curves in Figure 7 were approximated by simply shifting their \( M_*/L \) values downwards by this amount.)

We noted before that there is not even consensus on the sign of the effect, and this is reflected in the \( \phi(M_*) \) estimates. In the Wisconsin models, allowing for dust increases the inferred \( M_*/L \) and hence \( \phi(M_*) \) for Mendel14, accounting for dust reduces \( \phi(M_*) \) by a similar amount. As a result, the dust-free Mendel14 estimate happens to be reasonably like the WiscM11 dusty estimate, and vice-versa. On the other hand, dust has little effect on \( \phi(M_*) \) of the GranadaWide models (the effect on \( M_*/L \) is actually more complicated; see Appendix A).

Before moving on, it is worth noting that the difference between the B13 \( \phi(M_*) \) and the dust-free Mendel14
Figure 8. Same as previous figure, but now comparing dust-free models (top) and dusty models (bottom) separately.

Figure 9. Comparison of the measured (solid) and intrinsic (dashed) stellar mass functions for the dusty and dust-free models of Mendel14 (with SerExp photometry of B13-Meert15). Measurement errors matter little below $10^{11} M_\odot$, but enhance $\phi(M_*)$ by more than 0.3 dex at $M_* \sim 10^{12} M_\odot$.

3.3 Effect of measurement errors

So far we have studied how the measured $\phi(M_*)$ depends on $M_*/L$ and $\ell$. However, the estimated $M_*$ values are noisy, with statistical (not systematic!) uncertainties of $\sim 0.1$ dex. While these matter little at the lower masses where $\phi(M_*)$ is relatively flat, they modify $\phi(M_*)$ substantially at the high mass end of most interest here. If the intrinsic curve is smaller than the $\sim 0.3$ dex reported in Thanjavur et al. (2016). This is because their analysis was based on the dusty Mendel14 models – the dotted cyan curve in Figure 7. This shows that the differences they report are largely due to differences in $M_*/L$ which are largely due to different assumptions about dust in these galaxies.

Until we know whether dusty or dust-free models are correct, we thought it prudent to show the level of systematics on $\phi(M_*)$ if we compare the two sets of models separately. This is done in Figure 8. The systematic differences on $\phi(M_*)$ between dust-free models are slightly smaller than for dusty models: $\leq 0.3$ dex compared to $\sim 0.4$ dex at $10^{12} M_\odot$.

$M_* \phi_{\text{int}}(M_*)$ is approximately flat at low masses and falls as $\exp[-(M/M_*)^\beta]$ at high masses, then errors which are Gaussian in $\log_{10}(M_*)$ make

$$
\frac{\phi_{\text{obs}}}{\phi_{\text{int}}} - 1 \approx \frac{\beta \ln(10) \sigma_{\log_{10} M}}{2} \frac{M_*}{M_* - \text{char}} \beta \times \left[ \left( \frac{M_*}{M_* - \text{char}} \right)^\beta - 1 \right].
$$

(equations 10 and 11 of Bernardi et al. 2010).

Notice that errors matter little below a characteristic mass $M_* - \text{char}$; this is not surprising, since the flatness of $M_* \phi_{\text{int}}(M_*)$ below $M_* - \text{char}$ means that errors move objects between mass bins, but because all bins have the same height, there is no net change to $M_* \phi_{\text{int}}(M_*)$. Fits which constrain $\beta = 1$ tend to return $M_* \sim 10^{11} M_\odot$ (e.g. D’Souza et al. 2015; Thanjavur et al. 2016), so errors only matter at higher masses. (E.g., at $10^{12} M_\odot$, errors of order $\sigma_{\log_{10} M} = 0.1$ dex make $\log_{10}(\phi_{\text{obs}}/\phi_{\text{int}} - 1) \approx 0.4$ dex.) This means that the 0.1 dex agreement between various determinations of $\phi(M_*)$ at lower masses should not be used to argue that $M_* / L$ in low mass galaxies is well understood (e.g. Thanjavur et al. 2016). As Appendix A shows, this agreement is hiding large systematic differences between different groups.

Figure 9 shows the measured (solid) and intrinsic (dashed) stellar mass functions for the dusty and dust-free models of Mendel14 (the reference photometry is SerExp of B13-Meert15, so comparing the solid curves here with those in Figure 8 shows that changing from Simard11 Sersic photometry to B13-Meert15 SerExp is small). The dashed lines show the ‘error-corrected’ measurements obtained using a modified $V_{\text{max}}$ method which accounts for errors (see Sheth 2017 for details). We assumed measurement errors of 0.1 dex in all cases. Clearly, measurement errors matter little below $10^{11} M_\odot$, but enhance $\phi(M_*)$ by more than 0.3 dex at $\sim 10^{12} M_\odot$, consistent with the analysis above. Only at these
High-mass end of $\phi(M_\ast)$

3.4 Cumulative counts and stellar mass density

Having illustrated how systematics in $M_\ast/L$, $\ell$, and their associated measurement errors all impact the shape of the observed $\phi(M_\ast)$, we now present our results in two slightly different but common formats. The top panel of Figure 11 shows the cumulative counts $\phi(\geq M_\ast)$, as this is directly relevant to Halo Model (Cooray & Sheth 2002) based approaches which match galaxies to dark matter halos (e.g. Shankar et al. 2014). The bottom panel shows $\rho_\ast(\geq M_\ast)$, the stellar mass density that is locked up in objects more massive than some limiting stellar mass $M_\ast$. In both panels, we show the same models as in Figure 9 (integrated to an upper limit of $10^{12} M_\odot$, beyond which discreteness effects matter). Notice again that measurement errors matter little when the lower limit is $10^{11} M_\odot$, but can contribute 0.3 dex or more above $10^{12} M_\odot$.

4 COMPARISON WITH RECENT WORK

We now compare our findings with recent work.

4.1 Comparison with Thanjavur et al. (2016)

Recently, Thanjavur et al. (2016) presented an analysis of $\phi(M_\ast)$ which was based on photometry of Simard11 along with the analysis of the $M_\ast/L$ values from Mendel et al. (2014). Their Figure 7 shows that their ‘fiducial’ estimate lies below the Sersic-based estimate of B13: the offset is about 0.7 dex at $10^{12} M_\odot$. However, we argued before that comparison with the B13 SerExp-based estimate would be more appropriate (Section 2.2). We also noted that the difference will depend on whether $M_\ast/L$ assumed the galaxies were dusty or dust-free (Section 3.2). Therefore, we have attempted to illustrate each of these effects as follows.

Our Figure 11 is intended to be similar to the bottom panel of Figure 7 in Thanjavur et al. (2016). Although we do not have their ‘fiducial’ $\ell$ values, we argued in Section 2.2 that they must be close to the B13-Meert15 Sersic values. Therefore, to define the fiducial model here, we use Mendel14 dusty $M_\ast/L$ and B13-Meert15 SerExp $\ell$ values. The upper most (black dashed) curve shows the B13 $M_\ast/L$ and B13-Meert15 Sersic photometry. The $\sim 0.15$ dex difference between the solid cyan and black curves – and not that between the blue and dashed-black curves – is a better indicator of the true level of systematic difference between B13-Meert15 and Thanjavur et al. (2016) at high $M_\ast$. 

Figure 11. Comparison of $\phi(M_\ast)$ estimates based on dusty (solid blue) and dust-free (solid cyan) $M_\ast/L$ ratios of Mendel et al. (2014), and of B13 (solid black); all three curves used B13-Meert15 SerExp photometry. Dashed-black curve represents B13 $M_\ast/L$ and B13-Meert15 Sersic photometry. The $\sim 0.15$ dex difference between the solid cyan and black curves – and not that between the blue and dashed-black curves – is a better indicator of the true level of systematic difference between B13-Meert15 and Thanjavur et al. (2016) at high $M_\ast$. 

rather large masses are the (statistical) measurement errors comparable to the systematic differences which arise from different treatments of the stellar population. Note that this is of order the mass scale where the finite size of the survey volume is also beginning to matter.
Figure 12. Comparison of a number of different determinations of \( \phi(M_*) \) as labelled. The curves of most interest here are the ones based on MPA-JHU \( M_*/L \) (green lines), so differences between them are entirely due to how \( \ell \) was estimated. The orange curves are the determination of \( \phi(M_*) \) by D’Souza et al. (2015) obtained using the MPA-JHU \( M_*/L \) values – measured (solid) and intrinsic (dashed). The B13 SerExp estimate (black solid line), and the two Blanton-Roweis-based curves are shown as reference.

and Sersic \( \ell \) estimate. The offset at \( 10^{12} M_\odot \) is indeed similar to that in Figure 7 of Thanjavur et al., suggesting that their ‘fiducial’ photometry is indeed close to the B13-Meert15 SerExp. This offset is due in part to \( M_*/L \) and in part to photometry. Keeping \( M_*/L \) the same as B13, but replacing Sersic with SerExp photometry, yields the solid black curve. And keeping SerExp photometry, but replacing dusty with dust-free \( M_*/L \) modifies the fiducial blue curve to the cyan one. (We could also have said: Keeping SerExp photometry, but replacing B13 \( M_*/L \) for Mendel14 dust-free \( M_*/L \) modifies the solid black curve to the cyan one.) The difference between this cyan curve and the black solid one represents the real level of systematic difference between B13-Meert15 and Thanjavur et al. (2016). This difference is substantially smaller than 0.7 dex.

4.2 Comparison with D’Souza et al. (2015): \( M_*/L \)

We now return to the comparison with D’Souza et al. (2015). In Section 4.3 we made the point that there was, in fact, little difference in photometry compared to B13-Meert15 SerExp. So the following discussion addresses the question of \( M_*/L \).

The lowest (magenta solid) curve in Figure 12 shows \( \phi(M_*) \) reported by Li & White (2009). We only show it because it appears in D’Souza et al. (2015). Li & White used Petrosian luminosities (known even prior to 2009 to underestimate \( \ell \) of massive galaxies) and \( M_*/L \) ratios from Blanton & Roweis (2007) (a choice Blanton-Roweis themselves cautioned against for the most massive galaxies; also see Figure 22 in Bernardi et al. 2010 and related discussion), so it is not surprising that it is the lowest. Replacing Petrosian with cModel DR7 magnitudes yields the dotted gray curve;
it too lies substantially below all the others in the Figure. Exchanging the Blanton-Roweis \( M_*/L \) for MPA-JHU values increases the \texttt{cModel} curve slightly more (dotted green curve), but the difference compared to the Blanton-Roweis curve (magenta) is more than 1 dex at \( M_*/10^{12} M_\odot \).

The black solid upper most curve comes from SerExp luminosities and the color-based prescription for \( M_*/L \) of B13. Using the MPA-JHU \( M_*/L \) values instead – as this was the choice made by D’Souza et al. – yields the curve labeled B13-Meert15 (solid green). This green curve is in rather good agreement with the solid orange curve, which is our rendition of D’Souza et al.’s determination. Since the only difference between the black and green curves is \( M_*/L \), the agreement between the green and orange curves shows that, when the comparison is done using the same \( M_*/L \), then D’Souza et al. (2015) are in good agreement with B13. This is consistent with our finding (Figure 2) that the median corrections to \( M_*/L \) by D’Souza et al. without applying any changes to their cosmology.

Strictly speaking, D’Souza et al. used a slightly different background cosmology (\( \Omega_m = 0.25, \Omega_b = 0.75 \)). We expect this to cause negligible difference because, at \( z \approx 0.15 \), the luminosity distance in their cosmology is larger than in ours by a factor of 717.2/713.5, so their luminosities are about one percent brighter than ours. We checked this effect by scaling the B13 sample to D’Souza et al.’s cosmology and recomputing \( \phi(M_*) \), finding it to be nearly indistinguishable from the original. Hence, we expect this would also be true if we instead scaled D’Souza et al. to our cosmology. Therefore, we have shown the determination of \( \phi(M_*) \) by D’Souza et al. without applying any changes to their cosmology.

However, D’Souza et al. actually only report the intrinsic, error-corrected dashed orange curve (see their Table 2), so we have had to do some work to produce the error-broadened solid orange curve. Each correction is small, so it is easier to see their effects on \( \phi(M_*) \) when normalized by a fiducial value, which we take to be that for MPA-JHU \( M_*/L \) and B13-Meert15 SerExp photometry.

The steps we took are:

(i) The dashed orange curve in Figure 13 shows D’Souza et al.’s intrinsic (error corrected) curve. (All the orange curves in this figure were scaled to a Chabrier IMF by applying the 0.05 dex offset between the Kroupa and Chabrier IMFs.)

(ii) The dotted orange curve shows the result of accounting for errors in the \( M_*/L \) determination by using the 0.1 dex they report in our equation 11. The difference between the dotted orange curve and the solid black curve is the discrepancy with B13 which they report. The difference in Figure 13 is actually larger than that reported in Figure 7 of D’Souza et al. because they ignored the offset between the Kroupa and Chabrier IMFs. While this is of order 0.3 dex at \( 10^{11.5} M_\odot \), the appropriate comparison is with the fiducial curve, for which the differences are larger than 0.3 dex only above \( 10^{12} M_\odot \).

(iii) There is another systematic difference between the D’Souza et al. photometry and the more traditional estimates of B13 (and Simard11). For a given class of objects, D’Souza et al. use a single correction factor (based on their stacked images). This does not include the fact that there is scatter around the median correction. The B13 curves do include this scatter, so a fair comparison requires that we account for its effects. In our discussion of Figure 2 we argued that most of the measured scatter is intrinsic – there is no reason why the profile of each galaxy in the stack should be exactly the same – so we have accounted for an additional 0.2/2.5 dex correction to the orange dotted curve using our equation 11. This produces the solid orange curve.

(iv) Finally, contrary to what is written in the caption of Figure 4 of D’Souza et al., they actually used the mean instead of median correction. The median is slightly larger – using it instead yields the triple-dot-dashed line in Figure 13. This is a small effect, which is why, in Figure 13 we treat the orange solid curve as the final corrected value.

Before moving on, we think it is important to note that below about \( 10^{10.5} M_\odot \) D’Souza et al. (2015) lie about 0.15 dex above the fiducial value, which is based on B13-Meert15 SerExp photometry. We have argued that this photometry is likely very close to the ‘fiducial’ photometry of Thanjavur et al. (2016). Once differences in \( M_*/L \) have been accounted for, the fiducial curve is similar to that of Thanjavur et al.: in fact, Figure 11 suggests that it is already slightly above the Thanjavur et al. determination, so D’Souza et al. would be even higher. This offset is also present in their analysis of the luminosity function: Figure 8 in D’Souza et al. (2015) shows that they lie about 0.2 dex above the \( \phi(L) \) determination of B13. One cannot appeal to \( M_*/L \) differences to explain the offset in \( \phi(L) \), so it must be due to other effects. Since B13 were careful to establish that, at the faint end, their luminosity function was in excellent agreement with the \( \phi(L) \) estimates of several other groups, the vertical offset between D’Souza et al. and B13 is surprising. The reason for this is an open question.

4.3 Comparison with Moustakas et al. (2013) and Summary

We have described how a variety of systematics affect determination of the stellar mass function. To put these results in perspective, Figure 14 shows the state of the art before and after B13. Figure 15 shows the same curves normalized by the counts associated with the Mendel14 dust-free \( M_*/L \) ratios and the B13-Meert15 SerExp apparent brightnesses (solid cyan curve).

The two bottom-most estimates are based on SDSS pipeline determinations of \( \ell \). The magenta solid curve shows the Li & White (2009) estimate; we have already noted that it was biased low because of inappropriate choices for both photometry and stellar population modeling. The brown crosses show the estimate of Moustakas et al. (2013) which uses slightly better (but still SDSS pipeline) \texttt{cModel} photometry \( \ell \) and a different stellar population model (about which, more in Section 8.3).

The other curves are all based on more recent determinations of \( \ell \) and they all result in more high-mass objects. The solid orange and green curves show the result of using the same dusty and bursty MPA-JHU \( M_*/L \) estimate, but with more sophisticated estimates of the apparent brightness (the stacking analysis of D’Souza et al. 2015 and SerExp values of B13-Meert15, respectively). Both curves predict sub-
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Figure 14. Representative $\phi(M_*)$ estimates before (Li & White 2009; Moustakas et al. 2013) and after B13 as labeled. All curves and symbols only show error-broadened values.

Figure 15. Similar to previous figure, but now shown in units of $\phi_{\text{fid}}$ (solid cyan line) for which we combined the Mendel14 dust-free $M_*/L$ ratios with the B13-Meert15 SerExp apparent brightnesses.

The other curves show results based on alternative treatments of the stellar populations. The cyan and blue curves show the systematic effects of dust in the single burst Mendel14 models: the cyan curves assume galaxies are dust-free, suggesting that, within the context of the same modelling and fitting framework, dust leads to differences up to 0.3 dex at $10^{12} M_\odot$. However, there is no agreement even on the sign of the systematic. The blue (Mendel14) and red (WiscM11) curves are both dusty models – so differences between frameworks lead to $\geq 0.3$ dex differences already at $M_* \geq 10^{11.5} M_\odot$ – but the dust-free version of the red curve would bring it down, close to the blue curve, rather than increase it. Thus, we conclude that uncertainties in $M_*/L$ are at least 0.3 dex; Figure 15 in particular shows that they are substantially larger than photometry-related systematics.

4.3.1 Effects of bursts

We know that a systematic difference between the Moustakas et al. (2013) determination of $\phi(M_*)$ and that of Mendel et al. (2014) is due to $\ell$. Another is due to the use substantially more stellar mass than Moustakas et al. and Li & White: the increase is of order 1 dex and 2 dex at $10^{12} M_\odot$, respectively. The small differences between these two curves (orange and green) show that photometry now contributes only of order 0.1 dex to the systematics error budget. That we are now discussing 0.1 dex systematics rather than 1 or 2 dex represents real progress in treatments of the photometry of the most massive galaxies.
of bursty (or not) models when determining $M_*/L$. The left hand panel of Figure 19 in Moustakas et al. shows that fitting with single burst models would return $M_*/L$ values which are larger by at least 0.1 dex. Mendel et al. (2014) report a similar difference, and go on to argue that single burst models are adequate for the vast majority of the galaxy population. As this is even more likely to be true of the most massive galaxies, they do not consider bursty models at all. Therefore, we now explore how the Moustakas et al. determination compares with the others once we have accounted for both $\ell$ and bursty-ness. We do not have their $M_*$ determinations on an object-by-object basis, so we have transformed their $\phi(M_*)$ estimate in two steps as follows.

The brown symbols in Figure [14] show their fiducial determination. It happens to be in good agreement with the dotted green curve. This is a coincidence, because, although it too uses the same cModel $\ell$, the $M_*/L$ determination is different (FSPS vs MPA-JHU, both bursty). But we can use this to motivate a simple correction for the effect of $\ell$. Namely, the solid green curve shows how $\phi(M_*)$ changes when the cModel photometry is replaced with SerExp of B13-Meert15. Therefore, we shift each of Moustakas’ brown crosses in the $M_*$ direction by the same amount that the corresponding solid and dotted green curves differ. The magenta diamonds show the result; since the brown crosses were similar to the dotted curve, these diamonds are similar to the solid curve.

To remove the effect of bursts on their $M_*$ estimates, we add an additional 0.1 dex (the value suggested by their Figure 19) to their $M_*$ values: this yields the red triangles. These are now rather close to the determination of B13. Accounting for the difference between the Pegase-models (on which the B13 values were calibrated) and the FSPS models they used would shift the red triangles by a further 0.05 dex to the right. We conclude that, once differences in $\ell$ and $M_*/L$ have been removed, Moustakas et al. (2013) are in good agreement with the others. But we emphasize that failure to account for the differences in $\ell$ (at least) will lead to a severe underestimate of the true counts at large $M_*$.

### 4.4 Cumulative counts

Figure [17] shows the cumulative stellar mass density for a selection of our stellar mass density $\rho_*(\geq M_*)$ determinations which summarize our findings. The bottom-most magenta solid curve shows the Li & White (2009) estimate. The two dotted curves just above it show the result of using the most appropriate SDSS pipeline photometry available at the time (grey dotted), as well as a better estimate of $M_*/L$ which was also available (green dotted). These shifts alone account for more than 1 dex at $10^{12}M_\odot$. Figure [17] shows that the dotted green curve will also provide a good description of the results of Moustakas et al. (2013).

The solid orange and green curves show the result of using the same dusty MPA-JHU $M_*/L$ estimate, but with more sophisticated estimates of the apparent brightness than the SDSS photometry (the stacking-based estimates of D’Souza et al. and SerExp fits of B13-Meert15, respective...
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Figure 17. Cumulative stellar mass density for the curves shown in Figures 14 and 16. Solid and dashed green curves, which assume MPA-JHU $M_*/L$ values, show the observed error-broadened and intrinsic error-corrected estimates from B13-Meert15. The other curves only show error-broadened values. The D’Souza et al. (solid orange) and B13 (solid green) analyses agree, to within 0.1 dex, up to $10^{11.6} M_\odot$; both lie more than a factor of five above the estimates of Li & White (2009). At larger masses, while the top set of curves differ from one another by a factor of 2 at most (due to different assumptions in the star formation histories or/and presence of and effects of dust), they both lie about two orders of magnitude above the Li & White estimate.

The small differences between the orange and green curves show that photometry now contributes only of order 0.1 dex to the systematics error budget.

The reasonable agreement between the blue curve and the orange and green ones is interesting. Whereas the orange and green curves assumed bursty star formation histories, the blue curve did not. If the single-burst assumption is more realistic at high masses, then we should shift the orange and green curves to the right by at least 0.1 dex (see discussion in previous section). This would decrease the difference with respect to the blue curve. While this is a coincidence, because they are based on different stellar population models (MPA-JHU and FSPS), it may indicate that consensus on this issue would significantly reduce systematics on $\phi(M_*)$.

Unfortunately, this is not the full story. The other solid curves show results based on other treatments of the stellar populations. The cyan, blue and red curves correspond to the various assumptions about dust discussed in Figure 15.

Whereas all these differences are systematic, there is also a statistical effect associated with measurement errors, which broaden the measured curve relative to its intrinsic value. Comparison of the solid and dashed green curves shows the impact of 0.1 dex statistical measurement errors. Applying this difference to the other curves is a reasonable way of quantifying the effect of measurement errors on the other $\phi(M_*)$ determinations.

5 CONCLUSIONS

When comparing different determinations of $\phi(M_*)$, it is important to separate effects which are due to differences in estimating the apparent brightness from those which arise from modeling the stellar population: what we referred to as $\ell$ and $M_*/L$. If the algorithm for assigning $M_*/L$ is the same, then different estimates of $\ell$ appear to give rise to order 1 dex differences in $\phi(M_*)$ at $10^{12} M_\odot$ (Figure 1). However, much of this is driven by the discrepancy between SDSS pipeline photometry and more recent work based on Sersic or SerExp fits. We showed that these recent analyses agree, to within 0.1 dex, up to $10^{12} M_\odot$ (or higher). Recent claims of larger discrepancies in the literature are primarily due to $M_*/L$ differences.

Once differences in $M_*/L$ have been accounted for, the `fiducial’ $\phi(M_*)$ estimate of Thanjavur et al. (2016) is in
good agreement with that based on SerExp photometry of Bernardi et al. (2013) and Meert et al. (2015) (Figure 11). This implies that the fiducial photometry of Thanjavur et al. – which is based on the work of Simard et al. (2011) – is in good agreement with the B13-Meert15 SerExp photometry.

In addition, we showed that the median corrections applied to the SDSS pipeline photometry by D'Souza et al. (2015) are essentially the same as those advocated by B13 (Figure 2). Comparison of the associated M(M) is more complicated, because there is substantial scatter around this median (≥ 0.15 mags), most of which is intrinsic (c.f. Figure 2 and related discussion). This matters most at the luminous end of φ(L) and hence the high-mass end of φ(M). Object-by-object analyses like B13-Meert15 include this effect trivially, but stacking-based analyses (like D'Souza et al.) cannot. Adding the effect of this scatter to the D'Souza et al. M(M) estimate brings it, too, to within 0.1 dex of the B13-Meert15 SerExp-based estimate (Figure 13).

Thus, all three groups agree that, if the same M/L algorithm is used, then the stellar mass density in objects more massive than 10^{11.3}M_⊙ is at least 5x larger than estimates based on SDSS pipeline photometry (Figure 14), as first noted by B13. That we are now discussing 0.1 dex differences between groups, rather than factors of 5, represents substantial recent progress in the photometry of massive galaxies.

When photometric parameters are held fixed, differences between stellar population treatments result in φ(M) estimates which can differ by more than a factor of three at 10^{10.3} – 10^{12.3}M_⊙ (Figures 7 and 8) and 10^{11.7} – 10^{12.7}M_⊙ (Figures 6 and 11) and 10^{12} – 10^{12.5}M_⊙ (Figures 14 and 15). These differences arise because of differing assumptions about presence of and effects of dust (Figures 5 and 6) and of whether or not the star formation histories were bursty (Figure 13). Hence, it is systematics in modeling the stellar population, and not the photometry, which now dominate the φ(M) error budget. For example, there is currently not even agreement on whether allowing for dust should increase or decrease the estimated M/L (Appendix A).

The shape of φ(M) means that errors – statistical or systematic – mainly matter at the massive end (equation 1). This means that there may be general agreement on φ(M) at masses below ∼ 10^{10.5}M_⊙ (Figure 5), even though there is substantial disagreement about M/L (Appendix A). Therefore, the 0.1 dex agreement between various determinations of φ(M) at lower masses should not be used to argue that M/L in low mass galaxies is well understood! At higher
masses, statistical measurement errors on the value of $M_*$ can have a big impact: 0.1 dex errors give rise to 0.3 dex differences in $\phi(M_*)$ above $10^{12}M_\odot$ (Figures 10 and 14).

As Shankar et al. (2014) have emphasized, these differences matter greatly for matching galaxies to dark matter halos, and currently limit what we can learn about galaxy formation from this match.

While we do not claim that one particular stellar population model is better than another – Table I provides our results in tabular form for a variety of such models (for the photometry, we use the SerExp magnitudes from Meert et al. 2015) – we hope that our summary of the current state of the field will spur work towards reducing these systematic differences. For example, we have focussed on the systematics in determining $\phi(M_*)$. However, the clustering of these objects also depends on $M_*$, especially at the high masses of interest here. Therefore, it may be that Halo Model interpretations of the dependence of clustering on $M_*$ can be used to help decide between different stellar population assumptions. Until such systematics have been reduced, using the same models and photometry whenever low and high redshift samples are compared – as was done by Bernardi et al. (2016) when comparing the CMASS galaxies at $z \sim 0.6$ to this SDSS sample at $z \sim 0.1$ – is essential. The statistical power of large data sets is now sufficiently large that being careless about this will lead to systematically biased conclusions.
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APPENDIX A: DEPENDENCE OF $M_*/L$ VALUES ON STELLAR POPULATION MODELING AND DUST

The main text made the point that it is important to separate the effects of $\ell$ from those of $M_*/L$ on $\phi(M_*)$. This Appendix compares the $M_*/L$ values of the different groups, and shows how the inclusion of dust impacts the estimates. In all cases, the photometry is SerExp of B13–Meert15, and the IMF is Chabrier.

We begin with a comparison of the dusty and dust-free $M_*/L$ values from Mendel et al. (2014) in Figure A1. The solid cyan line shows the median difference for a number of narrow bins in $M_*$. The dashed lines show the range around this median which contains 68% of the objects in each $M_*$ bin. The (large!) differences at low $M_*$ are easy to understand: if dust is not accounted-for red spirals will be assigned larger masses. However, these are the objects of least relevance to our work. At intermediate masses, there appear to be two populations, one of which is assigned smaller masses when moving from dusty to dust-free models. This is mostly irrelevant for the stellar mass function, since it is relatively flat at masses below about $10^{11}M_\odot$, so shifts in mass make little difference. At the higher masses of most interest to us, these shifts do matter, but in this regime the dust-free models again return higher masses.
The offset at large masses is part of the reason why Thanjavur et al. (2016) reported that their Mendel14-based $\phi(M_*)$ determination was smaller than that of B13. Namely, their determination used dusty models. Figure A3 shows that the offset between the Mendel14 dust-free $M_*/L$ values and those of B13 is of order 0.05 dex at high masses. Combining this with Figure A1 shows that the difference in $M_*/L$ between B13 and the Mendel14 dusty models is of order 0.1 dex. As Figure 11 in the main text shows, accounting for this offset (i.e., scaling the Mendel14 and B13 $M_*$ estimates to the same $M_*/L$ values) reduces the difference in $\phi(M_*)$ to less than 0.1 dex. This indicates that the ‘fiducial’ photometry of Thanjavur et al., which is based on Simard11, is very similar to the SerExp values of Meert15 which were used by B13, and which we use as the fiducial photometry in the main text. In other words, the photometry agrees to better than 0.1 dex.

Having shown the systematics associated with only changing the dust model, we now compare $M_*/L$ estimates when the treatment of the stellar population or the method of fitting the model to the data is varied. Because we already know dusty and dust-free models differ, we do not compare the dusty models of one group with dust-free models of another.

We begin with a comparison of the MPA-JHU and Mendel14 models. Figure 6 in Mendel et al. (2014) suggests that the Wisconsin $M_*/L$ values are about 0.1 dex larger than the MPA-JHU values. Symbols and line styles same as in Figure A1.
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Figure A5. Comparison of the GranadaWide and Mendel et al. (2014) $M_*/L$ values for a Chabrier IMF. Symbols and line styles same as in Figure A1. Top and bottom panels show results when galaxies are assumed to be dusty and dust free, respectively. In contrast to the previous two figures, there appear to be two populations of galaxies which are approximately equally populated in the dust free models, but not so when dust is included. As a result, the scatter around the median is much larger here than in the previous two figures.

Figure A6. Comparison of the Portsmouth-Passive and Mendel et al. (2014) $M_*/L$ values for a Chabrier IMF. (Both estimates assume galaxies are dust-free.) The disagreement at low masses should be ignored, because the Portsmouth-Passive models are only expected to be realistic at high masses $M_*>10^{11}M_\odot$. Symbols and line styles same as in Figure A1.

The reason why becomes evident in the bottom panel, which compares the dust-free versions of the two models. The two clouds of points are approximately equally populated in the dust free models, but not so when dust is included. It is the fact that there appear to be two populations which makes the scatter around the median so much larger. The appearance of two populations is surprising, since both GranadaWide and Mendel14 are based on the same FSPS library, so the differences can only arise from details in how the library was used, and how the fitting was done.

Finally, for completeness, we compare the Portsmouth-Passive and Mendel14 values. The disagreement at low masses should be ignored, because the Portsmouth-Passive models are only expected to be realistic at high masses. Above $10^{11.3}M_\odot$ they are within 0.05 dex of the Mendel15 et al. values.

the MPA-JHU values. However, they did not account for the difference between their Chabrier and the MPA-JHU Kroupa IMFs. Our Figure A3 accounts for this difference (as one should), and this shows that the Mendel et al. values are actually about 0.05 dex larger than the MPA-JHU values. Some of the difference could be related to the inclusion of bursty models (MPA-JHU) or not (Mendel14). Above $10^{11.3}M_\odot$, the scatter around the median is ~0.05 dex.

Figure A4 shows a similar comparison between the Wisconsin and Mendel14 values. Comparison with the previous figure shows that the Wisconsin $M_*/L$ values are about 0.1 dex larger than the MPA-JHU values. This is larger than the 0.05 dex scatter between the two models. Finally, the top panel of Figure A5 shows a similar comparison between the GranadaWide and Mendel14 values. In this case, the scatter is substantially larger than in the previous two figures.