We demonstrate that in a globally deterministic universe, all spatiotemporally symmetric processes must obey counterfactual parameter independence. We show that the Tsirelson bound can be derived from counterfactual parameter independence. We show that the quantum monogamy bound can also be obtained from global determinism, and then use these results to propose a novel solution to the horizon problem. We also explain how global determinism relates to contextuality in quantum mechanics.

1 Introduction

In 1964 Bell showed that quantum mechanics violates a certain inequality which must be satisfied by any local theory [6], and thus set off a conversation around non-locality which continues to this day. Broadly speaking, there are two opposing schools of thought about how we should respond to Bell’s theorem. The first says that we should find a way to rescue locality by denying one of the assumptions that goes into the theorem. However, this requires us to accept behaviours which may seem just as surprising as nonlocality, such as superdeterminism [17]. The alternative is to make our peace with the existence of genuine non-local correlations. However, we are still left with a puzzle: if the world is generically non-local, why are there such strong limits on the ways in which non-locality can be manifested? For example, why can’t we use non-locality to send signals faster than light?

In ref [1] we set out a partial answer to this puzzle. We observed that if the world is generically non-local, then the usual reasons for thinking that quantum mechanics is probabilistic do not apply, since the outcomes of measurements could depend on global variables as well as the local ones to which we have access. Thus it could be the case that the universe is deterministic in a generalized sense on a global scale. We then showed that signalling is not compatible with global determinism. The reason for this is quite simple: if signalling were possible, then Alice could send a faster-than-light message to Bob, and Bob could send the content of this message as another faster-than-light message back to Alice so that it arrived just in time for her to use it as the content of her original message to Bob. This would create a closed causal loop where the content of the message would effectively have come out of nowhere, i.e. it would not be determined by anything. Thus the hypothesis of global determinism explains the fact that we can’t send signals faster than light (and equivalently, the fact that we can’t send signals faster than light can be regarded as evidence for the hypothesis of global determinism). In ref [1] we formalised this intuition using the language of entropy and mutual information.

However this is not the end of the story, because no-signalling does not suffice to define the set of non-local correlations which can be achieved within quantum physics.
mechanics. This fact emerged via the work of Popescu and Rohrlich on non-local boxes [30] – that is, sets of hypothetical devices which accept inputs and produce outputs which may be correlated in any mathematically describable way. Popescu and Rohrlich described a specific pair of boxes, now known as ‘PR boxes,’ which cannot be used to perform signalling but which can be used to produce a value of 4 for a particular function of expectation values known as the CHSH quantity. But it has been shown by Tsirelson that no arrangement of quantum mechanical systems can produce a value greater than $2\sqrt{2}$ for the CHSH quantity [10], so the PR boxes exhibit a stronger form of non-locality than quantum mechanics. Thus one might hope that it is possible to use global determinism to derive not only the no-signalling bound but the stronger quantum bound. In this paper we demonstrate that this is indeed the case - the Tsirelson bound can be derived from a principle known as information causality, which can be derived from global determinism.

Moreover, a similar situation crops up in the study of quantum monogamy: it has been shown that any no-signalling theory must obey a monogamy bound, but the monogamy bound obeyed by quantum mechanics is stronger than the bound implied by no-signalling. We show that this quantum bound can likewise be derived from global determinism, since it follows from no-signalling and information causality. We describe a possible application of this result to the black hole horizon problem. Finally, we discuss the relationship between global determinism and contextuality.

2 Background

2.1 Global Theories

It is common in physics to suppose that the universe works like a computer, taking an initial state and evolving it forward in time in a temporally local way, so that events at a given time can depend only on other events at the same time. But Bell’s theorem tells us that the laws of nature involve some sort of nonlocality [7], and special relativity indicates that if the laws of nature are spatially non-local then they are likely to also be temporally non-local [2], and therefore we have good reasons to reconsider this assumption of temporal locality.

Although the mainstream literature on quantum mechanics is still dominated by temporally local approaches, in recent years a variety of interesting work has been done on non-standard temporal pictures. For example, there has been growing interest in retrocausal approaches to quantum theory [14, 28, 29], including a proof by Pusey and Leifer demonstrating that if quantum mechanics obeys a certain sort of time-symmetry then it must exhibit retrocausality [21] and a model due to Wharton which suggests a natural resolution to the quantum reality problem using the ‘all-at-once’-style analysis of action principles [39]. In such models it is supposed that the laws of nature apply to the whole history of the universe all at once, so that events at a given time can influence events in both the past and future without the need for any mediating state. In this paper we adopt this global approach and investigate what local observations can tell us about the structure of the global laws. Specifically, we consider the hypothesis that the global laws are deterministic in a generalized sense, and show that this hypothesis can be used to explain some characteristic features of quantum mechanics. Thus by inference to the best explanation, this result provides some support for the hypothesis of global determinism and more broadly for the global approach.
What exactly do we mean by ‘deterministic in a generalized sense’? Well, recall that the usual Laplacean definition of determinism is intended for a temporally local setting: a theory is said to be deterministic if the state on a given time-slice fully determines all events to the future of that time-slice. But there is no reason to adopt this sort of arbitrary temporal constraint in a theory where the laws of nature apply all-at-once to the whole of history, so in this context we need a less restrictive definition of determinism. Thus we will say that a globally deterministic theory is one where the laws of nature prescribe a unique course of history, though it may not be possible to infer the course of history from the data on any single time-slice.

Global determinism is entirely consistent with the apparently probabilistic nature of quantum mechanics, since quantum mechanics is based on our limited observations from a local standpoint. An analogy may be helpful. If a completed sudoku square were to be revealed column by column to an observer who could not see the whole square at once, each column would appear to be related to the previous one in a probabilistic way; there would be obvious patterns of dependence which could be described by probabilistic rules, but there would not usually be enough information available to determine the next column exactly. Nonetheless, if the grid has been set up properly then when one considers the whole puzzle at once it is clear that the solution is unique. Similarly, in the global approach the apparently probabilistic nature of quantum theory may be a consequence of our inability to see the whole picture: if we were able to consider the whole universe at once it would be clear that the ‘solution’ is unique.

Note that global determinism is not the same as superdeterminism, which is a research programme in quantum mechanics concerned with the possibility of restoring locality to quantum mechanics by postulating models which violate the principle of statistical independence which is used in the proof of Bell’s inequality. Despite the name, superdeterministic models do not actually have to be deterministic, and when they are deterministic this is usually supposed to be determinism in the standard Laplacean sense. Global determinism is significantly more general than this idea: certainly it would be possible for a model to satisfy both global determinism and superdeterminism, but the two do not have to go together.

2.2 Information Causality

Non-locality for bipartite systems is often measured using the CHSH quantity. Suppose we may perform two different measurements $M^0, M^1$ on two different systems $A$ and $B$, each measurement having two possible outcomes labelled by 1 and $-1$. We define the CHSH quantity for this arrangement by the following sum of expectation values:

$$CHSH_{AB} = \langle AB \rangle_{M^0_A, M^0_B} + \langle AB \rangle_{M^0_A, M^1_B} + \langle AB \rangle_{M^1_A, M^0_B} - \langle AB \rangle_{M^1_A, M^1_B}$$

For classical systems, this quantity can be no larger than two, while for general non-signalling systems such as the PR boxes it can be as large as 4. For quantum systems it is bounded above by $2\sqrt{2}$, a value known as the Tsirelson bound. Thus if we accept that Bell’s theorem proves the existence of non-locality, we are left with an important question about why quantum mechanics is not as non-local as the maximally non-local non-signalling theory.

In ref [27] it was shown that the Tsirelson bound can be derived from an information theoretic principle known as information causality. This principle is most
easily set out in the context of a game in which Alice is in possession of a string of bits \( A = a_0a_1...a_n \) and is allowed to send Bob a classical message \( c \), and then Bob is given an integer \( m \) chosen at random from \([0...n]\) and is required to guess the value of the \( m^{th} \) bit of Alice’s string. Information causality can then be understood as the requirement that the total amount of information accessible to Bob, across all the measurements that he could possibly choose to perform, is no greater than the amount of information in Alice’s message \( c \). This criterion is expressed formally in terms of classical Shannon entropies and mutual informations:

\[
\sum_x I(a_x : gc|m = x) \leq H(c)
\]

This principle has a certain level of intuitive plausibility because it looks like a generalisation of the no-signalling principle, but it is important to reinforce that in quantum mechanics the measurements corresponding to different values of \( m \) cannot all be performed simultaneously, and therefore this principle constrains not only the amount of information that Bob can actually obtain, but also the amount he could counterfactually obtain across a set of measurements that he cannot perform simultaneously. Information causality is therefore not implied by relativistic causality (which deals only with actual facts, not counterfactual ones) and indeed on reflection it seems a rather surprising constraint - why should the universe care, so to speak, about counterfactual measurements that cannot actually be performed? After all, as demonstrated by the PR boxes, it is possible to come up with correlations that violate this constraint which seem at least superficially reasonable.

In the subsequent literature it was observed that information causality is closely connected to features of the quantum mechanical von Neumann entropy, and indeed there exist several derivations of it from entropic principles. Ref [3] shows that information causality can be derived from the existence of a measure of entropy for systems which reduces to the classical (Shannon) entropy if the system is classical and which satisfies the condition that for any two systems \( X,Y \), if a transformation is performed on \( Y \) alone then the change in entropy for \( X,Y \) together is greater than or equal to the change in entropy for \( Y \) alone. Ref [5] shows that information causality can be derived from the existence of a measure of entropy such that the entropy associated with measurements is the same as the entropy associated with preparations, provided that this entropy is strongly subadditive and satisfies the Holevo bound [16]. Ref [12] shows that information causality can be derived from the existence of a measure of entropy which satisfies the data processing inequality. Clearly these proofs are all latching onto the same underlying fact - information causality must be satisfied if it is possible to write down a measure of entropy which behaves like the classical Shannon entropy in certain sorts of situations. Moreover, because the Shannon entropy and its properties are so familiar and intuitive, these results initially seem quite compelling.

However, it is important to be careful with such analogies. Recall that the Shannon entropy is designed to describe a random variable and thus our intuitions about it are based on our understanding of the behaviour of random variables, so strictly speaking it is incorrect to talk about the Shannon entropy of a system. However, it turns out that we can sensibly define the Shannon entropy of a classical system, for one simple reason: measurements on classical systems are non-destructive. This means that for any state of a classical system we can always perform all possible measurements and thus the system can be described by a random variable which takes
values indexed by all possible combinations of measurement outcomes. Thus from a mathematical point of view a classical system is equivalent to a random variable, and therefore it is not surprising that we can describe classical systems using an entropy which obeys entropic relations like the data processing inequality, even though the Shannon entropy is strictly speaking applicable to random variables rather than systems.

But this is *not* true for quantum systems, because quantum measurements usually cannot be performed simultaneously, and a system for which some observables are not simultaneously measurable need not behave like a classical variable. For example, each of refs [3,5,12] uses their chosen entropic principles to derive some variant on the following relation (where the bits $a_x$ of $A$ are independent, and where $B$ represents some quantum system which Bob may measure in order to determine his guess for the desired bit value):

$$I(A : Bc) \geq \sum_x I(a_x : Bc)$$

Since the entropy of a system is usually understood to represent something like the minimum Shannon entropy over measurement outcomes (minimizing over all possible non-trivial measurements) [5], it is straightforward to see that if $b$ is the outcome of the measurement $m$ performed on $B$, we can obtain the following equation, from which information causality can easily be derived:

$$\max_q I(A : bc|m = q) \geq \sum_x I(a_x : bc|m = x)$$

That is, the maximum information about $A$ that we can obtain from a single measurement on $B$ together with the classical message $c$ must be greater than the sum of the information we could obtain about the bits of $A$ in a set of distinct measurements on $B$ together with the classical message $c$. Now, it is obvious that this must be true in a system where all measurements can simultaneously be performed, since we can simply combine all the measurements $m = x$ into a single measurement which necessarily gives us all the same information about the bits of $a$ as we could have obtained by performing the measurements separately. But in a theory with incompatible measurements equation 1 need not hold, because one could in principle obtain non-overlapping information from each of the incompatible measurements on the right hand side of the equation. So although equation 1 does in fact hold in quantum mechanics, the reason it holds cannot be the same as the reason it holds in classical mechanics.

This means that trying to explain information causality by appealing to the existence of an entropy measure which behaves similarly to the Shannon entropy really only serves to restate the fundamental problem in a more mathematical language: we are left with an essentially equivalent puzzle about why there should be any such measure in a theory which incorporates incompatible measurements. Certainly, equation 1 is a is a necessary condition for the possibility of employing an entropy-like measure which obeys a data-processing inequality, which entails that if we take the data processing inequality or the existence of an entropy-like measure as a basic postulate we can derive equation 1. But this seems to get things the wrong way round: unless we are willing to reify the von Neumann entropy and regard it as a fundamental object of the theory then the existence of an entropy-like measure cannot explain

---

1Although it would in principle to be possible to consider the von Neumann entropy to be fundamental, this
why quantum mechanics obeys equation 1 - rather it is the fact that quantum mechanics obeys equation 1 and others like it which makes the entropic representation possible in the first place! Rather than deriving equation 1 and thus information causality from entropic principles, we should see equation 1 as a precondition for the possibility of using entropic terminology, which means we still need an explanation for equation 1, and more generally, we need an explanation for the fact that under certain circumstances quantum systems behave as if they can be described by classical variables, even though the existence of incompatible measurements blocks the simple explanation available in the case of classical systems.

Note that unless otherwise stated, the entropies and mutual informations that feature in the mathematical results and proofs in this paper are classical (Shannon) entropies, and therefore they automatically obey all the usual rules of classical information theory, such as strong subadditivity and the data processing inequality.

2.3 The Process Framework

In this paper we will be dealing with scenarios involving non-standard causal ordering, and so we will work within the process framework developed by Oreshkov et al [25, 26, 33]. Here, an experiment is understood to consist of local labelled regions where one can perform local controlled operations $J^a, J^b, J^c...$ that can be associated with outcomes $a, b, c...$. We will sometimes refer to these regions as non-local boxes in order to make contact with the literature on non-local correlations; each non-local box takes an input (the local controllables for the region) and produces an output (the outcome for the region).

In addition to the local controlled operations, the outcomes for a set of local labelled regions may depend on the environment, which may include 'global properties, initial states, connecting mechanisms, causal influence or global dynamics.' [33] By definition, the environment is independent of the local controllables. (If this is not the case, then we can always redefine the local controllables to include whatever part of the environment fails to be independent).

We then define a process as an equivalence class of environments, where one environment $W$ is equivalent to another environment $W'$ if $p(a, b, c...,|J^a, J^b, J^c..., W) = p(a, b, c...,|J^a, J^b, J^c..., W')$ for any possible set of local controllables $J^a, J^b, J^c...$ and outcomes $a, b, c...$. Thus it is part of the definition of a process that it can (in principle) be reproduced as many times as we like, and that all instances of the process will exhibit the same statistics, i.e. there will be stable probabilistic relationships between the inputs and outputs. For example, performing measurements on two particles in a maximally entangled state is a process, with the choices of measurement directions as the local controllables and the results of the measurements as the outcomes. If we repeat this experiment many times on different maximally entangled states, we will see stable probabilistic relationships between the measurement directions and the measurement results, demonstrating that we have indeed defined an equivalence class of environments. The fact that the state concerned is maximally

route has not been taken by any mainstream approach to the interpretation of quantum mechanics. Moreover it would be a controversial position, since that entropy is usually understood as a measure of ignorance or uncertainty, and most people think that ignorance or uncertainty must be about something [36], which suggests that entropy can’t be fundamental. This view might perhaps find a more natural home within the ‘It From Bit’ [13, 40] approach to the interpretation of quantum mechanics, which suggests that information should be regarded as fundamental, but it is not clear that this approach has yet been formulated in a philosophically coherent way.
entangled is part of the definition of the process; a different choice of entangled state
would lead to different probabilistic relationships and so measuring particles in a
different entangled state would be a different equivalence class of environments and
thus would constitute a different process.

As noted in ref [33], there is some freedom in where to put the line between
‘process’ and ‘local controllables.’ For example, we can consider ‘measuring two
particles in a maximally entangled state’ to refer to a process, with the two choices
of measurements as local controllables; but we could also fix the measurement to
be made on one of the particles, so it becomes part of the process and the only
local controllable is the measurement on the other particle; or we could fix both
measurement directions, so they are both part of the process and there are no local
controllables. Since the two measurement directions are independent, these choices
still satisfy the requirement that the environment and process should be independent
of the local controllables.

However, if we say that local controllables may be incorporated into the process
whereas outcomes may not, we are introducing a temporal asymmetry into the def-
inition of a process, and one main purpose of moving to the process framework is
to eliminate such temporal asymmetries as far as possible. Therefore we will take it
that there is also freedom about where to put the line between ‘process’ and ‘out-
comes.’ For example, in the case of measuring two entangled particles we could fix
the outcome of the measurement on one particle, leading to a process with only one
outcome, or we could fix both outcomes, leading to a process with no outcomes.

It is common to study features of quantum mechanics using the ontological models
framework, where it is supposed that correlations between preparations and measure-
ment outcomes are mediated by an ontic state. However, the standard ontological
models framework presupposes a fixed causal order and is therefore unsuitable for
the process framework. We will therefore use a generalized ontological models frame-
work, similar to the one defined in [33](see Appendix A for some further comments).
Here, we allow that in addition to the local controllables and the environment, the
outcomes of an experiment may depend on an ontic variable $\Omega$. The ontic variable is
defined so as to capture physical properties of the world that remain invariant under
local operations - that is, spatiotemporally local experimenters such as ourselves are
not able to influence the value of the ontic variable in any way. For example, the
ontic variable could include hidden variables or global facts which can’t be observed
or altered by local observers. The independence of the ontic variables will turn out
to be essential to our arguments, because in a composition as in fig 1, we can set
the local controllables of one process equal to the outcomes of the other process, but
since we can’t influence the ontic variable we can’t make the ontic variable for one
process depend on the outcomes of the other process. The ontic variables are there-
fore independent of any composition that we might perform, and thus they provide a
fixed baseline of information about the outcomes of the process which is independent
of choices about experimental design.

Note that the ‘environment’ $W$ includes information about the spatiotemporal
locations of the local labelled regions. Thus we can set out an important classification
for processes, based on terminology introduced in ref [1]:

**Definition 2.1.** A process is spatiotemporally symmetric iff it is invariant under
any permutation of the spatiotemporal locations of the local labelled regions.

In this article we will deal only with bipartite spatiotemporally symmetric pro-
processes, so the definition simply comes down to saying that the spacetime locations of the two parts of the process can be swapped without changing the operational statistics. For example, the process in which Alice and Bob each perform a measurement on one particle from a pair of entangled particles is spatiotemporally symmetric, because if we swap the spacetime locations of the measurements (including the particles, the measuring devices and Alice and Bob themselves) the correlations observed will be exactly the same. On the other hand, making a telephone call is not a spatiotemporally symmetric process, because the speaker must be in the past light-cone of the listener and so if we swap the spatiotemporal positions of the speaker and the listener we won’t observe the same correlations.

The distinction between these two sorts of processes will also turn out to be crucial to our argument, because there are certain sorts of processes in the universe which can be used to send signals - for example, telephone calls, letters and semaphore - and so the proof that global determinism prohibits signalling had better not apply to those sorts of processes. But in fact, the proof that global determinism prohibits no-signalling requires that the process in question can be composed to form a loop as shown in fig 1, and obviously we can’t make loops like this using telephone calls, letters or semaphore, because they are all spatiotemporally asymmetric - the message must be sent in the past light-cone of the point at which it is received. On the other hand we can make loops of this kind using quantum processes, since they are spatiotemporally symmetric. Indeed, it seems that the set of spatiotemporally symmetric processes is exactly the set of non-signalling processes, at least according to our current understanding of physics.

Note that if we compose a spatiotemporally symmetric process with another spatiotemporally symmetric process, it is not guaranteed that the composed process will remain spatiotemporally symmetric. For example, in the composition shown in fig 1 two spatiotemporally symmetric processes are composed to form a process which is no longer spatiotemporally symmetric, since we are using the outcome of one part of the process to fix the local controllables for another part of the process so we can no longer freely permute the locations.

3 Global Determinism

In the terminology of the process framework, global determinism requires that for any instance of a given process, the local controllables and the ontic variable together determine the outcomes. That is, for a given process, the ontic variable defines a
function from the local controllables to the outcomes:

**Necessary condition for global determinism:** For any process \( P \) with outcomes \( O \in \mathcal{O} \), there exists a set \( V \in \mathcal{V} \) consisting of local controllables and/or an ontic variable, and a function \( f^P : \mathcal{V} \rightarrow \mathcal{O} \) such that if process \( P \) is performed with the local controllables and ontic variable taking values \( v \in \mathcal{V} \), then we obtain outcome variables \( o \in \mathcal{O} \) such that \( o = f^P(v) \).

Suppose that we have some process \( P \) with an outcome which can be written as a single bit \( b \). How much information must be provided by the ontic variable \( \Omega \) in order to make this process deterministic - i.e. to specify which outcome actually occurs? If we consider only a single instance of the process \( P \), the answer is simple: either we need one bit (if the outcome is not a deterministic function of the local controllables) or we need zero bits (if the outcome is a deterministic function of the local controllables). However, recall that the ontic variable includes global variables, and such global variables may describe not only individual instances of such processes but also sequences of processes spread across spacetime. So let us consider a sequence of \( n \) instances of the process \( P \) and ask how much information must be provided by the ontic variable to make the full sequence of processes deterministic - i.e. to specify which sequence of outcomes actually occurs?

To answer this question, we may employ well-known results from information theory concerning the compression of sequences.\cite{35} If \( b \) is uniformly random, then the results cannot be compressed and therefore the amount of information needed to make the full sequence of processes deterministic is simply \( n \). But if \( b \) is not random then the sequence can be compressed, since certain sequences are more likely than others, and we can choose to encode the more likely sequences using shorter encodings. The Shannon source coding theorem tells us that as \( n \) goes to infinity, the number of bits required to specify which sequence actually occurs with negligible probability of error is \( n H(b) \), where \( H(b) \) is the Shannon entropy of the random variable \( b \).\cite{35} That is, the total amount of ‘memory’ that the universe must set aside per instance of this process in order to make the outcomes deterministic is given by \( H(b) \), which lies in the range \([0, 1]\). Thus we will henceforth use Shannon entropies \( H(\cdot) \) and Shannon mutual informations \( I(\cdot) \) to characterise the information involved in various sorts of processes, even though these quantities will not usually be integers. These entropies and mutual informations are to be understood as describing averages over a large number of repetitions of the relevant process (i.e. the probabilities used to calculate them can be interpreted within a frequentist framework).

We also need an assumption about how processes behave under composition. We will make the simple assumption that when two processes are composed, the outcome of the composed process is a function of the remaining local controllables together with the ontic variables for the individual processes:

**Definition 3.1. Global determinism under composition:** Consider two processes \( e_i : i \in \{0, 1\} \), with local controllables \( N_i \) taking values in \( \mathcal{N}_i \), ontic variables \( \Omega_i \) taking values in \( \mathcal{W}_i \), and outcomes \( O_i \) taking values in \( \mathcal{O}_i \), for which it is possible to construct a composition \( e_{12} \) in which the subset of variables \( O_{1m} \subseteq O_1 \) are used to fix the subset of variables \( N_{1m} \subseteq N_2 \) and the subset of variables \( O_{2m} \subseteq O_2 \) are used to fix the subset of variables \( N_{2m} \subseteq N_1 \).

If the world is globally deterministic, there exists a function \( f^{e_1,e_2,m} : \{(\mathcal{N}_1 \setminus \mathcal{N}_{1m}) \otimes (\mathcal{N}_2 \setminus \mathcal{N}_{2m}) \otimes \mathcal{W}_1 \otimes \mathcal{W}_2 \} \rightarrow \mathcal{O}_1 \otimes \mathcal{O}_2 \), such that when \( e_{12} \) is performed with
the local controllables equal to \( n_1 \in (\mathcal{N}_1 \setminus \mathcal{N}_1^m) \) and \( n_2 \in (\mathcal{N}_2 \setminus \mathcal{N}_2^m) \), and the ontic variables equal to \( \Omega_1 \in \mathcal{W}_1 \) and \( \Omega_2 \in \mathcal{W}_2 \), we obtain outcomes \( o_1 \otimes o_2 \in \mathcal{O}_1 \otimes \mathcal{O}_2 \) such that \( o_1 \otimes o_2 = f^{e_1,e_2,m}(n_1 \otimes n_2 \otimes \Omega_1 \otimes \Omega_2) \).

Crucially, this means that there is no extra ‘memory allocation’ available to choose the outcomes for the composed process - we must be able to determine the outcomes of the composed process using the same ontic variables as we would have used to determine the outcomes of the two processes individually.

3.1 Allowed Loops in a Deterministic Universe

In ref [1] we proved that subject to the assumptions set out in section 3, in a globally deterministic universe all spatiotemporally symmetric processes must be non-signalling. Loosely speaking, this is because the amount of information provided by the ontic variable to determine the outcomes of the process is complementary to the amount of information provided by the local controllables, so if outcome \( O \) depends too strongly on the local controllable \( I \), then under the composition shown in fig 1, there will not be enough information in the ontic variables to fully determine the outcomes of the composed process, so global determinism will fail.

This example is particularly simple because box 1 is defined as to have no input, or only the trivial input. But in general local labelled regions will have local controllables, and from condition 3, if the world is globally deterministic then for any given set of non-local boxes we can obtain from the ontic variable \( \Omega \) and the function \( f_P \) a function \( f^P \) which maps all possible local controllables to the values of the outcomes that will occur if these local controllables are chosen as our inputs. Consider then the case where we have a bipartite process \( P \), with Alice and Bob selecting local controllables \( a, m \) respectively and obtaining outcomes \( c, g \) respectively. The ontic variable \( \Omega \) defines a function \( f^P \) from two inputs (the two local controllables \( a, m \)) to two outputs (the two outcomes \( c, g \)). We can also use \( f^P \) to define a function \( f^P_\Omega \) which specifies which outcomes Alice would have obtained for every possible choice of the local controllables \( (a, m) \) i.e. \( f^P_\Omega \) is a function from the inputs \( a, m \) to the output \( c \). By conditioning on different possible values for \( m \) we can obtain a family of functions \( f^P_\Omega \) which specify which outcomes Alice would have obtained for every possible choice of the local controllable \( a \) conditional on the value of \( m \) i.e. each \( f^P_\Omega \) is a function from the input \( a \) to the output \( c \). Given any \( f^P_\Omega \) we can define a counterfactual outcome for Alice’s box, \( \vec{c} : c_j = f^P_\Omega(j) \) for some integer labelling \( \{j\} \) of the set of possible values for the local controllable \( a \) - that is to say, the counterfactual outcome for a given box is a mapping from that box’s input to that box’s output, which can be regarded as a random vector-valued variable that may have nontrivial correlations with the inputs to other boxes.

Condition 3.1 tells us how counterfactual outcomes behave under composition: it must be possible to define the counterfactual outcomes for a composed process using only the ‘memory allocation’ required to define the counterfactual outcomes for the individual processes. Thus we can proceed with a proof very similar to that in ref [1]. The underlying idea is exactly the same as in the no-signalling proof: the amount of information provided by the ontic variable to determine the outcomes of the process is complementary to the amount of information provided by the local controllables, so if the counterfactual outcome \( \vec{g} \) depends too strongly on the local controllable \( a \), then under the composition shown in fig 2, there will not be enough information in
Figure 2: Schematic diagram of the composition of two processes used in the proof of theorem 3.2

Figure 3: Simpler cyclic process after conditioning on a fixed value of the functions $f_{X_2}^\Omega$, $f_{Y_2}^\Omega$ and considering the counterfactual outcome $\vec{g}$ used for the proof of theorem 3.2

The ontic variables to fully determine the counterfactual outcomes of the composed process, so global determinism will fail.

**Theorem 3.2.** Let $P$ be a spatiotemporally symmetric process which can be modelled by a pair of non-local boxes 1, 2 such that box 1 takes an input $m$ and produces an outcome $g$, and box 2 takes an input $a$ and produces an outcome $c$. Let $f_{X_2}^\Omega$ be some fixed value for the function $f_{X_2}^\Omega : \{(m, a)\} \rightarrow \{c\}$ specifying the outcome that will be obtained from box 2 for every possible choice of local controllables $a, m$. Then if the universe is globally deterministic, after conditioning on $f_{X_2}^\Omega$ we must have $I(\vec{g} : a) = 0$, where $\vec{g}$ is the counterfactual outcome $\vec{g}$ for box 1.

**Proof.** Since process $P$ is spatiotemporally symmetric, we can create two copies of this process: let the first copy be implemented by boxes $X_1, X_2$ and the second instance y boxes $Y_1, Y_2$. Then these copies of $P$ can be used to construct a cyclic process as in figure 2. Here, Alice takes boxes $X_1, Y_2$ to one spatiotemporal location and Bob takes $Y_1, X_2$ to a different location. At some time, Alice inputs a randomly chosen variable $m^x$ into $X_1$, obtains an outcome $g^x$, and then uses $g^x$ as the input $a^y$ to box $Y_2$, obtaining another outcome $c^y$. Likewise, at some time Bob inputs a randomly chosen variable $m_y$ into $Y_1$, obtains an outcome $g^y$, and then uses $g^y$ as the input $a^x$ to box $Y_2$, obtaining another outcome $c^x$. 
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We assume that the world is globally deterministic, so for each of these pairs of boxes there exists a function \( f_{X_1,X_2}^{\Omega} \), \( f_{Y_1,Y_2}^{\Omega} \) mapping values of the local controllables \( a,m \) to outcomes \( c,g \). From these functions we can define the functions \( f_{X_1}^{\Omega}, f_{Y_2}^{\Omega} \) mapping values of the local controllables \( a,m \) to the outcome \( c \) for box 2. Let us select a subset of instances of these processes for which both of these functions \( f_{X_1}^{\Omega}, f_{Y_2}^{\Omega} \) take some fixed form - note that there’s no need for them both to be the same. Within this set of processes the outputs of boxes \( X_2, Y_2 \) are trivial and therefore we will henceforth ignore them. We are interested in studying the behaviour of the counterfactual outcomes \( \vec{g}^x \) and \( \vec{g}^y \), and therefore we may also take it that the input to box 1 is trivial (i.e. it is always the counterfactual input where we select all the local controllables at once). We then have a simpler cyclic process, as shown in figure 3.

From the composition rule (3.1), we have \( H(\vec{g}^x \vec{g}^y | \Omega^x \Omega^y) = 0 \), and hence \( H(\vec{g}^x \vec{g}^y) = I(\vec{g}^x : \vec{g}^y) \).

From the definition of the mutual information, \( H(\vec{g}^x \vec{g}^y) = H(\vec{g}^x) + H(\vec{g}^y) - I(\vec{g}^x : \vec{g}^y) \).

In this construction, \( I(\vec{g}^x : \vec{g}^y) = I(\vec{g}^y : a^y) = I(\vec{g} : a) \), so \( H(\vec{g}^y \vec{g}^x) = 2H(\vec{g}) - I(\vec{g} : a) \).

Since \( \vec{g}^x \) is a function of \( a^x \) and \( \Omega^x \) and \( \vec{g}^y \) is a function of \( a^y \) and \( \Omega^y \), \( I(\vec{g}^y \vec{g}^x : \Omega^x \Omega^y \leq I(a^y \vec{g}^y : \Omega^y) + I(a^x \vec{g}^x : \Omega^x) = 2I(a \vec{g} : \Omega) \).

Since \( \vec{g} \) is a function of \( a \) and \( \Omega \), and \( a \) and \( \Omega \) are independent, using lemma B.1 (see appendix B for details) we have \( H(\vec{g}) = I(\vec{g} : a) + I(a \vec{g} : \Omega) \).

Combining these results, we obtain:

\[
2H(\vec{g}) - I(\vec{g} : a) \leq 2H(\vec{g}) - 2I(\vec{g} : a)
\] (2)

Hence \( I(\vec{g} : a) \leq 0 \). But the Shannon mutual information is nonnegative, so \( I(\vec{g} : a) = 0 \).

\[\square\]

The condition set out in theorem 3.2 tells us that that, conditional on a fixed choice of the function \( f_{X_2}^{\Omega} \), which determines the output for box 2 conditional on the inputs to both boxes, the counterfactual outcome \( \vec{g} \) for box 1 will never depend on which input is actually chosen for box 1 - i.e. if we know which outcomes box 2 will produce for any choice of inputs \( a,m \), we can write the output \( g \) to box 1 as a function of the input \( m \) to box 1 only, without any dependence on the input \( a \) to box 2. This condition can therefore be understood as an analogue of parameter independence for counterfactual outcomes, so we will refer to it as counterfactual parameter independence. (See Appendix C for an explanation of this terminology).

But wait - doesn’t this mean that the function \( f_{X_2}^{\Omega} \) and the counterfactual outcome \( \vec{g} \) could be used as a hidden variable \( \lambda \) in the proof of Bell’s theorem, and therefore processes satisfying counterfactual parameter independence could never violate a Bell’s inequality? No, because although we have shown that \( \vec{g} \) is independent of \( a \) for a fixed value of \( f_{X_2}^{\Omega} \), the function \( f_{X_2}^{\Omega} \) determines the output of box 2 conditional on both \( a \) and \( m \), so the hidden variable \( f_{X_2}^{\Omega}, \vec{g} \) does not provide enough information to determine the output of box 2 without information about the choice of input to
box 1. Therefore processes satisfying counterfactual parameter independence can still violate a Bell’s inequality.

But wait - here we are post-selecting on the output of box 2. And it has been shown that if we allow post-selection then quantum mechanics does not even obey no-signalling, so surely quantum mechanics with post-selection can’t obey counterfactual parameter independence, which is a stronger requirement than no-signalling? However this reasoning is incorrect, because in real experiments we can condition on at most one outcome, i.e. the outcome for the measurement that Alice actually performs. Thus we can’t post-select ‘the set of processes in which Alice would have obtained outcome 0 if she had measured in basis $b$.’ we can only post-select ‘the set of processes in which Alice did in fact measure in basis $b$ and she obtained outcome 0.’

So in ordinary post-selection we are conditioning in part on information about which measurement Alice actually makes - no wonder it’s possible to violate no-signalling under these circumstances! Whereas the ‘post-selection’ involved in counterfactual parameter independence involves conditioning on a function specifying what outcome Alice would have obtained to all of the possible measurements both she could have made, so this variable contains no information about which measurement Alice actually does make. Obviously this is not a post-selection that we can ever actually perform in real life, because we can never know what result would have been obtained to all the counterfactual measurements that Alice did not actually make and therefore we can never select all those cases where the function $f^\Omega_A$ has a certain value. However, if it is assumed that the world is globally deterministic, then there is always a fact of the matter about the function $f^\Omega_A$ for each instance of the process, and therefore the set of instantiations of the process where the function $f^\Omega_A$ takes a certain form is well-defined, even if we ourselves can never identify that set.

In the next section we will derive the Tsirelson bound from counterfactual parameter independence, but first it is important to show that quantum mechanics satisfies counterfactual parameter independence, since we don’t want to impose a constraint so strict that it rules out quantum mechanics itself! Of course, counterfactual parameter independence is a property of counterfactual outcomes, and standard quantum mechanics does not say anything about counterfactual outcomes, so we can’t demonstrate this directly. Rather, we will demonstrate that for any bipartite quantum system, it is always possible to find a distribution over values of the counterfactual outcomes which correctly reproduces the quantum statistics and obeys counterfactual parameter independence. This is done by choosing a temporal ordering for the measurements within the standard temporally ordered quantum formalism: we first ‘measure’ one box and thus constructing a counterfactual outcome $\tilde{g}$ for that box which is necessarily independent of the input to the second box, and then we subsequently ‘measure’ the other box to create the function $f^\Omega_A$ mapping both inputs to the output for the second box. So if in fact there do exist definite counterfactual outcomes for quantum systems, they could obey counterfactual parameter independence.

**Theorem 3.3.** Whenever a quantum system can be modelled as a process $P$ involving a pair of non-local boxes 1, 2 such that box 1 takes an input $m$ and produces an outcome $g$, and box 2 takes an input $a$ and produces an outcome $c$, it is always possible to construct a distribution over values of the function $f^\Omega_A : \{(m, a)\} \rightarrow \{(g, c)\}$, which reproduces the quantum statistics and also obeys counterfactual parameter independence.
Proof. Consider a quantum system $X_1 X_2$ in the joint state $\rho$. We will perform a measurement in the set $\{m_0, m_1, \ldots\}$ on $X_1$, obtaining an outcome in the set $\{g_0, g_1, \ldots\}$; likewise we will perform a measurement in the set $\{a_1, a_2, \ldots\}$ on $X_2$, obtaining an outcome in the set $\{c_0, c_1, \ldots\}$. This quantum system can be modelled as a pair of boxes 1, 2 such that box 1 takes an input $m$ and produces an outcome $g$, and box 2 takes an input $a$ and produces an outcome $c$.

Consider an ensemble of such systems. We generate the functions $f^\Omega_P$ for the ensemble as follows. First, for each instance of the process, for each possible measurement $m_i$ on $X_1$, we generate an outcome $g^x$ by drawing from the possible outcomes according to the quantum probability distribution $p(g^x) = \text{Tr}((G_i^x \otimes I_{X_2}) \rho)$, where $G_i^x$ is the quantum measurement operator associated with obtaining outcome $g^x$ to the measurement $m_i$. Thus we have generated a counterfactual outcome $\vec{g}$ for the box $X_1$ which is independent of $a$.

Then, for each combination of measurements $m_i, a_j$ we generate an outcome $c^y$ for the measurement $a_j$ by first generating the post-measurement state for $X_1$ associated with the chosen outcome $g^x$ of the measurement $m_i$ on $X_1$, which is given by $\rho' = \text{Tr}_{X_2}(\text{Tr}((G_i^x_1 \otimes \mathbb{I}_{X_2}) \rho))$ where $K_i^x$ is the Kraus operator associated with the operator $G_i^x \otimes I_{X_2}$. Then we draw $c^y$ from the set of possible outcomes according to the quantum probability distribution $p(c^y) = \text{Tr}(C_j^y \rho')$ where $C_j^y$ is the quantum measurement operator associated with obtaining outcome $c^y$ to the measurement $a_j$.

Clearly averaging over outcomes selected in this way will reproduce the quantum statistics.

Now for each member of the ensemble, we can use the function $f^\Omega_P$ to write down the function $f^\Omega_I$ mapping the inputs $a, m$ to an output $c$ for box 2, and then we can select the subset of the ensemble where the function $f^\Omega_I$ is equal to some fixed function. Since the procedure we have defined reproduces the usual quantum statistics, we can make any choice for the function $f^\Omega_I$ which assigns outcomes that are possible according to standard quantum mechanics. Then we can calculate the relative frequencies of the different values for $\vec{g}$ occurring within this subset of the ensemble, and thus define a probability distribution over the values of $\vec{g}$ which will reproduce the correct quantum statistics. We have not yet selected the actual value of the input $a$, and hence it is clear that this probability distribution does not depend on the value of $a$, i.e. conditional on any possible choice of $f^\Omega_I$ we will have $I(\vec{g} : a)$.

\[ \square \]

4 The Tsirelson Bound

In section 2.2 we argued that information causality and the Tsirelson bound should be explained in a way that makes it clear why quantum systems sometimes behave like classical variables despite the existence of inequivalent measurements. We now see that global determinism can provide this explanation, because even though it is not possible to actually perform all measurements at once, in a globally deterministic universe the counterfactual outcome must still be well-defined and therefore it can be treated as a classical variable. Global determinism thus explains why the universe ‘cares’ about counterfactual measurements as well as actual ones.

In this spirit, we now show that information causality can be derived from counterfactual parameter independence. It follows that in a globally deterministic uni-
verse, information causality must always be obeyed, and since the Tsirelson bound follows from information causality we have shown that global determinism implies the Tsirelson bound.

**Theorem 4.1.** For a spatiotemporally symmetric process $P$ which can be modelled by a pair of non-local boxes $1, 2$ such that box $1$ takes an input $m$ which is an integer in the range $[0, n)$ and produces a one-bit outcome $g$, and box $2$ takes an input $A = a_0a_1...a_{n-1}$ which is a bit string of length $n$ and produces an outcome $c$, if the world is globally deterministic we must have: $\sum_x I(gc : a_x | m = x) \leq H(c)$

(Note that although this formulation looks highly specific, in fact any two-box process can be put in this form, as we can always ignore some bits if an outcome is too small or an input too large, and we can always repeat bits if an input is too small or an outcome too large.)

**Proof.** For the purpose of obtaining a contradiction, suppose that the world is globally deterministic, and that we have a spatiotemporally symmetric process $P$ which can be modelled as a pair of non-local boxes of the specified form satisfying:

$I(gc : a_0 | m = 0) + I(gc : a_1 | m = 1) > H(c)$

As in the definition of counterfactual parameter independence, we condition on a fixed form for the function $f$ which maps the inputs $a, m$ to the output $c$; let us choose the function such that $c$ depends only on $a$ and not on $m$, so $c$ can be treated as a fixed classical variable. Then $I(gc : a_0 | m = 0) \leq I(\tilde{g} : a_0)$ since $\tilde{g}$ includes the outcome of the measurement $m = 0$, and likewise $I(gc : a_1 | m = 1) \leq I(\tilde{g} : a_1)$, so we have:

$$I(gc : a_0 | m = 0) + I(gc : a_1 | m = 1) \leq I(\tilde{g} : a_0) + I(\tilde{g} : a_1)$$

where at the third line we have used the strong subadditivity of the Shannon mutual information, and at the fourth and fifth lines we have used the chain rule for the Shannon mutual information. Recall that $c, \tilde{g}$ and $a_0, a_1$ are all simply classical variables, so these classical rules are valid here. At the sixth line we have used the fact that $a_0$ and $a_1$ are independent.

Combining these results and using the chain rule again, we infer that:

$I(c : A | \tilde{g}) + I(\tilde{g} : A) > H(c)$

But from the definition of the mutual information and the non-negativity of the (classical) conditional entropy, we have that $I(c : A | \tilde{g}) < H(c)$. So we conclude that, for fixed $c$:
That is to say, counterfactual parameter independence is violated, and from theorem 3.2, this means that the world is not globally deterministic.

We have obtained a contradiction; so if the world is globally deterministic, every spatiotemporally symmetric process of this form must satisfy:

\[ I(g^c : A) > 0 \]

4.1 Example: PR boxes

The PR boxes are a set of non-local boxes proposed by Popescu and Rohrlich which exhibit correlations that are non-signalling but also not allowed by quantum mechanics. In particular, the PR boxes violate information causality. Here we will use the PR boxes to give an example of the connection between the violation of counterfactual parameter independence and the violation of information causality.

The PR boxes are a pair of boxes 1, 2 taking bit valued inputs \( m, a \) respectively and producing bit valued outcomes \( g, o \) respectively. The results are guaranteed to satisfy the equality \( g \oplus o = ma \) (using bitwise addition). To violate information causality with these boxes, we convert a two bit input \( A = (a_0, a_1) \) into a one bit input \( a = a_0 \oplus a_1 \) and use it as the input to box 2. We then add \( a_0 \) to the output \( o_2 \) of box 2, producing a new outcome \( c \). Then if \( m = 0 \) the results are guaranteed to satisfy \( g \oplus c = a_0 \) and if \( m = 1 \) the results are guaranteed to satisfy \( g \oplus c = a_1 \) - i.e. we have \( g \oplus c = g_m \). Then we have \( \sum_x I(a_x : gc|m = x) = 2 > H(c) = 1 \), so information causality is indeed violated.

It is straightforward to see that no possible distribution over counterfactual outcomes for the PR boxes could ever satisfy counterfactual parameter independence. To see this, let us condition on a fixed function \( f_{Ω}^2 \) for our second box. In particular, let us choose a function where the output \( c \) depends only on \( a \) and not on \( m \), i.e. for fixed \( a \) we will get the same \( c \) for any value of \( m \). Note that for fixed \( a_0, a_1, c \) we have that \( g_{m=0} = a_0 \oplus c \) and \( g_{m=1} = a_1 \oplus c \), and therefore if it were possible to know both \( g_{m=0} \) and \( g_{m=1} \), whenever we found it to be the case that \( g_{m=0} \oplus g_{m=1} = 0 \) we could infer that \( a_0 = a_1 \). This demonstrates that after conditioning on this fixed function \( f_{Ω}^2 \), the counterfactual outcome \( g \) for the first box can’t be independent of the input \( a = a_0, a_1 \) to the second box.

It may be helpful to see why the proof of theorem 3.3 does not apply to the PR boxes. With a set of PR boxes, we can of course follow the procedure set out in the proof, generating a counterfactual outcome for box 1 and then constructing the function \( f_{Ω}^2 \) for box 2 conditional on choice of counterfactual outcome for the first box. However, for certain choices of the counterfactual outcome for the box 1, some possible choices for the function \( f_{Ω}^2 \) will be impossible, even though they represent physically possible outcomes. For example, if we select a counterfactual outcome \( g \) such that \( g_{m=0} \neq g_{m=1} \) then we cannot select a function \( f_{Ω}^2 \) which maps
\[ a = xy, m = 0 \rightarrow c = 0 \] and \[ a = xy, m = 1 \rightarrow c = 0 \] for any \( x, y \), even though this combination of inputs and outputs is physically possible, because in that case we would not have both \( g_{m=0} = a_0 \oplus c \) and \( g_{m=1} = a_1 \oplus c \). Thus the construction of theorem 3.3 can’t be applied in this case because averaging over its results would not reproduce the expected joint statistics for the PR boxes.

5 Monogamy of Correlations

Quantum mechanics has a property known as ‘monogamy of entanglement,’ which refers to the fact that the amount of entanglement a quantum system has with a second system limits the amount of entanglement it can have with any third system - in the most extreme case, a quantum system which is maximally entangled with a second quantum system cannot be entangled at all with any other quantum system. But entanglement is a property of quantum states, usually quantified using state-dependent measures like the ‘concurrence’ (or ‘tangle’) [11], and these measures do not have a straightforward physical interpretation. On the other hand, we can also characterize this feature in operational language by talking about the ‘monogamy of correlations,’ which is a property of certain theories in which the strength of the correlations that a system has with a given second system limits the strength of its correlations with any third system. The monogamy of correlations is defined purely in terms of the CHSH quantity, which is entirely constructed from observable statistics for measurements on a pair of systems \( A, B \), so it is easily expressed in purely operational language. This allows us to derive general statements about the monogamy of correlations in various possible theories.

For example, it has been shown that any operationally defined theory which does not allow superluminal signalling must obey the following monogamy bound for measurements on three systems 1, 2 and 3: [37]

\[ CHSH_{13} + CHSH_{23} \leq 4 \quad (3) \]

The CHSH quantities used here are as defined in section 2.2. Note that this bound holds only if the two measurements on system 3 used to calculate CHSH\(_{13}\) are the same as the two measurements on 3 used to calculate CHSH\(_{23}\).

It has also been shown that all quantum correlations obey the stronger monogamy bound [38] (again, using the same two measurements on system 3 for both CHSH quantities):

\[ CHSH_{13}^2 + CHSH_{23}^2 \leq 8 \quad (4) \]

The gap between the no-signalling monogamy bound and the quantum monogamy bound is reminiscent of the gap between the no-signalling bound and the Tsirelson bound for the CHSH quantity, which suggests the possibility that the two gaps might be explained in the same way. Indeed, it is possible to derive the Tsirelson bound as a special case of the monogamy bound 4, since clearly this equation entails that neither \( CHSH_{13} \) nor \( CHSH_{23} \) can be greater than \( 2\sqrt{2} \). For example, refs [31,38] derive the quantum monogamy bound from the mathematical structure of quantum mechanics and thence derive the Tsirelson bound.

However, our aim here is to understand features of quantum mechanics without presupposing its mathematical structure, and therefore we would like to work in the other direction: having derived the Tsirelson bound from global determinism, we
would like to use it to obtain the quantum monogamy bound. We have seen that no-signalling and information causality are general constraints which must be obeyed by any spatiotemporally symmetric processes in a globally deterministic universe; and thus if the world is globally deterministic, any possible spatiotemporally symmetric composition of boxes must also satisfy no-signalling and information causality. In appendix D, we show that the quantum monogamy bound can be derived from this requirement, thus demonstrating that the quantum monogamy bound would also follow from global determinism:

**Theorem 5.1.** For a spatiotemporally symmetric process $P$ which can be modelled by a set of non-local boxes $1, 2, 3$, if these boxes obey information causality and no-signalling, we must have:

$$CHSH_{13}^2 + CHSH_{23}^2 \leq 8$$

where $CHSH_{13}$ is the $CHSH$ quantity for the boxes $1, 3$, and $CHSH_{23}$ is the $CHSH$ quantity for the boxes $2, 3$, and we use the same two measurements on box 3 for both $CHSH_{13}$ and $CHSH_{23}$.

### 6 The Horizon Problem

There exists a famous problem in theoretical physics known as ‘the horizon problem.’ Here we use the results of section 5 to sketch a novel approach to solving the horizon problem. We will not go into the detailed physics of the black hole here; it is enough for our purposes to describe the problem in simple conceptual terms. We leave it to future work to describe how this toy model relates to current knowledge about the the quantum field theoretic description of black holes.

It is believed that black holes emit Hawking radiation which results from pair creation, i.e. the creation of two particles in a pure, maximally entangled state, one falling into the black hole and the other escaping. Consider a Hawking pair $B, C$ emitted at time $t$ after the Page time, with $B$ being the outgoing particle and $C$ the infalling particle, and denote by $A$ the collection of all Hawking radiation emitted earlier than $t$. Theoretical arguments show that $B$ must be entangled with $A$; but since $B$ is already maximally entangled with $C$, this would entail a violation of the monogamy bounds 3 and 4 [15].

Many solutions to this problem involve the suggestion that the entanglement is broken when the particle passes the black hole horizon [4], but the results of section 5 suggest a different option. Suppose we accept that the monogamy of correlations holds as a consequence of global determinism - that is, quantum correlations are required to be monogamous in order to avert the possibility of creating a closed causal loop via the construction depicted in fig 2. Note that this argument applies both to the no-signalling monogamy bound or the quantum monogamy bound: each of these bounds is hypothetically violated by the black hole, but we have argued that the former holds as a consequence of no-signalling and the latter as a consequence of no-signalling together with information causality, and that both no-signalling and information causality are required to hold precisely in order to prevent closed causal loops.

But as we have noted, the construction of closed causal loops requires that the process in question be spatiotemporally symmetric, i.e. that it can be operated in
both directions - and the correlations produced by the black hole are not spatiotemporally symmetric! $C$ is maximally entangled with $A$ and $B$, which are both outside the black hole and so could theoretically be brought together and measured simultaneously, allowing signalling from $C$ to $A, B$; but the mechanism does not allow us to create a converse construction with $A', B'$ inside the black hole and $C'$ outside, so we cannot also signal in the opposite direction, and therefore this particular violation of monogamy does not allow the construction of a closed causal loop. So, if it is indeed the case that the quantum monogamy bound holds only as a consequence of global determinism, then the monogamy of correlations does not need to hold in this instance, since a violation of monogamy here does not entail a violation of global determinism. This offers a simple solution to the horizon problem - perhaps $B$ really is maximally entangled with both $A$ and $C$, since the monogamy bounds 3 and 4 don’t hold in this case.

7 Contextuality

One particularly counterintuitive property of quantum mechanics is the fact that it is contextual. In its first incarnation, contextuality was associated with the idea that measurement outcomes correspond to definite properties of systems - so if a system has the property associated with measurement outcome $C$, then when we perform a measurement which includes $C$ as a possible outcome, we are certain to get outcome $C$. A theory in which this is true can be said to obey deterministic non-contextuality. It is trivial to find an assignation of definite properties satisfying deterministic non-contextuality in a setting where each measurement outcome can occur in only one measurement, but of course in quantum mechanical systems of more than two dimensions, a given measurement outcome can occur in several different possible measurement; and the Kochen-Specker theorem proves that for certain collections of quantum-mechanical measurements in greater than two dimensions there is no possible way of picking a set of outcomes $S$ which correspond to ‘definite properties’ [20] - if we insist on assigning deterministic outcomes, we will sometimes have to assign them in such a way that we are certain to get outcome $C$ when we perform measurement $A$, but certain to not get outcome $C$ when we perform some other measurement $A'$ which also has $C$ as a possible outcome. So quantum mechanics does not obey deterministic non-contextuality and therefore it is not possible to think of quantum measurement outcomes as simply describing pre-existing properties of systems.

One might worry that the failure of deterministic non-contextuality means that global determinism cannot possibly be true. However, in fact there is no contradiction between the failure of deterministic non-contextuality and global determinism, because in our presentation of global determinism we have assumed that the measurement results prescribed by ontic variables are a function of the local controllables, i.e. the set of measurements performed. Thus it is perfectly consistent with this approach that an ontic variable might prescribe that we will obtain outcome $C$ if we perform measurement $A$ but we will not obtain outcome $C$ if we perform some other measurement $A'$ which also has $C$ as a possible outcome. Indeed, since we assume that the measurement results prescribed by determinism are a function of all the local controllables for a given experiment, it is even possible that the global variable might prescribe that we will obtain outcome $C$ if we perform measurement $A$ and another experimenter performs measurement $M$, but we will not obtain outcome
If we perform measurement $A$ and the other experimenter performs some other measurement $M'$. So deterministic contextuality is not only unproblematic but in fact entirely to be expected on this account.

There is another approach to this subject, due to Spekkens, which identifies the motivating principle behind non-contextuality as the idea that operationally equivalent situations should correspond to the same underlying ontic reality [34]; an ontological model for a theory satisfies Spekkens non-contextuality iff any situations which are operationally equivalent are represented identically in the ontological model, where situations are described as ‘operationally equivalent’ whenever they give rise to exactly the same measurement statistics. In particular, we say an ontological model obeys preparation non-contextuality iff two preparations which prepare the same quantum state always result in the same probability distribution over ontic states. Spekkens showed that no ontological model which reproduces all the results of quantum mechanics can be preparation non-contextual [34], thus demonstrating that quantum mechanics exhibits a form of contextuality with or without the assumption of determinism.2

It might be tempting to suppose that we can get around this result by observing that the Spekkens proof is based on the assumption that measurement results can depend only on facts about the past, whereas in a global setting measurement results can depend on facts about the present and future as well, so there is no reason to assume that the preparation contextuality result would apply in a global context. However, Costa and Shrapnel have used the process matrix formalism to demonstrate that even if we allow non-standard temporal orderings, no model can explain quantum correlations from non-contextual ontological properties of the world, be they initial states, dynamical laws, or global constraints [33]. The Costa-Shrapnel proof applies to ontic variables such as those we have considered here, and therefore a globally deterministic account of quantum mechanics would necessarily exhibit contextuality at the level of the ontic variables.

This is not a death knell for the approach, since there is nothing logically inconsistent about the possibility of a universe governed by a contextual theory, and indeed all the evidence so far suggests that our universe is such a universe. However, one may still find contextuality aesthetically displeasing, or worry that it indicates an incompleteness in the theory; so let us say a few words about how preparation contextuality might be realised in this context, in the hope that this might alleviate some of the discomfort.

In the globally deterministic picture, for any given prepare-measure scenario there is a fixed value of the ontic variable $\Omega^{PM}$ which specifies what the measurement outcome will be for any choice of preparation $P$ and measurement $M$. Thus, conditional on performing preparation $e_X$ there is a fixed ontic variable $\Omega^M$ specifying what the measurement outcome will be for any possible measurement. Denote by $\Omega^M(g|M_A)$ the result $g$ which will definitely be obtained if we perform measurement $M_A$ when the ontic variable is equal to $\Omega^M$. In general the value of the ontic variable is different each time we perform $e_X$, so we can define a distribution $\mu_X(\Omega^M)$, which expresses the relative frequency of ontic variables $\Omega^{PM}$ which after conditioning on $e_X$ yield the ontic variable $\Omega^M$. Thus if we perform preparation $e_X$ followed by measurement $M_A$, the probability that we get result $r$ is

---

2Spekkens also showed that no ontological model which reproduces all the results of quantum mechanics can be measurement non-contextual, but we will not discuss measurement contextuality here.
Clearly for any preparation $e_Y$ which according to standard quantum mechanics prepares the same state as $e_X$, we must have that for any $M_A, r$, \[
\sum_{\Omega} \Omega M (g|M_A) = r \mu_X (\Omega^M). \]
Since the two preparations must produce identical distributions over measurement outcomes.

But the distributions over counterfactual measurement outcomes do not have to be equal. For example, it could perfectly well be the case that when we perform $e_X$, the outcome prescribed by the ontic variable for measurement $M_A$ is always the same as the outcome prescribed for some incompatible measurement $M_B$, whereas when we perform $e_Y$, the outcome prescribed by the ontic variable for measurement $M_A$ is always different from the outcome prescribed for $M_B$. This will make no difference to the observable statistics associated with $e_X$ and $e_Y$, since we can never perform both $M_A$ and $M_B$ on a single system and therefore we will never know that the distributions are different. So $e_X$ and $e_Y$ can be operationally equivalent whilst not being equivalent at the level of counterfactual outcomes.

Since a key lesson of sections 4 and 5 was that to explain quantum behaviour we must take counterfactual outcomes seriously as elements of reality, this analysis suggests that standard preparation contextuality is simply not the right tool to apply in a globally deterministic theory. If the counterfactual outcomes are elements of reality, the notion of equivalence that matters is not straightforward operational equivalence but rather counterfactual operational equivalence, which is exhibited by any two situations which lead to the same statistics over counterfactual outcomes.

Then we can say that an ontological model obeys counterfactual non-contextuality iff any situations which exhibit counterfactual operational equivalence are represented identically in the ontic model. And since the ‘ontic states’ in the globally deterministic picture are just the ontic variables which specify the counterfactual outcomes, two situations giving rise to the same distributions over counterfactual outcomes must also be represented identically in the ontic model. So global determinism is compatible with the type of non-contextuality that is most relevant for the global setting, although it cannot satisfy ordinary preparation contextuality.

It’s also important to keep in mind that there are no objective probabilities in a globally deterministic universe: for each instance of a given process the ontic variable has a fixed value determined by facts about the configuration of the rest of the universe, although we ourselves don’t have access to all those facts and thus don’t know the value of the ontic variable. The probability distributions $\mu(\Omega)$ are therefore epistemic probabilities encoding our uncertainty about the global facts which determine the global variable. So although two different ways of preparing the same quantum state may give rise to different distributions $\mu(\Omega)$, this does not mean that they ‘correspond to different underlying ontic realities,’ since there are no probability distributions at the ontic level, just a single value of the ontic variable. Thus the motivating concern behind Spekkens contextuality seems less relevant in the globally deterministic case.

8 Conclusion

There is a small but growing chorus of voices in theoretical physics arguing that quantum mechanics should be understood as the local limit of a global theory. In this paper we have continued the project of attempting to understand what local physics has to tell us about the structure of the global laws. In particular, we aimed to show that several prima facie puzzling features of quantum mechanics can be explained by
appeal to the hypothesis that the universe is deterministic on a global scale whilst appearing probabilistic at the level of the variables that we ourselves can discover and manipulate. The gap between the quantum and no-signalling non-locality bounds and the gap between the quantum and no-signalling monogamy bounds can both be explained in this way, and there may even be a new route to solving the black hole horizon problem.

Obviously none of this constitutes conclusive proof for the hypothesis of global determinism; inference to the best explanation is abductive rather than deductive reasoning, and there will inevitably be legitimate disagreements about the merits of various possible explanations. But we suggest that the explanation put forward here is at the very least doing something importantly different from explanations of the Tsirelson bound that previously been advanced. Information causality, while suggestive, seems too specific and agent-centric to be a candidate for a fundamental principle of nature, and although there exist various entropic derivations of information causality, these approaches seem to merely restate in a more mathematical language the fact that quantum measurements outcomes are not quite as non-classical as they could have been. We are left with the question of why quantum systems should sometimes behave like classical variables even though it is not possible to perform all possible measurements simultaneously, and for the scientific realist, the answer must tell a clear story about how this behaviour arises from general features of an underlying reality. The assumption of global determinism provides such an answer: even though it is not possible to perform all possible measurements simultaneously, determinism requires that the universe can always say definitely which outcome would occur for each possible measurement. Therefore what we have referred to as a ‘counterfactual outcome’ must be regarded as an element of reality despite its inaccessibility to local observers, so it can be regarded as a classical variable under appropriate circumstances. The existence of this classical variable explains why quantum mechanics does not explore the full limits of the possibilities opened up by the existence of incompatible measurements.

There are many interesting directions for further investigation in this area. Although we have derived the exact bound on quantum correlations for the case of the CHSH quantity, it is known that information causality is still not adequate to fully define the set of quantum correlations in more general setups. Indeed, thus far no general principle of this kind has been able to distinguish between the set of quantum correlations and the set of almost-quantum correlations defined in ref [24]. It would certainly be interesting if global determinism could be used to distinguish the two sets. Moving beyond the study of non-local correlations, a logical next step would be to derive the whole of quantum mechanics from hypotheses about the global structure of the laws of nature. There are already a number of derivations of quantum mechanics from general operational or information-theoretic principles [7, 8, 9, 22], but these derivations are subject to the same criticism as we have levelled at the entropic derivations of information causality: they are suggestive, but they don’t provide a convincing realist story about why the classical and quasi-classical principles they invoke should still hold in this non-classical theory. Thus there is still room for a new derivation on realist grounds similar to that we have given in this paper. A complementary line of investigation involves attempting to write down specific global models from which the local behaviour of quantum mechanics can be derived. If the arguments of this paper are accepted, these models should be deterministic in a suitable global sense, which may help to constrain the search space for suit-
able models. Finally, the possibility of global, all-at-once laws of nature raises many deep conceptual questions about our usual ways of thinking about time, probability, determinism and modality, and there is a lot of work to be done untangling these consequences and building a new conceptual framework for the global approach.

A Costa and Shrapnel

Our generalized ontological model framework is based on the formalism defined by Costa and Shrapnel in ref [33], although Costa and Shrapnel work in terms of an ontic process $\omega$, rather than the ontic variable $\Omega$ that we have used here. Costa and Shrapnel define the ontic process to be invariant under local operations, but then they allow that the ontic process may depend on the environment $W$, i.e. they define a function $p(\omega|W)$ which is presumably intended to be non-trivial. But the environment can be controlled by local operations - by choosing to prepare our entangled particles in one state or another prior to measuring them, we are making a choice of environment - so this terminology could make it look as if the ontic process is not invariant under local operations after all.

In fact, we presume that what Costa and Shrapnel mean is that there exists a fixed background variable $\Omega$ which can’t be changed by local operations, and for any given experiment, $\Omega$ contains a set of instructions $\omega$ conditional on each possible choice of the environment $W$, so $p(\omega|W)$ can be understood as ‘the relative frequency of background variables $\Omega$ which define instructions $\omega$ conditional on choosing environment $W$.’ That is, the ontic variable does not depend on the choice of process, and the ontic process is derived directly from the ontic variable by conditioning on the choice of process - the value that the ontic process would have conditional on each possible choice of environment is already fixed prior to our choice of environment, so the ontic variable is not being altered by the choice of process.

Thus the sake of clarity, in this article we have chosen to work in terms of ontic variables rather than ontic processes, so it is entirely clear that the ontic variable $\Omega$ is independent of all local operations, including the choice of environment and/or process. This also means that the ontic variable does not depend on where we put the ‘cut’ between environment and local controllables. This is important, because the methodology that we adopt in the proof of theorem 3.2 requires that the ontic variable can’t under any circumstances be made to depend on the outcomes of other processes, and therefore we need a definition which ensures that the ontic variable is invariant under all possible local operations.

B Lemma

We need the following lemma for the proof in section 3.1.

**Lemma B.1.** If $N$ and $Q$ are statistically independent and $O$ is a function of $N$ and $Q$, then $H(O) = I(O : N) + I(NO : Q)$

**Proof.** Since $O$ is a function of $N$ and $Q$, $H(O|NQ) = 0$, and thus from Bayes’ rule

\[ H(NQ|O) + H(O) = H(NQ) \]

Using the chain rule for conditional entropy, we obtain $H(N|O) + H(Q|NO) + H(O) = H(NQ)$

Since $N$ and $Q$ are statistically independent, $H(NQ) = H(N) + H(Q)$
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Thus \( H(O) = H(N) - H(N|O) + H(Q) - H(Q|NO) = I(O : N) + I(NO : Q) \)

## C Parameter and Outcome Independence

In the proof of Bell’s theorem the assumption of ‘locality’ is encoded mathematically by the assumption of factorisability. That is, we assume there exists an ‘ontic state’ \( \lambda \) which mediates the correlations between the measurement outcomes, so that:

\[
p(s, t|\lambda, M^A = i, M^B = j) = p^A(s|\lambda, M^A = i)p^B(t|\lambda, M^B = j)
\]  

(5)

As pointed out by Jarrett, factorisability may be understood by the product of two separate assumptions [19]:

1. **Parameter independence**: The probability distribution over the outcomes of the measurement performed by experimenter \( B \) does not depend on which measurement \( A \) chooses to perform, and vice versa:

\[
p^B(t|\lambda, M^A = i, M^B = j) = p^B(t|\lambda, M^B = j)
\]  

(6)

2. **Outcome independence**: The probability distribution over the outcomes of the measurement performed by experimenter \( B \) does not depend on the outcome of the measurement performed by experimenter \( A \), and vice versa. [32]:

\[
p^B(t|\lambda, M^B = j, O^A = s) = p^B(t|\lambda, M^B = j)
\]  

(7)

The violation of Bell’s inequality by quantum mechanics therefore indicates that either parameter independence or outcome independence must be violated in nature, but not necessarily both.

These definitions for parameter independence and outcome independence are of course based on the assumption that we have a local hidden variable \( \lambda \). But one could also define parameter independence and outcome independence for a more general context. For a pair of measurements made by experimenters \( A \) and \( B \), let \( \Lambda \) be a hidden variable which specifies the probability for the set of outcomes \( s, t \) conditional on the measurement choices \( M^A = i, M^B = j \). \( \Lambda \) could just prescribe the quantum probabilities, or it could go beyond the quantum probabilities - in the most extreme case, it could prescribe the outcomes as a deterministic function of the measurement choices.

In a general non-local setting, \( \Lambda \) may prescribe that the outcome of \( B \)’s measurement depends on \( A \)’s choice of measurement and/or the result of \( A \)’s measurement. But we can still meaningfully distinguish between dependence on the parameter and dependence on the measurement. In this context, it would seem reasonable to say that (generalised) parameter independence holds if, after conditioning on \( \Lambda \) and on the outcome of the measurement performed by experimenter \( A \), there is no further dependence of the outcomes of the measurement performed by \( B \) on the choice of the measurement \( A \): the nonlocal dependence can all be attributed to the outcome of \( A \). Similarly, it would seem reasonable to say that (generalised) outcome independence holds if, conditional on \( \Lambda \) and on the choice of measurement performed by experimenter \( A \), the distribution over the outcomes of the measurement performed by experimenter \( B \) is independent of the outcome of the measurement performed by
experimenter A. This explains our use of the terminology ‘(counterfactual) parameter independence’ - by conditioning on a fixed outcome, we can determine whether the nonlocal correlations require a dependence on the parameter as well the outcome.

D Proof for section 5

Theorem D.1. For a spatiotemporally symmetric process $P$ which can be modelled by a set of non-local boxes 1, 2, 3, if these boxes obey information causality and no-signalling, we must have:

$$\text{CHSH}_{13}^2 + \text{CHSH}_{23}^2 \leq 8$$

where $\text{CHSH}_{13}$ is the $\text{CHSH}$ quantity for the boxes 1, 3, and $\text{CHSH}_{23}$ is the $\text{CHSH}$ quantity for the boxes 2, 3, and we use the same two measurements on box 3 for both $\text{CHSH}_{13}$ and $\text{CHSH}_{23}$.

Proof. Consider a set of three boxes $B_1, B_2, B_3$ such that boxes $B_1, B_2$ accept inputs $m_1, m_2$ and produce outputs $g_1, g_2$, and box $B_3$ accepts input $a$ and produces output $c$. As shown in ref [23], without changing the value of any CHSH quantities we can always adjust the boxes such that for each pair $i,3$ the probability of obtaining $g_i \oplus c = am_i$ is the same for both $m_i = 0$ and $m_i = 1$ and is equal to $P_i = \frac{1}{2}(1 + e_i)$, so we will henceforth work entirely with boxes in this form. We will henceforth suppose that box $B_1$ is correlated with $B_3$ and box $B_2$ is correlated with $B_3$ but $B_1$ and $B_2$ are not correlated with one another, i.e. the complete information about $m_1, a, c$ screens off $g_1$ from $m_2$ and vice versa. If this is not the case we can always employ local randomisation procedures to remove any correlations between $B_1$ and $B_2$.

Now suppose Alice has box 3 and Bob has boxes 1, 2. Given an input $m$, Bob selects corresponding values $m_1, m_2$ by some deterministic procedure, inputs these values into his boxes, and then performs some post-processing on the outputs $g_2, g_2$ to produce an output $g$, thus constructing a composite box $B_{12}$. Let the probability of obtaining $g \oplus c = am$ using this composite box be equal to $P_{12} = \frac{1}{2}(1 + e_{12})$.

Note that we have:

$$I(g : am|c) = I(g_2 : am|c) = I(g_1 : am|c) + I(g_2 : am|c) - I(g_1 : g_2|c)$$

$$= I(g_1 : am_1|c) + I(g_2 : am_2|c) - I(g_1 : g_2|c)$$

where at the second line we have used the fact that the complete information about $m_1, a, c$ screens off $g_1$ from $m_2$ and vice versa.

Note that no-signalling entails that if $e_2 > 0$ we must have $p(g_1 = g_2) = \frac{1}{2}$ for each value of $c$. Otherwise, we could violate the no-signaling principle by the following procedure. First consider the case $p(g_1 = g_2) > \frac{1}{2}$. Alice has boxes $B_1, B_3$ and Bob has box $B_2$. Alice makes a guess $g_1 = g_2$, which is correct with probability $p(g_1 = g_2) = \frac{1}{2}(1 + e_{g_1 g_2})$. Alice chooses input $a = 1$ for box $B_3$, then guesses $m_2 = g_1 \oplus c$; this guess is correct with probability $(\frac{1}{2} + \frac{1}{2}e_{g_1 g_2})(\frac{1}{2} + \frac{1}{2}e_2) + (\frac{1}{2} - \frac{1}{2}e_{g_1 g_2})(\frac{1}{2} - \frac{1}{2}e_2) = \frac{1}{2} + \frac{1}{2}e_2e_{g_1 g_2}$. This quantity is greater than $\frac{1}{2}$ since ex hypothesi $e_2$ and $e_{g_1 g_2}$ are both greater than zero; so we have achieved signalling from Bob to
Thus copies of the pairs $I$ one of these is the case, since otherwise the monogamy bound is trivial), we have $I(g_1 : g_2 | c) = 0$.

Using the channel capacity formula, we have that for $i \in \{1, 2\}$ $I(g_i : am_i | c) = 1 - h(P_i)$ and similarly $I(g : am | c) = 1 - h(P_{12})$ and hence:

$$1 - h(P_{12}) = 2 - h(P_1) - h(P_2)$$

$$\therefore 1 - h\left(\frac{1}{2} (1 + e_{12})\right) = 2 - h\left(\frac{1}{2} (1 + e_1)\right) - h\left(\frac{1}{2} (1 + e_2)\right)$$

$$\therefore \sum_{q=1}^{\infty} \frac{1}{q(2q-1)} e_{12} = \frac{1}{2 \ln(2)} \sum_{q=2}^{\infty} \frac{1}{q(2q-1)} (e_{1q} + e_{2q})$$

$$\therefore 2 \ln(2) (e_{12}^2 + \sum_{q=2}^{\infty} \frac{1}{q(2q-1)} e_{12}^2) = \frac{1}{2 \ln(2)} (e_1^2 + e_2^2 + \sum_{q=2}^{\infty} \frac{1}{q(2q-1)} (e_{1q} + e_{2q}))$$

$$\therefore e_{12}^2 = e_1^2 + e_2^2 + s$$

where $s = \sum_{q=2}^{\infty} \frac{1}{q(2q-1)} (e_{1q}^2 + e_{2q}^2 - e_{12}^2)$; note that $s < 0$ if $e_{12}^2 \geq e_1^2 + e_2^2$.

Now recall that the protocol of ref [27] achieves a value for the information causality quantity which is equal to $\sum_{k=0}^{n} \frac{n^k}{k!} (1 - h\left(\frac{1 + s_{n-m}^k}{2}\right))$, using a set of $n$ pairs of boxes such that the probability of obtaining $g \oplus c = am$ is given by $\frac{1}{2} (1 + e_{m=0})$ when $m = 0$ and $\frac{1}{2} (1 + e_{m=1})$. Imagine that Alice and Bob create $n$ copies of the pairs $B_{12}, B_3$ and use them to execute the protocol exhibited in ref [27]. Thus $e_{m=0} = e_{m=1} = e_{12}$, so this procedure achieves a value for the information causality quantity given by:

$$I = \sum_{k=0}^{n} \frac{n^k}{k!} (1 - h\left(\sqrt{\frac{e_1^2 + e_2^2 + s}{2}}\right))$$

$$= \frac{1}{2 \ln(2)} \sum_{k=0}^{n} \frac{n^k}{k!} \sum_{q=2}^{\infty} \frac{1}{q(2q-1)} (e_{1q}^2 + e_{2q}^2 + s)^{2n}$$

Now note that:

$$(e_1^2 + e_2^2 + s)^n + \frac{(e_1^2 + e_2^2 + s)^{2n}}{6} \geq (e_1^2 + e_2^2)^n - |s|^n + \frac{(e_1^2 + e_2^2)^{2n}}{6} - |s|^{2n}$$

$$= (e_1^2 + e_2^2)^n - |\sum_{q=2}^{\infty} \frac{1}{q(2q-1)} (e_{1q}^2 + e_{2q}^2 - e_{12}^2)| + \frac{(e_1^2 + e_2^2)^{2n}}{6} - |s|^{2n}$$

But for sufficiently large $n$ we will always have $|\sum_{q=2}^{\infty} \frac{1}{q(2q-1)} (e_{1q}^2 + e_{2q}^2 - e_{12}^2)| \leq \frac{(e_1^2 + e_2^2)^n}{6}$, so we obtain $(e_1^2 + e_2^2 + s)^n + \frac{(e_1^2 + e_2^2 + s)^{2n}}{6} \geq (e_1^2 + e_2^2)^n - |s|^{2n}$. The negative
term $-\frac{|s|^2}{6}$ can be absorbed into the positive part of the next term in the same way, and so on throughout the summation, so we obtain:

$$I \geq \frac{1}{2 \ln(2)} \sum_{k=0}^{n} \binom{n}{k} (e_1^2 + e_2^2)^n = (2e_1^2 + 2e_2^2)^n$$

So the information causality quantity will exceed 1 for some sufficiently large $n$ if $2e_1^2 + 2e_2^2 > 1$; thus we must have $e_1^2 + e_2^2 \leq \frac{1}{2}$. Then since $CHSH_{13} = 4e_1$ and $CHSH_{23} = 4e_2$, we finally obtain:

$$CHSH_{13}^2 + CHSH_{23}^2 \leq 8$$

\[ \Box \]

E  Multipartite Information Causality

We are aware of an alternative derivation of the quantum monogamy bound from information causality, in ref [18]. This paper defines a generalisation of information causality known as ‘multipartite information causality,’ and suggests that the quantum monogamy bound can be derived from it. However, this cannot be correct, as neither classical nor quantum mechanics actually obey ‘multipartite information causality,’ as defined here.

Multipartite information causality is defined in ref [18] as follows:

**Definition E.1.** For a set of $q$ non-local boxes $1, 2 \ldots q$ such that box $i$ for $i \in [1..q-1]$ takes an input $m_i$ which is an integer in the range $[0,n]$ and produces a one-bit outcome $g_i$, and box 1 takes an input $\vec{A} = a_0a_1\ldots a_{n-1}$ which is a bit string of length $n$ and produces an outcome $c$ such that $I(c : A) = 0$, multipartite information causality requires:

$$\sum_i \sum_w I(a_w : cg_i|m_i = w) \leq H(c)$$

To see that multipartite information causality does not hold in quantum mechanics, consider the case $q = 3$ and suppose that the three boxes are constructed from a GHZ state $\frac{1}{\sqrt{2}}(|000\rangle + |111\rangle)$. All three parties perform a measurement in the basis $\{|0\rangle, |1\rangle\}$ producing three outcomes $g_x = g_y = o_z$. We then construct $c = a_0 \oplus o_z$. Since $o_z$ is locally random, it is clear that $I(c : A) = 0$ and $H(c) = 1$. But also we have $g_x \oplus c = a_0$ and $g_y \oplus c = a_0$, so clearly, if we label $\{|0\rangle, |1\rangle\}$ as measurement direction 0, we have $I(a_0 : cg_x|m_x = 0) = 1$ and also $I(a_0 : cg_y|m_y = 0) = 1$, so $\sum_w (I(a_w : cg_x|m_x = w) + I(a_w : cg_y|m_y = w)) \geq 2 > H(c)$.

In fact, we do not actually need any non-locality to achieve this result - it is enough that the three parties share a classical random bit $b = g_x = g_y = o_z$. So ‘multipartite information causality’ does not even hold in classical physics.

The problem is that we are ‘double counting’ information in the summation - we can obtain one bit of information about $A$ from box 1 and one bit from box 2, but we are obtaining the same information from both of them, so although the summation comes to more than $H(c)$, in fact the total distinct information gained is no greater than $H(c)$. This indicates that the correct version of multipartite information causality, for the case of three boxes only, is as follows:

\[ \Box \]
**Definition E.2.** For a set of non-local boxes 1, 2, 3 such that boxes 1 and 2 take inputs $m_1, m_2$ which are integers in the range $[0, n)$ and produce one-bit outcomes $g_1, g_2$, and box 3 takes an input $\bar{A} = a_0a_1...a_{n-1}$ which is a bit string of length $n$ and produces an outcome $c$ such that $I(c : A) = 0$, multipartite information causality requires:

$$\sum_w (I(a_w : cg_1 | m_1 = w) + I(a_2 : cg_2 | g_1 = w, m_2 = w)) \leq H(c)$$

This version follows directly from standard information causality, as by applying the chain rule the constraint can be written as $\sum_w (I(a_1, a_2 : cg_1g_2 | m_1 = w, m_2 = w) \leq H(c)$ and then $m_1 = w, m_2 = w$ can be treated as a single measurement with outcome $g_1, g_2$.
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