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Abstract—Mixed integer convex and nonlinear programs, MICP and MINLP, are expressive but require long solving times. Recent work that combines data-driven methods on solver heuristics has shown potential to overcome this issue allowing for applications on larger scale practical problems. To solve mixed-integer bilinear programs online with data-driven methods, several formulations exist including mathematical programming with complementary constraints (MPCC), mixed-integer programming (MIP). In this work, we benchmark the performances of those data-driven schemes on a bookshelf organization problem that has discrete mode switch and collision avoidance constraints. The success rate, optimal cost and solving time are compared along with non-data-driven methods. Our proposed methods are demonstrated as a high level planner for a robotic arm for the bookshelf problem.

I. INTRODUCTION

Optimization-based methods are useful tools for solving robotic motion planning problems. Typical approaches such as mixed-integer convex programs (MICPs) \([1],[2]\), nonlinear or nonconvex programs (NLPs) \([3],[5]\) and mixed-integer NLPs (MINLPs) \([6]\) offer powerful tools to formulate these problems. However, each has its own drawbacks. NLPs tend to converge to local optimal solutions. In practice, local optimal solutions have bad properties, such as inconsistent behavior as they depend on initial guesses. Mixed-integer programs (MIPs) explicitly treat the discrete variables. Branch-and-bound is usually used to solve MIPs \([7]\). MIP solvers seek global optimal solutions with more consistent behavior than NLP solvers. For small-scale problems, these algorithms usually find optimal solutions within a reasonable time \([2],[8]\). On the contrary, MIPs can require impractically long solving times for problems with a large number of integer variables \([9]\). MINLPs incorporate both integer variables and nonlinear constraints, hence, very expressive. Unfortunately, we lack efficient algorithms to tackle MINLPs. As a result, it is difficult to implement most of optimization schemes online.

Recently, researchers have started to investigate machine learning methods to gather problem specific heuristics and speed up the optimization solving process. Standard algorithms to solve MIPs such as branch-and-bound and cutting plane methods rely on heuristics to quickly remove infeasible regions. Learning methods can be used to acquire better heuristics. For example, \([10]\) used graph neural networks to learn heuristics. \([11]\) used reinforcement learning to discover efficient cutting planes. On the other hand, data can be collected to learn and solve specific problems \([12],[13]\).

In \([13]\), the authors proposed CoCo which collects problem inputs and solved integer variable strategies offline and trains a neural network. Effectively, this becomes a classification problem, where each strategy has a unique label. For online solving, the neural network will propose candidate solutions, reducing it to a convex program. The results show that CoCo can solve MIPs with around 50 integer variables within a second. However, CoCo has relatively simple neural-network structure. Since the number of possible strategies equals to \(2^\lambda\), where \(\lambda\) is the number of integer variables, the number of unique strategies tend to be close to the total amount of data. This induces overfitting.

Collision avoidance constraints typically appear in multi-agent motion planning problems. Single-agent collision avoidance with the stationary environment is relatively straightforward as the collision-free regions can be precomputed such that the moving agent stays within them. Polyhedrons are typical models for collision-free environment \([14]\). If moving agents have simple shapes such as circles, collision-free constraints can simply enforce that distance between two agents are larger than a known value \([15]\). However, if moving agents have complex shapes, collision avoidance becomes more challenging. Naive methods include enforcing collision avoidance between a large number of...
points sampled within each agent. This approach is obviously computationally expensive. Methods based on KKT conditions are proposed [16] to enforce collision avoidance between convex shapes. This method does not allow the agent to make contact without sacrificing precision. In this paper, we propose a novel approach using separating planes to enforce collision avoidance between convex agents but still allow them to make precise contacts. If the agent has a non-convex shape, it can be decomposed into convex shapes such that this approach can still be used.

For many multi-agent optimization problems, agents can operate under various modes encoded with discrete variables. The discrete mode switching with collision avoidance constraints leads to a mixed-integer bilinear formulation which is challenging to solve. Leveraging on pre-solved data is one approach to solve these formulations fast and reliably. To get a comprehensive understanding of the performance of various data-driven methods on such problems, we introduce the bookshelf organization problem for a benchmark. Given a bookshelf with several books on top, an additional book needs to be placed on the shelf with minimal disturbance to the existing books. The bookshelf problem works well as a good benchmark because it: 1) is an MINLP that can be converted to an MICP problem with hundreds of integer variables, 2) can easily be scaled to push algorithms to their limit, and 3) has practical significance where data can reasonably be gathered, such as in the logistics industry.

To summarize, our contributions are as follows:
1) Formulate the bookshelf organization problem as an MINLP and solve it within seconds.
2) Benchmark the performance of different data-driven formulations on the bookshelf organization problem.
3) Implement the solutions on hardware to stow items into the shelf.

II. RELATED WORKS

A. Motion Library

Motion library is a typical method to leverage offline computing power. A large number of controllers are precomputed offline and stored inside a library. Online, the controllers are selected based on the robot state in the nearest neighbor manner. This method can provide more robust and global policies faster than online solving techniques such as dynamic programming [17]. Motion libraries have been used to synthesize controllers for bipedal walking [18], and simulated multi-link swimming [19]. However, this method does not adapt well to situations not previously seen in the library.

B. Parametric Programming

Parametric programming is a technique to build a function that maps to the optimization solutions from varying parameters of the optimization problem [20], [21]. Previous works has investigated parametric programming on linear programming [22], quadratic programming [23], mixed-integer nonlinear programming [24]. As an implementation of parametric programming on controller design, explicit MPC [23], [25] tries to solve the model-predictive control problem offline, and stores active sets. When computed online, the problem parameter can be used to retrieve the active sets. [23] solved a constrained linear quadratic regulator problem with explicit MPC and proved that the active sets are polyhedrons. Therefore, the parameter space can be partitioned using an algorithm proposed by [26]. However, when the problem is non-convex, the active sets do not in general form polyhedrons. Therefore, it is significantly more complex to compute critical regions offline.

C. Learning Problem-solution Mapping

The basic ideas behind parametric optimization is to construct a mapping from the descriptor of the problem to the solutions of the problem. For simple problems, this may be done analytically with parametric optimization techniques. For more challenging problems, it makes more sense to use learning approaches. For relatively smaller datasets, previous works [12], [27], [28] directly store the data points and pick out warm-start using non-parametric learning such as K-nearest neighbor (KNN), and solve the online formulation. Effectively, this approach adds an online adaptation step to the motion library method, which turns out to work well. On the other hand, modern learning techniques such as neural-networks can learn an embedding of a larger set of parameters that maps to the solutions [13]. One advantage of using neural-network methods is the capability to deal with out-of-distribution situations that are not included in the training set [29].

D. Mixed-integer Programming

To allow online adaptation, one needs to solve an online optimization formulation in real-time. This online formulation can have several forms. Typical robotics problem includes discrete contact and discrete operating modes. There are generally two ways to include discrete variables in the optimization formulation. Mixed-integer programs include continuous variables and explicit discrete variables. The definition of mixed-integer variables is that if the discrete variables are relaxed into continuous ones, the problem becomes convex [30]. Typical mixed-integer programming solvers use branch-and-bound methods [7], cutting plane methods [31], and rely on heuristics to choose the branch to explore. Despite the worst case of solving time, a large portion of problems only requires exploring a small portion of the search tree [32]. Mixed-integer programs have been implemented for online motion planning such as [8].

E. Mathematical Programming with Complementary Constraints

On the other hand, mathematical programs with complementary constraints (MPCC) models discrete modes through continuous variables with complementary constraints. Complementary constraints enforce a pair of variables such that if one of them is non-zero, the other one should be zero. This constraint is traditionally hard to solve and is sensitive to initial guesses. Algorithms such as time-stepping [33],
pivoting [34], central path methods [35] are proposed to resolve complementarity. In the robotics community, complementary constraints are typically used to optimize over gaits for trajectory optimization [36], [37] or control with implicit contacts [38] where contact forces and distance to the ground are complementary with each other. On the other hand, complementary constraints can also be used to model binary variables [39].

III. BOOKSHELF ORGANIZATION PROBLEM SETUP

Assume a 2D bookshelf with limited width \( W \) and height \( H \) contains rectangular books where book \( i \) has width \( W_i \) and height \( H_i \) for \( i = 1, \ldots, N - 1 \). A new book, \( i = N \), is to be inserted into the shelf. The bookshelf contains enough books in various orientations, where in order to insert book \( N \), the other \( N - 1 \) books may need to be moved, i.e., optimize for minimal movement of \( N - 1 \) books. This paper focuses on inserting one book using a single robot motion during which the book is always grasped. The problem settings can be extended to a sequence of motions with re-grasping. This problem is useful in the logistics industry.

Fig. 2 shows the constraints, variables and objective function for the bookshelf problem. The variables that characterize book \( i \) are: position \( x_i = [x_i, y_i] \) and angle \( \theta_i \) about its centroid. \( \theta_i = 0 \) when a book stands upright. The rotation matrix is: \( R_i = [cos(\theta_i), -sin(\theta_i); sin(\theta_i), cos(\theta_i)] \). Let the 4 vertices of book \( i \) be \( v_{i_k}, k = 1, 2, 3, 4 \). The constraint \( A \) in Fig. 2 shows the linear relationship between \( x_i \) and \( v_{i_k} \), where \( h_{i,k} \) is the constant offset vector from its centroid to vertices. Constraint \( B \) enforces that all vertices of all books stay within the bookshelf, a linear constraint. Constraint \( C \) enforces the orthogonality of the rotation matrix, a bilinear (non-convex) constraint. Constraint \( D \) enforces that the angle \( \theta_i \) stays within \([-90^\circ, 90^\circ]\), storing books right side up.

To ensure that the final book positions and orientations do not overlap with each other, separating plane constraints are enforced. For convex shapes, the two shapes do not overlap with each other if and only if there exists a separating hyperplane \( a^T x = b \) in between [40]. That is, for any point \( p_1 \) inside shape 1 then \( a^T p_1 \leq b \), and for any point \( p_2 \) inside shape 2 then \( a^T p_2 \geq b \). This is represented by constraint \( E \). Constraint \( F \) enforces \( a \) to be a normal vector. Both \( E \) and \( F \) are bilinear constraints.

Finally, we need to assign a state to each book \( i \). For each book, it can be standing straight up, laying down on its left or right, or leaning towards left or right against some other book, as shown in the far right column in Fig. 2. For each book \( i \), we assign a set of integer variables \( z_i \). If book \( i \) stands upright \( (z_{i,2} = 1) \) or lays flat on its left \( (z_{i,1} = 1) \) or right \( (z_{i,3} = 1) \), constraints \( K_1 \) or \( J_1 \) or \( H_1 \) are enforced, respectively. If book \( i \) leans against another book (or left/right wall which can be treated as static books) on the left or right, constraints in \( K \) and \( L \) are enforced, respectively. To this end checks need to indicate the contact between books. By looking at the right column in Fig. 2, we can reasonably assume that the separating plane \( a^T x = b \) always crosses vertex 1 of the book on the left and vertex 4 of the book on the right. This is represented by bilinear constraints, \( K_1 \) and \( L_1 \). In addition, the books need to remain stable given gravity. Constraints \( K_2 \) and \( L_2 \) enforce that a book is stable if its \( x \) position stays between the supporting point of itself (vertex 2 if leaning rightward and vertex 3 if leaning leftward) and the \( x \) position of the book that it is leaning onto. Lastly, constraint \( K_3 \) and \( L_3 \) enforce that the books have contact with the ground. For practical reasons, we assume that books cannot stack onto each other, i.e., each book has to touch the ground of bookshelf at at least one point. We note that constraints in \( H, I, J, K, \) and \( L \) can be easily formulated as MICP constraints using big-M formulation [41], such that they are enforced only if the associated integer variable \( z = 1 \). Also, it can easily be extended to allow stacking for our problem. Any contact conditions between pairs of books may also be added into this problem as long as it can be formulated as mixed-integer convex constraint. Overall, this is a problem with integer variables, \( z_i \), and non-convex constraints \( C, E, F, K_1, \) and \( L_1 \), hence, an MINLP problem.

Practically, this problem presents challenges for retrieving high quality solutions. If robots were used to store books, the permissible solving time is several seconds, and less optimal solutions mean longer realization times. The video of our hardware implementation demonstrates non-optimal insertion cases that requires multiple additional robot motions that dramatically increase the chance of failure. There are several potential approaches to resolving this issue: fix one set of nonlinear variables and solve MICP [42], convert the nonlinear constraints into piece-wise linear constraints and formulate them into an MCP [1], or directly apply MINLP solvers such as BONMIN [43]. As expected, these approaches struggle to meet the requirements.

IV. LEARNING ALGORITHM

Assume that we are given a set of problems parametrized by \( \Theta \) that is drawn from a distribution \( D(\Theta) \). For each \( \Theta \), we seek a solution to the optimization problem:

\[
\begin{align*}
\text{minimize} \quad & f_{obj}(x, z; \Theta) \\
\text{s. t.} \quad & f_i(x, z; \Theta) \leq 0, \quad i = 1, ..., m_f \\
& b_j(x, z; \Theta) \leq 0, \quad j = 1, ..., m_b
\end{align*}
\]

(1)

Where \( x \) denotes continuous variables and \( z \) binary variables with \( z_i \in \{0, 1\} \) for \( i = 1, ..., dim(z) \). Constraints \( f_i \) are mixed-integer convex, meaning if the binary variables \( z \) are relaxed into continuous variables \( z \in [0, 1] \), \( f_i \) becomes convex. Constraints \( b_j \) are mixed-integer bilinear, meaning that relaxing the binary variables gives bilinear constraints. Without loss of generality, \( x \) and \( z \) are assumed to be involved in each constraint. We omit equality constraints in (1) as they can be turned into two inequality constraints from opposite directions.

In general, there are two directions to convert a mixed-integer bilinear program to either a mixed-integer linear program or a nonlinear program. To convert to a mixed-integer linear program, one needs to convert non-convex
constraints to mixed-integer linear constraints. For example, we can convert trigonometry constraints into piece-wise linear constraints [1], or convert bilinear constraints into mixed-integer envelope constraints [30]. However, mixed-integer envelope constraint tend to significantly increase the solving time. In [9], the trajectory planner is based on mixed-integer formulation with envelopes to approximate the bilinear moment constraints. To walk a few steps upstairs, the solver can take several hours to find a feasible solution. The other approach is to convert the binary variables into continuous variables with complementary constraints. This approach requires the solver to deal with a potentially large number of complementary constraints known to be computationally difficult. Directly solving the NLP with complementary constraints without an informed initial guess result in high chance of infeasibility, unless special treatment such as [33] are used. Those methods, however, result in slower solving speed from our benchmark results.

For both directions mentioned above, incorporating pre-solved data to learn a good warm-start online can improve the solving speed or rate of feasibility, as we will show in our experiments. If the learning agent with the problem description $\Theta$ can partially provide feasible integer variables, the size of the mixed-integer optimization problem can be reduced and hence solved faster. If the learning agent can provide a complete list of integer variables, the problem reduces to a convex optimization permitting convex solvers such as OSQP [44]. On the other hand, if the learning agent provides a good initial guess for the variables involved in complementary constraints, the feasibility to solve the problem significantly increases.

To better understand the performances of the approaches mentioned above, we compared their performances on the bookshelf problem. In addition, we have also tested the performance of non-data-driven methods, including manually designed heuristics, and nonlinear ADMM [45] as benchmarks. We first collect the initial dataset. This is done by sampling the problem parameters $\Theta$, then solving the samples with a non-data-driven approach. Either manually designed heuristics or nonlinear ADMM can be used. We can then use the initial dataset as warm-start points to solve the new problem instances and enlarge the dataset. With warm-start points, data-driven methods can be used, and the new dataset has better optimal costs. This procedure iterates until we arrive at the final dataset. The final dataset is used to learn good problem-solution mapping for warm-start online. The online formulation can be MPCC, MIP, or a convex formulation. In the following sections, we describe the implementation details for each online formulation.

### A. Complementary Formulation

An equivalent formulation of the bookshelf organization problem formulation is to turn all the integer variables $z_i$ into continuous variables with complementary constraints, such that the complete formulation can be solved through NLP solvers. We implemented the formulation from [39]:

$$z_i(1 - z_i) = 0$$  \hspace{1cm} (2)

Which is equivalent to the constraint $z_i \in \{0, 1\}$. We have also tried other implementations in [46] and get similar or worse performances.

After collecting the dataset, we can learn the optimal problem-solution mapping from the problem parameter $\Theta$ to the solution $(x, z)$. Online, the learner samples multiple warm-start points $(x, z)$ for the NLP. The NLP with complementary constraints are then solved using the sampled warm-start one-by-one until a feasible solution is returned.
TABLE I: Benchmark Results

| Method     | ALM-DMM | ADMM-ADMM | MIP-50 | MIP-200 |
|------------|---------|-----------|--------|---------|
| MPCC Default-KN | Knitro | 15000 data | 3.59 sec | 280 ms 990 ms |
| MPCC Default-IPOPT | Knitro | 15000 data | 3.59 sec | 280 ms 990 ms |
| MPCC MIP-KN | Knitro | 36000 data | 17.3 s | 94.75% |
| MPCC MIP-IPOPT | Knitro | 36000 data | 17.3 s | 94.75% |
| OSQP       | IPOPT  | 15000 data | 174 ms | 80 ms |
| Gurobi+Knitro | Knitro | 1000 data | -8637 | 98.75% |
| Gurobi+IPOPT | Knitro | 1000 data | -8637 | 98.75% |
| Gurobi+OSQP | Knitro | 1000 data | -8637 | 98.75% |

B. MIP Formulation

We convert bilinear constraints into mixed-integer linear constraints by gridding the solution space $S$ and approximating the constraints locally inside grids with McCormick envelopes similar to [30]. A McCormick envelope relaxation of one bilinear constraint $w = xy$ [47] is the best linear approximation defined over a pair of lower and upper bounds $[x^l, x^u]$ and $[y^l, y^u]$. Therefore, we first assign grids $G(x)$ to $S$. Let $\{y_i\}$, $l = 1, ..., L$ be one cell in the grid with upper and lower bounds $[x^l, y^u]$. We introduce additional integer variables $n, n_j \in \{0, 1\}$. Each unique value of $n$ corresponds to one cell in the grid within which McCormick envelope relaxations are applied. The constraints $b_j(x, z; \Theta) \leq 0$, $j = 1, ..., m_f$ are converted into L constraints: $E_{b_j}(x, z; \Theta) \leq 0$ for $j = 1, ..., m_b$, and $l = 1, ..., L$, turning (1) into an MICP:

$$\min_{x, z, n} f_{obj}(x, z, n; \Theta)$$

s. t. $$f_i(x, z; \Theta) \leq 0, \quad i = 1, ..., m_f$$
$$E_{b_j}(x, z, n; \Theta) \leq 0, \quad j = 1, ..., m_b, \quad l = 1, ..., L$$

(3)

We use a $\log_2 N$ formulation which means $N$ grids are represented by $[\log_2 N]$ binary variables. For example, $17 \sim 32$ grids are represented by 5 integer variables. Since the intervals generated by the clustering methods are not necessarily connected, the proposed method in [30] does not work. The formulation we use can incorporate intervals that are not connected hence more general. The price to pay is additional continuous variables. Please see Appendix for details of the formulation. Despite the relatively smaller number of binary variables due to $\log_2 N$ formulation, approximating nonlinear constraints with mixed-integer convex constraints still generates a large number of integer variables when high approximation accuracy is desired. As a result, the formulation suffers from extended solving time. We use data-driven methods to reduce the number of integer variables and learn good warm-starts for online applications.

1) Reduced Scale MIP Formulation: [48] proposes REduce as a method to generate smaller scale MIP problems. The basic idea of using unsupervised learning to reduce the size of mixed-integer programs is to identify and cluster the important regions on the solution manifold, and generate MIP formulations with smaller scale. If $\mathbb{R}^{dim(x)}$ is segmented into smaller regions, e.g., clusters, the required integer variables for each cluster can be reduced. This may be seen in Fig. 1 which is an instance of 2-dimensional (dim) $X(\Theta)$ from a bookshelf experiment described in Sec. V-A.

This paragraph reviews the general steps of REduce. To begin, REduce uses pre-solved dataset $(\Theta_k, x_k)$, $k = 1, ..., K$. We pre-assign grids $G(x)$ to the solution space $S$. The size of grids depends on the approximation accuracy requirement for bilinear constraints. REduce begins by performing unsupervised learning on the pre-solved dataset to retrieve clusters that indicates regions on $X(\Theta)$. Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [49] was used to cluster on $x$ which gives clusters $x_1, x_2, ..., x_C$, where $C$ is the number of clusters. We then trace $\Theta \rightarrow x$ map backwards to create clusters in $\Theta$ space, i.e. $(\{\Theta_1\}, \{x_1\}), ..., (\{\Theta_C\}, \{x_C\})$. Next, a supervised classifier is trained to classify $\Theta, c$. We use Random Forest which requires relatively smaller amounts of data to train than deep learning methods. For all $\{x\}_c$, in cluster $c$, we find the grid cells that they occupy and re-assign integer variables $z_c$ and $n_c$ to each cluster. At this point, the original MIP problem is segmented into smaller scale MIP problems with faster solving speed. When a new problem instance comes online, the classifier is used to point the new problem to one of the existing clusters and the reduced scale MIP is solved.

The idea of solving smaller sub-MIPs bears similarities with algorithms such as RENS [50] and Neural Diving [10] where a subset of integer variables are fixed from linear program solutions or a learned model, while the others are solved. Our method, however, segments the problem through an unsupervised clustering approach.

2) Convex Formulation: In the extreme case, if the learner can provide a complete warm-start of the binary variables, the problem online becomes convex permitting fast QP solvers. [13], [51], [52] define integer strategies to be tuples of $I(\Theta_i) = (z^*, n^*, T(\Theta_i))$, where $(x^*, z^*, n^*)$ is an optimizer for problem (3), $T(\Theta_i) = \{i \in 1, ..., m_f, j \in 1, ..., L | f_i(x^*, z^*; \Theta) = 0, E_{b_j}(x^*, z^*, n^*; \Theta) = 0\}$ is the set of active inequality constraints. Given an optimal integer strategy $I(\Theta_i)$, solutions to (3) can be retrieved through solving a convex optimization problem. This idea is adopted for learning warm-start with a convex formulation online. We have implemented both K-nearest neighbor to sample the points that are closest to the new problem $\Theta$. We have also tested a simple neural-network structure identical to [13].

C. ADMM Formulation

We implemented a non-data-driven benchmark based on the ADMM algorithm in [53]. The idea is to separate the MINLP into a MIP formulation and an NLP formulation with the exact copies of variables but different constraints, and iterate between them until the consensus is reached. The MIP formulation contains constraints
A, B, D, G, H1, I1, J1, K2, K3, L2, L3, while missing bi-linear constraints C, E, F, K1, L1. The NLP formulation contains constraints A, B, C, D, E, F, H, I, J, K, L, while missing the mode constraint G which says \( z_i \)s are integers. The formulation is elaborated in Eqn. 4.

\[
\text{minimize} \quad f_{\text{obj}}(x, r_i, v_{i,k}, a_j, b_j, z_i)
\]

subject to

\[
\text{Mixed integer constraints:} \tag{4}
\]

A, B, D, G, H1, I1, J1, K2, K3, L2, L3

\[
\text{Nonlinear constraints:} \tag{4}
\]

A, B, C, D, E, F, H, I, J, K, L

The ADMM iterates the following 3 steps: first it solves the MIP formulation in (4), then solves the NLP formulation in (4). Finally it updates the dual variables. The process continues till convergence. Let \( \text{var}_1 \) and \( \text{var}_2 \) be the copies of the variables in formulation (4). Let \( w \) be the dual variables. \( G \) are the weights. The first step is:

\[
\text{minimize} \quad \| \text{var}_1^i - \text{var}_2^i + w^i \|_{G_k}
\]

s.t. Mixed-integer constraints in (4)

The next step solves the NLP:

\[
\text{minimize} \quad \| \text{var}_1^i - (\text{var}_1^{i+1} + w^i) \|_{G_k}
\]

s.t. Nonlinear constraints in (4)

Finally, we update the dual variables and weights:

\[
\begin{align*}
    w^{i+1} &= w^i + \text{var}_1^i - \text{var}_2^i \\
    G_{k+1} &= \gamma G_k \\
    w^{i+1} &= w^i / \gamma
\end{align*} \tag{5}
\]

V. EXPERIMENT

A. Setup

We place 3 books inside the shelf where 1 additional book is to be inserted. Grids are assigned to the variables involved in the non-convex constraint C, E, F, K1, L1: \( R_i(\theta_i) \), \( a_j \) and \( v_{i,k} \). These variables span a 48-dim space. The rotation angles \( \theta_i \), which includes \( R_i \), are gridded at \( z/8 \) intervals. Elements in \( a_j \) are gridded on 0.25 intervals. Elements in \( v_{i,k} \) are gridded at intervals \( 1/8 \) the shelf width \( W \) and height \( H \). Table II lists the number of grids for each non-convex variable. Our MICP formulation results in 130 integer variables in total. The input vector includes the center positions, angles, heights and widths of stored books and height and width of the book to be inserted. The input dimension is 17.

The problem instances are generated using a 2-dim simulated environment of books on a shelf. Initially, 4 randomly sized books are arbitrarily placed on the shelf, and then 1 is randomly removed and regarded as the book to be inserted. Contrary to the sequence, the initial state with 4 books represents one feasible (not necessarily optimal) solution to the problem of placing a book on a shelf with 3 existing books. This guarantees that all problem instances are feasible. Since this problem can be viewed as high-level planning for robotic systems, the simulated data is sufficient. For applications outside of the scope of this paper real-world data may be preferable in this pipeline.

All methods are tested on 400 randomly sampled bookshelf problems in the same distribution using the same method mentioned above. All results are listed in table I.

B. Complementary Formulation

As mentioned in the Section V-B, we turn the binary variables into continuous variables with complementary constraints. We selected both IPOPT and Knitro solvers to solve the MPCC formulation. A small relaxation of \( \epsilon = 10^{-3} \) on the right hand side of the complementary constraints is used to increase the chance of getting a feasible solution.

Zero Warm Start As a baseline, we solve the problem with the default initial guess of the solvers (all zeros). The results are shown in the column of Table I named "MPCC_default". As we can see, despite the relaxation of complementary constraints, the rate of solving the problem successfully with zero warm-start is almost zero.

Warm Start with Manually Designed Heuristics Another baseline is to warm-start the formulation with human-designed heuristics. The bookshelf problem requires inserting one book minimizing the movements of the existing books. Therefore, a good initial guess is to directly use the continuous and discrete variables from the original scene. We also pre-solve the separating planes using the original scene to warm-start the parameters \( a \) and \( b \). The authors believe this is the best initial guess readily available without paying much more effort. The results are shown in Table I in the column "MPCC_Manual".

Implementing this initial guess increases the success rate to more than 70%, significantly better than the default initial guess from the solver. However, we noticed that this success rate drops as the number of books increases. When there are only 2 books on the shelf, inserting the 3rd book has over 80% success rate with the same approach for the initial guess. Therefore, the manually selected initial guess may not scale to problems with much larger sizes.

Warm Start with pre-solved Dataset We show the result of using K-nearest neighbor learner to pick out the top 3 candidates from a 15000 pre-solved dataset in the column "MPCC_KNN3" column in Table I. The results show that a simple KNN solver is able to significantly increase the rate of getting a feasible solution to more than 98%. The average iteration of solving the problem is only slightly more than 1 showing that most problem instances are solved with only 1 K-nearest neighbor sample. Since the MPCC formulation keeps the non-convexity of the original formulation, it permits the solver to explore larger regions, hence the learner does not need to pick out a point or region that is very close to the optimal solution as required by the convex formulation. Note that we found warm-starting the non-convex continuous variables is as important as warm-starting the discrete (complementary) variables.
TABLE II: Segmentations of Non-convex Variables

| variable                        | range         | # of segmentations |
|---------------------------------|---------------|-------------------|
| Item orientation $\theta$ (rad) | $[-\pi/2, \pi/2]$ | 8                 |
| Separating plane normal $a$     | [-1, 1]       | 8                 |
| Vertex x position $v_x$ (cm)    | [-9, 9]       | 4                 |
| Vertex y position $v_y$ (cm)    | [0, 11]       | 4                 |

C. Mixed-integer Programming Formulation

1) Reduced Scale MIP Formulation: We implemented the clustering method proposed in section V-C to reduce the size of MIP formulation. The dataset used for clustering has a size of 1000, and is classified into 26 clusters. A random forest classifier is trained to predict the cluster label on the dataset which achieves 92%. As the new problem instance arrives, the random forest classifier selects the cluster, then the region occupied by the non-convex solutions for this dataset is used to solve the mixed-integer programming. The results are shown in the columns named "MIP" in Table I.

As the results show, this method has the highest chance to solve the new problem instances. However, the solving time is significantly longer than the MPCC formulation and the convex formulation. The reason is that some problems which do not get classified correctly. It can take minutes to solve those cases making the average solving time much longer. We are still working on tuning the clustering method to eliminate those cases.

2) Convex Formulation: To make the online formulation convex, the non-convex part of the continuous solutions is first discretized, then the complete list of integer variables is used for training. We discretize the variables using the range given by Table II. A K-nearest neighbor learner is trained to pick out the first 10 integer solutions. They are used to turn the mixed-integer program into convex programs which are then solved one by one until a feasible solution is retrieved. We select the solver OSQP to solve those convex problems. This solver automatically uses the previous solution to warm-start the next solution for faster solving speed. The maximal iterations can be tuned. As most of the problems take no more than 200 iterations to solve, we set this parameter to 200. Setting the maximal iteration to 600 will incorporate more solutions, but the average solving time is longer as it takes more time before the solver decides infeasibility. The result is shown in the columns named "Convex" in Table I.

The result shows that the convex formulation achieves the fastest solving speed due to the strong performance of convex solvers. The authors suspect that the solvers such as OSQP utilized the heuristics specific to convexity, hence run faster than well-initialized NLP solvers such as Knitro. On the other hand, the price to pay for turning the problem into convex is that the learner needs to perform better than in the MPCC case. This is indicated by the 4.85 average iterations required to find a feasible solution. Due to the inherent issue with KNN, some instances are classified incorrectly, and the solver wastes much longer time going over the infeasible integer variables.

As the space is discretized, the $\Theta$ space is no longer Euclidean. The quantities that are close to each other in the Euclidean distance sense, but on different sides of the discretization boundary will be assigned different integer variables, hence no longer close to each other. The KNN utilizes Euclidean distance, thus ignoring this non-Euclidean effect and failing to select the correct warm-start integers in those cases.

D. Nonlinear ADMM Formulation

As a non-data-driven benchmark, we implemented the nonlinear ADMM method on the MINLP formulation by iterating between a mixed-integer formulation and a nonlinear formulation as described in Section V-D. To keep this method non-data-driven, manually designed heuristics same as V-B are used to warm-start the nonlinear formulation to increase the feasibility rate. A sufficient effort is devoted to tuning the weights $G$, $\gamma$, and scaling the variables properly to ensure the performance is on the better end. Since the mixed-integer approximations on the bilinear constraints induce numerical errors, termination conditions and accuracy of bilinear collision avoidance constraints are set lower to match the accuracy of mixed-integer envelope formulation. The results are shown in the column named "ADMM" in Table I.

According to the results, ADMM works fairly well for getting a feasible solution. The solving speed is several times slower compared to the data-driven MPCC formulation and convex formulation. One important reason is that it usually takes 4-5 iterations (1 iteration includes 1 MIP and 1 NLP) to get a feasible solution. The nonlinear formulation takes more than 70% of the solving time, due to the separating plane constraints. If data-driven methods can be used to warm-start the nonlinear formulation, a faster solving speed may be achieved. In addition, the average optimal cost from ADMM is worse than most of the data-driven methods. The authors suspect that the reason is due to the extra consensus terms in the objective function which guides the convergence.

E. Hardware Experiment

We implement our optimization results on hardware with a 6 degree of freedom manipulator [54] to insert a book onto a shelf. To automate the system, a trajectory planner is required to generate the insertion motion, which is common in practice. The hardware implementation is shown in the attached video.

VI. CONCLUSION, DISCUSSION AND FUTURE WORK

This paper proposes data-driven methods to solve MPCC, MIP, or convex formulation applied to a bookshelf organization problem formulated into mixed-integer non-convex optimization incorporating mode switch and separating planes as collision avoidance constraints. The performances of the proposed data-driven methods are compared. The planned organizations are implemented on the hardware.

According to our test, data-driven methods can simultaneously achieve good optimality, fast solving speed, and high success rate leveraging on a reasonable amount of presolved data. Among the online formulations, MPCC keeps
the original non-convex formulations hence can converge better even from a relatively bad initial warm-start. The implementation of MPCC on NLP solvers is easier than the convex formulation which requires converting the non-convex constraints into mixed-integer envelope constraints. The solving speed of MPCC formulation is also fast. The convex formulation has the fastest solving speed due to well-performed convex solvers. However, since additional constraints are added to make the problem convex, it is more difficult for the learner to select a good warm-start, resulting in more trials. Finally, non-data-driven methods such as nonlinear ADMM have a decent chance to get a feasible solution. However, both the optimality and the solving speed are much worse.

The obvious merit of the data-driven approach is that it can solve the problem fast, but also optimally and reliably as long as the new problem instance is within the trained parameter regime. An obvious challenge with this method is how to generalize the training to cases outside the dataset. To achieve this goal, simple learners such as KNN do not perform well, and more modern learning methods such as auto-encoders are to be explored.
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Assume the number of regions used is $N$. Depending on the number of integer variables used, the formulation can generally be divided into 2 categories: 1) If the number of integer variables is $N$, we call it $N$ formulation, e.g., the convex hull formulation [55]. 2) If the number of integer variables is $\log_2 N$, we call it $\log_2 N$ formulation, e.g., [56], [56] presents a $\log_2 N$ formulation to model the special ordered sets of type 2 (soc2). However, there are several limitations of this formulation. For example, the segmented regions need to be connected to be a valid sos2 constraint, i.e., the two consecutive couple of non-zero entries can be any consecutive couple in the set. In this paper, we use MIP to model convex polytopes of arbitrary locations. This can increase the complexity for sos2 techniques as the polytopes can be disjunctive. The disjunctive constraints can be handled with convex hull formulations at a price of introducing more integer variables which may result in slower solving speeds.

In this appendix, we demonstrate an intuitive but general $\log_2 N$ formulation to model combinations of convex polytopes at any locations which serves as the base MIP formulation for the bilinear constraints in our paper. Assume the variable $x$ is enforced to be within one of the $N$ convex polytopes, denoted by $A_i x \leq b_i$, $i = 1, ..., N$. We introduce $m = \log_2 N$ binary variables $z_1, ..., z_m$, $z_i \in \{0, 1\}$. Each combination of unique values of binary variables can be assigned to a convex polytope. Let the assignment be:

$$z = \bar{z}_i \Rightarrow A_{i,j} x \leq b_j$$  \hspace{1cm} (6)

Where $\bar{z}_i = [\bar{z}_{i,1}, ..., \bar{z}_{i,m}]$ are constant binary values associated with polytope $i$. Note $\bar{z}_i \neq \bar{z}_j$ if $i \neq j$. In other words, we require that when $z = \bar{z}_i$, $x$ stays within the polytope $A_i x \leq b_i$; otherwise, the constraint is unenforced.

Denote the vertices of the polytopes by $v_{i,j}$, $i = 1, ..., N$, where $n_i$ is the number of vertices associated with polytope $i$. Each vertex $v_{i,j}$ is assigned a continuous non-negative variable $\lambda_{i,j} \in [0, 1]$. In general, one can run a mathematical program (e.g., [57]) to get vertices from the nondegenerate system of inequalities $A_i x \leq b_i$. As a result, the assignment becomes:

$$x = \sum_{j=1}^{n_i} \lambda_{i,j} v_{i,j}$$

$$z = \bar{z}_i \Rightarrow \sum_{j=1}^{n_i} \lambda_{i,j} = 1, \quad \lambda_{i,j} \in [0, 1]$$  \hspace{1cm} (7)

The formulation can be written as:

\begin{align*}
(5.a) \quad x &= \sum_{i=1}^{N} \sum_{j=1}^{n_i} \lambda_{i,j} v_{i,j} \\
(5.b) \quad \sum_{i=1}^{N} \sum_{j=1}^{n_i} \lambda_{i,j} &= 1, \quad \lambda_{i,j} \in [0, 1] \\
(5.c) \quad \sum_{k=1}^{m} \sum_{j=1}^{n_k} \lambda_{k,j} \leq \sum_{l=1}^{m} |z_l - \bar{z}_{i,l}| 
\end{align*}

APPENDIX

We explain the formulation that is used to solve the MIPs in Sec. V-A.

For a non-convex constraint, that we segment it into multiple regions and locally approximate or relax them into convex constraints. In this paper, we relax the bilinear constraints locally into convex polytopes (McCormick envelopes). Each polytope is associated with a unique combination of integer variable values, hence, mixed-integer convex constraints.
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The set of constraint in (8) enforces (7) for all polytopes, as $\sum_{l=1}^{m} |z_l - \bar{z}_{i,l}| = 0$ only when $z = \bar{z}_i$, enforcing that all $\lambda$'s that are not associated with polytope $i$ to be zero. If $z \neq \bar{z}_i$, $\sum_{l=1}^{m} |z_l - \bar{z}_{i,l}| \geq 1$ and constraint (5.c) is looser than constraint (5.b), hence, trivial.

Note that formulation (8) works for any convex polytope that can be written as $A_i x \leq b_i$. In this paper, the polytopes are McCormick envelope constraints which is a special case.