Parity flipping mediated by a quantum dot in Majorana Josephson junctions
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The detection of the Majorana bound states (MBSs) is a central issue in the current investigation of the topological superconductors, and the topological Josephson junction is an important system for resolving this issue. In this work, we introduce an external quantum dot (QD) to Majorana Josephson junctions (MJJs), and study the parity flipping of the junction induced by the coupling between the QD and the MBSs. We demonstrate Landau-Zener (LZ) transitions between opposite Majorana parity states when the energy level of the QD is modulated. The resulted parity flipping processes exhibit voltage signals across the junction. In the presence of a periodic modulation on the QD level, we show Landau-Zener-Stückelberg (LZS) interference on the parity states. We demonstrate distinctive interference patterns at distinct driving frequencies. These results can be used as signals for detecting the existence of the MBSs.

I. INTRODUCTION

Recently, MBSs in topologically superconducting systems have attracted much attention due to the non-Abelian statistics, braiding operations and possible applications in topological quantum computation [1–10]. Theoretical proposals for MBSs are mostly based on heterostructures, where topological nontrivial states appear with the superconducting proximity effect and a delicate balance of system parameters [11, 12]. With the rapid progresses in material growth technologies, detection of the MBSs becomes an urgent issue. While experimental signatures for MBSs have been reported in a number of experiments [11, 13–19], evidence for MBSs is still required for further pursuit of topological quantum computation.

Among the various systems for MBSs, the topological Josephson junction is particularly interesting. A typical one-dimensional topological junction hosts two MBSs at the two sides of the junction. These two MBSs couple with each other, defining a two-level system where the two states represent the even and odd fermionic parities of the junction [5, 20–22]. The even/odd parity defines the two distinct ground state of the junction and is responsible for the $4\pi$-periodic Josephson current phase relation. The quantum dynamics of the parity state induced by the injection current has been shown to be useful for understanding the transport features of the topological junctions.

For topological superconductors, it has been shown that an external QD, such as epitaxial region of semiconducting InAs wire [23], can flip the parity of the topological ground states. QDs are zero dimensional systems which can be described by a single fermionic level. When the energy of this QD level is raised from deep below zero to well above zero, one electron would hop from the QD to the nearby MBSs and the parity state is flipped. One would expect interesting features if the parity state of a topological Josephson junction is flipped with a QD. In particular, a dynamical manipulation of the QD level would induce transport response in the Josephson junction.

In this work, we study the voltage evolution induced by parity flipping through LZ transition in a MJJ as sketched in Fig. 1. Four MBSs appear in the junction, with two of them located at the ends of the wire and the other two located near the tunneling barrier in the middle of the wire. The two MBSs near the tunneling barrier define a local Majorana parity state [24, 25], and the QD is only coupled to the second MBS from left to right, thus the coupling between them generates a $4 \times 4$ Hamiltonian which determines quantum dynamics of the parity state through a Schrödinger equation. The Josephson Hamiltonian is critically influenced by the superconducting phase difference across the junction, which is well described by the quantum resistively and capacitively shunted junction (RCSJ) model [26–30]. In this model, the classical dynamics of the phase difference is determined by the quantum average of local Majorana parity. This combination of classical dynamics of the phase difference and quantum dynamics of the Majorana parity state yields a junction dynamics distinct from conventional RCSJ model without Majorana channel. We calculate the time evolution of the Josephson phase with a raising QD level energy, and find that the quantum dynamics of the Majorana parity state yields a $4\pi$-period voltage for MJJs. Then we find a $4\pi$-periodic hopping behavior of the QD occupation probability curve after parity flipping in the underdamped regime. These behaviors can be used as possible signatures for the existence of MBSs since it is unique to MJJs. Meanwhile, we consider the influence of the decoherence to the voltage curve. Next, we study the LZS interferences at distinct driving frequencies. These results can be used as signals for detecting the existence of the MBSs.

∗ yaodaox@mail.sysu.edu.cn
the Rabi oscillation is similar to some damped Rabi oscillations observed in experiments [31–35], which can be referred in quantum circuit design.

This work is organized as follows. The model for MJJs is introduced in Section II. The voltage induced by parity flipping for zero temperature regime and the impact of decoherence on it are shown in Section III. The pattern of LFS interference is studied in Section IV, and the result of the damped Rabi oscillation is included in Section V. Finally, we give conclusions in Section VI.

II. SET-UP MODEL

A. Four-Level System

![FIG. 1. Schematic of the MJJ with a QD.](image)

The MJJ sketched in Fig. 1 consists of a spin-orbit coupling nanowire placed over a bulk conventional s-wave superconductor where the supercurrent is contributed by tunneling in the form of both single electron and Cooper pair. The nanowire is adjusted to the topological states with the appropriate chemical potential and Zee man field. A voltage gate is applied in the middle of the wire to create a tunneling barrier. There are four localized MBSs within the wire. Two of them, γ1 and γ4, are locating at the two ends of the wire, while the other two, γ2 and γ3, reside at the two sides of the tunneling barrier, respectively. Then we can define two fermion operators

\[ f_1 = \frac{\gamma_2 + i\gamma_3}{2}, \quad f_2 = \frac{\gamma_4 + i\gamma_1}{2}. \]

These two MBSs near the barrier provide a novel channel for electron tunneling, which introduces an extra 2 \times 2 Josephson Hamiltonian in addition to the conventional Josephson energy from the finite energy quasiparticle channels. For simplicity, we put a QD coupling to only γ2. Including all these aspects, the total Hamiltonian of the system can be separated to four parts:

\[ H = H_j + H_\delta + H_{\text{QD}} + H_T. \]

The Josephson Hamiltonian caused by the tunneling of Cooper pair and single electron is

\[ H_j = H_C + H_M = -E_j \cos \theta + iE_M\gamma_2\gamma_3 \cos(\theta/2) \]

where \(E_j\) and \(E_M\) account for the amplitude of 2π- and 4π-periodic Josephson energy respectively, and \(\theta\) is the gauge invariant phase difference across the junction. The first term in the Josephson Hamiltonian derives from the finite energy quasiparticle channels, which resembles the traditional 2π-period Josephson effect. Note that this term could be omitted because it has no contribution to the parity flipping since it can be expanded to an identity matrix up to scalar multiplication. The second term comes from the tunneling between MBSs which leads to a novel 4π-periodic Josephson energy known as the fractional Josephson effect [37, 38].

The hybridization Hamiltonian can be written as

\[ H_\delta = i\delta_L\gamma_1\gamma_2 + i\delta_R\gamma_3\gamma_4 \]

where \(\delta_L(R)\) are the small couplings between the MBSs in the left (right) side of the tunneling barrier.

The third Hamiltonian is the QD Hamiltonian

\[ H_{\text{QD}} = \varepsilon d^\dagger d, \]

where \(d^\dagger, d\) are the creation and annihilation operators of QD, and \(\varepsilon\) is the energy of the QD.

The QD can couple with one or some of the four Majorana modes. Here, we choose the simplest case, i.e., the QD only couples with \(\gamma_2\). Hence the standard tunneling Hamiltonian through \(\gamma_2\) to QD is

\[ H_T = T_L\gamma_2d - T_R^*d^\dagger\gamma_2 = (f_1 + f_2^\dagger)(T_Ld - T_R^*d^\dagger) \]

where \(T\) and \(T^*\) are the tunneling quantities.

After including a QD, we can define a four-state system with four odd parity states \(f_2(00) = |1\rangle, f_1(00) = |2\rangle, d(00) = |3\rangle, d^\dagger f_2^\dagger f_1^\dagger(00) = |4\rangle\) due to the conservation of the total parity. Typically, \(\delta_L(R) \ll E_M\) as these couplings between MBSs decay exponentially when the length of the wire increases. The increase of the QD energy would break the local parity conservation of the Josephson Hamiltonian, and drives quantum evolution of the parity state through a Schrödinger equation

\[ \frac{d\Psi(t)}{dt} = \left[ \begin{array}{cccc} 0 & T^* & 0 & 0 \\ -T & 0 & -T^* & 0 \\ 0 & -T & 0 & -T^* \\ T & 0 & T^* & 0 \end{array} \right] \Psi(t), \]

where \(E_M = 20 \mu eV, \delta_L = 0.0015E_M, \delta_R = 0.0005E_M,\) and \(T = T^* = 0.01E_M\). For simplicity, we set \(\delta_1 = -\left(\delta_L + \delta_R\right), \delta_2 = -\left(\delta_L - \delta_R\right).\)

B. Total Supercurrent

The MJJ has an internal degree of freedom, i.e., the parity state of the MBSs. This parity state is a unique
feature of MJJs, which distinguishes it from conventional Josephson junctions. More importantly, quantum dynamics of this parity state is controlled by the phase difference \( \theta \), indicating a correlation between the parity degree of freedom and the phase degree of freedom.

Now we start to explore the influence of the parity state on the phase difference. Dynamics of the phase difference can be described by a RCSJ model. Within the RCSJ model, the injection current \( I_\text{in} \) goes through four channels — the capacitance, resistance, Cooper pair, and single electron channels. Therefore the current conservation gives

\[
I_\text{in} = \frac{hC}{2e} \dot{\theta} + \frac{h}{2eR} \dot{\theta} + I_1 \sin \theta + I_2 S_z \sin(\theta/2) \tag{7}
\]

where the Josephson current and the Majorana current are

\[
I_J = I_1 \sin \theta, \quad I_M = I_2 S_z \sin(\theta/2),
\]

and \( I_1 = 6.3 \, \text{nA}, I_2 = 1.6 \, \text{nA}, I_\text{in} = 7 \, \text{nA} \). Note that \( I_\text{in} \) can not be chosen arbitrarily. First, the resistance and capacitance is adjusted properly to make the MJJ circuit in the overdamped regime with the quality factor \( Q = R\sqrt{2eC}/h < 1 \). Then we can find a switching current \( I_\text{sw} \) and a smaller recapturing current \( I_\text{re} \) via plotting the hysteresis curve through an upward and downward scanning current. Finally, we inject the constant current bias \( I_\text{in} \), which is required to be above the lower critical current \( I_{\text{lc}} \) and slightly below the upper critical current \( I_{\text{uc}} = \max(I_J + I_M) \approx 7.46 \, \text{nA}, \) to our set-up [26]. The other two parameters, the capacitance \( C \approx 0.659 \, \text{nF} \) and the resistance \( R = 50 \, \Omega \), also are realistic values close to the estimations in the experiments [27, 39]. Note that the system now is in the underdamped regime with \( Q > 1 \) instead of the early overdamped regime for searching the upper and lower critical currents since the hysteresis can occur in overdamped MJJs [26, 27].

The Majorana operators mentioned above can define a parity operator \( \hat{S}_z = i \gamma_2 \gamma_3 \). If this local Majorana parity is conserved, the Hamiltonian could be simplified to a \( 4\pi \)-periodic Josephson energy, on which a phase difference derivative (proportional to the induced voltage) could appear a \( 4\pi \)-period. There is an intrinsic parity flipping process existing at zero temperature, which can be described by the relative amplitude \( S_z \),

\[
S_z(t) = \langle \Psi(t) | \hat{S}_z | \Psi(t) \rangle = \langle \Psi(t) | i \gamma_2 \gamma_3 | \Psi(t) \rangle = -|c_1(t)|^2 + |c_2(t)|^2 - |c_3(t)|^2 + |c_4(t)|^2. \tag{8}
\]

III. LANDAU-ZENER TRANSITION

Quantum dynamics of MJJs would significantly changes the parity of the Majorana qubits. This gives us an important hint, that is, one could control the voltage behavior of the junction via modulating the Majorana qubit state by a QD. We consider the set-up model shown in Fig. 1, where a QD is placed nearby the junction. We choose the simplest model for the QD, which is

![FIG. 2. The case of fast evolution.](image-url)

The tunneling coefficient \( T = 0.1E_M \) and the \( \varepsilon(t) \) ranges from \( -E_M \) to \( 4E_M \). (a) The energy of the QD. (b)(g) The time-voltage and phase-voltage curves. They show a \( 4\pi \)-periodic oscillation from MBSs. (c) The occupation probability of the QD and (d) the effective tilted washboard potential \( U(\theta) = -E_1 \cos \theta - E_M S_z \cos \frac{\theta}{2} - (h/2e)\theta \). In this process, the parity flips from 1 to \(-1\) which corresponds to the change from the lower potential (red line) to the higher one (green line). It also shows a \( 4\pi \)-period related to MBSs. (e) The fast wiggle of the QD occupation probability has small amplitudes which arises from the Larmor precession. (f) The close-up of the effective tilted washboard potential, from the beginning of the parity flipping process to the second peak, explicitly presents the QD occupation approach.
a single energy level. We place the QD at a very low energy such that there must be one electron occupying on the QD. Thus the system would stay at this state without voltage. If we lift the energy of the QD to a higher energy, the electron on the QD will hop to the MBSs and flip the parity through LZ transition [40, 41]. Then the system would enter the voltage state.

To understand the relation between dynamics of the parity state and the phase difference, we numerically study the system under the linear evolution of the QD energy such as Fig. 2(a). The Schrödinger equation and the RCSJ equation (7) is self-consistently solved by the fourth-order Runge-Kutta method to represent the features of voltages and hoppings.

A. Fast Evolution

If the system evolves fast, we shall set the total evolution time $t_{\text{fast}}$ equals 158.4 ns approximately. The result of the voltage in Fig. 2(b)(g) show a jumping in the voltage curve which is induced by parity flipping and a stable $4\pi$-periodic voltage. Moreover, we observe in Fig. 2(c) that there are several peaks decaying with a $4\pi$-period. We want to mention that these peaks should not exist within the classical picture, such as the tilted washboard model mentioned above, since one particle can only occupy one of two potential curves. However, this just can be considered as a possible evidence for the existence of MBSs. We also observe that there is a fast wiggle for the occupation probability curve in Fig. 2(c)(e), which is caused by the Larmor precession. Then we show the energy levels (color lines) with a $2\pi$-period and a weighted occupation probability curve (black solid) of energy levels with $4\pi$-periodic negative peaks in Fig. 3. The Fig. 2(f) closely shows us the parity flipping process.

However, if the capacitance and resistance is adjusted to make the system in overdamped regime with $Q < 1$, there is only a voltage peak with a jumping and falling such as Fig. 4(b)~(d). Else if in lightly damped regime with $Q \gg 1$, the voltage would increase near-linearly and slowly without jumping such as Fig. 4(e)~(g). We neglect these two cases since both of them are short of practical applications.

B. Adiabatic Evolution

Next, if we have the system evolves adiabatically, the hoppings are no longer regular. First, only the evolution time becomes ten times what it was, i.e., the total evolution time $t_{\text{radio}} / t_{\text{fast}} = 10$. Then we observe in Fig. 5(b) that the occupation probability $P_{\text{QD}}$ still has a $4\pi$-period but more peaks and $P_{\text{QD}}$ does not vanish. By changing the total evolution time, we easily know that the hopping behavior or occupation probability is closely related to the total evolution time.

However, if we change the capacitance $C$ to one hundred times larger and the resistance $R$ to the one-tenth of its original value, the quality factor $Q$ will remain unchanged and the $P_{\text{QD}}$ will behave similarly to Fig. 2(c). Not only the hopping peaks but also the voltage is lower than the first two evolution approaches. It is quite easy to verify.

Here, we want point out that several conductance signals of MBSs have been proposed, among which the quantized zero-bias differential conductance peak is most widely adopted [42–45]. However, the interpretation of these signals are hindered by the possible existence of low energy Andreev bound states which could induce similar signals [46]. It has been suggested that MBSs induce a $4\pi$-period supercurrent [11, 46], however, it is susceptible to the quasiparticle poisoning [47–51]. Hence, our $4\pi$-period result may be considered as a possible evidence for MBSs. So far, we cannot precisely interpret the origin of these peaks.

C. Decoherence by Quasiparticle Poisoning

In fact, the system is coupled to the thermal equilibrium fermionic environment, such that the decoherence from the quasiparticle poisoning should be taken into consideration [52, 53]. From the open quantum system point of view, we can analyse the decoherence problem in this four-level system by introducing the density matrix $\rho(t) = |\Psi(t)\rangle\langle\Psi(t)| = \sum_{i,j=1}^{4} \rho_{ij}(t) |i\rangle\langle j|$ and the Lindblad master equation [54–56]

$$\frac{d\rho}{dt} = -\frac{i}{\hbar} [H, \rho] + \sum_{i=1}^{4} \frac{1}{i} \left( L_i \rho L_i^\dagger - \frac{1}{2} \{ L_i^\dagger L_i, \rho \} \right)$$ (9)

FIG. 3. The energy levels (color lines) and weighted occupation curves of levels (black line). We find that the two middle levels have near-crossings at the vicinity of 90 ns. When the QD energy is low, the particle would stay at the lowest level. When the QD energy is high enough, the electron hops from QD to MBSs, however, there is a certain probability to hop back in our model, which is different from the classical tilted-washboard potential picture.
where \( \tau_i \) are the decoherence times and \( L_i \) are the all possible standard Lindblad forms:

\[
\begin{align*}
L_{1,2,3,4} &= |\phi_{1,2,3,4}\rangle \langle \phi_1|, \\
L_{5,6,7,8} &= |\phi_{1,2,3,4}\rangle \langle \phi_2|, \\
L_{9,10,11,12} &= |\phi_{1,2,3,4}\rangle \langle \phi_3|, \\
L_{13,14,15,16} &= |\phi_{1,2,3,4}\rangle \langle \phi_4|, \\
\end{align*}
\]

with the four instantaneous eigenstates \( |\phi_{1,2,3,4}\rangle \) of the Hamiltonian \( \mathcal{H} \). Meanwhile, \( L_{3,4,7,8,12} \) are related to depolarization and then described by depolarization time \( \tau_{\text{depo}} \). And \( L_{1,6,11,16} \) are related to dephasing and then described by dephasing time \( \tau_{\text{deph}} \). In general, \( \tau_{\text{depo}} \gg \tau_{\text{deph}} \) [48, 49, 57–59].

The decoherence time for this process is an exponential function of the superconducting gap \([48, 49]\),

\[
\frac{\hbar}{\tau} = \lambda T e^{-\Delta/T},
\]

where \( \lambda \) is a dimensionless factor estimated around 0.01 and the temperature \( T \gg \Delta \) for quasiparticle poisoning processes in nanowire systems [48]. We present the result of the voltage curve with typical values \( \tau_{\text{depo}} = 1000\hbar/E_M \) and \( \tau_{\text{deph}} = 0.1\hbar/E_M \) in Fig. 6. It can be seen that the induced voltage still exists and emerges earlier than the case without the decoherence. By tuning the depolarization and dephasing time, we find that the longer the decoherence times are, the later the induced voltage appears. This agrees with our intuition, because if the decoherence times are long enough, the second term in the right-hand of the master equation (9) vanishes, and thus the master equation degenerates to Liouville equation. This limiting case exactly corresponds to the previous scenario without the decoherence. Furthermore, the dephasing time has little impact on the induced voltage and is much lesser than it of the depolarization time.

It follows that the induced voltage is robust. Note that the parity does not flip from 1 to \(-1\) any more, but oscillates around zero after the voltage jumping.
IV. LANDAU-ZENER-STÜCKELBERG INTERFERENCE

The LZ transition and LZS interference are two kinds of standard quantum behaviors, the latter exhibits a periodic dependence on the phase in a multi-level quantum system in which two of energy levels exhibit avoided level crossings. If a LZ transition is one step in the sequentially coherent processes occurring during the dynamics, not only the variation in the occupation probabilities but also the variation in the relative phase between the quantum states is relevant.

Next we will take a two-level system as an example to interpret the LZS interference. Assuming the monochromatic time-dependent bias is

$$\varepsilon(t) = \varepsilon_0 + A \sin(\omega t)$$

with the amplitude $A$, driving frequency $\omega$, and offset $\varepsilon_0$. Here we set the degeneracy point as the relative zero. When the ac amplitude $A$ is greater than the dc bias $\varepsilon_0$, the avoided crossing region is passed twice in one ac $2\pi$-cycle, and the LZ transition viewed as a single-passage process may occur every time. We can experimentally control the driving frequency $\omega$ so that the time interval between two adjacent avoided crossings, i.e., half driving period $T/2 = \pi/\omega$, is much less than the dephasing time of the system $\tau_{\text{deph}}$ and larger than the characteristic time for a LZ transition $t_{LZ}$. Thus, if the system starts at one of levels, it will have a certain population at both levels after the first LZ transition. Then the wave functions of the two levels evolve separately with different energy eigenvalues. In the case of double-passage, the phase accumulated during the evolution process between two LZ transitions, of the upper level is unequal to it of the lower level. The sum of phase change of the upper and lower wave functions during this process is called “Stückelberg phase”, $\Phi_{\text{St}}$, which includes two parts: the first $\varphi_{1,2}^{\text{adia}}$ is the adiabatic phase from the adiabatic evolution process away from the degeneracy point, where the subscripts 1, 2 respectively represent the first and second half-cycles correspondingly; the second $\varphi_{2}^{\text{St}}$ is the diabatic phase from the non-adiabatic LZ transitions in the vicinity of the degeneracy point, which equals to Stokes phase $\varphi_{2}^{\text{St}}$ minus $\pi/2$ [60–62]. When the system passes through the degeneracy point second time in a cycle, the wave functions of different levels are still coherent because the time difference is within the dephasing time, and the interference occurs at this point. This interference is called “Landau-Zener-Stückelberg interference” [40, 41, 63].

When the phase difference between the two wave functions equals $2n\pi$, or the adiabatic phase $\varphi_{1,2}^{\text{adia}}$ equals $\pi/2 + n\pi$, the constructive interference occurs and the corresponding LZ transition probability is at the maximum value. Similarly, when the phase difference between the two wave functions equals $(2n+1)\pi$, or the adiabatic phase $\varphi_{1,2}^{\text{adia}}$ equals $n\pi$, the destructive interference occurs and the corresponding LZ transition probability is at the minimum value.

Now we study the LZS interferences occurring in our four-level MJJ. Compared to the order of the other times, the dephasing time $\tau_{\text{deph}}$ here can be viewed as a large number. For simplicity, we set the offset $\varepsilon_0 = 0$, that is, the time-dependent QD energy level equals

$$\varepsilon(t) = A \sin(\omega t)$$

where the amplitude $A/E_M = 2$. Thus, the Hamiltonian becomes

$$\mathcal{H}_{\text{LZS}} = \begin{pmatrix} E_M \cos \frac{\theta}{2} & \delta_1 & 0 & T \\ \delta_1 & -E_M \cos \frac{\theta}{2} & -T & 0 \\ 0 & -T & E_M \cos \frac{\theta}{2} + A \sin(\omega t) & \delta_2 \\ T & 0 & \delta_2 & -E_M \cos \frac{\theta}{2} + A \sin(\omega t) \end{pmatrix}. \quad (12)$$

Fig. 7 shows two useful results under two special values. When $\omega$ is small enough ($\sim 10$ rad/s), the voltage will not be induced. In this process, the electron only occupies the levels $|2\rangle$ and $|4\rangle$, so there is no parity flipping occurring. On the other hand, while $\omega$ is large enough ($\sim 10^{29}$ rad/s), the electron only occupies the levels $|1\rangle$ and $|4\rangle$ (unless the evolution time is very long), so that the voltage will be induced with a sequence of parity flipping. The other cases are hard to uniformly describe because of their complication and irregulation. For simplicity, we call these irregular cases as intermediate region. When driving frequency runs from $\sim 10$ rad/s to $\sim 10^{29}$ rad/s, the voltage-free, intermediate and voltage regions would appear in turn. Thus, we can tune the driving frequency $\omega$ to realize the switch between the voltage and voltage-free states.

V. DAMPED RABI OSCILLATION

We all know that the Rabi oscillation, arised from the perturbation caused by the anti-diagonal matrix elements, shall occur in a multi-level system driven by an alternating force [64, 65]. Assuming the time-dependent tunneling coefficient $T(t)$ equals

$$T(t) = T_0 \cos(\omega t) \quad (13)$$
FIG. 7. The driving frequency are (a)–(f) \( \omega = 10^{11} \text{ rad/s} \) and (g)–(l) \( \omega = 10^8 \text{ rad/s} \). (a) No induced voltage. (g) Generating an induced voltage. (b)(h) The pattern of LZS interferences for the QD occupation probability. It can be seen that the pattern in (b) has a fixed period from the LZS interference, but no regularity in (h) since no LZS interference occurs. (c)–(f), (i)–(l) are the occupation probabilities of each level.

FIG. 8. (a) The induced voltage. (b) The damped Rabi oscillation in the QD occupation probability. (c) The energy levels with crossings.

where \( T_0 / E_M = 0.01 \), \( \omega = 2\varepsilon_0 / \hbar \). Note that the energy of the QD becomes a fixed value \( \varepsilon_0 = 2E_M \). The Hamiltonian changes to

\[
\mathcal{H}_{\text{Rabi}} =
\begin{pmatrix}
E_M \cos \frac{\theta}{2} & \delta_1 & 0 & T_0 \cos(\omega t) \\
\delta_1 & -E_M \cos \frac{\theta}{2} & -T_0 \cos(\omega t) & 0 \\
0 & -T_0 \cos(\omega t) & E_M \cos \frac{\theta}{2} + \varepsilon_0 & \delta_2 \\
T_0 \cos(\omega t) & 0 & \delta_2 & -E_M \cos \frac{\theta}{2} + \varepsilon_0
\end{pmatrix},
\]

and the result is shown in Fig. 8.

We pay attention to the first 30 ns since the Rabi oscillation does not dominate the subsequent dynamics during the period. The rest of the process is driven by a combination of several mechanisms, so there is no regularity after the voltage jumping and level-crossings appearing simultaneously. We can see that the Rabi oscillation is suppressed by a damping which is caused by the coupling of nonlinearity and qubits, whose behavior is similar to the related theories and experiments [31–35, 66]. Our results have important implication for quantum state engineering of Josephson devices and quantum computation based on Majorana qubits [67].
VI. CONCLUSIONS AND DISCUSSIONS

In this work, we utilize a formalism to study our MJJ set-up with a reliable RCSJ model. Then an internal 4π-periodic hopping behavior, which comes from quantum dynamics of the Majorana parity state, is found in the QD occupation probability curve. As shown numerically, these hopping peaks could have similar curves for the same quality factor and different total evolution times, and is remarkably different from the classical mechanical analog picture. Thus this hopping signal can be used to confirm the existence of MBSs. From the perspective of energy level, the LZ transition in this four-level system is a direct transition from lowest level to highest level, which is different from LZ transition caused by level avoided crossings in two-level system. Besides, the easily measurable 4π-periodic voltage signal induced by parity flipping can also be treated as a possible evidence for the existence of MBSs. We consider the effect of decoherence and successfully check the robustness of this 4π-periodic voltage.

Then, we investigate the Landau-Zener-Stückelberg interference by changing the QD energy evolution approach. We also realize the switch between voltage and voltage-free states by tuning the driving frequency.

Next, when tunneling quantity evolves cosinoidally, we observe that the set-up generates damped Rabi oscillation in the QD occupation probability curve and its amplitude decays with time before the voltage jumping. Rabi oscillation is an important phenomenon in quantum circuits. We find that the form and order of the damped Rabi oscillation are similar to the existing experimental results. It gives us confidence to manipulate qubits by MBSs and greatly enhances the prospects of quantum computation with Majorana qubits.

Last, based on the fact that the voltage-free and voltage states consist a two-state classical system which corresponds to the low (binary 0) and high (binary 1) level output voltage in classical circuits, and has a one-to-one correspondence between it and original two-state quantum system, (specifically, two quantum states, in the case of LZ transition, are the occupied ground state |1⟩ and the occupied third excited state |4⟩; in the case of LZS interference, are the combination of |1⟩ and |4⟩ and the combination of |2⟩ and |4⟩.) this set-up might be used to convert Majorana qubits to classical bits.

In conclusion, we have studied a MJJ set-up with a QD and found rich dynamical response. The behaviors and signals mentioned above are easy to be measured experimentally so that can be utilized to determine whether or not MBSs exist possibly. On the other hand, our set-up can be used to transfer information between Majorana qubits and classical bits, which might help us design circuit elements for hybrid quantum-classical computers.
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