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Abstract:

Introduction: Anti Tank Ground Missiles (ATGMs) are one of the most efficient weapon systems to counter armored and mechanized units. Procurement of these weapons is imperative for armed forces of any country. Adequate evaluation and choice of an efficient ATGM system is a very important factor which affects operational capabilities of armed forces. The purpose of this paper is to present that multi criteria methods can be a useful tool for optimal procurement of ATGMs for armed forces.

Methods: The implementation of the TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) and the MABAC (Multi Attributive Border Approximation Area Comparison) multi criteria methods will be proposed for decision makers to solve the problem of ATGM procurement. In this paper, four models of ATGMs will be proposed as possible solutions. These ATGMs will be presented as alternatives A1, A2, A3 and A4.

Results: The implementation of the methods in this paper has led to the conclusion that the alternative A2 has the highest value and therefore the best course of action for decision makers is to chose procurement of this model of ATGMs.

Conclusion: The conclusion is that the mathematical models of multi-criteria decision making presented in this paper unequivocally point to the alternative with the best characteristics, thus presenting extremely useful tools for decision makers.
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Introduction

Anti Tank Ground Missiles (ATGMs) represent one of the most efficient weapon systems present in armed forces globally. The primary purpose of these systems is anti armor defense, as well as partial anti air defense against low flying targets (helicopters and unmanned aerial vehicles). High hit probability and long range of engagement place these systems among the most deadly battlefield threats to armor units.

Regarding the fact that procurement of ATGMs represents one of the imperatives for equipping armed forces, the most optimal selection of ATGMs is one of the most challenging tasks for state decision makers, i.e. officials of the Defense Ministry.

Operational research as a basic management discipline based on mathematical formalism, with multi criteria methods as fundamentals for a decision making process, represents a solution for the ATGM procurement problem.

The objective of this paper is to present the capabilities of the multi criteria model as a comprehensive method for a decision making process where there is a need to select the most optimal solution.

In order to represent the complexity of the ATGM procurement problem, the first part of this paper will give a short history of ATGM development as well as the ATGM basic tactical and technical characteristics. The tactical and technical characteristics of ATGMs represent just a small portion of criteria included in the decision making process. All criteria which are in accordance with the adopted national defense doctrine must be included. Also, one of the crucial criteria is the cost-effectiveness criterion.

The ATGMs which will be described in this paper are fictional. Their specifications are approximate to real weapon systems in usage. The data for ATGMs are collected by accessing available reference documents primarily by the examination of official manufacturers’ weapons specifications. As we already mentioned, the presented data will be partially changed in order to avoid similarity with actual weapon systems.

In the second part of this paper, the TOPSIS & MABAC multi-criteria methods will be explained. These methods will be employed as a decision making tool for the ATGM procurement.

The motivation for selecting the TOPSIS and MABAC methods is justified by fact that these methods are comprehensive and represent one of the latest and most advanced scientific methods in the decision-making process.
ATGM development history and basic characteristics

The ATGM development started at the end of WWII in Nazi Germany. Primarily, it was the Ruhrstahl X-7 (Rotkäppchen – “Little Red Riding Hood”). The guidance method was manual, meaning that the operator was guiding a missile by the guidance panel with the joystick. After a missile is launched, the operator follows the missile and in the same time the operator follows the target (e.g. armored vehicle). With the command stick, the operator corrects the flight of the missile until it hits the target. The explained method is described as “Three-point guidance method” (operator’s eye, missile, target) or, in Western literature, as MCLOS (Manual Command to Line of Sight). A typical example of this ATGM generation is the 9M14 Malyutka (Russian: Малютка; “Little one”, NATO reporting name: AT-3 Sagger). The main characteristic of the first generation of ATGMs was long-lasting and complex training. The combat effectiveness of these ATGMs was approximately 25% during the Arab-Israel conflict in 1973.

The two-point guidance method (operator’s eye and target) is used in the second generation of ATGMs. After a missile is launched, this guidance method enables the operator to only constantly track a target with crosshairs (without following the missile flight), while the automatic system (the guidance block) processes and sends appropriate commands.
to the missile and therefore guides the missile to the target. The communication with the guidance block is conducted by wire or by radio waves. Typical examples of this generation ATGMs are: MILAN, 9K111 „FAGOT”(NATO reporting: AT-4 Spigot), BGM-71 TOW, and „BUMBAR“ – developed and produced in Serbia. The examples are given in Figure 2.

The two-point guidance method is also employed on ATGMs guided by a focused beam (usually a laser beam) where a missile itself has an installed system which provides “riding a missile on a beam” and therefore there is no need for wire communication with the launching platform. The typical examples of this generation ATGMs are the 9M133 Kornet and the 9M119 Svir/Refleks (both manufactured in Russia). The hit probability of the second generation of ATGMs is about 90%.
The third generation of ATGMs completely employs an automated guidance system. In Western literature, this system is designated as a “Fire and Forget” system. The operator selects a target and after launching the automatic system tracks the target and guides the missile to the target. The typical example of the third generation of ATGMs is the 9M133M Kornet-M. The automated system conducts the target tracking and focuses the laser beam to a target, which is used to guide a missile. This ATGM presents an improved version of the second generation of the 9M133 ATGM. The launching platform is capable of tracking two targets simultaneously. Besides anti-tank engagement, the system is intended for low altitude anti-aircraft defense (e.g. against unmanned aerial vehicles). The 9M133M Kornet-M ATGM is presented in Figure 3. The photo represents a Kornet D variant which is capable of carrying 8 missiles (with additional 8 in reserve) on the GAZ 2975 all-terrain vehicle.

The FGM-148 Javelin ATGM, manufactured by Raytheon Technologies, USA, represents one of the most sophisticated combat systems. One of the distinctive characteristics featured in this combat system is ability to attack the target from above where the upper armor is
much thinner than the frontal armor, thus significantly improving target destruction probability.

This missile employs a section designated as a Seeker section. The seeker section consists of an imaging infrared system (I2R) and a contact fuse for warhead detonation. The I2R system provides the Fire and Forget capability. During the missile flight, the I2R system tracks a target and provides data to the electronic unit installed in the missile. Figures 4 and 5 show the target acquisition. After locating a target, the operator turns on the narrow field of view which engages track gates and crosshairs projected in intervals, indicating that the seeker is detecting target thermal reflection, or so called "target lock".

![Figure 4 - Target thermal reflection detection – “Target lock”](image)

When the strongest thermal reflection is detected, the track gates and the crosshairs become solid, which is the indication that the target is "locked", i.e. the firing conditions are fulfilled and the system is ready to launch a missile (Figure 5).
Figure 5 – Target "Locked" firing conditions fulfilled; system ready to launch a missile
Рис. 5 – Условия стрельбы по «Закрытой мишени» выполнены
Слика 5 – Циљ „закључан“ – услови за заједне испуњени

ATGMs are equipped with a warhead which destroys a target with an explosion cumulative effect\(^1\). A cumulative explosion effect represents focusing energy to a surface smaller than the outer surface of the explosive charge. Energy accumulation is created by a proper shape of the explosive charge. If the outer surface is shaped with a cone cavity (so called cumulative cavity), detonation products are focused in the center of the cavity. In that manner, energy accumulation is created on a smaller surface and therefore the effect of a larger magnitude is created.

The coating of the cumulative cavity also increases penetration capability. For the coating, the most used metal is copper, but steel can also be used as well as sintered metals. Figure 6 shows the formation of a cumulative beam while a cumulative beam formation radiograph is presented in Figure 7.

\(^1\) In Western literature, the term *shaped-charge* is used.
Modern ATGMs employ a so-called tandem-cumulative warhead\(^2\) which is capable of forming two cumulative beams following each other. These beams are formed by two separated cumulative cavities. The purpose of the primary beam is to activate Explosive Reactive Armor

\(^2\) In Western literature, the term *tandem-charge* is used.
(ERA)\(^3\), and then the secondary beam penetrates the main armor. Modern third generation ATGMs penetrate more than 1,300 mm of homogenous armor behind ERA.

One of important characteristics of ATGMs is missile velocity. ATGM velocity is usually measured in meters per second (m/s) and it is ranged from 120 m/s (First generation ATGM e.g. 9M14 Malyutka) up to 300 m/s (Third generation ATGM e.g. ATGM 9M133M Kornet-M). It is evident that missile velocity is an important characteristic considering battlefield multiple targets engagement. From the previous example, it can be noticed that the third generation of ATGMs has the velocity almost twice as high as that of the first generation. Let us have an example when the operator locates two targets at a range of 2400 meters. For the guidance of the first generation of ATGMs, the operator needs approximately 20 seconds. For the guidance of the third generation of ATGMs, the operator needs approximately 8 seconds. This means that the operator armed with a third generation ATGM has enough time to destroy two targets, unlike the operator armed with a first generation ATGM.

The ATGM range of engagement is also an important characteristic. The ATGM range of engagement is from 3000 meters for the first generation ATGMs (e.g. 9M14 Malyutka) up to 8000 meters for the third generation ATGMs (e.g. 9M133M Kornet-M).

Regarding ATGM procurement for armed forces, the price of ATGMs is a factor which must be considered in conjunction with economic capabilities of the armed forces in question. Also, the ATGM weight must be considered in conjunction with armed forces transportation capabilities, as well as with the mobility of units armed with ATGMs.

In modern armed conflicts, electronic warfare (EW) is employed through system jamming, so electronic counter-countermeasures (ECCM) must be implemented, which for ATGMs can be expressed as jamming resistance. Besides jamming resistance, reliability is demanded for weapon systems.

Based on the previously mentioned ATGM development history and the presented tactical & technical characteristics, the following criteria should be taken into account when procuring ATGMs:

- Engagement range,
- Hit probability,
- Weight,
- Price,

\(^3\) Explosive Reactive Armor consists of explosive plates whose purpose is to disrupt a cumulative beam thus preventing armor penetration.
Training simplicity,
- Reliability,
- Jamming resistance, and
- Missile velocity.

**Multiple-criteria decision process**

In the previous chapter, the problem of ATGM procurement for armed forces has been presented. Finding an optimal solution, i.e. the decision making process and the selection of the “best” alternative, is based on multiple criteria and on series of limitations. The concerned criteria can be, by their nature, very diverse, and expressed in different units of measurement, from currency followed by physical units of measurement to subjective assumptions measured by a scale formed for a problem in question. Therefore, a final, unique solution cannot be determined without the participation of a decision maker. A decision maker must decide on a particular solution. The solution adopted by the decision maker is designated as the best or the most preferred solution. The task of multiple-criteria decision process is to provide assistance to the decision maker to select the best solution in the given conditions. Therefore, efforts made for solving multiple-criteria problems are designated as a multiple-criteria decision analysis.

The problems of multi-criteria optimization are characterized by:
- Presence of multiple criteria (objective function, criteria function) for decision making,
- Presence of multiple alternatives (solutions) for the selection,
- Presence of a designing process or solution selection,
- Presence of conflicts between the criteria, which is the most common case in real life problems,
- Incomparable units of measurement for different criteria,
- Selection process of one final solution, which can be presented as a design of an action (alternative), or a selection of one particular action from the previously defined convolution of final actions.

There are many multiple-criteria decision process methods which have common aspects. The characteristic terms which occur in these methods are:
- Alternatives – represent selections of different actions which are available for a decision maker. The convolution of alternatives
implies limited convolution, ranging from a few to a few hundreds. It is assumed that alternatives are verified, prioritized and in some cases ranked.

- Multiple attributes – different designations of attributes are “objectives” or “decision criteria” and represent different dimensions for which alternatives can be observed.
- Criteria conflict – different criteria represent different dimensions which can be in conflict.
- Incomparable units of measurement – different criteria can be linked with different units of measurement.
- Decision magnitude – most methods of the multiple-criteria decision process demand assignment of the weight criteria in accordance with their importance. Usually, these weights are normalized so that their sum equals one.
- Decision matrix – the multiple-criteria decision process can be represented in the form of a matrix. The decision matrix \((mxn)\) is a matrix in which the element \(a_{ij}\) represents the characteristics of the alternative \(A_i\) where \(i=1,2,...,m\), when the alternative \(A_i\) is valued in accordance with the decision criteria \(C_j (j=1,2,...,n)\). Also, it is presumed that the decision maker has assigned the weight criterion \(w_j (j=1,2,...,n)\).

Multiple-criteria decision methods are employed in multiple disciplines and can be used in problem solving for any decision making process with multiple criteria. We well cite only a fraction of areas in which multiple criteria decision methods are employed:

- application in cargo distribution companies (Adar& Delice, 2019)
- healthcare waste treatment technology selection (Adar& Delice, 2020)
- menu evaluation (Arsić et al, 2019)
- decision making: applications in management and engineering (Božanić et al, 2020b)
- evaluating sustainable transportation systems (Muhammad et al, 2021)
- sustainable city logistics planning (Alosta et al, 2021)
- evaluation of the performance of deposit banks (Ayçin & Orçun, 2019)
- supplier selection (case study in pharmaceutical supplying in Libya) (Badi & Ballem, 2018)
- efficiency of the social media (Bobar et al, 2020)
- supporting decision making in the army (Božanić et al, 2020a)
- evaluating locations for river crossing (Božanić & Pamučar, 2010)
- ranking potential locations for preparing laying-up positions (Božanić et al, 2016a)
- selection of the location for construction, reconstruction and repair of flood defense facilities (Božanić et al, 2019a)
- selection of a location for the construction of a single-span bailey bridge (Božanić et al, 2019b)
- proposal for an optimal location of emergency operation centers (Di Matteo et al, 2016)
- support a decision making process of force deployment in a defense operation (Božanić et al, 2016b)
- support a decision making process of force deployment in a defense operation (Pamučar et al, 2016)
- selecting a location for wind farms (Gigović et al, 2017)
- selection of the railroad container terminal (Milosavljević et al, 2018)
- selection of transport and handling resources in logistics centers (Pamučar & Ćirović, 2015)
- optimal off-road vehicle selection for passenger transportation (Pamučar & Savin, 2020)
- sustainable selection of a location for the development of a multimodal logistics centre (Pamucar et al, 2018b)
- evaluating the work of advisors in the transport of hazardous goods (Pamučar et al, 2019)
- evaluation of level crossings (Pamućar et al, 2018a)
- selecting an airport ground access mode (Pamucar et al, 2020)
- survey on military operations of the fuzzy set theory and its applications (Deveci et al, 2020a)
- comparison of two fuzzy multi criteria decision methods for selecting a potential airport location (Belbag et al, 2013)
- comparative analysis of fuzzy multi-criteria decision making for selecting a location for a textile plant in Turkey (Demirel et al, 2016)
- wind farms site selection (Deveci et al, 2020b) and (Deveci et al, 2021).

Description of multiple-criteria decision methods used in the decision making process for the problem in question

The methods of multiple-criteria decision making which will be used for finding the best solution are the TOPSIS and MABAC methods:

The TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) method was developed by Hwang and Joon. This method implies ranking alternatives by multiple criteria based on the comparison of distances from the ideal solution and the negative ideal solution. The ideal solution minimizes the cost based criteria and maximizes the benefit type criteria, while for the negative ideal solution the opposite rule is implied.

The TOPSIS consists of six steps. Prior to the presentation of these steps, the terms to be used will be defined. In this method, the decision matrix \( R \) is used, where every alternative is matched by one row and every column is matched by one criterion. The element \( r_{ij} \) represents the alternative performance \( A_i \) related to the criterion \( C_j \). For \( m \) criteria \((C_1, C_2, ..., C_m)\) and \( n \) alternatives \((A_1, A_2, ..., A_n)\), the matrix \( R \) has the following form:

\[
R = \begin{bmatrix}
A_1 & r_{11} & r_{12} & \ldots & r_{1m} \\
A_2 & r_{21} & r_{22} & \ldots & r_{2m} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
A_n & r_{n1} & r_{n2} & \ldots & r_{mn}
\end{bmatrix}
\]

and the values \((w_1, w_2, ..., w_m)\) represent the weight values of the criteria. The weight of the criteria must be in compliance with the condition \( \sum_{i=1}^{n} w_i = 1 \).

**Step 1** Decision matrix values normalization. In the majority of multiple-criteria decision methods, the first step is decision matrix elements normalization in order to get a matrix in which all elements are
un-dimensional values. In the TOPSIS method, vector normalization is applied, represented by expressions (2.1) and (2.2).

\[ x_{ij} = \frac{r_{ij}}{\sqrt{\sum_{i=1}^{n} r_{ij}^2}} \] for the "benefit" type criteria \hspace{1cm} (2.1)

After normalization implementation, the \( X \) matrix is obtained in which all elements are normalized and are in the interval \([0, 1]\).

\[
X = \begin{bmatrix}
A_1 & x_{11} & x_{12} & \ldots & x_{1m} \\
A_2 & x_{21} & x_{22} & \ldots & x_{2m} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A_n & x_{n1} & x_{n2} & \ldots & x_{mn}
\end{bmatrix}
\] \hspace{1cm} (2.2)

**Step 2** Multiplication of the \( X \) matrix normalized values with the weight criteria coefficients.

\[
v_{ij} = x_{ij} \cdot w_j \ ; j = 1,2, \ldots, m
\] \hspace{1cm} (2.3)

With relation (2.3), the elements of the weight normalized matrix \( V = (v_g) \), are obtained, where every \( v_g \) is a product of the normalized alternative performance and the appropriate criterion coefficient.

\[
V = \begin{bmatrix}
A_1 & v_{11} & v_{12} & \ldots & v_{1m} \\
A_2 & v_{21} & v_{22} & \ldots & v_{2m} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A_n & v_{n1} & v_{n2} & \ldots & v_{mn}
\end{bmatrix}
\] \hspace{1cm} (2.4)

**Step 3**. Determination of ideal solutions. The ideal solution \( A^* \) and the negative ideal solution are obtained by the following relations:

\[
A^* = \{ (\max v_{ij} \mid j \in G), (\min v_{gj} \mid j \in G') , i = 1, \ldots, n \} = \{ v_1^+, v_2^+ , \ldots, v_m^+ \} \] \hspace{1cm} (2.5)

\[
A'' = \{ (\min v_{ij} \mid j \in G), (\max v_{gj} \mid j \in G') , i = 1, \ldots, n \} = \{ v_1^-, v_2^- , \ldots, v_m^- \} \] \hspace{1cm} (2.6)

where:

\( G = \{ j = 1,2, \ldots, m \mid \text{japertaintocriteriawhicharemaximized} \} \)

\( G' = \{ j = 1,2, \ldots, m \mid \text{japertaintocriteriawhichareminimized} \} \)
The best alternatives are those which have the biggest \(v_g\) relative to the criteria which are maximized and the smallest \(v_g\) relative to the criteria which are minimized. \(A^\ast\) indicates the best alternative (the ideal solution), and, using the same logic, \(A''\) indicates the negative ideal solution.

**Step 4** Determination of alternative distances from the ideal solution.

In this step, using the following relations:

\[
S_i^\ast = \sum_{j=1}^{m} (v_{ij} - v_j^\ast)^2, \quad i = 1, ..., n
\]

\[
S_i^- = \sum_{j=1}^{m} (v_{ij} - v_j^-)^2, \quad i = 1, ..., n
\]

\(n\) dimensional Euclid distances are calculated of all alternative distances from the ideal solution and from the negative ideal solution.

**Step 5** Determination of relative alternatives proximity to the ideal solution. For each alternative, relative distance is determined:

\[
Q_i^\ast = \frac{S_i^-}{S_i^\ast - S_i^-}, \quad i = 1, ..., n
\]

where \(0 \leq Q_i^\ast \leq 1\). The alternative \(A_i\) is closer to the ideal solution if \(Q_i^\ast\) is closer to the value of 1, or, which is the same, if \(S_i^\ast\) is closer to the value of 0.

**Step 6** Ranking of alternatives. The alternatives are ranked by the descending values \(Q_i^\ast\). The best alternative is the alternative with the highest \(Q_i^\ast\) value and vice versa.

The MABAC (Multi-Attributive Border Approximation area Comparison) represents one of recent date methods. The MABAC method was developed by Dragan Pamucar, PhD, University of Defence in Belgrade, Military Academy, Department of Logistics. Up to this date, this method has found wide application and modifications in multiple-criteria problem solving. The MABAC method basic setting is to define every criterion function distance from the border approximate area. The MABAC method consists of 6 steps:
Step 1: Base matrix forming (X). In the first step, the evaluation of \( m \) alternatives per \( n \) criteria is performed. The alternatives are presented by vectors \( A = (x_{ij}, x_{i2}, ..., x_m) \) where the value \( x_{ij} \) is the value of the \( i \) alternative per the \( j \) criterion \((i = 1,2, ..., m; j = 1,2, ..., n)\).

\[
X = \begin{bmatrix}
C_1 & C_2 & \cdots & C_n \\
A_1 [x_{11} & x_{12} & \cdots & x_{1n}] \\
A_2 [x_{21} & x_{22} & \cdots & x_{2n}] \\
\vdots & \vdots & \ddots & \vdots \\
A_m [x_{m1} & x_{m2} & \cdots & x_{mn}]
\end{bmatrix}
\]  
\tag{2.10}

and where \( m \) represents an alternative number while \( n \) is the total number of criteria.

Step 2 Elements normalization of the base matrix \( X \).

\[
X = \begin{bmatrix}
C_1 & C_2 & \cdots & C_n \\
A_1 [t_{11} & t_{12} & \cdots & t_{1n}] \\
A_2 [t_{21} & t_{22} & \cdots & t_{2n}] \\
\vdots & \vdots & \ddots & \vdots \\
A_m [t_{m1} & t_{m2} & \cdots & t_{mn}]
\end{bmatrix}
\]  
\tag{2.11}

The elements of the normalized matrix \( N \) are determined by the expression:

a) For the "benefit" type criteria (higher value desired)

\[
t_g = \frac{x_g - x_i^+}{x_i^+ - x_i^-} \tag{2.12}
\]

b) For the "cost" type criteria (lower value desired)

\[
t_g = \frac{x_g - x_i^-}{x_i^+ - x_i^-} \tag{2.13}
\]

where \( x_{ij}, x_i^+, and x_i^- \) represent the elements of the base matrix \( X \), where \( x_i^+ \) and \( x_i^- \) are defined as:

\[
x_i^+ = \max(x_1, x_2, ..., x_m) \text{ and represents the maximum values of a considered criterion per alternatives.}
\]
\[ x_i^+ = \min(x_1, x_2, ..., x_m) \] and represents the minimum values of a considered criterion per alternatives.

**Step 3** Aggravated matrix \((V)\) elements calculation. The elements of the aggravated matrix \((V)\) are calculated by expression (2.14):

\[ v_g = w_i \cdot t_g + w_i \quad (2.14) \]

where \((t_g)\) represents the elements of the normalized matrix \((N)\), \(w_i\), represents weight criteria coefficients. By the application of expression (2.14), the aggravated matrix \((V)\) is obtained:

\[
V = \begin{bmatrix}
v_{11} & v_{12} & \ldots & v_{1n} \\
v_{21} & v_{22} & \ldots & v_{2n} \\
v_{m1} & v_{m2} & \ldots & v_{mn}
\end{bmatrix} = \begin{bmatrix}
w_1 \cdot t_{11} + w_1 & w_2 \cdot t_{12} + w_2 & \ldots & w_n \cdot t_{1n} + w_n \\
w_1 \cdot t_{21} + w_1 & w_2 \cdot t_{22} + w_2 & \ldots & w_n \cdot t_{2n} + w_n \\
w_1 \cdot t_{m1} + w_1 & w_2 \cdot t_{m2} + w_2 & \ldots & w_n \cdot t_{mn} + w_n
\end{bmatrix}
\]

where \(n\) represents the total number of criteria and \(m\) represents the total number of alternatives.

**Step 4** Determination of the border approximate area \((G)\). The border approximate area (BAA) is determined by expression (2.15):

\[ g = (\prod_{j=1}^{m} v_{ij})^{\frac{1}{m}} \quad (2.15) \]

where \(v_{ij}\) represents the elements of the aggravated matrix \((V)\) and \(m\) represents the total number of alternatives. After the calculation of the values \(g_i\) per the border approximate area \((G)\) criterion, the matrix is formed with a format \(n \times 1\) (\(n\) represents the total number of criteria by which the selection of the offered alternatives is performed).

\[
G = [g_1 \ g_2 \ \ldots \ g_n] \quad (2.16)
\]

**Step 5.** Calculation of the distance matrix elements from the border approximate area \((Q)\)
\[ V = \begin{bmatrix} q_{11} & q_{12} & \cdots & q_{1n} \\ q_{21} & q_{22} & \cdots & q_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ q_{m1} & q_{m2} & \cdots & q_{mn} \end{bmatrix} \quad (2.17) \]

The alternative distance from the border approximate area \((q_{ij})\) is determined as divergence of the elements of the aggravated matrix \((V)\) and the values of the border approximate area \((G)\):

\[ Q = V - G = \begin{bmatrix} v_{11} & v_{12} & \cdots & v_{1n} \\ v_{21} & v_{22} & \cdots & v_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ v_{m1} & v_{m2} & \cdots & v_{mn} \end{bmatrix} - \begin{bmatrix} g_1 & g_2 & \cdots & g_n \end{bmatrix} \quad (2.18) \]

\[ V = \begin{bmatrix} v_{11} - g_1 & v_{12} - g_2 & \cdots & v_{1n} - g_n \\ v_{21} - g_1 & v_{22} - g_2 & \cdots & v_{2n} - g_n \\ \vdots & \vdots & \ddots & \vdots \\ v_{m1} - g_1 & v_{m2} - g_2 & \cdots & v_{mn} - g_n \end{bmatrix} \]

\[ Q = V - G = \begin{bmatrix} q_{11} & q_{12} & \cdots & q_{1n} \\ q_{21} & q_{22} & \cdots & q_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ q_{m1} & q_{m2} & \cdots & q_{mn} \end{bmatrix} \quad (2.19) \]

where \(g_i\) represents the border approximate area for the criterion \(C_i\), \(v_{ij}\) represents the elements of the aggravated matrix \((V)\), \(n\) represents the number of criteria, and \(m\) represents the number of alternatives.

The alternative \(A_i\) can belong to the border approximate area \((G)\), the upper approximate area \((G^+)\) or the lower approximate area \((G^-)\) or \(A_i \in \{G \lor G^+ \lor G^-\}\). The upper approximate area \((G^+)\) represents the area where the alternative \((A^+)\) can be found, while the lower approximate area \((G^-)\) represents the area where the anti-ideal alternative \((A^-)\) can be found (Figure 9).
Belonging of the alternative $A_i$ to the approximate area $(G, G^+, or G^-)$ is determined by expression (2.20).

$$A \in \begin{cases} 
G^+ & \text{if } q > g_i \\
G & \text{if } q_{ij} = g_i \\
G^- & \text{if } q_{ij} < g_i
\end{cases} \quad (2.20)$$

In order to select the alternative $A_i$ as the best one from the congregation, it is required that this alternative, per most criteria, belongs to the upper approximate area($G^+$). If, for example, the alternative $A_i$ per 5 criteria (from the total of 6 criteria) belongs to the upper approximate area, while by one criterion it belongs to the lower approximate area ($G^-$), it means that this alternative is close or equal to the anti-ideal alternative per 5 criteria. If the values $q_{ij} > 0$ or $q_{ij} \in G^+$, then the alternative $A_i$ is
close or equal to the ideal alternative. The value \( q_{ij} < 0 \) or \( q_{ij} \in G^- \) points out that the alternative \( A_i \) is close or equal to the anti-ideal alternative.

**Step 6** Ranking of alternatives. Calculation of the criteria function values per alternatives (2.21) is obtained as the sum of the alternatives distances from the border approximate areas \( (q_i) \). By summing the matrix \( Q \) by rows, the final criteria function of the alternatives values is obtained:

\[
S_i = \sum_{j=1}^{n} q_{ij}, j = 1,2,..., n, i = 1,2,..., m
\]

(2.21)

where \( n \) represents the total number of criteria and \( m \) represents the number of alternatives.

**Best alternative selection for ATGM procurement by the application of the TOPSIS method**

In the chapter entitled “ATGM development history and basic characteristics” we have explained the basic ATGM characteristics. These characteristics are always listed in weapon systems manuals because of their tactical significance. That is why these characteristics will be used as the selection criteria.

To repeat, these criteria are as follows:
- K1: Engagement range in meters,
- K2: Hit probability (0-1),
- K3: Weight in kilograms,
- K4: Price in USD,
- K5: Training simplicity,
- K6: Reliability,
- K7: Jamming resistance, and
- K8: Missile velocity,

Under the assumption that we are selecting one ATGM from the proposed four ATGMs of different manufactures, represented as A1, A2, A3 and A4, the decision matrix for a ATGM selection is presented in Table 1.

The characteristics are similar to the characteristics of real weapon systems already in use.
### Table 1 – Base decision matrix

| CRITERIA | K1  | K2  | K3  | K4  | K5   | K6   | K7   | K8   |
|----------|-----|-----|-----|-----|------|------|------|------|
|          |     |     |     |     |      |      |      |      |
| A1       | 3000| 0.35| 28  | 1000| Low  | Middle| Very High| 115  |
| A2       | 8000| 0.95| 30  | 5000| Very High| Very High| Very High| 300  |
| A3       | 2500| 0.88| 22  | 3000| High | Middle| High | 186  |
| A4       | 3500| 0.89| 25  | 4500| High | Middle| High | 200  |
| CRITERIA | max | max | min | min | max  | max  | min  | max  |

In the given table, we can notice that, for the criteria K1, K2, K5, K6, K7 and K8, the most desirable values are the highest ones (max), while for the criteria K3 and K4 (weight and price, respectively), the most desirable are the lowest values (min).

Consider that the criteria K5, K6 and K7 are represented by quality grades; quantification by quality grades will be performed by the application of the scale presented in Table 2.

### Table 2 – Quality criteria K5, K6 and K7 quantification scale

| Estimation | Very High | High | Middle | Low | Very low |
|------------|-----------|------|--------|-----|----------|
| Grade      | 9         | 7    | 5      | 3   | 1        |

By the application of the quantitative values from Table 2, the quantified matrix is presented.

### Table 3 – Quantified decision matrix

| CRITERIA | K1  | K2  | K3  | K4  | K5   | K6   | K7   | K8   |
|----------|-----|-----|-----|-----|------|------|------|------|
|          |     |     |     |     |      |      |      |      |
| A1       | 3000| 0.35| 28  | 1.0 | 3    | 5    | 9    | 115  |
| A2       | 8000| 0.95| 30  | 5.0 | 9    | 9    | 9    | 300  |
| A3       | 2500| 0.88| 22  | 3.0 | 7    | 5    | 7    | 186  |
Applying the expression \( x_{ij} = \frac{r_{ij}}{\sqrt{\sum_{i=1}^{n} r_{ij}^2}} \), we will normalize the elements of the base decision and we will obtain the matrix presented in Table 4.

**Table 4 – Normalized decision matrix**

|     | K1     | K2     | K3     | K4     | K5     | K6     | K7     | K8     |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|
| A4  | 3500   | 0.89   | 25     | 4.5    | 7      | 5      | 7      | 200    |

\[ \sum_{i=1}^{8} r_{ij}^2 = 9565.56 \quad 1.61 \quad 52.85 \quad 7.43 \quad 13.71 \quad 12.49 \quad 16.12 \quad 421.69 \]

In order to obtain the aggravated normalized value matrix, it is necessary to multiply the values from Table 4 with the weight coefficients.

Let us assume that, in our example, an authority expert team, formed to procure ATGMs for the Armed Forces of one particular state, has reached the decision that some criteria have advantage over the others. In such a case, we can rank the before mentioned criteria as follows:

I. Hit probability,
II. Engagement range in meters,
III. Weight,
IV. Price,
V. Reliability,
VI. Training simplicity,
VII. Missile velocity, and
VIII. Jamming resistance.

Based on this requirement, we can assign numerical values, in the range from the minimum value of 0.062 for the criteria with the least importance to the value of 0.246 for the criteria with the highest...
importance. Two criteria – hit probability and engagement range - have the highest values because of their tactical significance.

| Criteria                             | w1  | w2  | w3  | w4  | w5  | w6  | w7  | w8  |
|--------------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Engagement range in meters           | 0.242 |    |     |     |     |     |     |     |
| Hit probability                      | 0.246 |    |     |     |     |     |     |     |
| Price                                | 0.116 |    |     |     |     |     |     |     |
| Weight                               | 0.119 |    |     |     |     |     |     |     |
| Missile velocity                     | 0.063 |    |     |     |     |     |     |     |
| Jamming resistance                   | 0.062 |    |     |     |     |     |     |     |
| Training simplicity                  | 0.072 |    |     |     |     |     |     |     |
| Reliability                          | 0.080 |    |     |     |     |     |     |     |

By the application of the expression $v_{ij} = x_{ij} \cdot w_j$; $j = 1, 2, ..., m$ the aggravated normalized matrix is obtained and presented in Table 5.

| K1   | K2   | K3   | K4   | K5   | K6   | K7   | K8   |
|------|------|------|------|------|------|------|------|
| A1   | 0.0759 | 0.0535 | 0.0545 | 0.1030 | 0.0138 | 0.0248 | 0.040 | 0.022 |
| A2   | 0.2024 | 0.1452 | 0.0502 | 0.0390 | 0.0414 | 0.0447 | 0.040 | 0.057 |
| A3   | 0.0632 | 0.1345 | 0.0677 | 0.0710 | 0.0322 | 0.0248 | 0.031 | 0.035 |
| A4   | 0.0885 | 0.1360 | 0.0611 | 0.0470 | 0.0322 | 0.0248 | 0.031 | 0.038 |

Step 3 Determining the ideal solutions. The ideal solution $A^*$ and the negative ideal solution $A^-$ are determined by applying the expressions:

$A^* = \{(\max v_{ij} \mid j \in G), (\min v_{ij} \mid j \in G), i = 1, ..., n\} = \{v_1^*, v_2^*, ..., v_m^*\}$

$A^- = \{(\min v_{ij} \mid j \in G), (\max v_{ij} \mid j \in G), i = 1, ..., n\} = \{v_1^-, v_2^-, ..., v_m^-\}$

Since the ideal alternatives are those with the highest $v_{ij}$ related to the criteria which are maximized and with the lowest $v_{ij}$ related to the criteria which are maximized, based on Table 5, we will obtain the ideal solution:
and the negative ideal solution:

$$\left(A^{-}\right) \rightarrow A^{-} = \{0.0632, 0.0535, 0.0677, 0.1030, 0.0138, 0.0248, 0.0313, 0.0218\}$$

**Step 4** Determining the distances of the alternatives from the ideal solutions. By the application of the expressions:

$$S_i^* = \sum_{j=1}^{m} (v_{ij} - v_{j}^*)^2, \ i = 1, ..., n$$

$$S_i^- = \sum_{j=1}^{m} (v_{ij} - v_{j}^-)^2, \ i = 1, ..., n$$

Euclid alternative distances from the ideal solution ($S_i^*$) and the negative ideal solution ($S_i^-$) are obtained and presented in Table 6.

| Alternatives | $S_i^*$ | $S_i^-$ |
|--------------|---------|---------|
| A1           | 0.1758  | 0.0203  |
| A2           | 0.0000  | 0.1861  |
| A3           | 0.1478  | 0.0900  |
| A4           | 0.1189  | 0.1060  |

During the calculation of the values ($S_i^*$) and ($S_i^-$), the elements of the normalized matrix are examined (Table 5), the ideal solutions $A^*$ and $A^-$ are obtained in the previous step.

**Step 5** Determining the relative distance of the alternatives to the ideal solution. By the application of the expression: $Q_i^* = \frac{S_i^*}{S_i^*-S_i^-}, \ i = 1, ..., n$ relative distance is determined for each solution, Table 7.

**Table 7 – Relative proximity of the alternatives ($Q_i^*$)**
### Alternatives RANK

| Alternatives | $Q^*_i$ | RANK |
|--------------|--------|------|
| A1           | 0.1036 | 4    |
| A2           | 1.0000 | 1    |
| A3           | 0.3786 | 3    |
| A4           | 0.4712 | 2    |

**Step 6** Alternative ranking. As it has already been mentioned, the alternatives are ranked by declining values $Q^*_i$. The best alternative is the alternative which has the highest value $Q^*_i$, i.e. in our example the alternative $A2$. The alternative rank is presented in Table 7, i.e. $A2 \rightarrow A4 \rightarrow A3 \rightarrow A1$.

**Best alternative selection for ATGM procurement by the application of the MABAC method**

The procurement of an ATGM will be examined, i.e. the selection of the best alternative, using the MABAC method of the multiple-criteria decision making process.

**Step 1** Base decision matrix forming $(X)$. As in the previous example, we will examine four ATGMs. In Table 8, the characteristics of four ATMGs are presented. Table 8 also gives the base decision matrix.

| Alternatives | Criteria |
|--------------|----------|
|              | $C1$ (max) | $C2$ (max) | $C3$ (min) | $C4$ (min) | $C5$ (max) | $C6$ (max) | $C7$ (max) | $C8$ (max) |
| A1           | 3000      | 0.350      | 28         | 1000       | B          | M          | VG         | 115        |
| A2           | 8000      | 0.950      | 30         | 5000       | VG         | VG         | VG         | 300        |
| A3           | 2500      | 0.880      | 22         | 3000       | D          | M          | M          | 186        |
| A4           | 3500      | 0.890      | 25         | 4500       | D          | M          | M          | 200        |
| w1           | 0.242     | 0.246      | 0.116      | 0.119      | 0.063      | 0.062      | 0.072      | 0.080      |

For evaluating the alternatives according to the $C5$, $C6$ and $C7$ criteria, the Likert scale (Table 9) will be applied.
Table 9 – Likert scale for evaluating alternatives
Таблица 9 – Шкала Лайкerta для оценки альтернатив
Табела 9 – Ликертова скала за оценка альтернатива

| №  | Linguistic designation | Numerical value |
|----|------------------------|-----------------|
| 1  | Very Good (VG)         | 5               |
|    | Good (G)               | 4               |
|    | Middle (M)             | 3               |
|    | Bad (B)                | 2               |
|    | Very Bad (VB)          | 1               |

By the application of the Likert scale, the base decision matrix with numerical values is obtained.

Table 10 – Base decision matrix with numerical values
Таблица 10 – Базовая матрица решений
Табела 10 – Почетна матрица одлучивања

| Alternatives | Criteria     | C1 (max) | C2 (max) | C3 (min) | C4 (min) | C5 (max) | C6 (max) | C7 (max) | C8 (max) |
|--------------|--------------|----------|----------|----------|----------|----------|----------|----------|----------|
| A1           | 3000         | 0.350    | 28       | 1000     | 2        | 3        | 5        | 115      |
| A2           | 8000         | 0.950    | 30       | 5000     | 5        | 5        | 5        | 300      |
| A3           | 2500         | 0.880    | 22       | 3000     | 4        | 3        | 4        | 186      |
| A4           | 3500         | 0.890    | 25       | 4500     | 4        | 3        | 4        | 200      |
| w1           | 0.242        | 0.246    | 0.116    | 0.119    | 0.063    | 0.062    | 0.072    | 0.080    |

Step 2 Base matrix elements normalization (X'). After forming the base decision matrix (X), Table 10, the normalization of the base matrix elements is facilitated.

In our example, the "benefit" type criteria (highest values desired) are $C_1$, $C_2$, $C_5$, $C_6$, $C_7$ and $C_8$; therefore, for calculating the normalized matrix N elements, the following expression will be applied:
\[ t_g = \frac{x_g - x_i}{x_i^+ - x_i^-} \]

For the "cost" type criteria (lowest criteria values desired), which in our example are C3 and C4, the following expression is applied for calculation:

\[ t_g = \frac{x_{ij} - x_i^+}{x_i^+ - x_i^-} \]

By the application of the previously given expressions, the normalized matrix N is obtained and presented in Table 11.

### Table 11 – Normalized matrix N

| Alternatives | Criteria |       |       |       |       |       |       |       |
|--------------|----------|-------|-------|-------|-------|-------|-------|-------|
|              | C1       | C2    | C3    | C4    | C5    | C6    | C7    | C8    |
| A1           | 0.091    | 0.000 | 0.250 | 1.000 | 0.000 | 0.000 | 1.000 | 0.000 |
| A2           | 1.000    | 1.000 | 0.000 | 0.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| A3           | 0.000    | 0.883 | 1.000 | 0.500 | 0.667 | 0.000 | 0.000 | 0.384 |
| A4           | 0.182    | 0.900 | 0.625 | 0.125 | 0.667 | 0.000 | 0.000 | 0.459 |
| w1           | 0.242    | 0.246 | 0.116 | 0.119 | 0.063 | 0.062 | 0.072 | 0.080 |

The calculation of the aggravated matrix \( V \) (Table 12) elements is performed by multiplying the weight coefficients, presented in the last row of the table. The weight coefficients are identical to those in the decision-making process when the TOPSIS method is used. Therefore, by the application of the expression

\[ v_g = w_i \cdot t_g + w_i \]

the elements of the aggravated matrix \( V \) are obtained and presented in Table 12.
Table 12 – Aggravated normalized matrix $V$

| Alternatives | Criteria |
|--------------|----------|
|              | $C_1$    | $C_2$    | $C_3$    | $C_4$    | $C_5$    | $C_6$    | $C_7$    | $C_8$    |
| A1           | 0.264    | 0.246    | 0.145    | 0.238    | 0.063    | 0.062    | 0.144    | 0.080    |
| A2           | 0.484    | 0.492    | 0.116    | 0.119    | 0.126    | 0.124    | 0.144    | 0.160    |
| A3           | 0.242    | 0.463    | 0.232    | 0.179    | 0.105    | 0.062    | 0.072    | 0.111    |
| A4           | 0.286    | 0.467    | 0.189    | 0.134    | 0.105    | 0.062    | 0.072    | 0.117    |

Step 4 Determination of the border approximate areas values ($G$). By the application of geometric averaging for the values of the alternatives, with the expression

$$g = \left( \prod_{j=1}^{m} V_{ij} \right)^{1/m}$$

the border approximate areas matrix ($G$) is obtained, Table 13.

Table 13 – Border Approximate Areas (BAA) matrix

| BAA | Criteria |
|-----|----------|
|     | $C_1$    | $C_2$    | $C_3$    | $C_4$    | $C_5$    | $C_6$    | $C_7$    | $C_8$    |
| $g_i$ | 0.3067   | 0.4024   | 0.1647   | 0.1613   | 0.0967   | 0.0737   | 0.1018   | 0.1134   |

Step 5 Calculation of the distance of alternatives (matrix elements) from the border approximate area ($Q$). The distance of the alternatives from the BAA (Table 14) is determined by the expression:

$$Q = V - G = \left[ \begin{array}{cccc} v_{11} & v_{12} & \cdots & v_{1n} \\ v_{21} & v_{22} & \cdots & v_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ v_{m1} & v_{m2} & \cdots & v_{mn} \end{array} \right] - [g_1 \ g_2 \ \cdots \ g_n]$$
as a reminder of the aggravated matrix \( V \) elements, and the values from the border approximate area matrix \( G \). By the application of the expression:

\[
V = \begin{bmatrix}
    v_{11} - g_1 & v_{12} - g_2 & \ldots & v_{1n} - g_n \\
    v_{21} - g_1 & v_{22} - g_2 & \ldots & v_{2n} - g_n \\
    \vdots & \vdots & \ddots & \vdots \\
    v_{m1} - g_1 & v_{m2} - g_2 & \ldots & v_{mn} - g_n
\end{bmatrix} = \begin{bmatrix}
    q_{11} & q_{12} & \ldots & q_{1n} \\
    q_{21} & q_{22} & \ldots & q_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    q_{m1} & q_{m2} & \ldots & q_{mn}
\end{bmatrix}
\]

\( q \) elements are obtained, in the matrix \( G \) showing the distance of the alternatives from the border approximate area.

*Step 6* Alternative ranking. The criteria function values by alternatives are obtained by summing the elements from the matrix \( Q \) by rows, by the application of the expression:

\[
S_i = \sum_{j=1}^{n} q_{ij}, j = 1,2,\ldots, n, i = 1,2,\ldots, m
\]

The values of the criteria functions and the final rank of the alternatives are presented in Table 15.
Table 15 – Alternative ranking by the MABAC method

| Alternatives | Q     | RANK |
|--------------|-------|------|
| A1           | -0.1787 | 4    |
| A2           | 0.3443  | 1    |
| A3           | 0.0448  | 2    |
| A4           | 0.0108  | 3    |

Based on the obtained results, we can conclude that the alternative A2 is first ranked, i.e. the alternatives are ranked as follows: A2 → A3 → A4 → A1.

Conclusion

By analyzing the data presented in Table 7 (relative alternative proximity $Q_i^*$) by the application of the TOPSIS method and the data presented in Table 15 (alternative ranking by the application of the MABAC method), we can observe that the alternative A2 has the highest value and the alternative A1 has the lowest value. The alternatives A3 and A4 have relatively close values. Based on the stated, we can conclude that both methods of multi-criteria decision making are pointing that the best alternative, therefore a decision for the best ATGM weapon system, is presented in the alternative A2. Both methods show that the selection of the alternative A1 would be a wrong decision for procurement. In the applied methods, the alternatives ranking of A3 and A4 are different, so a decision maker can optionally decide (for example to lower the expenses) to select the alternative A3.

The characteristics of the alternative A2 are similar to the characteristics of the 9M133M Kornet-M ATGM, which represents one of the best, battle proven, weapon systems in world. We can conclude that the mathematical models of multi-criteria decision methods – which in our example unequivocally point to the alternative A2 - present an extremely helpful tool for decision makers.

The novelty of the method described in this paper is in the fact that a specific scientific method can be used for weapon system procurement for armed forces, therefore for gaining advancement in operational capabilities of armed forces.
The intention of the authors is to implement this method in future studies especially in the area of military decision making. The focus will be on counter insurgency operations with adversary personified in multiple militant groups. In this scenario, friendly forces will be equipped with most advanced weapon systems such as armed unmanned air vehicles (drones and loitering munitions) and unmanned ground vehicles.
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Резюме:

Введение/цель: Противотанковые управляемые ракеты (ПТУР) представляют собой один из самых эффективных комплексов вооружения для противоведействия бронетанковым и механизированным войскам. Вооружение данным видом техники
является преимущественным для вооруженных сил любой страны. Соответствующая оценка и выбор эффективных комплексов ПТУР – важнейший фактор, влияющий на оперативные возможности вооруженных сил. Цель данной статьи заключается в представлении многокритериальных методов, являющихся полезным инструментом для решения проблемы оптимизации закупок ПТУР вооруженными силами.

Методы: Ответственным лицам, принимающим решения по закупкам ПТУР предлагается внедрение многокритериальных методов TOPSIS (Technique for Order Preference by Similarity to Ideal Solution – Метод для выбора порядка предпочтения по сходству с идеальным решением) и МАВАС (Мультиатрибутивная модель сравнения граничных аппроксимативных областей). В данной статье представлены возможные решения по четырем моделям ПТУР. Описанные ПТУР представлены как варианты A1, A2, A3 и A4.

Результаты: На основании методов, описанных в данной статье, можно сделать вывод, что самым благоприятным является вариант A2, а соответственно и лучшим решением при выборе ответственными лицами, принимающими решения касательно закупок данной модели ПТУР.

Выводы: Приходим к выводу, что математические модели многокритериальных методов принятия решений, представленные в данной статье, недвусмысленно указывают на альтернативу с лучшими характеристиками и представляют собой выигрышный и чрезвычайно удобный инструмент для ответственных лиц, принимающих решения.

Ключевые слова: TOPSIS, МАВАС, закупка систем вооружения, многокритериальное принятие решений.
mekhanizovanim jedinicama. Opremanje ovim oruđjima predstavlja
imperativ oružanih snaga biće koje države. Adskvatanja eivaluačija
i izbor efikasnih PОВР predstavlja vžan faktor koji utiče na
operativne sposobnosti oružanih snaga. Ovo ovog radi je du da
prijke da metode višekriterijumskog odlučivanja predstavljaju
coristan alat za rshavanje problema optimalne nabave PОВР za
oružane snage.

Mетоде: Имплементација TOPSIS (Technique for Order Preference by
Similarity to Ideal Solution — техника за одабир наруџбине по
сличности са идеалним решењем) и MABAC (Multi Attributive Border
Approximation Area Comparison — вишетрибутивно упоређивање
граничних аппроксимативних области) методе бије предложене за
doносице одлука за решавање проблема набавке PОВР. У раду су
предложене четири врсте PОВР као могућа решења. Наведене
PОВР приказане су као альтернативе A1, A2, A3 i A4.

Резултати: Имплементација метода довела је до закључка да
алтернатива A2 има највишу вредност и да представља најбољи
избор који доносици одлука могу донети за избор ове врсте PОВР.
Закључак: Математички модели вишекритеријумско одлуки
примећени у овом раду, недвосмислено указују на альтернативу са
најбољим карактеристикама, па представљају захвалан и изузетно
coristan alat за donoсиоце одлука.

Кључне речи: TOPSIS, MABAC, набавка оружаних система,
вишекритеријумско одлукиване.