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Abstract
We introduce implicit Bayesian neural networks, a simple and scalable approach for uncertainty representation in deep learning. Standard Bayesian approach to deep learning requires the impractical inference of the posterior distribution over millions of parameters. Instead, we propose to induce a distribution that captures the uncertainty over neural networks by augmenting each layer’s inputs with latent variables. We present appropriate input distributions and demonstrate state-of-the-art performance in terms of calibration, robustness and uncertainty characterisation over large-scale, multi-million parameter image classification tasks.

1 INTRODUCTION
Deep neural networks (DNNs) excel at learning remarkably complex patterns from large datasets in many machine learning tasks and domains. However, DNNs are typically overconfident in their predictions on unseen or noisy data (Zhang et al., 2017; Wilson, 2020), due to optimizing the parameter vector to represent only a single high performance function hypothesis of the data. Learning neural networks with confidence calibration (Guo et al., 2017), robustness to perturbations (Su et al., 2019), or accurate uncertainty characterisation (Ovadia et al., 2019; Gustafsson et al., 2020) still face many major challenges, which require careful – and time-consuming – architectural tuning.

Multiple approaches have been proposed to alleviate these issues. In stochastic weight averaging (SWA), neural parameters are averaged over stochastic gradient descent iterates to improve generalization (Izmailov et al., 2018) and the point estimate is further expanded into a local distribution of solutions (Maddox et al., 2019). In deep ensembles a collection of alternative neural networks are learned (Lakshminarayanan et al., 2017; Garipov et al., 2018) from different initialisations to cover multiple data hypothe-
(Wenzel et al., 2020). Recently, the pioneering work of Pradier et al. (2018) proposed to avoid the weight-space posterior pathology by learning a lower rank parameter representation.

In this paper we introduce one of the first Bayesian neural network models that can be applied to architectures with over 10 millions weights. Our key contribution is to infer posteriors over input nodes instead of weights. Here we define an input node as either an input feature for fully-connected layers or an input channel for convolution layers. In typical neural architectures, this can potentially reduce the dimension of the posterior by up to 3800 fold. (See Table 1).

Our contributions include:

- Introducing orders of magnitude smaller input posteriors for neural networks compared to weight posteriors.
- Introducing efficient Bayesian neural networks for architectures with over 10 million parameters.
- State-of-the-art Bayesian neural networks in calibration and accuracy for large-scale image classification tasks.
- We release PyTorch implementation at github.com/trungtrinh44/ibnn, with support for using pre-trained models.

2 IMPLICITLY BAYESIAN NEURAL NETWORK

We consider the supervised learning task of inferring a neural network from a dataset of $N$ observations $D = \{x_i, y_i\}_{i=1}^{N}$ of multivariate inputs $x \in \mathbb{R}^D$ and outputs $y \in \mathbb{R}^P$, where the input can also represent images.

In classic feed-forward $\sigma$-activated BNN $\sigma(Wx + b)$ a prior $p(W, b)$ is placed over stochastic weights $W$ and bias $b$, whose posterior $p(W, b|D)$ is inferred (Blundell et al., 2015). This can be interpreted as an implicit neural process with weights and biases as latent variables (Ma et al., 2019). In this paper we propose instead to shift the posterior to layer-wise inputs by introducing latent input variables, while keeping the weights and biases deterministic and subject to conventional optimisation. We denote this approach as implicitly Bayesian neural network (iBNN), since the posterior over weights is implicitly induced from the explicit input priors.

The iBNN is defined

$$f_\ell(x) = \sigma_\ell(U_\ell(z_\ell \circ f_{\ell-1}) + b_\ell), \quad \ell \geq 1$$

$$f_0 := x$$

$$z_\ell \sim p(z),$$

where the inputs of the $\ell$ layer are multiplied element-wise (denoted $\circ$) by latent random variables $z_\ell$, while throughout this paper we consider $U_\ell$ and $b_\ell$ as ordinary, non-stochastic weights and biases, which are both optimized. The latent variables $z_\ell$ then induces an implicit process over the output nodes $f_\ell$ (Ma et al., 2019).

We note that our approach differs both from latent variable BNN’s (Depeweg et al., 2018) and the implicit processes (Ma et al., 2019), which both explicitly infer the potentially very high-dimensional weight posterior.

2.1 Layer-wise input priors

In this section, we explain our motivation of using multiplicative noise by showing a connection between the iBNN and the conventional BNN. We begin by considering a single-layer iBNN

$$y = \sigma(Ux + b)$$

$$\tilde{x} \sim p(\tilde{x}|x),$$

where $y \in \mathbb{R}^k$ is the output, and $U \in \mathbb{R}^{k \times D}$ is the non-stochastic weight-matrix, $b \in \mathbb{R}^k$ is the bias vector, $\tilde{x} \in \mathbb{R}^D$ is the perturbed input, and $\sigma$ is the activation function.

To find a suitable form of $p(\tilde{x}|x)$, we compare this model with a single-layer classic BNN

$$y = \sigma(Wx + b)$$

$$W \sim p(W),$$

where $W \in \mathbb{R}^{k \times D}$ is the stochastic weight matrix and $p(W)$ is weight distribution. For these two models to be equivalent, we let each pair of corresponding summands in the matrix multiplications equal each other

$$w_{m,n}x_n = u_{m,n}\tilde{x}_n,$$

where $m \in [1,k], n \in [1,d]$. The activations and biases can be ignored. When $x_n \neq 0$, we can represent the stochastic weight $w_{m,n}$ via the deterministic weight $u_{m,n}$ and the stochastic input $\tilde{x}_n$:

$$w_{m,n} = u_{m,n}\tilde{x}_n$$

$$z_n = \frac{\tilde{x}_n}{x_n}.$$
which is the result of perturbing the input \( x \) with the same multiplicative noise \( z \):

\[
\tilde{x} = x \circ z \tag{13}
\]

\[
z \sim p(z). \tag{14}
\]

Eq. (9) shows that the same noise distribution is shared between weights that interact with the same input feature. For a convolution layer, this notion translates to the same noise distribution being shared between weights that interact with the same input filter. This perturbation is intuitive, in that the variance of \( p(\tilde{x}_n) \) depends on the magnitude of \( x_n \), i.e., input features that provide stronger signal will also admit a wider range of sample values.

2.2 Variational inference

We aim to infer the ‘input’ posterior \( p(Z|D; \theta) \) over the \( L \) noise variables \( Z = z_1, \ldots, z_L \), while treating the neural parameters \( \theta = (U, B) \), that is, weights \( U = U_1, \ldots, U_L \) and biases \( B = b_1, \ldots, b_L \) as hyperparameters to be optimised. We infer a factorised variational posterior approximation \( q_\phi(z_1:L) = q_\phi(z_1) \cdots q_\phi(z_L) \) that is closest to the true (intractable) posterior in the KL sense,

\[
\arg \min_{\phi, \theta} \text{KL}[q_\phi(Z)||p(Z|D; \theta)], \tag{15}
\]

where \( \phi \) are the variational parameters and \( \theta \) are the neural weights, which are jointly optimised.

This translates into maximizing the evidence lower bound (ELBO) (Blei et al., 2017):

\[
\arg \max_{\phi, \theta} \mathcal{L} = \mathbb{E}_{q_\phi(z_1) \cdots q_\phi(z_L)} \left[ \log p(D|z_1:L, \theta) \right] - \beta \sum_{\ell=1}^L \text{KL}[q_\phi(z_\ell)||p(z_\ell)] \tag{16}
\]

which balances the optimisation of the expected likelihood \( p(D|Z, \theta) \) over the variational posterior \( q_\phi(z_1:L) \), and the layer-wise KL prior terms between the variational posterior and prior \( p(z_\ell) \). We consider the \( \beta \)-weighted KL term for more flexible approximation (Alemi et al., 2018). At \( \beta = 1 \), the ELBO is a lower bound for the log evidence;

\[
\log p(D; \theta) = \log \int p(D|Z; \theta)p(Z)dZ \geq \mathcal{L}_{\beta=1}, \tag{17}
\]

while \( \beta \neq 1 \) adjusts the balance between the likelihood and the prior. We consider deterministic weights and biases \((U, B)\), which can be either optimised or initialised directly from pre-trained models.

2.3 Variational ensemble posterior

We consider the mixture of Gaussians family of variational posterior distribution for the latent variables \( \{z_\ell\}_{\ell=1}^L \) across layers \( \ell = 1, \ldots, L \):

\[
q_\phi(Z) = \prod_{\ell=1}^L q_\phi(z_\ell) \tag{18}
\]

\[
q_\phi(z_\ell) = \frac{1}{K} \prod_{k=1}^K \mathcal{N}(z_{\ell,k}|\mu_{\ell,k}, \text{diag} \sigma_{\ell,k}^2), \tag{19}
\]

where \( K \) is the number of mixture components, and the variational parameters \( \phi = \{ \mu_{\ell,k}, \sigma_{\ell,k} \}_{\ell=1, k=1}^L \) are their mean and standard deviations. Given the multiplicative noise, we assume Gaussian priors with mean 1 and standard deviations \( s \) as hyperparameter,

\[
p(Z) = \prod_{\ell=1}^L p(z_\ell) \tag{20}
\]

\[
p(z_\ell) = \mathcal{N}(z_\ell|1, \text{diag} s^2). \tag{21}
\]
Algorithm 1 Training procedure

Require: $B$: batch size, $N$: number of epochs, $K$: number of components of the posterior, $S$: number of samples per component, $\sigma_0$: the initial standard deviation for posterior mean initialization.

1: Initialize the means of the components of the posterior using $N(1, \sigma_0^2)$.
2: for $i = 1$ to $N$ do
3:   for all mini-batches of size $B$ from the dataset do
4:     Evenly assign $B/K$ data points to each of the $K$ components.
5:     For each data point, draw $S$ noise samples from its assigned component and calculate the loss according to Eq. (16)
6:     Update the model’s parameters.
7:   end for
8: end for

However, there is no closed form equation to calculate the KL divergence in Eq. (16) between the mixture $q(z_\ell)$ and the Gaussian prior $p(z_\ell)$. We propose a tractable variant of the mixture of Gaussians approximation by calculating the KL divergence over the mixture mean $\hat{q}(z_\ell)$,

$$\hat{q}(z_\ell) = N(\hat{\mu}_\ell, \text{diag} \, \hat{\sigma}^2_\ell)$$

$$\hat{\mu}_\ell = \frac{1}{K} \sum_{k=1}^K \mu_{\ell,k}$$

$$\hat{\sigma}^2_\ell = \frac{1}{K^2} \sum_{k=1}^K \sigma^2_{\ell,k},$$

which is the distribution of the random variable $\hat{z}_\ell = \frac{1}{K} \sum_{k=1}^K z_{\ell,k}$, where $z_{\ell,k}$ is the sample drawn from the $k$-th component of the original $q(z_\ell)$.

The KL term encourages the mean of the components to center around $1$, which implies that they center around the layer-wise inputs $f_{\ell-1}$, and the variances to center around $s^2$. We optimize each component on their own stochastic minibatch slice, which leads to each component learning a different representation of the data (See Algorithm 1). This ensemble inference has two potential effects. First, through equation $W = U(\text{diag} \, z)$ (11), the $K$ components of the posterior of the latent variable $z$ propagate into $K$ components of the stochastic (implicit) weights $W$ which center around deterministic weights $U$. This center-forcing effect encourages the deterministic weight $U$ to converge to a wide optima on the loss surface, because it is surrounded by other high performing parameters. Second it allows the components of the posterior of the weight $W$ to cover a broad region on the loss surface, which can capture different modes of the posterior, since there is no penalty on how far the components reside from the mean (Izmailov et al., 2018) (See Figure 2).

2.4 Uncertainty decomposition

We get the predictive distribution of the iBNN by marginalizing over the latent variables $Z$:

$p(y|U, x) = \int p(y|U, Z, x)p(Z) dZ$  \tag{25}

Following Depeweg et al. (2018), we can represent the total uncertainty using the predictive entropy $H(y|U, x)$. The aleatoric uncertainty is defined as

$$\mathbb{E}_{q(Z)} [H(y|U, Z, x)],$$

while the epistemic uncertainty is quantified by the mutual information between $y$ and $Z$,

$$\text{MI}(y, Z) = H(y|U, x) - \mathbb{E}_{q(Z)} [H(y|U, Z, x)].$$  \tag{27}

3 EXPERIMENTS

In this section we will compare the proposed iBNN against the main competing methods of deterministic DNNs, BNN-VI (Blundell et al., 2015), and MC-dropout (Gal and Ghahramani, 2016) on cifar-10 and cifar-100 datasets over large-scale VGG-16 and WideResNet-28x10 networks. We will demonstrate the iBNN’s state-of-the-art performance in terms of
Figure 3: We visualize example softmax outputs of the iBNN for the first 4 classes in the Fashion-MNIST dataset. Each column represents a class. The top row contains samples with lowest predictive entropy and the bottom row contains those with highest predictive entropy.

predictive accuracy, robustness to model complexity, calibration, and out-of-distribution performance.

3.1 1D regression

We first demonstrate the iBNN against BNN-VI on a simple univariate regression problem of inferring the function \( y = x^3 \) with 30 datapoints. We use a a simple feed forward neural network with ReLU activation and 256 hidden nodes. We visualize in Figure 1 the behaviour of the iBNN and compare it to the behaviour of the BNN as we increase the number of hidden layers from \( L = 1, \ldots, 5 \). As the model size increases the BNN-VI collapses, as previously reported by Su et al. (2019). In contrast, the iBNN retains a good fit with good uncertainty representation independent of the model complexity.

3.2 Model complexity comparison

Next, we compare the robustness of the iBNN and BNN-VI models on the relatively simple image classification dataset Fashion-MNIST using the LeNet architecture. Figure 3 visualises the softmax outputs of the iBNN model, which shows that the model returns diverse predictions when it is highly uncertain.

Figure 4 shows the error of the two models when we vary the number of parameters in LeNet by varying the number of hidden layers. The iBNN improves its performance as network grows more complex, while BNN starts to degrade significantly after 165k parameters. The experiment demonstrates the pathology of variational inference over BNNs on scaling to larger networks.

3.3 Benchmarks

Table 2: Hyperparameters for each experiments. \( \lambda_0 \) is the initial learning rate for the deterministic weight \( U \), \( \lambda_1 \) is the constant learning rate for the parameters of the latent posterior.

| Model         | VGG-16     | WideResNet-28x10 |
|---------------|------------|------------------|
| VGG-16        |            |                  |
| CIFAR-10      | 0.05       | 0.05             |
| CIFAR-100     | 1.2        | 1.6              |
| Weight decay  | 0.0005     | 0.0003           |
| Prior \( p(z) \) | \( N(1.0, 0.075^2) \) | \( N(1.0, 0.075^2) \) |
| Prior \( \mu_z \) | \( N(1.0, 0.03^2) \) | \( N(1.0, 0.03^2) \) |
| Number of samples \( S \) | 165K | 657K 
| Model size    | 10         | 15               |
| Error (%)     | 10         | 15               |

Experimental protocol. We describe our training procedure in Algorithm 1. We focus on evaluating iBNN on image classification tasks using two network architectures: VGG-16 (Simonyan and Zisserman, 2015) and WideResNet-28x10 (Zagoruyko and Komodakis, 2016) on the CIFAR-10 and CIFAR-100 datasets.

We run each experiment for 300 epochs using a batch size of 128. We use SGD with Nesterov momentum of 0.9 as our optimizer. For the deterministic weight, we initially set the learning rate to \( \lambda_0 \), then starting to anneal the learning rate linearly to 0.01\( \lambda_0 \) during 120 epochs starting from epoch 150. For the posterior parameters of the latent variables, we use a constant large learning rate \( \lambda_1 \) throughout training, which we set to a large value so that these latent variables can quickly adapt to the changes of the deterministic weights. We also linearly anneal the
The iBNN is significantly better than the deterministic model, the MC-dropout and BNN-VI methods across all metrics. The iBNN achieves the lowest predictive errors and negative log likelihoods, while also being the most calibrated model, according to the expected calibration error (ECE). We observe a general trend of improvement as we increase the number of components $K$ in the variational posterior, with iBNN-16 achieving almost consistently the best performance.

We study the effect on the number of components more in-depth in Figure 6, where we demonstrate the performance of VGG-16 network on cifar-100 with number of components $K \in \{4, 8, 16, 24, 32\}$. We notice that performance starts to decline when $K > 16$. 

**Evaluation criteria.** We compare iBNN against DNNs, MC-dropout (Gal and Ghahramani, 2016) and BNN-VI (Blundell et al., 2015) on three metrics: classification error, negative log-likelihood (NLL) and expected calibration error (ECE) (Guo et al., 2017). To evaluate the performance of the iBNN, we draw 5 samples from each of the $K$ components of the posterior, which gives us a total of $5 \times K$ sample predictions, which are combined to form the final prediction. We report the performance of the iBNN with 4, 8 and 16 components in the posterior. The results are shown in Figure 5.
Next, we study the calibration of the iBNN against its competing methods. Figure 7 demonstrates the discrepancy between prediction confidence (from softmax) and accuracy over the confidence range. A perfectly calibrated model achieves a zero discrepancy. The visualisation shows that the iBNN is consistently better calibrated than MC-dropout or deterministic neural networks. The improvement is especially significant in VGG-16 on CIFAR-100. Interestingly, the iBNN tends to slightly under-confident on CIFAR-100 with WideResNet-28x10.

3.5 Out-of-distribution performance

We demonstrate the robustness of iBNN on out-of-distribution data by calculating the epistemic (27) and aleatoric (26) uncertainty of the WideResNet-28x10 model on corrupted CIFAR-10 and CIFAR-100 datasets. We create the out-of-distribution data by corrupting the samples with two methods:

1. **Gaussian noise**: Each corrupted sample $\hat{x}$ is created by mixing $\gamma \in [0, 1]$ of standard Gaussian noise $\epsilon$ to $1 - \gamma$ of the true sample $x$:
   
   $$\hat{x} = (1 - \gamma)x + \gamma\epsilon, \quad \epsilon \sim \mathcal{N}(0, I).$$

2. **Salt-and-pepper noise**: Each corrupted sample $\hat{x}$ is created by randomly setting each element of $x$ to 0 or 1 with probability $p$.

Figure 8 show the change in the mean predictive entropy (MPE) of the WideResNet-28x10 model as we increase the Gaussian or salt-and-pepper noise intensity, with aleatoric (bottom) and epistemic (top) uncertainties shown. An ideal model would increase the predictive entropy as the input converges towards
noise. Figure 8 shows that the iBNN model consistently increases the predictive entropy over increasingly noisy inputs. The iBNN tends to divide the uncertainty more towards epistemic component, while the MC-dropout tends to allocate the uncertainty more towards the aleatoric part.

4 DISCUSSION

In this paper we introduced implicit Bayesian neural networks that shift the inference of stochastic weights and biases to layer-wise input or hidden node variables. This shifts the task of inferring posterior over millions of weights into inferring a dramatically smaller posterior over thousands of nodes instead, while retaining the deep network capacity and representing weight stochasticity implicitly. We proposed an ensembled variational posterior inference, which scales efficiently to very large networks, such as VGG-16 with millions of parameters. We showed state-of-the-art performance in terms of prediction accuracy, calibration, out-of-distribution uncertainty characterisation, and robustness to noise.

Even though we jointly optimize our deterministic weights and variational parameters in our main experiments, the formulation of the iBNN does permit direct intialisation using pre-trained weight parameters, while only learning the latent node parameters to represent multimodal uncertainty. This notion can help reduce the training time significantly by splitting the procedure into two phases of optimizing the deterministic weights in the first phase, and jointly optimizing the both the weights and the variational parameters in the second phase. The inference time of iBNN is comparable to SGD or MC-dropout, since we can draw samples from the iBNN in parallel using modern GPUs.

We envision the input-wise prior paradigm to inspire several new research directions. The smaller posteriors open the possibility of more refined posterior inference via SG-MCMC (Wenzel et al., 2020), or network compression (O’Neill, 2020). The node prior perspective can provide a new view on network transformation equivariances and invariances (Finzi et al., 2020). An immediate application of the presented work is in recurrent neural networks (RNNs) (Ma et al., 2019), and especially in augmenting complex natural language processing models such as Transformers (Polosukhin et al., 2017) with Bayesian uncertainties. Finally, we also leave multiplicative bias priors as future work.
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Appendix

Tables of test error, NLL and ECE

We include the test error, negative log-likelihood (NLL) and expected calibration error (ECE) of the VGG-16 and WideResNet-28x10 models on CIFAR-10 and CIFAR-100 datasets in Table 3, 4 and 5. We calculate ECE using 15 bins. Each experiment is run 5 times with different random seeds. The iBNN greatly outperforms other methods in terms of test error and NLL, while producing more calibrated models according to the ECE. There is a clear trend that increasing the number of components in the posterior leads to better performances across all metrics. However, there is a limitation to this trend. We demonstrate this by training the VGG-16 on CIFAR-100 dataset with various number of components $K \in \{4, 8, 16, 24, 32\}$ and report the result in Table 6. The result shows that the performance starts to decline when $K > 16$ in terms of NLL and ECE, and when $K > 24$ in terms of test error. We posit that due to our training algorithm, which trains the variational parameters of each component using a slice of size $B/K$ produced by dividing a mini-batch of size $B$ into $K$ equal parts, a larger $K$ leads to a smaller slice resulting in more noisy gradients for each component, which deteriorates the final performance. We believe that a larger number of components $K$ can be used without loss in performance if a larger batch size $B$ is employed during training.

Table 3: Error (lower is better) on CIFAR-10 and CIFAR-100.

|               | CIFAR-10       | CIFAR-100      |
|---------------|----------------|----------------|
|               | VGG-16 | WideResNet28x10 | VGG-16 | WideResNet28x10 |
| SGD           | 6.72 ± 0.06  | 3.53 ± 0.11    | 26.74 ± 0.13  | 18.80 ± 0.16    |
| MC-dropout    | 6.71 ± 0.12  | 4.86 ± 0.15    | 26.41 ± 0.20  | 20.54 ± 0.24    |
| BNN-VI        | 9.63 ± 0.35  | 5.96 ± 0.28    | 36.37 ± 0.32  | 24.13 ± 0.40    |
| iBNN-4        | 6.33 ± 0.14  | **3.29 ± 0.06** | 26.22 ± 0.28  | 17.79 ± 0.24    |
| iBNN-8        | 6.31 ± 0.08  | 3.38 ± 0.08    | 25.89 ± 0.19  | 17.52 ± 0.27    |
| iBNN-16       | **6.19 ± 0.07** | 3.34 ± 0.08   | **25.72 ± 0.08** | **17.27 ± 0.09** |

Table 4: NLL (lower is better) on CIFAR-10 and CIFAR-100.

|               | CIFAR-10       | CIFAR-100      |
|---------------|----------------|----------------|
|               | VGG-16 | WideResNet28x10 | VGG-16 | WideResNet28x10 |
| SGD           | 0.3255 ± 0.0070 | 0.1280 ± 0.0014 | 1.7232 ± 0.0144 | 0.7730 ± 0.0078 |
| MC-dropout    | 0.2887 ± 0.0125 | 0.1645 ± 0.0082 | 1.4048 ± 0.0289 | 0.8364 ± 0.0104 |
| BNN-VI        | 0.6601 ± 0.0358 | 0.2685 ± 0.0169 | 2.3733 ± 0.0954 | 1.2683 ± 0.0447 |
| iBNN-4        | 0.2147 ± 0.0036 | 0.1122 ± 0.0011 | 1.1249 ± 0.0189 | 0.6818 ± 0.0055 |
| iBNN-8        | 0.2061 ± 0.0031 | 0.1093 ± 0.0021 | 1.0612 ± 0.0074 | 0.6601 ± 0.0043 |
| iBNN-16       | **0.1983 ± 0.0015** | **0.1073 ± 0.0020** | **1.0325 ± 0.0069** | **0.6440 ± 0.0049** |

Using pretrained deterministic weights

We demonstrate that our method could improve the performance of pretrained deterministic models. We use the pretrained ResNet-50 model on IMAGENET from the torchvision package and run the training of the variational parameters for 15 epochs. We set the learning rate of the deterministic weights to a very small value of 0.0001, and we set the learning rate of the variational parameters to 0.2, which we anneal to 0.05 for 4 epochs starting from epoch 6. We choose the prior to be $\mathcal{N}(1, 0.1)$ and we use a batch size of 256. We report the result
Table 5: ECE (lower is better) on CIFAR-10 and CIFAR-100.

|               | CIFAR-10 |               | CIFAR-100 |               |
|---------------|----------|---------------|-----------|---------------|
|               | VGG-16   | WideResNet28x10 | VGG-16   | WideResNet28x10 |
| SGD           | 0.0476 ± 0.0004 | 0.0165 ± 0.0003 | 0.1869 ± 0.0017 | 0.0466 ± 0.0015 |
| MC-dropout    | 0.0421 ± 0.0007 | 0.0149 ± 0.0009 | 0.1457 ± 0.0012 | 0.0485 ± 0.0020 |
| BNN-VI        | 0.0656 ± 0.0015 | 0.0290 ± 0.0018 | 0.1886 ± 0.0016 | 0.0909 ± 0.0032 |
| iBNN-4        | 0.0173 ± 0.0017 | 0.0093 ± 0.0007 | 0.0807 ± 0.0050 | 0.0284 ± 0.0021 |
| iBNN-8        | 0.0163 ± 0.0010 | 0.0064 ± 0.0009 | 0.0755 ± 0.0018 | 0.0274 ± 0.0021 |
| iBNN-16       | **0.0149 ± 0.0008** | **0.0048 ± 0.0013** | **0.0713 ± 0.0028** | 0.0287 ± 0.0014 |

Table 6: Performance of VGG-16 model on CIFAR-100 with different number of components in the posterior.

| K   | Error (↓) | NLL (↓) | ECE (↓) |
|-----|-----------|---------|---------|
| 4   | 26.22 ± 0.28 | 1.1249 ± 0.0189 | 0.0807 ± 0.0050 |
| 8   | 25.89 ± 0.19 | 1.0612 ± 0.0074 | 0.0755 ± 0.0018 |
| 16  | 25.72 ± 0.08 | **1.0325 ± 0.0069** | **0.0713 ± 0.0028** |
| 24  | **25.53 ± 0.34** | 1.0467 ± 0.0184 | 0.0755 ± 0.0035 |
| 32  | 25.67 ± 0.23 | 1.0758 ± 0.0089 | 0.0828 ± 0.0019 |

Table 7: Performance of ResNet-50 on the validation set of ImageNet using pretrained parameters. Each experiment is run once.

|               | Error (↓) | NLL (↓) | ECE (↓) |
|---------------|-----------|---------|---------|
| SGD           | 23.87     | 0.9618  | 0.0373  |
| iBNN-4        | 23.22     | 0.9310  | 0.0350  |
| iBNN-8        | 23.15     | 0.9237  | 0.0323  |
| iBNN-16       | **23.12** | **0.9118** | **0.0232** |

in Table 7. Our method provides a significantly improvement in performance across all metrics compared to the original pretrained solution. We want to note that this improvement depends a lot on the pretrained weights, since they decide the region on the loss surface that the variational parameters will explore.