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Summary
In the last few years, researchers have applied machine learning strategies in the context of vehicular platoons to increase the safety and efficiency of cooperative transportation. Reinforcement Learning methods have been employed in the longitudinal spacing control of Cooperative Adaptive Cruise Control systems, but to date, none of those studies have addressed problems of disturbance rejection in such scenarios. Characteristics such as uncertain parameters in the model and external interferences may prevent agents from reaching null-spacing errors when traveling at cruising speed. On the other hand, complex communication topologies lead to specific training processes that can not be generalized to other contexts, demanding re-training every time the configuration changes. Therefore, in this paper, we propose an approach to generalize the training process of a vehicular platoon, such that the acceleration command of each agent becomes independent of the network topology. Also, we have modeled the acceleration input as a term with integral action, such that the Artificial Neural Network is capable of learning corrective actions when the states are disturbed by unknown effects. We illustrate the effectiveness of our proposal with experiments using different network topologies, uncertain parameters, and external forces. Comparative analyses, in terms of the steady-state error and overshoot response, were conducted against the state-of-the-art literature. The findings offer new insights concerning generalization and robustness of using Reinforcement Learning in the control of autonomous platoons.
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1 | INTRODUCTION

In the last two decades, the interest in the study of autonomous platoons for transportation missions has grown significantly, in such a way that many researchers have focused on developing control and decision-making strategies for these scenarios. This interest is motivated by the fact that, from an economic point of view, land transport of goods is a critical issue for many countries, and vehicular platoons present many advantages, such as greater throughput and safe navigation, higher passenger comfort, lower energy consumption, and emission of pollutants, among others. More recently, traditional planning and control methods have been replaced by new machine learning algorithms, opening up a new range of possibilities to improve safety and efficiency in transportation systems. But despite the rapid progress, most papers have focused more on the internal aspects of neural networks,
and less on the practical aspects of the real world such as uncertainties in vehicle parameters (mass, friction, and inertial delay), team heterogeneity (different types of vehicles or communication flows), and the existence of external perturbations. So, this brings us to the need of thinking about more robust and general strategies in the context of multi-agent systems.

In this paper, we deal specifically with the problem of null spacing error in the longitudinal spacing control of Cooperative Adaptive Cruise Control (CACC) systems. The main idea is to provide a controller that learns how to regulate the space between two subsequent agents in a vehicular platoon, such that: i) the training stage of the ANN is independent of the communication topology among the vehicles; ii) the output rejects bounded external disturbances, and iii) it operates under bounded parametric uncertainties for the model dynamics. Our proposed approach is illustrated in Fig. 1, where vehicle $i$ runs a Deep Reinforcement Learning (DRL) controller that receives as input $\bar{e}_i(t)$ (the sum of average spacing, speed, and acceleration differences of vehicle $i$ to all its neighbors), and outputs an incremental acceleration command $\Delta u_i(t)$, subsequently integrated and limited by a saturation.

Here, we aim for the following contributions:

- since the controller receives as input an error based on the average difference between the states of the vehicle $i$ and its neighbors, we can model nearby teammates as a single-vehicle subjected to model uncertainties. It allows us to perform the training process in a simplified scenario with only two vehicles, later generalizing its application to other topologies without the need for a new training process.

- to handle fluctuations in the average error calculated across all neighbors (caused by the different dynamics of the heterogeneous neighbors), we had to exchange the output of the network from $u_i(t)$ (commonly used in the literature of RL strategies for platoons) to $\Delta u_i(t)$. This modification endowed the ANN with the capability to adjust the acceleration command every time the system is disturbed by unpredictable forces. This output must be integrated to obtain $u_i(t)$ and the resulting command is employed to avoid undesirable effects.

- concerning the previous topics, we offer a theoretical formalization to justify the improved performance of the proposed modification, in terms of ensuring null spacing error in steady-state conditions, even when subjected to different communication topologies, external forces (such as elevation in the road), or uncertainty in the model parameters (like mass, tire friction, drag coefficient or inertial delay, among others).

When compared to the state-of-the-art literature, our method is completely model free in the sense that it doesn’t need to know the communication topology of the team. As will be discussed later, other works assume fixed and known communication architectures, which makes the training stage more difficult and less generalizable. On the other hand, similarly to other papers, we still need to have an estimate of the vehicle parameters in order to realize an approximated dynamic cancellation, although, in our case, it doesn’t need to be perfect. If the parameters deviate from the nominal values, the proposed approach can maintain a similar performance. Our strategy is also capable of approximating null steady-state error under the existence of external disturbances and parametric uncertainties, while other papers assume perfect communication and precisely known vehicle dynamics.
The remainder of this paper is structured as follows. In Sec. 2, we present a review of the current literature. In Sec. 3, we formalize the problem and discuss the environment setting, while in Sec. 4, we present the proposed methodology. Simulated experiments in Sec. 5 illustrate the effectiveness of our approach when subjected to generalized environments. Finally, in Sec. 6, we draw some conclusions and discuss avenues for future investigations.

2 RELATED WORK

In the field of Transportation Systems, cooperative platoons present many advantages such as greater transport throughput and safe navigation, lower energy consumption and emission of pollutants, and higher passenger comfort, among others. In this context, the recent work of Dey et al. summarizes the literature, where the authors categorize the area in three main issues: i) communication framework, ii) driver interference, and iii) control strategies.

Regarding the control of Cooperative Adaptive Cruise Control (CACC) systems, many subtopics have been addressed, ranging from kinematic/dynamic modeling to control policy designing, whose analysis incorporates imperfect network, human-driver interaction, external disturbances, and fault tolerance, factors that can impair the team stability. Therefore, the development of robust techniques is crucial for the operation in real-world scenarios.

Most of the classical control laws depend on identifying a mathematical model, many times assuming linear dynamics or using linearization approaches to handle nonlinearities. A good example is the problem of longitudinal spacing control addressed in Zheng et al., where the authors proposed a distributed protocol to stabilize a platoon with different communication topologies. This work has been extended in Zheng et al. and Neto et al. to deal with heterogeneous teams, and in Souza et al. to deal with time-delayed communication. Alternatively, some researchers concentrate on developing nonlinear and/or adaptive control strategies, handling nonlinearities directly instead of resorting to some kind of feedback linearization. For example, a combination of sliding mode control and adaptive terms is proposed in Guo et al. Results are extended in Guo et al., where the approximation capabilities of Neural Networks are used to estimate online the uncertain parameters. In both approaches, the spacing error converges to a small neighborhood around the origin, but it cannot be zeroed. Also, there is the possibility of a shattering effect, and the gain design relies on some heuristics.

An important topic that influences the choice of the control strategy, with impacts on the system stability, is the communication topology. Several papers in the literature have used Directed Acyclic Graph (DAG) models with homogeneous and heterogeneous platoons to improve the team robustness. DAGs are directed graphs with no directed cycles that, in the case of CACC systems, provide good performance when using consensus algorithms. Directed graphs have been considered in Santini et al., where the authors formally prove the stability of a control law under topology changes to accommodate new vehicles or to disengage them. In this paper, we also deal with DAGs to model the communication topology of the platoon, as will be further discussed.

In contrast with analytic methods, recent papers are using alternative machine learning approaches, such as Reinforcement Learning (RL), in the operation of CACCs seeking to reduce the dependence on the vehicular models. Although the literature on RL applied to cooperative teams of vehicles has grown significantly in the last five years, the first works in the area are almost two decades old. Concerning spacing control strategies, there are two papers, Luke et al. and Wei et al., using state-action-value functions to model and solve the problem of longitudinal control of consecutive vehicles in a linear formation. More recently, with the advent of deep neural networks, techniques based on Deep Reinforcement Learning (DRL) start to be applied to several problems in Robotics. In CACC systems, Wei et al. proposed a Supervised RL approach for the longitudinal control of one leader-follower pair. Their main idea was to learn input commands by interacting with a supervised network trained to emulate the behavior of a human driver. Although interesting, the work considers only one type of network topology, the predecessor following (PF), and neglects the existence of external disturbances.

In the sequence, Chu and Kalabi propose the use of the Deep-Deterministic Policy Gradient (DDPG), a model-free off-policy RL method, to compute continuous actions to stabilize a platoon composed of both, human-driven and autonomous vehicles. But although the existence of a human in the control loop may eventually represent a problem, its behavior was modeled according to a deterministic optimal velocity function, which makes the problem relatively easier and limited. In Liu et al., the authors use deep Q-networks and a consensus algorithm to learn the longitudinal control of a platoon in a distributed manner. The main idea is that each vehicle trains its Q-network by interacting with its front and back neighbors (called bi-directional topology) before sending the network parameters to other agents. With the same information provided by its teammates, it uses a consensus protocol that will make the entire team agree about the optimal Q-network.
Haotian et al.\textsuperscript{23} also address the problem of control in mixed teams, composed of autonomous and human-driven vehicles. Here it uses the Distributed Proximal Policy Optimization (DPPO) algorithm with three main objectives: improve car following efficiency, enhance string stability and decrease fuel consumption. This is a good example of how powerful DRL approaches can be since, by decomposing the platoon into subsystems with less than 5 followers, all these objectives can be minimized according to a single (and simple) reward function. A similar scenario is studied in Li et al.\textsuperscript{24}, where the main goal is to reduce energy consumption and collision by regulating the acceleration of the vehicle. Qu et al.\textsuperscript{25} also use the DDPG algorithm to find a policy that simultaneously reduces traffic oscillations and improves electric energy consumption in the spacing control of successive and connected vehicles.

As far as we know, Zheng’s work\textsuperscript{8} and many other traditional control methods dealing with longitudinal platoon control also use prior knowledge of the vehicle model to cancel the non-linearity of disturbing effects, such as drag and friction. The main idea is to linearize such models to apply linearized consensus protocols. In this sense, the current DRL approaches employ these models to learn linearized vehicles. Although at this point our approach matches others in the literature, our robust policy allows dealing with uncertainties in the model’s parameters, which causes an imperfect linearization. Another important topic is that all papers in the state-of-the-art literature for DRL control of platoons heavily depend on the network topology. Therefore, they must know not only the vehicles’ parameters but also the communication graph among the agents. If these premises do not hold, the other approaches may underperform or even not work at all. Since our protocol is robust to different topologies, it is model-free in terms of the network structure, while others are not.

In summary, all the previously mentioned works based on RL present some common characteristics. First, they emulate the dynamic behavior of the vehicles neglecting the existence of external disturbances, such as wind and road slope, among others. Second, they assume only homogeneous teams of robots, with known parameters free of uncertainties. And finally, and most important, they use predefined communication topologies in the training stage of the algorithm, which limits its application to platoons with the same configuration. For simplicity reasons, most of the papers use the PF topology or others in which the vehicle only communicates with its front and back neighbors. These three characteristics prevent the learning method from being generalized to situations in which the team is heterogeneous, subject to disturbances, or with topologies different from the one used in the training stage. In other words, they are prone to the phenomenon of overfitting.

Currently, the generalization in DRL methods is a topic of increasing interest for the learning community, once it aims to produce policies that can be efficiently extended to unseen or untrained situations. Among many categories of methods for tackling generalization in RL, are those based on the idea of changing the optimization objective to improve robustness\textsuperscript{26}. Robust Reinforcement Learning approaches generally use the worst-case scenario to maximize the obtained police under the existence of model misspecifications\textsuperscript{27}, i.e. external disturbances\textsuperscript{28}. The problem with such strategies is that they perform well when perturbation occurs, but they are not optimized for regular conditions. Furthermore, the designer must know all possible worst-case situations to learn robust behaviors, which can be difficult in practice.

Then, concerning the current literature, we propose a DRL capable of reacting to disturbances in the input states by computing input increments to the current acceleration command of a vehicle. As will be illustrated with experiments in Sec. 5, this approach is more robust and generalizable than classical consensus protocol and conventional DRL approaches that act directly on the acceleration command. Our proposal is similar to the one presented in\textsuperscript{29}, where the authors provide a framework for training a multi-robot systems control policy based on the mean information of all neighboring agents. The MF-MARL method uses this mean information as part of the state vector to feedback to the agent with the reward in a decentralized manner. But, as a consequence, the agent needs to know the network topology during training, making the solution less generalizable and breaking the model-free requirement. Also, the authors assume a team composed only of homogeneous agents, ruled by a discrete policy $\pi(\cdot)$ (with a finite set of states and actions). They are not interested in external disturbances, uncertainty in the agents’ parameters, or changing topologies. On the other hand, our main goal is to provide a policy robust to such perturbations. Then, we use only one neighbor in the training stage and the average of all neighbors in the execution stage, employing an integration term to face the discrepancies between both stages. In addition, we use a continuous police $\mu(\cdot)$, and our team can be a heterogeneous one.

3 | METHODOLOGY

It is hard to model complex or high nonlinear systems accurately. In the case of vehicular platoons, many factors interfere with the design of a precise model: exit/entrance of new vehicles; coexistence of human and robotic drivers; varying road conditions; communication breakdowns. Therefore, instead of painstakingly characterizing a complete platoon to account for so many factors
and then proposing a distributed control law, we can use statistical and machine learning methods to directly design an effective set of controllers, which handles robustly the missing dynamics, uncertainties, and disturbances.

Reinforcement Learning (RL) algorithms are a good choice in this scenario, once they can be regarded as methods where an agent interacts with the environment through a control deterministic policy \( \mu(\cdot) \) while it only receives partial information concerning the effectiveness of this interaction (reward/punishment). Over time, the agent refines its interplay with the environment, improving the capacity of making good decisions - maximization of the expected return from the reward function \( r(\cdot) \). When concerning CACC systems, RL methods are generally used in the following problem:

**Problem 1** (Reinforcement Learning in platooning control). Consider a vehicular platoon composed of \( n \) agents following one leader, whose communication topology can be modeled as a Directed Acyclic Graph. To control the inter-spacing distance among the teammates, we have to find a decentralized policy \( \mu(\cdot) \) for each agent \( i \) that maps the difference between its states and the states of its neighbors \( N_i \) into acceleration/braking commands.

As previously discussed, most of the current literature on platoon control considers the environment as a fixed structure in the sense that the same topology and number of neighbors are used in both, the training and the execution stages. In this context, our proposed approach consists of some key improvements concerning the control scheme and the training method, whose objective is to simultaneously promote generalization and robustness. Therefore, we propose a more general setting, as described below:

**Problem 2** (Topology generalization). By using a Deep Reinforcement Learning approach, the main challenge is to solve Prob.1 with a \( \mu(\cdot) \) that is also able to operate in environments distinct from those used during the training stage. We henceforth refer to this as the generalization problem.

In this paper, we are interested in the generalization problem when the platoon operates under topologies distinct from the trained topology. Also, we aim to include disturbances in the system, such as road conditions (slopes, wind) and parametric uncertainties (mass, power train). To do so, let us first present the formalization.

### 3.1 Environment setting

We begin by considering the longitudinal dynamics of vehicles described in Gao et al.\(^6\), which is a variation of Zheng et al.\(^8\) concerning parametric uncertainties and external disturbances. Since we consider rigid and symmetrical platforms, free of yaw moments and sliding of tires, a vehicle \( i \) can be given by:

\[
\begin{align*}
v_i(t) &= \dot{p}_i(t), \\
m_i a_i(t) &= \frac{\eta_i v_i(t)}{r_i} T_i(t) - \frac{1}{2} \rho C_i (v_i(t) + v_w(t))^2 - m_i g \cos \phi(t) - m_i g \sin \phi(t), \\
T_i(t) &= \tilde{T}_i(t) - \zeta_i T_i(t),
\end{align*}
\]

where \( p_i, v_i \) and \( a_i \) are position, speed and acceleration, respectively, along the \( X \)-axis. Also, there is the mass \( m_i \), motor efficiency \( \eta_i \), tire radius \( r_i \), gravity acceleration \( g \), friction constant \( \zeta_i \), air density \( \rho \), and drag coefficient \( C_i \). Variables \( v_w \) and \( \phi \) are external parameters corresponding to wind speed and road slope, while the last first-order dynamic equation relates the torque \( T_i \) of the vehicle propulsion and braking system with the desired torque \( \tilde{T}_i \), associated to the power-train time constant \( \zeta_i \).

Supposing we know all constant parameter values, and assuming zero \( v_w \) and \( \phi \), we can use the feedback linearization in Zheng et al.\(^8\),

\[
\tilde{T}_i(t) = \frac{\rho}{\eta_i} \left[ \frac{1}{2} \rho C_i v_i(t)(2\zeta_i a_i(t) + v_i(t)) + m_i g \zeta_i + m_i u_i(t) \right],
\]

(2)

to transform the nonlinear longitudinal dynamics of \( i \) into the third-order linear time-invariant model

\[
\begin{bmatrix}
\dot{p}_i \\
\dot{v}_i \\
\dot{a}_i
\end{bmatrix} =
A_i \begin{bmatrix}
\dot{p}_i \\
\dot{v}_i \\
\dot{a}_i
\end{bmatrix} + B_i u_i(t) =
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -\frac{1}{\zeta_i}
\end{bmatrix}
\begin{bmatrix}
p_i \\
v_i \\
a_i
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\begin{bmatrix}
u_i(t)
\end{bmatrix},
\]

(3)

with \( \mathbf{x}_i = [p_i, v_i, a_i]^T \) and \( u_i \) representing a new (acceleration/braking) input command. Here it is important to highlight that most of the current literature on classic control and RL approaches are based on this linear representation. However, once we are interested in addressing the problem of robust control, we will consider most of the vehicle parameters as being uncertain,
assuming the existence of limited wind speed and road slope. In this sense, the new system can be given by

$$\dot{x}_i(t) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & -\frac{1}{\zeta_i} \end{bmatrix} x_i(t) + \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} u_i(t) + \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \epsilon_i(t),$$

where $y_i$ is the observed output and $\epsilon_i$ is a term that incorporates all uncertainties related to unknown values such as mass, drag coefficient, wind speed, road inclination, and power-train inertia, among others.

Based on the nonlinear (or linearized) dynamics, the next step is to establish a communication topology among the platooning agents and use all information provided by nearby teammates to decide about the action $u_i(t)$, which is generally performed by each agent in a decentralized manner. Similar to most of the papers in the literature, we have modeled the platoon connectivity as a time-invariant Directed Acyclic Graph (DAG), a finite directed graph with no closed cycles that presents a topological ordering among the vertices. This graph structure allows describing the so-called look-ahead topologies, where some of the most common are illustrated in Fig. 2. An important characteristic of this type of network, in terms of robustness, is that they are free from the influence of successors’ oscillations since the vehicle only receives information from its predecessors.

Most of the current literature on RL applications in platoons are also concentrated on the predecessor following (PF) topology, Fig.2(a), the simplest one. This can be explained by the fact that training with only one neighbor is more easy and fast since it decreases the input dimension of the ANN. In other words, the state space used to describe the platoon is smaller. However, an important disadvantage is that the vehicle becomes less robust to uncertainties and more susceptible to external attacks or failures of its single neighbor. More rarely, some papers have used the predecessor following leader (PFL) structure, incorporating the leader information in the control protocol of all agents, which is not very realistic for long platoons. But the fact is that when training DRL approaches, one must define the network structure a priori, which breaks the idea of having a complete model free policy. Also, some network structures can be complex and too hard to learn. Therefore, our first goal is to propose a modification to generalize the DRL strategy, such that it can be applied to all DAG topologies, including those in Fig. 2.
3.1.1 Typical state/action representation

In the current literature, consensus protocols applied to the problem of longitudinal spacing control\cite{8,9,10,11} are generally represented by the form:

$$u_i(t) = -\sum_{j \in \mathcal{N}_i} K e_{ij}(t) = -\sum_{j \in \mathcal{N}_i} K \begin{bmatrix} p_i(t) - p_j(t) - d_{ij} \\ v_i(t) - v_j(t) \\ a_i(t) - a_j(t) \end{bmatrix},$$

with $d_{ij}$ being the desired inter-space among the vehicles, $\mathcal{N}_i$ the set with neighbors of $i$, and $K$ a constant gain vector. These strategies use as the state, a vector containing position, speed, and acceleration error.

Following this principle, recent DRL methods addressing longitudinal control of platoons also use as the most common variables the position and speed errors from the vehicle itself and its neighbors, which leads to kinematic models with an acceleration input command.\cite{23,24,22} Other papers incorporate the dynamics of the vehicles by adding the acceleration error in the state vector, using as input a reference signal for the power-train system\cite{20,21} as presented in Eq. (1). In the last case, the increase in the state dimension makes the DRL algorithm more difficult to train, but the output policy is more “realistic” since it can learn the motor time constant while computing $u_i(t)$.

In any case, when using DRL techniques, the linear (consensus) protocol is replaced by the state/action representation:

$$s_i(t) = \{ e_{ij}(t) : e_{ij}(t) \forall j \in \mathcal{N}_i \},$$

$$a_i(t) = \mu(s_i(t)),$$

where the state $s_i(t)$ is a composition of the errors to other vehicles, and the action $a_i(t)$ is given by a policy that approximates the optimum behavior, according to some cost (reward) function, only for the specific $\mathcal{N}_i$ used in the training stage. In practice, this policy is implemented as a deep neural network, as described in the following. The problem with the such formulation is that $s_i(t)$ depends on the number of neighbors (network topology), which limits its application to the trained platoon. This problem will be treated further with the proposal of a novel state/action representation.

3.1.2 Control scheme

The basic architecture of a Artificial Neural Network (ANN) consists of: i) an input layer, which receives the state $s$, ii) $l_{\text{max}}$ hidden layers, and iii) an output layer, which provides the action $a$. Individual neurons are indexed according to the number of layer $l$ and their position within the layer $j$. So, each neuron produces as output a scalar $z_l^j$, which are grouped into the vector $z^l = [z_1^l, \ldots, z_{N_l}^l]^T$. In the input layer, $z^0 = s$, and in the hidden layers

$$z^l = \sigma(W^l z^{l-1} + b^l), \quad \text{with} \quad l = 1, \ldots, l_{\text{max}},$$

where $\sigma(\cdot)$ is the set of activation functions, $W^l \in \mathbb{R}^{N_l \times N_{l-1}}$ is a weighting matrix, and $b^l \in \mathbb{R}^{N_l}$ is a bias vector, all of which compose the network parameters. Consequently, the output is given as a linear combination of the output of the last hidden layer:

$$a = \sum_{j=1}^{N_l} a_j z_l^j + c = \sum_{j=1}^{N_l} a_j \sigma(W_{\text{max}}^l z_{\text{max}-1} + b_{\text{max}}) + c.$$

In a nutshell, the basic process of DRL can be regarded as a Markov decision process represent by a 4-tuple $\{S, A, p(\cdot), r(\cdot)\}$, where $S \in \mathbb{R}^N$ is the state space, $A \in \mathbb{R}^M$ is the action space, $p(s, s') : S \times A \times S \to \mathbb{R}$ is the transition dynamics from state $s$ to the state $s'$ in the next step given action $a$, and $r(\cdot) : S \times A \to \mathbb{R}$ is the immediate reward function, received by the agent by performing the transition. The accumulated reward at the end of this process is given by

$$J_N = \sum_{k=0}^{K} \gamma^k r(s_k, s_{k+1}),$$

where $\gamma \in [0 \ldots 1]$ is a discount factor.

The general objective of a DRL algorithm is to train a ANN using it to obtain a policy $\mu(s)$ that maximizes the cumulative reward $J_N$ while attaining state $s_N$.

3.1.3 Reward function

The reward function $r(\cdot)$ is a very important portion of DRL approaches since it is used to adjust the policy. In other words, given a set of control objectives, the algorithm will search for a $\mu(\cdot)$ that maximizes $r(\cdot)$. Once the longitudinal spacing control
in CACC systems is a problem of regulation with continuous inputs, most of the current literature employs reward functions that are a weighted sum of the errors in position, speed, and sometimes acceleration\textsuperscript{20,21,23,24}. While reducing the error distance between consecutive vehicles in steady-state is generally the main goal, other papers use the reward function to reduce fuel consumption or to increase the string stability of the team. But typically, in all these works, the main control objective is ensuring null steady-state spacing error among the vehicles, and the minimum representation for \( r(\cdot) \) can be given by:

\[
    r(t) = \exp \left\{ - \begin{bmatrix} e_{ij}(t)^T & u_i(t) \end{bmatrix} \begin{bmatrix} \Gamma & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} e_{ij}(t) \\ u_i(t) \end{bmatrix} \right\} \forall j \in \mathcal{N}_i, \tag{12}
\]

where \( \Gamma \) is a positive diagonal matrix and \( \beta > 0 \) is an action penalty coefficient. Once again, we can see that the reward, like the adjusted control policy, depends on the network topology, breaking the idea of model-free representation. But even in this context, most of the current literature on DRL platoons use off-policy approaches to find \( \mu(\cdot) \).

### 3.2 Deep-Deterministic Policy Gradient

To define the best policy \( \mu(\cdot) \), we have used the Deep-Deterministic Policy Gradient (DDPG)\textsuperscript{30}, an off-policy actor-critic-based approach capable of learning continuous space policies (actor) and the corresponding \( Q \)-value function (critic) by using approximation functions. The DDPG has been proposed as an extension of the Deep Q Network (DQN)\textsuperscript{19}, becoming one of the first DRL approaches to deal with continuous actions. It has already been employed in the longitudinal spacing control of CACC systems with good results\textsuperscript{21,25}, although other methods such as DQN, DPPO and Soft Actor-Critic (SAC) have also been used.

The algorithm uses an experience replay buffer to minimize correlations between samples during the training stage, and separate target networks to improve the stability of the learning process. It also uses a parameter \( \tau \) to slowly update the weights \( \theta' \) of the target networks based on the learned networks, such that:

\[
    \theta' = \tau \theta + (1 - \tau) \theta', \tag{13}
\]

with \( \tau \ll 1 \). This means that the lower the \( \tau \) value, the more slowly and stably \( \theta' \) tracks \( \theta \).

The DDPG strategy explores the environment by adding noise to the exit of the actor policy

\[
    \mu'(s) = \mu(s|\theta) + \mathcal{N}(\cdot), \tag{14}
\]

where \( \mathcal{N} \) is often modeled as an Ornstein-Uhlenbeck noise process due to its efficiency in the exploration and control of dynamic systems. Concerning the accumulated reward of Eq. (11), the actor network is then updated by following the policy gradient:

\[
\nabla_{\theta_\mu(\cdot)} J \approx \frac{1}{N} \sum_i \nabla_a Q(s, a|\theta^{(i)}) \bigg|_{s=s_i, a=\mu(s_i)} \nabla_{\theta_\mu(\cdot)} \mu(s|\theta^{(i)}) \bigg|_{s_i}. \tag{15}
\]

### 4 PROPOSED METHOD

Here we describe our main contributions to address Prob. 2. The methodology described in the previous section is modified to improve the generalization of the training stage and enhance the ability of the policy to compensate for parametric deviations and external factors in platoon control.

### 4.1 Alternative training environment

Since we are considering DAG topologies, actions and states of successor agents have no impact on the vehicles ahead of them. Therefore, regarding the point of view of a single agent \( i \), the effective environment consists of interactions with its predecessors in \( \mathcal{N}_i \). In the literature on linear control for platoons modeled as DAG, a well-known fact is that better connectivity with the leader or with more neighbors can improve individual performance. In this sense, as will be illustrated in the experiments, the TPF topology is better than the PF, and the TPFL surpasses the TPF. At the same time, these improvements in terms of performance can degrade the generalization properties.

For instance, the reader is referred to the work of Godinho et al.\textsuperscript{7}, examining the problem of re-configurable platoons with arbitrary entrances and exits of vehicles. The paper demonstrates that given a stabilizing matrix \( K \) in Eq. (6) for the PF topology, then this same controller can stabilize platoons with distinct topologies, possibly with more than one neighbor. However, the opposite is not always true. Transposing this knowledge into the general context of Deep Reinforcement Learning, the use of
specific environments can lead to overfitting, resulting in great errors in new scenarios. In the traditional scope, a given policy \( \mu(\cdot) \) capable of stabilizing a platoon in the PFL topology may not be useful to the PF topology, for instance. Even worse, it can lead to an unstable platoon, with unbounded spacing errors. Therefore, we propose a new training environment consisting of a couple of agents, one leader and one follower. We conjecture that a well-adjusted DRL control for this parsimonious environment can be properly generalized when more information about extra predecessors is included, therefore avoiding overfitting.

To present our new state/action representation, let us go back to the linear case and reformulate Eq. (6), such that:

\[
\begin{align*}
    u_i(t) &= -|N_i| K \begin{bmatrix} p_i(t) \\ v_i(t) \\ a_i(t) \end{bmatrix} + \sum_{j \in N_i} K \begin{bmatrix} p_j(t) + d_{ij} \\ v_j(t) \\ a_j(t) \end{bmatrix} \\
    &= -K \begin{bmatrix} p_i(t) \\ v_i(t) \\ a_i(t) \end{bmatrix} + \frac{1}{|N_i|} \sum_{j \in N_i} K \begin{bmatrix} p_j(t) + d_{ij} \\ v_j(t) \\ a_j(t) \end{bmatrix} + \rho(N_i).
\end{align*}
\]

(16)

Here, one can see that the first two terms of Eq. (16) represent the error between the states of agent \( i \) and the average states of all its \( |N_i| \) neighbors, while \( \rho(N_i) \) is a residual unknown value. In other words, it is possible to feed the system with a protocol that considers all nearby vehicles as a single agent which approximates the average value of the states, except for a compensation term \( \rho(N_i) \).

Bearing this in mind, it is possible to think of a DRL strategy in which a vehicle learns to follow one single average virtual neighbor, such that its training stage will be the simplest possible. When applied to vehicles in the PF topology, this virtual agent will be played by the only neighbor of \( i \) and \( \rho(N_i) = 0. \) However, for different topologies, it will represent the average value of all nearby vehicles, and \( \rho(N_i) \) will be a disturbance in our controller. On one hand, the average term in Eq. (16) will provide more information about the platoon conditions. With more neighbors, however, possible noise or missing information will be filtered out. On the other hand, there is the approximation residue that must be compensated. Therefore, if we can provide a policy robust to limited disturbances, a ANN trained just with two vehicles might be generalized to other topologies. This topic will be discussed in the next sections. For now, we propose the output in Eq. (5) as the combination of position, velocity, and acceleration errors to compose our state \( s(t) \) as the average error:

\[
\tilde{e}_i(t) = y_i(t) - \frac{1}{|N_i|} \sum_{j \in N_i} (y_j(t) - d_{ij}).
\]

(17)

Another clear advantage of the proposed environment is the reduction in terms of the state-space dimension. Since this dimension affects the convergence and training time, the reduction can promote faster tuning. So, to compensate for the environment simplicity, the reduced time spent allows training with more complex episodes and scenarios. Since we chose to use a more compact training environment (model) we intend to compensate for the uncertainties and disturbances with some improvements in the control policy, as described in the following sections.

### 4.2 Alternative state/action and reward representation

In the literature on vehicular platoons, as far goes the authors’ knowledge, the actions selected by the DRL agent are the direct values of the input command in (3), given by the policy (8). As shown in the literature, this policy can be regarded as nonlinear static controller, which can provide a good transitory regime in the longitudinal control of vehicles. In the general case, since the platoon topology can be complex and there may not be connected, the theory of nonlinear systems can provide answers regarding the stability and steady-state response, see for instance \(^{31,32}\) and references therein.

In this paper, besides the modifications explained in the environment, we choose to simplify the state/action and the structure of the policy. By choosing \( C = [1 \ 1 \ 1] \) in Eq. (5), we use Eq. (17) to define our novel state and action representation as:

\[
\begin{align*}
    s_i(t) &= \tilde{e}_i(t) = p_i + v_i + a_i - \frac{1}{|N_i|} \sum_{j \in N_i} \left( p_j + v_j + a_j - d_{ij} \right), \\
    a_i(t) &= \mu(\tilde{e}_i(t)).
\end{align*}
\]

(18)

(19)

Activation functions for ANNs (ReLU, sigmoid, tanh, etc) are generally nonlinear, and the compound of successive activation functions \( \sigma(\cdot) \) within the layers results in policies with static (memory-less) non-linearities, satisfying the following assumptions:
Assumption 1. Let the nonlinear mapping \( \mu(\cdot) : \mathbb{R} \to \mathbb{R} \), with \( \mu(0) = 0 \). Considering \( k < \bar{k} < \infty \), we assume that:

\[
(\mu(s) - ks)(\mu(s) - \bar{k}s) \leq 0, \quad \forall s \in \mathbb{R},
\]

i.e., the policy is \textit{sector bounded} within \([k, \bar{k}]\).

Assumption 2. The nonlinear mapping \( \mu(\cdot) : \mathbb{R} \to \mathbb{R} \) locally satisfies Assumption 1 with \( 0 < k < \bar{k} \).

These interesting characteristics of ANNs motivated the development of methodologies to estimate tight bounds that encapsulate the nonlinear mapping, to certify classifiers\(^{33}\) and safety\(^{34}\). Considering the training environment, with one virtual neighbor (reference) and one follower, the control loop of Fig. 3 can be proposed, where:

\[
G(s) = C_i(sI_j - A_j)^{-1}B_i = \frac{s^2 + s + 1}{\xi_i s^2 \left( s + \frac{1}{\xi_i} \right)}.
\]

This control loop is closely associated with the general problem of feedback interconnection of a linear system and a static cone bounded nonlinearity, the so-called \textit{Lur'e problem}, and its stability properties studied according to the absolute stability theory. The following Lemma allows us to investigate the stability using frequency domain information of the environment \( G(s) \):

\textbf{Lemma 1} (Adapted from Sandberg and Johnson\(^{35}\)). Consider a single-input–single-output system of the form (4), where \( \{A_j, B_j, C_j\} \) is a minimal realization of \( G(s) \), and Assumption 1 (or 2) holding true. Then, the system is absolutely stable (with a finite domain) if the following conditions are satisfied:

1. the Nyquist plot of \( G(s) \) does not enter the circle \( O_r \), with radius \( r = 1/2[\bar{k}^{-1} - \bar{k}^{-1}] \), centered at \((-1/2[\bar{k}^{-1} + \bar{k}^{-1}], 0)\).
2. the Nyquist plot of \( G(s) \) encircles the circle \( O_r \) \( m \) times in the counterclockwise direction, where \( m \) is the number of unstable poles of \( G(s) \).

In the framework proposed, the reference signal in Fig. 3 is replaced by the average term in (17), so the analysis remains the same. The idea is to use only the sector information about \( \mu(\cdot) \), the bounds \( k \) and \( \bar{k} \) instead of the complete description, to investigate the stability, which is a strong result since it applies to a large class of static nonlinearities. The drawback is that the result can be conservative, since no explicit information about \( \mu(\cdot) \) is used.

Another relevant concept present in the study of autonomous platoons is string stability. There are many definitions in the area, as cataloged by the survey\(^{36}\). Some definitions can be immediately applied to platoon systems with general topologies, whereas other definitions are restricted to the predecessor-following scheme. Lets focus on the Time-domain String Stability (TSS), whose advantages are no linearity assumption and being suitable to many topologies.

Under assumption 1 (or 2), the dynamics of the states for an interconnection of vehicles with the \( \mu(\cdot) \) in a look-ahead platoon, can be rewritten as:

\[
\dot{s}_i(t) = f_i(s_i(t), s_j(t)), \quad \forall i = \{1, 2, \ldots, n\}, \quad \forall j \in \mathcal{N}_i,
\]

leading to the following result:

\textbf{Lemma 2} (Adapted from Feng et al.\(^{36}\)). The origin \( s_i = 0, i \in n \), has TSS if given any \( \varphi > 0 \) there exists \( \psi > 0 \) such that:

\[
\|s_i(0)\|_\infty < \varphi \Rightarrow \sup_{t} \|s_i(\cdot)\| < \psi.
\]
This result is connected to the Weak Coupling Theorem for string stability and the demonstration follows similar lines as in. Lemma 1 imposes that $\dot{s}_i(t) = f(s_i(t), 0)$ is stable and assumption 1 (or 2) indicates that $f(\cdot)$ is Lipschitz in its arguments.

Although these stability certificates are important, the problem of reference tracking, disturbances rejection, and parametric uncertainties in the context of DRL platoon control and training generalization remains to be addressed.

**Problem 3 (Robustness Problem).** By using a Deep Reinforcement Learning approach, the main challenge is to solve Problems 1 and 2 with a policy $\mu(\cdot)$ that is also capable of compensating factors neglected during the training stage (such as disturbances, parametric uncertainties, distinct communication topologies), ensuring null steady-state error in terms of inter-vehicle spacing.

Since the nonlinear controller $\mu(\cdot)$ is static, the properties for reference tracking or disturbance rejection mainly stem from the environment characteristics, specifically from the system type, as discussed in.

**Lemma 3** (Adapted from Sandberg and Johnson). Consider that the configuration shown in Fig. 3 satisfies the conditions of Lemma 1. If $r = y_0 - d_0$ approaches a limit $r^{\infty}$ as $t \to \infty$, then $e_i^{\infty} = \lim_{t \to \infty} \hat{e}_i(t)$ exists. Moreover $\hat{e}_i^{\infty} \neq 0$ if and only if $r^{\infty} \neq 0$ and $m = 0$, where $m$ is the number of integrator poles of $G(s)$.

Since the proposed model possesses two integrator poles, according to Eq.(20), any stabilizing policy can guarantee null error in steady-state for step and ramp inputs. Nevertheless, since the policy is memory-less it does not carry these properties in the case of disturbances signals $e_i(t)$. For this reason, we proposed an improved modification to the policy. In practical terms, the actions selected by the policy under the DRL training are incremental values for the input command in (3), instead of the direct values:

$$u_i(t) = \text{sat} \left[ \int_{0}^{t} \mu \left( \hat{e}_i(t) \right) \, dt \right],$$

$$\approx \text{sat} \left[ \sum_{j=0}^{l} u \left( \hat{e}_i(j) \right) T_j \right] = \text{sat} \left[ u_i(t - T_s) + \Delta u_i(t) T_s \right],$$

with $T_s$ being a small time-step discretization, and

$$\text{sat} \left[ u \right] = \begin{cases} 
    u_{\max} & \text{if } u > u_{\max} \\
    u_{\min} & \text{if } u < u_{\min} \\
    u & \text{otherwise} 
\end{cases}$$

being the saturation function, used to limit the acceleration command into the bounds of the real system.

Some integral representations are not suitable for computational implementation because of memory overhead, however, they enables us to devise the configuration shown in Fig. 4. Considering the modified control loop and assuming that the $\mu(\cdot) \in C^1$, which is a mild assumption considering ANN with continuous activation functions, the following result can be established:

**Theorem 1** (Adapted from Sandberg and Johnson). Consider that the configuration shown in Fig. 3 satisfies the conditions of Lemma 1 when $G(s)$ is replaced by $s^{-1} G(s)$. Let $\tilde{e}_i^0(t)$ be $\hat{e}_i(t)$ when the policy $\mu(\cdot)$ is replaced by a linear constant, $k$. Thus:

$$\tilde{e}_i^0(t) \to 0 \Rightarrow \hat{e}_i(t) \to 0.$$  

Therefore, to guarantee the reference tracking properties it remains to show that the conditions of Theo. 1 are satisfied for the training environment. There are 3 integrator poles in $s^{-1} G(s)$, so for a linear policy $\mu(\hat{e}_i(t)) = k \hat{e}_i(t)$ is straightforward to show that $\tilde{e}_i^0(t) \to 0$ for a proper gain.

Since we have modified the state representation of our DRL algorithm, we have also used a different reward function:

$$r(t) = \exp \left\{ - \begin{bmatrix} \kappa & 0 \\ 0 & \beta \end{bmatrix} \begin{bmatrix} \tilde{e}_i(t) \\ u_i(t) \end{bmatrix} \right\},$$

where $\kappa$ is a positive gain.

Based on these results, the proposed augmented policy, which provides incremental values for the input command, has the same advantages as the traditional policies in terms of reference tracking, which provides a direct value for the input command.

---

1 Number of poles at the origin (integrators).
Additionally, the proposed method can improve robustness, since it can benefit from the good features of having an integral term inside the controller to compensate for disturbances and parametric uncertainties in the control loop.

Under these circumstances, the dynamics of the states for an interconnection of vehicles with the augmented $\mu (\cdot)$ in a look-ahead platoon, can be rewritten as:

$$\dot{s}_i(t) = \hat{f}_j(s_i(t), s_{ij}(t)), \forall i = \{1, 2, \cdots, n\}, \forall j \in \mathcal{N}_i.$$  

(26)

Given convergence properties, it is also possible to discuss another concept: Asymptotically Time-domain String Stability (ATSS).

**Lemma 4** (Adapted from Feng et al.\cite{36}). The origin $s_i = 0$, $i \in n$, has ATSS if it has TSS and $\sup_i \|s_i\|_{\infty} \to 0$.

Theorem 1 provides the conditions to show that $\dot{s}_i(t) = \hat{f}_j(s_i(t), 0)$ is asymptotically stable. According to the Weak Coupling Theorem, any interconnection of asymptotically stable systems is string stable, if the interconnections are sufficiently weak. Therefore, since each vehicle $i$ is endowed with the same stabilizing policy, following a reference given by the average states of all its $\mathcal{N}_i$ neighbors, the proposed approach can guarantee ATSS.

By these arguments, we expect that the proposed modification can solve Prob. 3 more adequately than other policies in the literature. To illustrate these advantages, an extensive set of experimental results is presented in the following.

### 5 EXPERIMENTS

The main objective of this section is to illustrate that our method, hereinafter referred to as Robust Reinforcement Learning (RRL) is less susceptible to the existence of model misspecifications than others. Therefore, we present some simulated experiments comparing the platoon behavior with another two approaches.

The first one is the distributed consensus protocol in Zheng et al.\cite{8} given by Eq. (6), where the authors define the acceleration command $u_i$ by computing the error between the state of the vehicle $x_i$ and the state of its neighbors $x_j$. For all trials, we have set $K = \{1, 2, 1\}$, values extracted from the above-mentioned paper.

The second one is a DRL approach inspired in the current literature\cite{20,21,22,24}, where the authors use Reinforcement Learning algorithms to compute continuous policies that transform the error between the states of the agents, $x_i$ and $x_j$, into acceleration commands $u_i$. Although all these works present different optimization reward functions (learn human-driver behavior, avoid collisions, save fuel, etc) and different network topologies (PF and PFL), in common they perform a longitudinal spacing control task. Therefore, we synthesized them all in a single benchmark strategy, hereinafter referred to only as Conventional Reinforcement Learning (CRL), that uses a Deep-Deterministic Policy Gradient algorithm with the reward function in Eq. (12).

The vehicles’ nonlinear models and DDPG algorithms have been implemented using the Pytorch and Numpy libraries for Python 3 language, running at Ubuntu 20.04. Figure 5 presents the actor-critic network structures for both, CRL and RRL strategies, where each module is composed of two hidden fully-connected layers with 256 neurons each, connected through Rectified Linear Unit (ReLU) activation. Input states $s$ are given by $e_{ij} \in \mathbb{R}^3$ and $\bar{e}_i \in \mathbb{R}$, respectively, while output actions $a \in \{-1, 1\}$ are computed via the hyperbolic tangent ($\text{tanh}$) activation function and re-scaled for $\{u_{\text{min}}, u_{\text{max}}\}$ in the CRL and for $\{\Delta u_{\text{min}}, \Delta u_{\text{max}}\}$ in the RRL.

In the DDPG implementation, we have used a discounting factor $\gamma = 0.99$, and $\tau = 0.005$ for the soft target updates, while the neural network parameters were adjusted with a learning rate of 0.0001 for both actor and critic. Meanwhile, the Ornstein-Uhlenbeck distribution $\mathcal{N}$ was defined with null mean and standard deviation of 0.15. We have used 300 episodes in the training.
\[ u_i = \mu(e_{ij}) \]
\[ \Delta u_i = \mu(\bar{e}_i) \]

**FIGURE 5** Actor-critic model structures: a) Conventional Reinforcement Learning (CRL) network; and b) the proposed Robust Reinforcement Learning (RRL) network. Both modules present two hidden fully-connected layers with 256 neurons each.

stage, with 1000 steps in 50 s of simulation. The vehicle \( i \) and its front “virtual leader” start in relatively random states, with the last one always at the forefront position and commanded to accelerate and decelerate according to the following function:

\[ u_0(t) = \begin{cases} 
\text{rand} (-0.5, 1.5) \text{ m/s}^2 & \text{if rand}(0, 1) \leq 0.01, \\
u_0(t - 1) & \text{otherwise},
\end{cases} \]

where \( u_0(0) = 0 \) and \( \text{rand}(a, b) \) is random uniform value selected between \( [a, b] \). It means that, for each episode, the leader has a chance of 1 in 100 time-steps to vary its speed with limited acceleration. Figure 6 presents the moving average reward evolution for both evaluated methods. The CRL is based on Eq. (12) with \( \Gamma = [1 1 1] \) and \( \beta = 0.2 \), while our proposed RRL uses Eq. (25) with \( \kappa = 1.0 \) and \( \beta = 0.2 \). From the training perspective, it is possible to observe that both approaches rapidly learn a relatively good regulation tendency. The CRL makes it faster and with less noise, possibly because it is acting directly on \( u_i(t) \). Nevertheless, the proposed RRL surpasses after approximately 50 episodes and sustains this improvement until the end.

**FIGURE 6** Moving average of the reward for the Conventional Reinforcement Learning (CRL), Eq. (12), in red, and the Robust Reinforcement Learning (RRL), Eq. (25), in blue.

In the following section, we start by testing the influence of the topology structure in the proposed controller. In the sequence, we added external disturbances and uncertainties in the dynamic model of the vehicles to evaluate the system stability. In this execution phase, for all experiments, the leader’s acceleration profile was given by:

\[ u_0(t) = \begin{cases} 
1.0 \text{ m/s}^2 & \text{if } 5 \text{ s} < t \leq 10 \text{ s}, \\
0.0 \text{ m/s}^2 & \text{otherwise}.
\end{cases} \]
Here, the main idea is to evaluate the step response and the steady-state behavior of the DRL controller. Table 1 presents the nominal heterogeneous values for the parameters of the nonlinear system (1). External parameters were first set to \( v_w = 0 \) and \( \phi = 0 \) (disturbances and uncertainty will be discussed later). For all experiments, the spacing distance was set to \( d_{ij} = 10 \text{ m} \).

| Nominal parameter values | \( m_i = 1500 + 100i \) [kg] | \( r_i = 0.25 + 0.005i \) [m] |
|--------------------------|-------------------------------|------------------------------|
| \( \eta_i = 80 + i \) [%] | \( \zeta_i = 0.3 + 0.02i \) | \( \zeta_i = 0.015 + 0.001i \) |
| \( C_i = 0.4 + 0.01i \)  | \( g = 9.78 \) [m/s²]       | \( g = 9.78 \) [m/s²]       |
| \( \rho = 1.23 \) [kg/m³] | \( \Delta u_{\text{min}}, \Delta u_{\text{max}} \) = \{-3, 3\} | \( \Delta u_{\text{min}}, \Delta u_{\text{max}} \) = \{-30, 30\} |

5.1 Analysis with different topologies

Let us start by testing the influence of the communication network in the response to our proposed policy. Concerning a platoon composed of ten vehicles (one leader and nine followers), starting with a null spacing error, we ran experiments for all topologies in Fig. 2. Figures 7, 8, 9 and 10 present a comparison among the consensus control law in Zheng et al.\(^8\), the conventional approach (CRL), and our proposed strategy (RRL) for the predecessor following (PF), predecessor following leader (PFL), two predecessors following (TPF), and two predecessors following leader (TPFL) topologies, respectively.

For the PF, one can notice that all three approaches were able to stabilize the system, ensuring null error in steady-state. That was expected, once the method in Zheng et al.\(^8\) is stable for all topologies (in the absence of disturbances) and the DRL approaches were trained with exactly one predecessor neighbor. Concerning the dynamic step response, the consensus protocol presented an oscillatory behavior, with a large overshoot, as can be seen in Fig. 7(a). This may be a consequence of a not careful adjustment of the gains in the control law. On the other hand, as illustrated in Figures 7(b) and 7(c), both DRL algorithms provide smaller oscillatory overshoots, although this was not taken directly into account in the reward function.

![Figures 7](a) PF topology, Zheng et al.\(^8\). (b) PF topology, CRL. (c) PF topology, proposed RRL.

**FIGURE 7** Impact of the PF topology: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

When the leader is incorporated into the communication structure of all vehicles, PFL topology, it is possible to see it helps to improve the dynamic response of all evaluated methods, decreasing oscillations and overshoots in comparison to previous simulations. However, Fig. 8(b) also shows that the CRL approach starts to present a little steady-state error, while the other two techniques, the consensus protocol in Fig. 8(a) and the RRL with integral action in Fig. 8(c), remain stable and undisturbed.

The same behavior can be observed in Figures 9 and 10 for the TPF and TPFL, respectively. The obvious conclusion here is that, as the number of neighboring vehicles increases, higher is the difference between the trained and execution environments. These tests illustrate that it is possible to generalize a DRL policy by feeding it not with the states of all nearby agents, but with the mean “virtual” neighbor, making the controller robust in steady-state conditions to different communication topologies.
5.2 Analysis under uncertainties

In the following experiments, we demonstrate that our method is also capable of ensuring null spacing error even when the feedback linearization proposed in Zheng et al.\textsuperscript{8} is imperfect. It happens when the parameters of the vehicle are known with some level of uncertainty, generally because some of them are difficult to measure (like friction or motor efficiency) or because the team presents heterogeneous characteristics.

Without loss of generality, we have incorporated for all trials uncertainties into two parameters that present significant variations among ground vehicles, the mass and the power-train time constant. For the mass, we have randomly chosen values in the interval \( m_j = 1500 + 100i \pm 300 \text{ kg} \), while for the time constant we used \( \zeta_j = 0.3 + 0.02i \pm 0.1 \). Figures 11 to 14 presents the controllers’ responses for all evaluated techniques and all previously mention topologies.
At this point, it is interesting to perceive that both, the consensus protocol in Zheng et al.\textsuperscript{8} and the CRL algorithm fail, while our proposed RRL with integral action policy provides a null steady-state error. In Zheng et al.\textsuperscript{9}, the authors demonstrate that their consensus protocol is also stable for heterogeneous teams of vehicles, as long as their communication topology can be modeled as Directed Acyclic Graphs, which is the formal definition for all topologies in Fig. 2, but they can’t handle uncertain parameters. Also, such stability depends mainly on the value of $\zeta_i$ and the used controller gains. On the other hand, the CRL method was incapable of reducing the steady-state error since its network was trained using the feedback linearization with the nominal values in Table 1. Without a strategy to compensate for all uncanceled nonlinear terms in Eq. 1, the policy can’t be generalized to heterogeneous uncertain platoons. Our method, however, rejects the disturbance caused by the uncertainty in the parameters, ensuring null error.

**FIGURE 11** Impact of uncertainties in the parameters of the vehicles for the PF topology: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

**FIGURE 12** Impact of uncertainties in the parameters of the vehicles for the PFL topology: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

**FIGURE 13** Impact of uncertainties in the parameters of the vehicles for the TPF topology: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.
5.3 Analysis under external disturbances

Next, we have considered the existence of external disturbances in the platoon. Here, the main goal is to demonstrate the effectiveness of the integral action term of our proposed topology, once again considering all topologies of Fig. 2. To do so, let us increase the road slope angle $\phi$ in Eq. (1) to emulate the existence of an ascent ramp to be overcome by the vehicle team. For all trials, we modeled this inclination as:

$$
\phi = \begin{cases} 
0 \text{ degrees, for } p_i \leq 135 \text{ m}, \\
10 \text{ degrees, otherwise.}
\end{cases}
$$

Therefore, with the given acceleration profile, the leader reaches the disturbances in about after approximately 35 s of simulation.

Figures 15, 16, 17 and 18 presents the step response of the platoon to the PF, PFL, TPF and TPFL, respectively. All of them show the susceptibility of the current state-of-the-art approaches to external forces acting on the system. This negative effect is more evident in the network topologies in which the agent doesn’t communicate directly with the leader (PF and TPF). In leader-based hierarchies, the agent tends to perceive and respond more quickly to disturbances in the steady state, although, in practice, they are hard to implement for very long platoons due to real-world communication constraints. On the other hand, our proposed method performed more robustly to adverse road conditions. The same behavior may be expected with the introduction of wind, although ground vehicles are less susceptible to this type of disturbance.

Next, we also evaluate the cumulative impact of a topology change and external disturbances in the evaluated methods. The idea is to demonstrate how our proposed approach behaves in a more realistic traffic scenario. Figure 19 presents a case in which the platoon composed of ten vehicles, starting with the TPFL topology, is subjected to a road slope of $\phi = 5$ degrees after 40 s of simulation. Similar to the results in Fig. 18, our approach is the only capable of completely rejecting the disturbance. But in the sequence, at 80 s, we change the current communication topology from TPFL to PF, and then, it is possible to observe that the controllers’ response degrades significantly, with the exception of our method, which continues to reject disturbances. This experiment is repeated for every pair of topologies. Because of the lack of space, instead of showing the simulation graphics, Table 2 compiles the integral square error (ISE) for the spacing error summed over all nine following vehicles in the platoon, as a figure of merit. The lines indicate the starting topology whereas the columns indicate the final topology. Due to
the large oscillations in the transitory and the constant errors in the steady-state, Zheng and CRL provide very large values for the ISE. In other words, in the proposed metric the inability to provide convergence of the error was severely penalized. In every case tested, the proposed methodology performed better providing lower values of the ISE. This was possible because the proposed approach ensured zero error in the formation after the disturbances occurred. The analysis of Table 2 reveals that

FIGURE 16 Impact of a road slope of $\phi = 10\,\text{degrees}$ for the PFL: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

FIGURE 17 Impact of a road slope of $\phi = 10\,\text{degrees}$ for the TPF: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

FIGURE 18 Impact of a road slope of $\phi = 10\,\text{degrees}$ for the TPFL: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

FIGURE 19 Impact of a road slope of $\phi = 5\,\text{degrees}$ and switching topology from TPFL to PF: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.
when the CRL starts with the PF topology and then is forced to operate with other topologies the result is with the same order of magnitude than ours. However, when the CRL starts with any topology other than PF the results are far inferior, two or three orders of magnitude above the proposed. This denotes a clear deficiency of the conventional methods in the literature, failing to absorb the combined adverse effects of external disturbances and untrained topologies.

**TABLE 2** ISE of the spacing error for a platoon with ten vehicles subject to a road slope of $\phi = 5$ degrees after 40 s and a switching communication after 80 s for different combinations of topologies. Each line shows the starting topology for the platoon and the columns show the swapped topology.

|                | to PF | to PFL | to TPF | to TPFL |
|----------------|-------|--------|--------|---------|
| **from PF**    |       |        |        |         |
|               | Zheng | CRL    | Ours   | Zheng   | CRL    | Ours   | Zheng   | CRL    | Ours   |
| from PFL       | 1.85 $\times 10^4$ | 1.03 $\times 10^3$ | 4.59   | 9.83 $\times 10^3$ | 5.33 $\times 10^4$ | 1.12 $\times 10^5$ | 1.25 $\times 10^4$ | 6.48 $\times 10^4$ | 1.12 $\times 10^5$ |
| from TPF       | 1.98 $\times 10^4$ | 1.09 $\times 10^3$ | 5.62   | 2.22 $\times 10^3$ | 1.04 $\times 10^2$ | 2.43   | 2.22 $\times 10^3$ | 1.04 $\times 10^2$ | 2.43   |
| from TPFL      | 1.85 $\times 10^4$ | 1.03 $\times 10^3$ | 4.60   | 9.16 $\times 10^2$ | 4.23 $\times 10^1$ | 9.38   | 3.46 $\times 10^3$ | 1.63 $\times 10^2$ | 1.36   |

**5.4 | Experiments using the CARLA simulator**

Finally, in this last experiment, we have implemented our strategy with a heterogeneous team composed of the leader and nine followers in the CARLA simulator\(^2\), an open-source tool for autonomous driving research that provides a client/server interface allowing for external communication with many languages, including Python. Figure 20 illustrates the simulation environment. To stress our policy, we have incorporated all the disturbing effects previously discussed in the same trial. In addition to the imperfect dynamic cancellation (a consequence of not knowing the exact parameters of the vehicles inside the simulator), we added a 5 degrees slope to the road and used the TPFL communication topology instead of the PF (used in the training stage). The world file employed in the tests was the Town06, a scenario with a long straight road. To avoid modifying it, the road slope was emulated by applying an external force applied to the vehicles’ center of mass proportional to their masses.

---

\(^2\)https://carla.org/
To simulate a more realistic traffic scenario, the leader’s acceleration profile was now given by:

\[
u_0(t) = \begin{cases} 
2.5 \text{ m/s}^2, & \text{if } 0 \text{ s} < t \leq 3 \text{ s}, \\
3.0 \text{ m/s}^2, & \text{if } 32 \text{ s} < t \leq 34 \text{ s}, \\
0.0 \text{ m/s}^2, & \text{otherwise}.
\end{cases}
\]

As it can be seen in Fig. 21, all three methods were able to stabilize the platoon, but similarly to our previous simulations, our proposed method was shown to be the most robust to the disturbances and uncertainties.

![Graphs of spacing error over time for different topologies.](image)

**FIGURE 21** Test in the CARLA simulator with a road slope of $\phi = 5$ degrees and TPFL topology: a) conventional consensus strategy; b) CRL method; and c) our proposed RRL approach.

## 6 CONCLUSION AND FUTURE WORK

In this paper, we have proposed a Deep Reinforcement Learning approach for the longitudinal spacing control of vehicular platoons subject to external disturbances, parametric uncertainties, and different communication topologies. The main idea was to generalize a Deep Reinforcement Learning (DRL) trained policy by incorporating on it an integral action term, capable of rejecting these model misspecifications. As a first contribution, we have modeled the ANN input as a scalar whose value $s$ was given by the summation of the errors in position, speed, and acceleration between vehicle $i$ and the average virtual state given by the states in $\mathcal{N}_i$. With this, we were able to train the DRL algorithm in an environment with only two agents communicating via PF topology, making training more simple and generalizable. However, when applying this trained policy to simulations with different topologies, the incorporation of new neighbors brings unmodeled uncertainties to the system. Therefore, as a second contribution, to reject disturbances caused by this simplification, and by other terms such as road slope, wind, and uncertainties in the vehicle parameters, we have added an integral term to reach null error in a steady-state condition. We have also discussed some mild conditions and assumptions, under which the nonlinear policy can guarantee zero error and time-domain string stability, once the platoon is modeled as a linear SISO system. Simulated experiments have shown that this strategy increased the robustness of the spacing control to external disturbances and the resiliency of the platoon to different communication topologies when compared to the current literature.

In future works, we intend to deepen the study of the stability conditions for the neural network, providing less conservative conditions, trying to incorporate these criteria in the training itself, and stipulating tighter bounds for the nonlinearities. The bi-directional topologies are another interesting scenarios to expand our research and we expect that our proposed approach can also be extended to platoons with latero-directional behavior, where we can incorporate lateral disturbances such as sideslip, and curvature constraints. Another important extension of the work is in the direction of improving security against time-delay communication, message falsification, and external attacks. Finally, we can investigate how other reward functions aimed to optimize energy consumption or string stability, affect our method.
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