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During the third wave of the coronavirus epidemic in Bangladesh, the death and infection rate due to this devastating virus has increased dramatically. The rapid spread of the virus is one of the reasons for this terrible condition. So, identifying the subsequent cases of coronavirus can be a great tool to reduce the mortality and infection rate. In this article, we used the autoregressive integrated moving average-ARIMA(8,1,7) model to estimate the expected daily number of COVID-19 cases in Bangladesh based on the data from April 20, 2021, to July 4, 2021. The ARIMA model showed the best results among the five executed models over Autoregressive Model (AR), Moving Average (MA), Autoregressive Moving Average (ARMA), and Rolling Forest Origin. The findings of this article were used to anticipate a rise in daily cases for the next month in Bangladesh, which can help governments plan policies to prevent the spread of the virus. The forecasting outcome indicated that this new trend (named delta variant) in Bangladesh would continue increasing and might reach 18327 daily new cases within four weeks if strict rules and regulations are not applied to control the spread of COVID-19.

1. Introduction

The novel coronavirus originated from Wuhan, China, in 2019 has escalated all over the world so far. The variant of the coronavirus is highly infectious and has a global impact on more than 199,313,422 cases, claiming 4,245,582 lives till August 2, 2021 [1]. The symptoms shown by this virus can be mild, moderate, and intense, which builds severe respiratory distress syndrome [2]. Initially, no COVID-19 vaccination was found. In those circumstances, the only way to prevent the spread of the virus was to identify social distance, to identify positive cases using large-scale testing, and to isolate infected people [3]. Later on, several vaccines were invented to provide acquired immunity against the coronavirus. However, the mutation of COVID-19 prevents the vaccines from being fully effective. Maintaining the necessary measures and proper dose of vaccines, several nations have succeeded in controlling the disease, whereas Bangladesh has faced difficulties in managing the situation. The large population and inadequate supply of vaccines have made it very difficult to normalize the circumstances. Therefore, it is very important to prevent the spread of the virus. Because of the significant impact and easy spreading of the virus, the national government has enforced lockdown in most affected areas or all over the country [4]. In that case, it would be much more effective if the possible number of confirmed cases could be known in advance. Then the lockdown can be implemented in possible afflicted areas in time. As a result, the spread will decrease as well as the number of confirmed cases.

As of August 02, 2021, the total number of infected people is over 1,309,910 in Bangladesh [1]. Bangladesh reports an average of 14,132 daily new cases, which are the highest of 98% peak as per August 02, 2021 [5]. These numbers are growing significantly and continue to have adverse effects on human lives, medical centers, and nations’ currencies. Therefore, it is clear that predicting the future pandemic outbreak using existing data is significant for understanding the present circumstances and helping authorities take necessary steps and effective ideas for limiting new infections. Several research has been done to evaluate the spread and impact of the virus using machine learning models and various computational analysis [6].

The researchers have used four comparative models to predict coronavirus spread in Saudi Arabia in [7], and autoregressive integrated moving average-ARIMA (2,1,1) came out as the best model. Data availability was a concern because the research was conducted at an early stage. They have selected their ARIMA order using AIC (Akaike information criterion) approaches. Since it was the beginning period of COVID-19, their data was relatively linearly increasing. Other models were also used to predict the spread, and at last comparative analysis was done among them. Another study [8] used the ARIMA model for forecasting in the top five affected countries: India, Brazil, Spain, the...
Us, and Russia. Considering there was no vaccine available at the time, their main focus was to prepare the government to take the necessary steps. Here also, ARIMA gave promising results.

In another study [9], ARIMA and nonlinear autoregressive (NAR) models have been used to forecast the COVID-19 in India. ARIMA(1,1,0) was selected based on BIC (Bayesian information criterion) values, and the NAR model consisted of ten neurons. In [10], adaptive neuro-fuzzy inference system (ANFIS) and long short-term memory networks (LSTM) were implemented to forecast COVID-19 pandemic growth in Bangladesh, and LSTM provided a satisfactory result. LSTM is preferable in forecasting the long term where ARIMA is for the short term, and in our work, we have only used the third wave COVID-19 dataset, which contains approximately three months records of the confirmed cases. That is why we used ARIMA for our prediction. Also, promising result has been found for forecasting COVID-19 cases in other different countries using ARIMA [8,11–13]. Different order of ARIMA model has been used for the forecasting in Italy, Spain, and France, with satisfactory results [14]. In [15], confirmed cases and mortality cases were anticipated using two data-driven approaches for some countries. Both ARIMA and LSTM produced favorable results.

Many kinds of research are being conducted in order to alleviate the pandemic’s suffering. Many researchers choose ARIMA as their primary choice for time series analysis. Other algorithms, such as LSTM, NAR, VAR, and other machine learning algorithms, are also being applied. For the performance measurement, RMSE, MAE, and other performance matrices have been used. One of the problems was the availability of data and the correctness of the given data, as in many developing countries, all COVID-19 records were not updated. Even though researchers are trying their best to predict the possible cases or deaths associated with the COVID-19 pandemic in the near future, and many algorithms have provided promising outcomes.

ARIMA has shown promising results in various studies for COVID-19 predictions. In [8], the researchers used ARIMA to estimate the top five afflicted countries, and they got a good result for the first 18 days of July. The MAD and MAPE were found within the acceptable agreement. Also other works have been done using ARIMA [11–13] for COVID-19 forecasting. In, [16] ARIMA model was used to forecast the new cases along with deaths of COVID-19 in Bangladesh. Researchers conducted the same model in [17] to forecast the new cases and deaths in COVID-19 using the European Centre for Disease Prevention and Control data. To identify the confirmed number of diagnoses, besides ARIMA, several models were assigned in [18]. Among these, ARIMA has been specified as the most suitable model.

In finance and the economy, ARIMA plays a significant role. It has been widely used in stock market predictions [19,20]. In [21], ARIMA was used to forecast the stock change of New York and Nigeria, and the findings show that it can compete favorably with existing techniques. Several researchers have used the ARIMA model for weather forecasting on time series data. ARIMA (2,0,2) and ARIMA (2,1,3) were used respectively for rainfall data and temperature data to predict the weather for fifteen years in Varanasi, India [22]. Also, ARIMA has been applied to other time-series data like stock prediction [21,23], detecting malaria [24,25] and it showed good results.

In this study, the ARIMA model, the Autoregressive Model (AR), Moving Average(MA), ARMA, and Rolling Forest Origin were utilized to forecast the number of new confirmed COVID-19 cases in Bangladesh on a daily basis. On data recorded from April 20, 2021, to July 4, 2021, the assigned models were implemented and verified based on data recorded between July 5, 2021, to July 28, 2021. The train and test ratio was 75:25. Because of its better prediction functionalities, the models are widely recognized and effective. We have also implemented ARIMA(8,1,7) to forecast the coming month and discovered that the confirmed cases might exceed 18327 by August 30, 2021. The rolling forecast has the lowest error of all the models, but it can only predict a single period in our proposed model. Because of this limitation, despite the lowest error, we recognized ARIMA as the best-performing model.

2. Materials and methodology

2.1. Data description

The data used in this work is a statistical report of COVID-19 cases of Bangladesh, which is available online [5]. They have the information of all the COVID-19 related data such as death, confirmed cases, and lab tests. For the time being, this web source is the most reliable source for everyday COVID-19 cases. We used confirmed case data in our research to forecast coronavirus spread in Bangladesh. Many academicians have conducted their research using data collected from this internet source [10,26,27]. The range of the dataset is from April 20, 2021, to July 28, 2021. For training, the dataset was taken from April 20, 2021, to July 6, 2021, while the remaining days till July 28, 2021, were used for testing.

Fig. 1 represents the total number of daily confirmed COVID-19 cases reported in Bangladesh from April 20, 2021, to July 28, 2021. The number of the confirmed cases was limited to six thousand until June 24, 2021; later, it has significantly increased and surpassed that number. Then we observed a significant increase in the first week of July, which is referred to as the third wave in Bangladesh. From April 20, 2021, it took nearly 70 days to double and only 30 days to quadruple. Data was collected from [5], there was a pattern in the increasing number of confirmed cases of COVID-19. Though it increased from May 1, 2021, to July 15, 2021, then it dropped significantly for a few days displayed in Fig. 1. It could be for several reasons, but none of them have been confirmed. We collected data from a single source, and the variables were unchanged. So the possible reason can be a computational error, where the excluded number was added the other day. Or, because of the unpredictable nature of COVID-19, it might show this kind of sudden characteristics. The sudden cases drop in the test data also made it difficult to correctly predict as it was not a predefined characteristic, and it decreased the accuracy of the models. The rolling forecast model captured this characteristic, and that is why only this model was able to predict closely the actual values between July 21 to July 24.

We can see that the ARIMA (8,1,7) model outperformed the others except for the rolling forecast by comparing the results from Figs. 5, 6 and Table 2. The predicted confirmed cases from July 29, 2021 to August 30, 2021, are depicted in Fig. 9 and Table 4. The yellow line represents the forecasted curve of daily confirmed cases for the following month based on the ARIMA (8,1,7) model of COVID-19. Fig. 9 shows the current number of confirmed cases officially reported by the Bangladesh Ministry of Health from July 2, 2021, to July 5, 2021 (in blue).

2.2. Data preprocessing

In our dataset, the date was the input column, and the confirmed case was the output. First, the time column was arranged according to year-month-day. And we did not have any missing values in our dataset. For training, the dataset was divided into a 75:25 train test ratio. The split can be placed randomly for any other dataset since there is no dependence from one observation to another. In time-series data, samples are observed in fixed time intervals, and the test indices must be higher than the train. So during splitting, we took the first 75% for training and the remaining 25% for testing. In Fig. 3, the procedure of COVID-19 prediction has been displayed. After collecting the data, it was converted into time series and then checked for stationarity which will be discussed later. After preprocessing, it was split and then trained. Trained models used the testing data for forecasting. At last, we evaluated the performance of every model.
2.3. Description of models

This research has focused on using statistical models to predict the spread of the coronavirus in Bangladesh. The Autoregressive (AR) model is the simplest and frequently used model structure. It is called the autoregressive model, as the values are predicted based on past values. As it forecasts based on its values, that is why the model is referred to as auto, and the model is a regression model. Therefore, it is known as a regressive model. The current output $m_t$ is expressed by previous values and coefficients ($\beta$) in the AR model in Eq. (1). Here $\beta$ denotes the coefficient, time is $t$, $p$ is the order of the parameters, and $m_{t-p}$ is the previous value of $p$ order.

$$m_t = \beta_0 + \beta_1 m_{t-1} + \beta_2 m_{t-2} + \cdots + \beta_p m_{t-p} + \epsilon$$  \hspace{1cm} (1)

In the MA model, the measurement of error from the previous period helps better estimate the next period. Here, the model always moves around average; that is why it is called the moving average model. It is always centered to its average.

$$f_t = \mu + \phi_1 \epsilon_{t-1} + \phi_2 \epsilon_{t-2} + \cdots + \phi_p \epsilon_{t-p} + \epsilon_t$$  \hspace{1cm} (2)

In MA model, $f_t$ is the predicted value, $\mu$ is the constant (the mean) in Eq. (2). The error is represented by $\epsilon_t$, while the coefficient of error is represented by $\phi$.

By merging AR and MA, there is a more improved structure known as the ARMA model, which is defined in (3).

$$m_t = \beta_0 + \beta_1 m_{t-1} + \beta_2 m_{t-2} + \cdots + \beta_p m_{t-p} + \phi_1 \epsilon_{t-1} + \epsilon_{t-2} + \cdots + \epsilon_{t-p} + \epsilon_t$$  \hspace{1cm} (3)

A more advanced statistical model is Autoregressive Integrated Moving Average (ARIMA), which includes differences at least once. The ARIMA model formula is stated in Eq. (4).

$$z = \phi_1 z_{t-1} + \phi_2 z_{t-2} + \cdots + \phi_p z_{t-p} + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \cdots + \theta_q \epsilon_{t-q} + \epsilon_t$$

where $z_t = a_{t+1} - a_t$. 

---

Fig. 1. Daily confirmed cases of COVID-19 in Bangladesh from April 20, 2021 to July 6, 2021.

Fig. 2. Representation of dataset after first difference.

Fig. 3. Overall procedure of proposed model.
ARIMA model. Based on the ADF test, $d$ has been shown in Fig. 4. We have found that ARIMA(8,1,7) produces the lowest AIC values. Based on the ACF and PACF graphs of the first difference of the data. The ACF and PACF have been chosen from the PACF graph, while the lags (0,7,8,9,14) that are significant lags (0,7,8,9,14) have been selected, as shown in Eq. (5).

$$AIC = 2k − 2l$$

Table 1 displays the AIC values for different $p$ and $q$ parameters. We evaluated numerous $p$ and $q$ parameters chosen from the ACF and PACF graphs of the first difference of the data. The ACF and PACF have been shown in Fig. 4. We have found that ARIMA(8,1,7) produces the lowest AIC values. Based on the ADF test, $d$ was selected as 1 for the ARIMA model.

2.4. Parameters estimation

The time-series data must be stationary before evaluating the parameters for all models. The stationarity of the data was checked with the augmented dickey fuller test (ADF), for which the null hypothesis $H_0$ indicates that the time series is not stationary. The ADF result suggested that time-series data was non-stationary ($p = .99$ in this case). After applying the first difference, the null hypothesis was rejected since the $p$-value was .004, which is less than .05.

Based on the Akaike information criterion (AIC), the parameters of the ARIMA model were selected, as shown in Eq. (5). The AIC needs to be as small as possible, so we will select the model with the lowest AIC. A model with low AIC will have low $\sum_{i=1}^{N} |\tilde{w}_i − \hat{w}_i|$.

$$AIC = 2k − 2l$$

AIC assists in the selection of the best model. It is a prominent method in statistics for selecting any model. It is made up of two parts:

- **Log-likelihood ($l$)**: It shows how strong the model fits the data. A more sophisticated model can fit the training data better but also introduces overfitting. Also, a complicated model may give incorrect results on testing data.
- **Number of parameters in the model ($k$)**: the fewer the parameters, the simpler the model is. But a too simple model will introduce underfitting, while a too complicated model would introduce overfitting.

The AIC needs to be as small as possible, so we will select the model with the lowest AIC. A model with low AIC will have low $k$ (number of parameters) that will keep the model as simple as possible. However, we also need to ensure that the model has a high log-likelihood ($l$), so it will select a model that fits the data well with relatively few parameters. As a result, it will choose a model that will strike a balance. The order we elected to calculate the AIC values is from the ACF and PACF graphs. For the AR order, the significant lags (0,7,8,9,14) have been chosen from the PACF graph, while the lags (0,7,8,9,14) that are significant in the ACF graph have been selected for the MA order.

Table 1 displays the AIC values for different $p$ and $q$ parameters. We evaluated numerous $p$ and $q$ parameters chosen from the ACF and PACF graphs of the first difference of the data. The ACF and PACF have been shown in Fig. 4. We have found that ARIMA(8,1,7) produces the lowest AIC values. Based on the ADF test, $d$ was selected as 1 for the ARIMA model.

2.5. Models performance measures

To evaluate the performance of each model given above, a relatively common accuracy measuring method was applied. These are the performance functions:

- **Root mean square error (RMSE):**
  $$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (w_i - \hat{w}_i)^2}$$

  where $w_i$ and $\hat{w}_i$ are real and predicted values, respectively.

- **Mean absolute error (MAE):**
  $$MAE = \frac{1}{N} \sum_{i=1}^{N} |w_i - \hat{w}_i|$$

- **Coefficient of determination ($R^2$):**
  $$R^2 = 1 - \frac{1}{N} \sum_{i=1}^{N} (w_i - \hat{w}_i)^2$$

  where $\hat{w}_i$ is defined as $\hat{w}_i = \frac{1}{N} \sum_{i=1}^{N} w_i$.

- **Mean absolute percentage error (MAPE):**
  $$MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{w}_i - w_i}{\hat{w}_i} \right|$$
In this work, we have used five statistical models to forecast the spread of COVID-19 in Bangladesh. AR, MA, ARMA, ARIMA, and Rolling forecast origin models are among them. Each models’ performance has been measured using the above performance metrics. Table 2 shows that the rolling forecast model has the minimum RMSE, MAPE, and RMSRE values. As a result, the rolling forecast model surpasses all the models. But as in our proposed approach, this model predicts only for one day, observes the predictions, and then includes them in the training set to predict the upcoming day. For this reason, it cannot be employed when we need predictions one week or month in advance. If we apply ARIMA for one-week advance prediction, the performance is substantially better. As a result, we consider ARIMA the best model, with the ARMA model ranking second, followed by the AR and MA models. If we only need the next-day estimate; hence the rolling forecast model will be the best choice.

3. Results

As discussed, the expected number of confirmed cases was forecasted using five alternate models. The data was divided into two parts; one was used for training while the other was for testing the models. The data were divided into training and testing sets in the ratio of 75:25. After training, the models were used to forecast the number of confirmed cases using the test set. Fig. 5 shows the residuals of the four models, and Fig. 6 represents the prediction of the test data for the four models.

In Fig. 5, it is observed that the residual of ARIMA (8,1,7) is more close to zero than any other model. And in Fig. 6, all the models’ predictions were near to the actual data until the time of July 21, 2021, when there was a drastic change. As the number of verified cases dropped dramatically, the models could not keep up with the actual data. For this decrease, the error of all the models’ increases; otherwise, the models performed satisfactorily at all the other periods. Here, a thing to notice is that the prediction of the MA model fluctuates a little fast, then it is almost flat. The reason is that a simple moving average model predicts the constant mean of the value. A simple MA has the limitation of only being able to estimate the number of periods equal to the lag employed in MA order.

In our model, the order for MA was (0,7), which explains why the first seven days’ prediction fluctuates. As a result, in Fig. 6, it fluctuates a little at first and then produces a constant mean of it. Also, in Table 3, we see the predictions of MA is constant after July 11, 2021. Table 3 shows the predicted confirmed cases for the test data from April 5, 2021, to April 28, 2021, along with the actual values. All the five models’ predictions have been shown here, and compared to them, the rolling forecast model comes closest to the actual values, followed by ARIMA, ARMA, AR, and MA.

The residuals and prediction of the rolling forecast model are shown in Figs. 7 and 8. This rolling forecast model has used ARIMA(8,1,7) for prediction. As previously said, the rolling forecast only predicts the next day, and after observing the actual value, it learns and forecasts the next period. That is why this type of model is not always applicable.

4. Discussion

In the current world, there are still frightening increases in the number of cases of new coronavirus. The overall number of people affected is over 199 million, spreading across 222 countries, about 0.64% of Bangladesh. The primary goal of this study is to employ a commonly-used statistical analytic model, known as an ARIMA model, to observe and predict the epidemiology of COVID-19 in Bangladesh based on the data of daily confirmed cases publicly published by the Bangladesh
Ministry of Health. We believe that theoretical studies based on statistical modeling are essential for understanding the pandemic features of the epidemic to forecast the COVID-19 pandemic’s possible trend. The results of such statistical models provide a complete picture of the present pandemic condition, allowing authorities to be active by developing plans and effective decisions to battle the pandemic and thereby limiting its impact on the economy, healthcare institutions, and society.

According to our findings, the ARIMA model’s prediction outperformed the other models described above. As such, after first-order difference processing, the daily number of confirmed COVID-19 cases in Bangladesh was forecasted using the ARIMA(8,1,7) model. The statistics suggest that the number of daily cases in Bangladesh might increase from 1492 to 17311 daily cases within one month. From this worrying increase in confirmed cases, it is crystal clear that Bangladeshi authorities must take immediate prevention and control strategies, particularly in the worst-affected cities such as Dhaka, Chittagong, Comilla, and Sylhet.

To combat the pandemic’s growing impact, different parties, including individuals and administration entities led by the Ministry of Health, must work together intensively. The first and most important proactive strategy is to ensure that everyone is vaccinated. Bangladesh started the first dose of COVID-19 vaccines on 21/2/7, while the second dose began on April 21, 2021. The faster mass vaccination begins, the less likely it is that people will become infected. Using the time series prediction model, lockdown can be applied to a specific district where the coronavirus rate is expected to be very high. Furthermore, more awareness is required, and a strong push to encourage people to practice proper hygiene and sanitation. The health ministry will be able to take effective measures in the coming days using this future prediction of coronavirus spread.

Building a reliable model to predict COVID-19 daily cases has constraints that begin with the uniqueness of the virus. It does not seem to follow any trend. After the first wave, the second wave arrived faster, and the third wave came in a flash. This work was completed on July 28, 2021, and we did not use the entire dataset for prediction. The infected rate in Bangladesh was very low at the start of 2020. All death and confirmed case records have surpassed in the third wave, which starts in April 2021. That is why we only used that dataset to predict for the upcoming days.
A forecast for a single day will not assist control makers in making a result, despite having a low error rate, it is never a good choice. ARIMA is considered to be the best model in this case. Because the rolling models.

Comparison of the predicted and actual values of the ARIMA, ARMA, AR, and MA models.

| Date       | Actual | ARIMA  | ARMA  | AR     | MA     | Rolling prediction |
|------------|--------|--------|--------|--------|--------|-------------------|
| 2021-07-05 | 9964   | 10381  | 10180  | 10511  | 9053   | 12132             |
| 2021-07-06 | 11525  | 9908   | 9370   | 10446  | 9328   | 9521              |
| 2021-07-07 | 11162  | 9897   | 9082   | 10644  | 9161   | 9752              |
| 2021-07-08 | 11651  | 10482  | 9708   | 10505  | 9737   | 11665             |
| 2021-07-09 | 11324  | 9725   | 8836   | 10250  | 9287   | 10869             |
| 2021-07-10 | 8772   | 8514   | 7336   | 8796   | 8910   | 9826              |
| 2021-07-11 | 11874  | 10192  | 8833   | 11050  | 9232   | 11113             |
| 2021-07-12 | 13768  | 12041  | 10362  | 12483  | 9232   | 13962             |
| 2021-07-13 | 12198  | 11601  | 9302   | 12497  | 9232   | 15250             |
| 2021-07-14 | 12383  | 11340  | 8779   | 12206  | 9232   | 13591             |
| 2021-07-15 | 12236  | 11858  | 9456   | 12422  | 9232   | 13081             |
| 2021-07-16 | 12184  | 11313  | 8726   | 11779  | 9232   | 11809             |
| 2021-07-17 | 8489   | 10346  | 7357   | 10987  | 9232   | 8911              |
| 2021-07-18 | 11578  | 11602  | 8572   | 12961  | 9232   | 11880             |
| 2021-07-19 | 13321  | 13387  | 10042  | 14139  | 9232   | 14195             |
| 2021-07-20 | 11579  | 13106  | 9014   | 14040  | 9232   | 11860             |
| 2021-07-21 | 7614   | 12627  | 8321   | 13529  | 9232   | 11472             |
| 2021-07-22 | 3697   | 13052  | 9072   | 13618  | 9232   | 10901             |
| 2021-07-23 | 6364   | 12717  | 8552   | 13128  | 9232   | 2298              |
| 2021-07-24 | 6780   | 11927  | 7267   | 12826  | 9232   | 2867              |
| 2021-07-25 | 11291  | 12890  | 8250   | 14512  | 9232   | 10804             |
| 2021-07-26 | 15192  | 14527  | 9675   | 15485  | 9232   | 12382             |
| 2021-07-27 | 14925  | 14404  | 8733   | 15216  | 9232   | 13233             |
| 2021-07-28 | 16230  | 13793  | 7911   | 14637  | 9232   | 10014             |

The best forecasting model for predicting the daily confirmed cases' trend in Bangladesh was discovered to be ARIMA (8,1,7). The daily production number of confirmed cases was estimated for the next month using this model. By August 20, 2021, the estimated daily confirmed cases could reach 18327. These findings could motivate policymakers to take the required steps to combat the COVID-19 pandemic, such as implementing new movement restrictions and conducting mass vaccinations for COVID-19 cases across the country.

However, further research is needed to analyze which type of forecasting method or model is the most accurate for different situations around the world. Different countries have different patterns in COVID-19 characteristics, and based on their variants, appropriate algorithms need to be selected. There is a high possibility that the input data was not completely accurate for various reasons, such as an infected individual being asymptotic, not being tested, or not being registered in the database. Despite this, the gradual learning strategy can overcome the inaccuracy of the incoming data. Furthermore, an unidentified suspect in the community believes that a few countries are submitting fraudulent data for political purposes. Many countries, including Bangladesh, imposed social distance and lockdown, which impacted the number of cases and casualties. By taking these aspects into account, the forecasts’ outcomes may be affected. While we attempted to produce a promising result for the Bangladesh data, we still need to test on many other databases for more accurate findings. Nonetheless, the data show AI’s promise and success in forecasting a pandemic.

5. Conclusion

More research is being conducted to forecast the COVID-19, as the outcome of this disaster affects our daily lives. Many researchers have been using different types of prediction models. In this work, we used AR (8,0), MA (0,7), ARMA (8,7), ARIMA (8,1,7), and rolling forecast with ARIMA (8,1,7) models to forecast the spread of the COVID-19 outbreak in Bangladesh. The best forecasting model for predicting the daily confirmed cases' trend in Bangladesh was discovered to be ARIMA (8,1,7).

Although the rolling forecast model outperformed ARIMA, we consider ARIMA to be the best model in this case. Because the rolling forecast only predicts for a single day, then it trains itself and predicts the next period based on the accuracy of the previous prediction. As a result, despite having a low error rate, it is never a good choice. A forecast for a single day will not assist control makers in making any decisions. Although the ARIMA model is often an excellent choice for such a forecast problem, it does have a few drawbacks, including the lack of automatic updates. When new data is added, a new run is required. In addition, the structure of the ARIMA model is linear, but there is non-linearity in our problem, which is why accuracy is likely to be reduced.

5. Conclusion

More research is being conducted to forecast the COVID-19, as the outcome of this disaster affects our daily lives. Many researchers have been using different types of prediction models. In this work, we used AR (8,0), MA (0,7), ARMA (8,7), ARIMA (8,1,7), and rolling forecast with ARIMA (8,1,7) models to forecast the spread of the COVID-19 outbreak in Bangladesh. The best forecasting model for predicting the daily confirmed cases’ trend in Bangladesh was discovered to be ARIMA (8,1,7). The daily production number of confirmed cases was estimated for the next month using this model. By August 20, 2021, the estimated daily confirmed cases could reach 18327. These findings could motivate policymakers to take the required steps to combat the COVID-19 pandemic, such as implementing new movement restrictions and conducting mass vaccinations for COVID-19 cases across the country.

However, further research is needed to analyze which type of forecasting method or model is the most accurate for different situations around the world. Different countries have different patterns in COVID-19 characteristics, and based on their variants, appropriate algorithms need to be selected. There is a high possibility that the input data was not completely accurate for various reasons, such as an infected individual being asymptotic, not being tested, or not being registered in the database. Despite this, the gradual learning strategy can overcome the inaccuracy of the incoming data. Furthermore, an unidentified suspect in the community believes that a few countries are submitting fraudulent data for political purposes. Many countries, including Bangladesh, imposed social distance and lockdown, which impacted the number of cases and casualties. By taking these aspects into account, the forecasts’ outcomes may be affected. While we attempted to produce a promising result for the Bangladesh data, we still need to test on many other databases for more accurate findings. Nonetheless, the data show AI’s promise and success in forecasting a pandemic.
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