Star formation history of the solar neighbourhood as told by *Gaia*
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ABSTRACT

The *Gaia* DR2 catalog is the best source of stellar astrometric and photometric data available today. The history of the Milky Way galaxy is written in stone in this data set. Parallaxes and photometry tell us where the stars are today, when were they formed, and with what chemical content, i.e. their star formation history (SFH). We develop a Bayesian hierarchical model suited to reconstruct the SFH of a resolved stellar population. We study the stars brighter than $G = 15$ within 100 pc of the Sun in *Gaia* DR2 and derive a SFH of the solar neighbourhood in agreement with previous determinations and improving upon them because we detect chemical enrichment. Our results show a maximum of star formation activity about 10 Gyr ago, producing large numbers of stars with slightly below solar metallicity ($Z = 0.014$), followed by a decrease in star formation up to a minimum level occurring around 8 Gyr ago. After a quiet period, star formation rises to a maximum at about 5 Gyr ago, forming stars of solar metallicity ($Z = 0.017$). Finally, star formation has been decreasing until the present, forming stars of $Z = 0.03$ at a residual level. We test the effects introduced in the inferred SFH by ignoring the presence of unresolved binary stars in the sample, reducing the apparent limiting magnitude, and modifying the stellar initial mass function.
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1 INTRODUCTION

The stellar populations of the Milky Way trace different dynamical components of the Galaxy. Even though the thin and the thick disks, the inner bar, the bulge and the stellar halo are structurally well characterized, many open questions remain about their origin, chemical composition, time of formation and posterior evolution, i.e., their star formation history (SFH).1 The SFHs of the different Galactic components give us clues about the origin and evolution of the Galaxy. However, complex internal dynamical processes taking place in galaxies combined with the effects of interactions with other galaxies, e.g. merger events, determine the observed mix of stellar populations and hinder the determination of the Galaxy SFH from this mix.

The SFH of the solar neighbourhood has been derived using different techniques and data sets. Vergely et al. (2002) and Cignoni et al. (2006) determined the SFH by comparing synthetic CMDs and Hipparcos data, whereas Tremblay et al. (2014) and Isern (2019) analyzed local white dwarf (WD) samples from Giammichele et al. (2012) and *Gaia*, respectively. Mor et al. (2019) inferred a SFH for the galactic disc using all the stars with $G \leq 12$ in the *Gaia* DR2 catalog and modelling the Milky Way with a flexible version of the Besançon galaxy model. From a different perspective, Snaith et al. (2015) calculate the SFH by fitting a chemical evolution model to the stellar abundances reported by Adibekyan et al. (2012). Despite the use of different methodologies and data sets, these authors find evidence of two episodes of star formation, one taking place around 10 Gyr ago, and a more recent one between 2 to 5 Gyr ago.

The *Gaia* DR2 catalog contains parallaxes and three band photometry for billions of stars in the Galaxy. The colour-magnitude diagram (CMD) of the solar neighbourhood stars observed by *Gaia* unveils a variety of substructure with invaluable information about the SFH of the Galactic thin disc (Fig. 1). Stars in a given evolutionary phase are located in a specific region in the CMD. The relative number of stars in each of these regions provides information about the possible star formation events that are represented in the solar neighbourhood. We will use the *Gaia* data in Fig. 1 to re-determine the SFH of the solar neighbourhood and check the consistency of our results with previous determinations.

Processing the large amounts of good quality astronomical observations from modern surveys requires big data analysis techniques that perform unbiased parameter inference, estimate correctly confidence regions, and do not require data binning (to avoid subjectivity) of samples that range from hundreds to millions of data points, often with incomplete or limited distributions. Statistical modeling and artificial intelligence provide tools to achieve these goals. In this paper we pose the problem of determining the parameters describing a stellar population as an inference prob-
lem, using a Bayesian statistics framework (Walmswell et al. 2013; Hawkins et al. 2017). In stellar population synthesis, the chemical composition (or metallicity Z), the evolutionary tracks, the stellar atmospheres, the initial mass function (IMF), and the SFH are input parameters to the model. The absolute magnitude of each individual star in different photometric bands is the model output, i.e., a synthetic CMD which will be compared to the data. The inference problem can then be solved using a Bayesian hierarchical scheme (Hawkins et al. 2017), where input and output represent population and individual properties, respectively.

In this work we infer the SFH of the solar neighbourhood for stars in different metallicity groups using a modern Bayesian approach based on statistical theory (Small et al. 2013; Bauer-Jones 2015; Luri et al. 2018). Our method is free of binning, therefore we can deal with small or big numbers of stars. A careful error treatment (Luri et al. 2018) provides confidence intervals for each parameter, derived as percentiles of the respective posterior distribution resulting from the Markov chain Monte Carlo (MCMC) process. We analyze in detail the derivation of the posterior distribution in the case of magnitude-limited samples. Our results are consistent with previous determinations, but are more general because we include the stellar metallicity in our analysis.

In Section 2 we describe the Gaia data relevant to our work and discuss some caveats. The Bayesian hierarchical model is described in Section 3 and Appendix A. The resulting age-metallicity distribution (AMD) is presented in Section 4. In Sections 5, 6 and 7 we discuss the effects on the inferred AMD due to unresolved binaries, sample limiting magnitude, and assumed stellar initial mass function, respectively. The conclusions are presented in Section 8. In Appendices B and C we describe and use our Milky Way model.

2 Gaia DR2 DATA

Gaia DR2 became public in April 2018 (Gaia Collaboration et al. 2018, 2016). Despite some issues, Gaia DR2 is the best source of astrometric and photometric data available today. Of the 1,692,919,135 observed stars: 78.6% have parallaxes and proper motion measurements. 100, 81.6, and 81.7% of the stars have photometry in the G, G_BP, and G_RP bands, respectively. Stellar parameters like G band bolometric luminosity, surface gravity and effective temperature are also listed. For 5% of the sample an estimate of the interstellar reddening is provided.

The following caveats when using Gaia DR2 are worth mentioning. Performing astrometric and photometric measurements in crowded fields is challenging, resulting in spurious parallaxes (Lindegren et al. 2018) and overestimated blue and red fluxes (Evans et al. 2018). This is relevant for areas of the sky with high stellar density like the Galactic plane, or when considering low mass stars, which appear in large numbers even in small regions of the sky. Incorrect matches of the same star over different observations translate into incorrect astrometric solutions which produce inconsistent parallaxes which at first glance look reliable. The re-normalised unit weight error RUWE defined by Lindegren et al. (2018) is related directly to the astrometric chi-square. RUWE should be near or equal 1 for high goodness of fit astrometrical solutions. The distribution of RUWE for the stars within 100 pc of the sun (solar sample or S100 hereafter, Fig. 1) shows a breakpoint at 1.4, such that stellar parallaxes with RUWE > 1.4 should be considered spurious (Lindegren et al. 2018)\footnote{Visit https://gea.esac.esa.int/archive/documentation/}. The excess flux problem (Evans et al. 2018) is noticeable in crowded fields and is due to a conflict between the low resolution G_BP and G_RP band CCDs and the high resolution G band CCD, and affects mainly the faint-end of the CMD. When Gaia observes a small and crowded region of the sky, the blue and red detectors integrate the light of many unresolved stars falling within the 3.5 x 2.1 arcsec\(^2\) CCD pixel, whereas the G band astrometric field detector is able to resolve the position of each star in the same region, measuring their respective G magnitude. In consequence, overestimated blue and red flux measurements are assigned. Following Evans et al. (2018), it is possible to filter these stars using

\[
E < A + B(G_{BP} - G_{RP})^2 + C(G_{BP} - G_{RP})^3, \tag{1}
\]

where \(E = (I_{BP} + I_{RP})/I_G\) is the flux excess, \(I_G\), \(I_{BP}\) and \(I_{RP}\) are the fluxes, and \(G, G_{BP}\) and \(G_{RP}\) the magnitudes in the G, G_BP and G_RP bands, respectively. For good photometric measurements, \(E\) should be near 1. Eq. (1) is used to reject stars with \(E\) far from 1.

2.1 Gaia DR2 solar sample: S100

As indicated by Lindegren et al. (2018), the S100 sample in Fig. 1 shows beautifully a main sequence (MS) belly, a parallel MS of thin and thick discs, which makes S100 a very interesting sample. In practice, S100 contains the Gaia DR2 stars fulfilling:

\[
\sigma \geq 10 \, \text{mas}, \quad (a)
\]

\[
E < 1.4 + 0.052(G_{BP} - G_{RP})^2 - 0.0045(G_{BP} - G_{RP})^3, \tag{2a}
\]

\[
E > 1.08 + 0.05(G_{BP} - G_{RP})^2 - 0.0055(G_{BP} - G_{RP})^3, \tag{2b}
\]

\[
RUWE \leq 1.4, \quad (2c)
\]

where \(\sigma\) is the parallax. Flux excess constraints are illustrated in Fig. 2. Gaia parallaxes and 3 band photometry are available for all the stars in S100. 96% of the stars have relative error in \(\sigma\) \(\leq 20\%\), and 99% error \(\leq 40\%\). (99, 90, 99)% of the stars have photometric error \(\leq (0.005, 0.04, 0.035)\) mag in the \((G, G_{BP}, G_{RP})\) band, respectively.

We investigate the completeness of S100 using the MW.mx model described in Appendix B to compute the expected star counts in the Gaia bands. We perform 10 simulations of S100 to evaluate the importance of fluctuations in the counts at the bright end, where the number of stars is low, and to estimate the completeness of S100 at the faint end. The expected and observed G-band counts are shown in Fig. 3. From the figure we see that whereas the simulated and observed counts agree well in the range \(G = [7.5, 12.5]\) and differ by a small and constant amount in \(G = [12.5, 15]\), the observed counts underestimate the expected counts at the bright and faint ends, the differences being much larger than the statistical fluctuations in our model counts.

There are several reasons for the Gaia DR2 bright end counts to be low. CCD saturation and calibration problems for bright stars are severe issues. There are few bright stars which do not provide enough information to build a reliable photometric calibration at the bright end. Bright stars quickly saturate the CCDs, forcing to stop the integration and increasing the complexity of the calibration process. Many photometric measurements must then be rejected, resulting in the lack of bright stars seen in Fig. 3. Bright stars which are...
accepted must have their magnitudes corrected by saturation using equations in Evans et al. (2018). Fainter than $G = 15$ the observed counts fall considerably below the synthetic counts. Even though many stars are lost due to the Gaia satellite limitations, many faint stars are rejected by the excess flux selection rule Eq. (2b).

Boubert & Everall (2020) have studied the completeness of the Gaia DR2 catalogue, deriving a detection probability for a star as a function of its angular position and apparent magnitude. They estimate the catalogue is nearly complete in the range $G = [7, 20]$ in most directions, and $G = [7, 18]$ in some directions. From Fig. 3 we decided to restrict our analysis to the range $G = [7.5, 15]$, enclosed in the Boubert & Everall (2020) completeness interval. The $G \leq 15$ complete subsample of $S_{100}$ ($S_{15}^{100}$ hereafter) contains $N_D = 120,452$ stars.

We use $S_{15}^{100}$ to derive the SFH of the solar neighbourhood as a first application of the statistical inference algorithm proposed in this work. In a first approximation and with the aim of testing the capabilities of our statistical model, in this paper we assume spherical symmetry and ignore the dependence of various quantities on $(l, b)$. We are aware that this is not a good approximation for the youngest thin disk population since the vertical scale height, $h_z$, for
the hyper-prior distribution.

The CMD of a complex population is then a long periods of continuous star formation or in several bursts trace an isochrone in the CMD. Complex populations formed during the Galaxy, as well as the loci described by the stars in the HR and CMDs. Simple stellar populations formed in instantaneous bursts the SFH of the system.

This is a motivation to use Bayesian statistics to infer the properties (mass, age, metallicity) of each component of a complex stellar population, and hence the SFH of the system.

As discussed in Appendix B, the IMF, the SFH, and the mass density law ρ(R, z) act as probability distribution functions which determine the mass, age, metallicity, and location of each star in the Galaxy, as well as the loci described by the stars in the HR and CMDs. Simple stellar populations formed in instantaneous bursts trace an isochrone in the CMD. Complex populations formed during long periods of continuous star formation or in several bursts trace multiple isochrones in the CMD, one for each star formation event.

The CMD of a complex population is then a linear combination of Niso isochrones (Dolphin 1997; Small et al. 2013). The SFH, ρ(R, z) and the IMF determine the relative weight ai of the ith isochrone, the ith component of the stellar mass fraction unit vector

\[ \mathbf{a} = \{a_1, a_2, \ldots, a_{N_{iso}}\}, \text{ with } a_i \geq 0 \text{ and } \sum_{i=1}^{N_{iso}} a_i = 1. \quad (3) \]

a is normalized to 1 since in general the total mass in stars is unknown. The larger ai, the larger the number of stars described by the ith isochrone, and conversely.

3.1 Bayesian hierarchical model

Under these premises we develop a Bayesian hierarchical model (Hawkins et al. 2017; Widmark 2019) designed to infer the SFH, i.e., the vector a, of resolved stellar populations from their CMD. The model must be hierarchical to include the SFH as an hyper-parameter which rules how stars populate the isochrones. In contrast, the IMF and ρ(R, z) enter the model as priors. To infer the vector a we proceed as follows. We start from the two level Bayes theorem (Gelman et al. 2013), written as

\[ P(\alpha, \beta|d) \propto P(d|\beta)P(\beta|\alpha)P(\alpha) \quad (4) \]

where α are the hyper-parameters, β the parameters and d the observables. P(d|β) is the likelihood function or error model which depends on α through β. P(β|α) is the prior distribution and P(α) the hyper-prior distribution. P(α, β|d) is the posterior distribution. If there are Np observed stars, d = \{d1, d2, \ldots, dNp\} with respective model counterparts β = \{βj\}, Eq. (4) can be written as

\[ P(\alpha, \beta|d) \propto P(\alpha) \prod_{j=1}^{N_D} \frac{S(d_j)P(d_j|\beta_j)}{i(\alpha, S)}. \quad (5) \]

βj are parameters describing individual stars, whereas α are parameters of the whole population. In Eq. (5) \(i(\alpha, S)\) is the selection function and \(\ell(\alpha, S)\) the normalization constant. In the ideal case of a complete sample, i.e., without data loss, magnitude limit, bias or selection issues, \(S(d_j)\) is a constant, but when incompleteness effects are non negligible, \(S(d_j)\) is a complicated function and \(\ell(\alpha, S)\) plays an important role. In the magnitude-limited case the selection function does not satisfy all the conditions to be considered a probability distribution function (PDF), and it is necessary to renormalize Eq. (5) dividing by \(\ell(\alpha, S)\), taking into account the restrictions imposed by \(S(d_j)\) to get a formal posterior distribution. For a given sample, the selection function modifies data through a completeness function \(C(l, b, G^1)\) and/or a magnitude truncation using a Heaviside function \(H(G^1)\).

A stellar population is a group of stars characterized by global properties like spatial distribution, kinematics, IMF and SFH. These global distributions determine individual attributes of stars, like position and brightness. Observables, like parallax and apparent magnitude, are modeled as random samplings of the individual parameters (distance and absolute magnitude, cf. Fig. 4). For the jth star in S100 the Gaia observables are \(d_j = \{\sigma_j, G^2_j\}\), where \(\sigma_j\) is the parallax and \(G^1, G^2, G^3 = G, G_\beta, G_\rho\) are the star apparent magnitudes in the Gaia photometric system. The galactic coordinates (l, b) of each star do not enter the statistical inference if we assume that the stars in S100 are isotropically distributed. Including (l, b) to study other samples can be done with no problem. To each star in the sample we associate as \(\beta_j\) parameters the absolute mag-
nitudes derived from the isochrones, symbolized by \( (r_j, M^k_{i=1,2,3}) \), where \( r_j \) is the heliocentric distance and \( k = 1, 2, 3 \) refer to the broad (330-1050 nm), blue (330-680 nm) and red (630-1050 nm) Gaia photometric bands, respectively. From these quantities we will infer the true parallax, \( \pi_{\text{true,j}} = \frac{1}{r_j} \), and the true apparent magnitude, \( G^k_{\text{true,j}} = M^k_j + 5 \log(r_j) - 5 \).

After some algebraic manipulation, we can write Eq. (5) as
\[
P(\mathbf{a}, \mathbf{\beta}| \mathbf{d}, \mathbf{\phi}) \propto P(\mathbf{a}) \prod_{j=1}^{N_d} \int S(\mathbf{d}'_j) P(\mathbf{d}'_j| \mathbf{\beta}_j) P(\mathbf{\beta}_j| \mathbf{a}, \mathbf{\phi}) \ell(\mathbf{a}, S),
\]
where the IMF \( \mathbf{\phi} \) appears as a known parameter in the posterior distribution, and \( \mathbf{a} \) remains as the only parameter to be sampled.

When required, Eq. (6) must be properly normalized (for instance, an incorrect normalization would produce spurious results when using MCMC). From Eq. (6) the normalization constant is given by
\[
\ell(\mathbf{a}, S) = \prod_{j=1}^{N_d} \int S(\mathbf{d}'_j) P(\mathbf{d}'_j| \mathbf{\beta}_j) P(\mathbf{\beta}_j| \mathbf{a}, \mathbf{\phi}) \, d\mathbf{d}'_j,
\]
where we have used the prime to emphasize that the integration variables are not data properly but just auxiliary variables. The integration limits in Eq. (7) will depend on the characteristics of the specific data set.

### 3.1.1 Prior

Following Walmswell et al. (2013), prior information on \( a_i \) is introduced through a symmetric Dirichlet distribution,
\[
P(\mathbf{a}) = \frac{\Gamma(\xi N_{\text{iso}})}{\Gamma(\xi)^{N_{\text{iso}}}} \prod_{i=1}^{N_{\text{iso}}} a_i^{\xi-1},
\]
where \( a \) must satisfy \( a_i \geq 0 \) and \( \sum a_i = 1 \). \( \Gamma \) is the gamma function and \( \xi \) the concentration parameter. When \( \xi = 1 \) the symmetric Dirichlet distribution is equivalent to a uniform distribution over \( \mathbf{a} \) (Gelman et al. 2013) which assigns equal density to any vector \( \mathbf{a} \) satisfying \( \sum a_i = 1 \). In contrast, \( \xi > 1 \) corresponds to evenly distributed \( a_i \) (all the values within a single sample are similar to each other), \( \xi < 1 \) corresponds to sparsely distributed \( a_i \) (most of the values within a single sample will be close to 0, and the vast majority of the \( a_i \)'s will be concentrated in a few values). In this paper we use \( \xi = 1 \) to guarantee a uniform prior distribution.

### 3.1.2 Likelihood

The parallax and photometric magnitudes for a given star over many transits reported in Gaia DR2 can be considered noisy measurements of their true value and follow quite well normal distributions, respectively, \( \pi_j \sim N(\pi_{\text{true,j}}, \sigma_{\pi,j}) \) and \( G^k_{\text{true,j}} \sim N(G^k_{\text{true,j}}, \sigma^k_{G_{\text{true,j}}}) \), i.e., the noise is Gaussian (Luri et al. 2018). The likelihood function in this case is
\[
P(\mathbf{d}| \mathbf{\beta}) \sim N(\mathbf{\pi}| \mathbf{\pi}_{\text{true,j}}, \sigma_{\pi,j}) \prod_{k=1}^{3} N(G^k_{\text{true,j}}| G^k_{\text{true,j}}, \sigma^k_{G_{\text{true,j}}}).
\]

### 3.1.3 Prior

Each point in the \( i^{th} \) isochrone has associated a stellar mass \( m \) and three absolute magnitudes \( M^k_{i=1,2,3} \). Convolving \( M^k_{i} \) with a Gaussian error function, each magnitude will follow a normal distribution \( N(M^k_{i} \pm \sigma^k_{M_{i}}, m) \), where as before \( M^k_{i=1,2,3} \). The function \( \sigma^k_{M_{i}} \) is ill defined but can be determined from the mean separation between isochrones in the CMD. Its calculation becomes cumbersome when the number of isochrones in the model increases. Small et al. (2013) have shown that for MS stars on isochrones of consecutive metallicity, \( \sigma^k_{M_{i}} \) can be approximated by half the mean separation \( \frac{|M^k_{i} - M^k_{i-1}|}{2} \) over the length of isochrones \( i_1 \) and \( i_2 \). Therefore we adopt their definition of \( \sigma^k_{M_{i}} \) (see Section 3.2).

The differential probability that a star of magnitude \( M^k_{i} \) belongs to the \( i^{th} \) isochrone is
\[
dP = a_i N(M^k_{i} \mid M^k_{i}, \sigma^k_{M_{i}}) \, \phi(m) \, dm,
\]
where we omit the dependence of \( M \) and \( \sigma \) on \( m \) for simplicity. If we suspect that the stellar population characterized by the \( i^{th} \) isochrone is spatially associated, we must multiply \( dP \) by the distance prior \( P(r_j) \). Integrating \( dP \) over \( m \) and adding the contribution of all isochrones, we get the probability that the \( j^{th} \) star belongs to the \( i^{th} \) isochrone,
\[
P(\mathbf{\beta}| \mathbf{a}, \mathbf{\phi}) \propto \sum_{i=1}^{N_{iso}} P(r_j) a_i \int_{m_{i,1}}^{m_{i,2}} \phi(m) \, dm \int \prod_{k=1}^{3} N(M^k_{i} \mid M^k_{i}, \sigma^k_{M_{i}}) \, dm.
\]

The integration limits in Eq. (11) depend on the isochrone \( i \). This is because each isochrone corresponds to a different age and possibly metallicity, therefore the lower and upper stellar mass limits may differ. If the spatial distribution of the stars is not related to age and metallicity, \( P(r_j) = P(r_j) \) can be taken out of the sum in Eq. (11). The distance prior depends on the sample under study.

### 3.1.4 Posterior

Inserting Eqs. (9) and (11) in Eq. (6) for the Bayes theorem, we obtain the general expression for the posterior distribution
\[
P(\mathbf{a}, \mathbf{\beta}| \mathbf{d}, \mathbf{\phi}) \propto P(\mathbf{a}) \prod_{j=1}^{N_d} S(\mathbf{d}'_j) \prod_{k=1}^{3} N(G^k_{\text{true,j}}| G^k_{\text{true,j}}, \sigma^k_{G_{\text{true,j}}}) \\
\times \prod_{k=1}^{3} \int \prod_{i=1}^{N_{iso}} P(r_j) a_i \int_{m_{i,1}}^{m_{i,2}} \phi(m) \, dm \int \prod_{k=1}^{3} N(M^k_{i} \mid M^k_{i}, \sigma^k_{M_{i}}) \, dm.
\]

For computational reasons it is convenient to use the marginalized posterior distribution of \( \mathbf{a} \),
\[
P(\mathbf{a}| \mathbf{d}, \mathbf{\phi}) = \int P(\mathbf{a}, \mathbf{\beta}| \mathbf{d}, \mathbf{\phi}) \, d\mathbf{\beta}.
\]

Fig. 4 shows the flow of variables leading to Eqs. (12) and (13).

### 3.1.5 Sample completeness

In Appendix A we compute the posterior for the cases of a complete and a magnitude-limited sample. The treatment of an incomplete sample will be the subject of future work.
3.2 Methodology

Determining exactly the posterior PDF requires evaluating the matrix elements $P_{ij}$ using Eq. (A2) in the case of a complete sample, or $P_{ij}$ and $C_{ij}$ from Eqs. (A5) and (A9) in the case of a magnitude-limited sample, amounting to calculating $N_D \times N_{iso}$ double integrals. We use a $10^5$ step MCMC process to sample the $a_i$ parameter space and build an accurate representation of the marginalized posterior PDF, from which we infer the distribution, statistics and confidence intervals of $a_i$. We use the Stan MCMC platform (https://mc-stan.org) due to its recognized reliability and acceptance of hard constraints, e.g., $a_i \geq 0$ and $\sum a_i = 1$.

Assuming that the sample $S_{iso}^{15}$ is complete to $G = 15$, the selection function in Eq. (5) becomes $S(d) = 1$. For more distant samples, the inclusion of a completeness function is mandatory. Since $N_D = 120,452$ and $N_{iso} = 50$, the grid of $N_{iso}$ isochrones must be chosen in a clever manner to minimize CPU time. We adopt the following procedure to build our grids of isochrones. First, we use a small set of isochrones covering coarsely a wide range of age for each stellar metallicity and obtain a first low resolution posterior PDF. Then, we select a larger and finer grid of isochrones centered on the values inferred from the previous solution. This process can be repeated until we are left with only the most statistically significant isochrones.

Each $a_i$ is proportional to the number of stars formed between $(t_i, t_i + dt)$ with metallicity between $(Z_i, Z_i + dZ)$. The SFR is derived by dividing $a_i$ by the intervals $dt$ and $dZ$. We must keep in mind that the statistical weights $a_i$ cannot provide the complete and true star formation history of the system. The observations provide only a snapshot of the present day stellar population. We cannot account for stars that have been lost due to internal dynamical processes or interactions with external systems, or stars that have been gained through mergers. Doing so requires dynamical models beyond the scope of our work.

We build our isochrones from the PARSEC evolutionary tracks (Chen et al. 2015; Marigo et al. 2013) using the isochrone synthesis technique developed by Charlot & Bruzual (1991). The stellar photometry in the $Gaia$ bands in the Vega magnitude system is derived from the Westera et al. (2002) BaSeL 3.1 spectral library. Each isochrone defines the locus occupied in the $G$ vs. $G_{BP}$ vs. $G_{RP}$ CMD by stars of a given age and metallicity (Fig. 1). The isochrones are then parametrized by the stellar mass and re-sampled such that the difference in magnitude between consecutive points along the isochrone is $\approx 0.04$ mag. Our model requires that we specify the mean separation between adjacent isochrones, $\sigma_i^k$ (in Eq. (12)). In this paper we follow the prescription by Small et al. (2013) to derive the value of $\sigma_i^k = 0.075$, which applies to MS stars in our isochrones (cf. Fig. 5). This is justified because from their position in the CMD we estimate that of the 120,452 stars in $S_{iso}^{15}$, 906 (0.75)% are giants, 437 (0.36)% are WDs, and 119, 109 (98.89)% are MS stars.

Unless indicated otherwise, we populate the isochrones according to the Kroupa (2001) IMF, assuming lower and upper mass limits $(m_1, m_u) = (0.1, 100) M_\odot$. This choice is arbitrary. The stars in the youngest isochrones in our grids have $m \leq 8 M_\odot$. This does not pose a problem with the adopted normalization as long as the same values of $(m_1, m_u)$ are used for all isochrones.

From the compilation of the solar abundances of chemical elements by Bressan et al. (2012), their table 1), the present-day solar (photospheric) metallicity is $Z_\odot = 0.01524$, which corresponds to a protosolar (before the effects of diffusion) metallicity $Z_\odot^0 = 0.01774$. From now on, we will refer to $Z = 0.017$ as solar metallicity.

4 RESULTS

4.1 Age-Metallicity distribution of the Solar Neighbourhood

We analyze the $S_{iso}^{15}$ sample defined in Section 2.1 using the three grids of isochrones defined in Tables 2, 3, and 4. In these tables we list the components of the solution vector $a$ grouped as an (age, Z) matrix. Values below 1% are shown as 0 to highlight the age-metallicity distribution (AMD). The full versions of these tables are available as supplementary online material (Tables C3, C4 and C5). Fig. 6a shows the AMD for the low resolution (in age) grid A, listed in numerical form in Table 2. It is clear from these plots that the $Z = 0.001, 0.002$ and 0.004 isochrones do not contribute substantially to the solution and are not needed in our analysis. Stars with probable age $\geq 6$ Gyr are assigned to the $Z = 0.014$ and 0.017 isochrones.

To break this degeneracy we use grid B. The results are shown in Fig. 6b and listed in Table 3. The contribution from the $Z = 0.008$ and 0.01 isochrones is negligible. The maximum contribution from the $Z = 0.014$ and 0.017 isochrones appears now from 7 to 10 Gyr instead of 13 Gyr. The $Z = 0.03$ isochrones contribute almost equal amounts to the young 0.5 to 2 Gyr bins.

Next we test grid C, which excludes the $Z = 0.008$ isochrones and the 13 Gyr time step due to their minimal contribution to the solution in the previous grids, and varies slightly the time resolution for age $\geq 2$ Gyr. In this case we test the effects of interstellar reddening on the solution vector $a$. The inferred AMDFs for grid C are listed in Table 4 and shown in Fig. 6c (no extinction correction) and 6d (extinction corrected). We use the Lallement et al. (2019) Stylist tool (https://stilism.obspm.fr) to derive the 3D extinction.

The number of isochrones in these grids is arbitrary but 50 is close to the limit that we can handle efficiently with local computer resources in a reasonable amount of time.
Figure 6. AMD for the $S^15$ magnitude limited sample for the three sets of isochrones listed in Tables 2, 3, and 4. (a) Grid A, "low" time resolution. (b) Grid B, "mid" time resolution. (c) Grid C, "high" time resolution. (d) Same as (c) but the Gaia photometry for each star was corrected for extinction using the 3D reddening map of Fig. 7 before inferring $a$. The height of the bars in the 3D plots on the left hand side is the median of the distribution of $a_i$ for the corresponding isochrone. The violin plots summarize the marginalized posterior PDF for age and $Z$. The horizontal lines in each violin represent from bottom to top the 0, 50, and 100 percentiles of the distribution. The maximum likelihood solution for $a_i$, also provided by the Stan MCMC platform, is indicated by the solid blue squares.
map for all the stars in $s_{15}^{100}$ shown in projection in Fig. 7. To work in the Gaia photometric system we use $A_V/E(B-V) = 3.16$+0.15, and $A_G/A_V = 0.789 \pm 0.005$. In Table 3, we also show the extinction correction for all metallicities.

Table 4. Inference results for grid C, 44 isochrones (abridged; the full table is available as Table C5 in the supplementary online material).

| Age (Gyr) | $Z=0.010$ | $Z=0.014$ | $Z=0.017$ | $Z=0.030$ |
|----------|-----------|-----------|-----------|-----------|
| 0.2      | 0         | 0         | 0         | 0         |
| 1.0      | 0         | 0         | 0         | 0         |
| 2.0      | 0         | 0         | 0         | 0         |
| 4.0      | 0         | 0         | 0         | 0         |
| 6.0      | 0         | 0         | 0         | 0         |
| 13.0     | 0         | 0         | 0         | 0         |

Inference results for grid A, 42 isochrones (abridged; the full table is available as Table C3 in the supplementary online material).

| Age (Gyr) | $Z=0.001$ | $Z=0.002$ | $Z=0.004$ | $Z=0.008$ | $Z=0.014$ | $Z=0.017$ | $Z=0.030$ |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0.2      | 0         | 0         | 0         | 2.9+0.5  | -0.2      | 0         | 0         |
| 1.0      | 0         | 0         | 0         | 6.5+0.4  | -0.4      | 0         | 0         |
| 2.0      | 0         | 0         | 0         | 9.2+0.5  | -0.5      | 0         | 0         |
| 4.0      | 2.0+1.1   | -1.0      | 7.5+1.5   | 1.4+0.2  | -0.5      | 0         | 0         |
| 6.0      | 3.0+2.1   | -1.4      | 0         | 0         | 0         | 0         | 0         |

Inference results for grid B, 50 isochrones (abridged; the full table is available as Table C4 in the supplementary online material).

| Age (Gyr) | $Z=0.008$ | $Z=0.010$ | $Z=0.014$ | $Z=0.017$ | $Z=0.030$ |
|----------|-----------|-----------|-----------|-----------|-----------|
| 0.2      | 0         | 0         | 0         | 0         | 0         |
| 1.0      | 0         | 0         | 0         | 0         | 0         |
| 2.0      | 0         | 0         | 0         | 0         | 0         |
| 7.0      | 0         | 0         | 0         | 0         | 0         |
| 10.0     | 0         | 0         | 0         | 0         | 0         |
| 13.0     | 0         | 0         | 0         | 0         | 0         |

Inference results for grid C, 44 isochrones (abridged; the full table is available as Table C5 in the supplementary online material).

| Age (Gyr) | $Z=0.010$ | $Z=0.014$ | $Z=0.017$ | $Z=0.030$ |
|----------|-----------|-----------|-----------|-----------|
| 0.1      | 0         | 0         | 0         | 0         |
| 0.2      | 0         | 0         | 0         | 0         |
| 0.5      | 0         | 0         | 0         | 0         |
| 1.0      | 0         | 0         | 0         | 0         |
| 1.7      | 0         | 0         | 0         | 0         |
| 2.5      | 3.8+0.8   | 2.9+0.6   | 0         | 0         |
| 4.0      | 3.4+1.3   | 3.4+1.3   | 0         | 0         |
| 4.8      | 18.7+1.7  | 18.7+1.7  | 0         | 0         |
| 6.5      | 13.4+2.0  | 13.4+2.0  | 0         | 0         |
| 8.0      | 5.3+2.3   | 5.3+2.3   | 0         | 0         |
| 10.0     | 19.6+1.9  | 19.6+1.9  | 0         | 0         |

* Lallement et al. (2019, https://stilism.obspm.fr)
Figure 7. Reddening map for $S_{15}^{100}$ derived by the authors using the Lallement et al. (2019) Stilism tool. The color bar indicates the mean color excess E(B-V) per pixel.

The AMD in Fig. 6c shows clearly the presence of three well-defined events. A maximum in the star formation activity took place $\approx 10$ Gyr ago, forming stars of metallicity slightly below solar ($Z = 0.014$). The SFR then decreased, reaching a minimum at $\approx 8$ Gyr ago. Snaith et al. (2015) and Haywood et al. (2016) found evidence of this quenching of star forming activity comparing observed chemical abundances of stars in the solar neighbourhood with the predictions of chemical evolution models. After this minimum, star formation increases again, reaching a local maximum close to 5 Gyr ago at solar metallicity ($Z = 0.017$), and then quenches. A small amount of residual star formation remains until recent epochs. The stellar metallicity increases in time from $Z = 0.01$ to 0.03. Although our sample is very limited compared to all the stars brighter than $G = 12$ in Gaia DR2, our results are in agreement with the star formation history derived by Mor et al. (2019) for the larger sample using a single metallicity model.

The number of stars with $Z = 0.03$ for the three grids is higher than expected when compared with chemical distributions reported by, e.g., Bensby et al. (2014). The most likely reason for this effect is that the unresolved binary systems, not included in our statistical treatment, which describe a broad sequence parallel to the MS but just above it are assigned to the $Z = 0.03$ isochrones because of their proximity in the CMD (see Section 5).

4.2 Quality control

As a sanity check, we model the $S_{15}^{100}$ stellar population using the values of $a_i$ derived above as input to our MW.mx Galaxy model (Appendix B). We run two sets of 10 Monte Carlo simulations of $S_{15}^{100}$, denoted Sim N and Sim M, described in detail in Appendix C. In Sim N the simulation is stopped when we reach the required number of stars with $G \leq 15$ for each Galactic component, irrespective of the accumulated mass. In contrast, in Sim M the simulation is continued until we reach the total mass for each component, obtained by integration of $\rho(R, z)$ over the given volume, irrespective of the number of stars with $G \leq 15$.

Fig. 8 shows the average number counts in the G band resulting from our simulations. The agreement of the counts for both sets
Figure 9. (top row) Gaia DR2 CMD of S15100 compared to Sim N. The CMDs are binned in 0.1 mag bins. The rightmost panel shows the residual Sim N - S15100, colour coded as indicated in the auxiliary axis. The residuals show a deficit of stars on the red side of the MS and a excess on the blue side. (middle row) Same as top row but for Sim M. The positive residual is more marked and extends to brighter magnitudes in Sim M than in Sim N. (bottom row) Observed and Sim N CMDs of S15100. The red dots in the rightmost panel indicate the expected position of unresolved binary systems for a 1 Gyr, Z = 0.014 population (Section 5). When the unresolved binary stars are added to all the isochrones entering our model, the red strip in this panel becomes broader. The Sim N simulation was computed with the p50 values of ai in Table C1. CMDs for p10 and p90 are available as supplementary online material (Fig. C3).
5 UNRESOLVED BINARY STARS

We think that the behavior of the residuals in Fig. 9 is due to the fact that in our derivation of the vector \( \mathbf{a} \) we do not correct for the presence of unresolved binary stars in the \( S_{150}^{200} \) sample. The biases introduced by unresolved binaries in the determination of the SFH using our statistical model will be the subject of a separate paper. Here we explore with a simple toy-model the expected trends introduced in the derived AMD by ignoring the presence of unresolved binaries in the \( S_{150}^{200} \) sample.

5.1 Footprint of unresolved binaries in the CMD

For illustration, in this section we show the effects of unresolved binary systems on the position of the stars in the CMD. The thick gray line in Fig. 10a is the isochrone described by a 1 Gyr \( Z = 0.014 \) population. The blue dots indicate from top to bottom the position in the MS of single stars of mass \( M_1 = 2, 1, 0.5 \) and \( 0.2 \, M_\odot \). At this age stars with \( M \geq 2.3 \, M_\odot \) are already in the WD cooling sequence. The big black dot signals the position in the WD cooling sequence of a star whose progenitor mass in the MS was \( 3 \, M_\odot \). The blue arches describe counter clockwise the position occupied by unresolved binaries of mass \( M = M_1 + M_2 \), where the mass \( M_2 \) of the secondary star obeys \( M_2 = q M_1 \), and the parameter \( q \) is varied in the range \([0.1, 1]\) following the (Sana et al. 2012) distribution for \( q \). At the bright end of the blue arches \( q = 1 \), \( M_2 = M_1 \), and the unresolved pair is at its brightest, \( 0.75 \, \text{mag} \) brighter than a single star of mass \( M_1 \). The gray dashed line is the same isochrone but displaced by \( -0.75 \, \text{mag} \) to indicate this absolute limit.

The red dot in Fig. 10a corresponds to an unresolved pair whose primary star is the WD of progenitor mass \( M_1 = 3 \, M_\odot \) (big black dot) and \( M_2 = 0.3 \, M_\odot \) (\( q = 0.1 \)). The small black dots indicate counter clockwise the position of the pair as the mass varies from \( M_2 = 0.3 \) to \( 2.28 \, M_\odot \) \( (q = 0.76) \). For \( M_2 \geq 0.6 \, M_\odot \) \( (q \geq 0.2) \) the pair is dominated by the secondary star and the WD primary goes imperceptible. For \( q > 0.76 \) the secondary is also a WD and the unresolved pair appears in a cooling sequence slightly brighter than...
Figure 11. CMD of the 1 Gyr $Z = 0.014$ mock binary population together with single star isochrones for (a) 1 Gyr and various metallicities, and (d) $Z = 0.014$ and various ages. Recovered $Z$ distribution if the presence of binary stars is ignored (b), or included in our statistical model (c). Recovered age distribution if the presence of binary stars is ignored (e), or included in our statistical model (f).
the single WD sequence. The last dot corresponds to $q = 1$ and the system appears 0.75 mag brighter than any of its members.

Thus, unresolved binary systems broaden the locus defined by single star isochrones in the CMD. An unresolved companion makes a MS primary star look redder, brighter and more massive in the CMD than it really is. It is then natural that our Bayesian inference lacks stars that are near the MS but redder than in the single star isochrones used as priors. When the primary star is a WD the unresolved system may appear bluer but these systems are less frequent.

5.2 Mock population with unresolved binaries

Following Kouwenhoven et al. (2009) and Reipurth & Zinnecker (1993) we define the multiplicity or binary fraction $B$ of a stellar population as

$$B = \frac{B + T + \ldots}{S + B + T + \ldots},$$

(14)

where $S$ is the number of single stars, $B$ the number of binaries, $T$ the number of triple systems, and so on. The number of systems is $S = S + B + T + \ldots$, and the total number of (individual) stars is $N = S + 2B + 3T + \ldots$. Here we consider only single and binary stars, ignoring higher-order systems. Then

$$\mathcal{B} = \frac{B}{S + B}, \quad S = S + B, \quad N = S + 2B.$$  

(15)

We build a mock $Z = 0.014$, 1 Gyr old stellar population of $S = 110,000$ systems which follow the Kroupa (2001) IMF distributed with $\rho(r) = \text{constant}$ inside a sphere of radius 100 pc, using our MW.max model (Appendix B), assuming that $S = 55,000$ and $B = 55,000$. This translates into a population of $N = 165,000$ individual stars with $B = 0.5$. In the case of the binary stars we interpret the mass of the system as the mass $M_1$ of the primary star. As above, for each binary pair we assign a mass $M_2$ to the secondary star following $M_2 = qM_1$, where the $q$ parameter is varied in the range $[0.1, 1]$ following the (Sana et al. 2012) distribution for $q$. By construction, $M_1$ follows strictly the Kroupa (2001) IMF, whereas $M_2$ does not. In our simulations $M_1 \geq 0.1 M_\odot$, which is the lowest stellar mass in our isochrones. We reject all the binary pairs for which the resulting $M_2 = qM_1 < 0.1 M_\odot$ since we cannot follow the evolution of these stars. We end up with a mock population with an effective $\mathcal{B} \sim 0.4$, which we consider appropriate as a toy-model. The black dots and the black band in Fig. 10b show the locus in the CMD of the binary population assuming that all binary systems are unresolved. The coloured lines show the resulting 1 Gyr isochrones for various values of $q$ built as in Section 5.1.

5.3 Recovering the AMD

In Fig. 11a we show in the CMD the mock population of Section 5.2 together with 1 Gyr single star isochrones of various metallicities. Fig. 11b shows the recovered Z distribution if we ignore the presence of binaries ($q = 0$). Although the simulated stars have $Z = 0.014$, a significant contribution appears at $Z = 0.030$. If, on the other hand, we allow for the presence of unresolved binaries by using isochrones for various $q$’s (as in Fig. 10b), we do recover the correct value $Z = 0.014$ and a distribution of $q$ values (Fig. 11c).

Fig. 11d shows the $Z = 0.014$ single star isochrones for four different ages. If we ignore unresolved binaries, the recovered age distribution shows besides the 1 Gyr component, an unexpectedly large contribution at 2 Gyr together with minor contributions at 0.5 and 1.5 Gyr (Fig. 11e). Allowing for binaries, i.e., using isochrones for various $q$’s (as in Fig. 10b), we do recover the correct age of 1 Gyr and a distribution of $q$ values (Fig. 11f), and the spurious contributions at the wrong age disappear.

In summary, ignoring the presence of unresolved binaries biases the inferred AMD towards older ages and higher $Z$’s than the true values. It is possible that the $Z = 0.03$ contribution to the AMD seen in Fig. 6 disappear once unresolved binaries are properly included in the statistical model. This will be explored in a separate paper.

6 AMD and sample limiting magnitude

In this section we explore the dependence of the inferred AMD on the limiting magnitude of the stellar sample. We consider the $S_{100}^{12}$, $S_{100}^{13}$ and $S_{100}^{14}$ sub-samples, defined similarly to $S_{100}^{15}$ but using $G = 12$, 13, 14, respectively, as limiting apparent magnitude (see Section 2 and Fig. 1). In Fig. 12 we show as histograms the distribution of the absolute $M_G$ magnitude for all the stars in each sub-sample.

In Fig. 13 we compare the AMDs inferred for each sub sample using the grid C of isochrones listed in Table 4 with no extinction correction. The marginalized Z distribution varies with the limiting G magnitude, especially at the bright end. From Fig. 1b we see that in the MS in the range $5 \leq M_G \leq 7$ the isochrones are degenerate with respect to Z. Fig. 12 shows that there are very few stars fainter than $M_G = 7.5$ in the $S_{100}^{12}$ sample. This explains why the Z distribution in Fig. 13a is flat; it follows the prior since there is no leverage to determine Z in this magnitude range. As we consider fainter limiting magnitudes the number of stars with $M_G > 7.5$ increases considerably; more than half of the stars in $S_{100}^{12}$ are fainter than $M_G = 8$. In...
Figure 13. AMD for (a) the S12100, (b) the S13100, (c) the S14100 and (d) the S15100 samples inferred using the grid C of isochrones listed in Table 4 with no extinction correction, the Kroupa (2001) IMF and $\sigma_i = 0.075$. The height of the bars in the 3D plots on the left hand side is the median of the distribution of $a_i$ for the corresponding isochrone. The violin plots summarize the marginalized posterior PDF for age and $Z$. The horizontal lines in each violin represent from bottom to top the 0, 50, and 100 percentiles of the distribution. The figure in panel (d) duplicates Fig. 6c.
Table 5. IMF parameters

| IMF                  | $\alpha$ | Mass range ($M_\odot$) | $N_e(m_u)$ | $M_u$ ($M_\odot$) | $f_{0.5}$ | $f_{0.8}$ | $f_{1.0}$ | $f_{2.5}$ |
|----------------------|----------|------------------------|------------|------------------|------------|------------|------------|------------|
| Salpeter (1955)      | +2.35    | $m_1 \leq m \leq m_u$ | 2.85       | 0.35             | 0.89       | 0.94       | 0.96       | 0.99       |
| Kroupa (2001)        | +2.30    | $0.5 \leq m \leq m_u$ | 1.57       | 0.64             | 0.74       | 0.86       | 0.89       | 0.97       |
| Mor et al. (2019) - A| +1.90    | $1.53 \leq m \leq m_u$| 0.42       | 2.41             | 0.40       | 0.55       | 0.62       | 0.83       |
|                      | +1.30    | $0.5 \leq m < 1.53$    |            |                  |            |            |            |            |
|                      | +0.50    | $m_1 \leq m < 0.5$     |            |                  |            |            |            |            |
| Mor et al. (2019) - B| +1.90    | $1.53 \leq m \leq m_u$| 0.35       | 2.88             | 0.27       | 0.45       | 0.53       | 0.79       |
|                      | +1.30    | $0.5 \leq m < 1.53$    |            |                  |            |            |            |            |
|                      | -0.50    | $m_1 \leq m < 0.5$     |            |                  |            |            |            |            |

For the lowest mass segment of the Mor et al. (2019) IMF we use two of their values of $\alpha$: +0.5 (case A) and −0.5 (case B). Recall that the single-star IMF may be steeper than inferred from observations that do not resolve binary systems (Kroupa 2001).

Figure 14. (a) $\Phi(m)$ and (b) $N_e(m)$ for the Salpeter (1955), Kroupa (2001) and Mor et al. (2019) IMFs. See Table 5 and Eqs. (16) to (20).

This regime the isochrones are well separated in $G_{BP} - G_{RP}$ colour and inferring Z becomes possible. The broad distribution of MS stars in the CMD in the range $8 \leq M_G \leq 12$ cannot be due only to unresolved binaries or photometric and astrometric errors or to a combination of these factors, and must reflect a true dispersion in the Z value of the stars in $S_{100}$. The contribution of the Z = 0.017 and Z = 0.030 components is a robust result for limiting $G \geq 13$. In the $S_{15}$ sample the number of stars fainter than $M_G = 8$ is large enough to allow the inference of a finer Z distribution: the Z = 0.017 contribution decreases in favour of a relatively large Z = 0.014 component and a minor one at Z = 0.010. The marginalized Z distribution for the stars in $S_{100}$ is then robust with respect to the sample limiting magnitude for $13 \leq G \leq 15$.

The marginalized age distributions in Fig. 13 are similar for the four samples. As it is apparent from Fig. 1b, isochrones of different age are well separated in the CMD for $M_G \leq 5$. The inferred age distribution is thus determined by the stars in the sample brighter than $M_G = 5$. Fig. 12 shows that increasing the limiting apparent magnitude has no effect at the bright $G_{BP}$ end. Then, the relevant stars for the age inference are the same for the four samples, resulting in a stable age distribution. The increasing but still low number of WD stars towards fainter limiting magnitudes is not large enough to modify the inferred age distributions. The marginalized age distribution for the stars in $S_{100}$ is then robust with respect to the sample limiting magnitude for $12 \leq G \leq 15$.

It is possible that some (or all) of the stars in the (Z = 0.014, 10 Gyr) and (Z = 0.010, 10 Gyr) bins belong to the thick Galactic disk, as opposed to the thin Galactic disk for the rest of the stars. This will be explored in detail in a future paper extending our sample to $G > 15$. 
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Figure 15. AMD for the S15100 sample inferred assuming (a) the Salpeter (1955), (b) the Kroupa (2001), (c) the case A Mor et al. (2019) and (d) the case B Mor et al. (2019) IMF, the grid C of isochrones listed in Table 4 with no extinction correction, and $\sigma_t = 0.075$. The height of the bars in the 3D plots on the left hand side is the median of the distribution of $a_i$ for the corresponding isochrone. The violin plots summarize the marginalized posterior PDF for age and $Z$. The horizontal lines in each violin represent from bottom to top the 0, 50, and 100 percentiles of the distribution. The figure in panel (b) duplicates Fig. 6c with a different vertical scale.
7 AMD AND THE STELLAR IMF

In the previous section we discussed how the lack of faint stars in the sample affects the inferred AMD. In this section we explore how the number of stars in specific mass ranges in the statistical model to the assumed IMF modifies the inferred AMD. To this end we compare the AMDs inferred for $S_{15}^{100}$, using the Salpeter (1955), the Kroupa (2001), and the Mor et al. (2019) IMFs, displayed in Fig. 14 and parametrized as indicated in Table 5. The IMF, written as

$$\Phi(m) = \frac{dN}{dm} = C m^{-\alpha} = C m^{-(1+\alpha)},$$

(16)
gives the number of stars of mass between $m$ and $m+dm$ born in a star formation event. The constant $C$ in Eq. (16) is determined from the normalization condition

$$\int_{m_1}^{m_u} \Phi(m) dm = 1 \, M_\odot,$$

(17)

where $m_1$ and $m_u$ are the lower and upper mass limits of star formation, respectively. The number of stars formed at birth from mass $m_1$ to mass $m$ is

$$N_r(m) = \int_{m_1}^{m} \Phi(m) dm.$$

(18)
The average stellar mass is given by

$$M_a = \int_{m_1}^{m_u} \frac{\Phi(m) dm}{\int_{m_1}^{m_u} \Phi(m) dm} = \frac{1}{N_r(m_u)},$$

(19)

and the fraction of stars formed at birth from mass $m_1$ to mass $m$ is

$$f_m = \frac{\int_{m_1}^{m} \Phi(m) dm}{\int_{m_1}^{m_u} \Phi(m) dm}.$$

(20)

We note that $N_r(m)$ is the number of stars formed per unit solar mass, whereas $M_a$ and $f_m$ are independent of the normalization of the IMF. As throughout this paper, we assume $(m_1, m_u) = (0.1, 100) \, M_\odot$ for all isochrones and all IMFs. The resulting $\Phi(m)$ and $N_r(m)$ are shown in Fig. 14 for the various IMF's. $N_r(m_u)$, $M_a$, and $f_m$ are listed in Table 5. $f_{0.5}$, $f_{0.8}$, $f_{1.0}$ and $f_{2.5}$ represent the fraction of stars at birth with $m \leq 0.5$, 0.8, 1.0 and 2.5 $M_\odot$, respectively. The IMFs in Table 5 are sorted in order of increasing fraction of massive stars, i.e., $1 - f_m$. From this table and Fig. 14b we note that ($f_{0.5}$, $f_{0.8}$, $f_{1.0}$, $f_{2.5}$) range from (89, 94, 96, 99)% for the Salpeter (1955) IMF to (27, 45, 53, 79)% for the Mor et al. (2019) IMF. The number of stars populating an isochrone declines more sharply as a function of age when we use the Mor et al. (2019) IMF than for the Kroupa (2001) and Salpeter (1955) IMFs (cf. Fig. 16).

In Fig. 15 we compare the AMDs inferred for $S_{15}^{100}$ sample using the four IMF's listed in Table 5. The four AMDs in Fig. 15 show the old burst at 10 Gyr, the star formation minimum (quenching) near 8 Gyr, the second burst from 4 to 6 Gyr, and the residual star formation at recent epochs at $Z$ above solar discussed in Section 4.1. For the Salpeter (1955) and Kroupa (2001) solutions, the star formation episodes are bell-shaped or flat as a function of age. Instead, for the Mor et al. (2019) solutions the bursts peak at the starting age and then decay in time. There is a clear anti correlation between $a_i$ and $f_{1.0}$ noticeable in the $Z = 0.017$ 10 Gyr component. From the 3D panels of Fig. 15 we see that whereas for the Salpeter (1955) IMF (large $f_{1.0}$) the 10 Gyr component of $a_i$ is almost entirely due to the $Z = 0.014$ population, the contribution of the $Z = 0.017$ population at 10 Gyr increases markedly as we switch to the Kroupa (2001) IMF (intermediate $f_{1.0}$) and the Mor
Figure 18. (a) SFH for the mock stellar population. (b) CMD of the mock population superimposed on the $S_{150}^{15}$ CMD. (c) Enlargement of (b) showing the 10, 8, 6.5, 4.8, 4, and 2.5 Gyr isochrones, corresponding to the gray vertical lines in (a). The stars formed in the old (young) burst in (a) are shown as red (blue) dots in (b) and (c). AMD for the mock sample inferred assuming the grid C of isochrones listed in Table 4 for (d) the Salpeter (1955), (e) the Kroupa (2001) and (f) the case A Mor et al. (2019) IMF. The height of the bars in the 3D plots on the left hand side is the median of the distribution of $a_i$ for the corresponding isochrone. The violin plots summarize the marginalized posterior PDF for age and $Z$. The horizontal lines in each violin represent from bottom to top the 0, 50, and 100 percentiles of the distribution.
et al. (2019) IMFs (low $f_{1,0}$). This is also clearly noticeable in the marginalized age distribution (10 Gyr bin) and to a lesser extent in the marginalized $Z$ distribution (0.017 bin). Even though the contribution of the $Z = 0.014$ population at 10 Gyr seems constant, it represents less stars as we move to the lower $f_{1,0}$ IMFs, in which case the $Z = 0.017$ stars are preferred. As discussed in Section 6, the inference of the $Z$ distribution depends on the non degeneracy of isochrones for $M_G \gtrsim 8$. The observed behaviour of the $a_Z$ distribution tells us that the inference of $Z$ is more sensitive to the location of the stars in the CMD than to the number of stars on each isochrone. The marginalized $Z$ distribution in Fig. 15 is less sensitive to variations in the number of stars according to the IMF than the marginalized age distribution.

To explore further the dependence of the inferred AMD on the assumed IMF we use a mock stellar population whose true parameters we know.

### 7.1 Exploring the IMF dependence of the inferred AMD

Fig. 17 shows our mock population in the CMD. The SFH shown in Fig. 18a is used as input to our MW.mx model (Appendix B). The oldest population is formed in a constant SFR burst lasting from 10 to 7 Gyr ago (red bars in Fig. 18a). There is a period with no star formation from 7 to 5 Gyr ago, and then a younger population is formed in a second burst lasting from 5 to 3 Gyr ago (blue bars in Fig. 18a). Star formation stops again 3 Gyr ago. 67% of the stars belong to the old population and 33% to the younger component (red and blue dots in Figs. 17, 18a and 18b, respectively). We denote these true fractions as $(a_{1,0}, a_{1,1}) = (0.67, 0.33)$. We assume that stars form following the Kroupa (2001) IMF with constant metallicity $Z = 0.017$.

We used grid C (Table 4) to infer the AMD for the mock population. The gray vertical lines in Fig. 18a signal the age of the isochrones in grid C in the relevant age range, shown in detail in Fig. 18c. Figs. 18d, 18e and 18f show, respectively, the inferred AMDs using the Salpeter (1955), the Kroupa (2001) and the More et al. (2019)-A IMFs, in which case the $Z = 0.017$ bin mimics the behaviour of $a_{Age}$ in Fig. 19b. The positive slope at $Z = 0.017$ is compensated by a negative slope at $Z = 0.03$. Most of the stars in $S_{015}$ formed in the oldest burst with $Z = 0.017$, hence the sensitivity of $a_Z$ at this value of $Z$ to the number of stars predicted by the IMF. For the two lowest metallicity bins $a_Z$ is nearly constant for all IMFs. For clarity, we show in Fig. 20 the inferred $Z$ distribution of Fig. 19c as bar histograms.

#### 7.2 Summary of IMF dependence tests

From this exercise we conclude that our statistical model: (a) identifies correctly the periods corresponding to active and quenched star formation; (b) provides the correct trend on the number of stars born as a function of time, independently of the assumed IMF; and (c) characterizes correctly the prevalent metallicity in each star formation episode. The components of the solution vector $a$, the number of stars assigned to each population, depend on the assumed IMF.

### 8 CONCLUSIONS

We have built a Bayesian hierarchical model designed to infer the age-metallicity distribution or the star formation history of resolved stellar populations. This model takes into account the possibly non-symmetrical distribution of the inferred quantities, like distance and absolute magnitude, and can handle complete, incomplete, and magnitude limited samples. We use our model to study the stars within 100 pc of the sun brighter than $G = 15$ in the Gaia DR2 catalogue, the $S_{100}$ sample defined in Section 2.1. We develop a model of the MW Galaxy tailored after the Besançon model (Robin et al. 2003) that we use to test the validity of our inferences and search for biases present in our solutions. We describe the bias introduced by the existence of unresolved binaries in $S_{100}$ not included in the model.

Ignoring extinction and unresolved binaries, our results show a maximum of star formation activity about 10 Gyr ago, producing large numbers of stars with slightly sub-solar metallicity ($Z = 0.014$), followed by a decrease in star formation up to a minimum level occurring around 8 Gyr ago. After a quiet period, star formation rises to a maximum at about 5 Gyr ago, forming stars of solar metallicity ($Z = 0.017$). Finally, star formation has been decreasing until the present, forming stars of $Z = 0.03$ at a residual level.

We use the Lallement et al. (2019) Stilism tool to derive the 3D extinction map for all the stars in $S_{100}$. The correction by extinction does not introduce major differences in the inferred vector $a$, it decreases slightly the contribution of the oldest age bins, increasing

---

4. $a_{1,0}$ and not $a_{1,1}$ behaves as described with the IMF because in our mock population twice as many stars are formed in the old as in the young burst. The stochastic sampling in the MCMC process is biased towards the more populated regions in the CMD.
the fraction of younger stars of all metallicities. Ignoring extinction biases the AMDs towards older ages.

We build an heuristic model to explore the effects of unresolved binary stars present in the data and ignored in the statistical model and show that ignoring the presence of unresolved binaries biases the inferred AMD towards older ages and higher \( Z \)'s than the true values. It could happen that the stellar component detected at \( Z = 0.03 \) is an artifact introduced by ignoring unresolved binaries. This will be explored in detail in a separate paper.

We test the sensitivity of the inferred AMD to the apparent limiting magnitude of the sample and conclude that the inferred age distribution for the stars in \( S_{100}^{15} \) is robust with respect to the sample limiting magnitude for \( 12 \leq G \leq 15 \). The \( Z \) distribution is robust for \( 13 \leq G \leq 15 \).

We show that the components of the solution vector \( a \) depend on the assumed IMF. The weight \( a_i \) assigned to a given isochrone in the inferred AMD anti-correlates with the number of stars populating the isochrone according to the assumed IMF. The smaller the number of stars in the isochrone, the higher the weight \( a_i \) required to match highly populated regions in the observed CMD. To fulfill the condition \( \sum a_i = 1 \), some \( a_i \) show the opposite behaviour. For all the IMFs explored, we obtain a SFH which contains the same basic components. Our model identifies correctly the periods corresponding to active and quenched star formation, provides the correct trend on the number of stars born as a function of time, independently of the assumed IMF, and characterizes correctly the prevalent metallicity in each star formation episode.

In all the scenarios explored in this paper the resultant AMD shows the behaviour described above: two bursts plus some residual star formation with a similar \( Z \) distribution, the \( Z = 0.017 \).
(solar) population being the dominant one. The results for the old population can be improved including fainter stars in the sample, which requires careful modelling of the incompleteness function at the faint end. The properties of the recent bursts of star formation will become more reliable as the bright end of the CMD becomes the faint end. The properties of the recent bursts of star formation which requires careful modelling of the incompleteness function at population can be improved including fainter stars in the sample, (solar) population being the dominant one. The results for the old population can be derived from the $S_{100}$ sample with the proper statistical treatment. Our results are consistent with the star formation quenching reported by Haywood et al. (2016) and Mor et al. (2019). The enhancement of star formation at later times was also detected by Mor et al. (2019), but they do not allow for metallicity evolution. They argue that star formation rises too fast and to a level too high to occur in an isolated disc, and suggest that this event was most likely triggered by an external agent, possibly a merger.

A natural extension of this work is to explore different scenarios to establish the role of dynamical processes and merger events in triggering star formation at latertimes was also detected by Mor et al. (2019). The enhancement of star formation at later times was also detected by Mor et al. (2019), but they do not allow for metallicity evolution. They argue that star formation rises too fast and to a level too high to occur in an isolated disc, and suggest that this event was most likely triggered by an external agent, possibly a merger.

Our most important result is showing that both the star formation and chemical enrichment histories of the solar neighbourhood can be derived from the $S_{100}$ sample with the proper statistical treatment. Our results are consistent with the star formation quenching reported by Haywood et al. (2016) and Mor et al. (2019). The enhancement of star formation at later times was also detected by Mor et al. (2019), but they do not allow for metallicity evolution. They argue that star formation rises too fast and to a level too high to occur in an isolated disc, and suggest that this event was most likely triggered by an external agent, possibly a merger.

A natural extension of this work is to explore different scenarios to establish the role of dynamical processes and merger events in triggering star formation at later times was also detected by Mor et al. (2019), but they do not allow for metallicity evolution. They argue that star formation rises too fast and to a level too high to occur in an isolated disc, and suggest that this event was most likely triggered by an external agent, possibly a merger.
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APPENDIX A: SAMPLE COMPLETENESS

In the following subsections we compute the posterior for the cases of (a) a complete and (b) a magnitude-limited sample.

A0.1 Complete sample

For a complete sample the integral in Eq. (13) can be evaluated for absolute magnitudes in the range from $-\infty$ to $+\infty$. The selection function, being a constant, is irrelevant. After some algebra, Eq. (13) can be written as

$$P(a|d, \phi) = \int_{r_{\text{lim}}}^{r_{\text{lim}}} dr_{j} \int_{m_{\text{lim}}}^{m_{\text{lim}}} N(\sigma_{ij} | \sigma_{\text{true}}, \rho_{ij}) P(r_{j}) \phi(m) \times$$

$$\left[ \prod_{k=1}^{N_{a}} (G_{k}^{j} M_{k}^{j} + f_{j}) \right] \frac{d\sigma_{i}^{2} + \sigma_{k}^{2}}{\sqrt{(\sigma_{i}^{2} + \sigma_{k}^{2})}} \int_{0}^{d_{\text{lim}}} dM_{ij} \int_{0}^{d_{\text{lim}}} dG_{ij} P(G_{ij}^{j} | r_{j}^{j}, M_{ij}^{j}) P(M_{ij}^{j} | a, \phi),$$

(A1)

where

$$P_{ij} = \frac{1}{l(d, S)} \int_{r_{\text{lim}}}^{r_{\text{lim}}} dr_{j} \int_{m_{\text{lim}}}^{m_{\text{lim}}} N(\sigma_{ij} | \sigma_{\text{true}}, \rho_{ij}) P(r_{j}) \phi(m) \times$$

$$\left[ \prod_{k=1}^{N_{a}} (G_{k}^{j} M_{k}^{j} + f_{j}) \right] \frac{d\sigma_{i}^{2} + \sigma_{k}^{2}}{\sqrt{(\sigma_{i}^{2} + \sigma_{k}^{2})}} \int_{0}^{d_{\text{lim}}} dM_{ij} \int_{0}^{d_{\text{lim}}} dG_{ij} P(G_{ij}^{j} | r_{j}^{j}, M_{ij}^{j}) P(M_{ij}^{j} | a, \phi).$$

(A2)

and $f_{j} = 5 \log r_{j} - 5$ is the distance modulus. The integration of Eq. (A2) with respect to $r_{j}$ and $m$ requires numerical methods.

In this case the normalization constant, Eq. (7), is

$$\ell(a, S) = \int_{r_{\text{lim}}}^{r_{\text{lim}}} dr' \int_{m_{\text{lim}}}^{m_{\text{lim}}} d\sigma' P(\sigma' | r'_{j}) P(r'_{j}) \times$$

$$\left[ \prod_{k=1}^{N_{a}} (G_{k}^{j} M_{k}^{j} + f_{j}) \right] \frac{d\sigma_{i}^{2} + \sigma_{k}^{2}}{\sqrt{(\sigma_{i}^{2} + \sigma_{k}^{2})}} \int_{0}^{d_{\text{lim}}} dM_{ij} \int_{0}^{d_{\text{lim}}} dG_{ij} P(G_{ij}^{j} | r_{j}^{j}, M_{ij}^{j}) P(M_{ij}^{j} | a, \phi).$$

A0.2 Magnitude-limited sample

If the sample is complete up to apparent magnitude $G_{\text{lim}}^{k}$, Eq. (12) can be written as

$$P(a|d, \phi) = \int_{r_{\text{lim}}}^{r_{\text{lim}}} dr_{j} \int_{m_{\text{lim}}}^{m_{\text{lim}}} G_{\text{lim}}^{k} P(a, \beta | d, \phi) dM_{ij} \propto$$

$$P(a) \prod_{j=1}^{N_{a}} \prod_{i=1}^{N_{a}} a_{i} P_{ij},$$

(A4)

where

$$P_{ij} = \frac{1}{l(d, S)} \int_{r_{\text{lim}}}^{r_{\text{lim}}} dr_{j} \int_{m_{\text{lim}}}^{m_{\text{lim}}} N(\sigma_{ij} | \sigma_{\text{true}}, \rho_{ij}) P(r_{j}) \phi(m) \times$$

$$\left[ \prod_{k=1}^{N_{a}} (G_{k}^{j} M_{k}^{j} + f_{j}) \right] \frac{d\sigma_{i}^{2} + \sigma_{k}^{2}}{\sqrt{(\sigma_{i}^{2} + \sigma_{k}^{2})}} \int_{0}^{d_{\text{lim}}} dM_{ij} \int_{0}^{d_{\text{lim}}} dG_{ij} P(G_{ij}^{j} | r_{j}^{j}, M_{ij}^{j}) P(M_{ij}^{j} | a, \phi).$$

(A5)

and $f_{j}$ is shown for three hypothetical values of $G_{\text{lim}}$, $M_{\text{G,ij}}$, and $a_{i}$. The same three values of $G_{\text{lim}}$, $M_{\text{G,ij}}$ acts like a filter that limits the visibility of stars approaching apparent magnitude 15.

Figure A1. $N_{G}^{k}$ (black line), $\Phi_{ij}^{k}$ (blue line), and $N_{G}^{k} \Phi_{ij}^{k}$ (red dashed line) for $k = 1$ vs. apparent magnitude $M_{G}^{k} + f_{j}$, see Eqs. (A6-A7). $N_{G}^{k}$ is shown for three different values of $G_{\text{lim}} = 10, 15, 16$ (left, center, right), and $\Phi_{ij}^{k}$ for $G_{\text{lim}} = 15, M_{G,ij} = 10, a_{i} = 0.6, \rho_{ij} = 0.5$, and the same three values of $G_{\text{lim}}$, $G_{\text{lim}}$ acts like a filter that limits the visibility of stars approaching apparent magnitude 15.

(7)

APPENDIX B: THE MW.mx MODEL

As part of this investigation we have built a model of the Galaxy to compute the star counts in any direction of the sky in any photometric system. Since results of this model are used in the main body of this paper, in this Appendix we summarize its basic ingredients and how they are assembled to model the MW. We adopt the recipes used in the Besançon model (Robin et al. 2003) to our needs to describe the structure of the Galaxy. To differentiate our model from the Besançon model and in lack of a better name, we call our model the MW.mx model. In these models the Galaxy is divided into 4 structurally independent components: Bulge, Halo, Thick disc and Thin disc. The mass density laws $\rho(R, z)$ for the 4 components are given in Tables B1 and B2, which are based on tables 1, 2, and 3 of Robin et al. (2003). The thin disc population is divided into 7 different age-metallicity groups which follow the same functional form of $\rho(R, z)$ but with different parameters. We note that whereas the SFR in the thin disc is assumed constant from 0 to 10 Gyr, the thick disc, halo, and bulge populations form in instantaneous bursts older than the thin disc. The sixth and seventh columns of Table B2 list...
along the radial distance $r$ measured from the sun, where
\[ R = \sqrt{x^2 + y^2} \] (B1)
is the galactocentric distance in the galactic plane, and
\[ x = R_0 - r \cos b \cos l, \quad y = r \cos b \sin l, \quad z = r \sin b. \] (B2)

To construct a photometrically useful 3D model, we must build up the mass $M_i$ out of individual stars sampled stochastically from the IMF and placed at a random distance $r$ such that the growth of the integrated mass with $r$ obeys $M_i(r)$. If we are modelling the full sky or a large solid angle we must also assign to each star a random angular position $(l, b)$ in the celestial sphere. Finally, an age must be assigned to each star according to the SFR. In practical terms, we generate series of five independent random numbers $(N, Q, L, B, T)$ in the range $[0, 1]$ that we use to assign a mass $m$, a distance $r$, an angular position $(l, b)$ and an age $t$ to each star, as described in Section B1. The absolute magnitude of the star is obtained by interpolating in mass the corresponding $(t, Z)$ isochrone (Section 3.2). From $r$ we get the distance modulus and hence the star apparent magnitude. For magnitude limited samples we must account for the contribution to $M_i$ from stars fainter than the limit. This process is repeated until the mass $M_i$ is reached for the 10 components. The final catalogue is the union of the 10 partial catalogues. For more realistic results, we use the trends of the errors on $\sigma$ (Luri et al. 2018, Eqs. A1 & A2) and $G$, $G_{BP}$ and $G_{RP}$ determined by us from Gaia DR2, to add Gaussian noise to the parallax $\sigma$ and apparent $G^*$, $G_{BP}^*$ and $G_{RP}^*$ magnitudes of each star in the simulation.

Fig. B1 shows the CMD in the Gaia bands obtained from a MW.mx simulation of $S_{100}$ using the parameters in Tables B1 and B2. In our simulation there are $\approx 132,000$ stars with $G < 15$ (compared with $\approx 120,500$ stars in Gaia DR2) and $\approx 343,500$ stars with $G < 20$. We ran 10 similar simulations of $S_{100}$ to study the completeness of $S_{15}$ in Section 2, where we show that (a) the simulated counts match well the observed counts in the range $G = [7.5, 12.5]$, (b) there is a small and constant excess in the simulated counts in the range $G = [12.5, 15]$, and (c) the observed underestimate the expected counts at the bright and faint ends, the differences being much larger than the statistical fluctuations in our model counts due to the likely reasons discussed in Section 2.

### B1 Building the Galaxy model

Here we outline the procedure followed to assign random values to the quantities $(m, t, r, l, b)$ in the MW.mx model.

#### B1.1 Random placement of stars in $(r, l, b)$

As indicated above, integrating $\rho(R, z)$ along the radial distance $r$ measured from the sun in direction $(l, b)$ we obtain $M_i(r)$, the mass in stars per unit solid angle up to distance $r$ for the $i^{th}$ galactic component. For illustration purposes we show in Fig. B2 the case of a solid angle $\Omega = 0.15$ square degrees in the direction $l = 0^\circ, b = 15^\circ$. The lines in the left and right hand side panels of Fig. B2 show, respectively, $M_i(r)$ and its normalized counterpart $q_i(r)$, obtained by dividing $M_i(r)$ by the total mass $M_i$ in the $i^{th}$ component. By definition, $0 \leq q \leq 1$. To assign a distance $r$ to a star of population $i$, we generate a random number $Q$ and use the function $r(q)$ in Fig. B2 for the $i^{th}$ component to obtain $r(Q)$. This guarantees that the stars will be distributed following $q(r)$ along the direction $(l, b)$.

To model the full sky or a large solid angle we divide the celestial sphere into one square degree solid angle patches. We then
Table B1. Density laws for the different Galactic components (after Robin et al. 2003, table 3). $R$ is the galactocentric distance, $z$ the height above the Galactic plane, $a^2 = R^2 + \frac{z^2}{\epsilon^2}$, $\epsilon$ the axis ratio, $\rho_0$ the density in the solar vicinity and $d_0$ a normalization constant. $\rho_0$ and $\epsilon$ are listed in Table B2.

| Component | $\rho_0$/d$_0$ | $h_R$ | $z$ | Notes |
|-----------|----------------|-------|-----|-------|
| Thin disc | $\{\exp(-(a/h_R)^2) - \exp(-(a/h_R')^2)\}$ | 5000 pc | $\leq 0.15$ Gyr | $|z| \leq x$ |
| Thick disc | $\{\exp(-(0.5^2 + a^2/h_R)^{1/2}) - \exp(-(0.5^2 + a^2/h_R')^{1/2})\}$ | 2530 pc | $> 0.15$ Gyr | $|z| > x$ |
| Halo | $\{\exp-(R/h_R^1) \times (1 - \frac{1}{h_R/h_{BC}} \times z^2)\}$ | 800 pc | $a \leq a_c$ | $a > a_c$ |

Table B2. Parameters defining different Galactic components (after Robin et al. 2003, tables 1 and 2).

| Component | $\rho_0$ ($M_\odot$ pc$^{-3}$) | $\epsilon$ | SFR | Besançon Model | MW: mx Model |
|-----------|-------------------------------|------------|-----|---------------|--------------|
|            | (M$_\odot$ pc$^{-3}$) |           |     | Age (Gyr) | [ M$_\odot$ pc$^{-3}$ ] | Age (Gyr) | Z | [ M$_\odot$ pc$^{-3}$ ] |
| 1          | 4.0x10$^{-3}$ | 0.0140 | 0-0.15 | 0.015 ±0.12 | 0.015 | 0.017 | +0.020 |
| 2          | 7.9x10$^{-3}$ | 0.0268 | 0.15-1 | 0.03±0.12 | 0.15-1 | 0.017 | +0.020 |
| 3          | 6.2x10$^{-3}$ | 0.0375 | 1-2 | 0.03±0.10 | 1-2 | 0.017 | +0.020 |
| 4          | Thin disc | 4.0x10$^{-3}$ | 0.0551 | Constant | 2-3 | +0.01±0.11 | 2-3 | 0.017 | +0.020 |
| 5          | 5.8x10$^{-3}$ | 0.0696 | 3-5 | -0.07±0.12 | 3-5 | 0.014 | -0.070 |
| 6          | 4.9x10$^{-3}$ | 0.0785 | 5-7 | -0.14±0.17 | 5-7 | 0.010 | -0.222 |
| 7          | 6.6x10$^{-3}$ | 0.0791 | 7-10 | -0.37±0.20 | 7-10 | 0.008 | -0.322 |
| 8          | Thick disc | 1.34x10$^{-3}$ | $\delta(t-t_0)$ | 11 | -0.78±0.30 | 10 | 0.008 | -0.322 |
| 9          | Halo | 9.32x10$^{-3}$ | 0.7600 | $\delta(t-t_0)$ | 14 | -1.78±0.5 | 11 | 0.002 | -1.937 |
| 10         | Bulge | $\delta(t-t_0)$ | 10 | +0.00±0.40 | 10 | 0.017 | +0.020 |

compute $M_t(r, l, b)$, the mass inside each solid angle up to distance $r$ for the $i^{th}$ Galactic component in direction $(l, b)$. Integrating over the other two variables we obtain the marginalized distributions $M_t(r, l), M_t(l), M_t(b)$, which we normalize to 1. We use random numbers ($Q, L, B$) to assign a distance $r(Q)$, a longitude $l(L)$, and a latitude $b(B)$ to each star as explained above (Fig. B2).

B1.2 Random selection of isochrones

In the case of an instantaneous burst, the selection of the isochrone is unique and corresponds to the current age of the burst. This is the case for Galactic thick disc, halo and bulge (Table B2).

For a time dependent SFR, $\Psi(t)$, the mass formed in stars from time 0 to $t$ is

$$M(t) = \int_0^t \Psi(t') dt'. \quad (B3)$$

If star formation ends at $t = \tau$, the total mass formed in stars is $M_\tau$. We can then write Eq. (B3) as

$$T(t) = M_\tau^{-1} \int_0^t \Psi(t') dt', \quad (B4)$$

which is a cumulative function that takes values between 0 and 1. Using a random number generator to sample $T$, we use Eq. (B4) to select the age $t$ corresponding to $T$.

For the simple case of a SFR which is constant from $t = t_1$ to $t = t_2$
\[ T(t) = \frac{t_2 - t}{t_2 - t_1}, \quad t_1 \leq t \leq t_2, \quad (B5) \]

and the age \( t \) of the isochrone corresponding to \( T \) is

\[ t(T) = t_2 - T(t_2 - t_1), \quad 0 \leq T \leq 1. \quad (B6) \]

\( T = 1 \) signals the beginning of star formation. For \( T = 0 \), all the mass has formed into stars and star formation ends.

### B1.3 Stochastic Sampling of the IMF

We sample stochastically the IMF following the procedure outlined by Santos & Frogel (1997) for the case of a single power law IMF. Here we generalize this procedure for the case of a double power law (Kroupa 2001) and a lognormal (Chabrier 2003) IMF.

#### (a) Single power law IMF

The IMF, written as

\[ \Phi(m) = \frac{dN}{dm} = C m^{-(1+x)}, \quad (B7) \]

gives the number of stars of mass between \( m \) and \( m + dm \) born in a star formation event. \( \Phi(m) \), normalised as usual,

\[ C = \frac{x}{m_l^{1-x} - m_u^{1-x}}, \quad (B8) \]

where \( m_l \) and \( m_u \) are the lower and upper mass limits of star formation, respectively, obeys \( \Phi(m) \geq 0 \), and

\[ \int_{m_l}^{m_u} \Phi(m') dm' = 1. \quad (B9) \]

\( \Phi(m) \) can be thought as a PDF giving the probability that a random mass \( m \) is in the range between \( m \) and \( m + dm \). \( \Phi(m) \) can be transformed into another PDF \( g(N) \), such that the probability of occurrence of the random variable \( N \) within \( dN \) and the probability of occurrence of the random variable \( m \) within \( dm \) are the same,

\[ |\Phi(m) dm| = |g(N) dN|, \quad (B10) \]

where \( N \) is a single-valued function of \( m \). From Eq. (B7),

\[ N(m) = \int_{m_l}^{m} \Phi(m') dm', \quad (B11) \]

is a cumulative distribution function which gives the probability that the mass is \( \leq m \). Using Eq. (B10), it follows that

\[ g(N) = 1, \quad 0 \leq N \leq 1. \quad (B12) \]

\( g(N) \) is thus a uniform distribution for which any value is equally likely in the interval \( 0 \leq N \leq 1 \), and from Eq. (B11) we can write \( m \) as a function of \( N \),

\[ m = [(1-N)m_l^{1-x} + Nm_u^{1-x}]^{-\frac{1}{x}}. \quad (B13) \]

If we sample \( N \) using a random number generator, the values of \( m \) from Eq. (B13) will follow the IMF in Eq. (B7).

#### (b) Double power law IMF

In the case of a two-segment power law IMF, e.g., the thin disk IMF used by Robin et al. (2003) or the Kroupa (2001) universal IMF, written in general as,

\[ \Phi(m) = \begin{cases} C_1 m^{-(1+x_1)} & \text{if} \quad m_l \leq m \leq m_c, \\ C_2 m^{-(1+x_2)} & \text{if} \quad m_c \leq m \leq m_u, \end{cases} \quad (B14) \]

we follow a similar procedure. The normalisation of the IMF is derived from

\[ C_1 H(m_l, m_c, x_1) + C_2 H(m_c, m_u, x_2) = 1, \quad (B15) \]

where

\[ H(m_l, m_2, x) = \int_{m_l}^{m_2} m^{-x} dm. \quad (B16) \]
Using the continuity condition of the IMF at \( m = m_c \),
\[
C_2 = C_1 \frac{m_c^{(x_2-x_1)}}{m_c^{(x_2-x_1)}},
\tag{B17}
\]
we obtain \( C_1 \) and then \( C_2 \) from
\[
C_1 = \left[ H(m_1, m_c, x_1) + m_c^{(x_2-x_1)} H(m_c, m_a, x_2) \right]^{-1}.
\tag{B18}
\]
The fraction of stars (by number) formed from \( m_1 \) to \( m_c \), is
\[
N_c = C_1 H(m_1, m_c, 1 + x_1) - C_2 H(m_c, m_a, 1 + x_2),
\tag{B19}
\]
and the equation for the randomly selected mass is written as
\[
m = \begin{cases} \frac{1}{N_c} \left[ \frac{(N_c - N) m_c^{-x_2} + N m_c^{-x_1}}{N_c - N} \right] & \text{if } N < N_c, \\ \frac{1}{N_c} \left[ \frac{(1 - N) m_c^{-x_2} + (N - N_c) m_c^{-x_1}}{1 - N} \right] & \text{if } N > N_c, \end{cases}
\tag{B20}
\]
where again \( 0 < N < 1 \). Sampling \( N \) with a random number generator we obtain from Eq. (B20) values of \( m \) that follow the IMF in Eq. (B14).

In the case of the Kroupa (2001) universal IMF, the power law segments are defined by \((m_1, m_2, x) = (0.1, 0.5, 0.3)\) and \((0.5, 100, 1.3)\), respectively. We obtain from (B19) \( N_c = 0.72916 \), indicating that 72.9% of the stars are born with \( m \leq 0.5 \, M_\odot \). For the double power law thin disk IMF of Robin et al. (2003), defined by \((m_1, m_2, x) = (0.1, 1.0, 0.6)\) and \((1, 100, 2)\), respectively, \( N_c = 0.69857 \), indicating that 69.8% of the stars are born with \( m \leq 1 \, M_\odot \).

(c) Chabrier IMF

The case of the Chabrier (2003) IMF is more complicated. The Chabrier IMF is written as follows,
\[
\phi(m) \propto \begin{cases} \frac{\exp \left[ -\log m / \log m_0 \right]}{m_0^1.3}, & \text{for } m \leq 1M_\odot, \\ \frac{1}{m^{2.7}}, & \text{for } m > 1M_\odot, \end{cases}
\tag{B21}
\]
with \( m_0 = 0.08 \, M_\odot \) and \( \sigma = 0.69 \). The two expressions in Eq. (B21) are forced to coincide at \( 1M_\odot \). It can be shown numerically that for this IMF, \( N_c = 0.8774 \), i.e., 87.7% of the stars are formed below \( m_c = 1M_\odot \). For \( N < N_c \) we determine \( m \) by interpolation of \( m(N) \). For \( N > N_c \) we use the second equation in (B20) with \( m_c = 1 \), \( m_a = 100M_\odot \), \( x_2 = 1.30 \), and \( N_c = 0.8774 \).

APPENDIX C: MODELLING \( S_{100}^{15} \) WITH OUR AMD

To test our results, we model the solar neighbourhood population using the values of \( a_i^* \) derived in Section 4.1 as input to the MW.mx Galaxy model. We interpret the populations detected in Section 4.1 as belonging to the thin disc. We map each of the eleven components per \( Z \) for the no extinction solution listed in the full version of Table 4 (see Table C5) to one of the seven thin disc age groups used in MW.mx, defined in Table B2. Table C1 lists the resulting fractional weights \( a_i^* \) for the percentiles \( p10, p50 \) (median) and \( p90 \). The number of stars with \( G \leq 15 \) belonging to each group is then \( a_i^* \times 120,452 \) (cf. Section 2.1). We perform 10 Monte Carlo simulations of \( S_{100}^{15} \) for each set of \( a_i^* \) in Table C1 (Sim N, hereafter) and another 10 simulations using the age groups as defined in the three rightmost columns of Table B2 (Sim M, hereafter). In Sim N the simulation is stopped when we reach the required number of stars with \( G \leq 15 \) for each component, irrespective of the accumulated mass. In contrast, in Sim M the simulation is continued until we reach the total mass for each population, obtained by integration of \( \rho(R, z) \) over the given volume, irrespective of the number of stars with \( G \leq 15 \).

Fig. 8, discussed in Section 4.2, shows the average number counts in the \( G \) band resulting from our simulations. Fig. C1 shows the contribution to the number counts from each of the thin disk age groups. Stars younger than 2 \( G \) (groups 1, 2, 3) account for 85% of the stars brighter than \( G = 6 \) in Sim M but only for 55% of these stars in Sim N. Group 7 contributes about 50% of the stars fainter than \( G > 8 \) in Sim N, but no group contributes more than 20% in Sim M. In Table C2 we list relevant astrophysical properties of the solar neighbourhood derived from these simulations. The stellar population of \( S_{100}^{15} \) is more numerous, less massive, and brighter according to Sim M than to Sim N, resulting in a lower \( M/L \) ratio in the Sim M simulation. This is consistent with the brightness profile in Fig. C1 which shows that the integrated magnitude of \( S_{100}^{15} \) is 1 magnitude brighter in Sim M than in Sim N. Observations at the bright end of the same quality as Gaia’s are needed to judge in favour or against one of these scenarios.

For completeness, in Fig. C2 (top row) we compare the CMDs resulting from the Sim N and Sim M simulations. The residuals Sim N - Sim M show an excess of stars on the red side of the MS and a deficit on the blue side. In the bottom row we compare two Sim N simulations to illustrate the flat residuals expected when comparing unbiased samples. Even though in Sim N there are not enough stars on the red side of the single star MS to explain the observations, there are more of these stars in Sim N than in Sim M. Figs. 9 and C2 show CMDs for simulations computed with the \( p50 \) values of \( a_i^* \) in Table C1. CMDs for \( p10, p50 \) and \( p90 \) are shown in Figs. C3, C4 and C5.
Table C2. Global properties of the solar neighbourhood stellar population. $N$, $M$, and $G$ are, respectively, the number, total mass and integrated absolute $G$ magnitude of the stars in the simulation brighter than the limiting magnitude. $M/L_G$ was computed using $G_0 = 5$.

| Simulation: | Sim N | Sim N | Sim M |
|------------|-------|-------|-------|
| Limiting magnitude | $G \leq 15$ | $G \leq 20$ | $G \leq 15$ | $G \leq 20$ |
| Percentile | p50 | p10 | p90 | p50 | p10 | p90 |
| $N$ | 120551 | 70633 | 191900 | 358037 | 210225 | 568974 |
| $M$ (M$_\odot$) | 76443 | 44111 | 122933 | 159810 | 93553 | 255398 |
| $G$ | -7.97 | -7.22 | -8.59 | -7.97 | -7.22 | -8.59 |
| $M/L_G$ (M$_\odot$/L$_G$) | 0.49 | 0.57 | 0.45 | 1.03 | 1.22 | 0.94 |

Figure C1. (a,b) Contribution to the number counts from each of the thin disc age groups listed in Table C1 for the Sim N and Sim M simulations, respectively. (c,d) Same as (a,b) but in fractional form. (e) Cumulative number of thin disk stars of all age groups vs. $r$ for the two simulations. (f) Same as (e) but for the stellar mass. (g) Same as (e) but for the luminosity in the $G$ band.

This paper has been typeset from a TEX/LATEX file prepared by the author.
Figure C2. (top row) CMDs resulting from the Sim N and Sim M simulations binned in 0.1 mag bins. The rightmost panel shows the residual Sim N - Sim M, colour coded as indicated in the auxiliary axis. The residuals show an excess of stars on the red side of the MS, and a deficit on the blue side. (bottom row) Same as top row but for two different simulations, Sim N and Sim N'. The residuals show the flat behaviour characteristic of unbiased samples. The Sim N and Sim N' simulations were computed with the $p_{50}$ values of $a_i^*$ in Table C1. CMDs for $p_{10}$ and $p_{90}$ are shown in Figs. C4 and C5.
Table C3. Inference results for grid A (42 isochrones).

| Age (Gyr) | Z=0.001 | Z=0.002 | Z=0.004 | Z=0.008 | Z=0.014 | Z=0.017 | Z=0.030 | Total |
|-----------|---------|---------|---------|---------|---------|---------|---------|-------|
| 0.2       | 0.0014±0.0031 | 0.0023±0.0052 | 0.0029±0.0064 | 0.0036±0.0083 | 0.0053±0.0124 | 0.0069±0.0163 | 0.0135±0.0246 | 2.948±0.2116 | 2.9704 |
| 1.0       | 0.0018±0.0039 | 0.0036±0.0083 | 0.0049±0.0104 | 0.0075±0.0170 | 0.0139±0.0318 | 0.0214±0.0501 | 0.0328±0.0808 | 6.527±0.4608 | 6.5809 |
| 2.0       | 0.0021±0.0044 | 0.0052±0.0115 | 0.0071±0.0140 | 0.0131±0.0298 | 0.0364±0.0827 | 0.0531±0.1774 | 0.0926±0.2569 | 9.168±0.5188 | 9.2670 |
| 4.0       | 0.0026±0.0054 | 0.0076±0.0176 | 0.0073±0.0146 | 0.0152±0.0356 | 1.9902±1.0688 | 7.547±1.4728 | 1.435±0.5306 | 11.0559 |
| 6.0       | 0.0035±0.0068 | 0.0129±0.0269 | 0.0084±0.0164 | 0.0207±0.0466 | 0.0705±0.1650 | 30.480±1.3570 | 0.029±0.0677 | 30.6255 |
| 13.0      | 0.0057±0.0094 | 0.0574±0.0287 | 0.0078±0.0155 | 2.2336±0.1287 | 36.986±1.9665 | 0.0656±0.1556 | 0.0076±0.0173 | 39.3638 |

Total: 0.0171 | 0.0890 | 0.0038 | 2.2937 | 39.1024 | 38.1571 | 20.1158 | 99.8135 |

Table C4. Inference results for grid B (50 isochrones).

| Age (Gyr) | Z=0.008 | Z=0.010 | Z=0.014 | Z=0.017 | Z=0.030 | Total |
|-----------|---------|---------|---------|---------|---------|-------|
| 0.2       | 0.0072±0.0166 | 0.0046±0.0108 | 0.0059±0.0139 | 0.0081±0.0189 | 1.304±0.2456 | 1.3307 |
| 0.5       | 0.0094±0.0216 | 0.0062±0.0146 | 0.0091±0.0121 | 0.014±0.0330 | 4.232±0.4125 | 4.2711 |
| 1.0       | 0.0384±0.0572 | 0.0115±0.0267 | 0.0211±0.0484 | 0.029±0.0653 | 4.471±0.4499 | 4.5716 |
| 1.6       | 0.0674±0.1186 | 0.0194±0.0449 | 0.0515±0.1151 | 0.046±0.1019 | 4.343±0.6334 | 4.5279 |
| 2.0       | 0.0296±0.0664 | 0.0175±0.0400 | 0.0573±0.1285 | 0.098±0.2146 | 4.783±0.6522 | 4.9860 |
| 3.0       | 0.0453±0.0995 | 0.0262±0.0607 | 0.7648±1.1614 | 0.9177±1.5179 | 10.039±2.1631 | 10.1174 |
| 5.0       | 0.4052±0.4943 | 0.0480±0.1099 | 0.0763±0.3776 | 15.298±1.5821 | 0.0180±0.0419 | 15.8457 |
| 7.0       | 0.5429±0.5377 | 0.0099±0.2264 | 8.9117±2.7240 | 10.323±2.7759 | 0.0140±0.0321 | 19.8915 |
| 10.0      | 0.3642±0.5538 | 1.7058±0.7116 | 19.695±2.9857 | 9.4716±2.5909 | 0.008±0.0192 | 31.2451 |
| 13.0      | 0.1015±0.2280 | 0.5889±1.0999 | 1.4178±2.0899 | 0.052±0.1208 | 0.007±0.0172 | 2.1679 |

Total: 1.6111 | 2.5276 | 31.0107 | 44.5181 | 19.2874 | 98.9549 |
Table C5. Inference results for grid C (44 isochrones).

| Age (Gyr) | Z=0.010 | Z=0.014 | Z=0.017 | Z=0.030 | Total |
|-----------|---------|---------|---------|---------|-------|
| 0.1       | 0.0047±0.0109 | 0.0050±0.0118 | 0.0067±0.0154 | 0.1529±0.1681 | 0.1693 |
| 0.2       | 0.0056±0.0129 | 0.0059±0.0139 | 0.0083±0.0192 | 0.2899±0.2971 | 0.3097 |
| 0.5       | 0.0070±0.0166 | 0.0076±0.0175 | 0.0124±0.0288 | 4.4201±4.3457 | 4.4472 |
| 1.0       | 0.0959±0.0815 | 0.0337±0.0734 | 0.0401±0.0909 | 5.0174±4.4343 | 5.1871 |
| 1.7       | 0.0422±0.0474 | 0.0450±0.0894 | 0.3496±0.4443 | 5.9293±5.9055 | 6.3661 |
| 2.5       | 0.0726±0.1069 | 0.1501±0.3463 | 3.832±0.764 | 2.9486±0.5956 | 7.0035 |
| 4.0       | 0.0791±0.1796 | 0.6118±1.0409 | 3.4156±1.2782 | 0.0214±0.0489 | 4.1279 |
| 4.8       | 0.1266±0.2841 | 0.0800±0.1853 | 18.679±1.7001 | 0.0153±0.0351 | 18.9009 |
| 6.5       | 0.2182±0.4694 | 0.1369±0.3902 | 13.357±1.9719 | 0.0128±0.0297 | 13.7257 |
| 8.0       | 0.3547±0.7379 | 1.5769±2.0533 | 5.277±2.2301 | 0.0104±0.0248 | 7.2195 |
| 10.0      | 6.0980±0.6392 | 19.7228±1.8542 | 5.756±2.2502 | 0.0079±0.0186 | 31.5855 |

Total: 7.1046 22.3757 50.7361 18.826 99.0424

Extinction correction using the Stilism tool\textsuperscript{a}

| Age (Gyr) | Z=0.010 | Z=0.014 | Z=0.017 | Z=0.030 | Total |
|-----------|---------|---------|---------|---------|-------|
| 0.1       | 0.0050±0.0113 | 0.0052±0.0125 | 0.0074±0.0166 | 0.2053±0.1871 | 0.2227 |
| 0.2       | 0.0058±0.0138 | 0.0062±0.0145 | 0.0089±0.0203 | 0.3171±0.3411 | 0.3378 |
| 0.5       | 0.0075±0.0168 | 0.0080±0.0184 | 0.0135±0.0303 | 4.5449±3.6841 | 4.5739 |
| 1.0       | 0.1056±0.0833 | 0.0357±0.0793 | 0.0441±0.0969 | 5.273±4.6344 | 5.4591 |
| 1.7       | 0.0479±0.1026 | 0.0480±0.1052 | 0.5494±0.5255 | 5.666±6.092 | 6.3116 |
| 2.5       | 0.0805±0.1734 | 0.1503±0.3402 | 5.036±0.8053 | 2.0529±0.6133 | 7.3204 |
| 4.0       | 0.0870±0.1923 | 0.7358±1.1397 | 3.808±1.3415 | 0.0212±0.0490 | 4.6523 |
| 4.8       | 0.1309±0.2886 | 0.0832±0.1931 | 19.755±1.7111 | 0.0154±0.0355 | 19.9850 |
| 6.5       | 0.2382±0.5401 | 0.1497±0.3461 | 13.834±2.0087 | 0.0131±0.0308 | 14.2554 |
| 8.0       | 0.3737±0.7690 | 2.5154±2.2833 | 5.4309±2.1144 | 0.0108±0.0254 | 8.3308 |
| 10.0      | 6.1622±0.6903 | 19.6321±1.8906 | 1.723±1.2125 | 0.0082±0.0187 | 27.5257 |

Total: 7.2643 23.3696 50.2119 18.1289 98.9747

\textsuperscript{a}Lallement et al. (2019, https://stilism.obspm.fr)
Figure C3. Gaia DR2 CMD of $S_{15}^{110}$ compared to Sim N. The CMDs are binned in 0.1 mag bins. The rightmost panel shows the residual Sim N - $S_{15}^{110}$, colour coded as indicated in the auxiliary axis. The residuals show a deficit of stars on the red side of the MS and an excess on the blue side. (Top, middle and bottom row) Sim N simulation computed with the $p10$, $p50$ and $p90$ values of $a_i^*$ in Table C1, respectively.
Figure C4. CMDs from simulations Sim M and Sim N. The CMDs are binned in 0.1 mag bins. The rightmost panel shows the residual Sim N - Sim M, colour coded as indicated in the auxiliary axis. The residuals show an excess of stars on the red side of the MS and a deficit on the blue side. (Top, middle and bottom row) Simulations computed with the $p_{10}$, $p_{50}$ and $p_{90}$ values of $a_i^*$ in Table C1, respectively.
Figure C5. CMDs from simulations Sim N and Sim N’. The CMDs are binned in 0.1 mag bins. The rightmost panel shows the residual Sim N - Sim N’, colour coded as indicated in the auxiliary axis. The residuals show the flat behaviour characteristic of unbiased samples. (Top, middle and bottom row) Simulations computed with the $p_{10}$, $p_{50}$ and $p_{90}$ values of $\alpha_i^*$ in Table C1, respectively.