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ABSTRACT
Implicit feedback is frequently used for developing personalized recommendation services due to its ubiquity and accessibility in real-world systems. In order to effectively utilize such information, most research adopts the pairwise ranking method on constructed training triplets \((user, positive item, negative item)\) and aims to distinguish between positive items and negative items for each user. However, most of these methods treat all the training triplets equally, which ignores the subtle difference between different positive or negative items. On the other hand, even though some other works make use of the auxiliary information (e.g., dwell time) to better model the engagement, user behaviors to capture this subtle difference, such auxiliary information is hard to obtain. To mitigate the aforementioned problems, we propose a novel training framework named Triplet Importance Learning (TIL), which adaptively learns the importance score of training triplets. We devise two strategies for the importance score generation and formulate the whole procedure as a bilevel optimization, which does not require any rule-based design. We integrate the proposed training procedure with several Matrix Factorization (MF)- and Graph Neural Network (GNN)-based recommendation models, demonstrating the compatibility of our framework. Via a comparison using three real-world datasets with many state-of-the-art methods, we show that our proposed method outperforms the existing models by 3-21% in terms of Recall@k for the top-k recommendation.

CCS CONCEPTS
- Information systems → Recommender systems.
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1 INTRODUCTION
With the ever-growing volume of online information, Internet users can easily access an increasingly vast number of online products and services. It is also becoming very difficult for users to identify the items that will appeal to them out of a plethora of candidates. To reduce information overload and to satisfy the diverse needs of users, personalized recommendation systems have emerged and they are beginning to play an important role in modern society.

Recommendation systems with implicit feedback are more commonly seen in real-world application scenarios since implicit feedback is easier to collect, compared to explicit feedback [33]. With implicit feedback, only historical interaction data (without users’ explicit preferences) are available, such as clicks and downloads. In order to learn the user preference from implicit feedback, one seminal work proposes the Bayesian Personalized Ranking (BPR) loss [33], which constructs training triplets, \((user, positive item, negative item)\), based on negative sampling and aims to distinguish the positive and negative items for each user. Although the effectiveness of the vanilla BPR training procedure has been demonstrated for a variety of recommendation architectures [12, 33, 39], we perceive that it suffers from an important limitation: it treats all constructed triplets equally. This ignores two aspects of real-world implicit feedback: (i) a user often has different preference levels for different items, even though they are all regarded as positives; (ii) failing to interact with a negative item does not necessarily guarantee a user’s negative preference regarding this item, especially for new users and new items. Thus, some sampled negative items may be “false negatives”. Therefore, assigning equal weights to all training triplets leads to sub-optimal embedding learning.

To address the aforementioned problem, several effective approaches have been proposed. They can be grouped into three categories: (1) negative item sampling, e.g., AOBPR [32], WBPR [9], PRIS [20]; (2) positive pair re-weighting, e.g., TCE and RCE [44], and (3) using auxiliary information (e.g., dwell time) to better model the
user’s preference [22, 26, 47, 49]. Existing methods in the first two categories fail to learn the importance of training samples at the triplet level. Each method either adjusts the importance of a positive item or adjusts the importance of a negative item. By focusing exclusively on only one component of a triplet, the methods reduce their effectiveness. In order to show this more clearly, we consider the example of a user who only likes superhero movies. For such a user, \( (u, \text{Iron Man}, \text{Spider Man}) \) should have a small weight in order to avoid pushing \text{Spider Man} too far from the user. By contrast, \( (u, \text{Iron Man}, \text{Titanic}) \) should have a larger weight to push \text{Titanic} further away. Therefore, as illustrated in this example, the importance of the training triplet is not only determined by the item, or the user, or even the user-item pair (e.g., \( (u, \text{Iron Man}) \)), individually. It is the overall relation between the user, the positive item, and the negative item that dictates the significance of a training triplet. This motivates us to directly learn the importance of data at the triplet level during training. Finally, with respect to the third category, the approaches are more restricted because they can only be applied when the appropriate auxiliary information is available, which is often not the case in practical settings.

Directly modeling the importance score at the triplet level leads to several challenges. First, it leads to an enormous learning space if we directly assign a learnable weight to each triplet, with the weight indicating the triplet importance. Successful learning in such a large space imposes a major computational burden. Second, if we adopt a naive, straightforward approach of adding a learnable weight to each triplet in the loss function, then directly optimizing the weights and the embeddings will tend to make the weights converge to zero. This is due to the optimization procedure forcing the weighted loss, which is non-negative, to zero.

To tackle the aforementioned challenges, we introduce a novel training framework called Triplet Importance Learning (TIL), which can adjust the contribution of each training triplet. In order to address the challenge of an unreasonably large learning space, rather than directly learning the weights assigned to triplets, we design a weight generation function that adapts the triplet importance in a learnable way. In our experimental implementation, we model this function using an MLP with one hidden layer. It is important to identify suitable inputs for the weight generation function. Therefore, we propose two paradigms for designing the input signal of the weight generator. The Uni-Interest Strategy measures the proximities of the positive item and negative item to the user’s principle interest, represented by aggregation of all the items with which the user has interacted. The Multi-Interest Strategy further represents a user’s preference as arising from a mixture of different interests. We cluster items into different interest categories through an end-to-end clustering method, and then measure the proximities between the user’s principle interest and the centers of the interest categories associated by the positive and negative items.

We adopt a bilevel optimization strategy to efficiently learn all the parameters in our framework. In the inner level we strive to optimize the recommendation model parameters, while in the outer level we optimize the MLP parameters for the weight generation function. The whole procedure is trained in an end-to-end fashion and can be applied on any recommendation backbone architecture for learning better embeddings.

To summarize, this work makes the following contributions:

- We propose a novel training paradigm, TIL, to improve the training procedure of personalized ranking by adjusting the importance assigned to different triplets. We design a weight generation function to learn triplet importance which avoids enumerating different weights for individual triplets.
- We develop two strategies, Uni-Interest and Multi-Interest, for measuring the proximity of users, positive items, and negative items in constructed training triplets. These strategies provide suitable inputs for the weight generation function. We adopt a self-supervised clustering method to directly learn the cluster center embeddings of items for the Multi-Interest strategy in an end-to-end manner.
- Experiments on three real-world datasets show that TIL significantly outperforms the state-of-the-art methods for the top-k recommendation task. Extensive experiments on four recommendation backbones further demonstrate the compatibility of our method with different architectures.

2 RELATED WORK

In this section, we discuss related work, focusing on (1) personalized recommendation with implicit feedback from users; and (2) existing approaches towards more effective use of the implicit feedback in recommendation.

2.1 Recommendation with Implicit Feedback

In many real-world recommendation scenarios, implicit feedback from users [41], e.g., browsing or clicking history, is more common than explicit feedback [35, 36]. As implicit feedback only provides positive samples, the task of learning from implicit feedback is also called one-class collaborative filtering (OCCF) [30]. Many effective methods have been proposed to tackle this problem. Early approaches either treated all missing data as negative samples [15], or sampled negative items from the missing data to learn the pair-wise user preference between positive and negative samples [34]. Recent works [14, 21] have proposed the assignment of weights to
the missing data based on item popularity and user exposure. Due to their ability to represent non-linear and complex data, (deep) neural networks have been commonly used in the domain of recommendation. (Denoising) Autoencoders have been employed to capture the user-item interaction from user implicit feedback by reconstructing the rating matrix [27, 48]. Recent works using graph neural networks and knowledge graph enhanced recommendation models [12, 29, 39] have also demonstrated their effectiveness in encoding users’ preferences from the implicit feedback.

2.2 Effective Use of Implicit Feedback

How to effectively use the implicit feedback in recommendation is an important research question. We classify the existing works into three categories as demonstrated below and summarize the differences between these works and ours.

**Category 1: Negative Item Sampling.** Negative item sampling methods focus on making better use of the negative samples so that more informative ones can be highlighted. Rather than trusting all negative items equally, Gantner et al. [9] assumed that popular but uninteracted items are more likely to be real negative items. Zhang et al. [51] drew a set of negative samples from the uniform distribution and selected the item with the largest prediction score. AOBPR [32] improved the vanilla BPR with adaptive sampling of negative items, increasing the sampling rate of popular and top ranked items to speed up model convergence. Blanc and Rendle [2] proposed kernel-based sampling, which draws samples proportionally to a quadratic kernel. Later works designed samplers by constructing hypotheses about user behavior with respect to item properties [6, 9]. PRIS [20] clustered items into several groups based on item representations; each group of unobserved items shared the same probability of being negative based on the prediction score. Other works [20, 50] proposed negative samplers which consider item popularity and construct clusters of items to better assess user interest. There also exist several works that used reinforcement learning to discover high-quality negatives [7, 46].

**Category 2: Positive Pair Re-weighting.** The second category of method learns the importance of different data through re-weighting the positive user-item pairs. The re-weighting technique was originally used for data denoising and has been proven effective in various domains [8, 17, 37, 38]. The key idea is to treat those data samples with high loss values as “noisy” samples and then assign lower weights to them. Although this strategy has been extensively employed in a variety of domains, there has been limited research conducted on implicit feedback in recommendation. To the best of our knowledge, only TCE/RCE [44] has taken the data importance of implicit feedback into consideration. The authors only focused on re-weighting the positive interactions, while omitting the negative ones. Specifically, they devised a re-weighting method to assign lower weights to those positive user-item pairs with large loss values to reduce their influence on the training.

**Category 3: Using Auxiliary Information.** In addition to the aforementioned categories of approaches, several works have used auxiliary information, such as dwell time, to guide the learning in recommendation with implicit feedback [18, 22, 25, 26, 49].

**Difference and Novelty.** The overall difference between prior works and ours is summarized in Fig. 1. The TCE/RCE [44] is the existing work most closely related to our proposed method. The main differences between TCE/RCE and our work are: (1) TCE/RCE [44] only considers the noise from potential false-positive items, while we consider the importance of both the positive item and negative item jointly on a triplet level. (2) The weight function in [44] for each positive user-item pair is a direct mapping function from the loss value of the pair, which is not learnable and can lead to reinforcement of errors. Our triplet weight generator can easily incorporate a diverse information source such as the proximity of the positive item and negative item to the center of the user’s preference community.

3 PROBLEM FORMULATION

The recommendation task considered in this paper takes as input the user implicit feedback. We denote the set of all users and items as $\mathcal{U}$ and $\mathcal{V}$, respectively. For each user $u \in \mathcal{U}$, the user preference data is represented by a set of items he/she has interacted with as $I^+_u := \{ i \in \mathcal{V}| Y_{u,i} \neq 0 \}$, where $Y \in \mathbb{R}^{|\mathcal{U}| \times |\mathcal{V}|}$ is the binary implicit feedback rating matrix. We then split $I^+_u$ into a training set $S^+_u$ and a test set $T^+_u$, requiring that $S^+_u \cup T^+_u = I^+_u$ and $S^+_u \cap T^+_u = \emptyset$. Then the top-k recommendation is formulated as: given the training item set $S^+_u$, and the non-empty test item set $T^+_u$ for user $u$, the model aims to recommend an ordered set of $k$ items $X_u$ such that $|X_u| = k$ and $X_u \cap S^+_u = \emptyset$. Then the recommendation quality is evaluated by some matching metric between $X_u$ and $T^+_u$ such as Recall@$k$.

4 METHODOLOGY

In this section, we first introduce Bayesian Personalized Ranking (BPR), a well-established ranking method. Then we present our approach, Triplet Importance Learning (TIL), which assigns varying importance to different triplets during training. We detail two strategies (Uni-Interest and Multi-Interest) for modeling influential factors which can indicate the importance of a training triplet. Thereafter, we describe how to learn the cluster center embeddings of items for the Multi-Interest Strategy in an end-to-end fashion. Finally, we demonstrate our training framework, which uses bilevel optimization to learn the model parameters as well as the triplet importance.

4.1 Bayesian Personalized Ranking

To learn the user preference from implicit feedback, Bayesian Personalized Ranking [33] is a seminal method which has been widely employed. The central idea of BPR is to maximize the ranking of an item that the user has accessed (treated as positive) relative to a randomly sampled item (treated as negative). This goal is achieved via a carefully designed loss function:

$$L_{\text{BPR}}(u, i, j; \Theta) = -\log \sigma(y_{ui}(\Theta) - y_{uj}(\Theta)), \quad (1)$$

where $(u, i, j)$ is a training triplet with a positive item $i$ and a negative item $j$ for user $u$. $y_{ui}$ refers to the relevance score between $u$ and $i$, and $\Theta$ is the learnable parameter used to compute $y_{ui}$. $\Theta$ includes the user embedding $p_u \in \mathbb{R}^d$ and the item embedding $q_i \in \mathbb{R}^d$, where $d$ is the embedding dimension.

4.2 Triplet Importance Enhanced Ranking

Although the vanilla BPR loss has achieved good performance, we argue that treating all training triplets equally may lead to a
sub-optimal model for at least two reasons. First, users may have different preference levels for different items, but equal weights cannot distinguish the user preference in a fine-grained manner, making the learned embeddings less tailored to user preference. Second, if the positive item and the randomly sampled negative item are very similar, it is very likely that the user also prefers this sampled item. By optimizing the vanilla BPR loss, the randomly sampled item is pushed away from the user. Therefore, assigning a different level of importance to each training triplet is a promising avenue for improving the performance of a recommendation model.

To incorporate the above intuition, we propose to measure the importance of each triplet using a learnable function. We associate with each triplet a state $s_{uij}(\Theta)$, and introduce $f(s_{uij}; \Lambda)$, an importance generation function that outputs a weight for each $(u, i, j)$. $\Lambda$ is a set of learnable parameters associated with the function. We then modify the BPR loss as follows:

$$
\mathcal{L}_{\text{BPR}}(u, i, j; \Theta, \Lambda) = f(s_{uij}; \Lambda) \cdot \mathcal{L}_{\text{BPR}}(u, i, j; \Theta). 
$$

(2)

In our realization of the framework, $f(s_{uij}; \Lambda)$ is specified by the following equations:

$$
z_{uij} = \text{relu}(W_1 \cdot s_{uij} + b_1),
$$

$$
w_{uij} = \text{sigmoid}(W_2 \cdot z_{uij} + b_2).
$$

(3)

Here $W_1 \in \mathbb{R}^{d \times 2d}$, $W_2 \in \mathbb{R}^d$, $b_1 \in \mathbb{R}^d$, and $b_2 \in \mathbb{R}$ are the learnable parameters $\Lambda$, $w_{uij} \in \mathbb{R}$ is the generated weight assigned to the triplet $(u, i, j)$. We note that applying a more carefully-tuned network as the weight generator may improve the performance, but this is not the focus of this work. Thus, we use a simple two-layer Multilayer Perceptron (MLP) to generate the weights.

A crucial question is how to decide whether a given triplet is important so that we can construct an informative input state $s_{uij}(\Theta)$ for the weight importance generation function. We argue that generating weights by considering the training triplet in isolation is less effective than taking a broader perspective. We consider the triplet importance from another angle: we aim to measure how well the positive item and negative item match the principle interests of a certain user. If the positive item is close to the user’s interest and the negative item is far from it, such a training triplet should have a high confidence in its truthfulness. As a result, we intend to assign this triplet a higher weight to emphasize its significance. Otherwise, we may downweight the triplet. To represent the user interests, we design two strategies: Uni-Interest and Multi-Interest.

### 4.2.1 Uni-Interest Strategy

Intuitively, all the accessed items together can represent a user’s primary interest. Thus an aggregation of these item embeddings may be a comprehensive description to illustrate the principle user interest:

$$
\eta_u = \text{aggregation } q_v \in S_u.
$$

(4)

Here, we use an intuitive choice to conduct an arithmetic average as the aggregation function, where $\eta_u = \frac{1}{|S_u|} \sum_{v \in S_u} q_v$. Notice that we do not intend to explore other choices here, such as the attention mechanism, since this is not the main research point in this work.

Then we can measure the proximity of the positive item embedding $q_i$ to $\eta_u$, and the proximity of the negative item embedding $q_j$ to $\eta_u$. These values provide guidance as to the extent to which the items in the triplet hold the principle user interest. We design $s_{uij}$ to incorporate both the distances between the user and item embeddings and the distances between the item embedding and the principle user interest representation $\eta_u$:

$$
\frac{1}{|S|} \sum_{v \in S_u} q_v
$$

(5)

Here “||” represents the concatenation, and “⊙” denotes element-wise multiplication. Terms A and C measure the user preferences for the positive item and the negative item based on the current embeddings. Terms B and D provide extra information about the extent to which the positive and negative items align with the principle user interest. Since Terms A and B reflect two distinct ways of representing the positive item’s closeness to the user’s preference, we use a summation to aggregate both information. We then perform the same operation on the negative item side for Terms C and D.

Any other operation that is capable of expressing the relationship between embeddings, such as the element-wise Euclidean distance, can be employed to replace the element-wise multiplication. We pick “⊙” since the multiplication operation is frequently employed in recommendation to compute the similarity of embeddings.

### 4.2.2 Multi-Interest Strategy

In the real world, a user may have several major interests. Thus, using a single embedding $\eta_u$ to represent the full spectrum of a user’s preference may be insufficient. To address this, we apply a clustering method to aggregate items that exhibit similar properties. Each cluster center now represents a more fine-grained user interest. In order to obtain these cluster center embeddings, we first obtain a cluster id $c \in \mathbb{R}^{|\mathcal{V}|}$ for each item through some clustering algorithm, which will be elaborated in the following section. We first focus on how to construct the state vector $s_{uij}$ given the cluster information. Assuming there are $K$ clusters, the embedding of the $k^{th}$ ($1 \leq k \leq K$) cluster center $\mu_k$ is the average embedding of those items belonging to the $k^{th}$ cluster, computed in a similar fashion to Eq. (4). Our design of $s_{uij}$ under this setting can thus be formulated as:

$$
\frac{1}{|S|} \sum_{v \in S_u} q_v
$$

(6)

where the “||” and “⊙” are defined the same as for Eq. (5), while $\mu_c$ and $\mu_q$ represent the centers of the clusters that item $i$ and $j$ belong to, which can also be interpreted as the fine-grained user interest associated by item $i$ and $j$, respectively. $\alpha$ is the scaling factor for balancing the existing terms and the newly added information. Built upon our first strategy, Terms A, B, C, and D directly come from the state design for the Uni-Interest. In order to capture the proximity between the user interests at different levels, we further add four terms: Terms a and c measure the user preferences for the fine-grained user interests associated by the positive item and the negative item; Terms b and d provide extra information about the extent to which the fine-grained user interest of those items align with the principle user interest. Since the state design in
Eq. (5) has proved to be effective, we follow the same formation to concatenate these terms. The first row in Eq. (6) refers to the proximity of user interests relevant to the positive item $i$, while the second row in Eq. (6) refers to the proximity of user interests relevant to the negative item $j$. Thus, we achieve offering a more precise signal for indicating the importance of the triplet $(u, i, j)$ considering the user interests at different levels.

It is also worthy to mention that when item $i$ and $j$ locate in the same cluster, then $\mu_c = \mu_d$, which results in Term a and $\Theta$ being identical to Term $c$ and $d$, respectively. Consequently, the extra information added on the positive item side and the negative item side is equivalent, which is as expected. Additionally, we do not add the negative sign before Terms $C/c$ and $D/d$ to emphasize that the correlation between the output weight $w_{uj}$ to the values of terms associated with the positive item $i$ is the inverse of that to the values of terms associated with the negative item $j$. This is due to the fact that such correlation can be learned through the non-linear layers of the MLP, as described in Eq. (3).

**4.3 End-to-end Clustering**

We now demonstrate how to obtain the cluster center embeddings across items in our Multi-Interest Strategy demonstrated in Section 4.2.2. One naive method is to iteratively apply the K-means algorithm on the item embeddings to obtain the cluster centers. However, this clustering approach is not optimized jointly with our algorithm on the item embeddings to obtain the cluster centers. Therefore, we define the “target” $I$ built upon $Q$ as below:

$$T_{ik} = \frac{Q_{ik}^2 / \sum_j Q_{ij}}{K \sum_j (Q_{ij}^2 / \sum_i Q_{ij})}.$$  

Then the clustering loss is defined as a KL-divergence between the two matrices $T$ and $Q$:

$$\mathcal{L}_c = KL(T||Q) = \sum_{i=1}^{|V|} \sum_{j=1}^K T_{ij} \log \frac{T_{ij}}{Q_{ij}}.$$  

Through minimizing this KL-divergence, the learning procedure forces the item embeddings to cohere to the cluster center embeddings, thus achieving learning optimal cluster centers in an end-to-end way.

It is easy to incorporate this end-to-end clustering technique within the Multi-Interest Strategy. The cluster id for an item $i$ can be represented as $c_i = \arg \max_k Q_{ik}$. Then the $\mu_{c_i}$ and $\Phi_{c_i}$ in Eq. (6) can be represented as $\Phi_{c_i}$ and $\Phi_{c_i}$, respectively. Besides, we can also use the soft assignment to obtain $\mu_{c_i}$, we leave it as a future design choice.

**4.4 The Overall Training Framework**

Having described the design of the state $s_{u,i,j}$ in detail, we now focus on how to learn the whole model efficiently.

For the Uni-Interest Strategy, the optimization problem can be formulated as:

$$\Theta^*, \Lambda^* = \operatorname{argmin}_{\Theta, \Lambda} \sum_u \sum_{i \in S_u} \sum_{j \in S_u} \mathcal{L}_{I-BPR}(u, i, j; \Theta, \Lambda).$$  

For the Multi-Interest Strategy, we redefine the model parameters containing the learnable embeddings of users, items, and item cluster centers as $\Gamma = [\Theta || \Phi]$, and then the overall training objective
can be formulated as:
\[
\Gamma^*, \Lambda^* = \arg\min_{\Gamma, \Lambda} \sum_u \sum_{i \in S_u^g} \sum_{j \in S_u^g} L_{1BPR}(u, i, j; \Gamma, \Lambda) + \gamma \cdot L_c(\Gamma),
\]
where \(\gamma\) is the scaling factor on the clustering loss.

Unfortunately, directly minimizing either of these objective functions, Eq. (10) or Eq. (11), does not achieve the desired purpose of generating suitable adaptive weights. Since the weight-related term explicitly appears in the loss function, constantly decreasing the value of the generated weight is a straightforward way to reduce the loss. As a result, all generated weights have very small values or are set to zero. Such an optimization only works with a weight summation constraint (e.g., \(\sum (u, i, j) f(s_{uij}; \Lambda) = 1\)), otherwise it cannot ensure the learned embeddings are meaningful. However, directly optimizing Eq. (10) or Eq. (11) with this constraint may run into a practical challenge of batch learning with a sum constraint over the entire data.

### 4.4.1 Solving through Bilevel Optimization

To bypass the aforementioned problem, we adopt a bilevel optimization approach to decouple the learning of the weights from the learning of the recommendations. This technique has been widely used in the field of parameter learning [4, 24, 28], with a theoretical guarantee for its convergence [38].

Specifically, we use an outer optimization to learn the parameters of the weight generator module and an inner optimization to directly optimizing Eq. (10) or Eq. (11) with this constraint may run into a practical challenge of batch learning with a sum constraint.

\[
\min_\Lambda J_{\text{outer}}(\Theta^*(\Lambda)) := \sum_u \sum_{i \in S_u^g} \sum_{j \in S_u^g} L_{1BPR}(u, i, j; \Theta^*(\Lambda))
\]

\[
\text{s.t. } \Theta^*(\Lambda) = \arg\min_\Theta J_{\text{inner}}(\Theta, \Lambda) := \sum_u \sum_{i \in S_u^g} \sum_{j \in S_u^g} L_{1BPR}(u, i, j; \Theta, \Lambda)
\]

With this approach, we perform alternating optimization to learn \(\Theta\) and \(\Lambda\) in order to minimize the adaptive weighted BPR loss. For the inner optimization, we fix \(\Lambda\) and optimize \(\Theta\), while for the outer optimization, we fix \(\Theta\) and optimize \(\Lambda\).

Similarly, we use the same approach to optimize for the Multi-Interest Strategy as below:

\[
\min_\Lambda J_{\text{outer}}(\Gamma^*(\Lambda)) := \sum_u \sum_{i \in S_u^g} \sum_{j \in S_u^g} L_{1BPR}(u, i, j; \Gamma^*(\Lambda))
\]

\[
\text{s.t. } \Gamma^*(\Lambda) = \arg\min_\Gamma J_{\text{inner}}(\Gamma, \Lambda) := \sum_u \sum_{i \in S_u^g} \sum_{j \in S_u^g} L_{1BPR}(u, i, j; \Gamma, \Lambda) + \gamma \cdot L_c(\Gamma)
\]

### 4.4.2 Framework Gradient Approximation

Most existing models use gradient-based methods for optimization, where the idea is that given a parameter setting at time \(t\), the model parameters can be updated to time \(t+1\) by performing a step in the opposite direction of the gradient of the loss function. Accordingly, we can speed up the training by using an approximation that has been validated in [23, 31]. Thus, we can avoid the expensive computation for calculating the exact framework gradient.

We consider Eq. (12) as an example, where we can obtain the following equation:

\[
\nabla_\Lambda J_{\text{outer}}(\Theta^*(\Lambda)) \approx \nabla_\Lambda J_{\text{outer}}(\Theta - \alpha \nabla_\Theta J_{\text{inner}}(\Theta, \Lambda)).
\]

In this expression, \(\Theta\) denotes the current model parameter, and \(\alpha\) is the learning rate for one step of the inner optimization.

We can define a proxy function to link \(\Lambda\) with the outer optimization:

\[
\Theta(\Lambda) := \Theta - \alpha \nabla_\Theta J_{\text{inner}}(\Theta, \Lambda)
\]

In practice, we use two optimizers, OPT_{\Gamma} and OPT_{\Lambda}, to update \(\Theta\) and \(\Lambda\) iteratively for simplicity. We do the same thing for optimizing Eq. (13) by using two separate optimizers OPT_{\Gamma} and OPT_{\Lambda}.

## 5 EXPERIMENTS

### 5.1 Datasets

We evaluate our proposed method on three real-world datasets from different domains and of varying sparsity: Amazon_CD, Gowalla, and Last.fm. Amazon_CD is adopted from the Amazon review dataset [11]. The Gowalla dataset [5] was collected worldwide from the Gowalla website (a location-based social networking website) over the period from February 2009 to October 2010. The Last.fm dataset [1] was collected from the Last.fm website, and contains the music listening records of users. In order to be consistent with the implicit feedback setting, for the datasets with explicit ratings, we retain any ratings no less than four (out of five) as positive feedback and treat all other ratings as missing entries. We follow common practice used in prior works [12, 39, 45] to filter out potential high variability users and items which have fewer than ten ratings. Table 2 shows the data statistics. The datasets and code are available at: https://github.com/haolun-wu/TIL.

### 5.2 Evaluation Protocols

We employ cross-validation to evaluate the proposed model. We split the user-item interactions into the training set, validation set, and testing set according to the ratios 8:1:1. The performance of all models is evaluated in terms of Recall@k and NDCG@k. Recall@k indicates the coverage of true (preferred) items that appear in the top-\(k\) recommended items. NDCG@k (normalized discounted cumulative gain) is a measure of ranking quality [16]. All experiments are run 5 times with the same seed to control the data partition. The average results are reported in Table 1.

### 5.3 Methods Studied

Since designing a novel recommendation model from scratch is not the focus of this paper, we build our TIL strategy upon the following four recommendation backbones, where MF [19] and NeuMF [13] are MF-based; MGCCF [40] and LightGCN [12] are GNN-based. The reason we choose them is because the MF-based models are the most widely used in recommendation and have been approved to be efficient in real-world cases. The GNN-based models are state-of-the-art, which can achieve competitive performance.

Our main contribution is to design a novel paradigm for triplet importance learning in implicit feedback. We first present the results for vanilla BPR [33], which samples the negative items with equal probability and treats each triplet equally when constructing the training objective. We then compare with the following training schemes which only use implicit feedback. We do not compare with methods using auxiliary information since such information (e.g., dwell time) is not always available in real-world scenarios.
Table 1: The performance comparison of all methods on four backbones in terms of R@20 (Recall@20) and N@20 (NDCG@20) in percentage (%). The best and the second best performing methods in each row are boldfaced and underlined, respectively. The TIL-MI method has a statistical significance for $p \leq 0.01$ compared to the best baseline method (labelled with ‘∗’) based on the paired t-test.

| Datasets | Backbone | Metric | BPR | AOBPR | WBPR | PRIS | TCE-BPR | RCE-BPR | TCE-BPR | RCE-BPR | TIL-UI | TIL-MI |
|----------|----------|--------|-----|-------|------|-------|---------|---------|---------|---------|--------|--------|
| Amazon_CD | MF       | R@20   | 9.99 | 10.03 | 10.01 | 10.32∗ | 8.90    | 9.70    | 9.03    | 9.71    | 10.88  | 12.03  |
|          | N@20     | 5.81   | 5.83 | 5.92   | 6.04∗ | 5.03   | 5.69    | 5.36    | 5.73    | 6.30    | 7.11   |
|          | NeuMF    | R@20   | 11.03| 11.08 | 11.05 | 11.93∗ | 10.64   | 10.05   | 11.77   | 11.42   | 11.85  | 13.33  |
|          | N@20     | 6.40   | 6.43 | 6.62   | 7.22∗ | 6.24   | 5.87    | 6.86    | 6.77    | 7.04    | 7.83   |
|          | MGCCF    | R@20   | 13.80| 13.86 | 14.01 | 14.24∗ | 13.34   | 13.16   | 13.82   | 13.94   | 14.30  | 14.67  |
|          | LightGCN | N@20   | 8.02 | 8.08   | 8.07  | 8.24∗ | 7.72    | 7.44    | 8.20    | 8.11    | 8.43   | 8.68   |
|          |          | R@20   | 13.40| 13.44 | 13.52 | 13.77∗ | 12.94   | 12.86   | 13.52   | 13.45   | 13.92  | 14.21  |
|          |          | N@20   | 7.90 | 7.95   | 7.96  | 8.15∗ | 7.59    | 7.21    | 8.12    | 7.98    | 8.34   | 8.61   |
| Gowalla  | MF       | R@20   | 12.19| 12.22 | 13.02 | 14.88∗ | 13.05   | 12.83   | 13.94   | 13.82   | 15.80  | 16.42  |
|          | N@20     | 7.76   | 7.80 | 7.92   | 9.49∗ | 8.06   | 7.82    | 8.53    | 8.25    | 8.77    | 10.00  |
|          | NeuMF    | R@20   | 13.55| 13.59 | 14.35 | 15.83∗ | 13.62   | 13.15   | 14.80   | 14.76   | 14.89  | 17.32  |
|          | N@20     | 8.47   | 8.52 | 8.60   | 9.23∗ | 8.42   | 8.37    | 8.96    | 8.87    | 10.90   | 11.17  |
|          | MGCCF    | R@20   | 13.73| 15.84 | 15.83 | 16.33∗ | 15.94   | 15.76   | 15.93   | 15.80   | 17.33  | 18.23  |
|          | LightGCN | N@20   | 9.70 | 9.81   | 9.82  | 9.49∗ | 9.86    | 9.73    | 10.00   | 9.79    | 10.24  | 11.06  |
|          |          | R@20   | 17.73| 17.75 | 17.78 | 18.03∗ | 17.82   | 17.72   | 17.99   | 17.82   | 18.01  | 18.61  |
|          |          | N@20   | 11.16| 11.21 | 11.18 | 11.30∗ | 11.24   | 11.12   | 11.21   | 11.15   | 11.27  | 11.62  |
| Last.fm  | MF       | R@20   | 17.35| 17.38 | 18.99 | 20.28  | 19.99   | 19.00   | 20.30   | 18.50   | 20.70  | 21.63  |
|          | N@20     | 10.47  | 10.52| 11.43 | 12.07  | 11.91  | 11.46   | 12.15  | 11.13   | 12.48   | 13.22  |
|          | NeuMF    | R@20   | 19.17| 19.18 | 20.80 | 21.15  | 19.21   | 18.96   | 21.50   | 21.46   | 22.86  | 23.15  |
|          | N@20     | 11.63  | 11.67| 12.15 | 12.26  | 11.78  | 11.65   | 13.07   | 12.99   | 14.10   | 14.21  |
|          | MGCCF    | R@20   | 21.26| 21.32 | 21.28 | 21.97∗ | 20.44   | 20.12   | 21.80   | 21.22   | 23.14  | 23.44  |
|          | LightGCN | N@20   | 13.06| 13.33 | 13.30 | 13.50∗ | 11.73   | 11.45   | 13.47   | 13.19   | 14.19  | 14.35  |
|          |          | R@20   | 23.31| 23.33 | 23.53 | 23.92∗ | 22.36   | 22.05   | 23.82   | 23.30   | 24.14  | 24.85  |
|          |          | N@20   | 14.25| 14.28 | 14.26 | 14.68∗ | 12.59   | 12.08   | 14.51   | 14.20   | 14.82  | 15.35  |

Table 2: The statistics of datasets.

|                  | Amazon_CD | Gowalla | Last.fm |
|------------------|-----------|---------|---------|
| #User            | 11,346    | 29,858  | 23,385  |
| #Item            | 32,705    | 40,981  | 34,186  |
| #Interac         | 466,501   | 1,027,370 | 982,798 |
| Density          | 0.126%    | 0.084%  | 0.123%  |

Negative Item Sampling Methods:

- **WBPR** [9] assumes that the popular items that a user has not interacted with are more likely to be true negative items.
- **AOBPR** [32] improves BPR with adaptive sampling that promotes the selection of popular negative items.
- **PRIS** [20] assigns larger weights to more informative negative samples based on an importance sampling design.

Positive Pair Re-weighting Methods:

- **TCE** and **RCE** [44] adaptively prune noisy positive interactions during training based on the loss value.
- **TCE-BPR** and **RCE-BPR** are our implementations of the above methods, replacing the original point-wise loss with a pair-wise ranking loss objective for a fair comparison.

**Our Proposed Methods:**

- **TIL-UI** learns the triplet importance through the Uni-Interest Strategy.
- **TIL-MI** learns the triplet importance through the Multi-Interest Strategy with the end-to-end clustering.

**Figure 3:** The case study on the learned importance score.

**5.4 Implementation Details**

We optimize all models using the Adam optimizer with the Xavier initialization procedure [10]. We fix the embedding size to 64 and the batch size to 5000 for all baseline methods and for our methods. When constructing the ranking loss objective, every positive item is associated with one sampled negative item for an efficient computation. Grid search is applied to choose the learning rate and the $L_2$
The overall performance comparison results are shown in Table 1. Observations about our method. (i) Comparing with all the baselines that strive to make effective use of implicit feedback, our proposed TIL-UI and TIL-MI methods achieve the best performance on almost all the evaluation metrics. The superiority is consistent across the three datasets for four different backbone models. (ii) TIL-MI consistently outperforms TIL-UI. This demonstrates that representing a user’s preference as arising from a mixture of different interests is beneficial. (iii) The performances of our proposed methods surpass all the sample re-weighting methods: TCE, RCE, TCE-BPR, and RCE-BPR. One reason is that all these four sample re-weighting methods assume the noise only comes from the positive samples, and thus treat all negative items equally, which is sub-optimal. Also, the positive sample weight only relies on the loss value, which might lead to reinforcing mistakes. (iv) Compared to the negative sampling methods AOBPR, WBPR, and PRIS, the advantage of our method is apparent. This is likely because these negative sampling strategies can only select or re-weight more informative negative samples using handcrafted rules such as item popularity or the loss value given the sample, which might not be sufficient. Our designs adaptively learn the importance of each triple via the personalized importance weight generation.

Other observations. (i) TCE-BPR and RCE-BPR generally outperform TCE and RCE. The BPR pair-wise ranking loss used by the former appears to be more effective than the pointwise loss for the top-k recommendation task with a ranking objective. (ii) Although PRIS is a negative sampling method, in some cases, it shows competitive performance compared with alternative approaches such as AOBPR and WBPR. We believe that it benefits from the user-dependent design in its negative samplers that capture the user’s preference for different item groups. By contrast, AOBPR and WBPR merely adjust the importance of a specific negative sample or adapt the probability of sampling it based on the item popularity in a user-independent way.

5.6 Case Study and Analysis
Due to the space limitation, we use the NeuMF as the backbone model to display the analysis results unless otherwise specified. We consistently observe a similar trend in the following analysis across all the recommendation models we studied.

5.6.1 Case Study on Triplet Importance
In order to investigate whether the importance scores learned through our TIL framework are meaningful, we conduct the following case study. From our training datasets with rating score information, we select the training triplets with rating score \(\text{rating}(u, i) \in \{4, 5\}\) and rating score \(\text{rating}(u, j) \in \{1, 2, 3\}\) and report the final learned importance score by our model. The weights reported are normalized into 0 and 1 by the largest triplet weight and multiply by 100. As shown in Fig. 3,
if the item $i$ is highly likely to be a positive sample ($\text{rating}(u, i)$ is high) and item $j$ is likely to be a negative sample ($\text{rating}(u, j)$ is low), the triplet is regarded as important and a higher weight is assigned by our model. This empirical observation is consistent with our intended design.

5.6.2 Robustness Study on Noisy Dataset. We believe that determining the significance of data can also help the model maintain its robustness when noisy samples are introduced. This is because if a model is capable of learning the unique importance of data during training, it should also be able to identify and downweight those noisy samples. In this experiment, we examine the robustness of our methods by investigating the impact of introducing noise into the datasets. We design four kinds of datasets: (i) Clean: no modification of the datasets; (ii) Noisy-(Pos): we randomly introduce $c_u$ unobserved items as positive for each user $u$; (iii) Noisy-(Neg): we randomly make $c_u$ positive items that a user has interacted with as negative samples for that user; (iv) Noisy-(Pos-Neg): we combine the noisy data generation schemes in (ii) and (iii). We make $c_u$ user-dependent, setting it to 50% of the total number of positive interactions for each user. For each method training with the data setting (ii), (iii), and (iv), we compute the performance (Recall@20) drop with respect to the same model training under the data setting (i). As shown in Fig. 4, our proposed methods have shown to be more robust against noisy data over other baselines. The advantage is more apparent when both the positive side and the negative side have introduced noise.

5.6.3 Effectiveness of End-to-end Clustering. To demonstrate the efficiency of the end-to-end clustering technique in our TIL-MI model, we compare it to another model, named TIL-MIK, that iteratively updates the item cluster centers for the Multi-Interest Strategy using the K-means algorithm. The primary distinction between TIL-MIK and TIL-MI is that TIL-MIK does not learn cluster centers but instead uses the K-means results directly, whereas TIL-MI directly learns the embeddings and only uses K-means for initialization. For a fair comparison, we fix the number of clusters to 60 for both TIL-MIK and TIL-MI. We disable the item clustering module for the pre-training epochs to first obtain meaningful embeddings. After pre-training, we update the cluster membership of each item in both models every 10 iterations. We choose Recall@20 as an evaluation metric and show the comparison of TIL-UI, TIL-MIK, and TIL-MI on three datasets with three different backbone models. Based on the results shown in Fig. 5, we have two observations: (i) Along with TIL-MI, TIL-MIK also outperforms TIL-UI substantially in all scenarios. This again demonstrates the benefit of representing a user’s preference as a composite of diverse interests. (ii) TIL-MI consistently outperforms TIL-MIK. This confirms the advantage of the end-to-end clustering technique that directly learns!

Figure 6: The analysis on the training efficiency versus the recommendation quality. We do not display the results of MGCCF in order to make the illustration more clear and easy to read. As shown in the red boxes, NeuMF with TIL-MI can achieve a very similar performance on all datasets compared to the vanilla LightGCN but with more than 50% training time reduction.

6 CONCLUSION

In this work, we propose a novel training paradigm, TIL, to improve the training procedure of personalized ranking by adjusting the importance assigned to different triplets. We design a weight generation function to learn triplet importance which avoids enumerating different weights for individual triplets. We develop two strategies, Uni-Interest and Multi-Interest, to provide suitable inputs for the weight generation function based on how we model the user’s interest. A bilevel optimization formulation is adopted to ensure the learned weights are meaningful, instead of all tending to zero values. Extensive experiments on three real-world datasets and four commonly used base recommendation models show that TIL significantly outperforms the SOTA methods for the top-$k$ recommendation task and is compatible with numerous backbone models.
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