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Abstract. As a classical clustering algorithm, \textit{K-means} has been widely applied due to its features of simple mathematical thinking, fast convergence rate, less complexity, and easy to implementation. However, \textit{K-means} algorithm always requires users to set the desired number of clusters in advance, and the initial cluster centers are usually generated in a random way. When dealing with unknown datasets that users do not have enough domain-assisted knowledge, such parameters setting strategies not only increases the burden on users, but also makes clustering quality difficult to guarantee. Therefore, in view of the high sensitivity of \textit{K-means} clustering process to initial parameters, this paper propose an improved DDWK-\textit{means} (Distance-Density-Weight \textit{K-means}) algorithm. Based on the distance-density feature and the method of inertia weight of particle swarm optimization algorithm, the optimal initial cluster centers not only can be determined adaptively according to the structural characteristics of the dataset itself without introducing artificial parameters, but also can be adjusted dynamically due to the threshold change of clustering quality metric. We make an experimental study with five standard datasets from UCI (University of California Irvine), and the results indicate that the DDWK-\textit{means} algorithm exhibits a significantly improvement in clustering efficiency and stability.

1. Introduction

As an important research method in data mining, clustering approach is centered on unsupervised learning using appropriate metric based on data characteristics [1]. Currently, many clustering algorithms have been proposed, which are inter-connected and overlapped [2]. According to the form of the clustering results, these algorithms can be roughly classified as hierarchical approach and partitioning approach. For hierarchical approach, Data objects are gathered into clusters at different hierarchies, where the same object can belong to different clusters [3, 4]. Partitioning clustering algorithms divide data objects into multiple mutually exclusive clusters, where the same object can only belongs to a single cluster [5, 6].

\textit{K-means} algorithm, being a well-known partitioning clustering algorithm, is popular and widely used due to its simplicity [7]. Based on the randomly selected initial cluster centers, it uses the distance as the metric to divide data objects into multiple mutually exclusive clusters, where the same object can only belongs to a single cluster [8]. Then, based on the relocation iteration of cluster centers, achiving the goals that the objects within the same cluster are highly similar and the objects among clusters are
maximum different [9]. The main drawback of the algorithm is that it is difficult to select the appropriate desired number of cluster and initial cluster centers for unknown datasets [10]. Currently, various researches show that the robustness and applicability of K-means algorithm can be obviously improved by optimizing the initial parameter based on the data characteristics of the dataset itself [11, 12]. The existing mainstream improvement research can be roughly divided into the following categories.

Parameter selection strategy based on the distance characteristic. Chen et al. [13] selected two data with the greatest distance from each other as initial clustering centers to form initial clusters. Then each cluster splits continuously within the preset threshold, and the desired number of cluster and the initial cluster centers will be determined adaptively. Zhu et al. [14], according to the fact that the intra-class distance between data objects in the same cluster is less than the inter-class distance among different clusters [15, 16], objects whose similarity are higher than a fixed threshold will be regarded as core objects. Then, the most dissimilar objects within the core objects will be selected as initial cluster centers. Based on the prior knowledge of specific application background [17], Yang et al. [18] modified the distance measure of conventional k-means algorithm to make the algorithm more pertinent when selecting initial parameters. Such kind of research only improves the algorithm based on distance metric, and does not control the neighborhood density of data objects. The clustering process is easily affected by noise and anomaly, and clustering results are lack of stability.

Parameter selection strategy based on the density characteristic. With the neighborhood density of data objects as the metric, data objects whose density is higher than the average level will be selected as initial cluster centres. When dealing with non-uniformly distributed datasets, the clustering results based on density metric will be significantly improved [19, 20]. Redmond et al. [21] estimated the neighborhood density of data object of different regions based on the kd-tree (k-dimensional tree), the initial clustering center is selected due to the difference of relative density among data objects. This kind of improved research based on density metric can effectively avoid the interference of noise and anomaly, and objects with tighter data relations will be selected as initial cluster centers. However, for relocation iteration, due to the lack of distance constraints, clustering results may fall into local optimum because the initial cluster center is too close.

In order to overcome the problems of the above two improvement strategies and further improve the effectiveness of the clustering process and result, current optimization researches focus on the construction of improvement strategy based on the double metric of distance and neighborhood density. Zhang et al. [22] proposed an improved algorithm based on the product of sample density, the reciprocal of the average distance between the samples in the cluster, and the distance between the clusters, and all the objects meeting the threshold requirements will be selected as the initial cluster centers. Nguyen et al. [23] used the similarity distance of scalable spatial density to measure the similarity between data objects. Experiment results show that more reasonable initial clustering centers can be obtained and the distribution of complex datasets can be better reflected. In addition, some other initial parameters improvement strategies based on fuzzy theory [24-26], feature weight [27, 28], and swarm intelligence algorithm [29-31].

This paper is organized as follows. In section 2, we briefly described the process of conventional K-means algorithm. In Section 3, we give a detailed elaboration on each part of DDWK-means algorithm. In Section 4, the experiment and the results are presented and discussed. Finally, we give conclusions in Section 5.

2. The conventional K-means algorithm

For a dataset D containing n objects, the main objective of K-means algorithm is to partition the dataset into a predefined k number of clusters, and minimizing the sum of squared errors within each cluster by relocated iteration. The different between two objects is calculated by Euclidean distance as shown in Eq.1. The sum of squared errors within each cluster is calculated by Eq.2, ci represents each cluster center, p represents other objects in the cluster.

\[ d(a_i, a_{ij}) = \sqrt{(\beta_{i1} - \beta_{j1})^2 + (\beta_{i2} - \beta_{j2})^2 + \cdots + (\beta_{im} - \beta_{jm})^2} \]  

(1)
Based on elbow method, all integers in $[2: \sqrt{n}]$ will be selected successively as the desired number of cluster $k$. The process of conventional K-means algorithm can be described as follows:

Step 1. Due to each desired number of cluster, $k$ data objects will be randomly selected from the dataset to serve as initial centers.

Step 2. According to Eq.1, remaining objects will be distributed to their nearest centers to form initial clusters, and recording the sum of squared errors $E$ due to Eq.2.

Step 3. Mean values of each cluster are calculated to serve as new centers.

Step 4. Relocated iteration: New clusters will be formed based on new centers, and recording the sum of squared errors of new clusters.

Step 5. Iteration will go forward until the maximum preset number of times is reached or the sum of squared error of all clusters remain stable.

Step 6. Clustering results with different desired number of clusters will be compared to select the best one.

The improved DDWK-means algorithm proposed in this paper aims to optimize initial parameters of the conventional algorithm to select more reasonable desired number of clusters and initial cluster centers. In order to facilitate experimental comparison, we also use Eq.1 and Eq.2 to calculate the distance between data objects and the sum of squared errors within each cluster.

### 3. The process of DDWK-means algorithm

The DDWK-means algorithm proposed in this paper consists of five parts: threshold parameters self-adaptive generation, candidate cluster centers selection, initial cluster centers screening, conditional relocation iteration, and clustering result evaluation. The detailed process of DDWK-means algorithm is shown in Fig.1 as below.

![Figure 1. The detailed process of DDWK-means algorithm](image-url)

#### 3.1. The Self-adaptive Generation of Threshold Parameters

The conventional k-means algorithm determines the optimal parameters based on all possible clustering results. When dealing with large-scale complex datasets, the algorithm will be insufficient in scalability due to the surge of operation redundancy. In this section of DDWK-means algorithm, firstly, the range
of desired number of cluster is divided into equal intervals, then the upper boundary value of each interval is taken as the representative of the whole interval according to the fuzzy theory [32, 33], and threshold parameters of the algorithm will be set accord to these representative values. In addition, circular judgment criterion is introduced to judge the rationality of equal intervals based on clustering accuracy. Detailed steps are given in following Rules 1 and 2.

Rule 1: For a dataset containing \( n \) objects, all possible values of \( k \) which represent the desired number of cluster form a set, which is calculated by Eq.3.

\[
k = \lfloor k \rfloor, k' = \begin{cases} \sqrt{n}/p, & \text{if } \sqrt{n}/p > 2 \\ 2, & \text{if } \sqrt{n}/p \leq 2 \end{cases}, p = N^+, p \in [1:10]
\]  

Based on the value of \( k \), there are about \( \lfloor n/k \rfloor \) data objects in each cluster on average. The Euclidean distance as shown in Eq.1 is chose as the measurement to calculate the centroid of the dataset. The radius of the centroid which contains at least \( \lfloor n/k \rfloor \) data objects will be set as the measurement radius \( r \) and \( \lfloor n/k \rfloor \) data objects will be taken as the density threshold \( p \) of each cluster. If the optimal cluster number exists in an interval, the corresponding neighborhood radius and neighborhood density must contain the parameters determined by the upper boundary value of the interval. Therefore, the real cluster will not be omitted with the density threshold of \( p = \lfloor n/k \rfloor \). When dealing with datasets which have background knowledge or special clustering accuracy requirements, these situations can be solved by adjusting the number of equant intervals. The clustering efficiency can be improved by reducing the range of parameters on a large scale.

In the last part of the algorithm: clustering result evaluation, if all clustering results of the algorithm parameters determined according to Rule 1 do not meet the threshold requirement of the metric, the parameters will be re-selected according to Rule 2.

Rule 2: The upper boundary values of the two intervals with the best clustering quality in the previous round will be chose to form a new parameter selection range: \( \left( \sqrt{n}/p_1, \sqrt{n}/p_j \right) \), and the new set which consist all possible new values of \( k \) will be calculated by Eq.4 during the new rang.

\[
k = \lfloor k \rfloor, k' = \sqrt{n}/p, p = N^+, p \in [1:10]
\]  

Based on the new set of desired number of cluster, the new neighborhood radius and density threshold are determined for clustering calculation again. In the part of clustering result evaluation, if there exists clustering result satisfying the threshold requirement, the algorithm will go to the next part, otherwise it will continue to iterate according to Rule 2.

3.2. Candidate Cluster Centers Selection

The best clustering results should meet the criteria that objects within cluster are highly similar and objects among clusters differ to the greatest extent, that is, the distance between cluster centers should be as far as possible to avoid concentrating in a small range and falling into local optimal [34]. Meanwhile, in order to avoid the influence of noise and anomaly data, cluster centers should have relatively high neighborhood density [35, 36]. From this, we can deduce Inference 1 as follows:

Inference 1: The optimal clustering results of conventional datasets should satisfy that the neighborhood density of each cluster centers are relatively high and the distance between different cluster centers are relatively far.

According to Inference 1, candidate cluster centers will be selected based on the metric of “neighborhood density-relative distance”, and the initial clusters will be formed based on the selected candidate cluster centers. By deleting the sequential formed clusters, the repeated computation will be reduced obviously. The detailed steps are as follows:
Step 1. For a dataset $D$, the data object $c_1$ which has the highest neighborhood within the measurement radius $\sigma$ is selected as the first candidate cluster center.

Step 2. The first cluster $C_1$ is formed by aggregating $S_1$ data within the measurement radius $\sigma$.

Step 3. The new dataset $D_1$ is formed by removing the first cluster, in which remains $|D| - |S_1|$ data objects.

Step 4. In dataset $D_1$, Euclidean distance is taken as a measure to search for the object with the farthest distance to $c_1$. If the neighborhood density of this object meets the density threshold requirement $\rho=[n/k]$, it will be taken as the second candidate cluster center. Otherwise, the second distant object from $c_1$ will be selected for neighborhood density measurement. At last, the object that meets the density threshold requirement and is far enough away from $c_1$ is selected as the second candidate cluster center $c_2$.

Step 5. The second cluster $C_2$ is formed by aggregating $S_2$ data objects within the measurement radius $\sigma$.

Step 6. The new dataset $D_2$ is formed by removing the second cluster, in which remains $|D_1| - |S_2|$ data objects.

Step 7. The relative distance ($Rd$) to existing centers of the remaining data objects are calculated by Eq.5. In dataset $D_2$, Euclidean distance is taken as the measure to search for data with the largest $Rd$. If the neighborhood density of the data meets the density threshold requirement $\rho=[n/k]$, it will be taken as the third candidate cluster center. Otherwise, the density measurement will be carried out on the object with second largest $Rd$. The object which meets the density threshold requirement and the $Rd$ is large enough will be selected as the third candidate cluster center.

$$Rd_i = \min(dist(a, x_i), dist(a, x_2)) \quad (5)$$

Step 8. The third cluster $C_3$ is formed by aggregating $S_3$ data objects within the measurement radius $\sigma$.

Step 9. The new dataset $D_3$ will be formed by removing the second cluster, in which remains $|D_2| - |S_3|$ data.

Based on above steps, the selection go farward until any object in the dataset $D$ does not meet the density threshold requirements, terminate the algorithm and sequential output all candidate cluster centers $c_1, c_2, ..., c_k$.

3.3. Initial Cluster Centers Screening

The process of selecting candidate cluster centers based on Inference 1 is essentially a cluster sampling method, which divides the whole data set into several non-overlapping clusters, and then takes cluster as the sampling unit to extract samples. Hence, there may be a problem of relative quality degradation of samples in the process of selecting candidate cluster centers [37]. That is, with the sample extraction, the size of the sample pool is continuously shrinking. Although the subsequent samples still meet the threshold requirements, the relative quality of the samples decreases in the order of their generation due to the reduction of the contrast space [38, 39]. In existing researches of such improvement, the quality differences between candidate cluster centers are hardly taken into account, they usually participate in subsequent iterations with the same weight. The phenomenon of inferior cluster centers expelling high-quality cluster centers may occur, which affects the robustness of clustering process and result.

As shown in Figure 2, we also find the similar situation in the experiment, the dataset is expected to be divided into four clusters, and the real cluster centers should be $c_1$, $c_2$, $c_3$, $c_4$. Data objects $c_3$ and $c_4$ are "pseudo cluster centers" that selected after the size of the dataset is significantly reduced. From this, we can deduce Inference 2 as follows.

**Inference 2:** In the processing of candidate cluster centers selection, the quality of the first center is the best, and as the size of the dataset shrinks gradually, the quality of the subsequent centers may show a decreasing trend.
The quality of the candidate cluster centers show a decreasing trend

In order to solve this problem, in the part of initial cluster center screening, we introduce the inertia weight of particle swarm optimization algorithm [40, 41]. The detailed steps of initial cluster centers screening are as follows:

Step 1. The linear decreasing weight will be given according to the order of candidate cluster centers generation: The weights of each cluster center are calculated according to Eq.6, and the weight distances of other data objects to each cluster center are calculated according to Eq.7.

\[ w = w_{\text{max}} - \frac{n \cdot (w_{\text{max}} - w_{\text{min}})}{n_{\text{max}}} \]  

(6)

The \( n_{\text{max}} \) represents the total number of candidate cluster centers, \( n \) is the position of generation order of current candidate cluster center, \( w_{\text{max}}=0.9, w_{\text{min}}=0.4 \).

\[ \text{dist}(o_1, o_2) = \rho \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_n - y_n)^2}, \rho = \frac{1}{w} \]  

(7)

Step 2. A once weight clustering is performed based on all the candidate cluster centers.

Step 3. Density evaluation is performed on all the formed clusters, if there are inferior clusters, that is, the density within the cluster does not meet the threshold requirement \( \rho = \lceil n/k \rceil \), the algorithm go to step 3, if there is no inferior cluster, go to step 5.

Step 4. The original candidate cluster center forming the inferior cluster will be deleted, and a new weight clustering will be imposed on the remaining original candidate cluster centers that satisfy the density threshold requirement.

Step 5. Density evaluation is performed on all the new formed clusters, if there still exist inferior clusters, the algorithm continues to process according to step 3 until all the inferior cluster centers are screened out. If there is no inferior cluster, go to step 5.

Step 6. The centers of the clusters formed by the weight clustering will be calculated to serve as initial cluster centers of the next part of DDWK-means algorithm.

According to the order of generation, the earlier a candidate cluster center is produced, the greater the weight will assigned to it, the accuracy and iteration times will be optimized by accelerating their local convergence speed. The candidate cluster centers with lower ranking will be given smaller weight, the convergence to local optimal results will be avoided by enhancing their global searching ability. The set of candidate cluster centers will be checked by weight iteration to further screen out the inferior cluster centers and improve the stability of the algorithm.

3.4. Conditional Relocation Iteration

In this part, in order to avoid the existence of inferior cluster centers in initial cluster centers, we set the clustering quality control conditions in the relocation iteration of the conventional algorithm. That is, after each cluster center relocation iteration, a density metric is added to mark the inferior cluster that
does not meet the threshold requirement. If the labeled inferior cluster show a downward trend in clustering quality (cluster density continues to decline) during the subsequent iterations, the inferior cluster will be deleted, and relocation iteration will be only carried on the remaining clusters that satisfying the density threshold. The detailed steps are as follows:

Step 1. Relocation iteration is carried out on initial cluster centers which were screened out in the previous part.

Step 2. Density measurement is performed on the formed clusters. If the density of each cluster meet the density threshold requirement, their inferior cluster markers will be eliminated, and the processing is continued according to step 1 until the clustering result is stable or reaches the maximum number of iterations. If there are clusters do not meet the density threshold requirement, they will be marked as inferior clusters and go to step 3.

Step 3. After recording the density in the current inferior cluster, if the cluster is marked for the first time, it go to step 1. If the cluster already has marks, it transfer to step 4.

Step 4. According to the quality control threshold $\varsigma$, if the number of times the inferior cluster is labeled does not exceed the threshold, it go to step 1, otherwise, it go to step 5. (Parameter $\varsigma$ represents the maximum times for a cluster allowed to be labeled as inferior cluster, The smaller the value of parameter $\varsigma$ is, the higher the control precision is, and the faster the converge rate is, but it is also easier to delete the real cluster by mistake.)

Step 5. If a cluster is continuously below the density threshold and the records of cluster density is decreasing, it will be deleted, otherwise it transfer to step 1.

By conditional relocation iteration, the possible inferior cluster centers can be eliminated as early as possible to avoid redundant iterations, and the convergence rate and stability of the algorithm will be optimized obviously.

3.5. Clustering Result Evaluation

In this part, we choose normalized mutual information (NMI) as the metric to evaluate the clustering results obtained by different parameters. The quality control threshold $NMI_{\text{accept}}$ of clustering result should be set according to the requirement of practical application. If all the clustering results do not meet the threshold, re-clustering will be carried out according to Rule 2. If there are clustering results that meet the requirements, the optimal clustering result is selected according to the value of NMI for each of them.

4. Experiment and analysis

4.1. Experimental Datasets

In the part of experiment, DDWK-means algorithm and conventional K-means algorithm were respectively repeated run 30 times on five datasets that selected from UCI (University of California Irvine)\(^1\). The maximal, minimal, and average value of each index were recorded. Both algorithms were implemented using Python3.0 on an Intel i7 of 3.60 GHz with 8 GB RAM. All the datasets were preprocessed by normalization. The detailed information of each dataset are shown in Table 1.

| Dataset               | Scale | Attribute | Cluster |
|-----------------------|-------|-----------|---------|
| Iris                  | 150   | 4         | 3       |
| Seeds                 | 210   | 7         | 3       |
| Survival              | 306   | 3         | 2       |
| Knowledge Modeling    | 403   | 5         | 4       |
| Perfume               | 560   | 2         | 20      |

\(^1\) The link of UCI dataset official website: http://archive.ics.uci.edu/ml/datasets.php.
4.2. Measurement Index
In the experiment, the performance of DDWK-means and conventional K-means algorithms are evaluated with internal and external measurements. The internal measurement uses silhouette coefficient, while the external measurement uses normalized mutual information.

Silhouette coefficient (SC). Evaluated the clustering quality by calculating the cohesion and separation of all the data. When the value of SC approaches 1, the clustering result is reasonable. Otherwise, if the value approaches −1, the clustering result is unreasonable.

NMI (Normalized Mutual Information). Evaluated the clustering quality by comparing the distribution of actual label with the data distribution after clustering. The receivable value of NMI should be in the range of [0, 1], a larger value corresponding to a greater agreement.

4.3. Experimental Results
The maximal number of the iteration for each algorithm was preset to 100. For DDWK-means algorithm, the \( NMI_{\text{accept}} \) was set to 0.55 and the \( \varsigma \) was set to 3. The mean values of 30 test results for each index are shown in Table 2. All the values were calculated to three decimal places.

| Dataset   | Conventional K-means | DDWK-means |
|-----------|----------------------|-------------|
| Iris      | SC Max: 0.689, Min: 0.599 | SC Max: 0.770, Min: 0.669 |
| Seeds     | SC Max: 0.698, Min: 0.605 | SC Max: 0.714, Min: 0.615 |
| Survival  | SC Max: 0.679, Min: 0.588 | SC Max: 0.737, Min: 0.647 |
| Knowledge | SC Max: 0.668, Min: 0.579 | SC Max: 0.620, Min: 0.575 |
| Perfume   | SC Max: 0.619, Min: 0.589 | SC Max: 0.648, Min: 0.618 |

4.4. Experiment Analysis
As shown in Table 2, compared with conventional K-means algorithm, our proposed algorithm eliminates the randomness of parameter selection, hence the clustering results are always unique, which makes the clustering process more stable. In addition, besides Perfume dataset, the clustering qualities of other datasets are significantly improved, which means that our algorithm is much more efficient than the conventional algorithm.

As shown in Table 3, for Perfume dataset which expects to divide 560 data objects into 20 clusters, the DDWK-means algorithm proposed in this paper is weaker than the conventional K-means algorithm in both quality evaluation metric of SC and NMI.

| Dataset | K-means | DDWK-means |
|---------|---------|------------|
| SC      | Max: 0.619, Min: 0.589, Mean: 0.601 | Max: 0.556 |
| NMI     | 0.648, 0.618, 0.622 | 0.590 |

After careful analysis of each part of DDWK-means algorithm, we found that the maximum cluster number \( \sqrt{n}=24 \) set for Perfume dataset is very close to the real cluster number \( (k=\sqrt{n}) \). Although the density threshold \( p=\lceil n/k \rceil \) and the measurement radius \( \varsigma \) based on this setting are close to the real value, in the process of candidate cluster centers selection, a large number of data objects that far exceeding the value of density threshold have been delimited by several early generated candidate cluster centers, which makes it impossible to select enough candidate cluster centers, thus leading to a large deviation in the number of initial cluster centers. Moreover, this deviation cannot be improved by the following steps, which greatly reduces the accuracy of the clustering result.
4.5. The Improvement for Multi-cluster Dataset

For multi-cluster dataset, which means the number of real clusters is close to the maximum clusters \( k \approx \sqrt{n} \), the main problem of DDWK-means algorithm is that the second part of the algorithm cannot pick out enough candidate cluster centers. Therefore, when dealing with multi-cluster dataset, we add density limit control to the part of candidate cluster centers selection to ensure that a sufficient number of candidate cluster centers can be found. The algorithm is adjusted as follows: for each selected candidate cluster center, only the nearest \( \sqrt{n} \) data objects are deleted from the current dataset to form the cluster, the algorithm will go forward until there is no object satisfying the density threshold.

On the two multi-cluster datasets of Perfume dataset and Absenteeism dataset, clustering experiments were conducted based on the adjusted DDWK-means algorithm and conventional K-means algorithm. The detailed information of each dataset are shown in Table 4.

| Dataset     | Scale | Attribute | Cluster |
|-------------|-------|-----------|---------|
| Perfume     | 560   | 2         | 20      |
| Absenteeism | 740   | 21        | 22      |

Each algorithm is respectively repeated run 30 times and the maximal, minimal, and average value of each index were recorded in Table 5. All the datasets were preprocessed by normalization and all the values were calculated to three decimal places.

| Dataset     | SC Max | SC Min | SC Mean | NMI Max | NMI Min | NMI Mean | SC | NMI |
|-------------|--------|--------|---------|---------|---------|----------|----|-----|
| Perfume     | 0.619  | 0.589  | 0.601   | 0.648   | 0.618   | 0.622    | 0.688 | 0.734 |
| Absenteeism | 0.604  | 0.536  | 0.579   | 0.617   | 0.564   | 0.592    | 0.653 | 0.717 |

The experimental results show that the adjusted DDWK-means algorithm is superior to the conventional K-means algorithm in SC and NMI metrics, and the clustering results are still stable, which proves the effectiveness of the algorithm in multi-cluster dataset clustering.

5. Conclusions and future work

K-means algorithm is one of the most typical methods of data mining. Aiming at the two disadvantages about the determination of the desired number of clusters and initial cluster centers in conventional algorithm, an improved DDWK-means algorithm based on “distance-density-weight” is proposed in this paper. Firstly, based on the concept of upper boundary of fuzzy theory, the range of desired number of clusters is divided equally, and the control parameters such as neighborhood density and measurement radius are determined by taking the upper boundary of each sub-segment as the representative value. It improves the robustness of the algorithm by avoiding the uncertainty which is caused by random selection and artificial setting. Secondly, data objects that meet the requirements will be sequentially selected as candidate cluster centers and form initial clusters. By continuously deleting the formed clusters, the size of the dataset and the computational complexity can be significantly reduced. Candidate cluster centers selected based on such rules are unique, and the clustering results are relatively stable which has no need for repeated experiments. Thirdly, in order to screen out better cluster centers, based on the inertia weight theory, all the candidate cluster centers will be given linear decreasing weights in order of their generation to speed up the gathering of data objects near the high-quality centers. After once weight iteration, inferior cluster centers that do not meet the density threshold requirement are screened out, and the remaining centers will be taken as initial cluster centers for next step. Based on this, the phenomenon of inferior cluster centers expelling high-quality cluster centers can be avoided by
eliminating the inferior candidate cluster centers that is caused by the change of dataset size. Then, in the part of conditional relocation iteration, both the convergence rate and the iterative redundancy will be optimized by adding the intra-cluster density evaluation to the relocation iteration process to screen out the inferior cluster centers as early as possible. Finally, according to the metric of clustering quality, the optimal algorithm parameters and clustering result can be adaptively determined by measuring each clustering result from different parameters.

The focus of future research should be on datasets that are large in scale but have few real clusters. For such dataset, if the number of its real cluster of is much smaller than the expected maximum number of clusters (k≪√n), our proposed algorithm tends to generate a large number of redundant iterations in the part of threshold parameters self-adaptive generation. In addition, when the difference between data objects of the dataset cannot be measured by Euclidean distance and neighborhood density, although the core idea of the algorithm is unchanged, it is necessary to redesign the selection rules of candidate cluster centers.
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