Abstract—In this work we study the reliability and secrecy performance achievable by practical low-density parity-check (LDPC) codes over the Gaussian wiretap channel. While several works have already addressed this problem in asymptotic conditions, i.e., under the hypothesis of codewords of infinite length, only a few approaches exist for the finite length regime. We propose an approach to measure the performance of practical codes and compare it with that achievable in asymptotic conditions. Moreover, based on the secrecy metrics we adopt to achieve this target, we propose a code optimization algorithm which allows to design irregular LDPC codes able to approach the ultimate performance limits even at moderately small codeword lengths (in the order of 10,000 bits).

I. INTRODUCTION

Coding for the Gaussian wiretap channel is a well-established research topic, but there are some partially unsolved and challenging problems. One of these problems is to study the secrecy performance in the finite code length regime, and to design optimized finite length codes. One of the most common metrics to assess the performance of finite length codes used for transmissions is the average bit error rate (BER) achieved by using some (possibly optimal) decoder. On the other hand, the secrecy performance over wiretap channels is classically measured using information-theoretic metrics, like the secrecy capacity, and in asymptotic conditions (e.g., infinite code length and random coding).

For example, consider, in [1], the authors consider a discrete memoryless channel (DMC) (that is, a binary erasure channel (BEC) or binary symmetric channel (BSC)) model for both the main and wiretapper’s channels, and design optimized regular LDPC codes for these channels. They show that their approach achieves the secrecy capacity when the wiretap channel consists of symmetric DMCs. No continuous channels are considered, and the secrecy capacity is achieved in the asymptotic regime (i.e., with infinite length codes).

The BER as a secrecy metric has instead been used in [2], where a coding scheme able to achieve a BER very close to 0.5 for the eavesdropper and very low for the authorized channel is proposed. In [2], the authors use differential evolution to design optimized LDPC codes able to achieve the desired BER targets while keeping the quality ratio between the main and the eavesdropper’s channels (named security gap) as small as possible. The proposed coding scheme is based on puncturing and, thanks to the BER-based analysis, is applicable at finite block lengths. A similar solution, but without the need of puncturing, has been proposed in [3], and extended in [4] to the case of parallel channels.

A bridge between information theoretic and error rate-based secrecy measures is presented in [5], where however the main goal is to propose a secret key sharing scheme for the wiretap channel, and the presence of an error-free public channel between the source and destination is considered, which helps the secret sharing process. By using regular LDPC codes, the authors show that the key capacity can be achieved in the asymptotic regime. Irregular LDPC codes are instead considered for the finite code length regime, and a density evolution based linear program is used to design them. The same approach is followed in [6] to assess the performance of punctured LDPC codes over the Gaussian wiretap channel.

Inspired by such works, in this paper we study the performance of finite length LDPC codes over the Gaussian wiretap channel, by defining suitable metrics to assess how far they are from optimality, which is achieved in asymptotic conditions. This permits us to explore the capacity-equivocation regions of these codes in the finite length regime, and without using puncturing. We also propose a twofold code optimization tool which allows to design optimal codes in terms of the considered metrics. Similar twofold code optimizations have been proposed for the relay channel [7]–[9], but no solution has been presented for the wiretap channel, at our best knowledge. We show that our approach allows to achieve great flexibility in the choice of the system parameters, as well as higher security levels with respect to previous solutions based on punctured LDPC codes [6].

The organization of the paper is as follows. In Section II we present the system model and the metrics we use to assess performance in asymptotic and finite length conditions. In Section III we describe the code design requirements. In Section IV we propose our code optimization approach. In Section V we provide and discuss some numerical results. Finally, Section VI concludes the paper.

II. SYSTEM MODEL AND METRICS

We consider the classical Gaussian wiretap channel model, in which a sender, named Alice, transmits a secret message $M$. She encodes her message into the $n$-symbol codeword $X^n$, which uniquely depends on $M$ and on some random message
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\( \mathcal{R} \) generated by Alice. We consider binary coding, therefore \( X^n \) actually is an \( n \)-bit codeword. If the secret message is \( k_s \) bits long and the random message is \( k_r \) bits long, the code rate is \( R_c = (k_s + k_r)/n = k/n \). The secret message rate, instead, is \( R_s = k_s/n \).

Transmission occurs over a Gaussian channel for both the authorized receiver, named Bob, and the eavesdropper, named Eve. The noisy codewords received by Bob and Eve are denoted by \( Y^n \) and \( Z^n \), respectively. In order to achieve successful transmission of \( \mathcal{M} \) over this channel, both the following targets must be fulfilled:

i) \( \mathcal{M} \) must be reliably decoded by Bob, i.e., with a sufficiently small error rate (reliability target).

ii) the information about \( \mathcal{M} \) gathered by Eve must be sufficiently small (security target).

Concerning the reliability target, in ideal conditions (i.e., infinite code length and random coding) the channel capacity can be used as the ultimate code rate limit. In the finite length regime, instead, a practical code must be designed to allow Bob to achieve a sufficiently low error rate in decoding the secret message. Concerning the security target, some classical information theoretic secrecy metrics are only useful in the asymptotic regime. In fact, denoting by \( I(x; y) \) the mutual information between \( x \) and \( y \), we have [10]:

- Strong secrecy when the total amount of information leaked about \( \mathcal{M} \) through observing \( Z^n \) goes to zero as \( n \) goes to infinity, i.e., \( \lim_{n \to \infty} I(\mathcal{M}; Z^n) = 0 \).

- Weak secrecy when the rate of information leaked about \( \mathcal{M} \) through observing \( Z^n \) goes to zero as \( n \) goes to infinity, i.e., \( \lim_{n \to \infty} I(\mathcal{M}; Z^n)/n = 0 \).

So, these metrics are not useful in order to assess the performance in finite length conditions and compare it with that in the asymptotic regime.

However, another metric can be exploited, which was already used in Wyner’s original work [11]. According to [11], transmission is accomplished in perfect secrecy when the wiretapper equivocation rate on the secret message, \( R_e = \frac{1}{n} H(\mathcal{M}|Z^n) \), with \( H(\cdot) \) denoting the entropy function, equals the entropy of the data source. We consider independent and identically distributed secret messages, therefore the source entropy rate is equal to \( R_s \). So, perfect secrecy is achieved when the equivocation rate \( R_e \) equals the secret message rate \( R_s \), i.e.,

\[
\tilde{R}_e = R_e/R_s = 1. \tag{1}
\]

\( \tilde{R}_e \) is called fractional equivocation rate.

Actually, the ultimate limit achievable by the equivocation rate is the secrecy capacity \( C_s = C_B - C_E \), where \( C_B \) and \( C_E \) are Bob’s and Eve’s channel capacities, respectively. For a binary-input channel with additive white Gaussian noise (AWGN) and signal-to-noise ratio (SNR) \( \gamma \), the capacity is given by the following expression:

\[
C(\gamma) = 1 - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{(y-\sqrt{\gamma}t)^2}{2}} \log_2 \left( 1 + e^{-2\sqrt{\gamma}y} \right) dy. \tag{2}
\]

Then, the target is to maximize \( R_e \) in such a way as to approach the secrecy capacity. On the other hand, when considering finite length codes, it is expected that \( C_s < R_s \) and another valuable issue is the evaluation of the gap between the secret message rate and the secrecy capacity. Numerical examples will be presented in Section V.

Concerning the computation of the equivocation rate, it can be shown that [6]:

\[
R_e = -\frac{1}{n} \left[ H(X^n) - I(X^n; Z^n) + H(\mathcal{M}|Z^n, X^n) - H(X^n|:\mathcal{M}, Z^n) \right]. \tag{3}
\]

From (3) it results that this formulation of Eve’s equivocation rate requires to compute the quantity \( H(X^n|:\mathcal{M}, Z^n) \), that is, the entropy of \( X^n \) conditioned to receiving \( Z^n \) and knowing the secret message \( \mathcal{M} \). Eve obviously does not know the secret message, therefore we suppose the existence of another (fictitious) receiver in the same position as Eve’s, knowing the secret message \( \mathcal{M} \). We denote such a receiver as Frank: he receives the same vector \( Z^n \) as Eve but, differently from Eve, he has perfect knowledge of the secret message \( \mathcal{M} \). Then, he tries to decode \( Z^n \) for recovering the random message \( \mathcal{S} \), which is the only source of uncertainty for Frank in order to reconstruct \( X^n \). The resulting wiretap channel model is schematically depicted in Fig. 1. The letter \( M \) inside Alice’s and Frank’s boxes points out that the message is known to both Alice and Frank.

Let us suppose that, in these conditions, Frank experiences a decoding error probability (or codeword error rate (CER)) equal to \( \eta \). By Fano inequality we have \( H(X^n|:\mathcal{M}, Z^n) \leq 1 + k_r \eta \). We also have \( H(X^n) = k \) and \( H(\mathcal{M}|Z^n, X^n) \leq H(\mathcal{M}|X^n) = 0 \). Concerning Eve’s channel mutual information \( I(X^n; Z^n) \), we could obtain a tight upper bound on it as proposed in [12], by taking into account the code length and the target error rate. However, by using the classical bound \( I(X^n; Z^n) \leq nC_E \), we obtain a limit value which is independent of Eve’s error rate. Such a value cannot be overcome even if Eve’s error rate changes, therefore it represents a conservative choice for our purposes. Based on these considerations, we can find a lower bound on Eve’s equivocation rate about the secret message as [6]:

\[
R_e \geq \frac{1}{n} \left[ k - nC_E - k_r \eta - 1 \right] = \frac{R_c - C_E - (R_c - R_s)\eta}{n} - 1 = R_c^e. \tag{4}
\]

By looking at (4), it is evident that this metric is well suited to assess the secrecy performance of practical, finite
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length codes. In fact, the code length is taken into account, and the error rate experienced by Frank can be estimated for practical codes through numerical simulations. Its value obviously depends on Frank’s SNR, which is the same as Eve’s, and therefore, according to (2), it determines $C_E$. It follows that, for a fixed code length and rate, the equivocation rate can be maximized by optimizing the choice of the pair $(\eta, C_E)$.

### III. Code Design

An LDPC code with rate $R_c = k/n$ is defined through its parity-check matrix $H$ of size $(n-k) \times n$. Alternatively, the LDPC code can be represented through a Tanner graph, that is a bipartite graph composed of variable and check nodes, which correspond to the codeword symbols and the parity-check equations, respectively. Note that, by $h_{ij}$ the $(i,j)$-th element of $H$, there is an edge between the $j$-th variable node and the $i$-th check node iff $h_{ij} = 1$. The number of edges connected to a node is called degree of that node. The following two polynomials are commonly used to denote the variable and check node degree distributions:

$$
\lambda(x) = \sum_{i=2}^{d_v} \lambda_i x^{i-1}, \quad \rho(x) = \sum_{j=2}^{d_c} \rho_j x^{j-1}
$$

where $d_v$ and $d_c$ are the maximum variable and check node degrees, respectively. In $\lambda(x)$ ($\rho(x)$), the coefficient $\lambda_i$ ($\rho_j$) coincides with the fraction of edges connected to the variable (check) nodes having degree $i$ ($j$). Therefore, $\lambda(x)$ and $\rho(x)$ are defined from the edge perspective. The code rate can be expressed as:

$$
R_c = 1 - \frac{\sum_{i=2}^{d_v} \rho_i / \lambda_i}{\sum_{j=2}^{d_c} \lambda_j / j}
$$

The most common LDPC code decoding algorithm, which is an instance of the well-known belief propagation principle, is based on the exchange of soft messages about each received bit between the nodes of its Tanner graph. Therefore, the performance of an LDPC code depends on the connections among the nodes of its Tanner graph. Indeed, a variable node with a greater number of connected edges has more parity-check equations which verify its associated bit. On the other hand, check nodes with low degrees correspond to parity-check equations with less unknowns. The optimization of the code performance under message passing decoding consists in finding the best tradeoff between these two effects, and this usually requires irregular degree distributions. The well-known density evolution algorithm, proposed in [13], aims at optimizing the pair $(\lambda(x), \rho(x))$ based on the statistics of the decoder messages. However, differently from classical transmission problems, in our setting the same code (chosen by Alice) is used by three receivers: Bob, Eve, and Frank, and the code optimization should take this into account.

Let us consider a systematic encoder and let us suppose that the transmitted codeword is $c = [M|\mathcal{R}|\mathcal{P}]$, where $M$ is the $k_s$-bit secret message, $\mathcal{R}$ is the $k_r$-bit random message and $\mathcal{P}$ is the $r$-bit redundancy vector added by the encoder.
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Obviously, systematic encoding shall be avoided in security applications, especially if source coding is not optimal. In fact, in such a case, Eve could look at the systematic part of the received codeword and gather some information about the secret message parts which are less affected by errors. In practical systems, systematic encoding can be easily avoided by scrambling the information bits prior to encoding [3]. Having this clearly in mind, for our code design and analysis purposes it is convenient to keep the assumption of systematic encoding. Under this hypothesis, the code parity-check matrix can be divided into three blocks as shown in Fig. 2, corresponding to the three parts of the codeword $c$. Bob must use the whole matrix to decode for both the secret and random messages (since he does not know in advance any of them), although in the end he is interested only in $M$. Eve is in the same condition, although she receives the signal through a different channel. Frank, instead, has perfect knowledge of $M$, and only needs to decode for $r$. Therefore, he can precompute $A \cdot M^T = s$, were $^T$ denotes transposition. Then, he can use $s$ as a syndrome vector and focus on the reduced parity-check system:

$$
[B|C] \cdot [\mathcal{R}|\mathcal{P}]^T = H' \cdot c^T = s.
$$

Obviously, decoding for a vector having an all-zero syndrome or a different syndrome is equivalent, due to the code linearity. Hence, Frank performs decoding through the LDPC code defined by $H'$, having rate $R_F = k_r/(k_r + r)$. The code rate for Bob instead coincides with the overall code rate, i.e., $R_B = k/n$. It follows that $R_F = \frac{R_B}{1 - R_B}$. In the setting we consider, it is important that both Bob’s and Frank’s codes are optimized. In fact, an optimized code for Frank instead serves to approach the channel capacity, which is the ultimate limit for the reliability target. An optimized code for Frank instead serves to achieve the desired $\eta$ with the smallest possible SNR. Since Frank’s SNR is the same as Eve’s, this reduces Eve’s channel capacity $C_E$.

### IV. Code Optimization

We propose an optimization strategy for Bob’s and Frank’s codes based on the density evolution algorithm, which is commonly used to optimize a single code, with some modifications in order to consider the joint optimization target. In Section IV-A we briefly recall the steps of the single code optimization and then in Section IV-B we describe our strategy for the joint code optimization. In this work, as in [13], we use the
density evolution algorithm with Gaussian approximation of the decoder messages.

A. Single optimization

The density evolution algorithm is well-known in the literature; therefore, for the sake of brevity, we report here only the main equations of [13], as they are used in the proposed joint code optimization.

Given \( \rho(x) \), \( R_c \) and \( d_v \), the optimization of \( \lambda(x) \) of a single code is possible by applying the following constraints:

\[ C_1 - \text{Rate constraint:} \]

\[
\sum_{i=2}^{d_v} \frac{\lambda_i}{i} = \frac{1}{1 - R_c} \sum_{i=2}^{d_v} \frac{\rho_i}{i} \tag{7}
\]

\[ C_2 - \text{Proportion distribution constraint:} \]

\[
\sum_{i=2}^{d_v} \lambda_i = 1. \tag{8}
\]

\[ C_3 - \text{Convergence constraint (from [13, Eq. (16)]):} \]

\[
r > h(s, r), \; \forall r \in (0, \phi(s)) \tag{9}
\]

where \( s = \frac{2}{\sigma^2} \), \( \sigma^2 \) being the noise variance, and \( \phi(.) \) will be defined in (12). For \( 0 < s < \infty \) and \( 0 < r \leq 1 \), we define \( h(s, r) \) in (9) as follows:

\[
h(s, r) = \sum_{i=2}^{d_v} \lambda_i h_i(s, r) \tag{10}
\]

where

\[
h_i(s, r) = \phi \left( s + (i - 1) \sum_{j=2}^{d_v} \rho_j \phi^{-1} \left( 1 - (1 - r)^{j-1} \right) \right) . \tag{11}
\]

In (9) and (11),

\[
\phi(x) = \begin{cases} 
1 - \frac{1}{\sqrt{4\pi x}} \int_{-\infty}^{+\infty} e^{-\frac{(u-x)^2}{4u}} du, & \text{if} \; x > 0 \\
1, & \text{if} \; x = 0 
\end{cases} . \tag{12}
\]

Condition (9) is equivalent to impose that \( r_1(s) \rightarrow 0 \) for \( l \rightarrow \infty \) [13], with \( r_1 = h(s, r_{l-1}) \) and \( r_0 = \phi(s) \).

\[ C_4 - \text{Stability condition:} \]

\[
\lambda_2 < \frac{e^{\frac{s}{2x}}}{\sum_{j=2}^{d_v} \rho_j (j - 1)}. \tag{13}
\]

In the single code optimization, the code threshold \( s^* \) is defined as the minimum \( s \) for which the constraints \( [C_1 - C_4] \) are satisfied. From the definition of \( s \), it is evident that \( s^* \) corresponds to the maximum noise variance \( \sigma^2 \) for which the constraints are verified.

B. Joint optimization

In order to perform the joint optimization of Bob’s and Frank’s codes, we must impose that Frank’s code is somehow contained in Bob’s code (in other terms, that Frank’s parity-check matrix is a sub-matrix of Bob’s parity-check matrix). Therefore, in addition to the constraints in Section IV-A, we need another condition. To obtain this further constraint, we introduce the polynomial \( \lambda(x) \) which corresponds to the node perspective of \( \lambda(x) \). In \( \tilde{\lambda}(x) \), the fraction of nodes of degree \( i \) can be derived from \( \lambda(x) \) through the following formula:

\[
\tilde{\lambda}_i = \frac{\lambda_i/n}{\sum_{k=2}^{d_v} \lambda_k / k} . \tag{14}
\]

In order to obtain the check node degree distributions from the node perspective \( \tilde{\rho}(x) \), a similar formula can be applied to the check nodes degree distributions from the edge perspective.

This can be easily achieved by replacing in (14) \( \lambda(x) \) with \( \tilde{\rho}(x) \). Let \( \tilde{\lambda}(x) \) be the maximum variable node degree. \( C_5 \) adds to \( [C_1 - C_4] \) and the optimum \( \tilde{\lambda}(x) \) must satisfy all these constraints.

In the joint optimization algorithm, we define the convergence threshold as the maximum of \( c = \sigma_B^2 + \sigma_F^2 \), denoted by \( c^* \), for which the constraints \( [C_1 - C_5] \) are satisfied. In the expression of \( c \), \( \sigma_B^2 \) and \( \sigma_F^2 \) are Bob’s and Frank’s noise variances, respectively. It should be noted that this procedure differs from optimizing the two codes separately. In fact, in principle, we could first optimize Frank’s code, and then try to optimize Bob’s code by taking account the degree distributions obtained for Frank and the constraint \( C_5 \). This, however, could impose too strong constraints on Bob’s code degree distribution, thus preventing to find a good solution for him, too. In fact, some solutions may exist for which neither Bob’s nor Frank’s degree distributions are individually optimal, but their joint performance is optimal.

As in [13], in order to design the check node degree distribution, we adopt a concentrated distribution (i.e., with only two degrees, concentrated around the mean). It is widely recognized that this solution, though very simple, is able to achieve very good performance. Hence, for each pair \( (\lambda_F(x), \lambda_B(x)) \), we obtain the pair \( (\tilde{\rho}_F(x), \tilde{\rho}_B(x)) \) by using the following formula, valid for both Bob and Frank:

\[
\tilde{\rho}(x) = a x |c_m| + b x |c_m| , \tag{16}
\]
where \( c_m = \frac{E}{v} = \frac{\sum_{j} \lambda_j f_j}{(1-R_e)} \) and \( E \) is the total number of edges in the Tanner graph. The values \( a \) and \( b \) are computed as
\[
\begin{align*}
a &= \lceil c_m \rceil - c_m, \\
b &= c_m - \lfloor c_m \rfloor.
\end{align*}
\]
In (16) and (17), \( \lceil c_m \rceil \) and \( \lfloor c_m \rfloor \) represent the ceiling and floor value of \( c_m \), respectively.

V. NUMERICAL RESULTS

In order to provide some practical examples, we use the procedure described in Section IV-B to design several codes with \( d_v^{(B)} = d_v^{(F)} = 50 \). We consider code rates \( R_e = R_B = 0.35, 0.5, 0.75 \) and several values of \( R_s < R_B \). The degree distributions obtained through the joint optimization procedure are reported in Table I. Concerning the choice of the degrees of \( x \) allowed in the two polynomials, the only constraints we impose are that they must not overcome the maximum values \( d_v^{(B)} \) and \( d_v^{(F)} \), and that the number of nodes of degree 2 must be such that the stability condition (13) is met by both codes.

To provide some examples of finite length codes, we consider LDPC codes with length \( n_1 = 100000 \) and \( n_2 = 50000 \); Frank’s code length is then obtained from these values by considering the submatrix \( H^t \). Once having defined the degree distributions, the parity-check matrices are designed through the Progressive Edge Growth (PEG) algorithm [14]. The numerical results are obtained by considering, for all coding schemes, binary phase shift keying (BPSK) modulation over the AWGN channel. When considering finite length codes, through numerical simulations we are able to determine the values of the SNR per bit (\( E_b/N_0 \)) that ensure a given CER. These values are reported in Table II, for both Bob and Frank, assuming \( \text{CER} = 10^{-2} \) and several values of \( R_s \). In the table, the values of \( E_b/N_0 \) identify the codes convergence thresholds obtained through density evolution. These values represent the ultimate performance bounds achievable in asymptotic conditions (i.e., infinite code length). The values of \( E_b/N_0 \) instead represent the SNR working points, estimated through simulations, for the practical codes with lengths \( n_1 \) and \( n_2 \), respectively. We observe from Table II that, for Bob’s code, the finite length performance approaches the asymptotic threshold as the code rate increases. Indeed, for \( R_B = 0.75 \) and code length equal to \( n_1 \) and \( n_2 \), the gap between the asymptotic threshold and the finite length codes performance is about 0.4 dB and 0.2 dB, respectively.

As a security metric we use the lower bound \( R_s^* \) on the equivocation rate, computed according to (4) and the values in Table II. The secrecy capacity \( C_s \), that represents the ultimate limit achievable by the equivocation rate, is also computed for the cases of interest, and used as a benchmark. We compute \( C_s \) under the hypothesis of ideal coding, i.e., that Bob’s and Frank’s code rates coincide with the respective channel capacities. Since Frank’s and Eve’s channels coincide, it follows that \( C_s = R_B - R_F = R_s - R_e \). In order to assess if practical codes can approach the perfect secrecy condition (1), we then compute the fractional lower bound on the equivocation rate \( R_f^* = R_s^*/R_s \) both in asymptotic conditions and in the finite code length regime, and compare its values with the fractional secrecy capacity \( \tilde{C}_s \). We find that in our schemes with \( n = 10^6 \), the values so obtained are reported in Fig. 3, for the same values of \( R_s \) considered in Tables I and II. As an example, for the considered code parameters and \( R_s = 0.725 \), we find that asymptotic conditions the designed codes approach the secrecy capacity and the perfect secrecy condition. Notably, even using relatively short codes, with 10000-bit codewords, the fractional equivocation rate is close to 0.8. For the sake of comparison, we consider some results reported in [6] for the scheme based on punctured LDPC codes. The corresponding points are marked with an asterisk in Fig. 3. Those results consider codes with length \( n = 10^6 \), at which the performance of LDPC codes usually approaches the density evolution threshold. However, the asymptotic performance achieved by the degree distributions found through the proposed approach exhibits some gain at the same message rates. Furthermore, for \( R_s = 0.43 \), even our schemes with \( n = 10000 \) and \( n = 50000 \) outperform that proposed in [6] with \( n = 10^6 \).

From Fig. 3 it results that the best performance in terms of Eve’s equivocation rate is achieved when the secret message rate approaches the code rate. This could seem counterintuitive, since suggests to use few random bits to confuse the eavesdropper. However, in this condition \( R_F \) is small and Frank is able to reach the desired performance at low SNR. The latter coincides with Eve’s channel SNR, therefore Eve’s equivocation rate is large. On the other hand, imposing that Eve’s channel has a too low SNR is not realistic, therefore some randomness shall always be used in order to relax the constraints on Eve’s channel quality.

VI. CONCLUSION

We have studied the performance of practical LDPC coded transmissions over the Gaussian wiretap channel. By using suitable reliability and security metrics, we have computed performance bounds in the asymptotic regime and assessed the achievable performance under the hypothesis of finite
TABLE I

| $R_B$ | $0.33$ | $0.4$ | $0.45$ | $0.5$ | $0.6$ | $0.7$ | $0.75$ |
|-------|--------|--------|--------|--------|--------|--------|--------|
| $R_B$ | $0.35$ | $0.5$ | $0.5$ | $0.75$ | $0.75$ | $0.75$ | $0.75$ |
| $i$   | $2$    | $3$    | $4$    | $5$    | $6$    | $7$    | $8$    |
|       | $0.667$ | $0.227$ | $0.0267$ | $0.0057$ | $0.2877$ | $0.1792$ | $0.0184$ |
| $\lambda_i$ | $0.1858$ | $0.2291$ | $0.0252$ | $0.0061$ | $0.2907$ | $0.2779$ | $0.0190$ |
| $\rho_i$  | $0.4208$ | $0.1656$ | $0.0234$ | $0.0306$ | $0.0124$ | $0.0096$ | $0.0124$ |

codeword lengths. We have also proposed an optimization approach to design good codes for this context. Our results show that these codes are able to approach the ultimate performance limits even with relatively small block lengths.
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