Topological Levinson’s theorem for inverse square potentials: complex, infinite, but not exceptional
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Abstract

In this review paper we carry on our investigations on Schrödinger operators with inverse square potentials on the half-line. Depending on several parameters, such operators possess either a finite number of complex eigenvalues, or an infinite one, but also some spectral singularities embedded in the continuous spectrum (exceptional situations). The spectral and the scattering theory for these operators is recalled, and new results for the exceptional cases are provided. Some index theorems in scattering theory are also developed, and explanations why these results can not be extended to the exceptional cases are provided.
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1 Introduction

Levinson’s theorem is a relation between the number of bound states of a quantum mechanical system and an expression related to the scattering part of that system. It was originally established by N. Levinson in [6] for Schrödinger operators with a spherically symmetric potential, and has then been developed by numerous researchers on a purely analytical basis. About 10 years ago, it has been shown that this relation can be interpreted as an index theorem in scattering theory, and the results of these investigations have been summarized in the review paper [11].

More recently, a scattering system involving several parameters has been exhibited in [3] and this system has been at the root of several extensions of Levinson’s theorem: In [8] it has been shown that complex eigenvalues can also be counted, and
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in [5] a first attempt for dealing with an infinite number of eigenvalues has been introduced. However, some of the operators exhibited in [3] were not used for these extensions, and our aim in the present paper is to complete the investigations for the entire family.

Before entering into the details of our investigations, let us immediately mention that part of our aim has been unsuccessful. Indeed, for a reduced family of operators, we end up with wave operators which are either unbounded or not Fredholm. In such a situation, computing their Fredholm index is either much more involved or simply not possible. Nevertheless, we provide an exhaustive picture of the situation and describe the limitations of our approach. We hope that our presentation will motivate further investigations for the trickiest cases.

Let us now be more precise on the model and on the results, see also Section 2 for more details on the model. The initial system consists in a family of Schrödinger operators of the form

$$-\frac{d^2}{dr^2} + \left( m^2 - \frac{1}{4} \right) \frac{1}{r^2}$$

on the half-line $\mathbb{R}_+$. The parameter $m \in \mathbb{C}$ with $\Re(m) > -1$ is used for describing the coupling constant for the potential. For $m \neq 0$ an additional parameter $\kappa \in \mathbb{C}$ is used for defining the boundary condition at $r = 0$, while for $m = 0$ another family of operators indexed by a boundary parameter $\nu$ is defined. The study of the corresponding families of closed operators $H_{m,\kappa}$ and $H_{\nu_0}$ in $L^2(\mathbb{R}_+)$ has been initiated and extensively performed in [3].

Among all operators $H_{m,\kappa}$ and $H_{\nu_0}$ only a few are self-adjoint. They are exhibited in Lemma 2.2. In the large complementary family, some pairs of parameters $(m, \kappa)$ and some parameters $\nu$ are called exceptional if they satisfy a prescribed condition provided in Definition 3.1. As shown in Remark 3.8 the corresponding operators $H_{m,\kappa}$ or $H_{\nu_0}$ possess spectral singularities in the continuous spectrum. Around these singularities the spectral and the scattering properties of these operators are less obvious, and for that reason these operators were not considered in [3]. Here, we shall consider all the operators, and provide as much information as possible even in the exceptional situations.

The spectral theory of the operators $H_{m,\kappa}$ and $H_{\nu_0}$ is provided in Section 3. The number of eigenvalues of these operators can be finite or infinite, depending on the parameters. For the exceptional operators, it is shown in particular that even though there is no eigenvalue embedded in the continuous spectrum, it is possible to construct a family of operators of the same type (but non-exceptional) having complex eigenvalues converging to a prescribed value in $\mathbb{R}_+$, see Lemma 3.3. These convergences take place either in $\mathbb{C}_+$ or in $\mathbb{C}_-$ depending on the choice of the initial exceptional parameters.

The next spectral result corresponds to a limiting absorption principle. For non-exceptional operators this limiting process takes place from below and from above the real axis in $\mathbb{C}$, but in the exceptional cases some restrictions appear. More precisely, at the spectral singularity the limiting absorption principle holds only on one side of the real axis, the side free of possible accumulations of complex eigenvalues. These results are gathered in Propositions 3.5 and 3.6. Let us also note that even if most of the exceptional operators have only one spectral singularity, some have two spectral singularities (with corresponding limiting absorption principles in two different half-planes) and some have an infinite number of spectral singularities, converging both to 0 and to $+\infty$. 
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The scattering theory for the pairs of operators \((H_{m,\kappa}, H_D)\) or \((H'_\nu, H_D)\) is studied in Section 4. The reference operator \(H_D\) corresponds to the Dirichlet Laplacian on \(\mathbb{R}_+\) (and is equal to \(H_{1/2,0}\)). Following the approach of [3] we start by constructing the generalized Hankel transformations \(F_{m,\kappa}\) and \(F'_{\nu,0}\), and define the wave operators in terms of these transformations. Various representations are provided for these operators, but here again a special attention has to be paid to the exceptional cases. Indeed, for them either one or sometimes both wave operators are not bounded. A list of all unbounded wave operators is provided at the end of Section 4.

In the last section we provide some index theorems in scattering theory. This part contains new information but the framework corresponds to the one which already appeared in [8] and to part of the one used in [5]. The first step consists in providing a representation of the wave operators in the usual setting of pseudo-differential operators. Since this new representation is implemented by a unitary transformation, the bounded wave operators remain bounded, and the unbounded ones remain unbounded! However, this representation is convenient for the introduction of some \(C^*\)-algebras containing pseudo-differential operators of order 0 and with coefficients which are either asymptotically constant or periodic. These algebras contain all bounded wave operators, as stated in Proposition 5.4.

Once in this \(C^*\)-algebraic framework, the way for index theorems is already paved and rather well understood. Indeed, by looking at some ideals in these algebras and by considering the quotient algebras, one ends up automatically with an index map which corresponds to our topological version of Levinson’s theorem. For the model under consideration and depending on the parameters, one obtains either an index theorem for Fredholm operator or a so-called Atiyah’s \(L^2\)-index theorem [1]. These results are presented in Theorem 5.3 and 5.5. Note that the Fredholm case has already been considered for several models in [11], and beside the usual contribution due to the scattering operator, two additional contributions are possible. In the original representation they correspond to corrections at 0-energy and at energy equal to \(+\infty\). Note also that in the present setting we are dealing with arbitrary complex eigenvalues while in reference [11] only real eigenvalues were considered. On the other hand, when the number of bound states is infinite, no such correction appears, and the new Levinson’s theorem corresponds to an equality between the winding number computed over one period for the scattering operator, and a suitable trace in the Floquet-Bloch representation of the projection on the bound states of \(H_{m,\kappa}\). This situation coincides with a special instance of the results obtained in the seminal paper [1] where an index theorem is provided for elliptic operators on a non-compact manifold which are invariant under the action of a discrete group. The decomposition with respect to the group corresponds in our setting to the Floquet-Bloch decomposition.

Unfortunately, in Section 5 about index theorems the exceptional cases are no more considered. Indeed, as already mentioned some of the corresponding wave operators are unbounded, and therefore can not easily be associated to any \(C^*\)-algebra. For the remaining wave operators still belonging to some \(C^*\)-algebras, their principal symbol are not boundedly invertible. As a consequence, these operators are not Fredholm, and their analytical index can not be defined. It is
quite unfortunate that the presence of a spectral singularity prevented us from defining any index theorem for the corresponding wave operators. Note that a related result about the non-completeness of the wave operators in the presence of spectral singularity has also been recently obtained in [4]. Some relations between spectral singularities and scattering theory have also been exhibited in [7, 12], see also references therein. We hope that future investigations will provide new insights about these exceptional situations in our algebraic framework.

2 The model

In this section we introduce the model used for our investigations. This material is borrowed from [3] to which we refer for more explanations and for the proofs. Note that [5, 8] also contain partial information of this model. For any \( m \in \mathbb{C} \) we consider the differential expression

\[
L_{m^2} := -\partial_r^2 + \left( m^2 - \frac{1}{4} \right) \frac{1}{r^2}
\]

acting on distributions on \( \mathbb{R}_+ \). The maximal operator associated with \( L_{m^2} \) in \( L^2(\mathbb{R}_+) \) is defined by \( \mathcal{D}(L_{m^2}^{\max}) = \{ f \in L^2(\mathbb{R}_+) \mid L_{m^2} f \in L^2(\mathbb{R}_+) \} \), and the minimal operator \( L_{m^2}^{\min} \) is defined as the closure of the restriction of \( L_{m^2} \) to \( C_0^\infty(\mathbb{R}_+) \), where \( C_0^\infty(\mathbb{R}_+) \) denotes the set of compactly supported smooth functions on \( \mathbb{R}_+ \). Then, the equality \( (L_{m^2}^{\min})^* = L_{m^2}^{\max} \) holds for any \( m \in \mathbb{C} \), and \( L_{m^2}^{\min} = L_{m^2}^{\max} \) if \( |\Re(m)| < 1 \). In the latter situation \( \mathcal{D}(L_{m^2}^{\max}) \) is a closed subspace of codimension 2 of \( \mathcal{D}(L_{m^2}^{\max}) \), and for any \( f \in \mathcal{D}(L_{m^2}^{\max}) \) there exist \( a, b \in \mathbb{C} \) such that

\[
\begin{align*}
    f(r) - ar^{1/2 - m} - br^{1/2 + m} &\in \mathcal{D}(L_{m^2}^{\min}) \text{ around } 0 & \text{if } m \neq 0, \\
    f(r) - ar^{1/2} \ln(r) - br^{1/2} &\in \mathcal{D}(L_{0}^{\min}) \text{ around } 0.
\end{align*}
\]

Here, the expression \( g(r) \in \mathcal{D}(L_{m^2}^{\min}) \text{ around } 0 \) means that there exists \( \zeta \in C_0^\infty([0, \infty)) \) with \( \zeta = 1 \) around 0 such that \( g\zeta \in \mathcal{D}(L_{m^2}) \). In addition, the behavior of any function \( g \in \mathcal{D}(L_{m^2}^{\min}) \) is known, namely \( g \in H_0^0(\mathbb{R}_+) \) and as \( r \to 0 \):

\[
\begin{align*}
    g(r) &= o(r^{3/2}) \quad \text{and} \quad g'(r) = o(r^{1/2}) & \text{if } m \neq 0, \\
    g(r) &= o(r^{3/2} \ln(r)) \quad \text{and} \quad g'(r) = o(r^{1/2} \ln(r)) & \text{if } m = 0.
\end{align*}
\]

Remark 2.1. It is worth mentioning that for \( m \neq 0 \) the functions \( r \mapsto r^{1/2 \pm m} \) are the two linearly independent solutions of the ordinary differential equation \( L_{m^2} u = 0 \), and that they are square integrable near 0 if \( |\Re(m)| < 1 \). Similarly, the functions \( r \mapsto r^{1/2} \) and \( r \mapsto r^{1/2} \ln(r) \) are the two linearly independent solutions of the ordinary differential equation \( L_0 u = 0 \).

Based on the above observations we construct various closed extensions of the operator \( L_{m^2}^{\min} \). For simplicity we restrict our attention to \( m \in \mathbb{C} \) with \( |\Re(m)| < 1 \).
These extensions are parameterized by a boundary condition at 0, namely for any \( \kappa \in \mathbb{C} \cup \{ \infty \} \) we define a family of closed operators \( H_{m,\kappa} \):

\[
\mathcal{D}(H_{m,\kappa}) = \{ f \in \mathcal{D}(L_{m}^{\max}) | \text{ for some } c \in \mathbb{C}, \]
\[
f(r) - c(r^{1/2-m} + r^{1/2+m}) \in \mathcal{D}(L_{m}^{\min}) \text{ around } 0 \}, \quad \kappa \neq \infty;
\]

\[
\mathcal{D}(H_{m,\infty}) = \{ f \in \mathcal{D}(L_{m}^{\max}) | \text{ for some } c \in \mathbb{C}, \]
\[
f(r) - cr^{1/2-m} \in \mathcal{D}(L_{m}^{\min}) \text{ around } 0 \}.
\]

For \( m = 0 \), we introduce an additional family of closed operators \( H_{\nu}^{0} \) with \( \nu \in \mathbb{C} \cup \{ \infty \} \):

\[
\mathcal{D}(H_{\nu}^{0}) = \{ f \in \mathcal{D}(L_{0}^{\max}) | \text{ for some } c \in \mathbb{C}, \]
\[
f(r) - c(r^{1/2} \ln(r) + vr^{1/2}) \in \mathcal{D}(L_{0}^{\min}) \text{ around } 0 \}, \quad \nu \neq \infty;
\]

\[
\mathcal{D}(H_{\infty}^{0}) = \{ f \in \mathcal{D}(L_{0}^{\max}) | \text{ for some } c \in \mathbb{C}, \]
\[
f(r) - cr^{1/2} \in \mathcal{D}(L_{0}^{\min}) \text{ around } 0 \}.
\]

Let us directly mention a few simple properties of these operators. For any \( |\Re(m)| < 1 \) and any \( \kappa \in \mathbb{C} \cup \{ \infty \} \), the equality \( H_{m,\kappa} = H_{-m,\kappa^{-1}} \) holds. For that reason, the case \( \kappa = \infty \) will be disregarded in the following. In addition, the operator \( H_{0,\kappa} \) does not depend on \( \kappa \), and all these operators coincide with \( H_{0}^{\infty} \) (which has already been fully investigated in [2]). For that reason, all results about the case \( m = 0 \) will be formulated in terms of the family \( H_{\nu}^{0} \) for \( \nu \in \mathbb{C} \). It has also been proved in [3, Prop. 2.3] that for any \( m \in \mathbb{C} \) with \( |\Re(m)| < 1 \) and for any \( \kappa, \nu \in \mathbb{C} \) one has

\[(H_{m,\kappa})^* = H_{m,\kappa} \quad \text{and} \quad (H_{\nu}^{0})^* = H_{0}^{\nu}.
\]

Based on this, the self-adjoint elements can easily be identified in the two families of operators. Indeed, one has:

**Lemma 2.2.** (i) The operator \( H_{m,\kappa} \) is self-adjoint for \( m \in (-1, 1) \) and \( \kappa \in \mathbb{R} \), and for \( m \in i\mathbb{R} \) and \( |\kappa| = 1 \).

(ii) The operator \( H_{\nu}^{0} \) is self-adjoint for \( \nu \in \mathbb{R} \).

Let us finally note that the operator \( H_{1,\nu}^{0} \) corresponds to the Dirichlet Laplacian on \( \mathbb{R}_{+} \), which will be denoted by \( H_{D} \). Later on, this operator will play the role of a comparison operator.

### 3 Spectral theory

In this section we start by introducing the definition of an exceptional pair \((m, \kappa)\) or of an exceptional parameter \( \nu \). We then show how these exceptional situations show off in spectral theory, by recalling a few spectral result obtained in [3] and by making some of them slightly more accurate.
In the sequel, we shall use the notations $z \mapsto \ln(z)$ for the principal value of the logarithm whose imaginary part lies in the interval $(-\pi, \pi]$. On the other hand, $\text{Ln}(z)$ will denote the multivalued logarithm. This means that $\text{Ln}(z) = \{\ln(z) + 2\pi i \mathbb{Z}\}$, or equivalently if $w$ satisfies $e^w = z$, then $\text{Ln}(z)$ is the set $\{w + 2\pi i \mathbb{Z}\}$. We also introduce for $m \in \mathbb{C}^*$ with $|\Re(m)| < 1$ and for $\kappa \in \mathbb{C}$ the new parameter

$$\varsigma \equiv \varsigma(m, \kappa) := \frac{\kappa \Gamma(-m)}{\Gamma(m)},$$

where $\Gamma$ denotes the usual Gamma function.

**Definition 3.1.** A pair $(m, \kappa)$ in $\mathbb{C}^* \times \mathbb{C}^*$ with $|\Re(m)| < 1$ is called exceptional if $\pm \pi \in \mathfrak{Im}(\frac{1}{m} \text{Ln}(\varsigma))$. Similarly, a parameter $\nu \in \mathbb{C}$ is called exceptional if $\mathfrak{Im}(\nu) = \pm \frac{\pi}{2}$.

Let us immediately stress that $\pm \pi \in \mathfrak{Im}(\frac{1}{m} \text{Ln}(\varsigma))$ are two independent conditions. Indeed by setting $m = m_r + im_i \in \mathbb{C}^*$ with $m_i, m_r \in \mathbb{R}$ and $|m_r| < 1$ one has

$$\alpha \in \mathfrak{Im}(\frac{1}{m} \text{Ln}(\varsigma)) \Leftrightarrow \alpha \in \mathfrak{Im}(\frac{1}{m} (\ln(\varsigma) + 2\pi i \mathbb{Z}))$$

$$\Leftrightarrow \alpha \in \mathfrak{Im}(\frac{1}{m} \ln(\varsigma)) + 2\pi \Re(\frac{1}{m}) \mathbb{Z}$$

$$\Leftrightarrow \alpha \in \mathfrak{Im}(\frac{1}{m} \ln(\varsigma)) + 2\pi \frac{m_r}{m_r^2 + m_i^2} \mathbb{Z}. \quad (3.1)$$

Thus, this equation can either be satisfied for $\alpha = \pi$ or for $\alpha = -\pi$, or can be satisfied both for $\pi$ and $-\pi$. Indeed, if $m_r \neq 0$ both conditions are simultaneously satisfied if and only if the following system of equations is satisfied for some $z_1, z_2 \in \mathbb{Z}$ with $z_1 \neq z_2$:

$$\begin{cases} \mathfrak{Im}(\frac{1}{m} \ln(\varsigma)) &= -\pi \frac{z_1 + z_2}{z_1 - z_2} \\ \frac{m_r^2 + m_i^2}{m_r} &= z_1 - z_2. \end{cases}$$

On the other hand, if $m = in$ for some $n \in \mathbb{R}^*$ then (3.1) corresponds to $\alpha = -(\frac{1}{n} \ln(|\kappa|))$.

Let us now recall some information about the point spectrum of the operators $H_{m,\kappa}$ or $H_\nu^0$.

**Theorem 3.2** (Theorem 5.2 in [3]). Let $m \in \mathbb{C}$ with $|\Re(m)| < 1$.

(i) For $m \neq 0$ one has $\sigma_p(H_{m,0}) = \emptyset$ while for $\kappa \in \mathbb{C}^*$ one has

$$\sigma_p(H_{m,\kappa}) = \{-4e^{-w} \mid w \in \frac{1}{m} \ln(\varsigma) \text{ and } -\pi < \mathfrak{Im}(w) < \pi\}$$

(ii) For any $\nu \in \mathbb{C}$, $\sigma_p(H_\nu^0)$ is nonempty if and only if $-\frac{\pi}{2} < \mathfrak{Im}(\nu) < \frac{\pi}{2}$, and then

$$\sigma_p(H_\nu^0) = \{-4e^{2(\nu-\gamma)}\}$$

where $\gamma$ denotes the Euler’s constant.
From this statement we can guess that \( \sigma_p(H_{m,\kappa}) \) depends in a complicated way on the parameters \( m \) and \( \kappa \). There even exists a pattern of phase transitions, when some eigenvalues disappear in the continuous spectrum. By looking carefully on the conditions appearing in the above statement we can see that the exceptional situations correspond to the borderline cases, and that the location of the eigenvalues are not arbitrary. More precisely if we set \( C_\pm := \{ z \in \mathbb{C} \mid \pm \Im(z) > 0 \} \) then one has:

**Lemma 3.3.**

(i) Let \( (m_n)_{n \in \mathbb{N}} \subset \{ z \in \mathbb{C}^* \mid |\Re(z)| < 1 \} \) and \( (\kappa_n)_{n \in \mathbb{N}} \subset \mathbb{C}^* \) be two sequences, set

\[
\varsigma_n := \kappa_n \frac{\Gamma(-m_n)}{\Gamma(m_n)}, \quad a_n := \Re\left(\frac{1}{m_n} \ln(\varsigma_n)\right), \quad b_n := \Im\left(\frac{1}{m_n} \ln(\varsigma_n)\right)
\]

and assume that \( (a_n)_{n \in \mathbb{N}} \) converges to \( a_\infty \in \mathbb{R} \) and that \( (b_n)_{n \in \mathbb{N}} \) is an increasing sequence converging to \( \pi \). Then, for \( n \) large enough there exists \( \lambda_n \in \sigma_p(H_{m_n,\kappa_n}) \) with \( \lambda_n \in \mathbb{C}_+ \) and \( \lambda_n \to 4e^{-\alpha_\infty} \) as \( n \to \infty \). If \( (b_n)_{n \in \mathbb{N}} \) is a decreasing sequence converging to \( -\pi \), then for \( n \) large enough \( \lambda_n \in \mathbb{C}_- \) and \( \lambda_n \to 4e^{-\alpha_\infty} \) as \( n \to \infty \). The value \( 4e^{-\alpha_\infty} \) is not an eigenvalue for any operator \( H_{m,\kappa} \).

(ii) Let \( (a_n)_{n \in \mathbb{N}} \subset \mathbb{R} \) be a sequence converging to \( a_\infty \in \mathbb{R} \) and let \( (b_n)_{n \in \mathbb{N}} \subset (0, \frac{\pi}{2}) \) be an increasing sequence converging to \( \frac{\pi}{2} \). Then, for any \( n \in \mathbb{N} \) and for \( \nu_n := a_n + ib_n \) one has \( \sigma_p(H_0^{(\nu_n)}) = \{ \lambda_n \} \subset \mathbb{C}_- \) and \( \lambda_n \to 4e^{2(a_\infty - \gamma)} \) as \( n \to \infty \). If \( (b_n)_{n \in \mathbb{N}} \subset (-\frac{\pi}{2}, 0) \) is a decreasing sequence converging to \( -\frac{\pi}{2} \), then one has \( \sigma_p(H_0^{(\nu_n)}) = \{ \lambda_n \} \subset \mathbb{C}_+ \) and \( \lambda_n \to 4e^{2(a_\infty - \gamma)} \) as \( n \to \infty \). The value \( 4e^{2(a_\infty - \gamma)} \) is not an eigenvalue for any operator \( H_0^{(\nu)} \).

**Proof.** The proof simply consists in an application of Theorem 3.2.

Let us recall one more result related to eigenvalues. Later on, we shall need the following characterization of \#\( \sigma_p(H_{m,\kappa}) \), i.e. of the number of eigenvalues of \( H_{m,\kappa} \).

**Proposition 3.4** (Proposition 5.3 in [3]). Let \( m = m_\tau + im_\iota \in \mathbb{C}^* \) with \( |m_\iota| < 1 \), and let \( \kappa \in \mathbb{C}^* \).

(i) If \( m_\tau = 0 \) and \( \frac{\ln(\kappa)}{|m_\iota|} \in (-\pi, \pi) \) then \#\( \sigma_p(H_{m,\kappa}) = \infty \),

(ii) If \( m_\tau = 0 \) and \( \frac{\ln(\kappa)}{|m_\iota|} \not\in (-\pi, \pi) \) then \#\( \sigma_p(H_{m,\kappa}) = 0 \),

(iii) If \( m_\tau \neq 0 \) and if \( N \in \{0, 1, 2, \ldots \} \) satisfies \( N \leq \frac{m_\tau^2 + m_\iota^2}{|m_\iota|} \leq N + 1 \), then

\[
\#\sigma_p(H_{m,\kappa}) \in \{N, N + 1\}.
\]

Let us now turn to the continuous spectrum for the operators \( H_{m,\kappa} \) and \( H_0^{(\nu)} \). It has been shown in [3] that \( [0, \infty) \) belongs to the spectrum of all these operators. In addition, a limiting absorption principle has been exhibited. Such a result corresponds to the existence of a boundary value of the resolvent on \((0, \infty)\) when
considered in some weighted Hilbert spaces. For that purpose, we introduce for 
\( t > 0 \) the weighted spaces \( H_t \) and \( H_{-t} \) with \( \mathcal{H}_t \) the domain of the operator \( \langle R \rangle_t \) of multiplication by the function \( r \mapsto \langle r \rangle_t \equiv (1 + r^2)^{t/2} \) in \( L^2(\mathbb{R}_+) \), and \( \mathcal{H}_{-t} \) stands for its dual space. We also recall the definition of the Bessel functions for dimension 1 as introduced and motivated in [3], namely

\[
\begin{align*}
    \text{the modified Bessel function for dimension 1} & \quad I_m(z) := \sqrt{\frac{\pi}{2}} \, I_m(z), \\
    \text{the MacDonald function for dimension 1} & \quad K_m(z) := \sqrt{\frac{\pi}{\pi}} \, K_m(z), \\
    \text{the Bessel function for dimension 1} & \quad J_m(z) := \sqrt{\pi \, z} \, J_m(z), \\
    \text{the Hankel function of the 1st kind for dimension 1} & \quad H^+_m(z) := \sqrt{\frac{\pi}{2}} \, H^+_m(z), \\
    \text{the Hankel function of the 2nd kind for dimension 1} & \quad H^-_m(z) := \sqrt{\frac{\pi}{2}} \, H^-_m(z), \\
    \text{the Neumann function for dimension 1} & \quad Y_m(z) := \sqrt{\pi \, z} \, Y_m(z),
\end{align*}
\]

where \( I_m \) is the modified Bessel function, \( K_m \) is the MacDonald function, \( J_m \) is the Bessel function, \( H^\pm_m \) are the Hankel function of the 1st kind and of the 2nd kind, and \( Y_m \) is the Neumann function.

In the following statements, we recall the limiting absorption principle obtained in [3] and improve the statement in the exceptional situations. The operators \( H_{m,\kappa} \) and \( H^\nu_0 \) are considered separately, and we set

\[ R_{m,\kappa}(z) := (H_{m,\kappa} - z)^{-1} \quad \text{and} \quad R^\nu_0(z) := (H^\nu_0 - z)^{-1} \]

for their resolvents. We also set when \( \kappa \neq 0 \)

\[
\Omega^\pm_{m,\kappa} := \left\{ k \in \mathbb{R}_+ \mid k^2 = 4e^{-\Re\left(\frac{1}{m} \ln(|\kappa|)\right)} \right\} \text{e}^{2\pi \Im\left(\frac{1}{m} \ln(|\kappa|)\right)} \quad \text{for any} \quad z \in \mathbb{Z} \text{ satisfying} \quad \pm \pi = \Im\left(\frac{1}{m} \ln(|\kappa|)\right). \]

As a consequence of the observation made after Definition [3.1] the set \( \Omega^\pm_{m,\kappa} \) is empty if \( (m, \kappa) \) is not an exceptional pair; it consists of one single value if \( \pm \pi \in \Im\left(\frac{1}{m} \ln(|\kappa|) + 2\pi i\mathbb{Z}\right) \) and \( m_r \neq 0 \), but it consists of an infinite set if \( m_r = 0 \) and \( \pm \pi = -\left(\frac{1}{m} \ln(|\kappa|)\right) \). (3.2)

**Proposition 3.5.** Let \( m \in \mathbb{C}^\ast \) with \( |\Re(m)| < 1 \), let \( \kappa \in \mathbb{C} \), and let \( k > 0 \).

(i) If \( (m, \kappa) \) is not an exceptional pair, then the boundary values of the resolvent

\[ R_{m,\kappa}(k^2 \pm i\epsilon) := \lim_{\epsilon \searrow 0} R_{m,\kappa}(k^2 \pm i\epsilon) \]

exist in the sense of operators from \( \mathcal{H}_t \) to \( \mathcal{H}_{-t} \) for any \( t > \frac{1}{2} \), uniformly in \( k \) on each compact subset of \( \mathbb{R}_+ \). The kernel of \( R_{m,\kappa}(k^2 \pm i\epsilon) \) is given for
0 < r ≤ s by
\[ R_{m,\kappa}(k^2 ± i0; r, s) = \frac{±i}{k(1 - \zeta e^{±i\pi m} (\frac{k}{2})^{2m})} \left( J_m(kr) - \zeta (\frac{k}{2})^{2m} J_m(kr) \right) H_m^\kappa(ks) \]
and the same expression with the role of r and s exchanged for 0 < s < r.

(ii) If \( \pi \in \mathbb{R} \left( \frac{1}{m} \ln(\varsigma) \right) \) but \( -\pi \not\in \mathbb{R} \left( \frac{1}{m} \ln(\varsigma) \right) \), then the statement (i) holds for \( R_{m,\kappa}(k^2 - i0) \), while for \( R_{m,\kappa}(k^2 + i0) \) it only holds uniformly in k on each compact subset of \( \mathbb{R}_+ \setminus \Omega_{m,\kappa}^+ \).

(iii) If \( -\pi \not\in \mathbb{R} \left( \frac{1}{m} \ln(\varsigma) \right) \) but \( \pi \not\in \mathbb{R} \left( \frac{1}{m} \ln(\varsigma) \right) \), then the statement (i) holds for \( R_{m,\kappa}(k^2 + i0) \), while for \( R_{m,\kappa}(k^2 - i0) \) it only holds uniformly in k on each compact subset of \( \mathbb{R}_+ \setminus \Omega_{m,\kappa}^+ \).

(iv) If \( \pi \in \mathbb{R} \left( \frac{1}{m} \ln(\varsigma) \right) \) and \( -\pi \not\in \mathbb{R} \left( \frac{1}{m} \ln(\varsigma) \right) \), then the statement (i) holds for \( R_{m,\kappa}(k^2 + i0) \) uniformly in k on each compact subset of \( \mathbb{R}_+ \setminus \Omega_{m,\kappa}^+ \), and for \( R_{m,\kappa}(k^2 - i0) \) uniformly in k on each compact subset of \( \mathbb{R}_+ \setminus \Omega_{m,\kappa}^- \).

For the next statement we set
\[ \Omega_0^\nu := \{ k \in \mathbb{R}_+ \mid k^2 = 4e^{2(\Re(\nu) - \gamma)} \}. \]

**Proposition 3.6.** Let \( \nu \in \mathbb{C} \), and let \( k > 0 \).

(i) If \( \nu \) is not an exceptional parameter, then the boundary values of the resolvent
\[ R_0^\nu(k^2 ± i0) := \lim_{\epsilon \rightarrow 0} R_0^\nu(k^2 ± i\epsilon) \]
eexist in the sense of operators from \( \mathcal{H}_t \) to \( \mathcal{H}_{-t} \) for any \( t > \frac{1}{2} \), uniformly in k on each compact subset of \( \mathbb{R}_+ \). The kernel of \( R_0^\nu(k^2 ± i0) \) is given for 0 < r ≤ s by
\[ R_0^\nu(k^2 ± i0; r, s) = \frac{±i}{k(\gamma + \ln (\frac{k}{2}) - \nu + \frac{i\epsilon}{2})} \left( (\gamma + \ln (\frac{k}{2}) - \nu) J_0(kr) - \frac{\pi}{2} Y_0(kr) \right) H_0^\nu(ks). \]
and the same expression with the role of r and s exchanged for 0 < s < r.

(ii) If \( \Im(\nu) = \frac{\pi}{2} \), then the statement (i) holds for \( R_0^\nu(k^2 ± i0) \) while for \( R_0^\nu(k^2 - i0) \) it only holds uniformly in k on each compact subset of \( \mathbb{R}_+ \setminus \Omega_0^\nu \).

(iii) If \( \Im(\nu) = -\frac{\pi}{2} \), then the statement (i) holds for \( R_0^\nu(k^2 - i0) \) while for \( R_0^\nu(k^2 ± i0) \) it only holds uniformly in k on each compact subset of \( \mathbb{R}_+ \setminus \Omega_0^\nu \).

**Proof of Propositions 3.5 & 3.6.** In the non exceptional situations, these statements already appeared in [3] Thm. 6.1 & Prop. 7.1 while in the exceptional situations the statements above are slightly more precise than the corresponding
ones in this reference. In fact, the only difference is that a more careful analysis of some numerical prefactors is considered here. Namely, let us consider the following equivalences:

\[
1 - \varsigma e^{\mp i\pi m \left(\frac{k^2}{2}\right)^2} = 0 \iff \varsigma = e^{m\left(\pm i\pi - \ln\left(\frac{k}{2}\right)\right)}
\]

\[
\iff \frac{1}{m} \ln(\varsigma) \ni \pm i\pi - \ln\left(\frac{k}{2}\right)
\]

\[
\iff \begin{cases} 
\pm \pi = \Im\left(\frac{1}{m}(\ln(\varsigma) + 2\pi iz_\pm)\right) \\
 k^2 = 4e^{-2\Re\left(\frac{1}{m} \ln(\varsigma)\right)} e^{2\pi \Im\left(\frac{1}{m}\right) z_\pm}
\end{cases}
\]

whenever such \(z_\pm \in \mathbb{Z}\) exist. Then, the convergences mentioned in the statement only hold if the factor \((1 - \varsigma e^{\mp i\pi m \left(\frac{k^2}{2}\right)^2})^{-1}\) does not vanish, and the previous computation explains the necessary restriction in the exceptional situations.

For the second statement, it is sufficient to observe that

\[
\gamma + \ln\left(\frac{k}{2}\right) - \nu \mp i\frac{\pi}{2} = 0 \iff \begin{cases} 
\Im(\nu) = \mp \frac{\pi}{2} \\
k^2 = 4e^{2(\Re(\nu) - \gamma)}
\end{cases}
\]

and the same argument allows us to conclude.

Before turning our attention to scattering theory, let us add two remarks related to the above limiting absorption principle:

**Remark 3.7.** The information provided on the discrete spectrum and on the continuous spectrum are quite consistent. Indeed, let us compare the content of Lemma 3.3 with the previous two propositions. If \((m, \kappa)\) is an exceptional pair, the limiting absorption principle holds without limitation in the half-plane in \(C\) where there is no possible accumulation of eigenvalues of some operators in the same family. On the other hand, in the half-plane where there is a possible accumulation of eigenvalues the limiting absorption principle holds only away from these singular points. A similar observation is also valid for the operator \(H_\nu^0\) when \(\nu\) is an exceptional parameter.

**Remark 3.8.** The elements in the sets \(\Omega_{m,\kappa}^+\) and \(\Omega_{\nu}^0\) correspond to spectral singularities of the operators \(H_{m,\kappa}\) and \(H_\nu^0\) respectively, see [13, Sec. 2] and [4, Sec. 2.3] for more information on this concept. In our setting, it means that if \(k_0 \in \Omega_{m,\kappa}^+\) then the following limits hold uniformly in \(k\) on suitable neighborhood of \(k_0\), namely

\[
\lim_{\epsilon \searrow 0} |k^2 - k_0^2| R_{m,\kappa}(k^2 \pm i\epsilon)
\]

exist in the sense of operators from \(\mathcal{H}_t\) to \(\mathcal{H}_{-t}\) for \(t > \frac{1}{2}\). Similar limits also hold for \(k_0 \in \Omega_{\nu}^0\) and for the resolvent of the operator \(H_\nu^0\). Note finally that if \((m, \kappa)\) is an exceptional pair and if \(\Re(m) = 0\), then \(H_{m,\kappa}\) has an infinite number of spectral singularities.
4 Scattering theory

In this section we review the scattering theory for the operators $H_{m, \kappa}$ and $H^0_\nu$ as developed in [3]. However, exceptional situations were disregarded in this reference, so we also provide new information about the corresponding operators.

First of all, let us recall the definition of the Hankel transform. For any $m \in \mathbb{C}$ with $\Re(m) > -1$ we set $F_m : C_c(\mathbb{R}^+) \to L^2(\mathbb{R}^+)$ with

$$ (F_m f)(r) := \int_0^\infty \mathcal{F}(r, s) f(s) ds $$
and

$$ \mathcal{F}(r, s) := \sqrt{\frac{2}{\pi}} J_m (rs). $$

It has been shown in [3, Prop. 4.5] that this map extends continuously to a bounded invertible operator in $L^2(\mathbb{R}^+)$, with $F_m^{-1} = F_m$. Additional information about this operator will be provided later on.

Based on this transformation, for any $m \in \mathbb{C}$ with $|\Re(m)| < 1$ and for any $\kappa \in \mathbb{C}$ let us define the incoming and outgoing Hankel transformations $\mathcal{F}^\pm_{m, \kappa}$ given by

$$ \mathcal{F}^\pm_{m, \kappa} = \left( \mathcal{F}_m - \varsigma \mathcal{F}_{-m} \left( \frac{R^2}{4} \right)^{2m} \right) \frac{e^{\mp im \frac{\pi}{2}}}{1 - \varsigma e^{\pm i \pi m} \left( \frac{R^2}{4} \right)^{2m}}. $$

As already seen in the proof of Propositions 3.3, the denominator in the last factor vanishes only if $(m, \kappa)$ is an exceptional pair. However, even in this case the operators $\mathcal{F}^\pm_{m, \kappa}$ are still well defined as unbounded operator on several natural domains. For example, this operator is well defined on the set $C_c(\mathbb{R}^+ \setminus \Omega^\pm_{m, \kappa})$ introduced in (3.2).

In order to get a better understanding of these operators, let us provide a slightly modified presentation of them. For that purpose, we define the unitary and self-adjoint transformation $J : L^2(\mathbb{R}^+) \to L^2(\mathbb{R}^+)$ by the formula

$$ (Jf)(r) = \frac{1}{r} f \left( \frac{1}{r} \right) $$

for any $f \in L^2(\mathbb{R}^+)$ and $r \in \mathbb{R}^+$. We also denote by $A$ the generator of dilation group in $L^2(\mathbb{R}^+)$, namely the generator of the unitary group $\{U_\tau\}_{\tau \in \mathbb{R}}$ satisfying $[U_\tau f](r) = e^{\tau/2} f(e^\tau r)$ for any $\tau \in \mathbb{R}$, $f \in L^2(\mathbb{R}^+)$ and $r \in \mathbb{R}^+$. Finally we introduce the bounded and continuous function $\Xi_m : \mathbb{R} \to \mathbb{C}$ defined for $t \in \mathbb{R}$ by

$$ \Xi_m(t) := e^{i \ln(2) t} \frac{\Gamma(m + i \frac{t}{2})}{\Gamma(m - i \frac{t}{2})}. $$

(4.1)

We can now provide a slightly generalized version of [3 Lem. 6.3]

**Lemma 4.1.** For any $m \in \mathbb{C}^*$ with $|\Re(m)| < 1$ and any $\kappa \in \mathbb{C}$ the following equality holds:

$$ \mathcal{F}^\pm_{m, \kappa} = J \left( \Xi_m(A) - \varsigma \Xi_{-m}(A) \left( \frac{R^2}{4} \right)^{2m} \right) \frac{e^{\mp im \frac{\pi}{2}}}{1 - \varsigma e^{\pm i \pi m} \left( \frac{R^2}{4} \right)^{2m}}. $$

(4.2)
If \((m, \kappa)\) is not an exceptional pair, then this equality holds between bounded operators, while if \((m, \kappa)\) is an exceptional pair, then:

(i) If \(\nu \in \mathbb{R}(\frac{1}{2} \ln(\cdot))\) but \(-\pi \not\in \mathbb{R}(\frac{1}{2} \ln(\cdot))\), then \(\mathcal{F}^{\pm}_{m, \kappa}\) extends to a bounded operator while the above equality for \(\mathcal{F}^{-}_{m, \kappa}\) holds on \(C_c(\mathbb{R}^+ \setminus \Omega^-_{m, \kappa})\).

(ii) If \(-\pi \not\in \mathbb{R}(\frac{1}{2} \ln(\cdot))\) but \(\nu \not\in \mathbb{R}(\frac{1}{2} \ln(\cdot))\), then \(\mathcal{F}^{-}_{m, \kappa}\) extends to a bounded operator while the above equality for \(\mathcal{F}^{+}_{m, \kappa}\) holds on \(C_c(\mathbb{R}^+ \setminus \Omega^-_{m, \kappa})\).

(iii) If \(\nu \in \mathbb{R}(\frac{1}{2} \ln(\cdot))\) and \(\nu \not\in \mathbb{R}(\frac{1}{2} \ln(\cdot))\), then the above equality holds for \(\mathcal{F}^{-}_{m, \kappa}\) on \(C_c(\mathbb{R}^+ \setminus \Omega^-_{m, \kappa})\) and for \(\mathcal{F}^{+}_{m, \kappa}\) on \(C_c(\mathbb{R}^+ \setminus \Omega^-_{m, \kappa})\).

Similarly, for any \(\nu \in \mathbb{C}\) we define the incoming and outgoing Hankel transformations \(\mathcal{F}^{\nu \mp}_0\) given by the kernels for \(r, s \in \mathbb{R}^+_+\):

\[
\mathcal{F}^{\nu \mp}_0(r,s) := \sqrt{\frac{2}{\pi}} \left( J_0(rs) \pm \frac{\nu - i \frac{\gamma}{2}}{\nu + i \frac{\gamma}{2}} \mathcal{H}^{\nu}_0(rs) \right) \quad = \sqrt{\frac{2}{\pi}} \left( \frac{\nu + i \frac{\gamma}{2}}{\nu - i \frac{\gamma}{2}} J_0(rs) - \nu \mathcal{H}^{\nu}_0(rs) \right).
\]

However, a better understanding of these transformations can be obtained with the subsequent formulas:

**Lemma 4.2.** For any \(\nu \in \mathbb{C}\) the following alternative description of \(\mathcal{F}^{\nu \mp}_0\) hold:

\[
\mathcal{F}^{\nu \mp}_0 = J\Xi_0(A) \left( \gamma + \ln \left( \frac{\nu}{2} \right) - \nu - i \frac{\gamma}{2} \tanh \left( \frac{\nu}{2} A \right) \right) \frac{1}{\gamma + \ln \left( \frac{\nu}{2} \right) - \nu + i \frac{\gamma}{2}}.
\]

If \(\nu\) is not an exceptional parameter, then this equality holds between bounded operators, while if \(\nu\) is an exceptional pair, then:

(i) If \(\Im(\nu) = \frac{\pi}{2}\), then \(\mathcal{F}^{\nu \mp}_0\) extends to a bounded operator while the above equality for \(\mathcal{F}^{\nu \mp}_0\) holds on \(C_c(\mathbb{R}^+ \setminus \Omega^-_0)\).

(ii) If \(\Im(\nu) = -\frac{\pi}{2}\), then \(\mathcal{F}^{\nu \mp}_0\) extends to a bounded operator while the above equality for \(\mathcal{F}^{\nu \mp}_0\) holds on \(C_c(\mathbb{R}^+ \setminus \Omega^-_0)\).

**Proof of Lemmas 4.2 & 4.3.** In the non exceptional cases, these statements and their proofs already appeared in [3] Lem. 6.3 & Corol. 7.6. It is then enough to observe that the same arguments hold in the exceptional cases, when the possible singularities of the multiplication operators are taken into account by choosing suitable domains for these operators.

Before introducing the wave operators, let us observe that the operators \(\mathcal{F}^{\nu \mp}_{\pm, 0}\) take a very explicit form. Indeed, as shown in [3] Sec. 4.7 one has

\[
\mathcal{F}^{\nu \mp}_{\pm, 0} = e^{\mp i \frac{\nu}{2} \Xi_0(-A)} J = e^{\mp i \frac{\nu}{2} \mathcal{F}_D}
\]
with
\[
(F_D f)(r) := \sqrt{\frac{2}{\pi}} \int_0^\infty \sin(rs) f(s) \, ds, \quad f \in L^2(\mathbb{R}_+).
\]
This operator is clearly unitary.

We can now introduce the wave operators for the pairs \((H_{m,\kappa}, H_D)\) or \((H^0_\nu, H_D)\), where \(H_D \equiv H_{*0}\) denotes the Dirichlet Laplacian on \(\mathbb{R}_+\). Note that \(H_D\) for the reference operator is chosen for simplicity, but other choices are possible and lead to interesting phenomena, as emphasized in [5]. In [3] the wave operators are defined by the formulas
\[
W^\mp_{m,\kappa} \equiv W^\mp(H_{m,\kappa}, H_D) := F^\mp_{m,\kappa} F_D \pm D
\]
and
\[
W^\mp_0 \equiv W^\mp(H^0_\nu, H_D) := F^\mp_0 F_D. \tag{13}
\]
However, since some of these operators are unbounded in the exceptional cases, we shall use a unitarily equivalent definition for these operators, namely we shall consider \(F_D^\pm W^\mp(F_D^\pm)^{-1}\), or more precisely
\[
W_{m,\kappa}^\mp := F_D^\mp F^\mp_{m,\kappa}
\]
\[
= \Xi_m(-A) \left( \Xi_m(A) - \zeta \Xi_{-m}(A) \left( \frac{R}{\pi} \right)^{2m} \right) \frac{e^{\mp i \frac{\pi}{2} (m - \frac{1}{2})}}{1 - \zeta e^{\mp i \pi m} \left( \frac{R}{\pi} \right)^{2m}}
\]
and
\[
W_0^\mp := F_D^\mp F^\mp_0
\]
\[
= \Xi_0(-A) \Xi_0(A) \left( \gamma + \ln \left( \frac{R}{\pi} \right) - \nu - i \frac{\pi}{2} \tanh \left( \frac{R}{\pi} \right) \right) \frac{e^{\pm i \frac{\pi}{2}}}{\gamma + \ln \left( \frac{R}{\pi} \right) - \nu \mp i \frac{\pi}{2}}.
\]

As a direct consequence of Lemmas 4.1 and 4.2 most of these operators are bounded and thus well defined on \(L^2(\mathbb{R}_+)\). However, in the exceptional cases some of the operators \(F_{m,\kappa}^\pm\) are not bounded, and thus were only defined on suitable domains. For that reason the corresponding wave operators are also only defined on the same domains. For completeness, let us enumerate the operators which are unbounded, and consequently which require a special attention for their definition:

(i) If \(\pi \in \mathbb{I}(\frac{1}{m} \ln(\varsigma))\) but \(-\pi \not\in \mathbb{I}(\frac{1}{m} \ln(\varsigma))\), then \(W^\mp_{m,\kappa}\) is unbounded.

(ii) If \(-\pi \in \mathbb{I}(\frac{1}{m} \ln(\varsigma))\) but \(\pi \not\in \mathbb{I}(\frac{1}{m} \ln(\varsigma))\), then \(W^\pm_{m,\kappa}\) is unbounded.

(iii) If \(\pi \in \mathbb{I}(\frac{1}{m} \ln(\varsigma))\) and \(-\pi \in \mathbb{I}(\frac{1}{m} \ln(\varsigma))\), then both operators \(W^\pm_{m,\kappa}\) are unbounded.

(iv) If \(\mathbb{I}(\nu) = \frac{\pi}{2}\), then \(W_0^\nu\) is unbounded.

(v) If \(\mathbb{I}(\nu) = -\frac{\pi}{2}\), then \(W_0^{\nu^*}\) is unbounded.

Except the operators appearing in the above list, all wave operators are bounded.
Remark 4.3. In the previous two lemmas and in the above statement we have been rather pessimistic, and there is a tiny chance that the situation is slightly better than described. Indeed, if one looks carefully at the expressions provided in (4.2) and (4.3) the operator $F^\pm_{m,\kappa}$ or $F^0_{\nu} \mp$ consist in a product of two types of operators, namely some functions of $A$ and some multiplication operators (functions of $R$). For all parameters $m$, $\kappa$ and $\nu$ the functions of $A$ are bounded. On the other hand, depending on the parameters $m$, $\kappa$ and $\nu$ the multiplication operators are either bounded or not. In the latter case, the operators $W^\pm_{m,\kappa}$ or $W^0_{\nu} \mp$ can be defined on a natural domain for the unbounded multiplication operators, but it is not clear if this domain can be extended due to some cancellations with the other factors. In the above statements, we took the precautionous attitude of not expecting any improvement, and for that reason we mentioned that some wave operators are unbounded. It would certainly be interesting to further investigate in this direction and get a better description of the maximal domain of these operators and of their range. So far, our attempts have not been successful.

5 Index theorems

In this section we provide the algebraic framework which leads to a topological version of Levinson’s theorem. This framework for the current model already appeared in [5, 8], but we extend the results presented in these references in three directions. Indeed, we shall consider systems with arbitrary eigenvalues (complex or real) and in arbitrary number (finite or infinite). In the former reference, only real eigenvalues were considered (which means only self-adjoint operators $H_{m,\kappa}$ were studied), and in the latter only a finite number of complex eigenvalues were considered. In addition, we also provide an index theorem for the pair $(H^0_{\nu}, H_D)$ which has never been exhibited before.

Our first task is to provide a more familiar but unitarily equivalent representation of the wave operators. Indeed, since the operators $A$ and $B := \ln(\frac{2}{R^2})$ in $L^2(\mathbb{R}^+)$ satisfy the Weyl commutation relation, they are unitarily equivalent to the operators $D = -i\partial_x$ and $X$ in $L^2(\mathbb{R})$. This equivalence is essentially implemented by a Mellin transform. Through this transformation the wave operators introduced in the previous section are given by the following expressions:

\[
W_{m,\kappa}^\pm := \Xi_{\frac{1}{2}}(\mp D)\left(\Xi_m(D) - \zeta \Xi_{-m}(D)e^{2mX}\right)\frac{e^{\mp i\pi(m-\frac{1}{2})}}{1 - e^{\pm i\pi m}e^{2mX}} \tag{5.1}
\]

and

\[
W_{0,\nu}^\mp := \Xi_{\frac{1}{2}}((-D)\Xi(D)\left(\gamma + X - \nu - i\frac{\pi}{2} \tanh \left(\frac{\pi}{2} D\right)\right)e^{\pm i\frac{\pi}{2}} \gamma + X - \nu \mp i\frac{\pi}{2}. \tag{5.2}
\]

This representation is more familiar since these operators correspond now to pseudo-differential operators.

Our second task is to observe that these operators are made of functions of $D$
and $X$ which have precise properties. For that purpose, let us set when $\kappa \neq 0$

$$\Lambda_{m,\kappa}^\pm := \{ x \in \mathbb{R} \mid x = -\frac{1}{2} \left( \Re \left( \frac{1}{m} \ln(\varsigma) \right) - 2\pi \Im \left( \frac{1}{m} \varsigma \right) \right) \text{ for any } \varsigma \in \mathbb{Z} \text{ satisfying}$$

$$\pm \pi = \Im \left( \frac{1}{m} \ln(\varsigma) + 2\pi i\varsigma \right) \}$$

and $\Lambda_0^\nu := \emptyset$ if $\Im(\nu) \neq \pm \frac{\pi}{2}$ while if $\Im(\nu) = \pm \frac{\pi}{2}$

$$\Lambda_0^\nu := \{ x \in \mathbb{R} \mid x = \Re(\nu) - \gamma \}.$$

These sets are the counterparts of $\Omega_{m,\kappa}^\pm$ and $\Omega_0^\nu$ in the new representation. We then define the functions of two variables: $\Gamma_{m,\kappa}^\pm : \mathbb{R} \setminus \Lambda_{m,\kappa}^\pm \times \mathbb{R} \to \mathbb{C}$ and $\Gamma_0^{\nu \mp} : \mathbb{R} \setminus \Lambda_0^\nu \times \mathbb{R} \to \mathbb{C}$ by

$$\Gamma_{m,\kappa}^\pm(x, \xi) := \Xi_\pm(-\xi) \left( \Xi_m(\xi) - \varsigma \Xi_{-m}(\xi) e^{2m\gamma} \right) \frac{e^{\mp i\pi i(m-\frac{1}{2})}}{1 - \varsigma e^{\mp i\pi m e^{2m\gamma}}}$$

and

$$\Gamma_0^{\nu \mp}(x, \xi) := \Xi_\pm(-\xi) \Xi_0(\xi) \left( \gamma + x - \nu - i\frac{\pi}{2} \tanh \left( \frac{x}{2} \right) \right) \frac{e^{\pm i\pi \nu \mp}}{\gamma + x - \nu + i\frac{\pi}{2}}.$$ 

Formally the following equalities hold:

$$W_{m,\kappa}^\mp = \Gamma_{m,\kappa}^\mp(X, D) \quad \text{and} \quad W_0^{\nu \mp} = \Gamma_0^{\nu \mp}(X, D),$$

but the only precise meaning is the one provided in \cite{ref5} and \cite{ref8}.

Let us now introduce the commutative algebra $C([-\infty, \infty])$ of continuous functions on $\mathbb{R}$ having limits at $\pm \infty$. We then recall from the proof of \cite{ref3} Thm. 4.10 that for any $m, m' \in \mathbb{C}$ with $\Re(m) > -1$ and $\Re(m') > -1$ the map $\xi \mapsto \Xi_m(-\xi) \Xi_{m'}(\xi)$ belongs to $C([-\infty, \infty])$ and that the following equalities hold:

$$\Xi_m(\pm \infty) \Xi_{m'}(\pm \infty) = e^{\mp i\pi i(m-m')}.$$ 

We also introduce two non-commutative algebras which are going to nest the wave operators $W_{m,\kappa}^\mp$ and $W_0^{\nu \mp}$. Firstly, we consider the unital $C^*$-subalgebra of $B(L^2(\mathbb{R})))$

$$E_\circ = C^* \left( a(D) b(X) \mid a \in C([\pm \infty, \infty]), b \in C([\pm \infty, +\infty]) \right).$$

Secondly, for any $n > 0$ we introduce the unital $C^*$-subalgebra of $B(L^2(\mathbb{R})))$

$$E_n := C^* \left( a(D) b(X) \mid a \in C([\pm \infty, +\infty]), b \in C_n(\mathbb{R}) \right),$$

where $C_n(\mathbb{R})$ denotes the set of all continuous periodic functions on $\mathbb{R}$ with period $\frac{\pi}{n}$.

Based on a careful analysis of the functions $\Gamma_{m,\kappa}^\mp$ and $\Gamma_0^{\nu \mp}$ one easily deduces the following statement, see \cite{ref5} and \cite{ref8} for similar results.
Proposition 5.1. Let $m \in \mathbb{C}^*$ with $|\Re(m)| < 1$, and let $\kappa, \nu \in \mathbb{C}$. The following operators belong to $\mathcal{E}_m$:

1.1) $W_{m,\kappa}^+$ if $(m, \kappa)$ is not an exceptional pair and $\Re(m) \neq 0$,
1.2) $W_{m,\kappa}^+$ if $\Re(m) \neq 0$ and $\pi \in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$ but $-\pi \not\in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$,
1.3) $W_{m,\kappa}^-$ if $\Re(m) \neq 0$ and $-\pi \in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$ but $\pi \not\in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$,
1.4) $W_{0,\kappa}^\pm$ if $\nu$ is not an exceptional parameter,
1.5) $W_{0,\kappa}^-$ if $\Im(\nu) = \frac{\pi}{2}$, and $W_{0,\kappa}^+$ if $\Im(\nu) = -\frac{\pi}{2}$.

The following operators belong to $\mathcal{E}_{[n]}$:

II.1) $W_{m,\kappa}^+$ if $(m, \kappa) \not\in R^*$, and $m = n$ for some $n \in \mathbb{R}^*$,
II.2) $W_{m,\kappa}^+$ if $m = n$ for some $n \in \mathbb{R}^*$ and $\pi \in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$ but $-\pi \not\in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$,
II.3) $W_{m,\kappa}^-$ if $m = n$ for some $n \in \mathbb{R}^*$ and $-\pi \in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$ but $\pi \not\in \Im\left(\frac{1}{m} \ln(\varsigma)\right)$.

In all other cases, the wave operators are not bounded and do not belong to any $C^*$-algebras.

Remark 5.2. When an operator is unbounded, it can not belong to any $C^*$-algebra but it is still possible that its resolvent belong it. It is thus a natural question to check if the unbounded wave operators belong to the $C^*$-algebras introduced above. Since some essential information on these operators are still missing, as already mentioned in Remark 4.3, we can not answer this question.

Once we know that the wave operators belong to very explicit $C^*$-subalgebra of $\mathcal{B}(L^2(\mathbb{R}))$, the third task consists in studying these algebras and their structures, and to deduce a suitable $C^*$-algebra framework for deducing index theorems. The two algebras $\mathcal{E}_m$ and $\mathcal{E}_n$ will be studied independently, and we shall start with the former one.

The key observation for the analysis of $\mathcal{E}_m$ is that the ideal of compact operators $\mathcal{K}_m := \mathcal{K}(L^2(\mathbb{R}))$ corresponds to the $C^*$-algebra generated by products of the form $a(D)b(X)$ with $a, b \in C_0(\mathbb{R})$, with $C_0(\mathbb{R})$ the algebra of continuous functions on $\mathbb{R}$ vanishing at $\pm\infty$. Then, one easily infers that $\mathcal{E}_m/\mathcal{K}_m$ is isomorphic to $C(\Box)$, the algebra of continuous functions on the boundary $\Box$ of the closed square $\Box$. Note that the unital quotient morphism $q_m : \mathcal{E}_m \to C(\Box)$ is uniquely determined by

$$q_m(a(D)b(X)) = (a(\cdot)b(-\infty), a(-\infty)b(\cdot), a(\cdot)b(+\infty), a(+\infty)b(\cdot)).$$

In fact, the above notation corresponds to an embedding of the algebra $C(\Box)$ as a subalgebra of

$$C([-\infty, +\infty]) \oplus C([-\infty, +\infty]) \oplus C([-\infty, +\infty]) \oplus C([-\infty, +\infty])$$
given by elements $(\Gamma_1, \Gamma_2, \Gamma_3, \Gamma_4)$ which coincide at the corresponding end points, that is, $\Gamma_1(-\infty) = \Gamma_2(-\infty)$, $\Gamma_2(+\infty) = \Gamma_3(-\infty)$, $\Gamma_3(+\infty) = \Gamma_4(+\infty)$, and $\Gamma_4(-\infty) = \Gamma_1(+\infty)$. 
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Now, whenever the wave operators $\mathcal{W}_{m,\kappa}^k$ and $\mathcal{W}_{0}^k$ belong to $\mathcal{E}_0$, the corresponding functions $\Gamma_{m,\kappa}$ or $\Gamma_{0}^k$ admit a restriction to $\square$. More precisely in such a situation one easily deduces the following expressions for the restriction of $\Gamma_{m,\kappa}$ to $\square$:

$$
\Gamma_{m,\kappa;1}(\xi) = \begin{cases} 
\frac{e^{i\frac{\pi}{2}(\frac{1}{2} - m)}\Xi_{\frac{1}{2}}(-\xi)\Xi_{m}(\xi)}{1 - \xi^2} & \text{if } \Re(m) > 0, \\
\frac{e^{i\frac{\pi}{2}(\frac{1}{2} + m)}\Xi_{\frac{1}{2}}(-\xi)\Xi_{-m}(\xi)}{1 + \xi^2} & \text{if } \Re(m) < 0,
\end{cases}
$$

$$
\Gamma_{m,\kappa;2}(x) = e^{i\pi(\frac{1}{2} - m)}\frac{1 - \xi e^{i\pi m}e^{2mx}}{1 - \xi e^{-i\pi m}e^{2mx}},
$$

$$
\Gamma_{m,\kappa;3}(\xi) = \begin{cases} 
\frac{e^{i\frac{\pi}{2}(\frac{1}{2} + m)}\Xi_{\frac{1}{2}}(-\xi)\Xi_{-m}(\xi)}{1 - \xi^2} & \text{if } \Re(m) > 0, \\
\frac{e^{i\frac{\pi}{2}(\frac{1}{2} - m)}\Xi_{\frac{1}{2}}(-\xi)\Xi_{m}(\xi)}{1 + \xi^2} & \text{if } \Re(m) < 0,
\end{cases}
$$

$$
\Gamma_{m,\kappa;4}(x) = 1,
$$

and in the special case $\kappa = 0$ one has $\Gamma_{m,0;1}(\xi) = \Gamma_{m,0;3}(\xi) = e^{i\frac{\pi}{2}(\frac{1}{2} - m)}\Xi_{\frac{1}{2}}(-\xi)\Xi_{m}(\xi)$, $\Gamma_{m,0;2}(x) = e^{i\pi(\frac{1}{2} - m)}$ and $\Gamma_{m,0;4}(x) = 1$. Similarly, one has for the restriction of $\Gamma_{0}^k$ to $\square$

$$
\Gamma_{0;1}^k(\xi) = e^{i\frac{\pi}{2}}\Xi_{\frac{1}{2}}(-\xi)\Xi_{m}(\xi),
$$

$$
\Gamma_{0;2}^k(x) = e^{i\pi\gamma + x - \nu + i\frac{\pi}{2}},
$$

$$
\Gamma_{0;3}^k(\xi) = e^{i\frac{\pi}{2}}\Xi_{\frac{1}{2}}(-\xi)\Xi_{m}(\xi),
$$

$$
\Gamma_{0;4}^k(x) = 1,
$$

Note also that similar expressions for $\Gamma_{m,\kappa}^+$ and $\Gamma_{0}^+$ can be computed, but they are not presented for brevity.

Before stating our first index theorem with the data mentioned above, two more information coming from scattering theory are necessary. The first one is related to the scattering operator. Let us recall that for a scattering system defined by the pair of operators $(H_{m,\kappa}, H_D)$ the scattering operator $S_{m,\kappa}$ is given by the product $W_{m,\kappa}^\dagger W_{m,\kappa}$ where $\dagger$ means the transpose operator. Note that in the self-adjoint case this definition corresponds to the more usual product $W_{m,\kappa}^\dagger W_{m,\kappa}$ and extends it when the operators are not self-adjoint. The scattering operator is known to commute with the reference operator, namely $H_D$. In addition, this operator is unitarily equivalent to the multiplication operator in $L^2(\mathbb{R})$ defined by the function $\Gamma_{m,\kappa;2}$. By analogy this operator will also be denoted by $S_{m,\kappa}$.

Clearly, a similar relation exists between the scattering operator $S_{0}^k$ for the pair $(H_0^k, H_D)$ and the multiplication operator in $L^2(\mathbb{R})$ defined by the function $\Gamma_{0;2}^\dagger \equiv S_{0}^k$. A key observation about these scattering operators is that whenever $(m, \kappa)$ or $\nu$ are not exceptional the functions $\Gamma_{m,\kappa;2}$ or $\Gamma_{0;2}^\dagger$ are bounded and boundedly invertible on $\mathbb{R}$. In these situations it then follows that the functions $\Gamma_{m,\kappa}$ and $\Gamma_{0;2}^\dagger$ defined on $\square$ are also invertible and boundedly invertible. As a consequence, their winding number are well defined and will be denoted by Wind. On the other hand, the winding numbers $\square$ for a function $f$ defined on a closed curve $\gamma$ and taking values in $\mathbb{C}^*$ its winding
hand, it is also easily observed that in the exceptional situations these functions are either not bounded or have an inverse which is not bounded.

The second necessary information is about the wave operators themselves. It is shown in [3] that if \((m, \kappa)\) is not an exceptional pair the kernels of \(W_{m,\kappa}^\pm\) are empty while the cokernels of these operators corresponds to the subspaces spanned by the eigenfunctions associated to the eigenvalues of \(H_{m,\kappa}\). Similarly, if \(\nu\) is not an exceptional parameter, the wave operators \(W_{\nu}^\pm\) have an empty kernel and a cokernel equal to the subspace spanned by the eigenfunctions of \(H_{\nu}^0\).

With all the information collected so far, the following statement can easily be proved. It relies on the index map associated to the short exact sequence

\[ 0 \to \mathcal{K}_R \to \mathcal{E}_o \to C(\Box) \to 0 \]

and to the fact that \(W_{m,\kappa}\) is a lift for the invertible operator \(\Gamma^{-}_m,\kappa \in C(\Box)\) (and similarly \(W_{\nu}^\nu\) is a lift for the invertible operator \(\Gamma^{-}_0 \in C(\Box)\)). The details are provided in [8]. Note that the following statement applies for the cases I.1) and I.4) of Proposition 5.1. Let us still recall for clarity that the index of a Fredholm operator corresponds to the difference between the dimension of its kernel and of its cokernel. This index will be denoted by Index in the sequel.

**Theorem 5.3** (Topological Levinson’s theorem). Let \(m \in \mathbb{C}^\ast\) with \(|\Re(m)| \in (0, 1)\), and let \(\kappa, \nu \in \mathbb{C}\). If \((m, \kappa)\) and \(\nu\) are not exceptional parameters, then the following relations hold:

\[
\text{Wind} \left[ \Gamma^{-}_m,\kappa \right] = \text{number of eigenvalues of } H_{m,\kappa}
\]

and

\[
\text{Wind} \left[ \Gamma^{-}_0,\nu \right] = \text{number of eigenvalues of } H_{\nu}^0,
\]

where the r.h.s. are also equal to \(-\text{Index}(W_{m,\kappa}^-)\) and \(-\text{Index}(W_{\nu}^-)\), respectively.

Note that the l.h.s. of the above statement contains four contributions, one for each function living on the edges of the square. As already mentioned, the contribution of \(\Gamma_2\) corresponds to the one of the scattering operator. In addition, the contribution due to \(\Gamma_1\) and to \(\Gamma_3\) correspond to corrections to Levinson’s theorem. Explanations on these corrections have been provided in [11] and are quite common in any statement about Levinson’s theorem. In our approach, these corrections are automatically taken into account.

**Remark 5.4.** The wave operators described in the cases I.2), I.3) and I.5) of Proposition 5.1 also belong to \(\mathcal{E}_o\) and the corresponding functions \(\Gamma^{-}_m,\kappa\) or \(\Gamma^{-}_0,\nu\) are well defined. However, since these functions vanish at one point on \(\Box\) their winding numbers are no more well-defined. Accordingly, the corresponding wave operators are not Fredholm operators, and thus their analytic indexes are also not well defined.

number corresponds to number of times the function \(t \mapsto f(t)\) turns around \(0 \in \mathbb{C}\) when \(t\) runs on \(\gamma\).
Let us now turn our attention to the algebra $E_n$ for $n > 0$. Clearly, this algebra does not contain $K_R$, and thus the previous construction does not apply. In fact, this algebra contains all pseudo-differential operators of order 0 with periodic coefficients. In such a case the ideal $K_R$ has to be replaced by the ideal $J_n$ defined by

$$J_n := C^* \left( a(D)b(X) \mid a \in C_0(\mathbb{R}), b \in C_{\mathbb{R}}(\mathbb{R}) \right).$$

Then, the quotient algebra $E_n/J_n$ can easily be computed and is isomorphic to $C_{\mathbb{R}}(\mathbb{R}) \oplus C_{\mathbb{R}}(\mathbb{R})$. The quotient morphism $q_n : E_n \to C_{\mathbb{R}}(\mathbb{R}) \oplus C_{\mathbb{R}}(\mathbb{R})$ is uniquely determined by

$$q_n(a(D)b(X)) = (a(-\infty)b(\cdot), a(+\infty)b(\cdot)).$$

Now, let us consider $n \in \mathbb{R}^*$ and compute the image of $W_{-m,\kappa}$ by this quotient map whenever $W_{-m,\kappa}$ belongs to $E_{|n|}$, namely in the cases II.1) - II.3) of Proposition 5.1. More precisely, for the operator $W_{-in,\kappa}$ one has

$$q_{|n|}(W_{-in,\kappa}) = \left( \kappa e^{i\pi in} \frac{1 - \kappa e^{-i\pi n 2inx}}{1 - \kappa e^{i\pi n 2inx}}, 1 \right).$$

Note then that since $C_{\mathbb{R}}(\mathbb{R})$ can naturally be identified with $C(\mathbb{S})$, we define through this identification the winding number $\text{Wind}_{\pi n}(f)$ of any bounded and boundedly invertible element $f \in C_{\mathbb{R}}(\mathbb{R})$. Clearly, this is well defined if and only if $(in, \kappa)$ is not an exceptional pair.

In order to define an analytic index for $W_{-in,\kappa}$ we recall the construction provided in [5, Sec. 4] about the direct integral decomposition of $L^2(\mathbb{R})$ useful for periodic systems, the so-called Floquet-Bloch decomposition. More information can also be found in [10, Sec.XIII.16]. For simplicity, we provide only the construction for $n > 0$, but the general case can be obtained by replacing $n$ with $|n|$. For each $\theta \in [0, 2n)$ we set $H_{\theta} := L^2([0, \pi n], dx)$ endowed with the usual Lebesgue measure, and also define

$$H_n := \int_{[0,2n)} H_{\theta} \frac{d\theta}{2n}.$$

Then, if $S(\mathbb{R})$ denotes the Schwartz space on $\mathbb{R}$, the map $U_n : L^2(\mathbb{R}) \to H_n$ defined for $\theta \in [0, 2n)$ and $x \in [0, \frac{\pi n}{2n})$ by

$$[U_n f](\theta, x) := \sum_{k \in \mathbb{Z}} e^{-i\pi k\theta} f \left( x + \frac{\pi}{n} k \right) \quad \forall f \in S(\mathbb{R}),$$

extends continuously to a unitary operator. The adjoint operator is then given by the formula

$$[U_n^* \varphi](x + \frac{\pi}{n} k) = \int_{0}^{2n} e^{i\pi k\theta} \varphi(\theta, x) \frac{d\theta}{2n}.$$

Moreover, one has

$$U_n D U_n^* = \int_{[0,2n)} D^{(\theta)} \frac{d\theta}{2n},$$
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where $D_\theta^{(θ)}$ is the operator $-i\frac{d}{dx}$ on a fiber $H_\theta$ with boundary condition $f(\frac{π}{n}) = e^{i\frac{π}{n}θ}f(0)$.

Thus, for any operator of the form $a(D)b(X)$ with $a \in C_0(]-∞,∞[)$ and $b \in C_1(\mathbb{R})$, the operator $\mathcal{U}_n a(D)b(X)\mathcal{U}_n^*$ is a decomposable operator with the fibers $a(D_\theta^{(θ)})b(X)$. On suitable bounded decomposable operator $Φ = \int_{[0,2n]}^{|θ|} \Phi(θ) \frac{dθ}{2n}$ we also define the trace $Tr_\theta$ by

$$Tr_\theta(Φ) = \int_{0}^{2n} tr_\theta(Φ(θ)) \frac{dθ}{2n}$$

where $tr_\theta$ is the usual trace on $H_θ$.

Before stating our main result for the semi-Fredholm operator $W_{\in,n,κ}$, let us recall that $W_{m,κ}^\pm$ denote the transpose operators of $W_{m,κ}$, and that the following relations have been proved in [3] in the non exceptional case:

$W_{m,κ}^\pm W_{m,κ}^\mp = I$ and $W_{m,κ}^\mp W_{m,κ}^\pm = \mathcal{I}_{R,\pm}(H_{m,κ})$

where $\mathcal{I}_{R,\pm}(H_{m,κ})$ is a projection related to the continuous spectrum of $H_{m,κ}$.

More precisely, the subspace spanned by this projection is the image through the unitary transformation of the complementary to the subspace spanned by the eigenfunctions of the operator $H_{m,κ}$. This latter subspace for $m = in$ is either infinite dimensional, or 0-dimensional, as already mentioned in Proposition 3.4. If we set $I_p(H_{m,κ}) := 1 - \mathcal{I}_{R,\pm}(H_{m,κ})$ then one has:

**Theorem 5.5.** Consider $n > 0$ and $κ \in \mathbb{C}$ such that $(in,κ)$ is not an exceptional pair. Then,

$$Wind_\in (S_{in,κ}) = -Tr_n (I_p(H_{in,κ})).$$

Let us emphasize that the l.h.s. corresponds to the natural analytic index $Index_n$ defined in terms of $Tr_n$ and evaluated on $W_{in,κ}^-$. A proof for such a statement is provided in [5] but is valid only if $H_{in,κ}$ is self-adjoint. This takes place if and only if $|κ| = 1$. For completeness we provide below an adaptation of the proof valid in the more general context of the present paper. We shall show in this proof that the above equality can only take two values: either $-1$ when $H_{in,κ}$ has an infinite number of eigenvalues, or 0 when this operator has no eigenvalue.

**Proof.** In this proof we assume that $κ \neq 0$ since in this case the statement is trivially satisfied. From the equalities

$$|κ| = \left| \frac{1}{κ} \frac{Γ(-in)}{Γ(in)} \right| = e^{n(\frac{1}{n} \ln|κ|)}$$

together with the equality

$$S_{in,κ}(x) = iε^{πx} \frac{1 - ε^{-πx} e^{2inx}}{1 - ε^{πx} e^{2inx}}$$

one easily infers that $Wind_\in (S_{in,κ}) = -1$ if $\frac{1}{n} \ln(|κ|) \in (-π,π)$ while one has $Wind_\in (S_{in,κ}) = 0$ if $\frac{1}{n} \ln(|κ|) \notin [-π,π]$. Since the special case $\frac{1}{n} \ln(|κ|) = ±π$ is an exceptional situation, it is disregarded.
Let us now consider an operator of the form \(a(D)b(X)\) with \(a \in C_0(\mathbb{R})\) and \(b \in C_\Xi(\mathbb{R})\), and the corresponding operator \(a(D_\theta)\Gamma(D_\theta)\Gamma(b(X))\). Since the eigenfunctions of the operator \(D_\theta^\delta\) are provided by the functions

\[
[0, \frac{\pi}{n}] \ni x \mapsto \sqrt{\frac{n}{\pi}} e^{i(\theta + 2nk)x} \in \mathbb{C}, \quad k \in \mathbb{Z}
\]

we infer that the Schwartz kernel of the operator \(a(D_\theta)b(X)\) is given by

\[
K_{a(D_\theta)b(X)}(x, y) = \frac{n}{\pi} \sum_{k \in \mathbb{Z}} a(\theta + 2nk) e^{i(\theta + 2nk)(x-y)} b(y).
\]

Thus, if \(b(X)a(D_\theta)\) is tr\(\theta\)-trace class for a.e. \(\theta \in [0, 2\pi)\) we obtain

\[
\text{tr}_{\theta} \left( a(D_\theta)b(X) \right) = \sum_{k \in \mathbb{Z}} a(\theta + 2nk) \times \frac{n}{\pi} \int_0^\pi b(x) \, dx
\]

and then

\[
\text{Tr}_n \left( a(D)b(X) \right) = \frac{1}{2n} \int_\mathbb{R} a(\xi) \, d\xi \times \frac{n}{\pi} \int_0^\pi b(x) \, dx.
\]

Note that these formulas are valid if \(a\) has a fast enough decay, which will be the case in the sequel. In addition, note also that the last term depends only on the 0-th Fourier coefficient of the function \(b\). Our next aim is thus to show that 

\[
|W_{\imath,\kappa}^-, W_{\imath,\kappa}^+| = -T_p(H_{\imath,\kappa}) \text{ can be rewritten in the above form.}
\]

Recall now that \(\Xi_k(D)\) is a unitary operator, with \(\Xi_k(D)^* = \Xi_{-k}(-D)\). One also infers from the definition in \([3, 1]\) that \(\Xi_{\imath}(D)\) is invertible with \(\Xi_{\imath}(D)^{-1} = \Xi_{\imath}(-D)\) and that \(\Xi_{\imath}(D)^* = \Xi_{-\imath}(-D)\). Then one gets

\[
\Xi_{\imath}^{-1}(D^{-1}\Xi_{\imath}(D)) \left( W_{\imath,\kappa}^-, W_{\imath,\kappa}^+ \right) \Xi_{\imath}(D) \Xi_{\imath}(D)^{-1} = (I - \zeta G_n(D)e^{2\pi inX}) F_{\imath,\kappa}(X) (\zeta e^{2\pi inX} G_n(D) - I) - I,
\]

where

\[
F_{\imath,\kappa}(X) := \frac{-1}{(1 - \zeta e^{-\pi e^{2\pi inX}})(1 - \zeta e^{\pi e^{2\pi inX}})}
\]

and

\[
G_n^\pm(\xi) := \Xi_{\pm\imath}(\xi) \Xi_{\mp\imath}(\xi).
\]

From the identity \(\Gamma(z + 1/2)\Gamma(-z + 1/2) = \frac{\pi}{\cos(\pi z)}\) one then infers that

\[
G_n^\pm(\xi) = e^{\pm 2\pi n} \frac{e^{\pi \xi} + e^{-\pi \xi}}{e^{\pi \xi} + e^{-\pi \xi}},\]

and by taking into account the identity \([3, (6.10)]\) written in our framework, namely

\[
e^{2\pi inX} G_n^-(D) + G_n^+(D)e^{2\pi inX} = 2 \cosh(\pi n)e^{2\pi inX},
\]
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one then gets

\[(I - \varsigma G_n^+(D)e^{2i\pi X})F_{in,\kappa}(X)\varsigma G_n^-(D) - I = -F_{in,\kappa}(X) - \varsigma G_n^+(D)e^{2i\pi X}F_{in,\kappa}(X)e^{2i\pi X}G_n^-(D) + \varsigma F_{in,\kappa}(X)e^{2i\pi X}G_n^+(D) + \varsigma G_n^+(D)e^{2i\pi X}F_{in,\kappa}(X) - I \]

\[= -F_{in,\kappa}(X) - \varsigma G_n^+(D)e^{2i\pi X}F_{in,\kappa}(X)e^{2i\pi X} - \varsigma G_n^+(D)\left[e^{2i\pi X}F_{in,\kappa}(X)e^{2i\pi X}, G_n^-(D)\right] + \varsigma F_{in,\kappa}(X)(2\cosh(\pi n)e^{2i\pi X} - G_n^+(D)e^{2i\pi X}) + \varsigma G_n^+(D)e^{2i\pi X}F_{in,\kappa}(X) - I \]

\[= -F_{in,\kappa}(X)(1 - 2\varsigma\cosh(\pi n)e^{2i\pi X} + \varsigma G_n^+(D)e^{2i\pi X}) - I \]

\[= -\varsigma^2 G_n^+(D)\left[e^{2i\pi X}F_{in,\kappa}(X)e^{2i\pi X}, G_n^-(D)\right] - \varsigma F_{in,\kappa}(X), G_n^+(D)\right)e^{2i\pi X} \]

\[= -\varsigma^2 G_n^+(D)\left[e^{2i\pi X}F_{in,\kappa}(X)e^{2i\pi X}, G_n^-(D)\right] - \varsigma F_{in,\kappa}(X), G_n^+(D)\right)e^{2i\pi X} \]

For the last step, observe that since the function $F_{in,\kappa}$ is a smooth $\frac{\pi}{\kappa}$-periodic function, its Fourier series converges uniformly. We can thus write $F_{in,\kappa}(X) = \sum_{\ell \in \mathbb{Z}} c_\ell e^{2i\pi \ell X}$. Using the relation $e^{i\pi X}g(D)e^{-i\pi X} = g(D-s)$, which holds for any $g \in \mathcal{C}_0(\mathbb{R})$ and $s \in \mathbb{R}$, we obtain

\[I_{in,\kappa} = \varsigma^2 \sum_{\ell \in \mathbb{Z}} c_\ell G_n^+(D)\left\{G_n^-(D - 2\pi \ell + 2) - G_n^+(D)\right\}e^{2i\pi (\ell + 2) X}, \]

\[J_{in,\kappa} = \varsigma \sum_{\ell \in \mathbb{Z}} c_\ell \left\{G_n^+(D - 2\pi \ell) - G_n^+(D)\right\}e^{2i\pi (\ell + 1) X}. \]

By applying then formula (5.3) one infers that $\text{Tr}_n(I_{in,\kappa}) = 0$ since the 0-th Fourier coefficient of the corresponding function $b$ is obtained for $\ell = -2$, but the first factor vanishes precisely when $\ell = -2$. On the other hand one has

\[\text{Tr}_n(J_{in,\kappa}) = \varsigma c_{-1} \frac{1}{2\kappa} \int_0^{2\kappa} \sum_{\ell \in \mathbb{Z}} \left\{G_n^+(\theta + 2\pi (k + 1)) - G_n^+(\theta + 2\pi k)\right\} d\theta \]

\[= \varsigma c_{-1} \left\{G_n^+(\infty) - G_n^+(\infty)\right\} \]

\[= \varsigma c_{-1} (e^{\pi n} - e^{-\pi n}). \]

Finally, by collecting the result obtained so far and by using the cyclicity of the traces one gets

\[\text{Tr}_n (\mathcal{W}_{in,\kappa}^-, \mathcal{W}_{in,\kappa}^+)^\# - \mathcal{W}_{in,\kappa}^+, \mathcal{W}_{in,\kappa}^-) \]

\[= \text{Tr}_n \left(\Xi_{in}(D)^{-1}\Xi_\frac{1}{2}(D)\left(\mathcal{W}_{in,\kappa}^- \mathcal{W}_{in,\kappa}^+ - \mathcal{W}_{in,\kappa}^+ \mathcal{W}_{in,\kappa}^-\right)\Xi_\frac{1}{2}(D)^* \Xi_{in}(D)\right) \]

\[= -\varsigma c_{-1} (e^{\pi n} - e^{-\pi n}). \]

For the computation of $c_{-1}$ it is enough to observe that if $\frac{1}{\kappa} \ln(|\kappa|) \in (-\pi, \pi)$
then
\[ F_{in,\kappa}(x) = \frac{-1}{(1 - \varsigma e^{-\pi n e^{2inz}})(1 - \varsigma e^{\pi n e^{2inz}})} = \frac{1}{\varsigma e^{\pi n} e^{-2inz}} \frac{1}{1 - \varsigma e^{-\pi n e^{2inz}}} \frac{1}{1 - \varsigma e^{\pi n} e^{-2inz}} = \frac{1}{\varsigma e^{\pi n} e^{-2inz}} \sum_{j=0}^{\infty} \left( e^{-\pi n e^{2inz}} \right)^j \sum_{k=0}^{\infty} \left( \varsigma e^{-\pi n e^{2inz}} \right)^k , \]

from which one infers by considering the diagonal sum that
\[ c_{-1} = \varsigma^{-1} e^{-\pi n} \sum_{j=0}^{\infty} (e^{-\pi n})^{2j} = \varsigma^{-1} \frac{e^{-\pi n}}{1 - e^{-2\pi n}} = \varsigma^{-1} \frac{1}{e^{\pi n} - e^{-\pi n}} . \]

It follows that \(- \text{Tr}_n(\mathcal{I}_p(H_{in,\kappa})) = -1\) if \(\frac{1}{2} \ln(|\kappa|) \in (-\pi, \pi)\). On the other hand, if \(\frac{1}{2} \ln(|\kappa|) > \pi\) or if \(\frac{1}{2} \ln(|\kappa|) < -\pi\) then one gets by a similar argument that the function \(F_{in,\kappa}\) has a Fourier series with coefficient \(c_{-1}\) equal to 0. In such a case one gets \(- \text{Tr}_n(\mathcal{I}_p(H_{in,\kappa})) = 0\), as expected.

**Remark 5.6.** Let us emphasize that the previous theorem is the first topological version of Levinson’s theorem when an infinite number of eigenvalues is involved. Note however that a generalized Levinson’s theorem involving an infinite number of bound states already appeared in [9, 14], but it corresponds to a relation between the asymptotic behaviors of the spectral shift function and of the eigenvalues counting functions. A deeper understanding of the relation between our result and the results contained in these papers would certainly be valuable.
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