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Abstract. This paper considers a bivariate operational risk cell model, in which the loss severities are modeled by some heavy-tailed and weakly (or strongly) dependent nonnegative random variables, and the frequency processes are described by two arbitrarily dependent general counting processes. In such a model, we establish some asymptotic formulas for the Value-at-Risk and Conditional Tail Expectation of the total aggregate loss. Some simulation studies are also conducted to check the accuracy of the obtained theoretical results via the Monte Carlo method.

1. Introduction. Consider a bivariate operational risk cell model, in which the severities \( \{(X^{(1)}_k, X^{(2)}_k), k \geq 1\} \) form a sequence of independent and identically distributed (i.i.d.) nonnegative random vectors with generic random vector \((X^{(1)}, X^{(2)})\) having marginal distributions \(F_1\) and \(F_2\), respectively; the frequency processes \(\{N_1(t), t \geq 0\}\) and \(\{N_2(t), t \geq 0\}\) describe the numbers of loss events of two business lines in the time interval \([0, t]\) for \(t \geq 0\), respectively. The severity processes \(\{(X^{(1)}_k, X^{(2)}_k), k \geq 1\}\) are independent of the frequency processes \(\{(N_1(t), N_2(t)), t \geq 0\}\). However, \(N_1(t)\) and \(N_2(t)\) are arbitrarily dependent, and for each \(k \geq 1\), some certain dependence structure may exist between \(X^{(1)}_k\) and \(X^{(2)}_k\). In this model, for each business line \(i = 1, 2\), the aggregate loss \(S_i(t)\) in \([0, t]\) constitutes a process

\[ S_i(t) = \sum_{k=1}^{N_i(t)} X^{(i)}_k, \quad t \geq 0, \]

and the bank’s total aggregate loss process is defined as

\[ S(t) = S_1(t) + S_2(t), \quad (1) \]

with distribution \(G_t(x) = P(S(t) \leq x)\).

Such a bivariate operational risk cell model aims to implement the Advanced Measurement Approach (AMA), which is proposed by Basel Committee on Banking
Supervision [6] according to Basel II accord and allows for explicit correlations between different operational risk events. Precisely speaking, banks should allocate losses to more than one business line or loss event type, which leads to the core problem of the multivariate modelling with all different risk type/business line cells. In the framework of mathematics, we consider the bivariate cell model in this paper for simplicity.

A frequency/severity approach, called Loss Distribution Approach (LDA), is one of the most popular approaches satisfying the AMA standards, and is widely used in banks and insurance companies, see, e.g. [1] and [40]. [16] and [28] showed that this model best fits the distribution of empirical data. In this paper, we aim to investigate the bivariate behavior of operational risk defined as the high quantile of a loss distribution, i.e. the Value-at-Risk (VaR) of the total aggregate loss \( S(t) \) in (1), and its corresponding Conditional Tail Expectation (CTE) as the confidence level increases.

[12] stated that although the LDA can be used to calculate the standard capital requirement of operational risk in insurance companies, the bridge between losses and business drivers, and dependencies among losses are not explicit and formal due to the lack of historical loss data. Therefore, a fundamental issue in this paper is to carefully address the dependence structure between different cells. Among some early works, [9] derived a simple closed-form expression for VaR in a single operational risk cell model, in which the severities are described as some i.i.d. heavy-tailed random variables. Later, some asymptotic results for VaR in a multivariate model were further provided by [10], in which a Lévy copula dependence is used to model different cells but in each cell the severities are still assumed to be i.i.d. and the frequency processes are restricted to homogeneous Poisson processes. Recently, [36] then established some approximations for both VaR and CTE in which some weak tail dependence among the severities of each cell are allowed and the frequency processes are extended to some general counting processes. Some related discussions on dependence modelling include [13], [11], [4], [40].

Remark that each pair of generic severity losses of a bank may be weakly tail dependent under the circumstance that the international financial and monetary system are stable, while they often exhibit strong tail dependence if the financial system is experiencing the economic downturns, see e.g. [23]. In this paper, we shall model the dependence between each pair of severity losses not only by some certain weak dependence, but also by some strong dependence to some extent. Concretely speaking, the asymptotic independence and the bivariate regular variation are considered, which are weakly and strongly dependent, respectively. In addition, we allow arbitrary dependence between the two general frequency processes.

The rest of this paper is organized as follows. After preparing some preliminaries in Section 2, the main results of this paper as well as some simulation studies are presented in Section 3. Section 4 concludes the paper. All proofs are postponed in Section 5.

2. Preliminaries. Throughout the paper, all limit relationships are according to \( x \to \infty \) unless otherwise stated. For two positive functions \( g_1(\cdot) \) and \( g_2(\cdot) \), we write \( g_1(x) \preceq g_2(x) \) or \( g_2(x) \succeq g_1(x) \) if \( \limsup g_1(x)/g_2(x) \leq 1 \), write \( g_1(x) \sim g_2(x) \) if \( \lim g_1(x)/g_2(x) = 1 \), and write \( g_1(x) = o(g_2(x)) \) if \( \lim g_1(x)/g_2(x) = 0 \). For a non-decreasing function \( g: \mathbb{R} \to \mathbb{R} \), denote by \( g^- \) the general inverse, that is, for \( y \in \mathbb{R} \), \( g^-(y) = \inf\{x \in \mathbb{R} : g(x) \geq y\} \), where \( \inf \emptyset = \infty \) by convention. For any set \( A \) and
any measure $\nu$, denote by $1_A$ the indicator function of $A$, and abbreviate $\nu(A)$ to $\nu A$ as long as no confusion arises.

2.1. Two risk measures. The calculation for capital requirement of operational risk is equivalent to find the VaR of total aggregate loss at confidence level 99.9% during one year period, see [6]. In our bivariate cell model, the VaR of total aggregate operational loss can be defined as the $q$-quantile of $G_t$,

$$\text{VaR}_q(S(t)) = G_t^{\leftarrow}(q),$$

for confidence level $q \in (0,1)$. Due to the lack of the sub-additivity, however, the VaR measure has been gradually replaced by the CTE, see Basel III [7]. The latter is used as the average capital requirement beyond the VaR, which can be defined as

$$\text{CTE}_q(S(t)) = \mathbb{E}[S(t)|S(t) > \text{VaR}_q(S(t))].$$

Some discussions on the merits and demerits of these two risk measures can be found in [20], but there is no evidence for global advantage of one risk measure against the other. Therefore, in this paper, we aim to establish some asymptotic formulas for both the VaR and CTE based on operational risks.

2.2. Heavy-tailed distributions and dependence structures. Investigating asymptotic approximations of any quantity of interest including our specific VaR and CTE measures, requires knowledge about the behavior in the extreme region. On the other hand, extremal/heavy-tailed distributions are often used to model loss variables, since many loss data are characterised by right heavy-tailedness, see [30], [15], [18], [5]. We start with the concept of subexponential distributions. By definition, a distribution $V$ on $\mathbb{R}^+ = [0,\infty)$ is said to be subexponential, written as $V \in S$, if

$$V(x) = 1 - \frac{V(x)}{V(x)} > 0 \text{ for all } x \geq 0 \text{ and the limit}$$

$$\lim_{x \to \infty} \frac{V^\ast_n(x)}{V(x)} = n$$

holds for all (or, equivalently, for some) $n \geq 2$, where $V^\ast_n$ is the $n$-fold convolution of $V$. Some typical examples of subexponential distributions are the Lognormal distribution, the Weibull distribution of the form

$$V(x) = 1 - e^{-cx^\tau}, \quad x \geq 0,$$

for some $c > 0$ and $0 < \tau < 1$, and the Pareto distribution of the form

$$V(x) = 1 - \left(\frac{1}{x + \sigma}\right)^\alpha, \quad x \geq 1 - \sigma,$$

with parameters $\alpha > 0$ and $\sigma > 0$.

One of the most useful subclass of subexponential distributions is that of regularly varying tailed distributions. Recall that a positive measurable function $h$ on $\mathbb{R}^+$ is said to be regularly varying at $\infty$ with index $\alpha \in \mathbb{R}$, written as $h \in \text{RV}_\alpha$, if

$$\lim_{x \to \infty} \frac{h(xy)}{h(x)} = y^\alpha, \quad y > 1.$$
\( V \in \mathcal{R}_{-\alpha} \) (or \( V \in \mathcal{R}_{-\infty} \)). Clearly, if a distribution \( V \in \mathcal{R}_{-\alpha} \) for some \( \alpha > 0 \), then \( V \in \mathcal{S} \); the Pareto distribution (3) belongs to \( \mathcal{R}_{-\alpha} \), and the Weibull distribution (2) belongs to \( \mathcal{S} \cap \mathcal{R}_{-\infty} \). Some applications to heavy-tailed distributions can be found in [39], [38], [37], among many others.

The concept of multivariate regular variation (MRV) is a natural extension of univariate regular variation, which provides an integrated framework for modelling extreme losses with both heavy tails and asymptotic (in)dependence in finance, insurance and risk management after the pioneer work from [17]. More related works on MRV include [24], [3], [35], [34], [33] among many others. We briefly introduce a special case of MRV with two dimensions.

A random vector \((\xi_1, \xi_2)\) taking values in \([0, \infty) \times (0, \infty] \) is said to follow a distribution with a bivariate regularly varying (BRV) tail if there exist a reference distribution \( V \) and a non-degenerate (i.e. not identically 0) limit measure \( \nu \) such that

\[
\lim_{x \to \infty} \frac{\mathbb{P}(1/x (\xi_1, \xi_2) \in \cdot)}{\nu(\cdot)} = \nu(\cdot) \quad \text{on } [0, \infty) \times \{0\},
\]

where \( \nu \to \) denotes vague convergence, meaning that the relation

\[
\lim_{x \to \infty} \frac{\mathbb{P}(\xi_1 > x, \xi_2 > x)}{\nu(1, \infty \setminus \{0\})} = 0;
\]

they are said to be asymptotically independent (AI), if

\[
\lim_{x \to \infty} \frac{P(\xi_1 > x, \xi_2 > x)}{\mathbb{V}_1(x) + \mathbb{V}_2(x)} = 0; \quad (7)
\]

they are said to be asymptotically dependent (AD), if they are tail proportional (i.e. \( \mathbb{V}_2(x) \sim c \mathbb{V}_1(x) \) for some \( c > 0 \)) and the limit in (7) is positive. It is noticeable that AD exhibits some strong dependence between variables. See [27] and [29]. We remark that if \((\xi_1, \xi_2) \in \text{BRV}_{-\alpha}(V)\) and \( \nu((1, \infty), (0, 1), \infty) > 0 \), then \( \xi_1 \) and \( \xi_2 \) are AD.

We now introduce some specific asymptotic independence structures. Assumption 2.1 below is introduced by [22] and is related to the so-called negative (or positive) regression dependence proposed by [25].
Assumption 2.1. Let \( \xi_1 \) and \( \xi_2 \) be two nonnegative random variables with distributions \( V_1 \) and \( V_2 \), respectively. There exist two positive constants \( x_0 \) and \( M \) such that

\[
P(\xi_i > x | \xi_j = y) \leq M V_i(x), \quad i \neq j = 1, 2,
\]

hold for all \( \min\{x, y\} \geq x_0 \), where the conditional probability in (8) is understood as 0 when \( y \) is not a possible value of \( \xi_j \), i.e. \( P(\xi_j \in \Delta) = 0 \) for some open set \( \Delta \) containing \( y \).

We remark that if \( \xi_1 \) and \( \xi_2 \) satisfy Assumption 2.1, then they are AI. Indeed, for sufficiently large \( x \),

\[
P(\xi_1 > x, \xi_2 > x) = \int_{x}^{\infty} P(\xi_1 > x | \xi_2 = y) V_2(dy)
\]

\[
\leq M V_1(x) V_2(x)
\]

\[
= o(1) \left( V_1(x) + V_2(x) \right),
\]

which implies (7). In addition, Assumption 2.1 is closely related to the following dependence proposed by [2].

Assumption 2.2. Let \( \xi_1 \) and \( \xi_2 \) be two nonnegative random variables with distributions \( V_1 \) and \( V_2 \), respectively. There exists a measurable function \( h(\cdot) : [0, \infty) \rightarrow (0, \infty) \) such that

\[
P(\xi_i > x | \xi_j = y) \sim h(y) V_i(x), \quad i \neq j = 1, 2,
\]

hold uniformly for all \( y \in [0, \infty) \).

Remark 1. Clearly, if \( h(\cdot) \) is bounded, then Assumption 2.2 implies Assumption 2.1. [26] verified Assumption 2.2 through copulas. It can be checked that the generic random pair \((X(1), X(2))\) coupled with some commonly-used copula, such as theAli-Mikhail-Haq copula, the Farlie-Gumbel-Morgenstern copula and the Frank copula, satisfies Assumption 2.2 with the corresponding measure function \( h(\cdot) \) bounded.

3. Main results and numerical studies.

3.1. Main results. We remark that the following propositions and theorems can be extended to the case of multivariate generic severity vector \((X^{(1)}, \ldots, X^{(d)})\), \( d \geq 2 \). Although our goal is to study the asymptotics for both VaR and CTE of total aggregate loss when confidence level increases, it is necessary to investigate the total aggregate loss’s tail probability. We make up several propositions in three different cases. The first one considers the case that each pair of the severities \((X^{(1)}, X^{(2)})\) is AI through satisfying Assumption 2.1 and with subexponential marginal distributions.

Proposition 1. Consider the bivariate cell model, in which the generic random vector \((X^{(1)}, X^{(2)})\) satisfies Assumption 2.1, and \( F_i(x) \sim c_i F(x) \) for some positive constants \( c_i, i = 1, 2 \), and some reference distribution \( F \in S \). If there exists some \( \varepsilon > 0 \) such that \( E \left[ (1 + \varepsilon)^{N_i(t)} \right] < \infty, i = 1, 2 \), then, regardless of arbitrary dependence between \( N_1(t) \) and \( N_2(t) \), it holds that

\[
P(S(t) > x) \sim (c_1 E[N_1(t)] + c_2 E[N_2(t)]) \cdot F(x).
\]
Example 3.1. Suppose that \((X^{(1)}, X^{(2)})\) follows the common marginal Weibull distribution \(F\) of the form (2), the dependence between \(X^{(1)}\) and \(X^{(2)}\) is modelled via the Frank copula of the form (16) below, and the two frequency processes \(N_1(t)\) and \(N_2(t)\) are described by two arbitrarily dependent homogeneous Poisson processes with intensities \(\lambda_1 > 0\) and \(\lambda_2 > 0\), respectively. Then, the asymptotic estimate in (9) can be reduced to

\[
P(S(t) > x) \sim (\lambda_1 + \lambda_2)t \cdot F(x). \tag{10}
\]

Compared with Proposition 1, the second proposition below strengthens the distribution of the severities to be regularly varying tailed, but allows each pair of the severity losses to be more general AI, and the two frequency processes to have some power moments.

Proposition 2. Consider the bivariate cell model, in which \(X^{(1)}\) and \(X^{(2)}\) are AI with \(F_i(x) \sim c_i F(x)\) for some positive constants \(c_i, i = 1, 2\), and some reference distribution \(F \in \mathcal{R}_{-\alpha}\), \(\alpha > 0\). If there exists some \(p > \alpha\) such that \(E[(N_i(t))^p] < \infty, i = 1, 2\), then, regardless of arbitrary dependence between \(N_1(t)\) and \(N_2(t)\), relation (9) holds.

Example 3.2. All assumptions are the same as those in Example 3.1, except replacing the common marginal distribution \(F\) by the Pareto distribution (3). Then, the asymptotic result in (9) can also be simplified to (10).

The third proposition considers an opposite case that each pair of severity losses are modelled by the bivariate regular variation, which is AD rather than AI.

Proposition 3. Consider the bivariate cell model, in which \((X^{(1)}, X^{(2)}) \in \text{BRV}_{-\alpha}(F)\) for some reference distribution \(F\) and some \(\alpha > 0\). If \(\nu([1, \infty]) > 0\) and there exists some \(p > \alpha\) such that \(E[(N_i(t))^p] < \infty, i = 1, 2\), then, regardless of arbitrary dependence between \(N_1(t)\) and \(N_2(t)\), it holds that

\[
P(S(t) > x) \sim \gamma F(x), \tag{11}
\]

where the coefficient

\[
\gamma = E \left[ \left( \nu(A) - \nu((0,1], \infty) \right) N_1(t) + \nu((0,1], \infty) N_2(t) \right] \mathbb{1}_{(N_1(t)<N_2(t))}
\]

\[
\quad + \left( \nu((1,0], \infty) N_1(t) + \left( \nu(A) - \nu((1,0], \infty) \right) N_2(t) \right) \mathbb{1}_{(N_1(t)\geq N_2(t))}, \tag{12}
\]

and \(A = \{(u,v) \in [0, \infty] : u + v > 1\}\).

Remark 2. If \(N_1(t) = N_2(t) = N(t)\), then the coefficient in (12) can be reduced to \(\gamma = \nu(A)E[N(t)]\).

Example 3.3. Suppose that \((X^{(1)}, X^{(2)})\) follows the common Pareto distribution \(F\) of the form (3), \(X^{(1)}\) and \(X^{(2)}\) are dependent according to the Gumbel copula of the form (17) below, and the frequency process \(N_1(t) = N_2(t) = N(t)\) is a homogeneous Poisson process with intensity \(\lambda > 0\). Then the asymptotic formula in (11) can be simplified to \(P(S(t) > x) \sim \nu(A) \cdot \lambda t \cdot F(x)\), where the coefficient \(\nu(A)\) can be further calculated, see Section 3.2.

Based on the above three propositions, we can establish some approximations for the VaR or CTE of total aggregate loss.
Theorem 3.1. Under the conditions of Proposition 1, if further $F_1 = F_2 = F \in S \cap R_{-\infty}$, then it holds that as $q \uparrow 1$,
\[ \text{VaR}_q(S(t)) \sim F^{\gamma^{-}}(q). \quad (13) \]

Theorem 3.2. Under the conditions of Proposition 2 with $F_1 = F_2 = F$, it holds that as $q \uparrow 1$,
\[ \text{VaR}_q(S(t)) \sim (c_1 E[N_1(t)] + c_2 E[N_2(t)])^{\frac{1}{\alpha}} F^{\gamma^{-}}(q), \quad (14) \] and if further $\alpha > 1$, then as $q \uparrow 1$,
\[ \text{CTE}_q(S(t)) \sim \frac{\alpha}{\alpha - 1} (c_1 E[N_1(t)] + c_2 E[N_2(t)])^{\frac{1}{\alpha}} F^{\gamma^{-}}(q). \quad (15) \]

Theorem 3.3. Under the conditions of Proposition 3, it holds that as $q \uparrow 1$,
\[ \text{VaR}_q(S(t)) \sim \gamma^{\frac{1}{\alpha}} F^{\gamma^{-}}(q), \] and if further $\alpha > 1$, then as $q \uparrow 1$,
\[ \text{CTE}_q(S(t)) \sim \frac{\alpha}{\alpha - 1} \gamma^{\frac{1}{\alpha}} F^{\gamma^{-}}(q), \]

where $\gamma$ is defined in (12).

3.2. Numerical studies. In this subsection, we perform some Monte Carlo simulation studies by using software R to check the accuracy of the theoretical Theorems 3.1–3.3. Firstly, we introduce some examples of AI and AD via copulas, which will be used to model the dependence between each pair of the severities or the two frequency processes. Assume that $H$, the joint distribution of $(\xi_1, \xi_2)$, has continuous marginal distributions $V_1$ and $V_2$, respectively. Then, by Sklar’s theorem, there exists a unique copula $C(u_1, u_2) : [0, 1]^2 \mapsto [0, 1]$ such that
\[ H(x_1, x_2) = C(V_1(x_1), V_2(x_2)). \]

Example 3.4. The Frank copula is of the form
\[ C(u_1, u_2) = -\frac{1}{\theta} \log \left(1 + \frac{e^{-\theta u_1} - 1}{e^{-\theta} - 1} \right), \quad \theta > 0. \quad (16) \]

It can be verified that if identically distributed $\xi_1$ and $\xi_2$ are dependent through the Frank copula, then they are AI, but the following Gumbel copula is a typical AD case.

Example 3.5. The Gumbel copula is of the form
\[ C(u_1, u_2) = \exp \left\{ -((\log u_1)^{\rho} + (\log u_2)^{\rho})^{\frac{1}{\rho}} \right\}, \quad \rho \geq 1. \quad (17) \]

Throughout this section, model specifications for the numerical studies are listed below:
- The severities $\{X_k^{(1)}, X_k^{(2)}\}, k \geq 1$ follow the common Weibull distribution (2) with parameters $c > 0$ and $0 < \tau < 1$, or the common Pareto distribution (3) with parameters $\alpha > 0$ and $\sigma > 0$. Clearly, $F_1 = F_2 = F \in S \cap R_{-\infty}$ for the former and $F_1 = F_2 = F \in R_{-\infty}$ for the latter.
- The frequency processes $N_1(t)$ and $N_2(t)$ are described by two homogeneous Poisson processes with intensities $\lambda_1 > 0$ and $\lambda_2 > 0$, respectively.
- The AI dependence between two variables is modelled via the Frank copula (16), whereas the AD dependence is according to the Gumbel copula (17).
All the numerical studies are conducted with the sample size \( m = 10^6 \) and the time period \( t = 1 \).

We first consider Theorem 3.1. For the simulated estimate \( \hat{\text{VaR}}_q(S(t)) \), we first generate \( m \) samples \( (N_{1(j)}(t), N_{2(j)}(t)), j = 1, \ldots, m \), where for each \( j \), \( N_{1(j)}(t) \) and \( N_{2(j)}(t) \) are both homogeneous Poisson processes with intensities \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \), respectively, and they are dependent via the Frank (or Gumbel) copula (16) (or (17)) with parameter \( \theta_N \) (or \( \rho_N \)). For each \( j = 1, \ldots, m \), take \( N_\text{max}^{(j)}(t) = \max\{N_{1(j)}(t), N_{2(j)}(t)\} \), then generate \( N_\text{max}^{(j)}(t) \) pairs of the severities \( (X_{k(j)}^{(1)}, X_{k(j)}^{(2)}), k = 1, \ldots, N_\text{max}^{(j)}(t) \), such that the common marginal distribution is Weibull distributed of the form (2) with \( c > 0 \) and \( 0 < \tau < 1 \), and each pair is dependent via the Frank copula (16) with parameter \( \theta_X \). Thus, the total aggregate loss can be calculated according to (1),

\[
S_{(j)}(t) = \sum_{k=1}^{N_{1(j)}(t)} X_{k(j)}^{(1)} + \sum_{k=1}^{N_{2(j)}(t)} X_{k(j)}^{(2)}, \quad j = 1, \ldots, m.
\]

In this way, the VaR \( q \) is estimated by

\[
\hat{\text{VaR}}_q(S(t)) = \inf \left\{ x : \frac{1}{m} \sum_{j=1}^{m} I_{S_{(j)}(t) \leq x} \geq q \right\},
\]

for confidence level \( q \). The asymptotic value on the right hand side of (13) is computed by \( (\lambda_1 - 1 \log(1 - q))^{-1/\tau} \). By Remark 1, the Frank copula between each pair of severities satisfies Assumption 2.1, hence all conditions in Theorem 3.1 are satisfied.

The various parameters are set to \( \lambda_1 = 6 \), \( \lambda_2 = 7 \), \( \tau = 0.1 \), \( c = 0.5 \), \( \theta_X = 1 \), \( \theta_N = 1.2 \), \( \rho_N = 1.2 \). Then the simulation results for \( \hat{\text{VaR}}_q(S(t)) \) in Theorem 3.1 are shown in Figure 1. It can be seen that with the increase of confidence level \( q \), the simulated estimates increase quickly and get closer to the asymptotic estimates. As shown in Figure 1(a), the curves of the two simulated estimates under the Frank and
Gumbel copulas are almost overlapped with the asymptotic estimates. Furthermore, in Figure 1(b), their ratios fluctuate around 1 as \( q \) increases to 1. This indicates that the simulated VaR of total aggregate loss is insensitive with respect to different dependence structures between the two frequency processes, which coincides with our theoretical result. Therefore, our obtained asymptotic equation in Theorem 3.1 is reasonable.

We next consider Theorem 3.2. The procedure and all assumptions for generating the simulated estimate \( \hat{\text{Var}}_q(S(t)) \) in (18) are the same as those in Theorem 3.1, except replacing the severity distribution by the Pareto distribution (3) with \( \alpha > 0 \) and \( \sigma > 0 \). The asymptotic value on the right hand side of (14) is computed by

\[
E[N_1(t)] + E[N_2(t)] \left( 1 - q \right)^{-\frac{1}{\alpha}} - \sigma.
\]

As for \( \text{CTE}_q(S(t)) \), it can be estimated by

\[
\hat{\text{CTE}}_q(S(t)) = \frac{\sum_{j=1}^m S(j)1(S(j)>\hat{\text{VaR}}_q(S(t)))}{\sum_{j=1}^m 1(S(j)>(\hat{\text{VaR}}_q(S(t)))}.
\]

Figure 2. Comparison of the simulated and asymptotic estimates for \( \text{VaR}_q(S(t)) \), with Frank dependent and Pareto distributed severities and AI or AD dependent frequency processes in Theorem 3.2

The various parameters are set to \( \lambda_1 = 6, \lambda_2 = 7, \alpha = 0.5 \) (or \( \alpha = 1.78 \)), \( \sigma = 1, \theta_X = 1, \theta_N = 1.2, \rho_N = 1.2 \). Then the simulation results for \( \text{VaR}_q(S(t)) \) and \( \text{CTE}_q(S(t)) \) in Theorem 3.2 are shown in Figures 2 and 3, respectively. Despite some subtle difference, the curves in different copulas almost coincide, and the ratios of simulated and asymptotic values fluctuate around 1 as confidence level increases to 1, which indicates that under our settings, the \( \text{VaR}_q(S(t)) \) and \( \text{CTE}_q(S(t)) \) are affected little by the dependence between the two frequency processes. Comparing Figure 2 with Figure 1, it is noticeable that under the same confidence level \( q \), the \( \text{VaR}_q(S(t)) \) in Theorem 3.1 is much greater than that in Theorem 3.2. This is because the tail of the Pareto distribution is heavier than that of the Weibull distribution. In other words, the total aggregate loss \( S(t) \) is relatively smaller for Weibull distributed severities, and hence the corresponding \( q \)-quantile of \( S(t) \) with Weibull distributed severities is larger than that with Pareto distributed severities, which is consistent with the general rules of the operational risk management.

Finally, we turn to Theorem 3.3, for which the settings for \( N_1(t) \) and \( N_2(t) \) are the same as those in Theorem 3.1 with parameters \( \theta_N \) and \( \rho_N \) for the Frank and
Gumbel copulas, respectively; the generic severity random vector \((X^{(1)}, X^{(2)})\) is modelled via the Gumbel copula of the form (17) with parameter \(\rho_X \geq 1\), and has a common distribution \(F \in \mathbb{R}_{-\alpha}\) for some \(\alpha > 0\). Then, by Lemma 5.2 of [35], \((X^{(1)}, X^{(2)}) \in \text{BRV}_{-\alpha}(F)\) for some reference distribution \(F\), and it can be calculated that for any Borel set \(A \subset [0, \infty]\),

\[
\nu(A) = \alpha^2(\rho_X - 1) \times \int_A (u^{-\alpha\rho_X} + v^{-\alpha\rho_X})^\frac{1}{\rho_X - 1} u^{-\alpha\rho_X - 1} v^{-\alpha\rho_X - 1} dudv.
\]

This leads to \(\nu((1, 0), \infty] = \nu((0, 1), \infty] = 1\). We further specify \(F\) to be Pareto distributed of the form (3) with \(\alpha > 0\) and \(\sigma > 0\). Then all conditions in Theorem 3.3 are satisfied.
The various parameters are set to $\lambda_1 = 6$, $\lambda_2 = 7$, $\alpha = 0.7$ (or $\alpha = 1.5$), $\sigma = 1$, $\rho_X = 1.2$, $\theta_N = 1.5$ (or $\theta_N = 1.2$), $\rho_N = 2$. It can be calculated through software Mathematica that $\nu(A) \approx 1.7127$ if $\alpha = 0.7$ when estimating $\text{VaR}_q(S(t))$, and $\nu(A) \approx 2.68771$ if $\alpha = 1.5 > 1$ when estimating $\text{CTE}_q(S(t))$. The comparison of the simulated and asymptotic estimates for the VaR and CTE of total aggregate loss as well as their corresponding ratios are shown in Figures 4 and 5, respectively.

At the end of this subsection, we aim to investigate the influence of the AI and AD dependences between each pair of the severities to the behavior of the VaR of total aggregate loss. For simplicity, we assume that the two frequency processes follow a common Poisson process $N(t)$ with intensity $\lambda = 6$; the AI and AD dependences between each pair of the severities are specialized to the Frank and Gumbel copulas with parameters $\theta_X = \rho_X = 1.8$, respectively; and the severities follow a common Pareto distribution with parameters $\alpha = 0.5$ and $\sigma = 1$. By Remark 2, the coefficient $\gamma = \nu(A) E[N(t)] \approx 9.4213$ in (12).

**Figure 5.** Comparison of the simulated and asymptotic estimates for $\text{CTE}_q(S(t))$, with Gumbel dependent and Pareto distributed severities and AI or AD dependent frequency processes in Theorem 3.3

**Figure 6.** Comparison of the simulated and asymptotic estimates for $\text{VaR}_q(S(t))$, with common frequency process, and Gumbel or Frank dependent Pareto distributed severities in Theorems 3.2 and 3.3
The simulation results are shown in Figure 6. From Figure 6(a), it can be seen that both the simulated and asymptotic estimates for $\text{VaR}_q(S(t))$ under Gumbel dependent severities (i.e. the AD case) are smaller than those under Frank dependent severities (i.e. the AI case). This is reasonable, because the potential total aggregate loss for financial institutions is more likely to increase when a stable financial system turns to the economic downturns, and, hence, in a given time period and with a fixed confidence level $q$, the $q$-quantile of total aggregate loss in a crisis (i.e. the AD case) is smaller than that in a stable economic circumstance (i.e. the AI case). As a result, the $\text{VaR}_q(S(t))$ is sensitive to the AI and AD dependences between each pair of severities.

4. Concluding remarks. In this paper, we consider some dependent bivariate operational risk cell models, and derive some asymptotic formulas for the two risk measures Value-at-Risk and Conditional Tail Expectation of total aggregate loss as confidence level increases. A major contribution of the study is that each pair of the severities is allowed to be modelled not only by some weak dependence, but also by some strong dependence, and the frequency processes can be arbitrarily dependent. Our results can help to develop a very useful early-warning measure for operational risk, which are suitable for both a stable and an unstable economic environment. Another significant contribution of the paper is the demonstration that the severities are modelled through both extremely and moderately heavy-tailed distributions, which exhibit the high-severity characteristics of empirical data from banking and insurance industries, and include some commonly-used Pareto distribution, heavy-tailed Weibull distribution, Lognormal distribution, and among many others.

5. Proofs.

5.1. Some lemmas. Before proving our main results, we firstly cite a series of lemmas. The first lemma gives two important probabilistic inequalities for the tail probability of sum of i.i.d. random variables, which are the so-called Kesten’s bounds, and can be found in Lemma 1.3.5 of [19] and the proof of Lemma 4.5 of [32].

**Lemma 5.1.** Let $\{\xi_i, i \geq 1\}$ be a sequence of i.i.d. real-valued random variables with common distribution $V$. (1) If $V \in S$, then for any $\varepsilon > 0$, there exists some $C > 0$, such that for all $n \geq 1$ and $x \geq 0$, 

$$P\left(\sum_{i=1}^{n} \xi_i > x\right) \leq C(1 + \varepsilon)^n V(x).$$

(2) If $V \in \mathbb{R}_{-\alpha}$ for some $\alpha > 0$, then for any $p > \alpha$, there exists some $C > 0$ such that for all $n \geq 1$ and $x \geq 0$, 

$$P\left(\sum_{i=1}^{n} \xi_i > x\right) \leq Cn^p V(x).$$

The next two lemmas further investigate the asymptotic behavior for the tail probability of the sum of dependent random variables, which are derived from [22] and [14], respectively.
Lemma 5.2. Let \( \xi_1 \) and \( \xi_2 \) be two nonnegative random variables with distributions \( V_1 \) and \( V_2 \), respectively. Under Assumption 2.1, if \( V_1 \in \mathcal{S} \), \( \mathbb{V}_1(x) \sim \mathbb{V}_2(x) \) and \( V_1 * V_2 \in \mathcal{S} \), then
\[
P(\xi_1 + \xi_2 > x) \sim \mathbb{V}_1(x) + \mathbb{V}_2(x).
\]

Lemma 5.3. Let \( \xi_1, \ldots, \xi_n \) be \( n \) pairwise AI nonnegative random variables with distributions \( V_i \in \mathcal{R}_1 \alpha \) for all \( 1 \leq i \leq n \) and some \( \alpha > 0 \). Then, it holds that
\[
P \left( \sum_{i=1}^{n} \xi_i > x \right) \sim \sum_{i=1}^{n} V_i(x).
\]

The last lemma is due to [10].

Lemma 5.4. Let \( V_1 \) and \( V_2 \) be two distributions satisfying \( \mathbb{V}_1(x) \sim \mathbb{V}_2(x) \). If \( V_1 \in \mathcal{R}_1 \alpha \) for some \( 0 < \alpha \leq \infty \), then
\[
\left( \frac{1}{\mathbb{V}_1} \right)^{<}(x) \sim \left( \frac{1}{\mathbb{V}_2} \right)^{<}(x).
\]

5.2. Proofs of main results. In this subsection, we aim to prove our main results of this paper.

Proof of Proposition 1. We split the tail probability \( P(S(t) > x) \) according to whether \( N_1(t) \) or \( N_2(t) \) is larger:
\[
P(S(t) > x)
= \sum_{m=0}^{\infty} \sum_{n=m+1}^{\infty} P \left( \sum_{k=1}^{m} (X_k^{(1)} + X_k^{(2)}) + \sum_{l=m+1}^{n} X_l^{(2)} > x \right) P(N_1(t) = m, N_2(t) = n)
+ \sum_{m=0}^{\infty} \sum_{n=0}^{m} P \left( \sum_{k=1}^{m} (X_k^{(1)} + X_k^{(2)}) + \sum_{l=n+1}^{m} X_l^{(1)} > x \right) P(N_1(t) = m, N_2(t) = n)
= I_1 + I_2.
\]

(19)

We mainly deal with \( I_1 \). Clearly, \( F_1 * F_2 \in \mathcal{S} \) due to Corollary 3.17 of [21]. Then, by Lemma 5.2 we have
\[
P(X^{(1)} + X^{(2)} > x) \sim (c_1 + c_2) \mathcal{F}(x),
\]
which implies that the distribution of \( X^{(1)} + X^{(2)} \) is subexponential as well. For any fixed \( n > m \geq 0 \), since \( X_1^{(1)} + X_1^{(2)}, \ldots, X_m^{(1)} + X_m^{(2)}, X_{m+1}^{(2)}, \ldots, X_n^{(2)} \) are independent, by (20), \( F \in \mathcal{S} \) and Corollary 3.16 of [21], we have
\[
P \left( \sum_{k=1}^{m} (X_k^{(1)} + X_k^{(2)}) + \sum_{l=m+1}^{n} X_l^{(2)} > x \right)
\sim m P(X^{(1)} + X^{(2)} > x) + (n - m) c_2 \mathcal{F}(x)
\sim (c_1 m + c_2 n) \mathcal{F}(x).
\]

(21)

Again by (20), there exists some large \( x_1 > 0 \) such that for all \( x \geq x_1 \),
\[
P(X^{(1)} + X^{(2)} > x) \leq 2(c_1 + c_2) \mathcal{F}(x).
\]

Define a new positive random variable \( Y \) with tail distribution
\[
\mathbb{G}(x) = \begin{cases} 
2(c_1 + c_2) \mathcal{F}(x) & x \geq x_1 \\
1 & x < x_1.
\end{cases}
\]
Clearly, $G \in \mathcal{S}$ and $X^{(2)} \leq X^{(1)} + X^{(2)} \leq_{s.t.} Y$, where the symbol $\leq_{s.t.}$ denotes “stochastically not larger than”. Construct a sequence of i.i.d. positive random variables $\{Y_k, k \geq 1\}$ with common distribution $G$. By Lemma 5.1(1), for any $\varepsilon > 0$, there exists some $m_0 > 0$, by (23), (6), and according to Lemma 5.3, we can obtain our second result.

**Proof of Proposition 3.** The proof is similar to that of Proposition 1. We still use the decomposition (19). By $(X^{(1)}, X^{(2)}) \in \text{BRV}_{-\alpha}(F)$, we have

$$P(X^{(1)} + X^{(2)} > x) \sim \nu(A)F(x),$$

implying that the distribution of $X^{(1)} + X^{(2)}$ belongs to $\mathcal{R}_{-\alpha}$. For any fixed $n > m \geq 0$, by (23), (6), and according to Lemma 5.3,

$$P \left( \sum_{k=1}^{m} (X^{(1)}_k + X^{(2)}_k) + \sum_{l=m+1}^{n} X^{(2)}_l > x \right) \sim \left( m\nu(A) + (n - m)\nu((0, 1), \infty) \right)F(x).$$

Again by (23), there exists some large $x_1$ such that for all $x \geq x_1$,

$$P(X^{(1)} + X^{(2)} > x) \leq 2\nu(A)F(x).$$

Define a new positive random variable $Y$ with the tail distribution

$$G(x) = \begin{cases} 2\nu(A)F(x), & x \geq x_1 \\ 1, & x < x_1 \end{cases}.$$
Then, \( X^{(2)} \leq X^{(1)} + X^{(2)} \leq_{s.t.} Y \). Construct a sequence of i.i.d. positive random variables \( \{Y_k, k \geq 1\} \) with common distribution \( G \in R_\alpha \). By Lemma 5.1(2), similarly to (22), it holds that for all \( x \geq 0 \),

\[
\sum_{m=0}^{\infty} \sum_{n=m+1}^{\infty} P(\sum_{k=1}^{n} Y_k > x) \frac{P(N_1(t) = m, N_2(t) = n)}{G(x)} \leq C \sum_{m=0}^{\infty} \sum_{n=m+1}^{\infty} \sum_{p} P(N_1(t) = m, N_2(t) = n) \leq CE[(N_2(t))^p] < \infty.
\]

Combining (24), \( G(x) \sim 2\nu(A)F(x) \) and applying the dominated convergence theorem yields that

\[
\lim_{x \to \infty} \frac{I_1}{F(x)} = E\left[\left((\nu(A) - \nu((0,1),\infty))N_1(t) + \nu((0,1),\infty)N_2(t)\right)1_{(N_1(t) < N_2(t))}\right].
\]

Similarly,

\[
\lim_{x \to \infty} \frac{I_2}{F(x)} = E\left[\left(\nu((1,0),\infty)N_1(t) + (\nu(A) - \nu((1,0),\infty))N_2(t)\right)1_{(N_1(t) \geq N_2(t))}\right].
\]

Thus, the above two estimates lead to (11).

**Proof of Theorem 3.1.** By \( F \in R_{-\infty} \) and Lemma 5.4, Proposition 1 implies that as \( q \uparrow 1 \),

\[
\text{VaR}_q(S(t)) = \left(\frac{1}{G_t}\right)^\leftarrow \left(\frac{1}{1-q}\right) \sim \left(\frac{1}{F}\right)^\leftarrow \left(\frac{E[c_1N_1(t) + c_2N_2(t)]}{1-q}\right) \sim \left(\frac{1}{F}\right)^\leftarrow \left(\frac{1}{1-q}\right) = F^\leftarrow(q),
\]

where in the third step we used the fact \( \left(\frac{1}{F}\right)^\leftarrow \in RV_0 \) according to Theorem 2.4.7(ii) of [8].

**Proof of Theorem 3.2.** Along the line of the proof of Theorem 3.1, relation (14) follows immediately from Proposition 2 and Lemma 5.4.

As for (15), by \( \alpha > 1 \) and Karamata’s theorem, as \( q \uparrow 1 \),

\[
\text{CTE}_q(S(t)) = \text{VaR}_q(S(t)) + \int_{\text{VaR}_q(S(t))}^{\infty} \frac{P(S(t) > x)dx}{P(S(t) > \text{VaR}_q(S(t)))} \sim \frac{\alpha}{\alpha - 1} \text{VaR}_q(S(t)),
\]

as claimed.

**Proof of Theorem 3.3.** The proof can be done in the same way as that of Theorem 3.2 with slight modification.
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