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Abstract

In this paper we introduce a method for determining local interaction rules in animal swarms. The method is based on the assumption that the behavior of individuals in a swarm can be treated as a set of mechanistic rules.

The principal idea behind the technique is to vary parameters that define a set of hypothetical interactions to minimize the deviation between the forces estimated from observed animal trajectories and the forces resulting from the assumed rule set. We demonstrate the method by reconstructing the interaction rules from the trajectories produced by a computer simulation.
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The collective motion of living organisms, as manifested by flocking birds, schooling fish, or swarming insects, presents a captivating phenomenon believed to emerge mainly from local interactions between individual group members. In part, the study of swarming and flocking aims to understand how animals use visual, audial and other cues to orient themselves with respect to the swarm of which they are part, and how the properties of the swarm as a whole depend on the behaviors of the individual animals. Also when addressing evolutionary questions of behaviour in swarms and flocks, such as the selective advantage of being bold or shy in response to a predator, it is important to understand how the individuals behave based on the relation to their neighbours in the swarm or flock. For example, if the question is “If the peripheral of the flock is more exposed to predators, do some individuals cheat the others by staying at the center of the flock where they are more protected?”, knowing the effective rules would make it easier to address questions regarding the evolutionary stability of the altruistic behavior.

Because flocks cannot be understood by studying individuals in isolation, and are difficult to conduct controlled experiments on, understanding the behavioural patterns underlying flocking and swarming is especially challenging. Consequently, collective behavior has been extensively modeled particularly using the agent-based modeling framework, where simple mechanistic behavioral rules are used to generate qualitatively realistic swarming behavior. (e.g. Aoki, 1982; Reynolds, 1987; Vicsek et al., 1995; Parrish and Edelstein-Keshet, 1999; Camazine et al., 2001; Couzin et al., 2002; Parrish et al., 2002; Viscido et al., 2002; Hoare et al., 2004; Couzin et al., 2005; Cucker and Smale, 2007; Mirabet et al., 2007; Romanczuk et al., 2009; Yates et al., 2009). The rules usually comprise three kinds of forces: A short-range
force to avoid collisions with obstacles or other animals; a force adjusting the velocity to fit nearby individuals’ velocities; and a force for avoiding being alone, e.g. by moving towards the average position of the nearby individuals. However, see e.g. Romanczuk et al. (2009) for an alternative formulation. In addition, drag forces and noise are used to model the medium through which the individuals move, and external forces can be used to model interactions with terrain or predators.

The main strength of the agent-based modeling framework is the relative ease by which swarming behavior emerges from local interactions. This is however also its Achilles heel: Alternative mechanisms can generate visually similar swarming patterns. To reveal the effective interactions among swarming individuals of a specific species, several studies have introduced static quantitative observables, such as the distribution of inter-individual distances, swarm density, polarity, sharply defined edges and anisotropy, that can be used to compare the output of a model to observations of the biological system (Parrish et al., 2002; Viscido and Wethey, 2002; Couzin and Krause, 2003; Takagi et al., 2004; Ballerini et al., 2008b; Cavagna et al., 2008; Huepe and Aldana, 2008; Sumpter et al., 2008).

These techniques can provide valuable insights into aspects of what type of interaction a group of animals use, but in general cannot be used to reveal both the type and the strength of the interactions. We suggest here how this can be made possible by reverse-engineering the interactions directly from observed trajectories. For this purpose, we adapt the force-matching (FM) technique originally introduced to obtain simplified force fields in complex molecular simulations (Ercolessi and Adams, 1994; Noid et al., 2008a,b). This technique minimizes the mean squared difference between observed total forces (estimated from the trajectories) and a set
of force hypotheses building on knowledge about the system under consideration.

For more details, see the "Materials and Methods" section.

The FM method relies on dynamical data, and to this date no such data of large swarms exists publicly available. While the technical challenges of obtaining trajectory data are demanding, there is currently an increased effort in collecting large scale data sets, as demonstrated by the STARFLAG project (see e.g. Ballerini et al. (2008a)), where flocks consisting of thousands of starlings above Rome were photographed, mapping the coordinates of the individual starlings. In the absence of field data, we use simulations of swarm models to produce underlying data. This way of testing the FM method also serves as a necessary proof of principle of the proposed framework.

As a demonstration problem, we focus on distinguishing between two competing hypotheses for animal interactions (Ballerini et al., 2008a): In the first alternative, called the ‘geometrical’ hypothesis, swarm individuals base their movement decisions on the relative positions and velocities of neighboring individuals inside a sphere with fixed radius. The alternative hypothesis, called ‘topological’, is that individuals use a fixed number of closest neighbors in the flock to perform the same task. The demonstration is motivated by the results in Ballerini et al. (2008a), where a different method was used to infer that the interactions among flocking starlings are topological. In that study it was also argued that each bird is interacting with its 6 or 7 nearest neighbors, but the detailed nature of the interactions could not be inferred. The ideal would be to use reconstructed trajectories of individual starlings, but this is unfortunately not available at present (Ballerini, personal communication). In lieu of this data we apply our method to simulated flocking dynamic under
the geometrical and topological scenarios. Our analysis proceeds in two steps. First, we show that both the geometric and the topological scenario are very difficult to tell apart by fitting simulations of the geometric scenario using topological forces. Second, we demonstrate how including all forces in the fitting process solves this problem, and allows one to assess the relative power of either scenario to explain the variation in the forces observed in the sampled trajectories.

MATERIALS AND METHODS

Generation of trajectory data for force matching

The trajectory data used in testing the FM methodology are generated from computer simulations of swarm models. Two different scenarios are set up and simulated: One in which each individual interact through geometric interactions, the other in which the individuals follow topological interaction rules. The geometrical scenario is modeled using the following equations of motion:

\[
\frac{d^2 r_i}{dt^2} = \sum_{j \neq i} \left[ f(r_{ij}) \hat{r}_{ij} + \alpha_1 \langle v_j - v_i | r_{ij} < r_c \rangle + \alpha_2 \langle r_j - r_i | r_{ij} < r_c \rangle \right] - \gamma v_i + \beta \zeta_i(t).
\]

Here \( r_i \) is the position of individual \( i \), \( r_{ij} \) is the distance between individuals \( i \) and \( j \), \( \hat{r}_{ij} \) is the normalized direction vector from \( i \) to \( j \), \( f(r) \) is the collision avoidance force, \( \alpha_1 \) and \( \alpha_2 \) define the strength of the velocity matching respective positional preference forces, \( \gamma \) is the drag force relative to the ambient medium and \( \zeta(t) \) is a noise vector. The geometrical scenario is manifested in the averages, e.g. \( \langle r_j - \)
\( r_i | r_{ij} < r_c \), which involve all neighboring individuals within a cut-off radius \( r_c \).

The noise vector is necessary in combination with the drag force to set the average speed of the individuals. Each component of the noise vector is an independent random variable, uncorrelated between individuals and in time.

In the topological scenario, the equations of motion are nearly identical,

\[
\frac{d^2 r_i}{dt^2} = \sum_{j \neq i} \left[ f(r_{ij}) \hat{r}_{ij} + \alpha_3 \langle v_j - v_i | n_{ij} \leq N \rangle + \alpha_4 \langle r_j - r_i | n_{ij} \leq N \rangle \right] - \gamma v_i + \beta \zeta_i(t),
\]

(2)

but the averages now involve the \( N \) closest neighbors. \( \alpha_3 \) and \( \alpha_4 \), similar to \( \alpha_1 \) and \( \alpha_2 \), define the strength of the velocity matching respective positional preference forces. For simplicity, we take the collision avoidance force in both the geometrical and topological scenarios to be a linearly decreasing function:

\[
f(r) = -\omega (1 - r/R_c)
\]

(3)

when \( r < R_c \), and is zero outside this range. The simulations are run with 200 individuals for 15000 unit time steps in a cube with side length \( L = 50 \) and periodic boundary conditions. The parameters are set to: \( \omega = 0.1, R_c = 5, \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 0.1, \gamma = 0.1, \beta = 0.1, r_c = 4 \), and \( N = 7 \).

**The force matching method**

For a particle system where the trajectories are sampled with a time resolution adequate to decide the acceleration of each particle, the FM method is a useful tool to
investigate the structure of the effective interactions. As stated in the introduction, the FM method is based on minimizing the mean squared difference between the observed force on a particle and the force resulting from a set of force hypotheses. Mathematically, by representing the observed total force on particle $i$ at time $t$ by the force vector $F_i(t)$ and the corresponding force predicted by hypothesis $h$ by $\tilde{F}_i^h(t)$, this amounts to finding a minimum of the expression

$$\left\langle \| F_i(t) - \sum_h \tilde{F}_i^h(t) \|^2 \right\rangle,$$

(4)

where the average runs over local configurations in both space and time. The force at time $t$, $F_i(t)$, is estimated using a finite difference approximation of the acceleration from three consecutive time steps:

$$F_i(t) = \frac{1}{\delta t^2} \left[ r_i(t + \delta t) - 2r_i(t) + r_i(t - \delta t) \right].$$

(5)

Setting up the force hypotheses generally requires knowledge about the system that is examined. Contrary to molecular particle systems, it is obviously impossible to explain the interactions between animals in terms of the fundamental theories of physics. This implies that the FM method applied to collective animal systems should focus not only on setting the parameters right for a given choice of interactions rules, but also to find and distinguish between biologically plausible force hypotheses.

We show how the FM method can be used to assess the capability of competing mechanistic models to explain observed motion, by applying the method to the problem of distinguishing whether individuals in a swarm follows geometrical or
topological interaction rules (Ballerini et al., 2008a), and to provide an estimate of
the actual interaction parameters. First, suppose that repulsive interactions occur
over a range $0 < r < R_c$. Partitioning this interval into $N_1$ equal bins, any smooth
function can be approximated with a constant value within each bin. Thus, the
estimated repulsive force can be written as
$$\tilde{f}(r) = \sum_{k=1}^{N_1} a_k I_k(r),$$
where $I_k(r)$ is an indicator function which is one when $r$ belongs to bin $k$ and is zero otherwise.

Second, to distinguish between the two scenarios for a simulated swarm, we let
the hypothesized forces $\tilde{F}_{hi}^h$ include both the geometrical and topological scenarios.
Using Equations (1) and (2) this leads to the following statistical model for the force
on particle $i$:

$$\tilde{F}_i^h = \sum_{j \neq i} \left[ \sum_{k=1}^{N_1} a_k I_k(r_{ij}) \tilde{r}_{ij} + \sum_{k=1}^{N_2} b_k \langle r_j - r_i | n_{ij} \leq N_k \rangle + \sum_{k=1}^{N_3} c_k \langle r_j - r_i | r_{ij} < r_{c,k} \rangle \right]$$

$$+ \sum_{k=1}^{N_2} d_k \langle v_j - v_i | n_{ij} \leq N_k \rangle + \sum_{k=1}^{N_3} e_k \langle v_j - v_i | r_{ij} < r_{c,k} \rangle - f v_i,$$

where parameters $a_k$ to $f$ are unknown parameters to be estimated. They corre-
spond to, respectively, collision avoidance ($a_k$), moving to average position using
topological hypothesis ($b_k$), moving to average position using geometrical hypothe-
sis ($c_k$), aligning velocity using topological hypothesis ($d_k$), aligning velocity using
geometrical hypothesis ($e_k$), and the dissipative force ($f$). Because the stochastic
forces are uncorrelated in time and between individuals, they affect only the vari-
ance and not the mean value in the minimization process, and need therefore not be
included. This is of course true for the simulated swarm, but might not hold for real
systems.

Note that multiple hypotheses are set up for both the geometrical and topolog-
ical scenarios. As not only the strengths of the interactions are unknown, but also the interaction range, this motivates the inclusion of several hypotheses, spanning a wider interaction range. The cut-off values $r_{c,k}$ are $N_3$ values equally spaced between a minimum and maximum hypothetical cutoff radius (in this paper, 3 and 5, respectively). Note that the value of $r_c$ actually used in the simulations of the geometric scenario (i.e. $r_c = 4$) falls within this range, so that, if successful, the method is expected to find the correct parameter. In the topological scenario, we take $N_k = k$ for $k = 1, \ldots, 10$. When applying the FM method to trajectory data from simulated swarms, with individuals following respectively Equation (1) (for the geometrical hypothesis) and Equation (2) (for the topological hypothesis), we use the values $N_1 = N_2 = 10$, and $N_3 = 12$. We use the same value of $\delta t$ in the FM procedure as in the actual simulations.

The minimization problem Equation (4) can in general be solved iteratively, using e.g. the Newton-Raphson method. However, when $\tilde{F}_h^i(t)$ is linear in its parameters, as is the case for Equation (6), the problem reduces to a linear least square problem $\min_x \|Ax - y\|^2$, where $x$ is the parameter vector and $y$ is the observed accelerations. The minimization problem is equivalent to solving an overdetermined linear equation system $Ax = y$, where $A$ is an $n \times m$ matrix, $n \gg m$, and is solved by $x = (A^T A)^{-1} A^T y$, see (Press et al., 1996) for details. From the solution of the FM method, one can determine the relative importance of the hypothesized forces by the magnitude of the corresponding parameters, so that the force that best correlates with the observed trajectories is favored over competing hypotheses.
RESULTS

Using trajectory data from simulations of swarming particles, following geometrical and topological interaction rules [Equations (1) and (2) in Materials and Methods, respectively], we test the adapted FM method’s performance for reconstructing known interactions. The results are summarized in Figures 1 and 2. Black dots and intervals show averages and standard deviations, respectively, from eight independent simulations. The figures are divided into sections for the different parameter groups, separated by dashed lines, showing the estimated coefficients of the different forces. From left to right in each panel: Section a shows the estimated collision avoidance force as a function of distance $r_{ij}$ between the animals. Sections b and d shows the coefficients of the forces ‘moving to average position’ and ‘velocity alignment’ under the topological hypothesis, respectively, as a function of the maximum number of interacting neighbours ($N$). Sections c and e are analogous to sections b and d, respectively, but shows the coefficients under the geometric hypothesis, as a function of the cutoff-radius $r_c$. Finally, section f shows the strength of the dissipative force. The forces corresponding to the true scenario simulated is shown as a solid line in section a, and by solid circles in panel a-f. The circles show the values of the coefficients used in the simulations (all other coefficients are zero).

Figure 1 shows how the method performs when simulating one scenario but fitting it to the other scenario. In panel A the particles move according to the geometrical scenario, but only the topological forces are fitted. Conversely, in panel B the particles move according to the topological scenario, but only the geometrical forces are fitted. In both cases, the coefficients of the fitted forces are significantly different from zero, and if fitted independently one would therefore conclude that
the wrong hypothesis is supported by the data.

Figure 2 shows the same simulations as Figure 1, but with all coefficients fitted simultaneously. Under both the geometric and topological scenario, the method identifies the forces used in the simulations and correctly estimates their magnitude. Together, these results demonstrate the importance of fitting all parameters simultaneously. In general, if the scope of the range of forces tested against is too narrow, one may be misled into accepting a false hypothesis because parameters can be found that generate a reasonable fit. However, when more than one hypothesis is included the magnitudes of the fitted forces show how much of the variation in the trajectories can be attributed to the hypothesis the forces correspond to: In Figure 2 it is apparent from the relative magnitude of the coefficients which hypothesis is favoured over the other.

Despite appearances the scattering of coefficients with low magnitude in section c of both panels in Figure 2 is not random; not only are the coefficients significantly different from zero but take very similar values in both panel A and panel B. This structure is an effect of the repulsive force being equal in both cases.

DISCUSSION

Our findings can be summarized in two main points: First, we suggest to adapt and apply the force matching method from multi-scale molecular dynamics to test and calibrate hypotheses about the local rules governing collective motion in swarms and schools. Second, based on swarm simulations, we demonstrate that when using the FM method on observed data, it is essential to include all candidate hypotheses
simultaneously in the regression. Because several different mechanisms often give rise to similar behavior, the candidate hypotheses can give speciously good results when fitted independently, and it is therefore difficult to say which is the more likely candidate. When fitted simultaneously, however, the strengths of the different forces provide a measure of the explanatory power of the particular hypothesis in relation to the competing hypotheses.

The force matching is efficient if all individuals can be classified, with individuals in a class following identical rules (in this paper we have only considered one class). In practice a classification could be based on e.g. morphology, such as size. However, if the rule variation is caused by traits that are harder to distinguish, e.g. genetic variation, it poses a much larger challenge to the method. Another possible problem is that the interaction rules could be non-deterministic. However, this is not a fundamental problem, since it should be relatively straightforward to expand the framework to include stochastic interaction rules. This is currently work in progress.

The need for high temporal resolution may seem as a severe restriction on the FM method. In practice however, a mitigating factor is that trajectories need only be piecewise continuous and must not necessarily include all individuals in the swarm. For each data point we need only three images closely spaced in time [c.f. Equation (5)], from which accelerations and velocities can be calculated in addition to the distances between the animals. Thus, if the setup allows for collecting images in bursts, one will obtain piecewise estimates of the quantities necessary to apply the force matching. As long as the rules underlying the observed trajectories do not change, it does not matter that there are gaps in the observed trajectories –
although the data can be used more effectively if continuous trajectories should be available.

The method presented in this paper should be seen as a theoretical basis for how to infer interaction rules in animal swarms but it could also possibly find general applicability in a wide variety of systems often modeled using mechanistic rules. Examples other than swarming include human crowding (Helbing, 2000), traffic (Helbing, 1998), and possibly finance (LeBaron, 2002). While the method has been shown to work for simulated swarms, it has not yet been applied to field data, and therefore it is currently not possible to conclude how well the method handles the natural variability found in biological systems. Collecting dynamical data is a technical challenge, and at present such data is not available (at least not publicly). Several efforts in this direction is however underway and we are currently involved in testing the proposed method on trajectories of schooling fish.

REFERENCES

Aoki I. 1982. A simulation study on the schooling mechanism in fish. Bull Jpn Soc Sci Fish. 48:1081–1088.

Ballerini M, Cabibbo N, Candelier R, Cavagna A, Cisbani E, Giardina I, Lecomte V, Orlandi A, Parisi G, Procaccini A. 2008a. Interaction ruling animal collective behavior depends on topological rather than metric distance: Evidence from a field study. Proc Natl Acad Sci USA. 105:1232.

Ballerini M, Cabibbo N, Candelier R, Cavagna A, Cisbani E, Giardina I, Orlandi A, Parisi G, Procaccini A, Viale M. 2008b. Empirical investigation of starling
flocks: a benchmark study in collective animal behaviour. Anim Behav. 76:201–215.

Camazine S, Deneubourg J, Franks N, Sneyd J, Theraulaz G, Bonabeau E. 2001. Self-Organization in Biological Systems. Princeton University Press.

Cavagna A, Cimarelli A, Giardina I, Orlandi A, Parisi G, Procaccini A, Santagati R, Stefanini F. 2008. New statistical tools for analyzing the structure of animal groups. Math Biosci. 214:32–37.

Couzin I, Krause J. 2003. Self-organization and collective behavior of vertebrates. Adv Stud Behav. 32:1–75.

Couzin I, Krause J, Franks N, Levin S. 2005. Effective leadership and decision-making in animal groups on the move. Nature. 433:513.

Couzin I, Krause J, James A, Ruxton G, Franks N. 2002. Collective memory and spatial sorting in animal groups. J theor Biol. 218:1–11.

Cucker F, Smale S. 2007. Emergent behavior in flocks. IEEE Trans Automat Contr. 52:852–862.

Ercolessi F, Adams J. 1994. Interatomic potentials from first-principles calculations: the force-matching method. Europhys Lett. 26:583–588.

Helbing D. 1998. Generalized force model of traffic dynamics. Phys Rev E. 58:133–138.

Helbing D. 2000. Simulating dynamical features of escape panic. Nature. 407:487–490.
Hoare D, Couzin G I Godin, Krause J. 2004. Context-dependent group size choice in fish. Anim Behav. 67:155–164.

Huepe C, Aldana M. 2008. New tools for characterizing swarming systems: A comparison of minimal models. Physica A. 387:2809–2822.

LeBaron B. 2002. Short-memory traders and their impact on group learning in financial markets. Proc Natl Acad Sci USA. 99:7201–7206.

Mirabet V, Auger P, Lett C. 2007. Spatial structures in simulations of animal grouping. Ecol Model. 201:468–476.

Noid W, Liu P, Wang Y, Chu J, Ayton G, Izvekov S, Andersen H, Voth G. 2008a. The multiscale coarse-graining method. i. a rigorous bridge between atomistic and coarse-grained models. J Chem Phys. 128:244114.

Noid W, Liu P, Wang Y, Chu J, Ayton G, Izvekov S, Andersen H, Voth G. 2008b. The multiscale coarse-graining method. ii. numerical implementation for coarse-grained molecular models. J Chem Phys. 128:244115.

Parrish J, Edelstein-Keshet L. 1999. Complexity, pattern, and evolutionary trade-offs in animal aggregation. Science. 284:99–101.

Parrish J, Viscido S, Grunbaum D. 2002. Self-organizing fish schools: An examination of emergent properties. Biol Bull. 202:296–305.

Press WH, Teukolsky SA, Vetterling WT, Flannery BP. 1996. Numerical Recipes in Fortran 90: The Art of Parallel Scientific Computing. 2nd ed. Cambridge: Cambridge University Press.
Reynolds C. 1987. Flocks, herds and schools: A distributed behavioral model. SIGGRAPH '87: Proceedings of the 14th annual conference on Computer graphics and interactive techniques:25–34.

Romanczuk P, Couzin I, Schimansky-Geier L. 2009. Collective motion due to individual escape and pursuit response. Phys Rev Lett. 102:010602.

Sumpter D, Buhl J, Biro D, Couzin I. 2008. Information transfer in moving animal groups. Theory Biosci. 127:177–186.

Takagi T, Moritomi Y, Iwata J, Nakamine H, Sannomiya N. 2004. Mathematical model of fish schooling behaviour in a set-net. ICES J Mar Sci: J du Conseil. 61:1214–1223.

Vicsek T, Czirók A, Ben-Jacob E, Cohen I, Shochet O. 1995. Novel type of phase transition in a system of self-driven particles. Phys Rev Lett. 75:1226–1229.

Viscido S, Miller M, Wethey D. 2002. The dilemma of the selfish herd: the search for a realistic movement rule. J Theor Biol. 217:183–194.

Viscido S, Wethey D. 2002. Quantitative analysis of fiddler crab flock movement: evidence for ‘selfish herd’ behaviour. Anim Behav. 63:735–741.

Yates C, Erban R, Escudero C, Couzin I, Buhl J. 2009. Inherent noise can facilitate coherence in collective swarm motion. Proceedings of the National Academy of Sciences. 106:5464–5469.
FIGURE LEGENDS

Figure 1

Force parameters for two models estimated from trajectories using the FM method with only parts of the force hypotheses in Equation (6). In A, the FM method using only topological hypothesis applied to data from simulation with geometrical interactions [Equation (1) with $r_c = 4$]. In B, vice versa [topological interactions according to Equation (2) with $N = 7$]. See the text for the remaining parameters. The results were obtained from averaging over 8 simulations run with 200 individuals for 15000 time steps in a cube with side length $L = 50$ and periodic boundary conditions. The different sections labelled a, b, c, d, e, and f correspond to the parameters $a_k$ to $f$ in Equation (6). Within each section, $k$ increases from left to right. Each letter represents a behavioral rule, and the subscripts corresponds to force hypotheses: collision avoidance (a), moving to average position using topological rule (b), moving to average position using geometrical rule (c), aligning velocity using topological rule (d), aligning velocity using geometrical rule (e), and dissipative force (f). The parameters estimated with the FM method are plotted as black markers (●) with error bars ($\pm$ one standard deviation). In section a, the repulsive force used in the simulations, see Equation (3), is plotted as a solid line. In the remaining sections, the exact parameter values used in the simulations are plotted as empty circles (○). Only the non-zero values are shown.

Figure 2

Estimating all force parameters simultaneously, from simulations of the geometric scenario (panel A) and the topological scenario (panel B). The results were obtained
from averaging over 8 simulations run with 200 individuals for 15000 time steps in a cube with side length $L = 50$ and periodic boundary conditions. See Figure 2 for explanation of symbols, and the text for parameter values.
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