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Abstract

TeNeS (Tensor Network Solver) \cite{1,2} is a free/libre open-source software program package for calculating two-dimensional many-body quantum states based on the tensor network method and the corner transfer matrix renormalization group (CTMRG) method. This package calculates ground-state wavefunctions for user-defined Hamiltonians and evaluates user-defined physical quantities such as magnetization and correlation functions. For certain predefined models and lattices, there is a tool that makes it easy to generate input files. TeNeS uses an OpenMP/MPI hybrid parallelized tensor operation library and thus can perform large-scale calculations using massively parallel machines.
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PROGRAM SUMMARY

Program Title: TeNeS
Journal Reference:
Catalogue identifier: GNU General Public License version 3
Programming language: C++ and python3
Computer: PC, cluster machine
Operating system: UNIX like system, tested on Linux and macOS
Keywords: Tensor network, Infinite tensor product state, Corner transfer matrix renormalization group, Quantum spin systems, Bose–Hubbard model
External routines/libraries: mptensor
Nature of problem: TeNeS calculates the approximate ground states and their properties of user-defined two-dimensional quantum lattice models using user-friendly input files. Numerically exact solutions of such tasks generally require an exponentially diverging computational time, whereas the error in the output of TeNeS is well controlled and can be reduced with a polynomial cost.
Solution method: TeNeS implements the tensor networks method based on a tensor-product-state (TPS) wavefunction and the corner transfer matrix renormalization group method. TeNeS also supports massively parallel computing using the library mptensor, which implements OpenMP/MPI hybrid parallelized tensor operations.

1. Introduction

In the last 20 years, several new concepts and techniques have been proposed for tensor networks (TN), and TN has become a powerful and important language in the field of quantum many-body physics \cite{3,4}. One of the most important applications of the TN method is ground state calculations by the variational principle. In TN, a quantum many-body state (wavefunction) is represented by a partial contraction of networks of local tensors (tensor network states, TNS). Then, a ground state calculation is reduced to an optimization problem of finding the TNS representation with the lowest energy. A ground state calculation using TNS has several advantages over other conventional numerical methods. And compared with exact diagonalization, it has a much lower size restriction.
If the system has spatial translational symmetry, some implementations of the TN method allow the calculation of physical quantities in the thermodynamic limit directly by enforcing translational symmetry in the tensor networks. It is also notable that the TN method can treat frustrated quantum lattice models and/or fermionic systems for which the infamous sign problem appears, by employing the quantum Monte Carlo method. The key concept in understanding the efficiency of the TN method is the area law of the entanglement entropy [5–7], which suggests that many interesting classes of states such as ground states of gapfull lattice systems can be captured efficiently and systematically by some classes of TNS, such as matrix product states (MPS) [8–10] and tensor product states (TPS) [11] (also known as projected entangled pair states (PEPS) [12]).

For two-dimensional lattice models, TPS and their infinite version (iTPS/iPEPS) are widely used to represent low-energy states. (See Fig.1 for iTPS.) To evaluate the properties of a quantum state represented by an iTPS, we often need to contract the infinite tensor network. For this purpose, several algorithms have been developed such as the corner transfer matrix renormalization group (CTMRG) [13–18], the boundary MPS algorithm [19, 20], and the (cluster) mean-field approximation [21–25]. To optimize an iTPS for a given Hamiltonian, the imaginary time evolution [16, 17, 19, 26, 26, 27] and variational update [28–30] are typically used. Recently, extensions to low-lying excited states [31–33], finite temperature properties [34–38], and real-time evolution [39, 40] have also been discussed. The iTPS method has been applied to several two-dimensional quantum lattice systems such as a variety of square lattice models [41–43], a triangular lattice magnet [44], kagome magnets [18, 21, 45, 46], the Shastry–Sutherland model [47, 48], Kitaev models [49–52], itinerant electron systems [33, 53–55], and hardcore Bose–Hubbard models [56–58].

Developing a TPS-based numerical application program requires implementing basic tensor manipulations in our code. Fortunately, for this purpose a number of libraries for tensor operations are available in modern scientific programming languages. For example, we can use ITensor [59, 60], TeNPy [61, 62], Uui10 [63, 64], SyTen [65, 66], TensorNetwork [67, 68], TiledArray [69], Cyclops [70, 71], mptensor [72, 73], PyTorch [74, 75], and TensorOperations.jl [76] (for detailed information, see, e.g., the web site [77]). In addition, many algorithm developers have published implementations that reproduce their benchmark results. To the best of our knowledge, however, ready-to-use solver packages based on the iTPS algorithm have not been provided to date. Many published codes apply to square lattices, and adapting other lattices, such as triangular and kagome lattices, is not straightforward. Although the implementation of the algorithms is not difficult thanks to the intuitive graph notations and sophisticated programming tools/libraries, it is still time-consuming to develop solver programs suited for product-runs in varying conditions.

Against this background, we have developed TeNeS (Tensor Network Solver) [1, 2, 78], a free/libre and open-source software (FLOSS) package for finding the ground state of two-dimensional quantum lattice systems in the thermodynamic limit. TeNeS can treat bosonic or spin systems. In TeNeS, the iTPS ansatz is employed to express the many-body wave function of an infinite system and is optimized using the imaginary-time evolution method. The CTMRG method and the MFE method are used for contraction of the tensors. For elementary tensor operations, TeNeS uses the tensor arithmetic library mptensor [72, 73], which is developed by one of the authors of this paper. Although TeNeS always considers iTPS on a square lattice, it can deal with other lattices by considering middle-range interactions beyond the nearest neighbors, as described below. We believe that TeNeS will assist users in making theoretical studies of two-dimensional quantum many-body systems using the TN method.

In this paper, we introduce TeNeS version 1.2.0. The paper is organized as follows. We describe the algorithms implemented in TeNeS in Sec. 2 and present the structure of the TeNeS code in Sec. 3. Sections 4 and 5 are devoted to the installation and usage of TeNeS, respectively. Tutorials using typical models are presented in Sec. 6. Finally, we summarize our work in Sec. 7.

2. Algorithm of TeNeS

We will briefly describe the algorithms used in TeNeS in this section.

2.1. iTPS

Let us consider a quantum system on a square lattice as an example. We illustrate a tensor net-
work diagram of iTPS for this model in Fig. 1. The circles are local tensors each having several indices in general. The bold lines represent indices of physical bases such as states of local spins, while the thin lines indicate virtual indices connecting neighboring tensors. The accuracy of iTPS is controlled by the bond dimension $D$, which is the dimension of the virtual indices ($i,j,k,l$ in Fig. 1). For a larger $D$, we can approximate the target wavefunction more accurately. Typically, we are interested in the ground state of a given Hamiltonian. It is known that, in many cases of interest, the entanglement entropy of the ground state wavefunction satisfies the area law [5–7], in contrast to the generic quantum states. This fact indicates that iTPS can approximate many ground states of infinitely large systems well, even with a finite bond dimension $D$.

2.2. Contraction of iTPS

For a given iTPS, we can calculate the expectation values of physical quantities by contracting double-layered tensor networks formed by two iTPSs with the physical indices of the bra-iTPS connected to those of the ket-iTPS, as illustrated in Fig.2(a). For this contraction, TeNoS offers two algorithms, the CTMRG method and the mean-field environment (MFE) method, either of which can be used. In the CTMRG method [13–17, 54], TeNoS regards the two corresponding elementary tensors, one in the bra and the other in the ket, as a single tensor (Fig.2(b)) and constructs the corner transfer matrices and edge tensors (Fig. 2(c)) from the resulting single-layer tensor network. The accuracy of the CTMRG method is controlled by the bond dimension $\chi$ of the corner matrices. $\chi$ is usually chosen to be scaled as $\chi \propto D^2$ as $D$ increases, so as to match the accuracy of the contraction to that of the ansatz.

We slightly modify the CTMRG method for iTPS with an arbitrary unit cell structure proposed in Ref. [54]. In the original method, QR decomposition is used to construct the projector for renormalizing the environment tensors. However, we can avoid this step without loss of accuracy. Furthermore, using a partial singular value decomposition (SVD) technique, such as the Arnoldi method and randomized SVD [79], we can perform SVD without explicitly making the matrix. By combining these two modifications, we can reduce the leading computational cost of the CTMRG to $O(D^{10})$ from the original $O(D^{12})$.

The MFE method [21–25] is another convenient method for contracting iTPS. In this method, we focus on one tensor $T_{ijkl}[s]$ (ket) and its conjugate (bra), and take the effect of the other tensors into account via environment tensors (matrices) connected by virtual bonds. These MFE tensors are calculated by the singular value decomposition in the simple update method. Finally, these approximate tensors are contracted into one scalar with a computational cost of $O(D^4)$, which is much cheaper than that of the CTMRG method. The contraction of larger clusters requires more computational cost, for example, $O(D^5)$ for a $1 \times 2$ cluster.
It should be noted that the MFE method does not satisfy the variational principle, while the CTMRG method does satisfy it within the degree of the approximation controlled via the bond dimension $\chi$.

Therefore, care must be taken when comparing energies obtained by the mean-field environment.

### 2.3. Optimization of iTPS

To optimize the tensors for the ground state of a given Hamiltonian $\mathcal{H}$, TeNeS uses imaginary time evolution (ITE):

$$|\Psi^{\text{TPS}}_{\text{i}}\rangle \simeq e^{-TH}|\Psi_0\rangle,$$

where $|\Psi_0\rangle$ is an initial wave function and $T$ is a sufficiently long imaginary time. In practice, the imaginary time evolution operator is decomposed as a product of small pieces by Suzuki–Trotter decomposition \[80, 81\]. In TeNeS, the Hamiltonian is assumed to be represented as a sum of short-range two-body interactions as

$$\mathcal{H} = \sum_{\{i,j\}} H_{ij}.$$  

Then, using Suzuki–Trotter decomposition, the ITE is represented as

$$e^{-TH}|\Psi_0\rangle = \left( \prod_{\{i,j\}} e^{-\tau H_{ij}} \right)^{N_T} |\Psi_0\rangle + O(\tau),$$

where $N_T = T/\tau$ is the number of ITEs with a sufficiently small $\tau$. To keep the bond dimension constant along the ITE, we truncate the bond dimension to $D$, after multiplying $e^{-\tau H_{ij}}$ by the iTPS. In TeNeS, we can use the standard simple update and full update methods for such truncations \[16, 17, 19, 26\]. In these methods, the bond dimension is truncated so as to minimize the norm of difference,

$$\| |\Psi_{\text{new}}^{\text{TPS}}\rangle - e^{-\tau H_{ij}} |\Psi^{\text{TPS}}\rangle \|.$$  

To evaluate it, the simple update and full update method use the mean field environment method and the CTMRG method in order to contract iTPS, respectively. TeNeS performs $N_{\text{simple}}$ steps simple updates and then $N_{\text{full}}$ steps full updates in the optimization process.

For an interaction with a range longer than the nearest neighbors of the square lattice, we consider a path on the square lattice connecting the two interacting sites and we decompose the “long-ranged” ITE operator into a sequence of nearest-neighbor operators, each acting on a nearest-neighbor pair along the path (Fig. 3). For the decomposition, we first SVD decompose the ITE operator. Then, one of the unitary operators and the singular values form the “first layer” operator, while the other unitary operator is included in the last layer operator. (Fig. 3 (b) and (c).) For the intermediate layers, the nearest-neighbor operator is an “identity” operator that simply passes the information as illustrated as the middle dashed square in Fig. 3 (c). After this decomposition to nearest-neighbor operators, we apply the standard simple update or full update methods to them.

For many specific cases, this strategy is expected to be less efficient than other techniques, such as a simple update with successive SVDs \[50, 82\] or a full update based on a larger cluster \[47\]. However, we adopt this method for its flexibility, since it can be used for any long-ranged interactions, and once the decomposition of the ITE operator is given, we can in principle efficiently deal with arbitrary long-range interactions without drastically increasing the computation cost, which is not straightforward in the case of previous techniques. In the case of two-dimensional lattices, the decomposition might become complicated, but in TeNeS, a proper decomposition is automatically calculated.
3. Structure of TeNeS

A schematic of the calculation flow of TeNeS is shown in Fig. 4. The main program of TeNeS (tenes) optimizes an iTPS based on the ITE method and evaluates the expectation value of physical quantities. Its input file defines a model, observables, calculation parameters, etc. By hand-writing the input files, we can in principle deal with any two-dimensional two-body interaction model. However, for ease of use, the following scripts are provided for automatic generation of the input files:

- **tenes_std**: A tool that calculates the imaginary-time evolutional operators from the Hamiltonian and generates an input file to execute teNES. An input file of teNES_std defines the lattice model etc. according to a predetermined format.

- **tenes_simple**: A tool that generates an input file for teNES_std from an even simpler input file which specifies a predefined lattice model.

The input file of teNES_simple is similar to those of the numerical package of exact diagonalization HΦ [83] and variational Monte Carlo methods mVMC [84], both developed by some of the present authors under the same software development project, PASMUS [85]. The script program teNES_simple supports simple lattice models like the XXZ model and Bose–Hubbard model on a square lattice, a triangular lattice, a honeycomb lattice, and a kagome lattice. teNES_simple also defines some elementary observables such as the spin operator $S_i^\alpha$ and the short-range spin correlation $S_i^\alpha S_j^\alpha$.

A user can simulate other models and/or lattices than those predefined in teNES_simple by directly creating an input file of teNES_std. Other observable operators and the numerical condition of the two-site correlation functions than those teNES_simple prepares can be specified by editing the teNES input. We will describe the usage of these programs and the format of input files in more detail in Sec. 5.

The main program teNES outputs its calculation results into the output directory automatically generated in the working directory. Each file contains the energy per site, the expectation values of one-site operators, nearest-neighbor correlations between one-site operators, correlation functions along with horizontal and vertical directions, correlation length, calculation time, and calculation parameters.

Figure 5 shows the software dependency of TeNeS. Tensor operations in teNES are implemented using mptensor, which is a C++ library for parallel computations of tensor networks [72]. This library provides various tensor operations, including decomposition and contraction, commonly used in various tensor network methods. Its interface is designed to be compatible with NumPy, a Python module for multi-dimensional arrays [86, 87], for ease of translation of the serial code written with Numpy to a parallelized C++ code. By default, mptensor uses ScALAPACK, a library for numerical linear algebra on distributed-memory machines [88, 89]. For a system without MPI, mptensor also supports LAPACK [90, 91]. The main object of mptensor is the Tensor template class, which corresponds to ndarray in NumPy. The Tensor class converts a tensor into a matrix, for example, $T_{ijkl} = M_{(ij)(kl)}$, and its elements are stored in a Matrix object. The Matrix class is a wrapper class of linear-algebra libraries. This class manages matrix elements distributes in a block-cyclic manner as ScALAPACK.
4. Installing TeNeS

The source code of TeNeS can be downloaded from the GitHub repository [2]. The main program of TeNeS, tenes, is written in C++11, and depends on the following FLOSS packages:

- mptensor [72] for operating tensors in a cluster machine.
- cpptoml [92] for reading/parsing input files.

These are downloaded automatically through the build process. If one wants to use MPI parallelization, MPI and ScaLAPACK are required. Building TeNeS requires CMake version 3.6 or later. The utility tools of TeNeS require CMake version 3.6 or later. The test suite of TeNeS runs by the ctest command. Finally, the command $ make install installs tenes, tenes_std, and tenes_simple into the <path>/bin and copies sample files into the <path>/share/tenes/sample.

5. Using TeNeS

We explain how to use tenes_simple, tenes_std, and tenes individually in the following three sections. These programs accept an input file in the TOML format [96], where a parameter and its value are specified as parameter = value. The parameters can be categorized by a table in the TOML format, called a “section” hereafter. For example, the parameters type and J in the model section can be specified as follows:

[model]
type = "spin"
J = 1.0

The section name surrounded by double square bracket, like [hamiltonian], means that multiple sections with the same name can be defined simultaneously (referred to as an array of table in the TOML format).

5.1. Usage of tenes_simple

tenes_simple is a tool that creates an input file for tenes_std for predefined models and lattices. From information in two sections, [model] and [lattice], tenes_simple generates the necessary information on models and lattices in the form appropriate for the input file of tenes_std. The parameters specified in the correlation and parameter sections are not used in tenes_simple and are just copied to the input file of tenes_std.

In the [model] section, the model and model parameters in the Hamiltonian are specified. For the model specification, a user chooses either a spin model or a boson model. For a spin model, the Hamiltonian that can be specified as an input to tenes_simple is given as

\[
\mathcal{H} = \sum_{\langle ij \rangle} \sum_{a} J_{ij}^a \mathbf{S}_i^a \cdot \mathbf{S}_j^a + B \left( \mathbf{\bar{S}}_i \cdot \mathbf{\bar{S}}_j \right)^2 - \sum_i \mathbf{\bar{h}} \cdot \mathbf{\bar{S}}_i - \sum_i D (\mathbf{\bar{S}}_i^2)^2, \tag{5}
\]

where \( S_i^a \) is a spin operator with \( a = x, y, z \) at the \( i \)-th site, \( \bar{S}_i \equiv (S_i^x, S_i^y, S_i^z) \) is a spin operator vector at the \( i \)-th site, \( J_{ij}^a \) is an exchange interaction between \( S_i^a \) and \( S_j^a \), \( B \) is a biquadratic interaction, \( \bar{h} \) is a magnetic field vector, and \( D \) is the on-site spin anisotropy. The model parameters and the spin quantum numbers are specified in the model section of the input file (the default value of the spin quantum number is 0.5). For a boson model, the Hamiltonian predefined in tenes_simple is given as

\[
\mathcal{H} = \sum_{\langle ij \rangle} \left[ -t_{ij} \left( b_i^\dagger b_j + b_j^\dagger b_i \right) + U_{ij} n_i n_j \right] + \sum_i \left[ \frac{U n_i (n_i - 1)}{2} - \mu n_i \right],
\]

where \( b_i^\dagger \) and \( b_i \) are creation and annihilation operators of a boson at the \( i \)-th site, \( n_i \equiv b_i^\dagger b_i \) is a number operator at the \( i \)-th site, \( t_{ij} \) and \( V_{ij} \) are a transfer integral and the Coulomb interaction between the \( i \)-th and \( j \)-th sites, respectively, \( U \) is the on-site repulsion, and \( \mu \) is the chemical potential. The model
parameters and the maximum occupation number per site, \( n_{\text{max}} \), are specified in the input file (the default value of the maximum occupation number is 1). In \texttt{tenes_simple}, two-body interactions up to third-nearest-neighbor sites can be treated.

In the \texttt{lattice} section, the type of lattice, the unit cell size in the \( x \) and \( y \) directions, the bond dimension, the initial state, and the noise for elements in the initial tensors are specified. The type of lattice can be selected from square, triangle, honeycomb, and kagome lattices. As an initial state, ferromagnetic, antiferromagnetic, and random states can be selected. For a bosonic system, the ferromagnetic state indicates that \( n_{\text{max}} \) particles are at all sites, while the antiferromagnetic state indicates that \( n_{\text{max}} \) particles (zero particle) are on one sublattice (the other sublattice).

An example of an input file for the \( S = 1/2 \) Heisenberg model on the square lattice is as follows:

```toml
[model]
type = "spin"  # type of model
J = 1.0       # Heisenberg int.

[lattice]
type = "square lattice"  # type of lattice
L = 2           # size of unit cell
W = 2           # size of unit cell
virtual_dim = 3  # bond dimension
initial = "antiferro"  # initial state
```

For an input file \texttt{simple.toml}, we can execute \texttt{tenes_simple} by the following command:

```
$ tenes_simple simple.toml
```

If \texttt{tenes_simple} is successfully executed, the output file \texttt{std.toml} is generated. A user can use this file as an input file for \texttt{tenes_std}, which is described in the next section.

### 5.2. Usage of \texttt{tenes_std}

The script \texttt{tenes_std} is a tool for generating an input file for \texttt{tenes} by calculating imaginary-time evolution operators \( \exp(-\tau H_{i,j}) \) from a given Hamiltonian \( H \) and an imaginary-time step \( \tau \). For a long range interaction, the imaginary-time evolution operator is decomposed into a product of nearest-neighbor operators according to the procedure described in Sec. 2.3. Thus, for a lattice and/or a model which is not supported in \texttt{tenes_simple}, an input file of \texttt{tenes_std} can be prepared by modifying a file generated by \texttt{tenes_simple} or prepared from scratch. The input file of \texttt{tenes_std} requires three sections, \texttt{parameter}, \texttt{tensor}, and \texttt{hamiltonian}.

In the \texttt{parameter} section, various parameters of the calculation such as the number of updates are specified. This section has five subsections: \texttt{general}, \texttt{simple_update}, \texttt{full_update}, \texttt{ctm}, and \texttt{random}. In the \texttt{general} subsection, we can specify general parameters for \texttt{tenes} such as a name of the directory for saving (loading) tensors, a cutoff value for operator elements, and whether elements of tensors are restricted to real numbers or not. In the \texttt{simple_update} subsection, we can specify parameters in the simple update procedure such as an imaginary time step \( \tau \) of the imaginary time evolution and the total number of simple updates. In the \texttt{full_update} subsection, one can specify parameters in the full update procedure such as the imaginary time step \( \tau \) and the cutoff of singular values. In the \texttt{ctm} subsection, we can specify parameters for corner transfer matrices (CTMs) such as the bond dimension \( \chi \), a convergence criteria, and whether the randomized SVD method is used or not. Additionally, whether the CTMRG method or the MFE method is used for contraction in the evaluating process can be specified in this subsection. In the \texttt{random} subsection, we can specify the seed of the pseudo-random number generator used in initializing the tensor. The \texttt{parameter} section is copied into the input file for \texttt{tenes} that is generated by \texttt{tenes_std}.

In the \texttt{tensor} section, information about iTPS tensors on a square lattice\(^1\) are specified. \texttt{L_sub} specifies the dimensions of the unit cell. In order to deal with skew boundary condition, \texttt{skew} can be used. This value means the number of sites the unit cell is shifted along the \( x \)-axis by when moving one unit cell along the \( y \)-axis. For example, the tensor network depicted by Figure 1 is prepared by \texttt{L_sub = [2,1]} and \texttt{skew = 1}. The \texttt{[tensor]} section has \texttt{[unitcell]} subsections. These subsections specify the parameters of each site tensor in the unit cell. For example, \texttt{physical_dim} and \texttt{virtual_dim} give the dimensions of the bonds.

In \texttt{tenes_std} (as well as in \texttt{tenes}), the Hamiltonian is composed of the two-body terms as \( H = \sum_{\{i,j\}} H_{i,j} \). In the \texttt{[hamiltonian]} sections of the \texttt{tenes_std} input, we can specify \( H_{i,j} \). Each \texttt{[hamiltonian]} has three fields; \texttt{dim} specifies the

\(^1\)It should be noted again that TeNeS always considers iTPS on a square lattice.
local degree of freedom at sites \((i,j)\), \textit{bonds} specifies the list of bonds \((i,j)\), and \textit{elements} specifies the matrix element of \(H_{ij}\). While this section can be generated easily by executing \texttt{tenes\_simple} for simple models, we can design a quantum lattice model flexibly by defining the list of bonds and the matrix elements of the operators used in \(H_{ij}\). Note that we can specify an arbitrary lattice by modifying sites in a unit cell into a square or rectangular configuration and by connecting sites with bonds to reproduce the topology of the lattice under consideration.

As an example, let us define the Hamiltonian for the \(S = 1/2\) Heisenberg model on a square lattice with a \(2 \times 2\) unit cell (specified by \(L_{\text{sub}} = [2,2]\) in the \texttt{tensor} section). The two-site term of the Hamiltonian is given as follows:

\[
H_{ij} = S^z_i S^z_j + \frac{1}{2} \left[ S^+_i S^-_j + S^-_i S^+_j \right].
\]  

(7)

In this case, the dimension of the operators \(S^z_i\) and \(S^\pm_i\) is set as \(\text{dim} = [2,2]\) because the state at each site is represented by a basis set composed of the two states \(|\uparrow\rangle\) and \(|\downarrow\rangle\). Each line of \texttt{bonds} specifies, by three integers, a pair of sites on which the two-site operator acts, where the first integer is the index of a source site and the other two integers are the relative coordinates \((dx, dy)\) of the target site from the source site. Note that \texttt{TeNeS} can treat relative coordinates in the range \(|dx|, |dy| \leq 3\). For example, in the case of the Heisenberg model with nearest-neighbor interactions on a square lattice, \texttt{bonds} is specified as follows:

\[
bonds = \text{""
0 0 1
0 1 0
1 0 1
1 1 0
2 0 1
2 1 0
3 0 1
3 1 0
\"
\]

Here, we have set the index number of the sites in a unit cell as shown in Fig. 6. In the appendix \texttt{Appendix A}, we show another instructive example – how to represent a kagome lattice.

The matrix elements of the two-site operators are specified by \texttt{elements}. One matrix element of the operator can be specified by one line, composed of four integers and two floating-point numbers. For
d example, the operator given in Eq. (7) is specified as follows:

\[
elements = \text{""
0 0 0 0 0.25 0.0
1 0 1 0 -0.25 0.0
0 1 1 0 0.5 0.0
1 0 0 1 0.5 0.0
0 1 0 1 -0.25 0.0
1 1 1 1 0.25 0.0
\"
\]

In each line, the first two integers represent the state of the source and target sites before the operator acts on them, the subsequent two integers represent those after the action, and the last two floating-point numbers indicate the real and imaginary parts of the matrix element of the operator. For example, the first line indicates

\[
\langle \uparrow \downarrow \vert H_{ij} \vert \uparrow \downarrow \rangle = 1/4
\]

where the states \(|\uparrow\rangle\) and \(|\downarrow\rangle\) are labeled as 0 and 1. Similarly, the second line indicates

\[
\langle \downarrow \uparrow \vert H_{ij} \vert \downarrow \uparrow \rangle = -1/4.
\]

For detailed information on customizing a lattice and a model, see the manual [1, 2].

If we prepare the input file \texttt{std.toml}, \texttt{tenes\_std} can be executed by the following command:

\[
$ \texttt{tenes\_std} \ \texttt{std.toml}
\]

If \texttt{tenes\_std} is successfully executed, the output file \texttt{input.toml} is generated. This file can be used as an input file for \texttt{tenes}, as described in the next section.

5.3. \textit{Usage of tenes}

tenes is the main program of TeNeS. tenes needs an input file that defines the model and the operators appearing in it and specifies the updates, model parameters, and other factors. The user can
specify the observables and/or the numerical condition of the two-site correlation functions by directly editing the input to tenes. The input file of tenes has the following sections: parameter, tensor, evolution, observable, correlation, and correlation_length.

The parameter section is almost the same as that in the input file of tenes_std except that imaginary time steps $\tau$ for both simple and full updates are used no longer. The tensor section is the same as in tenes_std. In the evolution section, the imaginary time evolution operators used in simple and full updates are specified.

In the observable section, the observables to be measured are specified. This section has two subsections, oneposite and twosite, where one-body and two-body operators are respectively defined. In the correlation section, information for the two-site correlation functions to be measured can be specified. The form of the correlation function is given as

$$ C(r, r_0) = \langle A(r_0) B(r_0 + r) \rangle, \quad (8) $$

where $r_0$ and $r_0 + r$ are cartesian coordinates on a square lattice. For example, the displacements $r = (1, 0)$ and $r = (0, 1)$ mean the right-neighbor and top-neighbor sites from $r_0$, respectively. tenes calculates the correlation functions along the directions of the $x$ and $y$ axis, i.e., for the displacements $r = (i, 0)$ and $(0, i)$ for $0 \leq i \leq r_{\text{max}}$, where $r_{\text{max}}$ is a parameter specified in the correlation section. For a fixed $r$, the two-body correlation function is calculated by taking all the sites in a unit cell as the start-point site $r_0$. The operators $A$ and $B$ in Eq. (8) are specified in the observable.oneposite subsection.

In the correlation_length section, the input parameters related to measuring the effective correlation length of bulk tensors are specified. The effective correlation length $\xi$ is calculated as $\xi^{-1} = e_1 = -\log(\lambda_1/\lambda_0)$, where $\lambda_i$ is the $i$-th eigenvalue of the transfer matrix ($|\lambda_0| \geq |\lambda_1| \geq |\lambda_2| \geq \cdots$). In addition, tenes calculates more eigenvalues $e_2, e_3, \ldots$ to help estimate a finite $\chi$ error of $\xi$ as $[97, 98]$

$$ \frac{1}{\xi(\infty)} = \frac{1}{\xi(x)} + k \log \left| \frac{\lambda_1(x)}{\lambda_2(x)} \right| $$

$$ = \frac{1}{\xi(x)} + k(e_2(x) - e_1(x)). \quad (9) $$

If we prepare an input file input.toml, tenes can be executed by the following command:

```bash
$ tenes input.toml
```

If the execution successfully finishes, the following files are output in the output directory:

- **parameters.dat**: parameters in the parameter and lattice sections given in the input file,
- **density.dat**: expected values per site of each observable,
- **onesite_obs.dat**: expected values of the site operator,
- **twosite_obs.dat**: nearest-neighbor-site correlations for site operations,
- **correlation.dat**: correlation functions,
- **correlation_length.dat**: correlation lengths and eigenvalues of transfer matrices,
- **time.dat**: calculation time.

If tensor_save parameter in the [parameter.general] section is defined, the obtained tensors will be saved into a directory whose name is specified by the tensor_save. These tensors can be loaded as an initial state in another calculation by setting tensor_load parameter in the [parameter.general] section. By using this mechanism, users can re-calculate additional observable for the given states without the optimization process. Another usage of this mechanism is to prepare a proper initial state for a system whose parameters differ a little.

See the TeNeS manual[1, 2] for more information.

### 6. Application Examples

In this section, we present a few examples that illustrate the use of TeNeS. In each example, the toml input file for tenes_simple is provided in the TeNeS package together with a script for running tenes_simple, tenes_std, and tenes, so a user can also generate the input files for tenes_std and tenes as well, simply by running the script, which provides a good starting point for further customization to meet various needs.
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Figure 7: Calculated values of \(\langle S^x \rangle\) and \(\langle S^z \rangle\) for the two-dimensional transverse Ising model shown as a function of the one-site spin operators \(S_i^x, S_i^y, S_i^z\), and \(\langle S_i^x S_j^y \rangle\) for neighboring sites \((i, j)\) (the two numbers for each observable are the real and imaginary parts, respectively). The execution of TeNeS can be repeated by changing the magnetic field \(h_x\) using the Python3 codes prepared in the same directory. They are executed from the terminal as follows:

\$ python tutorial_example.py
\$ python tutorial_read.py > output.dat

The first command that executes calculation will finish within one minute. Then, an array of \((h_x, \langle H \rangle, \langle S_i^x \rangle, \langle S_i^y \rangle)\) is output into the output.dat file, which can be plotted using software such as gnuplot. Fig. 7 shows the calculated \(\langle S_i^x \rangle\) and \(\langle S_i^y \rangle\) as functions of \(h_x\).

6.1. Transverse-field Ising model

Let us first consider the two-dimensional transverse-field Ising model as a simple example. The Hamiltonian of this model is given as

\[ H = J \sum_{\langle i,j \rangle} S_i^x S_j^y - h_x \sum_i S_i^x. \] \(10\)

In this example, we consider a ferromagnetic exchange interaction \(J_x = -1\). A sample input file, simple.toml, is prepared in the sample/01_transverse_field_ising directory. TeNeS can be executed in the simple mode by the following command:

\$ tenes_simple simple.toml
\$ tenes_std std.toml
\$ tenes input.toml

If the execution is successful, several output messages are displayed. They include information on the parallelization, which tensors used in calculation are real or complex, execution status of the calculation process, and execution wall times. This output message shows the expectation value of the one-site spin operators \(\langle S_i^x \rangle, \langle S_i^y \rangle\), the energy \(\langle H \rangle\), and two-site correlation functions \(\langle S_i^x S_j^y \rangle, \langle S_i^y S_j^y \rangle\), and \(\langle S_i^x S_j^z \rangle\) for neighboring sites \((i, j)\) (the two numbers for each observable are the real and imaginary parts, respectively). The execution of TeNeS can be repeated by changing the magnetic field \(h_x\) using the Python3 codes prepared in the same directory. They are executed from the terminal as follows:

\$ python tutorial_example.py
\$ python tutorial_read.py > output.dat

The first command that executes calculation will finish within one minute. Then, an array of \((h_x, \langle H \rangle, \langle S_i^x \rangle, \langle S_i^y \rangle)\) is output into the output.dat file, which can be plotted using software such as gnuplot. Fig. 7 shows the calculated \(\langle S_i^x \rangle\) and \(\langle S_i^y \rangle\) as functions of \(h_x\).

6.2. Heisenberg model

In this subsection, the calculation of the magnetization curves of the \(S = 1/2\) quantum Heisenberg model on square and triangular lattices is demonstrated as an example. The Hamiltonian is given as

\[ H = J \sum_{\langle i,j \rangle} \sum_\alpha S_i^\alpha S_j^\alpha - h \sum_i S_i^z, \] \(11\)

where \(h\) represents an external magnetic field and \(J (> 0)\) is an antiferromagnetic exchange coupling. Using tenes, we calculate the magnetization per site, \(\langle S_i^z \rangle \equiv \sum_N \langle S_i^z \rangle / N_\mu\), as a function of \(h\), where \(N_\mu\) is the total number of sites in the unit cell. In the sample/05_magnetization directory, samples of the input files, basic.toml and basic_square.toml, are prepared, corresponding to the triangular and square lattice, respectively. With these input files, TeNeS can calculate the magnetization using the simple mode. These input files use only a simple update to reduce the computational time. We note that a simulation using a full update will give more accurate results at the expense of computational time. In the same directory, a Python3 code, tutorial_magnetization.py, is prepared for obtaining a magnetization curve by repeated execution of TeNeS changing the magnetic field \(h\).

Figures 8 (a) and (b) show \(h\) dependence of \(\langle S^z \rangle\) for the Heisenberg model on square and triangular lattices, respectively. With increasing number of simple updates, the magnetization curve seems to converge. In the case of the triangular lattice, it is known that a characteristic magnetic structure with \(\langle S^z \rangle = 1/6\) appears in the intermediate magnetic field region [99, 100]. To see it clearly, a straight line \(\langle S^z \rangle = 1/6\) is drawn in Fig. 8 (b). We can
Figure 8: Magnetic field $h$ dependence of the $\langle S^z \rangle$ of the Heisenberg model on (a) the square lattice and (b) the triangular lattice. The number “nstep” indicates the number of the simple update. The horizontal line corresponds to the “1/3-plateau” characteristic to the geometric frustration of the triangular lattice. In this calculation, we set the number of full updates as 0, the imaginary time as $\tau = 0.01$, the maximum iteration number of convergence for CTM as 100, the bond dimension as $D = 2$, and the bond dimension of CTM as $\chi = 10$.

see that a $\langle S^z \rangle = 1/6$ plateau structure appears in the magnetic-field region $1.2 \lesssim h \lesssim 2.0$ when the number of simple updates (nstep) is set as 2000.

6.3. Hardcore boson model

Finally, let us consider a hardcore boson model on a triangular lattice as an example of a bosonic system. The Hamiltonian of this model is given as

$$\mathcal{H} = \sum_{\langle i,j \rangle} \left[ -t (b_i^\dagger b_j + b_j^\dagger b_i) + V n_i n_j \right] - \mu \sum_i n_i,$$

where $t$ is the hopping energy, $V$ is the Coulomb interaction between neighboring sites, and $\mu$ is the chemical potential. We assume a hardcore boson system, i.e., a system in which the maximum number of bosons at each site is 1. It should be noted that this system is invariant under the particle–hole transformation, $\mu \leftrightarrow 6V - \mu$, and hence it is sufficient to calculate up to $\mu/V = 3$. The Python3 code for simulation of the hardcore boson model is prepared in the sample/06_hardcore_boson_triangular directory. In this model, several phases characterized by two types of long-range order are expected to be realized [101]. One is a solid-like order which exists at a $1/3$ and $2/3$ filling, where one of three sites is filled in a $\sqrt{3} \times \sqrt{3}$ ordering with wave vector $Q = (4\pi/3, 0)$ (see the inset of Fig. 9). This long-range order is characterized by the structure factor $S(Q)$. The other is a superfluid order which is characterized by the off-diagonal order parameter $\langle b \rangle$. Fig. 9 shows the two order parameters as a function of the chemical potential. The figure indicates that there exist three phases: (a) a superfluid phase ($-0.5 \lesssim \mu/V \lesssim -0.2$), (b) a solid phase ($-0.2 \lesssim \mu/V \lesssim 2.4$), and (c) a supersolid phase, where both orders appear simultaneously ($2.4 \lesssim \mu/V$). This result is consistent with a previous numerical simulation [101].

7. Summary

In this paper, we introduced a FLOSS package, TeNeS, which searches for ground states of two-dimensional quantum lattice models with tensor network techniques based on iTPS. We described the techniques implemented in TeNeS and how to install and use it. We also presented a few applications.

While TeNeS may not be the most efficient tensor-network-based solver of every specific problem at hand, it aims to be a general solver for various lattice models by employing as simple an algorithm and a scheme as possible. For example, a decomposition of a long-ranged ITE tensor into successive nearest-neighbor ITE tensors on a square lattice gives TeNeS the flexibility to deal with an
Figure 9: Two kinds of order parameters of the hardcore boson model on a triangular lattice plotted as a function of the chemical potential. The hopping is taken as $t/V = 0.1$. The inset shows an ordering pattern in a solid phase. In this calculation, we set the number of simple updates and full updates as 3000 and 0, the imaginary time as $\tau = 0.01$, the maximum iteration number of convergence for CTM as 3000, the bond dimension as $D = 5$, and the bond dimension of CTM as $\chi = 25$.

arbitrary lattice in a simple way. We are planning to implement more algorithms/methods to TeNeS: calculation of fermionic systems, finite temperature calculation, treatment of symmetries, gradient-based optimization using auto-differentiation, and so on.

Since TeNeS is a ready-to-use solver for quantum lattice systems, numerical calculation using tensor networks can be performed easily even by researchers who are not experts. TeNeS will also help experts of computational condensed matter physics for testing and developing new algorithms and programs. We hope that TeNeS will lower the technical barrier for tensor network calculations and will stimulate the research activity of this developing field.
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Appendix A. Example of non-trivial lattice – kagome lattice

In this appendix, we briefly described how to implement another lattice by using an example, kagome lattice. First, we should represent the lattice by using a square lattice. For example, the kagome lattice can be embedded into the square lattice by adding a “dummy” site (Fig. A.10). To reduce the computational cost and the memory cost, the dimensions of the physical bond and the four virtual bonds of the tensor on the dummy site can be set to one. Thus, the unitcell is defined as follows:

$$
[[\text{tensor.unitcell}]] \\
\text{index} = [0] \\
\text{virtual\_dim} = [2,2,2,2] \\
\text{physical\_dim} = 2 \\
$$

$$
[[\text{tensor.unitcell}]] \\
\text{index} = [1] \\
\text{virtual\_dim} = [2,1,2,1] \\
\text{physical\_dim} = 2 \\
$$

$$
[[\text{tensor.unitcell}]] \\
\text{index} = [2] \\
\text{virtual\_dim} = [1,2,1,2] \\
\text{physical\_dim} = 2 \\
$$

$$
[[\text{tensor.unitcell}]] \\
\text{index} = [3] \\
\text{virtual\_dim} = [1,1,1,1] \\
\text{physical\_dim} = 1 \\
$$

where the dimensions of the physical bond and the virtual bonds are 2.

Next, we define the bond Hamiltonians. From Fig. A.10, the unit cell has 6 bonds; (1) the site 0 and the right site 1, (2) the site 0 and the top site 2, (3) the site 1 and the top-left site 2, (4) the site 2

Note that the simple mode `tenes_simple` can generate an input file of the standard mode for the kagome lattice.
Figure A.10: A kagome lattice represented on a square lattice. Sites indexed as “3” are dummy sites.

1 and the right site 0, (5) the site 2 and the top site 0, and (6) the site 2 and the top-left site 1. These are specified as follows:

\[
\begin{align*}
\text{bonds} = & \quad \text{***} \\
0 & 1 0 \\
0 & 0 1 \\
1 & -1 1 \\
1 & 1 0 \\
2 & 0 1 \\
2 & -1 1 \\
\text{***}
\end{align*}
\]
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