Synergistic interplay between Dirac fermions and long-wavelength order parameters in graphene-insulator heterostructures
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In this work, we theoretically study the electronic structure, topological properties, and interaction effects of the low-energy Dirac electrons in band-aligned heterostructures consisted of graphene and some correlated insulating substrates. By virtue of the band alignment, charge carriers can be transferred from graphene to the insulating substrate under the control of gate voltages. This may yield a long-wavelength charge order at the surface of the substrate through the Wigner-crystallization mechanism. The long-wavelength charge order in turn exerts a superlattice Coulomb potential to the Dirac electrons in graphene, which reduces the non-interacting Fermi velocity, such that e-e Coulomb interactions would play an important role. Consequently, the Dirac points are spontaneously gapped out by interactions leading to a sublattice polarized insulator state. Meanwhile, the Fermi velocities around the Dirac points are drastically enhanced to more than twice of the bare value by interaction effects, which can give rise to large Landau-level spacing with robust quantization plateaus of Hall resistivity under weak magnetic fields and at high temperatures. We have further performed high-throughput first principles calculations, and suggested a number of promising insulating materials as candidate substrates for graphene, which could realize the gapped Dirac state concomitant with low-field, high-temperature quantum Hall effects.

Introduction. — Graphene hosts 2D massless Dirac electrons with linear dispersions in the vicinity of two inequivalent $K$ and $K'$ valleys in the Brillouin zone (BZ) [1,2]. As the two Dirac points act as sources of Berry curvatures, graphene is considered as a precursor of topological phases of matter. For example, imposing a time-reversal breaking “mass term” to the Dirac electrons in graphene may open up a gap at the Dirac points, rendering nonzero Chern number [3]. Such linear dispersions and topological properties of Dirac cones bestow various intriguing physical properties to graphene including the relativistic Landau levels, the Klein tunnelling effects, and the nontrivial edge states, etc. [2]. Moreover, graphene is also considered as a promising candidate for the next-generation field effect devices due to its high carrier mobility. Therefore, many efforts have been made to engineer graphene’s Dirac-type band structures through electrical methods.

Transition metal oxides (TMOs) and transition metal chalcogenides (TMCs) have also stimulated significant research interests over the past few decades due to the diverse correlated states discovered in these systems such as Mott insulators [4] and unconventional superconductivity [5,6]. In particular, by virtue of multiple electronic degrees of freedom in TMOs, they may exhibit various spontaneous symmetry breaking states which are characterized by charge, orbital, and/or spin order parameters [7,8]. Some of these TMOs may exhibit long-wavelength order parameters such as the magnetic skyrmion lattice state [9,12] and the incommensurate charge-density wave state [13,16].

An open question is what would happen if some long-wavelength order parameters (such as charge and magnetic orders) in an insulating TMO or TMC substrate are coupled in proximity to the Dirac electrons in graphene, as schematically shown in Fig. 1(a). On the one hand, the electronic structures of graphene may be changed due to the proximity coupling to the long-wavelength order parameters, which would impose a long-wavelength potential to the Dirac electrons and would strongly renormalize the single-particle band structure in the graphene layer. On the other hand, the properties of the order parameters may also be changed due to the couplings with the itinerant Dirac electrons, which may lead to different order states (e.g., order parameters with different wave lengths) in the TMO or TMC substrate. For example, recent experiments in graphene-CrOCl heterostructure [17] and graphene-CrI$_3$ heterostructure [18] shows robust quantum Hall effect under magnetic fields as weak as $\sim 0.2$ T, with a gapped state at the charge neutrality point (CNP); while experiments on TaS$_2$-graphene heterostructure [19] reveal a proximity-induced CDW state in the graphene layer. Therefore, the mutual couplings between graphene and TMO (TMC) may lead to a synergistic interplay between the Dirac electrons and the local order parameters, giving rise to new physics that cannot be realized if the two systems were isolated from each other.

Motivated by recent experiments on graphene-CrOCl [17], graphene-CrI$_3$ [18], and graphene-TaS$_2$ heterostructures [19], in this work we theoretically study the heterostructure system with monolayer graphene stacked on top of an insulating substrate whose band edge is energetically close to the Dirac points of graphene. We
consider the situation of gate-controlled charge transfer from graphene to the otherwise insulating substrate, which introduces slight carrier dopings at the band edge with large effective mass (as for CrOCl or CrI$_3$). Then, electron-electron ($e$-$e$) interaction effects at the band edge of the substrate may drive the system into a long-wavelength Wigner-crystal-like state or charge-ordered state, whose period is typically inversely proportional to the transferred carrier density, thus can be controlled by gate voltages. We ask how the low-energy spectrum of graphene is changed due to the coupling with the long-wavelength charge order, and reciprocally how the properties of the charge ordered state can be changed due to the coupling to graphene. We find that, the long-wavelength charge order in the substrate would impose a superlattice Coulomb potential to the Dirac electrons in graphene, which would first suppress the non-interacting Fermi velocity of the Dirac cone, thus promote gap opening at the Dirac points triggered by $e$-$e$ interactions. Meanwhile, concomitant with the gap opening at Dirac points, the Fermi velocities around the CNP are also dramatically enhanced by $e$-$e$ interactions, which may lead to large Landau-level spacing and robust quantum Hall effects under extremely low magnetic fields. The gap opening at the Dirac points, which is tunable by vertical gate voltages, would be promising for a potential field-effect transistor device; while the drastically enhanced Fermi velocity around CNP (by $e$-$e$ Coulomb interactions) would give rise to robust quantum Hall effects under tiny magnetic fields $\sim$ 0.2 T which persists to high temperatures $\sim$ 100 K [17].

The two seemingly contradictory phenomena, namely the gap opening and the enhancement of Fermi velocity, both turn out to result from the $e$-$e$ interactions in graphene, the effects of which are significantly boosted by the coupling to the long-wavelength charge order in the insulating substrate. Moreover, the superlattice constant of the interaction-triggered crystalline charge order is closely related to the Fermi surface of the non-interacting band of the substrate, the size of which can be tuned externally by virtue of the interface carrier transfer from graphene back to the surface band of the insulating substrate. In particular, the Fermi surface can vary from 2D like to quasi-1D like, leading to long-wavelength charge ordered state with different wavelength ($L_s$) and anisotropy parameter ($r$) on top of the insulating substrate [20]. Then, such ordered state would exerts a superlattice potential with variable $L_s$ on graphene via long-range Coulomb interactions. The wavelength and anisotropy of the charge ordered lattice can be changed accordingly (e.g., in a Wigner crystal picture), which in turn modifies the electronic structure, topological properties, and correlation effects of the graphene layer. Such a synergistic interplay between Dirac fermions and the long-wavelength charge order at the surface of the substrate would give rise to diverse correlated and topological phases as discussed throughout this work.

*Model Hamiltonian.* To describe the graphene-insulator heterostructure, we consider a model Hamiltonian consisted of a graphene part, an insulator substrate part, and the coupling between them. As we are interested in the low energy electronic properties, graphene's band structure is modeled by the low-energy Dirac cones around the $K$ and $K'$ valleys. The long-wavelength charge ordered state in the substrate is considered as a charge insulator, with the electrons being frozen to form a superlattice and their orbitals have negligible overlaps with those of the Dirac electrons in the graphene layer. Thus, long-wavelength charge order of the substrate does not directly contribute to low-energy electronic properties, but it is coupled to the graphene layer merely via long-range Coulomb interactions to exert a superlattice potential on the Dirac electrons in graphene. Since the superlattice constant, characterized by a length scale $L_s$ ($\gtrsim 50$ Å) [17], is much larger than the lattice constant of graphene, we can safely omit the intervalley coupling and model graphene as two separate continua of Dirac fermions from two valleys.

Accordingly, we can construct an effective single-
particle Hamiltonian, schematically shown in Fig. 1(a), for Dirac fermions in graphene that are coupled with an effective background superlattice potential (arising from Coulomb interactions with the long-wavelength charge order in the TMO substrate)

\[ H_0^s(r) = \hbar v_F k \cdot \sigma^\mu + U_d(r) \]  

where \( \sigma^\mu \) are the Pauli matrices \((\mu = x, y)\) with the valley index \( \mu = \pm 1 \), \( v_F \) is the non-interacting Fermi velocity of graphene, and \( U_d(r) \) is the background superlattice potential with the period \( U_d(r) = U_d(r + \mathbf{L}_s) \). The superlattice of the long-wavelength charge order defined by \( \mathbf{L}_s \) is set to be a rectangular one in our calculations, whose anisotropy is characterized by \( L_x \) and \( L_y \) being the lattice constant in the \( x, y \)-direction, respectively. As a result, the superlattice potential \( U_d(r) \) would fold Dirac cones into its small BZ forming subbands and opening up a gap at the boundary of the supercell BZ, as shown in Fig. 1(b) for a rectangular superlattice with \( r = 1 \) in valley \( K \) \((\mu = 1)\) with \( L_s = 600 \) Å. The edge degeneracies from folding are all lifted by \( U_d \), whose Fourier component reads

\[ U_d(Q) = \frac{e^2}{\varepsilon_0 \epsilon_d \Omega_0} e^{-Qd_0} \frac{1}{Q} \]

where \( Q \neq 0 \) is the reciprocal lattice vector associated with \( \mathbf{L}_s \), \( \Omega_0 = L_x L_y \) is the area of the primitive cell of the superlattice. The Coulomb potential \( U_d \), screened by a dielectric constant \( \epsilon_d \), decays exponentially in the reciprocal space \( \sim \exp(-Qd_0) \), where \( d_0 \) is the distance between the substrate surface and graphene monolayer. Since the Dirac point is protected by the product of \( C_{2z} \) and time-reversal (\( T \)) symmetry, which is preserved for the superlattice potential \( U_d \) [Eq. (2)], the degeneracy at the Dirac point survives. However, \( U_d \) breaks chirality symmetry of the band structure as the superlattice potential commutes with the chirality operator \( \sigma_z \). Furthermore, the Fermi velocities near the Dirac points of the subbands are suppressed by \( U_d \) [21], which is clearly visible for \( L_s = 600 \) Å, as shown in Fig. 1(b).

While it is highly desirable to open a gap at the Dirac points in graphene for the purpose of field-effect device fabrication, 2D superlattice potential alone cannot gap out Dirac points in graphene as the system still preserves \( C_{2z}T \) symmetry. However, the Dirac points can be unstable against \( e-e \) Coulomb interactions (with the spontaneous breaking of \( C_{2z}T \) symmetry) once the Fermi velocity of the non-interacting band structure is suppressed below a threshold, which can be assisted by the superlattice potential from the long-wavelength charge order. One of the best illustrations is twisted bilayer graphene (TBG) [22], in which the Fermi velocity is strongly suppressed around the “magic angle” due to the long-wavelength moiré potential, leading to moiré flat bands. Then \( e-e \) Coulomb interactions would drive the system into spontaneous symmetry breaking, insulating states at partial integer fillings of the flat bands [23, 24].

Inspired by the physics in magic-angle TBG, here we further calculate the Fermi velocity of the superlattice subbands around the Dirac point using second-order perturbation theory, which reads

\[ v_F(\mathbf{k}) = v_F^0 \left( 1 - \sum_{Q \neq 0} \frac{2 |U_d(Q)|^2 \sin^2 \theta_{kQ}}{\hbar v_F^0 |Q|^2} \right) \]

where \( v_F^0 = 5.229 \) eV Å is the non-interacting Fermi velocity of graphene, \( \theta_{kQ} \) is the angle between unit vector \( \mathbf{k} \) and reciprocal vector \( Q \). Assuming a square superlattice \( L_x = L_y = L_s \), keeping only the leading-order Fourier component of \( U_d(Q) = 2\pi/L_s \), we find that the Fermi velocity \( v_F(L_s, \epsilon_d) \) and the corresponding effective fine-structure constant \( \alpha(L_s, \epsilon_d) = e^2/(4\pi\epsilon_0 \epsilon_d \hbar v_F(L_s, \epsilon_d)) \) can be expressed as

\[ v_F(L_s, \epsilon_d) \approx v_F^0 \left( 1 - \frac{4\alpha_0^2}{\pi^2 \epsilon_d} e^{-4\alpha_0/\epsilon_d} \right) \]

\[ \alpha(L_s, \epsilon_d) \approx \frac{\alpha_0}{\epsilon_d} e^{-4\alpha_0/\epsilon_d \epsilon_0} \]

where \( \alpha_0 = e^2/(4\pi\epsilon_0 \hbar v_F^0) = 2.75 \) is the effective fine structure constant of free-standing graphene. It is already evident from a simple second-order perturbation treatment that the effective fine structure constant is sensitive to both dielectric constant of the substrate \( \epsilon_d \) and the superlattice constant \( L_s \), while the latter can be tuned by the carrier density at the surface of the insulating substrate transferred from graphene. A practical numerical calculation of \( \alpha(L_s, \epsilon_d) \) is presented in Fig. 1(c). We see that there is a substantial region in the \((L_s, \epsilon_d)\) phase space with \( \alpha(L_s, \epsilon_d) > \alpha_c = 0.92 \) [25], which indicates that the Dirac-semimetal phase of graphene may no longer be stable against \( e-e \) interactions within this regime.

\( e-e \) interaction effects. — This motivates us to include \( e-e \) interactions in the graphene layer in our model, which are treated by Hartree-Fock approximation [20]. Although several previous theoretical studies [44, 47] predict the onset of interacting gapped state in graphene, to the best of our knowledge no gap at the CNP has been experimentally observed in graphene yet [48, 49]. This can be attributed to the interaction-enhanced Fermi velocity near the CNP [50, 51], the screening of \( e-e \) interactions, disorder effects, etc., all of which may prohibit the emergence of a gapped state [44]. Nevertheless, analogous to TBG, the subbands in our system with reduced non-interacting Fermi velocity would quench the kinetic energy and further promote the \( e-e \) interaction effects in graphene. A recent experimental work has indeed found that the Dirac point in graphene is gapped if graphene is stacked on top of a CrOCl substrate, and the latter may form a long-wavelength charge order on its surface.
through a Wigner-crystal-like instability due to the carrier transfer from graphene [17].

Our unrestricted Hartree-Fock calculations [20] confirm precisely the argument above, and are consistent with the aforementioned experimental result [17]. Considering graphene is made into a device controlled by top and bottom gates, so that we can employ a double-gate screened Coulomb interaction for electrons in graphene:

\[ V(q) = \frac{e^2 \tanh(qd_s)}{2\Omega_0 \epsilon_d \epsilon_0 q}, \]

with a background dielectric constant \( \epsilon_d = 3-5 \) and the thickness between two gates \( d_s = 400 \AA \). Then, the Coulomb interactions are written in the subband eigenfunction basis. As interaction effects are most prominent around the CNP, we project the Coulomb interactions onto only a low-energy subspace including five valence and five conduction subbands (\( n_{\text{cut}} = 5 \)) that are closest to the Dirac points for each valley and spin. We adopt a mesh of \( 18 \times 18 \) \( k \) points to sample the mini BZ of the superlattice.

To incorporate the influences of Coulomb interactions from the high-energy remote bands, which are omitted in previous Hartree-Fock calculations [15, 17] for graphene, we rescale the Fermi velocity within the low-energy window of the effective Hamiltonian using the formula derived from the renormalization group (RG) approach [2, 20, 44, 52, 54]

\[ v_F^* = v_F^0 \left( 1 + \frac{\alpha_0}{4\epsilon_r} \log \frac{E_c}{E_c^*} \right), \]  

where \( E_c^* \) is the low-energy window within which the Hartree-Fock calculations are to be performed, and \( E_c \) is an overall energy cut-off above which the Dirac-fermion description to graphene is no longer valid. Equivalently, the ratio between \( E_c \) and \( E_c^* \) is replaced here by \( L_s/(n_{\text{cut}} a) \) with graphene’s honeycomb lattice constant \( a \) and the charge-order superlattice constant \( L_s \). Unlike TBG [55], other parameters of the effective Hamiltonian [Eq. (1)] such as \( U_d \), are unchanged under the RG flow since their RG corrections are of higher order, thus can be neglected [20]. Feeding with the initial conditions in the form of order parameters involving all possible valley, spin, and sublattice degrees of freedom, we self-consistently calculate the ground-state energies and density matrices for all the different types of symmetry-breaking states, based on which the Hartree-Fock single-particle spectrum can be further obtained [20].

We first study the Hartree-Fock single-particle spectrum of graphene coupled to the rectangular superlattice potential with \( r = 1.2 \) and 50 Å \( L_s \leq 600 \AA \), with \( \epsilon_d = 3 \). Here, we consider two different filling factors (denoted by \( \nu \)) exactly at the CNP (\( \nu = 0 \)) and a slight hole doping with respect to CNP (\( \nu \approx -0.003 \)). The result for the slight electron doping case is similar to that for the slight hole doping [20]. First of all, when \( \nu = 0 \), a gap can be opened up due to interaction effects, leading to two nearly degenerate insulating states, one is polarized in sublattice and the other polarized in valley. Then, intervalley Coulomb interactions would split such degeneracy, and the sublattice polarized insulator with zero Chern number becomes the unique ground state, consistent with previous studies [17]. The gap hits 17 meV when \( L_s = 50 \AA \), and decreases to 1.7 meV for \( L_s = 200 \AA \), and eventually becomes nearly gapless (0.15 meV) when \( L_s = 600 \AA \) with \( \epsilon_r = 3 \). (see also Table I). This can be understood by Eq. (6): larger \( L_s \) leads to stronger renormalization of the Fermi velocity by the Coulomb potential exerted on the low-energy electrons from the occupied remote bands outside the low-energy window, thus favors kinetic energy and suppresses gap opening. It is worthwhile to emphasize again that the renormalization of Fermi velocity [Eq. (6)] by itself is also an interaction effect. The single-particle excitation spectrum is also significantly altered by Coulomb interactions within the low-energy window, as shown in Fig. 2(a) for \( L_s = 50 \AA \) and \( \epsilon_d = 3 \), with filling \( \nu = 0 \). The
particle-hole asymmetry of the spectrum becomes more prominent. The Fermi velocity of the low-energy conduction band becomes different from that of the valence band. More saliently, although the superlattice potential $U_d$ suppresses Fermi velocity in graphene [see Eq. (1)], $e$-$e$ interactions can compensate such effects. The Fermi velocity is not only enhanced by the Coulomb potentials of the remote energy bands outside the low-energy window [Eq. (4)], but is further boosted by $e$-$e$ interactions within the low energy window $E_f^2 \sim n_{cut} \hbar v_F^2 2\pi/L_s$. Eventually, the Fermi velocity is magnified up to twice of the non-interacting value of free-standing graphene ($v_F^0$). Inherited the anisotropy from the underlying superlattice, the Fermi velocity is renormalized more heavily in the $y$-direction than in the $x$-direction. We note that the essential results discussed above, i.e., the gap opening at CNP and the concomitant drastic enhancement of Fermi velocity, remain robust for different types of the background superlattices. Specifically, we have also performed calculations for the case of triangular charge-ordered superlattices, which lead to qualitatively the same conclusions [20].

**TABLE I:** Gap opened at the CNP ($\nu = 0$) and the ratio between interaction-enhanced Fermi velocity $v_F^s$ and the non-interacting one $v_F$ for different $L_s$ at 50, 200, 600 Å with fixed $r = 1.2$.

| $L_s$ (Å) | 50   | 200  | 600  |
|-----------|------|------|------|
| Gap at $\nu = 0.0$ (meV) | 17   | 1.7  | 0.15 |
| $v_F^s/v_F$ at $\nu = -0.003$ | 2.1  | 1.8  | 1.7  |

When the system is slightly hole doped with $\nu = -0.003$, the Dirac points would remain gapless, as shown in Fig. (3b). Moreover, the Fermi velocity would be even more dramatically enhanced $\sim 2.1 v_F^0$ than that for the $\nu = 0$ case $\sim 1.8 v_F^0$, as shown in Table I. This perfectly explains the recent experiment in gated controlled graphene-CrOCl and -CrI$_3$ heterostructure, in which a gap has been observed at the CNP, and in the meantime the Fermi velocity around CNP is significantly enhanced compared to the non-interacting value, such that robust quantum Hall effect can be observed under vertical magnetic fields as weak as $\sim 0.1$–$1$ T [17, 18].

**Topological Properties.** — We further study the topological properties of our model Hamiltonian. Different from magic-angle TBG [50, 51], the low-energy subbands for graphene coupled to a rectangular superlattice potential $U_d(r)$ with small anisotropy ($r \sim 1$) turns out to be topologically trivial. To be specific, in Fig. 2(c) we show the Berry curvature distribution of the highest valence and the lowest conduction band of valley $K$ in the mini BZ of the superlattice with $L_x = 50$ Å and $r = L_y/L_x = 1.2$. We see that the Berry curvature is mostly concentrated at the band crossing points, i.e., the four high symmetry points $\Gamma_1$, $S_1$, $X_1$, and $Y_1$. The contributions from the $\Gamma_1$ and the $S_1$ points are exactly compensated by those from the $X_1$ and $Y_1$ points, resulting in a band with zero Chern number. This is anticipated because the superlattice potential is non-chiral in the sense that it is coupled equally to the two sublattices of graphene. This remains true even including $e$-$e$ interactions [20].

Hence, it is unexpected that changing the anisotropy parameter $r$ and the lattice size $L_s$ of the superlattice potential $U_d$ can make the subbands topological. For example, keeping $L_x = 50$ Å but with $r = 3.0$, the valley Chern number of the low-energy subbands become nonzero. For valley $K$, the highest valence band and lowest conduction band now have a Chern number $C = \pm 1$, respectively. As shown in Fig. 3(a), besides the four high symmetry points, it appears another two “hot spots” (annotated by green circles) along the line connecting $\Gamma_s$ and $X_s$, leading to non-zero valley Chern number. Such contribution stems from a new crossing point between the low-energy valence and conduction bands along the $k_x$-direction through changing merely the anisotropy parameter $r$, as shown in Fig. 3(c) with red dot in green circle. Alternatively, we find that changing $L_s$ can also control the valley Chern number of the subbands, since $L_s$ is encoded in the superlattice potential [see Eq. (2)]. For example, with $r = 3$ and $L_s = 600$ Å, as shown in Fig. 3(b), while the highest valence band remains topological with non-zero valley Chern number 1 for valley $K$ with the two aforementioned crossing points (green circles) merely moving to $X_s$, the lowest conduction band turns out to be topologically trivial. This is due to two new band crossing points (orange circles) close to the $Y_s$-$S_1$ line between the lowest and the second lowest conduction bands, as annotated by red dots in an orange circle in Fig. 3(d). Such topologically nontrivial bands are particularly surprising for our system, since the Dirac fermions are coupled to a “trivial” superlattice potential coupled identically on two sublattices, different from the case of magic-angle TBG. Thus, the nontrivial topology must arise by virtue of the intrinsic Berry phases of the Dirac cones.

**Materials realization.** — As mentioned earlier, such a model study of Dirac fermions coupled to a background superlattice potential with tunable lattice constant and anisotropy is closely related to CrOCl-graphene and CrI$_3$-graphene heterostructure systems. The superlattice potential arises from long-range Coulomb interactions between electrons in graphene and the long-wavelength charge order at the surface of CrOCl (or CrI$_3$) substrate, which emerges as a CDW-like or Wigner-crystal-type instability due to the slight carrier doping transfer from graphene to the surface conduction band of CrOCl or CrI$_3$, and is highly tunable by vertical electric fields [20]. This is plausible since electrons in the top surface states (transferred from graphene) have a very low density ($\sim 10^{12}$ cm$^{-2}$, as deduced from the nominal doping
Wigner-Seitz radius turns out to be in Ref. 17. Consequently, the associated dimensionless throughput filtering starts from the 2D materials computations based on density functional theory for various insulating van der Waals materials. We have performed high-throughput first principles calculations based on density functional theory for various insulating van der Waals materials. Our high-throughput filtering starts from the 2D materials computational database, and we only focus at those with bulk van der Waals structures which have been previously synthesized in laboratory. This ensures that it is experimentally feasible to exfoliate few layers from their bulk sample and then stack them on graphene to form heterostructures. Based on these guidelines, we find eleven suitable candidate materials (including CrOCl and CrI$_3$), whose CBM and VBM energy positions, dielectric constants ($\varepsilon_r$), effective masses at the band edges, and the corresponding Wigner-Seitz radii ($r_s$) are listed in Table II. Clearly, the Wigner-Seitz radii of these materials at the band edges (estimated under slight doping concentration $n = 10^{12} \text{cm}^{-2}$) are all above the threshold of forming a Wigner-crystal state ($r_s \gtrsim 30$). Additionally, the energy bands of these insulating substrate materials can be easily shifted using vertical displacement fields, such that charge transfer between graphene and the substrate can be controlled by non-disruptive displacement fields. These results would provide experimentally promising insulator-graphene heterostructure candidates, where gapped Dirac state emerges concomitantly with drastically enhanced Fermi velocity.

**TABLE II: Candidate substrate materials for the graphene-insulator heterostructure systems.**

| Materials    | $\varepsilon_d$ | $E_{CBM}$ | $E_{VBM}$ | $m_{CBM}$/$m_{VBM}$ | $r_s$ |
|--------------|-----------------|------------|------------|----------------------|------|
| AgScP$_2$S$_6$ (bi) | 3.67 0.07 eV | -1.89 eV | 3.939 m$_0$ | 161.1 |
| AgScP$_2$Se$_6$ (bi) | 4.06 0.15 eV | -1.37 eV | 2.632 m$_0$ | 97.3 |
| IrBr$_3$ (bi) | 6.53 0.23 eV | -1.43 eV | 8.083 m$_0$ | 185.8 |
| IrI$_3$ (bi) | 7.59 0.33 eV | -0.95 eV | 1.756 m$_0$ | 34.7 |
| YI$_3$ (tri) | 3.45 0.53 eV | -2.1 eV | 2.123 m$_0$ | 92.4 |
| YBr$_3$ (tri) | 6.78 0.68 eV | -3.15 eV | 2.764 m$_0$ | 61.2 |
| ReSe$_2$ (bi) | 6.38 0.32 eV | -0.83 eV | 1.823 m$_0$ | 42.9 |
| ScOCl (bi) | 5.27 0.21 eV | -4.04 eV | 3.287 m$_0$ | 93.6 |
| PbO (bi) | 8.47 2.02 eV | -0.03 eV | 11.885 m$_0$ | 210.7 |
| CrI$_3$ (bi) | 3.00 -0.32 eV | -1.58 eV | 2.018 m$_0$ | 101.0 |
| CrOCl (bi) | 3.5 -0.13 eV | -3.26 eV | 1.308 m$_0$ | 39.4-65.7 |

In conclusion, we have theoretically studied the interplay between the Dirac fermions and long-wavelength charge order in graphene-insulator heterostructure systems. We consider the situation that charge carriers can be transferred from graphene to the surface of the insulating substrate under the control of gate voltages, by virtue of the band alignment between the Dirac points in graphene and the CBM (or VBM).

**FIG. 3:** (a) and (b) shows the distribution of Berry curvature in the $r = 3$ superlattice’s BZ of the lowest valence and conduction band in valley $K$ for $L_s = 50$ and 600 Å, respectively. Their corresponding valley Chern number are also given on the top of each panel. (c) and (d) are the non-interacting band structure of the $r = 3$ superlattice with $L_s = 50$ and 600 Å. (e) Valley Chern number of the highest valence and the lowest conduction band in the valley $K$ varying the anisotropy parameter $r$ from 1 to 10 with $L_s = 50$ Å.
of the insulator. The resultant slight carrier doping may yield a long-wavelength charge order through the Wigner crystallization mechanism at the surface of the substrate, which in turn exerts a superlattice potential to the Dirac electrons in graphene. The Dirac spectrum is then renormalized by the background superlattice potential with reduced non-interacting Fermi velocity, such that e-e Coulomb interactions would play an important role. Consequently, the Dirac points are spontaneously gapped out by interactions leading to a sublattice polarized insulator state. Meanwhile, the Fermi velocities around the CNP in graphene are drastically enhanced to more than twice of the bare value by interaction effects, which can give rise to large Landau-level spacings with robust quantization plateaus of Hall resistivity under weak magnetic fields and at high temperatures. Our theory can perfectly explain the recent puzzling experiments in CrOCl-graphene and CrI3-graphene heterostructures. We have further performed high-throughput DFT calculations, and suggest a number of promising insulating materials as candidate substrates for graphene, which could realize the gapped Dirac state concomitant with weak magnetic fields and at high temperatures. Our theory can perfectly explain the recent puzzling experiments in CrOCl-graphene and CrI3-graphene heterostructures.
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S1. NON-INTERACTING HAMILTONIAN FOR A GRAPHENE-INSULATOR HETEROSTRUCTURE

The Hamiltonian for a graphene-insulator heterostructure can be always divided into three parts: graphene part $H_G$, the insulating substrate part $H_S$ and the coupling between them $H_{G-S}$. The graphene part can be suitably described by a tight-binding model since we focus on the low-energy physics. As we have explained in the main text, with slight carrier doping band edge, the insulator substrate is supposed to form a long-wavelength charge order on the interface near graphene sheet thanks to Coulomb interactions between electrons occupying the band edge of the insulating substrate (transferred from graphene layer). The insulator substrate part is then modeled by a 2D Hamiltonian for electrons hopping on a 2D superlattice which forms an Wigner-crystal-like or long-wavelength charge ordered insulator state at some proper filling, whose geometry is determined by the long-wavelength order at the interface. Explicitly, the graphene part $H_G$ and the insulator substrate part $H_S$ can be generally written as

$$
\hat{H}_G = \sum_{k,\sigma,\alpha,\alpha'} \gamma_{\alpha,\alpha'}(k) \hat{c}_{\sigma\alpha}(k) \hat{c}_{\sigma\alpha'}(k) \\
\hat{H}_S = \sum_{k,\sigma} \eta(k) \hat{d}_{\sigma}(k) \hat{d}_{\sigma}(k)
$$

(S1)

where $\hat{c}_{k,\sigma,\alpha}$ ($\hat{c}_{k,\sigma,\alpha}^\dagger$) and $\hat{d}_{k,\sigma}$ ($\hat{d}_{k,\sigma}^\dagger$) are fermionic annihilation (creation) operators for electrons in graphene and the insulator substrate, respectively. In the lower index of these operators, $\alpha$ is the sublattice index for the bipartite lattice of graphene and $\sigma$ is the spin degree of freedom of electrons. To emphasize the fact that graphene and the insulator substrate have different lattices and thus different Brillouin zone, we denote $k$ and $\tilde{k}$ as the wavevectors in the Brillouin zone of graphene and that of the long-wavelength superlattice in the substrate, respectively. In our calculations, the lattice for $H_S$ is set to rectangular or triangular, which does not qualitatively change our results.

Since electrons have negligible probability to hop between graphene and the insulator substrate due to rather large distance $d$ between two sheets in the $z$-direction ($d \sim 7 \text{Å}$ from DFT calculations in CrOCl-graphene heterostructure), we suppose that electrons from two sheets are coupled only via long-ranged Coulomb interactions. Unlike $H_G$ and $H_S$, such long-ranged Coulomb interactions are more easily written in real space. In terms of field operators $\hat{\psi}(r)$, the inter-sheet coupling reads

$$
\hat{H}_{G-S} = \int d^2r d^2r' \sum_{\sigma,\sigma'} \hat{\psi}_{\sigma,\sigma'}^\dagger(r) \hat{V}(r-r') \hat{\psi}_{\sigma,\sigma'}(r')
$$

(S3)

where $\hat{\psi}_{\sigma,\sigma'}(r) = \sum_{i,\alpha} \phi_{\alpha}(r-a_i-\tau_\alpha) \chi_{\sigma}^\dagger \hat{c}_{i,\alpha,\sigma}$.

(S4)

(S5)

where $\phi_{\alpha}$ and $\bar{\phi}$ are Wannier functions localized on the graphene and the insulator substrate Bravais lattice sites, which are described by $a_i$ and $R_i$, respectively. Here $\alpha$ refers to the sublattice index in graphene and $\tau_\alpha$ is the vector denoting the position of the $\alpha$th sublattice inside the unit-cell. The spin degrees of freedom is included by the index $\sigma$ and also explicitly by spinor $\chi_\sigma$. The Hamiltonian $H_{G-S}$ in the Wannier basis reads

$$
\hat{H}_{G-S} = \sum_{\sigma,\sigma',i,i',\alpha,\alpha'} U_{\sigma\sigma',i,i',\alpha,\alpha'} \hat{c}_{i,\sigma,\alpha}^\dagger \hat{d}_{i',\sigma',\alpha'}^\dagger \hat{c}_{i',\sigma',\alpha'} \hat{d}_{i,\sigma,\alpha} 
$$

(S6)

with

$$
U_{\sigma\sigma',i,i',\alpha,\alpha'} = \int d^2r d^2r' \phi^*_\alpha(r-a_i-\tau_\alpha) \bar{\phi}(r-R_i) \hat{V}(r-r'+d\tilde{z}) \bar{\phi}(r'-R_i') \phi_{\alpha'}(r-a_{i'}-\tau_{\alpha'}) \chi_{\sigma}^\dagger \chi_{\sigma'} \chi_{\sigma} \chi_{\sigma'}.
$$

(S7)
If Wannier functions are so localized such that
\[ \phi^*_{\alpha}(r - a_i - \tau_\alpha)\phi_{\alpha'}(r - a_j - \tau_{\alpha'}) \approx 0 \quad \text{if } (i, \alpha) \neq (j', \alpha') \]
\[ \bar{\phi}^* (r - R_j) \bar{\phi} (r - R_{j'}) \approx 0 \quad \text{if } j \neq j' \]
\[ |\phi_{\alpha}(r - a_i - \tau_\alpha)|^2 \approx \delta^{(2)}(r - a_i - \tau_\alpha) \]
\[ |\bar{\phi}(r - R_j)|^2 \approx \delta^{(2)}(r - R_j) \]

with \( \delta^{(2)}(r) \) is the 2D Dirac \( \delta \)-function distribution, we can simplify the previous expression to
\[ U_{\sigma\sigma'} = U_{\sigma\sigma'} \delta_{\alpha,\alpha'} \delta_{j,j'} \quad \text{(S8)} \]

where \( \delta_{\mu,\nu} \) is the Kronecker delta and
\[ U_{\sigma\sigma'} = V(|a_i + \tau_\alpha - R_j + d\hat{z}|). \quad \text{(S9)} \]

Then, we write \( H_{G-S} \) in reciprocal space using the following Fourier transformation
\[ \hat{c}_{i,\sigma} = \frac{1}{\sqrt{N_c}} \sum_k e^{ik\cdot a_i} \hat{c}_{\sigma\alpha}(k) \quad \text{(S10)} \]
\[ \hat{d}_{i,\sigma} = \frac{1}{\sqrt{N_d}} \sum_k e^{ik\cdot R} \hat{d}_{\sigma\alpha}(\bar{k}) \quad \text{(S11)} \]

where \( N_c \) and \( N_d \) are the number of lattice sites for electron in graphene and the insulator substrate, respectively. The Hamiltonian \( H_{G-S} \) in the basis of \( \hat{c}_{\sigma\alpha}(k) \) and \( \hat{d}_{\sigma\alpha}(\bar{k}) \) reads
\[ \hat{H}_{G-S} = \frac{1}{N_cN_d} \sum_{\sigma,\sigma'} \sum_{i,j,k,k'} U_{i\sigma j\sigma'} e^{i(k' - k)\cdot (a_i - R_j)} e^{i(q + k' + \bar{q} + G)\cdot R_j} \hat{c}_{\sigma\alpha}(k) \hat{d}_{\sigma'}(\bar{k}) \hat{c}_{\sigma\alpha}(k') \hat{d}_{\sigma'}(\bar{k}') \quad \text{(S12)} \]

Now we first define \( \bar{R} = a_i - R_j \), and let \( k' - k = q = \bar{q} + G \), where \( G \) is a reciprocal vector of the long-wavelength ordered superlattice and \( \bar{q} \) is the wavevector within the superlattice Brillouin zone. Then we take use of the identity \( \sum_j e^{i(k' - k + \bar{q})\cdot R_j} = N_d \delta_{k' = k + \bar{q}} \). Eq. (S12) can be simplified as
\[ \hat{H}_{G-S} = \sum_{\sigma,\sigma'} \sum_{i,k,k'} \tilde{V}(\bar{q} + G) \hat{c}_{\sigma\alpha}(k) \hat{d}_{\sigma'}(\bar{k}) \hat{c}_{\sigma\alpha}(k - \bar{q} - G) \quad \text{(S13)} \]

The coupling \( \tilde{V}(\bar{q} + G) \) reads
\[ \tilde{V}(\bar{q} + G) = \frac{1}{N_c} \sum_i V(|a_i + \tau_\alpha - R_j + d\hat{z}|) e^{-i(\bar{q} + G)\cdot (a_i - R_j)} \]
\[ = \frac{1}{N_c} \sum_i V(|\bar{R} + \tau_\alpha + d\hat{z}|) e^{-i(\bar{q} + G)\cdot \bar{R}} \]
\[ = \frac{1}{N_d} \int \frac{d^2r}{\Omega_d} V(|r + \tau_\alpha + d\hat{z}|) e^{-i(\bar{q} + G)\cdot r} \]
\[ = \frac{e^2}{2\epsilon_0\epsilon_d N_d \Omega_d} e^{-|\bar{q} + G||d|} \quad \text{(S14)} \]

where \( \Omega_d \) is the area of the unit-cell of the surface superlattice of the substrate. In the third line of the above derivation, we smear the sum over \( \bar{R} = a_i - R_j \) by replacing it with an integral over the surface \( S = N_d \Omega_d = N_c \Omega_c \) with \( \Omega_c \), the area of graphene's unit-cell since we are interested in the physics in the length scale of the superlattice \( \{ R_j \} \), which is supposed to much larger than that of graphene. Finally, the last line is the 2D partial Fourier transformation of the 3D Coulomb potential.
Since we focus on the low-energy physics around the Dirac cones of graphene, we can attribute valley index $\mu$ to electrons in graphene and neglect intervalley coupling thanks to the exponential decay of $\tilde{V}(q)$ so that

$$\hat{H}_{G-S} = \sum_{\sigma',\sigma,\mu} \sum_{\mathbf{k},\mathbf{k}+G} \tilde{V}((\mathbf{k} + G) \sum_{\mu} \hat{c}^{\dagger}_{\sigma\mu}(\mathbf{k}) \hat{d}_{\sigma'}(\mathbf{k} + \mathbf{q}) \hat{c}_{\sigma\mu}(\mathbf{k} - \mathbf{q} - G).$$  \hspace{1cm} (S15)

In the meantime, the Hamiltonian for graphene only $\hat{H}_G$ [see Eq. (S2)] can be divided into two valley sectors

$$\hat{H}_G = \sum_{\mathbf{k},\sigma,\alpha,\alpha',\mu} (\hbar v_F \mathbf{k} \cdot \mathbf{\sigma}^\mu)_{\alpha,\alpha'} \hat{c}^{\dagger}_{\sigma\alpha}(\mathbf{k}) \hat{c}_{\sigma\alpha'}(\mathbf{k})$$  \hspace{1cm} (S16)

where $\mathbf{\sigma}^\mu = (\mu \sigma_x, \sigma_y)$ with $\sigma_{x,y}$ are the Pauli matrices and the valley index $\mu = \pm 1$.

In the Hartree approximation by pairing $c$ and $d$ separately, we have

$$\hat{H}_{G-S} = \sum_{\sigma,\alpha,\mu} \sum_{\mathbf{k},\mathbf{k}+G} \tilde{V}(G) \sum_{\mathbf{k},\sigma'} \langle \hat{d}_{\sigma'}(\mathbf{k}) \hat{d}_{\sigma'}(\mathbf{k}) \rangle \hat{c}^{\dagger}_{\sigma\alpha}(\mathbf{k}) \hat{c}_{\sigma\alpha}(\mathbf{k} - G).$$  \hspace{1cm} (S17)

Since the long-wavelength charge order state is insulating presumingly with two spin degenerate electrons occupying each supercell, we have

$$\sum_{\mathbf{k},\sigma'} \langle \hat{d}_{\sigma'}(\mathbf{k}) \hat{d}_{\sigma'}(\mathbf{k}) \rangle = 2N_d. \hspace{1cm} (S18)$$

Writing $\mathbf{k} = \mathbf{q} + G$ with $G$ in the superlattice reciprocal lattice, the final form of the coupling between graphene and insulating substrate used in our calculations reads

$$\hat{H}_{G-S} = \sum_{\sigma,\alpha,\mu} \sum_{\mathbf{G},\mathbf{Q} \in \{ G_1 \}} \tilde{U}_d(\mathbf{Q}) \varepsilon_{\sigma\mu}(\mathbf{G}+\mathbf{Q})(\mathbf{k}) \hat{c}_{\sigma\mu}(\mathbf{k}).$$  \hspace{1cm} (S19)

where

$$\tilde{U}_d(\mathbf{Q}) = \frac{e^2}{\epsilon_0 \epsilon_d N_d} e^{-|\mathbf{Q}|d} \hspace{1cm} (S20)$$

In the meantime, we integrate out the Hamiltonian for insulating substrate $H_S$ [see Eq. (S2)] so that it becomes a constant charge density, which is omitted in our calculations. To wrap up, we get the effective non-interacting Hamiltonian in continuum in the valley $\mu$

$$H^{(\mu)}_0(\mathbf{r}) = \hbar v_F \mathbf{k} \cdot \mathbf{\sigma}^\mu + U_d(\mathbf{r})$$  \hspace{1cm} (S21)

where the Fourier component of $U_d(\mathbf{r})$ is precisely $\tilde{U}_d(\mathbf{G})$ [see Eq. (S20)] with $G$ in the reciprocal lattice of the underlying insulating substrate’s surface superlattice.

In our numerical implementations, the lattice of insulating substrate is set to be rectangular or triangular, from which we obtain qualitatively the same correlated states in the graphene layer. The range of $\{ G_1 \}$ is limited to $|n_x|, |n_y| \leq 4$ with $G = n_x G_x + n_y G_y$. $G_{x,y}$ are the two reciprocal lattice vectors for the rectangular lattice of insulating substrate. The sum over $Q$ in Eq. (S19) stops at the limit $|n_x| + |n_y| \leq 2$.

**S2. Renormalization Group Derivations**

The derivation shown in this section is inspired from Ref.55 The e-e Coulomb interaction operator in our derivations is written as

$$\hat{V}_{\text{int}} = \frac{1}{2} \int d^2r d^2r' V_c(\mathbf{r} - \mathbf{r'}) \hat{\rho}(\mathbf{r}) \hat{\rho}(\mathbf{r'})$$  \hspace{1cm} (S22)

where $V_c(\mathbf{r}) = e^2/4\pi\epsilon_0\epsilon_dr$ and $\hat{\rho}(\mathbf{r})$ is the density operator of electrons at $\mathbf{r}$. The Hamiltonian Eq. (S21) is defined at some high energy cut-off $\pm E_c$. We focus in the valley $\mu = +1$ by the virtue of which the derivation for the valley
\( \mu = -1 \) is immediate and the results are identical. Remember that the parameters \( v_F \) and \( \tilde{U}(G) \) should be thought of as being fixed by a measurement at \( E_c \) without e-e interactions. This also amounts to \( \hat{\rho}(r) = \hat{\psi}^\dagger(r)\hat{\psi}(r) \) with the non-interacting field operator \( \hat{\psi}(r) \)

\[
\hat{\psi}(r) = \sum_{\sigma, n, k; |\sigma_n, k| \leq E_c} \phi_{\sigma n k}(r)\hat{c}_{\sigma n}(k)
\]  

(S23)

where \( \phi_{\sigma n k}(r) \) is the wavefunction of an eigenstate of the non-interacting Hamiltonian \( H_0 \) [see Eq. (S21)] with energy \( \epsilon_{n,k} \) and its associated annihilation operator is \( \hat{c}_{\sigma n}(k) \).

**Electron-electron interaction in a lower energy window**

Now we change the cut-off \( E_c \) to a smaller one \( E_c' \) and see how these parameters are modified by \( \tilde{V}_{\text{int}} \). \( \tilde{V}_{\text{int}} \) can be treated perturbatively when \( E_c' \) is much larger than any other energy scale in the system. To do so, we split the field operator \( \hat{\psi}(r) = \hat{\psi}^<(r) + \hat{\psi}^>(r) \) where

\[
\hat{\psi}^<(r) = \sum_{\sigma, n, k; |\sigma_n, k| \leq E_c'} \phi_{\sigma n k}(r)\hat{c}_{\sigma n}(k)
\]  

(S24)

\[
\hat{\psi}^>(r) = \sum_{\sigma, n, k; E_c' < |\sigma_n, k| \leq E_c} \phi_{\sigma n k}(r)\hat{c}_{\sigma n}(k).
\]  

(S25)

Then, we integrate out the fast modes \( \hat{\psi}^>(r) \) in the expansion of \( \hat{\rho}(r)\hat{\rho}(r') \). Note that \( \hat{\psi}^>(r) \) and \( \hat{\psi}^>(r) \) must appear equal times in each terms of the expansion otherwise it would vanish by taking the non-interacting mean value \( \langle \cdots \rangle_0 \). Explicitly, these terms are retained up to a constant:

\[
\hat{\rho}(r)\hat{\rho}(r') = \hat{\rho}^<(r)\hat{\rho}^<(r') + \hat{\rho}^>(r)\hat{\rho}^>(r') + \hat{\rho}^>(r)\hat{\rho}^<(r') + \hat{\rho}^<(r)\hat{\rho}^>(r')
\]  

(S26)

with

\[
\hat{\rho}^<(r) = \hat{\psi}^<\dagger(r)\hat{\psi}^<(r)
\]  

(S27)

\[
\hat{\rho}^>(r) = \sum_{\sigma, n, k; E_c' < |\sigma_n, k| \leq E_c} \phi_{\sigma n k}^\dagger(r)\phi_{\sigma n k}(r).
\]  

(S28)

The first term gives the Coulomb e-e interaction between electrons of the slow modes \( \hat{\psi}^<(r) \) below the new cut-off \( E_c' \). The second and third term could be omitted if the system has particle-hole (p-h) symmetry as in twisted bilayer graphene [54]. In our system described by Eq. (S21), the first nearest-neighbor coupling in \( \tilde{U}(G) \) preserves p-h symmetry. The p-h symmetry is broken if further-neighbor coupling is included, which is exponentially smaller [see Eq. (S20)]. So, it is legitimate in our RG derivation to neglect such weak p-h asymmetry in order to omit the second and the third term in the expansion.

Then, we evaluate the rest of the terms in the expansion, which represents precisely the correction to \( H_0 \) from the
fast modes $\hat{\psi}^>(r)$ via Coulomb e-e interactions. Let us write

\[
(*) = \hat{\psi}^<(r) \left( \sum_{\sigma,n,k;E'_e<\epsilon_{n,k}\leq E_c} \phi_{\sigma nk}(r)\phi_{\sigma nk}^*(r') \right) \hat{\psi}^<(r') + \hat{\psi}^<(r) \left( \sum_{\sigma,n,k;E'_e>\epsilon_{n,k} \geq -E_c} \phi_{\sigma nk}(r)\phi_{\sigma nk}^*(r') \right) \hat{\psi}^<(r')
\]

= $\hat{\psi}^<(r) \left( \sum_{\sigma,n,k;E'_e<\epsilon_{n,k}\leq E_c} \phi_{\sigma nk}(r)\phi_{\sigma nk}^*(r') \right) \hat{\psi}^<(r') + \hat{\psi}^<(r) \left( \sum_{\sigma,n,k;E'_e>\epsilon_{n,k} \geq -E_c} -\phi_{\sigma nk}^*(r)\phi_{\sigma nk}(r') \right) \hat{\psi}^<(r')$

where the minus sign in the second line comes from the exchange the two fermionic operators and the constant arising from the exchange is omitted. Then, the e-e interaction $\hat{V}_{\text{int}}$ in the lower energy window delimited by $E'_e$ is

\[
\hat{V}_{\text{int}} = \frac{1}{2} \int d^2r d^2r' V_c(r-r') \hat{\rho}^<(r) \hat{\rho}^<(r') + \frac{1}{2} \int d^2r d^2r' V_c(r-r') \hat{\psi}^<(r) \hat{F}(r,r') \hat{\psi}^<(r') \quad (S29)
\]

with

\[
\hat{F}(r,r') = \sum_{\sigma,n,k;E'_e<\epsilon_{n,k}\leq E_c} \text{sign}(\epsilon_{n,k})\phi_{\sigma nk}(r)\phi_{\sigma nk}^*(r'). \quad (S30)
\]

**Evaluation of the correction to the non-interacting Hamiltonian from the fast modes**

In the following, we set $\hbar = 1$ for the simplicity in mathematical expressions. Note that $\hat{F}(r,r')$ has the structure of the residue of the Green’s function $\hat{G}(z) = (z - \hat{H}_0)^{-1}$ taking only the valley $\mu = +1$ part in $\hat{H}_0 = \hat{H}_G + \hat{H}_{G-S}$ [see Eqs. (S16) and (S19)], namely

\[
\hat{F}(r,r') = \oint_{\mathcal{C}} \frac{dz}{2\pi i} \langle r \mid \hat{G}(z) \mid r' \rangle \quad (S31)
\]

where the contour $\mathcal{C}$ encloses the z-plane real line segment $[-E_c,-E'_c]$ in the clockwise, and segment $[E'_c,E_c]$ in the counterclockwise, sense. As long as $E'_e$ dominates over all other energy scales such as $\hat{U}_d(G_0)$ and $v_F G_0$ with $G_0$ denoting the primitive reciprocal vector of the underlying superlattice, the dominant contribution to the contour integral can be evaluated perturbatively using $\hat{G}(z) \approx \hat{G}_0(z) + \hat{G}_0(z) \hat{H}_{G-S} \hat{G}_0(z) + \mathcal{O}\left(\hat{U}_d^2(G_0)/E'_c, v_F^2 G_0^2/E'_c\right)$ with $\hat{G}_0(z) = (z - \hat{H}_G)^{-1}$.

It is easier to calculate the Green’s function in the plane wave basis $\mid k \rangle$

\[
\hat{F}(r,r') = \int \frac{d^2k d^2k'}{(2\pi)^4} e^{i(k-r-k'-r')} \oint_{\mathcal{C}} \frac{dz}{2\pi i} \langle k \mid \hat{G}(z) \mid k' \rangle \quad (S32)
\]

with

\[
\langle r \mid r' \rangle = \delta^{(2)}(r-r') \quad (S34)
\]

\[
\langle k \mid k' \rangle = (2\pi)^2 \delta^{(2)}(k-k') \quad (S35)
\]

where $\delta^{(2)}(x)$ is the 2D Dirac distribution. In the plane wave basis, the evaluation of Green’s functions is straightforward

\[
\langle k \mid \hat{G}_0(z) \mid k' \rangle = (2\pi)^2 \delta^{(2)}(k-k') \frac{1}{2} \sum_{\lambda=\pm} \frac{1 - \lambda k \cdot \sigma}{z - \lambda v_F k} \quad (S36)
\]

\[
\langle k \mid \hat{G}_0(z) \hat{H}_{G-S} \hat{G}_0(z) \mid k' \rangle = (2\pi)^2 \delta^{(2)}(k-k') + G \sum_{G} \sum_{\lambda,\lambda'=\pm} \frac{1 - \lambda k \cdot \sigma}{z - \lambda v_F k} \frac{1 - \lambda' k + G \cdot \sigma}{(z - \lambda v_F k)(z - \lambda' v_F |k+G|)} \quad (S37)
\]
Then, the contour integral can be easily done:

\[
\oint \frac{dz}{2\pi i} (r|\hat{G}_0(z)|r') = \int_{E_c' < k \leq E_c} \frac{d^2 k}{(2\pi)^2} e^{i k \cdot (r-r')} \frac{k}{k} \cdot \sigma
\]

(838)

\[
\oint \frac{dz}{2\pi i} (r|\hat{G}_0(z)\hat{H}_{G-S}\hat{G}_0(z)|r') = \int_{E_c' < k \leq E_c} \frac{d^2 k}{(2\pi)^2} e^{i k \cdot (r-r')} G \frac{1}{4} \sum G \bar{U}_d(G) \bar{I}(k, G)
\]

(839)

\[
\bar{I}(k, G) = \frac{2}{v_F k + v_F |k + G|} \left( 1 - \frac{k \cdot (k + G)}{|k + G|} + i \sigma \times (k \times \hat{G}) \right).
\]

(840)

Renormalization group flow equations

Now we only have to insert the previous results into the second term in Eq. (829) to derive the RG equations for \( v_F \) and \( \bar{U}_d(G) \). Let us compute first the integral for \( (r|\hat{G}_0(z)|r') \). After writing the 2D Coulomb potential in Fourier space \( \bar{V}_{2D}(q) = e^2 / 2 \epsilon_0 \epsilon_r q \), we have

\[
\frac{1}{2} \int d^2 r d^2 r' V_c(r - r') \oint \frac{dz}{2\pi i} \hat{\psi}_{\psi}^\dagger(r) \hat{\psi}_{\psi}^\dagger(r|\hat{G}_0(z)|r') \hat{\psi}_{\psi}^\dagger(r')
\]

\[
= \int \frac{d^2 q}{(2\pi)^2} \hat{\psi}_{\psi}^\dagger(q) \left( \int_{E_c' < k \leq E_c} \frac{d^2 k}{(2\pi)^2} \left( \frac{e^2}{4 \epsilon_0 \epsilon_r} \frac{k}{k} \cdot \sigma \right) \hat{\psi}_{\psi}^\dagger(q) \right)
\]

(841)

with \( \hat{\psi}_{\psi}^\dagger(q) \) is the Fourier transform of \( \hat{\psi}_{\psi}^\dagger(r) \). Since \( v_F q \ll E_c' \), we can Taylor expand (A) in terms of \( q/k \). The leading order reads

\[
(A) = \frac{e^2}{16 \pi \epsilon_0 \epsilon_r} \log \left( \frac{E_c}{E_c'} \right) q \cdot \sigma.
\]

(842)

Therefore, the RG equation reads

\[
\frac{dv_F}{d \log E_c} = - \frac{e^2}{16 \pi \epsilon_0 \epsilon_r}.
\]

(843)

Actually, we find the famous result of the Fermi velocity renormalization in graphene due to the e-e interactions.

In the same way, we calculate the integral for \( (r|\hat{G}_0(z)\hat{H}_{G-S}\hat{G}_0(z)|r') \):

\[
\frac{1}{2} \int d^2 r d^2 r' V_c(r - r') \oint \frac{dz}{2\pi i} \hat{\psi}_{\psi}^\dagger(r) \hat{\psi}_{\psi}^\dagger(r|\hat{G}_0(z)|r') \hat{\psi}_{\psi}^\dagger(r')
\]

\[
= \int \frac{d^2 q}{(2\pi)^2} \hat{\psi}_{\psi}^\dagger(q - G) \left( \int_{E_c' < k \leq E_c} \frac{d^2 k}{(2\pi)^2} \bar{V}_{2D}(q - k - G) \frac{1}{8} \sum G \bar{U}_d(G) \bar{I}(k, G) \right) \hat{\psi}_{\psi}^\dagger(q).
\]

(844)

Since \( v_F q, v_F G \ll E_c' \), we can Taylor expand (B) in terms of \( q/k \) and \( G/k \) (considered as if they have the same order of magnitude). The leading order reads

\[
(B) = \frac{e^2}{16 \pi \epsilon_0 \epsilon_r} G^2 \left( \frac{1}{E_c'} - \frac{1}{E_c} \right) + O \left( \frac{v_F^3 q^3}{E_c'^4}, \frac{v_F^3 G^3}{E_c'^4} \right)
\]

(845)

which can be neglected under the first-order RG procedure, namely

\[
\frac{d U_d(G)}{d \log E_c} = 0.
\]

(846)

In summary, we have shown that the Fermi velocity in graphene \( v_F \) is renormalized by the e-e Coulomb interaction in the standard way while the superlattice potential \( U_d(r) \) keep its value unchanged. In our numerical study of e-e
interactions, we use the renormalized Fermi velocity \( v_F^* \) in the Hartree-Fock calculations, where we have to take a cut-off \( n_{cut} \) to the number of bands, to include the contributions from the higher energy bands outside the cut-off. Technically, we use

\[
v_F^* = v_F \left( 1 + \frac{e^2}{16\pi\varepsilon_\tau v_F} \log \left( \frac{L_s}{n_{cut}a_0} \right) \right)
\]

where \( L_s \) and \( a_0 \) are the lattice constant of the superlattice of \( U_s(r) \) and the carbon-carbon bond length in graphene, respectively. Here, the ratio \( L_s/n_{cut}a_0 \) plays the role of \( E_c/E'_c \).

### S3. Hartree-Fock Approximations to Electron-Electron Interactions

The derivation shown in this section is inspired from Ref. 66. We consider the Coulomb interactions in graphene

\[
\hat{V}_{\text{int}} = \frac{1}{2} \int d^2rd^2r' \sum_{\sigma,\sigma'} \hat{\psi}_{\sigma}^*(r) \psi_{\sigma'}^*(r') V_{\text{int}}(|r-r'|) \hat{\psi}_{\sigma'}(r') \hat{\psi}_{\sigma}(r)
\]

where \( \hat{\psi}_{\sigma}(r) \) is real-space electron annihilation operator at \( r \) with spin \( \sigma \). This interaction can be written as

\[
\hat{V}_{\text{int}} = \frac{1}{2} \sum_{ii'} \sum_{\sigma} \sum_\alpha \hat{c}_{i,\sigma}^\dagger \hat{c}_{i',\sigma}^\dagger V_{\text{int}}(\tau_{ii'}) \hat{c}_{i,\sigma} \hat{c}_{i',\sigma}
\]

where

\[
V_{\text{int}}(\tau_{ii'}) = \int d^2rd^2r' V_{\text{int}}(|r-r'|) \phi_\alpha^\dagger(r-R_i-\tau_{i\alpha}) \phi_\beta^\dagger(r-R_j-\tau_{j\beta}) \phi_\alpha(r-R_i'-\tau_{i'\alpha}) \phi_\beta(r-R_j'-\tau_{j'\beta})
\]

\[
\times \chi_\sigma \chi_{\sigma'}\chi_\sigma \chi_{\sigma'}
\]

Here \( i, j, \alpha, \sigma \) refer to Bravis lattice vectors, layer/sublattice index, and spin index. \( \phi \) is Wannier function and \( \chi \) is the two-component spinor wave function. We further assume that the "density-density" like interaction is dominant in the system, i.e., \( V_{\text{int}}(\tau_{ii'}) \approx V_{\text{int}}(\tau_{ii'}) = V_{\text{int}}(\tau_{ii'} \sigma' \sigma) \), then the Coulomb interaction is simplified to

\[
\hat{V}_{\text{int}} = \frac{1}{2} \sum_{ii'} \sum_{\sigma} \sum_\alpha \hat{c}_{i,\sigma}^\dagger \hat{c}_{i',\sigma}^\dagger V_{\text{int}}(\tau_{ii'}) \hat{c}_{i,\sigma} \hat{c}_{i',\sigma}
\]

\[
= \frac{1}{2} \sum_{\alpha \neq \alpha'} \sum_{\sigma} \sum_{i} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma'}^\dagger V_{\text{int}}(\tau_{ii'}) \hat{c}_{i,\sigma} \hat{c}_{i,\sigma'}
\]

\[
+ \sum_\alpha U_{0} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}
\]

Here we can see that the Coulomb interaction can be divided into intersite Coulomb interaction and on-site Coulomb interaction. Given that the electron density is low \((10^{11} \text{ cm}^{-2})\), i.e., a few electrons per supercell, the chance that two electrons meet at the same atomic site is very low. The Coulomb correlations between two electron are mostly contributed by the inter-site Coulomb interactions. Therefore, the on-site Hubbard interaction has been neglected in our calculations.

In order to model the screening effects to the e-e Coulomb interactions from the dielectric environment, we introduce the double gate screening form of \( V_{\text{int}} \), whose Fourier transform is expressed as

\[
V_{\text{int}}(q) = \frac{e^2 \tanh(qd_s)}{2\Omega_0 \varepsilon_r q}
\]

where \( \Omega_0 \) is the area of the TMO superlattice’s primitive cell, \( \varepsilon_r \) is a background dielectric constant and the thickness between two gates is \( d_s = 400 \text{ Å} \).

Since we are interested in the low-energy bands, the intersite Coulomb interactions can be divided into the intra-valley term and the inter-valley term. The intra-valley term \( \hat{V}_{\text{intra}} \) can be expressed as

\[
\hat{V}_{\text{intra}} = \frac{1}{2N_x} \sum_{\alpha \alpha'} \sum_{\mu \mu'} \sum_{kk'} V_{\text{int}}(q) c_{\sigma \mu \alpha}^\dagger (k + q) c_{\sigma' \mu' \alpha'}^\dagger (k' - q) c_{\sigma' \mu' \alpha'} (k') c_{\sigma \mu \alpha} (k)
\]
with $N_s$ is the total number of the superlattice’s sites. The inter-valley term $\hat{V}_{\text{inter}}$ is expressed as

$$\hat{V}_{\text{inter}} = \frac{1}{2N_s} \sum_{\alpha \alpha'} \sum_{\mu \sigma} \sum_{\mu' \sigma'} \sum_{kk'q} V_{\text{int}}(|K - K'|) \hat{c}^\dagger_{\sigma \mu \alpha}(k + q) \hat{c}^\dagger_{\sigma' \mu' \alpha'}(k' - q) \hat{c}_{\sigma' \mu' \alpha'}(k') \hat{c}_{\sigma \mu \alpha}(k). \quad (S52)$$

$\hat{V}_{\text{intra}}$ includes the Coulomb scattering processes of two electrons created and annihilated in the same valley, and $\hat{V}_{\text{inter}}$ includes the processes that two electrons are created in $\mu$ and $-\mu$ and get annihilated in $-\mu$ and $\mu$ valleys. Here the atomic wavevector $k$ is expanded around the valley $K^\mu$ in the big Brillouin zone of graphene, which can be decomposed as $k = \tilde{k} + G$, where $\tilde{k}$ is the superlattice wavevector in the superlattice Brillouin zone, and $G$ denotes a superlattice reciprocal lattice vector.

The electron annihilation operator can be transformed from the original basis to the band basis:

$$\hat{c}_{\sigma \mu \alpha}(k) = \sum_n C_{\sigma \mu \alpha G,n}(\tilde{k}) \hat{c}_{\sigma \mu,n}(\tilde{k}) , \quad (S53)$$

where $C_{\sigma \mu \alpha G,n}(\tilde{k})$ is the expansion coefficient in the $n$-th Bloch eigenstate at $\tilde{k}$ of valley $\mu$:

$$|\mu, n; \tilde{k}\rangle = \sum_{\alpha G} C_{\sigma \mu \alpha G,n}(\tilde{k}) |\sigma, \mu, \alpha, G; \tilde{k}\rangle . \quad (S54)$$

We note that the non-interacting Bloch functions are spin degenerate due to the separate spin rotational symmetry ($SU(2) \otimes SU(2)$ symmetry) of each valley. Using the transformation given in Eq. (S53), the intra- and inter-valley Coulomb interaction can be written in the band basis

$$\hat{V}_{\text{intra}} = \frac{1}{2N_s} \sum_{kk'q} \sum_{\mu' \sigma'} \sum_{n n'} \sum_{G G'} \left( \sum_Q V_{\text{int}}(q) \Omega_{\mu \sigma, \mu' \sigma'}^{n n'}(k, k', q, Q) \right) \times \hat{c}^\dagger_{\sigma \mu,n}(k + q) \hat{c}^\dagger_{\sigma' \mu', n'}(k' - q) \hat{c}_{\sigma' \mu', m}(\tilde{k}) \hat{c}_{\sigma \mu,n}(\tilde{k}) \quad (S55)$$

and

$$\hat{V}_{\text{inter}} = \frac{1}{2N_s} \sum_{kk'q} \sum_{\mu' \sigma'} \sum_{n n'} \sum_{G G'} \left( \sum_Q V_{\text{int}}(|K - K'|) \tilde{\Omega}_{\mu \sigma, \mu' \sigma'}^{n n'}(k, k', q, Q) \right) \times \hat{c}^\dagger_{\sigma \mu,n}(k + q) \hat{c}^\dagger_{\sigma' \mu', -n'}(k' - q) \hat{c}_{\sigma' \mu', m}(\tilde{k'}) \hat{c}_{\sigma, -n}(\tilde{k}) \quad (S56)$$

where the form factors $\Omega_{\mu \sigma, \mu' \sigma'}^{n n'}$ and $\tilde{\Omega}_{\mu \sigma, \mu' \sigma'}^{n n'}$ are written respectively as

$$\Omega_{\mu \sigma, \mu' \sigma'}^{n n'}(k, k', q, Q) = \sum_{\alpha \alpha' G G'} C_{\sigma \mu \alpha G + Q,n}(k + q) C_{\sigma' \mu' \alpha' G - Q,n}(k' - q) C_{\sigma' \mu' \alpha' G', m'}(\tilde{k'}) C_{\sigma \mu \alpha G,m}(\tilde{k}) \quad (S57)$$

and

$$\tilde{\Omega}_{\mu \sigma, \mu' \sigma'}^{n n'}(k, k', q, Q) = \sum_{\alpha \alpha' G G'} C_{\sigma \mu \alpha G + Q,n}(k + q) C_{\sigma' \mu' \alpha' G - Q,n}(k' - q) C_{\sigma' \mu' \alpha' G', m'}(\tilde{k'}) C_{\sigma \mu \alpha G,m}(\tilde{k}) \quad (S58)$$

We make Hartree-Fock approximation to Eq. (S55) and Eq. (S56) such that the two-particle Hamiltonian is decomposed into a superposition of the Hartree and Fock single-particle Hamiltonians, where the Hartree term is expressed as

$$\hat{V}_{\text{H}} = \frac{1}{2N_s} \sum_{kk'q} \sum_{\mu' \sigma'} \sum_{n n'} \left( \sum_Q V_{\text{int}}(q) \Omega_{\mu \sigma, \mu' \sigma'}^{n n'}(k, k', q, Q) \right) \times \left( \langle \hat{c}^\dagger_{\sigma \mu,n}(k) \hat{c}_{\sigma \mu,m}(k) \rangle \hat{c}^\dagger_{\sigma' \mu', n'}(k') \hat{c}_{\sigma' \mu', m'}(k') + \langle \hat{c}^\dagger_{\sigma' \mu', n'}(k') \hat{c}_{\sigma' \mu', m'}(k') \rangle \hat{c}^\dagger_{\sigma \mu,n}(k) \hat{c}_{\sigma \mu,m}(k) \right) \quad (S59)$$
and

\[
\hat{V}_{\text{H}}^{\text{int}} = \frac{1}{2N_s} \sum_{kk'} \sum_{\sigma\sigma'} \sum_{n'n'} \left( \sum_\mu V_{\text{int}}(|\mathbf{K} - \mathbf{K}'|) \Omega_{n'n'm'}^\mu(\mathbf{k}, \mathbf{k}', 0, \mathbf{Q}) \right) \\
\times \left( \langle \hat{c}^\dagger_{\sigma\mu,n}(\mathbf{k}) \hat{c}_{\sigma'-\mu',n'}(\mathbf{k}') \rangle \hat{c}^\dagger_{\sigma',\mu,m}(\mathbf{k}) + \langle \hat{c}^\dagger_{\sigma'-\mu',n'}(\mathbf{k}') \hat{c}_{\sigma',\mu,m}(\mathbf{k}) \rangle \hat{c}_{\sigma\mu,n}(\mathbf{k}) \hat{c}_{\sigma'-\mu',n'}(\mathbf{k}') \right).
\]

(S60)

The Fock term is expressed as:

\[
\hat{V}_{\text{F}}^{\text{intra}} = -\frac{1}{2N_s} \sum_{kk'} \sum_{\sigma\sigma'} \sum_{n'n'} \left( \sum_\mu V_{\text{int}}(|\mathbf{k}' - \mathbf{k} + \mathbf{Q}|) \Omega_{n'n'm'}^\mu(\mathbf{k}, \mathbf{k}', \mathbf{k}' - \mathbf{k}, \mathbf{Q}) \right) \\
\times \left( \langle \hat{c}^\dagger_{\sigma\mu,n}(\mathbf{k}') \hat{c}_{\sigma',\mu',n'}(\mathbf{k}) \rangle \hat{c}^\dagger_{\sigma',\mu',m}(\mathbf{k}) + \langle \hat{c}^\dagger_{\sigma',\mu',n'}(\mathbf{k}) \hat{c}_{\sigma\mu,m}(\mathbf{k}) \rangle \hat{c}_{\sigma\mu,n}(\mathbf{k}') \hat{c}_{\sigma',\mu',n'}(\mathbf{k}') \right).
\]

and

\[
\hat{V}_{\text{F}}^{\text{inter}} = -\frac{1}{2N_s} \sum_{kk'} \sum_{\sigma\sigma'} \sum_{n'n'} \left( \sum_\mu V_{\text{int}}(|\mathbf{K} - \mathbf{K}'|) \Omega_{n'n'm'}^\mu(\mathbf{k}, \mathbf{k}', \mathbf{k}' - \mathbf{k}, \mathbf{Q}) \right) \\
\times \left( \langle \hat{c}^\dagger_{\sigma\mu,n}(\mathbf{k}) \hat{c}_{\sigma',\mu',m}(\mathbf{k}') \rangle \hat{c}^\dagger_{\sigma',\mu,\mu',n'}(\mathbf{k}) \hat{c}_{\sigma'-\mu,\mu',n'}(\mathbf{k}) + \langle \hat{c}^\dagger_{\sigma',\mu,\mu',n'}(\mathbf{k}) \hat{c}_{\sigma-\mu,\mu',n'}(\mathbf{k}) \rangle \hat{c}_{\sigma\mu,n}(\mathbf{k}) \hat{c}_{\sigma'-\mu',\mu,m}(\mathbf{k}') \hat{c}_{\sigma',\mu',n'}(\mathbf{k}') \right).
\]

We note that the typical intravalley interaction energy \( \sim 240 \text{ meV} \) for \( L_z = 50 \text{ Å} \) and \( \epsilon_r = 3 \); while the intervalley interaction \( \sim 30 \text{ meV} \), which is one order of magnitude smaller than the intravalley interaction, thus we neglect the intervalley term [see Eq. (S52)] in most of our calculations. We also check a posteriori that the intervalley Hartree and Fock energies are at least two orders of magnitude smaller than their intravalley counterpart. However, the intervalley interaction is crucial to lift the degeneracy between many-body ground state, namely their energy difference is within the convergence threshold \( 10^{-8} \text{ eV} \). We show in the section of the Hartree-Fock results that it promotes topologically trivial Hartree-Fock ground states rather than topological Hartree-Fock ground states.
S4. NON-INTERACTING ENERGY BANDS AND THEIR TOPOLOGY

In this section, we show the non-interacting energy spectra and distributions of Berry curvature in the first Brillouin zone for $L_s = 50, 200, 600$ Å with $r = 1.2$ and 3. Since the system preserves time-reversal symmetry and the superlattice potential $U_d$ is diagonal in the sublattice subspace, the non-interacting energy spectrum in valley $K'$ is exactly the same as that in valley $K$ so that we only plot the spectrum for valley $K$ here. As shown below, the distribution of Berry curvature of the highest valence and the lowest conduction band in valley $K$ is exactly opposite to that in valley $K'$ as another consequence of time-reversal symmetry of the system.

FIG. S1: Non-interacting spectrum and distribution of Berry curvature in the first Brillouin zone for $L_s = 50$ Å with (a) $r = 1.2$ and (b) $r = 3$.

We also provide two videos in Supplemental Information, which shows the non-interacting energy spectra and distributions of Berry curvature in the first Brillouin zone for $L_s = 50, 200, 600$ Å with $r = 1-10$. 
S5. RESULTS OF HARTREE-FOCK CALCULATIONS

In this section, we gather the results of Hartree-Fock calculations including Hartree-Fock single-particle spectra and distributions of Berry curvature in the first Brillouin zone for \( L_s = 50, 200, 600 \) Å.

First, we show the Hartree-Fock single-particle spectrum with a superlattice potential with \( r = 1.2 \) of \( L_s = 50, 200, 600 \) Å. Here, we use \( n_{\text{cut}} = 5 \) and study three types of doping: CNP (\( \nu = 0 \)), slight hole doping (\( \nu = -0.003 \)) and slight electron doping (\( \nu = +0.003 \)). As you can see from Table I and the Hartree-Fock single-particle spectra, the results of a slightly electron-doped system is similar to those for a slightly hole-doped one. Note that we include only intravalley Coulomb interactions in these calculations. As shown in the following, the role of intervalley Coulomb interactions is merely to lift the ground state degeneracy and favor the topologically trivial ground state.

TABLE I: Parameters extracted from the Hartree-Fock single-particle spectra: gap opened at the CNP (\( \nu = 0 \)) and the ratio between interaction-renormalized Fermi velocity \( v_F^* \) and the non-interacting one \( v_F \) for different \( L_s = 50, 200, 600 \) Å with fixed \( r = 1.2 \).

| \( L_s (\text{Å}) \) | 50 | 200 | 600 |
|-------------------|----|-----|-----|
| \( \text{Gap at } \nu = 0.0 \ (\text{meV}) \) | 17 | 1.7 | 0.15 |
| \( v_F^*/v_F \) at \( \nu = -0.003 \) | 2.1 | 1.8 | 1.7 |
| \( v_F^*/v_F \) at \( \nu = +0.003 \) | 2.1 | 1.8 | 1.7 |

Then, we show below the distributions of Berry curvature in the first Brillouin zone of \( r = 1.2 \) for \( L_s = 50, 200, 600 \) Å. Here, \( n_{\text{cut}} = 5 \).

Now we show the effect of intervalley Coulomb interactions by comparing the total energy of topologically trivial
FIG. S3: Non-interacting spectrum and distribution of Berry curvature in the first Brillouin zone for $L_s = 600$ Å with (a) $r = 1.2$ and (b) $r = 3$.

ground state with topological one for different $L_s = 50, 200, 600$ Å with fixed $r = 1.2$. We calculate the difference (always positive) between them and see how it changes when we include the intervalley Coulomb interactions. Here, we use $n_{\text{cut}} = 3$.

As you can see from Table II, the energy difference between the total energy of the topological ground state and topologically trivial one is enhanced by two orders of magnitude for $L_s = 50$ and 200 Å. However, the energy difference for $L_s = 600$ Å does not benefit anything from intervalley interactions. This suggests that it is plausible to find in practice the topological ground state if one achieves a rather low carrier density ($\sim 10^{10}$ cm$^{-2}$) such that $L_s = 600$ Å.

| $L_s$ (Å) | 50 | 200 | 600 |
|-----------|----|-----|-----|
| $\Delta E$ with only intravalley (µeV) | 0.024 | 0.005 | 0.05 |
| $\Delta E$ with intra- and inter-valley (µeV) | 1.7 | 0.1 | 0.03 |

TABLE II: Difference between the total energy of the topological ground state and topologically trivial one, with or without intervalley interactions, for $L_s = 50, 200, 600$ Å with fixed $r = 1.2$.

We also have performed Hartree-Fock calculations on a triangular lattice including three valence and three conduction bands ($n_{\text{cut}} = 3$) for $L_s = 50, 200, 600$ Å using $18 \times 18$ $k$-mesh in the BZ. As shown in Table II, the results on a triangular lattice are qualitatively the same as those on a rectangular lattice. This ensures that our conclusions are lattice-independent.
FIG. S4: Hartree-Fock single-particle spectra for three different dopings with $r = 1.2$ for (a) $L_s = 50 \, \text{Å}$, (b) $L_s = 200 \, \text{Å}$ and (c) $L_s = 600 \, \text{Å}$.

S6 DETAILS OF DFT CALCULATIONS FOR THE SUBSTRATE MATERIALS

Lattice structures, deformation potentials, and band structures of candidate substrate materials

In this section we present the details for the density function theory (DFT) calculations of the 11 candidate substrate materials presented in Table II of main text. The lattice structures of some of the substrate materials discussed in
FIG. S5: Distributions of Berry curvature in the first Brillouin zone of $r = 1.2$ for $L_s = (a) 50 \text{ Å}, (b) 200 \text{ Å}, (c) 600 \text{ Å}$

TABLE III: Parameters extracted from the Hartree-Fock single-particle spectra on a triangular lattice: gap opened at the CNP ($\nu = 0$) and the ratio between interaction-renormalized Fermi velocity $v_F^*$ and the non-interacting one $v_F$ for different $L_s = 50, 200, 600 \text{ Å}$.

| $L_s$(Å) | 50   | 200  | 600  |
|----------|------|------|------|
| Gap at $\nu = 0.0$ (meV) | 21.9 | 1.9  | 0.24 |
| $v_F^*/v_F$ at $\nu = -0.003$ | 2.2  | 1.7  | 1.7  |

The main text are presented in Fig. S6. The lattice structure of CrI$_3$ is similar to that of YI$_3$ as shown in Fig. S6(d). The band structures of 10 candidate substrate materials (except for CrOCl) in the bilayer or trilayer structures are presented in Fig. S7, where the green dashed lines mark the energy position of the Dirac point in graphene. We note that the valence band maximum (VBM) of PbO bilayer is energetically close to the Dirac point of graphene; while for the other bilayer or trilayer substrate materials, their conduction band minima (CBM) are close to the Dirac point. This indicates that charges can easily transferred between graphene and the substrates as controlled by gate voltages. Moreover, we note that the conduction bands and valence bands of these materials are typically flat with large effective masses, which would be very susceptible to $e-e$ Coulomb interactions once these substrate materials are slightly charge doped, and may to Wigner-crystal-like state or long-wavelength ordered state as discussed in main text. Another important precondition for the Wigner-crystal state is that the screening effect of substrate materials can not be too strong. For example, the conduction band of ScOBr bilayer has a large effective mass of 2.575$m_0$ ($m_0$ is the bare mass of a free electron), but the dielectric constant $\epsilon_d$ of ScOBr reaches $\sim 13$, which makes it difficult to form the Wigner-crystal-like instability in this material under slight charge doping.

We note that all of these proposed substrate materials all have been successfully synthesized in laboratory as listed in Table. IV. Especially, few-layer of ReSe$_2$ as a highly anisotropic material [67–69], and few-layer CrI$_3$ system as a 2D magnetic material [70–73], have been extensively studied recently. Moreover, phonon spectra calculations have proved the dynamical stability of these substrate materials in monolayer form [62]. Thus the device fabrication of heterostructure consisting of graphene monolayer and one of these candidate substrate materials should be experimentally accessible.

There always exists tension or compression in a heterostructure system. Under some lattice deformation, the variation of conduction band minimum (CBM) or valence band maximum (VBM) is defined as deformation potential. We list the deformation potentials of the candidate substrate materials in Table. IV. We note that the maximum value of the deformation potential is only 5.84 eV for ScOCl, which means that the energy level of CBM of ScOCl would move down by only 0.063 eV under 1% tensile strain. Therefore, even if strain is introduced in the graphene-insulator heterostructure proposed in this work, the band edges (with large effective masses) of those candidate substrate materials are still energetically close to the Dirac point of graphene.

In these candidate materials (except for CrOCl), CrI$_3$ bilayer is the only magnetic system. Previous theoretical studies reveal that the stacking configuration of CrI$_3$ bilayer plays an important role in the magnetic ground state [74]. Here we use the AB'-type stacking in the bilayer structure, which is consistent with the stacking configuration in the bulk phase of CrI$_3$. The AB'-stacked CrI$_3$ bilayer is in an intralayer ferromagnetic and interlayer antiferromagnetic ground state.
Electric-field tunable band structures of bilayer CrOCl

Now we discuss the electronic structure of CrOCl bilayer under vertical electrical fields. Here we consider an intralayer ferromagnetic and interlayer antiferromagnetic state for the bilayer configuration, which turns out to be one of competing low-energy magnetic states, and is the magnetic ground state when the on-site Hubbard $U$ value for the Cr 3$d$ orbitals is large. The calculated band gap of CrOCl bilayer with the DFT+$U$ calculation is 3.13 eV, which is close to that of HSE06 calculation (3.12 eV). The band structure of antiferromagnetic CrOCl bilayer is shown in Fig. S8(a), where the green dashed line marks the energy position of the Dirac point of graphene. Without vertical electric field, the Dirac point is slightly above the CBM of bilayer CrOCl. Applying a vertical electric field of 0.03 V/nm would push down the CBM as shown in Fig. S8(b). A closer inspection reveals that the top-layer conduction state (red lines) is pushed downwards while the bottom-layer state (blue lines) is pushed upward in energy as shown in Fig. S8(b), such that electron carriers in the graphene layer (if there is any) would be transferred to the top layer of CrOCl substrate, forming a Wigner-crystal-like state at the surface of CrOCl substrate given that the Wigner-Seitz radius of the CBM $\sim 39$ is above the threshold value $\sim 30$ (see Table. II in main text). Thus, our conjecture is supported by detailed first principles DFT calculations.

In Fig. S8(c) we also present the Fermi surfaces at different Fermi energies above the CBM of bilayer CrOCl. At very low carrier densities with small Fermi energy (CBM is set to zero), the Fermi surface consists of two nearly isotropic circles. For example, at filling factor 1/100 (corresponding to a carrier density $\sim 8 \times 10^{12}$ cm$^{-2}$), the Fermi surface is marked by the red circles. Such isotropic Fermi surface with large effective mass ($\sim 1.308m_0$) is likely to give rise to Wigner-crystal state as discussed in main text. As the Fermi level further increases, the Fermi surfaces become more and more anisotropic.

TABLE IV: The experimental works about the ten substrate materials, and the uni-axial deformation potentials of these materials [62].

| Materials    | References | Deformation potentials |
|--------------|------------|------------------------|
| AgScP$_2$S$_6$ | Ref. [70]  | –                      |
| AgScP$_2$Se$_6$ | Ref. [71] | –                      |
| IrBr$_3$    | Ref. [72]  | -3.76 eV               |
| IrI$_3$     | Ref. [73]  | -2.17 eV               |
| YI$_3$      | Ref. [74]  | 1.47 eV                |
| YBr$_3$     | Ref. [75]  | 1.43 eV                |
| ReSe$_2$    | Ref. [76]  | -4.45 eV               |
| ScOCl       | Ref. [77]  | -5.84 eV               |
| PbO         | Ref. [78]  | -4.60 eV               |
| CrI$_3$     | Ref. [79]  | -2.20 eV               |

FIG. S6: (a)-(f): top views of the lattice structures of some candidate substrate materials in monolayer form. The primitive cells are remarked with black lines. (g)-(l): the side views of these substrate materials in few-layer form.
FIG. S7: The calculated energy bands of the candidate substrate materials, where the energy position of the Dirac point of graphene is marked by a dashed green line in the band structure.

FIG. S8: The calculated energy bands of antiferromagnetic bilayer CrOCl: (a) without electric field, and (b) with an electric field 0.03 V/nm. In (b), the energy bands from top and bottom layers are marked by red and blue lines, respectively. The energy position of the Dirac point of graphene are remarked with green dashed lines. (c) Fermi surface of bilayer CrOCl at different Fermi levels with respect to the conduction band minimum. The Fermi surface under 1/100 electron filling factor is remarked by red circles.