THE RATIONALCUSPIDAL SUBGROUP OF $J_0(p^2M)$ WITH $M$ SQUAREFREE

JIA-WEI GUO, YIFAN YANG, HWAJONG YOO, AND MYUNGJUN YU

ABSTRACT. For a positive integer $N$, let $X_0(N)$ be the modular curve over $\mathbb{Q}$ and $J_0(N)$ its Jacobian variety. We prove that the rational cuspidal subgroup of $J_0(N)$ is equal to the rational cuspidal divisor class group of $X_0(N)$ when $N = p^2M$ for any prime $p$ and any squarefree integer $M$. To achieve this we show that all modular units on $X_0(N)$ can be written as products of certain functions $F_{m,h}$, which are constructed from generalized Dedekind eta functions. Also, we determine the necessary and sufficient conditions for such products to be modular units on $X_0(N)$ under a mild assumption.

1. Introduction

For a positive integer $N$, let $X_0(N)$ be the canonical model over $\mathbb{Q}$ of the modular curve associated to the congruence subgroup

$$
\Gamma_0(N) = \{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{Z}) : c \equiv 0 \pmod{N} \},
$$

and let $J_0(N)$ be its Jacobian variety. We are interested in the rational torsion subgroup of $J_0(N)$, denoted by $J_0(N)(\mathbb{Q})_{\text{tors}}$. When $N$ is a prime, Mazur proved the following [7, Th. 1], which was known as Ogg’s conjecture [12, Conj. 2]:

**Theorem 1.1** (Ogg’s conjecture). The rational torsion subgroup $J_0(N)(\mathbb{Q})_{\text{tors}}$ is a cyclic group of order $n$, generated by the linear equivalence class of the difference of the two cusps 0 and $\infty$, where $n$ is the numerator of $\frac{N-1}{12}$.

In order to generalize this theorem, we first introduce two subgroups $\mathcal{E}(N)$ and $\mathcal{E}_N(\mathbb{Q})$ of $J_0(N)(\mathbb{Q})_{\text{tors}}$. Recall that a divisor on $X_0(N)$ is called cuspidal if its support lies on the cusps of $X_0(N)$. Also, a cuspidal divisor $D$ is called rational if $\sigma(D) = D$ for all $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. Let $\mathcal{E}(N)$ be the rational cuspidal divisor class group of $X_0(N)$, defined as a subgroup of $J_0(N)(\mathbb{Q})$ generated by the linear equivalence classes of rational cuspidal divisors of degree 0 on $X_0(N)$. Also, let $\mathcal{E}_N$ be the cuspidal subgroup of $J_0(N)$, defined as a subgroup of $J_0(N)(\overline{\mathbb{Q}})$ generated by the linear equivalence classes of cuspidal divisors of degree 0 on $X_0(N)$. Furthermore, let

$$
\mathcal{E}_N(\mathbb{Q}) := \mathcal{E}_N \cap J_0(N)(\mathbb{Q})
$$

be the rational cuspidal subgroup of $J_0(N)$. Note that we have

$$
\mathcal{E}(N) \subseteq \mathcal{E}_N(\mathbb{Q}) \subseteq J_0(N)(\mathbb{Q})_{\text{tors}}.
$$
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where the first (resp. second) inclusion follows by definition (resp. the theorem of Manin and Drinfeld [6, 2]). A natural generalization of the above theorem is the following.

**Conjecture 1.2** (Generalized Ogg’s conjecture). For any positive integer $N$, we have

$$J_0(N)(\mathbb{Q})_{\text{tors}} = \mathcal{E}_N(\mathbb{Q}).$$

We also expect the following, which is [23, Conj. 1.3].

**Conjecture 1.3.** For any positive integer $N$, we have

$$\mathcal{E}_N(\mathbb{Q}) = \mathcal{E}(N).$$

Note that since the structure of $\mathcal{E}(N)$ is completely determined by the third author [22], the computation of $J_0(N)(\mathbb{Q})_{\text{tors}}$ is reduced to proving the conjectures above. (We only consider subgroups of the cuspidal subgroup of $J_0(N)$ here. Note that subgroups of the cuspidal subgroup of $J_1(N)$, the Jacobian variety of the modular curve $X_1(N)$, have been also studied by many mathematicians. For instance, see [3, 13, 14, 15, 17, 18, 21, 25].)

In this paper, we are primarily concerned with Conjecture 1.3. (For Conjecture 1.2, See [23].) To the best knowledge of the authors, Conjecture 1.3 is only known when $N$ is one of the following cases:

1. $N$ is small enough.
2. $N = 2^r M$ with $0 \leq r \leq 3$ and $M$ odd squarefree.
3. $N = n^2 M$ with $n \mid 24$ and $M$ squarefree.

The second case is obvious as all the cusps of $X_0(N)$ are defined over $\mathbb{Q}$, and so $\mathcal{E}(N) = \mathcal{E}_N(\mathbb{Q}) = \mathcal{E}_N$. The third case is the main result of [19]. Our main theorem is the following.

**Theorem 1.4.** Let $N = p^2 M$ for a prime $p$ and a squarefree integer $M$. Then we have

$$\mathcal{E}_N(\mathbb{Q}) = \mathcal{E}(N).$$

Note that the case where $M$ is divisible by $p$ is permitted. Here we remark that the proof of Conjecture 1.3 in the case $N = n^2 M$ with $n \mid 24$ and $M$ squarefree relies crucially on the facts that all modular units (i.e., modular functions with divisors supported on cusps) on $X_0(N)$ can be expressed as products of eta functions of the form $\eta(\tau + k/h)$ with $h \mid 24$, and one can completely determine the necessary and sufficient conditions for such an eta product to be a modular unit on $X_0(N)$. However, as pointed out in [19], this construction and characterization of modular units work only when the level $N$ is of the special form $N = n^2 M$ with $n \mid 24$ and $M$ squarefree. (This is related to the fact that if $n$ is a positive integer such that $a^2 \equiv 1 \mod n$ for all $a$ with $(a, n) = 1$, i.e., if $(\mathbb{Z}/n\mathbb{Z})^\times$ is an elementary 2-group, then $n$ divides 24.) For general levels, we will need a very different method for constructing modular units. It turns out that it is possible to construct a family of functions using the Siegel functions such that every modular unit on $X_0(N)$ can be uniquely expressed as a product of functions from the family (see Theorem 1.8 below). However, it appears rather difficult to determine the necessary and sufficient conditions for a product of these functions to be modular on $X_0(N)$ and we are able to overcome the difficulty only for a special type of $N$ (see Theorem 1.10 below). This is the primary reason why we restrict our attention to this special form of $N$ in Theorem 1.4.

If $[D] \in \mathcal{E}_N(\mathbb{Q})$, i.e., $D$ is a cuspidal divisor of degree 0 satisfying $\sigma(D) \sim D$ for all $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$, then using Theorem 1.10 we can now construct a modular unit $f$ such that $D + \text{div } f$ is rational and thereby establish Theorem 1.4. For more details, see Section 4.

Before proceeding, we fix some notation.

**Notation 1.5.**

- Let $N$ be a positive integer and let $p$ denote a prime (unless otherwise mentioned). For example, we write $\prod_{p \mid n}$ to mean that the product is over the prime divisors of $n$. 
For a positive divisor \( m \) of \( N \), let \( \ell(m) \) be the largest integer whose square divides \( N/m \). Also, let
\[
m' := \frac{N}{m}, \quad m'' := \frac{m'}{\ell(m)} = \frac{N}{m\ell(m)} \quad \text{and} \quad N' := \frac{N}{\ell(m)}.
\]

If there is no confusion, we simply denote \( \ell(m) \) by \( \ell \).

- Let \( L = \ell(1) \), i.e., \( L \) is the largest integer whose square divides \( N \).
- Let \( \mathcal{D}_N \) be the set of all positive divisors of \( N \) different from \( N \).
- For a positive integer \( n \), let \( \zeta_n := e^{2\pi i/n} \).
- For any integer \( s \) prime to \( L \), let \( \sigma_s \) be the element of \( \text{Gal}(\mathbb{Q}(\zeta_L)/\mathbb{Q}) \) such that \( \sigma_s(\zeta_L) = \zeta_L^s \).

For a meromorphic function \( F \) on a Riemann surface \( X \), we denote by \( \text{div}(F) \) the divisor of a function \( F \), namely,
\[
\text{div}(F) := \sum_{P \in X} \text{ord}_P(F) \cdot P
\]
where \( \text{ord}_P(F) \) is the order of vanishing of \( F \) at a point \( P \) in \( X \).

Recall that a cusp of \( X_0(N) \) can be represented as \( \left( \frac{a}{c}, \frac{b}{d} \right) \), where \( c \) is a positive divisor of \( N \) and \( a \) is an integer prime to \( N \).\(^1\) For example, the cusps \( \infty \) and \( 0 \) are written as \( \left( \frac{1}{N}, \frac{0}{1} \right) \) and \( \left( \frac{1}{1}, \frac{1}{1} \right) \), respectively. Such a cusp \( \left( \frac{a}{c}, \frac{b}{d} \right) \) of \( X_0(N) \) is called a cusp of level \( c \). Two cusps \( \left( \frac{a}{c}, \frac{b}{d} \right) \) and \( \left( \frac{a'}{c'}, \frac{b'}{d'} \right) \) with \( 1 \leq c, c' \mid N \) and \( (aa', N) = 1 \) are equivalent if and only if \( c = c' \) and \( a \equiv a' \) (mod \( z \)), where \( z = (c, N/c) \). So the number of all cusps of level \( c \) is \( \varphi(z) \), which is Euler’s totient function, and the number of all cusps of \( X_0(N) \) is \( \sum_{1 \leq \ell < N} \varphi(\gcd(c, N/c)) \). A cusp of level \( c \) is defined over \( \mathbb{Q}(\zeta_c) \) and so all cusps of \( X_0(N) \) are defined over \( \mathbb{Q}(\zeta_L) \). Moreover, for any \( \sigma_c \in \text{Gal}(\mathbb{Q}(\zeta_L)/\mathbb{Q}) \) we have
\[
\sigma_c \left( \frac{a}{c} \right) = \left( \frac{s^*a}{s^*c} \right),
\]
where \( s^* \in \mathbb{Z} \) is chosen so that \( ss^* \equiv 1 \) (mod \( L \)) and \( (s^*, aN) = 1 \). For more details, see [22, Sec. 2].

Let \( D \) be a cuspidal divisor of degree \( 0 \) on \( X_0(N) \) such that \( |D| \in \mathcal{C}_N(\mathbb{Q}) \). (Here, \( |D| \) denotes the linear equivalence class of a divisor \( D \).) To prove Conjecture \ref{cusp}, we must find a rational cuspidal divisor \( D' \) which is linearly equivalent to \( D \), i.e., \( |D| = |D'| \). In other words, it is necessary to find a modular function \( F \) on \( X_0(N) \) such that \( D + \text{div}(F) \) is a rational cuspidal divisor. Thus, it is desirable to have a nice description of such a function \( F \), which is called a modular unit on \( X_0(N) \). Since a modular unit on \( X_0(N) \) is also that on \( X(N) \), it can be written as a product of Siegel functions (cf. [4]). In this paper, we use generalized Dedekind eta functions which are variants of Siegel functions.

**Definition 1.6.** For integers \( g \) and \( h \) not both congruent to \( 0 \) modulo \( N \), let
\[
E_{a,h}(\tau) := q^{B_2(g/N)/2} \sum_{n=1}^{\infty} \left( 1 - \zeta_N^h q^{n-1+g/N} \right) \left( 1 - \zeta_N^{-h} q^{n-g/N} \right),
\]
where \( q = e^{2\pi i \tau} \) and \( B_2(x) = x^2 - x + 1/6 \) is the second Bernoulli polynomial.

Motivated by the previous work of Wang and the second author [19], we construct the following.

**Definition 1.7.** For each \( m \in \mathcal{D}_N \), we fix a set \( S_{m''} \subset \{ 1, \ldots, m''-1 \} \) of representatives of \( (\mathbb{Z}/m''\mathbb{Z})^\times /\{ \pm 1 \} \). For each \( \alpha \in S_{m''} \), let \( \delta \in \{ 1, \ldots, m'' - 1 \} \) be an integer such that \( \alpha \delta \equiv 1 \) (mod \( m'' \)). If \( m'' = 2 \), we set
\[
F_{m,h}(\tau) := \prod_{\alpha \in S_{m''}} E_{\alpha \delta, hN'}(N'\tau).
\]

Also, if \( m'' = 2 \), we define
\[
F_{m,h}(\tau) := E_{m,h,N'}(N'\tau)^{1/2}.
\]

Using these functions, we can produce all modular units on \( X_0(N) \).

\(^1\)In most literatures, one takes an integer \( a \) satisfying \( (a, c) = 1 \). However, since the natural map \( (\mathbb{Z}/N\mathbb{Z})^\times \to (\mathbb{Z}/c\mathbb{Z})^\times \) is surjective, we can always take \( b \) such that \( (b, N) = 1 \) and \( b \equiv a \) (mod \( c \)). Then two cusps \( \left( \frac{a}{c}, \frac{b}{d} \right) \) and \( \left( \frac{a}{c}, \frac{b'}{d'} \right) \) are equivalent.
Theorem 1.8. Every modular unit on $X_0(N)$ can be uniquely expressed as

(1.2) $\epsilon \prod_{m \in \mathcal{D}_N} \frac{\varphi(\ell(m)) - 1}{\ell(m) - 1} \prod_{h=0}^{\varphi(\ell(m)) - 1} F^{e_{m,h}}_{m,h}$ for some $e_{m,h} \in \mathbb{Z}$ and $\epsilon \in \mathbb{C}^\times$.

A variant of the theorem is the following.

Theorem 1.9. Every modular unit on $X_0(N)$ can be uniquely expressed as

$\epsilon \prod_{m \in \mathcal{D}_N} \frac{\varphi(\ell(m))}{\ell(m) - 1} \prod_{h=0}^{\varphi(\ell(m)) - 1} F^{e_{m,h}}_{m,h}$ for some $e_{m,h} \in \mathbb{Z}$ and $\epsilon \in \mathbb{C}^\times$.

Unfortunately, these results do not answer when such products are indeed modular units on $X_0(N)$.

A partial result is the following, which is a generalization of the well-known criteria of Ligozat [5, Prop. 3.2.1].

Theorem 1.10. Suppose that $L$ is odd and squarefree. If $(L, \varphi(N/L)) = 1$, then

$$f = \prod_{m \in \mathcal{D}_N} \prod_{h=0}^{\ell(m) - 1} F^{e_{m,h}}_{m,h}$$

for some $e_{m,h} \in \mathbb{Z}$ is a modular function on $X_0(N)$ if and only if all the following conditions are satisfied:

1. the order of $f$ at the cusp $\infty$ is an integer;
2. the order of $f$ at the cusp 0 is an integer;
3. the order of $f$ at the cusp $\left( \frac{1}{N_0} \right)$ is an integer, where $N_0$ is the odd part of $N$;
4. (the mod $L$ condition) we have
   $$\sum_{m \in \mathcal{D}_N} m^{\varphi(m')} \sum_{h=1}^{\ell(m) - 1} he_{m,h} \equiv 0 \mod L;$$
5. (the mod 2 condition) for each odd prime divisor $p$ of $N$, we have
   $$\sum_{m : m'' = p^r} e_{m,h} \equiv 0 \mod 2,$$
   where the first sum runs over all $m \in \mathcal{D}_N$ such that $m''$ is a power of $p$.

With all these results together (and some properties of the functions $F_{m,h}$ which are discussed in Section 2), one may try to prove Conjecture 1.3. One of the key observations is that the prime-to-$\varphi(L)$ parts of $\mathbb{C}_N(\mathbb{Q})$ and $\mathbb{C}(N)$ coincide, which can be easily proved by an averaging method (cf. Lemma 4.1). As a result, the following is enough for our purpose.

Theorem 1.11. Let

(1.3) $f = \prod_{m \in \mathcal{D}_N} \prod_{h=0}^{\ell(m) - 1} F^{e_{m,h}}_{m,h}$ for some $e_{m,h} \in \mathbb{Z}$.

Then $f^L$ is a modular function on $X_0(N)$ if all the following conditions are satisfied:

1. the order of $f$ at the cusp $\infty$ is an integer;
2. the order of $f$ at the cusp 0 is an integer;
3. the order of $f$ at the cusp $\left( \frac{1}{N_0} \right)$ is an integer, where $N_0$ is the odd part of $N$;

---

2By Remark 2.2, this product is the most general one constructed from $F_{m,h}$.
(4) (the mod 2 condition) for each odd prime divisor \( p \) of \( N \),

\[
\sum_{m : m'' = p^{r}} \sum_{h = 0}^{\ell(m) - 1} e_{m,h} \equiv 0 \pmod{2},
\]

where the first sum runs over all \( m \in \mathcal{D}_N \) such that \( m'' \) is a power of \( p \).

Now we hope to prove Conjecture 1.3 under the assumption that \( (L, \varphi(L)) = 1 \). Note that there is a difference between the ranges of \( h \) in the expressions (1.2) and (1.3). Although this is a huge obstacle in our method, we were able to overcome this when \( L \) is a prime. In the forthcoming work [24], we develop a new method to overcome this obstacle when \( L \) is divisible by at most two primes.

The organization of the paper is as follows. In Section 2, we study various properties of the functions \( F_{m,h} \) and prove Theorems 1.8 and 1.9. In Section 3, we discuss some criteria for a product of the functions \( F_{m,h} \) to be a modular function on \( X_0(N) \) and prove Theorems 1.10 and 1.11. Lastly, we prove Theorem 1.4 in Section 4.

2. Construction of modular units

In the 1950s, Newman constructed modular units on \( X_0(N) \) using the Dedekind eta function [8, 9]. Also, Ogg and Ligozat studied modular units on \( X_0(N) \) whose divisors are rational [10, 11]. As a result, Ligozat could prove Conjectures 1.2 and 1.3 for the case where \( J_0(N) \) is an elliptic curve over \( \mathbb{Q} \) [5]. Then Chua and Ling computed the cuspidal subgroup of \( J_0(pq) \) for two primes \( p \) and \( q \) using the method of Ogg and Ligozat [1]. More generally, for a squarefree integer \( N \), Takagi proved that all modular units on \( X_0(N) \) can be constructed using the Dedekind eta function and computed the size of the cuspidal subgroup of \( J_0(N) \) [16]. Lastly, Wang and the second author proved that all modular units on \( X_0(n^2M) \) with \( n \mid 24 \) and \( M \) squarefree can be constructed using generalized Dedekind eta functions (which are different from \( E_{g,h} \)) [19].

In this section, we prove that all modular units on \( X_0(N) \) can be constructed using the functions \( F_{m,h} \) (Theorems 1.8 and 1.9). To do so, we first study various properties of the functions \( F_{m,h} \). Before proceeding, we recall the transformation properties of the function \( E_{g,h} \).

**Proposition 2.1** ([20, Th. 1]). The functions \( E_{g,h} \) satisfy

\[
E_{g+N,h} = E_{g,-h} = -\zeta_N^{-h} E_{g,h} \quad \text{and} \quad E_{g,h+N} = E_{g,h}.
\]

Moreover, let \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \). Then for \( c = 0 \), we have

\[
E_{g,h}(\gamma \tau) = \varepsilon(a, b, c, d) e^{\pi i \delta} E_{ag + ch, bg + dh}(\tau),
\]

and for \( c \neq 0 \),

\[
E_{g,h}(\gamma \tau) = \varepsilon(a, b, c, d) e^{\pi i \delta} E_{ag + ch, bg + dh}(\tau),
\]

where

\[
\varepsilon(a, b, c, d) := \begin{cases} e^{\frac{\pi i}{\nu} (bd(1-c^2)+c(a+d-3))} & \text{if } c \text{ is odd,} \\ -ie^{\frac{\pi i}{\nu} (ac(1-d^2)+d(b-c+3))} & \text{if } d \text{ is odd,} \end{cases}
\]

and

\[
\delta := \frac{g^2 ab + 2g h bc + h^2 cd}{N^2} - \frac{gb + h(d-1)}{N}.
\]

**Remark 2.2.** The function \( F_{m,h} \) is dependent only on the residue class of \( h \) modulo \( \ell(m) \) as

\[
E_{amf, \delta(h + \ell)N'} = E_{amf, \delta h, N'} + \delta N = E_{amf, \delta h, N'} \quad \text{by (2.1)}.\]
Remark 2.3. If $\alpha \equiv \alpha' \pmod{m''}$, then $(\alpha - \alpha')m\ell$ is divisible by $m''m\ell = mm' = N$. Also, if $\delta \equiv \delta' \pmod{m''}$, then $(\delta - \delta')N'$ is divisible by $m''N' = m'N' / \ell^2$, which is a multiple of $N$. So by (2.1), the functions $F_{m,h}$ defined using different choices of representatives for $(\mathbb{Z}/m''\mathbb{Z})^\times /\{\pm 1\}$ differ only by roots of unity.

Suppose that $m'' = 2$. Since $\ell$ divides $m''$, we have either $\ell = 1$ or $\ell = 2$. If $\ell = 1$, then $m'' = 2$, $m = N/m' = N/2$ and $N' = N/\ell = N$. Note that

$$E_{N/2,0}(\tau) = q^{-1/24} \prod_{n=1}^{\infty} (1 - q^{n-\frac{1}{2}})^2 = \frac{\eta(\tau/2)^2}{\eta(\tau)^2}.$$ 

Thus, we have

$$E_{N/2,0}(\tau) = \eta((N/2)\tau) \eta(N\tau) = q^{-1/24} \prod_{n=1}^{\infty} (1 - q^{n-\frac{1}{2}})^2 = \frac{\eta(\tau/2)^2}{\eta(\tau)^2}.$$ 

If $\ell = 2$, then $m'' = m'' \ell = 4$, $m = N/m' = N/4$ and $N' = N/\ell = N/2$. Note that

$$E_{N/2,N/2}(\tau) = q^{-1/24} \prod_{n=1}^{\infty} (1 + q^{n-\frac{1}{2}})^2 = \frac{\eta(\tau)^4}{\eta(\tau/2)^2\eta(2\tau)^2}.$$ 

Thus, we have

$$E_{N/4,0}(\tau) = \frac{\eta((N/4)\tau)}{\eta((N/2)\tau)} \text{ and } E_{N/4,1}(\tau) = \frac{\eta((N/2)\tau)^2}{\eta((N/4)\tau)\eta(N\tau)}.$$ 

So if $m'' = 2$, then for any $\gamma \in \Gamma_0(N)$ we have $F_{m,h}(\gamma \tau) = \epsilon F_{m,h}(\tau)$ for some 24-th root of unity $\epsilon$. Moreover, by the result of Ligozat [22, Prop. 3.5] we can show that $F^k_{m,h}$ is a modular function on $X_0(N)$ if and only if $k$ is divisible by 24. In general, we have the following.

Lemma 2.4. For any $m \in D_N$ and $\gamma \in \Gamma_0(N)$, we have

$$F_{m,h}(\gamma \tau) = \epsilon F_{m,h}(\tau)$$

for some lcm$(2m'', 24)$-th root of unity $\epsilon$ depending on $m$, $h$ and $\gamma$. In particular,

$$F_{m,h}(\tau)^{\text{lcm}(2m'', 24)}$$

is a modular function on $X_0(N)$.

Proof. By the discussion above, it suffices to prove the case where $m'' \neq 2$, which we assume from now on. Let $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N)$. Note that $N' \gamma \tau = \begin{pmatrix} a & bN' \\ c & d \end{pmatrix} (N' \tau)$. So by Proposition 2.1, if $c = 0$, then

$$E_{am\ell,\delta hN'}(N' \gamma \tau) = e^{\pi i bN' B_2(a/m'')} E_{am\ell,\delta hN'}(N' \tau)$$

and hence

$$F_{m,h}(\gamma \tau) = \left( \prod_{\alpha \in S_{m''}} e^{\pi i bN' B_2(a/m'')} \right) F_{m,h}(\tau).$$

Since $m''$ divides $N'$, the result follows in this case. Again by Proposition 2.1, if $c \neq 0$, then

$$E_{am\ell,\delta hN'}(N' \gamma \tau) = e(a, bN', c/N', d) e^{2\pi i A_0} E_{am\ell,\delta hN', \alpha b m N'} E_{am\ell,\delta hN'}(N' \tau)$$

$$= e(a, bN', c/N', d) e^{2\pi i A_0} (-\zeta^{-\delta h} \delta h N') E_{am\ell,\delta hN'}(N' \tau),$$

where $e(a, bN', c/N', d)$ is a 24-th root of unity determined by (2.2) and

$$A_0 := \frac{(am\ell)^2 abN' + 2(am\ell)(\delta h N')bc + (\delta h N')^2 cd/N'}{2N^2} - \frac{(am\ell)bN' + \delta h N'(d - 1)}{2N} \pmod{Z}.$$
so that $e^{2\pi i A_n}$ is a $2m''$-th root of unity. As $\alpha$ goes through $S_{m''}$, $\alpha a$ also goes through a set of representatives of $(\mathbb{Z}/m''\mathbb{Z})^\times/\{\pm 1\}$. If $\alpha'$ is the element in $S_{m''}$ such that $\alpha a \equiv \pm \alpha'$ (mod $m''$), then $E_{\alpha a \ell} \delta_{d} N'\gamma$ and $E_{\alpha' a \ell} \delta_{d} N'\gamma'$ differ by a $2\ell$-th root of unity. Therefore we have

$$F_{m,h}(\gamma\tau) = \epsilon F_{m,h}(\tau)$$

for some lcm$(2m'', 24)$-th root of unity $\epsilon$. This completes the proof. \Box

Remark 2.5. Let $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N)$ with $24 | b$, $24N | c$ and $c > 0$, and let $\gamma' = \begin{pmatrix} a & bM \\ c & d \end{pmatrix}$ for a divisor $M$ of $N$. Since $d$ is odd, by [20, Lem. 1] we have

$$\eta(M\gamma) = \eta(\gamma'(M\tau)) = \left(\frac{c/M}{d}\right) e^{\frac{\pi i}{4} \sqrt{-1(c\tau + d)}} \eta(M\tau),$$

where $(\cdot)$ is the Legendre–Jacobi symbol. Hence by (2.3) and (2.4), we have

$$F_{N/2,0}(\gamma\tau) = \left(\frac{2}{d}\right) F_{N/2,0}(\tau) = (-1)^{\frac{d-1}{2}} F_{N/2,0}(\tau),$$

$$F_{N/4,0}(\gamma\tau) = (-1)^{\frac{d-1}{2}} F_{N/4,0}(\tau) \quad \text{and} \quad F_{N/4,1}(\gamma\tau) = F_{N/4,1}(\tau).$$

Lemma 2.6. Let $m \in \mathcal{D}_N$. Then for an integer $h$, the order of $F_{m,h}(\gamma\tau)$ at a cusp $(\frac{c}{e})$ of $X_0(N)$ is

$$\frac{\ell(N', c)}{4(c^2, N)} \sum_{\alpha \in (\mathbb{Z}/m''\mathbb{Z})^\times} P_2 \left(\frac{\alpha a \ell + \delta hc'}{\ell}\right),$$

where $P_2(x) = B_2(x)$ is the second Bernoulli function, $\alpha' = \frac{N(x,c)}{(N',c)}$ and $\epsilon' = \frac{\epsilon}{(N',c)}$.

Proof. Suppose that $m'' = 2$. For a divisor $M$ of $N$, the order of $\eta(M\tau)$ at the cusp $(\frac{c}{e})$ is $\frac{N(c,M)^2}{24(M(c^2,N))}$ by [5, Prop. 3.2.8] and so the result follows using (2.3) and (2.4).

Next, suppose that $m'' \neq 2$. Let $b, d, b'$ and $d'$ be integers such that

$$\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{Z}) \quad \text{and} \quad \gamma' = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \in \text{SL}(2, \mathbb{Z}).$$

We check that

$$N'\gamma = \gamma' \left(\frac{c(c\tau + d)}{N'(c')} - \frac{d'}{c'}\right).$$

Hence we have

$$F_{m,h}(\gamma\tau) = \prod_{\alpha \in S_{m''}} E_{\alpha a \ell + \delta h N'} \left(\gamma' \left(\frac{c(c\tau + d)}{N'(c')} - \frac{d'}{c'}\right)\right)$$

for some root of unity $\epsilon$. The Fourier expansion of $F_{m,h}(\gamma\tau)$ starts from $q^A$, where

$$A = \frac{c^2}{2N'(c')^2} \sum_{\alpha \in S_{m''}} P_2 \left(\frac{\alpha a \ell + \delta h N'}{N'}\right) = \frac{N(c,M)^2}{24}\sum_{\alpha \in S_{m''}} P_2 \left(\frac{\alpha a' \ell + \delta hc'}{\ell}\right).$$

Since the width of a cusp $(\frac{c}{e})$ is $\frac{N}{(c',N)}$ (cf. [22, Lem. 2.10]), the order of $F_{m,h}(\gamma\tau)$ at a cusp $(\frac{c}{e})$ is

$$\frac{NA}{(c',N)} = \frac{\ell(N', c)^2}{4(c', N)} \sum_{\alpha \in (\mathbb{Z}/m''\mathbb{Z})^\times} P_2 \left(\frac{\alpha a' \ell + \delta hc'}{\ell}\right)$$

as claimed. (Note that $P_2(x)$ is an even function since $P_2(-x) = P_2(1-x) = P_2(x)$.) \Box
Corollary 2.7. The order of \( F_{m,h} \) at the cusp \( \infty \) is
\[
\frac{m}{24} \prod_{p | m'} (1 - p).
\]
Also, the order of \( F_{m,h} \) at the cusp 0 is
\[
\frac{m''}{24\ell} \sum_{k | m''} \mu(k) \ell, (kh)^2,
\]
where \( \mu(k) \) is the Möbius function. Furthermore, if \( N = 2N_0 \) for some odd integer \( N_0 \), then the order of \( F_{m,h} \) at the cusp \( \left( \frac{1}{N_0} \right) \) is
\[
\frac{m}{24(m, 2)} \prod_{p | m''} (1 - p).
\]
Proof. For the cusp \( \infty \), we have \( a = a' = 1, c = N \) and \( c' = N/N' = \ell \). So by Lemma 2.8 below, we have
\[
\frac{\ell(N')^2}{4N} \sum_{\alpha \in \langle \mathbb{Z}/m'' \rangle} P_2 \left( \frac{\alpha}{m''} \right) = \frac{N'}{24m''} \prod_{p | m''} (1 - p) = \frac{m}{24} \prod_{p | m''} (1 - p).
\]
For the cusp 0, we have \( a = c = c' = 1 \) and \( a' = N' \). Thus by Lemma 2.8, the order of \( F_{m,h} \) at 0 is
\[
\frac{\ell}{4} \sum_{\alpha \in \langle \mathbb{Z}/m'' \rangle} P_2 \left( \frac{\delta h}{\ell} \right) = \frac{\ell}{4} \sum_{\alpha \in \langle \mathbb{Z}/m'' \rangle} P_2 \left( \frac{\alpha h}{\ell} \right) = \frac{m''}{24\ell} \sum_{k | m''} \mu(k) \ell, (kh)^2.
\]
Lastly, let \( N = 2N_0 \) for some odd integer \( N_0 \). Since \( \ell \) is a divisor of \( N_0 \), we have \( N' = 2N'' \), where \( N'' = N_0/\ell \). Thus for the cusp \( \left( \frac{1}{N_0} \right) \), we have \( (N', c) = N'' \), \( a' = 2 \) and \( c' = \ell \). Hence by Lemma 2.8, the order of \( F_{m,h} \) at the cusp \( \left( \frac{1}{N_0} \right) \) is
\[
\frac{N''}{4} \sum_{\alpha \in \langle \mathbb{Z}/m'' \rangle} P_2 \left( \frac{2\alpha}{m''} \right) = \frac{N''}{24m''} \sum_{k | m''} \mu(k) \ell, (m''/k)^2 = \frac{m}{48} \sum_{k | m''} \mu(k)(m''/k, 2)^2.
\]
If \( m \) is odd, then \( m'' \) is even. Let \( n = m''/2 \). Then we have
\[
\sum_{k | m''} \mu(k)k(m''/k, 2)^2 = \sum_{k | n} \mu(k)(2^2 - 2 \cdot 1^2) = 2 \sum_{k | n} \mu(k)k = 2 \prod_{p | n} (1 - p).
\]
If \( m \) is even, then \( m'' \) is odd. Thus, \( (m''/k, 2) = 1 \) and so
\[
\sum_{k | m''} \mu(k)k(m''/k, 2)^2 = \sum_{k | m''} \mu(k)k = \prod_{p | m''} (1 - p).
\]
This completes the proof.

\[\square\]

Lemma 2.8. Let \( x \) be a positive integer. Then we have
\[
\sum_{\alpha \in \langle \mathbb{Z}/x \rangle} P_2 \left( \frac{\alpha}{x} \right) = \frac{1}{6x} \prod_{p | x} (1 - p).
\]
More generally, let \( y \) be a divisor of \( x \). Then for any integer \( n \), we have
\[
\sum_{\alpha \in \langle \mathbb{Z}/x \rangle} P_2 \left( \frac{\alpha n}{y} \right) = \frac{x}{6y^2} \sum_{k | x} \frac{\mu(k)}{k} (y, kn)^2.
\]
Proof. By the Möbius inversion formula, we have
\[
\sum_{\alpha \in \langle \mathbb{Z}/x \rangle} P_2 \left( \frac{\alpha}{x} \right) = \sum_{k | x} \mu(k) \sum_{j=0}^{x/k-1} P_2 \left( \frac{jk}{x} \right).
\]
Recall that the second Bernoulli polynomial $B_2(x)$ satisfies
\[
\sum_{j=0}^{n-1} B_2 \left( \frac{j}{n} \right) = \frac{1}{n} B_2(nx),
\]
which implies
\[
\sum_{j=0}^{n-1} P_2 \left( \frac{j}{n} \right) = \frac{1}{n} P_2(nx).
\]
Thus, we have
\[
\sum_{k|x} \mu(k) \sum_{j=0}^{x/k-1} P_2 \left( \frac{j}{x/k} \right) = \sum_{k|x} \mu(k) \left( \frac{k}{x} P_2(0) \right) = \frac{1}{6x} \sum_{k|x} \mu(k) k = \frac{1}{6x} \prod_{p|x} (1 - p).
\]

Next, for each divisor $k$ of $x$, let
\[
z = \frac{y}{(y, kn)} \quad \text{and} \quad k' = \frac{kn}{(y, kn)}.
\]
Note that by definition, $(z, k') = 1$. Again by the Möbius inversion formula, we have
\[
\sum_{\alpha \in (\mathbb{Z}/x\mathbb{Z})^\times} P_2 \left( \frac{\alpha n}{y} \right) = \sum_{k|x} \mu(k) \sum_{j=0}^{x/k-1} P_2 \left( \frac{jkn}{y} \right)
\]
\[
= \sum_{k|x} \mu(k) \sum_{t=0}^{x/(kz)-1} \sum_{j=0}^{z-1} P_2 \left( \frac{(j + zt)k'}{z} \right)
\]
\[
= \sum_{k|x} \mu(k) \sum_{t=0}^{x/(kz)-1} \sum_{j=0}^{z-1} P_2 \left( \frac{j}{z} \right)
\]
\[
= \frac{x}{6} \sum_{k|x} \mu(k) k \left( y, kn \right)^2
\]
as desired. \qed

**Lemma 2.9.** For an integer $s$ prime to $L$, we have
\[
\sigma_s(\text{div}(F_{m,h})) = \text{div}(F_{m,sh}).
\]

**Proof.** Let \( \left( \frac{\alpha}{c} \right) \) be a cusp of $X_0(N)$. By (1.1), it suffices to show that the order of $F_{m,h}$ at \( \left( \frac{\alpha}{c} \right) \) is equal to that of $F_{m,sh}$ at \( \left( \frac{s^*a}{c'} \right) \), where $s^* \in \mathbb{Z}$ such that $ss^* \equiv 1 \pmod{L}$ and $(s^*, aN) = 1$. By Lemma 2.6, the order of $F_{m,h}$ at \( \left( \frac{\alpha}{c} \right) \) is
\[
\frac{\ell(N', c)^2}{4(c^2, N)} \sum_{\alpha \in (\mathbb{Z}/m'\mathbb{Z})^\times} P_2 \left( \frac{\alpha a'}{m''} + \frac{\delta hc'}{\ell} \right).
\]

Note that $(s^*a)' = s^*a'$ and $c'$ is unchanged. Again by Lemma 2.6, the order of $F_{m,sh}$ at a cusp \( \left( \frac{s^*a}{c'} \right) \) is
\[
\frac{\ell(N', c)^2}{4(c^2, N)} \sum_{\alpha \in (\mathbb{Z}/m'\mathbb{Z})^\times} P_2 \left( \frac{\alpha s^*a'}{m''} + \frac{\delta shc'}{\ell} \right).
\]

Since $s^*$ is relatively prime to $m''$, the multiplication by $s^*$ (and taking reduction modulo $m''$) defines a bijection on \( (\mathbb{Z}/m''\mathbb{Z})^\times \). Since $\alpha \delta \equiv 1 \pmod{m''}$ and $s^*s \equiv 1 \pmod{m''}$, we have \((\alpha s^*) (\delta s) \equiv 1 \pmod{m''}\). Thus, the result follows by replacing $\alpha s^*$ and $\delta s$ by $\alpha$ and $\delta$, respectively. \qed

**Corollary 2.10.** Let $m \in \mathcal{D}_N$. For any integer $s$ prime to $L$, we have
\[
\sigma_s(\text{div}(F_{m,0})) = \text{div}(F_{m,0}).
\]
Proof. The result is obvious by Lemma 2.9.

Remark 2.11. By Lemmas 2.6 and 2.8, the order of $F_{m,0}$ at a cusp (\( \frac{a}{c} \)) is

\[
\frac{\ell(N',c)^2}{4(c^2,N)} \sum_{c/d \in \mathbb{Z}/m\mathbb{Z}} P_2 \left( \frac{\alpha d'}{m'} \right) = \frac{\ell(N',c)^2}{24m''(c^2,N)} \sum_{k|m''} \mu(k)k(m''/k,a')^2.
\]

Since $a$ is relatively prime to $m''$, we have $(m''/k,a') = (m''/k,N'')$, where $N'' = N'/N',c)$. Thus, the order of $F_{m,0}$ at a cusp (\( \frac{a}{c} \)) is independent of $a$ and this gives another proof of Corollary 2.10.

Remark 2.12. By [22, Th. 3.6], $F_{m,0}$ must be written as a product of Dedekind eta functions (up to constant). Indeed, we can explicitly write $F_{m,0}$ as follows: If $m'' \neq 2$, then

\[
F_{m,0}(\tau) = \prod_{\alpha \in S_{m''}} E_{\alpha m\ell,0}(N'\tau)
\]

\[
= e q^A \prod_{\alpha \in S_{m''}} \prod_{n=1}^{\infty} \left( 1 - q^{N'(n-1)+\alpha m} \right) \left( 1 - q^{N'(n-1)+(m''-\alpha)m} \right)
\]

\[
= e q^A \prod_{\alpha \in \mathbb{Z}/m''\mathbb{Z}} \prod_{n=0}^{\infty} \left( 1 - q^{m''n+\alpha} \right) = e q^A \prod_{n=1, \frac{n}{m''} \in X_0(N)} \left( 1 - q^{mn} \right)
\]

\[
= e q^A \prod_{k|m''} \left( \prod_{n=1}^{\infty} \left( 1 - q^{kmn} \right) \right) = e \prod_{k|m''} \eta(km\tau)^{\mu(k)},
\]

where $\epsilon$ is a root of unity and $A$ is the order of $F_{m,0}$ at the cusp $\infty$. Note that by (2.3) and (2.4), the same holds for $m'' = 2$.

Alternatively, by [5, Prop. 3.2.8] the order of $\eta(km\tau)$ at a cusp (\( \frac{a}{c} \)) of $X_0(N)$ is $\frac{N(c,km)^2}{24km(c^2,N)}$. Thus, the order of $\prod_{k|m''} \eta(km\tau)^{\mu(k)}$ at a cusp (\( \frac{a}{c} \)) is

\[
\frac{m'}{24(c^2,N)} \sum_{k|m''} \frac{\mu(k)}{k} (c,km)^2 = \frac{\ell}{24(c^2,N)} \sum_{k|m''} \mu(m''/k')k'(c,N'/k')^2
\]

\[
= \frac{\ell}{24(c^2,N)} \sum_{k|m''} \frac{\mu(m''/k')}{k'} (c,k')^2 = \frac{\ell(N',c)^2}{24(c^2,N)} \sum_{k|m''} \mu(m''/k')(k',N'')^2
\]

\[
= \frac{\ell(N',c)^2}{24m''(c^2,N)} \sum_{k|m''} \mu(k)k(m''/k,N'')^2,
\]

where $k' = m''/k$ and $N'' = N'/(N',c)$. Therefore by Remark 2.11, there is a constant $\epsilon \in \mathbb{C}^\times$ such that

\[
F_{m,0} = \epsilon \prod_{k|m''} \eta(km\tau)^{\mu(k)}.
\]

(Thus, the formula in Lemma 2.6 agrees with the formulas in the previous literatures.)

Remark 2.13. Let $m \in \mathcal{D}_N$ such that $\ell(m) \mid 24$. Then for all $\alpha \in S_{m''}$, we have $\alpha \equiv \delta \pmod{\ell}$. Thus,

\[
\zeta_{N'}^{\delta h} = \zeta_{\ell}^{\delta h} = \zeta_{\ell}^{ah}
\]

and we may write $E_{\alpha m\ell,\delta h,N'}(N'\tau)$ as

\[
E_{\alpha m\ell,\delta h,N'}(N'\tau) = q^{N'\varnothing^2(\alpha/m'')/2} \prod_{n=1}^{\infty} \left( 1 - e^{2\pi i (N'(n-1)\tau + \alpha m\tau + ah/\ell)} \right) \left( 1 - e^{2\pi i (N'n\tau - \alpha m\tau - ah/\ell)} \right)
\]

\[
= q^{N'\varnothing^2(\alpha/m'')/2} \prod_{n=1}^{\infty} \left( 1 - e^{2\pi i (m''(n-1)/\ell + (m\tau + h/\ell))} \right) \left( 1 - e^{2\pi i (m''(n-1)/\ell + (m\tau + h/\ell))} \right).
\]
It follows that
\[ F_{m,h}(\tau) = e^{\frac{\pi i}{\ell} \sum_{n=1}^\infty (1 - e^{2\pi i (m\tau + h/\ell)})} = e' \prod_{k|m''} \eta(k(m\tau + h/\ell))^{\mu(k)} \]
for some roots of unity \(\epsilon\) and \(\epsilon'\), and \(A\) is the order of \(F_{m,h}\) at the cusp \(\infty\). Hence the functions \(F_{m,h}\)
are products of the functions \(\eta(k(m\tau + h/\ell))\), which are used in [19] to construct modular units on \(X_0(n^2M)\) with \(n\mid 24\) and \(M\) squarefree.

**Lemma 2.14.** Let \(m \in \mathcal{D}_N\) such that \(m'' \neq 2\). Suppose that \(\gamma = \left( \begin{array}{ll} a & b \\ c & d \end{array} \right) \in \text{SL}(2, \mathbb{Z})\) such that \(24 \mid b, 24N \mid c\) and \(c \neq 0\). Then we have
\[ F_{m,h}(\gamma \tau) = (-1)^{\frac{(d-1)(m'')}{4}} e^{2\pi i B} \prod_{\alpha \in S_{m'',c}} E_{\alpha m \ell, \delta dh N'}(N' \tau), \]
where
\[ B = \frac{h(1-d)}{2\ell} \sum_{\alpha \in S_{m''}} \delta. \]

**Proof.** Since \(c \neq 0\), by the computation in the proof of Lemma 2.4 we have
\[ E_{\alpha m \ell, \delta dh N'}(N' \gamma \tau) = \varepsilon(a, bN', c/N', d) e^{2\pi i A_{\alpha}} (-\zeta_{\delta dh}^{-\delta dh} \text{ch}/N) E_{\alpha m \ell, \delta dh N'}(N' \tau). \]
Since \(24 \mid b\) and \(24N \mid c\), by (2.2) we have \(\varepsilon(a, bN', c/N', d) = -ie^{\pi id/2} = (-1)^{\frac{d+1}{4}}\).

For the terms involving \(A_{\alpha}\), we compute that
\[
\sum_{\alpha \in S_{m'',c}} (\alpha^2 + (m'' - \alpha^2)) = \sum_{\alpha \in (\mathbb{Z}/m'' \mathbb{Z})^2} \alpha^2 = \sum_{k|m''} \mu(k) k^2 \sum_{j=0}^{m''/k-1} j^2 \\
= \frac{1}{6} \sum_{k|m''} \mu(k) k^2 \left( \frac{m''}{k} - 1 \right) \left( \frac{2m''}{k} - 1 \right) \\
= \frac{(m'')^2 \varphi(m'')}{3} + \frac{m''}{6} \prod_{p|m''} (1 - p)
\]
and consequently
\[
\sum_{\alpha \in S_{m'',c}} \alpha^2 = m'' \sum_{\alpha \in S_{m''}} \alpha - \frac{(m'')^2 \varphi(m'')}{12} + \frac{m''}{12} \prod_{p|m''} (1 - p).
\]
The same equality holds when we replace \(\alpha\) by \(\delta\). Thus, in particular, we have
\[
\frac{12}{m''} \sum_{\alpha \in S_{m''}} \alpha^2 = \frac{12}{m''} \sum_{\alpha \in S_{m''}} \delta^2 \equiv 0 \pmod{\mathbb{Z}}.
\]
Therefore, since \(24 \mid b\) and \(24N \mid c\), the following are all integers:
\[
\sum_{\alpha \in S_{m''}} \frac{\alpha^2 mbh}{2m''}, \quad \sum_{\alpha \in S_{m''}} \frac{\delta^2 dh^2 c}{2\ell N}, \quad \sum_{\alpha \in S_{m''}} \frac{\alpha mb}{2},
\]
and hence
\[
\sum_{\alpha \in S_{m''}} A_{\alpha} \equiv \frac{h(1-d)}{2\ell} \sum_{\alpha \in S_{m''}} \delta \pmod{\mathbb{Z}}.
\]
Similarly, we have \(\sum_{\alpha \in S_{m''}} \frac{\delta^2 dh^2 c}{\ell N} \in \mathbb{Z}\) and hence \(\prod_{\alpha \in S_{m''}} (-\zeta_{\delta dh}^{-\delta dh} \text{ch}/N) = 1\). This completes the proof. \(\square\)

We finish this section by proving Theorems 1.8 and 1.9.
Proof of Theorem 1.8. By the same argument as in the proof of [19, Th. 2], we can deduce the result. Indeed, let
\[ \mathcal{U}(N) := \{ \text{modular units on } X_0(N) \} / \mathbb{C}^\times. \]
and
\[ \mathcal{S}(N) := \bigcup_{m \in D_N} \{ (m, h) : 0 < h \leq \varphi(\ell(m)) - 1 \}. \]

We shall prove the following four claims.

(a) The cardinality of the set \( \mathcal{S}(N) \) is equal to the rank of \( \mathcal{U}(N) \), i.e., the number of the cusps of \( X_0(N) \) minus one.

(b) There are no multiplicative relations among \( F_{m,h} \) for \( (m, h) \in \mathcal{S}(N) \).

(c) Let \( \mathcal{U}_0 \) be the subgroup of \( \mathcal{U}(N) \) formed by the products of \( F_{m,h} \) for \( (m, h) \in \mathcal{S}(N) \). Then \( \mathcal{U}_0 \) has the same rank as \( \mathcal{U}(N) \), i.e., \( \mathcal{U}_0 \) is of finite index in \( \mathcal{U}(N) \).

(d) If \( g \in \mathcal{U}(N) \) and \( k \) is a positive integer such that \( g^k \in \mathcal{U}_0 \), then \( g \in \mathcal{U}_0 \).

To prove Claim (a), we first define a bijection \( \iota \) on the set of all positive divisors of \( N \) as follows: For \( r \in \mathbb{Z} \), let \( \iota_r(f) := \left\lfloor \frac{r + f + 1}{2} \right\rfloor \) (resp. \( \left\lfloor \frac{r - f}{2} \right\rfloor \)) if \( f \) is even (resp. \( f \) is odd). Then for a positive integer \( r \), \( \iota_r \) induces a bijection on the set \( \{0, \ldots, r\} \). Note that for any \( 0 \leq f \leq r \), we have \( (r + f)/2 = \min(\iota_r(f), r - \iota_r(f)) \). Thus, we have
\[ p^{(r-f)/2} = (p^{\iota_r(f)}, p^{\iota_r(f)} \ iota_r(f)) \quad \text{for any primes } p. \]

Now, let \( N = \prod_{i=1}^t p_i^{e_i} \) be the prime factorization of \( N \). For a divisor \( m = \prod_{i=1}^t p_i^{f_i} \) of \( N \), let
\[ \iota(m) := \prod_{i=1}^t p_i^{\iota_r(f_i)}. \]

Then the map \( \iota \) yields a bijection on the set of all positive divisors of \( N \) as claimed. Furthermore, by (2.5) we have
\[ \ell(m) = \prod_{i=1}^t p_i^{(r_i-f_i)/2} = \prod_{i=1}^t (p_i^{\iota_r(f_i)}, p_i^{\iota_r(f_i)}) = (\iota(m), N/\iota(m)). \]

Hence for any positive divisor \( m \) of \( N \), the cardinality of the set \( \{ (m, h) : 0 < h \leq \varphi(\ell(m)) - 1 \} \) is equal to the number of cusps of level \( \ell(m) \). Since \( \ell(N) = \prod_{i=1}^t p_i^{\iota_r(r_i)} = \prod_{i=1}^t r_i \), the number of cusps of level \( \ell(N) \) is 1. Thus, Claim (a) follows.

To prove Claim (b), we observe that for \( m'' \neq 2 \), the Fourier expansion of \( F_{m,h} \) is of the form:
\[ \prod_{\alpha \in S_{m''}} q^{B_2(\alpha/m'')} / 2 \prod_{n=1}^{\infty} (1 - q^{\ell(\alpha)q^{N'(n-1)+am}})(1 - q^{\ell(\alpha)q^{N'n-\alpha m}}) = eq^A \prod_{\alpha \in S_{m''}} \prod_{n=1}^{\infty} (1 - q^{\ell(\alpha)q^{N'(n-1)+am}})(1 - q^{\ell(\alpha)q^{N'n-\alpha m}}) = eq^A \prod_{\alpha=1,(\alpha,m'')=1}^{m''-1} \prod_{n=0}^{\infty} (1 - q^{\ell(\alpha)q^{N'n+\alpha m}}) = eq^A (1 - q^{h/N}) q^m + \cdots. \]

(If \( m'' = 2 \), then the Fourier expansion of \( F_{m,h} \) is defined over \( \mathbb{Q} \).) Assume that \( \prod_{(m, h) \in \mathcal{S}(N)} F_{m,h}^{e_{m,h}} \) is a constant function. Considering the second term of the Fourier expansion, we find
\[ \sum_{h=0}^{\varphi(\ell(1))-1} e_{1,h} q_{\ell(1)}^h = 0. \]
Since $1, \zeta_{\ell(1)}, \ldots, \zeta_{\ell(1)}^{c_{\ell(1)}-1}$ form a basis for $Q(\zeta_{\ell(1)})$ over $Q$, we have $e_{1,h} = 0$ for all $h$. Similarly, for the next divisor $m$ of $N$, we easily prove that $e_{m,h} = 0$ for all $h$ by considering the Fourier coefficient of $q^{m+h}$. Continuing this way, we conclude that $e_{m,h} = 0$ for all $(m,h) \in \mathcal{S}(N)$.

Claim (c) follows from Lemma 2.4, which states that for each $F_{m,h}$, there exists a positive integer $k$ such that $F_{m,h}^k \in \mathcal{B}_0$. Finally, to prove Claim (d) we follow the argument as in the proof of [19, Th. 2]. The key properties used in the proof are that $1, \zeta_{\ell(m)}, \ldots, \zeta_{\ell(m)}^{c_{\ell(m)}-1}$ form an integral basis for $Q(\zeta_{\ell(m)})$ over $Q$ and that the second Fourier coefficient of $F_{m,h}$ is $\zeta_{\ell(m)}^h$ (after normalizing the first Fourier coefficient to 1) is seen above. This completes the proof of the theorem.

Proof of Theorem 1.9. The proof is almost the same as that of Theorem 1.8. The fact we use is that $\zeta_{\ell(m)}, \ldots, \zeta_{\ell(m)}^{c_{\ell(m)}}$ form an integral basis for $Q(\zeta_{\ell(m)})$ over $Q$. \hfill \Box

3. Criteria for modular units

In this section, we prove Theorems 1.10 and 1.11. Before proceeding, we verify that Theorem 1.10 is a direct generalization of the well-known criteria of Ligozat [5, Prop. 3.2.1]. More specifically, let $N$ be an odd squarefree integer. Then $L = 1$ and $m''$ is a prime power $p^k$ if and only if $m = N/p$ and $m' = m'' = p$. Thus, the conditions in Theorem 1.10 reduce to

1. the order of $f$ at $\infty$ is an integer,
2. the order of $f$ at $0$ is an integer, and
3. for any prime divisor $p$ of $N$, $e_{N/p,0}$ is even.

According to Remark 2.12, we have

$$F_{m,0}(\tau) = \epsilon \prod_{k|m''} \eta(km\tau)^{\mu(k)}$$

for some root of unity $\epsilon$. Note that

$$\prod_{k|m''} (km)^{\mu(k)} \in p^a (Q^\times)^2,$$

where $a = 1$ if $m'' = p^r$ is a prime power, and $a = 0$ if $m''$ has at least two distinct prime divisors. Thus, the conditions above are equivalent to saying that $\prod_{|\delta|N} \eta(\delta\tau)^{r_\delta}$ (with $r_\delta \in Z$) is a modular function on $X_0(N)$ if and only if

1. $\sum r_\delta = 0$,
2. $\sum r_\delta \equiv 0 \pmod{24}$,
3. $\sum r_\delta (N/\delta) \equiv 0 \pmod{24}$,
4. $\prod \delta^{r_\delta} \in (Q^\times)^2$.

As an application of Theorem 1.11, we obtain the following.

**Corollary 3.1.** Let $n = (3, L)$. If $L$ is odd, then

$$\prod_{m \in \mathcal{D}_N} \prod_{h=1}^{\ell(m)-1} \left( \frac{F_{m,h}}{F_{m,0}} \right)^{nLa_{m,h}}$$

for some $a_{m,h} \in Z$ is a modular function on $X_0(N)$.

**Proof.** Let $m \in \mathcal{D}_N$. Suppose that $\ell(m) > 1$ and let $G_{m,h} := \left( \frac{F_{m,h}}{F_{m,0}} \right)^n$. It suffices to show that $G_{m,h}$ is a modular function on $X_0(N)$. By Theorem 1.11, it suffices to check that all the four conditions for
Lemma 8 of and

fourth condition is obviously satisfied. Thus, the result follows. Therefore we have

\[ A \equiv 0 \pmod{m''} \]

For simplicity, let \( d = (\ell, k) \) (which depends on \( k \), \( k = dk' \) and \( \ell = d\ell' \). Since \( k', \ell' = 1 \), we have \( (\ell, kh) = d(\ell', k'h) = d(\ell', h) \). Also, \( a := \frac{m''}{k'} \in \mathbb{Z} \) as \( k' \) and \( \ell' \) both divide \( m'' \) and \( (k', \ell') = 1 \). Thus, we have

\[ A = \frac{n}{24} \sum \frac{m''d\mu(k)}{k\ell} (\ell', h)^2 - \ell'^2 = \frac{n}{24} \sum k\mu(k)\alpha(\ell', h)^2 - \ell'^2. \]

Note that since \( \ell' \) is odd (we assume that \( L \) is odd), we have \( (\ell', h)^2 \equiv \ell'^2 \equiv 1 \pmod{8} \). Thus, if \( L \) is divisible by 3, then we have \( A \in \mathbb{Z} \). Otherwise, \( \ell' \) is not divisible by 3 and so \( (\ell', h)^2 \equiv \ell'^2 \equiv 1 \pmod{3} \).

Therefore we have \( A \in \mathbb{Z} \) in both cases, and hence the second condition is also satisfied. Lastly, the fourth condition is obviously satisfied. Thus, the result follows.

For the proof of Theorem 1.10 and 1.11, we need the following lemmas.

**Lemma 3.2.** Let \( G \) be the subgroup of \( \Gamma_0(N) \) generated by \( \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right) \) and \( \left( \begin{smallmatrix} k & 0 \\ N & 1 \end{smallmatrix} \right) \).

(i) Let

\[ f(\tau) = \prod_{m \in \mathcal{D}_N} \prod_{h=0}^{\ell(m)-1} F_{m, h}(\tau)^{e_{m, h}} \]

for some \( e_{m, h} \in \mathbb{Z} \). Suppose that the orders of \( f \) at the cusps 0 and \( \infty \) are integers. Then for any \( \gamma \in \Gamma_0(N) \), the value of the root of unity \( \varepsilon \) in \( f(\gamma \tau) = \varepsilon f(\tau) \) depends only on the right coset \( G\gamma \) of \( \gamma \) in \( \Gamma_0(N) \).

(ii) Every right coset of \( G \) in \( \Gamma_0(N) \) contains an element \( \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \) such that \( 24 \mid b \) and \( c > 0 \).

**Proof.** Part (i) is the content of Lemma 7 in [19]. In Lemma 8 of *op. cit.*, we have shown that every right coset of \( G \) in \( \Gamma_0(N) \) contains an element \( \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \) such that \( 24 \mid c \). Now we have

\[ \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \left( \begin{smallmatrix} a + kc & b + kd \\ c & d \end{smallmatrix} \right). \]

Since \( 24 \mid c \), we have \( (d, 6) = 1 \) and hence there exists an integer \( k \) such that \( 24 \mid (b + kd) \). Furthermore, we have

\[ \left( \begin{smallmatrix} 24k & 1 \\ 0 & 1 \end{smallmatrix} \right) \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) = \left( \begin{smallmatrix} a & b + 24k \parallel N \\ c + 24k \parallel N & d + 24k \parallel N \end{smallmatrix} \right). \]

Thus, there is an integer \( k \) such that \( c + 24ak \parallel N > 0 \). This proves (ii). \( \square \)

**Lemma 3.3.** Let \( m \in \mathcal{D}_N \) such that \( m'' \neq 2 \) and let \( a \) be an odd integer prime to \( m'' \). If \( L \) is odd, then we have

\[ \prod_{\alpha \in S_{m''}} (-1)^{\frac{\alpha a}{m''}} = \begin{cases} (-1)^{\frac{(a-1)m''}{4}} & \text{if } m'' \text{ is even}, \\ \left( \frac{a}{p} \right) & \text{if } m'' = p^k \text{ for some odd prime } p, \\ 1 & \text{otherwise}. \end{cases} \]

**Proof.** For \( \alpha \in S_{m''} \), let \( \alpha^* \) be the unique element in \( S_{m''} \) such that \( \alpha a \equiv \alpha^* (\mod{m''}) \) or \( \alpha a \equiv -\alpha^* (\mod{m''}) \). Let \( s \) be the number of \( \alpha \) in \( S_{m''} \) such that the latter case occurs. Then we have

\[ \sum_{\alpha \in S_{m''}} \frac{\alpha a}{m''} = \sum_{\alpha : \alpha a \equiv \alpha^* (\mod{m''})} \frac{\alpha a - \alpha^*}{m''} + \sum_{\alpha : \alpha a \equiv -\alpha^* (\mod{m''})} \frac{\alpha a - (m'' - \alpha^*)}{m''} = -s + (a - 1) \frac{\alpha a}{m''} + 2 \sum_{\alpha : \alpha a \equiv -\alpha^* (\mod{m''})} \frac{\alpha^*}{m''}. \]

\( \square \)

**Let** \( \gamma = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right) \) and \( \gamma' = \left( \begin{smallmatrix} k & 0 \\ N & 1 \end{smallmatrix} \right) \). Since \( \gamma \) (resp. \( \gamma' \)) is a generator of the isotropy subgroup of the cusp \( \infty \) (resp. 0), \( f(\gamma \tau) = f(\tau) \) (resp. \( f(\gamma' \tau) = f(\tau) \)) for all \( \tau \) if and only if the order of \( f \) at the cusp \( \infty \) (resp. 0) is an integer.
So we have \( m''' \sum_{\alpha \in S_{m''}} \frac{\alpha a}{m''} \) = \(-m'' \) + 2\(^{1-\nu_2(m''')}\) \( C \), where \( m''' \) is the odd part of \( m'' \) and

\[
C = \frac{a-1}{2} \sum_{\alpha \in S_{m''} \atop \alpha \equiv \alpha' \pmod{m''}} \alpha + \sum_{\alpha \atop \alpha \alpha' \equiv \alpha^* \pmod{m''}} \alpha^*
\]

is an integer. Since we assume that \( N \) is not divisible by 4, \( \nu_2(m''') \) is either 0 or 1. Hence we have

\[
\prod_{\alpha \in S_{m''}} (-1)^{|\alpha a / m'''|} = \begin{cases} (-1)^s & \text{if } m'' \text{ is odd,} \\ (-1)^{s+C} & \text{if } m'' \text{ is even.} \end{cases}
\]

First, suppose that \( m'' \) is odd. Note that

\[
\prod_{\alpha \in S_{m''}} (\alpha a) \equiv (-1)^s \prod_{\alpha \in S_{m''}} \alpha^* \equiv (-1)^s \prod_{\alpha \in S_{m''}} \alpha \pmod{m''}.
\]

Thus, we have \((-1)^s \equiv a^{\nu_2(m''')}/2 \pmod{m''} \). If \( m'' \) has at least two distinct prime divisors, then the exponent of the group \((\mathbb{Z}/m'' \mathbb{Z})^\times\) is a divisor of \( \phi(m''')/2 \), and hence \((-1)^s \equiv 1 \). If \( m'' = p^k \) is an odd prime power, then \( a^{\nu_2(m''')}/2 \equiv (\frac{a}{p}) \pmod{m''} \) by (a generalization of) Euler’s theorem.

Next, suppose that \( m'' \) is even. Then for any \( \alpha \in S_{m''} \) we have \( \alpha \equiv 1 \pmod{2} \). Thus, we have

\[
C \equiv \frac{(a-1)}{2} \times \frac{\phi(m''')}{2} + s \pmod{2}.
\]

This completes the proof.

Proposition 3.4. Let

\[
f(\tau) = \prod_{m \in \mathcal{D}_N} \prod_{h=0}^{\ell(m)-1} F_{m,h}(\tau)^{e_{m,h}} \quad \text{for some } e_{m,h} \in \mathbb{Z}
\]

and

\[
\Gamma := \{ \left( \frac{a}{c} \right) \in \Gamma_0(N) : a \equiv d \equiv \pm 1 \pmod{N/L} \}.
\]

Suppose that \( L \) is odd. Then \( f \) is a modular function on \( X_\Gamma \) if and only if all the following conditions are satisfied:

1. the order of \( f \) at \( \infty \) is an integer;
2. the order of \( f \) at 0 is an integer;
3. the order of \( f \) at the cusp \( \left( \frac{1}{N_0} \right) \) is an integer, where \( N_0 \) is the odd part of \( N \);
4. (the mod \( L \) condition) we have

\[
\sum_{m \in \mathcal{D}_N} m \cdot \phi(m'') \sum_{h=0}^{\ell(m)-1} he_{m,h} \equiv 0 \pmod{L}.
\]

Proof. The first three conditions are clear, which we assume from now on.

First, we consider the case where \( N = 2N_0 \) for some odd integer \( N_0 \). For simplicity, for \( n \in \{0, 1\} \) let

\[
\mathcal{D}_n := \{ m \in \mathcal{D}_N : m'' = 2^n p^r \text{ for some } p \equiv 3 \pmod{4} \text{ and an integer } r \geq 1 \}.
\]

Then, for any \( m \in \mathcal{D}_N \) different from \( N_0 \), we have \( \phi(m'') \equiv 0 \pmod{2} \); and moreover

\[
\prod_{p|m''} (1 - p) \equiv 2 \pmod{4} \iff \phi(m'') \equiv 2 \pmod{4} \iff m \in \mathcal{D}_0 \cup \mathcal{D}_1.
\]

Since \( L \) is odd, \( m \) is odd if and only if \( m'' \) is even. Thus by Corollary 2.7, the first condition implies that

\[
e_{N_0,0} \equiv 0 \pmod{2} \text{ and } \frac{e_{N_0,0}}{2} + \sum_{m \in \mathcal{D}_1} \sum_{h=0}^{\ell(m)-1} e_{m,h} \equiv 0 \pmod{2},
\]
and the third condition implies that
\[ e_{N_0,0} \equiv 0 \pmod{2} \quad \text{and} \quad \frac{e_{N_0,0}}{2} + \sum_{m \in D_N \cup D_i} \sum_{h=0}^{\ell(m)-1} e_{m,h} \equiv 0 \pmod{2}. \]

Combining these, we get
\[ e_{N_0,0} \equiv 0 \pmod{2} \quad \text{and} \quad \sum_{m \in D_N} \sum_{h=0}^{\ell(m)-1} e_{m,h} \equiv 0 \pmod{2}. \]

(3.2)

Let \( m \in D_N \) and \( \gamma = \left( \frac{a}{b} \frac{c}{d} \right) \in \Gamma \). Replacing \( \gamma \) by \( -\gamma \) if necessary, we assume that \( a \equiv d \equiv 1 \pmod{N/L} \). Note that multiplication by \( \left( \frac{1}{0} \frac{1}{1} \right) \) or \( \left( \frac{1}{0} \frac{0}{1} \right) \) on the left of \( \gamma \) does not change the residue class of \( a \) modulo \( N \). Therefore by Lemma 3.2, we may further assume that \( 24 \mid b, 24N \mid c \) and \( c > 0 \). If \( m'' = 2 \), i.e., \( m = N_0 \), then by Remark 2.5 we have

\[ F_{N_0,0}(\gamma \tau) = (-1)^{\frac{a-1}{8}} F_{N_0,0}(\tau). \]

Assume that \( m'' \neq 2 \), i.e., \( m \neq N_0 \). Then by Lemma 2.14, we have\(^4\)

\[ F_{m,h}(\gamma \tau) = (-1)^{(d-1)\varphi(m'')/4} \prod_{\alpha \in S_{m''}} E_{a\alpha m, \delta dhN'}(N'\tau). \]

Let \( k = \frac{a-1}{(N/L)} \in \mathbb{Z} \).\(^5\) Since \( N/L \) is a multiple of \( m'' \) for any \( m \), we have \( k_m := \frac{a-1}{m''} \in \mathbb{Z} \). By (2.1), we have

\[ E_{a\alpha m, \delta dhN'}(N'\tau) = (-\zeta_{L}^{-\delta h})^{ak_m} E_{a\alpha m, \delta dhN'}(N'\tau). \]

If \( k_m \) is odd, then \( m'' \) must be even and so \( \alpha \) is odd for any \( \alpha \in S_{m''} \). Since \( \alpha \delta \equiv 1 \pmod{\ell} \) and \( k_m = \frac{kmL}{L} \), we have (whether \( k_m \) is odd or even)

\[ F_{m,h}(\gamma \tau) = (-1)^{\frac{k_m \varphi(m'')}{2}} (-1)^{(d-1)\varphi(m'')/4} \zeta_2^{-hk_m \varphi(m'')/2} F_{m,h}(\tau), \]

\[ = (-1)^{\frac{\varphi(m'')}{2}} (\frac{k_mL}{L})^{d-1} \zeta_2^{-\frac{kmL \varphi(m'')}{2}} F_{m,h}(\tau). \]

Since \( \ell \) and \( L \) are both odd, we have \( \frac{k_m L}{L} \equiv km \pmod{2} \). Also since \( e_{N_0,0} \) is even by (3.2), we have

\[ f(\gamma \tau) = \epsilon \mu f(\tau), \]

where

\[ \epsilon = \prod_{m \in D_N, m \neq N_0} \prod_{h=0}^{\ell(m)-1} \left( -1 \right)^{\frac{\varphi(m'')}{2}} (\frac{kmL}{L})^{d-1} \zeta_2^{-\frac{kmL \varphi(m'')}{2}} e_{m,h} \]

and

\[ \mu = \prod_{m \in D_N, m \neq N_0} \prod_{h=0}^{\ell(m)-1} \zeta_2^{-\frac{kmL \varphi(m'')}{2}} e_{m,h}. \]

Since \( \epsilon \in \{ \pm 1 \} \) and \( \mu \) is an \( L \)-th root of unity with odd \( L \), \( \epsilon \mu = 1 \) if and only if \( \epsilon \) and \( \mu \) are both equal to 1.

First, if \( a \equiv d \equiv 1 \pmod{4} \), then \( k \) must be even, and hence \( \epsilon = 1 \). If \( a \equiv d \equiv 3 \pmod{4} \), then \( k \) is odd. Therefore by (3.1), \( \epsilon = 1 \) if and only if \( \sum_{m \in D_N} \sum_{h=0}^{\ell(m)-1} e_{m,h} \equiv 0 \pmod{2} \), which follows by (3.2).

Next, \( \mu = 1 \) if and only if

\[ k \sum_{m \in D_N, m \neq N_0} m \varphi(m'') \sum_{h=0}^{\ell(m)-1} h e_{m,h} \equiv 0 \pmod{L}. \]

\(^4\)The factor \( e^{2\pi i \theta} \) disappears since \( d \equiv 1 \pmod{N/L} \) and \( d, \ell \) are both odd.

\(^5\)Note that since \( a \) can be any integer congruent 1 modulo \( N/L \), \( k \) can be any integer. Also, since multiplication by \( \left( \frac{1}{0} \frac{1}{1} \right) \) or \( \left( \frac{1}{0} \frac{0}{1} \right) \) on the left of \( \gamma \) does not change the residue class of \( a \) modulo \( N \), the residue class of \( k \) modulo \( L \) does not change.
Since $k$ can be arbitrary if we vary $\gamma \in \Gamma$, the result follows in this case.

If $N$ is odd, the argument is much simpler as $m'' \neq 2$. We leave the details to the readers. □

Now, we are ready to prove Theorem 1.10.

Proof of Theorem 1.10. We use the same notation as in the proof of Proposition 3.4. Also, we assume that $N = 2N_0$ for some odd integer $N_0$ and leave the simpler case for odd $N$ to the readers.

By Proposition 3.4, in order for $f$ to be a modular function on $\Gamma_0(N)$, conditions (1), (2), (3) and (4) must hold, which we assume from now on. In particular, we have (3.2).

Let $\gamma = \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right) \in \Gamma_0(N)$. As before, by Lemma 3.2 we may assume that $24 \mid b$, $24N \mid c$ and $c > 0$. By Lemma 2.14 and (2.1), for any $m \in \mathcal{D}_N$ with $m'' \neq 2$, we have

$$F_{m,h}(\gamma \tau) = (-1)^{\frac{(d-1)\varphi(m'')}{4}} e^{2\pi i B} \prod_{\alpha \in S_{m''}} E_{\alpha m, \delta dhN'}(N'\tau)$$

$$= (-1)^{\frac{(d-1)\varphi(m'')}{4}} e^{2\pi i B} \prod_{\alpha \in S_{m''}} (-\zeta^{\delta dh}[\alpha a/m']) E_{\alpha m, \delta^* hN'}(N'\tau)$$

$$= (-1)^{\frac{(d-1)\varphi(m'')}{4}} e^{2\pi i B} \left( \prod_{\alpha \in S_{m''}} (-\zeta^{\delta dh}[\alpha a/m']) \right) F_{m,h}(\tau),$$

where $B = \frac{h(1-d)}{2d} \sum_{\alpha \in S_{m''}} \delta$ and for $\alpha \in S_{m''}$, we let $\alpha^*$ be the element in $S_{m''}$ such that $\alpha a \equiv \alpha^* (\mod m'')$ or $\alpha a \equiv -\alpha^* (\mod m'')$, and $\delta^* \in \mathbb{Z}$ satisfies $\alpha^* \delta^* \equiv 1 (\mod m'')$. Since $a \equiv d (\mod 4)$ and $e_{N_0,0} \equiv 0 (\mod 2)$, by Remark 2.5 and Lemma 3.3 we have

$$f(\gamma \tau) = \epsilon_1 \epsilon_2 \mu f(\tau),$$

where

$$\epsilon_1 = \prod_{m \in \mathcal{D}_N, m'' \neq 2} \prod_{h=0}^{\ell(m)-1} (-1)^{\frac{(a+1)\varphi(m'')}{2}\epsilon_{m,h}},$$

$$\epsilon_2 = \prod_{m: m'' = p} \prod_{h=0}^{\ell(m)-1} \left( \frac{a}{p} \right)^{\epsilon_{m,h}},$$

and $\mu$ is an $L$-th root of unity depending on $\gamma$. As seen in the proof of Proposition 3.4, since $L$ is odd, $\epsilon_1 \epsilon_2 \mu = 1$ if and only if $\epsilon_1 \epsilon_2 = 1$ and $\mu = 1$. Also, we have $\epsilon_1 = 1$ by (3.1) and (3.2). Furthermore, for each prime divisor $p$ of $N$, there is always an integer $a$ such that $(a, 24N) = 1$, $(\frac{a}{p}) = -1$ and $(\frac{a}{q}) = 1$ for all odd prime divisors $q$ of $N$ different from $p$. Thus, $\epsilon_2 = 1$ if and only if the last condition is satisfied.

Now the key observation is that $\gamma^{\varphi(N/L)} \in \Gamma$. Thus, by the condition (4) and Proposition 3.4 we have

$$f(\gamma^{\varphi(N/L)} \tau) = \mu^{\varphi(N/L)} f(\tau) = f(\tau)$$

and so $\mu^{\varphi(N/L)} = 1$. Since $(\varphi(N/L), L) = 1$, we get $\mu = 1$, as desired. This completes the proof. □

Proof of Theorem 1.11. Suppose that all the conditions are fulfilled. By the same argument as in the proof of Theorem 1.10, it suffices to show that for each $\gamma = \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right) \in \Gamma_0(N)$ with $24 \mid b$, $24N \mid c$ and $c > 0$, we have $f^L(\gamma \tau) = f^L(\tau)$. Again, by the same argument as above, we have

$$f(\gamma \tau) = \mu f(\tau)$$

for some $L$-th root of unity $\mu$. Thus, $f^L(\gamma \tau) = \mu^L f^L(\tau) = f^L(\tau)$ and the result follows. □
4. Proof of Theorem 1.4

In this section, we prove Theorem 1.4. For a positive integer $N$, we note that the following two statements are equivalent:

(1) We have $\mathcal{C}(N) = \mathcal{C}_N(\mathbb{Q})$.

(2) For any primes $q$, we have

\begin{equation}
\mathcal{C}(N)[q^\infty] = \mathcal{C}_N(\mathbb{Q})[q^\infty],
\end{equation}

where $A[q^\infty]$ denotes the $q$-primary subgroup of $A$.

As mentioned before, a cuspidal divisor $D$ on $X_0(N)$ is rational if and only if $\sigma(D) = D$ for all $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q})$.

Lemma 4.1. Suppose that $q$ does not divide $\varphi(L)$. Then we have

\[ \mathcal{C}(N)[q^\infty] = \mathcal{C}_N(\mathbb{Q})[q^\infty]. \]

Proof. Let $D$ be a cuspidal divisor of degree $0$ such that $[D] \in \mathcal{C}_N(\mathbb{Q})[q^\infty]$. Since $\mathcal{C}(N) \subset \mathcal{C}_N(\mathbb{Q})$, it suffices to show that $D$ is linearly equivalent to a rational cuspidal divisor. Assume that $[D]$ has order $q^r$ in $J_0(N)$, so we have $q^rD \sim 0$. Since $q$ does not divide $\varphi(L)$, there is an integer $k$ such that $k\varphi(L) \equiv 1 \pmod{q^r}$. Let $a = \frac{k\varphi(L)-1}{q^r} \in \mathbb{Z}$ and let

\[ D' = \sum_{\sigma \in \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q})} \sigma(D), \]

which is a rational cuspidal divisor by its construction. Since $\sigma(D) \sim D$ for any $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q})$, we have $D' \sim \varphi(L)D$. Thus, we have

\[ D \sim (1 + aq^r)D = k\varphi(L)D \sim kD'. \]

This completes the proof. \qed

From now on, let $N = p^2M$, where $p$ is a prime and $M$ is a squarefree integer. Note that if $p = 2$, then all the cusps of $X_0(N)$ are defined over $\mathbb{Q}$, so Theorem 1.4 obviously holds. Thus, we henceforth assume that $p$ is an odd prime. In this case, $L = p$ is odd and $\varphi(L) = p - 1$ is relatively prime to $p$. So in order to prove Theorem 1.4, it suffices to prove (4.1) for a prime $q$ different from $p$ by Lemma 4.1. Thus, we further assume that $q$ is a prime different from $p$. Since $L = p$ is an odd prime, $\ell(m) = p$ if $\ell(m) \neq 1$. Let $\mathcal{D}_N^* = \{m \in \mathcal{D}_N : \ell(m) = p\}$.

Let $D$ be a cuspidal divisor of degree $0$ such that $[D] \in \mathcal{C}_N(\mathbb{Q})[q^\infty]$. As above, it suffices to show that $D$ is linearly equivalent to a rational cuspidal divisor. Assume that $[D]$ has order $q^r$ in $J_0(N)$ and let $f$ be a modular function on $X_0(N)$ such that $q^rD = \text{div}(f)$. By Theorem 1.8, (up to constant) we have

\[ f(\tau) = \prod_{m \in \mathcal{D}_N^*} \prod_{h=0}^{\varphi(\ell(m)) - 1} F_{m,h}(\tau)^{e_{m,h}} \text{ for some } e_{m,h} \in \mathbb{Z}. \]

We claim that

(a) $q^r | e_{m,h}$ for any $m \in \mathcal{D}_N^*$ and $1 \leq h \leq p - 2$; and

(b) the product

\[ F = \prod_{m \in \mathcal{D}_N^*} \prod_{h=1}^{p-2} \left( \frac{F_{m,h}}{F_{m,0}} \right)^{nq^{-r}e_{m,h}} \]

is a modular function on $X_0(N)$, where $n = (3, p)$. 

Assume that the two claims hold. Let $D' = npD - \text{div}(F)$. Then we assert that $\sigma(D') = D'$ for any $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_L)/\mathbb{Q})$. For simplicity, let
\[
G = \prod_{m \in \mathcal{D}_N} \prod_{h=1}^{p^2-2} \left( \frac{F_{m,h}}{F_{m,0}} \right)^{e_{m,h}}.
\]
Then we easily have $F_{q^r} = G^{np}$ and so
\[
q^r D' = q^r npD - q^r \text{div}(F) = \text{div}(f^{np}) - \text{div}(F_{q^r}) = \text{div} \left( (f/G)^{np} \right).
\]
By direct computation, we have
\[
f/G = \prod_{m \in \mathcal{D}_N \backslash \mathcal{D}_N^*} F_{m,0}^{e_{m,0}} \prod_{m \in \mathcal{D}_N^*} F_{m,0}^{A_m},
\]
where $A_m := \sum_{h=0}^{p^2-2} e_{m,h}$. Hence by Corollary 2.10, the assertion follows.

Since $np$ is relatively prime to $q^r$, there is an integer $k$ such that $npk \equiv 1 \pmod{q^r}$. Let $a = \frac{npk-1}{q^r} \in \mathbb{Z}$. Then we have
\[
D \sim (1 + aq^r)D = npkD = k(D' + \text{div}(F)) \sim kD'
\]
as desired. So it suffices to prove two claims above.

Proof of (a). Let $s \in \{1, \ldots, p-1\}$. By Lemma 2.9, we have
\[
\sigma_s(q^r D) = \sigma_s(\text{div}(f)) = \text{div} \left( \prod_{m \in \mathcal{D}_N} \prod_{h=0}^{\phi((m))-1} F_{m,sh}^{e_{m,h}} \right),
\]
where the integer $sh$ in the subscript is understood to be taken modulo $p$. Since $\sigma_s(D) - D$ is assumed to be a principal divisor, the product
\[
\prod_{m \in \mathcal{D}_N} \prod_{h=1}^{p^2-2} \left( \frac{F_{m,sh}}{F_{m,h}} \right)^{e_{m,h}}
\]
must be the $q^r$-th power of some modular unit. By Theorem 1.9, this implies that
\[
\begin{cases}
q^r | e_{m,h} & \text{if } h \equiv -s \pmod{p} \text{ or } sh \equiv -1 \pmod{p}, \\
q^r | (e_{m,s^*h} - e_{m,h}) & \text{otherwise},
\end{cases}
\]
where $s^* \in \mathbb{Z}$ such that $ss^* \equiv 1 \pmod{p}$. By taking $s \in \{2, \ldots, p-1\}$, we conclude that $q^r | e_{m,h}$ for any $m \in \mathcal{D}_N^*$ and $1 \leq h \leq p-2$.

Proof of (b). Since $q^r e_{m,h} \in \mathbb{Z}$ by (a), the claim follows by Corollary 3.1.
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