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Abstract Several estimators have been proposed that use molecular marker data to infer the degree of relatedness for pairs of individuals. The objective of this study was to evaluate the performance of seven estimators when applied to marker data of a set of 33 key individuals from a large complex apple pedigree. The evaluation considered different scenarios of allele frequencies and different numbers of marker loci. The method of moments estimators were Similarity, Queller-Goodknight, Lynch-Ritland and Wang. The maximum likelihood estimators were Thompson, Anderson-Weir and Jacquard. The pedigree-based coancestry coefficients were taken as the point of reference in calculating correlations and root mean square error (RMSE). The marker data comprised 86 multi-allelic SSR markers on 17 linkage groups, covering 11 Morgans. Additionally, we simulated 10 datasets conditional on the real pedigree to support the results on the real dataset. None of the estimators outperformed the others. Knowledge of allele frequencies appeared to be the most influential, i.e., the highest correlations and lowest RMSE were found when frequencies from the founder population were available. When equal allele frequencies were used, all estimators resulted in very similar, but on average lower, correlations. The use of allele frequencies estimated from the set of 33 individuals gave, on average, the poorest results. The maximum likelihood estimators and the Lynch-Ritland estimator were the most sensitive to allele frequencies. The results from the simulation study fully supported the trends in results of the real dataset. This study indicated that high correlations (up to 0.90) and small RMSE (below 0.03), may be obtained when population allelic frequencies are available. In this scenario, the performances of the various estimators were similar, but seemed to favor the maximum likelihood estimators. In the absence of reliable allele frequencies the method of moments estimators were shown to be more robust. The number of marker loci influenced the average performance of the estimators; however, the ranking was not affected. Correlations up to 0.80 were obtained when two markers per chromosome and appropriate allele frequencies were available. Adding more markers to the current dataset may lead to marginal improvements.

Introduction

Molecular marker data have been used to infer the degree of relatedness between two individuals in a
variety of contexts (Weir et al. 2006). The primary interest is often in the relatedness estimates themselves. Alternatively, it may lie in using the estimates in a subsequent analysis in quantitative genetics (Lynch and Walsh 1998). Marker-based estimates have been combined with phenotypic observations to obtain heritability estimates for natural populations (Ritland 1996b; Thomas and Hill 2000). More recently, Yu et al. (2006) incorporated a marker-based relationship matrix into a mixed model approach for association mapping. The marker-based relatedness among individuals effectively accounted for hidden levels of relatedness that otherwise resulted in spurious associations between genetic markers and quantitative traits (Yu et al. 2006). In addition, including known relationships between parents of multiple mapping populations generally increases the power to detect and map QTL in linkage analysis (Bink et al. 2002). Traditionally, relationships are calculated from a known pedigree (Crow and Kimura 1970; Lynch and Walsh 1998). When pedigree records are missing or unreliable, the relationships may be obtained by marker-based estimators.

In the estimation of pairwise relatedness in plant breeding populations, the following two issues seem relevant. First, effective population sizes are often small and therefore, the presence of recent inbreeding needs to be taken into account. Second, accurate estimates for population allele frequencies of markers are not available for many plant species.

The quantification of relatedness can also be done through probabilities of identity by descent (IBD). For non-inbred individuals, these are the probability that two individuals share two alleles IBD and the probability that they share one allele IBD. A commonly used measure of relatedness is the coancestry coefficient (Wright 1922). Many estimators for pairwise relatedness have been developed for the case where the loci are unlinked and the individuals are not inbred, for example the maximum likelihood (ML) estimator of Thompson (1975), and a variety of method of moments (MOM) estimators (Li et al. 1993; Lynch and Ritland 1999; Queller and Goodnight 1989; Ritland 1996a; Wang 2002). Milligan (2003) compared the statistical properties of these estimators and concluded that the ML estimator exhibits a smaller standard error but is more biased than the others are. However, these differences became smaller when marker information increased (Milligan 2003). All these estimators rely heavily on accurate knowledge of the marker allelic frequencies, although one of the MOM estimators was claimed to be more robust to misspecification (Wang 2002). Recently, Thompson’s ML estimator has been extended by incorporating a population structure parameter to examine individuals belonging to a subpopulation that have diverged from the original population to which known allele frequencies are applied (Anderson and Weir 2007). The potential of this latter approach for situations where the allele frequencies of the original population are unknown is yet to be explored. The ML estimator of Thompson (1975) can be generalized to a less parsimonious estimator that handles inbred individuals (Jacquard 1972).

In this study, we evaluate the performance of multiple pairwise relatedness estimators on a set of 33 key individuals from a dataset consisting of genotypes for several related apple cultivars as well as simulated datasets reflecting the properties of this dataset. The dataset is available from the EU project HiDRAS. The pedigree of this population is known and consistent with available marker data. Therefore, the pedigree-based coancestry coefficients are taken as the point of reference.

Materials and methods

Prologue

Two alleles are said to be identical by state (IBS) if they share the same allelic type or value. In the case of a multi-allelic locus, nine IBS modes are possible for a pair of genotypes, see Tables 1 in either Milligan (2003) or Anderson and Weir (2007). Two alleles are said to be identical by descent (IBD) if they are identical copies of an allele segregating from a common ancestor within the defined pedigree. Compared to unrelated individuals, individuals that are related are more likely to have similar genotypes as they have an increased probability of sharing alleles IBD from a recent common ancestor.

One commonly used parameter in relationship estimation is Wright’s coancestry coefficient $\theta_{XY}$, which represents the probability that a randomly chosen allele from individual $X$ is IBD to an allele randomly chosen from individual $Y$. For non-inbred individuals, Wright’s relatedness coefficient equals twice the coancestry coefficient, i.e., $r_{XY} = 2\theta_{XY}$. The inbreeding coefficient is the probability that the two alleles at any locus in an individual are IBD (Malécot 1948). Jacquard (1972) described a set of nine identity states that gives a full description of the IBD relationships between the set of four alleles from a pair of possibly inbred individuals. In the absence of inbreeding, the number of possible IBD modes reduces to three (Thompson 1975). We will not consider more elaborate parameterizations such as those presented by Cockerham (1954), Kempthorne(1954), and Harris (1964).
Estimators

We used the same set of estimators for pairwise coancestry coefficients that were used by Anderson and Weir (2007), plus the Jacquard estimator. The estimators may be grouped into a set of MOM estimators (based on matching the sample moments with the corresponding distribution moments) and a set of ML estimators (based on determining the parameters that maximize the probability of the sample data).

Method of moments (MOM) estimators

SI The similarity index (SI), denoted \( S_{xy} \) (Li et al. 1993) is here defined as the average fraction of alleles at a locus in a reference individual \( X \) for which there is another allele in the proband \( Y \) that is IBS (Lynch and Ritland 1999). Let \( x \) and \( y \) be the genotypes of individuals \( X \) and \( Y \), respectively, and let \( a, b, c, \) and \( d \) denote alternative alleles. The frequency of the allele \( i \) is given as \( p_i \). The values that \( S_{xy} \) can take are equal to 1.0 (\( x = aa \) and \( y = aa \), or \( x = ab \) and \( y = ab \)), 0.75 (\( x = aa \) and \( y = ab \); or \( x = ab \) and \( y = aa \)), 0.5 (\( x = ab \) and \( y = ac \)), and 0 (\( x = ab \) and \( y = cd \)). A single locus estimator for \( \theta_{xy} \) can be written as \( \hat{\theta}_{xy} = 0.5\hat{r}_{xy} \), with \( \hat{r}_{xy} = (S_{xy} - S_0)/(1 - S_0) \), where \( S_0 = \sum_{i=1}^{n} p_i^2 (2 - p_i) \) is the expected value of \( S \) for unrelated individuals in a random-mating population. The multi-locus estimator is taken as the non-weighted average across all loci, i.e., \( \hat{\theta}_{xy} = (1/L) \sum r_{xy} \), where \( L \) is the number of loci.

QG This MOM estimator was primarily proposed for estimating the average degree of relatedness within groups of individuals (Queller and Goodnight 1989). However, Lynch and Ritland (1999) expressed the estimator in terms that can be used to estimate pairwise relatedness for individuals \( X \) and \( Y \). Let the reference individual \( X \) with genotype \( x \) have alleles \( a \) and \( b \) and the proband individual \( Y \) with genotype \( y \) have alleles \( c \) and \( d \). Then let \( S_{ab} \) denote the indicator variable for sharing of pairs of alleles, and this variable equals 1 or 0 if the reference individual is homozygous or heterozygous, respectively. Likewise for the indicators \( S_{ac}, S_{ad}, S_{bc}, S_{bd}, \) and \( S_{cd} \), the estimator for the coancestry coefficient is \( \hat{\theta}_{xy} = 0.5 \times \hat{r}_{xy} \), with \( \hat{r}_{xy} = (0.5(S_{ac} + S_{ad} + S_{bc} + S_{bd}) - p_a - p_b)/(1 + S_{ab} - p_a - p_b) \), i.e., half the relatedness coefficient. Note that this estimator fails in case of heterozygous individuals at diallelic loci since \( S_{ab} = 0 \) and \( \hat{r}_{xy} \) is not defined. Similarly, to the SI estimator, the multi-locus estimator is calculated as the non-weighted average across all loci.

L Lynch and Ritland (1999) proposed the single locus estimator as \( r_{xy} = (p_a(S_{bc} + S_{bd}) + p_b(S_{ac} + S_{ad}) - 4p_a p_b)/(1 + S_{ab})(p_a + p_b) - 4p_a p_b) \) and used \( w_{rx} = ((1 + S_{ab})(p_a + p_b) - 4p_a p_b)/(2p_a p_b) \) as a locus-specific weight. Then, the multilocus estimator is \( \hat{r}_{XY} = (\sum w_{rx}\hat{r}_{xy})/\sum w_{rx} \), where \( w_{rx}\hat{r}_{xy} \) reduces to \( 0.5((S_{bc} + S_{bd})/p_a + (S_{ac} + S_{ad})/p_a - 4) \). The estimator for the coancestry coefficient is calculated as \( \hat{\theta}_{XY} = 0.5 \times \hat{r}_{XY} \).

Note that both the QG and LR estimators are asymmetric with respect to the two individuals, that is \( \hat{\theta}_{xy} \neq \hat{\theta}_{yx} \), and we use the average of the estimates taken from the different orderings of the two individuals (Anderson and Weir 2007). Furthermore, not all MOM estimators restrict the estimates of coancestry coefficients to be non-negative. However, since we define a coancestry coefficient as IBD similarity to the LR estimator as it also starts with the equation \( r = \phi/2 + \Delta \) where the weighted least-squares estimators of \( \phi \) and \( \Delta \) were obtained by solving Eqs. 9 and 10 in Wang (2002). However, this estimator was devised to handle better the uncertainty in allele frequency estimates (Wang 2002). Again, the estimator for coancestry coefficient becomes \( \hat{\theta}_{XY} = 0.5 \times \hat{r}_{XY} \).

Maximum likelihood (ML) estimators

The single locus likelihood of a relationship specified by \( \Delta \) may be given by \( L(\Delta) = \Pr(\text{IBS} | \Delta) = \sum_j \Pr(\text{IBS} | \text{IBD}_j) \Delta_j, \) where \( \Pr(\text{IBS} | \text{IBD}_j) \) is the probability of the \( j \)th IBD mode, given the \( j \)th IBD probability, the probability that a pair of individuals will be in the \( j \)th IBD mode is denoted \( \Delta_j \). For the Jacquard and Thompson estimators, these probabilities are given in Table 7, p. 43 of Thompson (1986) and also in Table 1 of both Milligan (2003) and Anderson and Weir (2007). The probabilities for the Anderson-Weir estimator are in Table 2 of Anderson and Weir (2007). Note that these two tables are identical when the population structure parameter, \( F_{ST} \), equals zero. For unlinked marker loci, the multiple-loci likelihood is the product of all single locus likelihoods.

Th This estimator assumes no inbreeding (Milligan 2003; Thompson 1975) with a parameter space constrained by \( \Delta_1 = \ldots = \Delta_6 = 0 \), reducing the likelihood to a function of parameters \( k_2(= \Delta_7), k_4(= \Delta_8), \) and \( k_6(= \Delta_9) \), with \( 0 \leq k_i \leq 1 \) (\( i = 0, 1, 2 \)) and \( k_0 + k_1 + k_2 = 1 \). The coancestry coefficient is estimated as \( \hat{\theta}_{xy} = 0.5(k_2) + 0.25(k_1) \).
AW This estimator assumes some degree of population structure, that is specified by the population structure parameter $F_{ST}$ (Anderson and Weir 2007). We examined the following values for $F_{ST}$: 0.01, 0.03, 0.05 and 0.10, denoted as AW01, AW03, AW05, and AW10, respectively. The same constraint was put on the parameter space as for Thompson’s estimator.

J The estimator with the nine Jacquard coefficients (Hepler 2005). This is the only estimator that does not assume non-inbred individuals. The Jacquard estimator thus provides estimates for the inbreeding coefficients of the individuals. Obeying laws of probability, we apply the constraints $0 \leq \Delta_j \leq 1$ ($j = 1, \ldots, 9$) and $\sum_{j=1}^{9} \Delta_j = 1.0$, where the coancestry coefficient is estimated as $ar{\Theta} = 1.0 \times \left( \hat{\Delta}_1 + 0.5 \times (\hat{\Delta}_3 + \hat{\Delta}_5 + \hat{\Delta}_7) + 0.25 \times (\hat{\Delta}_8) \right)$.

We found that the simplex method (Press et al. 2002) to obtain ML estimates, as used by Anderson and Weir (2007), did not work well for the Jacquard estimator. We developed an EM algorithm, originally proposed by Dempster et al. (1977), to obtain ML estimators for the model parameters (unpublished work, Hepler et al.). The EM algorithm begins with a starting estimate of $\Delta_1, \ldots, \Delta_9$. Given these values, we use Bayes theorem to calculate the probability that the pair is in each of states S1,..., S9 at each marker. The values of $\Delta_1, \ldots, \Delta_9$ are then updated by calculating the expected number of markers at which the pair is in states S1,..., S9 (given that we know the probability of the pair being in each state at each marker). In this way, we iterate between updating $\Delta_1, \ldots, \Delta_9$ and updating the probability of the pair being in each IBD state at each marker until convergence is reached. For all ML estimators, we applied multiple starting configurations and we used the value of 1.0e-4 as a convergence criterion.

HiDRAS data

The pairwise relatedness estimation was performed on a set of 33 parents of multiple mapping populations that were the resource for a large QTL mapping study for apples in the EU project HiDRAS (Gianfranceschi and Soglio 2004) (http://www.hidras.unimi.it/). As this project was still ongoing and both marker and pedigree data may be added or modified, we took the dataset available on 25 June 2007 (Table 1). The dataset contained 135 founder individuals, i.e., individuals whose parents were unknown. The 135 founder individuals are taken as the founder population to maximize the allele counts used to calculate allele frequencies. Only 38 of these founders were true ancestors of the 33 parents. The other founders were included in the HiDRAS project to study allelic diversity and were helpful in the estimation of allele frequencies in the founder population. Let $n_i$ denote the number of individuals, then the number of pairwise coancestry coefficients is $n_i(n_i+1)/2$ and equals 561 for the 33 parents.

The set of 33 parents and all their ancestors form the core pedigree of 108 individuals (Table 1). This core pedigree will be used in the simulation datasets (see later). The pedigree records of the HiDRAS population were available for up to six ancestral generations and pedigree structure was complex as generations were overlapping and more importantly, many marriage loops were present that induced inbreeding (see Fig. 3 in Bink et al. (2007)). The complexity of the pedigree structure caused considerable variation in the pedigree-based coancestry coefficients among the 33 parents (Fig. 1). The pedigree-based distribution of coancestry coefficients was continuous instead of a distinct clustering at 0 (not related), 0.0625 (e.g., second cousins), 0.125 (half sibs), and 0.25 (e.g., full sibs or parent-offspring). Close to 50 percent of the coancestry coefficients were zero. In the set of 33 parents, 9 were inbred with their inbreeding coefficients equal to 0.01, 0.02, 0.03, 0.05, 0.06 (3×) and 0.19 (2×). Note also that several coancestry coefficients exceeded 0.5 (Fig. 1). In all our figures, we will depict the coancestry coefficients for pairs involving one or two inbred individuals by a different color and symbol, i.e., red triangle-up versus black triangle-down to visualize the possible influence of inbreeding.

The marker data comprised 86 SSR markers on 17 linkage groups, covering 11 Morgans with the number of markers per linkage group ranging from 2 to 10 (Fig. 2) (Patocchi et al. 2007). The average marker distance was 0.16 Morgan and we treat the markers as unlinked in this study. The number of alleles per marker ranged from 2 to 19 in the full HiDRAS population. For most marker loci, the fraction of typed individuals among the 135 founders was close to 0.3 (Fig. 2).

Some of the estimators use an estimate of the population structure parameter $F_{ST}$ (Wright 1951) as presented in equation 5.2 in Weir (1996), for different populations.

### Table 1: The pedigree composition of the HiDRAS apple data

|         | HiDRAS         | Simulation |
|---------|----------------|------------|
|         | Parents | Parents |
| Founders | 135     | 38        |
| Non-founders | 250   | 70        |
| Total    | 385     | 108       |

The core pedigree ($n = 108$) pertains to the set of 33 parents and their ancestors and was used in the simulation datasets.

Release date of this dataset was 25 June 2007.

The 33 parents were crossed to produce the HiDRAS mapping populations.
was achieved by considering the set of 33 parents and the set of 138 founders as separate populations. Note that the individuals in the set of parents are not unrelated which hampers the estimation of the allele frequencies. To account for multiple alleles, let \( v \) denote the number of alleles at a particular locus; then we estimate \( F_{ST} \) for each marker as

\[
F_{ST} = \frac{\sum_{u=1}^{v} s_u^2 / \sum_{u=1}^{v} \hat{p}_u (1 - \hat{p}_u)}{1 - \frac{1}{r-1}} \sum_{i=1}^{r} n_i (\hat{p}_{a,i} - \hat{p}_u)^2 \quad \text{with} \quad \bar{n} = \sum_{i=1}^{r} n_i / r,
\]

where \( r \) equals 2 as we compare the set of founders with the set of parents; \( \hat{p}_{a,i} \) and \( \hat{p}_u \) refer to the frequency of allele \( u \) as estimated from the \( i \)th population and to the average allele frequency across populations, respectively. The estimates for \( F_{ST} \) for all 86 loci were mostly below 0.03, however, some loci had estimates greater than 0.05 (Fig. 2). The higher \( F_{ST} \) values may be random noise (Lewontin and Krakauer 1973) or the corresponding genomic regions may have been under strong selection pressure as parents of the QTL mapping populations are usually consciously chosen, i.e., having a specific highly desired trait and/or frequently used in breeding programs. The estimates for Nei’s genetic distance (Nei 1972) were strongly correlated with the estimates for \( F_{ST} \) (results not shown).

Marker allele frequencies

We consider three scenarios of marker allele frequencies, two (D and E) pertaining to absence of knowledge about population allelic frequencies and one (F) where we have access to unrelated founder individuals from the population.

**Dataset-derived (D)** We estimate the allele frequencies from the dataset itself, i.e., the 33 HiDRAS parents. We note that the unrelatedness assumption is not met in this scenario. The major pitfall here is that the frequency of a rare allele shared by related individuals in the dataset is overestimated, thus not being recognized as being rare. Consequently, the coancestry coefficients for these pairs are underestimated.

**Equal (E)** We assume a discrete uniform distribution, i.e., for a particular marker locus each allele is equally probable. That is, if \( n \) alleles were observed in the sampled dataset (Fig. 2), all alleles occur at frequency equal to \( 1/n \). The major pitfall will be that alleles at high frequency are not recognized as such and the coancestry coefficient of pairs sharing these alleles will be overestimated.

**Founder population (F)** As pedigree records were available and we had access to the original founders of a pedigreed population, we estimated the allele frequencies from the set of founders. Here, we had DNA for marker genotyping available of a fraction (close to 0.3) of the 135 founder individuals (Fig. 2). Some alleles were not present in the typed founders but were present in the set of 33 parents. To prevent estimates being equal to zero, we added 1 copy to every allelic class when estimating the allele frequencies in the founder population.

We note that both the allele frequencies in scenarios D and F are essentially estimated from the same HiDRAS pedigreed population dataset. However, different sets of individuals were used leading to different estimates of allele frequencies, as is illustrated by the estimated \( F_{ST} \) values (Fig. 2). Furthermore, it should be noted that we aim to measure pairwise relatedness relative to the founder.
population, but all methods actually measure relatedness with respect to some (possibly fictional) generation in which the allele frequencies we are using first began to hold.

Influence of the number of marker loci

We also investigated the influence of the number of markers on the performance of the various estimators by selecting 17, 34, and 50 marker loci. These numbers were obtained by picking at every chromosome the first; the first and final; and the first, final and most intermediate loci (except chromosome 7 which only had 2 loci), respectively.

Simulated data

To study the performance of the various pairwise relatedness estimators further, we simulated 10 replicated datasets conforming to the pedigree relationships of the core of the real data set (Table 1). Thus, we simulated 38 independent founders and their descendants according to the known pedigree structure. A gene-dropping method (Maccluer et al. 1986) was used to simulate Mendelian inheritance of marker alleles from parents to offspring while Haldane’s mapping function (Haldane 1919), was used to transform linkage distances into recombination fractions. The genetic linkage map differed from the real data set as markers were placed equidistantly along the genome. That is, using Haldane’s mapping function we simulated 17 linkage groups each with length equal to 0.8 Morgan and with markers every 0.2 Morgan, resulting in 85 marker loci. For every marker locus, four alleles were simulated with their frequencies equal to 0.125, 0.125, 0.25, and 0.50, respectively. These allele frequencies were taken to mimic the inequality in frequencies observed in the real data. The marker genotypes were simulated to be in gametic and Hardy Weinberg equilibrium. We emphasize that in the simulation datasets the pedigree-based coancestry coefficients truly reflect the known pedigree, i.e., the founders are independent and unrelated, which was unlikely to be true in the real data.

In the simulation, the transmission of founder genomic segments was known with a resolution of 0.01 Morgan. In other words, we traced the origin of genomic segments back to the founder chromosomes at 0.01 Morgan-bins. From this, we calculated the realized genome-wide
pairwise IBD proportions for the set of 33 parents. The relationship between the pedigree-based coefficients and realized proportions was highly accurate (Fig. 1). For the 10 replicated datasets, the averaged correlation and RMSE (see later) were close to 1.0 and below 0.01, respectively (not shown). The variation in the meiosis process and finite length of the genome caused sampling variation as shown in Fig. 1. For example, the pedigree-based coancestry coefficient 0.125 corresponds to a range in genome-based proportions (0.09–0.15). In the simulated datasets, 76 (38 × 2) alleles were available to estimate the allele frequencies in founder population.

Criteria for comparing performance of estimators

In this study, we choose to have the known pedigree of the 33 parents as the point of reference to assess the performance of the marker-based estimators of coancestry coefficients. We plot the pedigree-based versus the marker-based estimates of coancestry coefficients and calculate the Pearson correlation coefficients and the linear regression lines. The pedigree-based estimates are taken as the predictor variable (plotted along the x-axis) and the marker-based estimates are used as response variable (plotted along the y-axis). The correlations and regression lines are based on pairs of distinct individuals, i.e., excluding the coancestry coefficients of each individual with itself. In the visualization, we make a distinction between pairs that include one or two inbred individuals (red triangle-up) and pairs with no inbred individuals (black triangle-down). Omitting the within-individual coancestry coefficients, the number of pairwise coancestry coefficients is \( n_i(n_i - 1)/2 \) and equals 528 for the 33 parents.

The root mean square error (RMSE) comprises both bias and standard error and was here quantified as \( \text{RMSE}(\theta) = \sqrt{(1/n_{ij}) \sum_{k=1}^{n_{ij}} (\hat{\theta}_k - \tilde{\theta}_k)^2} \) where \( n_{ij} \) is the number of pairs of individuals, \( \hat{\theta}_k \) and \( \tilde{\theta}_k \) are the estimated coancestry coefficient for the \( k \)th pair from a marker-based and a pedigree-based estimator, respectively. We calculated the RMSE across all pairs of individuals and across all pairs of unrelated individuals (\( \hat{\theta}_k = 0 \)), respectively (Table 2).

Results

HiDRAS results

\( \text{Data derived (D)} \) The scenario of estimating the allele frequencies from the dataset itself resulted in considerable variation in estimated correlations (Figs. 3, 4). The highest correlation was obtained for the Wang estimator after adjustment of negative estimates. In this scenario, all MOM estimators had a major proportion of negative estimates for coancestry coefficients. The adjustment of negative values resulted in very different regression lines and, except for the LR estimator, it resulted always in higher correlations compared to the unadjusted estimates (Fig. 3, 4). The adjustment of negative values also improved the RMSE values (Table 2) of the MOM estimators. The LR estimator performed relatively poorly and the adjustment of negative estimates resulted in a even lower correlation and a too steep slope of the regression line (Fig. 3). The correlations of the ML estimators were in general lower, especially for high values of \( F_{ST} \) in the AW estimator (Fig. 4). Apparently, these higher values for \( F_{ST} \) caused a (too) strong regression of the estimated coancestry coefficients towards zero. This is also seen in the estimated RMSE as the RMSE across all pairs increases when \( F_{ST} \) increases. However, the RMSE of the ML estimators were lower than those of the unadjusted MOM estimators (Table 2).

\( \text{Equal (E)} \) This scenario resulted in a general over-estimation of the pairwise coancestry coefficients (Fig. 3). That is, the estimated regression lines were all biased to higher values. The magnitude of the bias was largest for the Jacquard estimator and smallest for the Wang estimator. All the correlation estimates were very similar, ranging from 0.79 to 0.81 (Fig. 4). In this scenario, there were no negative estimates for coancestry coefficients so the adjusted estimators might have been omitted here. The severe bias is also reflected in the estimated RMSE (Table 2), where the effect of the population parameter \( F_{ST} \) is also clearly visible. The AW10 had the lowest estimate as the higher \( F_{ST} \) values cause a stronger regression of the coancestry coefficient towards zero and thereby counter-acting the effect of assuming equal allele frequencies. The high RMSE for the Jacquard estimator may be due to the less accurate estimation of the large number of parameters of this estimator.

\( \text{Founder population (F)} \) The use of founder allele frequencies resulted, on average, in the highest estimated correlations (Fig. 3, 4) with the highest value (0.89) for the AW03 estimator. This AW03 estimator gave very low estimates for RMSE as well (Table 2). However, higher values for \( F_{ST} \) resulted in an undesired regression towards zero of the estimated coancestry coefficients, which resulted in an increased RMSE for all pairs. The MOM estimators gave negative estimates and the adjustment of these negative values resulted in higher correlation and lower RMSE estimates. However, these were never better than the ML estimators (except AW10). The LR estimator had comparable high correlations and low RMSE estimates.
Influence of the number of marker loci

We also investigated the influence of the number of markers on the performance of the various estimators (Fig. 5) by selecting 17, 34, and 50 marker loci. The increase in correlation was the largest when doubling the number of loci from 17 to 34 for all estimators. Correlations up to 0.80 were obtained when two markers per chromosome and appropriate allele frequencies were available. Several differences between the performance of MOM estimators (excluding the LR estimator) and the LR and ML estimators were observable. In the scenario of data derived frequencies, the MOM estimators show an additional increase in correlation when going from 50 to 86 which was not observed for the other estimators.

Simulation results

The estimated correlations and RMSE, mean and standard deviations across ten replicates, for the simulation datasets showed almost identical patterns to those observed in the HiDRAS dataset (Fig. 4; Table 2). This may indicate that the relatedness through unknown common ancestors of the founders did not add substantially to the ancestral relatedness in the known part of the pedigree.

Equal (E) In case of the equal allele frequencies the estimated correlations were somewhat higher than those for the HiDRAS dataset, however, the uniformity in results across estimators is remarkable. The AW10 estimator appeared to be superior to the other estimators, which may be the result of by allowing deviations in allele frequencies via the population structure parameter.

Data derived (D) The variation in mean estimates of correlations was highest for the scenario of estimating the allele frequencies from the dataset itself. The MOM estimators, except the LR estimator, resulted in the highest correlations, especially after correction for the negative values for estimated coancestry coefficients. The influence of increasing the value of the population structure parameter \(F_{ST}\) was clearly visible in this scenario as higher values for \(F_{ST}\) resulted in much lower correlations and higher the RMSE estimates (Table 2). The AW estimators performed relatively poorly as the regression towards zero caused lower correlation and higher RMSE estimates among pairs with non-zero coancestry coefficients.

Founder population (F) The simulation results supported the results on the HiDRAS data fully. The ML estimators performed very well as long as the value for \(F_{ST}\) was not too large, i.e., up to 0.05. The LR estimator

---

Table 2 Root mean square error (RMSE) of pairwise relatedness estimates \((\theta_k)^2\) from MOM and ML estimators to HiDRAS and simulation data

|                   | Data derived (D) | Equal (E) | Founder population (F) |
|-------------------|------------------|-----------|------------------------|
|                   | HiDRAS           | Simulation| HiDRAS                 | Simulation|
|                   | \(\theta_k\)      | \(\theta_k = 0\) | \(\theta_k\)          | \(\theta_k = 0\) |
| SI                | 6 7 7 7          | 12 13 9 10 | 7 7 4 4               |
| QG                | 8 8 7 7          | 13 14 11 11| 6 6 4 4               |
| LR                | 7 4 7 5          | 13 13 11 12| 3 3 4 3               |
| W                 | 6 6 6 6          | 12 13 10 11| 5 6 3 3               |
| Sla               | 4 2 3 1          | 12 13 9 10 | 7 7 3 3               |
| QGa               | 4 1 4 1          | 13 14 11 11| 3 3 3 2               |
| LRa               | 6 1 5 1          | 13 13 11 12| 6 6 3 3               |
| Wa                | 3 1 3 1          | 12 13 10 11| 4 3 3 2               |
| Th                | 5 1 5 1          | 11 12 9 11 | 4 3 3 2               |
| AW01              | 5 1 5 1          | 11 12 9 10 | 3 3 3 1               |
| AW03              | 5 0 5 1          | 1 0 8 9    | 3 2 3 1               |
| AW05              | 6 0 6 0          | 9 9 7 7    | 3 1 4 1               |
| AW10              | 6 0 6 0          | 6 6 4 4    | 4 1 5 0               |
| J                 | 5 1 5 1          | 15 16 14 14| 4 4 3 2               |

Marker allele frequencies were estimated from the data \((n = 33)\), taken equal, or estimated from the founder population. For the simulation, the averages of 10 replicates are presented.

Values have been multiplied by 100 to improve readability of Table

\(\theta_k\) is relatedness of pair \(k\); \(\theta_k = 0\) pertains to those pairs that involve two individuals not related by pedigree

Method of Moments estimators: SI similarity index, QG Queller-Goodknight, LR Lynch-Ritland; and W Wang. QGa, Sla, LRa, and Wa refer to the estimates adjusted for negative values (set equal to zero)

Maximum Likelihood estimators: Th Thompson, AW Anderson-Weir and J Jacquard. The substrings 01, 03, 05, and 10 refer to \(F_{ST} = 0.01, 0.03, 0.05, \text{ and } 0.10\), respectively
performed as well as the ML estimators and the other MOM estimators were relatively close after adjustment of negative estimates, both with respect to correlation and RMSE.

**Discussion**

We have compared several marker-based estimators of pairwise coancestry coefficients by analyzing real and simulated datasets. The pedigree-based coancestry coefficients were taken as the standard for comparison. The results of the analysis of the real data were strongly supported by those from the simulated datasets. The availability of (founder) population allele frequencies resulted in high correlations, in the simulated data as high as 0.90 in the simulated data. The performance of ML estimators and MOM estimators, especially the LR estimator, were basically the same in the real and simulated data. However, when allele frequency information is absent the use of estimates from the sampled dataset itself or naively taking equal allele frequencies resulted in lower correlations and higher RMSE values. Furthermore, the MOM estimators, with the exception of the LR estimator, performed relatively better as they seemed to be more robust to having incorrect specification of allele frequencies. This might especially pertain to the Wang estimator (Fig. 4) which is claimed to be robust for having unknown relatives being included in samples for estimating allele frequencies (Wang 2002). Without adjustment for negative estimates, the MOM estimators always gave higher RMSE values than the ML estimators, but this trend was reversed when this adjustment was made.

**Influence of the number of marker loci**

Several differences between the performance of MOM estimators (excluding the LR estimator) and the LR and ML estimators were observable. In the scenario of data derived frequencies, the MOM estimators show an additional increase in correlation when going from 50 to 86 loci, which was not observed for the other estimators. The correlations of the MOM estimators (except LR) only varied by a small amount across the different allele frequency scenarios. For
the other estimators, the correlations were highest across all numbers of marker loci in the scenario of founder allele frequencies. Adding more markers to the current dataset may only marginally increase the correlations. Figure 5 also shows that the SIa, QGa, and Wa estimators were insensitive to allele frequencies as correlation estimates were highly similar. The influence of the number of markers on the RMSE estimates was small, i.e., the RMSE only decreased mildly when increasing the number of marker loci. The RMSE estimates in the equal frequencies scenario were always distinctively highest for all estimators. The ranking in performance of the various estimators was not affected by the number of loci, which was consistent to the results of Oliehoek et al. (2006).

Influence of linked loci

All estimators in this study were based on the assumption of unlinked markers. The removal of 12 relatively closely linked markers from the set of 86 loci (distance less than 0.09 Morgan) resulted into estimated coancestry coefficients that were highly similar to those obtained from the full set of markers (results not shown). In addition, the increasing availability of (SNP) markers will increase marker density and linkage between markers will affect the variance of the estimators, although it will not change the expected values. Methods that consider linkage tend to have long running times as the dimensionality of IBD parameters increases (McPeek and Sun 2000; Sieberts et al. 2002) and a Baum algorithm (Baum et al. 1970) is needed to compute the likelihood for a given IBD configuration. This type of approach was not explored in this study.

Influence of inbreeding

The dataset contained several inbred individuals (see “Materials and methods”) and most estimators have been devised for outbred populations. However, the results did not point to a dramatic influence of inbreeding in the performance of the various estimators. In all figures, we used different colors for estimates between pairs that contained one or two inbred individuals versus pairs without inbred individuals (Fig. 3) and no clustering could be observed. The estimates of correlation and RMSE for these two groups were also similar (results not shown). Furthermore, the Jacquard estimator did not perform better than the Thompson estimator even though the first allows for inbreeding and the second does not. This lack of improvement might have two explanations; either the inbreeding levels were too low to influence the Thompson estimator (only 2 out of 9 non-zero coefficients larger than 0.06, see “Materials and methods”), or the accuracy of the Jacquard estimator is decreased because it uses more parameters.

Influence of population structure parameter

The allele frequencies in the sampled set of 33 parents were different from those in the founder population, as seen from the estimates of $F_{ST}$ (Fig. 2). Our expectation was that accommodating deviations in allele frequencies into the estimator might improve the estimates of coancestry coefficients. The AW estimators with small values for $F_{ST}$ (0.01, 0.03) performed as well as the original Thompson estimator whereas the estimators with higher values for $F_{ST}$ (0.05, and 0.10) seemed to suffer from allowing deviations in the allele frequencies for the data derived allele frequencies. In retrospect, this should not have been surprising as the AW estimator was designed to accommodate situations where allele frequencies are available from a more distantly related population, not the sampled population itself. This also explains why this estimator, with higher values, performed well in the scenario of equal allele frequencies, i.e., these frequencies deviated from both those in
the founder population and those in the sampled population. In addition, when knowledge about recent population history and population substructures is available, other approaches may be considered (Gasbarra et al. 2007; Meuwissen and Goddard 2001).

Subsequent analysis

When pedigree records are inaccurate or missing, the estimation of coancestry coefficients might be a first step in estimation of genetic parameters of quantitative traits. Thomas (2005) reviewed different approaches to relationship estimation with particular attention on optimizing the use of this relationship information in subsequent heritability estimation. A real data example in Soay sheep (Thomas et al. 2002) using a set of 12 markers, did not result in reliable heritability estimates probably because of the low average relatedness in the population (Thomas et al. 2002). Our results indicate that 12 markers do not suffice to obtain accurate relationship estimates. The reliability of heritability estimates is expected to increase when higher numbers of markers are available and we plan to verify this in a separate study.

Practical guidelines

The results of this study did not identify one estimator for pairwise coancestry coefficients that outperformed other
estimators. However, the allele frequencies used were critical. Taking equal allele frequencies generally leads to an overestimation of relatedness. This may be neutralized by taking a somewhat too high a value for $F_{ST}$ in the AW estimator. Using dataset-derived allelic frequencies leads to underestimation, especially for the ML and LR estimators, as rare alleles shared by relatives are not recognized as such. We are currently investigating the possibility to estimate allele frequency and relatedness jointly. Nevertheless, access to reliable allele frequencies seems most beneficial since highest correlation and lowest RMSE estimates were obtained. In that scenario, the performances of the various estimators were not so different but seem to favor the ML estimators. In this study, a set of 34 polymorphic loci seemed to be a good balance between performance of estimators and marker genotyping costs as the increase in performance became marginal for higher number of loci. This optimal number will likely depend on the research question, the desired accuracy, and the number of chromosomes and total length of the genome.
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