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ABSTRACT: Hybrid free energy methods allow estimation of free energy differences at the quantum mechanics (QM) level with high efficiency by performing sampling at the classical mechanics (MM) level. Various approaches to allow the calculation of QM corrections to classical free energies have been proposed. The single step free energy perturbation approach starts with a classically generated ensemble, a subset of structures of which are postprocessed to obtain QM energies for use with the Zwanzig equation. This gives an estimate of the free energy difference associated with the change from an MM to a QM Hamiltonian. Owing to the poor numerical properties of the Zwanzig equation, however, recent developments have produced alternative methods which aim to provide access to the properties of the true QM ensemble. Here we propose an approach based on the resampling of MM structural ensembles and application of a Monte Carlo acceptance test which in principle, can generate the exact QM ensemble or intermediate ensembles between the MM and QM states. We carry out a detailed comparison against the Zwanzig equation and recently proposed non-Boltzmann methods. As a test system we use a set of small molecule hydration free energies for which hybrid free energy calculations are performed at the semiempirical Density Functional Tight Binding level. Equivalent ensembles at this level of theory have also been generated allowing the reverse QM to MM perturbations to be performed along with a detailed analysis of the results. Additionally, a previously published nucleotide base pair data set simulated at the QM level using ab initio molecular dynamics is also considered. We provide a strong rationale for the use of the Monte Carlo Resampling and non-Boltzmann approaches by showing that configuration space overlaps can be estimated which provide useful diagnostic information regarding the accuracy of these hybrid approaches.

1. INTRODUCTION

The prediction of protein–ligand binding affinities and free energies of hydration remains a grand challenge of computational chemistry. Of the wide range of techniques available for these purposes, the most rigorous are based on the theoretical application of statistical mechanics, such as free energy perturbation approaches. A notable drawback of free energy perturbation is the requirement for extensive sampling of relevant thermodynamic states with Monte Carlo (MC) or molecular dynamics (MD). This places a practical limitation on the accuracy of the energy models that can be used to describe the states of interest. Typically this means the use of approximate force field models (often known as molecular mechanics or MM) that omit explicit treatment of electronic structure. While in many cases the MM level of theory can be surprisingly accurate (particularly when exploiting cancellation of errors within relative free energies) there are numerous examples in the literature highlighting its insufficiency in binding affinity predictions.1−5

Use of first-principles quantum mechanics (QM) methods with free energy techniques would be highly desirable to achieve greater accuracy. However, the computational cost of these is several orders of magnitude greater than for MM. This led to the proposal that QM corrections to free energy differences at the MM level could be efficiently calculated. Use of these end-point corrections (see Figure 1) rely on successful calculation of free energy differences between MM and QM descriptions (thermodynamic states) of the same molecules. This approach has been successfully applied to free energies of hydration;6−9 however, calculations achieving well converged results in binding affinity predictions have been considerably more challenging.10−13

Recent developments have provided more sophisticated methods for the calculation of hybrid free energies. Most notably these include the non-Boltzmann approaches of Brooks et al.,14−17 a nonequilibrium work approach from Boresch et al.,18 a multiscale MC approach from Mulholland et al.19 and the “stepping stone” approach of Skylaris et al.20

In a previous work, we have considered hybrid free energy calculations using the Zwanzig equation.21 This study was carried out on a simple test system, an adenine−thymine DNA base pair in vacuum. This system allowed us to demonstrate, for the first time, convergence of MM to QM free energy
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In a previous work, we have considered hybrid free energy calculations using the Zwanzig equation.21 This study was carried out on a simple test system, an adenine−thymine DNA base pair in vacuum. This system allowed us to demonstrate, for the first time, convergence of MM to QM free energy
differences by carrying out the reverse QM to MM perturbations. This required the generation of extensive ensembles at the QM level of theory with \textit{ab initio} MD simulations.

In this work we develop and apply alternative approaches to the Zwanzig equation for MM to QM free energy estimation. We present a new technique for the calculation of QM corrections to classical free energy differences, based on resampling an MM ensemble and application of a Metropolis criterion. We demonstrate application of this approach to a set of small molecule hydration free energies using a semiempirical criterion. We demonstrate application of this approach to a set of small molecule hydration free energies using a semiempirical criterion. We demonstrate application of this approach to a set of small molecule hydration free energies using a semiempirical criterion.

2. METHODS OVERVIEW

2.1. Single-Step Free Energy Perturbation (SSFEP). The Zwanzig equation\textsuperscript{22} was one of the earliest established theoretically rigorous results for the calculation of free energy differences. It can be used to efficiently estimate hybrid free energies as

\[
\Delta A^{P\rightarrow Q}_{\text{MM}} = -\frac{1}{\beta} \ln\langle \exp[-\beta(U_{\text{QM}} - U_{\text{MM}})] \rangle_{\text{MM}}
\]

where \(U_{\text{QM}}\) and \(U_{\text{MM}}\) give energies at the QM and MM level of theory and \(\langle \cdots \rangle_{\text{MM}}\) denotes an ensemble average over a simulation conducted at the MM level. This takes advantage of the requirement of the Zwanzig equation to only evaluate a single ensemble average. The MM state is sampled using standard techniques and a subset of configurations are postprocessed with single point energy calculations at the QM level. The MM potential efficiently generates significantly different snapshots and the Zwanzig equation then corrects for the difference between the potentials. This approach avoids the need to generate a QM ensemble and is exact at the limit of infinite sampling with the MM protocol. However, the exponential weighting of configurations within eq 1 can lead to poor convergence properties for such calculations.\textsuperscript{23,24}

2.2. Monte Carlo Resampling (RSM). The direct generation of a QM ensemble is very computationally expensive requiring sampling with molecular dynamics or Monte Carlo under the QM Hamiltonian. For this reason an alternative approach has been proposed through the use of multisteping Monte Carlo\textsuperscript{19} or hybrid molecular dynamics.\textsuperscript{20} Briefly, these techniques perform sampling at the MM level with periodic QM calculations and application of an acceptance test. Those configurations that pass the test are added to the QM ensemble, thereby building a replica of the true QM ensemble. Sampling in this way considerably reduces the cost of generating a QM ensemble, but has the drawback that all QM calculations must be carried out sequentially, that is, as the MM simulation is performed. This restricts these techniques from effectively exploiting massively parallel computing architectures. We present here an algorithm to generate a correct QM ensemble (in the limit of infinite sampling) solely through postprocessing of an MM ensemble, allowing the necessary QM calculations to be carried out concurrently for completed MM trajectories. Starting from an already generated MM ensemble the algorithm is as follows:

1. Select a configuration, \(c_1\), with replacement, from the MM ensemble with equal probability and add this to the QM ensemble.
2. Select a trial configuration, \(c_2\), with replacement, from the MM ensemble with equal probability.
3. Apply the following acceptance test in an MC procedure:

\[
p_{\text{accept}}^{\text{resamp}}(c_1 \rightarrow c_2) = \min\left(1, \exp[-\beta \Delta U]\right)
\]

where

\[
\Delta U = (U_{\text{QM}}(c_2) - U_{\text{MM}}(c_2)) - (U_{\text{QM}}(c_1) - U_{\text{MM}}(c_1))
\]

4. If test passed, \(c_2\) is added to the QM ensemble and becomes \(c_1\). Repeat from 2.
5. If test failed, another copy of \(c_1\) is added to the QM ensemble. Repeat from 2.

A demonstration of the correctness of this algorithm in an idealized test system is provided in the Supporting Information.

2.2.1. Acceptance Test Derivation. The general form of the Metropolis–Hastings test is given as

\[
p_{\text{accept}}^{\text{resamp}}(c_1 \rightarrow c_2) = \min\left(1, \frac{P_{\text{QM}}(c_2)P_{\text{QM}}(c_1)}{P_{\text{QM}}(c_1)P_{\text{QM}}(c_2)}\right)
\]

where \(P_{\text{QM}}\) is the probability of a particular configuration arising within the QM ensemble we are trying to construct, and \(P_{\text{QM}}(c_1 \rightarrow c_2)\) is the probability of generating \(c_2\) as a trial move. \(P_{\text{QM}}\) is known straightforwardly from the Boltzmann distribution; that is, \(P_{\text{QM}}(c_1) = \exp[-\beta U_{\text{QM}}(c_1)]/Z_{\text{QM}}\) while \(P_{\text{QM}}(c_1 \rightarrow c_2)\) can be intuitively derived. From the above algorithm the probability of proposing \(c_2\) is the product of choosing \(c_2\) out of the collection of MM configurations and the probability of that configuration being generated within the MM ensemble. Therefore,

\[
p_{\text{QM}}(c_1 \rightarrow c_2) = \frac{1}{N_{\text{MM}}} \exp[-\beta U_{\text{MM}}(c_2)]
\]

where \(N_{\text{MM}}\) is the number of structures within the sampled MM ensemble. We note from this result that the selection of \(c_2\) is
independent of \( c_1 \). Substituting eq 4 and \( P_{\text{QM}} \) into eq 3 naturally gives eq 2.

2.3. Non-Boltzmann Reweighting (NBR). This approach is based around application of the following result, typically associated with umbrella sampling.

\[
\langle X \rangle_h = \frac{\langle X \exp[\beta V] \rangle_h}{\langle \exp[\beta V] \rangle_h}
\]  \hspace{1cm} (5)

Here \( \langle \cdot \rangle_h \) represents an ensemble average on an unbiased system, and \( h \) represents a biased system. \( V \) is the bias potential by which the biased and unbiased states differ and \( X \) is some property of interest. Most commonly \( V \) is chosen as a harmonic potential and \( X \) is chosen as a potential of mean force. More generally however this result can be seen as recovering an ensemble average of property \( X \) from sampling under a different Hamiltonian. Sampling of the biased state is sometimes referred to as non-Boltzmann sampling of the unbiased state, giving rise to the name of this technique. When the formalism of biases is maintained, \( V \) can be defined as

\[
V = U_{\text{MM}} - U_{\text{QM}}
\]

that is, the difference between an MM and QM potential. This definition allows the recovery of QM ensemble average properties from sampling under an MM Hamiltonian:

\[
\langle X \rangle_{\text{QM}} = \frac{\langle X \exp[\beta V] \rangle_{\text{MM}}}{\langle \exp[\beta V] \rangle_{\text{MM}}}
\]  \hspace{1cm} (7)

This can be profitably applied to the calculation of free energies, starting with the Zwanzig equation:

\[
\Delta A_{\text{QM},0\rightarrow1} = -\frac{1}{\beta} \ln(\exp[-\beta(U_{\text{QM},1} - U_{\text{QM},0})])_{\text{QM},0}
\]  \hspace{1cm} (8)

Here we are calculating a free energy difference between two separate thermodynamic states, 0 and 1, both at the QM level of theory. The QM energies for the different states are denoted by \( U_{\text{QM},0} \) and \( U_{\text{QM},1} \). Combining eq 7 with eq 8 gives the non-Boltzmann Zwanzig equation:

\[
\Delta A_{\text{QM},0\rightarrow1} = -\frac{1}{\beta} \ln\left(\frac{\exp[-\beta(U_{\text{QM},1} - U_{\text{QM},0})]\exp[\beta V_{\text{QM},0}]}{\exp[\beta V_{\text{QM},1}]_{\text{QM},0}}\right)
\]  \hspace{1cm} (9)

where \( V_0 = U_{\text{MM},0} - U_{\text{QM},0} \). Such a development may equally be applied to the BAR estimator, to give the non-Boltzmann BAR result:

\[
\Delta A_{\text{QM},0\rightarrow1} = \frac{1}{\beta} \ln\left(\frac{\exp[-\beta(U_{\text{QM},1} - U_{\text{QM},0})]\exp[\beta V_{\text{QM},0}]}{\exp[\beta V_{\text{QM},1}]_{\text{QM},0}}\right) + C
\]  \hspace{1cm} (10)

where \( F \) is the Fermi function, \( n_i \) and \( n_0 \) are the number of configurations from states 1 and 0, respectively. As with the Zwanzig equation this result provides a QM free energy difference without sampling the QM ensemble. Equations 9 and 10 suggest an alternative to the use of end point corrections and the thermodynamic cycle in Figure 1. In practice this is highly inefficient, likely requiring subdivision of the \( \Delta A_{\text{QM},0\rightarrow1} \) perturbation and completion of additional QM computations for the intermediate states. The non-Boltzmann BAR result can be adapted for use with end-point corrections however:

\[
\Delta A_{\text{MM},0\rightarrow1} = \frac{1}{\beta} \ln\left(\frac{\exp[-\beta(U_{\text{MM},1} - U_{\text{QM},0} + C)]\exp[\beta V_{\text{QM},0}]}{\exp[\beta(U_{\text{MM},0} - U_{\text{QM},0} - C)]}\right) + C
\]  \hspace{1cm} (12)

\[
C = \frac{1}{\beta} \ln\left(\frac{n_0}{n_1}\right) - \Delta A_{\text{MM},0\rightarrow1}
\]  \hspace{1cm} (13)

where the subscript \( \lambda \) is used to denote an intermediate MM state between 0 and 1. This can be chosen to be arbitrarily similar to 0, however if equal to 0, eqs 12 and 13 reduce to eq 1. Applying this result at both ends of a classical perturbation gives

\[
\Delta A_{\text{QM},0\rightarrow1} = \Delta A_{\text{MM},0\rightarrow1} - \Delta A_{\text{MM},1\rightarrow0} + \Delta A_{\text{MM},0\rightarrow1}
\]  \hspace{1cm} (14)

Use of this scheme requires the generation, at the MM level, and postprocessing, at the QM level, of two states at different values of lambda for each end-point. Of these, the MM calculations at the end-points of \( \lambda \) are reweighted to provide a QM ensemble average. This is then used in the BAR estimator to give the free energy difference with an MM state at an intermediate \( \lambda \) value.

2.4. Configuration Space Overlap Calculations. Following the quantity given by Bennett,35 we define the overlap between two thermodynamic states as

\[
O_{0\rightarrow1} = \int \frac{2\rho_0 \rho_1}{\rho_0 + \rho_1} d^Nq
\]

where \( \rho_0 \) and \( \rho_1 \) are the normalized probability densities of the \( N \) system degrees of freedom \( q \) for the two states, respectively. That is, \( \rho_0(q^N) = \exp[\beta V_0(q^N)]/Z_0 \) where \( Z \) is the usual definition of the configuration integral. It should be noted that under this definition, the measure of overlap is invariant with respect to which state is chosen as 0 and which is 1, that is, \( O_{0\rightarrow1} = O_{1\rightarrow0} \).

Owing to the high dimensionality of the integral, eq 15, is impossible to evaluate directly for realistically sized biological systems. In the following we demonstrate how (eq 15) can be expressed in terms of ensemble averages from the two states of interest. We begin by noting some results also provided by Bennett.35 Starting with the definition of the variance for BAR, \( \sigma^2 \):

\[
\sigma^2 = \frac{\langle F^2 \rangle_0 - \langle F_0 \rangle^2}{\langle F_0 \rangle^2} + \frac{\langle F^2 \rangle_1 - \langle F_1 \rangle^2}{\langle F_1 \rangle^2}
\]

\[
= \left( \int \frac{2n_0 \rho_0 \rho_1 d^Nq}{n_0 \rho_0 + n_1 \rho_1} \right)^{-1} - \frac{n_0 + n_1}{n_0 \rho_1}
\]

where for clarity, arguments to the Fermi function have been omitted but correspond to those for the relevant ensemble averages as in the BAR equations. Here \( C \) takes the value given from self-consistent solution. Equation 16 differs from Bennett’s35 due to a typographical error in the original publication that erroneously gave the subscripts of the denominator of the second term as 0 instead of 1. Bennett also notes that for some value, \( \beta_0 \), lying between \( n_0 \) and \( n_1 \):
The following result is based on the simplifying assumption that n0 = n1 ensuring the corollary that ⟨F⟩0 = ⟨F⟩1 (see Supporting Information). This allows the use of eq 18 and results in an exact expression for the overlap. This assumption is defensible as free choice of these values is rarely prevented. A derivation lacking this assumption is presented in the Supporting Information although in such a case the result is limited to providing an upper and lower bound for the overlap. Using eq 16 and eq 18 and providing the full arguments for the Fermi functions:

\[
O_{0\rightarrow 1} = \frac{2(\beta(U_0 - U_1 - C)\rho_0 - (\beta(U_1 - U_0 + C)\rho_f)^2)}{(\beta(U_0 - U_1 - C)\rho_0 + (\beta(U_1 - U_0 + C)\rho_f)^2)}
\]

Using eq 19 we are able to calculate the overlap between two thermodynamic states where we have the corresponding ensemble averages. This technique may also be combined with an ensemble generated using NBR or RSM however. In such a case, the overlap between an MM and a QM state may be estimated without the need to directly sample the QM state.

**2.5. Interaction Energies.** As established in our previous work,11,21 the use of interaction energies in the place of total energies is required to achieve convergence with the use of free energy techniques. This approach has also been used by other groups.5,16 In the case of the absolute hydration free energy calculations carried out in this work, the use of interaction energies also provides the benefit that only the solvent phase perturbation end point need be corrected to the QM level. The correction for the vacuum perturbation end point will necessarily be zero as there are no interaction energies in the gas phase.

**2.6. Simulation Protocol.** To explore the free energy calculation methods, simulations on two sets of systems were carried out. In the first, absolute hydration free energy calculations were performed for a set of 25 small molecules (listed in Figure S5) using the AMBER 16 simulation package.26 Both MM and SQM/MM ensembles were generated using molecular dynamics simulations. Initial structures were solvated in TIP3P water27 such that a minimum distance of 12 Å between the solute and the system edge was maintained. A cubic simulation cell was used with periodic boundary conditions. Water molecules were kept rigid while solutes were fully flexible. A cutoff distance of 10 Å was used for nonbonded interactions while long-range electrostatics were treated with Particle Mesh Ewald. All simulations were carried out at 300 K using a Langevin thermostat with a collision frequency of 3.0 ps⁻¹. Where relevant, the system pressure was regulated using a Monte Carlo barostat with volume moves attempted once every 100 time steps.

For the classical free energy of hydration calculations solutes were described using the GAFF force field28 with AM1/bcc partial charges.29,30 Systems were first equilibrated for 1 ns in the NPT ensemble. Production simulations were then run in the NVT ensemble for 5 ns. Configurations for postprocessing were captured every 5 ps. Absolute hydration free energies were calculated by perturbing solutes from solvent into the gas phase. Lennard-Jones and Coulombic terms were scaled simultaneously using soft core potentials with the default functional forms and parameters provided in AMBER 16. Thermodynamic integration with the trapezoid rule was employed to calculate free energy differences over 12 evenly interspaced λ values.

Density Function Tight Binding31,32 (DFTB) ensembles were generated using the implementation available in the SANDER engine.33 An SQM/MM treatment1 was used such that the solute was simulated at the DFTB level of theory, electrostatically embedded among classical TIP3P solvent molecules. DFTB simulations were started with the structures resulting from the classical equilibration runs. DFTB equilibration was carried out for 1 ns in the NVT ensemble followed by 5 ns production runs. Again, configurations for postprocessing were recorded every 5 ps. Post-processing calculations were carried out with aid of the GNU parallel tool.35 The 3ob parameter set55,36 was used for all DFTB calculations.

The second set of simulations were performed on a nucleotide base pair, and have been previously described elsewhere. We present here a brief summary of the DNA data set; see ref 21 for full details. Ensembles were generated directly using molecular dynamics with four different Hamiltonians—the GAFF and ff99SB force fields, along with DFT using both the LDA and PBE functionals—with a total of around 100 ps of trajectory data. SSFEP was used to calculate all possible transformations between these four states giving 12 individual free energy differences due to the directionality of the Zwanzig equation. Convergence of the free energy differences was considered by comparing the forward and reverse calculations for each pair of Hamiltonians and was found to be generally good. In this work, we reuse this data set to explore the RSM and NBR free energy estimators.

**3. RESULTS AND DISCUSSION**

The purpose of this work is to explore the relative efficiencies of the SSFEP, NBR, and RSM methods to calculate end-point MM to QM corrections. Each of these methods requires only an MM ensemble to be explicitly generated, but RSM and NBR use this ensemble to build a QM ensemble which is subsequently used in the free energy calculation. SSFEP does not build a QM ensemble and therefore requires fewer QM calculations, and is hence less computationally demanding. To validate our results, we have independently generated a QM ensemble using DFTB (for the hydration free energies) and DFT (for the nucleotide base pair). This allows us to calculate the MM to QM free energy directly using BAR, and we consider this to be the reference free energy against which our other, more approximate, methods are judged. In a real-world application, one would like to avoid explicitly simulating with the QM Hamiltonian for reasons of computational cost. We have therefore also sought diagnostics which can be used to indicate under what circumstances SSFEP, NBR, and RSM become unreliable.

As noted previously, any numerical advantages of applying the non-Boltzmann and MC resampling techniques over SSFEP are not obvious a priori. The ability to make use of the more statistically efficient BAR estimator is in theory advantageous. This requires evaluation of double the number of QM energies however because of the requirement to postprocess an additional MM ensemble, while introducing an additional reweighting or ensemble building step potentially provides another source of error.

To explore the behavior of the different techniques we make use of a set of hydration free energy calculations corrected to a
semiepiirical DFTB Hamiltonian. For each solute, an absolute free energy of hydration calculation was performed at the MM level. Additionally, a solvent phase DFTB ensemble was generated for each compound, a more computationally demanding step that would not typically be carried out for the calculation of hybrid free energies. With the direct DFTB ensemble available, we are able to use BAR to provide high quality estimates of the free energy difference between the MM and SQM/MM Hamiltonians giving reliable reference data for comparison of SSFEP, NBR, and RSM, which require only MM simulation ensembles. In principle, the NBR and RSM techniques can be applied in a number of ways to such a data set, however, we will here focus on their use in the calculation of end point corrections as shown in Figure 2a. As validation of the employed simulation protocols, the purely classical hydration free energies compared with experiment are presented in Figure S4.

The majority of our observations and conclusions are drawn from the above calculations; however, we also make use of the DNA base pair data set developed and validated in a previous work.21 This provides trajectories for a nucleotide base pair in vacuum with two different classical Hamiltonians and at the DFT level with the LDA and PBE functionals. We present the use of NBR and RSM to this data set in a form analogous to the hydration free energy data.

Validation of the employed data sets is considered through the calculation of closures for relevant thermodynamic cycles (see Figures S5 and S6). This allows us to assess the quality of the reference data against which SSFEP, NBR, and RSM are compared. For the hydration data, a cycle can be constructed for each solute between the DFTB Hamiltonian and the MM Hamiltonian at the end point λ values, denoted λ1 and λ2. In the base pair data, multiple three and four state cycles can be constructed between the four different Hamiltonians. The mean unsigned closures are 0.17 and 0.54 kcal mol−1 respectively for these data sets. The poorer closures shown for the base pair data set are most likely due to the short trajectory lengths necessitated for the generation of ensembles at the DFT level. We will primarily focus on the hydration data therefore, but the base pair data are included to demonstrate the generality of the results with respect to different Hamiltonians and work in a poorly convergent regime.

Our interest here is to validate our proposed RSM approach by comparison with the performance of other hybrid free energy methodologies. We investigate the relative practical advantages of the different techniques and aim to establish clearly any differences in convergence or accuracy. Previous work has compared the performance of NBR and SSFEP against experimental free energy differences.9,14,15 While recreating experimental data is perhaps the ultimate goal of computational work, this is subject to confounding factors such as experimental error or deficiencies in the level of theory used at the QM state. This may be related to conflicting results regarding whether any significant benefits are offered by NBR.15,16 In some cases comparisons have also failed to make use of comparable protocols.12

**Figure 2.** Accuracy comparison between techniques for DFTB free energy calculations. (a) Application of end point corrections to hydration free energy scheme. Green denotes states that are sampled directly with MD and postprocessed. The blue QM state is derived indirectly from the use of RSM or NBR. Red arrows indicate the relevant free energy differences calculated. (b) Errors for individual configurations derived from the molecular dynamics simulation performed at λ = 1.0 are simply postprocessed using the Zwanzig equation. For RSM and NBR however configurations from the λ = 1.0 window are used derive the DFTB ensemble that is subsequently used with BAR to evaluate the end-point correction free energy.

Errors in the calculated free energies of hydration for each compound derived using SSFEP, NBR, and RSM with respect to direct application of BAR are given in Figure 2. The overall mean unsigned error (MUE) over all compounds for the different techniques is 0.16, 0.20, and 0.23 kcal mol−1 for SSFEP, NBB, and RSM, respectively, indicating comparable performance. This is disappointing overall for RSM and NBR, as these techniques require twice the number of QM computations as SSFEP with little apparent gain in accuracy. The majority of compounds are close to one standard error away from zero suggesting a lack of systematic errors. The notable exception is nitrobenzene which is a significant outlier. Comparison of the GAFF and DFTB ensembles of this compound suggest that the significant error in this case is due to a difference in sampling of the nitro group dihedral angle with respect to the benzene ring (see Figure S7).

The results for the base pair data set are provided in Figure Sb–d. Use of these data to perform a comparable analysis is more complex. The directionality of the Zwanzig equation gives
SSFEP 12 unique free energy differences between the four states, the errors with respect to direct application of BAR are given in Figure 3b. Application of NBR Figure 3c and RSM Figure 3d can be carried out by working with the various possible subsets of three states. For example, for the red colored PBE → ff99SB result, the PBE ensemble is taken directly from MD while the ff99SB ensemble is produced by reweighting/building from the LDA ensemble. Similarly to the hydration data, the techniques give an MUE with respect to direct calculation with BAR of 0.53, 0.50, and 0.54 kcal·mol⁻¹ for SSFEP, NBR, and RSM, respectively. The lower accuracy results for this data set are most likely due to the small ensembles that were generated at the full DFT level of theory implying that the BAR reference data is not satisfactorily converged.

3.2. Convergence. The results of the previous section demonstrate approximate parity between the techniques under consideration. It should be noted however that these results are generally very well converged even with respect to use of the Zwanzig equation (SSFEP). The use of the BAR estimator with
Figure 4. MUEs of different hybrid free energy techniques with increasing sampling interval of MD trajectories for (a) hydration free energies and (b) base pair data set. Total length of MD trajectories is the same for all free energy differences; however, fewer individual configurations contribute to each data point at high sampling intervals. Errors bars show one standard error, calculated by taking the mean of the combined variances in the error for all perturbations.

Figure 5. RSM target distribution data. (a,b) Populations of source ensemble configurations within the target ensemble built by RSM for chloromethane and nitrobenzene, respectively; (c) relationship between unsigned error values for individual perturbations along with the $\chi^2$ statistic of the built ensembles; (d) relationship between the $\chi^2$ statistic for built ensembles and the configuration space overlap between source and target ensembles.
NBR and RSM however may offer improved efficiency, requiring subsampling at less frequent intervals to achieve convergence. It is therefore pertinent to consider the relative efficiency of the different techniques, that is, how rapidly their answer converges with increasing numbers of configurations. To consider this question we have plotted the mean error across all possible perturbations as a function of increasing sampling interval between postprocessed configurations (Figure 4). These results at best suggest only a very mild advantage with the use of RSM/NBR over SSFEP. This is also most apparent in the less well converged base pair data.

3.3. Quality Diagnostics. The data so far suggest that the use of RSM and NBR does not offer significant improvements in accuracy or convergence of hybrid free energy calculations over SSFEP. We now consider whether indirect access to QM ensemble properties can provide useful diagnostic information about the quality of computed perturbations. We consider two approaches to this end: an analysis of the relative importance of individual snapshots within a perturbation and the calculation of configuration phase space overlaps.

Consider the RSM ensemble building algorithm: in the limit that the target and source ensembles are the same, individual configurations will occur in both with the same probability. For increasingly less similar ensembles, however, configuration frequencies will differ significantly. This simple line of reasoning suggests that it may be possible to identify problematic calculations by considering the distribution of configurations from the source ensemble that are included in the built target ensemble. In cases where the source and target ensembles are very different, the free energies calculated by all techniques would be expected to be of low accuracy. Figure 5 panels a and b show the populations of the source classical ensemble configurations accepted into the target DFTB ensemble built using RSM for chloromethane and nitrobenzene, respectively. As expected, the well behaved chloromethane perturbation shows an almost uniform distribution of configurations, whereas the poorly converged nitrobenzene result shows a small number of configurations dominating the target ensemble.

Deviations from uniformity of the distribution can be quantified through the $\chi^2$ statistic. Here we are not attempting to establish statistical significance through comparison with the $\chi^2$ distribution but are simply using the computed $\chi^2$ value as a diagnostic. When plotted against unsigned error values for the hydration data set, nitrobenzene is successfully identified as having the largest $\chi^2$ statistic (Figure 5c). An analogous analysis can also be carried out for NBR by considering the exponential

![Graphs showing predicted configuration space overlap and unsigned error against predicted overlap for hydration and base pair data.](image-url)
bias values associated with each configuration (that is, \( \exp[\beta V_0(x)] \)) from eq 12.

While a large \( \chi^2 \) value appears to be a useful warning sign for individual perturbations, clear interpretation in the absence of known errors is hindered as the diagnostic is unnormalized and gives values spread over several orders of magnitude. For this reason we also consider the use of configuration space overlap measures. The impact of configuration space overlap on the convergence of free energy calculations and their utility has been previously considered, especially in particular in the context of NBR. As developed in the methods section, we present a simple to compute and intuitive measure for quantification of the configuration overlap between the end points of a free energy calculation. The result, eq 15, requires ensemble averages from the two states of interest. Therefore, RSM and NBR can be used to compute this overlap measure without the need to directly sample the target state, something not possible with SSFEP. We here explore the possibility of predicting overlap values in this way and their potential ability to highlight poorly performing perturbations.

Results of this analysis are given in Figure 6. Overlap values were acquired using eq 15 with the directly sampled ensembles of the data set. Predicted overlap values replace one of the directly sampled ensemble averages in eq 15 with one built by RSM or in the case of reweighting with NBR:

\[
O_{\text{NBR}}^{0,1} = \frac{2(f(\langle U_0^2 - U_1 \rangle - C)\exp[\beta U_0])}{\langle f(\beta(U_0 - U_1) - C)^2 \exp[\beta U_0] \rangle}
\]

(20)

\( O_{\text{NBR}}^{0,1} \) is the predicted overlap between states 0 and 1, where state 2 has been reweighted to give state 1 and \( V_{2,1} = U_2 - U_1 \). Equivalently in the hydration data set we obtain the overlap between the DFTB Hamiltonian and the classical Hamiltonian at \( \lambda_2 \), where the classical Hamiltonian at \( \lambda_1 \) has been reweighted to give the DFTB ensemble. For the base pair use of different permutations of the four states of the data set with eq 20 again provides 24 unique data points. Predicted overlaps using both the RSM and NBR approaches are shown for the hydration (Figure 6a) and base pair data (Figure 6b) compared with values calculated from independently derived ensembles using eq 15.

Both data sets show that predicting the true overlap between states is quite accurate (low MUE values and good correlations). This is particularly apparent for the hydration data where better numerical convergence provides a clearer signal. Demonstration of the utility of these values is shown in Figure 6c) where nitrobenzene, the worst performing perturbation, also has the lowest predicted overlap for both NBR and RSM. The same cannot be argued for the base pair data set (Figure 6d). Given the relatively poorer numerical convergence and less realistic application of the proposed techniques we do not consider this to be particularly problematic.

The relationship between overlaps and the chi squared metric is direct and shown in Figure 5d. As overlap decrease, we see an increase in \( \chi^2 \), clearly showing the MM ensemble is struggling to generate a representative QM ensemble. Overlap values are more readily interpretable than \( \chi^2 \), however, as they are normalized and linearly distributed. Low predicted overlap values may be useful to highlight “high risk” perturbations where anomalous behavior is possible and errors may be large. Filtering calculations in this way provides a potential route to allow more consistent performance when applying hybrid free energy techniques.

4. CONCLUSIONS

We have presented a rigorous evaluation of some of the most well established techniques for the calculation of MM to QM free energy differences. Through comparison with computational data where converged free energy differences are available, we avoid the complications of using experimental data. In addition we present our own technique based on resampling a previously generated MM distribution and application of a Monte Carlo Metropolis test to build an ensemble of structures with the correct Boltzmann weights for the QM Hamiltonian. This technique is theoretically rigorous and consists only of a simple algorithm.

Comparable accuracy is seen for SSFEP, NBR, and RSM at a range of sampling frequencies despite the relatively greater computational expense for NBR and RSM. We demonstrate the value of these latter techniques by showing that MC resampling and non-Boltzmann reweighting can be used to predict the configuration space overlap between MM and QM states without the need to directly sample at the QM level. Comparable performance is seen between the techniques in this regard, and the useful application of the predicted overlap values to detect notable sources of error is demonstrated. Although we consider these techniques in the context of hybrid free energy calculations we note their generality in the efficient calculation of free energy differences between any Hamiltonians. Thus, despite their extra computational cost, the ability to detect poorly converged calculations using the overlap metric supports the use of NBR or RSM over SSFEP.
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