ABSTRACT

In this paper, we investigate the recent studies on multimedia edge computing, from sensing not only traditional visual/audio data but also individuals’ geographical preference and mobility behaviors, to performing distributed machine learning over such data using the joint edge and cloud infrastructure and using evolulational strategies like reinforcement learning and online learning at edge devices to optimize the quality of experience for multimedia services at the last mile proactively. We provide both a retrospective view of recent rapid migration (resp. merge) of cloud multimedia to (resp. and) edge-aware multimedia and insights on the fundamental guidelines for designing multimedia edge computing strategies that target satisfying the changing demand of quality of experience. By showing the recent research studies and industrial solutions, we also provide future directions towards high-quality multimedia services over edge computing.

1 Introduction

1.1 Challenges of Multimedia

Recent years have witnessed an explosive growth of a variety of types of multimedia data generated at the edge of networks, as a result of the rapid development of smartphones, tablets, 5G base stations, mobile routers, and a massive number of devices connected through the Internet of Things (IoT). According to International Data Corporation (IDC) prediction, over 120 zettabytes of the data will be generated by edge devices by 2025 [70], among which multimedia data will be the most significant category. The generation, storage, processing, and delivery of the multimedia data is challenging the conventional centralized data processing and distribution paradigm: it is costly to process them in the centralized infrastructure and brings in the unsatisfactory quality of experience, e.g., large latency and concern of data privacy.

1.2 Edge Computing for Multimedia

The new generation of socialized, crowdsourced, mobilized, and immersive multimedia services and applications, including mobile social media, interactive livecast, online gaming, and virtual and augmented reality, lead to a large number of new interactions between the participants. The general issues in a centralized solution for the multimedia services above mainly include large edge-to-cloud latency and bandwidth consumption, service availability, energy consumption, and privacy concerns in a centralized solution [53].

These problems have all called for the migration from the conventional centralized cloud multimedia to the distributed edge multimedia empowered by the capacities of edge computing and edge network, and/or an merging between them. The concept of edge computing has been proposed for over a decade, and has been recognized by academia and industry as a trending research area. This paradigm shift is based on the design philosophy to make the infrastructure close to the end-users where the original data is generated, to mitigate the aforementioned latency, bandwidth, energy consumption and privacy issues.

Although the paradigm shift provides a new design space to improve multimedia experiences, with the diverse multimedia data types and requirements in data sensing, edge processing and edge content distribution, a careful study on multimedia edge computing is still in demand.
1.3 Multimedia Edge Computing

As illustrated in Fig. 1, multimedia edge computing enables a number of multimedia service related procedures to perform at the edge network, including data sensing, synthesizing, machine learning (including both edge training and inference), and content serving (including both caching and distribution).

- **Edge sensing.** The infrastructure allows users to upload multimedia data to edge devices nearby, which addresses several problems at the “first-mile” networks [48], where multimedia content is generated in crowdsourced applications, e.g., crowdsourced live streaming like Tiktok. At the same time, the deployment of massive edge devices potentially provide the capabilities to sense crowds patterns like geo-preference and mobility, to improve the multimedia service deployment accordingly.

- **Edge learning.** With the improvement of computational capacities at edge devices, they are able to perform certain data inference tasks with deep learning models or parts of the models executing on the edge devices [24, 31]. Based on the new cloud and edge infrastructure, researchers have started to optimize both the inference accuracy and inference latency in a joint framework.

- **Edge serving.** Using edge infrastructure to cache content that is to be requested by users, can significantly reduce the backbone load and end-to-end latency; while for mechanism design, in edge content caching and delivery, not only content popularity but also the mobility patterns of users affect these strategies [36]. Meanwhile, due to the increased dynamics in multimedia content request patterns caused by the “edgeness,” reinforcement learning and online learning frameworks have been investigated to improve the adaptation capabilities for such solutions [14].

Most of the existing survey studies usually investigate edge computing for general purposes. Mao et al. [41] provided a research outlook from the centralized mobile cloud computing towards mobile edge computing. Abbas et al. [2] studied the importance and challenges of the deployment of mobile edge computing, and the impact of edge computing integration with the traditional mobile and cloud networks. From the architecture perspective, Mach et al. [40] studied computation offloading using the edge infrastructure, including decision on computation offloading, allocation of computing resource within the mobile edge computing and mobility management. Roman et al. [51] have analyzed the security threats, challenges, and mechanisms inherent in all edge paradigms.

In this paper, we study edge computing from a multimedia perspective, covering edge content generation, processing, and consumption. In particular, we present the general paradigms of multimedia edge computing and review studies on multimedia edge sensing, edge inference and edge content distribution. In this paper, we study edge computing from a multimedia perspective, covering edge content generation, processing, and consumption. In particular, we present the general paradigms of multimedia edge computing and review studies on multimedia edge sensing, edge inference and edge content distribution.

The rest of the paper is organized as follows. In Section 2, we present the paradigms including multimedia-aware edge computing and edge-aware multimedia. In Section 3, we investigate multimedia data sensing from the edge network. In Section 4, we show how the joint edge-cloud infrastructure is able to provide scalable and low-latency edge inference for multimedia services. In Section 5, we study learning-based edge caching strategies for the dynamical changing multimedia requests at edge networks. Finally, we conclude the paper and provide some potential future directions in Section 6.

2 Paradigms of Multimedia Edge Computing

2.1 Multimedia and Edge Computing

Based on the relationship between multimedia and edge computing, the concept of multimedia edge computing can be classified into two categories: multimedia-aware edge computing and edge-aware multimedia.

- In multimedia-aware edge computing, previous studies are devoted to designing better edge-computing infrastructure and strategies, with the awareness of multimedia services and applications, to handle multimedia tasks and processing multimedia content. In our study, both edge sensing and edge content serving belong to this category, in a sense that edge servers and resources are allocated to improve the traditional multimedia content serving.

- In edge-aware multimedia, studies are focusing on making multimedia data collection, storage, and processing, more ready to take advantage of the availability of the existing edge computing. In our study, the edge learning and inference belong to this category, since deep learning models are “changed,” e.g., by model distillation or compression, to make use of the existing edge resources.
2.2 Services of Multimedia Edge Computing

Based on the serving stage, we also divide multimedia edge computing into edge sensing, edge learning and edge content serving. In particular, we are going to explore the potentials of multimedia edge computing, in improving the capabilities of content sensing and harvesting, machine learning and content caching.

- For edge sensing, we reveal how edge-sensed data can be utilized for improving the multimedia service quality. We consider two representative studies. The first one is data-driven edge behavior sensing, where user behaviors are sensed from edge network. The second one is crowdsourced multimedia edge harvesting, which explores improving the performance for users to upload the user-generated multimedia content with edge-network path re-routing at the first mile, to enhance the experience in crowdsourced content generation. For example, the trending live streaming has been optimized to utilize edge devices as the initial streaming relays, so as to improve the broadcaster’s upload quality, which in turn improves the overall streaming quality for viewers significantly [49].

- For edge learning, we present that the combination of edge computing and machine learning provides a promising solution with the purpose of enhancing the quality and speed of inference over deep learning models. Edge inference processes and analyses the data or a certain fraction of the personal data locally, which effectively protects users’ privacy, reduces response time, and saves bandwidth resources. Being aware that specific inference tasks (e.g., detection for different objects) are deployed on different edge devices, machine learning techniques including transfer learning [47], federated learning [25] and meta learning [13] have
also been applied in multimedia tasks with new inference requirements, such as low latency, heterogeneous sample distributions, etc.

- For edge content caching and delivery, user requests can be served with much smaller latency if the edge caches are deployed close to the users. An edge caching policy can thus be either reactive or proactive: a reactive caching policy determines whether to cache a particular content after it has been requested, while a proactive caching strategy places content at edge nodes actually before users request it, based on the prediction of content popularity. A good example is mobile social multimedia content distribution. Based on the mobility sensing capability enabled by edge networks, crowds’ mobility patterns are inferable from their associations with base stations nearby, and a content provider can thus proactively deploy content likely to be requested by users in the neighborhood to reduce the latency when they actually fetch them [36].

Next, we will present the recent research studies and industrial solutions for these different multimedia edge computing services.

3 Sensing from the Edge

In this section, we present how edge-sensed data can be utilized for improving the multimedia service quality. In particular, by jointly investigating crowd mobility patterns and their preferences, new intelligence can be developed [36].

3.1 Data-driven Edge Behavior Sensing

The first case study is to understand user behaviors in edge networks.

3.1.1 User Preference

One representative application with edge sensing is mobile video streaming. In [36], we studied mobile video behaviors in the edge networks. Datasets used for this study covers how users view videos in the mobile video streaming app has been recorded in 2 weeks. In each trace item, the following information is recorded: 1) The device identifier, which is unique for different devices and can be used to track users; 2) The timestamp when the user starts to watch the video; 3) The location where the user views the video: the video player reports the location either collected from the device’s built-in GPS function or inferred from the network parameters (e.g., cellular base station); 4) The title of the video.

3.1.2 Edge-sensed Mobility

The data for studying user mobility patterns covers over 1 million Wi-Fi APs in Beijing city, including the basic service set identifier (BSSID) of Wi-Fi APs and the location of the Wi-Fi hotspots. This dataset samples a large fraction of Wi-Fi APs that are actually deployed in Beijing, allowing us to determine whether these APs can provide content delivery functionality for mobile video streaming. Each trace item contains the latitude and longitude of the AP and the point of interest (PoI) information of the AP (e.g., hotel). The dataset also contains cellular network information, including locations, IDs, and location area code (LAC) of the cellular base stations.

3.2 Temporal and Spatial Request Patterns

To study the mobility patterns of viewers, we assume that the users’ requests can be served by the nearest Wi-Fi APs or cellular BSes. Thus, we first classify all the users in the mobile video streaming system into two categories: multi-location users, who request videos in different locations (APs/BSes) within one day in the traces, and single-location users, whose requests are all issued from the same place (APs/BSes) within one day. Note that a user may be a multi-location user or a single-location user on different days.

3.2.1 Skewed Geographical Request Distribution

We investigate the geographical distribution of requests. According to the longitude interval 0.01° and latitude interval 0.01°, the region of the whole city is divided into different locations. Every location can be regarded as a 0.01° × 0.01° geographic location with an area of 0.72km². Each location has a PoI functionality label, which indicates the largest PoI functionality number at the location. We count the number of requests issued in these locations. Our observations are as follows: 1) More requests are issued at night than during the daytime, e.g., the number of requests from 6 pm–12 pm is 74% greater than that from 12 am–6 pm. 2) A significant fraction of locations only has very few
requests issued. These observations indicate that to serve mobile video requests, the edge network content delivery systems need to take the geographical request distribution into consideration, e.g., to allocate more resources to the locations with higher request density and proactively push content to the edge at the off-peak times.

3.2.2 Video Requests on the Move

We study the behaviors of multi-location users in different locations within one day, such as a university, airport, railway station, scenery spot, and business district. Our observations are as follows: 1) These locations generally have a relatively stable multi-location user fraction of approximately 20%. 2) Some locations have lower multi-location user fractions than others, e.g., there are fewer users in university than at the rail station. 3) The fraction of multi-location users changes significantly over time in some locations, e.g., the fraction in the business distinct drops from approximately 25% on weekdays to 15% on weekends. The reason is that mobile video behaviors are highly correlated with the regular commute behaviors of users.

3.2.3 Periodical Request Patterns

To specify the periodical request patterns, we use a frequency analysis approach \cite{61}, as follows:

i) Let \( x = (x_1, x_2, \ldots, x_N)^T \) denote the number of video requests over time, i.e., \( x_i \) is the number of requests in time slot \( i \). In our experiments, each time slot is 1 hour, and we study the request samples in 1 week, i.e., \( N = 168 \).

ii) We perform DFT as follows,

\[
X[k] = \sum_{n=1}^{N} x_n e^{-2\pi i k n / N},
\]

where \( X[k] \) is the frequency spectrum of the sequence of requests \( X \) in the time domain. A larger \( X[k] \) indicates that the sequence has a more substantial period of \( k \).

iii) We study the amplitude of the frequency-domain sequence \( X[k] \), in which amplitude and phase represent request volume and their peak-valley time, respectively.

Fig. 2 shows the discrete Fourier transform (DFT) results of the requests over time. In particular, we plot the amplitude versus the frequency of requests in different functionalities of locations. Our observations are as follows: 1) There are some major frequencies with large amplitudes, e.g., \( k = 7, 14, \) and 21, corresponding to 1 day, 12 hours and 8 hours, respectively. This means that we can use the three frequency components to present the time-domain traffic. Furthermore, we can leverage this property to predict future traffic. 2) Different functionalities of locations also have different major frequency patterns. For example, the daily pattern is more evident for the residential areas than the hotels, and the business areas have a strong period of 8 hours. This observation indicates that the periodical patterns of mobile video requests are highly affected by the functional type of locations, which can be utilized to distinguish locations with different functionalities.
3.3 Video Requests Affected by Mobility Behaviors

In this section, we study what drives the previous request patterns. Particularly, we focus on mobile video user behaviors. In the following experiments on multi-location users, our results are the average results of fourteen days.

3.3.1 Mobility Intensity Analysis

In our experiments, we only study the behaviors of active users who requested at least ten videos daily in our 2-week traces. Among these 9,576 active users, we have 30% multi-location users and 70% simple-location users, which are defined previously.

Locations Visited

We first study the mobility intensity of the multi-location users. In Fig. 4(a), we plot the fraction of users versus the number of “movements,” i.e., the number of requests issued in different locations in one day. We observe that the number of movements is generally in the range $[1, 30]$, and the range $[2, 3]$ has the largest fraction of users. The results are quite similar for weekdays and weekends. We next study the number of locations where the requests are issued. In Fig. 4(b), the bars are the fraction of users versus the number of locations where videos are requested in one day. As shown in this figure, as many as 50% of the multi-location users only issued video requests at 2 locations, and 80% of the users only requested videos from less than 4 locations. These results indicate that it is common for multi-location users to request videos from different locations, but the number of locations (per user) is quite limited. It provides some basic characteristics to capture the trajectory of multi-location users.

Distance and Interval of Movements

We further measure the cumulative distribution of the distances between consecutively visited locations with different time intervals. Fig. 5(a) plots the CDFs of distances between locations where users consecutively request mobile videos. In detail, we select 3 intervals to divide users into the same order: $[0, 10)$ min, $[10, 60)$ min, and $[60, \infty)$ min. We observe that when the interval is shorter than 10 min, the distance is much shorter than that with the other intervals. However, as the interval time increases, the distance does not always become longer. The small time interval indicates that users frequently move between different locations. It is inferred that most users move between 2 or 3 locations in a small time interval.

We also study the intervals between successive mobile video requests. In Fig. 5(b), we plot the interval between successive requests of users with different movement speeds. We choose two reference speeds: the average speed of walking (i.e., 5.6 km/h) and the average speed of the subway (i.e., 40 km/h). As shown in this figure, when the speed is less than 5.6 km/h, most of the request intervals are small. For example, 80% of the request intervals are issued within 1.5 hours, whereas only 40% of the request intervals are issued in 1.5 hours for the movement speed of $[5.6, 40)$ km/h. These observations indicate that the mobility speed of users also affects the request patterns. Moreover, these results largely depend on vehicles, which determine the route time.
3.3.2 Migration Patterns

For the multi-location users who request videos in different locations, we study their migration patterns, \textit{i.e.}, how they move across different locations.

According to our previous observations, users only request mobile videos in a small number of locations. We study how they move across these locations. In Fig. 5, we plot the fraction of users who share the same migration patterns across different locations. In this figure, we plot the most popular 7 migration patterns, which contribute 70\% of all the migrations between locations. We observe that \textit{moving between two particular locations constitutes almost 50\% of the migrations}. Additionally, there are migration patterns across 3 and 4 locations. These results provide us with the essential characteristics to construct connections between different locations for achieving caching cooperation strategies.

3.4 Crowdsourced Multimedia Edge Harvesting

Besides sensing the preference of users and their mobility patterns, edge computing and edge network also enable us to explore improving \textit{content harvesting} with \textit{path re-routing} at the first-mile.

3.4.1 Impact of First-Mile Network

Different from conventional on-demand multimedia services (\textit{e.g.}, Hulu or Netflix) and professional live streaming services (\textit{e.g.}, ESPN), a new type of crowd broadcast services faces an especially severe challenge for low latency and sustainable bandwidth as the most broadcasters employ ordinary mobile devices and unstable network for live streaming. A major reason that makes edge harvesting a better solution is as follows: the first-mile connection between broadcast and the server is usually a bottleneck.

Zhang \textit{et al.} \cite{zhang2017} showed that in live broadcast services, a viewer rebuffer might either be caused by the first mile at the broadcaster’s uplink or the last mile at the viewer’s downlink. If a network slowdown (\textit{e.g.}, caused by congestion) is happening at the first mile, the streaming server fails to receive the video chunks, causing every viewer to encounter live interruption, which appears to be rebuffering on his/her video player. First-mile network degradation causes severe quality issues. Pang \textit{et al.} \cite{pang2018} used a metric of \textit{viewer rebuffer percentage} (\textit{i.e.}, the number of rebuffered viewers divided by the number of all viewers in the same channel) to study the impact of first-mile network quality, and observed that the situation that 100\% of the viewers are encountering rebuffer, accounts for 17\% of all rebuffer events; that is, as large as 17\% of the rebuffer events are likely to be caused by the first-mile network quality.

3.4.2 Edge Routing to Improve Upload Quality

Pang \textit{et al.} \cite{pang2018} introduced an edge harvesting network, to enable data re-routing at the application layer, to reduce the network sudden slowdown probability. In this framework, some \textit{“relays”} are provided by an edge network operator. When a \textit{“relayed path”} outperforms the default path, one can choose it to reduce latency and obtain sustainable band-
The relay assignment problem is based on the network performance, and keeping track of the network performance between the relay and server is feasible. With the network performance collection from direct measurement and prediction, the network performance keeps up to date, which can be used for relay assignment. A hybrid assignment solution is proposed to determine the relay assignment at a different time and broadcaster number scales. The hybrid solution determines whether a broadcast streaming should be relayed, and further which edge relay to use. The centralized assignment takes the whole end-to-end network performance information as input, to calculate the optimal relay assignment of all broadcasters as output. Due to relatively large computations, the centralized assignment operates periodically.

When a broadcast channel is established, it should be relayed to an optimal path at once. The centralized assignment is not appropriate in this scenario, as the centralized assignment cannot guarantee a fast response. Hence, a distributed assignment has been designed to make a quick decision for a better network condition in subsecond response time when a broadcast channel is established. The relay decision is performed on the broadcasters’ devices and relay nodes in a distributed way. Specifically, the broadcaster’s device decides which relay to use with multi-armed bandits, which explores the network conditions based on the historical data. Once a broadcast channel is assigned to a relay, the relay nodes then decide which server to upload based on the current traffic information.

To summarize, edge sensing provides the capability to perform data-driven investigation on request patterns and users’ trajectories, which can be utilized to guide fine-grained edge multimedia serving to be presented later. Meanwhile, edge itself serves the first-mile data harvesting infrastructure: multimedia content can be uploaded better with strategies like edge re-routing.

4 Scalable and Low-latency Edge Inference

Most of today’s deep learning models are deployed on dedicated devices in the central datacenter. In this scheme, end users have to upload a large amount of input data (e.g., images and video clips) to the servers, causing high transmission latency. To address this problem, Chen et al. [6] presented an object tracking system that drops video frames from the raw video to improve bandwidth efficiency. Jain et al. [22] suggested using the blurred frames to reduce the upload traffic load. The inherent limitations of these conventional cloud-only studies are that they have to upload the original data to the cloud, causing high network traffic load and transmission latency. A clear trend is that edge and cloud infrastructures are utilized more and more jointly to provide low latency, high accuracy, and efficient execution in deep multimedia inferencing.

4.1 Latency Issue of Centralized Inference

With the great success of deep learning in computer vision, this decade has witnessed an explosion of deep learning-based computer vision-based applications. Because of the enormous computational resource consumption for deep learning applications (e.g., inferring an image on VGG19 requires 20 GFLOPs of GPU resource), in today’s online computer vision-based applications, users usually have to upload the input images to the central cloud service providers (e.g., SenseTime, Baidu Vision and Google Vision, etc.), leading to a significant upload traffic load.

Several existing studies have been following the edge-offloading scheme. Ran et al. proposed a framework that deciding running a deep neural network model either on the edge side or the cloud side based on a function fitted on battery consumption, latency, and current network condition [50]. Jiang et al. proposed to use edge devices to extract global information that is unavailable for a single client, to assist the deployment of deep learning applications [23], so they can reduce the redundant computation of each stream.

4.2 Challenges of Using Edge Inference

4.2.1 Lack of information about the cloud-based computer vision models

Previous studies [33, 59, 18] generally assume that the details of the computer vision models are available so that they can adjust the JPEG configuration according to the model structure, e.g., one can train a model to determine the JPEG configuration by plugging the original computer vision model into it. However, the structural details of online computer vision models are usually proprietary and not open to the users.

4.2.2 Different cloud-based computer vision models need different JPEG configurations

As an adaptive JPEG configuration solution, we target to provide a solution that is adaptive to different online computer vision-based services, i.e., it can generate JPEG configuration for different models. However, today’s cloud-based
computer vision algorithms, based on deep and convolutional computations, are quite hard to understand. The same compression quality level could lead to a different accuracy performance. This phenomenon is presented in [10] and commonly seen in adversarial neural network researches [66, 12].

4.2.3 Lack of well-labeled training data

In edge inference, a problem is that one is not provided the well-labeled data on which image should be compressed at which quality level, as in conventional supervised deep learning tasks. In practice, such an image compression module is usually utilized in an online manner, and the solution has to learn from the images it uploads automatically.

4.3 Joint Accuracy- and Latency-aware Model Decoupling

To deploy the deep learning application using the computational power on edge, Li et al. proposed a joint accuracy- and latency-aware deep learning model decoupling solution [31].

The framework of the joint accuracy- and latency-aware deep network decoupling design is presented in Fig. 6. The deep learning models share a layered network structure, making it possible to decouple a deep learning model layer-wise and deploy it separately. Therefore, the models are decoupled as follows: 1) Feed the raw data (e.g., an image) to the input layer of the deep learning model and run some of its first layers on the edge device; 2) Compress the feature map of the last layer on the edge device, and transmit it to the cloud server, in which runs the late layers of the deep learning model; 3) The decoupling point layer will dynamically change according to the user accuracy demand, network condition and the computation capacity on the edge device.

4.3.1 Decoupling points

Not all connection points between layers can be used for decoupling. In traditional deep neural networks like AlexNet, VGGNet, input data flow straightforward along with layers. However, some recent deep learning models tend to introduce more complex network structures rather than sequential models (e.g., ResNet, GoogleNet and InceptionNet) [19, 57, 58]. To be general to all deep learning models, logical decoupling points are defined, such that a full res-unit in ResNet is regarded as one hyper layer, equivalent to a convolution layer in conventional sequential models. It means that the granularity is layer-wise when decoupling a sequential model, while the granularity is unit-wise when decoupling a complex branchy structure.

4.3.2 Accuracy-aware In-layer Feature map Compression

Motivated by the fact that the in-layer feature maps have strong sparsity, the in-layer feature maps can be compressed to reduce the in-layer data size while trying to keep the accuracy loss within a user-defined boundary. The in-layer feature map compression is composed of two steps.

First, almost all current deep learning models use float-point values to express the feature values, which takes up a considerable data size, the float feature values are converted into low-bit integers, quantize the float values into integers by using a step conversion function shown as below. Such quantization has been proved feasible to compress the parameters.
Next, after the quantization, a large number of values are mapped to 0. Therefore one can conduct further compression with benefit from conventional variable-length code. Huffman Coding is then used to compress the sparse integer feature maps further.

4.4 Reinforcement Learning-based Edge Compression

Besides model decoupling, with the assistance of multimedia edge infrastructure, one can also compress the data at edge before uploading it for inference. Though JPEG has been used as the de facto image compression and encapsulation method, its performance for the deep computer vision models is not satisfactory. Liu et al. [33] showed that by re-designing the quantization table in the default JPEG configuration, one can compress an image to a smaller version while maintaining the comparable inference accuracy for a deep computer vision model.

Li et al. [30] present a reinforcement learning-based solution, called AdaCompress, to choose a proper compression quality level for an image to a computer vision model on the cloud-end, in an online manner. First, they have designed an interactive training environment that can be applied to different online computer vision-based services. A Deep Q-learning Network-based [43] agent is proposed to evaluate and predict the performance of a compression quality level on an input image. In real-world application scenarios, this agent can be highly efficient to run on today’s edge infrastructures (e.g., Google edge TPU).

A reinforcement learning-based framework is proposed to train the agent in the above environment. The agent can learn to choose a proper compression quality level for an input image after iteratively interacting with the environment by feeding the carefully designed reward that considers both accuracy and data size. An explore-exploit mechanism is designed to let the agent switch between “sceneries.” In particular, after deploying the agent, an inference-estimation-querying-retraining solution is designed to switch the RL agent intelligently once the scenery changes and the existing running agent cannot guarantee the original accuracy performance.

A conceptual framework of the solution is shown in Fig. 7. Briefly, it is a deep reinforcement learning-based system to train an agent to choose the proper quality level for an image to be compressed in JPEG format. Note that the Deep Q-learning network-based agent’s behaviors are various for different input image “sceneries” and backend cloud services. By analyzing the agent’s behaviors using, they provided the reasons that the agent chooses a specific compression quality level, and revealed that images containing large smooth areas are more sensitive to compression, while images with complex textures are more robust to compression for computer vision models. The full design of AdaCompress is then able to choose a proper compression quality level for an image to a computer vision model on the cloud-end, in an online manner.

5 Learning-based Edge Content Serving

5.1 Mobility-driven Edge Content Caching

Video clips are increasingly being generated by users and instantly shared with their friends. In contrast to conventional live and on-demand video streaming that are consumed using TVs and PCs, mobile video streaming is generally watched by users on mobile devices with wireless connections, i.e., 4G/5G cellular or Wi-Fi. User behaviors and wireless network quality in mobile video streaming [20, 32] can be quite different from those in conventional video streaming [3, 46], thus requiring improvements in the delivery of mobile video streaming.

To meet the sky-rocketing increase in bandwidth requirements resulting from data-intensive video streaming and to reduce the monetary cost for renting expensive resources in conventional content delivery networks (CDNs), video service providers are pushing their content delivery infrastructure closer to users to utilize network and storage resources in households for content delivery [29], including caching content over femtocells [17] and replicating video content via Wi-Fi smartrouters in households. Youku, one of the largest online video providers in China, has deployed over 300K smartrouters in its users’ homes in less than one year, expecting to transform a large fraction of its users (250M) into such content delivery peer nodes [38]. To serve users with good quality of experience using the new edge network solutions, it is important to answer the following questions: 1) What are the video request patterns in mobile video streaming? 2) How do users behave in today’s mobile video systems, and what is the implication of their behaviors on edge network video content delivery? 3) How is the quality of user experience in mobile video sessions? 4) Can today’s mobile network infrastructure appropriately satisfy the mobile video streaming demand? 5) What strategies can be applied to best support mobile video content delivery?

---

1 AdaCompress works with online computer vision-based APIs https://github.com/hoseal008/AdaCompress
Several measurement studies have been conducted to address the above questions. However, such measurement studies are challenging because many different factors are involved, including user behaviors (i.e., mobility pattern and video preference), video content characteristics, and mobile network characteristics. Previous studies generally focus on a single aspect, e.g., studying the popularity of mobile video content \[4, 64\], user mobility behaviors \[8\], or network strategies to support mobile video streaming, e.g., content replication \[16\]. The limitation of the previous studies is that they have not considered the joint impact of user behaviors, content characteristics, and wireless network deployment, on edge network content delivery.

The above questions are addressed from the perspectives of both the mobile video service and wireless network providers. From the perspective of mobile video service, how users view mobile videos, including their mobility patterns in video sessions and the content selection in different locations, are studied to build a mobile video consumption model. From the perspective of wireless network provider, the mobile video requests can be served by both the Wi-Fi and cellular infrastructures that are commonly used by today’s users, and there are analytical insights on how to improve the QoS of wireless networks according to their video request patterns.

Based on previous results, both mobility and geographic migration behaviors of users can significantly affect mobile video requests. In particular, the mobility behaviors of users are heterogeneous, e.g., a number of multi-location users request videos intensively and request them in different locations, whereas there is a large fraction of users who only request a small number of videos in the same location. For the geographic migration behaviors, users have regular commute behaviors, involving 2–3 regularly visited locations where they tend to request mobile videos, and it is common for users to move between the same type of locations (e.g., residential) and issue video requests. These observations suggest that joint caching strategies over multiple locations can improve the caching performance.

It is then reasonable to compare the effectiveness of Wi-Fi and cellular-based edge network caching solutions, and study the potential improvement on mobile video streaming to today’s wireless networks. Based on the edge network traces covering 1,055,881 Wi-Fi APs and 69,210 cellular base stations, Ma \textit{et al.} \[37\] investigated conventional caching strategies, including least recently used (LRU) and least frequently used (LFU) for edge network mobile video delivery. Most of today’s Wi-Fi and cellular deployments are close enough to the mobile requests of users in different locations; however, although Wi-Fi and cellular have different deployment strategies, they cannot well serve different categories of mobile video users. Second, a number of factors including user mobility, content popularity, cache capacity, and caching strategies affect the caching performance for both Wi-Fi and cellular caching for mobile
video delivery. For example, unpopular videos attract users mostly from few locations where users have particular interests in the content, and caching strategies have various influences on different categories of users.

Motivated by the measurement insights, a geo-collaborative caching strategy can be designed for mobile video delivery, which jointly considers mobile video request patterns, user behaviors and the deployment of wireless networks. According to real-world trace-driven experiments, such design is able to achieve a 20% (resp. 30%) cache hit rate improvement and a 20% (resp. 30%) service rate improvement compared with conventional LRU (resp. LFU) caching strategies.

### 5.2 Joint Mobility and Social Content Replication

Mobile social network services based on the convergence of wireless networks, smart devices, and online social networks have witnessed rapid expansion in recent years. According to YouTube, over 100 hours worth of videos have been produced by individuals and shared among themselves, and the traffic resulting from delivering these content items to mobile devices has exceeded 50%, significantly challenging the traditional content delivery paradigm, in which content is replicated by a hierarchical infrastructure using the same scheme. It is usually expansive and inefficient to replicate the massive number of social content items to traditional CDN servers.

With the development of device-to-device communication, it has become promising to offload the bandwidth-intensive social content delivery to users’ mobile devices and let them serve each other. Previous studies have demonstrated that such device-to-device content sharing is possible when users are close to each other and when the content to be delivered is delay tolerant. Mobile edge networks (or edge networks for short) define the local area whereby users move across regions and can directly communicate with each other. It is intriguing to investigate content delivery strategies in the context of edge networks because both users’ behaviors and network properties have to be studied.

In traditional device-to-device content sharing, a user typically sends the generated content to a set of users that are close to the user in a broadcast-like manner, therein causing the following problems: 1) Due to the broadcasting mechanism, users’ devices have to expend high amounts of power to cache and forward many content items in the edge network. As the number of user-generated social content items increases, such a mechanism becomes inherently in-scalable. 2) Social content—due to the dynamical social propagation—has heterogeneous popularity, whereas conventional approaches treat all such content the same, resulting in wasted resources to replicate unpopular content items. 3) Due to the dynamic mobility patterns, it is difficult to guarantee any quality of experience.

To address these problems, a joint propagation- and mobility-aware replication strategy is proposed based on social propagation characteristics and user mobility patterns in the edge-network regions, e.g., 100 × 100m² areas that users can move across and deliver content to other users. The idea behind the proposal is as follows. 1) Instead of letting content flood between users that are merely close to one another, it is reasonable to replicate social content according to the social influence of users and the social propagation of content. 2) A regional social popularity prediction model is proposed to capture the popularity of content items based on both regional and social information. 3) Then, the system can replicate social content items according to not only regional social popularity but also user mobility patterns, which capture how users move across and remain in these edge-network regions.

The whole framework is facing the following challenges: How does one capture the joint propagation and mobility behaviors? How does one identify the parameters that affect the performance of mobile social content replication? How does one design efficient strategies/algorithms for the proposal that work in the real world?

Social propagation and user mobility predictive models are designed to capture the popularity distribution of content in different regions. Using the predictive models, the D2D content replication can be formulated as an optimization problem, which is inherently centralized. It can be solved by a heuristic algorithm in a distributed manner practically, therein only requiring historical, local and partial information.

In an online social network, users share content with their friends through social connections. Both social graphs and user behaviors determine the propagation of contents. Because such social graphs and user behaviors are inside the online social network, they can be independent of users’ mobility patterns in the physical world. For example, a user can intensively interact with their friends online without having to be at the same location thanks to the online social network.

As illustrated in Fig. 8, based on the social graph and propagation patterns, how contents will be received by users can be estimate; based on the regional mobility, which regions users will be moving to and how long they will stay are predictable. Simultaneously, which users will replicate which social contents on the move can be decided. In this example, user $c$ — while not a friend of any other user — is moving to the region where user $c$ and $d$ are located. Thus, $c$ will be selected to replicate the content generated by user $a$, and both user $c$ and user $d$ will receive the content shared by user $a$ in the social propagation at times $T2$ and $T3$, respectively.
So, it is reasonable to jointly utilize the social graph, user behaviors and user mobility patterns for D2D replication to serve edge-network regions. To this end, the propagation of mobile social contents, user mobility patterns, and characteristics of edge-network regions are considered in one framework. Based on the measurement insights, a propagation- and mobility-aware D2D replication for edge-network regions is proposed. It decouples the content replication for the social propagation on the online social network from users’ mobility in the physical world, i.e., a user may cache content and deliver the content to other users who are not socially connected to the user. Note that although the replication is decoupled from the mobility, the social propagation and mobility patterns do not have to be independent, e.g., users may share more content at some locations compared to other locations. The design provides an algorithm to select content for users to cache adaptively. The solution improves the D2D delivery fraction by 4 times compared to a pure movement-based approach and by 2 times compared to a pure popularity-based approach.

5.3 Edge Caching with Joint Cache Size Scaling and Replacement Adaptation

Many vertical video-sharing platforms have to operate their own video streaming due to their unique interactive requirements (e.g., online education platform need to incorporate quiz in video streaming) that cannot be well handled by conventional large video sharing platforms (e.g., YouTube). Such small content providers can attract a large number of users driving significant internet traffic. Compared with conventional large content providers that maintain their own content distribution infrastructure globally, small content providers tend to lease resources from the emerging elastic content delivery networks, e.g., Akamai Aura [1] and Huawei uCDN [21], for their content delivery. Such ECDNs provide their tenants “content delivery as a service” with elastic configurations for the content distribution, not only the primary content assignment to peering servers but also scaling cache size and changing the content replacement strategies jointly and dynamically, for more flexibility along with their business expansion.

Using cache has been a design philosophy to improve performance for several systems over the decades. However, regarding the strategies for a cache system, scaling the cache infrastructure and changing the replacement strategy are only separately studied: adjusting cache size while fixing the replacement strategy, e.g., [26, 9, 7]; or conversely, shifting content replacement strategy while fixing the cache size, e.g., [28, 27, 42].

Previous studies usually have the following limitations when applied in elastic content delivery networks scenario. First, being able to jointly tune the cache size (representing the infrastructure scale) and replacement strategies can a
content provider achieve the maximum utility in content delivery, and this makes the studies that can only tune either cache replacement strategy or cache size separately, less efficient if not totally ineffective for small content providers to utilize elastic content delivery networks. Second, previous studies usually ignore the cost of renting cache servers, which is essential, especially for small content providers with a much tighter budget for content distribution; both the cost and cache performance determine the final utility experienced by a small content provider.

To this end, Ye et al. [65] proposed to design an elastic caching framework based on deep reinforcement learning that jointly and dynamically adjusts cache size scaling and content replacement strategy. The rationale is that deep reinforcement learning is inherently suited to solving sequential decision problems since it optimizes long-term reward [44, 54]. However, designing a joint elastic caching framework will face two significant challenges, which cannot be addressed by existing dynamic caching methods:

- **Fast and dynamical content popularity changes.** Small content providers usually have non-stationary and fast-changing content request patterns; Meanwhile, elastic content delivery network providers typically charge the small content providers using dynamical pricing schemes (e.g., spot pricing), which further makes the utility of content providers dynamically change over time. These have challenged conventional strategy assuming a stationary popularity pattern and stable pricing.
- **Actions to be jointly determined are usually from different decision spaces.** A joint elastic caching framework requires to decide two action variables simultaneously. Cache size scaling ($a_1$) is a discrete (e.g., an integer) or continuous variable (e.g., a real number); while, content replacement strategy selection ($a_2$) is usually a categorical variable (i.e., no distance measure between two variable). Nevertheless, existing deep reinforcement learning algorithms suffer performance degradation when there are discrete variables, which is called “discrete challenge” in this paper.

To address these challenges and provide a cost-effective method for small content providers to efficiently use elastic content delivery networks, a distribution-guided deep reinforcement learning-based framework called JEANA (Joint Elastic cAChing deciSion mAker) is proposed. The ultimate goal is to maximize a small content provider’s long-term utility, which comprises of the performance gain (e.g., cache hit rate) of satisfying requests at the cache, minus the rental cost of cache service. Fig. 9 shows the uniqueness of the proposal.

First, to address the challenge caused by the fast and dynamical content popularity changes, JEANA uses a model-free DRL framework to learn a policy network to generate a joint caching strategy without prior information of content popularity and dynamic pricing. In particular, a policy network is designed to combine long-term, short-term request patterns and current cache status as input to detect and adapt to rapid request pattern changes. An advantage actor-critic model is employed to keep the training process stable, while constraining the policy update step by a KL-divergence to provide the policy improvement guarantee.

Second, to handle the joint actions that are from different decision spaces, JEANA maintains structural information among action variables when handling discrete control problems. Specifically, the cache performance curve versus either cache size or replacement strategy is unimodal; based on this insight, a discrete normal distribution based policy and a Wasserstein distance loss are designed to constrain the action probability distribution to be smoother. It is proved that the distribution-guided deep reinforcement learning method has policy improvement guarantee.

### 5.4 Incentive and Fairness in Edge Content Caching

Enabled by the proliferation of mobile devices and the advent of dedicated mobile video applications, mobile video traffic has already become the largest mobile traffic category. To improve the content access quality experienced by users and alleviate the load for both CDN servers and backbone networks, CDN service providers are moving content distribution capacity to the edge networks (e.g., on access points). Edge-network based content delivery platform acts as a crowdsourcing system that can offload content distribution tasks to massive edge devices [17][35], forming what we called crowdsourced CDN.

This solution becomes promising thanks to the emergence of smart access points (e.g., femtocell [17], smartrouters [39]) equipped with an OS and storage devices (e.g., a hard disk or an SD card). For example, Akamai’s Intelligent Platform leverages millions of users’ devices to assist its content delivery infrastructure. Moreover, recent studies show that utilizing the spare resources of edge access points (APs) in crowdsourced CDN can achieve better overall system performance, e.g., reducing the cost of content providers and the content access latency of users [15][34]. Nevertheless, the move to crowdsourced CDN is still facing the following challenges.

First, multiple content providers (CPs) competing for the scarce crowdsourced CDN resources result in unfairness and low overall utilization [11]. In the crowdsourced CDN scenario where individuals’ contributions are scarce resources, CPs tend to use false (usually higher) bidding prices to compete for crowdsourced resources. Guaranteeing fair re-
source allocation and truthful bidding is challenging, especially when we consider the unique setup in crowdsourced CDN as follows. 1) It is common for CPs to compete for resources in the same edge region or the same time period, resulting in high resource competition, particularly when the resources are limited. 2) The resource demand of each CP is dynamically changing over time and across different geographical regions, making static resource bidding strategies ineffective.

Second, though edge-network owners (i.e., owners of edge APs) contributing resources can be rewarded by crowdsourced CDN, the supply of resources is highly volatile. 1) The resource supply is dynamically changing over time, because owners are free to decide whether and how much they are willing to contribute the resource individually, making conventional static pricing strategies ineffective. 2) The distribution of resource supply is highly skewed across different regions. 3) The resource supply is highly sensitive to the change in prices (intuitively, higher price leads to more resource supply but also results in higher cost) [56]. It is thus challenging to design incentive strategies that maintain a sustainable resource supply for crowdsourced CDN.

To address the challenges above, based on the game and economics theory, we propose a joint incentive and fairness guaranteed solution, which not only optimally matches the owners looking to contribute their resources with CPs looking to rent them, but also fairly decides the allocation of limited resources among multiple CPs. Conventional strategies can only follow fixed rules to collect resources from owners and rent them out to CPs, while the design focuses on dynamic resource collection and allocation in a random environment, as well as formulating games based on public information rather than specific private information. The design targets the following properties. a) Fairness: the limited resources can be fairly allocated to CPs. b) Utility maximization: the design maximizes the aggregate social welfare (i.e., aggregate utility of CPs, owners and the crowdsourced CDN service provider). c) Truthfulness: declared true demand for resources is a dominant strategy for each CP. d) Computational efficiency: the resource allocation and pricing algorithms execute in polynomial time.

Large-scale measurement studies have been performed on real-world operational traces to understand the spatial and temporal characteristics of content requests in bandwidth-intensive mobile applications. The observations reveal that...
the resources contributed by individuals can be highly limited and volatile, if not well incentivized. Meanwhile, there exists high resource competition among CPs, with heterogeneous demands in different geographical regions. The measurement studies also provide principles for the fairness and incentive mechanism design, e.g., diverse roles that CPs play (i.e., their traffic characteristics and different resource demands) are taken into account.

A joint incentive and fairness guaranteed solution is proposed for resource collection (from owners) and allocation (to CPs) in a crowdsourced CDN platform [35]. In the crowd resource collection, there is a problem of matching between the volatile crowdsourced supply and ever-changing demand from CPs. To solve this problem in a distributed and automatic manner, a Stackelberg game is designed to enable “bargain” between resource owners and the crowdsourced CDN service provider, and prove the existence of a Stackelberg equilibrium, achieving the optimal incentivized price. By coding the rewarding price, a genetic algorithm to reach the equilibrium in polynomial time is proposed.

In the fairness-guaranteed resource allocation, CPs are regarded as players in a coalitional game and prove that CPs are willing to form a grand coalition to compete for resources. a Shapley-based algorithm resolves resource allocation across different regions, which satisfies efficiency, symmetry, dummy, and additivity properties. To guarantee the rationality of the fair resource allocation, a heterogeneous charging scheme is used for CPs with heterogeneous demands. The design is able to not only handle CPs’ competition but also enable truthfulness of CPs with different demands to only bid according to their true demands.

6 Concluding Remarks

In this article, we review the emerging research topic of edge multimedia computing. We present the latest results on edge sensing, first-mile content harvesting and strategical edge re-routing; we show scalable machine learning inference using both model decoupling and model compression, with the assistance of edge infrastructure; and we present mobility and social driven edge content replication. These studies show that edge computing not only provides the essential infrastructure for improving multimedia services but also drive innovations for new edge-aware multimedia.

Almost a decade ago multimedia cloud computing was introduced to address the migration from the multimedia-aware cloud (media cloud) and cloud-aware multimedia (cloud media) [69]. It shows how a cloud could perform distributed multimedia processing and storage and provide quality of service provisioning for multimedia services. Today, the new trend is that multimedia data is collected, processed, stored, and served more and more at the edge network using the edge computing infrastructure. How to migrate conventional multimedia workflows to the new edge context, is of great importance to both industry and academia. We have seen exciting development towards edge-aware multimedia and multimedia-aware edge computing that jointly would enable many new applications in multimedia edge computing, with the hope of making high-quality, scalable, personalized, and privacy-protected multimedia services to edge-networked users a reality.
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