ABSTRACT

In this work, we propose a realistic semantic network called seq2seq-SC, designed to be compatible with 5G NR and capable of working with generalized text datasets using a pre-trained language model. The goal is to achieve unprecedented communication efficiency by focusing on the meaning of messages in semantic communication. We employ a performance metric called semantic similarity, measured by BLEU for lexical similarity and SBERT for semantic similarity. Our findings demonstrate that seq2seq-SC outperforms previous models in extracting semantically meaningful information while maintaining superior performance. This study paves the way for continued advancements in semantic communication and its prospective incorporation with future wireless systems in 6G networks.

Index Terms— Semantic communication, natural language processing (NLP), link-level simulation.

I. INTRODUCTION

The recent rise of deep learning-based techniques to infer semantics (i.e., the meaning of the message rather than the message itself) from texts, speeches, and videos, as well as the ever-increasing quality of service requirements for extremely data-hungry applications such as extended reality (XR), have motivated the use of semantic communication [1] for a new generation of wireless systems (6G). Focusing on semantics allows forgoing unnecessary data (e.g., articles in a sentence or background in a portrait photo), which can increase communication efficiency.

While semantic communication may bring unprecedented benefits, many challenges remain to realize it for actual usage. First, it must be compatible with existing communication infrastructure; a “link-level” simulation is hence required to verify its realistic end-to-end (E2E) performance. Second, the semantic network has to be generalized to work with any dataset rather than a particular dataset. Third, since there is no universal performance metric for semantic communication yet, metrics such as semantic similarity must be refined to evaluate performance of the semantic network from the semantic point of view. Lastly, since classic communication cannot be completely replaced by semantic communication, the network must be able to deliver information both as-is or modified with high semantic similarity dependent upon the communication scenario.

Contributions. We revisit questions raised by DeepSC [2] regarding semantic communication:

Q 1: How do we design the semantic and channel coding jointly?

Q 2: How do we measure semantic error (similarity) between transmitted and received sentences?

Our main contributions, which address these questions, are summarized as follows:

- We employ E2E link-level simulation compliant to 5G NR (NVIDIA Sionna [3]), which contains features like Polar codes. Through such method, we validate semantic network performance in real-world settings and answer Q 1.
- We integrate the pre-trained encoder-decoder transformers with the E2E semantic communication systems, which efficiently extract the semantic (meaningful) information with reduced computation effort, dubbed seq2seq-SC. This network is “generalized”, meaning it works with all (general) text corpus in comparison to Deep-SC which has limitations dependent upon a particular datasets.
- To answer Q 2 and evaluate performance of a semantic network in a semantic way, we introduce a metric called semantic similarity. In order to make the network flexible with respect to the communication scenario, the network may either prioritize delivering a message as perfect as possible or on semantic similarity only.

II. PRE-TRAINED MODEL FOR LANGUAGE

Contextualized embeddings from pre-training in a self-supervised manner (e.g., masked language modeling) with transformers [4] are extremely effective in providing initial representations that can be refined to attain acceptable performance on numerous downstream tasks. Recent studies on text semantic communication exploit transformer architectures [4] to extract semantics at transmitter and recover the original information at receiver [2], [5]. However, such frameworks may have following challenges: (1) Training an E2E semantic communication pipeline requires a huge computational effort due to the many randomly initialized parameters of semantic encoder/decoder to be trained on; (2) Difficulty in handling out-of-vocabulary (OOV) since they only use a set of whitespace-separated tokens in the training data. In this work, we use a pre-trained encoder-decoder...
In this paper, we only focus on minimizing semantic errors by maximizing semantic similarity, which is generalized to any other text. Our proposed seq2seq-SC follows the way of link-level communication systems more practically, other modules are a stack of $m$ transformer blocks, consisting of a self-attention layer and a fully-connected layer with residual connections, but the self-attention mechanism is different. The encoder uses a form of fully-visible self-attention mechanism that allows the model to attend to any entry of the input while the decoder uses a form of auto-regressive self-attention which only allows the model to attend to past outputs. These architectures can be pre-trained on a large scale corpus by corrupting documents and computing the cross entropy loss between the decoder’s output and the original document to learn the model generalizable knowledge [6]. Here, we load such pre-trained checkpoints (BART [6]) and use the weights of encoder and decoder to initialize the weights of $S_E(\cdot)$ and $S_D(\cdot)$, respectively. Also, the pre-trained embedding $E$ and the pre-trained tokenizer $T$ are used and shared across $S_E(\cdot)$ and $S_D(\cdot)$. Once the sentence $s$ is given to $S_E(\cdot)$, $T$ tokenizes $s$ into tokens $s_t = [s_{t1}, s_{t2}, \ldots, s_{tn}]$ and maps each token to embedding $s_e = [s_{e1}, s_{e2}, \ldots, s_{en}]$ by $E$. Then, $S_E(\cdot)$ encodes $s$ into hidden states $r = [r_1, r_2, \ldots, r_n]$ based on $s_e$ and passes it to channel encoder $C_E(\cdot)$. Next, hidden states $r'$, which are recovered from the channel decoder $C_D(\cdot)$, are given to $S_D(\cdot)$. Then, $S_D(r')$ defines the conditional distribution $p_{\theta_{SD}}(\hat{s}_t | s_{0:n-1}, r')$ and auto-regressively samples words from the distribution for each index.

**Channel En/Decoder.** Polar codes, a form of linear block error correction codes, are one of the channel coding schemes in 5G-NR, where low complexity decoding is available [7]. We consider such practical channel coding modules, PolarEncoder and PolarDecoder as our channel encoder and decoder. In order to verify our semantic communication systems more practically, other modules (such as modulator and demodulator) are also chosen based on compatibility with 5G-NR. Details are in Table I.

Regarding semantic communication, there are two main goals: (1) the minimization of semantic error, which corresponds to the maximization of semantic capacity (similarity); (2) reduce the number of symbols to be transmitted (i.e., compression). In this paper, we only focus on minimizing semantic errors by maximizing semantic similarity, which is
elaborated on in the following subsection.

### III-C. Evaluation

In traditional communications, the performance of information transmission is evaluated by how accurately bits of 0 or 1 are transmitted (e.g., bit error rate (BER)) or how well the symbol, which is a set of bits, is transmitted (e.g., symbol error rate (SER)). In contrast, semantic communication focuses on meaningfully information. Our view is aligned with the latter angle. To measure both lexical and semantic similarity, we use BLEU for lexical similarity, and SBERT for semantic similarity. Note that the higher the SBERT and BLEU scores (in-between 0 ∼ 1), the better.

**BLEU.** BLEU [8], originally proposed for machine translation, computes the average of the \( n \)-gram precision scores by counting the number of matches between \( n \)-grams of the input and the \( n \)-grams of the output, in a position independently [2], [5].

**SBERT.** Even though the lexical similarity between the input and output is low, the semantic similarity can be high. For example, “child” and “children” are semantically related, but the BLEU computed lexical similarity is zero. To compute such semantic similarity, we can represent sentences into embeddings using an embedding model \( M \) and compute the cosine similarity between them.

\[
\text{match}(\hat{s}, s) = \frac{M(s) \cdot M(\hat{s})^T}{\|M(s)\| \cdot \|M(\hat{s})\|} \quad (4)
\]

Existing semantic communication studies use BERT [9] as \( M \) to encode sentences into embeddings and compute the cosine similarity [2], [5]. However, the sentence embeddings from such pre-trained models without fine-tuning on semantic textual similarity task poorly capture semantic meaning of sentences due to anisotropic embedding space [10]. Here, we use SBERT [11], which is fine-tuned on semantic textual similarity tasks, to encode the sentence embedding.

### III-D. Training

Our framework is trained by cross-entropy loss \( \mathcal{L}_{CE} \) which minimizes the discrepancy between predicted sentence \( \hat{s} \) and its original correct input sentence \( s \):

\[
\mathcal{L}_{CE}(\hat{s}, s) = - \sum_{i=1}^{6} p(s_{i}) \log (p(\hat{s}_{i})) + (1 - p(s_{i})) \log (1 - p(\hat{s}_{i})) \quad (5)
\]

where \( p(s_{i}) \) is the true distribution, where the probability of the correct token for \( i \)-th index is 1 while other tokens are 0, and \( p(\hat{s}_{i}) \) is a predicted probability distribution over possible tokens for the \( i \)-th index. The framework is trained with batch size 4 and learning rate 5e-5.

### IV. EXPERIMENTS

#### IV-A. Datasets

Following the conventional semantic communication works [2], [5], we use the European Parliament dataset [12], which consists of 2M sentences, for model training. Here, we let the input \( s \) and the output \( \hat{s} \) be the same for each sentence (i.e., \( s \rightarrow s \)). Furthermore, to check whether the input \( s \) can be transferred to the receiver in a modified version with the same semantic meaning, we use 270K pairs of entailment relationship (e.g., “A soccer game with multiple males playing.” ↔ “Some men are playing a sport.”) in natural language inference data [13], [14]. Here, the output \( \hat{s} \) is different from \( s \) but the semantic meaning of \( \hat{s} \) and \( s \) are the same (i.e., \( s \rightarrow s' \)). To evaluate the model, we randomly sample 1K sentences from image-caption dataset Flickr [15], which are not presented in the training data, to check the generalizability and superiority of our framework.

#### IV-B. Baselines

We compare our model with the following models: (1) DeepSC [2] consists of semantic en/decoder including multiple transformer en/decoder layers, respectively, while each channel en/decoder uses dense layers; that is, deep neural network (DNN)-based E2E physical layer communication systems. Framework tokenizes sentences in the training data and creates a set of tokens that can assign an embedding to each token in the training data; (2) DeepSC+BARTtokenizer is designed for a more fair comparison with our framework; it replaces the tokenizer (1) with a pre-trained BART tokenizer [6] to process tokens that are not in the training data; (3) seq2seq-SC is our main model consisting of semantic en/decoder initialized with pre-trained model checkpoint (BART-base), pre-trained BART tokenizer [6], and the channel en/decoder with Polar coding. Other modules in TX and RX (e.g., mapper/demapper) are NR-5G compatible and configured based on the link level simulator NVIDIA Sionna [3].

#### IV-C. Experimental Results

**Comparison Study: seq2seq-SC vs DeepSC.** Fig. 2 shows the BLEU scores of DeepSC and our proposed seq2seq-SC for 1K sentences sampled from Flickr [15] not used for training. DeepSC achieves only about 10 to 20% 3,4-gram accuracy in the unseen corpus while our proposed seq2seq-SC outperforms it, achieving a near-perfect lexical similarity for \( E_b/N_o \geq 6 \text{[dB]} \). This highlights the generalizability and superiority of our proposed framework.

It is worth noting that, for \( E_b/N_o < 6 \text{[dB]} \), however, the accuracy drops remarkably, as the channel begins to cause an error to the input of the semantic decoder even
Transmit $s$  An older dog and a younger one playing with a toy.

| Train | Receive $\hat{s}$ | BLEU | SBERT |
|-------|------------------|------|-------|
| $s \rightarrow s$ | An older dog and a younger one playing with a toy. | 1.0 | 1.0 |
| $s \rightarrow s'$ | Two dogs are playing with a toy. | 0.210 | 0.820 |

Table II: Received output examples of seq2seq-SC trained by different dataset (i.e., $s \rightarrow s$, $s \rightarrow s'$) for $E_b/N_o = 10$ [dB]. BLEU and SBERT score show the lexical and semantic similarity between the transmitted input $s$ and the received output $\hat{s}$

Semantic Similarity. As aforementioned, the interoperability of delivering information both as-is or modified with high semantic similarity, dependent upon the communication scenario, is important. Table III corroborates the interoperability of the proposed seq2seq-SC. Since there is no universal performance metric for semantic communication yet, here, the semantic similarity is evaluated by several metrics from different semantic points of view. When the framework is trained to output the same sequence as the input (i.e., $s \rightarrow s$), both the lexical and semantic similarities show a near-perfect score for $E_b/N_o = 10$ [dB]. However, when the framework is trained to output a sentence that is semantically similar to the input (i.e., $s \rightarrow s'$), the lexical similarity drops significantly while the semantic similarity remains similar, meaning it is a lexically different sentence but is semantically alike to the original sentence. It shows that our proposed system empowered by pre-trained BART model successfully decodes the original information and extracts semantic (meaningful) information upon their scenario, achieving high lexical and semantic similarities, as demonstrated in Table II. Such interoperability underlines the potential of refined pre-trained models (weights) that could be utilized as a new type of source compression technique, which can be discussed in our future work.

V. CONCLUSIONS

In this paper, we have shown that seq2seq-SC, which uses a pre-trained model, not only helps with computation time during training, but also with generalization of adapting to new texts unforeseen during training. This network proved its superiority over Deep-SC in terms of semantic similarity, through link-level simulations which closely resemble actual 5G systems. While we have focused on text datasets, such pre-trained model in the future can be expanded to other datasets including speeches, videos, etc., where benefits of semantic communication in terms of communication efficiency becomes even more substantial.
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