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SUMMARY Utilizing the enormous potential of quantum computers requires new and practical quantum algorithms. Motivated by the success of machine learning, we investigate the fusion of neural and quantum computing, and propose a learning method for a quantum neural network inspired by the Hebb rule. Based on an analogy between neuron–neuron interactions and qubit–qubit interactions, the proposed quantum learning rule successfully changes the coupling strengths between qubits according to training data. To evaluate the effectiveness and practical use of the method, we apply it to the memorization process of a neuro-inspired quantum associative memory model. Our numerical simulation results indicate that the proposed quantum versions of the Hebb and anti-Hebb rules improve the learning performance. Furthermore, we confirm that the probability of retrieving a target pattern from multiple learned patterns is sufficiently high.
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1. Introduction

Quantum computing has attracted considerable academic interest owing to its inherent parallel computing characteristic achieved using superposition states. Quantum computers require reliable hardware and software. Implementing a quantum computer has become more realistic owing to the recent progress in nanotechnology, including gate models [1] and adiabatic quantum computation schemes [2], [3]. On the other hand, the development of new quantum algorithms is still necessary for practical applications because there exists only a small number of powerful quantum algorithms [4], [5], and many fields could benefit from quantum computing.

Machine learning is a rapidly growing field in computer engineering. In particular, deep learning, a recent machine learning technique, has motivated studies on broad range of applications [6], [7], such as classification, recognition, and artificial intelligence. These algorithms tend to be based on models with parameters that can be determined from a large amount of training data. This means that learning from data sets is identical to acquiring new algorithms automatically, though the success rate of training depends on the learning rule. Therefore, the possibility of using machine learning techniques for quantum computing has been considered theoretically for both gate models [8]–[10] and quantum annealing schemes [11]–[17]. In particular, Amin et al. recently updated this classical model to a quantum mechanical model [17], inspired by the Boltzmann machine (BM). Here, the authors proposed a new machine learning method based on the quantum Boltzmann distribution of a transverse-field Ising Hamiltonian $H_{\text{IS}}$, which is inspired by the stochastic gradient descent in training a classical BM. Their learning method minimizes the Kullback–Leibler (KL) divergence, which corresponds to the difference between the actual and the desired probability distributions, using quantum sampling. They emphasize that the quantum mechanical feature is not only used to facilitate the quantum sampling process, but is also used in the training process of their quantum Boltzmann machine (QBM).

We employ another simple approach, based on a neuro-inspired Hamiltonian $H_{\text{NI}}$ and qubit–qubit interactions, which differs from the $H_{\text{IS}}$. Using an analogy between a neural network and a quantum neural network (QNN), as suggested by Sato et al. [18], [19], we can determine the qubit–qubit interactions of a QNN from the neuron–neuron interactions of a neural network. In short, we convert a weight matrix for a neural network into an $H_{\text{NI}}$ for a QNN. Therefore, we assume that we can introduce neural functions into quantum computing using this conversion method. Recently, a new model of quantum associative memory (Q-AM) was proposed [20], [21] with a QNN. The model’s memorization is realized using an $H_{\text{NI}}$ converted from an autocorrelation matrix of target patterns by employing an adiabatic Hamiltonian evolution [22]. The results indicate that the memorization and retrieval processes of the Q-AM work properly, but that the retrieval performance degrades if the number of target patterns increases. To provide quantum computers with a practical neural function, an iterative learning method, such as that in a classical BM, must be developed. Thus, in this paper we propose learning rules for a QNN by extending the preliminary result on quantum Hebbian learning [23], and then apply these rules to the Q-AM. Inspired by the Hebb rule [24] for a neural network, we update the qubit–qubit interactions of a QNN according to the neuron–neuron interactions of a neural network. In
other words, the learning function is realized using an $H_{NI}$, iteratively converted from the weight matrix, and updated repeatedly according to the probability distributions of the QNN states. Because an $H_{NI}$ does not include diagonal elements, it differs from an $H_S$. Therefore, studying an $H_{NI}$ expands the range of materials and devices that can be used to design quantum computing architectures. For example, the Hamiltonian for a $1/2$-spin system (i.e., a Heisenberg Hamiltonian) has both diagonal and non-diagonal elements. Thus, the conversion method of the proposed model is unique, which is the significant difference between this and previous quantum learning models.

In the following, we first summarize the basic theory used in the quantum learning scheme. Next, we propose the quantum versions of the Hebb and anti-Hebb rules for a QNN, and discuss their basic learning properties. Then, we show the effectiveness of the proposed learning rules for the neuro-inspired Q-AM as a practical application.

2. Basic Theory: Neuromorphic Adiabatic Quantum Computation

In this section, we summarize the adiabatic Hamiltonian evolution, which is utilized in the dynamics of a QNN. Farhi et al. proposed an adiabatic quantum computation (AQC) algorithm [22] utilizing an adiabatic Hamiltonian evolution, defined as

$$H(\tau) = (1 - A(\tau)) H_I + A(\tau) H_F,$$

(1)

where $A(\tau)$ increases from 0 to 1 as $\tau$ goes from 0 to its maximum $\tau_{\text{Max}}$. Here, $H_I$ and $H_F$ are the initial and final Hamiltonians, respectively. To solve problems, $H_F$ is chosen according to a desired operation or a target problem. Sato et al. investigated a neuro-inspired approach to provide a proper $H_F$, which they call a neuro-morphic adiabatic quantum computation (NAC) [18, 19, 25]. Inspired by the analogy between neuron–neuron interactions and qubit–qubit interactions, we convert a weight matrix of a neural network into a Hamiltonian of a QNN. The conversion method is expressed as

$$H_{NI} = \lambda I^{(2^N)} + \sum_{i,j} \sum_{\alpha,\beta} |w_{i\alpha}|^2 (H_{ij}(w_{i\alpha}) + H_{ij}^*(w_{i\alpha})).$$

(2)

where $\lambda$ is a constant and $I^{(2^N)}$ is the $2^N \times 2^N$ identity matrix. Then, $H_{ij}(w_{i\alpha})$, which denotes the interaction between the $i$-th and $j$-th qubits, is given as

$$H_{ij}(w_{i\alpha}) = \left\{
\begin{array}{ll}
(I^{(2^i)} \otimes \cdots \otimes a_{\alpha} \otimes \cdots \otimes a_{\beta} \otimes \cdots \otimes I^{(2^j)}) & (w_{ij} > 0) \\
O^{(2^i)} & (w_{ij} = 0),
\end{array}
\right.$$

(3)

where

$$a = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad a^\dagger = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix},$$

(4)

respectively, and $O^{(2)}$ is the $2 \times 2$ zero matrix. Table 1 describes the example of Eqs. (2)–(4) in the case of $N = 2, 3$. Previous works have applied this method to optimization problems using the weight matrices of a Hopfield network [18, 19, 25]. The results indicate that both excitatory ($w_{ij} > 0$) and inhibitory ($w_{ij} < 0$) interactions can be realized effectively. At the same time, these previous results revealed that the arbitrary constant $\lambda$ doesn’t affect the performance, thus we set $\lambda = 0$ in the following simulations, which means $H_{NI}$ doesn’t have diagonal elements.

3. Quantum Learning for Quantum Associative Memory

To provide quantum computers with a practical learning function, an iterative learning method is required. In this section, we propose a novel iterative learning method for a QNN, and then confirm its learning effectiveness by applying it to neuro-inspired Q-AM model [21].

3.1 Quantum Learning Rule Inspired by the Hebb Rule

The Boltzmann machine (BM) is a classical neural network model utilizing stochastic neurons. In the learning process, the parameters of the model can be learned from a large amount of training data. The learning methods, called Hebb and anti-Hebb rules, employed in BM learning [24] specify how much the weight of the connection between the $i$-th and $j$-th neurons, denoted by $w_{ij}$, should be increased or decreased in proportion to the synchronous firing rates of the neurons. In this way, the network parameters ($w_{ij}$) are tuned

| $N$ | $W$ | $H_{NI}$ |
|-----|-----|-----------|
| (i) | 2   | $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ | $\begin{pmatrix} \lambda & 0 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda \end{pmatrix}$ |
| (ii) | 2 | $\begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}$ | $\begin{pmatrix} \lambda & 0 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda \end{pmatrix}$ |
| (iii) | 3 | $\begin{pmatrix} 0 & -1 & 0 \\ -1 & 0 & -1 \\ 1 & 1 & 0 \end{pmatrix}$ | $\begin{pmatrix} \lambda & 0 & 0 & 0 & 0 & 0 \\ 0 & \lambda & 1 & 0 & 0 & 0 \\ 0 & 1 & \lambda & 0 & 0 & 0 \\ 0 & 0 & 0 & \lambda & 0 & 1 \\ 0 & 0 & 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & 0 & 0 & \lambda \end{pmatrix}$ |
| (iv) | 3 | $\begin{pmatrix} 0 & -1 & 0 \\ -1 & 0 & -1 \\ 1 & 1 & 0 \end{pmatrix}$ | $\begin{pmatrix} \lambda & 0 & 0 & 0 & 0 & 0 \\ 0 & \lambda & 1 & 0 & 0 & 0 \\ 0 & 1 & \lambda & 0 & 0 & 0 \\ 0 & 0 & 0 & \lambda & 0 & 1 \\ 0 & 0 & 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & 0 & 0 & \lambda \end{pmatrix}$ |
Fourth, the probability distribution where ηW leads to avoid the divergence of W during a learning session. If the learning is successful, the obtained probability distribution P is for a given state v resembles the probability distribution of the training data P\text{data}.

By imitating the Hebb rule, we can tune the coupling strengths between qubits of a QNN to store multiple binary patterns. Let us assume that an N-qubit QNN memorizes a set S of M patterns. The pattern is given as an N-dimensional random vector, the elements of which take random values of ±1. The vector is denoted by ξμ = (xμ,1, xμ,2, · · · , xμ,N), where μ is a pattern index in S (1 ≤ μ ≤ M). The purpose of learning is to obtain an optimized weight matrix, producing a Hamiltonian with a ground state that realizes a superposition state of ξμs. The learning method of the QNN is given as follows (see Fig. 1).

First, an input data set S composed of M binary patterns is prepared. Second, a weight matrix W(t), where t is the number of learning iterations, is generated or updated. Third, a Hamiltonian for learning H_L(t) is converted from W(t). Fourth, the probability distribution P_L(t) of the qubit state v is calculated by employing H_L(t) as a final Hamiltonian for the NAQC [18], [19], [25]. Fifth, if t is less than T, which is the maximum of t, W(t) is updated according to the temporal P_L(t). After sufficient iterations, the target patterns are realized as a superposition state in the ground state of H_L(T).

In the following, the method is explained in detail in mathematical form. The weight matrix W(t) used to generate H_L(t) is defined as

\[ W(t) = ηW(t - 1) + ΔW(t), \]

(5)

\[ ΔW(t) = W_H + εW_{AH}(t), \]

(6)

where η is a decay factor. Usually, η less than 1 is used to avoid the divergence of W(t). However, we set η to 1, which leads to W(t - 1) - W(t) = ΔW(t), in all numerical calculations in order to study the influence of ΔW clearly. The second term ΔW is the main component used to update W(t), and is described in Eq. (6). Here, W_H and W_{AH} correspond to the Hebbian and anti-Hebbian learning in the clamped and unclamped phases of the BM learning, respectively. Then, ε is the ratio of the anti-Hebbian learning rate to the Hebbian learning rate. The elements in W_H and W_{AH} indicate the coupling strengths between the i-th and j-th qubits, respectively, and are defined as

\[ w_{ijH} = \begin{cases} + \sum_{v=0}^{2^{N-1}} |P^v_i(t)| & \text{if } x_i^v = x_j^v, \\ - \sum_{v=0}^{2^{N-1}} |P^v_i(t)| & \text{if } x_i^v \neq x_j^v, \end{cases} \]

(7)

\[ w_{ijAH}(t) = \begin{cases} - \sum_{v=0}^{2^{N-1}} |P^v_i(t)| & \text{if } x_i^v = x_j^v, \\ + \sum_{v=0}^{2^{N-1}} |P^v_i(t)| & \text{if } x_i^v \neq x_j^v, \end{cases} \]

(8)

where P^v is the desired and temporal probability distributions, respectively, of the v-th qubit state. More precisely, a coupling strength decreases when two qubits are positively correlated, and increases when they are negatively correlated. In conventional neural networks, the anti-Hebb rule allows a network to remove inappropriate correlations. Therefore, we expect that W_{AH}(t) will improve the learning performance of a QNN.

In the following experiments, we use an autocorrelation matrix W_{AC} of target patterns as W_{H}, defined as

\[ W_{AC} = \frac{1}{N} \left( \sum_{\mu=1}^{M} (\xi^\mu)^T (I^{N}) \right), \]

(9)

where I^{N} is an N × N identity matrix. To make the calculation easier, the value of P^v_i(t) is rounded off to six significant figures.

3.2 Basic Property of Quantum Learning

As a first step, to investigate how the coupling strengths are updated using the learning rules expressed as Eqs. (5) and (6), we visualize two-dimensional updates of w_{ij}. We train the QNN using a weight matrix with elements that are fixed to arbitrary constants, except for two selected elements. In other words, only two w_{ij}s are allowed to change during the learning process. In this simulation, the network is composed of nine qubits, there are three target patterns, and we use W_{AC} instead of W_H. The maximum number of iterations for the learning process is set to T = 500.

The numerical simulation results are shown in Fig. 2, where w_{51} and w_{94} are chosen for the variables, with initial values of zero. The background corresponds to the average probability of the target patterns calculated from H_L(t). The white arrows denote the actual changes of w_{51} and w_{94} from their initial values to final values through learning, along with t. In other words, w_{51} and w_{94} change from zero to their proper values via the learning session, until W_H and εW_{AH} counterbalance each other because η = 1.

In the case of ε = 0, shown in Fig. 2(a), the trace corresponds to the learning process caused only by the autocorrelation matrix W_{AC}. In fact, the target patterns ξ^μ in this case
According to Eq. (9), $w_{51}$ and $w_{94}$ should be positive and negative, respectively. Thus, the trace of $\varepsilon = 0$ goes toward in the right in an oblique downward direction, but the high probability region is not placed in this direction. In the cases of non-zero $\varepsilon$, shown in Fig. 2 (b), (c), and (d), the traces go toward the higher probability region, thanks to anti-Hebbian learning. Therefore, the effectiveness of the anti-Hebbian learning is confirmed. The final state of the trace with $\varepsilon = 9$ is slightly away from those with $\varepsilon = 3$ and 6. These results indicate that the final value of $w_{ij}$ depends on $\varepsilon$, and there exists an appropriate $\varepsilon$ for better learning results.

3.3 Learning Performance

In the previous subsection, we found that the proposed learning rule works properly and an inappropriate $\varepsilon$ degrades the learning performance. Next, we apply the rules to the Q-AM in order to confirm its possibility for practical applications. It has been shown that a classical associative memory (C-AM) fails to learn if the target patterns have strong correlations [26]. To investigate whether the same behavior is evident in the proposed quantum learning, we perform several numerical simulations.

In this experiment, three target pattern sets $\mathcal{S}$ are prepared, where each $\mathcal{S}$ is composed of three random target patterns with average hamming distances $\langle D_{H} \rangle$ of 6.00, 4.00, and 2.67. At this time, we do not fix any $w_{ij}$, and investigate the time development of the average probability of target patterns over $\mu$, given as

$$
\langle P_{L}(t) \rangle_{\mu} = \frac{1}{M} \sum_{\mu=1}^{M} P_{L}^{\mu}(t),
$$

where $P_{L}^{\mu}(t)$ is the probability of a target pattern $\mu$, calculated from the ground states of $H_{L}(t)$.

In the case of $\langle D_{H} \rangle = 6.00$, shown in Fig. 3 (a), the anti-Hebbian learning works correctly. On the other hand, in the cases of $\langle D_{H} \rangle = 4.00$ and 2.67, shown in Fig. 3 (b) and (c), respectively, $\langle P_{L}^{\mu}(t) \rangle_{\mu}$ oscillates when $\varepsilon$ becomes large. Comparing these figures, we find that the threshold value
Fig. 3 Time development of the average probability of learning a single target pattern over μ, \( \langle P^\mu L(t) \rangle _\mu \), with average hamming distances of (a) \( \langle D_H \rangle = 6.00 \), (b) \( \langle D_H \rangle = 4.00 \), and (c) \( \langle D_H \rangle = 2.67 \).

of \( \varepsilon \) that triggers the \( \langle P^\mu L(t) \rangle _\mu \) oscillation decreases as \( \langle D_H \rangle \) decreases. Such an oscillation is not observed in the preliminary results shown in Sect. 3.2. However, fortunately, even when \( \langle D_H \rangle \) is small, the small \( \varepsilon \) successfully avoids the oscillation of \( \langle P^\mu L(t) \rangle _\mu \). In successful learning cases, \( \langle P^\mu L(t) \rangle _\mu \) actually converges to a proper value immediately. Therefore, we can conclude that a large \( \varepsilon \) improves the learning performance, unless it induces an \( \langle P^\mu L(t) \rangle _\mu \) oscillation, while a small \( \varepsilon \) has the advantage of avoiding the oscillation.

Next, we evaluate how many patterns can be learned by the proposed method and study the total probability of all target patterns for each \( S \), denoted as \( P^S \) total \( (t) = \sum_{\mu=1}^{M} P^\mu L(t) \), calculated from the ground states of \( H_L(t) \). We prepare three random target pattern sets \( S \) for each \( M \), which have average hamming distances in the range of \( 3.00 \leq \langle D_H \rangle \leq 5.00 \), and train the QNN 500 times. Because \( \langle P^\mu L(t) \rangle _\mu \) oscillates in some cases, as shown in Fig. 3, we calculate the average time of \( P^S \) total \( (t) \) for \( 50 \leq t \leq 500 \), and obtain its statistical average over \( S \), which is expressed as

\[
\langle P_{\text{total}} \rangle _{t,S} = \frac{1}{450} \sum_{S} \sum_{t=50}^{500} P^S \text{total} (t).
\]  

The results shown in Fig. 4 indicate that a larger \( \varepsilon \) keeps the learning performance high, even when \( M \) increases. Thus, anti-Hebbian learning is more important for large \( M \) to remove inappropriate correlations. Overall, the probability differences among \( M \) for each \( \varepsilon \) are quite small. Thus, we conclude that the learning performance does not degrade when \( M \) increases in the scope of our experiments.

We should compare these results with previous findings using a Q-AM [21]. In the previous model, we used a Hamiltonian converted simply from \( W_{\text{AC}} \) for memorization, which means the result of \( \varepsilon = 0 \) corresponds to those of previous studies on Q-AM. With sufficiently large \( \varepsilon \), \( \langle P_{\text{total}} \rangle _{t,S} \) does not decrease when \( M \) increases. Therefore, anti-Hebbian learning certainly contributes to the performance improvement in memorization.

4. Retrieval Performance of Quantum Associative Memory

4.1 Summary of Retrieval Operations

A fully connected neural network has an association func-
tion [27], [28], which means the network state converges to a state corresponding to one of the memorized patterns, according to the initial state given as the key input. On the other hand, the information of an initial state vanishes during a Hamiltonian evolution, and the QNN does not converge to a specific state unless some additional treatment is applied.

In a previous study [21], the authors proposed applying a Hamiltonian \( H_{\text{fix}} \) in addition to a memorization Hamiltonian \( H_{\text{mem}} \). Here, \( H_{\text{fix}} \) is based on the idea of an external local magnetic field to a qubit, which partially fixes some qubit states. The Hamiltonian evolution for retrieval is expressed as

\[
H(t) = \left(1 - \frac{t}{T}\right)H_I + \frac{t}{T} (H_{\text{mem}} + A_{\text{fix}} H_{\text{fix}}),
\]

where \( H_{\text{mem}} \) is converted from \( W_{\text{AC}} \), according to Eq. (2). In this study, we follow the same retrieval operations and substitute a learned Hamiltonian \( H_{\text{L}}(T) \) for \( H_{\text{mem}} \). Here, \( A_{\text{fix}} \) is a scaling factor of \( H_{\text{fix}} \), where \( H_{\text{fix}} \) is given as

\[
H_{\text{fix}} = (\kappa_1 \otimes I^{(2)} \otimes \cdots \otimes I^{(2)}) + (I^{(2)} \otimes \kappa_2 \otimes \cdots \otimes I^{(2)}) + \cdots + (I^{(2)} \otimes I^{(2)} \otimes \cdots \otimes \kappa_N).
\]

Then, \( \kappa_i \) is defined as

\[
\kappa_i = \begin{cases} +\sigma^z & \text{(if } x_i \text{ is } +1), \\ I^{(2)} & \text{(if } x_i \text{ is unfixed)}, \\ -\sigma^z & \text{(if } x_i \text{ is } -1), \end{cases}
\]

where \( \sigma^z \) is the z-component of the Pauli spin matrices. When we add \( H_{\text{fix}} \) during the Hamiltonian evolution, we can retrieve a target pattern according to a key input \( \xi_{\text{key}} \). For further information on the operations and properties, please refer to the work cited in [21].

4.2 Numerical Results of the Retrieval Process

We examined the retrieval process to evaluate whether the Hamiltonian obtained by learning can be utilized for associative memory recall. In the simulations, the number of unfixed qubits in \( \xi_{\text{key}} \) is one, which means \( H_{\text{fix}} \) provides the Q-AM with a single unknown qubit. For ease of calculation, we obtain the probability distribution of the QNN state by calculating the ground states of \( (H_{\text{L}}(T) + A_{\text{fix}} H_{\text{fix}}) \) rather than by simulating the NAQC described in Eq. (15). If the ground states are degenerated, we average their probabilities of target patterns.

The averaged probability over \( S \) of retrieving a correct target pattern \( \mu \), denoted as \( \langle P_{\text{ret}} \rangle_\mu \), is shown as a function of \( \varepsilon \) in Fig. 5. Although \( \langle P_{\text{ret}} \rangle_\mu \) becomes high if \( \varepsilon \) becomes large, the difference of the retrieval performance is not significant. Overall, \( \langle P_{\text{ret}} \rangle_\mu \) worsens as \( M \) increases. This tendency is similar to the feature of a conventional neural network, and is understandable. However, a sufficiently large \( A_{\text{fix}} \) realizes high retrieval performance. Thus, a target pattern can be retrieved from multiple candidates realized in the ground state of \( H_{\text{L}}(T) \).

Next, we study how the improvement of \( H_{\text{L}}(t) \) influences \( \langle P_{\text{ret}} \rangle_\mu \). As shown in Fig. 6, we again plot \( \langle P_{\text{ret}} \rangle_\mu \) as a function of \( \langle P_{\text{single}} \rangle_\mu = \langle P_{\text{total}} \rangle_\mu / M \), which is the average probability of all single target patterns. This indicates that a larger \( \langle P_{\text{single}} \rangle_\mu \) yields a larger \( \langle P_{\text{ret}} \rangle_\mu \), that is, the \( H_{\text{L}}(t) \) that
Fig. 6  The retrieval probabilities of a target pattern averaged over μ, \( \langle P_{\text{ret}}^\mu \rangle \), as a function of the average probability of all single target patterns, \( \langle P_{\text{single}} \rangle \).

Fig. 7  The comparison of the retrieval probabilities \( \langle P_{\text{ret}}^\mu \rangle \) of the quantum associative memory (Q-AM) models with and without learning and a classical associative memory (C-AM) model.

4.3 Discussion

The results we have seen so far are for very primary problems, and the behavior of a QNN and the proposed learning method have not been prescribed via analytical procedures. It is difficult to judge whether the good performance shown here is based on the nature of the proposed method itself, or whether it is artificially inflated by the choice of example problems. Therefore, in this section, we first check the difference between the learning methods of classical neural network (CNN) and QNN. After that, in order to evaluate the performance of Q-AM more correctly, we compare the retrieval performance of both Q-AM and classical associative memory (C-AM), because it seems that such associative memory recall task is rather advantageous for C-AM.

Now, let us begin discussion from the comparison of learning methods of CNN and QNN. The learning process of the classical BM minimizes the difference between \( P^e \) and \( P^\text{data} \), called Kullback–Leibler (KL) divergence, using the steepest descent method. We use the BM as the basis for the model of quantum learning for a QNN, and imitate the concept of clamped and unclamped phases in the BM. Thus, the proposed quantum Hebb and anti-Hebb rules are expected to serve the same function. Because \( H_{\text{NI}} \) has only non-diagonal elements as explained in the Sect. 2, it is inevitable that a QNN will learn both desired and undesired patterns. Therefore, it is not always guaranteed that the proposed learning rules minimizes the KL divergence. In addition, the weight matrix reflects the probability distribution calculated from the ground states of \( H_{\text{NI}} \) during the learning process. It means that the quantum mechanical process interrupts the classical weight matrix updating process. We assume that this operation also introduces non-trivial dynamics into quantum learning. Therefore, our proposed learning method is not completely compatible with the classical BM learning method. However, the proposed learning method certainly works well. As seen in the previous experimental results, it shows better performance compared with the case of the Hebb rule only.

To evaluate its performance in detail, the Q-AM model with learning should be compared with the other two associative memory models; the original Q-AM model without learning [21], and a C-AM model with the conventional Hebb learning. Note that the Hamiltonian used in the original Q-AM model is just converted from the autocorrelation matrix of the training data, in short the model doesn’t have the iterative learning process. The retrieval method is the same as the Q-AM model with learning, which is explained in this paper. We also trained a 9-neuron fully connected network with the conventional Hebb rule to perform as C-AM. Because this network is understood as a Hopfield model, the synaptic weights can be calculated[27],[28]. For retrieval, we give the target pattern as an initial state of the Hopfield network, which indicates that this retrieving task is considerably advantageous for C-AM. The neuron state is updated 100 times for retrieving and the network state reaches a stationary state. The retrieval probability \( \langle P_{\text{ret}}^\mu \rangle \) of C-AM is obtained as the average over 100 trials. In Fig. 7, the solid line with circles indicates the performance of the Q-AM with the proposed learning method, and the dashed line with squares denotes the performance of the Q-AM without learning, where the horizontal axis is the load parameter \( M/N \). This result supports the efficiency of the proposed learning method. The dotted line with triangles is the retrieval performance of C-AM, and it declines and is lower than Q-AM performance when \( M/N > 0.5 \). These experimental results certainly demonstrate that Q-AM is su-
perior to C-AM in retrieval performance, regardless of the usage of the learning method.

5. Conclusion

Motivated by success of classic neural network learning functions, we investigated the possibility of training a quantum neural network (QNN). We have proposed quantum versions of the Hebb and anti-Hebb rules to update the interaction strengths between qubits. Because the Hamiltonian of a QNN is converted from a weight matrix, learning is realized with a weight matrix that changes along with the temporal probability distribution of the QNN states. More precisely, Hebbian learning reinforces the interactions given by the autocorrelations of the training patterns. On the other hand, anti-Hebbian learning weakens undesired interactions, following a certain probability distribution. To evaluate its learning performance, the proposed learning rule was applied to realize a neuro-inspired quantum associative memory (Q-AM). As a result, we confirmed that the proposed learning method works properly, and that desired patterns are memorized successfully. However, the performance depends on \( \epsilon \), which is the ratio of the anti-Hebbian learning rate to the Hebbian learning rate, and an appropriate value has to be assigned to this variable to achieve the best results. We also examined the retrieval performance of the obtained Hamiltonian \( H_{H_1(T)} \). The results indicate that the Q-AM retrieves a target pattern from multiple learned patterns if a sufficiently large \( H_{fix} \) is applied. Thus, the learning and associative retrieval functions are realized successfully for a QNN using neuro-inspired Hamiltonians operated by adiabatic Hamiltonian evolution. Compared with the previous Q-AM model [21], anti-Hebbian learning certainly improves the learning performance of the proposed model. In addition, the comparison with a classical associative memory (C-AM) model indicates that the Q-AM model with and without the learning method is definitely superior to the C-AM model though we have to pay attention to the difference of applying associative key inputs. In the numerical experiments performed here, we comprehensively calculate all possible combinations of training patterns and adopt their average values as the performance. However, a large-scale simulation would be required for further understanding since the sizes of the simulations in this study are limited.

Finally, we should mention the hardware implementation of the proposed quantum learning method. We need architectures that enable us to tune the coupling interactions between any two arbitrary qubits. We assume that such an architecture can be constructed using simple devices, and the quantum learning system can be modified according to the characteristics of the materials or devices. Thus, the use of a neuro-inspired Hamiltonian for QNN operation provides new opportunities for the development of quantum computing architectures.
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