Toward Clinically Assisted Colorectal Polyp Recognition via Structured Cross-modal Representation Consistency
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Abstract. The colorectal polyps classification is a critical clinical examination. To improve the classification accuracy, most computer-aided diagnosis algorithms recognize colorectal polyps by adopting Narrow-Band Imaging (NBI). However, the NBI usually suffers from missing utilization in real clinic scenarios since the acquisition of this specific image requires manual switching of the light mode when polyps have been detected by using White-Light (WL) images. To avoid the above situation, we propose a novel method to directly achieve accurate white-light colonoscopy image classification by conducting structured cross-modal representation consistency. In practice, a pair of multi-modal images, i.e. NBI and WL, are fed into a shared Transformer to extract hierarchical feature representations. Then a novel designed Spatial Attention Module (SAM) is adopted to calculate the similarities between class token and patch tokens for a specific modality image. By aligning the class tokens and spatial attention maps of paired NBI and WL images at different levels, the Transformer achieves the ability to keep both global and local representation consistency for the above two modalities. Extensive experimental results illustrate the proposed method outperforms the recent studies with a margin, realizing multi-modal prediction with a single Transformer while greatly improving the classification accuracy when only with WL images. Code is available at https://github.com/WeijieMax/CPC-Trans.
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1 Introduction

Adenomatous polyp is considered to be the underlying cause of colorectal cancer (CRC) [26], which is the second lethal cancer and the third most commonly diagnosed malignancy [11]. Detection and resection of the polyps usually depend on colonoscopy. However, in clinical practice, the standard white-light (WL)
observation could only provide limited discriminative information between neoplasticism and nonneoplastic colorectal polyps.

To improve classification accuracy, computer-aided diagnosis systems (CADx) are introduced, most of which adopt Narrow-Band Imaging (NBI), Blue Light Imaging (BLI) and other enhanced colonoscopy images [2,12]. For example, Fonolli et al. [7] proposed a CADx system for classifying colorectal polyps combining WL, BLI and Linked Colour Imaging (LCI) modalities, which achieved encouraging performance. Moreover, Franklin et al. [15] introduced a robust frame-level strategy using NBI sequences to learn a deep convolutional representation, which achieved an average classification accuracy of 90.79%.

Despite the enhanced imaging, endoscopists often rely on WL images before they change the light mode to detect the possible polyps, which means that the WL images may fail to capture discriminative features of polyps, resulting in much less accurate classification by other imaging means. Therefore, a well-designed WL-based CADx system is in urgent need for better colorectal polyp recognition using only WL images. In recent studies, a deep learning model proposed by Yang et al. [25] presented a promising performance in classifying colorectal lesions only on WL colonoscopy images. To further narrow the gap between conventional WL images and enhanced images, Wang et al. [19] enhanced low representation WL features with NBI images through domain alignment and contrastive learning which improved the WL-based classification results.

In this paper, we propose a simple yet effective method to improve the discriminative representation of WL images by conducting structured cross-modal representation consistency, realizing accurate WL colonoscopy image classification. During the training, the hierarchical feature representations of the paired WL and NBI images are extracted by a shared Transformer. A carefully designed novel Spatial Attention Modules (SAM) is further exploited to align the output class tokens of the paired images, while their spatial attention maps are further constrained to be consistent at different levels, enhancing the feature representation of WL images from the global and local perspectives simultaneously.

The main contributions are three-fold. (1) An effective scheme based on global and local consistent learning is proposed to extract more discriminative representations of WL images for colorectal polyps classification (CPC). (2) We introduce a general framework of multi-modal learning for medical image analysis based on Transformer where the unilateral advantages can be propagated across domains through introducing external attention modules but dropped out these external auxiliary modules in inference, efficiently reducing the model complexity in applications. (3) The proposed method outperforms state-of-the-arts of CPC by a margin, promoting the development of related methods in clinically assisted colorectal polyp recognition.

2 Related Work

Domain Alignment. Domain Alignment mainly focuses on reducing the discrepancy between the associated distributions of the projected source and target
features. Two different schemes are usually considered for aligning feature representations based on recent deep domain alignment methods: (i) extracted features are learned in a shared subspace, aiming to minimize the distance between the source and the target distributions. (ii) Another scheme concentrates on reducing the Maximum Mean Discrepancy and is commonly adopted in the case of missing target domain labels. In [16], a nonlinear transformation is learned to align correlations of layer activations in deep neural networks (Deep CORAL). Moreover, by utilizing the intra-class variation in the target domain, Chen et al. [5] proposed the Progressive Feature Alignment Network to align the discriminative feature across different domains.

Attention and Vision Transformer. To gain a more vivid representation of related different positions from a single sequence or sentence, the attention mechanism was redefined as the self-attention and later adopted by the Transformer architecture [18] that based solely on it. Soon after that, extensive works [20,22,27] have been improved by leveraging the attention mechanism. Currently, Dosovitskiy et al. [6] applied Transformer architecture from NLP to computer vision as Vision Transformer (ViT), and showed that the sequences of image patches could perform very well with a pure transformer on image classification, while the convolutional networks usually suffer from difficulty in capturing and storing long-distance dependent information due to the limited receptive field. Following the ViT, many other vision transformer variants are proposed [4,17], and some of them have achieved great performance on various medical tasks [3,10,23,24,28] with the strong representation capabilities of transformer.

3 Method

3.1 Problem Formulation and Framework Overview

Given a WL image and its corresponding NBI image \( \{I_w, I_n\} \) with their shared label \( G \), the proposed cross-modal learning framework aims to explore structured semantic information by utilizing a shared class proxy embedding that bridges the modality gap after the training process. Finally, this framework produces a unified accurate CPC model for WL-only predictions, outperforming ones trained with single-modal data with a margin.

As illustrated in Fig. 1, we introduce a Transformer-based framework with cross-modal global alignment (CGA) and spatial attention module (SAM). We first feed a dual-modal image pair as input \( \{I_w, I_n\} \in \mathbb{R}^{H \times W \times 3} \) to the framework. The image-pair is then divided into \( P \times P \) image patches. After a linear projection layer, each patch is embedded into a patch token with embedded dimension \( d = \frac{1}{2}P^2 \). Note that here we reduce the embedded dimension to \( 1/2 \) as standard so as to release the computational overhead and drop model parameters. Patch embedding is implemented by a convolutional layer of a \( P \times P \) kernel. In this way, we could reassign the dimension of the patch token inputs as
Fig. 1. Overview of our proposed cross-modal shared colorectal polyp recognition framework via single Transformer architecture and the proposed CGA and SAM. Note that all parts linked by dotted lines can be removed during the inference phase.

\{X_w, X_n\} \in \mathbb{R}^{N \times d}, \text{ where } N = \frac{HW}{P^2}. \text{ Then, } \{X_w, X_n\} \text{ will be successively concatenated with a shared learnable class token } \mathbf{c} \in \mathbb{R}^d. \text{ To compensate for the missing 2-D structural information, positional embedding } \mathbf{E} \in \mathbb{R}^{(N+1) \times d} \text{ is supplemented to } \{X_w, X_n\} \text{ and } \mathbf{c} \text{ by element-wise addition. As a result, information about the relative or absolute position is provided in patch tokens.}

Next, dual-modal patch tokens are separately passed through a series of shared Transformer blocks for deep feature extraction and comprehensive context modeling to generate modality-specific global representations on two class tokens \{\mathbf{c}_w, \mathbf{c}_n\} \in \mathbb{R}^d. \text{ During training, } \{\mathbf{c}_w, \mathbf{c}_n\} \text{ are then fed into CGA to align dual-modal image pair’s global representation. Meanwhile, SAM furthers cross-modal local alignment by comparing two modalities’ response maps between their global representation and local instance-level information.}

The inference stage only relies on the single Transformer architecture and discards any modality-specific or cross-modal modules for CPC prediction.

3.2 Shared Transformer Block

The shared Transformer blocks are employed to learn pixel-level contextual dependencies adapted to both modalities. As shown in Fig. 1, the share Transformer blocks consist of \(B\) layers, and each is composed of two components, multi-head self-attention (MSA) and a feed-forward network (FFN). Layer normalization (LN) is applied before each component while skipping connection after each component.

The FFN is a multi-layer perceptron (MLP) which includes two linear layers with a medium GeLU activation. In addition, considering a pair of arbitrary dual-
modal token sequences \( \{X_w, X_n\} \in \mathbb{R}^{N \times d} \) as input, single-head self-attention (SA) formulated as:

\[
SA(X_m^i) = \text{Softmax}(\frac{X_m^i W^Q_i (X_m^i W^K_i)^T}{\sqrt{d'}})(X_m^i W^V_i)
\]

(1)

where \( m \in \{w, n\} \). \( \{W^Q, W^K, W^V\} \in \mathbb{R}^{d \times d'} \) donate the triple parameter matrices of \( i^{th} \) layer and \( d' \) is the dimension of each head. Here, we omit LN layers for simplicity. MSA is a concatenation of \( h \) parallel SA modules with linear projection to rearrange their outputs. In our experiments, we employ \( h = 6 \), \( d = 384 \), and \( d' = d/h = 64 \). As depicted in Fig. 1, the whole calculation can be formulated as:

\[
X_m^i = \text{MSA}(X_m^{i-1}) + \text{FFN}(X_m^{i-1} + \text{MSA}(X_m^{i-1}))
\]

(2)

3.3 Cross-modal Global Alignment

Diminishing the discrepancy between WL and NBI images allows a model to leverage cross-modal knowledge from either of modalities. To this end, we propose Cross-modal Global Alignment (CGA), an auxiliary module only used during the training stage. CGA maintains the cross-modal consistency in the shared model, or in other words, drives the model to learn cross-domain knowledge while only WL images are given.

In practice, to begin with, CGA computes the cosine difference between two modal-specific class tokens of two paired images. Then, imposing a loss function on their cosine similarity reduces the average cosine distance between image-pairs of two modalities. This way, feature representations from paired images may match up more closely, and the model may learn to capture hard features from NBI images (e.g. textures clear in NBI images but unclear in WL images).

As figured in Fig. 1, after being passed through an external LN, the average distance between two modalities’ paired samples is narrowed based on cosine similarity. Given two modality-specific class tokens \( \{c_w, c_n\} \), their alignment loss is computed by:

\[
\mathcal{L}_{\text{global}} = 1 - \text{dist}_{\text{cos}}(c_w, c_n) = 1 - \frac{c_w \cdot c_n}{||c_w||_2 ||c_n||_2}
\]

(3)

3.4 Spatial Attention Module

Despite the global alignment of modal-specific class tokens, we also propose the Spatial Attention Module (SAM) to pursue the multi-level structured semantic consistency between two modalities. First, we obtain through SAM the globally guided affinity, i.e., the response map between each image’s global representation and local regions. Subsequently, we align two modalities’ local semantics by limiting the distance between two modalities’ response maps.

Concretely, as illustrated in Fig. 1, SAM takes as input the output patch-token features from the external LN layer \( \{F_w, F_n\} \in \mathbb{R}^{N \times d} \) as well as the
modal-specific class tokens \( \{c_w, c_n\} \in \mathbb{R}^d \). In practice, we utilize \( \{F_w, F_n\} \) to generate the key of Spatial Attention (SpA) operation through linear projection, while the query of SpA is obtained based on \( \{c_w, c_n\} \), described as follows:

\[
R_m = \text{SpA}(F_m, c_m) = \text{Softmax}(c_m W Q(F_m W K)^T) \tag{4}
\]

where \( m \in \{w, n\} \). \( \{R_w, R_n\} \in \mathbb{R}^N \) are two response maps for WL and NBI images respectively, representing global-to-local affinity of each modality. Similar to Eqn. 3, we compute cosine similarity between two response maps by:

\[
L_{\text{local}} = \lambda(1 - \text{dist}_{\text{cos}}(R_w, R_n)) \tag{5}
\]

where \( \lambda \) is a ratio coefficient to normalize the magnitude of \( L_{\text{local}} \) to balance it with \( L_{\text{global}} \) (here we set \( \lambda = 0.3 \)). Taking the global representation as standard, the distribution of semantics over local regions is obtained by Eqn. 4. In Eqn. 5, \( L_{\text{local}} \) computes the distance between two global-to-local affinity distributions. Here, as two modalities’ local semantics are extracted by a shared model, they are in shared representation space. Therefore, by minimizing \( L_{\text{local}} \), SAM could align two modalities in terms of their local semantics. Further, with local semantics bridged between WL and NBI image pairs, the model is learning to mine hidden local features from WL images, thus bridging the accuracy gap between them. Arguably, in our experiments, SAM further brings a 0.7% accuracy improvement.

In this way, the overall training loss contains four parts:

\[
\mathcal{L} = \mathcal{L}_{\text{cls-WL}} + \mathcal{L}_{\text{cls-NBI}} + \mathcal{L}_{\text{Global}} + \mathcal{L}_{\text{Local}} \tag{6}
\]

in which \( \mathcal{L}_{\text{cls-WL}} = \text{CrossEntropy}(H(c_w)) , \mathcal{L}_{\text{cls-NBI}} = \text{CrossEntropy}(H(c_n)) \) to supervise the CPC binary classification task (i.e., adenomatous or hyperplastic) given the ground truth label \( G \). Note that at the inference stage, the model performs binary classification for WL images only.

4 Experiments and Results

4.1 Dataset

The dataset we used is named CPC-Paired Dataset [19]. The dataset has two paired image modalities (WL-NBI) and consists of two parts due to the insufficient amount of each part. Every WL image and corresponding NBI image share the same label of a colorectal polyp. There are 307 image pairs labeled as adenomas and 116 images labeled as hyperplastic lesions in total. One part of the dataset was extracted from ISIT-UMR Colonoscopy Dataset [14] and another part was collected from the hospital. Specifically, the ISIT-UMR part contains 102 adenomatous and 63 hyperplastic paired frames of two modals, collated by 40 adenomas and hyperplastic lesions sequences from a total of 76 short categorized video data. And the clinical part was composed of 258 WL-NBI pairs, 205 adenoma images, and 53 hyperplastic polyp images in detail from 123 patients. What’s more, the dataset has annotated bounding box data for subsequently cropping lesion area corresponding to all images of two modalities.
Table 1. Comparisons of our full model with previous best studies on the test sets with respect to accuracy metric. ‡ refers to that the result is directly cited from the original paper based on their own divisions of training-validation sets.

| Methods   | Backbone   | Params (M) | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Mean  |
|-----------|------------|------------|--------|--------|--------|--------|--------|-------|
| VGG       |            | 138.36     | 78.2%  | 79.5%  | 77.3%  | 78.0%  | 77.9%  | 78.2% |
| Yang [25]‡| InceptionV3| 24.73      | 81.1%  | 82.1%  | 80.5%  | 82.0%  | 81.3%  | 81.5% |
| ResNet50  |            | 22.56      | 79.5%  | 80.5%  | 78.0%  | 80.3%  | 78.8%  | 79.7% |
| Wang [19]‡| ResNet50   | 22.56      | 85.9%  | 86.1%  | 84.2%  | 85.8%  | 85.2%  | 85.3% |
| Ours      | ViT-Small  | 21.67      | 87.2%  | 88.5%  | 94.3%  | 92.7%  | 75.8%  | 87.7% |

4.2 Implementation Details

In our work, we conducted 5-fold cross-validation for all experiments. The training and validation set is 8 : 2, and the partition in each fold was generated randomly based on every subject. We implemented our model with the PyTorch toolkit on a single NVIDIA V100 GPU. The input size of the image is 224 × 224, and the data augmentation was adopted by random resized cropping and horizontal flipping. Our model’s embedding dimension is 384 with 6 attention heads and 12 block layers based on the setting of the ViT small version. We choose SGD optimizer and cosine annealing learning rate scheduler for network optimization. Following [19], the batch size is 16, and learning rate is $1e^{-3}$ with a maximum of 500 epochs. We also use the momentum of 0.9 and the weight decay of $5e^{-5}$.

4.3 Results and Analysis

Through massive experiments, we verify the effectiveness of our proposed method. To be specific, as shown by a 5-fold cross-validation result in Table. 1, despite the fewer parameters, we can observe that our approach outperforms existing state-of-the-art methods. This also proves the stronger representation power and higher parameter efficiency of our model.

The ablation study further examines the effectiveness of each component, which is shown in Table. 2. “Trans with WL-only” means vanilla Transformer-

Table 2. The performance of the baseline and our full model on the test sets with respect to accuracy metric. “Δ M” indicates the gain of current average result compared with the former row, and the first row is recent state-of-the-art result.

| Methods               | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Mean  | Δ M  |
|-----------------------|--------|--------|--------|--------|--------|-------|------|
| Wang [19]             | 85.9%  | 86.1%  | 84.2%  | 85.8%  | 85.3%  |       |      |
| Trans with WL-only    | 84.6%  | 88.5%  | 93.1%  | 82.9%  | 76.5%  | 85.1% | −0.2%|
| Trans + CGA           | 87.2%  | 88.5%  | 93.1%  | 87.8%  | 87.4%  | 86.8% | +1.7%|
| Trans + CGA+ SAM      | 87.2%  | 88.5%  | 94.3%  | 92.7%  | 75.8%  | 87.7% | +0.9%|
Fig. 2. (a) is the comparative study of different attention maps. “WL/NBI AttnMap” is produced by the WL/NBI vanilla model and “Advanced WL AttnMap” by the proposed model. (b) displays the predictive distribution of WL images given by WL-only Transformer over the 2-dimensional representation space offered by t-SNE, while (c) shows the corresponding distribution obtained from our proposed shared Transformer.

based baseline of WL images. “Trans + X” indicates the proposed framework combined with only CGA or both CGA and SAM, which improve the baseline by 1.7% or 2.6%. This ablation study demonstrates that the accuracy gain is more heavily from our proposed modules other than the Transformer architecture.

The qualitative analysis is illustrated in Fig. 2. Precisely, we extract the attention maps of the last Transformer layer of our model and vanilla models for each modality and remap them on the original images [8]. As is shown in Fig. 2 (a), the advanced WL attention maps from our model are more similar to the NBI attention maps, covering nearly the entire lesion region. In contrast, the WL vanilla one underperforms the former, focusing on fractional attentive areas, irrelevant corners, or backgrounds. There is an apparent visual gap between WL attention maps and our advances, proving our model’s semantic consistency between the two modalities.

Fig 2 (b)(c) respectively shows the WL-only model and our proposed model’s discrimination between adenomatous or hyperplastic lesion through t-SNE visualization [13]. In Fig 2 (b), there is an obvious overlapping region between two predictive distributions in which the WL-only model is dramatically less discriminative, resulting in a higher number of false samples (marked by forks). However,
in Fig 2 (c), our proposed model separates two distributions with a clear margin, with only two outliers for each class. This result shows that our proposed shared Transformer can achieve higher performance on white-light colonoscopy image classification by untangling two predictive distributions.

5 Conclusion

In this paper, a novel Transformer-based framework is introduced to tackle WL-only CPC, which proposed the Cross-modal Global Alignment (CGA) and a newly designed Spatial Attention Module (SAM) to pursue the structured semantic consistency, i.e. modality-aware global representations and instance-aware local correlations. In the inference phase, all of the modules used for modality alignment can be removed, guaranteeing WL-only simple but accurate prediction for CPC task. Extensive experimental results and visualizations demonstrate the effectiveness of our proposed multi-level consistency learning method.
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