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Abstract

In this work, we for the first time present a method for detecting label errors in image datasets with semantic segmentation, i.e., pixel-wise class labels. Annotation acquisition for semantic segmentation datasets is time-consuming and requires plenty of human labor. In particular, review processes are time consuming and label errors can easily be overlooked by humans. The consequences are biased benchmarks and in extreme cases also performance degradation of deep neural networks (DNNs) trained on such datasets. DNNs for semantic segmentation yield pixel-wise predictions, which makes detection of label errors via uncertainty quantification a complex task. Uncertainty is particularly pronounced at the transitions between connected components of the prediction. By lifting the consideration of uncertainty to the level of predicted components, we enable the usage of DNNs together with component-level uncertainty quantification for the detection of label errors. We present a principled approach to benchmarking the task of label error detection by dropping labels from the Cityscapes dataset as well from a dataset extracted from the CARLA driving simulator, where in the latter case we have the labels under control. Our experiments show that our approach is able to detect the vast majority of label errors while controlling the number of false label error detections. Furthermore, we apply our method to semantic segmentation datasets frequently used by the computer vision community and present a collection of label errors along with sample statistics.

1. Introduction

In many applications such as automated driving and medical imaging, large amounts of data are collected and labeled with the long-term goal of obtaining a strong predictor for such labels via artificial intelligence, in particular via deep learning [12, 19, 21, 24, 25, 29]. Acquisition of so-called semantic segmentation ground truth, i.e., the pixel-wise annotation within a chosen set of classes on which we focus in this work, involves huge amounts of human labor. A German study states an effort of about 1.5 working hours per high definition street scene image [33]. Typically, industrial and scientific labelling processes consist of an iterative cycle of data labeling and quality assessment. Since the long-term goal of acquiring enough data to train e.g. deep neural networks (DNNs) to close to ground truth performance requires huge amounts of data, partial automation of the labeling cycle is desirable. Two research directions aiming at this goal are active learning, which aims at labeling only those data points that leverage the model performance a lot (see e.g. [6, 22, 34]), and the automated detection of label errors (see [9, 28]). Currently, in active learning for semantic segmentation, a moderate number of methods exists. This is also due to the fact that active learning comes with an increased computational cost as a DNN has to be trained several times over the course of the active learning iterations [6, 22]. Typically, these methods assume that perfect ground truth can be obtained by an oracle/teacher in each active learning iteration. In practice this is not the case and annotations are subject to multiple review loops. In that regard, current methods mostly study how noisy labels affect the model performance [16, 44], with the insight that DNNs can deal with a certain amount of label noise quite well. Methods for modeling label uncertainty in medical image segmentation, semantic street scene segmentation and everyday scene segmentation were proposed in [18, 23, 38, 42, 45].

For image classification tasks, the detection of label errors was studied in [28]. Importantly, it was pointed out that label errors harm the stability of machine learning benchmarks [27]. This stresses the importance of being able to detect label errors, which will help to improve model benchmarks and speed up dataset review processes.

In this work, we for the first time study the task of detecting label errors in semantic segmentation in settings of low inter- and intra-observer variability. While DNNs pro-
vide predictions on pixel level, we assess DNN predictions on the level of connected components belonging to a given class by utilizing \([51]\). Note that this is crucial since a connected component has uncertain labels at its boundary, which makes label error detection on pixel level a complex task. For each connected component, we estimate the probability of that prediction being correct. If a connected component has a high estimated probability of being correct, while it is signaled to be false positive w.r.t. ground truth, we consider that component as a potential label error. We study the performance of our label error detection method on synthetic image data from the driving simulator CARLA \([10]\) and on Cityscapes \([8]\). CARLA gives us a guarantee of being per se free of label errors such that we can provide a clean evaluation. To this end, we remove objects from the ground truth and study whether our method is able to identify these components as overlooked by the ground truth. Cityscapes provides high quality ground truth with only a small amount of label errors. The ground truth is available in terms of polygons such that we can drop connected components as well. In both cases it turns out that our method is able to detect most of the dropped labels while keeping the amount of false positive label errors under control. We believe that our method offers huge potential to make labeling processes more efficient. Our contribution can be summarized as follows:

- We for the first time present a method that detects label errors in semantic segmentation.
- Utilizing \([31]\) we detect label errors on the level of connected components.
- We introduce a principled benchmark for the detection of label errors based on \([10]\) and \([8]\).
- We apply our method to additional datasets \([1, 12, 47]\) and provide examples of label errors that we found. By manually assessing samples of that data we evaluate the precision of our method on those datasets.

For all of those four real-world datasets we studied, we achieved a precision between 47.5\% and 67.5\% of correctly predicted label errors. We show that our method is able to find both overlooked and class-wise flipped labels while keeping the amount of prediction to review considerably low.

2. Related Work

The impact of label errors on DNNs is an active field of research. Dataset labels in the context of classification have been shown to be imperfect \([27]\), which also holds true for semantic segmentation. Particularly in medical images, regions of interest are often difficult to find due to visual ambiguity and inter- and intra-observer variability. For CT scans, the authors of \([16]\) observed model performance degradation when the label error noise increases. Hence, a number of works focus on modelling label uncertainty and develop more robust segmentation models \([18, 23, 38, 42, 45]\). Up to now, to the best of our knowledge the detection of incorrectly labeled ground truth connected components in semantic segmentation has not been tackled. Major challenges are the inter- and intra-observer variability in applications like medical imaging, but also the fact that segmentation networks operate on pixel level.

In the context of image classification, learning methods that are robust to label noise have been introduced in \([14, 15, 17, 20, 28, 30, 39, 41, 43]\), and also the problem of label error detection has been considered in \([28]\). The authors of \([28]\) model class-conditional but image/independent label noise in order to model label uncertainty and consider the task of label error detection. Indeed, the authors find numerous label errors in typical benchmark datasets like MNIST (image classification) or Amazon Reviews (sentiment classification). In \([27]\), it is also pointed out that label errors in test sets destabilize prominent machine learning benchmarks such as MNIST, CIFAR10, CIFAR100, ImageNet, IMDB and Amazon Reviews. Another work \([5]\) uses a cross validation approach that turns out to filter samples with noisy labels. However, for this filtering technique only the overall label quality is considered as a benchmark. In that work, label errors are not detected on an image level.

Our work for the first time tackles the task of label error detection in semantic segmentation, introducing a principled benchmark for the given task. An advanced post-processing method for DNN predictions lifts the problem of label error detection to the level of connected components and on that level yields calibrated estimate of the probability that a predicted connected component is indeed a correct prediction.

3. Label Error Detection Method

**Estimating the probability of a prediction being correct.** We denote a given image by \(x \in [0, 1]^n\) with a label \(y \in \{0, \ldots, c\}^n\) being a ground truth segmentation mask over \(c\) classes created by human labor. We assume to have access to a trained neural network \(f\) that provides for each image pixel \(z\) an estimated probability distribution \(f_z(y|z)\) over the \(c\) classes. Given an image \(x\), let \(\hat{y} = \arg \max_i f_i(x)\) denote the predicted segmentation mask and \(\hat{K} = \hat{K}(x)\) the set of connected components of \(\hat{y}\). Analogously, let \(K = K(x)\) denote the set of connected components in the ground truth \(y\). For two pixels \(z, z’\) of the same predicted class, if \(z’\) is in the 8-pixel neighborhood of \(z\), then they both belong to the same predicted connected component \(k \in \hat{K}\). We proceed analogously for \(k \in K\).

Similarly to what is best practice in object detection,
we call a connected component of the ground truth a true positive if it overlaps with a predicted connected component of the same class to a chosen degree. To this end, we use an adjusted version of the intersection over union (IoU) from \( [2, 31] \) which is a map \( s \text{IoU} : K \rightarrow [0, 1] \). For \( k \in K \), it is defined as
\[
s \text{IoU}(k) := \frac{|k \cap pr(k)|}{|k \cup pr(k)| \setminus A(k)|},
\]
with \( pr(k) = \bigcup \hat{k} \in K, k \cap \hat{k} \neq \emptyset \) and \( A(k) = \{ z \in k' : k' \in K \setminus \{ k \} \} \). The adjustment \( A(k) \) excludes pixels from the union that are contained in another ground truth component \( k' \in K \) of the same class, which, however, is not equal to \( k \). This can happen when a predicted component intersects with multiple ground truth components. That case is punished less by the \( s \text{IoU} \) than by the ordinary IoU, we refer to \( [2, 31] \) for further details.

Given a threshold \( \tau \in [0, 1] \), we call a ground truth component \( k \in K \) true positive (TP\(_o\) where \( o \) refers to the “original” task of the DNN) if \( s \text{IoU}(k) > \tau \), and false negative (FN\(_o\)) otherwise.

For the remaining error, i.e., a false positive (FP\(_o\)) connected component \( \hat{k} \in \hat{K} \) of the prediction, we compute a quantity similar to the precision:
\[
\pi(\hat{k}) := \frac{|\hat{k} \cap g(\hat{k})|}{|\hat{k}|} \quad \text{with} \quad g(\hat{k}) = \bigcup \hat{k} \in K, k \cap \hat{k} \neq \emptyset.
\]
We call a predicted component \( \hat{k} \in \hat{K} \) FP\(_o\), if \( \pi(\hat{k}) \leq \tau \).

We utilize a so-called meta classifier that was introduced in \( [31] \) and further extended in \( [31, 26, 32] \). It was shown empirically in \( [7] \) that meta classification yields calibrated confidences on component level. Such a meta classifier computes a fixed number of \( n_f \) hand-crafted features for each predicted component \( \hat{k} \in \hat{K} \) yielding a structured dataset \( M \) of \( n_f \) columns and \( n_{\text{comp}} = \sum |K(x)| \) rows, where \( n_{\text{comp}} \) is the number of predicted components in a given number of images where the latter were not seen by the network \( f \) during training (e.g. from a validation set).

The hand-crafted features include metrics quantifying morphological features of the connected components as well as softmax uncertainty measures aggregated (average pooled) over the predicted components. For details we refer to the cited works. The meta classifier then performs a classification of TP\(_o\) vs. FP\(_o\) by means of the hand-crafted features. We utilize this meta classifier \( m : M \rightarrow [0, 1] \) that yields an estimated probability for \( \hat{k} \) being TP\(_o\), i.e., an estimate \( \tilde{m}(\hat{k}) \approx P(\text{TP}_o) \). Due to the estimate \( \tilde{m}(\hat{k}) \) being calibrated, we can expect that it is reflective of the model’s accuracy, i.e., when considering estimated probabilities in a chosen range, say 90%-95%, one can expect the accuracy to be in the same range.

**Detection of label errors.** Our label error detection method is visualized in fig. 1. It utilizes a state-of-the-art semantic segmentation DNN that is trained on a given training set. Then, we consider any sample of data not seen during training and want to detect label errors. To this end, we infer predictions from the DNN and then compare the predicted components with the ground truth components. If a component \( k \) is FP\(_o\), this can mean that 1) the network is indeed producing a false positive and the ground truth is likely to be correct, or 2) the ground truth is incorrect and the DNN could be correct. At this point we consider the estimate \( \tilde{m}(\hat{k}) \approx P(\text{TP}_o) \). If our calibrated meta classifier yields a estimate \( \tilde{m}(\hat{k}) \) close to 1, the network’s prediction is likely to be correct. Hence, any predicted component \( k \) being FP\(_o\), but having high \( \tilde{m}(\hat{k}) \approx P(\text{TP}_o) \) is considered as a candidate for review as it probably has been overlooked (or its label has been flipped) during labeling. Otherwise, we consider the prediction as not being suspicious.

Note that, in principle \( P(\text{TP}_o) \) can also be replaced by any uncertainty estimate that, however, must operate on the level of predicted components. On trend, the method will improve with stronger DNNs and stronger meta classifiers / uncertainty estimates, which also highlights the generic nature of our approach. As already mentioned, our approach is concerned with finding label errors in data that was not used during training. Though, our method can be easily applied to entire datasets by training in a k-fold cross-validation.
4. Datasets and Benchmarks for Label Error Detection in Semantic Segmentation

In a best case scenario, an evaluation protocol for label error detection methods has access to a perfectly clean ground truth (which does not exist in practice) where there are no label errors included, and another perturbed ground truth where there are labels missing or incorrect. A proper definition of label error itself is already difficult and subject to uncertainty.

Definition of label error. In this work, we consider a label error as a connected component of a given class that, given the context of the input image, should be contained in the ground truth, but is not contained therein.

It may happen that a spurious connected component is inserted into a ground truth, not corresponding to anything visible in the image. Such cases, however, are rare in the datasets we examined.

Benchmark definition. In our benchmark we focus on label errors that occur due to miss-outs rather than by accidentally selecting a wrong class. Note that creating such a benchmark poses a more complex task than flipping class labels. Furthermore, this is also a typical error mode that can appear due to ambiguity of visual features, size of the object and fatigue of the person performing the labeling. In our benchmark that focuses on street scenes, we remove labels from the ground truth of two chosen datasets. The labels we remove belong to the classes person, rider/bicycle, vehicles, traffic lights and road signs. In both datasets we work with high definition images and therefore drop connected components from the ground truth with pixel counts ranging 500 and 10,000. Objects with less than 500 pixels can be considered as irrelevant, objects greater than 10000 seem unlikely to be overlooked. We drop labels according to a Bernoulli experiment using a maximum perturbation probability \( \hat{p} \) that is tied to the component size. More precisely, the applied perturbation probability \( p \) of a component attains its maximum of \( \hat{p} \) at a component size of 500 pixels and decreases to zero linearly until the component size reaches 10000 pixels. This process can be described by the equation:

\[
p(k) = \mathbb{1}_{\{500 \leq |k| \leq 10000\}} \frac{\hat{p}(10000 - |k|)}{9500}, \tag{3}
\]

where \( k \in K \) denotes a connected component from the ground truth.

Datasets. For our benchmark we employ a synthetic dataset generated with the CARLA driving simulator \([11]\) (version 0.9.11) and the real world dataset Cityscapes \([8]\). For CARLA we have the ground truth under control in a sense that there are no label errors per se. However, the ground truth is unrealistically detailed in comparison to annotation created by a human. Also DNNs are not able to produce such fine grained annotations. Hence we smooth the labels such that objects closer to the ego vehicle diffuse over objects farther away. For more details on this see appendix \([A]\).

The Cityscapes dataset is a high quality dataset that at least upon visual inspection contains a rather small number of label errors. We report numbers on this in section \([5]\). Hence we also create a benchmark by synthetically inducing label errors by dropping polygons from the ground truth, for further details see appendix \([A]\).

Evaluation protocol. In order to understand the connection of network performance and label error detection performance, we state the underlying network’s performance in terms of mean intersection over union (mIoU). The mIoU is the mean over all classes of the intersection over union (IoU) where the latter for each class is computed as \( tp/(tp+fp+fn) \) where \( tp \) denotes the number of true positive pixels, \( fp \) the number of false positive pixels and \( fn \) the number of false negative pixels of the given class within a given test set.

For benchmark purposes, assume the existence of a clean ground truth without label errors. For a given image, the set of clean ground truth connected components is denoted by \( K_c \). Let \( K_t \) denote the label error ground truth that registers all label errors in terms of connected components. Given another set of connected components \( K' \) that constitutes label error proposals, let \( m' : K' \rightarrow [0, 1] \) be some probabilistic label error detection method. For a given decision threshold \( t \) let \( K_t(t) := \{ k \in K' : m'(k) \geq t \} \) denote the set of all connected components predicted by \( m' \).

We repeat the construction from section \([3]\) replacing \( \hat{K} \) by \( K_t(t) \) and \( K \) by \( K_t \) and proceed analogously to section \([3]\) with the same threshold \( t \) to define \( TP(t), FP(t) \) and \( FN(t) \) in the context of label error detection. That is, a TP is a correctly detected label error, an FP is an incorrect label error detection (a false discovery) and an FN is an overlooked label error. As additional evaluation metrics, we consider precision \( \text{prec}(t) = \frac{TP(t)}{TP(t)+FP(t)} \), recall \( \text{rec}(t) = \frac{TP(t)}{TP(t)+FN(t)} \), the \( F_1 \)-score \( F_1(t) = \frac{2TP(t)}{2TP(t)+FP(t)+FN(t)} \) and for \( \text{PRC}(r) = \text{prec}(t) \) we define the average precision \( \text{AP} = \int_0^1 \text{PRC}(r) \, dr \). Whenever the threshold \( t \) is not of interest or pre-specified, we will omit the argument \( t \) in the above definitions.

Technically, the evaluation code we provide allows for label error detection confidences of \( m \) to be provided on pixel level as well. In that case, also the threshold \( t \) is
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applied to the estimated probabilities (label error detection scores) on pixel level.

5. Numerical Experiments

Experiment setup. For numerical experiments we use a Deeplabv3+ [4] architecture with a WideResNet38 [40] backbone, and Nvidia’s multi-scale attention approach [36] in combination with an HRNet-OCR trunk [35] to make use of the current state-of-the-art networks in semantic segmentation. Both networks are trained on our Cityscapes and CARLA datasets on different perturbation levels corresponding to label perturbation probability \( p = 0, 0.1, 0.25 \) and \( 0.5 \). For evaluation we consider two scenarios.

Experiment 1) we assume to have a chunk of very well labeled data for training, i.e., the training data has \( \hat{p} = 0 \). Furthermore we assume that the rest has not been reviewed extensively, i.e., we test the label error performance for \( \hat{p} = 0.5 \). Note that one choice of \( \hat{p} \) for evaluation in this scenario is sufficient. Due to the independence of the Bernoulli trials, we can expect that for a fixed network \( f \) and a fixed threshold \( t \), varying \( \hat{p} \) will scale TP and FN proportionally to each other while FP remains constant (i.e., recall remains constant while precision increases accordingly).

Experiment 2) we assume that all data labeled data is of the same quality, i.e., we train the network on the original data for a given value of \( \hat{p} \) and evaluate w.r.t. label error detection for the same value of \( \hat{p} \). Also here the independence of Bernoulli trials makes further cross evaluations for choices of \( \hat{p} \) obsolete.

In case of Cityscapes, we train on the pre-defined official training set and state results for the official validation set. For CARLA we choose town 1–4 as training maps and town 5 for validation to avoid as much correlation in our split as possible.

In addition to the evaluation on synthetically generated label errors in the upcoming section 5.1, we provide findings on real label errors in frequently used semantic segmentation datasets along with sample statistics on TP and FP in section 5.2.

5.1. Experiments with Induced Label Errors

For the evaluation, we have fixed \( t = 0.25 \) as sIoU threshold for determining \( TP_o, FP_o \) and \( FN_o \). On the other hand, we consider only predicted components that have no intersection of same class with the ground truth annotation mask. We report numbers for TP, FP and FN, precision (prec) and recall (rec) for a choice of \( t \) that maximizes the \( F_1 \) score. In addition we compare our approach against two naive baseline methods. Assuming that we are able to detect every label error by comparing the perturbed ground truth label mask and the input image, in baseline method 1 we review every connected component larger than 250 pixel of the perturbed label mask to evaluate if a component is missing. In baseline method 2 we review every false positive component FP, produced by the DNN without any further probabilistic considerations.

Results on CARLA. Our CARLA dataset consists of 6000 images of size 1024 × 2048 pixels with 17 different classes. The first 4800 images we recorded in 4 different towns provided by CARLA and are used for training. The fifth town with 1200 image is used for the evaluation. We train the attention net with the original image size while using crops of size 800 × 800 pixels for training the Deeplab network. We use approximately half of the perturbed validation set to train the meta classifier \( m \) to estimate \( P(TP_o) \) and search in the other half for label errors. This split remains the same across all perturbation levels. For this dataset we have 154, 514, and 1151 label errors for \( \hat{p} = 0.1, 0.25 \), and 0.5, respectively. The calculation of the mIoU is always done w.r.t. an unperturbed version of the validation set.

First we consider the results of experiment 1 in which we train the networks on an unperturbed / clean training set and aim to find errors in perturbed validation sets with different perturbation rates. With both networks we find most of the label errors we induced in the validation set; see section 5.1. With the Nvidia multiscale attention architecture, we find at least 76.28% of all label errors for all rates \( \hat{p} \) while having a precision of over 72%. The results for the Deeplab net are lower compared to the Nvidia net. However, we also find most of the label errors with approximately the same precision. Compared to the baseline method we see that our method provides a high improvement in the precision while the decrease in recall is small. This observation is particularly pronounced for the lowest perturbation rate of \( \hat{p} = 0.1 \) where we for the attention net gain additional 49.33 percent points (pp) in the precision and only lose 3.87 pp in the recall. For a higher rate the difference between our method and the baseline is rather small using Nvidias’s architecture. We attribute this to the synthetic nature of this dataset and the fact that the networks are trained on clean training sets.

The overall detection capabilities of our method are rated by the AP scores obtained by varying the values of \( t \). For the attention net, these AP scores are stable for all rates \( \hat{p} \) and even slightly increase for a rate \( \hat{p} = 0.5 \). For the Deeplab net we can observe the same improvement for larger rates \( \hat{p} \). Most importantly, our method scales very well with the number of label errors in the dataset, being functional in presence of a few label errors as well as when facing many label errors.

For experiment 2 we trained the networks on perturbed training sets and validated our method also on perturbed validation sets with the same perturbation rate \( \hat{p} \). The obtained results are of similar quality as for experiment 1. With the
might be an interesting direction. Iterative procedure of DNN training and label error cleaning leads to lower rates. This signals that we are not able to find all label errors. However, the recall decreases significantly compared to the baseline. The precision of our method is higher than the baselines, demonstrating the significantly higher efficiency of our method.

Table 1. Results for label error detection trained on clean and validated on perturbed CARLA datasets.

| mIoU | TP | FN | FP | AP | Prec | Rec | F1 |
|------|----|----|----|----|------|-----|----|
| \(\hat{p} = 0.1\) | | | | | | | |
| Nvidia Attn. Net | 76.81 | 131 | 24 | 12 | 66.10 | 91.61 | 84.52 | 87.92 |
| DeepLabV3+ 38 | 71.52 | 93 | 62 | 39 | 44.49 | 70.46 | 60.00 | 64.81 |
| Base: 1 | – | 155 | 0 | 39967 | – | 0.39 | 100.00 | 0.07 |
| Base: 2 | Nvidia | 76.81 | 137 | 18 | 187 | – | 42.28 | 88.39 | 57.20 |
| Base: 2 | Deeplab | 71.52 | 108 | 47 | 794 | – | 41.86 | 69.68 | 50.02 |

| \(\hat{p} = 0.25\) | | | | | | | |
| Nvidia Attn. Net | 76.81 | 401 | 113 | 154 | 67.87 | 72.25 | 78.02 | 75.02 |
| DeepLabV3+ 38 | 71.52 | 278 | 236 | 103 | 54.87 | 72.97 | 54.09 | 62.12 |
| Base: 1 | – | 514 | 0 | 39055 | – | 0.30 | 100.00 | 0.25 |
| Base: 2 | Nvidia | 76.81 | 406 | 108 | 321 | – | 42.28 | 88.39 | 57.20 |
| Base: 2 | DeepLab | 71.52 | 319 | 195 | 879 | – | 26.63 | 62.06 | 37.27 |

| \(\hat{p} = 0.5\) | | | | | | | |
| Nvidia Attn. Net | 76.81 | 878 | 273 | 284 | 71.70 | 75.56 | 76.28 | 75.92 |
| DeepLabV3+ 38 | 71.52 | 654 | 497 | 215 | 51.04 | 57.43 | 56.82 | 64.82 |
| Base: 1 | – | 1151 | 0 | 37951 | – | 0.24 | 100.00 | 0.71 |
| Base: 2 | Nvidia | 76.81 | 885 | 266 | 438 | – | 66.89 | 76.89 | 71.54 |
| Base: 2 | DeepLab | 71.52 | 715 | 436 | 993 | – | 41.86 | 62.12 | 50.02 |

As for experiment 1, we observe that our method provides a significantly higher precision while the decrease in recall is minor.

Table 2. Results for label error detection trained on clean and validated on perturbed CARLA datasets.

| mIoU | TP | FN | FP | AP | Prec | Rec | F1 |
|------|----|----|----|----|------|-----|----|
| \(\hat{p} = 0.1\) | | | | | | | |
| Nvidia Attn. Net | 79.16 | 135 | 20 | 13 | 62.57 | 91.22 | 87.10 | 89.11 |
| DeepLabV3+ 38 | 70.58 | 82 | 73 | 66 | 42.35 | 55.41 | 52.90 | 54.13 |
| Base: 1 | – | 155 | 0 | 39667 | – | 0.39 | 100.00 | 0.78 |
| Base: 2 | Nvidia | 79.16 | 138 | 17 | 148 | – | 0.24 | 100.00 | 0.71 |
| Base: 2 | DeepLab | 70.58 | 103 | 52 | 978 | – | 49.45 | 64.45 | 56.55 |

| \(\hat{p} = 0.25\) | | | | | | | |
| Nvidia Attn. Net | 79.54 | 388 | 126 | 157 | 66.85 | 71.19 | 75.49 | 73.28 |
| DeepLabV3+ 38 | 70.44 | 251 | 263 | 112 | 53.94 | 69.15 | 48.83 | 57.24 |
| Base: 1 | – | 514 | 0 | 39055 | – | 0.39 | 100.00 | 0.25 |
| Base: 2 | Nvidia | 79.54 | 395 | 119 | 225 | – | 63.71 | 76.85 | 69.66 |
| Base: 2 | DeepLab | 70.44 | 272 | 242 | 709 | – | 27.73 | 52.92 | 36.39 |

| \(\hat{p} = 0.5\) | | | | | | | |
| Nvidia Attn. Net | 77.42 | 631 | 520 | 378 | 62.28 | 62.54 | 54.82 | 58.43 |
| DeepLabV3+ 38 | 70.25 | 583 | 568 | 334 | 55.74 | 63.58 | 50.65 | 56.38 |
| Base: 1 | – | 1151 | 0 | 37951 | – | 0.24 | 100.00 | 0.71 |
| Base: 2 | Nvidia | 77.42 | 632 | 519 | 431 | – | 59.45 | 54.91 | 57.09 |
| Base: 2 | DeepLab | 70.25 | 643 | 508 | 801 | – | 44.53 | 55.86 | 49.56 |

Results on Cityscapes. Cityscapes contains 5000 high resolution images annotated into 19 classes. For the evaluation, we train on the pre-defined training set which consists of 2975 images with a resolution of 1024 × 2048 pixels and evaluate on the pre-defined validation set containing 500 images of the same resolution. In analogy to our CARLA experiments, for the attention net we use the original image size, i.e., we do not use random cropping. For DeepLab, we use a crop size of 800 × 800 pixels. Again, we use one half of the validation set to train the meta classifier \(m\) and aim at finding label errors in the other half, where this split is identical for all perturbation rates \(\hat{p}\). The latter are chosen in analogy to the CARLA experiments. In total we have 166, 381, and 746 label errors induced in Cityscapes for \(\hat{p} = 0.1\), 0.25, and 0.5, respectively.

Table 3 contains the results for experiment 1 in which we train on clean data. In addition to the models trained by ourselves, we also use current state-of-the-art (sota) weights provided by [48] and [37]. For perturbation rates of \(\hat{p} = 0.1\) and \(\hat{p} = 0.25\) we find 43.57% – 57.83% of all label errors with the attention net (sota and self trained) while we only have to look at 2 to 3 candidates on average to find one label error. In addition, the recall increases significantly to 60.72% and 65.28% for a perturbation rate of \(\hat{p} = 0.5\) for the Nvidia architecture with self trained and sota weights. The precision of our approach also increases for higher perturbation rates and varies between 40.41% and 64.41% for the DeepLab net and between 36.09% and 62.50% for Nvidia’s multiscale attention net.

We note that for the Cityscapes dataset, the false positive label errors (i.e., the label error predictions being identified as FP according to our benchmark) also contain real label errors which were not induced by us and are therefore actually to be counted as true positives. We study this finding more precisely in section 5.2. Noteworthy, as the FP count remains under control, this signals that the number of label errors in Cityscapes can be expected to be rather moderate.

For combination of dataset and experiment, the baseline method 2 (and obviously method 1 as well) provides overall very low precision scores. In particular for \(\hat{p} = 0.1\) we only obtain precision scores between 2.90% and 8.18%. The loss in recall is larger compared to the CARLA dataset. The fact that our method achieves a high recall at way higher precision than the baselines demonstrates the significantly higher efficiency of our method.

Section 5.1 summarizes our results on Cityscapes for experiment 2 where we trained the network and the label error detection on perturbed datasets. We still find most of the label errors we induced. However, as one would assume, training on unperturbed data causes a slight deterioration to our method. With the attention net and perturbation rates of \(\hat{p} = 0.1\) as well as \(\hat{p} = 0.25\), we find approximately between 54% and 56% of all label errors while we only have to review on average 2 to 3 candidates per label error. For a perturbation rate of \(\hat{p} = 0.5\), that ratio decreases to roughly 2 candidate reviews per label error. On the other
hand, we can again observe a drop in recall to 45.58%. Furthermore, as already observed in our first two experiments with CALRA data, the AP scores are improving for larger perturbation rates for both networks.

### 5.2. Label Errors in Frequently used Datasets

In this section, we use our method to find real label errors in popular semantic segmentation datasets. We employ Nvidia’s multi-scale attention net with an HRNet-OCR trunk. For each dataset, we either use pretrained state-of-the-art weights or train the network on the predefined training sets ourselves. We examine the validation set of each dataset (except for Cityscapes where we also consider the training set), where we use one half of the set to train the label error detection and search in the other half for real label errors. Then we switch the roles of the splits, such that we search in both split for label errors. For each split we validate the 100 FPO-components \( k \) (having no intersection with the ground truth) with the highest estimated \( m(\hat{k}) \approx P(TP_o) \) (which is achieved by sorting \( m(\hat{k}) \)). Hereby, we strictly follow the label policies of the datasets and only confirm predictions as real label errors when there is no doubt about their correctness, i.e., we proceed rather conservatively.

#### Results on Cityscapes.

For Cityscapes, we examine the training set and the validation set, individually. In addition, we study the classes person, rider/bicycle and vehicles independently of the classes of traffic lights and road signs in order to avoid that the classifier gives us an unbalanced amount traffic lights and road signs predictions to validate. We consider 75 candidates of the first set of classes and 25 of latter classes for each split. For Cityscapes the sota weights provide an mIoU of 86.82%. In the training set we achieve a precision of 57.5% which amounts to 115 true label errors and 85 false discoveries within the 200 most probable label error candidates with highest meta classification score within the 2975 images of the training set; see section 5.2.

On the validation set our method achieves a precision of 53% where we found 106 label errors when considering 200 candidates. The results for the validation set are a slightly inferior compared to the results for the training set which is to be expected as the validation set only contains 500 images while we examine the same amount of discoveries from our method. For a class-wise breakdown of these results, see appendix C in appendix C. Two examples of identified label errors are presented in fig. 2.

### Table 3.

| Dataset                  | mIoU  | TP   | FN   | FP   | AP   | Prec  | Rec   | F1   |
|--------------------------|-------|------|------|------|------|-------|-------|------|
| Cityscapes Training      | 86.82 | 115  | 85   | 57.50| 57.50| 57.50 |
| Cityscapes Validation    | 86.82 | 106  | 94   | 53.00| 53.00| 53.00 |
| PascalVOC Validation     | 78.03 | 95   | 105  | 47.50| 47.50| 47.50 |
| Coco Validation          | 28.20 | 134  | 66   | 67.00| 67.00| 67.00 |
| ADE20K                   | 43.12 | 110  | 90   | 55.00| 55.00| 55.00 |

Table 5. Precision of our approach for different datasets.

#### Summarizing the Cityscapes results, by reviewing only 400 candidates conservatively, we already identified 231 label errors. The precision of 53% for the small validation set indicates that there may remain further label errors which can be approached further by using our method.
Results on PascalVOC. The PASCAL Visual Object Classes (VOC) 2012 dataset [12] contains 20 object categories of a wide variety. The training set consists of 8497 and the validation set of 2857 images. The attention net achieves a mIoU of 78.03% on the validation set. For the current and all subsequent datasets, we only study the validation set as we expect a vast amount of label errors therein. Conversely to Cityscapes, we do not additionally filter or split the classes. For the evaluation, we consider every class and again examine the 200 candidates with highest meta classification probability.

We identified 95 label errors and obtained a precision of 47.5%; see section 5.2. One might expect that a high IoU for a specific class would result in a high precision for this class. However, our results contradict this intuition. While this is true for the class of Person for which we achieve a precision of 84%, the opposite is true for almost every other class. For a detailed discussion on these results we refer to appendix C. Two exemplary label errors are shown in fig. 3.

Results on COCO-Stuff. The COCO-Stuff dataset [1] is the largest dataset we examine, containing 118K training images and 5K validation images of variable size and 93 total categories. On the validation set, the net achieves an mIoU of 28.20% and our approach obtained a high precision of 67%. This amounts to 134 true positives within 200 candidates from 36 class. For this dataset we also observed that a low IoU does not automatically imply a low precision. Again we refer to appendix C for more details. Note that for this dataset we were not able find a documentation that specifies the annotation policy precisely. Therefore, in our evaluation, we used the class descriptions.

Results on ADE20K. ADE20K [46,47] consists of 27K images annotated in 151 classes. We trained for 200 epochs and a crop size of 600 × 600 pixels on 25K training images and applied our method to the validation set of 2K images, where we obtain a precision 52.5% with an mIoU of 43.12%. Section 5.2 shows the results for this dataset. For the further details see appendix C. We found 104 label errors in 200 predictions across 58 classes. We note that the class definitions of this dataset are in part not sufficiently distinct. In addition, since we were not able to find class descriptions for this dataset, we had to infer from the ground truth annotation which objects the classes represent. This led to a significant amount of false positives since we were regularly not able to evaluate confidently whether the prediction is a true positive or not.

6. Conclusion & Outlook

In this work, we demonstrated how uncertainty quantification leverages the detection of label errors in semantic segmentation datasets via deep learning. We find good trade-offs of human labor and discovery rates of label errors, therefore enabling the efficient quality improvement for semantic segmentation datasets. In the future, we plan to develop measures and estimators for overall dataset quality. Furthermore, we plan to extend our method to detect falsely induced connected components (e.g. a piece of sky within the street) that are likely to be overlooked by the DNN, thus probably being overlooked by our method. We make our codes for benchmark, evaluation and method publicly available under GitHub.
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A. Details on Dataset Creation and the Injection of Label Errors

CARLA. We create the dataset by randomly selecting a spawn point of the ego vehicle and recording in the first step a segmentation mask of the empty scene. We then randomly spawn objects around the ego vehicle and record an rgb image as well as another segmentation mask of the scene, while all objects including the ego vehicle are static. The latter pair of image and ground truth serve as input image and unperturbed / clean reference ground truth for evaluation. Thereafter, we copy the connected component of the clean annotation mask into the first one and randomly select components to omit in order to induce label errors. When recording the same scene multiple times in CARLA, the ground truth typically varies at boundaries of connected components due to rendering effects. Our procedure of ground truth generation avoids this effect.

The CARLA simulator’s semantic segmentation sensor provides very precise annotated segmentation masks. To emulate human annotated masks and to make our synthetic dataset more realistic, we smooth these masks in order to reduce the degree of detailedness. We proceed class by class and consider the classes of Pedestrians, Poles, Vegetation, and Vehicles (in arbitrary order). More precisely, our smoothing process proceeds as follows: For a given street scene, we first create binary maps for each class where every pixel of the class under consideration for smoothing obtains some value \( i \in \mathbb{N} \) and we associate 0 to every other pixel. The value \( i \) enables us to control how much an object is smoothed. For our smoothing we set \( i = 10 \). We then apply a Gaussian smoothing kernel onto the binary masks and use these smoothed binary masks as index map to overwrite the values of the corresponding pixels in the original segmentation mask with the currently smoothed class value.

Figure 4. Two annotations, before and after we applied smoothing. Note that, we do not smooth every class. Smoothing is applied onto the classes of pedestrians, poles, vegetation and vehicles. Additionally, we remove road lines from the annotation.

C. Class-wise Breakdown of Found Label Errors in Frequently used Datasets

This section is an extension to the discussion of section 5.2. Here we provide additional details for each dataset we studied and present results for selected classes. In appendix D we present for each dataset a collection of label errors found in the respective datasets.
Cityscapes. In appendix C, we have given the class-wise results for Cityscapes and figure 7 presents example errors we found. In the training set we have found 106 label errors by reviewing 200 predictions. For the classes of person, rider/bicycle and vehicles altogether we found 90 true positives, 60 false positives, obtaining a precision of 60%. For traffic lights and road signs we achieve a precision of 50% by finding 25 label errors in 50 predictions. Apart from the class bus which only consists of one prediction, we observe the highest precision for the class rider with 88.89% while, at the same time the IoU is the lowest of all predicted classes with 75.47%. This indicates that our approach does not necessarily depend on a high IoU. It is also possible that the computed IoU for this class is dragged down by label errors in this class. The most errors we found for this class were caused by labeling a rider as a person.

We observed the same for the validation set. Combining the results of the classes of person, rider/bicycle and vehicles we have a precision of 55.33% and of 46.00% for classes of traffic lights and road signs. The result are slightly worse, which is to be expected as the validation set only consists of 500 images while the training set includes almost 3000 images.

Due to our conservative validation approach, for the class traffic light we validated several predictions as false positive even though they could be viewed as true positives; see appendix C for examples.

Validating them as true positive would result in additional 15 true positives and a precision of 93% for the class of traffic lights and of 65% in total. Also, in figure 6 we present a case that occurred several times and is debatable whether it is a false or true positives. However, following the official Cityscapes labeling policy and to avoid any confusion, we consider them to be false positives.

| Class      | (m)IoU | TP  | FN  | FP  | Prec | Rec  | F1   |
|------------|--------|-----|-----|-----|------|------|------|
| Bicycle    | 84.26  | 81  | 44  | 26  | 75.70| 64.80| 69.83|
| Bus        | 95.48  | 1   | 0   | 1   | 50.00| 100.00| 66.67|
| Car        | 96.86  | 100 | 61  | 56  | 64.10| 62.11| 63.09|
| Motorcycle | 78.24  | 8   | 6   | 0   | 100.00| 57.14| 72.73|
| Person     | 87.91  | 161 | 76  | 32  | 83.42| 67.93| 74.88|
| Rider      | 75.47  | 41  | 46  | 11  | 78.85| 47.13| 58.99|
| Traffic Light | 79.88 | 38  | 1   | 63  | 37.62| 97.44| 54.29|
| Traffic Sign | 87.64 | 55  | 17  | 179 | 23.50| 76.39| 35.05|
| Truck      | 92.64  | 2   | 8   | 3   | 35.59| 20.00| 26.67|
| Overall    | 86.82  | 487 | 259 | 371 | 56.76| 65.28| 60.72|

Table 6. Class-wise results for Cityscapes using the Nvidia’s Multiscale Attention net.

| Class      | (m)IoU | TP  | FN  | FP  | Prec | Rec  | F1   |
|------------|--------|-----|-----|-----|------|------|------|
| Bicycle    | 79.00  | 76  | 49  | 24  | 76.00| 60.80| 67.56|
| Bus        | 94.00  | 1   | 0   | 0   | 100.00| 100.00| 100.00|
| Car        | 96.50  | 102 | 59  | 29  | 77.86| 63.35| 69.86|
| Motorcycle | 73.80  | 7   | 7   | 1   | 87.50| 50.00| 63.64|
| Person     | 88.20  | 159 | 78  | 19  | 89.33| 67.09| 76.63|
| Rider      | 75.40  | 43  | 44  | 2   | 95.56| 49.43| 80.39|
| Traffic Light | 79.00 | 33  | 6   | 44  | 62.86| 84.62| 56.90|
| Traffic Sign | 82.80 | 56  | 16  | 206 | 21.37| 77.78| 33.53|
| Truck      | 78.80  | 4   | 6   | 0   | 100.00| 40.00| 57.14|
| Overall    | 81.40  | 481 | 265 | 325 | 59.68| 64.48| 61.98|

Table 7. Class-wise results for Cityscapes using the Deeplab net.

Figure 5. The connected component shown here is originally labeled as void. Our method predicts a label error here which is likely true. However, since we cannot confirm this without any doubt we validated it as false positive.

Figure 6. The DNN has correctly found a car component here. However, it is not a foreground object and therefore labeled as void in the ground truth. According to the labeling policy this is a false positive.

| Class      | (m)IoU | TP  | FN  | FP  | Prec  |
|------------|--------|-----|-----|-----|-------|
| Bicycle    | 84.26  | 16  | 8   | 66.67|       |
| Bus        | 95.48  | 1   | 0   | 100.00|       |
| Car        | 96.86  | 13  | 36  | 26.53|       |
| Motorcycle | 78.24  | 2   | 17  | 66.67|       |
| Person     | 87.91  | 34  | 17  | 66.67|       |
| Rider      | 75.47  | 16  | 2   | 88.89|       |
| Traffic sign | 79.88 | 10  | 18  | 35.71|       |
| Traffic light | 87.64 | 13  | 9   | 59.09|       |
| Truck      | 92.64  | 1   | 3   | 25.00|       |
| Overall    | 86.82  | 106 | 94  | 53.00|       |

Table 8. Classwise results for the train (left) and validation (right) sets of Cityscapes.
PascalVOC. For PascalVOC, COCO, and ADE20K we presented a selection of the most informative classes in appendix C. Examples are shown in fig. 8. At first glance, one might expect that classes with low IoU are difficult for our label error detection. PascalVOC provides several counter example for this. While for the class Person we observe high IoU scores together with strong label error detection performance, considering the overall picture there is a clear anti-correlation between label error detection performance and IoU for PascalVOC. Even with low IoU scores, our method is still able to find label errors. For example, the DNN exhibits a comparatively low IoU score of 51.97% for the chair class but still our method found 17 label errors with a precision of 61%. We observe the same for the class Dining table in which we found 10 label errors with a precision of 63% and an IoU of 51.47. Calculating the Pearson correlation between the IoU and the precision scores we obtain a low negative value of −0.27. Altogether, the findings indicate that the low mIoU might be partially caused by a poor label quality of the dataset.

COCO. Selected class results are given in appendix C and some errors are presented in fig. 9. The best results are achieved for the classes of Building-other, Grass, Playingfield, Sky-other and Tree with precision scores significantly above 50% and a representative amount of predictions. Overall, for this dataset we achieved the highest precision of 67% in 200 prediction across 36 predicted classes. For this dataset we also can observe the IoU and precision scores also seem to be barley correlated. This observation is supported by a low correlation score of 0.36.

ADE20K. In this dataset we found 104 label errors in 200 predictions across 58 classes. Table C shows results for selected classes and fig. 10 some example errors. As we already mentioned the class definitions of this dataset are in part not sufficiently distinct. In addition, since we were not able to find class descriptions for this dataset, we inferred from the ground truth annotation which objects the classes represent. This led to a significant amount of false positives since we were oftentimes unable to assign TP with appropriate confidence. This applies in particular to the class “building”. In ADE20K, there also exists a class named house which seems to accommodate buildings for human habitation. For the DNN it is difficult to distinguish these two classes, hence it predicts most of the buildings/houses as buildings This leads to a high IoU for the class building, a low IoU of 25.05 for the class house, and a precision of 0% for the building class. However, despite the mentioned issues, the results for ADE20K are comparable to those obtained for the other datasets. Also for this dataset we have a low correlation score of 0.19.

D. Additional Examples of label Errors in Frequently used Datasets

Below we present collages of exemplary label errors we found in the datasets discussed in the previous section. Each collage contains 16 pairs of images where each pair represents one label error. The right image represents a section of the ground truth segmentation mask and the left image displays a missed or flipped component. Figures 7 to 10 are collections of label errors in Cityscapes, PascalVOC, COCO-Stuff and ADE20K, respectively.
Figure 7. A collection of label errors present in Cityscapes. Left: prediction of our label error detection method; right: “ground truth” annotation. Our method is able to find both, overlooked and flipped labels.
Figure 8. A collection of label errors present in PascalVOC. The visualization scheme follows the one of fig. 7.
Figure 9. A collection of label errors present in COCO-Stuff. The visualization scheme follows the one of fig. 7.
Figure 10. A collection of label errors present in ADE20K. The visualization scheme follows the one of fig. 7.