Semiparametric estimation in Hong-Ou-Mandel interferometry

Valeria Cimini,1,2 Francesco Albarelli,3,4 Ilaria Gianani,1,∗ and Marco Barbieri1,5

1Dipartimento di Scienze, Università degli Studi Roma Tre, Via della Vasca Navale, 84, 00146 Rome, Italy
2Dipartimento di Fisica, Sapienza Università di Roma, Piazzale Aldo Moro 5, I-00185 Roma, Italy
3Faculty of Physics, University of Warsaw, Pasteura 5, PL-02-093 Warszawa, Poland
4Department of Physics, University of Warwick, Coventry, United Kingdom
5Istituto Nazionale di Ottica - CNR, Largo Enrico Fermi 6, 50125 Florence, Italy

(Dated: September 21, 2021)

We apply the theory of semiparametric estimation to a Hong-Ou-Mandel interference experiment with a spectrally entangled two-photon state generated by spontaneous parametric downconversion. Thanks to the semiparametric approach we can evaluate the Cramér-Rao bound and find an optimal estimator for a particular parameter of interest without assuming perfect knowledge of the two-photon wave function, formally treated as an infinity of nuisance parameters. In particular, we focus on the estimation of the Hermite-Gauss components of the marginal symmetrised wave function, whose Fourier transform governs the shape of the temporal coincidence profile. We show that negativity of these components is an entanglement witness of the two-photon state.

I. INTRODUCTION

Two-photon Hong-Ou-Mandel interference [1–3] is the key effect that enables many quantum technologies based on photons and their manipulation [4–11]. Its distinctive coincidence dip profile is a signature of the bosonic nature of the photons, and remarkably, its characteristic length is dictated by the two-photon wave packet, not by their wavelength, ensuring stable and reliable operation, even with modest control of the path lengths, thus allowing for extensions to the multiphoton case [12–19].

This feature derives from a non-trivial dependence of the interferometric signal on the two-photon spectral wavefunction, however, since it ultimately relies on a symmetrisation operation [2, 20], it is an excellent test bed for verifying the degree of indistinguishability and spectral purity of two independent single-photon wave packets [21–34]. However complicated, this dependence can be inverted to obtain the wavefunction in the experiment, but this requires multiple Hong-Ou-Mandel (HOM) profile acquisitions [20]. With a single acquisition, some information can nevertheless be extracted, however, in a limited amount [35–37]; this can still be an appropriate regime for estimating specific quantities relevant to the wavefunction.

Applying parameter estimation to such cases benefits from a generous pinch of salt when it comes to spelling out the statement of the problem. Even if we wish to isolate one particular parameter of the wave function, e.g. one of its moments, the estimation will unavoidably depend on the whole function, thus requiring, in principle, infinitely many other parameters for its full description. This apparently unsolvable problem has an elegant and efficient solution in semiparametric estimation [38, 39].

In standard parameter estimation one has to fix a statistical model, assuming a known dependence of the wavefunction from a finite number of parameters. On the contrary, the theory of semiparametric estimation deals with models with an infinity of degrees of freedom. The goal is to extract information about a finite number of parameters of interest, making as few assumptions as possible on the underlying model. A prototypical example is the estimation of the mean of an unknown probability distribution with finite variance [39]. In the context of quantum technologies, semiparametric methods have recently been applied to superresolution imaging [40, 41] and a fully quantum generalization of the theory has been derived [42]. The related task of estimating a small subset of a finite number of parameters, treating the others as a nuisance, has also been recently studied in the context of quantum estimation theory [43, 44].

In this article we apply semiparametric methods to estimating quantities pertinent to the frequency domain, based on the time profile of the coincidence dip in HOM interferometry. We show that certain quantities, e.g. certain raw moments, cannot be successfully estimated, due to the Fourier transform needed to convert between the two domains. However, we find other interesting quantities, essentially regularized moments, that can be estimated and also provide useful information on entanglement of the two-photon state. In the light of the possible applications of the HOM interference for time measurement [45–47], we demonstrate that semiparametric methods offer an intriguing solution for model-independent estimation.

II. BACKGROUND

A. Basics of HOM interference

The HOM effect consists in a two-photon interference occurring when these arrive at the same time on a beam splitter (BS) from separate ports [1]. This results in a suppression of the observed coincidence rate $C$, as measured by photon detectors at the two BS outputs. The

∗ ilaria.gianani@uniroma3.it
effect is generally studied by scanning the relative delay \(\tau\) in the arrival times, producing an interference figure \(C(\tau)\), modulated from \(C(\tau) = C_0\) for long delays to a minimum achieved for \(\tau = 0\); its value is dictated by the reflectivity \(R\) and transmittivity \(T = 1 - R\) of the BS, as well as the spectral properties of the photons. For instance for a symmetric BS, with \(R = 1/2\) and spectrally indistinguishable photons, one would expect \(C(0) = 0\), thus the deviation from this condition is often adopted as a measurement of the level of indistinguishability \([2]\).

More in detail, the coincidence profile \(C(\tau)\) can be written as

\[
C(\tau) = C_0 \left(1 - \nu \tilde{f}(\tau) \right),
\]

where \(\nu = 2RT/(R^2 + T^2)\). We can write \(\tilde{f}(\tau) = \int e^{i\omega\tau} f(\omega) d\omega\). The function \(f(\omega)\) is related to the spectral two-photon wavefunction (or joint spectral amplitude) \(\Phi(\omega_1, \omega_2)\) as \([20]\):

\[
f(\omega) = \frac{1}{2} \int d\Omega \Phi^* \left(\frac{\Omega + \omega}{2}, \frac{\Omega - \omega}{2} \right) \Phi \left(\frac{\Omega - \omega}{2}, \frac{\Omega + \omega}{2} \right),
\]

i.e \(f(\omega)\) is the marginal symmetrised wavefunction along the direction \(\omega = \omega_1 - \omega_2\). Since this function is Hermitian \(f(-\omega) = f^*(\omega)\) its Fourier transform \(\tilde{f}(\tau)\) is guaranteed to be real. Concerning the phase of \(f(\omega)\), this can not include quadratic terms, due to Hermicity, and linear terms can be accounted for simply by translating the origin of the delays \(\tau\); since higher-order terms are usually small, we can consider \(f(\omega)\) to be real, hence \(\tilde{f}(\tau)\) is an even function. Details are found in Appendix A.

### B. Semiparametric estimation

The estimation of any parameter \(\theta\) connected to \(f(\omega)\) without assuming a specific form for it, implicitly relies on the knowledge of many other parameters \(\eta = [\eta_1, \eta_2, \ldots, \eta_M]\) needed for describing the spectral function.

An example could be the estimation of one given moment \(\eta\) of parameters \(\{\theta, \eta\}\) and obtain the Cramér-Rao bound (CRB) for an unbiased estimator of \(\theta\) by means of its inversion:

\[
\Delta^2 \hat{\theta} \geq \frac{1}{N} (F^{-1})_{11},
\]

with \(N\) being the number of repetitions of the experiment. When the dimension of the Fisher matrix \(M\) is large, inversion could be difficult and prone to numerical instabilities, or even unfeasible in the semiparametric limit due to its large size. This bound is written in terms of the classical Fisher information and thus pertains to a specific choice of the measurement, and should not be confused with the quantum version, which is independent on the setting of the experiment.

The theory of semiparametric estimation assists us in obtaining an expression for the bound (3) without manipulating large, formally infinite-dimensional, matrices. The evaluation of the CRB is based on geometrical considerations: instead of evaluating and inverting the Fisher information matrix of multiple parameters, the optimal bound is obtained by Hilbert space methods \([38, 39]\). While the complete details of the theory are quite technical, we rely on the treatment in \([40, 42, 43]\), which deals with the semiparametric estimation of the moments of an incoherent light source with an arbitrary spatial distribution. Here we adopt the same approach, but we have the time delay variable \(\tau\) rather than a spatial distribution.

Consider a generic parameter defined as \(\theta = \int f(\omega) \vartheta(\omega) d\omega\), by means of a known function \(\vartheta(\omega)\). Our aim is to estimate \(\theta\) relying only on its definition, but without assuming a particular functional form for \(f(\omega)\). Since in practice we have access to the function \(\tilde{f}(\tau)\) in the conjugate domain of times, we can write:

\[
\theta = \int d\omega \vartheta(\omega) \frac{1}{2\pi} \int d\tau e^{-i\omega\tau} \tilde{f}(\tau) = \int d\tau \tilde{f}(\tau) \tilde{\vartheta}(\tau),
\]

meaning that the parameter \(\theta\) can equivalently be determined by the known function \(\tilde{\vartheta}(\tau)\) in the time domain. This parameter is, strictly speaking, defined by integrating in \(\tau\) over the whole real line, but in practice we will approximate this with an integral in a finite range \([-T, T]\), symmetric around 0. In the following, for convenience, instead of \(\theta\) we consider the parameter

\[
\theta' = \int d\tau \tilde{\vartheta}(\tau) \frac{C(\tau)}{C_0} = -\nu \theta + \int d\tau \tilde{\vartheta}(\tau),
\]

which is more closely related to experimental data, i.e. the coincide profile \(C(\tau)\).

Formally we can introduce a ‘detector space’ \(\mathcal{T} \subset \mathbb{R}\) \([40]\) which describes the possible settings of the detection, in our case, the time delay \(\tau \in \mathcal{T}\). We then introduce two measures on this space, i.e. two ways of weighting the settings: \(d\mu(\tau)\) which considers the actual experimental choices, and a random measure \(d\eta(\tau)\), which accounts for the registered intensities, and presents Poisson statistics with mean \(d\tilde{n}(\tau)\) \([48]\).

While in optical imaging an array of spatially distributed photodetectors is often considered continuous \([40]\), in our HOM scenario the time delays \(\tau\) at which measurements are performed are necessarily discrete and our analysis is carried out with a finite number of delays \(\tau_i\), equally spaced at intervals of size \(\delta\tau\).
We can then obtain insights on how to apply parametric methods by exploring the discrete setting first, and then understand how to recover the continuous limit. In the discrete case $d\mu(\tau)$ is a comb of Dirac measures, $d\mu(\tau) = \sum_{i=1}^{\text{max}} \delta(\tau - \tau_i)d\tau$. This implies that for our experiment we can write the average Poisson measure as $\hat{d}_n(\tau) = C(\tau)d\mu(\tau)$.

To embrace the discrete nature of the detection, instead of considering the original parameter, we introduce a new parameter, an approximation of $\theta'$ obtained by a discretization of the integral, i.e. \( \theta'_{\delta\tau} = \sum_{i=1}^{\text{max}} C(\tau_i)\hat{\theta}_{\delta\tau}(\tau_i) \), where we have defined $\hat{\theta}_{\delta\tau}(\tau) = \hat{\theta}(\tau)\delta\tau/C_0$, such that this definition correctly reproduces the integral (4) in the limit $\delta\tau \to 0$.

A natural estimator for the discretized parameter $\theta'_{\delta\tau}$ is the following:

$$\hat{\theta}'_{\delta\tau} = \int d\tau C(\tau) \hat{\dot{\theta}}_{\delta\tau}(\tau)$$

where $\hat{C}(\tau_i)$ is the observed number of coincidences at a given delay $\tau_i$, which is a minimum-variance unbiased estimator for the true Poisson rate $C(\tau_i)$. Crucially, the overall estimator $\hat{\theta}'_{\delta\tau}$ assumes no a priori form of the profile $C(\tau)$.

The variance of this estimator is

$$\Delta^2 \hat{\theta}'_{\delta\tau} = \sum_{i=1}^{\text{max}} C(\tau_i) \left( \hat{\dot{\theta}}_{\delta\tau}(\tau) \right)^2$$

and the variance on the estimator for the original (but discretized) parameter $\theta'_{\tau}$ is then obtained by error propagation via (5) as $\Delta^2 \hat{\theta'}_{\tau} = \Delta^2 \hat{\theta}'_{\delta\tau}/\nu^2$. Notice how this is dictated by $C_0$, rather than by the overall collected counts. Eq. (7) simply amounts to the variance of a linear combination of independent Poisson random variables.

We can go back to the original parameter $\theta$ and consider the ideal limit of a continuous set of observations, i.e. a measure $d\mu(\tau) = d\tau$ on detector space. To make a fair comparison and obtain the CRB in this limit, we need to fix the total resources and hence $d\hat{n}(\tau)/d\tau$ must take the form of a coincidence density, which coincides with the flat distribution $C_0/\delta\tau$ far from the dip, thus we take $d\hat{n}(\tau) = (C(\tau)/\delta\tau) d\tau$. If the full set of parameters $[\theta, \eta]$ is large enough to parametrize arbitrary profiles $C(\tau)$ (i.e. if the tangent space of the statistical model is full-dimensional) we can derive the following semiparametric CRB [40], in this continuous setting

$$\Delta^2 \hat{\theta}' \geq \int d\tau \frac{C(t)}{\delta\tau} \left( \dot{\theta}_{\delta\tau}(\tau) \right)^2,$$

where the right hand side is a continuous version of the variance (7) for the discretized parameter; see Appendix B for more details.

We stress that the equations (4) define our parameter of interest $\theta$ in relation to $f(\omega)$ or $f(\tau)$, but clearly if one can obtain a (nonparametric) estimate of the function $\hat{f}(\tau)$ then (4) can be used to estimate $\theta$ without relying on a parametric model for $\hat{f}(\tau)$. This estimation strategy has the advantage of reducing possible biases due to discretization. More concretely, we first obtain an estimate $\hat{C}(\tau)$ of the continuous density by interpolation of the observed coincidences $C(\tau_i)$ and then the estimator $\theta'$ is obtained as

$$\hat{\theta}' = \int d\tau \frac{\hat{C}(\tau)}{\delta\tau} \dot{\theta}_{\delta\tau}(\tau).$$

C. Hermite-Gauss parameter estimation

For a straightforward characterisation of $f(\omega)$, it would be convenient to extract its moments, defined as the integrals of $\omega^n f(\omega)$ over the frequency space. In this case, the associated semiparametric estimators are the $n$-th derivative of the Dirac delta function, according to (4). Since the corresponding experimental estimate would not be a well-defined quantity, the semiparametric approach cannot be applied in similar instances. Instead, we can focus on the decomposition of $f(\omega)$ in Hermite-Gauss (HG) functions:

$$HG_n(\omega) = e^{-\xi^2/2} H_n(\xi \omega),$$

where $H_n(x)$ is the $n$-th Hermite polynomial and we have $\hat{HG}_n(\tau) = (-i)^n e^{-\pi^2 \tau^2/\xi^2} [49]$ and $\xi$ is a positive scale parameter with units of time. These quantities measure the contribution of modulating terms in the spectral function (2), with an exponential providing the necessary regularity. Due to the Hermitian symmetry imposed by (2), we expect all odd-$n$ terms to vanish. The extraction of any particular HG component, independently on the others by making no assumptions on the density profile $C(\tau)$, is a semiparametric problem. In particular, we can exploit the fact that, for a separable wavefunction $\Phi(\omega_1, \omega_2) = \phi_1(\omega_1)\phi_2(\omega_2)$ the following condition must hold:

$$h_{2n} = (-1)^n \int \hat{HG}_{2n}(\omega) f(\omega) \geq 0.$$
in the previous section: in the following the previous abstract parameter \( \theta \) will correspond to \( h_{2n} \) for different \( n \). The semiparametric estimation of one parameter \( h_{2n} \), violating the positivity condition acts as witness of spectral entanglement. We notice that this is equivalent to observe values \( f(\tau) < 0 \), i.e. \( C(\tau) > C_0 \), a well-known fact \cite{35, 52}. However, our approach recasts this entanglement criterion in different quantitative terms, remarkably, by considering the whole shape of the interferogram, rather than individual points. We thus focus our attention of one such parameters \( h_{2n} \), without assuming any parametric model for the coincidence profile \( C(\tau) \).

In Fig. 2 we plot the semiparametric estimates of \( h_4 \), as a function of the parameter \( w \), as obtained by the integral estimator in (9) based the interpolated function: the semiparametric method offers reliable estimates, and \( h_4 \) is the first to witness the presence of entanglement in the state, taking negative values for a wide range of \( \xi \).

The corresponding uncertainty are analysed in Fig. 3, which show the standard deviation \( \Delta h_n \) on the estimated parameters. This is assessed by means of a bootstrap method, consisting in Monte Carlo repetitions of the experiment, based on the registered experimental counts; this smoothly accounts for the contribution to the uncertainty due to the interpolation step. This reveals that, despite the curves of the average values appear regular, a bias occurs, manifesting as a violation of the semiparametric CRB in (8). We hence conclude that our estimator (9) is not an unbiased estimator of the parameter, since the discrete nature of the original data still affects it in the interpolation needed to obtain the estimator \( C(\tau) \) for the continuous density. This means that if we keep spending resources to increase the precision on the punctual estimates of the rates \( C(\tau_i) \) without reducing \( \delta \tau \), the approximated parameter will eventually reveal its difference from the true one. Our statistical model assumes that uncertainties on the data is purely statistical, whereas the interpolation is affected by errors of a different kind. This idea that one needs to balance between interpolation error and punctual statistical errors is quite and general, and was recently reported in the context of function estimation with multiple phase measurements \cite{53}.

The discrepancy with the CRB depends strongly on the value of \( \xi \). We can derive an argument illustrating what is the region in which we can neglect our bias. In fact, the width of \( H \mathcal{G}_{2n}(\omega) \) increases as \( \xi \) is reduced, and the spacing \( \delta \tau \) eventually becomes too large to capture variations—this effectively imposes an low-pass filter. Since these functions have no compact support, we cannot use a Shannon-Nyquist criterion rigorously to evaluate the quality of the sampling; however, we can take as a guiding principle the fact that the sampling frequency \( 1/\delta \tau \) must exceed the width of the Gaussian in (10), leading to \( \xi > \delta \tau / \sqrt{2} \). Below this value, we can not rely on our estimate, even if an interpolation is used. Conversely, for a target parameter, the bandwidth of the corresponding function determines what sampling step can be judged satisfactory.

The interval in which \( h_4 \) witness entanglement, on the other hand, is safely outside this unreliability region: we can then assess the significance of the violation of the condition \( h_4 \geq 0 \) by considering the signal-to-noise ratio \( R_s = h_4 / \Delta h_4 \). This reveals the validity of our witness.

The estimates of the parameters (10) can serve the purpose of using the HOM profile for the measurement of small time delays, without resorting to fitting the coincidence curve to a specific model \cite{45}. Considering an extra delay \( \tau_0 \) shifting the coincidence curve as \( f(\tau - \tau_0) \),

\begin{figure}[h]
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\caption{Coincidence dip profile, normalized to \( C_0 \) coincidences, obtained scanning the relative delay between the two photons when arriving at the BS. The photon pairs are detected through avalanche photodiodes after passing two interference filters (fourth order superGaussian profile, 7.3 nm width). The coincidences counts are collected in 5 s, with \( C_0 = 4653 \) coinc. The dotted line is the interpolation, the dashed line is a fit with the function reported in Appendix A.}
\end{figure}

III. RESULTS

Our set up is the standard HOM interferometer in which two photons from a downconversion crystal (\( \beta \) barium borate, 3 mm length, degenerate type-I phase matching at \( \lambda = 810 \) nm) arrive on a beam splitter; this was chosen with reflectivity \( R \sim 2/3 \), thus setting the visibility in (1) to \( v = 0.81 \). The use of a CW pump makes the wavefunction almost monocromatic along \( \Omega \), as enforced by energy conservation, while two interference filters define the wavefunction in the \( \omega \) direction, since the intrinsic bandwidth of the downconversion emission, as dictated by the crystal length, is much wider. The HOM dip shape \( C(\tau)/C_0 \) has been reconstructed at different points, as shown in Fig. 1. The delay \( \tau \) was controlled by means of a translation stage. The interference figure is collected at a sampling rate of \( \delta \tau = 13.4 \) fs, as reported in Fig. 1, and then interpolating by means of third-order polynomials. This constitutes the data set we use for estimation of generalised momenta of order \( n = 0, 2, 4, \) seconding the expected symmetry.
we can evaluate what uncertainty $\Delta \tau_0$ can be obtained, by measuring the three Hermite-Gauss parameters $h_0$, $h_2$, or $h_4$. For small shifts, these can be evaluated as $\Delta \tau_0 = \left. \frac{\Delta h_i}{\partial \tau_0} \right|_{\tau_0=0}$, which are shown in Fig.5 as a function of $\xi$. As a general rule, higher modes provide lower uncertainties, when $w$ is properly set; notice that this optimisation for $h_0$ is akin to a standard fit enforcing a Gaussian shape. It should be noted that higher HG terms would be less reliable: since they consider modulations with shorter periods in $\tau$, they would be more affected by fluctuations of the level of the signal. Further, since the bandwidth of the HG functions grows with the order, finer sampling could be required. Our analysis shows that, with the collected number of events, one
can reduce the statistical uncertainty to the point where instrumental effects—notably, the reproducibility of the translation stage movements—become the main source of error. On the other hand, this technique requires a complete scan of the coincidence profile, as well as a calibration step at $\tau = 0$, differently from model-dependent techniques [9].

**IV. CONCLUSIONS**

We have presented a semiparametric analysis of the Hong-Ou-Mandel interference profile. The use of Fourier transforms curtails the adoption of semiparametric methods, nevertheless an analysis in terms of Hermite-Gauss transforms curtails the adoption of semiparametric methods, this brings about a reinterpretation of a standard entanglement witness in terms of spectral properties. The possible use of this analysis for delay measurements has been illustrated.

In this respect, tools from statistical classical and quantum estimation theory have already proven to be extremely useful for analysing and engineering metrological schemes based on HOM interference [9, 46, 47, 54–56]. Accordingly, we expect that delving into more advanced statistical methods will also bring further insights to such applications.
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**Appendix A: Quantum mechanical model**

A generic pure state of two spectrally entangled photons is

$$|\Phi\rangle = \int d\omega_1 d\omega_2 \Phi(\omega_1, \omega_2) a_1^\dagger(\omega_1) a_2^\dagger(\omega_2) |0\rangle,$$  \hspace{0.5cm} (A1)

where $\Phi(\omega_1, \omega_2)$ is the joint spectral amplitude and the integrals extend from $-\infty$ to $\infty$, since we assume that $\Phi(\omega_1, \omega_2)$ is strongly peaked.

The probability of a coincidence for this state, assuming $\nu = 1$ for simplicity, is obtained as [2, Eq. (40)]

$$p_C(\tau) = \frac{1}{2} \left[ 1 - \frac{1}{2} \int d\omega e^{-i\omega \tau} \int d\Omega \Phi^\ast \left( \frac{\Omega + \omega}{2}, \frac{\Omega - \omega}{2} \right) \Phi \left( \frac{\Omega - \omega}{2}, \frac{\Omega + \omega}{2} \right) \right].$$ \hspace{0.5cm} (A2)

For biphoton states generated by spontaneous parametric downconversion (SPDC), the joint spectral amplitude can be expressed as:

$$\Phi(\omega_1, \omega_2) = \alpha(\omega_1 + \omega_2) \phi(\omega_1, \omega_2)$$ \hspace{0.5cm} (A3)

where $\phi(\omega_1, \omega_2)$ is the phase-matching function and $\alpha(\omega_1 + \omega_2)$ is the pump spectrum. For CW pumping we have that the frequencies of the two photons are perfectly anticorrelated, i.e. $\alpha(\omega_1, \omega_2) \propto \delta(\omega_1 + \omega_2 - 2\bar{\omega})$, where $2\bar{\omega}$ is the pump frequency. In our experiment, the phase matching function is wide along the $\omega$ axis, thus it will be governed by the interference filters we have used to select the modes. We have a factorized super-Gaussian phase-matching function [57]:

$$\phi(\omega_1, \omega_2) \propto e^{-\frac{(\omega_1 - \bar{\omega})^4}{2\sigma_\phi^4}} e^{-\frac{(\omega_2 - \bar{\omega})^4}{2\sigma_\phi^4}},$$ \hspace{0.5cm} (A4)
where everything is normalized such that \( \int d\omega_1 d\omega_2 |\Phi(\omega_1, \omega_2)|^2 = 1 \). While the analytical expressions for the function \( f(\tau) \), and thus \( C(\tau) \) is hard to obtain, we found that it is well approximated as \([58]\)
\[
 f(\tau) = e^{-\frac{\tau^2}{2\sigma^2}} \text{sinc} \left( \frac{\pi B \tau}{\sigma} \right),
\]
where the two parameters \( \sigma \) and \( B \) can be fitted from experimental data; this has also been employed to locate the zero position of the translation stage. By taking the inverse Fourier transform of this fitted function we can also find an expression for the function \( f(\omega) \).

Finally, it is important to notice that we have written \((A2)\) as the probability of a coincidence event, but this assumes a deterministic generation of the state |\( \Phi \rangle \). In reality, SPDC is a probabilistic process and the number of recorded coincidences in a fixed amount of time \( T \), for a given delay \( \tau \), approximately follows a Poisson distribution with average \( N_0 p_{PC}(\tau) \), where \( N_0 \) is the generation rate. Thus, we can treat the data at each point \( \tau_i \) as an independent Poisson variable.

Appendix B: Semiparametric bound for arbitrary coincidence profile

We consider the segment on the real line \( \tau \in [-T, T] \) with the standard Lebesgue measure as our detector space. As explained in \([40]\) one can introduce a Hilbert for detector-space functions to evaluate the semiparametric CRB. We first introduce the scalar product
\[
\langle h_1, h_2 \rangle = \int_{-T}^{T} h_1(\tau) h_2(\tau) d\bar{n}(\tau),
\]
where \( d\bar{n}(\tau) = \frac{C(\tau)}{\delta \tau} d\tau \) represents the infinitesimal intensity measure, i.e. \( \frac{C(\tau)}{\delta \tau} \) is the non-normalized density. Here \( C(\tau) \) is the true (but arbitrary) coincidence profile and the factor \( \delta \tau \) is needed to fix the same amount of resources as in the discrete model.

The Hilbert space is then defined as the set of square summable functions
\[
\mathcal{H} = \{ h(\tau) : \langle h, h \rangle < \infty \}.
\]
For any parameter characterizing the coincidence profile \( C(\tau) \) we can introduce the score function in detector space
\[
S_{\theta_j}(\tau) = \frac{\partial}{\partial \theta_j} \log C(\tau)
\]
which is the logarithmic derivative of the distribution (since \( \delta \tau \) is parameter independent). An important subspace of \( \mathcal{H} \) is the tangent space \( \mathcal{T} \), defined as the closure of \( \text{span}(S_j) \), where \( j \) can run over an uncountable set.

Since we focus on a parameter that is a linear functional of the coincidence density \( \int d\tau C(\tau) \bar{\vartheta}(\tau) \) (up to additive and multiplicative constants), the function \( \bar{\vartheta}(\tau) \in \mathcal{H} \) represents what is called an influence function. In general, the semiparametric CRB is obtained as \( \langle \bar{\vartheta}_\text{eff}, \bar{\vartheta}_\text{eff} \rangle \), where \( \bar{\vartheta}_\text{eff} \) is the so-called efficient influence, obtained by projecting any valid influence function onto the tangent space \( \mathcal{T} \). However, when the tangent space is so large that \( \mathcal{T} = \mathcal{H} \) the projection is trivial, and the CRB is easily computed directly from the influence function.

The proof that the tangent space of arbitrary probability distributions is full-dimensional is found in \([38, \text{Example 1, Sec. 3.2}]\). In our case we have not an arbitrary probability distribution, since the statistics is assumed to be Poissonian, but we have an arbitrary intensity density. Following \([40]\) we can use essentially the same method as in the standard case, using the Hilbert space of functions in the detector space instead of the standard statistical one. The main difference is that the intensity distribution is not normalized, unlike a probability distribution.

In order to show that the family of arbitrary intensity measures has a tangent space that is maximally large, we rely on the concept of parametric submodels. The idea underneath, setting its technicalities aside, is that we can introduce parametric models, such as
\[
C_\kappa(\tau) = (1 + \tanh[\kappa h(\tau)]) C(\tau),
\]
where the original true density is obtained at the value \( \kappa = 0 \) and the score function is \( S(\tau) = h(\tau) \). Then, the set \( \{ S_j \} \) for the full model is the union of the tangent sets of all parametric submodels obtained for each \( h \in \mathcal{H} \). Intuitively, since we the functions \( h(\tau) \) can be arbitrary this means that \( \mathcal{T} = \mathcal{H} \).

We should remark that, while we have assumed an arbitrary \( C(\tau) \), this actually originates from the quantum mechanical model in \((1)\), derived from the two-photon wave function \( \Phi(\omega_1, \omega_2) \), or more generally a density operator \( \rho(\omega_1, \omega_2, \omega_1', \omega_2') \). In principle, this may impose constraints on \( C(\tau) \) that could entail \( \mathcal{T} \subset \mathcal{H} \): the semiparametric bound we have derived could be overestimating the true one. This, however, should not be expected to affect our claims on the presence of bias, as this is strongly connected to the data sampling rate, as revealed by downsampling the recorded coincidence profile. Elucidating the nature and implications of such constraints is an intriguing subject, left for future investigations.
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