Abstract

In this study, different estimators were used for estimating parameter of the exponential distribution, such as maximum likelihood estimator, moment estimator and the Bayes estimator, by assuming six types when the prior distribution for the scale parameter is: Levy distribution, Gumbel type-II distribution, Inverse Chi-square distribution, Inverted Gamma distribution, improper distribution, Non-informative distribution. Under squared and weighted squared error loss functions. We used simulation technique, to compare the performance for each estimator, several cases from Exponential distribution for data generating, for different samples sizes (small, medium, and large). Simulation results shown that The best method is the bayes estimation according to the smallest values of MSE & MWSE for all samples sizes (n) comparative to the estimated values by using Maximum likelihood estimation method (MLE) and Moment estimation method (ME). According to obtained results, we see that when the prior distribution for \( \theta \) is Inverted Gamma distribution for some values of the parameters \( \alpha \& \beta \), given the best results according to the smallest values of MSE & MWSE comparative to the same values which obtained by using MLE & ME for the assuming true values by \( \theta = 0.5 \) and for all samples sizes. When the prior distribution for \( \theta \) is Improper distribution for some values of the parameters a & b, given the best results according to the smallest values of MSE & MWSE comparative to the same values which obtained by using MLE & ME for the assuming true values by \( \theta = 1,2,4 \) and all samples sizes.
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1. Introduction

The difference between Maximum Likelihood estimation and Bayesian estimation is that in maximum likelihood estimation the parameters are not random variables. In Bayesian analysis the unknown parameter is regarded as being the value of a random variable from a given probability distribution, with the knowledge of some information about its value prior to observing the data \( x_1, x_2, \ldots, x_n \) (Ross, 2009) [9]; we mention some of studies in a brief manner:

In (1998) Rossman, Short, and Parks [10] presented some thought provoking insights on the relationship between Bayesian and classical estimation using the continuous uniform distribution.

In (2001) Elfessi and Reineke [7] intended to explore these relationships using the exponential distribution. They show how the classical estimators can be obtained from various choices made within a Bayesian framework.

In (2005) Ali and Woo and Nadarajah [5] considered bayes estimators of the parameter of the standard exponential distribution. They derived bayes estimators under a symmetric squared error loss function as well as an asymmetric loss function.

In (2005) Al_Kutubi [2] studied the extension of Jeffrey prior information with square error loss function in exponential distribution.

In (2007) Abu-Taleb and Smadi and Alawneh [1] considered exponential survival time with the exponential random censor time. They derive bayes estimates assuming the inverted gamma prior along with the bayesian credible intervals.

In (2009) Al_Kutubi and Ibrahim [3] provided the extension of Jeffrey prior information with new loss function for estimating the parameter of exponential distribution of life time. Through simulation study the performance of their estimator was compared to the standard bayes with Jeffrey Prior information with respect to the mean square error (MSE) and mean percentage error (MPE).

In (2009) Al_Kutubi and Ibrahim [4] annexed Jeffrey prior information to get the modify bayes estimator and then compared it with standard Bayes estimator and maximum likelihood estimator to find the best (less MSE and MPE). They derived Bayesian and Maximum likelihood of the scale parameter and survival functions. Simulation study was used to compare between estimators and Mean Square Error (MSE) and Mean Percentage Error (MPE) of estimators are computed.

In (2010) Tahir and Aslam [11] provided the comparison of uninformative (Jeffrey's and uniform) priors for the parameter of the exponential model for time-to-failure data. They also presented Bayesian and classical analysis of the model. Their comparison is based upon the posterior variance, the bayesian point and interval estimates, the coefficients of skewness of the posterior distribution and the posterior predictive distribution.

In (2013) Yang and Zhou and Yuan [15] studied the bayes estimation of parameter of exponential distribution under a bounded loss function, named reflected gamma loss function, which proposed by Towhidi and Behboodian (1999). They used the inverse Gamma prior distribution as the prior distribution of the parameter of exponential distribution. Bayesian estimators are obtained under squared error loss and the reflected gamma loss functions.
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The aim of research
The objective of this research, we try to find best method to estimate parameter of exponential distribution. According to the smallest value of Mean Square Errors (MSE) and Mean Weighted Square Errors (MWSE) were calculated to compare the methods of estimation. We used the maximum likelihood estimator, the moment estimator and the bayes estimator by assuming six types of priors, to get bayes estimation: Levy distribution, Gumbel type-II distribution, Inverse Chi-square distribution, Inverted Gamma distribution, Improper distribution, and Non-informative distribution when the Bayesian estimation based on squared and weighted squared error loss functions.

Several cases from exponential distribution for data generating, of different samples sizes (small, medium, and large). The results were obtained by using simulation technique, Programs written using MATLAB-R2008a program were used.

2.1 Exponential Distribution
Let us consider \( x_1, x_2, \ldots, x_n \) is a random sample of \( n \) independent observations from an exponential distribution having the probability density function (pdf) define as [7, 8]:

\[
f(x; \theta) = \theta^{-1} \exp\left(-\frac{x}{\theta}\right), \quad x > 0
\]

where \( \theta > 0 \) is mean, standard deviation, and scale parameter of the distribution, \( \theta \) is a survival parameter in the sense that if a random variable \( x \) is the duration of time that a given biological or mechanical system manages to survive and \( x \sim \text{Exp}(\theta) \) then \( \mathbb{E}[x] = \theta \). That is to say, the expected duration of survival of the system is \( \theta \) units of time.

2.2 Parameter Estimation Methods
In this section, we used several methods to estimation parameter \( \theta \).

2.3.1 Maximum likelihood Estimation (MLE)
From the Exponential pdf given in (1) the likelihood function will be as follows [6]:

\[
L(x \setminus \theta) = \prod_{i=1}^{n} f(x_i; \theta) = \theta^{-n} \exp\left(-\frac{\sum_{i=1}^{n} x_i}{\theta}\right)
\]

By taking the log and differentiating partially with respect to \( \theta \), we get:

\[
\frac{\partial}{\partial \theta} \log L(x \setminus \theta) = -n \frac{\sum_{i=1}^{n} x_i}{\theta} + \frac{\sum_{i=1}^{n} x_i}{\theta^2}
\]

Then the MLE of \( \theta \) is the solution of equation (2) after equating the first derivative to zero, Hence:

\[
\hat{\theta}_{\text{MLE}} = \frac{\sum_{i=1}^{n} x_i}{n} = \bar{x}
\]
2.3.2. Moments Estimation (ME)

The method of moments is another technique commonly used in the field of estimation of parameters. If \( \bar{x} = (x_1, x_2, \ldots, x_n) \) be a random sample of size \( n \) represent a set of data, then an unbiased estimator for the \( r \)th origin moment is \[ m_r = \frac{\sum_{i=1}^{n} x_i^r}{n} \] ... (5)

Where \( m_r \) stands for the \( r \)th sample moment. The first moment of the Exponential distribution is:

\[ M_1 = E(x) = \frac{1}{1/\theta} = \theta \] ... (6)

Therefore by equating sample and population moments we get

\[ m_1 = M_1 = E(x) = \frac{1}{1/\theta} = \theta \] ... (7)

From (7) we get \( \hat{x} = \theta \Rightarrow \hat{\theta}_{MM} = \bar{x} \) ... (8)

2.3.3 Bayes Estimation Method

Let \( \bar{x} = (x_1, x_2, \ldots, x_n) \) be a random sample of size \( n \) with probability density function given in equation (1) and likelihood function given in equation (2). In this paper, we derived the posterior distributions for the unknown parameter \( \theta \) using the following six types of priors, and then get bayes estimation [8]:

1. Levy distribution.
2. Gumbel type-II distribution [12].
3. Inverse Chi-square distribution [14].
4. Inverted Gamma distribution [13].
5. Improper distribution.
6. Non-informative distribution.

2.3.3.1 The posterior distribution using different Priors

In this section, we derive the posterior distributions. It is assumed that \( \theta \) follows six types of prior distributions with pdf as given in table below:
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Table 1: The six types of prior distributions \( P(\theta) \) with pdf for \( \theta \).

| Prior distribution            | \( P(\theta) \)                                                                 |
|-------------------------------|----------------------------------------------------------------------------------|
| \( \theta \sim \text{Levy}(b_3) \)   | \( P(\theta) \propto \frac{b_3}{2\pi} \theta^2 \exp\left(-\frac{b_3}{2\theta}\right) \text{ for } b_3, \theta > 0 \) |
| \( \theta \sim \text{Gumbel type-II}(b) \) | \( P(\theta) \propto b \theta^{-2} \exp\left(-\frac{b}{\theta}\right) \text{ for } b, \theta > 0 \) |
| \( \theta \sim \text{Inverse Chi-square}(v) \)   | \( P(\theta) \propto \frac{1}{2^v} \theta^{\frac{v-1}{2}} \exp\left(-\frac{1}{2\theta}\right) \text{ for } v, \theta > 0 \) |
| \( \theta \sim \text{Inverted Gamma}(\alpha, \beta) \) | \( P(\theta) \propto \frac{\beta^\alpha}{\Gamma(\alpha)} \theta^{-\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) \text{ for } \alpha, \beta, \theta > 0 \) |
| \( \theta \sim \text{Improper}(a, b) \)       | \( P(\theta) \propto \theta^{-\alpha+1} \exp\left(-\frac{b}{\theta}\right) \text{ for } b, \theta > 0 \) |
| \( \theta \sim \text{Non-informative}(c) \)   | \( P(\theta) \propto \frac{1}{\theta^c} \text{ for } c, \theta > 0 \) |

Then the posterior distribution of given the data \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) is\[7\]:

\[
P(\theta \mid \mathbf{x}) = \frac{L(\mathbf{x} \mid \theta) \cdot P(\theta)}{\int_0^\infty L(\mathbf{x} \mid \theta) \cdot P(\theta) \, d\theta} \tag{9}
\]

Substituting the equation (2) and for each \( P(\theta) \) as shown in table 1 in equation (9), we get the posterior distributions for the unknown parameter \( \theta \) are derived using the following six types of priors (for more details see Appendix-A).
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Table -2: The posterior distributions (P(θ \ x)) for the unknown parameter (θ) are derived using the following six types of priors.

| Prior distn. | The posterior distribution (P(θ \ x)) |
|--------------|-------------------------------------|
| Levy         | $P_1(\theta \mid x) \sim \text{Inverted Gamma} \ (\alpha_{\text{Levy}} = n+\frac{1}{2}, \beta_{\text{Levy}} = (\sum_{i=1}^{n} x_i + \frac{b_1}{2})$) with pdf $P_1(\theta \mid x) = \frac{(\sum_{i=1}^{n} x_i + \frac{b_1}{2})^{(n+\frac{1}{2})}}{\Gamma(n+\frac{1}{2})} \exp(-\frac{\theta}{\beta}) \left(\sum_{i=1}^{n} x_i + \frac{b_1}{2}\right)^{-1}$ |
| Gumbel type-II | $P_2(\theta \mid x) \sim \text{Inverted Gamma} \ (\alpha_{\text{Gumbel-II}} = n+\frac{1}{2}, \beta_{\text{Gumbel-II}} = (\sum_{i=1}^{n} x_i + b)$) with pdf $P_2(\theta \mid x) = \frac{(\sum_{i=1}^{n} x_i + b)^{(n+\frac{1}{2})}}{\Gamma(n+\frac{1}{2})} \exp(-\frac{\theta}{\beta}) \left(\sum_{i=1}^{n} x_i + b\right)^{-1}$ |
| Inverse Chi-square | $P_3(\theta \mid x) \sim \text{Inverted Gamma} \ (\alpha_{\text{Inverse Chi-square}} = n+\frac{1}{2}, \beta_{\text{Inverse Chi-square}} = (\sum_{i=1}^{n} x_i + \frac{1}{2})$) with pdf $P_3(\theta \mid x) = \frac{(\sum_{i=1}^{n} x_i + \frac{1}{2})^{(n+\frac{1}{2})}}{\Gamma(n+\frac{1}{2})} \exp(-\frac{\theta}{\beta}) \left(\sum_{i=1}^{n} x_i + \frac{1}{2}\right)^{-1}$ |
| Inverted Gamma | $P_4(\theta \mid x) \sim \text{Inverted Gamma} \ (\alpha_{\text{Inverted Gamma}} = n+\alpha, \beta_{\text{Inverted Gamma}} = (\sum_{i=1}^{n} x_i + \beta)$) with pdf $P_4(\theta \mid x) = \frac{(\sum_{i=1}^{n} x_i + \beta)^{(n+\alpha)}}{\Gamma(n+\alpha)} \exp(-\frac{\theta}{\beta}) \left(\sum_{i=1}^{n} x_i + \beta\right)^{-1}$ |
| Improper | $P_5(\theta \mid x) \sim \text{Inverted Gamma} \ (\alpha_{\text{Improper}} = n+\alpha, \beta_{\text{Improper}} = (\sum_{i=1}^{n} x_i + b)$) with pdf $P_5(\theta \mid x) = \frac{(\sum_{i=1}^{n} x_i + b)^{(n+\alpha)}}{\Gamma(n+\alpha)} \exp(-\frac{\theta}{\beta}) \left(\sum_{i=1}^{n} x_i + b\right)^{-1}$ |

n, b, a, b > 0 and -∞ < a < ∞
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**2.3.3.2 Bayes’ Estimators**

In this section, we derive Bayes’ estimators for the scale parameter \( \theta \), it was considered with six different priors and under two loss functions:

1. **The squared error loss function**  
   \[ L_1(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2. \]

2. **The weighted squared error loss function**  
   \[ L_2(\hat{\theta}, \theta) = \frac{(\hat{\theta} - \theta)^2}{\theta}. \]

Where \( \hat{\theta} \) is an estimator for \( \theta \), was considered with different six priors, and under two loss functions. Following is the derivation of these estimators:

#### First: The squared error loss function

In this section, we derive Bayes’ estimator. To obtain the Bayes’ estimator, we minimize the posterior expected loss given by:

\[ L_1(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2 \quad \text{... (10)} \]

After simplified steps, we get Bayes estimator of \( \theta \) denoted by \( \hat{\theta}_{SE} \) for the above prior as follows

\[ \hat{\theta}_{SE} = E(\theta \mid x) = \int_0^\infty \theta P(\theta \mid x) \, d\theta \quad \text{... (11)} \]

So, the following results are the derivations of these estimators under the squared error loss function with different six priors (for more details see Appendix-B).

---

### Non-informative

\[ P_0(\theta \mid x) \sim \text{Inverted Gamma} \left( \alpha_{(00)} = (n + c - 1), \beta_{(00)} = \left( \sum_{i=1}^n x_i \right) \right) \]

with pdf:

\[ P_0(\theta \mid x) = \frac{\left(\sum_{i=1}^n x_i\right)^{(n+c-1)} \theta^{-\left[(n + c - 1) + 1\right]}}{\Gamma(n + c - 1) \left[\sum_{i=1}^n x_i\right]} \quad n, c, \, \theta > 0 \]
Table -3: The estimators \( \hat{\theta}_{SE} \) under the squared error loss function with different six priors.

| Prior distribution    | \( \hat{\theta}_{SE} = E(\theta \mid x) = \int_0^\infty \theta P(\theta \mid x) \, d\theta \) |
|-----------------------|--------------------------------------------------------------------------------------------------|
| Levy                  | \( \hat{\theta}_{SE1} = \frac{\Gamma(n - \frac{1}{2})}{\Gamma(n + \frac{1}{2})} \left( \sum_{i=1}^n x_i + \frac{b_3}{2} \right), n \& b_3 > 0 \) |
| Gumbel type-II        | \( \hat{\theta}_{SE2} = \frac{\Gamma(n)}{\Gamma(n + 1)} \left( \sum_{i=1}^n x_i + b \right), n \& b > 0 \) |
| Inverse Chi-square    | \( \hat{\theta}_{SE3} = \frac{\Gamma(n + v - 1)}{\Gamma(n + v)} \left( \sum_{i=1}^n x_i + \frac{1}{2} \right), n \& v > 0 \) |
| Inverted Gamma        | \( \hat{\theta}_{SE4} = \frac{\Gamma(n + \alpha - 1)}{\Gamma(n + \alpha)} \left( \sum_{i=1}^n x_i + \beta \right), n, \beta, \alpha > 0 \) |
| Improper              | \( \hat{\theta}_{SE5} = \frac{\Gamma(n + a - 1)}{\Gamma(n + a)} \left( \sum_{i=1}^n x_i + b \right), n, b, a > 0 \) |
| Non-informative       | \( \hat{\theta}_{SE6} = \frac{\Gamma(n + c - 2)}{\Gamma(n + c - 1)} \left( \sum_{i=1}^n x_i \right), n, c > 0 \) |

**Second: The weighted squared error loss function**

In this section, we derive Bayes’ estimator. To obtain the Bayes’ estimator, we minimize the posterior expected loss given by:

\[
L_2(\theta, \theta) = \frac{(\theta - \theta)^2}{\theta} \tag{12}
\]

After simplified steps, we get Bayes estimator of \( \theta \) denoted by \( \hat{\theta}_{WSE} \) for the above prior as follows

\[
\hat{\theta}_{WSE} = \frac{1}{E\left(\frac{1}{\theta} \mid x \right)} = \frac{1}{\int_0^\infty \frac{1}{\theta} P(\theta \mid x) \, d\theta} \tag{13}
\]

So, the following results are the derivations of these estimators under the weighted squared error loss function with different six priors (for more details see Appendix-C).
Table -4: The estimators $\hat{\theta}_{\text{WSE}}$ under the weighted squared error loss function with different six priors.

| Prior distribution | $\hat{\theta}_{\text{WSE}}$ |
|--------------------|-----------------------------|
| Levy               | $\Gamma(n + \frac{1}{2})\left(\sum_{i=1}^{n} x_{i} + \frac{b_{3}}{2}\right)$ | $\Gamma(n + \frac{3}{2})$, $n \& b_{3} > 0$ |
| Gumbel type-II     | $\Gamma(n + 1)\left(\sum_{i=1}^{n} x_{i} + b\right)$ | $\Gamma(n + 2)$, $n \& b > 0$ |
| Inverse Chi-square | $\Gamma(n + \frac{v}{2})\left(\sum_{i=1}^{n} x_{i} + \frac{1}{2}\right)$ | $\Gamma(n + \frac{v}{2} + 1)$, $n, v > 0$ |
| Inverted Gamma     | $\Gamma(n + \alpha)\left(\sum_{i=1}^{n} x_{i} + \beta\right)$ | $\Gamma(n + \alpha + 1)$, $n, \beta, \alpha > 0$ |
| Improper           | $\Gamma(n + a)\left(\sum_{i=1}^{n} x_{i} + b\right)$ | $\Gamma(n + a + 1)$, $n, b, a > 0$ |
| Non-informative    | $\Gamma(n + c - 1)\left(\sum_{i=1}^{n} x_{i}\right)$ | $\Gamma(n + c)$, $n, c > 0$ |

3. Simulation Study

In this study, we have generated random samples from Exponential distribution and compared the performance of MLE and MME and Bayes estimator based on them. So we have considered several steps to perform simulation study as follow:

1. We have chosen sample size $n = 10, 25, 50$ and $100$ to represent small, moderate and large sample size.
2. We generated data from exponential distribution for the scale parameter; we have considered randomly several values for the parameter of exponential distribution $\theta = 0.5, 1, 2, 4$.
3. We used randomly three values for the parameter of the Levy distribution ($b_{3} = 0.5, 1, 2$) as prior distribution for $\theta$.
4. We used randomly three values for the parameter of the Gumbel type-II distribution ($b = 2, 3, 5$) as prior distribution for $\theta$. 
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5. We used randomly three values for the parameter of the Inverse Chi-square distribution (ν=2, 4, 6) as prior distribution for θ.
6. We used randomly two values for the parameters of the Inverted Gamma distribution (α = 2, 3 & β = 0.5, 1) as prior distribution for θ.
7. We used randomly three values for the parameters of the Improper distribution (α=1, 2, 3 & b=1, 2, 3) as prior distribution for θ.
8. We used randomly three values for the function of the non-informative prior distribution c = 1, 2, 3.
9. The number of replication used was (r = 1000) for each sample size (n).
10. We obtained estimators for scale parameter from equations (4), (8) and also the estimators in table -3, it means the estimators (θ_{SE}) under the squared error loss function with six different priors. And the estimators in table -4, it means the estimators (θ_{WSE}) under the weighted squared error loss function with different six priors.

The simulation program was written by using MATLAB-R2008a program. After the parameter θ was estimated, Mean Squared Errors (MSE) and Mean weighted squared Errors (MWSE) were calculated to compare the methods of estimation, where:

• MSE = \frac{1}{r} \sum_{r=1}^{1000} (\hat{θ}(r) - θ)^2 ...(14)

• MWSE = \frac{1}{r} \sum_{r=1}^{1000} [(\hat{θ}(r) - θ)^2 / θ ] ...(15)

See appendix-D, for the programs algorithm. The results of the simulation study are summarized and tabulated in tables (4.1-4.4). In each row of tables (4.1-4.4), we have four estimated values for θ (θ̂) with MSE for all samples sizes (n) and values (b_3, b, ν, α, β, a, b, c) respectively. Also the results of the simulation study are summarized and tabulated in tables (4.5-4.8). In each row of tables (4.5-4.8), we have four estimated values for θ (θ̂) with MWSE for all samples sizes (n) and values (b_3, b, ν, α, β, a, b, c) respectively. By using different estimation methods that is maximum likelihood estimator and the moment estimator. And the Bayes estimators in six types of prior distribution. So our criteria is the best method that gives the smallest value of (MSE) and (MWSE). We list the results in the following tables (4.1 -4.8).
In general, as we see in the tables (4.1-4.8) by using different estimation methods, we find the Mean Square Errors (MSE) and Mean weighted squared Errors (MWSE) were decreased when sample size increased in all cases. And we obtained the same results for MSE & MWSE by using maximum likelihood estimation (MLE) and the moment estimation (ME) for all sample sizes (n), because they have the same formula see formula from equations (4), (8).

we see in the tables (4.1-4.4) that we obtained un appropriate estimated values for \(^\hat{\theta}\) , when the prior distribution for \(\theta\) is levy distribution, for all assuming values for b, & for the true values for \(\theta = 0.5, 1, 2, 4\), and for all samples sizes (n) comparative to the estimated values by using MLE and ME, according to the smallest values of MSE for all samples sizes (n).

So we obtained over estimated values for \(^\hat{\theta}\) , when the prior distribution for \(\theta\) is Gumbel type-II distribution, for all assuming values for b and \(0 = 0.5, 1, 2, 4\), and for all samples sizes (n) comparative to the estimated values by using MLE and ME, according to the smallest values of MSE for all samples sizes (n).

In table (4.1), when the true value of \(\theta (\theta = 0.5)\) in general, we obtained a good estimation according to the smallest values of MSE for all samples sizes (n) comparative to the estimated values by using MLE and ME. we listed them when the prior distribution for \(\theta\) are

- Inverse Chi-square distribution with v=6.
- Inverted Gamma distribution with \((\alpha = 3, \beta = 1)\).
- Improper distribution with \((a=3, b=1)\).
- Non-informative distribution with c=3.

In table (4.2), when the true value of \(\theta (\theta = 0)\) in general, we obtained a good estimation according to the smallest values of MSE for all samples sizes (n), comparative to the estimated values by using MLE and ME. we listed them when the prior distribution for \(\theta\) are

- Inverse Chi-square distribution with v=4&6.
- Inverted Gamma distribution with \((\alpha = 3, \beta = 1)\).
- Improper distribution with \((a=3, b=2)\).
- Non-informative distribution with c=3.

In tables (4.3) & (4.4), when the true value of \(\theta (\theta = 2) & (\theta = 4)\) in general, we obtained a good estimation according to the smallest values of MSE for all samples sizes (n), comparative to the estimated values by using MLE and ME. we listed them when the prior distribution for \(\theta\) are

- Inverse Chi-square distribution with v=4.
- Inverted Gamma distribution with \((\alpha = 2, \beta = 1)\).
- Improper distribution with \((a=b=3)\).
- Non-informative distribution with c=3. See tables (4.1-4.4).
Table 4.1: Shows the values for $\hat{\theta}$ under square error loss function (MSE).

| Method | parameters | Estimate for $\hat{\theta}$ | MSE |
|--------|------------|-----------------------------|-----|
|        | $\alpha$   | Sample Size(s)              |     |
|        | $\beta$    | 10  | 25  | 50  | 100 | 10  | 25  | 50  | 100 |
| MLE    | -          | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
| ME     | -          | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
| Bayes  | $a$, $b$   | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
|        | $c$        | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |

Table 4.2: Shows the values for $\hat{\theta}$ under square error loss function (MSE).

| Method | parameters | Estimate for $\hat{\theta}$ | MSE |
|--------|------------|-----------------------------|-----|
|        | $\alpha$   | Sample Size(s)              |     |
|        | $\beta$    | 10  | 25  | 50  | 100 | 10  | 25  | 50  | 100 |
| MLE    | -          | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
| ME     | -          | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
| Bayes  | $a$, $b$   | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
|        | $c$        | 0.0196 | 0.0390 | 0.0516 | 0.0620 | 0.0752 | 0.0813 | 0.0870 | 0.0926 | 0.0983 |
Table 4.3: Shows the values for $\hat{\theta}$ under square error loss function (MSE).

| Method  | Parameters | Estimates for $\hat{\theta}$ (MSE) |
|---------|------------|-------------------------------------|
|         |            | Sample Size(s)                      |
| MSE     | $b$        | $\theta$                             |
|         |            | $10$ | $25$ | $50$ | $100$ | $10$ | $25$ | $50$ | $100$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $20.26$ | $50.26$ | $100.46$ | $199.74$ | $374.02$ | $242.58$ | $908.87$ | $395.29$ |
|         | $1$        | $20.56$ | $50.56$ | $100.71$ | $200.04$ | $383.22$ | $245.79$ | $935.98$ | $396.28$ |
|         | $2$        | $21.86$ | $51.86$ | $102.21$ | $200.54$ | $402.01$ | $258.59$ | $1035.77$ | $397.27$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $2.2034$ | $2.20318$ | $2.20341$ | $1.9891$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |
|         | $1$        | $2.3034$ | $2.30318$ | $2.30341$ | $2.0042$ | $0.6853$ | $0.1755$ | $0.0822$ | $0.4435$ |
|         | $2$        | $2.4034$ | $2.40318$ | $2.40341$ | $2.0454$ | $0.6510$ | $0.1804$ | $0.0899$ | $0.4429$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $0.4504$ | $0.9342$ | $1.9761$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |
|         | $1$        | $0.4904$ | $0.9342$ | $1.9761$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |
|         | $2$        | $0.5304$ | $0.9342$ | $1.9761$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $1.3865$ | $1.9411$ | $1.9761$ | $1.9801$ | $0.5453$ | $0.1517$ | $0.0767$ | $0.0404$ |
|         | $1$        | $1.4065$ | $1.9411$ | $1.9761$ | $1.9801$ | $0.5453$ | $0.1517$ | $0.0767$ | $0.0404$ |
|         | $2$        | $1.4265$ | $1.9411$ | $1.9761$ | $1.9801$ | $0.5453$ | $0.1517$ | $0.0767$ | $0.0404$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $0.5305$ | $0.9342$ | $1.9761$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |
|         | $1$        | $0.5205$ | $0.9342$ | $1.9761$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |
|         | $2$        | $0.5105$ | $0.9342$ | $1.9761$ | $0.9342$ | $0.1677$ | $0.0731$ | $0.6049$ |

Table 4.4: Shows the values for $\hat{\theta}$ under square error loss function (MSE).

| Method  | Parameters | Estimates for $\hat{\theta}$ (MSE) |
|---------|------------|-------------------------------------|
|         |            | Sample Size(s)                      |
| MSE     | $b$        | $\theta$                             |
|         |            | $10$ | $25$ | $50$ | $100$ | $10$ | $25$ | $50$ | $100$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $4.0077$ | $4.00777$ | $4.00733$ | $3.9998$ | $1.8587$ | $0.6428$ | $0.3301$ | $0.1581$ |
|         | $1$        | $4.0077$ | $4.00777$ | $4.00733$ | $3.9998$ | $1.8587$ | $0.6428$ | $0.3301$ | $0.1581$ |
|         | $2$        | $4.0077$ | $4.00777$ | $4.00733$ | $3.9998$ | $1.8587$ | $0.6428$ | $0.3301$ | $0.1581$ |
| Bayes   | $\theta$   | $\hat{\theta}$                       |
|         | $b$        | $0.5$ | $4.0077$ | $4.00777$ | $4.00733$ | $3.9998$ | $1.8587$ | $0.6428$ | $0.3301$ | $0.1581$ |
|         | $1$        | $4.0077$ | $4.00777$ | $4.00733$ | $3.9998$ | $1.8587$ | $0.6428$ | $0.3301$ | $0.1581$ |
|         | $2$        | $4.0077$ | $4.00777$ | $4.00733$ | $3.9998$ | $1.8587$ | $0.6428$ | $0.3301$ | $0.1581$ |
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In table (4.5), we obtained over estimated values for $\hat{\theta}$, when the prior distribution for $\theta$ is Gumbel type-II distribution, for all assuming values for $b$, when the true value of $\theta(\theta = 0.5)$, and for all samples sizes $(n)$ comparative to the estimated values by using MLE and ME according to the smallest values of MWSE for all samples sizes $(n)$. But in general, we obtained a good estimation according to the smallest values of MWSE for all samples sizes $(n)$ comparative to the estimated values by using MLE and ME. We listed them when the prior distribution for $\theta$ are:

- Levy distribution with $b_1=0.5$.
- Inverse Chi-square distribution with $v=4$.
- Inverted Gamma distribution with $(\alpha = 3, \beta = 1)$.
- Improper distribution with $(a=3, b=1)$.
- Non-informative distribution with $c=2$.

In table (4.6), when the true value of $\theta(\theta = 1)$ in general, we obtained a good estimation according to the smallest values of MWSE for all samples sizes $(n)$ comparative to the estimated values by using MLE and ME. We listed them when the prior distribution for $\theta$ are:

- Levy distribution with $b_1=1$.
- Gumbel type-II distribution with $b=2$.
- Inverse Chi-square distribution with $v=4$.
- Inverted Gamma distribution with $(\alpha = 2, \beta = 1)$.
- Improper distribution with $(a=b=3)$.
- Non-informative distribution with $c=2$.

In table (4.7), when the true value of $\theta(\theta = 2)$ in general, we obtained a good estimation according to the smallest values of MWSE for all samples sizes $(n)$ comparative to the estimated values by using MLE and ME. We listed them when the prior distribution for $\theta$ are:

- Levy distribution with $b_1=2$.
- Gumbel type-II distribution with $b=2$.
- Inverse Chi-square distribution with $v=2$.
- Inverted Gamma distribution with $(\alpha = 2, \beta = 1)$.
- Improper distribution with $(a=2, b=3)$.
- Non-informative distribution with $c=2$. 
In table (4.8), when the true value of $\theta$ ($\theta = 4$) in general, we obtained a good estimation according to the smallest values of MWSE for all samples sizes (n), comparative to the estimated values by using MLE and ME. We listed them when the prior distribution for $\theta$ are:
- Levy distribution with $b_3=2$.
- Gumbel type-II distribution with $b=3$.
- Inverse Chi-square distribution with $v=2$.
- Inverted Gamma distribution with $(\alpha = 2, \beta = 1)$.
- Improper distribution with $(a=1, b=3)$.
- Non-informative distribution with $(a=1, b=3)$. 
### Table 4.5: Shows the values for $\hat{\theta}$ under weighted square error loss function (MWSE).

| Method          | Parameters | Estimate for $\hat{\theta}$ (MWSE) | Sample Size |
|-----------------|------------|-------------------------------------|-------------|
|                 |            |                                     |             |
| MLE             | 1 - -      | 0.6491                              | 10          |
|                 | 0.5 - -    | 0.5930                              | 25          |
|                 | 0.5 - -    | 0.5950                              | 50          |
|                 | 0.5 - -    | 0.5907                              | 100         |
| Bayes $\alpha$  | $\beta$    | 0.5011                              | 0.4447      |
|                 | 0.5016    | 0.5050                              | 0.0206      |
|                 | 0.5011    | 0.5050                              | 0.0013      |
|                 | 0.5016    | 0.5050                              | 0.0053      |
| Bayes $\alpha$  | $\beta$    | 0.5 - -                              | 0.4447      |
| Bayes $\alpha$  | $\beta$    | 0.5 - -                              | 0.0206      |
|                  |            | 0.5011                              | 0.0013      |
| Bayes $\alpha$  | $\beta$    | 0.5 - -                              | 0.0053      |
|                  |            | 0.5 - -                              | 0.0206      |
|                  |            | 0.5011                              | 0.0013      |
|                  |            | 0.5016                              | 0.0053      |

### Table 4.6: Shows the values for $\hat{\theta}$ under weighted square error loss function (MWSE).

| Method          | Parameters | Estimate for $\hat{\theta}$ (MWSE) | Sample Size |
|-----------------|------------|-------------------------------------|-------------|
|                 |            |                                     |             |
| MLE             | 1 - -      | 1.0071                              | 1.0071      |
|                 | 0.5 - -    | 1.0071                              | 1.0071      |
|                 | 0.5 - -    | 1.0071                              | 1.0071      |
|                 | 0.5 - -    | 1.0071                              | 1.0071      |
| Bayes $\alpha$  | $\beta$    | 0.5 - -                              | 1.0071      |
|                 | 0.5 - -    | 1.0071                              | 1.0071      |
|                 | 0.5 - -    | 1.0071                              | 1.0071      |
| Bayes $\alpha$  | $\beta$    | 0.5 - -                              | 1.0071      |
| Bayes $\alpha$  | $\beta$    | 0.5 - -                              | 1.0071      |
|                  |            | 1.0071                              | 1.0071      |
|                  |            | 1.0071                              | 1.0071      |
|                  |            | 1.0071                              | 1.0071      |
### Table 4.7: Shows the values for $\hat{\theta}$ under weighted square error loss function (MWSE).

| Method | $\theta$ | Diagram | Estimate for $\hat{\theta}$ | MWSE |
|--------|----------|---------|-----------------------------|------|
| MLE    | -        |         | Sample Size: 10 | 25 | 50 | 100 | Sample Size |
| ME     | -        |         | 2.0436            | 2.0188 | 2.0141 | 1.9954 | 1.9082 | 0.8039 | 0.0935 | 0.0504 |
| Bayes  | $b_0$ = - |         | 2.0536            | 2.0188 | 2.0141 | 1.9954 | 1.9082 | 0.8039 | 0.0935 | 0.0504 |

### Table 4.8: Shows the values for $\hat{\theta}$ under weighted square error loss function (MWSE).

| Method | $\theta$ | Diagram | Estimate for $\hat{\theta}$ | MWSE |
|--------|----------|---------|-----------------------------|------|
| MLE    | -        |         | Sample Size: 10 | 25 | 50 | 100 | Sample Size |
| ME     | -        |         | 2.0436            | 2.0188 | 2.0141 | 1.9954 | 1.9082 | 0.8039 | 0.0935 | 0.0504 |
| Bayes  | $b_0$ = - |         | 2.0536            | 2.0188 | 2.0141 | 1.9954 | 1.9082 | 0.8039 | 0.0935 | 0.0504 |

---
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4.1 Conclusion

When we compared the estimated values for $\hat{\theta}$ for the scale parameter of the Exponential distribution by using the methods in this study, we find that Mean Square Errors (MSE) and Mean weighted squared Errors (MWSE) were decreased when sample size increased in all cases. And the MSE increased in all samples sizes (n) when the true value of $\theta$ increased the same thing for MWSE. The best method is the bayes estimation according to the smallest values of MSE for all sample sizes (n) when the prior distribution is

- Inverted Gamma distribution with $(\alpha = 3, \beta = 1)$, when the true value of $\theta (\theta = 0.5)$ see table (4.1).
- Improper distribution with $(a=3, b=2)$, when the true value of $\theta (\theta = 1)$ see table (4.2).
- Improper distribution with $(a=b=3)$, when the true value of $\theta (\theta = 2)$ see table (4.3).
- Improper distribution with $(a=b=3)$, when the true value of $\theta (\theta = 4)$ see table (4.4).

The best method is the bayes estimation according to the smallest values of MWSE for all samples sizes (n) when the prior distribution is

- Inverted Gamma distribution with $(\alpha = 3, \beta = 1)$, & Improper distribution with $(a=3, b=1)$, when the true value of $\theta (\theta = 0.5)$ see table (4.5).
- Improper distribution with $(a=b=3)$, when the true value of $\theta (\theta = 1)$ see table (4.6).
- Improper distribution with $(a=2, b=3)$, when the true value of $\theta (\theta = 2)$ see table (4.7).
- Gumbel type-II distribution with $b=2$ & Improper distribution with $(a=1, b=3)$, when the true value of $\theta (\theta = 4)$ see table (4.8).

4.2 Recommendations

We recommend to use the bayes estimation, to estimate scale parameter of the Exponential distribution when the prior distributions are improper distribution and Inverted Gamma distribution and Gumbel type-II distribution with the values of the parameters mentioned in our conclusions.
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Appendix A: The posterior distribution using different Priors

1. The posterior distribution using Levy distribution as prior:

It is assumed that $\theta$ follows the Levy distribution with pdf as given below:

$$P(\theta) = \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) \quad \text{for} \quad \theta > 0 \quad \text{and} \quad \alpha, \beta > 0$$

Then the posterior distribution of $\theta$ given the data $y = (y_1, y_2, \ldots, y_n)$ is:

$$P(\theta | y) = \frac{P(y | \theta) P(\theta)}{P(y)} = \frac{\prod_{i=1}^{n} \frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} \frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) d\theta} \quad \text{(A.1)}$$

Substituting the equation (2) and the equation (A.1) in equation (A.2), we get:

$$P(\theta | y) = \frac{\prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) d\theta} \quad \text{(A.3)}$$

We can write $\theta^{-1} \prod_{i=1}^{n} y_i^{-1}$ as $\theta^{-1} \prod_{i=1}^{n} y_i^{-1}$ and by multiplying the integral in equation (A.4) by the quantity which equals to

$$\frac{\prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) d\theta} \quad \text{(A.9)}$$

Then we get:

$$P(\theta | y) = \frac{\prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) d\theta} \quad \text{(A.5)}$$

Where $A(\alpha,\theta)$ equals to $\int_{0}^{\infty} \prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(\alpha)} \left(\frac{\beta}{\theta}\right)^{\alpha-1} \exp\left(-\frac{\beta}{\theta}\right) d\theta \quad \text{(A.9)}$

2. The posterior distribution using Gamma type II distribution as prior:

It is assumed that $\theta$ follows the Gamma type II distribution with pdf as given below:

$$P(\theta) = \frac{1}{\Gamma(a) \beta^a} \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right) \quad \text{for} \quad a > 0, \beta > 0$$

Then the posterior distribution of $\theta$ given the data $y = (y_1, y_2, \ldots, y_n)$ is:

$$P(\theta | y) = \frac{\prod_{i=1}^{n} \frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} \frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right) d\theta} \quad \text{(A.6)}$$

We can write $\theta^{-1} \prod_{i=1}^{n} y_i^{-1}$ as $\theta^{-1} \prod_{i=1}^{n} y_i^{-1}$, and by multiplying the integral in equation (A.4) by the quantity which equals to

$$\frac{\prod_{i=1}^{n} \frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} \frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right) d\theta} \quad \text{(A.10)}$$

Then we get:

$$P(\theta | y) = \frac{\prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right)}{\int_{0}^{\infty} \prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right) d\theta} \quad \text{(A.5)}$$

Where $A(\alpha,\theta)$ equals to $\int_{0}^{\infty} \prod_{i=1}^{n} -\frac{1}{\theta} \exp\left(-\frac{y_i}{\theta}\right) \frac{1}{\Gamma(a)} \beta^a \theta^{a-1} \exp\left(-\frac{\theta}{\beta}\right) d\theta \quad \text{(A.9)}$
Under Different Priors & Two Loss Functions To Compare Bayes Estimators With Some of Classical Estimators For the Parameter of Exponential Distribution

When \( B(a,b) \) equals to

\[
B(x;\theta) = \frac{\Gamma(x+1) \theta^x e^{-\theta x}}{\Gamma(x+1)}
\]

Then the integral of the pdf of the Inverted Gamma distribution is

\[
P_1(\theta) = \frac{\Gamma(n+1)}{\Gamma(n+1)}
\]

and it means that \( P_1(\theta) \) is a new parameter distribution with new parameters \((\alpha, \beta) = (\Gamma(n+1), -b)\).

3. The posterior distribution using Inverted Chi-square distribution as prior

It is assumed that \( \theta \) follows the Inverted Chi-square distribution with pdf as given below:

\[
P_2(\theta) = \frac{\Gamma(x+1) \theta^{x-1} e^{-\theta x}}{2^{x/2} \Gamma(x/2) \theta^x}
\]

Then the posterior distribution of the data \( y = (y_1, y_2, \ldots, y_n) \) according to the equation (A.2), we get it by substituting the equation (2) and the equation (A.13) in equation (A.2), so we have

\[
P_2(\theta | y) = \frac{\Gamma(x+1) \theta^{x-n} e^{-\theta \bar{y}}}{2^{x/2} \Gamma(x/2) \theta^x}
\]

4. The posterior distribution using Inverted Gamma distribution as prior

It is assumed that \( \theta \) follows the Inverted Gamma distribution with pdf as given below:

\[
P_3(\theta) = \frac{\Gamma(x+1) \theta^{x-1} e^{-\theta x}}{2^{x/2} \Gamma(x/2) \theta^x}
\]

Then the posterior distribution of the data \( y = (y_1, y_2, \ldots, y_n) \) according to the equation (A.2), we get it by substituting the equation (2) and the equation (A.14) in equation (A.2), so we have

\[
P_3(\theta | y) = \frac{\Gamma(x+1) \theta^{x-n} e^{-\theta \bar{y}}}{2^{x/2} \Gamma(x/2) \theta^x}
\]

By multiplying the integral in equation (A.15) by the quantity which equals to

\[
\left( \frac{\Gamma(n+1)}{\Gamma(n+1/2)} \right)^{n/2} (\Gamma(\nu/2)^{-1/2}) (\Gamma(\nu/2)^{-1/2}) = \Gamma(n+1/2)
\]

Therefore, \( P_3(\theta | y) \) is a new parameter distribution with new parameters \((\alpha, \beta) = (\Gamma(n+1), -b)\).
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\[ D(\theta) = \int_0^\infty \frac{\Gamma(n+\theta)}{\prod_{i=1}^n x_i - \theta} \exp\left(-\frac{1}{\theta} \sum_{i=1}^n x_i - 1\right) d\theta = 1. \]  

It is the integral of the pdf of the Inverted Gamma distribution. Then we get the posterior distribution of \( \theta \) given the data \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) is

\[ P(\theta|\mathbf{x}) \propto \frac{\Gamma(n+\theta)}{\prod_{i=1}^n x_i - \theta} \exp\left(-\frac{1}{\theta} \sum_{i=1}^n x_i - 1\right) \]  

It means that \( P(\theta|\mathbf{x}) \) is Inverted Gamma distribution with new parameters \( \alpha = (n+\theta), \beta = (\sum x_i - 1) \).

4. The posterior distribution using improper distribution as prior

It is assumed that \( \theta \) follows the improper distribution with pdf as given below:

\[ P(\theta) = \frac{1}{\theta} \]  

Then the posterior distribution of \( \theta \) given the data \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) according to the equation (3.2), we get it by substituting the equation (3.1) and the equation (2.22) in equation (2.1), so we have

\[ P(\theta|\mathbf{x}) \propto P(\theta) \frac{\Gamma(n+\theta)}{\prod_{i=1}^n x_i - \theta} \exp\left(-\frac{1}{\theta} \sum_{i=1}^n x_i - 1\right) \]  

By simplifying the integral in equation (2.25) by the quantity which equals to

\[ \frac{\Gamma(n+1,1)}{\theta} \]  

where \( \Gamma(\cdot, \cdot) \) is a gamma function. Then we get

\[ P(\theta|\mathbf{x}) \propto \frac{\Gamma(n+\theta)}{\prod_{i=1}^n x_i - \theta} \exp\left(-\frac{1}{\theta} \sum_{i=1}^n x_i - 1\right) \]  

Where \( E(\theta,\mathbf{x}) \) equals to

\[ E(\theta|\mathbf{x}) = \int_0^{\infty} \frac{\Gamma(n+\theta)}{\prod_{i=1}^n x_i - \theta} \exp\left(-\frac{1}{\theta} \sum_{i=1}^n x_i - 1\right) d\theta = 1. \]  

It is the integral of the pdf of the Inverted Gamma distribution. Then we get the posterior distribution of \( \theta \) given the data \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \) is

\[ P(\theta|\mathbf{x}) \propto \frac{\Gamma(n+\theta)}{\prod_{i=1}^n x_i - \theta} \exp\left(-\frac{1}{\theta} \sum_{i=1}^n x_i - 1\right) \]  

It means that \( P(\theta|\mathbf{x}) \) is Inverted Gamma distribution with new parameters \( \alpha = (n+\theta), \beta = (\sum x_i - 1) \).
Appendix-B: The following is the derivation of these estimators under the squared error loss function.

1. **Squared error loss function**
   To obtain the Bayes estimator, we minimise the posterior expected loss given by:
   \[ L(\theta, r) = (r - \theta)^2 \]
   The risk function is:
   \[ R(\hat{\theta}) = E[L(\theta, \hat{\theta})] \]
   Then, we have
   \[ \hat{\theta}_{Bayes} = \frac{\sum \frac{1}{\Gamma(n)}}{\Gamma(n)} \]

2. **Bayes estimator using Levy distribution as prior**
   To obtain the Bayes estimator under Levy distribution as prior, substituting the equation (A.5) in equation (B.3), we get:
   \[ \hat{\theta}_{Bayes} = \frac{\sum \frac{1}{\Gamma(n)}}{\Gamma(n)} \]
   Then, we have
   \[ \hat{\theta}_{Bayes} = \frac{\Gamma(n)}{\Gamma(n)} \]

3. **Bayes estimator using Gamma distribution as prior**
   To obtain the Bayes estimator under Gamma distribution as prior, substituting the equation (A.12) in equation (B.3), we get:
   \[ \hat{\theta}_{Bayes} = \frac{\sum \frac{1}{\Gamma(n)}}{\Gamma(n)} \]
   Then, we have
   \[ \hat{\theta}_{Bayes} = \frac{\Gamma(n)}{\Gamma(n)} \]
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\[ R(x; \theta) = \int \left( \frac{1}{\Gamma(n/2)} \frac{1}{\theta^{n/2}} x^{n/2 - 1} \exp\left(-\frac{x}{\theta}\right) \right) \, dx = \frac{\theta}{\theta + x} \]  

Be the integral of the pdf of the Inv-Gamma distribution. Then we get the Bayes estimator of \( \theta \) as the following formula:

\[ \hat{\theta}_{BM} = \frac{x}{x + \theta} \], \( x, \theta > 0 \)  

(1.13)

1.3 Bayes estimation using Inverse-Chisquare distribution as prior:

To obtain the Bayes estimator under inverse-chisquare distribution as prior. Substituting the equation (A.16) in equation (B.3), we get:

\[ \hat{\theta}_{BM} = \int \left( \frac{1}{\theta^{n/2}} x^{n/2 - 1} \exp\left(-\frac{x}{\theta}\right) \right) \, dx \]  

(1.14)

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 - 1, \theta/2)}{\Gamma(n/2)} \frac{\theta}{\theta + x} \]  

(1.15)

For the equation (1.15), we can write \(-\left(\frac{x}{\theta} + 1\right)\) = \(-\left(\frac{x}{\theta} + 1\right)+1\). And by multiplying the integral in equation (1.15) by the quantity which equals to \( \Gamma(n/2 + 1/2, \theta/2) \) where \( \Gamma(\cdot) \) is a gamma function.

Then, we have:

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 + 1/2, \theta/2)}{\Gamma(n/2)} \frac{\theta}{\theta + x} \]  

(1.16)

Then we have:

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 + 1, \theta/2)}{\Gamma(n/2 + 1)} \left( \frac{\theta}{\theta + x} \right) \]  

(1.17)

Where \( \Gamma(n/2 + 1) \) equals to:

\[ \Gamma(n/2 + 1, \theta/2) = \int_0^\infty \left( \frac{x^{n/2 + 1/2 - 1}}{\Gamma(n/2 + 1)} \exp\left(-\frac{x}{\theta}\right) \right) \, dx = 1 \]

(1.18)

of the pdf of the Inv-Gamma distribution. Then we get the Bayes estimator of \( \theta \) as the following formula:

\[ \hat{\theta}_{BM} = \frac{\theta}{\theta + x} \]  

(1.19)

1.4 Bayes estimation using Inverted Gamma distribution as prior:

To obtain the Bayes estimator under the inverted gamma distribution as prior. Substituting the equation (A.21) in equation (B.3), we get:

\[ \hat{\theta}_{BM} = \int \left( \frac{1}{\theta^{n/2}} x^{n/2 - 1} \exp\left(-\frac{x}{\theta}\right) \right) \, dx \]  

(1.20)

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 + 1, \theta/2)}{\Gamma(n/2)} \frac{\theta}{\theta + x} \]  

(1.21)

For the equation (1.20), we can write \(-\left(\frac{x}{\theta} + 1\right)\) = \(-\left(\frac{x}{\theta} + 1\right)+1\). And by multiplying the integral in equation (1.20) by the quantity which equals to \( \Gamma(n/2 + 1/2, \theta/2) \) where \( \Gamma(\cdot) \) is a gamma function.

Then, we have:

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 + 1/2, \theta/2)}{\Gamma(n/2 + 1)} \frac{\theta}{\theta + x} \]  

Then we have:

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 + 1, \theta/2)}{\Gamma(n/2 + 1)} \left( \frac{\theta}{\theta + x} \right) \]  

Where \( \Gamma(n/2 + 1) \) equals to:

\[ \Gamma(n/2 + 1, \theta/2) = \int_0^\infty \left( \frac{x^{n/2 + 1/2 - 1}}{\Gamma(n/2 + 1)} \exp\left(-\frac{x}{\theta}\right) \right) \, dx = 1 \]

(1.22)

of the pdf of the Inv-Gamma distribution. Then we get the Bayes estimator of \( \theta \) as the following formula:

\[ \hat{\theta}_{BM} = \frac{\theta}{\theta + x} \]  

(1.23)

1.5 Bayes estimation using improper distributions as prior:

To obtain the Bayes estimator under improper distributions as prior. Substituting the equation (A.25) in equation (B.3), we get:

\[ \hat{\theta}_{BM} = \int \left( \frac{1}{\theta^{n/2}} x^{n/2 - 1} \exp\left(-\frac{x}{\theta}\right) \right) \, dx \]  

(1.24)

\[ \hat{\theta}_{BM} = \frac{\Gamma(n/2 + 1, \theta/2)}{\Gamma(n/2 + 1)} \left( \frac{\theta}{\theta + x} \right) \]  

(1.25)
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\[
\hat{\theta}_{\text{Bayes}} - \mathbb{E}[\theta|X] = \frac{\Gamma(n+c-1)}{\Gamma(n-1)} \text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X]) \tag{B.24}
\]

Then, we have

\[
\hat{\theta}_{\text{Bayes}} - \mathbb{E}[\theta|X] = \frac{\Gamma(n+c-1)}{\Gamma(n-1)} \text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X]) \tag{B.25}
\]

Then we have

\[
\hat{\theta}_{\text{Bayes}} = \frac{\Gamma(n+c-1)}{\Gamma(n-1)} \text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X]) \tag{B.26}
\]

Where \( \mathbb{E}[\theta|X] \) equals to

\[
\mathbb{E}[\theta|X] = \int_{0}^{\infty} \theta f_{\theta}(\theta|X) d\theta = \int_{0}^{\infty} \theta \frac{\text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X])}{\Gamma(n-1)} \text{gamma distribution} \tag{B.27}
\]

The integral of the pdf of the Inverted Gamma distribution. Then we get the Bayes estimator of \( \theta \) as the following formula:

\[
\hat{\theta}_{\text{Bayes}} = \frac{\Gamma(n+c-1)}{\Gamma(n-1)} \text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X]) \tag{B.28}
\]

1.1 Bayes estimation under non-informative distribution as prior

To obtain the Bayes estimator under non-informative distribution as prior. Substituting the equation (A.30) in equation (B.3), we get:

\[
\hat{\theta}_{\text{Bayes}} = \mathbb{E}[\theta|X] \tag{B.29}
\]

Then, we have

\[
\hat{\theta}_{\text{Bayes}} = \frac{\Gamma(n+c-1)}{\Gamma(n-1)} \text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X]) \tag{B.30}
\]

For the equation (B.30), we can write \( -(n+c-1)=1=-(n+c-2)=1 \) and by multiplying the integral in equation (B.30) by the quantity which equals to \( \frac{\Gamma(n+c-1)}{\Gamma(n+c-2)} \), where \( \Gamma(n) \) is a gamma function.

Then, we have

\[
\hat{\theta}_{\text{Bayes}} = \frac{\Gamma(n+c-1)}{\Gamma(n-1)} \text{exp}(\frac{\Gamma(n-1)}{\Gamma(n+c-1)} \mathbb{E}[\theta|X]) \tag{B.31}
\]

Then we have

\[
\hat{\theta}_{\text{Bayes}} = \frac{\Gamma(n+c-2)}{\Gamma(n-1)} \mathbb{E}[\theta|X] \tag{B.32}
\]

Where \( f_{\theta}(\theta) \) equals to

\[
\int_{0}^{\infty} \theta^{n+c-2} e^{-\theta} \frac{1}{\Gamma(n-1)} \text{gamma distribution} \tag{B.33}
\]

\[
\text{Appendix-C: The following is the derivation of these estimators under the weighted squared error loss function.}
\]

1. The weighted squared error loss function.

To obtain the Bayes’ estimator, we minimize the posterior expected loss given by:

\[
L_{w}(\theta, \theta) = \frac{(\theta - \theta')^{2}}{\theta} \tag{C.1}
\]

Then, the best function is:

\[
R_{w}(\theta) = \mathbb{E}[L_{w}(\theta, \theta)] \tag{C.2}
\]

\[
R_{w}(\theta) = \mathbb{E}[L_{w}(\theta, \theta)] = \int_{0}^{\infty} \frac{(\theta - \theta')^{2}}{\theta} f_{\theta}(\theta) d\theta = \int_{0}^{\infty} \frac{(\theta - \theta')^{2}}{\theta} \frac{1}{\Gamma(n-1)} \theta^{n-1} e^{-\theta} d\theta
\]

\[
R_{w}(\theta) = \mathbb{E}[L_{w}(\theta, \theta)] = \int_{0}^{\infty} \frac{(\theta - \theta')^{2}}{\theta} f_{\theta}(\theta) d\theta = \int_{0}^{\infty} \frac{(\theta - \theta')^{2}}{\theta} \frac{1}{\Gamma(n-1)} \theta^{n-1} e^{-\theta} d\theta
\]

\[
R_{w}(\theta) = \mathbb{E}[L_{w}(\theta, \theta)] = \int_{0}^{\infty} \frac{(\theta - \theta')^{2}}{\theta} f_{\theta}(\theta) d\theta = \int_{0}^{\infty} \frac{(\theta - \theta')^{2}}{\theta} \frac{1}{\Gamma(n-1)} \theta^{n-1} e^{-\theta} d\theta
\]

Let \( \theta_{0} = \mathbb{E}[\theta] \), we get Bayes estimator of \( \theta \) denoted by \( \hat{\theta}_{\text{Bayes}} \) for the above prior as follows:

\[
\hat{\theta}_{\text{Bayes}} = \frac{1}{\mathbb{E}[\theta]} \int_{0}^{\infty} \frac{1}{\mathbb{E}[\theta]} \frac{1}{\Gamma(n-1)} \theta^{n-1} e^{-\theta} d\theta \tag{C.3}
\]

1.1 Bayes estimation using Levy distribution as prior

To obtain the Bayes’ estimator under Levy distribution as prior. Substituting the equation (A.6) in the integral in equations (C.2), we get:

\[
\hat{\theta}_{\text{Bayes}} = \frac{1}{\mathbb{E}[\theta]} \int_{0}^{\infty} \frac{1}{\mathbb{E}[\theta]} \frac{1}{\Gamma(n-1)} \theta^{n-1} e^{-\theta} d\theta
\]
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\[ E(\tilde{\theta}^{2}) = \int \frac{\Gamma(n+2)}{\Gamma(n-2)} \exp \left( \frac{1}{2} (C(n, \theta) - b) \right) (A(n, \theta)) \, d\theta \] 

\[ E(\tilde{\theta}^{3}) = \int \frac{\Gamma(n+3)}{\Gamma(n-3)} \exp \left( \frac{1}{2} (C(n, \theta) - b)^2 \right) (A(n, \theta)) \, d\theta \] 

For the equation (C.9), we can write
\[ \int \frac{\Gamma(n+2)}{\Gamma(n-2)} \exp \left( \frac{1}{2} (C(n, \theta) - b) \right) (A(n, \theta)) \, d\theta \]

By multiplying the integral in equation (C.9) by the quantity which equals to \( A(n, \theta) \) where \( \Gamma(.) \) is a gamma function.

Then, we have
\[ E(\tilde{\theta}^{2}) = \int \frac{\Gamma(n+2)}{\Gamma(n-2)} \exp \left( \frac{1}{2} (C(n, \theta) - b) \right) (A(n, \theta)) \, d\theta \]

Then, we have
\[ E(\tilde{\theta}^{2}) = \int \frac{\Gamma(n+2)}{\Gamma(n-2)} \exp \left( \frac{1}{2} (C(n, \theta) - b) \right) (A(n, \theta)) \, d\theta \]

Then, we have
\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+3)}{\Gamma(n-2)} (A(n, \theta)) \] 

Where \( A(n, \theta) \) equals to
\[ A(n, \theta) = \int \frac{\Gamma(n+2)}{\Gamma(n-2)} \exp \left( \frac{1}{2} (C(n, \theta) - b) \right) (A(n, \theta)) \, d\theta \]

of the pdf of the Inverted Gamma distribution. Then we get the Bayes estimator of \( \theta \) as the following formula.

\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

Substituting the equation (C.9) in equation (C.3), we get:

\[ \theta_{\text{Bayes}} = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

1.1 Bayes estimation using Inverse Chi-squared distribution as prior:
To obtain the Bayes estimator under the Inverse Chi-squared distribution as prior. Substituting the equation (A.12) in the integral in equation (C.2), we get:

\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

\[ E(\tilde{\theta}^{3}) = \frac{\Gamma(n+3)}{\Gamma(n-2)} \] 

\[ E(\tilde{\theta}^{4}) = \frac{\Gamma(n+4)}{\Gamma(n-2)} \]

For the equation (C.11), we can write \( \frac{\Gamma(n+1)}{\Gamma(n-2)} \), and by multiplying the integral in equation (C.11) by the quantity which equals to \( \frac{\Gamma(n+2)}{\Gamma(n-2)} \), where \( \Gamma(.) \) is a gamma function.

Then, we have
\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

Then have
\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

Where \( E(\tilde{\theta}^{2}) \) equals to
\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

Substituting the equation (C.14) in equation (C.3), we get:

\[ \theta_{\text{Bayes}} = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

1.3 Bayes estimation using Inverse Chi-squared distribution as prior:
To obtain the Bayes estimator under the Inverse Chi-squared distribution as prior. Substituting the equation (A.12) in the integral in equation (C.3), we get:

\[ E(\tilde{\theta}^{2}) = \frac{\Gamma(n+2)}{\Gamma(n-2)} \] 

\[ E(\tilde{\theta}^{3}) = \frac{\Gamma(n+3)}{\Gamma(n-2)} \] 

\[ E(\tilde{\theta}^{4}) = \frac{\Gamma(n+4)}{\Gamma(n-2)} \]
For the equation (C.17), we can write \(-\left(\frac{V}{\lambda} - 1\right) - 1 = \left(\frac{V}{\lambda} - 1\right) - 1\). And by multiplying the integral in equation (C.17) by the quantity which equals to \(C_{\lambda} = \left(\frac{\lambda}{V}\right)^{1/2}\), where \(C_{\lambda}\) is a gamma function.

Then, we have

\[
E\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})}\quad \text{(C.18)}
\]

Then we have

\[
B\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma\left(\frac{V}{\lambda} - 1\right)}
\quad \text{(C.19)}
\]

Where

\[
C_{\lambda}(\theta) = \int_{0}^{\infty} e^{-\theta x} x^{\frac{V}{\lambda} - 1} \frac{\Gamma(\frac{V}{\lambda})}{\Gamma(\frac{V}{\lambda} - 1)} \exp\left(\frac{1}{2} \left(\frac{V}{\lambda} - 1\right) \theta x + \frac{1}{2}\right) d\theta.
\]

The integral of the pdf of the Inverted Gamma distribution. Then we get the Bayes estimator of \(\theta\) as the following formula:

\[
E\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} \quad \text{n, } \theta > 0
\quad \text{(C.20)}
\]

Substituting the equation (C.10) in equation (C.3), we get:

\[
\hat{\theta}_{\text{MAP}} = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} \quad \text{n, } \theta > 0
\quad \text{(C.21)}
\]

1.4 Bayes estimation using Inverted gamma distribution as prior:

To obtain the Bayes estimator under the inverted gamma distribution as prior. Substituting the equation (A.21) in the integral in equation (C.3), we get:

\[
E\left(\frac{1}{\lambda}\right) = \int_{0}^{\infty} \frac{1}{\theta} p(\theta) \phi(\theta) d\theta
\]

\[
E\left(\frac{1}{\lambda}\right) = \int_{0}^{\infty} \frac{1}{\theta} \frac{\Gamma(\frac{V}{\lambda} - 1)}{\Gamma(\frac{V}{\lambda})} \exp\left(\frac{1}{2} \left(\frac{V}{\lambda} - 1\right) \theta x + \frac{1}{2}\right) d\theta
\quad \text{(C.22)}
\]

\[
B\left(\frac{1}{\lambda}\right) = \int_{0}^{\infty} \frac{1}{\theta} \frac{\Gamma(\frac{V}{\lambda} - 1)}{\Gamma(\frac{V}{\lambda})} \exp\left(\frac{1}{2} \left(\frac{V}{\lambda} - 1\right) \theta x + \frac{1}{2}\right) d\theta
\quad \text{(C.23)}
\]

For the equation (C.22), we can write \(-\left(\frac{V}{\lambda} - 1\right) - 1 = \left(\frac{V}{\lambda} - 1\right) - 1\). And by multiplying the integral in equation (C.22) by the quantity which equals to \(E\left(\frac{1}{\lambda}\right) = \left(\frac{\lambda}{V}\right)^{1/2}\), where \(C_{\lambda}\) is a gamma function.

Then, we have

\[
E\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} \quad \text{(C.24)}
\]

Then we have

\[
B\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} \quad \text{(C.25)}
\]

Where

\[
C_{\lambda}(\theta) = \int_{0}^{\infty} \left(\frac{V}{\lambda}\right)^{\frac{V}{\lambda} - 1} x^{\frac{V}{\lambda} - 1} \exp\left(\frac{1}{2} \left(\frac{V}{\lambda} - 1\right) \theta x + \frac{1}{2}\right) d\theta.
\]

Substituting the equation (C.26) in equation (C.3), we get:

\[
\hat{\theta}_{\text{MAP}} = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} < 0
\quad \text{(C.27)}
\]

1.5 Bayes estimation using a proper distribution as prior:

To obtain the Bayes estimator under a proper distribution as prior. Substituting the equation (A.26) in the integral in equation (C.2), we get:

\[
E\left(\frac{1}{\lambda}\right) = \frac{1}{\theta} \frac{\Gamma(\frac{V}{\lambda} - 1)}{\Gamma(\frac{V}{\lambda})} \exp\left(\frac{1}{2} \left(\frac{V}{\lambda} - 1\right) \theta x + \frac{1}{2}\right) d\theta
\quad \text{(C.28)}
\]

\[
B\left(\frac{1}{\lambda}\right) = \frac{1}{\theta} \frac{\Gamma(\frac{V}{\lambda} - 1)}{\Gamma(\frac{V}{\lambda})} \exp\left(\frac{1}{2} \left(\frac{V}{\lambda} - 1\right) \theta x + \frac{1}{2}\right) d\theta
\quad \text{(C.29)}
\]

For the equation (C.29), we can write \(-\left(\frac{V}{\lambda} - 1\right) - 1 = \left(\frac{V}{\lambda} - 1\right) - 1\). And by multiplying the integral in equation (C.29) by the quantity which equals to \(E\left(\frac{1}{\lambda}\right) = \left(\frac{\lambda}{V}\right)^{1/2}\), where \(C_{\lambda}\) is a gamma function.

Then, we have

\[
E\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} \quad \text{(C.30)}
\]

Then we have

\[
B\left(\frac{1}{\lambda}\right) = \frac{\Gamma\left(\frac{V}{\lambda} - 1\right)}{\Gamma(\frac{V}{\lambda})} \quad \text{(C.31)}
\]
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\[ E(\frac{1}{\theta} | x) = \frac{\Gamma(n + a + 1)}{\Gamma(n - a)(\sum x_i + b)} \quad \text{(C.31)} \]

Where \( E(\theta | \theta_0) \) equals to

\[ E(\theta | \theta_0) = \int \frac{\Gamma(n + a + 1)}{\Gamma(n - a)(\sum x_i + b)} \quad n, b, a > 0 \quad \text{(C.32)} \]

Substituting the equation (C.32) in equation (C.3), we get:

\[ \theta = \frac{\Gamma(n + a)}{\Gamma(n + a + 1)} \quad n, b, a > 0 \quad \text{(C.33)} \]

1.6 Bayes estimation using non-informative distribution as prior:

To obtain the Bayes estimator under non-informative distribution as prior. Substituting the equation (A.32) in the integral in equation (C.3), we get:

\[ E(\frac{1}{\theta} | x) = \int \frac{\Gamma(n + a + 1)}{\Gamma(n - a)(\sum x_i + b)} \quad \theta \quad \text{d}\theta \]

\[ E(\frac{1}{\theta} | x) = \int \frac{\Gamma(n + a + 1)}{\Gamma(n - a)(\sum x_i + b)} \quad \exp(\frac{1}{\theta} \sum x_i) \quad \text{d}\theta \quad \text{(C.34)} \]

\[ E(\frac{1}{\theta} | x) = \frac{\Gamma(n + a)}{\Gamma(n + a + 1)} \quad \exp(\frac{1}{\theta} \sum x_i) \quad \text{d}\theta \quad \text{(C.35)} \]

For the equation (C.35), we can write \( [\sum x_i - (n + c - 1) - 1] = [(n + c - 1) - 1] \) And by multiplying the integral in equation (C.35) by the quantity which equals to \( P_i(\frac{\Gamma(n + c - 1)}{\Gamma(n + c - 2)}) \), where \( \Gamma(\cdot) \) is a gamma function.

Then, we have

\[ E(\frac{1}{\theta} | x) = P_i(\frac{\Gamma(n + a)}{\Gamma(n + a + 1)}) \quad \exp(\frac{1}{\theta} \sum x_i) \quad \text{d}\theta \quad \text{(C.36)} \]

Then we have

\[ E(\frac{1}{\theta} | x) = \frac{\Gamma(n + c)}{\Gamma(n + c - 1)(\sum x_i)} \quad \text{(C.37)} \]

Where \( E(\theta | \theta_0) \) equals to

\[ E(\theta | \theta_0) = \int \frac{\Gamma(n + c)}{\Gamma(n + c - 1)} \quad \exp(\frac{1}{\theta} \sum x_i) \quad \text{d}\theta \quad \text{(C.38)} \]

Substituting the equation (C.38) in equation (C.3), we get:

\[ \theta = \frac{\Gamma(n + c - 1)}{\Gamma(n + c)} \quad n, c > 0 \quad \text{(C.39)} \]
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Appendix-D: The following is the programs algorithm.

Algorithm (1): To compute MLE for scale parameter \( \hat{\theta} \) with MSE and MWSE.

Algorithm (2): To compute MM for scale parameter \( \hat{\theta} \) with MSE and MWSE.

---

**Algorithm (2):**

Start

Given value for the parameter \( \theta \) and sample size \( n \), and the number of replication \( r=1000 \) for each sample size \( n \).

For \( i=1 \) to \( r \)

Generated data from Exponential distribution using Matlab

Compute \( (\hat{\theta}_{mle}(i)) \) using formula (4), also compute MSE(\( \hat{\theta}(i) \)) using formula (14), and compute MWSE(\( \hat{\theta}(i) \)) using formula (15) for \( r=1 \).

IF \( (i \neq r) \) No

Yes

Compute the mean for \( (\hat{\theta}_{mle}(i)) \) for all \( r=1000 \), also compute the mean for MSE(\( \hat{\theta}(i) \)) for all \( r=1000 \), and compute the mean for MWSE(\( \hat{\theta}(i) \)) for all \( r=1000 \).

Stop
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Algorithm (3): To compute Bayes estimators \(^{\hat{\theta}_{SE1}}\) using Levy distribution as prior distribution for \(\theta\) with MSE. 

Algorithm (4): To compute Bayes estimators \(^{\hat{\theta}_{WSE1}}\) using Levy distribution as prior distribution for \(\theta\) with MWSE.

Start

Given values for the parameter \(\theta\) and sample size = n, and \(b_3\) is the parameter for Levy distribution and the number of replication \((r=1000)\) for each sample size (n).

For \(i=1\) to \(r\)

Generated data from Exponential distribution using Matlab

Compute \(^{\hat{\theta}_{SE1}}\) using formula in table (3), also compute \(MSE(^{\hat{\theta}_{SE1}})\) using formula (14) for \(r=1\).

IF \((i \geq r)\)

Compute the mean for \(^{\hat{\theta}_{SE1}}\) for all \(r=1000\), also compute the mean for \(MSE(^{\hat{\theta}_{SE1}})\) for all \(r=1000\).

Stop

Note (1): we can reformulate the Algorithm (3) to compute Bayes estimators \(^{\hat{\theta}_{SE1}}\), \(k = 2, 3, 4, 5, 6\) under using other distributions as prior distribution for \(\theta\) with MSE.

Note (2): We can reformulate the Algorithm (4) to compute Bayes estimators \(^{\hat{\theta}_{WSE1}}\), \(k = 2, 3, 4, 5, 6\) under using other distributions as prior distribution for \(\theta\) with MWSE.
استعمال دوال أولية ودالتين خسارة مختلفة لمقارنة مقدرات بيز مع بعض المقدرات الكلاسيكية لعملية التوزيع الإسي
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المستخلص:
في هذا البحث، استعملنا طرق مختلفة لتقدير معلم مقياس التوزيع الإسي كواحد من الأعظم ومقدر القيم ومحوري بيز في ستة أنواع مختلفة، عندما يكون التوزيع الأولي لمعلم القياس لـ توقيع لافي (Levy) وتوقيع كاميل من النوع الثاني (Sarh), وتوقيع معكس رميق (Cauchy) وتوقيع معكس كا (Cauchy) وتوقيع غير الخسارة Non-informative. وفقاً للدالة الخسارة في: دالة الخسارة الترتيبية ودالة الخسارة الارتباطية، استعملنا أساليب المحاكاة في مقارنة أداء كل مقدر، بافتراض عدد حالات لمعلم التوزيع الإسي. استعملنا توليد البيانات لأحمام مختلفة من العينات (صغرية، متوسطة، كبيرة)، وقد أظهرت النتائج المحاكاة بأن طريقة بيز الأفضل وفقًا لمقياس أقل قيمة متوسط مربع الأخطاء (MSE)، متوسط مربع الإخطاء المؤكد (MLE) وغير المؤكد (Improper) للمؤكد الأولي، وأفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا لدالة الخسارة متوسطة MWSE. بافتراض عدد حالات لمعلم التوزيع الإسي. أفضل طرق المحاكاة في، بالإضافة إلى ذلك، سامليأ دالة الخسارة الارتباطية MWSE لمعدلة وفقًا L. ًنكم حجىو انؼُُاث (n)

المصطلحات الرئيسية للبحث: التوزيع الإسي، طريقة القيم الأعظم، طريقة العزوم، طريقة بيز، MWSE، متوسط مربع الأخطاء المؤكد (MLE)، متوسط مربع الأخطاء المؤكد (ME).

Under Different Priors & Two Loss Functions To Compare Bayes Estimators With Some of Classical Estimators For the Parameter of Exponential Distribution

مجلة العلوم الاقتصادية والإدارية
العدد (99) المجلد (23) لسنة 2017