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Abstract: The vadose zone is the main host of surface and subsurface water exchange and has important implications for ecosystems functioning, climate sciences, geotechnical engineering, and water availability issues. Geophysics provides a means for investigating the subsurface in a non-invasive way and at larger spatial scales than conventional hydrological sensors. Time-lapse hydrogeophysical applications are especially useful for monitoring flow and water content dynamics. Largely dominated by electrical and electromagnetic methods, such applications increasingly rely on seismic methods as a complementary approach to describe the structure and behavior of the vadose zone. To further explore the applicability of active seisms to retrieve quantitative information about dynamic processes in near-surface time-lapse settings, we designed a controlled water infiltration experiment at the Ploemeur Hydrological Observatory (France) during which successive periods of infiltration were followed by surface-based seismic and electrical resistivity acquisitions. Water content was monitored throughout the experiment by means of sensors at different depths to relate the derived seismic and electrical properties to water saturation changes. We observe comparable trends in the electrical and seismic responses during the experiment, highlighting the utility of the seismic method to monitor hydrological processes and unsaturated flow. Moreover, petrophysical relationships seem promising in providing quantitative results.
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1. Introduction

Soil moisture plays an important role in the Earth’s water balance [1–3]. After precipitation, for instance, water content increases in a soil further influencing water fluxes such as groundwater recharge, surface runoff, and evapotranspiration. These processes characterize the critical zone and are closely related to ecosystems’ productivity, climate variability, slope stability, and water availability and quality [4,5], hence the interest in measuring soil moisture and mapping its temporally varying distribution in the subsurface.
The vadose zone, also termed the unsaturated zone, is governed by strong spatiotemporal variability posing important challenges for hydrological characterization [6]. Classical soil moisture measuring techniques are intrusive (i.e., they are based on analyzing soil samples in the laboratory), and more modern techniques such as Time Domain Reflectometry (TDR) or Frequency Domain Reflectometry (FDR), while non-intrusive and adapted to in situ conditions, are still limited in terms of coverage and the small support volume of measurements [7].

To overcome these limitations, hydrogeologists have increasingly turned to geophysical methods over the past three decades [8,9]. The combined use of multiscale probing and imaging techniques along with the integration of hydrological, hydrogeological, and hydrogeochemical data is now commonplace for the observation and study of the surface–subsurface continuum [10]. This approach, often referred to as hydrogeophysics, can be applied non-intrusively from the surface to provide information about subsurface properties related to hydrogeological structures at appropriate scales. Moreover, time-lapse geophysical applications have proven useful for monitoring flow and water content dynamics [11].

In vadose zone hydrogeophysics, electrical and electromagnetic methods dominate due to the clear links between the physical properties they sense and water content. Being mainly dependent on mechanical properties, seismic prospecting techniques are commonly used at larger scales and for other application areas [10]. The seismic signal is by definition related to elastic wave propagation velocities that in turn depend on the material’s mineral composition, porosity, state of stress, and degree of saturation. Seismic imaging has been classically used to characterize geological structures [12–14], yet seismic responses are also influenced by hydrological properties and state variables [15], a recognition that has led to evermore studies using seismic data to constrain hydrological models.

Pressure ($P$) and shear ($S$) wave velocities ($V_P$ and $V_S$) can be estimated from various seismic techniques [16,17]. $P$- and $S$-waves are affected differently by changes in pore fluid saturation and their ratio ($V_P/V_S$) permits imaging fluids in rocks. For applications to characterize the critical zone, it is possible to combine $P$- and $S$-wave refraction tomography [18,19] or to use surface-wave profiling methods [20,21]. These approaches have been tested in further studies [22,23] and applied for quantitative estimations of hydrological parameters in hydrothermal contexts [24]. Nevertheless, there are inherent incompatibilities between $P$-wave tomography and surface-wave analysis as they involve distinct wavefield examinations and different assumptions about the medium and, as a result, $V_P$ and $V_S$ models have contrasting resolutions, investigation depths, and posterior uncertainties. Moreover, the inversion processes generally use a small number of layers that cannot fully describe the continuous variations of the subsurface hydrological properties, and the spatial variability of dry properties in soils can be of greater influence in seismic wave velocities than the variation of water content itself. Consequently, $V_P$ and $V_S$ models should be interpreted separately [25,26] before deriving any parameter of interest which can, in turn, lead to bias and impair monitoring applications.

These challenges propel the revision of forward models and inversion approaches, promoting an advance from structural and static property imaging to process-based imaging in order to find alternative ways to detect spatiotemporal changes in water distribution. It is important to consider the hydrological information contained in the seismic data before inverting them [27–29] and also to quantify their temporal variability [26] to properly understand hydrosystems dynamics.

In parallel, efforts have been made to establish physical links between seismic methods and the hydrodynamic parameters of interest, spanning theoretical and experimental approaches [30–34] together with field case studies [24,35] and empirical petrophysical models [36–38]. Nevertheless, the interpretation of the near-surface mechanical properties and the definition of their quantitative links with hydrodynamic parameters remains complex. The typical theoretical framework for studying connections between a rock’s hydrodynamic parameters and seismic properties is poroelasticity. However, most sites of interest in critical zone observatories and associated hydrosystems do not only involve consolidated rocks but also—and almost systematically—unconsolidated and partially saturated soils. In this context, the use of Effective
Medium Theory (EMT) approaches (e.g., [39,40]) remains delicate as they can fail to quantitatively describe velocity profiles [41].

The use of multi-method geophysics can help overcome these limitations by decreasing ambiguities inherent to each method [42]. Regarding electrical resistivity tomography (ERT) and seismic methods, previous studies have shown correlatable trends between electrical resistivity, $\rho$, and $P$-wave seismic velocity in near-surface materials (e.g., [43,44]) while others have used both methods in time-lapse settings to study ground ice degradation [45], and infiltration and dissolution processes [46].

To further investigate the electrical and seismic response in a near-surface time-lapse setting, we designed a controlled field experiment in a critical zone observatory, in Brittany, France. We infiltrated water into a defined area using overall regular injection intervals during two days with buried TDR sensors providing real-time water content data with depth. Each infiltration event was followed by geophysical acquisitions along two superficial orthogonal lines crossing in the middle of the infiltration area. Herein, we show not only the relative changes in $\rho$ and $V_P$ but also their evolution with water saturation and derived infiltration patterns. We explore correlations between the two geophysical properties and evaluate the agreement between the data and well-established petrophysical relationships. We discuss our results in the context of advancing the usage and interpretation of seismic data and multi-method geophysics at the near-surface field scale for hydrological applications.

2. Materials and Methods

2.1. Site Description

The Ploemeur Hydrological Observatory is located in northwest France, on the south coast of Brittany, 3 km from the Atlantic Ocean (Figure 1). The crystalline bedrock aquifer in the area is composed of tectonic units developed during the Hercynian orogeny and marked by numerous synkinematic intrusions of Upper Carboniferous leucogranites [47]. A pumping site is located at the intersection of (i) a contact between the Ploemeur granite and overlying mica schists dipping 30° to the North and (ii) a sub-vertical fault zone striking N 20° [48].

Since 1991, the crystalline bedrock aquifer has annually supplied 1 million m$^3$ of drinking water to a nearby population of 20,000 inhabitants. The well-developed and highly connected fracture network at depth makes this aquifer highly productive compared to other bedrock aquifers in Brittany. Over time, it has been developed into a well-monitored site with dense piezometric coverage involving 50 boreholes ranging from 30 to 150 m depth [49]. The mean annual precipitation and potential evapotranspiration at the site are around 900 and 600 mm/year, respectively [50], suggesting the maximum infiltration is as large as 300 mm/year, i.e., 30% of annual rainfall.

Figure 1. Geographical and geological situation of the Ploemeur Hydrological Observatory (modified from [23]).
We carried out an infiltration experiment consisting of successive pulses in the micaschist area near the pumping site. In 2012, a team of researchers and students [51] dug a pit and installed sensors at different depths including thermometers, tensiometers, and TDR sensors, the latter providing real-time water content estimates throughout our experiment. They also characterized the recovered soils from the pit in terms of textural classes, type of soil, bulk density, $\rho_b$, and porosity, $\phi$, as summarized in Table 1. A cross-section picture and schematic of the pit wall are shown in Figure 2. Once the sensors were installed, the pit was refilled with the same extracted soil.

**Table 1.** Soil characterization from pit samples after [51].

| Horizon Limits (m) | Clay (%)  | Silt (%)  | Sand (%) | Soil Type | Sampling Depth (m) | $\rho_b$ (g/cm$^3$) | $\phi$ (%) |
|--------------------|-----------|-----------|----------|-----------|-------------------|---------------------|------------|
| A 0–0.3            | 7.50      | 85.14     | 7.36     | Silt      | 0.15              | 1.04 ± 0.02         | 50         |
|                    |           |           |          |           | 0.25              | 1.31 ± 0.05         |            |
| B 0.3–1.2          | 2.76      | 68.39     | 28.85    | Silty loam| 0.50              | 1.79 ± 0.01         | 30         |
|                    |           |           |          |           | 0.90              | 1.71 ± 0.02         |            |
| C 1.2–2            | 2.38      | 62.43     | 32.81    | Silty loam| 1.40              | 1.86 ± 0.02         | 30         |
|                    |           |           |          |           | 2.00              | 1.65 ± 0.05         |            |

**Figure 2.** (a) Picture of the pit dug in 2012 with sensors installed [51]; (b) cross-section schematic showing sensor positions and horizons (A, B, C) described in Table 1.

### 2.2. Acquisition Setup

The infiltration experiment was carried out in September 2018. We first delimited a $2.2 \times 2.4$ m$^2$ rectangular area for the infiltration using wooden planks, the western side of it being adjacent to the side of the pit with the sensors. We then installed electrodes and 14-Hz vertical component geophones along two orthogonal lines, named NS and WE, crossing in the middle of the infiltration area. For the two geophysical methods, the dimensions were the same with each line being 14.2 m long with 72 sensors spaced by 20 cm.

For the ERT acquisition, we used a Wenner–Schlumberger array with 2006 quadripole configurations. As for the seismic acquisition, given the small geophone spacing and spread, the seismic source consisted of a small metallic-headed sledgehammer hit by another 2-kg sledgehammer. A total of 14 shots were made along each line with a spacing of 1 m starting at −0.1 m (i.e., 10 cm before the first geophone) and ending at 14.3 m with the spacing between the last and
second last shot being 40 cm. There were no shots inside the infiltration area. At each shot position, we hit four times to increase the signal-to-noise ratio. The sampling rate was 0.125 ms, and the recording time was 800 ms. A delay of ~50 ms was kept before the beginning of each record to prevent early triggering issues.

To investigate the changes in geophysical data and properties with varying water content, we adopted a time-lapse approach during two measurement days in which the responses to successive infiltrations were targeted. The first acquisition on day 1 was carried out before any forced infiltration had been made and it is referred to as the background acquisition. Each subsequent acquisition was made after an infiltration event except for the first acquisition of day 2, which was done before resuming the infiltration events. In total, we infiltrated 9 times (4 times on day 1 and 5 on day 2), and we acquired geophysical data at 11 individual acquisition times (5 times on day 1 and 6 on day 2).

The infiltrated water was pumped from a neighboring borehole. Pumping rates were continuously measured, as well as pumped water conductivity and temperature. Since the water level at the site is at 15.8 m depth, we do not expect the pumping to have affected the vadose zone dynamics or the geophysical data. We used a hose with a showerhead attached and an operator stood along the wooden planks while infiltrating (see Figure 3). To ensure uniform coverage inside the infiltration area, we steadily moved the hose during each infiltration; no standing water surface was created indicating that the injection rate was lower than the infiltration capacity of the soil (approximately 18 mm/h, measured during several tests using the Porchet method). The first two infiltration volumes were 250 liters each (approximately 45 mm), and it took 20 minutes to complete each infiltration. For the subsequent infiltrations, we used 400 liters each (approximately 75 mm) taking 35 minutes to complete each infiltration. The sensors in the subsurface continuously recorded the volumetric water content, $\theta$, matric water potential, $\Psi_m$, and temperature, $T$, throughout the experiment as shown in Figure 4.

---

**Figure 3.** Schematic of acquisition setup and picture during an infiltration event. The solid pink line along the pit area corresponds to the plane including the buried sensors.
Figure 4. Volumetric water content \((\theta)\), matric water potential \((\Psi_m)\), and temperature \((T)\) throughout the experiment as recorded from the sensors at different depths. Markers indicating starting times of electrical resistivity tomography (ERT) and seismic acquisitions are shown on each curve. Gray shadings correspond to the periods of water infiltration.

There was no rainfall during the experiment and the air temperature varied between 7 and 23 \(^{\circ}\text{C}\). The potential evapotranspiration was 3.3 mm/day, considered negligible compared to the infiltration volumes. The experiment data are openly available, information on where and how to access them is provided in Supplementary Materials.

3. Results

3.1. Electrical Resistivity Tomography

Before inverting the raw data, we eliminated unrealistic data points such as zero values of apparent resistivity, \(\rho_a\). Figure 5 shows pseudo-sections for some of the acquisitions for both lines. As we worked with time-lapse data, the electrode configurations with bad data points during one
acquisition were removed from all the others such that all acquisitions had the same number of data points using the same electrode configurations. This pruning of the data implied that the original 2006 measurements at each acquisition were reduced to 1970 and 1956 data points for the NS and WE lines, respectively, before being used for inversion.

To invert the ERT data we used the pyGIMLi library [52]. We first inverted the background acquisitions for the NS and WE lines separately. To do so, we used a homogeneous starting and reference model of 50 $\Omega \cdot m$. The anisotropic regularization (relative weight penalizing roughness) was set to 0.5 to favor horizontal layering and the relative error was set to 4.5% according to the largest standard deviation in the recorded data. The regularization parameter $\lambda$ was initially set to 500 and decreased by 20% at each iteration until convergence. As the infiltration area only covered a segment of the line and as we are interested in retrieving a strong contrast between areas of increasing water content and areas of constant water content, we used an $l_1$-norm mimicking minimization scheme to enhance spatial transitions in the model. The data fit criteria (chi-squared misfit $\chi^2$ normalized by the number of data points being smaller than 1) was reached at the 15th and 16th iterations for the NS and the WE line, respectively. We show the results of these background inversions in Figure 6.

For the time-lapse inversions we applied the ratio inversion scheme introduced by [53]:

$$d_n' = \frac{d_n}{d_0}f(m_0),$$

(1)
where \( \mathbf{d}_0 \) and \( \mathbf{d}_n \) are the data (in this case, apparent resistivity) for the background acquisition and the \( n \)th acquisition, respectively, \( f(\mathbf{m}_0) \) is the model response for the background acquisition, and \( \mathbf{d}_n' \) is the new data to invert. Instead of using a uniform starting model as in [53], the starting and reference model was initially set to the resulting background model (e.g., [54]). A modified inversion approach was put into place, in which we performed the time-lapse inversions twice. In the first round, we used the \( l_1 \)-norm minimization scheme and set the relative error to 3% and the initial lambda to 200, decreasing it by 20% at each iteration. Then, a second time-lapse inversion was performed in which the starting and reference model at each time step were defined, for each inversion parameter, as the minimum resistivity between the model obtained from the first time-lapse inversion and the background model, while keeping the other inversion parameters unchanged. We adopted this approach to decrease the prominence of positive anomalies around the infiltration area (for an alternative formulation, see [55]). Note that the second time-lapse inversion is like any other time-lapse inversion, except for the fact that the starting and reference model favors negative changes aiming at diminishing smoothness-constrained-induced false-positive artifacts surrounding the region of large decreases. If positive increases are needed to fit the data, then positive changes will still appear in the inversion results. In Figure 7, we show the time-lapse inversion results for both lines in terms of relative change with respect to the background inversion. The decrease in resistivity grows with each acquisition reaching decreases of 90%.

![Figure 7](image)

**Figure 7.** ERT time-lapse inversions for (a) NS and (b) WE lines showing the relative change in \( \rho \). Black points at the surface indicate electrode positions, and the dashed black lines delimit the infiltration area.

### 3.2. Seismic Refraction: Traveltimes and P-wave Velocity

For the seismic data, we first identified temporal changes in the seismic traces. For a given shot position, we extracted the gathers at different acquisition times and overlapped the traces; a clear shift is observed inside the infiltration area with the first arrivals of later acquisitions arriving later in time (Figure 8). To quantify these shifts, we manually picked the first-arrival traveltimes for the whole dataset. Next, we computed the differences in arrival times between each acquisition and the background acquisition. Figure 9 displays these differences for each shot-geophone pair to illustrate to which extent increases in traveltimes are due to the successive infiltration events. The increases in traveltimes sometimes extend a few meters outside the infiltration area whereas further away, the changes are minimal or slightly negative. The NS line shows more outliers in traveltime differences while the WE line has a more continuous behavior. This is likely a consequence of the noisier traces in the NS line, which made picking more difficult.
Figure 8. Seismic traces inside the infiltration area from shot No. 3 ($x = 1.9$ m) along the NS line. We show the traces from the background, 5th, and 11th acquisitions and observe a clear positive shift in $P$-wave first arrival times.

Figure 9. Picked traveltime differences between the $n$th acquisition ($t_n$, for $n = 2, 5, 8, 11$) and background acquisition ($t_1$) for (a) NS and (b) WE lines for every shot-geophone pair. The black dashed lines delimit the geophone positions inside the infiltration area.

As we observed traveltime changes consistent with the infiltration, we proceeded by inverting these data to obtain a $V_P$ subsurface model using the refraction tomography module of pyGIMLi that uses Dijkstra's algorithm [56] as the forward solver. Similarly, as for the ERT, we first inverted the background acquisitions using as starting model a gradual increase from 100 m/s at the top to 600 m/s at the bottom in accordance with expected velocity ranges in shallow soils. The reference model was the same as the starting model, and we set an absolute error of 3 ms. The regularization parameter $\lambda$ was set to 200, and we applied an $l_1$-norm scheme based on iteratively reweighted least squares both for regularization and data as we observed systematic outliers in the data (picked traveltimes). For both lines, the data were fitted in three iterations leading to the results in Figure 10.
As for the ERT, we defined a ratio correction (Equation 1) and continued with the time-lapse inversions using the same parameters as for the background inversion except for reducing the assumed absolute error to 2 ms. We tried the two-step approach as for the time-lapse ERT without significant improvement and therefore adhered to a single time-lapse inversion. Figure 11 shows the results in terms of relative change with respect to the background. We notice a clear decrease in $V_P$ inside the infiltration area, which becomes more evident at each acquisition in time, eventually reaching $-60\%$. Outside the infiltration area, in the first one-meter depth, one can observe zones of increase in $V_P$ resulting from small decreases in traveltimes recorded at these locations.

3.3. Petrophysical relationships

To further investigate the behavior of $\rho$ and $V_P$ with varying water saturation, $S_w$, we extracted the resistivity and velocity values at depths corresponding to those of the subsurface sensors for all the points inside the infiltration area and all acquisitions. We converted the water content readings from the TDR sensors to $S_w$ by means of the porosity measurements of the soil (Table 1) such that:

$$S_w = \frac{\theta}{\phi},$$

and plotted $\rho$ and $V_P$ against $S_w$ (Figures 12 and 13). We compared the trends in our data with well-established models for both methods. We defined $\rho$ as the inverse of the effective electrical conductivity, $\sigma_{eff}$, formulated by [57] as:
\[ \sigma_{eff} = \frac{1}{F} \left[ S_w^n \sigma_w + (F - 1) \sigma_s \right], \]

where \( F = \phi^m \) is the electrical formation factor, \( m \) and \( n \) are Archie’s first and second exponent [58], respectively, \( \sigma_w \) is the electrical conductivity of the pore water, and \( \sigma_s \) is the surface conduction. We compared two different models with the data, one for the two shallowest sensor positions and another one for the rest, given the different documented porosities across these depths. For the first model we used \( m = n = 1.5 \) and \( \sigma_s = 1 \times 10^{-3} \text{ S/m} \), for the second one, as the porosities were lower and the soils were deeper and likely more compacted, we used \( m = 1.7, n = 2, \) and \( \sigma_s = 5 \times 10^{-4} \text{ S/m} \). For both models we used \( \sigma_w = 5 \times 10^{-2} \text{ S/m} \) as the mean conductivity of the pumped water measured during the experiment.

**Figure 12.** Electrical resistivity \( (p) \) versus water saturation \( (S_w) \) inside the infiltration area at the depths of the TDR sensors. The data points come from both NS and WE lines. The black solid lines correspond to resistivity models described in the text.

**Figure 13.** \( P \)-wave velocity \( (V_p) \) versus water saturation \( (S_w) \) inside the infiltration area at the depths of the TDR sensors. The data points come from both NS and WE lines. The solid lines correspond to velocity models described in the text for 100% quartz (black) and 100% clay (gray).
We modeled $V_F$ for two different compositions, 100% quartz and 100% clay, using an effective medium model based on Hertz–Mindlin contacts. We computed the dry effective bulk and shear moduli, $K_{\text{eff}}$ and $\mu_{\text{eff}}$, for the absolutely frictionless case (formulation from [59], p. 247):

$$K_{\text{eff}} = \left[ \frac{C^2(1-\phi)^2\mu^2}{18\pi^2(1-\nu)^2} P \right]^{1/3}, \quad \mu_{\text{eff}} = \frac{3}{5} K_{\text{eff}},$$  \hspace{1cm} (4)

where $C$ is the average number of contacts per grain; $\mu$ and $\nu$ are the shear modulus and the Poisson ratio of the grain material, respectively; and $P$ is the effective stress. For the 100% quartz composition we used $\mu = 44$ GPa and $\nu = 0.08$, and for the 100% clay composition we used $\mu = 9$ GPa and $\nu = 0.34$; in both cases we used $C = 6$. We proceeded by performing fluid substitution according to Biot–Gassmann [39,40] to obtain the saturated bulk and shear moduli, $K_{\text{sat}}$ and $\mu_{\text{sat}}$, for the whole range of 0%–100% $S_w$ (formulation also from [59], p. 273):

$$\frac{K_{\text{sat}}}{K - K_{\text{sat}}} = \frac{K_{\text{eff}}}{K - K_{\text{eff}}} + \frac{K_{\text{fl}}}{\phi(K - K_{\text{fl}})}, \quad \mu_{\text{sat}} = \mu_{\text{eff}},$$  \hspace{1cm} (5)

where $K$ is the bulk modulus of the grain material, and $K_{\text{fl}}$ is the effective bulk modulus of pore fluid and as we deal with a partially saturated medium:

$$\frac{1}{K_{\text{fl}}} = \frac{S_w}{K_w} + \frac{1 - S_w}{K_a},$$  \hspace{1cm} (6)

with $K_w$ and $K_a$ as water and air bulk modulus, respectively ($K_w = 2.2$ GPa and $K_a = 0.101$ MPa). Together with the corresponding changes in $\rho$, we calculated $V_F$ as:

$$V_F = \sqrt{\frac{K_{\text{sat}} + 4\mu_{\text{sat}}}{\rho}},$$  \hspace{1cm} (7)

4. Discussion

The results obtained from ERT and seismic time-lapse inversions demonstrate the utility of geophysics in providing spatiotemporal information about hydrological processes that complement soil moisture sensors with limited spatial coverage. In Figure 14 we show the evolution of the infiltration front in the subsurface in terms of relative changes in $\rho$ and $V_F$. Although the choice of percentage change (−60% for $\rho$ and −25% for $V_F$) is rather arbitrary, one can identify large-scale similarities and smaller differences in the evolution of the two properties and between the infiltration patterns of the two lines.

![Figure 14](image-url)
Previously, cross-borehole geophysics has been successfully applied to monitor tracer infiltration (e.g., cross-borehole ERT and GPR in [60]). Herein we extend this application using surface-based ERT and seismic. From the profiles in Figure 14, we can identify preferential flow paths that are consistent for both methods, where for the NS line changes tend to evolve northwards, and for the WE line, they evolve eastwards. In the case of the WE line, this might come as a result of the refilled pit on the west side of the infiltration area impeding flow. These evolutions have a greater lateral increase between the two first time-lapse acquisitions, of about 40 cm, which then reduces to around 20 cm lateral progression between acquisitions. Overall, we can say that the water tends to flow in the ENE direction. This is important for the further analysis of infiltration results, as the existence of preferential flow paths and lateral water redistribution dismiss a 1D hypothesis at scales as small as 1 m.

We now investigate the correlation trends between $\rho$ and $V_p$ as they are both dependent on $\phi$ and $S_w$. From Figure 15, we observe that the correlation between the two properties changes with $S_w$, with the points being more spread for dryer soils and aligning with a positive correlation when saturation is higher. Understanding these trends and how they change with varying $S_w$ is important for the use of multi-method geophysics interpretation and inversion in hydrological contexts.

![Figure 15. P-wave velocity ($V_p$) versus resistivity ($\rho$) inside the infiltration area at the depths of the TDR sensors. The data points come from both NS and WE lines at the background and last (11th) acquisitions.](image)

The predicted electrical resistivity for a given $S_w$ is mostly in good agreement with our data (Figure 12). For the two deepest sensor positions, however, the model underpredicts the data, which might be related to the soil being more compacted at these locations. Regarding seismic velocities and petrophysical modeling, the behavior of $V_p$ in unconsolidated partially saturated media is still not fully agreed upon, and this is reflected in the modest agreement between our predictions and the observed data (see Figure 13). Classic EMT combined with Biot–Gassmann fluid substitution predicts a decrease in $V_p$ with increasing $S_w$ until about 95%–98% where the increase in $K_{aw}$ takes over the increase in $\rho_b$ and $V_p$ starts sharply increasing. Most studies, both in the laboratory and the field, have reported a decreasing trend in $V_p$ with $S_w$ before reaching full saturation [28,31,34,61,62], even if recent laboratory experiments showed an opposite trend [29,38]. Moreover, some authors have pointed out that EMT fails to quantitatively describe the changes as it tends to overpredict the velocity values [15,31,34].

Our seismic results agree with the decreasing trend in velocities with $S_w$, as seen from the behavior inside the infiltration area depicted in Figure 11. From Figure 13, we can identify this trend for the three most shallow TDR positions whereas it is hard to recognize a trend for the other positions. Even though the deeper soil is more water saturated, the $V_p$ values are greater because the
soils are more compacted. In the specific case of the TDR data at \( z = 0.5 \) m, \( S_w \) seems to reach 100%; however, due to the low velocity values, we conclude that the porosity values for this layer are probably higher than documented, and it does not actually reach full water saturation. When comparing the data with the models for two different mineralogical compositions, we find that the shallow soils start with values predicted by the clay model, and with greater depths, they gradually move towards the predictions of the quartz model. This might be an indicator of different compositions for the different soils, which can come as a result of weathering, although one cannot rule out the possibility of a uniform mineralogy and under- or overprediction from the model. In addition to this analysis, and for both ERT and seismic, one has to take into account the resolution-dependent limitations of comparing field data with theoretical models [63].

Although the observed trend in velocities is consistent with theoretical predictions, it is interesting to observe that in the vicinity of the infiltration area there are also apparent increases in \( V_T \). We are confident this comes from the data as we observe shorter traveltimes at corresponding positions (Figure 9). These decreases in traveltime are rather small in magnitude, but they are systematically observed at each acquisition and for both lines. This suggests that they are related to changes in \( S_w \), which could have implications for the interpretation of near-surface time-lapse seismic in non-controlled contexts.

Previous studies have investigated the complementarity of \( V_P \) and \( V_S \) to estimate changes in \( S_w \) in near-surface contexts [22,24]. Further research includes surface wave dispersion analysis and inversion of dispersion curves to obtain 1D \( V_S \) profiles. Together with the \( V_T \) results we presented above and appropriate petrophysical models, one could gain further insight in quantitative estimations of \( S_w \) from seismic data.

5. Conclusions

We performed a controlled water infiltration experiment over two days where infiltration intervals were separated by times during which surface-based seismic and electrical resistivity acquisitions were performed. In total, we infiltrated 629 mm of water (total volume 3.3 m³) resulting in \( S_w \) changes from 20% to 70% in the vadose zone. These increases in \( S_w \) are well detected by the ERT; decreases in electrical resistivity up to 90% are evident at each acquisition down to 1 m depth. From the seismic picks, we can identify clear increases in refracted \( P \)-wave first arrival times inside the infiltration area, reaching up to 10 ms increase at later acquisitions. These traveltime increases translate into \( V_T \) decreases up to 60% when inverting the data.

From the time-lapse inversion of ERT and seismic data, we observe comparable trends notably in terms of the lateral spreading of the infiltration, which is detected similarly by both methods, and we were able to identify preferential flow paths. This highlights the utility of combined surface-based ERT and seismic refraction to monitor hydrological processes and water saturation changes in the vadose zone. Moreover, understanding the correlation between \( \rho \) and \( V_T \) and its evolution with \( S_w \) can be useful for the interpretation and inversion of multi-method geophysics in hydrological contexts.

The petrophysical predictions are in good to fair agreement with the data. Nevertheless, it is important to have good knowledge of the soil’s properties in order to extract correct quantitative information from geophysical data while also taking into account resolution-dependent limitations.
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