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ABSTRACT

The classical dynamics of collisionless cold dark matter, commonly described by fluid variables or a phase-space distribution, can be captured in a single semiclassical wavefunction. We illustrate how classical multi-streaming creates wave interference in a toy model corresponding to the dynamics of the Zel’dovich approximation and link it to diffraction optics. Wave interference dresses the classical skeleton of cold dark matter with universal features akin to the physical imprints of wavelike (or fuzzy) dark matter. We untangle this wave interference to obtain single-stream wavefunctions corresponding to the classical fluid streams, by writing the wavefunction in an integral form. Our wave decomposition captures the full phase-space information and isolates the multi-stream phenomena related to vorticity and velocity dispersion. We link the wave interference features of our system to the standard forms of diffraction catastrophe integrals, which produce bright caustics in optical fields analogous to the cold dark matter density field. Our two complementary descriptions of dark matter wave-fields present rich universal features that can unlock new ways of modelling and probing wavelike dark matter on the scales of the cosmic web.

1. INTRODUCTION

A field-level description of the large-scale structure of our Universe is one of the key challenges for upcoming galaxy surveys such as Euclid (Laureijs et al. 2011); LSST (Ivezic et al. 2019), and DESI (Levi et al. 2013), and would be a powerful tool for parameterising the cosmology-dependence of observables. Within the standard ΛCDM model, the cold dark matter (CDM) component of the Universe dominates the dynamics of structure formation. Since running fully-fledged non-linear simulations for cosmological inference is time-consuming and costly, hybrid and analytic approaches to CDM dynamics are a crucial step on the path to field-level descriptions of the cosmic large-scale structure traced by galaxy clustering and weak lensing.

A variety of analytic techniques exist for predicting the dynamics of cold dark matter, most based on leveraging the fact that at early times the dark matter is well described as a perfect fluid. In standard perturbation theory (SPT, e.g. Bernardeau et al. 2002) the density and velocity are expanded perturbatively about their background values. As it relies on the perturbative smallness of these quantities, SPT struggles to accurately describe the large densities arising from gravitational collapse. Furthermore, as cold dark matter is collisionless, fluid streams cross and create regions of (formally) infinite Eulerian density, called caustics, strongly limiting the region of applicability of this perturbative theory. A useful alternative to SPT is Lagrangian perturbation theory (LPT) (Zel’dovich 1970; Buchert 1989; Bouchet et al. 1992, 1995; Villone and Rampf 2017), which takes the displacement from fluid elements’ initial positions as its perturbing quantity, avoiding the singular densities from SPT. However, updating the gravitational potential which displaces particles requires the Eulerian density, which requires mapping between the initial (Lagrangian) and final (Eulerian) positions. A similar conversion is necessary to facilitate a comparison with galaxy survey data, which naturally lives in Eulerian space.

In this paper, we consider an alternative approach to modelling cold dark matter dynamics that combines advantages of Lagrangian and Eulerian frameworks. We introduce a wavefunction \( \psi \), to play the role of the dark matter field, and rely on reproducing cold dark matter dynamics in a semiclassical limit, using the propagator formalism established in Uhlemann et al. (2019); Rampf et al. (2021). In particular we examine how classical CDM phenomenology is encoded in the features of the wavefunction, and how it can be extracted, using a simple toy model. This toy model makes use of a “free-particle Schrödinger equation” in 1+1 dimensions (Coles and Spencer 2003; Short and Coles 2006; Uhlemann et al. 2019), which is closely related to the classical Zel’dovich approximation (lowest order LPT). While Uhlemann et al. (2019) derives the higher order behaviour within this propagator formalism, here we focus on dissecting the wavefunction in the simplest case, which already features a rich phenomenology and facilitates links to a well-studied classical model. Using a wavefunction in this way allows for LPT-like dynamics to be captured with direct access to Eulerian observables like the density and velocity.

The use of wavefunctions to model dark matter arises in a variety of other contexts in cosmology, which are physically distinct but conceptually and phenomenologically closely related to the propagator formalism used here. In studying non-relativistic self-gravitating systems, the Schrödinger-Poisson equation is the principle equation of interest. The Schrödinger-Poisson equation describes the evolution of a wavefunction, describing the dark matter field, which experiences self-interaction via a gravitational potential described by a Poisson equation.

Taken as the true dynamical equations of motion, the Schrödinger-Poisson equation describes a non-
relativistic, scalar dark matter particle (as a limit of the Klein-Gordon equation) (Hui et al. 2017) with interesting astrophysical signatures. Such dark matter candidates are often motivated from particle physics including the QCD axion (Peccei and Quinn 1977), the string axiverse (e.g. Svrek and Witten 2006; Arvanitaki et al. 2010), and other axion-like particles (Jaekel et al. 2022). In the context of cosmology, these candidates often have very small mass scales ($\sim 10^{-22}$ eV) so that their wave phenomena are present on astrophysical scales. Though not completely interchangeable terms, such dark matter candidates are referred to as ultra-light axions (ULAs), fuzzy dark matter (FDM), Bose-Einstein condensate (BEC) dark matter or simply wave dark matter (wDM) in the literature. For a recent review of such systems see e.g. Niemeyer (2020); Hui (2021); Ferreira (2021).

Alternatively, one can interpret the Schrödinger-Poisson equation as a theoretical trick to study cold dark matter. In the original work by Widrow and Kaiser (Widrow and Kaiser 1993), they propose solving the Schrödinger-Poisson equation as an alternative to $N$-body simulations, leveraging the fact that the phase-space distribution of $\psi$ and classical CDM obey the same equation to $O(\hbar^2)$. In such cases, we absorb the mass $m$ into the value of $\hbar$, and take $\hbar$ to parameterise how coarsely phase-space is sampled. Within this so-called Schrödinger method, wave interference effects were shown to emulate the multi-stream phenomena of velocity dispersion and vorticity (Uhlemann et al. 2014; Kopp et al. 2017; Mocz et al. 2018) and criteria for its capability to effectively reproduce classical features were quantified (Garny et al. 2020; Eberhardt et al. 2020).

Equations of Schrödinger-Poisson type can also be derived as an alternate scheme for closing the Vlasov cumulant hierarchy which appears in CDM dynamics (see e.g. Rampf (2021) for a recent review of the cosmological Vlasov-Poisson equations). If one requires that the cumulant generating function is constructed only from the density and velocity (the first two cumulants) degrees of freedom, then the resulting cumulant generating function takes the form of Schrödinger-Poisson (Uhlemann 2018). This provides a self consistent closure scheme beyond truncation at the level of a perfect fluid.

The propagator formalism used in this work is physically distinct from the Schrödinger method proposed by Widrow and Kaiser, as discussed in Uhlemann et al. (2019). Morally however, both methods use a wavefunction to model cold dark matter and take advantage of formally having uniform resolution in position space, which provides complementarity to $N$-body simulations as originally intended. While the focus of this work always implicitly interprets the wave-mechanical model in the semiclassical approach, one could instead consider the wave effects as physical phenomena in the context of a true wave dark matter. While the long-term dynamics of the free Schrödinger equation is different from Schrödinger-Poisson, manifestations of wave interference effects created by the onset of multi-streaming are universal features. Additionally, perturbative treatments based on the propagator formalism can be valuable for pushing the volumes of wave dark matter simulations from currently around $1-10$ Mpc (Schive et al. 2014; Mocz et al. 2018; Mina et al. 2020; May and Springel 2021; Schwabe and Niemeyer 2022) to truly cosmological scales.

This paper is structured as follows. In Section 2 we present a 1+1D toy model for structure formation and discuss how the phenomenology of multi-streaming can be understood and in the context of both classical and quantum systems. This toy model is based on a wave-function satisfying the free Schrödinger equation, and corresponds to the Zel’dovich approximation. In Section 3 we discuss how the classical streaming behaviour can be extracted from wave interference by way of stationary phase analysis. Section 4 discusses interference effects in the wave-mechanical model and how these encode information beyond perfect fluid dynamics. The wavefunction can be separated into an “average” part, which describes the bulk fluid behaviour, and a “hidden” part, which isolates the sources of vorticity and velocity dispersion after shell-crossing. Finally, Section 5 connects the wave properties of the wave-mechanical system to catastrophe theory, in particular to diffraction integrals which classify the properties of different singularity types. This provides both justification for studying a simple model, and quantitative results where the stationary phase analysis is insufficient. We conclude in Section 6, where we also provide an outlook on the generalisations of our model to more realistic scenarios and potential applications of the splitting presented.

2. DARK MATTER MULTI-STREAMING, CAUSTICS, AND INTERFERENCE

In the following we present the phenomenology associated with multi-streaming in classical cold dark matter. We introduce the propagator formalism for our wave-mechanical model, show how the classical features associated with multi-streaming and shell-crossing appear as wave interference, and how to extract Eulerian observables from the wavefunction. The classical toy model (sine wave collapse) is shown in Figure 1 and compared to the wave analogue model in Figure 2.

2.1. Coordinate system and units

In the weak field regime, on scales smaller than the Hubble radius, and for non-relativistic velocities, one can use the Newtonian limit rather than the full Einstein equations to describe structure formation. We take our background cosmology to be an Einstein-de Sitter (EdS) universe, as we are interested in structure formation during the matter dominated era. The entire discussion is straightforwardly extended to full ΛCDM.

We write our equations in comoving coordinates $x = r/a$, where $r$ is the physical space coordinate and $a$ is the cosmic scale factor. We take our time variable to be $a$ rather than coordinate time $t$, which allows for a well defined initialisation as $a \rightarrow 0$ (Rampf et al. 2015). We define our peculiar velocity to be $v = d\mathbf{x}/da$, which is related to the total velocity by $\mathbf{U} = Hr + Ha^2 \mathbf{v}$. The stan-
standard conjugate momentum $p$ is related to our peculiar velocity by $p/m = a^2 \, \mathrm{d}x/\mathrm{d}t = a^{3/2} v$. For a fluid with density $\rho(x, a)$ we decompose into a background part $\bar{\rho}(a)$ and a density contrast $\delta(x, a)$ related by $\rho = \bar{\rho}(1 + \delta)$. We also choose units such that $4\pi G \bar{\rho}_0 = 3/2$, which makes $\mathrm{d}a/\mathrm{d}t = a^{-1/2}$ and simplifies the units in several equations. Unlabelled spatial derivatives are always taken to mean with respect to Eulerian coordinates e.g. $\nabla = \nabla_x$, but we will occasionally explicitly label Eulerian derivatives to emphasise the space we work in or to avoid confusion.

While the focus of this paper is on the 1-dimensional toy model presented in the following section, here results would hold in more dimensions they are written in vector notation, to indicate where the discussion readily generalises to more realistic systems.

### 2.2. The Zel’dovich Approximation

Lagrangian perturbation theory (LPT) describes how particle (or fluid element) positions in the initial field, $q$, map to positions in the final field via a displacement field, $\xi(q)$. That is, the final position of a fluid element, $x$, is given by the mapping

$$ x(q, a) = q + \xi(q, a) .$$

In this view, we “flow along” the fluid parcels, rather than taking a static set of coordinates to view the fluid as in the Eulerian picture. Lagrangian perturbation theory then solves for the displacement field $\xi$ perturbatively. At fixed order, LPT performs better than perturbing in the fluid variables directly, as there is a way of capturing non-local information due to flowing along with the fluid.

The mapping $x(q, a)$ can become non-injective, taking particles from different initial positions to the same final position, a phenomenon called multi-streaming. The first occurrence of multi-streaming is called (first) shell-crossing. Assuming our fluid describes a collisionless set of particles (as in CDM), these streams of particles flow through each other. The single and multi-stream regions of space are separated from each other by regions of (for- mal) infinite Eulerian density called caustics (see e.g. Figure 3 in Rampf 2021).

On large scales, the Zel’dovich approximation (Zel’dovich 1970) corresponding to first order LPT, performs very well at predicting the formation of structures in the cosmic web. In 1-dimensional collapse, the Zel’dovich approximation is exact before shell crossing, while in higher dimensional systems it receives corrections due to tidal fields, encoded in higher order LPT. The Zel’dovich approximation in an EdS cosmology corresponds to the displacement field

$$ \xi^{ZA}(q, a) = -a \nabla_q \phi_g^{\text{(ini)}}(q) ,$$

where $\phi_g^{\text{(ini)}}$ is the initial gravitational potential. This form of the displacement field corresponds to constant velocity motion, provided $a$ is taken as the time variable. With this displacement field, the final position of fluid elements is simply given by ballistic motion with a constant velocity

$$ w^{ZA}(q) = -\nabla_q \phi_g^{\text{(ini)}}(q) ,$$

set by the initial gravitational field.

### 2.3. Multi-streaming

In the following we illustrate the onset of shell-crossing and multi-streaming in a simple 1-dimensional example in the Zel’dovich approximation.

Formally linearising the fluid variables (discussed in more detail in Section 2.5) about their background values and evaluating the linearised fluid equations at arbitrarily early times $a \to 0$, it is found that analytic solutions at $a = 0$ require that the boundary conditions on the initial density contrast, $\delta^{\text{(ini)}}$, and the initial velocity potential, $\phi_v^{\text{(ini)}}$, (which determines the velocity through $v = \nabla \phi_v$) must be tethered to each other (Brenier et al. 2003)

$$ 
\delta^{\text{(ini)}}(0) = 0 , \\ 
\phi_v^{\text{(ini)}}(0) = -\phi_g^{\text{(ini)}}(0). 
$$

These boundary conditions select for the growing-mode solutions and are vorticity free, in accordance with our requirement of a potential velocity (Rampf et al. 2015).

---

Figure 1.— Phase-space sheet describing the evolution of a Fourier mode under the Zel’dovich approximation described by the displacement mapping $x(q, a) = q - a \sin(q)^a$. For times $a > 1$, the phase-space sheet becomes triple valued in velocity. Projecting this phase-space sheet onto the $(x, a)$ plane results in a cusped line (the caustic line) which separates the single and triple stream regions of spacetime (given by equation (8)). The dashed lines show the trajectories of a few individual particles through phase-space. The black, red, and blue curves show the phase-sheet at fixed times $a = 0, 1, 3$. At $a = 1$ (red) the phase-sheet becomes vertical, and thereafter it is multi-valued.

---

*An animated version of this figure and its spacetime projection can be found in the auxiliary files or on wikimedia commons.*

Because of these boundary conditions, we can study how a single Fourier mode in the velocity potential evolves under the Zel’dovich approximation. Figure 1 shows the evolution of one such mode, corresponding to an initially uniformly dense fluid with initial velocity po-
tential $\phi^{(\text{ini})}\!(q) = \cos(q)$ so that the initial velocity is given by $v^2 A = \nabla q \phi^{(\text{ini})}\!(q)$. Note that the velocity variable $v$ used in the figure is a phase-space variable, related to the usual canonical momentum $p$ by $v = p/a^{3/2}$ in our units, and should not be confused for the Eulerian velocity field.

While the fluid remains single valued, the density $\rho$ can be obtained by the mapping between Lagrangian (initial) positions and Eulerian positions via conservation of mass $\rho \, d^n x = \bar{\rho} \, d^n q$. Until the first shell-crossing, this can be exactly integrated, giving

$$\rho = 1/J,$$

where $J = \det(\partial x/\partial q)$ is the Jacobian for the Lagrangian mapping. For a 1-dimensional system with initial velocity potential $\phi^{(\text{ini})}\!(q)$, this gives a density of

$$\rho(x, a) = \frac{1}{1 + a^2 \pi^2 \phi^{(\text{ini})}\!(q(x))}.$$  \hfill (6)

For the choice $\phi^{(\text{ini})}\!(q) = \cos(q)$ we see that this density diverges at $a = 1$, corresponding to the time of shell-crossing. After shell-crossing there is a region of final positions, $x$, which are triple valued in velocity. Projecting the phase-space sheet onto the $(x, a)$ plane, the region separating the single-stream and the multi-stream regions of spacetime forms a cusp shape given by

$$(x(q), a(q)) = \left( q - \tan(q), \frac{1}{\cos(q)} \right), \quad q \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right).$$  \hfill (7)

Locations on the caustic correspond to two initial points which cross streams, and to divergences in the density field. The $q$ in this parametric form corresponds to the initial position which maps to $x(q, a)$ via equation (1), and is closest to the origin, which is always in the central region between $\pm \pi/2$. For a fixed time, the region which has shell-crossed is given by

$$|x| < \sqrt{a^2 - 1} - \arccos(1/a),$$  \hfill (8)

for $a > 1$.

We could instead study this system in full phase-space, to avoid the problem of multi-valuedness. In Lagrangian coordinates the distribution function in phase-space is given by (in $n$ dimensions)

$$f_L(x, p) = \int d^n q \, \delta_D(x - q - \xi(q)) \delta_D \left[ \frac{p}{a^3/2} - v^L(q) \right],$$  \hfill (9)

where $\xi(q)$ is the Zel’dovich displacement field in equation (2) and $v^L(q) = v(x(q, a), a)$ is the Lagrangian representation of the velocity evaluated at the Eulerian position $x(q, a)$.

2.4. From multiple streams to wave interference

Rather than considering a set of classical collisionless particles or a classical fluid, we represent our dark matter field using a complex wavefunction $\psi$.

Following in the spirit of Uhlemann et al. (2019), we take the classical action of particles moving with constant velocity to build a propagator for our wavefunction. The classical action for a free fluid particle beginning at position $q$ and evolving to position $x$ at time $a$ is

$$S_0(q; x, a) = \frac{(q - x)^2}{2a}.$$  \hfill (10)

The associated transition amplitude for this action is the standard exponential of this action

$$K_0(q; x, a) = N \exp \left( \frac{i}{\hbar} S_0(q; x, a) \right),$$  \hfill (11)

where $N = (2\pi i a)^{-n/2}$ is a normalisation factor for $n$ dimensions to ensure that the propagation returns a Dirac delta function for time $a = 0$. Here we consider $\hbar$ to be a parameter of our model, building a quantum system which should produce classical behaviour in the $\hbar \to 0$ limit (subject to subtleties discussed in Section 2.5).

In the context of quantum mechanics, the transition amplitude can be used as a propagator moving initial wavefunctions to solutions at later time

$$\psi_0(x, a) = \int d^n q \, K_0(q; x, a) \psi^{(\text{ini})}\!(q),$$  \hfill (12)

where $\psi^{(\text{ini})}\!(q) = \psi_0(q, a = 0)$ is the initial wavefunction. Both the propagator $K_0$ and the associated wavefunction, $\psi_0$, satisfy the potential free Schrödinger equation

$$i\hbar \partial_a \psi_0 = -\frac{\hbar^2}{2} \nabla^2 \psi_0.$$  \hfill (13)

In this paper we will only be considering this free Schrödinger evolution, using the free classical action in equation (10), and therefore will drop the 0 subscripts on quantities from here on. We note that this wavefunction model is the same as the “free particle approximation” introduced in Coles and Spencer (2003), compared to linearised fluid in Short and Coles (2006) and applied to cosmic voids in Gallagher and Coles (2022). For details on how this propagator formalism can be extended to a perturbative theory relying on a Schrödinger equation with a time-independent Hamiltonian including an external effective potential

$$i\hbar \partial_a \psi = \mathcal{H} \psi = -\frac{\hbar^2}{2} \nabla^2 \psi + V_{\text{eff}} \psi,$$  \hfill (14)

see Uhlemann et al. (2019).

Using the polar representation of a wavefunction, we can decompose it into $\psi(x, a) = \sqrt{\rho(x, a)} e^{i\phi_v(x, a)/\hbar}$, which is called the Madelung representation (Madelung 1927). Under this decomposition we see that the boundary conditions (4) require an initial wavefunction with Zel’dovich-like dynamics of the form $\psi^{(\text{ini})}\!(q) = \exp\left( i\phi^{(\text{ini})}\!(q)/\hbar \right)$. The propagator equation (12) can then be written

$$\psi(x, a) = \mathcal{N} \int d^n q \exp \left[ i\frac{a}{\hbar} S(q; x, a) \right] \exp \left[ i\frac{a}{\hbar} \phi^{(\text{ini})}\!(q) \right]$$

$$= \mathcal{N} \int d^n q \exp \left[ i\frac{a}{\hbar} \zeta(q; x, a) \right],$$  \hfill (15)

where $\zeta = S + \phi^{(\text{ini})}\!(q)$ includes both the propagation of the wavefunction and its initial conditions. We note here
that we take the opposite sign choice for the velocity potential to Uhlemann et al. (2019), so that \( \mathbf{v} = -\nabla \phi_v \).

This free wavefunction can be solved for using a variety of analytic or numerical techniques. For free evolution, solving the free Schrödinger equation with Fourier transforms at each time slice is significantly faster than computing the wavefunction at late time using the highly oscillatory integral (15)\(^2\). However, as we will see in Sections 3 and 5, being able to directly analyse these highly oscillatory integrals of the form (15) will be of physical interest, so it is useful to develop techniques to approximate them.

In this paper we focus on \( \zeta(q; x, a) \) which depend on 1-dimensional \( q \) and \( x \), and are analytic in \( q \). In this case, we can replace the integration along the real line with any contour in the complex plane which has the same end points without changing the value of the integral via Cauchy’s theorem. In such cases, a simple way to accelerate the numerical integration is to simply step the end points without changing the value of the integral via some amount of tuning for the size of the displacement to take, any shift which reduces the amount of oscillation is helpful in obtaining accurate numerical evaluations of highly oscillatory integrals.

Figure 2 shows the evolution of a wavefunction corresponding the same Zel’dovich initial conditions as in Figure 1, compared to particle trajectories under Zel’dovich evolution. This wavefunction is defined by the initial data \( \psi(0, \mathbf{x}, a) = \exp((i/\hbar)\phi_v(q)) \) with \( \phi_v(q) = \cos(q) \). This wavefunction is the principal object of study in this paper, in particular understanding how the classical steam information is encoded in the wave phenomena.

The features in the wavefunction system shown in Figure 2 are similar to those seen in the evolution of the classical Zel’dovich mode. We see the formation of a bright (dense), cusp shaped caustic line beginning at \( a = 1 \). The interior region of this caustic exhibits interference, characterised by spatio-temporal oscillations, which must correspond to the classical multi-stream regime. Notable difference however, the caustic region no longer corresponds to infinite density, it has been regularised by the wavelength associated with the size of \( \hbar \). It also now corresponds to a finite sized region, rather than being infinitely thin. These interference phenomena are shown at a constant time in Figure 3, in comparison to the classical Zel’dovich density and stream velocities. The particular scalings of the peak density and the fringe spacing are given by certain powers of \( \hbar \). These scalings are obtained by catastrophe theory, discussed in Section 5. We see that this wave-mechanical model "dresses" the classical observables in this interference phenomena.

2 For a wavefunction obeying the Schrödinger equation with a potential, the time evolution can be obtained by using a symplectic integration scheme, splitting the Hamiltonian into a kinetic and potential part (see e.g. Appendix D of Uhlemann et al. (2019) or Chapter 3 of Binney and Tremaine (2008)).

Figure 2.— Comparison of the wavefunction evolution and classical Zel’dovich evolution with the same initial conditions. The wavefunction initial conditions are \( \psi(\text{ini}) = \exp((i/\hbar)\cos(q)) \) with \( \hbar = 0.01 \) evolved on a grid of (1024)\(^2\) (spacetime) cells. The complex value of the wavefunction is encoded through domain colouring, with brightness corresponding to amplitude, and hue corresponding to phase (the exact colouring scheme is in Appendix A). Hence, lines of constant colour in this image correspond paths of constant phase. The Zel’dovich trajectories are coloured according to their initial phase \( \cos(q)/\hbar \). For times \( a > 1 \), interference patterns arise in the wavefunction, characterised by rapid oscillations in space and across time, corresponding to classical multi-streaming. The black dashed curve separating the classically shell-crossed and single-stream regions is given by equation (8).
that wave techniques which lack the quantum pressure term can differ substantially from full wave simulations. Compared to $N$-body simulations, simulations including quantum pressure cause up to $5 \%-10\%$ suppression in the matter power spectrum at low redshift, particularly near the quantum Jeans scale (Veltmaat and Niemeyer 2016; Nori and Baldi 2018). This suppression is further enhanced when the difference in initial conditions between fuzzy and cold dark matter is taken into account. While Madelung based solvers such as AX-GADGET (Nori and Baldi 2018) can capture the role the quantum pressure plays in suppressing structure, solving the Madelung equations (16) does not well capture the details of interference patterns compared to full Schrödinger solvers, particularly the points where $|\psi|$ is close to zero where the Madelung variables develop discontinuities while $\psi$ remains well behaved throughout its evolution (Mocz and Succi 2015; Veltmaat and Niemeyer 2016; Hopkins 2019; Schwabe and Niemeyer 2022). The interplay between these factors further motivates advances in analytic techniques for these systems, and care to be taken in running simulations.

2.5.2. Phase-space distributions for quantum systems

To more completely characterise a wavefunction beyond the Madelung split, we consider the dynamics of a quantum state in phase-space. For a pure quantum state $\psi$ in $n$-dimensions, the Wigner function (Wigner 1932)

$$f_W(x, p) = \frac{1}{(\pi \hbar)^n} \int \frac{d^n \tilde{x}}{2^n (2\pi)^n} \exp \left[\frac{2i p \cdot \tilde{x}}{\alpha^2 \hbar}\right] \psi(x - \tilde{x}) \psi^*(x + \tilde{x}),$$

represents a quasi-probability distribution in phase-space (here $\psi^*$ denotes complex conjugation). However, the Wigner function does display some unphysical properties for a phase-space distribution function, namely that it can be negative in small localised regions (bounded to a minimum value of $-4\pi / \hbar$ for pure states). It is for this reason that the naïve limit $\hbar \to 0$ does not derive the classical solution in a continuous way, and the classical limit needs to be treated with care (Takahashi 1989). A theorem due to Hudson demonstrates that the only non-negative Wigner functions those which correspond to Gaussian wavefunctions, so for generic states these negative regions necessarily exist (Hudson 1974).

To account for this, one can smooth the Wigner distribution using Gaussian filters in both position and momentum space, resulting in the coarse-grained Wigner function, or the Husimi distribution (Husimi 1940). If the smoothing scales $\sigma_x, \sigma_p$ are chosen to satisfy the uncertainty principle

$$\sigma_x \sigma_p \geq \frac{\hbar}{2},$$

the resulting distribution is guaranteed to be non-negative. Under such a smoothing, the semiclassical $\hbar \to 0$ limit can be approached in a mathematically sound way (Lions and Paul 1993; Gérard et al. 1997; Zhang et al. 2002; Athanassoulis et al. 2009; Athanasoulis 2018). Features on scales of $\mathcal{O}(\hbar)$ do not survive the classical limit after this smoothing. For example, wave dark matter systems can exhibit non-trivial self-similar solutions which vanish identically in the classical limit (Galazo García et al. 2022).
From this phase-space distribution, we can construct observables as momentum weighted averages (moments) of this distribution. For example, the first two moments of the Wigner distribution are the density and momentum-flux:

\[ \int d^n p f_W(x, p) = \rho(x) = |\psi|^2, \]  
\[ \int d^n p \frac{p}{a^{3/2}} f_W(x, p) = j(x) = \hbar \text{Im}(\psi^* \nabla \psi). \]

Using these kinetic moments, we can define a velocity field \( v = j/\rho \) everywhere, even where the phase is not smooth. If one wishes to work with fluid variables even in regions where \( \phi_\psi \) is not smooth, they should replace the quantum continuity and Bernoulli equations (16) with equivalent equations using the momentum flux \( j \) (Uhlmann et al. 2014).

We often prefer to work with the connected and independent parts of these moments (those which are not simply products of lower order moments), called the cumulants. For example, the second moment of \( f_W \) is

\[ \int d^n p \frac{p_i p_j}{a^3} f_W(x, p) = \frac{\hat{j}_i(x) \hat{j}_j(x)}{\rho(x)} + \rho(x) \sigma_{ij}(x), \]

which contains a product of the first moment, and a connected part determined by the velocity dispersion \( \sigma_{ij} \). These cumulants directly correspond to (Eulerian) observables: the logarithmic matter density \( \ln \rho \), velocity \( v_i \), and the velocity dispersion \( \sigma_{ij} \). Written in terms of the density, the velocity dispersion associated with a wavefunction is

\[ \sigma_{ij} = \frac{\hbar^2}{4} \left( \frac{\nabla_i \rho \nabla_j \rho}{\rho^2} - \frac{\nabla_i \nabla_j \rho}{\rho} \right) = -\frac{\hbar^2}{4} \nabla_i \nabla_j \ln \rho, \]

and is directly related to the quantum “pressure” in equation (16b). In this formula we can see explicitly how the wave-based model generates higher-order cumulants from derivatives of the wavefunction building blocks.

Under a Madelung split the velocity associated with a wavefunction appears potential, as

\[ \nabla \cdot \rho \delta_\phi = -\frac{\hbar^2}{4} \nabla_i \nabla_j \ln \rho \]

and is directly related to the total energy. The wavefunction can then source velocity dispersion via equation (22).

All the higher-order cumulants for the system can be obtained as moments of the Wigner distribution in this way, and will be non-zero after shell-crossing, even when starting from initial conditions described by a perfect fluid. The procedure of extracting moments and cumulants from the wavefunction is exactly the same as extracting moments/cumulants from a Schrödinger-Poisson system, although the underlying evolution equation is different from the propagator formalism laid out here.

To determine the full behaviour of a system in phase-space, in principle one would have to solve the evolution equations associated with each cumulant, which becomes difficult as the evolution of the \( n \)-th cumulant depends on the \((n + 1)\)-th cumulant. The only consistent truncation to the hierarchy is the perfect fluid model, which corresponds to (Eulerian coordinates)

\[ f_\text{fluid}(x, p) = \frac{\rho(x)}{\rho_0^{(3)}} \left( \frac{p}{a^{3/2}} - \nabla_x \phi_\psi(x) \right), \]

where all cumulants of order 2 and higher are set to 0 (and remain 0). However, once shell-crossing occurs and the system develops multiple streams, this perfect fluid description is no longer adequate to describe the dynamics of the system as a whole. At this point, the phase-space distribution cannot take the form in equation (23), and all higher cumulants are sourced dynamically.

3. UNWEAVING THE WAVEFUNCTION

3.1. Obtaining single-stream wavefunctions from interference

For the free evolution of a wavefunction with Zel’dovich-like initial conditions, the multi-stream region is replaced with small scale wave interference. In the following we demonstrate that the shell-crossed wavefunction can be decomposed into a sum of single-stream, non-interfering wavefunctions, each corresponding to a classical Zel’dovich stream.

3.1.1. Stationary phase decomposition

Taking a 1-dimensional wavefunction with Zel’dovich initial conditions, we write the wavefunction over space-time as an oscillatory integral as in equation (15)

\[ \psi(x, a) = \mathcal{N} \int dq \exp \left[ \frac{i}{\hbar} \zeta(q; x, a) \right], \]

where \( \zeta = S + \phi_\psi^{(\text{ini})} \). The integrand of equation (24) is highly oscillatory and therefore the dominant contribution to the integral will come from points where \( \zeta \) is stationary with respect to the integration variable \( q \), in a technique known as the stationary phase approximation (Appendix B). It is worth noting that the phase in the stationary phase approximation (SPA) refers to the function \( \zeta \), not the phase of the wavefunction \( \phi_\psi \). The approximation is dominated by the stationary points of \( \zeta \), not \( \phi_\psi \).

For a stationary point \( q_\ast \) satisfying \( \nabla_q \zeta(q_\ast; x, a) = 0 \), if \( \nabla_q^2 \zeta(q_\ast; x, a) \neq 0 \), the stationary phase contribution from
that point reads (suppressing the $x, a$ arguments of ζ)
\[ \psi_{\text{SPA}}(x, a) = \frac{\exp\left(\frac{i\pi}{\hbar}[\text{sgn}(\nabla_q\zeta(q_\ast)) - 1]\right)}{\sqrt{a|\nabla^2_q\zeta(q_\ast)|}} \exp\left(\frac{i}{\hbar}\zeta(q_\ast)\right). \] (25)
The full approximation is then given by a sum over all of these stationary points,
\[ \psi^{\text{SPA}}(x, a) = \sum_{q_\ast} \psi^{\text{SPA}}(x, a), \] (26)
which in the semiclassical $\hbar \to 0$ limit obeys the asymptotic relation $\psi(x, a) \to \psi^{\text{SPA}}(x, a)$.

For the choice $\phi^{(\text{ini})}_q(q) = \cos(q)$, number of (real) stationary points is determined by the same caustic condition as equation (8), with three real roots in the shell-crossed region, two real roots on the caustic line, and a single real root in the single-stream regime. Indeed this is not surprising, as for the Zel’dovich-like initial conditions we have
\[ \zeta(q; x, a) = \frac{(x - q)^2}{2a} + \phi_q(q), \] (27)
so the condition for $\zeta$ to be stationary with respect to $q$ is
\[ \nabla_q\zeta(q; x, a) = -\frac{x}{a} + \frac{q}{a} + \nabla_q\phi_q(q) = 0, \] (28)
which is equivalent to the Zel’dovich displacement mapping $x = q + a\nabla_q\phi_q(q)$. That is, the quantum propagation integral is dominated by the $q$ which satisfy the classical displacement mapping.

Figure 4 compares the full stationary phase analysis of the Fourier mode to the numeric integration of the wavefunction. The stationary phase approximation provides an excellent description of the wavefunction except near to the caustic lines themselves. However, well into the single or multi-stream regime, far away from high density caustics, this stationary phase decomposition provides a good description of the full wavefunction.

Figure 5 shows the individual terms in equation (26) as separate wavefunctions. We see that indeed these are single-stream wavefunctions which are non-interfering and resemble individual Zel’dovich streams. Outside the classical cusp there is a single-stream wavefunction, and inside the cusp there are three stream wavefunctions, corresponding to the three sheets of the Zel’dovich phase-space sheet in Figure 1. This is precisely analogous to taking the geometric optics limit for an optical wave field, resolving wave phenomena as sums over classical light rays.

Figure 6 illustrates how the stationary points are distributed in the complex-$q$ plane for different values of $x$ and $a$. By moving from the single-stream region across the caustic line, the complex stationary points coalesce into a double root, before becoming distinct real roots in the shell-crossed region. This merging and splitting of roots at the caustic is why stationary phase contributions of the form (25) no longer well approximate the integral in equation (24). On the caustic defined by $\nabla_q\zeta = \nabla^2_q\zeta = 0$ the SPA wavefunction form (25) does not apply, and near the caustic the stationary points are not sufficiently separated (with respect to the size of $\hbar$) in the complex plane to be treated independently.

A more accurate asymptotic approximation can be made by considering the contributions from the complex roots along a proper steepest descent contour of the integrand, which are the same as contours of constant $\text{Im}(i\zeta/\hbar)$ and as such remove the oscillatory part of the integral (see e.g. Bender and Orszag 1978, for general discussion of this method). The asymptotic analysis of such oscillatory integrals in the complex plane in general is difficult, as the geometry of the steepest descent contours, and the number of complex stationary points which are relevant can change suddenly in different regions of the parameter space (Stokes’ phenomena). The Stokes’ lines, where the steepest descent contour changes how many stationary points it intersects by one, for a cusp integral...
are similar to the case considered here and calculated analytically in Wright (1980). While we restrict ourselves to simple stationary phase analysis of real roots, Feldbrugge et al. (2019) present some techniques for automatically accounting for the changes in the nature of the stationary points and integration contours in a more rigorous manner. Figure 14 from Feldbrugge et al. (2019) is similar to our Figure 6, showing the roots, steepest descent contours, and Stokes’ lines for the canonical cusp integral discussed in Section 5. While the specific function these stationary points arise from is different than the function $\zeta(q; x, a)$ corresponding to our toy model, the qualitative features are the same. We focus here only on the real stationary points as they have clear physical interpretation as classical trajectories, and recover classical CDM dynamics.

The principal qualitative feature which cannot be reproduced by stationary phase decomposition is the existence of zeros in the density field outside the shell-crossed region. These zeros are of physical interest, as they result in discontinuities in the phase of the wavefunction which will be discussed in more detail in Section 4. For an optical system, zeros outside the cusp correspond to interference between a single real ray and a complex ray. Since the amplitude of the complex ray decays exponentially, it only has enough amplitude to fully destructively interfere with the real ray once outside the caustic (Wright 1980). For the free wavefunction, the interference which produces these exterior zeros occurs between the infalling part of the wavefunction (the “real ray”, corresponding to a single stream wavefunction from the SPA decomposition), and a partial reflection of the wavefunction due to the quantum pressure term in the Bernoulli equation (16b) (the “complex ray”). As the quantum pressure disappears in the classical limit, only density field zeros within in the multi-stream region remain.

3.2. Phase-space distributions for individual streams

To further establish the correspondence between these stationary phase contributions and classical streams, we can look at the entire phase-space distribution associated with these wavefunctions. While the individual $\psi_{q_{\text{spa}}}^{\text{SPA}}$ can be constructed without constructing a quantum phase-space distribution, it is worth looking at the correspondence in the full phase-space analysis.
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**Fig. 5.** The polar angle of the normalised wavefunctions ($\hbar = 0.05$) split according to each stationary point of the function $\zeta$ in equation (27). Each of these stationary points corresponds to one of the classical Zeldovich trajectories. Outside the cusp there is a single stationary point, corresponding to the single stream (shown in all three panels), while inside the classical cusp three wavefunctions exist, corresponding to the three classical streams illustrated in Figure 1.

![Image of phase-space distribution](image-url)

**Fig. 6.** The structure of stationary points $q_*$ which solve $\nabla_q \zeta(q_*; x, a) = 0$ (equation (28)) for different values of $x$ and $a$. The blue circles show the distribution of $q_*$ in the complex-$q$ plane. Beginning at point (I) in the single-stream (white) region, two solutions are complex, with only one real root. Approaching the caustic (dashed black) line, as with point (II), the two complex roots merge into a real double root. Points within the multi-stream (shaded) region, such as (III), have all three roots real. Crossing the $x = 0$ line causes the sign of the real part of the roots to flip, as can be seen comparing points (I) and (IV). At the cusp point (V), all three roots coalesce into a single real solution. For our stationary point analysis, we only use contributions from real stationary points (coloured in yellow in this diagram).
The Husimi phase-space distributions associated with each term in the stationary phase approximation are shown in Figure 7. We see that the stationary points naturally dissect the phase-space sheet into its three layers, as anticipated from looking at the phase plots in Figure 5. We see also that the quantum phase-space sheet traces the characteristic S-shaped curve expected for Zel’dovich dynamics, with a characteristic width around the classical phase-space sheet owing to the uncertainty principle associated with the size of \( \hbar \). The Husimi phase-space distributions are calculated using an adapted version of the CHiMES\(^3\) code (Eberhardt et al. 2021). We choose to plot Husimi distributions instead of Wigner distributions to emphasise the classical phase-space structure and to avoid the presence of aliasing in discrete Wigner distributions (Claassen and Mecklenbrauker 1983; Chassande-Mottin and Pai 2005).

To make the relationship between this stationary phase decomposition and the classical trajectories more explicit, we can read off the density and velocity associated with each stationary point. From equation (25), we see that the density of the \( i \)th wavefunction is given by

\[
\rho_i(x, a) = \frac{1}{|a \nabla^2_q \zeta(q_i; x, a)|} \left[ 1 - a \nabla^2 \phi^{(\text{ini})}_q(q_i(x, a)) \right],
\]

where the final equality holds for the specific case \( \phi^{(\text{ini})}_q(q) = \cos(q) \) considered for our Zel’dovich mode. This is precisely the same density profile one predicts from the Zel’dovich approximation (c.f. equation (6)).

The Husimi phase-space distributions of the individual stationary phase terms present an accurate tracing of the Zel’dovich phase-space sheet, except near the points where the phase-space sheet turns over. This is expected, as the points where the phase-space sheet turns over are precisely the classical caustic line, where the number of terms in the stationary phase approximation changes from 1 to 3. Near these points, the wavefunction streams develop a sharp discontinuity, localising on one or both sides of the stream, leading to a blurring in the momentum as required by uncertainty. This is expected however, as we know that near the classical caustic line the sum of the SPA terms does not accurately approximate the full wavefunction as discussed in the previous section. This is encouraging, as it demonstrates that this splitting does not just accurately reproduce low order cumulants, but the full dynamics of the system.

3.3. Comparing SPA streams to Zel’dovich properties

\[^3\]https://github.com/andillio/CHiMES
stationary phase *exactly* match those of a Zel’dovich system with the same initial conditions. Because of this exact correspondence, the stationary phase decomposition is the correct way to upgrade individual Zel’dovich streams into wavefunctions. Figure 8 shows these two analogue systems side by side. Both of these systems have precisely the same extent of the shell-crossed region, with the SPA wavefunction not presenting the same finite width to the caustic line that the full numerically evolved wavefunction does.

As a note of caution however, we point out that the phase of the individual stationary phase streams in equation (25) is *not* simply the initial phase transported to the final position via the displacement mapping. The phase of $\psi_{v}^{\mathrm{SPA}}$ also contains time propagation terms responsible for converting the Lagrangian derivative determining velocity into a Eulerian one. Starting from the link between Eulerian and Lagrangian velocity potentials,

$$\nabla_x \phi_v^E(x) = \frac{\partial q}{\partial x} \nabla_q \phi_v^{(\text{ini})}(q) = \int \nabla_q \phi_v^{(\text{ini})}(q) J,$$

with the Jacobian $J = \partial x / \partial q$, we can integrate to get the Eulerian velocity potential $\phi_v^E$,

$$\begin{align*}
\phi_v^E(x(q, a)) &= \int dq \nabla_q \phi_v^{(\text{ini})}(q) J \\
&= \cos(q) - \frac{a}{2} \cos^2(q) + C,
\end{align*}$$

where the second line holds for $\phi_v^{(\text{ini})}(q) = \cos(q)$ and $C$ is an integration constant.

"Zel’dovich wavefunctions,” constructed from the Zel’dovich density and the Eulerian phase, $\psi_i(Z)(x, a) = \sqrt{\rho_i(x, a)} \exp\left(\frac{i}{\hbar} \phi_v^E(x(q, a))\right)$ reproduce the wavefunctions of the individual SPA streams. So while the colouring scheme used for the particle trajectories in Figures 2 and 8 provides intuition for the similarities between the dynamics, the appropriate phase for one of the component wavefunctions at spacetime position $(x, a)$ is not simply the phase $\phi_v^{(\text{ini})}(q_i(x, a))$ as if carried by particles, but the Eulerian phase $\phi_v^E(x(q_i, a))$. The explicit difference between these phases can be seen in the left panel of Figure 12, with the Lagrangian velocity potential evaluated at a Eulerian position shown in blue and the proper Eulerian velocity potential (or SPA wave phase) in orange.

3.4. **Comparison to other wave techniques**

Here we briefly summarise how the stationary phase decomposition presented here relates to similar models used in the literature. Veltmaat *et al.* (2018) and Schwabe and Niemeyer (2022) interface N-body simulations and full Schrödinger-Poisson solvers to study individual halos. Both of these methods rely on translating N-body particles into wavepackets to build a wavefunction which sets the initial and boundary conditions for the Schrödinger-Poisson solver on small scales. They use classical wavefunctions (Wyatt and Trahan 2005) for individual particle wavepackets to construct an overall wavefunction. In Veltmaat *et al.* (2018) wavepackets in position space are used to obtain a phase from the combined wavefunction, while the amplitude is determined by the classical density in order to erase the interference of overlapping wavepackets which is present even in the single-stream regime. This problem could be avoided by using wavepacket ‘beams’ localised in phase space, for which Schwabe and Niemeyer (2022) present an approximation for obtaining a phenomenological wavefunction including interference from collapsed halos. Our SPA split for the wavefunction corresponds to assigning classical wavefunctions to the classical fluid streams instead of individual particles.

Lagué *et al.* (2021) approach modelling mixed dark matter containing FDM and CDM by adapting LPT. Their approach is to use the CDM LPT displacement but adjust for the difference in the linear growth using a scale-dependent transfer function for fuzzy dark matter. This incorporates the quantum pressure at the linear level while neglecting nonlinear effects in the displacement described in Appendix B of Uhlemann *et al.* (2014). Our propagator approach transports a dark matter wave function thus incorporating the wave nature in the evolution, which is lost when treating FDM as particles moved by a modified displacement field.

4. **WAVE INTERFERENCE EFFECTS**

We now turn our attention to another piece of interesting phenomenology associated with multi-streaming: the dynamical production of vorticity and higher order cumulants like velocity dispersion. In the wave-mechanical model, these features arise from interference and are concentrated in regions where the wavefunction vanishes and topological defects form. In Section 4.2 we show that the interference features can be isolated in a "hidden" part of the wavefunction, which decorates the “average” part of the wavefunction describing the Zel’dovich fluid behaviour.

4.1. **Phase jumps and vorticity**

As discussed in Section 2.5, post shell-crossing, all cumulants are sourced dynamically. In the wave-mechanical model, these higher order cumulants are hidden in the oscillations of the wavefunctions and can be extracted from moments of the Wigner distribution function (17). In addition to these higher order cumulants, such as velocity dispersion, shell-crossing sources vorticity, even for initially irrotational velocity fields. In the classical system this vorticity is due to multi-stream averaging, which results in a non-potential velocity field. In the wave-mechanical model, the non-potential parts of the velocity field occur at isolated points where the density vanishes. At these so-called branch points, the wavefunction can develop phase jumps that cause infinite spatial gradients. As shown in Figure 9, the spatial dislocation of the phase is a jump of $\pm \pi$ as the complex value of the wavefunction passes through zero (Hui 2021). Since the wavefunction is single valued, the winding of $\phi_v / \hbar$ around a closed loop $\gamma$ must be an integer multiple of $2\pi$ leading to a quantisation of $\phi_v$ (Feynman 1958; Gross 1961). This can be expressed as the integral quantisation condition

$$\Gamma = \oint_\gamma \nabla \phi_v \cdot dx = 2\pi n \hbar, \quad n \in \mathbb{Z},$$

(33)
related to vorticity via Stokes’ theorem \( \Gamma = \oint_\gamma (\nabla \times \mathbf{v}) \cdot \hat{n} \, dA \), where \( \Sigma \) is the surface bounded by the curve \( \gamma \), which has normal vector \( \hat{n} \) and area element \( dA \). In 2-dimensional systems these vortices are points and in 3-dimensional systems closed vortex loops trace the defects in the phase of the wavefunction. The association of these branch points and vanishing of the wavefunction with the sourcing of vorticity and higher order cumulants is precisely why the Madelung formalism breaks down post shell-crossing.

These vortex cores are of phenomenological interest for wave dark matter signatures in collapsed structures, for example the way that such vortex lines interact with the presence of solitonic cores in fuzzy dark matter halos (Zinner 2011; Rindler-Daller and Shapiro 2012; Hui et al. 2021; Hui 2021; Schobesberger et al. 2021), or in their role in cosmic filament spins (Alexander et al. 2021). Near the vortex cores, the velocity scales as \( \psi \sim 1/|r_\perp| \), owing to equation (33), while the density profile near a branch point scales as \( |\psi|^2 \sim r_\perp^2 \), where \( r_\perp \) is the perpendicular distance from the vortex core/line (Hui et al. 2021).

For the 1+1D toy model, we do not develop true vorticity, as in one spatial dimension the condition (33) is trivially satisfied. Nevertheless, the localised phase jumps create a non-potential velocity field and the associated vanishing of the density induces velocity dispersion, both of which are classically produced by multi-stream averaging. The derivatives of the density about these zeros produces velocity dispersion via equation (22).

4.1.1. Locating the phase jumps

Figure 10 shows the evolution of the wavefunction, with the spacetime positions of the phase jumps located, and identified with their sign. While the figure shows the time-evolution of a 1-dimensional system, we make use of the 2D spacetime diagram to find these branch points. Numerically, we located these branch point by masking the phase to only include regions of low density (since branch points only occur where \( |\psi| = 0 \)). Then the circulation (in spacetime) \( \Gamma \) can be calculated by discrete line integral, and the branch points are taken to be the centroids of the connected regions where the circulation is \( \pm 2\pi \). The same procedure could instead be applied to constant time slices of a 2-dimensional wavefunction, locating vortex cores.

Figure 10 demonstrates that the phase jumps predicted from the SPA decomposition accurately locate the branch points inside the classical caustic. The first branch points to form are a pair outside the classical caustic line, owing to interference from the partial reflection of the wavefunction due to the quantum pressure term in equation (16b). We will first focus on the interior branch points and their relation to multi-streaming and return to the exterior branch points in Section 5.

4.1.2. Conserved quantities associated with vorticity

In a classical fluid system, the Kelvin-Helmholtz theorem (Helmholtz 1858; Thomson 1869) requires that the
The circulation of the velocity field,
\[ \Gamma = \oint_{\gamma(a)} \mathbf{v} \cdot d\mathbf{z} = \int_{\Sigma(a)} (\nabla \times \mathbf{v}) \cdot \hat{n} \, dA, \] (34)
is conserved. Here \( \gamma(a) \) is a loop, bounding a surface \( \Sigma(a) \) at time \( a \) with associated normal vector \( \hat{n} \) and area element \( dA \). The integration surface is taken to be transported by the fluid flow from an initial surface \( \Sigma^{(\text{ini})} \). In particular, this means that an initially irrotational flow will conserve its initial value,
\[ \Gamma = \int_{\Sigma^{(\text{ini})}} (\nabla \times \mathbf{v}^{(\text{ini})}) \cdot \hat{n} \, dA = 0. \] (35)
This requires that any vorticity produced in the multistream regime arises only from stream averaging.

Under certain circumstances the conservation of circulation also applies to quantum and semiclassical systems (Damski and Sacha 2003). For sufficiently smooth initial conditions one can apply the same definition of \( \Gamma \), using the velocity defined by \( \mathbf{f}/\rho \) and ensuring that the integral contour only goes through regions where the velocity is well defined, as we did in equation (33). However, for a loop \( \gamma(a) \), the conservation of circulation only holds if such a loop initially only goes through points where the velocity is well defined, and will evolve only through such points (Damski and Sacha 2003), thus excluding the branch point locations, where a relaxed quantisation condition (33) applies. For an initially irrotational system with \( \Gamma = 0 \) these dislocations must occur in pairs (called rotons (Savchenko and Zel’Dovich 1999)) such that
\[ \int (\nabla \times \mathbf{v}) \cdot \hat{n} \, dA = 2\pi(n_+ - n_-)\hbar = 0, \quad n_{\pm} \in \mathbb{N}, \] (36)
if the surface is taken to be the entire space to ensure global conservation. The 1+1-dimensional system shown in Figure 10 resembles this pair creation property, with the spacetime circulation being globally conserved throughout the evolution.

For the 1+1D toy model, the circulation is trivially satisfied on an interval and the appropriate conserved quantity is the Poincaré-Cartan invariant from Hamiltonian dynamics (e.g. Chapter 9 of Arnold (1978) or Chapter 3 of Heller (2018)). As our semiclassical model has a natural Hamiltonian structure (see e.g. equation (14)), this conserved quantity remains valid for higher dimensions. The Poincaré-Cartan invariant is formulated by extending the phase-space, relying on the time \( a \) as an extra variable conjugate to (minus) the Hamiltonian \( \mathcal{H} \). The quantity
\[ \bar{\Gamma}(\gamma) = \oint_{\gamma} \mathbf{v} \cdot d\mathbf{x} - \mathcal{H} \, da, \] (37)
is then conserved along the Hamiltonian flow and generalises the circulation theorem from fluid dynamics.

Figure 11 shows a schematic diagram of loops in phase-space, demonstrating that not all loops in spacetime can be used to calculate the Poincaré-Cartan invariant. The orange contour in spacetime corresponds to three different loops in phase space, and cannot be evolved through Hamiltonian flow. This essentially amounts to asking “which \( \mathbf{v} \)” to chose in equation (37). Loops in spacetime which are entirely outside the classically shell-crossed region (and stay away from the outside branch points) are uniquely mapped to loops on the phase-space-sheet, and therefore can be related to their initial values. This can be seen by considering a loop in the bottom projection of Figure 11 in spacetime fully outside the caustic and projecting it upwards. Such a loop intersects the phase-sheet exactly once, which then allows unique time evolution via the Hamiltonian flow. Such loops conserve the value of the Poincaré-Cartan invariant \( \bar{\Gamma} \) until the Hamiltonian flow makes them intersect the classical caustic.

4.2. Hidden features beyond a perfect fluid

We now show that it is possible to decouple the presence of these phase jumps and the associated oscillating density from an “average” wavefunction capturing the stream-averaged fluid density and velocity.

4.2.1. The average wavefunction from SPA decomposition
The stationary phase decomposition provides a way to construct the “average wavefunction” which captures the bulk fluid dynamics. We can construct the density weighted mean velocity in the multi-stream region, and require the phase of the “average wavefunction” produces this mean velocity. As seen in Section 3.3, the densities and velocities of the individual stationary phase wavefunctions are exactly those expected classically. Thus, we can straightforwardly construct the density-weighted mean velocity from the stationary phase streams

\[ \bar{v}(x, a) = \frac{\sum \rho_i(x, a) v_i(x, a)}{\sum_j \rho_j(x, a)}, \]  

(38a)

where these sums run over the appropriate number of streams at position \((x, a)\). We define an “average velocity potential” for this mean velocity by \( \hat{v} = \nabla_x \phi_{\text{avg}} \) and calculate this in Fourier space,

\[ \phi_{\text{avg}} = \mathcal{F}^{-1} \left[ \frac{1}{\sqrt{2\pi}} k \cdot \mathcal{F}[\hat{v}] \right], \]  

(38b)

where \( \mathcal{F}[\cdot] \) is a fast Fourier transform. From this smooth potential we construct an “average wavefunction”

\[ \psi_{\text{avg}} = \sqrt{\sum_i \rho_i} \exp \left( i \frac{\hbar}{\rho} \phi_{\text{avg}} \right), \]  

(39)

representing a hypothetical perfect fluid with the classical density and mean velocity.

Figure 12 shows the individual phases of the SPA wavefunctions, together with the phase of the full SPA at the time of an interior phase jump. Additionally, we show the Lagrangian velocity potential evaluated at a Eulerian position \( \phi_{\text{SPA}}^{(\text{init})} = \cos(q_i(x, a))/\hbar \) in blue and the proper Eulerian velocity potential, which agrees with the phases of the individual SPA streams \( \phi_i^{(\text{SPA})} \) in orange. The right panel zooms into the shell-crossed region, comparing the full numerical phase of the wavefunction (black) and the stationary phase approximation to the phase (red), which match extremely well. The phase associated with the mean velocity (blue dot-dashed) well describes the overall profile of the phase.

We will show that the hidden features of the SPA wavefunction describing the wave-mechanical system decorate the Zel’dovich density and velocity, encoded in an average wavefunction from equation (39), with wave interference effects. Those interference effects can be captured in a “hidden wavefunction”

\[ \psi_{\text{hid}} = \frac{\psi_{\text{SPA}}}{\psi_{\text{avg}}} = \sqrt{\rho_{\text{hid}}} \exp \left( i \frac{\hbar}{\rho} \phi_{\text{hid}} \right), \]  

(40)

which produces multi-stream phenomena of a non-potential velocity from the phase jumps and a velocity dispersion from the oscillating density.

### 4.2.2. Hidden phase associated with non-potential velocity

We seek a decomposition of the phase of the wavefunction into a smooth and a “hidden” part, where the smooth part of the phase produces the potential part of the velocity field. The remaining “hidden” phase then contains the discontinuities which, in 2- or 3-dimensional systems would source vorticity. Such a phase decomposition has already been put forward for 2-dimensional optical systems in Fried (1998), as reviewed in Appendix C. That form of the hidden phase is not appropriate for our 1-dimensional toy model, but could be applicable to 2-dimensional extensions.

We take the smooth part of our phase to be the phase of the average wavefunction, defined in equation (38). We then define our hidden phase as the difference between the full phase of the wavefunction (either predicted by stationary phase or calculated numerically) and this smooth phase to isolate the phase jumps,

\[ \phi_{\text{hid}} = \phi_v - \phi_{\text{avg}}. \]  

(41)

Figure 13 shows both the smooth average phase \( \phi_{\text{avg}} \) and the jumpy hidden phase \( \phi_{\text{hid}} \) over the entire spacetime region. We see that if the hidden phase is constructed as \( \phi_{\text{hid}}^{(\text{SPA})} = \phi_{\text{SPA}} - \phi_{\text{avg}} \), then it vanishes identically in the single-stream region. This is expected as the average velocity before shell-crossing is identical to the single-stream velocity. If we instead construct the hidden phase using the phase of the numerically solved wavefunction, \( \phi_{\text{hid}}^{(\text{num})} = \phi_{\text{num}} - \phi_{\text{avg}} \), then presence of branch points outside the classical caustic causes a nonzero hidden phase in the single-stream region, which the stationary phase analysis cannot capture (as seen in the final panel of Figure 13).

### 4.2.3. Hidden density associated with velocity dispersion

Analogous to the hidden phase, we can write a “hidden density” as the part of the density which dresses the Zel’dovich dynamics in wave-phenomena. The hidden density \( \rho_{\text{hid}} = |\psi_{\text{SPA}}|^2 / \sum_i \rho_i \), describes the oscillations which trace the Zel’dovich density.

The velocity dispersion associated with a wavefunction is defined in equation (22), and is generally a tensor. However, in one spatial dimension, the velocity dispersion is simply a scalar quantity, sourced by the curvature in the (log) density,

\[ \sigma = \frac{\hbar^2}{4} \nabla_x^2 \ln \rho. \]  

(42)

Figure 14 shows this scalar velocity dispersion using both the full numerically evolved density \( \rho_{\text{num}} \), and the hidden density \( \rho_{\text{hid}} \). We see that the velocity dispersion is well captured by the hidden density in the multi-stream region, and that a positive velocity dispersion is sourced by the positive curvature in the density at the locations of the branch points.

Since the velocity dispersion is proportional to the curvature of the density, the minima of \( \sigma \) seen in Figure 14 correspond to the maxima of the density field, while the maxima of \( \sigma \) are sourced by the minima (the zero points) of the oscillating density. When coarse grained over, these small regions of negative velocity dispersion will be compensated by the positive velocity dispersion at the branch point, and will reproduce the velocity dispersion seen in the Zel’dovich approximation, for example as seen in Figure 1 of Buehlmann and Hahn (2019).

The fact that the velocity dispersion can become negative in the wave-mechanical case owes to the fact that is properly thought of as a modification to the Newtonian...
potential, or an stress-energy term, in the fluid equations (16). In particular, the Euler equation associated with equation (16b) reads

$$\partial_a v_i + (v \cdot \nabla) v_i + \nabla \left( -\frac{h^2}{2} \frac{\nabla^2 \sqrt{\rho}}{\sqrt{\rho}} + i \rho \nabla \rho_{\sigma i j} \right) = 0. \quad (43)$$

Fig. 12.— (Left) The phases of individual streams of the wavefunction model (with $\hbar = 0.05$) past shell-crossing, at the time of the first interior phase jump. We show the phase of the individual SPA stream wavefunctions, $\phi_{i \text{SPA}}$ (which are equal to the Eulerian velocity potentials from equation (32)) in comparison to the Lagrangian phase $\phi^{(\text{ini})}(\xi_i)$ plotted against the Eulerian position $x(q_i)$. In the single-stream region, the Eulerian and SPA phases are equal (the red line completely overlaps the orange). The linstyles indicate the portions corresponding to different initial positions/stationary points $q_i(x,a)$. The phase of the full SPA wavefunction is also shown. (Right) A zoomed in view of the phase in the shell-crossed region. The phase of the numerical wavefunction, $\phi_{\text{num}}$, is shown in comparison to the stationary phase approximation. Note that the discontinuity in $\phi_{\text{num}}$ at the caustic boundary is not physical, the phase has simply been shifted up by $2\pi$ to align the profile with $\phi_{\text{SPA}}$. The phase associated with the mean fluid velocity, $\phi_{\text{avg}}$, well describes the overall profile, allowing the phase jumps to be isolated in $\phi_{\text{hid}} = \phi_v - \phi_{\text{avg}}$.

Fig. 13.— The spacetime evolution of the polar angle of the full stationary phase wavefunction (with $\hbar = 0.05$, (left)), the “average phase” associated with the mean velocity (middle), and the discontinuous “hidden phase” (right). The left panel also shows the spatial and temporal phase profiles through a branch point (both of which jump by $\pm \hbar \pi$ upon crossing the branch point). The hidden phase in the right panel is calculated as using the stationary phase approximation, $\phi_{\text{hid}}^{(\text{SPA})} = \phi_{\text{SPA}} - \phi_{\text{avg}}$ (left side), and numerically, $\phi_{\text{hid}}^{(\text{num})} = \phi_{\text{num}} - \phi_{\text{avg}}$ (right side). The black and white points shown in the outer panels are the numerically located branch points of the full wavefunction, coloured according to their spacetime circulation as in Figure 10. The hidden phase in the numerical case does not identically vanish outside the cusp, due to the presence of branch points outside the cusp which stationary phase analysis cannot produce (which are coloured light and dark grey to emphasise this point).
Interpreted in this way, as an additional source of stress-energy, $\sigma_{ij}$ can be negative in the wave-mechanical model.

To make this connection to the internal energy of the system more explicit, consider the expectation value of the quantum pressure $Q$ defined in equation (16c). This can be written as the integral (in $n$ spatial dimensions)

$$
\langle Q \rangle = \int d^n\rho \rho(x) Q(x) = \int d^n\rho \rho \cdot \frac{\hbar^2}{2} \left( \nabla \ln \rho \right)^2 ,
$$

making use of $\rho = |\psi|^2$ and integration by parts in the second step. We recognise this new part of the integrand as the internal energy of a wavefunction (Yahalom 2018)

$$
\varepsilon_q = \frac{\hbar^2}{2} \langle \nabla \ln \rho \rangle^2 = \frac{\hbar^2}{8} \langle \nabla \ln \rho \rangle^2 ,
$$

such that $\langle Q \rangle = \langle \varepsilon_q \rangle$. In addition to this global relation between the quantum pressure and the internal energy, we can locally relate them to the trace of the velocity dispersion

$$
\sigma_{ii} = Q + \varepsilon_q .
$$

For our 1+1D model, the scalar velocity dispersion $\sigma$ is determined by the hidden wavefunction (as seen in Figure 14), which gives rise to the internal energy via the 1-dimensional versions of these relations between $\sigma_{ij}$, $Q$, and $\varepsilon_q$.

In this section we directly examined the non-potential velocity and velocity dispersion, to illustrate the principal effects of the phase jumps and the oscillatory density. Higher order cumulants are determined similarly, through higher derivatives of the wavefunction, which will be largely driven by the “hidden wavefunction” introduced here. We have seen that the hidden wavefunction can accurately locate the interior branch points and reproduce the velocity dispersion associated with the vanishing density near those points. These interior branch points are the only ones relevant in the classical limit as they correspond to the classically shell-crossed region with multi-streaming phenomenology. In the next section we examine the exterior branch points, and other features which the stationary phase approximation alone cannot capture.

5. CATASTROPHE THEORY

The caustic region formed by our wavefunction is very analogous to caustics formed by optical wave fields undergoing focusing. Leveraging this mathematical similarity, we turn to the theory of diffraction catastrophes, which classify the types of stable caustics and their properties, to understand the regions near to the caustic, precisely where the stationary phase decomposition fails.

5.1. Classical catastrophe theory

Classical catastrophe theory describes the singularities of differentiable mappings. For example, for a Zel’dovich Fourier model, the phase-space to position space mapping $(v, x, a)$ develops singularities where the sheet folds over itself, as well as at the singular point where the sheet starts to twist. Importantly however, catastrophe theory is concerned with stable singularities, where perturbing the mapping only slightly does not remove the character of the singular point. It does this by determining a set of standard generating polynomials, $\zeta(s; C)$, which generate differentiable mappings such that all stable singularities look locally like one of these standard forms. The parameters $C = (C_1, \ldots, C_m)$ are called the control parameters, and $s = (s_1, \ldots, s_n)$ are called the state parameters. The control parameters are quantities on which the classical trajectories/rays depend, such as spatial position or describing the surface initial conditions are provided on. The state parameters are internal, and define the gradient mapping which produces the singularity. Roughly, it is the stationary points of $\zeta$ with respect to $s$ which determine the number of classical trajectories/rays which meet at the singularity.

The elementary catastrophes were originally classified and named in Thom (1994), but a more systematic and complete classification is due to Arnol’d (Arnol’d 1973, 1975), which provided each generating polynomial a symbol related to the Coxeter reflection groups. In 1+1 dimensions, the only stable caustics are (using Thom’s naming system) the fold and the cusp corresponding to the generating polynomials

$$
\zeta_{\text{fold}}(s; C_1) = \frac{s_1^3}{3} + C_1 s , \quad \zeta_{\text{cusp}}(s; C_1, C_2) = \frac{s_1^4}{4} + C_2 \frac{s_2^2}{2} + C_1 s .
$$

Both of these singularities are present in the Zel’dovich phase-space sheet in Figure 1. The fold point corresponds to the point at shell-crossing, where the sheet begins to twist, corresponding to three trajectories intersecting. This fold point exists for a single moment.
in time, before splitting into a pair of fold lines which move apart from each other (called the “unfolding” of the catastrophe). Each point on the fold is characterised by the intersection of two trajectories. In this way, we have the heuristic identification of the spacetime parameters \((x, a)\) relating to the control parameters \((C_1, C_2)\), and the velocity phase-space variable playing the role of the state parameter \(s\). Equally, one could consider the singularity in the \((q, x, a) \to (x, a)\) mapping, which has the same structure as the phase-space sheet in Figure 1, treating the initial position \(q\) as the state parameter. This second view will prove to be more directly useful in relating the integral form of our wavefunction to the standard catastrophe forms. We will refine this correspondence in the following sections.

This classical catastrophe theory has been applied to the cosmic web skeleton of caustics under the Zel’dovich approximation (Arnold et al. 1982; Hidding et al. 2014; Feldbrugge et al. 2014, 2018). In these, the classical Zel’dovich divergences and their statistics are classified and identified by examining the eigenvalues and eigenvectors of the deformation tensor, the gradient of the Lagrangian displacement field \(\xi\), with respect to Lagrangian coordinates. In the Zel’dovich approximation, this deformation tensor directly encodes the tidal information of the initial gravitational potential.

5.2. Diffraction catastrophe theory

Instead of simply defining smooth surfaces and differentiable mappings, the generating polynomials \(\zeta\) can instead be used to generate oscillatory integrals. This allows the classification of classical caustics to be extended into the classification of caustics associated with wave phenomena. We refer to such integrals as diffraction catastrophe integrals. These integrals retain the underlying skeleton from the classical catastrophes they are built from, but now dressed with wave interference. Such systems were studied in a series of optical experiments in the 1970s (Berry 1977; Berry and Nye 1977; Berry et al. 1979; Berry and Upstill 1980).

The optical field, \(u\), for a monochromatic source with frequency \(\nu\) will act as an analogue for the wavefunction \(\psi\) with “quantumness” \(\hbar\) (such that \(\hbar\) acts like an inverse frequency). The eikonal \((\nu \to \infty)\) limit plays the role of the semiclassical \((\hbar \to 0)\) limit. The intensity of the optical field is given by \(|u|^2\), and interference in the optical field is produced by mixing of the complex phase. A standard diffraction catastrophe integral is of the form\(^5\) (notice the resemblance to equation (24))

\[
u(C;\nu) = \left(\frac{\nu}{2\pi}\right)^{n/2} \int d^n s \exp [i\nu \zeta(s; C)] .
\]

(47)

As we have already seen, these oscillatory integrals will be mainly dominated by their stationary points, except very close to the singular point. Since we are always interested in the stationary points relative to the state parameters, by \(\zeta'(s; C)\) we will always mean \(\nabla_\nu \zeta(s; C)\). This is precisely how the universality of catastrophe theory arises, as for any function \(\zeta\) which has a singularity,

\[\int \frac{d^n s}{(2\pi)^n} \exp [i\nu \zeta(s; C)] \sim \nu^n \int ds \exp [i\nu \zeta(s; C)].\]

(48)

The prefactor of \(\nu^{n/2}\) in this integral is necessary compared to the dimensionless forms listed in e.g. Berry and Upstill (1980) so that far from the catastrophe, the stationary phase approximation removes the \(\nu\) dependence of the amplitude.

5.2.1. Properties of diffraction integrals

Diffraction catastrophe theory also classifies certain topological properties of these integrals, which are invariant under diffeomorphism. This means that while the initial conditions in our wavefunction do not exactly give rise to any of the standard generating polynomials \(\zeta(s; C)\) with their propagation and initial conditions, certain properties of the wavefunction are preserved in the coordinate change to bring them into standard form.

The relevant topological quantities for our interests are the indices which describe the maximum intensity of the caustic (which corresponds to the amount of regularisation the Zel’dovich divergences receive), and the fringe spacing in different directions. These scalings can be recovered by changing coordinates within the generating polynomial \(\zeta(s; C)\) to remove the frequency dependence from the integrand. Doing so results in a relation of the following form

\[
u(C;\nu) = \nu^\beta u(C_1, \ldots, C_n; \nu = 1),
\]

where now the quantities \(C_i = \nu^{\sigma_i} C_i\), appearing on the right-hand side are control parameters with dimensions of \(\nu\) restored (note that the associated power of \(\nu\) for each control parameter will be different).

The index \(\beta\), called the singularity index (introduced in Arnold’ 1975), describes the maximum intensity at the catastrophe, since the intensity of the light scales as

\[|u|^2 \propto \nu^{2\beta} .\]

(49)

The indices \(\sigma_i\) are called the fringe exponents, (introduced in Berry 1977), and control the spacing of the fringes in the \(i\)th control parameter direction. Note that since the dimensional coordinates scale as \(\tilde{C}_i = \nu^{\sigma_i} C_i\), the fringe spacing in the \(i\)th direction is \(O(\nu^{-\sigma_i})\) in physical coordinates as \(\nu \to \infty\). The sum of the fringe exponents, \(\gamma = \sum_i \sigma_i\), is called the fringe index and describes the (hyper-)volume scaling of the size of the singularity in control space. All the indices \(\beta, \sigma_i, \gamma\) are invariant under diffeomorphism.

5.2.2. The fold catastrophe

The fold catastrophe is the simplest non-trivial catastrophe, with just a single control parameter. The diffraction integral of the fold is given by using the fold generating polynomial (45) in the diffraction catastrophe integral (47)

\[
u(C_1;\nu) = \sqrt{\frac{\nu}{2\pi}} \int ds \exp \left[i\nu \left(s^3 + C_1 s\right)\right].
\]

(50)

As an illustrative example, we can obtain the singularity and fringe indices by changing the integration variable to...
\( s = \nu^{-1/3} t \) to remove the \( \nu \) dependence from the highest order term in the integrand. This leaves

\[
\begin{align*}
u_{\text{fold}}(C_1; \nu) &= \nu^{1/6} \int_{-\infty}^{\infty} dt \exp \left[ i \left( \frac{t^3}{3} + \nu^{2/3} C_1 t \right) \right], \\
&= \nu^{1/6} u_{\text{fold}}(\nu^{2/3} C_1; \nu = 1), \quad (51a) \\
&= \sqrt{2\pi} \nu^{1/6} A_1 \left[ \nu^{2/3} C_1 \right], \quad (51b)
\end{align*}
\]

which recovers a singularity index \( \beta = 1/6 \) and the fringe exponent (and index) \( \sigma_1 = \gamma = 2/3 \). We also note that the fold catastrophe is simply the well known Airy function (up to appropriate normalisation).

### 5.2.3. The cusp catastrophe

The cusp catastrophe has two control parameters, and is given by the using the cusp generating polynomial (46) in the diffraction catastrophe integral (47)

\[
\begin{align*}
u_{\text{cusp}}(C_1, C_2; \nu) &= \sqrt{\frac{\nu}{2\pi}} \int_{-\infty}^{\infty} ds e^{i\varphi_{\text{cusp}}(s; C_1, C_2)} , \quad (52a) \\
\varphi_{\text{cusp}}(s; C_1, C_2) &= \frac{s^4}{4} + C_2 \frac{s^2}{2} + C_1 s . \quad (52b)
\end{align*}
\]

By changing the integration variable \( s = \nu^{-1/4} t \), we can remove the \( \nu \) dependence in the same way as with the fold and recover the catastrophe indices. This produces

\[
\begin{align*}
u_{\text{cusp}}(C_1; \nu) &= \nu^{1/4} \nu_{\text{cusp}}(\nu^{3/4} C_1, \nu^{1/2} C_2; \nu = 1), \quad (53a) \\
&= \frac{(4\nu)^{1/4}}{\sqrt{2\pi}} \text{Pe}(4^{1/4} \nu^{3/4} C_1, \nu^{1/2} C_2) , \quad (53b)
\end{align*}
\]

where \( \text{Pe}(A, B) \) is the Pearcey integral (Pearcey 1946).

\[
\text{Pe}(A, B) = \int_{-\infty}^{\infty} dy \exp \left( i(y^4 + Ay^2 + By) \right) . \quad (54)
\]

This analysis gives us a singularity index \( \beta = 1/4 \), and the fringe exponents \( \sigma_1 = 3/4, \sigma_2 = 1/2 \), resulting in a fringe index \( \gamma = 5/4 \) for the cusp catastrophe.

This cusp catastrophe integral, shown in Figure 15, appears visually very similar to the spacetime evolution of the wavefunction with Zel’dovich initial conditions, with a cusped line separating a three ray region from a single ray region.

The equation of the caustic line is determined through the joint conditions

\[
\begin{align*}
\zeta'(s; C) &= 0 , \quad \zeta''(s; C) = 0 . \quad (55)
\end{align*}
\]

where the first condition says that you lie on the phase-space sheet (a cubic equation in this case) and the second condition is where the projection mapping becomes singular. In control parameters (eliminating \( s \), the classical caustic line is given by

\[
4C_2^2 + 27C_4^2 = 0 , \quad (56)
\]

a semi-cubic parabola.

### 5.3. Mapping the wavefunction to standard catastrophes

We now wish to map the full wavefunction \( \psi(x, a) \) of our single Fourier mode to these standard caustic forms.

The role of the wavelength (inverse frequency) from the diffraction catastrophes is now played by the size of \( \hbar \).

We write the full wavefunction using the free propagator as before

\[
\psi(x, a) = N \int dq \exp \left( i \frac{(q - x)^2}{2a} + \cos(q) \right) . \quad (57)
\]

By Taylor expanding the cosine from the initial conditions to fourth order, we can recover a term quartic in \( q \), which resembles the quartic generating function \( \zeta_{\text{cusp}}(s; C) \) (higher order terms in the Taylor expansion are suppressed by powers of \( \hbar \), providing the universal-identity promised by catastrophe theory). Scaling our coordinates so this leading order term is the same as the standard form, we can read off the mapping between the (dimensional) control parameters and our spacetime parameters

\[
\begin{align*}
\hat{C}_1(x, a) &= -6^{1/4} \hbar^{-3/4} \frac{x}{a} , \quad (58a) \\
\hat{C}_2(x, a) &= 6^{1/2} \hbar^{-1/2} \frac{1 - a}{a} , \quad (58b)
\end{align*}
\]

or their inversion

\[
\begin{align*}
a(\hat{C}_1, \hat{C}_2) &= \frac{1}{1 + \sqrt{\hbar/6} \hat{C}_2} \sim 1 - \sqrt{\frac{\hbar}{6} \hat{C}_2} , \quad (59a) \\
x(\hat{C}_1, \hat{C}_2) &= \frac{\hat{C}_1}{\hat{C}_2} \frac{\hbar^{3/4}}{6^{1/4}} \frac{1}{1 + \sqrt{\hbar/6}} \sim -\frac{\hat{C}_1}{\hat{C}_2} \frac{\hbar^{3/4}}{6^{1/4}} . \quad (59b)
\end{align*}
\]

The coordinate relations (58) recover the cusp fringe exponents, which we can see by expanding about the cusp point \( (x, a) = (0, 1) \). Writing \( x = \delta x \) and \( a = 1 + \delta a \), and the coordinate relation becomes \( \hat{C}_1 \sim \hbar^{-3/4} \delta x \) and
\(\tilde{C}_2 \sim \hbar^{-1/2} \delta a\), leading to \(\sigma_1 = 3/4, \sigma_2 = 1/2\) as expected from the cusp. The required coordinate transforms in equation (58) are not simple rescalings, both because the cusp catastrophe happens at \(a = 1\) rather than 0, and a natural mixing due to the propagator containing \(x/a\) terms. Applying this coordinate transformation, we obtain the following integral relationship between our wavefunction and the standard cusp integral,

\[
\psi(x, a) \approx \exp \left( i \left[ \frac{x^2 + 2a}{2\hbar a} - \frac{\pi}{4} \right] \right) \frac{6^{1/4}}{\alpha^{1/2} \hbar^{1/4}} \times u_{\text{cusp}}(\tilde{C}_1(x, a), \tilde{C}_2(x, a); \nu = 1),
\]

which correctly recovers the singularity index of \(\beta = 1/4\).

A schematic diagram showing the density from this wavefunction is shown in Figure 16, together with the catastrophe scalings. In the lower panel of Figure 16, we compare the numerical peak height, temporal width, and spatial width of the cusp peak over two orders of magnitude in \(\hbar\). We use the full width half maximum (FWHM) on constant time/space surfaces through the maximum peak as a proxy for the characteristic widths. The best fit scaling exponents are in good agreement with the scalings anticipated by catastrophe theory, demonstrating that this analysis does extract the correct scaling behaviour.

In principle one could perform a similar set of coordinate transformations along each time slice after shell-crossing, bringing the form of \(\psi(x, a = \text{const} > 1)\) into an integral relationship with \(u_{\text{fold}}\). Providing the details of the coordinate transforms required is tedious and provides little physical insight into the system beyond doing this for the cusp integral. Appendix D demonstrates how to perform these coordinate changes on the standard cusp integral to recover the fold contribution. While one could explicitly recover the relevant coordinate transformations for the wavefunction by similar methods, we can instead rely on the existence of such coordinate changes and simply write down the relevant scalings. The fold indices \(\beta_{\text{fold}} = 1/6\) and \(\sigma_{\text{fold}} = 2/3\) now finally explain the scalings presented in Figure 3 back in Section 2.

The coordinate relation equation (59a) provides the delay in the onset of shell-crossing from \(a = 1\), which scales as \(\hbar^{1/2}\). They also provide the fact that the peak density reached for the wavefunction scales as \(\hbar^{-1/2}\) (owing to \(\beta_{\text{cusp}} = 1/4\)). From looking at constant time slices of the wavefunction post shell-crossing, we see the peaks of the wavefunction are offset from the Zel’dovich caustic positions by \(\hbar^{2/3}\) (the “finite thickness” of the caustic), and the peak intensity of the wavefunction at fixed time \((a > 1)\) scales as \(\hbar^{-1/3}\) (as shown in Figure 3). Importantly, the fringe indices provide the characteristic widths which can provide zeros in the density outside the classically shell-crossed region. This demonstrates that the exterior branch points occur on length scales \(\mathcal{O}(\hbar^{\sigma_1})\) from the classical caustic, for the appropriate fringe exponent. As \(\sigma_1 > 0\) for all the elementary catastrophes (see e.g. Berry and Upstill (1980); Feldbrugge et al. (2019) for the \(\sigma_1\) of catastrophes in higher dimensions), these exterior branch points do not survive the classical limit. This is an important recognition, as the position of these exterior dislocations cannot be predicted by a stationary phase analysis of the real roots alone, although they could be estimated by steepest descents including contributions of one complex root as in Berry et al. (1979).

The (spatial) fringe spacings in cylindrical collapse simulations performed by Laguè et al. (2021) have been found to be well approximated by half the de Broglie wavelength, taking the velocity as the root-mean-square Zel’dovich velocity at shell-crossing. Viewed as a scaling in \(\hbar\), this result corresponds to \(\sigma = 1\) in the language of catastrophe theory. This is larger than any of the fringe indices of the elementary catastrophes, which all have \(\sigma < 1\). However, cylindrical collapse is a highly symmetric scenario, which can lead to very different scaling behaviour catastrophe theory cannot predict (in the same way a spherical lens can achieve much stronger focus...
ing which breaks when the lens is perturbed (Berry and Upstill 1980)). We suspect that perturbing the collapse from cylindrical would result in the focus splitting into separate caustics, each of which has scalings predicted by catastrophe theory.

With these wave properties near the caustics, and the stationary phase decomposition described in Section 3, we have a powerful dictionary characterising our wavefunction over all regions of spacetime.

6. CONCLUSIONS

A. Summary
We have provided a detailed analysis of a single Fourier mode evolving under the Zel’dovich approximation making use of a wavefunction obeying the free Schrödinger equation. We demonstrate that the interfering region of the wavefunction, corresponding to classical multi-streaming, can be resolved into a sum over three stream wavefunctions, each corresponding to a classical Zel’dovich stream as shown in Figure 5. These stream wavefunctions are recovered as stationary points of the function $\zeta$ from equation (27), which encodes the dynamics of the propagation of the wavefunction, and its initial conditions. By visualising phase-space in Figure 7, we show that this wavefunction decomposition naturally dissects the phase-space distribution into the classical streams, without having to explicitly construct a quantum phase-space. Such a decomposition validates the “golden rule of semiclassics” described in Heller (2018): “quantum amplitudes are to be approximated as the sum of square roots of classical probabilities, with phases given by classical actions.”

We analyse the interference properties of this Fourier mode, and provide a decomposition of the phase into a smooth average potential, which encodes the stream-averaged velocity of the fluid, and a discontinuous “hidden phase” which would source vorticity in a 2- or 3-dimensional system. These phase jumps accompany the zeros in the density field, which source velocity dispersion in the interference region and can be captured in a “hidden density”.

In the regions near the high density caustics, where this separation into Zel’dovich streams fails, we have made explicit connections between our semiclassical wave model and standard “diffraction catastrophes”, which classify the wave phenomena arising around caustics. In particular, this predicts the peak density and the fringe spacing about the Zel’dovich divergences illustrated in Figure 3 and 16. While the exact fringe spacings and density profiles will not follow these catastrophe scalings in the fully non-linear dynamics, we expect that their qualitative features should persist on mildly-nonlinear scales. The full classification of diffraction integrals provides a universality to these results, at least in $1+1$ dimensions.

B. Outlook
This paper has focused on a simple toy model in $1+1$ dimensions, under the Zel’dovich approximation. While very simple, the results here naturally extend to more realistic cases, and display certain universal features. The unwrapping of a free wavefunction into the Zel’dovich streams based on stationary points of $\zeta(q; x, a)$ is not restricted to $1+1$ dimensions, and readily generalises to any number of spatial dimensions. Near the caustics, in higher dimensions, one has to consider a larger set of diffraction catastrophes than considered here, but these are fully classified and their normal forms can be found in e.g. Berry and Upstill (1980); Feldbrugge et al. (2019). In this way, the cosmic caustic web in two or three dimensions, as examined in Arnold et al. (1982); Hidding et al. (2014); Feldbrugge et al. (2014, 2018), could be dressed in wave phenomena via diffraction catastrophe integrals in equation (47). Using the universal profiles of these caustics has been suggested for probing the mass of a fuzzy dark matter particle with tidal streams on galactic scales (Dalal et al. 2021).

There is potential to extend this beyond free wavefunctions using Propagator Perturbation Theory (PPT) from Uhlemann et al. (2019). By replacing the free propagator $K_0 = e^{iS_0/\hbar}$ with a higher-order propagator, one can build a higher-order function $\zeta_0$, whose stationary points determine the classical behaviour. This perturbatively encodes the effect of tidal effects relevant in a higher dimensional system. For example, using the next to leading order propagator, the stationary phase approximation would return the results of 2LPT.

The smooth phase recovered from the stationary phase approximation as detailed in Section 4 potentially holds use in extending PPT beyond shell-crossing. The perturbing element of PPT is an effective potential $V_{\text{eff}}$, which in the single-stream region is the (using our sign convention) sum of the gravitational and velocity potentials. At lowest order, this vanishes (hence why we study free Schrödinger), and at next to leading order it is time independent. However, past shell-crossing, the velocity potential develops discontinuities, making it an unattractive perturbation variable. The smooth profile here could be used in the interference region, allowing for the effective potential to continue to have meaning past shell-crossing in the spirit of a post-collapse perturbation theory that has been formulated for CDM (Colombi 2015; Taruya and Colombi 2017; Pietroni 2018; Buehlmann and Hahn 2019; Saga et al. 2022). It could also allow to bridge from the perturbative cosmic web regime (at early times and on large scales considered here and in Uhlemann et al. 2019) to the asymptotic dynamics in the solitonic core regime (at late times and on small scales as described by Zimmermann et al. 2021; Zagorac et al. 2022; Taruya and Saga 2022).

These wave-mechanical models also present an attractive application complementing the power of $N$-body simulations for understanding CDM dynamics. The Husimi phase-space distributions shown in Figure 7 demonstrate that the wave-mechanical system samples phase-space in a complementary way to $N$-body simulations. While $N$-body simulations sample discrete points along a cold phase-space sheet and trace their evolution, the wave-mechanical model follows a uniform density sheet with finite thickness (determined by $\hbar$). This is particularly useful in underdense regions, where large-scale $N$-body simulations effectively lose resolution (see e.g. Angulo and Hahn (2022) for a recent review). The propagator formalism adopted here has been applied to field-level inference in the Lyman-$\alpha$ forest (Porqueres et al. 2020) and extended to two components (Rampf et al. 2021) for setting initial conditions for Eulerian simulations including dark matter and baryons (Hahn et al. 2021).
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APPENDIX

A. DOMAIN COLOURING

We represent complex numbers, \( z = |z|e^{i\theta} \), with the argument, \( \theta \in [0, 2\pi) \), as points in hue, lightness, saturation (hls) colour space via the mapping

\[
\begin{pmatrix}
    h \\
    l \\
    s
\end{pmatrix}
= \begin{pmatrix}
    \theta / (2\pi) \\
    1 - 0.5|z| \\
    0.5
\end{pmatrix}.
\]

Each of \{h, l, s\} lies in the range 0 to 1. These hls values can then be mapped to standard RGB values (or any other colour space) in the usual way (c.f. Wegert (2012)).

B. THE STATIONARY PHASE APPROXIMATION

The stationary phase approximation (SPA) is a method for deriving an asymptotic approximation to integrals of the form

\[
I(\nu) = \int dt \, f(t) \exp(i\nu g(t)),
\]

in the limit \( \nu \to \infty \). The integration range is along the real line and the functions \( f \) and \( g \) are real functions.

It is a standard technique in asymptotic analysis, and further detailed discussion of its applications and limits can be found in e.g. Bender and Orszag (1978). For the context current paper this is relevant with \( \nu = 1/h \) in the classical limit \( (h \to 0) \) of the wavefunction system, or the geometric optics limit \( (\nu \to \infty) \) in the diffraction catastrophes. Because the integrand is highly oscillatory, the dominant contribution to this integral comes from the stationary points of \( g \), denoted \( t = t_* \). The contribution from one of these stationary points can be calculated by

1. Restricting the integration range to be isolated around each stationary point (provided the stationary points are sufficiently separated compared to \( \nu^{-1} \)).

2. Taylor expanding \( f \) and \( g \) about \( t = t_* \), then further Taylor expanding the exponential term so that only quadratic or lower terms are left in the exponent.

3. Replacing the limits of the integral by \( \pm \infty \), and performing the resulting Gaussian integrals.

The total contribution from one stationary point is

\[
I_{t_*}^{\text{SPA}}(\nu) = \sqrt{\frac{2\pi}{\nu|g''(t_*)|}} f(t_*) \times \\
\exp \left( i\nu g(t_*) + \frac{i\pi}{4} \text{sgn}(g''(t_*)) \right). \tag{B2}
\]

We note for completeness two useful direct extensions to equation (B2). Firstly, if the first \((p - 1)\) derivatives of \( g \) are all 0 at a stationary point, but \( g^{(p)}(t_*) \neq 0 \), the contribution receives a modification (Bender and Orszag 1978)

\[
I_{t_*}^{\text{SPA}}(\nu) = f(t_*) \left[ \frac{p!}{\nu|g^{(p)}(t_*)|} \right]^{\frac{1}{2p}} \frac{\Gamma(\frac{1}{p})}{p} \times \\
\exp \left( i\nu g(t_*) + \frac{i\pi}{4} \text{sgn}(g^{(p)}(t_*)) \right). \tag{B3}
\]

Secondly, we can extend this formalism to integrals over \( n \)-dimensional space. In this case

\[
I_{t_*}^{\text{SPA}}(\nu) = \left. \frac{f(t_*)}{|\det H(t_*)|^{1/2}} \exp \left( i\nu g(t_*) + \frac{i\pi}{4} \text{sgn}(H(t_*)) \right) \right|_{t_*}, \tag{B4}
\]

where \( H_{ij} = \partial^2 g / \partial t_i \partial t_j \) is the Hessian matrix (provided \( H(t_*) \neq 0 \)). The signature of the Hessian is the difference between the number of negative and positive eigenvalues.

As a note of caution, the stationary phase approximation is not well suited to obtaining terms higher than this leading contribution in \( \nu \). It performs worse than its equivalent for non-oscillatory integrals (where \( g \) in equation (B1) is pure imaginary), called Laplace’s method or the saddle-point approximation. This is because in Laplace’s method, the errors introduced by steps such as pushing the integration range to \( \pm \infty \) introduce exponentially small corrections, while in stationary phase, the corrections are generally only algebraically small (see Chapter 6 of Bender and Orszag 1978). Thus higher order terms depend both on further terms in the Taylor expansion about the stationary points, and on contributions from non-stationary points. For this reason, obtaining next order (in \( \nu \)) corrections should be done either by asymptotic matching, or by considering the full steepest descent contour.

C. DERIVATION OF THE HIDDEN PHASE (FOLLOWING FRIED)

Fried (1998) derives an explicit expression for the hidden phase based on the location of the branch points in= 1/\hbar \) in the classical limit \( (\hbar \to 0) \) of the wavefunction system, or the geometric optics limit \( (\nu \to \infty) \) in the diffraction catastrophes. Because the integrand is highly oscillatory, the dominant contribution to this integral comes from the stationary points of \( g \), denoted \( t = t_* \). The contribution from one of these stationary points can be calculated by

\[
I(\nu) = \int dt \, f(t) \exp(i\nu g(t)),
\]

in the limit \( \nu \to \infty \). The integration range is along the real line and the functions \( f \) and \( g \) are real functions.

It is a standard technique in asymptotic analysis, and further detailed discussion of its applications and limits can be found in e.g. Bender and Orszag (1978). For the context current paper this is relevant with \( \nu = 1/\hbar \) in the classical limit \( (\hbar \to 0) \) of the wavefunction system, or the geometric optics limit \( (\nu \to \infty) \) in the diffraction catastrophes. Because the integrand is highly oscillatory, the dominant contribution to this integral comes from the stationary points of \( g \), denoted \( t = t_* \). The contribution from one of these stationary points can be calculated by

1. Restricting the integration range to be isolated around each stationary point (provided the stationary points are sufficiently separated compared to \( \nu^{-1} \)).

2. Taylor expanding \( f \) and \( g \) about \( t = t_* \), then further Taylor expanding the exponential term so that only quadratic or lower terms are left in the exponent.

3. Replacing the limits of the integral by \( \pm \infty \), and performing the resulting Gaussian integrals.

The total contribution from one stationary point is

\[
I_{t_*}^{\text{SPA}}(\nu) = \sqrt{\frac{2\pi}{\nu|g''(t_*)|}} f(t_*) \times \\
\exp \left( i\nu g(t_*) + \frac{i\pi}{4} \text{sgn}(g''(t_*)) \right). \tag{B2}
\]

We note for completeness two useful direct extensions to equation (B2). Firstly, if the first \((p - 1)\) derivatives of \( g \) are all 0 at a stationary point, but \( g^{(p)}(t_*) \neq 0 \), the contribution receives a modification (Bender and Orszag 1978)

\[
I_{t_*}^{\text{SPA}}(\nu) = f(t_*) \left[ \frac{p!}{\nu|g^{(p)}(t_*)|} \right]^{\frac{1}{2p}} \frac{\Gamma(\frac{1}{p})}{p} \times \\
\exp \left( i\nu g(t_*) + \frac{i\pi}{4} \text{sgn}(g^{(p)}(t_*)) \right). \tag{B3}
\]

Secondly, we can extend this formalism to integrals over \( n \)-dimensional space. In this case

\[
I_{t_*}^{\text{SPA}}(\nu) = \left. \frac{f(t_*)}{|\det H(t_*)|^{1/2}} \exp \left( i\nu g(t_*) + \frac{i\pi}{4} \text{sgn}(H(t_*)) \right) \right|_{t_*}, \tag{B4}
\]

where \( H_{ij} = \partial^2 g / \partial t_i \partial t_j \) is the Hessian matrix (provided \( H(t_*) \neq 0 \)). The signature of the Hessian is the difference between the number of negative and positive eigenvalues.

As a note of caution, the stationary phase approximation is not well suited to obtaining terms higher than this leading contribution in \( \nu \). It performs worse than its equivalent for non-oscillatory integrals (where \( g \) in equation (B1) is pure imaginary), called Laplace’s method or the saddle-point approximation. This is because in Laplace’s method, the errors introduced by steps such as pushing the integration range to \( \pm \infty \) introduce exponentially small corrections, while in stationary phase, the corrections are generally only algebraically small (see Chapter 6 of Bender and Orszag 1978). Thus higher order terms depend both on further terms in the Taylor expansion about the stationary points, and on contributions from non-stationary points. For this reason, obtaining next order (in \( \nu \)) corrections should be done either by asymptotic matching, or by considering the full steepest descent contour.

C. DERIVATION OF THE HIDDEN PHASE (FOLLOWING FRIED)

Fried (1998) derives an explicit expression for the hidden phase based on the location of the branch points in
an optical field (equation (C11)). Such a phase profile could be applicable to studying constant time snapshots for a 2-dimensional system, where now the branch points act as vortex cores (as shown in Uhlemann et al. 2019). Below we present the derivation of this hidden phase from this work.

The wavefunction $\psi$ plays the role of the optical field, while the velocity field $\mathbf{v}$ velocity field plays the role of the “gradient field” of the principal valued phase of the optical field, $\mathbf{g}$.

Consider a 2-dimensional velocity field, $\mathbf{v}$, with a single branch point located at $r_{BP}$ with a circulation of ±2π as defined by equation (33). We guarantee that the circulation is always ±2π and not some other integer multiple by constructing it from the “principal valued” phase function. By introducing an auxiliary third dimension, $z$, we can write the circulation integral as the condition,

$$\hat{e}_z \cdot \nabla \times \mathbf{v}(r) = \pm 2\pi \delta_D(r - r_{BP}). \quad (C1)$$

Performing a Helmholtz decomposition on the velocity field, we obtain the incompressible and irrotational parts of the velocity

$$\mathbf{v} = \nabla \phi_s + \nabla \times \mathbf{H}. \quad (C2)$$

where now $\phi_s$ and $\mathbf{H}$ are smooth functions, in contrast to the raw phase which describes this (optical) field, which contains jumps from the branch points.

The scalar potential, $\phi_s$, determines the divergence of the velocity field,

$$\nabla \cdot \mathbf{v} = \nabla^2 \phi_s. \quad (C3)$$

For our 2-dimensional system, we can write the vector potential as a scalar potential in the auxiliary dimension,

$$\mathbf{H}(r) = h(r)\hat{e}_z. \quad (C4)$$

Since the divergence of $\mathbf{H}$ vanishes (as it is solinoidal), we can rewrite the condition in equation (C1) as

$$\nabla^2 h(r) = \mp 2\pi \delta_D(r - r_{BP}), \quad (C5)$$

which is solved by

$$h(r) = \mp \log(|r - r_{BP}|). \quad (C6)$$

To then write velocity field as the gradient of some (principal valued) velocity potential $\mathbf{v} = \nabla \phi$ with some split into a “smooth” and a “hidden” part, $\phi = \phi_{sm} + \phi_{hid}$, we make the choice that $\phi_{sm}$ should be equal to the scalar potential $\phi_s$ from the Helmholtz decomposition. Then, the equation for the hidden phase

$$\nabla \phi_{hid} = \nabla \times \mathbf{H}, \quad (C7)$$

becomes the pair of equations

$$\partial_x \phi_{hid}(x, y) = -\partial_y [-h(x, y)], \quad (C8a)$$

$$\partial_y \phi_{hid}(x, y) = \partial_x [-h(x, y)], \quad (C8b)$$

which can be interpreted as the Cauchy-Riemann conditions for a single complex analytic function

$$f(z = x + iy) = -h(x, y) + i\phi_{hid}(x, y), \quad (C9)$$

with real part $-h$ and imaginary part $\phi_{hid}$. Using the expression for $h(r)$ in equation (C6), the hidden phase for a single branch point is

$$\phi_{hid}(r) = \text{Im} \{ \pm \log [(x - x_{BP}) + i(y - y_{BP})] \}. \quad (C10)$$

If instead the system contains multiple branch points, each will contribute a term of this form to the overall hidden phase. Since we are concerned with irrotational systems, these branch points must be created in pairs such that the number of positive and negative branch points is equal. Consider $N$ pairs of branch points, with the $i$th point associated with circulation $\pm 2\pi$ located at $r_i^\pm = (x_i^\pm, y_i^\pm)$. The total hidden phase from these branch points is then

$$\phi_{hid}(r) = \text{Im} \left\{ \log \left( \prod_{n=1}^N (x - x_n^+ + i(y - y_n^+)) \prod_{m=1}^N (x - x_m^- + i(y - y_m^-)) \right) \right\}. \quad (C11)$$

D. CONTRIBUTION OF THE FOLD TO THE CUSP DIFFRACTION INTEGRAL

Away from the singular cusp point, the cusp catastrophe unfolds into a pair of fold lines. On lines of constant $C_2 < 0$, near to the classical caustic line, the integral is dominated by the contribution from the folded part of the phase-space sheet. This section demonstrates how to obtain the contribution from the fold to the cusp integral on these constant $C_2$ lines. Start with the cusp diffraction integral

$$u_{cusp}(C_1, C_2) = \sqrt{\frac{\nu}{2\pi}} \int ds \exp(\nu \zeta_{cusp}(s; C_1, C_2)), \quad (D1a)$$

$$\zeta_{cusp}(s; C_1, C_2) = \frac{s^4}{4} + C_2 s^2 + C_1 s. \quad (D1b)$$

Consider a horizontal slice through this integral at constant $C_2 < 0$. We want to evaluate the contribution along this line near the caustic line described by equation (56). On the actual caustic line, there are 2 stationary points of $\zeta$, one simple and one double root. We are interested in the double root, which produces the fold. The stationary points along the caustic line satisfy:

$$s_*^3 + C_2 s_* + \left( \frac{4}{27} C_2^3 \right)^{1/2} = 0, \quad (D2)$$

where we have written $C_1 = C_1(C_2)$ using equation (56). This has two solutions in $s$,

$$s_* = \sqrt{-\frac{C_2}{3}}, -2 \sqrt{-\frac{C_2}{3}}. \quad (D3)$$

The positive stationary point is the double root if $C_1 > 0$, and the other is if $C_1 < 0$. Generically, call the double root $s_2$. Change coordinates in the integral $t = s - s_2$, so that the fold occurs at $t = 0$. Under this transformation, the cusp integral has the form

$$u_{cusp} = \sqrt{\frac{\nu}{2\pi}} \int dt \exp \left( \nu \left[ \frac{t^4}{4} + Ar^3 + Br^2 + Ct + D \right] \right), \quad (D4)$$

(we will not list explicit forms of all intermediate variables, as this section is simply to show that such a set of transformations can be done). Now we want to remove the $\nu$ dependence in a way which lets us analyse the fold.
contribution to this integral coming from \(t = 0\). Under the coordinate change \(t = y/(3\lambdaν)^{1/3}\) the cubic term will become \(y^3/3\) resembling the fold integral. The resulting integral is

\[
u_{\text{cusp}} = \frac{1}{2\pi(3\lambda\nu)^{1/3}} \int dy \exp \left( i \frac{\nu^{-1/3}}{4(3\lambda)^{4/3}} y^4 \right) \times \exp \left( i \left[ \frac{y^3}{3} + \bar{B} y^2 + \bar{C} y + \bar{D} \right] \right). \tag{D5}
\]

We then notice that the quartic term is suppressed in the \(\nu \to \infty\) limit, and we can expand the exponential

\[
\exp \left( i \frac{\nu^{-1/3}}{4(3\lambda)^{4/3}} y^4 \right) \sim 1 + \mathcal{O}(\nu^{-1/3}). \tag{D6}
\]

So to leading order in \(\nu\) we can neglect the quartic term’s contribution to the integral in equation (D5) at \(y = 0\). Note that this is the same trick used in standard stationary phase analysis, but here we retain the cubic term in the exponent, where in stationary phase we would expand all exponential terms of cubic or higher order and then perform the resulting Gaussian integrals.

We can turn the resulting equation into the standard fold integral by taking \(y = x - \bar{B}\), which will transform this cubic into a depressed cubic (one without a quadratic term). This results in the contribution

\[
\hat{u} = \frac{\nu^{1/6}}{2\pi(3\lambda)^{1/3}} \int dx \exp \left( i \left[ \frac{x^3}{3} + E x + F \right] \right), \tag{D7}
\]

to the cusp integral. We have written \(\hat{u}\) here rather than \(u_{\text{cusp}}\) to remind us that this is an approximation to the contribution only around \(s = s_2\), rather than a full analysis of the cusp integral. This fold contribution \(\hat{u}\) is now in the form of the standard fold diffraction integral

\[
\hat{u} = e^{iF} \frac{\nu^{1/6}}{(3\lambda)^{1/3}} u_{\text{fold}}(E; \nu = 1), \tag{D8}
\]

\[
\exp \left( 2\pi i \frac{F}{(3\lambda)^{1/3}} \nu^{1/6} C_{\nu} \right) = \frac{\sqrt{2\pi}}{(3\lambda)^{1/3}} \nu^{1/6} A_\nu \tag{D9}
\]

The explicit forms of \(E\) and \(F\) are

\[
E = \nu^{2/3} \frac{3^{2/3}}{36^{2/3}} \left( 12C_1 s_2 - C_2^2 + 3s_2^2 (2C_2 + s_2^2) \right), \tag{D10}
\]

\[
F = \nu \left( -18C_1 C_2 s_2 + C_2^2 + 9s_2^2 \left( 6C_1 s_2 - C_2^2 + C_2 s_2^2 \right) \right) / 108s_2^2. \tag{D11}
\]

Notice that \(E \sim \nu^{2/3}\), correctly recovering the fringe index for the fold catastrophe.

One could perform a similar analysis on the full wavefunction with cosine initial conditions (57) on constant time slices post shell-crossing. Doing this would result in a set of coordinate relations between \((x, a)\) and the single control parameter of the standard fold integral. Doing this explicitly is significantly messier than the case here, requiring an expansion of cosine around the caustic line described in equation (8). Additionally, the wavefunction contribution cannot be written in closed form since the solutions \(s_2\) cannot be written down analytically (which was only possible here because \(\zeta_{\text{cusp}} = 0\) is a cubic equation).
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