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ABSTRACT
We present a study of the impact of a bright quasar on the redshifted 21cm signal during the
Epoch of Reionization (EoR). Using three different cosmological radiative transfer simula-
tions, we investigate if quasars are capable of substantially changing the size and morphology
of the H II regions they are born in. We choose stellar and quasar luminosities in a way that is
favourable to seeing such an effect. We find that even the most luminous of our quasar models
is not able to increase the size of its native H II region substantially beyond those of large
H II regions produced by clustered stellar sources alone. However, the quasar H II region is
found to be more spherical. We next investigate the prospects of detecting such H II regions
in the redshifted 21cm data from the Low Frequency Array (LOFAR) by means of a matched
filter technique. We find that H II regions with radii \( \sim 25 \) comoving Mpc or larger should
have a sufficiently high detection probability for 1200 hours of integration time. Although the
matched filter can in principle distinguish between more and less spherical regions, we find
that when including realistic system noise this distinction can no longer be made. The strong
foregrounds are found not to pose a problem for the matched filter technique. We also demon-
strate that when the quasar position is known, the redshifted 21cm data can still be used to
set upper limits on the ionizing photon rate of the quasar. If both the quasar position and its
luminosity are known, the redshifted 21 cm data can set new constrains on quasar lifetimes.
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1 INTRODUCTION
The Epoch of Reionization (EoR) refers to the timespan between:
(1) the formation of the first sources of light in the first halos that
collapse under the influence of self-gravity in the highest density
peaks in the neutral Universe after recombination; and (2) the time
when most of the intergalactic hydrogen has become ionized by the
radiation emitted from these sources of light. There are currently
two key observations constraining this timespan. The optical depth,
\( \tau_{\text{es}} \), due to Thompson scattering off free electrons, is measured by
means of the polarization power spectrum of the cosmic microwave
background (CMB). These measurements have constrained \( \tau_{\text{es}} \) to
0.088 ± 0.015, implying that an instantaneous reionization would
have happened at \( z = 10.4 ± 1.2 \) (Komatsu et al. 2010). Quasar
spectra obtained within the Sloan Digital Sky Survey (SDSS) indi-
cate a low, but rapidly rising neutral fraction around redshift 6 (Fan
et al. 2006; Willott et al. 2007). The combination of these two mea-
surements suggests that the epoch of reionization extended over at
least several redshift units.

Radio telescopes capable of measuring at low frequencies,
(GMRT1, 21CMA2, LOFAR3, MWA4, PAPER5) are either already
existent or in the process of being build and aim to detect the signa-
ture of redshifted 21cm radiation from neutral hydrogen during the
EoR. These measurements will provide completely new constraints
on this early epoch of galaxy formation.

The sources of the ionizing photons during the EoR are poten-
tially a mixture of first galaxies, metal free POP III stars and
quasars. Although the contribution from quasars is believed to be
small (see e.g. Giroux & Shapiro 1996; Loeb 2009) due to their de-
creasing space density above redshift 2-3 (e.g. Schmidt et al. 1995;
Boyle et al. 2000; Cristiani et al. 2004; González-Serrano et al.
2005), there are still doubts about the role of quasars in the EoR
since secondary ionizations can yield several tens of ionizations
per emitted high energy photon (Volonteri & Gnedin 2009) and

1 Giant Metrewave Telescope, http://gjmr.ncra.tifr.res.in
2 21 Centimeter Array, http://21cma.bao.ac.cn
3 Low Frequency Array, http://www.lofar.org
4 Murchison Widefield Array, http://www.mwatelescope.org
5 Precision Array to Probe the EoR, http://astro.berkeley.edu/~dbacker/eor
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because galaxies alone might not be sufficient suppliers of ionizing photons (Bunker et al. 2010). Srianivas & Wyithe (2007) use a model for the quasar luminosity function together with a semi-analytic reionization description together with observations to set an upper limit to the quasar contribution to the ionizing background at $z \sim 5.8$ and find an upper limit of 14%. Based on quasar survey data, Willott et al. (2010) estimated the photon rate density from quasars to be between 20 and 100 times lower than the required rate to complete the reionization. Dijkstra et al. (2004) and Dijkstra (2006) claim that the observed X-ray background can be used to set a limit on the contribution of power law type sources to global reionization.

Apart from the observational limits on the number of quasars, it also remains unclear whether sufficiently massive black holes can form rapidly enough in order to create luminous quasars at redshifts relevant for hydrogen reionization. Volonteri (2010) suggests several different formation mechanisms for massive black holes. The recent discovery of a very luminous quasar at $z \sim 7$ (Mortlock et al. 2011) shows however that there are in fact very massive black holes at such high redshifts. Mortlock et al. (2011) estimate the mass of the central black hole to be of the order of $10^{9}M_{\odot}$ based on Mg II line width measurements and the luminosity at $\lambda = 300$ nm using the method described in Vestergaard & Osmer (2009).

This highest redshift quasar was detected as part of the UKIRT Infrared Deep Sky Survey (UKIDSS) which is expected to find $\sim 10$ more quasars at $z > 6.5$ (Lawrence et al. 2007). Further surveys for high redshift quasars are being performed with ESO’s VISTA telescope (Emerson & Sutherland 2010), the Panoramic Survey Telescope and Rapid Response System 1 (PAN-STARRS Kaiser et al. 2002; Morganso et al. 2011) and the Canadian-France-Hawaii Telescope (the CFHQSIR program). These surveys will add to the already existing list of high redshift quasars established by the Sloan Digital Sky Survey (SDSS Fan et al. 2001, 2006; Jiang et al. 2008) and the Canadian-France High Redshift QSO survey (CFHQS Willott et al. 2007, 2010). All of the above efforts concentrate on the redshift interval 6 to 7. To map out the quasar population for $z \lesssim 8$ a space mission such as ESA’s EUCLID may be needed (Roche et al. 2012).

While the quasar contribution to the ionizing photon budget is a matter of ongoing debate, it is generally accepted that quasars (including the so called mini- and micro-quasars) contribute substantially to the (global) heating of the neutral IGM before large scale ionization. Several EoR simulations (e.g. Baek et al. 2010; Zaroubi et al. 2007) include a quasar-like population to investigate effects of heating. There are other groups that include a mixture of sources to test the large scale effect of quasars on the morphology of H II regions, for example Geil & Wyithe (2009) who include a quasar population in a semi-analytic fashion and investigate their effect on the 21cm power spectrum.

A different approach is taken by Maselli et al. (2007), who include a single quasar in a reionization simulation to generate Ly$\alpha$ absorption spectra. They concentrate on the very late stages of reionization, around $z \geq 6$, and assume an IGM in photoionization equilibrium with some uniform ionizing background. Their main goal is to investigate the reliability of measurements of the average ionization state of the IGM from estimates of near-zone sizes from quasar spectra. They come to a similar conclusion as Lidz et al. (2007) who use a semi-numerical approach to model quasar spectra from a quasar in a patchy ionized IGM, namely that the effect of small scale inhomogeneities in the IGM is larger than the effect of the global ionization fraction and therefore conclude that Ly$\alpha$ absorption spectra of high redshift quasars give only limited information about the global ionization fraction. Additionally, Alvarez & Abel (2007) point out the importance of the pre-existence of stellar H II regions at the locations of quasars when they begin to shine. Neglecting the stellar H II region will lead to an overestimate of the calculated average surrounding ionization fraction.

A similar approach of concentrating on a single quasar has been taken recently by Majumdar et al. (2011) and earlier for example by Geil & Wyithe (2008). While the latter investigate the effect of quasar H II regions on mock 21cm line-of-sight spectra to extract information about the global ionization fraction, the former use a filter technique described first in Datta et al. (2007) to investigate quasar properties from 21cm observations. Our paper has a similar goal, namely to study the imprint of a single bright quasar on the morphology of H II regions and its observability using 21cm observations. The main difference between these previous approaches and ours is that they use a semi-numerical method for generating the ionization fraction field including the quasar while we perform full radiative transfer in a hydrogen/helium IGM.

This paper tries to answer the following questions: Does a quasar change the size and the morphology of an H II region in a distinct manner? Can LOFAR in combination with the matched filter approach be used to detect individual H II regions? Can we use the matched filter technique in a blind search (i.e. without prior knowledge of a quasar location) to identify an H II region as a quasar H II region? If we have prior knowledge about the quasar position, can we use the matched filter technique to extract quasar properties from the H II region size estimated? To answer these questions, we test three cases of detectability of a single quasar H II region in a patchy ionized environment.

The structure of the paper is as follows. In Sect. 2 we describe our simulations. In Sect. 3 we compare the ionization fraction fields and differential brightness temperature maps of the simulations without a quasar to the ones with a quasar and make some estimate on the expected quasar H II region sizes based on photon counts. We try to assess the three dimensional shape of the H II regions. Sect. 4 describes how to simulate the radio-interferometric visibilities from the redshifted 21cm line radiation. Sect. 5 summarizes the matched filter method which we use to detect the quasar H II regions in Sect. 6. Sect. 7 discusses the role of foregrounds. In Sect. 8 we summarize our findings.

## 2 Simulations

The general outline of our simulations that we perform to test the detectability of quasar H II regions is the following:

(a) We start with the results of an already existing large scale hydrogen only radiative transfer reionization simulation with stellar-type sources.

(b) In this simulation, we select a redshift $z_{\text{on}}$ where the global ionization fraction is small enough that the individual H II regions of galaxy clusters, although already partly connecting, can still be recognized as individual H II regions.

(c) We add helium, initialized to have the same ionization state as hydrogen some millions of years before the quasar turn on and run the simulation until we reach $z_{\text{on}}$ in order to have better initial conditions for helium when including the quasar.

(d) At $z_{\text{on}}$, we select the most massive halo. Here we include one additional source, a quasar with an ionizing photon rate that is constant in time and which is chosen on the basis of the host-halo mass.

(e) We run the simulation for another 23 Myr with all stellar sources
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and the quasar, following the ionization of hydrogen and helium. In the following, we describe these steps in more detail.

2.1 Simulations without a quasar

The simulation methodology (with stellar type sources only) has been described in detail in Iliev et al. (2006), Mellema et al. (2006a) and Iliev et al. (2007). Here we only summarize some important aspects. The density fields through which we trace the ionizing radiation and the sources that emit this ionizing radiation are extracted from cosmological N-body simulations of structure formation. For these N-body simulation, the CUBEP3M code was used. This code was developed from the PMFAST code (Merz et al. 2005), see Iliev et al. (2008b) for a short description of the CUBEP3M code. It uses particle-particle interactions at sub grid distances and particle-mesh interactions for larger distances. We use the results of two such simulations: one with a volume of (163 cMpc)$^3$ that has 3072$^3$ particles and a mesh size of 6144$^3$ cells; and one with a volume of (607 cMpc)$^3$ that has 5488$^3$ particles and a mesh size of 10976$^3$ cells. This implies particle masses of $5.5 \times 10^6$ $M_\odot$ and $5.0 \times 10^7$ $M_\odot$, respectively. The first set of parameters guarantees a minimum resolved halo mass of $\sim 10^8$ $M_\odot$ which is approximately the minimum mass of halos able to cool by atomic hydrogen cooling. The second set of parameters guarantees a minimum resolved halo mass of $\sim 10^9$ $M_\odot$.

All N-body simulations use the cosmological parameters for a flat ΛCDM universe with $(Ω_m, Ω_b, h, n, σ_8) = (0.27, 0.044, 0.7, 0.96, 0.8)$, based on the five year WMAP results (Komatsu et al. 2009). For creating the halo list, a spherical over-density halo finder was used.

The density is assigned to a coarser mesh (256$^3$ and 504$^3$, respectively) by smoothing the dark matter particle distribution using an SPH kernel function. To convert the dark matter density into a baryon density, we assume that the gas distribution follows the dark matter. This is valid on the scales of the radiative transfer cells (0.64 and 1.2 comoving Mpc, respectively) since the local Jeans length at the mean density of the IGM is much smaller than that. For the radiative transfer simulations, we use the short characteristic ray tracing method C$^3$-RAY (Mellema et al. 2006a; Friedrich et al. 2012) on this coarser mesh.

Each halo of mass $M$ is assigned an ionizing photon luminosity

$$\dot{N}_\gamma = g_\gamma \frac{M \Omega_b}{10 \text{ Myr} \Omega_m m_p},$$

(1)

where $\dot{N}_\gamma$ is the number of ionizing photons emitted per Myr, $M$ is the halo mass, and $m_p$ is the proton mass. Halos are assigned different luminosities according to whether their mass is above or below $10^7 M_\odot$ (but above $10^6 M_\odot$). For the second simulation, we use a recipe calibrated against the 163 cMpc simulation, to include sources in halos with masses $10^5 M_\odot \leq M \leq 10^6 M_\odot$. Sources in low mass halos are suppressed if the ionization fraction of their cell is larger than 10%. In the simulations we use here, sources in high mass halos have an efficiency $g_\gamma = 1.7$ and sources in low mass halos have an efficiency $g_\gamma = 8.7$.

These are rather low efficiencies for the stellar sources. This combined with our prescription for the quasar luminosity (see Sect. 2.2) means that the quasar will outshine the stellar sources in its host halo by a factor of a few, see Table 2 for a summary of stellar and quasar photon rates. This is necessary for the quasar to have any impact on the neutral hydrogen distribution in its environment as otherwise the stellar sources in neighbouring halos would always dominate the photon budget in the H II region surrounding this high density region.

The first simulation used here, 163Mpc-g1.7,8,7S is one simulation of a set of simulations presented and analysed in Iliev et al. (2011). It has a simulation volume of (163 cMpc)$^3$. The second simulation, 607Mpc-g1.7,8,7S has a considerably larger volume. It will be analysed and described in detail in Iliev et al., in prep.

| Table 1. Summary of important quantities of the three simulated cases. |
|-------------------------------------------------|
| resolution | box (sub-box) size | $\tau$(QSO on) | $\tau$(QSO on +11.5 Myr) | $\tau$(QSO on +23.0 Myr) |
|----------|----------------|--------------|----------------|----------------|
| early QSO | 0.64 cMpc | 163 cMpc | 8.636 | 8.515 | 8.397 |
| late QSO | 0.64 cMpc | 163 cMpc | 7.760 | 7.664 | 7.570 |
| large box | 1.2 cMpc | 607 (242) cMpc | 7.760 | 7.664 | 7.570 |

Figure 1. Different analytic estimates for the halo mass $M_h$ - black hole mass $M_{BH}$ relation. Note the large spread. The Shankar et al. (2010) curves are produced using their fiducial parameters. Shanks et al. (2011) and Croon et al. (2005) suggest a narrow host halo mass range for quasars, indicated in the figure by the grey rectangular shaped region. Included in this plot are the quasars from our simulations. We include two possible black hole masses for each quasar implementation, one assuming $\lambda = 1$ and one assuming $\lambda = 0.333$, which both produce the same luminosity. DeGraf et al. (2012) find that the distribution of Eddington ratios peaks between $\lambda = 0.1 - 0.2$ for black hole masses between $M_{BH} = (10^7 - 10^8)M_\odot$. The halo mass for the six points corresponds to the mass of the most massive halo for the indicated cases.

2.2 Adding a quasar to the simulations

For adding a quasar, the next step is to identify a suitable redshift. Observationally, the highest redshift quasar has been de-
ected at $z = 7.085$ (Mortlock et al. 2011). However, we choose higher redshifts ($z = 8.636$ and $z = 7.760$ for the quasar turn on) because of the lower global (i.e. mass averaged) ionized fractions ($\langle x_{\text{ion}} \rangle$) at those redshifts (0.25 and 0.45) in our simulation. At these epochs the size distribution of H II regions still allows them to be rather isolated and thus makes it possible for a quasar to modify the H II region that it finds itself in. As was shown for example by Friedrich et al. (2011) at higher global ionized fractions most H II regions have become connected and the topology of the IGM is rather complex. Geil & Wuytse (2008) also already concluded that beyond $\langle x_{\text{ion}} \rangle \sim 0.7$ the signature of the quasar is difficult to recognize in the neutral hydrogen distribution.

As was explained in Friedrich et al. (2011) a reionization simulation of a given volume can only accommodate a limited number of H II regions of a given size at a given global ionized fraction. This means for our case that the (163 cMpc)$^3$ volume may possibly only accommodate one large H II region from which we would then conclude that the H II region containing the quasar could be recognized as being the largest one. We therefore also use the larger volume of (607 cMpc)$^3$ which allows us to address the question whether there are H II regions powered by stellar sources alone which could obtain a similar size as the quasar containing H II region. An additional advantage of using this larger volume is that the most massive halo corresponds to a higher $\sigma$-peak in the density field and is therefore more massive.

However, because of the larger volume, our procedure for adding the quasar to the 607 cMpc box differs a little from that for the 163 cMpc one. Firstly, the radiative transfer of ionizing photons in the larger volume is limited by a mean free path set to 60 cMpc, roughly corresponding to the mean free path of ionizing photons due to Lyman Limit Systems at $z \sim 6$ (Songaila & Cowie 2010). We therefore only need to resimulate part of the volume to assess the impact of the quasar as photons further away than 60 cMpc from the region of interest will not reach this region. In order to insert the quasar region back into the whole volume we actually need to include a buffer zone of the same extend around our resimulated region, so the “zoomed” region which we resimulate with a quasar has a size of (242 cMpc)$^3$ centred on the quasar and consists of 201$^3$ radiative transfer cells. This procedure introduces the following differences compared to the quasar simulations in the smaller volume:

1. By taking a sub-box, the average density in the box is no longer equal to the average density of the universe. In fact, with our choice of size, the sub-box is slightly less dense than the average density of the universe. However, this is only a minor deviation, the average density in the sub-box is only 0.25% lower than the average density in the whole simulation volume.

2. The spatial resolution of this simulation is worse than for the (163 cMpc)$^3$ simulation, 1.2 cMpc instead of 0.64 cMpc.

3. Since we take a sub-volume of a larger simulation, we use open boundary conditions. When inserting the sub-volume back into the full volume we discard the outer buffer zone.

The basic simulations described above, 163Mpc$\cdot$g1.7,8,7S and 607Mpc$\cdot$g1.7,8,7S do not include helium. This is equivalent to assuming that helium is singly ionized everywhere where hydrogen is ionized and that double ionization of helium is negligible. This is an assumption frequently made in EaR simulations including stellar type sources (e.g. Iliev et al. 2006; Mellemma et al. 2006b; McQuinn et al. 2007; Zahn et al. 2007; Aubert & Teyssier 2010). As was demonstrated in Friedrich et al. (2012), this is a valid assumption in the case of stellar type sources. Since quasars emit a substantial amount of their photon output at energies that are sufficient to doubly ionize helium, and since the ionization cross-section of helium is roughly an order of magnitude larger than that of hydrogen, it is essential to include helium in our simulations containing a quasar. In order to do so, we initialize the helium ionization fractions 11.5 Myr before the quasar turn on for each of the three cases to correspond to that of hydrogen. He III is assumed to be absent. We showed in Friedrich et al. (2012) that the He I fraction field corresponds approximately to the H I fraction field. We evolve the so generated helium ionization fraction field together with the hydrogen for 11.5 Myr before adding the quasar source to get better initial conditions for the helium fraction fields. The corresponding redshifts for adding helium are 8.762 for the early quasar turn of simulation 163Mpc$\cdot$g1.7,8,7S and 7.859 for the late quasar turn on of simulation 163Mpc$\cdot$g1.7,8,7S and simulation 607Mpc$\cdot$g1.7,8,7S. In Table 1 we summarize all relevant quantities for all three (early and late QSO turn on of simulation 163Mpc$\cdot$g1.7,8,7S and the large box simulation 607Mpc$\cdot$g1.7,8,7S) studied cases.

The general idea for the quasar model is to connect the quasar luminosity to the host halo mass. This can be done in three steps: (1) The quasar luminosity $L_{\text{QSO}}$ can be connected to the black hole mass $M_{\text{BH}}$ (reverberation mapping shows that there is a correlation between black hole mass and quasar luminosity. Shen et al. 2008) (2) $M_{\text{BH}}$ can be connected to the mass of galaxy bulges $M_{\text{B}}$, (Magorrian type relation, Magorrian et al. 1998; Marconi & Hunt 2003; Haring & Rix 2004; Tundo et al. 2007; Graham 2012). (3) $M_{\text{B}}$ can be connected to the total mass of the halo $M_{\text{h}}$ (Ferrarese 2002). Combining these relations, there is a big scatter for the relation halo mass to black hole mass, see Fig. 1. Shanks et al. (2011) argue that such a general relation does not exist. Instead, they suggest that there is a typical halo mass range for active quasars. Also Kormendy & Bender (2011) argue that there is in general no correlation between the halo mass of arbitrary galaxies and the central black hole. However, due to the lack of better observational or theoretical restrictions, we base our quasar luminosity on the host halo mass.

Since we aim for a luminous quasar, we orientate us towards the upper limit of the conversion factor between halo mass and black hole mass, see Fig. 1. The mass of the black hole can be converted into a luminosity by assuming an Eddington limited accretion

$$L_{\text{QSO}} = \lambda L_{\text{Edd}} = \frac{4\pi M_{\text{BH}} m_p c}{\sigma_T} \approx \lambda \times 10^{31} \frac{M_{\text{BH}}}{M_{\odot}} \text{W}.$$  

(2)

Here, $G$ is the gravitational constant, $M_{\text{BH}}$ the mass of the black hole, $m_p$ the proton mass, $c$ the speed of light and $\sigma_T$ the Thompson scattering cross section. $\lambda$ is the Eddington efficiency parameter. Although Eddington efficiencies $\lambda$ larger than 1 are in principle possible (see for example Heinzeller et al. 2007, for simulations assuming a thin disc), observations show that most quasars are below the Eddington limit (see for example figure 1 in Steinhardt & Elvis 2010). Also hydrodynamical simulations indicate that most quasars shine with luminosities below the Eddington luminosity (DeGraf et al. 2012). In Fig. 1, we include the corresponding black hole masses for two assumed values for $\lambda$, to give an impression of how our choice of parameters compares with other models. The important parameter for us is the total luminosity and not the black hole mass, so there is a degeneracy between $\lambda$ and $M_{\text{BH}}$. Therefore, the six points in the plot only correspond to three different simulations with three different quasar luminosities. The conversion factor between halo mass and quasar luminosity, $L_{\text{QSO}} = \mathcal{K} M_{\text{h}}$ for the early quasar turn on is $\mathcal{K} = 4.3 \times 10^{26} \text{W} M_{\odot}^{-1}$ and
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for the late quasar turn on in the 163 cMpc and 607 cMpc simulations $K = 1.3 \times 10^{17} W M_\odot^{-1}$. The most massive halo in the three cases (early turn on, late turn on and large box) are $4.9 \times 10^{11} M_\odot$, $6.9 \times 10^{11} M_\odot$ and $1.2 \times 10^{12} M_\odot$, respectively. With our choice of power law index ($\alpha = -1.5$, $L(\nu) \propto \nu^{\alpha}$) and with our high energy cut off at 5440 eV, this corresponds to $3.3 \times 10^{55}$ s$^{-1}$, $1.4 \times 10^{56}$ s$^{-1}$ and $2.4 \times 10^{56}$ s$^{-1}$ ionizing photons per second for the early and late quasar turn on of the 163 cMpc simulations and the 607 cMpc simulation, respectively. We summarize these numbers in Table 2. The recently observed $z = 7.085$ quasar is estimated to have an ionizing photon rate of $1.3 \times 10^{77}$ s$^{-1}$ (Mortlock et al. 2011). The lower redshift ($z \sim 6$) quasar that Maselli et al. (2007) investigate in their simulations has an ionizing photon rate of $5.2 \times 10^{56}$ s$^{-1}$ and the quasar included in the simulations of Majumdar et al. (2011) has an ionizing photon rate of $8.97 \times 10^{56}$ s$^{-1}$. Although our most luminous quasar has a lower ionizing photon rate by a factor of a few compared to these other studies, the resulting H II regions have comparable sizes since we consider a longer quasar lifetime. The reason we have a slightly less luminous quasar is that our most massive halo in our simulation is less massive than the most massive halo in, for example, Maselli et al. (2007) since we are considering higher redshifts.

Cano-Díaz et al. (2012) observe a $z = 2.4$ quasar and find that star formation in the host halo is quenched. We do not include negative feedback from the quasar on the star formation other than the usual suppression of low-mass sources in ionized regions. However, since the quasar dominates the photon output during its on-time, see Table 2, and since Iliev et al. (2008a) found that the contribution of the largest halo to the total photon-budget in a jointly produced H II region is small compared to the sum of photons from the clustered fainter sources contributing to the H II region, we argue that negative feedback on the star formation would not change our conclusions significantly. Another important assumption is that the quasar emits radiation equally in all directions. Although this is in line with previous studies of this kind (Geil & Wyithe 2008; Majumdar et al. 2011), real quasars may emit non-isotropically, which would change the geometry of their region of influence. Considering this complication is beyond the scope of this work.

| Case       | $\langle N_s \rangle / s$ | $N_s^{\max} / s$ | $n_{H, max} / M_\odot$ | $N_{\gamma}$ | $N_{\gamma}^{\max}$ |
|------------|---------------------------|-----------------|------------------------|-------------|---------------------|
| early QSO  | $4.5 \times 10^{24}$     | $3.3 \times 10^{25}$ | $4.9 \times 10^{11}$ | $2.5 \times 10^{70}$ | $2.5 \times 10^{70}$ |
| late QSO   | $1.7 \times 10^{25}$     | $1.4 \times 10^{26}$ | $6.9 \times 10^{11}$ | $9.8 \times 10^{70}$ | $1.0 \times 10^{71}$ |
| large box  | $4.3 \times 10^{25}$     | $2.4 \times 10^{26}$ | $1.2 \times 10^{12}$ | $2.2 \times 10^{71}$ | $1.7 \times 10^{71}$ |

### 3 RESULTS FROM THE SIMULATIONS

In this section, we first investigate the effect of the quasar on the size and morphology of the H II region it is born in. We estimate the expected size of the quasar H II region on the basis of photon counts. We compare the morphology of the H II region around the most massive halo with and without the quasar included by means of the ionization fraction fields and column density maps. Next, we compare the quasar H II region for one of the three cases to a large H II region solely made by stellar sources. We show 21cm maps with a smoothing that corresponds roughly to LOFAR resolution. To quantify the changes in size and morphology, we use a statistical measure using many lines of sight from the central source, introduced by Iliev et al. (2008a). Finally we analyse the He III region around the quasar.

Figure 3. Column densities along the line of sight over a distance roughly corresponding to the expected joint H II region diameter as indicated in the plot. Panel (a) shows the early quasar turn on case, (b) the late quasar turn on case and (c) the large box case. The green squares in panel (c) indicate the size of the smaller simulation volume (163 cMpc).
Figure 2. Slices of hydrogen ionization fraction, blue corresponds to fully neutral, red to fully ionized. The upper left four slices (panel a) correspond to the early quasar turn on in the 163Mpc $g1.7,8.7S$ simulation, the upper right four slices (panel b) correspond to the late quasar turn on in this simulation. The lower right four slices (panel d) correspond to a sub-region of the same size (163 Mpc) of the 607Mpc $g1.7,8.7S$ simulation. In each panel, the upper row correspond to a simulation without quasar and the lower row to the same simulation including a quasar in the centre. For completeness, we also show a slice of the whole 607Mpc $g1.7,8.7S$ (panel c) simulation. The yellow square indicates the re-simulated part and the green square indicates the sub-region show in panel d.

3.1 Expected sizes of quasar H II regions from photon counts

The emitted photon rate of the quasar for each case, see Table 2, can be used to estimate very roughly the comoving radius $R$ of an expected spherical H II region after time $t_{on}$ if the surrounding medium is assumed to be completely neutral:

$$R = \sqrt[3]{\frac{3t_{on} N_{qso}^\gamma}{4\pi n_c}},$$

where $t_{on}$ is the time since the quasar turned on and $n_c$ is the average comoving number density (hydrogen+helium) of the IGM. Evaluating this for the early and late quasar turn on of simulation 163Mpc $g1.7,8.7S$ and for the large box using $t_{on} = 23.0$ Myr, gives roughly 10 cMpc, 16 cMpc and 19 cMpc, respectively.

However, all stellar sources in this region will also contribute to the “quasar” H II region. For the early quasar turn on, the number of stellar photons in this region from the formation of the first source in this region to the end of the quasar phase is: $N^*_\gamma \sim 2.5 \times 10^{70}$. The total number of emitted ionizing photons from the
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quasar is $N_{\gamma}^{\text{iso}} \sim 2.4 \times 10^{70}$. In analogy, for the late quasar turn on the numbers are $N_{\gamma}^{\text{iso}} \sim 9.8 \times 10^{70}$ and $N_{\gamma}^{\text{iso}} \sim 1.0 \times 10^{71}$. The large box simulation has $N_{\gamma}^{\text{iso}} \sim 2.2 \times 10^{71}$ and $N_{\gamma}^{\text{iso}} \sim 1.7 \times 10^{71}$. These numbers are summarized in Table 2.

We note that the contribution from the quasar in terms of total number of emitted photons in the region of influence of the quasar is about 50%. We also note that the ratio $N_{\gamma}^{\text{iso}}/N_{\gamma}^{\text{iso}}$ is largest for the most massive of our quasars. As Geil & Wyithe (2008) mention, the effect of suppression of low mass sources delaying reionization globally, can be reduced in highly overdense regions due to the biased formation of very massive galaxies which are not suppressed.

Using the total number of photons, i.e. $N_{\gamma}^{\text{iso}} + N_{\gamma}^{\text{iso}}$, for estimating the comoving radius for the joined H II region gives $R \sim 12.0$ cMpc for the early quasar turn on and $R \sim 19.7$ cMpc for the late quasar turn on and 25.1 cMpc for the large box. 7

3.2 Comparisons between the morphology of H II regions with and without quasar

In Fig. 2, we show for each of the three cases (early quasar turn on in panel (a), late quasar turn on in panel(b), large box in panel (d)) a slice in the plane of the most massive halo hosting the quasar at 11.5 Myr and 23.0 Myr after the quasar turn on (left and right columns of each panel, respectively). For comparison, for each case at the same times, we also show that slice in the simulation without the quasar (upper row in each panel). For better comparison, we adjusted the size of the slices from the 607 Mpc box to 7.875 simulation to a side length of 163 cMpc centred around the quasar. In panel (c), we show the full size of the (607 cMpc)3 box and indicate the re-simulated region and the sub-region shown in panel (d).

It is important to note that we show only one 2-dimensional slice through the ionization fraction field for each case. From this representation alone, no absolute judgement about the size, sphericity or connectivity of the H II region should be made. However, we used among other things iso-surface representations and the above mentioned line-of-sight statistic (described in detail below) to confirm the statements below. It is useful to note the following from the simulations without a quasar (upper rows of panel a, b, d and panel c): The H II region around the most massive halo is large compared to average H II regions but not necessarily the largest one. Especially in the large box (panel c), there is an H II region (marked with “B”) which is larger. The reason for this is that there are several halos in the simulation volume which are competing for the most massive halo between $z \sim 30 - 6$. They are located in equally overdense regions with many clustered sources.

From the ionization fraction fields with quasar (lower rows in panels (a), (b) and (d)), we note that the H II regions of the quasars have as sharp boundaries as the stellar H II regions. This is consistent with previous results by Shapiro et al. (2004), Thomas & Zaroubi (2008) and the more detailed study of Kramer & Haiman (2008) who found that a harder spectrum ($\alpha > -1.2$) and some level of obscuration of the low frequency quasar photons are needed to result in a detectable ionization front thickness.

Furthermore, it is visible that the growth of the H II region during the quasar lifetime is dominated by the quasar (by construction). As we showed above, the total photon budget from the time of the formation of the first source in that region until the end of the quasar lifetime is not dominated by the quasar. We summarize the numbers in Table 2.

Next, we consider the neutral hydrogen density. We calculate the neutral column density along the line of sight for a distance corresponding to the expected H II region diameter (from photon counts, see above) centred around the most massive halo, see Fig. 3. Assuming the quasar to be observed at $z = 8.397$ and $z = 7.570$ respectively, the distance over which we calculated the H I column density corresponds to $\Delta z = 0.082, 0.125$ and 0.150 for the early, late and large case, respectively. This corresponds to the following frequency ranges. For the early case (150.451 – 151.769) MHz; for the late case (164.532 – 166.949) MHz and for the large box case (164.285 – 167.185) MHz. This corresponds to an integration over roughly 1300, 2400 and 2900 intrinsic LOFAR frequency channels of 1 kHz. However, due to storage restrictions, LOFAR analysis will probably use channels of 100 – 500 kHz.

The size along the line of sight also implies a time difference from the far side to the quasar of about 3 Myr, 8 Myr and 9.5 Myr, for the early, late and large box case, respectively. Therefore, we actually see the far-side of the quasar H II region at a stage that corresponds more to the one shown in the left columns of panels (a), (b) and (d) in Fig. 2. However, we neglect this effect and consider the quasar H II region everywhere after 23.0 Myr. The main reason for this is that our time resolution is not sufficient to make meaningful interpolations. Assuming the quasar turns off at the time of observation, the side of the H II regions closer to us starts recombining. However, the recombination time, even in overdense regions with $\delta \sim 10$ is still of the order of 50 Myr. For comparison, the overdensity in the H II region is less than 0.1 in the large box case. We note that with our particular choice of lifetime and photon output, the part of the quasar H II region furthest from us had already time to grow to a non-negligible size (see 2d columns, lower row of panels (a), (b) and (d) in Fig. 2). Also, less dependent on the particular quasar lifetime, the pre-existing stellar H II region itself has a finite size. Therefore, the anisotropy due to bubble growth might not be very important.

In Fig. 3, we see that the quasar H II region in the column density map looks more distinct from other H II regions than in the thin (0.64 cMpc for the 164 cMpc box and 1.2 cMpc for the 607 cMpc box) ionization fraction slices in Fig. 2 in the sense that the difference in size is more visible. This points to a more equal extend of the H II region in all three spatial directions.

To test the 3-dimensional structure further, we show smoothed differential brightness temperature maps, see Fig. 4. Here we concentrate on the large box case since this comprises the most luminous of our quasars and it does not by construction exclude other large scale H II regions, see the comment in Sect. 2. To produce those maps we assume that the IGM is heated well above the CMB temperature so that we can use Eq. 4 to convert the neutral gas density into a differential brightness temperature

$$\delta T_b = C n_{HI}(z, \text{comoving}) \sqrt{z + 1}$$ (4)

with $C = 4.6 \times 10^4$ K cm$^3$. We smoothed the field with a gaussian of beam-size roughly 3 arcmin (2.75 for $z = 8.397$ and 2.5 for $z = 7.57$) and subtracted the mean to mimic the effect of a missing absolute calibration typical for an interferometer. The width of the beam corresponds roughly to the LOFAR core resolution at the corresponding wavelength $\lambda \sim 1.97$ m and $\lambda \sim 1.8$ m, respectively. If LOFAR had a larger collecting area and thus a higher sensitivity, it would be possible to get maps like this.

In Fig. 4, we show three different planes through the quasar. To assess the structure in three dimensions better, we concentrate...
on two sub-regions, the quasar region A and the large H II region marked as B. Region B is not a quasar H II region but formed in a highly biased region with many massive halos. Since there is no central source that dominates the H II region, we first find the centre cell of this region by minimizing the sum of brightness temperatures in a sphere with the same radius as the quasar H II region.

In Fig. 5, we show slices perpendicular to the three principal axes for both regions indicated in Fig. 4. Panel (a) shows the quasar region A and panel (b) shows region B. The circles have the radii found for the respective regions with the matched filter method, see Sect. 6. It is visible that the radius found by the matched filter method allows for some emission inside the bubble. The size found for region B is larger than for region A, \( R_b(B) \sim 28.7 \text{ cMpc} \) compared to \( R_b(A) \sim 24.9 \text{ cMpc} \). However, as will be discussed in Sect. 6, the peak in the signal-to-noise ratio is not as distinct, see panel (c) in Fig. 10, which is perhaps obvious given the less spherical shape of region B as visible in Fig. 5. To quantify the degree of sphericity, we use a method introduced by Iliev et al. (2008a). Here, rays are cast from the central source and for each ray, the distance where the optical depth \( \tau \) along this ray surpasses a certain limit \( \tau_s \) is recorded. In Fig. 6, we show histograms for these distances for region A with and without a quasar, as well as for region B. As the central point for region B, we chose the same point as for the matched filter analysis. For each point, we cast 10000 rays and use the threshold optical depth \( \tau_s = 4.6 \). We also tested the smaller threshold \( \tau_s = 1 \). We found the curves to be very similar, confirming the visual impression that the edges of the H II regions are sharp. Comparing the H II region around the most massive halo (A) with and without quasar, we see that the quasar H II regions is a bit more spherical and larger in size. The non quasar H II region B is larger than the quasar H II region but much less spherical.

### 3.3 Helium ionization region around the quasar

In Fig. 7 we show the He II fraction for the late quasar turn on. We chose this case and not the large box, since it has a higher resolution. The circle indicates the calculated He III radius of the quasar, \( R \sim 19.1 \text{ cMpc} \), assuming all photons able to double ionize helium (\( N_{\text{H}^+} > 3 \times 10^{77} \)) do so. Since the fraction of photons going into the ionization of a species depends on its contribution to the optical depth, this is an overestimation.

There are mainly two differences between the H II region and
the He III region:

1. Since the contribution to photons with energies above 54.4 eV (the threshold energy of helium double ionization) of stellar sources is negligible, the quasar dominates the double-helium ionizing photon output. There are no other large-scale He III regions to merge with. Therefore, the He III region is much more spherical than the H II region.

2. The He II - He III front is much shallower than the H II region front.

As discussed by McQuinn & Switzer (2009) and Bagla & Loeb (2009), the hyperfine transition line of $^3$He II at 8.7 GHz could be in principle used to detect singly ionized helium. However, as McQuinn & Switzer (2009) calculate, the spin temperature of the transition is not significantly decoupled from the CMB temperature. Therefore, this line will only be observable in absorption against, for example, another background quasar (Bagla & Loeb 2009).

4 SIMULATING VISIBILITIES

The quantity measured in radio-interferometric observations is the visibility $V(\vec{U}, \nu)$ which is related to the specific intensity pattern on the sky $I_\nu(\vec{x})$ as

$$V(\vec{U}, \nu) = \int d^2\theta A(\vec{\theta}) I_\nu(\vec{\theta}) e^{2\pi i \vec{U}.\vec{\theta}}$$

(5)

Here the baseline $\vec{U} = \vec{d}/\lambda$ denotes the antenna separation $\vec{d}$ projected in the plane perpendicular to the line of sight in units of the observing wavelength $\lambda$ corresponding to the observing frequency $\nu$, $\vec{\theta}$ is a two dimensional vector in the plane of the sky with origin at the centre of the field of view (FoV), and $A(\vec{\theta})$ is the beam pattern of the individual antenna. For LOFAR, we approximate $A(\vec{\theta})$ by a top-hat function with FoV $5^\circ$.

The visibility recorded in radio-interferometric observations of a H II region during the EoR is actually a combination of several contributions

$$V(\vec{U}, \nu) = S(\vec{U}, \nu) + HF(\vec{U}, \nu) + F(\vec{U}, \nu) + N(\vec{U}, \nu),$$

(6)

where $S(\vec{U}, \nu)$ is the signal from an H II region of comoving radius $R_0$ embedded in an uniform H I distribution. $HF(\vec{U}, \nu)$ is the contribution from the fluctuating H I outside the H II region which arise because of the existence of other H II regions and density fluctuations in the H I. $F(\vec{U}, \nu)$ and $N(\vec{U}, \nu)$ are the contributions from the foreground and the system noise, respectively. The H I fluctuations cannot be reduced by increasing the observing time and thus put a fundamental lower limit on the size of H II regions that can be detected (Datta et al. 2007, 2008). The contribution from the fluctuating H I is less than the signal if the targeted H II region is bigger than the average size of surrounding H II regions (Datta et al. 2008). Foregrounds $F(\vec{U}, \nu)$ are much stronger (several orders of magnitude) than the signal, but they are expected to be smooth in frequency. In Sect. 7 we show that foregrounds can be subtracted out and the residual foreground is below the signal for LOFAR (also see Datta et al. 2008, for the GMRT and MWA). In the next section we discuss the signal in visibility and how we calculate it from our simulated image cubes.

4.1 Simulating Signal

The expected visibility pattern for a simplistic case such as a spherical H II region embedded in an uniform H I density can be calculated analytically (Datta et al. 2007). A single frequency channel will observe a circular ionized region across the H II region. The visibility for any circular ionized region of radius $R_\nu$ at a comoving distance $\lambda_\nu$ can be written as,

$$S(\vec{U}, \nu) = -\pi \bar{I}_\nu x_{\text{HI}} \theta_\nu^2 e^{2\pi i \vec{U}.\vec{\theta}_e} \left[ \frac{2J_1(2\pi\theta_\nu U_\nu)}{2\pi \nu U_\nu} \right] \Theta \left( 1 - \frac{|\nu - \nu_\nu|}{\nu_\nu} \right)$$

(7)

where $\bar{I}_\nu$ is the mean specific intensity for the mass average neutral fraction $x_{\text{HI}} = 1$, $\theta_\nu = R_\nu/\lambda_\nu$ is the angular size of the circular ionized region across the H II region. The phase factor $e^{2\pi i \vec{U}.\vec{\theta}_e}$ arises because of arbitrary position of H II region $\vec{\theta}_e$ with respect to the centre of the FoV. $J_1(x)$ and $\Theta(x)$ are the first order Bessel function and Heaviside step function, respectively. The radius $R_\nu$ of any circular region through the H II region is calculated from the H II region radius $R_0$ by $R_\nu = R_0\sqrt{1 - (\Delta \nu/\Delta \nu_0)^2}$ where

$$x_{\text{HI}} = 1.$$
Δν = ν − νc is the distance of the circular region from the H II region centre νc and Δνb = Rb/Δν is the H II region size in frequency units. The U range, frequency range and peak value of a signal S(U, ν) scale as Rb−1, Rb and Rb2, respectively i.e., for a larger H II region the signal is confined to shorter baselines. Fig. 8 plots the expected signal S(U, ν) multiplied by 20 as a function of baseline U for the central circular ionized map of a single H II region of radius 20 cMpc embedded in a uniform H I density with χH I = 0.55 at redshift 7.57. For further details we refer the reader to figures 1 & 2 and the discussion in the section 2.1 in Datta et al. (2007). In our current simulations described in Sect. 3 we see that the quasar H II region is not spherical and the outside H I is fluctuating. However the discussion above is still useful to understand how the signal looks as a function of baseline U and frequency ν. In addition, the filter we consider later is based on the signal we discussed above.

The radiative transfer simulations provide us with the brightness temperature distribution δTν(θ, ν) at different angular locations θ and frequencies ν assuming a global heating as described in Sect. 3. The ‘early’ and ‘late’ simulation cubes which have a side length 163 cMpc are ∼ 1° and ∼ 10 MHz wide in angle and frequency, respectively. For the large box simulation, these numbers are ∼ 4° and ∼ 36 MHz. The image δTν(θ, ν) at each frequency channel is multiplied by dB2 = 2kBTc(θ) to convert to the specific intensity Jν,ν(θ). Next we perform the 2D discrete Fourier transform (DFT) of the product to simulate the complex visibilities. The LOFAR core has baselines in the range 20 < U < 2000 which is adequate to capture the H I signal from H II regions which are expected to be confined to small baselines U < 1000 for the stages of reionization we consider here.

4.2 Simulating Noise

In this section we describe our method of simulating the expected noise for LOFAR in the visibility.

The system noise contribution N(U, ν) (see Eq. 6) in each baseline and frequency channel is expected to be an independent Gaussian random variable with zero mean (<N> = 0) and whose rms is independent of U . The predicted rms noise contribution in the real (or imaginary) part of a single visibility for a single polarization can be written as (Thompson et al. 2001)

\[ N_{\text{rms}}^R = \sqrt{2\eta k_B T_{\text{sys}}} A_{\text{eff}} \sqrt{\Delta\nu \Delta t} \]

where \( T_{\text{sys}} \) is the total system temperature, \( k_B \) is the Boltzmann constant and \( \eta \) is the antenna efficiency. We assume \( \eta \) to be 1. \( A_{\text{eff}} \) is the effective collecting area of each antenna, \( \Delta\nu \) is the frequency channel width and \( \Delta t \) is the correlator integration time. Eq. 8 can be rewritten as

\[ N_{\text{rms}}^R = 1.95 \text{Jy} \left( \frac{T_{\text{sys}}}{10^{20} \text{K}} \right) \left( \frac{A_{\text{eff}}}{500 \text{m}^2} \right)^{-1} \left( \frac{\Delta\nu}{1 \text{MHz}} \right)^{-1/2} \left( \frac{\Delta t}{1 \text{s}} \right)^{-1/2} \]

For LOFAR we assume

\[ T_{\text{sys}} = T_{\text{sky}} + T_{\text{receiver}} = [60(\nu/300 \text{MHz})^{-2.55} + 140] \text{K} \]

(Harker et al. 2009) and \( A_{\text{eff}} = 526 (150 \text{MHz}/\nu)^2 \text{m}^2 \). 8 For two polarizations the noise is reduced by a factor of \( \sqrt{2} \). Our small and large simulated cubes have resolutions 0.64 cMpc and 1.2 cMpc which are equivalent to frequency resolutions \( \Delta\nu \sim 38 \text{ KHz} \) and \( \sim 71 \text{ KHz} \) respectively at redshift \( z = 7.57 \). For \( \Delta\nu = 70 \text{ KHz} \), integration time \( \Delta t = 100 \text{ s}, \) this gives \( N_{\text{rms}}^R = 608 \text{ mJy} \) for two polarizations at redshift \( z = 7.57 \).

The baselines obtained using DFT of our simulations are uniformly distributed on a uv plane. In real observations, the baselines will have a complicated distribution depending on the antenna layout and the direction of observations. We use 48 high band antennae (left panel of Fig. 9) of the LOFAR core to simulate the uv tracks for 4 hours of observations with 100s integration time at declination 90° (NCP) (see right panel of Fig. 9). We then count the total number of measurements \( n(U) \) in the area defined by \( u \pm \Delta u/2 \) and \( v \pm \Delta v/2 \) around the baseline \( U(u, v) \) obtained using DFT of our

8 http://astron.nl/radio-observatory/astronomers/lofar-imaging-capabilities-sensitivity/sensitivity-lofar-array/sensitivity
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5 MATCHED FILTER FORMALISM: A BRIEF SUMMARY

The details of the matched filter technique were discussed in Datta et al. (2007, 2008). Here we briefly describe the main features relevant for our study. The signal component \( S(\vec{U}, \nu) \) in the observed visibilities \( V(\vec{U}, \nu) \) is expected to be buried deep in other contributions (see Eq. 6), some of which are orders of magnitude larger. In order to enhance the signal to noise ratio (SNR) we sum the entire observed visibility signal weighed with the filter. The estimator \( \hat{E} \) is defined as,

\[
\hat{E} = \sum_{a,b} S_a^*(\vec{U}_a, \nu_b) V(\vec{U}_a, \nu_b) / \sum_{a,b}
\]

where the sum is now over the baselines and frequency channels in the simulation. \( \Delta u, \Delta v, \Delta \nu \) are the grid sizes along \( u, v, \) and \( \nu \) axis obtained from the simulation. The product \( \Delta u \Delta v \Delta \nu \rho_N(\vec{U}, \nu) \) is the fraction of all baselines in the interval \( \vec{U}, \vec{U} + d\vec{U} \) and \( \nu, \nu + d\nu \). Note that the normalized baseline distribution function \( \rho_N(\vec{U}, \nu) \) is usually frequency dependent, and it is normalized so that \( \int d^2U d\nu \rho_N(\vec{U}, \nu) = 1 \).

The filter \( S(\vec{U}, \nu) \) is defined as

\[
S(\vec{U}, \nu) = S(\vec{U}, \nu)
\]

where \( S(\vec{U}, \nu) \) is the expected signal of the H II region of radius \( R_t \), at redshift \( z_t \) and spatial position \( \theta_t \). According to the matched filter formalism, the SNR is maximized when the filter parameters match exactly the H II region parameters i.e., \( R_t = R_{nt}, z_t = z_{nt} \) and \( \theta_t = \theta_{nt} \). Therefore, the peak in the SNR over \( R_t \) curve corresponds to H II region radius \( R_{nt} \). We must note that the above filter is slightly different from the one we propose in Datta et al. (2007). In Datta et al. (2007) (see Filter 1), an extra term is introduced to subtract out the smooth foreground components. We drop this term here but re-include it later when we discuss the foreground subtraction in Sect. 7.

6 RESULTS OF THE MATCHED FILTER TECHNIQUE

Here we discuss the detectability of the quasar H II regions in our simulations for LOFAR. Next we discuss if LOFAR can identify quasar H II regions blindly. We discuss the effect of system noise on the size determination of an H II region and the accuracy in size determination we can achieve for LOFAR.

6.1 Detectability

Fig. 10 shows \( \text{SNR} = \langle \hat{E} \rangle / \langle \langle \Delta \hat{E} \rangle^2 \rangle^{1/2} \) as a function of filter size \( R_t \) for our different simulations for 1200 hours of LOFAR observations. Note that here we do not add system noise to the signal but calculate the expected noise rms \( \langle \langle \Delta \hat{E} \rangle^2 \rangle_N \) using Eq. 14. In Sect. 6.2 we discuss in detail the effect of noise when we add noise to the signal. Here we take the filter position \( (\theta_t, \nu_t) \) to be the same as the H II region position \( (\theta_{nt}, \nu_{nt}) \). This corresponds to a targeted observation i.e. the central quasar’s position and redshift are known from an optical/near infra-red survey and we point the radio telescope to it (see Datta et al. (2008) for blind search). The bottom line (red) in the right panel (c) shows the result for the quasar H II region in the large box simulation. We see that the SNR peaks at filter size \( R_t = 24.6 \) cMpc and the peak SNR is 4.6. According to the matched filter principle the SNR peaks when the filter matches
Figure 10. SNR=$\langle \hat{E} \rangle / \sqrt{\langle (\Delta \hat{E})^2 \rangle}$ as a function of filter size $R_f$ for 1200 hours of LOFAR observations. Panel (a): the two curves (from top to bottom) represent the late simulations without the quasar (see upper panels of Fig. 2b for the images) at two time steps corresponding to redshifts 7.57 and 7.664 respectively. Panel (b): same as panel (a) for the late quasar turn-on case with quasar (see lower panels of Fig. 2b for the images). Panel (c) shows the same for the large box simulation. The lower curve shows for the quasar H II region (marked with ‘A’ in Fig. 4) surrounding the most massive DM halo. The upper curves shows the SNR for the adjacent H II region created by the stars only (marked with ‘B’ in Fig. 4). The two thin (black) lines are for spherical H II regions of radii 24.9 cMpc (bottom) and 28 cMpc (top) embedded in a uniform H I density at redshift 7.57. The lines are scaled to compare with the large box simulation results.

Figure 11. The effect of adding the system noise to the signal. The left panel (a) shows results for the late simulation with quasar for 1200 hours of LOFAR observations. Thick solid line shows SNR for different filter sizes $R_f$ for the signal only. Other lines represent randomly selected cases when we add different noise realizations to the signal. Right panel (b) shows the same for the large box simulation with quasar.

The upper (green) thick curve in the panel (c) in Fig. 10 represents the large H II region very close to the quasar H II region in our large box simulation (marked with ‘B’ in Fig. 4, see also Fig. 5, panel b). We discussed in Sect. 3 that the H II region is bigger than the one around the luminous quasar. We find the H II region size to be $\sim$ 28.7 cMpc and the peak SNR achievable by LOFAR for 1200 hours of observations is 5.8. Therefore, we argue that LOFAR cannot alone distinguish between H II regions made by clustered galaxy sources and H II regions made by a luminous quasar by measuring the size of the H II region. Another possible way could be to use the shape of the SNR vs $R_f$ curve to extract the information about the sphericity of an H II region. The SNR vs $R_f$ curve will be more peaked for a spherical H II region than an a-spherical one. The two thin (black) lines in the panel (c) of Fig. 10 show the results for spherical H II regions of radii 24.9 cMpc.

Table 3. Summary of results obtained from the matched filter method.

| quasar age | $z$ | Peak SNR (from filter) | H II region size (from filter) | H II region size (from total photons) |
|-----------|-----|------------------------|--------------------------------|------------------------------------|
| early quasar | 23.0 Myr | 8.397 | 1.2 | 11.6 cMpc | 12.0 cMpc |
| late quasar | 11.5 Myr | 7.664 | 2.2 | 16.0 cMpc | 16.4 cMpc |
| large box | 23.0 Myr | 7.570 | 2.8 | 19.4 cMpc | 19.7 cMpc |

The expected H II region size in the simulation based on the total number of ionizing photons (see Sect. 3) which gives 25.1 cMpc. We see that both agree well with each other. The middle panel of Fig. 10 (b) shows results for the late quasar turn-on case. The two different lines correspond to two different times after quasar turn on. The left panel (a) is the same as the middle but without the quasar. The peak SNR, H II region radii obtained both from matched filter method and from total photon counts for different simulations are summarized in Table 3. We see that LOFAR has good prospects to detect our quasar H II regions at redshift 7.57 when the global ionization fraction is $\sim$ 50%. As the LOFAR FoV is bigger than the one around the luminous quasar, we find the H II region size to be $\sim$ 28.7 cMpc and the peak SNR achievable by LOFAR for 1200 hours of observations is 5.8. Therefore, we argue that LOFAR cannot alone distinguish between H II regions made by clustered galaxy sources and H II regions made by a luminous quasar by measuring the size of the H II region. Another possible way could be to use the shape of the SNR vs $R_f$ curve to extract the information about the sphericity of an H II region. The SNR vs $R_f$ curve will be more peaked for a spherical H II region than an a-spherical one. The two thin (black) lines in the panel (c) of Fig. 10 show the results for spherical H II regions of radii 24.9 cMpc.
The estimator $\langle E \rangle$ (solid thick red line) for the quasar late simulation is compared to the system noise rms $\sqrt{\langle (\Delta E)^2 \rangle_N}$ (green dashed line) for 1200 hours LOFAR observations and the foreground residual $\sqrt{\langle (\Delta E)^2 \rangle_{FG}}$ (magenta and blue dashed lines) for the bandwidth 6 times the H II region size in frequency. The magenta and blue dashed lines show for the cases when $\rho(U, \nu)$ is frequency dependent and independent respectively (see text for details).

(bottom thin line) and 28 cMpc (top thin line) embedded in a uniform H I density at redshift 7.57. The lines are scaled to compare with the large box simulation H II regions around quasar and stellar sources (marked with A and B in Fig. 4, respectively). As expected the SNR vs $R_t$ curves for spherical H II regions are more peaked than the simulation. But we note that the quasar H II region is more spherical than the stellar H II region. So in principle the shape of the SNR vs $R_t$ carries information about the shape of the H II regions. However, as described below in Sect. 6.2, the system noise will make it impossible to use the shape of the SNR-$R_t$ curve to make the statement about the sphericity of the regions found.

Next we discuss the effect of the size of the smaller box that we use here. The size of the early and late simulation box is $\sim 1^\circ$ at the redshifts of our interest. This is much smaller than the LOFAR FoV ($\sim 5^\circ$). The minimum baseline we sample for the early and late simulations is $U_{\text{min}} \sim 56$ for this smaller box. A substantial amount of signal comes from the large scales for the H II regions we are interested in. In addition, LOFAR has many small baselines (see right panel of Fig. 9), so we lose a considerable amount of the signal in the estimator. The amount of loss depends on the H II region size: for larger H II regions the loss is higher than for smaller. We use our analytical equations to calculate the loss in the peak SNR for different H II region sizes. For H II regions of radius 20, 30 and 40 cMpc we lose $\sim 3\%$, $\sim 4\%$ and $\sim 7\%$ in the SNR, respectively. For the large box this will be even smaller and hence we do not discuss it here.

6.2 Effect of System noise on the size determination

In the previous section we discussed results without explicitly adding system noise to the simulated signal, but only calculated the expected noise rms in the estimator. Here, we added the simulated noise realizations to the signal and then perform the matched filtering. The left panel (a) of Fig. 11 shows the SNR $\Delta E = \langle E \rangle + \Delta E_N / \sqrt{\langle (\Delta E)^2 \rangle_N}$ vs $R_t$ for four randomly selected noise realizations for 1200 hours of LOFAR observations for the late quasar simulation. The solid thick (red) line shows the result without the noise. We see that in some cases there are clear peaks but shifted to either side of the original peak. We also see various features arising because of the noise such as a nearly flat SNR curve (no obvious peak), double peaked, suppressed and enhanced SNR. In real observations one of these SNR curves will be observed. Now we only consider the realizations where the peak SNR is higher than 3 (because a SNR less than 3 is not considered a detection at all), and then find the best matched filter size $R_t$ from the peak SNR. We get an average H II region size $\langle R_t \rangle = 19$ cMpc and $\sigma_{R_t} = 4.06$ cMpc. The right panel shows the results for the large box simulation. In the simulation the H II region is detectable with SNR$=4.6$. As expected, the peaks are more prominent in almost all cases and therefore the H II region size can be detected with higher accuracy with $\langle R_t \rangle = 25.3$ cMpc and $\sigma_{R_t} = 4.0$ cMpc. H II region size can be measured more accurately for higher SNR measurements. We also find that $\sigma_{R_t} = 2.5$, 1.75, 1.2 cMpc for our late quasar simulation where the H II region radius is 19 cMpc if we have $5\sigma$, $7\sigma$ and $10\sigma$ detection respectively.

7 FOREGROUND SUBTRACTION AND ITS EFFECT ON THE DETECTION OF A H II REGION

Astrophysical foregrounds are expected to be several orders of magnitude stronger than the H I signal (Ali et al. 2008; Bernardi et al. 2009; Paciga et al. 2011; Santos et al. 2005; Jelíč et al. 2008) at frequencies relevant for EoR studies. Major components are the diffuse synchrotron and free free emission from our own Galaxy, extra galactic point sources etc. (see Jelíč et al. 2008, for more detail). Various methods have been developed to subtract the foregrounds (Wang et al. 2006; Jelíč et al. 2008; Harker et al. 2009; Bowman et al. 2009; Liu et al. 2009; Ghosh et al. 2011a,b; Mao 2012; Chapman et al. 2012). All the methods rely on the fact that the foreground components are smooth in frequency. As we first proposed in Datta et al. (2007), we modify the matched filter to subtract the foreground below the signal. The modified filter is,

$$S^M_{\nu} (\vec{U}, \nu) = S (\vec{U}, \nu) - \frac{1}{BW} \int_{\nu - BW/2}^{\nu + BW/2} S (\vec{U}, \nu') d\nu$$ (15)

where BW is the bandwidth over which the foreground subtraction is done. $\nu_i$ is the frequency centre of the filter. Note that $\int_{\nu_i - BW/2}^{\nu_i + BW/2} S^M_{\nu} (\vec{U}, \nu) d\nu = 0$ and $S^M_{\nu} (\vec{U}, \nu)$ is also symmetric around the frequency centre $\nu_i$, i.e., $S^M_{\nu} (\vec{U}, \nu - \nu_i) = S^M_{\nu} (\vec{U}, -(\nu - \nu_i))$. This means, the filter will subtract any frequency independent component in the frequency range $\nu_i - BW/2$ to $\nu_i + BW/2$. Because of the symmetry, the filter will also subtract out any component which is an odd function of $(\nu - \nu_i)$ i.e., components proportional to $(\nu - \nu_i)$ (linear), $(\nu - \nu_i)^3$ and so on. However the quadratic terms will remain as the residuals.

We next calculate the contribution of foreground residuals to the variance of the estimator using the the analytical formula (see Datta et al. (2007) for more details)

$$(\langle (\Delta E)^2 \rangle_{FG}) = \int d^2U \int d\nu_1 \int d\nu_2 (dB_{\nu_1} / d\nu) (dB_{\nu_2} / d\nu) \times \rho (\vec{U}, \nu_1) \rho (\vec{U}, \nu_2) S^{M1}_{\nu_1} (\vec{U}, \nu_1) S^{M2}_{\nu_2} (\vec{U}, \nu_2) \times C_{2\pi} (\nu_1, \nu_2)$$ (16)
where \( \frac{df_ν}{dT} \) converts the temperature to the specific intensity and 
\( C_{2νU}(ν_1,ν_2) \) is the multi-frequency angular power spectrum of all 
foreground components.

For each component of the foreground the multi-frequency angular power spectrum is modelled as

\[
C_{2νU}(ν_1,ν_2) = A \left( \frac{ν_1}{ν_2} \right)^{α} \left( \frac{ν_1}{ν_2} \right)^{β} \left( \frac{1000}{2πU} \right)^{β}.
\]

We assume the foreground components to be correlated at two different frequencies \( ν_1 \) and \( ν_2 \) and ignore possible small decorrelations. We consider two major foreground components: diffuse galactic synchrotron emission from our own galaxy and point source contribution (clustered and Poisson part). We have adopted the parameter values for \( A, α \) and \( β \) from Santos et al. (2005). Under the assumption of the above foreground modelling Eq. 16 can be written as

\[
⟨(ΔE)^2⟩_{FG} = 2π \sum_i A_i \int_{U_{min}}^{U_{max}} dU U \left( \frac{1000}{2πU} \right)^{β} \left[ \frac{ν_i + BW/2}{ν_{i-1} - BW/2} \right] \int dν |f_i(\vec{U},ν)| |S^M_i(\vec{U},ν)|^2
\]

where the index ‘i’ indicates different foreground components and 
\( f_i(\vec{U},ν) = \frac{(d^2E/df)}{ρ(\vec{U}, ν)} \left( \frac{ν}{ν_c} \right)^{α_i}. \) Note that here we assumed the baseline distribution \( ρ(\vec{U}, ν) \) to be circularly symmetric. This assumption together with the foreground model we assumed in Eq. 17 reduces Eq. 16 from four integrals to two and hence the evaluation of Eq. 18 is very fast with very good accuracy. The terms \( (\frac{d^2E}{df}) \), \( ρ(\vec{U}, ν) \), \( (\frac{ν}{ν_c})^{α_i} \) are expected to be smooth in frequency. Therefore they can be written as (in the frequency range \( ν - BW/2 < ν < ν + BW/2 \))

\[
f(\vec{U}, ν) = f(\vec{U}, ν) + (ν - ν_i) f'(\vec{U}, ν_i)
+ (ν - ν_i)^2 \int dν f''(\vec{U}, ν_i)
+ (ν - ν_i)^3 \int dν f'''(\vec{U}, ν_i)
+ ...\]

where the prime denotes derivatives with respect to \( ν \). As we have discussed before in this section, the modified matched filter \( S^0(\vec{U}, ν) \) removes the constant part \( f(\vec{U}, ν_i) \), the linear term \( (ν - ν_i) f'(\vec{U}, ν_i) \) and all terms with odd powers. Only the quadratic term \( (ν - ν_i)^2 \int dν f''(\vec{U}, ν_i) \) and other terms with even powers remain as a residual. This is the reason why the filter is so successful in removing the foreground below the signal.

In Fig. 12 we plot \( \sqrt{⟨(ΔE)^2⟩_{FG}} \) for different filter sizes \( R_1 \) (magenta dashed line) for the bandwidth 6 times the filter size \( R_1 \) in frequency. For comparison we also plot the estimator \( \langle E \rangle \) for our smaller box simulation with quasar at \( z = 7.57 \) and the noise rms \( \sqrt{⟨(ΔE)^2⟩_{noise}}. \) We see that \( \sqrt{⟨(ΔE)^2⟩_{FG}} \) (magenta dashed line) is smaller than the estimator for the filter size \( R_1 < 30 \) cm Mpc. We further find that a significant amount of the residual foreground comes from the fact that the baseline distribution \( ρ(U, ν) \) is frequency dependent i.e. the number of baselines in a uv cell changes with frequency. Therefore the effective foreground which basically depends on the product \( ρ(U, ν)ν^{-α} \) (see Eq. 18) becomes less smooth than the original foreground. Since the baseline distribution at different frequencies is completely known, the change in the number of baselines for frequency in a uv cell can be compensated by introducing this in the filter. This way the effect of \( ρ(U, ν) \) changing with frequency can be avoided. The blue dashed line in Fig. 12 shows \( \sqrt{⟨(ΔE)^2⟩_{FG}} \) for the baseline distribution independent of frequency. We see that the residual is much below the estimator for the case where \( ρ(U, ν) \) is frequency independent.

We note that the modified filter substracts some H I signal as well. The amount of H I signal it substracks depends on the size of the bandwidth BW over which the foreground substraction is done. The larger the bandwidth, the smaller is the loss of signal. For H II regions of radii between 20 cMpc to 25 cMpc at redshift 7.57 the loss in SNR is around 24%, 15% and 10% for the BW 4, 6 or 8 times the filter size \( R_1 \) in frequency. On the other hand, the level of foreground residuals increases for larger bandwidths. The choice of optimal bandwidth depends on the size of H II region and the foreground model. In our case we find that a bandwidth 6 times the radius of H II region in frequency is reasonable. We notice that the modified matched filter does not peak at the H II region radius but at a slightly large size. We find that the SNR peaks at filter radius \( R_1 = 25.4 \) Mpc for a spherical H II of radius \( R_0 = 25 \) Mpc at redshift 7.57 for a bandwidth 6 times the H II region radius. This is a small effect compared to the uncertainty from the system noise.

8 DISCUSSION AND CONCLUSIONS

We investigated three cases of a luminous quasar shining during the epoch of reionization in the most massive halos of our simulation volumes. Two cases used a smaller simulation volume with a side length of 163 comoving Mpc and one used a substantially bigger volume with a side length of 607 comoving Mpc. One of the cases in the smaller volume considered a quasar turn on at an early stage of reionization, when the global ionization fraction was about 25%. The other two cases considered a quasar turn on at a later stage of reionization, when the global ionization fraction was about 45%. We found that the 163 Mpc simulation volume was essentially too small to be able to host many large scale H II regions at the same time and therefore, we concentrated on the larger simulation volume to investigate if the quasar changes the size and the morphology of the H II region in a way which makes the quasar H II region distinctly different from H II regions solely formed by clustered galaxy sources. We found that although the quasar dominates the ionizing photon output in, and the growth of the H II region hosting the quasar, other highly overdense regions with many clustered massive halos can produce H II regions similar or even larger in size than the H II region hosting the quasar. Although detailed investigation of the H II regions shows that the extent in all 3 spatial dimensions of the quasar H II region is more equal (i.e. the quasar H II region is more spherical) than large H II regions by galaxies alone, given observational constraints, it might not be possible to tell the difference using 21cm observations. Furthermore, we found that using a quasar spectrum \( L \propto ν^{-1.5} \), the sharpness of quasar H II regions will not be measurable different from galaxy H II regions.

Next we use the matched filter technique, which combines the signal optimally, to investigate the possibility of detecting a single QSO H II region in redshifted 21 cm observations using LOFAR. We find that with 1200 hrs of observations, LOFAR should be able to detect a single QSO H II region of comoving radius 20 Mpc and 25 Mpc or bigger with at least 3 and 5 \( σ \) significance, respectively at redshift 7.57 when the universe is 50% ionized. We also find that the H II region formed by a quasar at earlier stages of reionization, in our early quasar turn on case, is not large enough to be detectable. We calculate the accuracy at which the bubble size can be measured in case of a significant detection. For our best case,
the quasar in the 607 Mpc simulation, we find for 100 realisations of including system noise \( R_0 = (25.3 \pm 4.0) \) Mpc assuming 1200 hours of LOFAR integration time.

We also considered the effect of foregrounds. For this, we modified the matched filter to subtract the foreground components. For a reasonable foreground model the modified matched filter is able to subtract the foregrounds such that the residuals are far below the signal level.

Since we found that clustered galaxy sources in highly overdense regions are able to form H II regions of comparable size to the quasar H II region, we also used the matched filter technique on a non-quasar H II region to investigate if the form of the SNR-curve can be used to tell quasar H II regions apart from H II regions solely formed by clustered galaxy sources. Although the resulting SNR-curves are substantially less peaked, the system noise hides this information. We therefore conclude that a blind search for quasars using redshifted 21cm maps is not likely to be successful.

The radii \( R_0 \) found by the matched filter method for the three cases after 23.0 Myr are 11.6 cMpc, 19.4 cMpc and 24.9 cMpc. This is in rough agreement with estimates for the expected bubble size on the basis of photon counts, \( R = 12.0 \) cMpc, 19.7 cMpc and 25.1 cMpc taking into account both the stellar photons emitted in the quasar region and the quasar photons but neglecting recombinations. We can now use the radii found by the matched filter method and Eq.3 to calculate backwards to estimate the rate of ionizing photons emitted by the quasar. Since the best prospects of detecting an H II region by the matched filter method are for the quasar in the large simulation volume, we restrict the following analysis to this case.

Without other information on the quasar, we can assume that the minimum time \( t_{\text{on}} \), the quasar has been shining at the time of observation corresponds to the light-travel time from the centre to the edge of the H II region, so \( t_{\text{on}} \gtrsim c \) min = \( R_0 / (1 + z) / c \), where \( c \) is the speed of light.

Using this lower limit results in an upper limit for the ionizing photon rate from the quasar. Rewriting Eq.3 to include an unknown contribution of stellar photons \( N_{\gamma}^* \) (in terms of total emitted photons contributing to the H II region), the ionizing photon rate from the quasar can be estimated to

\[
N_{\gamma}^{\text{qso}} \lesssim \left( \frac{R_0^3}{3} \pi n_c - N_{\gamma}^* \right) \frac{R_0}{3c} (1 + z) \tag{20}
\]

Here, \( n_c \) is the comoving average number density of atoms in the universe. Assuming \( n_c \) as average number density in the H II region is a good estimate for radii larger than about 20 cMpc.

If we now concentrate on our best case, the 607 cMpc simulation, we get the following result:

\[
N_{\gamma}^{\text{qso}} \lesssim (1.26 \times 10^{57} - 3.34 \times 10^{-15} N_{\gamma}^*) \text{ s}^{-1}. \tag{21}
\]

If we neglect the contribution from the clustered galaxies completely, this gives \( N_{\gamma}^{\text{qso}} \leq 1.26 \times 10^{57} \text{ s}^{-1} \). This is roughly a factor 5 more than the ionizing photon rate that was used in the simulation. Roughly, a factor 2 comes from neglecting the contribution from the clustered galaxies, a factor 2.4 comes from the time estimate. The 1σ uncertainty from the size estimate translates into \( \sigma(N_{\gamma}^{\text{qso}}) = 4.0 \times 10^{56} \text{ s}^{-1} \).

In case the rate of ionizing photons is known by estimates of the total luminosity and assumptions about the unabsorbed continuum spectrum (such an estimate was made for the \( z = 7.085 \) quasar by Mortlock et al. 2011, and resulted for that case in an ionizing photon rate of \( \Gamma_{\text{ion}} = 1.3 \times 10^{57} \text{ s}^{-1} \)), the radii found by the matched filter method can be used to put lower limits on the quasar lifetime. Assuming we would be able to find the exact values for the photon rates, see Table 2, we would estimate the quasar on time to be:

\[
t_{\text{on}} = \frac{R_0^3}{3} \pi n_c - N_{\gamma}^* \frac{R_0}{N_{\gamma}^{\text{qso}}}. \tag{22}
\]

Ignoring the contribution from the galaxy clusters \( N_{\gamma}^* \) results in 49 Myr. This is roughly a factor of two longer than the actual quasar on time, as would have been expected given the total photon numbers from the quasar and the clustered galaxy sources, as presented in Table 2. The 1σ uncertainty from the size estimate translates into \( \sigma(t_{\text{on}}) = 23 \) Myr. However, given that current uncertainties of quasar ages are higher than this\(^{10} \), it would still be an improvement for limiting the quasar lifetime. As Majumdar et al. (2011) already point out in their conclusions, the main advantage of using the matched filter method is, that one does not need to rely on a few line-of-sight measurements but instead, takes the full 3D information into account.

Obviously our study is limited to the cases we considered. We ignore any relativistic effects here, both in simulations and in the estimates. The relativistic effects result in smaller H II regions than the case where they are not included. It can be quite significant for the initial phases of the expansion of an H II region around a luminous QSO, but becomes less important as time progresses (Shapiro et al. 2006). However, we expect the effect to be small for our cases for two reasons: First, the ionizing photon luminosity \( N_{\gamma}^{\text{qso}} \) even for the brightest QSO in the large box simulation is a factor \( \sim 4 \) lower than considered \((10^{57}/s)\) in Shapiro et al. (2006) and secondly, the QSO turns on in a big H II region already created by stellar sources. Our study is limited to the quasar luminosities we assumed. If the quasar luminosity would be substantially higher, the H II region it is located in would be substantially larger. This would increase their detectability with the matched filter technique and would increase the relative accuracy of the estimate of their total ionizing photon production and life times. More luminous quasars than we considered could occur for two main reasons, namely sample variance and a higher conversion factor between halo mass and quasar luminosity.

Even though the size of our largest simulation volume approaches that of a single LOFAR field, the entire sky presents a volume \( \sim 1000 \) larger and more massive halos may exist. However, such massive halos will live in extremely biased regions, corresponding to high \( \sigma \) peaks in the density, with associated high levels of ionized flux from galaxies. Our results suggest that, for our assumed efficiency parameters for both galaxies and quasars, the quasar contribution to the total number of photons ionizing that region will be around 50%, with a decreasing trend for higher \( \sigma \)-peaks. Consequently, although the H II region around a more massive halo should be larger and therefore easier to detect in the 21cm observations, it will be considerably affected by stellar photons, which will have to be taken into account when analysing its size. In addition, if the trend we see is correct, in a relative sense the quasar

\(^{10}\) Haehnelt et al. (1998) find quasar lifetimes to be \( 10^6 \to 10^8 \) yr from matching stellar and quasar luminosity functions at \( z \sim 3 \). Haiman & Hui (2001) also find quasar lifetimes around \( 10^6 \to 10^8 \) yr from clustering analysis of dark matter halos, modelling luminosity function and matching with clustering of quasars. Lu & Yu (2011) discuss that recent studies of the proximity effect using Lyα forest spectra seem to be contradictory since some imply lifetimes \( \lesssim 10^6 \) yr (e.g. Kirkman & Tyler 2008) while other imply lifetimes \( \gtrsim 10^7 \) yr (e.g. Worseck & Wisotzki 2006).
may contribute less to such a region, and therefore have a lesser impact on it.

A higher luminosity efficiency for our halos would be possible if black hole growth is substantially more efficient than we assumed. However, for a reasonable Eddington efficiency $\lambda$, we are already close to the upper limit of the halo mass – black hole mass relation which assumes all baryons in the galaxy to be located in the bulge. Also, the most massive black hole found at $z = 7.5$ in the simulations of (Di Matteo et al. 2012), who followed the black hole growth in detail in a volume comparable to our large box, is not that much more massive than what we assume. So, it would seem to require a strong discrepancy between the joint growth of the halo and its black hole in order to obtain quasars that are an order of magnitude more luminous than we have assumed.

The quasar could also have a larger impact if the ionizing photon output from galaxies would be lower than we have assumed. However, current constraints on reionization already limit the efficiency to factors of a few around the values assumed here. Much lower efficiencies would not only take us further away from the electron scattering optical depth as measured by WMAP but also result in a completion of reionization after $z \approx 6$. In fact, since we did not take into account gas clumping below the resolution of our radiative transfer grid nor (at least in the smaller of the two volumes concerned) the absorbing effect of Lyman Limit Systems, slightly higher ionizing efficiencies for the galaxies could actually be needed for reionization to complete before $z \approx 6$. In any case, one may hope that a detection of the redshifted 21cm signal over a substantial redshift range will give us an approximate reionization history which could then be used to constrain the ionizing photon output from galaxies.

As we have shown, the largest HII regions at a given epoch do not necessarily host a quasar and so the detection of such a region in 21cm observations cannot be used as a secure method for finding quasars. However, since such a region does point to an overdense part of the Universe and they are relatively rare, it would still make sense to use such them for follow up deep optical/near-infrared searches for quasars since they may indeed contain one. Although an exploration of the efficiency of processing redshifted 21cm data using a full four-dimensional (position and size) matched filter search is beyond the scope of this paper, our results do seem to suggest this to be a feasible approach.
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