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Abstract

Randomized controlled trials (RCT’s) allow researchers to estimate causal effects in an experimental sample with minimal identifying assumptions. However, to generalize or transport a causal effect from an RCT to a target population, researchers must adjust for a set of treatment effect moderators. In practice, it is impossible to know whether the set of moderators has been properly accounted for. In the following paper, I propose a three parameter sensitivity analysis for generalizing or transporting experimental results using weighted estimators, with several advantages over existing methods. First, the framework does not require assumptions on the underlying data generating process for either the experimental sample selection mechanism or treatment effect heterogeneity. Second, I show that the sensitivity parameters are guaranteed to be bounded and propose several tools researchers can use to perform sensitivity analysis: (1) graphical and numerical summaries for researchers to assess how robust a point estimate is to killer confounders; (2) an extreme scenario analysis; and (3) a formal benchmarking approach for researchers to estimate potential sensitivity parameter values using existing data. Finally, I demonstrate that the proposed framework can be easily extended to the class of doubly robust, augmented weighted estimators. The sensitivity analysis framework is applied to a set of Jobs Training Program experiments.
1 Introduction

Randomized controlled trials (RCT’s) provide researchers with a rich understanding of the treatment effect within an experimental sample. Because researchers have the ability to eliminate confounding by randomly assigning treatment in a controlled environment, experiments have a high degree of internal validity. However, inconveniently, a causal effect estimated from an RCT may not directly generalize to populations of interest when the experimental sample is not representative of the larger population. One prominent source of bias arises from distributional differences in treatment effect moderators—i.e., covariates that drive propensity of selection into the experimental sample, as well as treatment effect heterogeneity—between the experimental sample and the population (i.e., Imai et al. (2008); Cole and Stuart (2010); Olsen et al. (2013); see Egami and Hartman (2020) for discussion on alternative sources of bias). To properly generalize or transport the results from an experiment into a target population, researchers must either re-weight the experimental sample to be representative of the target population, or successfully model the treatment effect heterogeneity (Stuart et al. (2011); Kern et al. (2016)).

In practice, it is impossible to know whether the set of treatment effect moderators has been correctly identified. Researchers rely on the measured variables that are available in the sample and the population, and often assume that the observed covariates sufficiently capture the confounding effect. However, when confounders are omitted from estimation, the resulting point estimates will be biased. Existing sensitivity analyses in generalizability and transportability allow researchers to assess how robust their point estimates are to omitted confounders. However, many of the existing approaches require researchers to justify sensitivity parameters that may be arbitrarily large or small, and/or invoke parametric assumptions used to model the estimated bias from confounders. For example, Nguyen et al. (2017) present a sensitivity analysis for omitted moderators, unobserved in both the experiment and the population, when modeling treatment effect heterogeneity with a linear model. However, the sensitivity analysis requires researchers to posit the degree of imbalance in the omitted confounder. Similarly, Nie et al. (2021) introduce a non-parametric, percentile bootstrap approach to sensitivity analysis for generalization; however, the method requires researchers to estimate a worst-case bound for the odds ratio between the misspecified and true experimental sample selection propensities. Recently, Dahabreh et al. (2019)
proposed an alternative approach to adjust for bias in estimation by directly modeling the bias.

In the following paper, we introduce a sensitivity analysis framework for unobserved confounders when using a weighted estimator for generalizing or transporting a causal effect. We focus on developing a sensitivity analysis for assessing bias in the point estimate of a causal effect, with discussions for how researchers may address changes in uncertainty from omitting a confounder in Section 6. The proposed framework builds on the sensitivity analysis literature from observational studies (Hong et al. (2021); Cinelli and Hazlett (2020); Shen et al. (2011)), as well as existing sensitivity analysis approaches for generalizing or transporting an estimated treatment effect (Nguyen et al. (2017) and Dahabreh et al. (2019)), with several important innovations.

The paper provides three primary contributions. First, we demonstrate that the bias of a weighted estimator may be decomposed into three different components, which serve as the sensitivity parameters in the proposed framework. We show that all three parameters are guaranteed to be bounded, thereby providing researchers with a fixed set of plausible values to assess. Furthermore, the bias decomposition does not require researchers to invoke distributional or functional form assumptions for the confounder, experimental sample selection mechanism, or the individual-level treatment effect, allowing for a large degree of flexibility for when the framework can be used.

Second, we provide several approaches to help researchers conduct their sensitivity analysis in transparent and interpretable ways. The first approach is a graphical summary of sensitivity in the form of bias contour plots. The second is a numerical summary of sensitivity, and extends the robustness value from Cinelli and Hazlett (2020) for the weighted estimator setting. The robustness value serves as a reference for how much remaining confounding must exist in order for a point estimate to change by a given amount. Third, we introduce an extreme scenario analysis to assess a worst-case analysis of the potential bias that may arise from omitting a confounder. Finally, we propose a formal benchmarking procedure that leverages observed covariates to posit parameter values for a confounder, and allows researchers to incorporate their substantive knowledge for the relative strength of confounders.

Third, we extend the proposed framework for the class of augmented weighted estimators. We show that the bias of an augmented weighted estimator when omitting a confounder can be similarly decomposed into three, bounded components. Furthermore, we show that the sensitivity analysis can also be adapted for cases when researchers are only modeling the individual-level
treatment effect, and demonstrate that previously proposed sensitivity analyses (i.e., Nguyen et al. (2017)) are a special case of our framework.

The paper is organized as follows. Section 2 introduces the notational framework, identifying assumptions, related literature, and the running example. Section 3 formalizes the proposed sensitivity analysis framework. In Section 4, we discuss three different tools that researchers can use to conduct the sensitivity analysis. Section 5 extends the sensitivity analysis framework to the augmented weighted estimator. Section 6 concludes. Proofs and extensions are provided in the Appendix.

2 Background

2.1 Notation and Set-Up

To begin, we define an infinite super-population, from which the target population and the experimental sample are drawn i.i.d. from. We define the target population as a sample of $N$ units, drawn randomly from the target population. Following Buchanan et al. (2018), we define the experimental sample of $n$ units as a potentially biased sample from the infinite super-population. Define $S_i$ as an indicator for whether the unit is in the experimental sample (i.e., $S_i = 1$ when unit $i$ is in the experiment, and $S_i = 0$ otherwise), and let $S$ denote the set of indices for units included in the experimental sample.

Let $T_i$ be a binary treatment assignment variable, where $T_i = 1$ for units assigned to treatment, and $T_i = 0$ for control. We assume full compliance, such that treatment assigned implies treatment received, and following the potential outcomes framework, define $Y_i(t)$ to be the potential outcome when unit $i$ receives treatment $T_i = t$ where $t \in \{0, 1\}$ (Neyman (1923); Rubin (1974)). Throughout the paper, we make the standard assumptions of no interference and that treatments are identically administered across all units (i.e., SUTVA, defined in Rubin (1980)). We assume a set of pre-treatment covariates $X_i$ exists across both the experimental sample and the target population. Finally, we define the individual-level treatment effect $\tau_i$ as the difference between the potential outcomes of unit $i$: 

$$\tau_i = Y_i(1) - Y_i(0)$$
Because we can never observe both potential outcomes of a specific unit, the individual-level treatment effect is unidentifiable (Imbens and Rubin (2015)). To formalize, we assume that both \{\tau_i, X_i \mid S_i = 1\}^n_{i=1} and \{\tau_i, X_i \mid S_i = 0\}^N_{i=1} are drawn i.i.d. from an infinite super-population. When the experimental sample is a biased sample, the sampling distributions for the experimental sample and the target population will not be the same (i.e., \(P(\tau_i, T_i, X_i \mid S_i = 1) \neq P(\tau_i, T_i, X_i \mid S_i = 0)\)).

The sample average treatment effect (SATE) is defined as as the average treatment effect across the experimental sample (i.e., \(\tau_S \equiv E\{\tau_i \mid S_i = 1\}\)). When there exists randomization in an experiment with equal probability of treatment assignment, a simple difference-in-means estimator can be used to estimate the SATE:

\[
\hat{\tau}_S \equiv \frac{1}{\sum_{i \in S} T_i} \sum_{i \in S} T_i Y_i - \frac{1}{\sum_{i \in S} 1 - T_i} \sum_{i \in S} (1 - T_i) Y_i, \tag{1}
\]

where \(S\) represents the set of indices that correspond to units in the experimental sample (i.e., \(S = \{i : S_i = 1\}\)). The population (or target) average treatment effect (PATE) is the causal quantity of interest, formally defined as:

\[
\tau \equiv E\{\tau_i \mid S_i = 0\} \tag{2}
\]

where the expectation is taken over the realized target population.\(^1\)

If the experimental sample is randomly drawn from the super-population, then \(\hat{\tau}_S\) is an unbiased estimator for the PATE. However, in most settings, the experimental sample is not representative of the target population, and experimental results cannot be directly extrapolated to the population (Cole and Stuart (2010); Olsen et al. (2013); Nguyen et al. (2017)). In these settings, an additional identifying assumption is necessary to recover the PATE from the experimental sample:

Assumption 1 (Conditional Ignorability of Sampling)

\[
\tau_i \perp S_i \mid X_i \tag{3}
\]

Assumption 1 states that there exists some set of pre-treatment covariates \(X_i\) for which, condi-

\(^1\)Researchers may instead, treat the estimand of interest as the average treatment effect, across the infinite super-population, instead of the realized population. The proposed sensitivity analysis will extend for both cases. We refer readers to Huang et al. (2021) for more discussion of this setting.
tioned on the set $\mathcal{X}$, the distribution of the individual-level treatment effects in the sample will be equivalent to the distribution of individual-level treatment effects in the population (Kern et al. (2016)).\footnote{For PATE identification, Assumption 1 can be relaxed for mean exchangeability. See Hartman et al. (2021) for more discussion.} Egami and Hartman (2019) formally define the set of covariates $\mathcal{X}_i$ that allow the sampling mechanism to be conditionally independent from the treatment effect heterogeneity as the separating set.

In addition to Assumption 1, we must also invoke a positivity assumption—conditional on $\mathcal{X}$, the probability of being included in the sample is non-zero (Rosenbaum and Rubin (1983)).

**Assumption 2 (Positivity)**

$$0 < P(S_i = 1 \mid \mathcal{X}_i) < 1$$

(4)

Violations of the positivity assumption result in attempting to generalize beyond the support of the data (see Stuart et al. (2011) and Tipton (2014) as two examples).

The most common approach to estimating the PATE is through a weighted estimator, where the observations in the experimental sample are re-weighted to resemble that of the target population (Stuart et al. (2011); Olsen et al. (2013)):

$$\hat{\tau}_W = \frac{1}{n_1} \sum_{i \in S} w_i T_i Y_i - \frac{1}{n_0} \sum_{i \in S} w_i (1 - T_i) Y_i,$$

where the weights are defined as the sampling weights (i.e., $w_i \propto P(S_i = 0 \mid \mathcal{X}_i)/P(S_i = 1 \mid \mathcal{X}_i)$), $n_1$ and $n_0$ are the number of units in the treatment and control groups, respectively. Weights are often estimated using logistic regression (Cole and Stuart (2010); Stuart et al. (2011); Buchanan et al. (2018)). Recently, alternative weighting methods have been proposed, including more general balancing methods, such as entropy balancing, which adjust for distributional differences between the experimental sample and population observations without explicitly modeling the underlying probability function (Särndal et al. (2003); Hainmueller (2012); Josey et al. (2021, 2020); Lu et al. (2021); see Ben-Michael et al. (2020) for more discussion).

Alternative approaches to estimating the PATE include directly modeling the individual-level treatment effect using $\mathcal{X}_i$ (i.e., using a linear regression by interacting the treatment indicator with the pre-treatment covariates, or using more flexible modeling methods, such as tree-based
methods—see Kern et al. (2016); Athey et al. (2019); Hill (2011); Wager and Athey (2018) for more discussion and examples), or using doubly robust estimators, which allow researchers to simultaneously estimate a model for the weights and the individual-level treatment effect (Kern et al. (2016); Dahabreh et al. (2019)).

In practice, researchers estimate the PATE under the assumption that they have correctly identified the full separating set \( X' \). When Assumption 1 holds, the weighted estimators will be consistent estimators for PATE. However, violations of this assumption can result in biased estimation. The goal of this paper is to formalize a framework for assessing the sensitivity of the PATE estimates to a variable \( U_i \) being omitted from the separating set \( X_i \), which we refer to as a confounder (i.e., a variable missing from the separating set necessary for Assumption 1 to hold).

2.2 Related Literature

Within the generalizability and observational causal inference literature, different sensitivity analysis frameworks have been proposed to help assess the robustness of estimators to omitted confounders. We will distinguish between sensitivity analyses developed for weighting-based approaches, and sensitivity analyses that have been developed for model-based approaches to estimating PATE.

*Estimating Weights.* Because estimating propensity of sample selection and propensity of treatment are very similar processes, the methods developed in the observational setting with respect to propensity score weighting may be utilized in the generalization setting. Rosenbaum (1987) proposed a sensitivity analysis for matched estimators that computes the largest odds ratio between the probability of treatment, conditional on \( X_i \), and the probability of treatment, conditional on both \( X_i \) and \( U_i \), before the estimated treatment effect becomes zero. While the original framework inherently requires the assumption of a constant treatment effect, recent literature has allowed for treatment effect heterogeneity and other extensions (i.e., Tan (2006), Shen et al. (2011), Zhao et al. (2019), Hong et al. (2021), Dorn and Guo (2021), Nie et al. (2021)). Alternative simulation-based approaches have also been developed, in which researchers must invoke a distributional assumption on the omitted confounder \( U_i \) (i.e., Ichino et al. (2008); Tozzi et al. (2019); Burgette et al. (2020)).
Modeling the Individual-Level Treatment Effect. Alternative sensitivity analysis approaches developed within the generalizability literature have focused on omitting a confounder when modeling the individual-level treatment effect. For example, Nguyen et al. (2017) proposed a sensitivity analysis for the omission of a moderator when modeling treatment effect heterogeneity. More specifically, they assume an underlying, linear potential outcomes data generating process, and show that the bias of omitting a confounder $U_i$ is a function of (1) the moderation effect (i.e., the coefficient in front of the omitted confounder $U_i$), and (2) the degree of imbalance in the omitted confounder across the population and sample. They also show that with a weighted regression, the same bias is incurred, so long as $U$ is also orthogonal to any of the variables used in the estimated weights.

Dahabreh et al. (2019) proposed a sensitivity analysis for bias from any kind of violation of Assumption 1 that arises from omitting a variable from the separating set. They propose estimating a bias function, conditional on the observed covariates, and use this to perform bias correction. This approach is similar to the pattern-mixture methods in the observational literature, which attempt to explicitly model specific differences between the conditional distributions of the outcomes (e.g., Robins (1999)). However, in order for the bias-corrected estimators to be truly unbiased, the bias function must be correctly specified, which may be challenging.

In all of these existing methods, there are some common challenges. Many of the proposed methods have depend on either an assumed distribution of the confounder, or an assumed functional form on the bias. Neither the bias, nor the nature of the omitted confounder, are identifiable from the data. As such the validity of the sensitivity analysis rely heavily on the assumption that the functional forms practitioners have tried are sufficiently similar to the true underlying data generating process (Brumback et al. (2004)). While recent extensions (e.g., Zhao et al. (2019)) relax the distributional and parametric assumptions, these sensitivity frameworks require users to specify plausible ranges for the sensitivity parameters or bias functions. Many of these parameters are unbounded, and the justification of these plausible ranges are left to the practitioner to defend using substantive knowledge.

The contributions of this paper are two-fold: (1) develop a sensitivity analysis framework for the generalization or transportation of experimental results without requiring distributional or functional form assumptions on the individual-level treatment effect or confounder, and (2) provide
a set of tools for researchers to transparently justify plausible ranges of values for the different sensitivity parameters. The proposed sensitivity analysis extends the frameworks developed by Hong et al. (2021) and Shen et al. (2011), and allows researchers to discuss potential substantive changes to a point estimate due to unobserved confounding; however, it does not directly address the effect of omitted confounders on uncertainty. Researchers can equivalently think of this as an asymptotic analysis, as the uncertainty associated with a point estimate will disappear as the sample size gets larger (i.e., $n \to \infty$). We discuss how researchers may consider the impact of an omitted confounder on uncertainty in Section 6 and connections to alternative sensitivity approaches (i.e., marginal sensitivity models) in Appendix A.2.

2.3 Running Example: Jobs Training Partnership Act

To help with our discussion of the sensitivity analysis, we will use a set of experiments conducted on the Jobs Training Partnership Act (JTPA) as a running example throughout the paper. The national JTPA study ran from 1987 to 1989, and assessed the effectiveness of the jobs training programs in helping individuals in the study find employment and increase their earnings. The original study was conducted across 16 different experimental sites. Individuals were first interviewed to determine whether or not they were eligible for JTPA services; those deemed eligible were assigned randomly to treatment and control using a 2:1 ratio. Individuals assigned to treatment were given access to JTPA services, while those assigned to control were told they were ineligible for the program. Following treatment assignment, a follow-up survey was conducted 18 months later, in which individuals were asked about their earnings (Bloom et al. (1993)). We focus our analysis on the subset of adult women, the largest target group within the JTPA study.\(^3\)

We leverage the nature of the original multi-site experiment to perform a benchmarking exercise for the sensitivity analysis. More specifically, we pick one of the 16 experimental sites and generalize the estimated effect of JTPA access on earnings from this site to the remaining 15 sites. The benchmark PATE is defined as the average treatment effect across the units in the other 15 experimental sites. This allows us to evaluate the actual error that is incurred from generalizing. To estimate the sample selection weights, we use entropy balancing across a set of

\(^3\)The estimated impacts of JTPA for the other target groups were not found to be statistically significant in the original study.
pre-treatment covariates measured in the baseline survey (Hainmueller (2012), Josey et al. (2021)). Entropy balancing directly optimizes on covariate balance (i.e., the average covariate value in the experimental sample, versus the average covariate value in the target population) to estimate the weights, instead of first estimating the probabilities of selection into sample.\footnote{The sensitivity analysis are agnostic to whether we use inverse-propensity score weights, or probability-like balancing weights. Zhao and Percival (2016) demonstrated that entropy balancing weights are implicitly estimating propensity score weights, with a modified loss function. See Wang and Zubizarreta (2020), Soriano et al. (2021), and Ben-Michael et al. (2020) for more discussion on the connection between balancing weights and inverse-propensity score weighting.} We weight on previous earnings, age, hourly wage, years of education, whether or not the individual graduated high school (or has a GED), whether or not the individual is married, and indicators for whether the individual is black or Hispanic.

To illustrate the sensitivity analysis, we examine the site of Omaha, Nebraska, which consists of 636 individuals, 424 of whom were assigned to treatment, with the remainder in control. The target population (i.e., the other 15 experimental sites) consists of 5,466 individuals. (See Appendix D for more details on the experimental site.)

| Impact of JTPA access on earnings* | Unweighted | Weighted |
|-----------------------------------|------------|-----------|
|                                   | 1.11       | 1.36      |

Table 1: Point estimates of impact of JTPA access on earnings, generalizing the estimated effect from the site of Omaha, Nebraska to the other 15 experimental sites.

The within-site estimated impact of JTPA access on earnings is $1,100. After weighting, the estimated impact of JTPA access earnings is $1,360. In the following sections, we will introduce a sensitivity framework that allow researchers to assess how robust the estimate is to unobserved confounders.

3 Sensitivity Analysis for Weighted Estimators

In the following section, we will introduce a sensitivity analysis for weighted estimators when omitting a confounder from the weight estimation. In Section 3.1, we show that the bias formula for the weighted estimator when omitting a confounder can be written as a function of three components: an $R^2$ parameter, a correlation value, and the variation in the individual-level treatment effect. In
Section 3.2, we show that all three of these parameters are guaranteed to be bounded on finite ranges, and Section 3.3 summarizes.

3.1 Bias of a Weighted Estimator when Omitting a Confounder

We consider the sensitivity of a weighted estimator to a confounder that has been omitted in the estimation of the weights. We formally define the separating set as \( \mathcal{X}_i = \{X_i, U_i\} \). In other words, for the weighted estimator to be unbiased, we should be estimating weights using both \( X_i \) and \( U_i \); however, we omit \( U_i \). We write the weights estimated using just \( X_i \) as \( w_i \), and the ideal weights that would have been estimated, had we included both \( X_i \) and \( U_i \), as \( w_i^* \). Finally, we define \( \varepsilon_i \) as the linear error in the weights from omitting \( U_i \) (i.e., \( \varepsilon_i := w_i - w_i^* \)).

In the following sections, we will assume that researchers are estimating inverse propensity score weights, and that, had they included \( U_i \), they would be able to consistently estimate the weights.\(^5\) We provide extensions for balancing weights in Appendix A.1. Throughout, consistent with Shen et al. (2011) and Hong et al. (2021), we will refer to bias as the expectation of estimator minus the true value (i.e., true statistical bias).

The error in the weights from omitting \( U_i \) can be written as a function of (1) the estimated weights, and (2) the residual imbalance in \( U_i \) conditional on the covariates \( X_i \). We formalize this in the following corollary.

Lemma 3.1 (Error Decomposition)

When using inverse propensity weights, the estimated weights and the ideal weights are written as:

\[
\begin{align*}
    w_i &= \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{1 - P(S_i = 1|X_i)}{P(S_i = 1|X_i)} \quad w_i^* = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{1 - P(S_i = 1|X_i, U_i)}{P(S_i = 1|X_i, U_i)} \\
    \varepsilon_i &= w_i - w_i^* = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \left( \frac{P(S_i = 0|X_i)}{P(S_i = 1|X_i)} \right) \left( \frac{P(U_i|X_i, S_i = 1) - P(U_i|X_i, S_i = 0)}{P(U_i|X_i, S_i = 1)} \right).
\end{align*}
\]

Then, the error in weight estimation from omitting \( U_i \) can be decomposed in the following manner:

\[
\varepsilon_i = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \left( \frac{P(S_i = 0|X_i)}{P(S_i = 1|X_i)} \right) \left( \frac{P(U_i|X_i, S_i = 1) - P(U_i|X_i, S_i = 0)}{P(U_i|X_i, S_i = 1)} \right).
\]

\(^5\) Misspecification concerns can also be addressed with the sensitivity analysis if researchers can write the error as an omitted variable problem. For example, if a linear probability model is used, \( U_i \) can include non-linear functions of \( X_i \) that matter for modeling selection.
where \( P(U_i \mid X_i, S_i = 1) - P(U_i \mid X_i, S_i = 1) \) represents the difference in the underlying probability density function of the omitted confounder \( U_i \), conditioned on \( X_i \), across the target population \( (S_i = 0) \) and the experimental sample \( (S_i = 1) \).

There are two main points to highlight from Lemma 3.1. First, when \( U_i \) is over-represented in the sample (represented by \( P(U_i \mid X_i, S_i = 1) > P(U_i \mid X_i, S_i = 0) \)), by failing to balance on \( U_i \), the estimated weights \( w_i \) will be larger than the true weights \( w_i^* \). Conversely, when \( U_i \) is under-represented in the sample, the estimated weights will be too small, relative to the ideal weights.

Second, Lemma 3.1 highlights that it is the residual imbalance in the omitted confounder, after accounting for the observed covariates \( X_i \), that drives the error in the weight estimation. In other words, if \( U_i \) is mostly balanced by accounting for \( X_i \), the resulting error from omitting \( U_i \) will be relatively low.

Consider our running example. The original study cited the latent variable motivation as a potential confounder (Bloom et al. (1993)). While we cannot include motivation directly in the weights, we have included variables such as education and previous earnings, which are likely correlated to motivation. If, by controlling for variables such as education and previous earnings, we have accounted for much of the imbalance in motivation, then we expect the error from omitting motivation from the weights to be relatively low.

The bias of a weighted estimator from omitting a confounder \( U_i \) is a function of \( \varepsilon_i \) and the degree to which this error term is related to treatment effect heterogeneity. We formalize this in the following theorem:

**Theorem 3.1 (Bias of a Weighted Estimator from Omitting a Confounder)**

Assume \( Y_i(1) - Y_i(0) \perp S_i \mid \{X_i, U_i\} \). Let \( w_i \) be the weights estimated using only \( X_i \), and let \( w_i^* \) be the (correct) weights, obtained using \( \{X_i, U_i\} \). The bias of a weighted estimator from using \( w_i \)
instead of $w_i^*$ is given as\footnote{The derived bias expression will be the \textit{exact} bias when researchers are using a Horvitz-Thompson style weighted estimator. In cases when researchers are using a stabilized weighted estimator, there will be finite-sample bias of order $o(1/n)$. However, the finite-sample bias will be dominated by the bias incurred from omitting a confounder from the weights (see Miratrix et al. (2013), Rosenbaum (2010), Lunceford and Davidian (2004) for more discussion).}

\[
\text{Bias}(\hat{\tau}_W) = \begin{cases} 
\rho_{\varepsilon, \tau} \sqrt{\text{var}_S(w_i)} \cdot \frac{R^2_{\varepsilon}}{1 - R^2_{\varepsilon}} \cdot \sigma^2_{\tau} & \text{if } R^2_{\varepsilon} < 1 \\
\rho_{\varepsilon, \tau} \sqrt{\text{var}_S(w_i^*)} \cdot \sigma^2_{\tau} & \text{if } R^2_{\varepsilon} = 1,
\end{cases}
\]  

(7)

where $\rho_{\varepsilon, \tau}$ is the correlation between $\varepsilon_i$ and $\tau_i$ (i.e., $\rho_{\varepsilon, \tau} := \text{cor}_S(\varepsilon_i, \tau_i)$), $R^2_{\varepsilon}$ is the ratio of variances between $\varepsilon_i$ and $w_i^*$ (i.e., $R^2_{\varepsilon} := \text{var}_S(\varepsilon_i) / \text{var}_S(w_i^*)$), and $\sigma^2_{\tau}$ is the variance of the individual-level treatment effect (i.e., $\sigma^2_{\tau} := \text{var}_S(\tau_i)$). Derivation is provided in Appendix B.

Theorem 3.1 identifies the three drivers of bias in a weighted estimator when a confounder is omitted in the weight estimation: (1) the remaining imbalance in the omitted confounder (i.e., $R^2_{\varepsilon}$), (2) the correlation between $\varepsilon_i$ and the individual-level treatment effect (i.e., $\rho_{\varepsilon, \tau}$), and (3) the amount of treatment effect heterogeneity (i.e., $\sigma^2_{\tau}$). The bias formula does not rely on any kind of distributional or parametric assumption on the confounder or the underlying data generating process. Theorem 3.1 provides a natural foundation for a three parameter sensitivity analysis. We will discuss the interpretation of each of these parameters in the following subsection.

### 3.2 Interpreting the Parameters

In the following subsection, we discuss the interpretation of the sensitivity parameters. Whereas previous sensitivity frameworks have relied on imposing parametric assumptions on the outcome and selection models to propose plausible ranges of values for the sensitivity parameters (i.e., Shen et al. (2011); Hong et al. (2021)), we show that all three parameters are guaranteed to be bounded across finite ranges that can be directly estimated from the observed data.

#### 3.2.1 Variation in Ideal Weights Explained by $\varepsilon_i$ ($R^2_{\varepsilon}$)

The $R^2_{\varepsilon}$ term is defined as the ratio of variances between the error term and the ideal weights. In the following lemma, we show that the variation in the true weights can be decomposed into two components: variation explained by the estimated weights, and the variation explained by the error
term $\varepsilon_i$; therefore, $R_2^2$ is bounded on the interval of 0 and 1. As such, we can interpret $R_2^2$ as the proportion of variation in the true weights explained by the error term $\varepsilon_i$.

**Lemma 3.2 (Variance Decomposition of $w_i^*$)**

For inverse propensity score weights, the variance of the true weights $w_i^*$ can be decomposed linearly into two components:

\[
\text{var}_S(w_i^*) = \text{var}_S(w_i) + \text{var}_S(\varepsilon_i) \implies \frac{\text{var}_S(w_i)}{\text{var}_S(w_i^*)} + \frac{\text{var}_S(\varepsilon_i)}{\text{var}_S(w_i^*)} = 1
\]

Therefore, $R_2^2$ is bound between 0 and 1.

The results of Lemma 3.2 follow from the fact that for inverse propensity score weights, the covariance between the estimated weights $w_i$ and $\varepsilon_i$ is zero. In Appendix A.1, we provide an extension of this result for a class of balancing weights.

As the amount of residual imbalance in the omitted confounder increases, $R_2^2$ will increase. If the residual imbalance of the omitted confounder (i.e., imbalance in $U_i$, conditional on $X_i$) is relatively small, then the estimated weights will be close to the true weights. As a result, $R_2^2$ will be close to 0. In contrast, if the residual imbalance of the omitted confounder is large, then much of the variation in $w_i^*$ will be driven by $\varepsilon_i$, and $R_2^2$ will be large, approaching 1. Returning to the running example, we once again consider the latent factor of motivation. If motivation is balanced after controlling for observed variables like education and previous earnings, then including motivation into the weight estimation should result in weights $w_i^*$ similar to the estimated weights $w_i$, and $R_2^2$ will be relatively small (i.e., $R_2^2$ is close to zero).

In cases when researchers are unable to explain any of the imbalance in a single moderator using the existing covariates, then $R_2^2 = 1$, which implies that all of the variation in $w_i^*$ can be explained by the error term $\varepsilon_i$. In this scenario, the bias decomposition will be undefined due to the $1 - R_2^2$ term in the denominator, and researchers must posit values for $\text{var}(w_i^*)$ in order to perform the sensitivity analysis. However, in practice, if researchers have balanced on at least one moderator, it is unlikely that the $R_2^2$ value will be equal to 1.
3.2.2 Correlation between \( \varepsilon_i \) and \( \tau_i \) (\( \rho_{\varepsilon, \tau} \))

The correlation between \( \varepsilon_i \) and the individual-level treatment effect is a standardized measure for how much treatment effect heterogeneity \( U_i \) explains. When \( \rho_{\varepsilon, \tau} \) is very high (i.e., \( \rho_{\varepsilon, \tau} \approx 1 \)), then units with a large \( \tau_i \) are overweighted (\( w_i > w_i^* \) corresponds to large \( \tau_i \)). Thus, in these settings, there will be positive bias. Conversely, if \( \rho_{\varepsilon, \tau} \approx -1 \), the opposite would be true—we underweight units with a large individual-level treatment effect, which results in a negatively biased estimated PATE. If the correlation between the error term and the individual-level treatment effect were close to zero, then the imbalance in the omitted confounder \( U_i \) is not related to treatment effect heterogeneity, and as such, omitting \( U_i \) would not result in much bias.

While \( \rho_{\varepsilon, \tau} \) is inherently bounded on the interval \([-1, 1]\), we can decompose \( \rho_{\varepsilon, \tau} \) as a function of \( R^2_\varepsilon \) to restrict the set of feasible correlation values to a tighter range.

Lemma 3.3 (Correlation Decomposition)

The correlation between \( \varepsilon_i \) and the individual-level treatment effects can be decomposed in the following manner:

\[
\rho_{\varepsilon, \tau} = \begin{cases} 
\text{corr}_S(\varepsilon_i, \tau_i) \cdot \sqrt{\frac{1 - R^2_\varepsilon}{R^2_\varepsilon}} - \text{corr}_S(w_i^*, \tau_i) \cdot \sqrt{\frac{1}{R^2_\varepsilon}} & \text{when } R^2_\varepsilon > 0 \\
0 & \text{when } R^2_\varepsilon = 0
\end{cases}
\]  

(8)

Furthermore, applying Cauchy-Schwarz bounds \( \rho_{\varepsilon, \tau} \) by the following:

\[
-\sqrt{1 - \text{corr}_S^2(w_i, \tau_i)} \leq \rho_{\varepsilon, \tau} \leq \sqrt{1 - \text{corr}_S^2(w_i, \tau_i)}
\]

There are two primary things to highlight from the decomposition in Lemma 3.3. The first is that there is an implicit relationship between \( R^2_\varepsilon \) and \( \rho_{\varepsilon, \tau} \). When \( R^2_\varepsilon \) is equal to 0, this implies that there is no imbalance in the omitted confounder. In such a scenario, \( \varepsilon_i \) is equal to a constant value, and the correlation between \( \varepsilon_i \) and \( \tau_i \) must be zero. Second, Lemma 3.3 demonstrates that \( \rho_{\varepsilon, \tau} \) will be bounded between \( \pm \sqrt{1 - \text{corr}_S^2(w_i, \tau_i)} \). If the estimated weights \( w_i \) can explain most of the variation in treatment effect heterogeneity, the additional variation that can be explained by adding in the
omitted confounder must be small.

The correlation between the estimated weights and \( \tau_i \) will take on large values when (1) the covariates contained in \( w_i \) explain much of the treatment effect heterogeneity, and (2) the covariates that explain the treatment effect heterogeneity are imbalanced across the population and the experimental sample. To help provide intuition for this, consider our running example. If access to JTPA services was only effective for women who graduated high school, then if education were imbalanced across the experimental sample and the population, estimating weights on education would result in a large \( |\text{cor}_S(w_i, \tau_i)| \) value. However, if education were not very imbalanced across the experimental sample and population, even though education explains much of the variation in the treatment effect heterogeneity, \( \text{cor}_S(w_i, \tau_i) \) will low. In such a scenario, the true \( \rho_{\varepsilon, \tau} \) value should also be small; however, this would not be reflected in the bound.

**Remark on Estimating \( \text{cor}_S(w_i, \tau_i) \):** Lemma 3.3 allows researchers to bound \( \rho_{\varepsilon, \tau} \) on a more restrictive interval than \([-1, 1]\). However, in practice, it is not possible to directly calculate \( \text{cor}_S(w_i, \tau_i) \), since \( \tau_i \) is unidentified. However, researchers may conservatively estimate the correlation of \( w_i \) and \( \tau_i \) by using \( \text{cov}_S(w_i, Y_i(1)) \) and \( \text{cov}_S(w_i, Y_i(0)) \), which is identified by randomization. More specifically:

\[
\hat{\text{cor}}_S(w_i, \tau_i) = \frac{\hat{\text{cov}}_S(w_i, Y_i(1)) - \hat{\text{cov}}_S(w_i, Y_i(0))}{\sqrt{\sigma^2_{\tau} \cdot \text{var}_S(w_i)}}
\]

Because \( \hat{\text{cor}}_S(w_i, \tau_i) \) is a function of the variation in the individual-level treatment effect (i.e., \( \sigma^2_{\tau} \)), if researchers use a more conservative estimate of \( \sigma^2_{\tau} \), this will subsequently lead to a more conservative estimate on \( \text{cor}_S(w_i, \tau_i) \), and by extension, a more conservative estimate for the bounds on \( \rho_{\varepsilon, \tau} \). See Section 3.2.3 for details on specifying \( \sigma^2_{\tau} \).

To help illustrate the relationship between \( R^2_{\varepsilon} \), \( \rho_{\varepsilon, \tau} \), and bias, consider the following example.

**Example 3.1 (Difference-in-Means)** Consider the case in which we use the difference-in-means estimator in the experimental sample as an estimator for PATE. In that situation, \( \varepsilon_i = \frac{1}{n} - w_i^* \), as there is equal weights (i.e., \( w_i = 1/n \)) for all units in the sample. The bias of a difference-in-means
estimator (i.e., $\hat{\tau}_S$) for the PATE is:

$$\text{Bias}(\hat{\tau}_S) = \text{cor}_S(w^*_i, \tau_i) \sqrt{\text{var}_S(w^*_i)} \cdot \sigma^2_\tau.$$ 

The relative reduction in bias from weighting is as follows:

$$\text{Relative Reduction} = \left| \frac{\text{Bias}(\hat{\tau}_W)}{\text{Bias}(\hat{\tau}_S)} \right| = \left| 1 - \sqrt{(1 - R^2_\epsilon)} \cdot \frac{\text{cor}_S(w_i, \tau_i)}{\text{cor}_S(w^*_i, \tau_i)} \right|.$$ 

See Appendix C for derivation.

Example 3.1 illustrates the fact that even when a confounder is omitted, weighting can help reduce the bias. The closer $w_i$ is to $w^*_i$, the greater the relative reduction in bias. This underscores a point that has been made in the sub-classification literature: while it is generally impossible to perfectly adjust for confounding effects, adjusting for some confounding is usually better than none at all (O’Muircheartaigh and Hedges (2014); Tipton (2013)).

3.2.3 Treatment Effect Heterogeneity ($\sigma^2_\tau$)

The last term in the bias formula is the variance in the individual-level treatment effect. This term is independent of the estimation process and is intrinsic to the analysis at hand. The magnitude of treatment effect heterogeneity ($\sigma^2_\tau$) acts as a scaling factor. When there exists a large degree of treatment effect heterogeneity, the task of recovering the PATE becomes harder, and even small imbalances in the moderators can result in a large degree of bias. When there is less treatment effect heterogeneity, we have more leeway in mis-specifying the weights without incurring large amounts of bias. In the most extreme case of no treatment effect heterogeneity, we need not adjust for any confounders to have unbiased estimation. Because treatment effect heterogeneity is inherent to the underlying data generating process, regardless of what variables are included in the weights, $\sigma^2_\tau$ is fixed. In the following subsection, we apply the results from Ding et al. (2019) to show that $\sigma^2_\tau$, while unidentifiable, can be bounded. We suggest that researchers set $\sigma^2_\tau$ to a conservative upper bound, and vary the other sensitivity parameters, which correspond to parameters for which they do have control over in the weighting process.
To begin, decompose $\sigma^2$ as:

$$\sigma^2 = \text{var}_S(Y_i(1)) + \text{var}_S(Y_i(0)) - 2\text{cov}_S(Y_i(1), Y_i(0))$$

The decomposition illustrates that the magnitude of treatment effect heterogeneity will be driven by two factors: (1) the total variation in the outcomes (i.e., $\text{var}_S(Y_i(1)) + \text{var}_S(Y_i(0))$), and (2) how correlated the potential outcomes are. Because we cannot estimate the covariance between the potential outcomes, $\sigma^2$ can never be identified. However, Ding et al. (2019) showed that sharp bounds for $\sigma^2$ can be obtained by applying Fréchet-Hoeffding bounds (Hoeffding, 1941; Fréchet, 1951):

$$\int_0^1 \{F_{Y_1}^{-1}(u) - F_{Y_0}^{-1}(u)\} du \leq \sigma^2 \leq \int_0^1 \{F_{Y_1}^{-1}(u) - F_{Y_0}^{-1}(1-u)\} du,$$

(9)

where $F_{Y_1}$ and $F_{Y_0}$ represent the empirical cumulative distribution functions of the treatment and control potential outcomes, respectively. Intuitively, the lower bound of $\sigma^2$ is reached when the potential outcomes are perfectly correlated (i.e., $\text{cor}_S(Y_i(1), Y_i(0)) = 1$). The upper bound of $\sigma^2$ is reached when the potential outcomes are perfectly anti-correlated (i.e., $\text{cor}_S(Y_i(1), Y_i(0)) = -1$). As such, researchers may use the upper bound detailed in Equation 9 as a conservative estimate for $\sigma^2$. The bound in Equation (9) will always hold. However, it can span a large range of values. If researchers are willing to impose additional assumptions, a tighter bound on $\sigma^2$ can be obtained. See Appendix A.3 for more details.

### 3.3 Summary of the Sensitivity Framework

To summarize the sensitivity analysis framework thus far, we have parameterized the bias of a weighted estimator when omitting a confounder in the estimation of the weights with the following components: (1) an $R^2$ measure that is bounded between 0 and 1 (i.e., $R^2_\varepsilon$), (2) the correlation between the error term $\varepsilon_i$ and the individual-level treatment effect (i.e., $\rho_{\varepsilon, \tau}$), and (3) variation in the individual-level treatment effect (i.e., $\sigma^2$). We summarize this below.
Summary of Sensitivity Framework for Weighted Estimators

Step 1. Estimate an upper bound for $\sigma^2_r$ (i.e., $\sigma^2_{r, \text{max}}$).

Step 2. Using $\sigma^2_{r, \text{max}}$, estimate $\text{cor}^2_S(w_i, \tau_i)$ as a bound for $\text{cor}^2_S(w_i, \tau_i)$.

Step 3. Vary $\rho_{\varepsilon, \tau}$ from $-\sqrt{1 - \text{cor}^2_S(w_i, \tau_i)}$ to $\sqrt{1 - \text{cor}^2_S(w_i, \tau_i)}$.

Step 4. Vary $R^2_\varepsilon$ from the range of $[0, 1)$.

Step 5. Evaluate the bias.

4 Tools for Sensitivity Analysis

In the following section, we provide different tools that researchers can use to help understand the degree of sensitivity associated with a point estimate. First, we introduce two summary measures: (1) a graphical representation of sensitivity, in the form of bias contour plots, and (2) a numerical measure, referred to as a robustness value, which summarizes how much confounding must be present for an omitted confounder to result in change in the estimated effect. Second, we propose an extreme scenario analysis that evaluates an upper bound for the bias that would occur in the extreme case that the error term $\varepsilon_i$ is maximally correlated with the individual-level treatment effect. Last, we introduce a formal benchmarking approach that allows researchers to use observed covariates to calibrate their understanding of plausible parameter values.

4.1 Summary Measures of Sensitivity

We provide two approaches for researchers to summarize the sensitivity in their point estimates. The first approach is a graphical summary, while the second is a numerical measure.

4.1.1 Graphical Summary: Contour Plots

A simple way to summarize and visualize the sensitivity of the point estimates is through bias contour plots (see Figure 1). To generate the plots, the $y$-axis represents values that the correlation
term can take on (i.e., the estimated range from Lemma 3.3), and the x-axis represents values of $R^2_\varepsilon$ across the interval of [0, 1).

Furthermore, we recommend researchers shade in the “killer confounder” region. The killer confounder region represents the set of $\{R^2_\varepsilon, \rho_{\varepsilon, \tau}\}$ values for which we expect, given an omitted confounder in this set, the bias is large enough to substantively alter the estimated effect (i.e., either changing the directional sign, or rendering the treatment effect equal to zero). If the killer confounder region is large, then there exists a greater degree of sensitivity to violations to the conditional ignorability assumption. If the region is small, there is less sensitivity.

4.1.2 Numerical Summary: Robustness Value

In practice, justifying whether the killer confounder region is large or small can be challenging. As such, we propose the robustness value as a standardized, numerical summary of how sensitive a point estimate is to confounders that may change the substantive interpretation of an estimated treatment effect. This is an extension of the robustness value proposed by Cinelli and Hazlett (2020).

The robustness value measures how strong a confounder must be in order for the bias to equal $100 \times q\%$ of the estimated effect:

$$RV_q = \frac{1}{2} \left( \sqrt{a^2_q + 4a_q} - a_q \right), \quad \text{where} \quad a_q = \frac{q^2 \cdot \hat{\tau}^2_w}{\sigma^2_i \cdot \text{var}_S(w_i)} \quad (10)$$

Evaluating the robustness value at $q = 1$ provides a measure for minimum confounding strength in order for the bias to equal the point estimate, which would result in the point estimate being equal to zero. $RV_q$ is interpreted as the minimum amount of variation in treatment effect heterogeneity and the true sample selection weights $w^*_i$, that the error term $\varepsilon_i$ must explain (i.e., $\rho_{\varepsilon, \tau}^2 = R^2_\varepsilon \geq RV_q$) for the bias to be $q \times 100\%$ that of the point estimate. More details and derivations are provided in Appendix C.

A key property of the robustness value is that it exists on a scale from 0 to 1. When $RV_1$ is close to 1, then this implies that $\varepsilon_i$ must explain close to 100% of the variation in both $\tau_i$ and $w^*_i$ for the bias to result in a zero point estimate. In contrast, if $RV_q$ is close to zero, then if $\varepsilon_i$ is able to explain a small amount of variation in both $\tau_i$ and $w^*_i$, the bias will be large enough to bring the
point estimate down to zero. While the robustness value cannot rule out the possibility of a killer confounder, it can help researchers discuss the plausibility of such a confounder.

**Geometric Connection to Bias Contour Plots.** The robustness value is connected to the boundary of the killer confounder region. More specifically, the point of the boundary of the killer confounder region for which \( \rho_{\varepsilon,\tau}^2 = R_{\varepsilon}^2 \) will be representative of the robustness value when \( q = 1 \) (i.e., \( RV_1 \)). The boundary represents the set of all potential values for which we would expect a reduction in the point estimate to 0. As such, we recommend researchers report both the robustness value and the bias contour plots when performing sensitivity analysis.

4.1.3 Example: Sensitivity Summary Measures in JTPA

We illustrate the proposed sensitivity summary measures in our running example. To conduct the sensitivity analysis, we use an estimated bound of 8.4 for \( \sigma_{\tau}^2 \). (Details on how \( \hat{\sigma}_{\tau,\text{max}}^2 \) was chosen is provided in Appendix D.1.) Table 2 provides the different sensitivity statistics:

| Impact of JTPA access on earnings* | Unweighted | Weighted | \( RV_{q=1} \) |
|-----------------------------------|------------|----------|----------------|
| \( \hat{\sigma}_{\tau,\text{max}}^2 = 8.4; \hat{\text{corr}}_S(w_i, \tau_i) = 0.07 \), *-Estimates reported in thousands of USD |

We see that the estimated robustness value is 0.41, which implies that the error in the weights for omitting a confounder (i.e., \( \varepsilon_i \)) must explain 41% of the variation in the individual-level treatment effect, as well as 41% of the variation in the ideal weights in order for the treatment effect to be brought down to 0. Whether or not the robustness value is large or small depends on whether researchers believe that it is plausible for the error in omitting a confounder to explain 41% of the variation in both the ideal weights and the treatment effect heterogeneity.

We also examine a bias contour plot, in which we shade in the killer confounder region (see Figure 1). In the context of the example, the killer confounder region represents the part of the plot in which the bias is large enough to reduce the estimated impact of JTPA access on earnings to zero. The boundary of the killer confounder region visualizes the full set of \( \{ R_{\varepsilon}^2, \rho_{\varepsilon,\tau} \} \) that corresponds to a confounder strong enough to reduce the estimated treatment effect to zero. For example, an omitted confounder that results in an error term that explains very little variation in
the ideal weights (i.e., $R^2_\varepsilon = 0.25$), but explains a large amount of variation in the individual-level treatment effect (i.e., $\rho_{\varepsilon,\tau} = 0.93$) would be a killer confounder. Similarly, a confounder that results in an error term that explains a large amount of the variation in the ideal weights (i.e., $R^2_\varepsilon = 0.75$), but a small portion of the variation in the individual-level treatment effect (i.e., $\rho_{\varepsilon,\tau} = 0.31$) would also be a killer a confounder.

Figure 1: Bias Contour Plot for Omaha, Nebraska. The blue region represents the killer confounder region. Whether or not the killer confounder region is large or small (and by extension, the robustness value) can be difficult to justify. To aid in our discussion, we use formal benchmarking (introduced in Section 4.3) to estimate the parameter values for an omitted confounder with similar confounding strength as an observed covariate. We see that the benchmarked points are far away from the killer confounder region, which implies that an omitted confounder would have to be much stronger than an observed covariate to change the direction of the point estimate.

4.2 Extreme Scenario Analysis

We propose an extreme scenario analysis for researchers to evaluate the bias when the error term $\varepsilon_i$ is maximally correlated to the individual-level treatment effect. Under this scenario, the maximum values that $\rho_{\varepsilon,\tau}$ and $R^2_\varepsilon$ (referred to as $\rho_{\text{max}}$ and $R^2_{\text{max}}$, respectively) can take on will be a function of $1 - \text{cor}_S(w_i, \tau_i)^2$:

$$\rho_{\text{max}}^2 = R^2_{\text{max}} = 1 - \text{cor}_S(w_i, \tau_i)^2$$
As such, evaluating the bias at \( (\rho_{max}, R_{max}^2) \) will result in an upper bound on the bias.

In practice, this will be an extremely conservative estimate of the bias. More specifically, Miratrix et al. (2018) demonstrated that the sample selection weights estimated in their survey data were weakly correlated with the treatment effect heterogeneity. For example, in the JTPA application, calculating the extreme scenario bound using our conservative estimate of \( \text{cor}_S(w_i, \tau_i) \) results in a bound of 0.99 for the maximum value \( \rho_{\varepsilon, \tau} \) and \( R_{\varepsilon}^2 \). The extreme scenario would arise if the error term explained 99\% of the variation in the individual-level treatment effect and the ideal weights. Researchers can choose to evaluate less conservative estimates of \( (\rho_{max}, R_{max}^2) \) by relaxing how much variation in the treatment effect they believe the true weights \( w_i^* \) can explain. More detail is provided in Appendix A.4.

### 4.3 Formal Benchmarking to Infer Reasonable Parameters

A challenge in sensitivity analysis is positing reasonable values for the sensitivity parameters to take on. In the previous section, we showed that all three sensitivity parameters are bounded across finite ranges. This restricts the set of potential parameter values, but the question of what parameter values within those ranges are plausible remains open. Furthermore, justifying whether the killer confounder region of a bias contour plot, or the robustness value, is large or small can be challenging in practice. In the following subsection, we introduce a formal benchmarking approach for researchers to use observed covariates to calibrate their understanding of plausible parameter values using relative strength.

To begin, let \( X^{(j)} \) be an observed covariate (i.e., \( X^{(j)} \in \{X\} \), and \( X \in \mathbb{R}^{n \times p}, j \in \{1, \ldots, p\} \)). Define \( \varepsilon_i^{(j)} \) as the error term that compares the weights estimated using all covariates \( X_i \) with the weights estimated using all the covariates, except for \( X_i^{(j)} \):

\[
\varepsilon_i^{(j)} := w_i^{(j)} - w_i,
\]

where \( w_i^{(j)} \) is the set of weights estimated using all the covariates \( X_i \), except for \( X_i^{(j)} \), and \( w_i \) is the set of weights estimated using all available covariates \( X_i \).

We define the amount of confounding strength an omitted confounder has by how much variation \( \varepsilon_i \) explains in the ideal weights \( w_i^* \) and the individual-level treatment effect \( \tau_i \). Thus,
to obtain formal benchmarks, we posit the amount of variation explained in \( w_i^* \) and \( \tau_i \) by \( \varepsilon_i \), in comparison to \( \varepsilon_i^{-(j)} \). More formally, define:

\[
k_\sigma = \frac{\text{var}_S(\varepsilon_i)/\text{var}_S(w_i^*)}{\text{var}_S(\varepsilon_i^{-(j)})/\text{var}_S(w_i^*)}, \quad k_\rho = \frac{\text{cor}_S(\varepsilon_i, \tau_i)}{\text{cor}_S(\varepsilon_i^{-(j)}, \tau_i)},
\]

where the numerators (i.e., \( \text{var}_S(\varepsilon_i)/\text{var}_S(w_i^*) \) and \( \text{cor}_S(\varepsilon_i, \tau_i) \)) correspond to the sensitivity parameters introduced in Section 3. \( k_\sigma \) represents how much relative variation in the true sample selection weights \( w_i^* \) the error term \( \varepsilon_i \) explains, relative to the observed \( \varepsilon_i^{-(j)} \) term. If the residual imbalance in the omitted confounder \( U_i \) is greater than the observed residual imbalance in the covariate \( X_i^{(j)} \), then we expect \( k_\sigma > 1 \). \( k_\rho \) represents correlated the individual-level treatment effect and the error term \( \varepsilon_i \) are, relative to \( \varepsilon_i^{-(j)} \). \( k_\sigma \) and \( k_\rho \) intuitively represent the relative confounding strength of an observed covariate. When \( k_\sigma = k_\rho = 1 \), then we say that an omitted confounder has equivalent confounding strength to an observed covariate.

With a researcher-specified \( k_\sigma \) and \( k_\rho \), we obtain the formally benchmarked sensitivity parameters. Theorem 4.1 formalizes this.

**Theorem 4.1 (Formal Benchmarking for Sensitivity Parameters)**

Let \( k_\sigma \) and \( k_\rho \) be defined as in Equation (12). Let \( R_\varepsilon^{2-(j)} := \text{var}_S(\varepsilon_i^{-(j)})/\text{var}_S(w_i) \), and \( \rho_{\varepsilon,\tau}^{-(j)} := \text{cor}_S(\varepsilon_i^{-(j)}, \tau_i) \). The sensitivity parameters \( R_\varepsilon^2 \) and \( \rho_{\varepsilon,\tau} \) can be written as a function of \( k_\sigma \) and \( k_\rho \):

\[
R_\varepsilon^2 = \frac{k_\sigma \cdot R_\varepsilon^{2-(j)}}{1 + k_\sigma \cdot R_\varepsilon^{2-(j)}}, \quad \rho_{\varepsilon,\tau} = k_\rho \cdot \rho_{\varepsilon,\tau}^{-(j)}
\]

**Remark on Informal Benchmarking:** There are connections between the proposed approach and informal benchmarking approaches (e.g., see Imbens (2003); Carnegie et al. (2016); Hong et al. (2021)). Informal benchmarking directly uses \( R_\varepsilon^{2-(j)} \) and \( \rho_{\varepsilon,\tau}^{-(j)} \) to calibrate the sensitivity parameters. From Theorem 4.1, we see that to recover \( R_\varepsilon^2 \), we have to adjust for the change in baseline variation by scaling \( R_\varepsilon^{2-(j)} \) by \( 1 + k_\sigma \cdot R_\varepsilon^{2-(j)} \). As such, using just \( R^{2-(j)} \) as an estimate for \( R_\varepsilon^2 \) could result in misleading estimates.

Theorem 4.1 provides a way for researchers to estimate parameter values for an omitted confounder, after specifying the confounding strength, relative to an observed covariate. There
are several key takeaways to highlight. First, Theorem 4.1 can be extended for a subset of covariates. This is helpful if researchers believe that a subset of observed covariates (or interactions) is particularly important to explaining the sample selection process or treatment effect heterogeneity, and wish to assess the effect of omitting a confounder with similar strength to the entire group of covariates. Secondly, because both $R^2_\varepsilon$ and $\rho_{\varepsilon,\tau}$ are inherently bounded, $k_\sigma$ and $k_\rho$ will also be bounded. As such, researchers can estimate the maximum confounding strength of an omitted confounder, relative to an observed covariate. Finally, in addition to providing a better understanding of potential parameter values, formal benchmarking can be used to assess the plausibility of killer confounders. We elaborate on this final point in the following subsection.

### 4.3.1 Using Benchmarking to Understand Killer Confounders

**Comparing benchmarked bias with point estimate:** Benchmarking the sensitivity parameters allows researchers to estimate the resulting bias a confounder with fixed relative confounding strength as a covariate. A natural measure for how much relative confounding strength an omitted variable must have to result in a killer confounder is found by dividing the point estimate with the estimated bias when $k_\rho = k_\sigma = 1$. We refer to this as the *minimum relative confounding strength* (MRCS):

$$\text{MRCS}(X_{(j)}^-(i)) = \frac{\hat{\tau}_{W}}{\text{Bias}(\varepsilon_{(j)}^-(i), k_\rho = 1, k_\sigma = 1)}.$$  (13)

If the estimated MRCS is small (i.e., $\text{MRCS} < 1$), then this implies that an omitted confounder, with weak confounding strength, relative to the covariate $X_{(j)}^-(i)$, could lead to the point estimate being reduced to zero. On the other hand, if MRCS is large (i.e., $\text{MRCS} > 1$), then this indicates that an omitted confounder must be stronger than the observed covariate to result in a killer confounder. MRCS is an especially helpful measure when researchers have strong substantive priors for what may be important covariates.

**Comparing benchmarking results with $RV_q$:** From benchmarking, researchers can estimate the necessary $k_\rho$ and $k_\sigma$ values in order for $R^2_\varepsilon = \rho_{\varepsilon,\tau}^2 = RV_q$. We denote these values as $\{k^\text{min}_\rho, k^\text{min}_\sigma\}$. If the estimated $k_\rho$ or $k_\sigma$ values are both greater than 1, then this implies that the error from omitting the confounder would have to explain more of the variation in the sample selection process and
the treatment effect heterogeneity than the observed covariate, in order to be a killer confounder. The interpretation of \( k_{\rho}^{\min} \) and \( k_{\sigma}^{\min} \) is similar to that of the MRCS; however, researchers can now look at the drivers of bias with respect to the confounder’s relationship to the sample selection process and treatment effect heterogeneity separately.

### 4.3.2 Example: Applying Formal Benchmarking in JTPA

To help assess plausible sensitivity parameters in the JTPA application, we perform formal benchmarking. Table 3 presents the results. For each of the covariates included in the weights, we estimate \( R_\varepsilon^2 \) and \( \rho_{\varepsilon,\tau} \), the MRCS, and \( \{k_{\sigma}^{\min}, k_{\rho}^{\min}\} \). We see that omitting a confounder with equivalent confounding strength to the covariates age, whether or not the individual is black, or previous earnings will result in the largest amount of bias. This is consistent with the substantive findings from the original study, which reported strong subgroup effects when looking at race, age, and previous earnings (Bloom et al. (1993)).

| Covariate       | \( R_\varepsilon^2 \) | \( \rho_{\varepsilon,\tau} \) | Est. Bias | MRCS | \( k_{\sigma}^{\min} \) | \( k_{\rho}^{\min} \) |
|-----------------|------------------------|------------------|-----------|------|------------------------|------------------------|
| Prev. Earnings  | 0.04                   | 0.59             | 0.31      | 4.4  | 10.0                   | 1.1                    |
| Age             | 0.06                   | 0.75             | 0.48      | 2.83 | 7.0                    | 0.9                    |
| Married         | 0.11                   | 0.19             | 0.17      | 7.9  | 3.8                    | 3.3                    |
| Hourly Wage     | 0.05                   | -0.42            | -0.25     | -5.5 | 8.3                    | -1.5                   |
| Black           | 0.20                   | -0.49            | -0.63     | -2.2 | 2.0                    | -1.3                   |
| Hisp.           | 0.14                   | -0.10            | -0.10     | -14.0| 3.0                    | -6.7                   |
| HS/GED          | 0.12                   | 0.08             | 0.07      | 18.2 | 3.5                    | 7.9                    |
| Years of Educ.  | 0.00                   | 0.28             | 0.02      | 59.7 | 409.0                  | 2.3                    |

Point Estimate (\( \hat{\tau}_W \)): 1.36; \( \hat{\sigma}^2_{\tau,\max} = 8.4; RV_1 = 0.41 \)

Table 3: Formal benchmarking results for Omaha, Nebraska. The estimated bias is reported in thousands of USD.

Using the results from formal benchmarking, we estimate the MRCS for each covariate. We see that a confounder would have to be over twice as strong as the covariate for whether or not the individual is black, or 3 – 4 times as strong as either age or previous earnings in order to be a killer confounder. Similarly, we compare the robustness value to the benchmarked sensitivity parameters. Most of the \( k_{\sigma}^{\min} \) and \( k_{\rho}^{\min} \) values are greater than 1. In particular, all of the \( k_{\sigma}^{\min} \) values are larger than 2, which implies that the error from omitting an unobserved confounder would have to explain at least twice as much variation in the ideal weights than the error from...
omitting an observed covariate to be a killer confounder. As such, we conclude that in order for an omitted confounder to be a killer confounder, it would have to be substantially stronger than any of the observed covariates. This can be visualized on the bias contour plots by plotting each of the benchmarked parameter values (see Figure 1).

**Comparison with Actual Error.** From the sensitivity analysis, we conclude that the estimated treatment effects are quite robust to confounders. Because of the nature of our empirical application, we can compare the point estimate with the “true” benchmark PATE (i.e., the estimated average treatment effect across the other 15 sites). The true benchmark PATE is $1,250, which is similar to the weighted estimate of $1,360. As such, we see that in alignment with the results from the sensitivity analysis, there was minimal bias in the weighted estimator.

The experimental site used in this running example was shown to be relatively robust to confounders. An example of a sensitivity analysis for a similarly sized experimental site with a greater degree of sensitivity to confounders is provided in Appendix D.

5 **Extension for Augmented Weighted Estimators**

In the following section, we extend the proposed sensitivity analysis for the class of augmented weighted, doubly robust estimators. Doubly robust estimators are a popular approach used to help improve the robustness of estimators to potential misspecifications (Dahabreh et al. (2019); Tan (2007); Robins et al. (1994); Bang and Robins (2005)). There are many different doubly robust estimators (Kang et al. (2007)), but we will focus on the augmented weighted estimator:

**Definition 5.1 (Augmented Weighted Estimator)**

\[
\hat{\tau}_W^{Aug} = \hat{\tau}_W - \frac{1}{n} \sum_{i \in S} w_i \hat{\tau}(X_i) + \frac{1}{N} \sum_{i \in P} \hat{\tau}(X_i)
\]

where \( P \) represents the set of indices of the units in the target population, \( \hat{\tau}(X_i) \) is the estimated individual-level treatment effect, and the weights are defined in the same manner as before. Doubly robust estimators, like the augmented weighted estimator, allow practitioners to model both the probability of sample selection and the treatment effect heterogeneity simultaneously. When one
of these processes is specified correctly, then the estimator will be unbiased and asymptotically consistent.

In the following section, we introduce a sensitivity analysis for the augmented weighted estimator when omitting a confounder from the minimum separating set. We show that there are strong parallels between the sensitivity analysis for the augmented weighted estimator and the sensitivity analysis for the weighted estimator.

5.1 Bias Formula

To begin, we show that the bias of an augmented weighted estimator when omitting a variable from the minimum separating set can be written as a function of three components: (1) the correlation between the error in the weights and the error in modeling the treatment effect heterogeneity, (2) residual imbalance in the omitted confounder, and (3) the variation in the residual individual-level treatment effect, not accounted for by \( \hat{\tau}(X_i) \). We formalize this in the following theorem.

**Theorem 5.1 (Bias of Augmented Weighted Estimator)**

The bias of an augmented weighted estimator when a variable has been omitted from the minimum separating set (resulting in both the weight and treatment effect heterogeneity being misspecified):

\[
\text{Bias}(\hat{\tau}_{\text{Aug}}) = \rho_{\varepsilon, \xi} \cdot \sqrt{\text{var}(w_i) \cdot \frac{R^2_\varepsilon}{1 - R^2_\xi} \cdot \sigma^2_\xi}
\]

where \( \xi_i \) represents the difference between the true individual-level treatment effect and estimated treatment effect (i.e., \( \xi_i = \tau_i - \hat{\tau}(X_i) \)).

There are several key takeaways from Theorem 5.1. First, the double robustness of the augmented weighted estimator is apparent from Theorem 5.1 by noting that if there is no error in the estimated weights (i.e., \( \varepsilon_i = 0 \)), or there is no error in estimating the treatment effect heterogeneity (i.e., \( \hat{\tau}(X_i) \) is a consistent model for \( \tau_i \)), then \( \xi_i \) will be made up of random noise, and the correlation between \( \xi_i \) and \( \varepsilon_i \) will be zero (i.e., \( \rho_{\varepsilon, \xi} = 0 \)). Second, Theorem 5.1 highlights that the bias of an augmented weighted estimator from omitting a confounder is very similar to the bias of a weighted estimator (i.e., Equation (7)). The primary difference is that instead of the individual-level treatment effect \( \tau_i \), we are interested in \( \xi_i \), which is the residual component of \( \tau_i \) that cannot be explained by \( \hat{\tau}(X_i) \).
Theorem 5.1 provides a very flexible formulation of the bias that can be adapted to different frameworks. For example, if we are not modeling the individual-level treatment effect and are focused only on estimating weights, then \( \hat{\tau}(X_i) \) is equal to zero for all \( i \), and \( \text{var}(\xi_i) = \text{var}(\tau_i) \equiv \sigma^2_\tau \). Thus, the resulting bias formula is equal to the bias formula from Theorem 3.1. Similarly, researchers can adapt Theorem 5.1 to the case where they are not re-weighting the data at hand, and are focused solely on modeling the individual-level treatment effect \( \hat{\tau}(X_i) \). If we assume that the individual-level treatment effect follows a linear model, then we can recover the results from Nguyen et al. (2017) (see Appendix A.5 for more details). In other words, previously proposed sensitivity analysis frameworks that rely on parametric assumptions are special cases of our proposed bias decomposition. In cases when researchers do not wish to impose parametric assumptions, Theorem 5.1 provides a flexible approach for sensitivity analysis.

5.2 Sensitivity Analysis for Augmented Weighted Estimators

In the previous subsection, we showed that the primary differentiation between the bias formula for the augmented weighted estimator and the weighted estimator is \( \xi_i \) (i.e., the residuals in the treatment effect model). This results in two new parameters in the augmented weighted estimator setting: \( \rho_{\epsilon,\xi} \) and \( \sigma^2_\xi \). The third parameter in the bias decomposition is \( R^2_\epsilon \), which is identical in both the weighted and augmented weighted estimator setting. We show in Appendix A.5 that similar bounds to the ones derived in Section 3 apply to this setting. As such, after estimating an adequate upper bound for \( \sigma^2_\xi \), researchers may vary both \( R^2_\epsilon \) and \( \rho_{\epsilon,\xi} \) across bounded ranges to assess the sensitivity of an augmented weighted estimator to omitted confounders. Similarly, the sensitivity tools in Section 4 can also be extended for the augmented weighted estimator case. Details are provided in Appendix A.5, and Appendix D.2 illustrates the sensitivity analysis using JTPA.

6 Conclusion

Generalizing or transporting causal effects from an experiment to a different, or larger, population requires researchers to correctly identify a separating set of pre-treatment covariates that allow the confounding effect of sample selection to be conditionally ignorable. When this separating set is not correctly identified, PATE estimation will be biased.
In this paper, we formalize a sensitivity analysis framework for weighted estimators in the generalization or transportability setting, with extensions for augmented weighted estimators. We demonstrate that the proposed framework is a more general version of previously proposed sensitivity analysis frameworks. Furthermore, we introduce a set of tools for both the weighted and augmented weighted estimators that allow researchers to quantitatively and graphically summarize how much sensitivity there is in their estimation.

The proposed framework has several advantages to existing approaches. First, it is agnostic to the underlying data generating process, and can be used for any set of weighted or augmented weighted estimators, regardless of how researchers choose to estimate the weights or the individual-level treatment effect model. Second, the sensitivity parameters in the framework are all bounded on a finite scale, which removes the onus on researchers to justify plausible ranges for the parameters. Third, we propose a set of sensitivity analysis tools to help researchers understand and summarize the degree of sensitivity that is present in their estimation. We introduce two summary measures, and demonstrate that the proposed sensitivity parameters can be bounded in an extreme scenario analysis, allowing researchers to quantify worst-case scenarios for their estimates. Furthermore, we introduce a formal benchmarking approach for researchers to use observed covariates to posit plausible sensitivity parameter values. While the focus of this paper is on the bias that arises from an omitted confounder, we note that researchers can fix the different sensitivity parameters, and then perform bootstrapping to measure uncertainty associated with point estimates.

Finally, in concluding this paper, it is important to emphasize the limits of the sensitivity tools. The proposed sensitivity framework provides researchers with different quantitative and graphical measures to assess the degree of robustness that is present in their point estimate. However, these tools cannot be used to eliminate the possibility of killer confounders, and akin to Cinelli and Hazlett (2020), we do not provide cutoff measures for measures such as the robustness value or the minimum relative confounding strength. We caution researchers from using these tools without also considering substantive judgment. The sensitivity framework provides a strong foundation for researchers to discuss the plausibility of killer confounders, but should not be used in lieu of substantive understanding of the underlying covariates and context.
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Supplementary Materials:
Sensitivity Analysis for Generalizing Experimental Results

A Extensions and Additional Discussion

A.1 Extension of Sensitivity Framework for Balancing Weights

The proposed sensitivity framework can be extended for balancing weights. Balancing weights directly optimize for covariate balance (i.e., Hainmueller (2012); Ben-Michael et al. (2020); Wang and Zubizarreta (2020), to name a few). There is a connection between balancing weights and propensity scores; Zhao (2019) and Wang and Zubizarreta (2020) show that balancing weights are a more general formulation of regularized propensity scores.

We argue that for the class of balancing weights that meet the following conditions, the sensitivity framework can be directly applied:

**Condition 1.** $E_S(w_i)/E_S(w_i^*) = 1$

**Condition 2.** $E_S(w_i^* | X_i) = w_i$

When Condition 1 is met, this implies that the bias decomposition introduced in Theorem 3.1 will hold. When Condition 2 is met, this implies that the bounds derived for $R^2_\varepsilon$ and $\rho_{\varepsilon,\tau}$ will apply. Condition 1 states that the estimated weights and the ideal weights must be centered at the same value. This is not a very stringent condition, as most weights (by definition) will be centered at mean 1. Condition 2 states that by conditioning on the observed covariates $X_i$, the ideal weights must be centered at the estimated weights $w_i$. The sensitivity analysis can still be applied to balancing weights that meet Condition 1, but not 2; however, the estimated bounds on the parameters may not necessarily hold.

A.2 Relationship to Marginal Sensitivity Models

Several recent papers have proposed using an alternative approach to performing sensitivity analysis in the form of marginal sensitivity models (Zhao et al. (2019), Soriano et al. (2021)). Marginal sensitivity models define a class of sensitivity models that bound the underlying error in the selection probabilities. Under the assumption that researchers have specified the correct bound, a Monte Carlo approach can be used to estimate asymptotic confidence intervals that provide nominal
coverage. The approach tends to be conservative, and recent extensions of this approach allow researchers to obtain sharper or tighter bounds (i.e., Dorn and Guo (2021), Nie et al. (2021)).

The proposed sensitivity analysis framework is distinct from the marginal sensitivity models in how the bias is parameterized. In particular, marginal sensitivity models use the worst-case multiplicative error in the underlying selection probabilities to bound the potential bias from an omitted confounder, whereas Theorem 3.1 parameterizes the bias in terms of characteristics related to the linear error in the estimated weights. There are two potential benefits from using our proposed approach over the marginal sensitivity approach. The first benefit is our ability to construct bounded, interpretable sensitivity parameters, whereas using the worst-case multiplicative error as the sensitivity parameter can potentially be more challenging in practice. The second is that the marginal sensitivity models assess a worst-case error. Especially in generalizability settings, where weights tend to be extreme, this may result in very extreme parameter values. (See Fogarty and Hasegawa (2019) for more discussion.) The proposed framework allows for a less conservative assessment of sensitivity, and allows researchers to transparently include their substantive priors into the sensitivity analysis. We leave exploring the more explicit relationship between the proposed bias decomposition approach and marginal sensitivity models for future work.

A.3 Relaxing Bounds on $\sigma_t^2$

We will discuss two examples of assumptions that researchers may wish to impose. Figure 2 provides a summary.

**Directional sign of the correlation between $\tau_i$ and $Y_i(0)$:** Ding et al. (2019) and Raudenbush and Bloom (2015) show that information about the correlation between the individual-level treatment effect and the control potential outcomes could be inferred from $m$ (i.e., the ratio of variance between the treatment and control outcomes). More specifically, when $m < 1$ (i.e., the variance of the control outcomes is greater than the variance of the treatment outcomes), then the correlation between the individual treatment effect and the control potential outcome is negative,
Figure 2: Summary of assumptions that researchers may invoke to help tighten the bound on $\sigma^2_\tau$. The above diagram provides the tightened minimum and maximum values for $\sigma^2_\tau$, depending on the assumption researchers wish to invoke. Researchers can estimate $m$ to check if $m < 1$. If $m < 1$, then it is guaranteed that $\text{cov}_S(Y_i(0), \tau_i) < 0$. Substantive knowledge can be used to help justify the different assumptions.

and the lower bound on $\sigma^2_\tau$ can be tightened:

$$\text{var}_S(Y_i(1)) \leq \sigma^2_\tau \quad \text{(15)}$$

Unfortunately, the converse cannot be shown to be true (i.e., $m > 1$ does not necessarily imply a positive relationship). However, researchers may have substantive knowledge to justify a positive relationship. For example, in the original JTPA study, researchers compared the estimated impact of jobs training programs across women by previous earnings and employment history (Bloom et al. (1993)). They found that women who had a higher hourly wage in their work history had a higher estimated impact from accessibility to jobs training programs. Similarly, women who

This follows simply from the fact that we may rewrite the decomposed treatment effect heterogeneity as:

$$\sigma^2_\tau = \text{var}_S(Y_i(1)) + \text{var}_S(Y_i(0)) - 2\text{cov}(Y_i(1), Y_i(0))$$

$$= \text{var}_S(Y_i(1)) - \text{var}_S(Y_i(0)) - 2\text{cov}_S(\tau_i, Y_i(0))$$

Because $\sigma^2_\tau \geq 0$, then $2\text{cov}_S(\tau_i, Y_i(0)) \leq \text{var}_S(Y_i(1)) - \text{var}_S(Y_i(0))$. When $m < 1$, this implies that the term in $(\ast)$ is going to be negative, which in turn, implies $\text{cov}_S(\tau_i, Y_i(0)) \leq 0$. 
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came from families with greater household income also saw a greater impact from jobs training programs. As such, we assume there exists a non-negative association between the individual-level treatment effect and the outcomes under control (i.e., \( \text{cov}(Y_i(0), \tau_i) > 0 \))

In cases where researchers are willing to assume that \( \text{cov}_S(\tau_i, Y_i(0)) \geq 0 \), the upper bound of \( \sigma^2_\tau \) becomes:

\[
\sigma^2_\tau \leq \text{var}_S(Y_i(1)) - \text{var}_S(Y_i(0)) \tag{16}
\]

**Directional sign of the correlation between potential outcomes:** Alternatively, researchers may assume information about the relationship between \( Y_i(1) \) and \( Y_i(0) \). In particular, if researchers believe that the correlation between \( Y_i(1) \) and \( Y_i(0) \) is non-negative, then a tighter upper bound may be obtained on \( \sigma^2_\tau \):

\[
\sigma^2_\tau \leq \text{var}_S(Y_i(1)) + \text{var}_S(Y_i(0)) \tag{17}
\]

Alternatively, if researchers assume the correlation between \( Y_i(1) \) and \( Y_i(0) \) is negative, then a tighter lower bound is obtained:

\[
\text{var}_S(Y_i(1)) + \text{var}_S(Y_i(0)) \leq \sigma^2_\tau \tag{18}
\]

We note that in order for the correlation between \( Y_i(1) \) and \( Y_i(0) \) to be negative, \( \text{cov}(Y_i(0), \tau_i) \) must be negative.\(^8\) (The converse is not true—i.e., \( \text{cov}(\tau_i, Y_i(0)) \) may be negative, without \( \text{cov}(Y_i(1), Y_i(0)) < 0 \).)

These two assumptions can be combined in conjunction to help tighten the bound on \( \sigma^2_\tau \). We recommend researchers first estimate \( m \) to determine whether or not \( \text{cov}(Y_i(0), \tau_i) \) must be negative, which can help narrow down the plausible assumptions that can be used. A summary is provided in Figure 2.

Another approach to tighten the bound on plausible \( \sigma^2_\tau \) values is to directly model the individual-level treatment effect (e.g., see Kent et al. (2020); Athey et al. (2019); Wager and Athey

\(^8\)This follows from the following:

\[
\text{cov}(Y_i(0), Y_i(1)) < 0 \implies \text{cov}(Y_i(0), Y_i(0)) + \text{cov}(Y_i(0), \tau_i) < 0 \implies \text{cov}(Y_i(0), \tau_i) < -\text{var}(Y_i(0)) < 0
\]
Many existing approaches leverage flexible, machine learning methods to estimate \( \hat{\tau}_i \) without relying heavily on parametric assumptions, such as linearity. Therefore, researchers can model \( \hat{\tau}_i \), and then directly estimate \( \text{var}_S(\hat{\tau}_i) \) to understand what may be plausible values for \( \sigma^2_\tau \). Because we are only concerned about treatment effect heterogeneity across the experimental sample, this can be especially advantageous in settings where researchers have a richer set of covariates within the experimental sample that may not be measured across the population.\(^9\)

We highlight two ways researchers can leverage parametrically modeling \( \tau_i \) to help bound \( \sigma^2_\tau \). First, similar to Ding et al. (2019), researchers may use the estimated \( \text{var}_S(\hat{\tau}_i) \) and posit how many times larger the actual variation in individual-level treatment effect is. In general, we caution researchers from directly using \( \text{var}_S(\hat{\tau}_i) \) as the estimate for \( \sigma^2_\tau \). Even in the scenario that the true conditional expectation of the individual-level treatment effect is used to estimate \( \tau_i \), \( \text{var}_S(\hat{\tau}_i) \) will be an underestimation of the true variation in the individual-level treatment effect.\(^10\)

The second way researchers can benefit from parametrically modeling \( \tau_i \) is by using \( \hat{\tau}_i \) to help aid the substantive justification of one of the assumptions used to tighten the bounds on \( \sigma^2_\tau \). For example, if researchers wish to assume that \( \text{cov}_S(Y_i(0), \tau_i) > 0 \), they can use the estimated \( \hat{\tau}_i \) to check if \( \text{cov}_S(Y_i(0), \hat{\tau}_i) \) is positive.

### A.4 Less Conservative Extreme Scenario Bounds

The extreme scenario bound proposed in Section 4.2 allows researchers to evaluate the bias when the error term \( \varepsilon_i \) explains all residual variation in the individual-level treatment effect. When \( \rho_{\varepsilon,\tau} = \rho_{\text{max}} \), the maximum value of \( R^2_\varepsilon \) is equal to \( 1 - \text{cor}_S(w_i, \tau_i)^2 \). However, we can use Lemma 3.3 to show that when \( \rho_{\varepsilon,\tau} \) is equal to the upper bound of \( 1 - \text{cor}_S(w_i, \tau_i)^2 \), then \( R^2_\varepsilon \) can actually take on a range of values, defined by the following:

\[
R^2_{\max} = 1 - \left( \text{cor}_S(w_i, \tau_i) \cdot \text{cor}_S(w^*_i, \tau_i) \pm \sqrt{(1 - \text{cor}_S(w^*_i, \tau_i)^2) \cdot (1 - \text{cor}_S(w_i, \tau_i)^2)} \right)^2 \tag{19}
\]

\(^9\)We note that in cases when researchers have access to a rich set of covariates across both the population and the experimental sample and strongly believe that they can accurately parametrically model \( \tau_i \), it may be advantageous to use a doubly robust estimator, instead of just the weighted estimator. (See Section 5 for discussion.)

\(^10\)This can be formalized in the following. Assume \( g(X_i) = E(\tau_i|X_i) \). Thus, we may decompose \( \tau_i \) into the component that can be explained by \( g(X_i) \), and the component that cannot:

\[
\tau_i = E(\tau_i|X_i) + u_i
\]

Because the covariance between \( u_i \) and the estimated \( \hat{\tau}_i \) values must be 0: \( \sigma^2_\tau = \text{var}_S(\hat{\tau}_i) + \text{var}_S(u_i) \), and \( \sigma^2_\tau \geq \text{var}_S(\hat{\tau}_i) \).
Equation (19) represents the degree of imbalance that must be present in order for $\rho_{\varepsilon,\tau}$ to equal to the upper bound of $\rho_{\max}$. However, Equation (19) depends on $\text{cor}_S(w^*_i, \tau_i)$ (i.e., the relationship between the true selection weights $w^*_i$ and the individual-level treatment effect), which cannot be estimated. Evaluating Equation (19) for the extreme case that $|\text{cor}(w^*_i, \tau_i)| = 1$ removes the dependency on $\text{cor}(w^*_i, \tau_i)$ and results in the upper bound proposed in Section 4.2:

$$R^2_{\max} \leq 1 - \text{cor}_S(w_i, \tau_i)^2$$

Researchers may not wish to assume that $\text{cor}(w^*_i, \tau_i)$ is at $-1$ or 1. As such, evaluating Equation (19) at lower values of $\text{cor}(w^*_i, \tau_i)$ will result in a less conservative bound on $R^2_\varepsilon$. One approach researchers can take to posit plausible values for $\text{cor}(w^*_i, \tau_i)$ is by using the estimated $\text{cor}(w_i, \tau_i)$ and specifying how much additional variation in $\tau_i$ they believe $w^*_i$ is able to explain. For example, if $\text{cor}(w_i, \tau_i)$ is very low (i.e., $\approx 0.1$), it may be unlikely that the true weights $w^*_i$ would be $10\times$ more correlated with the individual-level treatment effect, such that $\text{cor}(w^*_i, \tau_i) \approx 1$. This allows researchers to obtain less conservative estimates of an extreme scenario bound, depending on what they deem is a “reasonable” choice for $\text{cor}_S(w^*_i, \tau_i)$.

### A.5 Details for Sensitivity Analysis for the Augmented Weighted Estimator

#### A.5.1 Interpreting the Parameters

**Correlation between $\varepsilon_i$ and $\xi_i$ (i.e., $\rho_{\varepsilon,\xi}$)** The correlation term between $\varepsilon_i$ and $\xi_i$ represents the relationship between the error in the weight estimation, and the error in the treatment effect modeling. In other words, $\rho_{\varepsilon,\xi}$ is a measure for how related the residual imbalance in the omitted confounder $U_i$ is to the residuals in the individual-level treatment effect model. In general, we expect $|\rho_{\varepsilon,\xi}|$ to be less than $|\rho_{\varepsilon,\tau}|$ because the residual imbalance in the omitted confounder is likely to be less correlated to the residuals $\xi_i$ than the overall individual-level treatment effect $\tau_i$.

We can extend Lemma 3.3 to bound $\rho_{\varepsilon,\xi}$ on the range $[-\sqrt{1 - \text{cor}_S(w_i, \xi_i)}, \sqrt{1 - \text{cor}_S(w_i, \xi_i)}]$. If the estimated weights $w_i$ are highly correlated with the residuals $\xi_i$, then the range of values that $\rho_{\varepsilon,\xi}$ may take on will be more restricted.
Variation in $\xi_i$ (i.e., $\sigma^2_\xi$) $\sigma^2_\xi$ is the total variation leftover in the treatment effect heterogeneity that is not explained by the estimated treatment effect model. $\sigma^2_\xi$ is often referred to in the literature as the idiosyncratic treatment effect variation (Ding et al. (2019); Djebbari and Smith (2008); Heckman et al. (1997)). $\sigma^2_\xi$ can be written as a function of $\sigma^2_\tau$:

$$\sigma^2_\xi = \sigma^2_\tau - \text{var}_S(\hat{\tau}_i) - 2\text{cov}_S(\hat{\tau}_i, \xi_i),$$

where both $\text{var}(\hat{\tau}_i)$ and $\text{cov}(\hat{\tau}_i, \xi_i)$ can be estimated from observed data. Thus, researchers can use the same bounds derived in Section 3.2.3 to estimate an upper bound for $\sigma^2_\tau$ (denoted as $\sigma^2_{\tau,\text{max}}$), and bound $\sigma^2_\xi$ in the following manner:

$$\sigma^2_\xi \leq \sigma^2_{\tau,\text{max}} - \text{var}_S(\hat{\tau}_i) - 2\text{cov}_S(\hat{\tau}_i, \xi_i)$$  \hspace{1cm} (20)

Alternatively, researchers can choose to bound $\sigma^2_\xi$ directly. For example, the bound from Equation (9) can be extended for the residuals across the potential outcomes (Ding et al., 2019). The derived bounds can be sharpened by invoking additional assumptions on the residuals between the potential outcomes.

## A.5.2 Summary of Sensitivity Framework

We summarize the sensitivity analysis framework for augmented weighted estimators below.

| Summary of Sensitivity Framework for Augmented Weighted Estimators |
|---------------------------------------------------------------|
| Step 1. Estimate a conservative upper bound for $\sigma^2_\xi$ (i.e., $\sigma^2_{\xi,\text{max}}$). |
| Step 2. Using $\sigma^2_{\xi,\text{max}}$, estimate $\text{cor}_S^2(w_i, \xi_i)$ (as a conservative bound for $\text{cor}_S^2(w_i, \xi_i)$). |
| Step 3. Vary $\rho_{\epsilon,\xi}$ from $-\sqrt{1 - \text{cor}_S^2(w_i, \xi_i)}$ to $\sqrt{1 - \text{cor}_S^2(w_i, \xi_i)}$. |
| Step 4. Vary $R^2_\epsilon$ from the range of $[0, 1)$. |
| Step 5. Evaluate the bias. |
A.5.3 Relationship with Sensitivity Analysis from Nguyen et al. (2017)

Consider the case in which only the treatment effect heterogeneity is modeled, using $\hat{\tau}(X_i)$. Denote this estimator as $\hat{\tau}_{model}$. The bias formula for failing to account for $U_i$ in the individual-level treatment model is:

$$\text{Bias}(\hat{\tau}_{model}) = \rho_{w*,\xi} \cdot \sqrt{\text{var}_S(w^*_i)} \cdot \sigma_\xi^2,$$

where $\rho_{w*,\xi} := \text{cor}_S(w^*_i, \xi_i)$. If we assume the following linear model:

$$E(\tau_i) = \tau + \beta_X X_i + \beta_U U_i,$$

where $X_i \perp U_i \mid S_i$, then Equation (21) is equivalent to the bias formula from Nguyen et al. (2017):

$$\beta_U \cdot (E(U_i|S_i = 0) - E(U_i|S_i = 1))$$

**Proof:** Assume we estimate the following $\hat{\tau}(X_i)$ model:

$$\hat{\tau}(X_i) := \beta_X X_i$$

This is equivalent to fitting two linear regressions to the control and treatment potential outcomes, using only $X_i$. As such,

$$\xi_i = \tau_i - \hat{\tau}(X_i) = \beta_U U_i$$

Therefore, using the bias formula:

$$\text{cor}_S(w^*_i, \xi_i) \cdot \sqrt{\text{var}_S(w^*_i)} \cdot \sigma_\xi^2$$

$$\equiv \text{cov}_S(\xi_i, w^*_i)$$

$$= E(\beta_U U_i \cdot w^*_i | S_i = 1) - E(\beta_U U_i | S_i = 1) \cdot E(w^*_i | S_i = 1)$$

Using the decomposition of $w^*_i = w_i \cdot P(U_i|S_i = 0)/P(U_i|S_i = 1)$ from Lemma 3.1:

$$= E \left( \beta_U U_i \cdot w_i \cdot \frac{P(U_i|S_i = 0)}{P(U_i|S_i = 1)} \mid S_i = 1 \right) - E(\beta_U U_i | S_i = 1) \cdot E(w^*_i | S_i = 1)$$
By definition of balancing weights:

\[
\begin{align*}
    &= \mathbb{E}(w_i | S_i = 1) \cdot \mathbb{E} \left( \beta_U \mathbb{U}_i \cdot \frac{P(U_i | S_i = 0)}{P(U_i | S_i = 1)} \bigg| S_i = 1 \right) - \mathbb{E}(\beta_U \mathbb{U}_i | S_i = 1) \cdot \mathbb{E}(w_i^* | S_i = 1) \\
    &= \mathbb{E}(w_i | S_i = 1) \cdot \beta_U \cdot \mathbb{E} \left( \mathbb{U}_i \cdot \frac{P(U_i | S_i = 0)}{P(U_i | S_i = 1)} \bigg| S_i = 1 \right) - \beta_U \cdot \mathbb{E}(\mathbb{U}_i | S_i = 1) \cdot \mathbb{E}(w_i^* | S_i = 1) \\
    &:= \mathbb{E}(\mathbb{U}_i | S_i = 0)
\end{align*}
\]

which is equivalent to the expression from Nguyen et al. (2017). □

A.5.4 Tools for Sensitivity Analysis for the Augmented Weighted Estimator

Robustness Value  An analogous robustness value to the one introduced in Section 3.3 can be derived for the augmented weighted estimator. In particular:

\[
RV_{q}^{\text{Aug}} = \frac{1}{2} \left( \sqrt{b_q^2 + 4b_q} - b_q \right), \quad \text{where} \quad b_q = \frac{q^2 \cdot (\tilde{\tau}_W^{\text{Aug}})^2}{\sigma^2 \cdot \text{var}(w_i)}
\]

The primary difference between \(RV_{q}^{\text{Aug}}\) and the previously proposed \(RV_{q}\) is that the robustness value for the augmented weighted estimator is a function of \(\sigma^2\), instead of \(\sigma^2\). This highlights the fact that the relative robustness of the augmented weighted estimator, compared to the weighted estimator, depends directly on how much variation is explained by the individual-level treatment effect model \(\tilde{\tau}_i\).

Extreme Scenario Analysis  In the augmented weighted estimator setting, the extreme scenario analysis represents the case in which the error term \(\varepsilon_i\) is able to explain all residual variation in the idiosyncratic treatment effect (i.e., \(\rho_{\varepsilon, \xi}^2 = 1 - \text{cor}(w_i, \xi_i)^2\)). Thus, the maximum parameter values may be evaluated at \(\rho_{\varepsilon, \xi}^2 = R_{\varepsilon}^2 = 1 - \text{cor}(w_i, \xi_i)^2\). In practice, the correlation between the estimated weights and the residual component of the treatment effect heterogeneity, unexplained by the observed covariates, is likely to be relatively low. As such, we expect the extreme scenario analysis to be conservative in nature. Researchers can employ similar methods to the weighted
estimator case to evaluate less conservative scenarios (see Section 4.2).

**Formal Benchmarking**  To formally benchmark the sensitivity parameters in the augmented weighted estimator framework, we must also account for the error from misspecifying the treatment effect heterogeneity model. More specifically, let \( \hat{\tau}(X_i^{-(j)}) \) be the estimated individual-level treatment effect, omitting covariates \( X_i^{-(j)} \). Then, define the following error term:

\[
\xi_i^{-(j)} := \hat{\tau}(X_i) - \hat{\tau}(X_i^{-(j)})
\]

\( \xi_i^{-(j)} \) represents the error incurred from omitting \( X_i^{(j)} \) from estimating \( \tau_i \).

We define the following:

\[
k_\rho^\xi := \frac{\text{cor}_S(\varepsilon_i, \xi_i)}{\text{cor}_S(\varepsilon_i^{-(j)}, \xi_i^{-(j)})},
\]

where \( k_\rho^\xi \) compares the amount of variation that \( \varepsilon_i \) can explain in \( \xi_i \), relative to the amount of variation that \( \varepsilon_i^{-(j)} \) can explain in \( \xi_i^{-(j)} \). To calibrate \( \rho_{\varepsilon, \xi} \), researchers can estimate \( \text{cor}_S(\varepsilon_i^{-(j)}, \xi_i^{-(j)}) \) and scale by the inputted \( k_\rho^\xi \) value. At \( k_\rho^\xi = 1 \), this implies that the correlation between \( \varepsilon_i \) and \( \xi_i \) is equivalent to the correlation between \( \varepsilon_i^{-(j)} \) and \( \xi_i^{-(j)} \). It is worth noting that researchers can choose to additionally benchmark \( \sigma_\xi^2 \). However, if researchers are bounding \( \sigma_\xi^2 \) using Equation (20), there is no need to calibrate \( \sigma_\xi^2 \) because we will have bounded it using \( \sigma_{\tau,\text{max}}^2 \) (which is not dependent on any covariates) and two estimable quantities.
B Proofs for Theorems and Lemmas

B.1 Proof of Lemma 3.1 (Error Decomposition)

When using inverse propensity weights, the estimated weights and the ideal weights are written as:

\[ w_i = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{1 - P(S_i = 1|X_i)}{P(S_i = 1|X_i)} \quad w_i^* = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{1 - P(S_i = 1|X_i, U_i)}{P(S_i = 1|X_i, U_i)} \]

Then, the error in weight estimation from omitting \( U_i \) can be decomposed in the following manner:

\[ \varepsilon_i = w_i - w_i^* \]

\[ = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{P(S_i = 0|X_i)}{P(S_i = 1|X_i)} \cdot \left( \frac{P(U_i|X_i, S_i = 1) - P(U_i|X_i, S_i = 0)}{P(U_i|X_i, S_i = 1)} \right) \]

where \( P(U_i | X_i, S_i = 1) - P(U_i | X_i, S_i = 0) \) represents the difference in the underlying probability density function of the omitted confounder \( U_i \), conditioned on \( X_i \), across the target population \((S_i = 0)\) and the experimental sample \((S_i = 1)\).

Proof: We will substitute in the IPW forms for both \( w_i \) and \( w_i^* \) and then apply Baye's rule:

\[ \varepsilon_i = w_i - w_i^* = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{P(S_i = 0|X_i)}{P(S_i = 1|X_i)} - \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{P(S_i = 0|X_i, U_i)}{P(S_i = 1|X_i, U_i)} \]

\[ = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \frac{1}{P(S_i = 1|X_i)} - \frac{1}{P(S_i = 1|X_i, U_i)} + 1 \]

\[ = \frac{P(S_i = 1)}{P(S_i = 0)} \cdot \left( \frac{1}{P(S_i = 1|X_i)} - \frac{1}{P(S_i = 1|X_i, U_i)} \right) \]

\[ = \frac{1}{P(S_i = 1|X_i)} - \frac{1}{P(U_i|X_i)} \]

Using Baye's Rule, we can show that \( \varepsilon_i \) is proportional to the imbalance in the omitted confounder \( U_i \), conditional on \( X_i \). This is done by re-writing the term (*):

\[ \frac{1}{P(S_i = 1|X_i)} - \frac{1}{P(U_i|X_i)} \]

\[ = \frac{1}{P(S_i = 1|X_i)} - \frac{1}{P(U_i|S_i = 1, X_i) \cdot P(S_i = 1|X_i)} \]

\[ = \frac{1}{P(S_i = 1|X_i)} \cdot \left( 1 - \frac{1}{P(U_i|S_i = 1, X_i)} \right) \]
\[
\begin{align*}
\frac{1}{P(S_i = 1 | X_i)} \left( \frac{P(U_i | X_i, S_i = 1)}{P(U_i | X_i)} \right) &= \frac{1}{P(S_i = 1 | X_i)} \left( \frac{P(U_i | X_i, S_i = 1)}{P(U_i | X_i, S_i = 0)} \right) \\
&= \frac{P(S_i = 0 | X_i)}{P(S_i = 1 | X_i)} \left( \frac{P(U_i | S_i = 1, X_i) - P(U_i | S_i = 0, X_i)}{P(U_i | S_i = 1, X_i)} \right)
\end{align*}
\]

\[\]

B.2 Proof of Lemma 3.2 (Variance Decomposition of \( w_i^* \))

For inverse propensity score weights, the variance of the true weights \( w_i^* \) can be decomposed linearly into two components:

\[
\text{var}(w_i^*) = \text{var}(w_i) + \text{var}(\varepsilon_i)
\]

Therefore, \( R_v^2 \) is bounded between 0 and 1.

**Proof:** The proof of Lemma 3.2 will proceed in two parts. To begin, we will first show that for inverse propensity score weights, \( \mathbb{E}_S(w_i^* | X_i) = w_i \). Then, we will show that \( \text{var}(w_i^*) \) can be written as the sum of the variance of the estimated weights \( w_i \) and the error term \( \varepsilon_i \).

Recall from Lemma 3.1, we showed that \( w_i^* \) could be decomposed in the following terms:

\[
w_i^* = \frac{P(S_i = 0) \cdot P(U_i | X_i, S_i = 0)}{P(S_i = 1) \cdot P(U_i | X_i, S_i = 1)} = w_i \cdot \frac{P(U_i | X_i, S_i = 0)}{P(U_i | X_i, S_i = 1)}
\]

We can then show that the expectation of \( w_i^* \), conditioned on \( X_i \), will be equal to \( w_i \):

\[
\mathbb{E}_S(w_i^* | X_i) = \mathbb{E}_S \left( w_i \cdot \frac{P(U_i | X_i, S_i = 0)}{P(U_i | X_i, S_i = 1)} \bigg| X_i \right)
\]

\[
= w_i \cdot \mathbb{E}_S \left( \frac{P(U_i | X_i, S_i = 0)}{P(U_i | X_i, S_i = 1)} \bigg| X_i \right)
\]

\[
= w_i \cdot \mathbb{E} \left( \frac{P(U_i | X_i, S_i = 0)}{P(U_i | X_i, S_i = 1)} \bigg| X_i, S_i = 1 \right)
\]

\[
= w_i \cdot \sum_{u \in \mathcal{U}} \frac{P(U_i = u | X_i, S_i = 0)}{P(U_i = u | X_i, S_i = 1)} P(U_i = u | X_i, S_i = 1)
\]

\[
= w_i \cdot \sum_{u \in \mathcal{U}} P(U_i = u | X_i, S_i = 0)
\]

\[\]

12
Now we will show that the variance of $\varepsilon_i$ can be written as the difference between the variance of $w_i$ and the variance of $w_i^*$:

$$\text{var}_S(\varepsilon_i) = \text{var}_S(w_i - w_i^*)$$

$$= \text{var}_S(w_i) + \text{var}_S(w_i^*) - 2 \text{cov}_S(w_i, w_i^*)$$

$$= \text{var}_S(w_i) + \text{var}_S(w_i^*) - 2 \left( \mathbb{E}_S(w_i \cdot w_i^*) - \mathbb{E}_S(w_i)\mathbb{E}_S(w_i^*) \right)$$

Making use of the fact that $\mathbb{E}_S(w_i) = \mathbb{E}_S(w_i^*)$ and by Law of Iterated Expectation:

$$= \text{var}_S(w_i) + \text{var}_S(w_i^*) - 2 \left( \mathbb{E}_S(\mathbb{E}_S(\mathbb{E}_S(w_i \cdot w_i^*) | X_i = x) - \mathbb{E}_S(w_i)^2 \right)$$

From above, we have shown that $\mathbb{E}_S(w_i^* | X_i = x) = w_i$:

$$= \text{var}_S(w_i) + \text{var}_S(w_i^*) - 2 \left( \mathbb{E}_S(w_i^2) - \mathbb{E}_S(w_i)^2 \right)$$

$$= \text{var}_S(w_i) + \text{var}_S(w_i^*) - 2 \text{var}_S(w_i)$$

$$= \text{var}_S(w_i^*) - \text{var}_S(w_i)$$

Thus, we have shown that $\text{var}_S(w_i^*)$ can be decomposed into the sum of $\text{var}_S(w_i)$ and $\text{var}_S(\varepsilon_i)$. It naturally follows that $R^2 := \text{var}_S(\varepsilon_i)/\text{var}_S(w_i^*)$ is bounded on the interval $[0, 1]$.

**Remark.** The extension for balancing weights in Section A.1 states that for Lemma 3.1 to hold for a set of balancing weights, the condition of $\mathbb{E}_S(w_i^* | X_i) = w_i$ must hold.

□
B.3 Proof of Lemma 3.3 (Correlation Decomposition)

The correlation between $\varepsilon_i$ and the individual-level treatment effects can be decomposed in the following manner:

$$
\rho_{\varepsilon, \tau} = \begin{cases} 
\text{cor}_S(w_i, \tau_i) \sqrt{\frac{1 - R^2_\varepsilon}{R^2_\varepsilon}} - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{R^2_\varepsilon}} & R^2_\varepsilon > 0 \\
0 & \text{when } R^2_\varepsilon = 0 
\end{cases}
$$

Furthermore, $\rho_{\varepsilon, \tau}$ is bounded by the following range:

$$-\sqrt{1 - \text{cor}^2(w_i, \tau_i)} \leq \rho_{\varepsilon, \tau} \leq \sqrt{1 - \text{cor}^2(w_i, \tau_i)}$$

Proof: To begin, we can rewrite $\rho_{\varepsilon, \tau}$ as follows:

$$\rho_{\varepsilon, \tau} = \frac{\text{cov}_S(w_i, \tau_i) - \text{cov}(w^*_i, \tau_i)}{\sqrt{\text{var}_S(\varepsilon_i)} \cdot \sqrt{\text{var}_S(\tau_i)}}$$

$$= \frac{\text{cor}_S(w_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i)} \cdot \sqrt{\text{var}_S(\tau_i)} - \text{cor}_S(w^*_i, \tau_i) \cdot \sqrt{\text{var}_S(w^*_i)} \cdot \sqrt{\text{var}_S(\tau_i)}}{\sqrt{\text{var}_S(\varepsilon_i)} \cdot \sqrt{\text{var}_S(\tau_i)}}$$

$$= \frac{\text{cor}_S(w_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i)} - \text{cor}_S(w^*_i, \tau_i) \cdot \sqrt{\text{var}_S(w^*_i)}}{\sqrt{\text{var}_S(w^*_i)} \cdot R^2_\varepsilon}$$

$$= \text{cor}_S(w_i, \tau_i) \sqrt{\frac{\text{var}_S(w_i)}{\text{var}_S(w^*_i)} \cdot \frac{1}{R^2_\varepsilon}} - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{R^2_\varepsilon}}$$

$$= \text{cor}_S(w_i, \tau_i) \sqrt{\frac{1 - R^2_\varepsilon}{R^2_\varepsilon}} - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{R^2_\varepsilon}}$$

(22)

Now, note that $\text{cor}(w^*_i, \tau_i)$ can be bounded using the recursive formula of partial correlation:\textsuperscript{11}

$$\text{cor}_S(w^*_i, \tau_i) \in \text{cor}_S(w_i, \tau_i) \cdot \text{cor}_S(w_i, w^*_i) \pm \sqrt{1 - \text{cor}_S^2(w_i, \tau_i)} \sqrt{1 - \text{cor}_S^2(w_i, w^*_i)}$$

\textsuperscript{11}This follows from applying the recursive formula of partial correlation for a single variable, and applying the fact that the partial correlation must be bounded by 1 and -1. Alternatively, we may note that for any three random vectors $a$, $b$, and $c$, the correlation of $a$ and $c$ can be bounded by:

$$\text{cor}(a, b) \cdot \text{cor}(c, b) - \sqrt{1 - \text{cor}^2(a, b) \cdot \sqrt{1 - \text{cor}^2(b, c)}} \leq \text{cor}(a, c) \leq \text{cor}(a, b) \cdot \text{cor}(c, b) + \sqrt{1 - \text{cor}^2(a, b) \cdot \sqrt{1 - \text{cor}^2(b, c)}}.$$
Because \( \text{cor}_S(w_i, w_i^*) = \sqrt{\frac{\text{var}_S(w_i)}{\text{var}_S(w_i^*)}} \), the above simplifies to the following:

\[
\text{cor}_S(w_i, \tau_i) \sqrt{1 - R^2_\varepsilon} - \sqrt{1 - \text{cor}^2_S(w_i, \tau_i)} \leq \text{cor}_S(w_i^*, \tau_i) \leq \text{cor}_S(w_i, \tau_i) \sqrt{1 - R^2_\varepsilon} + \sqrt{1 - \text{cor}^2(w_i, \tau_i)} \sqrt{R^2_\varepsilon}
\]

Thus, substituting in the bounds for \( \text{cor}(w_i^*, \tau_i) \) into Equation (22), we obtain the bound:

\[
- \sqrt{1 - \text{cor}^2_S(w_i, \tau_i)} \leq \rho_{\varepsilon, \tau} \leq \sqrt{1 - \text{cor}^2_S(w_i, \tau_i)}
\]

\( \Box \)

### B.4 Proof of Theorem 3.1 (Bias of Weighted Estimator)

Assume \( Y_i(1) - Y_i(0) \perp S_i \mid \{X_i, U_i\} \). Let \( w_i \) be the weights estimated using only \( X_i \), and let \( w_i^* \) be the (correct) weights, obtained using \( \{X_i, U_i\} \). The bias of a weighted estimator from using \( w_i \) instead of \( w_i^* \) is given as:

\[
\text{Bias}(\hat{\tau}_W) = \rho_{\varepsilon, \tau} \cdot \frac{\text{var}_S(w_i)}{1 - R^2_\varepsilon} \cdot \frac{R^2_\varepsilon}{\sigma^2_{\tau_i}},
\]

where \( \varepsilon_i \) is defined as the difference between the estimated weights and the correct weights (i.e., \( \varepsilon_i = w_i - w_i^* \)), and \( \tau_i \) is the individual-level treatment effect.

**Proof:** I will first show the proof for a Horvitz-Thompson style weighted estimator. The proof for a Hajek style weighted estimator (with stabilized weights) follows similarly, but with the addition of a finite-sample bias term. A Horvitz-Thompson style weighted estimator is defined as:

\[
\hat{\tau}_W = \frac{1}{n_1} \sum_{i \in S} w_i T_i Y_i - \frac{1}{n_0} \sum_{i \in S} w_i (1 - T_i) Y_i
\]

We begin by showing that if we were to have estimated weights with the full separating set \( \mathcal{X}_i \), the weighted estimator will be an unbiased estimator for PATE. We will denote the weighted estimator using \( w_i^* \) as \( \hat{\tau}_W^* \). We will denote expectations with a subscript \( S \) as the expectation over the experimental sample (i.e., \( \mathbb{E}_S(\cdot) = \mathbb{E}(\cdot \mid S_i = 1) \)), and expectations with a subscript \( P \) as the expectation over the target population. Expectations with no subscripts will represent the
expectation over both the experimental sample and the target population. We define $D$ as the set of all indices corresponding to units in the experimental sample and the target population.

\[
E(\hat{\tau}_W) = E\left( \frac{1}{n_1} \sum_{i \in S} w_i^* T_i Y_i - \frac{1}{n_0} \sum_{i \in S} w_i^* T_i Y_i \right) = E\left( \frac{1}{n_1} \sum_{i \in D} w_i^* T_i Y_i S_i - \frac{1}{n_0} \sum_{i \in D} w_i^* (1 - T_i) Y_i S_i \right) = \frac{1}{n_1} E\left( \sum_{i \in D} w_i^* S_i T_i Y_i(1) \right) - \frac{1}{n_0} E\left( \sum_{i \in D} w_i^* (1 - T_i) Y_i(0) \right)
\]

By Linearity of Expectation:

\[
= \frac{1}{n_1} \sum_{i \in D} E(w_i^* S_i T_i Y_i(1)) - \frac{1}{n_0} \sum_{i \in D} E(w_i^* (1 - T_i) Y_i(0))
\]

By Law of Total Expectation:

\[
= \frac{1}{n_1} \sum_{i \in D} E(w_i^* S_i T_i Y_i(1) | S_i = 1, T_i = 1) P(S_i = 1 \text{ and } T_i = 1) + \frac{1}{n_0} \sum_{i \in D} E(w_i^* S_i (1 - T_i) Y_i(0) | S_i = 1, T_i = 0) + \frac{1}{n_1} \sum_{i \in D} \frac{n}{n + N} \cdot \frac{n_1}{n} E(w_i^* S_i T_i Y_i(1) | S_i = 1, T_i = 1) + \frac{1}{n_0} \sum_{i \in D} \frac{n}{n + N} \cdot \frac{n_0}{n} E(w_i^* S_i (1 - T_i) Y_i(0) | S_i = 1, T_i = 0) = E(w_i^* S_i Y_i(1) | S_i = 1, T_i = 1) - E(w_i^* S_i Y_i(0) | S_i = 1, T_i = 0)
\]

From random treatment assignment:

\[
= E(w_i^* S_i Y_i(1) | S_i = 1) - E(w_i^* S_i Y_i(0) | S_i = 1)
\]

\[
= E(w_i^* S_i (Y_i(1) - Y_i(0)) | S_i = 1)
\]

\[
= E_S(w_i^* \tau_i) \quad (23)
\]
To show that $\mathbb{E}_S(w_i^* \tau_i) = \tau$, we first apply Baye’s Rule:

$$
\mathbb{E}_S(w_i^* \tau_i) = \sum_{\tau_i, \mathcal{X}_i} w_i^* \tau_i \cdot P(\mathcal{X}_i, \tau_i | S_i = 1)
$$

$$
= \sum_{\tau_i, \mathcal{X}_i} w_i^* \tau_i \cdot P(S_i = 1 | \mathcal{X}_i, \tau_i) \cdot P(\mathcal{X}_i, \tau_i)
$$

By the conditional ignorability assumption that $\tau_i \perp S_i | \mathcal{X}_i$:

$$
= \sum_{\tau_i, \mathcal{X}_i} P(S_i = 1) \cdot P(S_i = 1 | \mathcal{X}_i) \cdot \frac{P(S_i = 1 | \mathcal{X}_i) \cdot P(\mathcal{X}_i, \tau_i)}{P(S_i = 1)}
$$

$$
= \sum_{\tau_i, \mathcal{X}_i} \tau_i \cdot P(\mathcal{X}_i, \tau_i | S_i = 0)
$$

$$
= \mathbb{E}_P(\tau_i)
$$

$$
= \mathbb{E}_P(\tau_i) \equiv \tau
$$

As such, the bias of a weighted estimator when omitting a confounder is:

$$
\text{Bias}(\hat{\tau}_W) = \mathbb{E}_S(\hat{\tau}_W) - \tau
$$

Using the result from Equation (23) with $w_i$ and the fact that $\mathbb{E}_S(w_i^* \tau_i) = \tau$:

$$
= \mathbb{E}_S(w_i \tau_i) - \mathbb{E}_S(w_i^* \tau_i)
$$

$$
= \mathbb{E}_S((w_i - w_i^*) \tau_i)
$$

$$
= \mathbb{E}_S(\varepsilon_i \tau_i)
$$
By construction, \( \mathbb{E}_S(w_i) = \mathbb{E}_S(w_i^*) = 1 \), which implies that \( \mathbb{E}_S(\varepsilon_i) = 0 \):

\[
\begin{align*}
    \mathbb{E}_S(\varepsilon_i \tau_i) &= \mathbb{E}_S(\varepsilon_i) \cdot \mathbb{E}_S(\tau_i) \\
    &= \text{cov}_S(\varepsilon_i, \tau_i) \\
    &= \text{cor}_S(\varepsilon_i, \tau_i) \cdot \sqrt{\text{var}_S(\varepsilon_i) \cdot \text{var}_S(\tau_i)}
\end{align*}
\]

Define \( R_\varepsilon^2 := \text{var}_S(\varepsilon_i) / \text{var}_S(w_i^*) \) and making use of Lemma 3.2:

\[
\begin{align*}
    &= \text{cor}_S(\varepsilon_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i) \cdot \frac{R_\varepsilon^2}{1 - R_\varepsilon^2} \cdot \text{var}_S(\tau_i)} \\
    &\equiv \rho_{\varepsilon, \tau} \cdot \sqrt{\text{var}_S(w_i) \cdot \frac{R_\varepsilon^2}{1 - R_\varepsilon^2} \cdot \sigma_{\tau}^2}
\end{align*}
\]

\[\square\]

### B.5 Proof of Theorem 4.1

Let \( k_\sigma \) and \( k_\rho \) be defined as in Equation (12). Let \( R_\varepsilon^{2-(j)} := \text{var}_S(\varepsilon_i^{-(j)}) / \text{var}_S(w_i) \), and \( \rho_{\varepsilon, \tau}^{-(j)} := \text{cor}_S(\varepsilon_i^{-(j)}, \tau_i) \). The sensitivity parameters \( R_\varepsilon^2 \) and \( \rho_{\varepsilon, \tau} \) can be written as a function of \( k_\sigma \) and \( k_\rho \):

\[
R_\varepsilon^2 = \frac{k_\sigma \cdot R_\varepsilon^{2-(j)}}{1 + k_\sigma \cdot R_\varepsilon^{2-(j)}} \quad \rho_{\varepsilon, \tau} = k_\rho \cdot \rho_{\varepsilon, \tau}^{-(j)}
\]

**Proof:** It follows immediately from Equation (12) that \( \rho_{\varepsilon, \tau} = k_\rho \cdot \rho_{\varepsilon, \tau}^{-(j)} \). Therefore, we just need to show that \( R_\varepsilon^2 \) can be written as a function of \( R_\varepsilon^{2-(j)} \).

\[
R_\varepsilon^2 = \frac{\text{var}_S(\varepsilon_i)}{\text{var}_S(w_i^*)}
\]

By Equation (12):

\[
\begin{align*}
    &= k_\sigma \cdot \frac{\text{var}_S(\varepsilon_i^{-(j)})}{\text{var}_S(w_i^*)} \\
    &= k_\sigma \cdot \frac{\text{var}_S(\varepsilon_i^{-(j)})}{\text{var}_S(w_i) + \text{var}_S(\varepsilon_i)}
\end{align*}
\]
\[
\begin{align*}
&= \frac{k_\sigma \cdot \text{var}_S(\varepsilon_i^{(j)}) / \text{var}_S(w_i)}{1 + k_\sigma \cdot \text{var}_S(\varepsilon_i^{(j)}) / \text{var}_S(w_i)} \\
&= \frac{k_\sigma \cdot R_\varepsilon^{2-(j)}}{1 + k_\sigma \cdot R_\varepsilon^{2-(j)}}
\end{align*}
\]

\Box

### B.6 Proof of Theorem 5.1

The bias of an augmented weighted estimator when both the weight and outcome model are mis-specified is given as:

\[
\text{Bias}(\hat{\tau}_{\text{Aug}}) = \rho_{\varepsilon, \xi} \cdot \sqrt{\text{var}_S(w_i) \cdot \frac{R_\varepsilon^2}{1 - R_\varepsilon^2} \cdot \text{var}_S(\xi_i)}
\]

where \( \varepsilon_i \) is defined consistent with before, and \( \xi_i \) represents the difference between the true individual-level treatment effect and estimated treatment effect (i.e., \( \xi_i = \tau_i - \hat{\tau}_i \)).

**Proof:**

\[
\hat{\tau}_{\text{Aug}} = \hat{\tau}_W - \frac{1}{n} \sum_{i \in S} w_i \hat{\tau}(X_i) + \frac{1}{N} \sum_{i \in P} \hat{\tau}(X_i)
\]

From Theorem 3.1, we showed that \( \mathbb{E}(\hat{\tau}_W) = \mathbb{E}_S(w_i \tau_i) \). We will now derive the expectation of the augmented component. To begin, we take the expectation of the \( 1/n \sum_{i \in S} w_i \hat{\tau}(X_i) \) component:

\[
\mathbb{E} \left( \frac{1}{n} \sum_{i \in S} w_i \hat{\tau}(X_i) \right) = \frac{1}{n} \mathbb{E}_S \left( \sum_{i \in S} w_i \hat{\tau}(X_i) \right)
\]

\[= \frac{1}{n} \mathbb{E}_S \left( \sum_{i \in D} S_i w_i \hat{\tau}(X_i) \right)
\]

\[= \frac{1}{n} \sum_{i \in D} \mathbb{E}(S_i w_i \hat{\tau}(X_i))
\]

\[= \frac{1}{n} \sum_{i \in D} \mathbb{E}(S_i w_i \hat{\tau}(X_i) \mid S_i = 1) P(S_i = 1)
\]

\[= \mathbb{E}(w_i \hat{\tau}(X_i) \mid S_i = 1)
\]

\[= \mathbb{E}_S(w_i \hat{\tau}(X_i))
\]
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For the $1/N \sum_{i \in P} \hat{\tau}(X_i)$ component:

$$
E \left( \frac{1}{N} \sum_{i \in P} \hat{\tau}(X_i) \right) = E \left( \frac{1}{N} \sum_{i \in D} (1 - S_i) \cdot \hat{\tau}(X_i) \right)
$$

$$
= \frac{1}{N} \sum_{i \in D} E((1 - S_i) \hat{\tau}(X_i))
$$

$$
= \frac{1}{N} \sum_{i \in D} E((1 - S_i) \hat{\tau}(X_i) \mid S_i = 0) P(S_i = 0)
$$

$$
= E(\hat{\tau}(X_i) \mid S_i = 0)
$$

$$
= E_P(\hat{\tau}(X_i))
$$

As such, the bias of the augmented weighted estimator can be written as follows:

$$
\text{Bias}(\hat{\tau}_{\text{Aug}}^W) = E(\hat{\tau}_{\text{Aug}}^W) - \tau
$$

$$
= E_S(w_i(\tau_i - \hat{\tau}(X_i))) + E_P(\hat{\tau}(X_i)) - E_P(\tau_i)
$$

$$
= E_S(w_i(\tau_i - \hat{\tau}(X_i))) - E_P(\tau_i - \hat{\tau}_i)
$$

By definition, $\varepsilon_i = w_i - w_i^*$:

$$
= E_S(\varepsilon_i(\tau_i - \hat{\tau}_i)) + E_S(w_i^*(\tau_i - \hat{\tau}_i)) - E_P(\tau_i - \hat{\tau}_i)
$$

$$
= E_S(\varepsilon_i(\tau_i - \hat{\tau}_i)) + E_P(\tau_i - \hat{\tau}_i) - E_P(\tau_i - \hat{\tau}_i)
$$

$$
= E_S(\varepsilon_i(\tau_i - \hat{\tau}_i))
$$

Defining $\xi_i := \tau_i - \hat{\tau}_i$:

$$
= E_S(\varepsilon_i \cdot \xi_i)
$$

$$
= \text{cov}_S(\varepsilon_i, \xi_i)
$$

$$
= \text{cor}_S(\varepsilon_i, \xi_i) \cdot \sqrt{\text{var}_S(\varepsilon_i) \cdot \text{var}_S(\xi_i)}
$$

$$
= \rho_{\varepsilon, \xi} \cdot \sqrt{\text{var}_S(w_i) \cdot \frac{R^2_{\varepsilon}}{1 - R^2_{\varepsilon}} \cdot \text{var}_S(\xi_i)}
$$
C Additional Derivations

C.1 Proof of Example 3.1

Consider the case in which no weighting adjustment has been made, and we use the difference-in-means estimate in the experimental sample as an estimator for PATE. In that situation, \( \epsilon_i = \frac{1}{n} - w_i^* \), as there is equal weighting (i.e., \( w_i = 1/n \)) for all units in the sample. As a result, the bias of a difference-in-means estimator in estimating the PATE will be:

\[
\text{Bias}(\hat{\tau}_S) = \text{cor}_S(w_i^*, \tau_i) \sqrt{\text{var}_S(w_i^*)} \cdot \sigma_\tau^2,
\]

which corresponds to the bias expression for using SATE to estimate PATE derived in Miratrix et al. (2018). The relative reduction in bias from weighting is as follows:

\[
\text{Relative Reduction} = \left| \frac{\text{Bias}(\hat{\tau}_W)}{\text{Bias}(\hat{\tau}_S)} \right| = \left| 1 - \sqrt{(1 - R_\epsilon^2) \cdot \frac{\text{cor}_S(w_i, \tau_i)}{\text{cor}_S(w_i^*, \tau_i)}} \right|.
\]

**Proof:** We will begin by substituting in the correlation decomposition from Lemma 3.3 to our bias decomposition of a weighted estimator:

\[
\text{Bias}(\hat{\tau}_W) = \rho_{\epsilon, \tau} \cdot \sqrt{\text{var}_S(w_i) \cdot \frac{R_\epsilon^2}{1 - R_\epsilon^2} \cdot \sigma_\tau^2}
\]

Substitute in the correlation decomposition from Lemma 3.3:

\[
= \left( \text{cor}_S(w_i, \tau_i) \cdot \sqrt{\frac{1 - R_\epsilon^2}{R_\epsilon^2}} - \text{cor}_S(w_i^*, \tau_i) \cdot \sqrt{\frac{1}{R_\epsilon^2}} \right) \cdot \sqrt{\text{var}_S(w_i) \cdot \frac{R_\epsilon^2}{1 - R_\epsilon^2} \cdot \sigma_\tau^2}
\]

\[
= \left( \text{cor}_S(w_i, \tau_i) - \text{cor}_S(w_i^*, \tau_i) \cdot \frac{1}{\sqrt{1 - R_\epsilon^2}} \right) \cdot \sqrt{\text{var}_S(w_i) \cdot \sigma_\tau^2}
\]

Now, calculating the relative reduction:

\[
\text{Relative Reduction} = \left| \frac{\text{Bias}(\hat{\tau}_W)}{\text{Bias}(\hat{\tau}_S)} \right|
\]
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\[
\begin{align*}
&= \left( \frac{\text{cor}_S(w_i, \tau_i) - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{1 - R^2_\varepsilon}}}{\text{cor}_S(w^*_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i^* \cdot \sigma^2_\tau)}} \right) \cdot \sqrt{\text{var}_S(w_i)} \cdot \sigma^2_\tau \\
&= \left( \frac{\text{cor}_S(w_i, \tau_i) - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{1 - R^2_\varepsilon}}}{\text{cor}_S(w^*_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i^*)}} \right) \cdot \sqrt{\text{var}_S(w_i)} \\
&= \left( \frac{\text{cor}_S(w_i, \tau_i) - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{1 - R^2_\varepsilon}}}{\text{cor}_S(w^*_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i^*)}} \right) \cdot \sqrt{1 - R^2_\varepsilon} \\
&= 1 - \sqrt{(1 - R^2_\varepsilon)} \cdot \frac{\text{cor}_S(w_i, \tau_i)}{\text{cor}_S(w^*_i, \tau_i)} \\
\end{align*}
\]

Note that \( \text{var}_S(w_i) / \text{var}_S(w^*_i) = 1 - R^2_\varepsilon \):

\[
\frac{\text{cor}_S(w_i, \tau_i) - \text{cor}_S(w^*_i, \tau_i) \cdot \frac{1}{\sqrt{1 - R^2_\varepsilon}}}{\text{cor}_S(w_i, \tau_i) \cdot \sqrt{\text{var}_S(w_i)}} \cdot \sqrt{\text{var}_S(w_i)} \cdot \sigma^2_\tau \\
= q \cdot \hat{\tau}_W \\
\]  

C.2 Robustness Value

To derive the robustness value, recall that we are interested in the bias that arises from a confounder with equal impact on the overall imbalance and the individual-level treatment effect. In particular, we define the robustness value such that \( RV = \rho^2_{\varepsilon, \tau} = R^2_\varepsilon \). Thus, for the bias to equal \( q \times 100\% \) of a given point estimate:

\[
\text{Bias}(\hat{\tau}_W) = q \cdot \hat{\tau}_W
\]

From Theorem 3.1:

\[
\Rightarrow \rho_{\varepsilon, \tau} \sqrt{\text{var}_S(w_i)} \cdot \frac{R^2_\varepsilon}{1 - R^2_\varepsilon} \cdot \sigma^2_\tau = q \cdot \hat{\tau}_W
\]

\[
\rho^2_{\varepsilon, \tau} \cdot \text{var}_S(w_i) \cdot \frac{R^2_\varepsilon}{1 - R^2_\varepsilon} \cdot \sigma^2_\tau = q^2 \cdot \hat{\tau}_W^2
\]

\[
\rho^2_{\varepsilon, \tau} \cdot \frac{R^2_\varepsilon}{1 - R^2_\varepsilon} = \frac{q^2 \cdot \hat{\tau}_W^2}{\text{var}_S(w_i)} \cdot \sigma^2_\tau := a_q
\]
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Defining $RV = \rho_{\varepsilon, \tau}^2 = R_{\varepsilon}^2$:

\[ RV \cdot \frac{RV}{1 - RV} = a_q \quad (24) \]

Let $RV_q$ be the value of $RV$ for a given $q$. Thus, solving Equation (24) for $RV_q$:

\[ RV_q = \frac{1}{2} \left( \sqrt{a_q^2 + 4a_q} - a_q \right) \]

A similar derivation can be applied for the augmented weighted estimator, with the primary difference being that instead of $a_q$, the robustness value is a function of $b_q$, where:

\[ b_q = \frac{q^2 \cdot \left( \hat{r}_W^{Aug} \right)^2}{\sigma_\xi^2 \cdot \text{var}(w_i)} \]

### C.3 Extreme Bounds

To derive $R_{\varepsilon, \tau}^2$, we set $\rho_{\varepsilon, \tau}$ to be at the extreme bounds of $\pm \sqrt{1 - \text{cor}_S(w_i, \tau_i)}$, and solve for $R_{\varepsilon}^2$ using the correlation decomposition from Lemma 3.3.

\[
\text{cor}_S(w_i, \tau_i) \cdot \sqrt{1 - \frac{R_{\varepsilon}^2}{R_{\varepsilon}^2}} - \text{cor}_S(w_i^*, \tau_i) \cdot \frac{1}{\sqrt{R_{\varepsilon}^2}} \leq \sqrt{1 - \text{cor}_S^2(w_i, \tau_i)} \\
\text{cor}_S(w_i, \tau_i) \sqrt{1 - \frac{R_{\varepsilon}^2}{R_{\varepsilon}^2}} - \text{cor}_S(w_i^*, \tau_i) \leq \sqrt{1 - \text{cor}_S^2(w_i, \tau_i)} \cdot \sqrt{1 - \text{cor}_S^2(w_i^*, \tau_i)}
\]

Using the quadratic formula, we solve for $\sqrt{R_{\varepsilon}^2}$:

\[
\sqrt{R_{\varepsilon}^2} = 1 - \text{cor}_S(w_i, \tau_i) \cdot \text{cor}_S(w_i^*, \tau_i) \pm \sqrt{(1 - \text{cor}_S^2(w_i^*, \tau_i)) \cdot (1 - \text{cor}_S^2(w_i, \tau_i))}
\]

Setting $\text{cor}_S(w_i^*, \tau_i) = \pm 1$, we find that

\[
\sqrt{R_{\varepsilon}^2} = 1 - \text{cor}_S(w_i, \tau_i)^2
\]

\[
:= R_{\varepsilon, \tau}^2
\]
D Extended Results for Empirical Application: JTPA

D.1 Bounding $\sigma^2_t$

To estimate a bound for $\sigma^2_t$, we follow Figure 2 and use the upper bound estimated in Equation (16) (i.e., for cases when we assume $\text{cov}_S(\tau, Z_i(0)) \geq 0$). This is in line with the substantive findings from the original JTPA study. To reiterate the example from Section A.3, researchers found that women with the greatest estimated impact from JTPA services also had higher hourly wages in their work history, and or came from families with greater household income. (See Bloom et al. (1993) for more discussion.)

Therefore, we bound $\sigma^2_t$ by taking the difference between the estimated variance in the treated outcomes and the estimated variance in the control outcomes and obtain a bound of 8.4.

D.2 Applying the Augmented Weighted Sensitivity Analysis

To illustrate the sensitivity analysis for augmented weighted estimators, we return to our JTPA application. To estimate the individual-level treatment effect model, we use a causal random forest, estimated on the same set of covariates included in the weights (Athey et al. (2019)). We then estimate the individual-level treatment effect for all units across both the experimental sample and the target population. Using the bound from Equation (20), we estimate an upper bound for $\sigma^2_\xi$ to be 6.79. After obtaining the upper bound for $\sigma^2_\xi$, we proceed with the sensitivity analysis.

**Summarizing Sensitivity.** To begin, we visualize the bias contour plot, as well as estimate the robustness value and the extreme scenario bound. See Figure 3 for the bias contour plot.

| Impact of JTPA access on earnings | Unweighted | Aug-Weighted | $RV_{q=1}^{Aug}$ |
|-----------------------------------|------------|--------------|------------------|
| $\sigma^2_\xi_{max} = 6.79$; $\text{corr}_S(w_i, \xi_i) = 0.002$ (Extreme scenario bound: 0.99) | 1.11       | 1.36         | 0.44             |

Table 4: Summary of point estimates and sensitivity statistics.

The robustness value for the augmented weighted estimator is 0.44, which implies that if the error from omitting the confounder can explain 44% of the variation in the idiosyncratic treatment effect (i.e., $\xi_i$), as well as 44% of the variation in the ideal weights, then the bias will be large enough
to reduce the point estimate to 0. We see that the robustness value for the augmented weighted estimator is slightly higher than the robustness value for the weighted estimator. This is likely due to the fact that we have modeled some of the variation in $\tau_i$ with our estimated treatment effect heterogeneity model.

The extreme scenario bound is extremely conservative, as the estimated correlation between $w_i$ and $\xi_i$ is very low. This is likely due to the fact that the component of $\tau_i$ that is related to the weights $w_i$ are also related to the covariates $X_i$. Because $\xi_i$ represents the component of $\tau_i$ that cannot be explained by $X_i$, the correlation between $w_i$ and $\xi_i$ is relatively low.

**Formal Benchmarking Results.** We now perform formal benchmarking across the observed covariates for the augmented weighted estimator. The formally benchmarked parameter values for the $R^2_\varepsilon$ parameter will be identical to the formally benchmarked $R^2_\varepsilon$ values in the weighted estimator setting. In general, we that the estimated bias values from formal benchmarking in the augmented weighted estimator case is lower than the estimated bias values for the weighted estimator case; this is likely due to the fact that the bound on the idiosyncratic treatment effect variation is lower than the bound on the overall treatment effect heterogeneity (i.e., $\tilde{\sigma}^2_{\xi,\text{max}} \leq \tilde{\sigma}^2_{\tau,\text{max}}$).

| Covariate         | $R^2_\varepsilon$ | $\rho_{\varepsilon,\xi}$ | Est. Bias | MRCS  | $k^{\text{min}}_\sigma$ | $k^{\text{min}}_\rho$ |
|-------------------|-------------------|--------------------------|-----------|-------|---------------------------|---------------------------|
| Prev. Earnings    | 0.04              | 0.10                     | 0.05      | 28.65 | 10.81                      | 6.63                      |
| Age               | 0.06              | 0.38                     | 0.22      | 6.23  | 7.47                       | 1.75                      |
| Married           | 0.11              | 0.00                     | 0.00      | 689.99| 4.13                       | 267.86                    |
| Hourly Wage       | 0.05              | -0.10                    | -0.05     | -25.13| 8.99                       | -6.41                     |
| Black             | 0.20              | -0.18                    | -0.20     | -6.65 | 2.19                       | -3.75                     |
| Hisp.             | 0.14              | -0.06                    | -0.05     | -25.56| 3.26                       | -11.36                    |
| HS/GED            | 0.12              | 0.05                     | 0.04      | 32.03 | 3.79                       | 13.04                     |
| Years of Educ.    | 0.00              | 0.24                     | 0.02      | 79.71 | 442.21                     | 2.83                      |

Table 5: Formal benchmarking for Omaha, Nebraska, for an augmented weighted estimator. We see a greater degree of robustness in omitting a confounder with equivalent confounding strength to the observed covariates for the augmented weighted estimator, relative to the weighted estimator. This is reflected in the larger MRCS, $k^{\text{min}}_\sigma$ and $k^{\text{min}}_\rho$ values.

**D.3 Extreme Scenario Analysis**

For the extreme scenario analysis, we examine the potential bias that may occur if the correlation term is equal to the maximum possible value of $\sqrt{1 - \text{cor}_S(w_i, \tau_i)}$. Then, we evaluate the $R^2_\varepsilon$ value
that corresponds to this maximum correlation term, when $|\text{cor}_{S}(w^*_i, \tau_i)| = 1$ or 0.5. In general, we
expect this to be an extremely conservative estimate for the maximum amount of bias incurred by
an omitted confounder.

|                  | Estimate | $\rho_{\text{max}}$ | $R^2_{\text{max}}$ | Est. Bias | $R^2(0.5)_{\text{max}}$ | Est. Bias |
|------------------|----------|----------------------|---------------------|-----------|-------------------------|-----------|
| Weighted         | 1.36     | 0.997                | 0.994               | 34.796    | 0.786                   | 4.838     |
| Augmented        | 1.31     | 0.998                | 0.997               | 45.4872   | 0.778                   | 4.667     |

The general plausibility of an omitted confounder with the degree of explanatory power
and imbalance seems relatively low. In particular, comparing $\rho_{\text{max}}$ and $R^2_{\text{max}}$ with the calibrated
parameters shows that the omitted confounder would have to be significantly stronger than any of
the observed covariates for the extreme scenario to occur.

In cases when researchers do not feel that the benchmarked parameters are representative
of the potential confounders, it can be difficult to justify the plausibility or implausibility of such an
extreme $\rho_{\epsilon,\tau}$ (or $\rho_{\epsilon,\xi}$) term. An alternative approach is for researchers to vary different $\text{cor}_{S}(w^*_i, \tau_i)$
(or $\text{cor}_{S}(w^*_i, \xi_i)$) values, which can be easier to assess the plausibility of, because they can directly
compare the posited $\text{cor}_{S}(w^*_i, \tau_i)$ (or $\text{cor}_{S}(w^*_i, \xi_i)$) with the observed correlation values calculated.
using the estimated weights. \( \text{cor}_S(w^*_i, \tau_i) \) represents the maximum amount of variation that the selection weights can explain in the treatment effect heterogeneity. For example, if researchers assume that the (true) selection weights are highly correlated with the treatment effect heterogeneity, then \( \text{cor}_S(w^*_i, \tau_i) \) should be close to 1.

To visually represent this, we generate plots where the \( x \)-axis represents the \( R^2 \) value, and the \( y \)-axis represents the adjusted point estimate. We fix \( \text{cor}_S(w^*_i, \tau_i) \) and \( \text{cor}_S(w^*_i, \xi_i) \) to a set of values: \{-0.9, -0.5, 0.25, 0.25, 0.5, 0.9\}. The estimated correlation value between the estimated weights and the individual-level treatment effect is 0.07, while the estimated correlation value between the estimated weights and the idiosyncratic treatment effect is 0.11. Thus, even for the case that \( |\text{cor}_S(w^*_i, \tau_i)| \) or \( |\rho(w^*_i, \xi_i)| \) to equal 0.25 would imply that additionally balancing on an omitted confounder would result in a significantly higher amount of variation explained. We see that for both the weighted and augmented weighted estimators, it is only when the correlation term switches signs that the point estimate is at risk of being zero, or negative. In other words, additionally balancing on the omitted confounder would have to alter the direction of the correlation between the weights and \( \tau_i \) (or \( \xi_i \)) for the point estimate to become negative.

**Extreme Scenario Analysis Plots for NE**

![Extreme Scenario Analysis Plots for NE](image)

Figure 4: We vary different values of \( \text{cor}_S(w^*_i, \tau_i) \) (and \( \text{cor}(w^*_i, \xi_i) \)). We set the \( x \)-axis to be different \( R^2 \) values, and the \( y \)-axis to be the adjusted point estimate (i.e., the point estimate minus the estimated bias). The lines marked by red represent results that would alter the interpretation of the point estimate.
D.4 Different Experimental Site: Corpus Christi, Texas

While the experimental site of Omaha, Nebraska was relatively robust to confounders, we now run the same sensitivity analysis across an experimental site with more sensitivity to confounders. The experimental site chosen is Corpus Christi, Texas. The site is similarly sized to Omaha, Nebraska, and has 524 individuals, while the population consists of 5,701 individuals. Consistent with before, the same set of pre-treatment covariates are used to estimate selection weights with entropy balancing (see Table 8 for covariate balance summary). The point estimate for the weighted estimator is 0.73.

Summary of Sensitivity Statistics  We estimate an upper bound of 10.04 for $\sigma^2$. A summary of the point estimates and robustness values is provided in the following table:

|                        | Unweighted | Weighted | $RV_{q=1}$ |
|------------------------|------------|----------|------------|
| Impact of JTPA access on earnings | -0.21      | 0.73     | 0.14       |
| $\sigma^2_{\tau,max} = 10.04$; $\text{cor}(w_i, \tau_i) = 0.20$ (Extreme scenario bound: 0.98) |

The weighted estimator has an associated robustness value of 0.14. This implies that the error in the weights for omitting a confounder must explain 14% of the variation in the individual-level treatment effect, and 14% of the variation in the true weights, in order for the resulting bias to be large enough to reduce the treatment effect to zero. Recall that for the site of Omaha, Nebraska, the robustness value was estimated to be around 0.41. As such, for the site of Corpus Christi, Texas, the omitted confounder has to explain much less relative variation in both the treatment effect heterogeneity and the selection process to reduce the treatment effect to zero. We conclude that in comparison to Omaha, Nebraska, there is less robustness in the site of Corpus Christi, Texas.

Formal Benchmarking Results. We now perform formal benchmarking, and calculate the MRCS and $\{k_{\sigma, min}, k_{\rho, min}\}$. We see that omitting a confounder with similar confounding strength to the covariates of whether or not the individual is black or whether or not the individual has a high school diploma will result in the largest amount of bias (0.48). Furthermore, the greater sensitivity to a potential killer confounder is reflected in the MRCS values. Recall for the site of
Omaha, Nebraska, the smallest MRCS values were around 3-4, indicating that an omitted confounder would have to be 3-4 times stronger than the strongest observed covariate in order to be a killer confounder. In contrast, for Corpus Christi, Texas, we see from the MRCS values that an omitted confounder need only be 1-2 times stronger than the strongest covariates in order to result in a killer confounder.

| Covariate     | $R_e^2$ | $\rho_{e,\tau}$ | Est. Bias | MRCS  | $k^\text{min}_\sigma$ | $k^\text{min}_\rho$ |
|--------------|--------|-----------------|----------|-------|------------------------|-----------------------|
| Prev. Earnings | 0.07   | 0.06            | 0.08     | 9.31  | 2.01                   | 6.31                  |
| Age          | 0.00   | -0.35           | -0.03    | -22.45| 377.41                 | -1.07                 |
| Married      | 0.00   | -0.48           | -0.03    | -21.27| 637.56                 | -0.78                 |
| Hourly Wage  | 0.01   | -0.04           | -0.02    | -42.97| 14.18                  | -10.63                |
| Black        | 0.01   | 0.94            | 0.48     | 1.52  | 12.55                  | 0.40                  |
| Hisp.        | 0.43   | 0.06            | 0.27     | 2.74  | 0.33                   | 5.82                  |
| HS/GED       | 0.10   | 0.30            | 0.48     | 1.52  | 1.44                   | 1.24                  |
| Years of Educ. | 0.03   | 0.22            | 0.17     | 4.41  | 5.60                   | 1.75                  |

Point Estimate: 0.73; $\hat{\sigma}^2_{\tau,\text{max}} = 10.04$; $RV_{q=1} = 0.14$

Table 6: Formal benchmarking results for the site of Corpus Christi, Texas. The greater degree of relative sensitivity in this site, compared to the site of Omaha, Nebraska, is reflected in the formal benchmarking results, in both the smaller MRCS values, and the smaller $k^\text{min}_\sigma$ and $k^\text{min}_\rho$ values.

**Bias Contour Plot.** We generate the bias contour plot for Corpus Christi, Texas and plot the killer confounder region. See Figure 5. We see that consistent with our numerical results from before, the killer confounder region spans a larger portion of the plot in contrast to the contour plot for Omaha, Nebraska. Furthermore, we visually confirm the results from our benchmarking exercise, in which we see that for the weighted estimator, a confounder with similar confounding strength as indicators for HS/GED or whether or not the individual is black or Hispanic will result in a bias large enough to result in the point estimate being brought down close to zero.

**Comparison with Benchmark PATE.** We conclude that the weighted estimator has greater sensitivity to potential confounders. We can compare the point estimate with the benchmark PATE, which is 1.37. As such, in alignment with what we expect from the sensitivity analysis results, there is more error in recovering the PATE for the site of Corpus Christi, Texas than in the experimental site of Omaha, Nebraska.
Figure 5: Bias contour plot for Corpus Christi, Texas. We see that relative to the contour plot for Omaha, Nebraska, the killer confounder region is much larger. Furthermore, the formally benchmarked points, which correspond to the parameter values associated with a confounder with similar confounding strength to the observed covariate, are closer to the killer confounder region. This indicates a greater degree of sensitivity to a potential killer confounder.
D.5 Supplementary Tables

We provide the covariate balance tables for both Omaha, Nebraska (Table 7) and Corpus Christi, Texas (Table 8).

### Summary of Covariate Balance in Omaha, Nebraska

| Covariates     | Experimental Sample | Population | Std. Difference |
|----------------|---------------------|------------|-----------------|
|                | Unweighted | Weighted | Average | Unweighted | Weighted |
| Previous Earnings | 21.60      | 25.18    | 25.18     | -0.11   | 0.00   |
| Age            | 31.68      | 33.53    | 33.53     | -0.19   | 0.00   |
| Married        | 0.10       | 0.21     | 0.21      | -0.28   | 0.00   |
| Hourly Wage    | 4.77       | 4.68     | 4.68      | 0.03    | 0.00   |
| Black          | 0.51       | 0.24     | 0.24      | 0.65    | 0.00   |
| Hispanic       | 0.04       | 0.13     | 0.13      | -0.27   | 0.00   |
| HS/GED         | 0.84       | 0.73     | 0.73      | 0.26    | 0.00   |
| Years of Education | 11.52     | 11.29    | 11.29     | 0.12    | 0.00   |

Table 7: A summary of the covariate balance in the experimental site of Omaha, Nebraska, comparing the weighted and unweighted standardized difference across the pre-treatment covariates. We see that the covariates with largest degree of imbalance (prior to weighting) are racial indicators for black and Hispanic individuals, marital status, and high school education.

### Summary of Covariate Balance in Corpus Christi, Texas

| Covariates     | Experimental Sample | Population | Difference* |
|----------------|---------------------|------------|-------------|
|                | Unweighted | Weighted | Average | Unweighted | Weighted |
| Previous Earnings | 18.55      | 25.40    | 25.40     | -0.22   | -0.00  |
| Age            | 32.14      | 33.45    | 33.45     | -0.13   | -0.00  |
| Married        | 0.22       | 0.20     | 0.20      | 0.05    | 0.00   |
| Hourly Wage    | 4.79       | 4.68     | 4.68      | 0.05    | 0.00   |
| Black          | 0.10       | 0.28     | 0.28      | -0.40   | -0.00  |
| Hispanic       | 0.69       | 0.07     | 0.07      | 2.54    | 0.00   |
| HS/GED         | 0.73       | 0.74     | 0.74      | -0.01   | -0.00  |
| Years of Education | 10.81     | 11.36    | 11.36     | -0.30   | -0.00  |

Table 8: A summary of covariate balance in the experimental site of Corpus Christi, Texas, comparing the weighted and unweighted standardized difference across the pre-treatment covariates. We see that the experimental site has relatively more Hispanic individuals and fewer black individuals, in comparison to the rest of the population.

D.6 Replication Code

Replication code for the JTPA application can be found at the following link:

https://github.com/melodyyhuang/senseweight.