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Abstract—We consider a cognitive radio network where primary users (PUs) employ network coding for data transmissions. We view network coding as a spectrum shaper, in the sense that it increases spectrum availability to secondary users (SUs) and offers more structure of spectrum holes that improves the predictability of the primary spectrum. With this spectrum shaping effect of network coding, each SU can carry out adaptive channel sensing by dynamically updating the list of the PU channels predicted to be idle while giving priority to these channels when sensing. This dynamic spectrum access approach with network coding improves how SUs detect and utilize temporal spectrum holes over PU channels. Our results show that compared to the existing approaches based on retransmission, both PUs and SUs can achieve higher stable throughput, thanks to the spectrum shaping effect of network coding.
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I. INTRODUCTION

With the surge of a wide variety of wireless devices, the traditional static spectrum allocation poses an obstacle for efficient utilization of the limited spectrum resources. It is difficult for new users to find communication opportunities whereas the existing licensed or primary users (PUs) barely utilize the allocated spectrum to its full potential. According to the FCC measurement, only 5%-15% on average has been used overall [1]. Such “virtual scarcity” in spectrum utilization has spurred a wealth of research in studying cognitive radio (CR) that provides secondary users (SUs) with the capability of dynamically adapting physical layer characteristics to the available spectrum resources, thus enabling opportunistic access to the primary spectrum [2].

Cognitive radio goes beyond the conventional understanding of fixed network resource allocation and enables the coexistence of multiple user classes with varying priorities in a dynamic and hierarchical spectrum sharing environment. Hence, it is important for the SUs to capture temporal and spatial “spectrum holes” on PU channels, thereby enabling opportunistic spectrum access. One grand challenge in the design of CR networks is to discover spectrum holes for SUs and distribute them efficiently in heavily-loaded systems. In particular, a key functionality needed is the capability of sensing the spectrum and opportunistically accessing it without causing interference to the PUs. Spectrum holes appear in different ways, over space, time, and frequency. Particularly, the traffic pattern of the PUs directly determines the temporal spectrum availability and possibly leaves room for SU transmissions whenever PUs do not have any packet traffic to transmit.

In this paper, we consider a CR network with multiple PU channels, each representing a PU subnetwork. Within each subnetwork, PU packets are generated according to a stationary stochastic process. A base station (BS) over the PU channel buffers randomly arrived packets in its queue and multicasts them to a set of receiving PU nodes over lossy wireless channels. As expected, PU channels are not necessarily always busy and can be underutilized depending on packet arrival and link rates. With this observation, we analyze how SUs can discover these temporal spectrum holes (due to random packet traffic and random channel conditions) by trading channel sensing with data transmissions in a dynamic spectrum access environment.

Since SUs transmit on PU channels at idle instances of PUs, from a holistic perspective it is important to increase the transmission rates of PUs for given arrival rates, in order to enhance the spectrum access opportunities of SUs. However, the random nature of packet arrivals leads to stochastic and sporadic transmission patterns over the PU channels and “hides” the temporal spectrum holes from the SUs. We believe that it is beneficial to introduce some tangible structure into PU transmissions in the multicast setting with lossy communication links. To this end, we leverage network coding applied at PU channels to extend spectrum holes for SUs, as well as to make them more predictable to the SUs, i.e., network coding is used as a spectrum shaper on PU traffic.

Network coding is a novel networking paradigm that transforms the classical store-and-forward based routing. By allowing intermediate nodes to code over the incoming packet traffic, it is possible to improve the achievable throughput to the min-cut capacity for general multicast communications [3]. This coding diversity can be optimally realized by linear network coding [4], and distributed implementation is possible through random linear network coding (RLNC) [5] that improves the maximum flow rate to the min-cut capacity with high probability. The throughput benefits of network coding are not only possible in multi-hop operation but also apply to...
single-hop broadcast channels under both backlogged and stochastic packet traffic. Therefore, we can utilize network coding to improve PUs’ throughput rates, thereby extending temporal spectrum resources for SUs.

Beyond this apparent throughput gain for PUs (and extension of spectrum availability to SUs), we note that network coding further introduces a predictive structure associated with PU transmissions. Since PUs need to buffer batches of packets before coding them, their transmissions become more predictable and therefore make it easier for the SUs to discover the spectrum holes, whenever PUs become idle. This use of network coding here is similar in spirit to traffic shaping (e.g., leaky bucket). Simply put, traffic shapers buffer the incoming data and retransmit them over time. The outgoing traffic resulted from the shaper is smoother and more regular at the expense of additional delay involved through buffering process. The same effect can be realized by network coding while boosting the throughput of both PUs and SUs in CR networks (without sacrificing delay performance in stable operation), and this is the main focus of our study.
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II. SYSTEM MODEL & BACKGROUND

A. System Model

We consider a CR network consisting of $N$ PU channels. We focus on characterizing the spectrum shaping effect of network coding, in terms of the structural properties of PU spectrum holes, and developing efficient methods for SUs to discover and utilize the available spectrum resources. For ease of exposition, in our study here we consider one SU only (and the analysis readily extends to multiple SUs, each independently discovering spectrum holes on PU channels). Once PU spectrum holes are identified, the next step of coordinating SU transmissions can be handled separately depending on the choice of the medium access control mechanism, which we leave as a future design objective.

In this study, we assume that each PU channel is associated with a PU subnetwork consisting of one PU base station (BS) and $L$ receiving PU nodes (as shown in Fig. 1). Within each PU subnetwork, the BS multicasts data packets to the receiving nodes. We assume that the time is slotted and synchronized among PU channels. In each slot, packets arrive at any PU channel, $j = 1, ..., N$, according to a stationary arrival process with a common rate $\lambda$. PU channels are lossy, with erasure probability $\varepsilon$. We assume independent erasures across channels and time slots. For ease of exposition, we consider this homogeneous CR network model, although the study can be carried over to general packet arrival models and channel erasure rates.

We assume that the transmission is carried out using either network coding or ARQ. If network coding is used, each BS accumulates a batch of $m$ packets, encodes them using random linear network coding, and multicasts the coded packets to the receivers. Once all receivers of a PU subnetwork decode the entire batch of $m$ packets, the BS proceeds with the next batch of $m$ packets, provided that there are enough buffered packets. If not, the PU BS waits to accumulate the next batch of packets. Random linear network coding is carried out in the Galois field $GF(q)$, where $q$ is the finite field size. We assume a large value of $q$ so that with high probability (as specified in [5]), each generated coded packet would be innovative and each receiver simply needs to receive exactly $m$ coded packets in order to decode the whole batch of packets.

In contrast, if ARQ is used by the PUs, each BS multicasts individual packets one by one. The BS keeps retransmitting each packet (in uncoded plain form) until all receivers successfully receive it. Then, the BS proceeds with transmitting the next packet in the buffer.

As is standard, the SU opportunistically explores spectrum holes on PU channels for data transmissions. We assume synchronization across the SU and PUs. The packet transmission of a PU continues one slot (or time frame) and each slot of the SU amounts to $B$ mini-slots, which are used either for sensing different PU channels or transmitting packets. Clearly, at most $B$ channels can be sensed per slot, i.e., the SU would be able to sense all PU channels when needed only if $N \leq B$. Sensing is performed based on the “sensing list” $N_t$ in every slot $t$, which consists of the channels that are considered by the SU as “possibly idle” in this slot. When sensing, the SU picks a channel randomly and uniformly from the list at a time without replacement. After channel sensing, the SU transmits data packets during the rest of the time slot, provided that an idle channel is detected; otherwise, the SU waits till the next slot and repeats the procedure. Fig. 2 illustrates the slot structure, where $N_t$ points to the end of the sensing phase whenever the SU decides to transmit.

It is clear that when PUs use network coding, the transmission is performed on a batch basis with size $m$. On the other hand, when ARQ is used by the PUs, the transmission is carried out per individual packet. This major difference implies that network coding not only extends the possible spectrum hole but also makes the spectrum structure more “regular,” namely, easier for SUs to predict when it is idle. With this insight, we should expect that the SU keeps a shorter sensing list when PUs use network coding compared to the case when ARQ is used. More specifically, when PUs use network coding, we have

$$N_t \leq N, \quad \forall t,$$

(1)

and when PUs use ARQ,

$$N_t = N, \quad \forall t,$$

(2)

where $N_t = |N_t|$ is the size of the sensing list. In particular, the sensing list size can be updated dynamically, when network coding is used, and we will show in Section [VI] that this results...
in higher throughput beyond random channel sensing. In the sequel, we will analyze different strategies taken by the SU for channel sensing, for cases when PUs use ARQ or network coding. Before that, we briefly demonstrate the gain brought by network coding over the PU channels in the following.

B. PU’s Throughput and Idle Probability

For broadcast erasure channels, it is well-known that network coding reduces the completion time of data transmission compared to retransmission schemes [6], [9]. For completeness, we characterize the stable throughput and busy/idle periods of PUs for both cases when PUs use network coding and ARQ in the following.

1) When PUs use network coding: Random network coding with large q ensures that each of the L PU receivers can decode the original m packets with high probability, as long as it receives exactly m coded packets [5]. Let \( T_{NC} \) denote the completion time for all receivers to successfully decode m packets. Based on [6], the expected time is given by

\[
E[T_{NC}] = m + \sum_{t=m}^{\infty} \left[ 1 - \left( \sum_{a=m}^{t} \binom{t}{a-1} \left( 1 - \varepsilon \right)^{a-m} \right)^L \right].
\]

The stability condition of the PU queues is given by \( \lambda < \eta_{pNC} \), where the maximum stable throughput \( \eta_{pNC} \) is

\[
\eta_{pNC} = \frac{1}{E[T_{NC}]/m}.
\]

From Little’s theorem [20], the idle probability of each PU BS can be obtained as

\[
P_{idle}^{NC} = 1 - \frac{\lambda E[T_{NC}]}{m}.
\]

2) When PUs use ARQ: For ARQ, the completion time of any individual packet is the number of time slots necessary for successful reception of it at all receivers. Let \( T_{0,ARQ} \) denote this time. Note that ARQ is equivalent to network coding with batch size \( m = 1 \). From [3] with \( m = 1 \), the expected service time is obtained as

\[
E[T_{0,ARQ}] = \sum_{t=1}^{\infty} \left( 1 - \left( \sum_{a=1}^{t} (1 - \varepsilon) e^{a-1} \right)^L \right) + 1.
\]

The stability condition of the PU queues is given by \( \lambda < \eta_{pARQ} \), where the maximum stable throughput \( \eta_{pARQ} \) is

\[
\eta_{pARQ} = \frac{1}{E[T_{0,ARQ}]}.
\]

It follows that the idle probability of the PU channels is

\[
P_{idle}^{ARQ} = 1 - \lambda E[T_{0,ARQ}].
\]

As a result, we have \( E[T_{NC}] < m E[T_{0,ARQ}] \) and therefore

\[
\eta_{pARQ} < \eta_{pNC}, \\
P_{idle}^{ARQ} < P_{idle}^{NC}.
\]

As expected, network coding increases the stable throughput for PUs and provides the SU with extended availability of the primary spectrum. Beyond this throughput gain, as we show in the subsequent sections, network coding also shapes the spectrum and increases the predictability of whether PU channels are idle or not, which in turn reduces the channel sensing time by the SU, thus further improving the SU’s throughput.

III. SPECTRUM SHAPING VIA NETWORK CODING

We start this section with a special case with a single PU channel, and illustrate the basic idea of spectrum shaping. We then turn to the general multi-channel scenario, which is the main focus of the analysis in the sequel.

A. The Case with a Single PU Channel

When there is a single PU channel, the SU is able to track the dynamics on the channel continuously by sensing it every slot. Intuitively, such a strategy is plausible if the PU uses ARQ-based transmission mechanism, since the packet arrivals are random and the transmission is carried out on a per packet basis. Then, the SU senses the channel using the first mini-slot in every slot, and after sensing, if the channel is sensed to be busy, the SU backs off and senses it again.

However, when network coding is used by the PU, the spectrum is better “shaped” in the sense that the transmission period \( T_{NC} \) becomes more regular and is bounded below by the batch size \( m \). Consequently, it is not necessary for the SU to sense the channel every slot while not losing tractability on it. Instead, the SU simply backs off for \( m \) slots when the channel is sensed to be busy, and starts sensing every slot after \( m \) slots. Clearly, the SU is able to recognize the starting time slot for every transmission period after it finds the channel idle in the first place. Therefore, such a backoff scheme is accurate in predicting the minimum completion time (i.e., \( m \)) while preventing the SU from missing any potential spectrum holes, and this reduces the sensing overhead without sacrificing the SU’s throughput, compared to the case when the PU uses ARQ.

B. The Case with Multiple PU Channels

When there are \( N \) channels in the CR network, the SU is no longer capable of keeping track of each channel all the time. The SU either senses a subset of them before transmitting, or gives up channel sensing for the current time slot (if none of the channels can be idle). Intuitively speaking, the SU needs to find an idle channel as soon as possible, while keeping the sensing cost low by exploiting the underlying traffic structure. When ARQ is used by the PUs, the PU channels experience fast idle-busy alternations on a per slot basis. However, when network coding is used by the PUs, the transitions between the idle and busy states would become slower on the scale of \( m \) slots. Therefore, if network coding is used by the PUs, the SU would be better off by adaptively updating the sensing list. Based on the relationship of the time spent for channel sensing, namely sensing cost, and the achievable throughput,
the SU can take different strategies for updating the sensing list.

We develop the following two strategies for the SU:

- **Random channel sensing under network coding and ARQ.** In every slot, the SU picks one channel randomly and uniformly from the complete list (i.e., the list with all \( N \) channels) and senses it. If the channel is busy, the SU chooses another channel randomly and uniformly in the next mini-slot and senses it. If the channel is busy, the SU continues. Otherwise, the SU stops at the channel and transmits on it using the rest of the slot. Loosely speaking, random channel selection is more appropriate for ARQ, since the alternations between idle and busy states are fast. Nevertheless, as we show later, when PUs apply network coding, the SU’s throughput can be significantly improved, compared to the case when ARQ is used.

- **Backoff-based adaptive sensing under network coding.**

  As pointed out before, when network coding is used by PUs, the SU can predict “slower” transitions between PUs’ idle and busy states due to additional buffering and batch transmissions of coded packets. Instead of keeping all \( N \) channels in the sensing list, the SU seeks for a shortened list while hoping to reduce the time it takes to find an idle channel. In each time slot, the SU carries out a two-stage sensing. First, the SU starts sensing PU channels randomly picked from the sensing list \( N_t \) one by one, and stops whenever an idle PU channel is detected. In the meantime, SU backs off on channels sensed to be busy for \( k \) slots and updates the list \( N_t \) based on the channel sensing information. The SU sets a timer for each PU channel it backs off and moves the particular channel back to the candidate sensing list only after \( k \) slots.

  If all channels in the first stage are found to be busy, the SU proceeds to the second stage and randomly searches for an idle channel in the backup list \( N_r \), namely the list of channels excluding \( N_t \), with size \( |N_r| = N - N_t \), until it finds one. In this stage, the SU moves the channel that it senses idle back to the sensing list, but does not change the timers of channels that are detected to be busy.

  The intuition behind this two-stage sensing approach is to give higher sensing priority in the first stage to channels that are more likely to be idle while seeking for an idle channel beyond the priority list, if necessary. The backoff parameter \( k \) can be expressed as a function of the batch size \( m \), namely \( k = g(m), g : \mathbb{Z}^+ \rightarrow \mathbb{Z}^+ \). Without prior information (i.e., when the SU visits a busy channel for the first time), on average the SU would find the PU transmissions in the middle of the batch service time. Therefore, we can intuitively let \( k = \frac{E[T_{NC}]}{2}, \) with \( E[T_{NC}] \) given in (3). For any channel, the SU should choose as the backoff timer \( k \) the average remaining time it believes for the PU to complete the transmission of the current batch. We will evaluate the effects of \( k \) on the channel sensing and throughput performance in Sections V and VI.

C. SU’s Throughput

Let \( D_t \) represent the number of mini-slots used for sensing in slot \( t \) by the SU. Define a “good slot” to be one in which the SU finds an idle channel and transmits. Correspondingly, a slot is called “bad” if the SU fails in obtaining any transmission opportunity therein. Let \( I_t \) be the indicator random variable indicating whether slot \( t \) is good (\( I_t = 1 \)) or bad (\( I_t = 0 \)). Since the SU can transmit data packets only over \( B - D_t \) mini-slots (whenever SU does not sense the channels) and only if the channel sensing is successful (i.e., only if it detects one idle PU channel), the SU’s throughput can be obtained as

\[
\eta_s = \lim_{T_{tot} \to \infty} \frac{\sum_{t=1}^{T_{tot}} (B - D_t) I_t}{T_{tot}} = E[(B - D_t) I_t] = BP_s - E[D_t I_t], \tag{10}
\]

where \( T_{tot} \) is the time period under observation, \( p_s = \Pr(I_t = 1) \), and (10) follows from the ergodicity of the channel sensing process.

In the following, we focus on multiple PU channels and show how network coding enables new opportunities for dynamic spectrum sensing and improves the SU’s throughput compared to ARQ, while reducing the sensing cost.

IV. RANDOM CHANNEL SENSING

When the SU uses random channel sensing, it probes the channels one by one randomly in each slot, until it finds an idle channel.

A. When PUs use Network Coding

Note that the SU cannot sense all \( N \) channels when \( B \) is smaller than \( N \) (even though it keeps the sensing list size unchanged as \( N_t = N \)). Accordingly, we study two cases in the sequel: \( B \geq N \) and \( B < N \).

When \( B \geq N \), i.e., when the slot length can accommodate sensing all channels, the probability that there exists at least one idle PU channel is

\[
p_s = 1 - (1 - P_{NC})^N, \tag{11}
\]

and, if an idle channel exists, the number of mini-slots used for sensing is

\[
\Pr(D_t = d | I_t = 1) = P_{NC} (1 - P_{NC})^{d-1}, \tag{12}
\]

for \( d \in \{1, ..., N\} \). Based on (10), the throughput of the SU can be derived as

\[
\eta_s^{NC} = \left( B - \frac{1 - (1 - P_{NC})^{N+1} - P_{NC}^{N+1}}{P_{NC}^{N+1}} \right) \times (1 - (1 - P_{idle}^{NC} N))^N, \tag{13}
\]
On the other hand, when \( B < N \), we shall consider only the first \( B \) slots. Correspondingly, we have

\[
p_r = 1 - (1 - P_{idle}^{NC})^B, \quad \Pr(D_t = d|1_t = 1) = P_{idle}^{NC}(1 - P_{idle}^{NC})^{d-1},
\]

for \( d \in \{1, ..., B\} \). In this case, the SU’s throughput is given as

\[
\eta_s^{NC} = \left( B - \frac{1 - (1 - P_{idle}^{NC})B(1 + BP_{idle}^{NC})}{P_{idle}^{NC}} \right) \times (1 - (1 - P_{idle}^{NC})B).
\]

(15)

**B. When PUs use ARQ**

Similarly, we consider two regions as in the previous case. When \( B \geq N \), we have

\[
p_r = 1 - (1 - P_{idle}^{ARQ})^N, \quad \Pr(D_t = d|1_t = 1) = P_{idle}^{ARQ}(1 - P_{idle}^{ARQ})^{d-1},
\]

for \( d \in \{1, ..., N\} \).

It follows that the SU’s throughput is

\[
\eta_s^{ARQ} = \left( B - \frac{1 - (1 - P_{idle}^{ARQ})B(1 + BP_{idle}^{ARQ})}{P_{idle}^{ARQ}} \right) \times (1 - (1 - P_{idle}^{ARQ})^N).
\]

(17)

On the other hand, when \( B < N \), the throughput of the SU can be obtained as

\[
\eta_s^{ARQ} = \left( B - \frac{1 - (1 - P_{idle}^{ARQ})B(1 + BP_{idle}^{ARQ})}{P_{idle}^{ARQ}} \right) \times (1 - (1 - P_{idle}^{ARQ})^B).
\]

(18)

**V. BACKOFF-BASED ADAPTIVE SENSING**

**A. The Case with \( B \geq N \)**

We start with the case \( B \geq N \). In adaptive sensing, the SU dynamically updates the size of the sensing list based on the sensing results from the current slot. It follows that the sensing list size, \( N_t \), becomes a random variable in itself in this case. For notational convenience, denote \( p_n = \Pr(N_t = n) \). To quantify the SU’s throughput, we consider two stages: sensing within the sensing list \( \bar{N}_t \) and beyond it within the backup list \( \bar{N}_t \). Define \( 1^{(1)} \) (respectively \( 1^{(2)} \)) as the indicator function indicating whether there exists at least one idle channel in the first (respectively second) stage. Clearly, only if the SU fails in the first stage, i.e., all channels in the sensing list are found to be busy, the SU will proceed into the second stage. Accordingly, \( p_n \) can be obtained as the same in (11), and the number of mini-slots used for finding an idle channel, provided that there exists at least one idle PU channel, is computed as

\[
E[D_t 1_t] = \sum_{n=0}^{N} \sum_{d=1}^{n} d \Pr(D_t = d, 1_t^{(1)} = 1|N_t = n)p_n + \sum_{n=0}^{N} \sum_{d=n+1}^{N} d \Pr(D_t = d, 1_t^{(1)} = 0, 1_t^{(2)} = 1|N_t = n)p_n
\]

\[
\frac{N}{d=0} \sum_{n=0}^{N} (1 - P_{idle}^{NC})^n(1 + nP_{idle}^{NC}) \left( 1 - (1 - P_{idle}^{NC})^n \right) + \sum_{n=0}^{N} \sum_{d=n+1}^{N} dP_{idle}^{NC}(1 - P_{idle}^{NC})^{d-n-1} \left( 1 - (1 - P_{idle}^{NC})^{N-n} \right)
\]

\[
\times (1 - P_{idle}^{NC})^n p_n.
\]

(19)

The calculation of SU’s throughput then follows from (10). However, it is observed that in order to characterize the SU’s throughput, we shall first characterize \( p_n \), the distribution of \( N_t \). Note that once a PU channel is sensed to be busy, the SU backs off on this channel by setting up a countdown timer with an initial value \( k \). The evolution of such a timer follows a Markov chain, where states 0, ..., \( k \) correspond to the countdown values of the timer, or equivalently, the remaining time slots before the channel is moved back to the sensing list \( \bar{N}_t \). It is noted that the value of the timer decreases from \( k \) to 0 at a rate of 1 per slot. When it enters state 0, the corresponding channel is considered as a potential candidate in the sensing list again, and it remains in the list as long as it is sensed to be idle or it is simply not sensed. On the contrary, the channel is removed from the sensing list in the next slot, provided that it is sensed to be busy. In the meanwhile, if the SU enters the second stage and senses the channels therein, the state of the idle channel it finally finds changes to 0 in the next slot. Thereby, the Markov chain for the timer should include transitions from states \( i = 2, ..., k \) to state 0, as depicted in Fig. 3. Accordingly, the transition probabilities can be expressed as

\[
p_{i,i-1} = 1 - p_b P_{idle}^{NC}, \quad i = 2, ..., k,
\]

\[
p_{i,0} = p_b P_{idle}^{NC}, \quad i = 2, ..., k,
\]

\[
p_{1,0} = 1,
\]

\[
p_{0,k} = p_s(1 - P_{idle}^{NC}),
\]

\[
p_{0,0} = p_s P_{idle}^{NC} + (1 - p_s),
\]

(20)

where \( p_s \) is the probability that a PU channel in the sensing list is sensed in the first stage, and \( p_b \) represents the probability that a PU channel in the backup list is sensed provided that all channels in the sensing list are found busy.

![Fig. 3. Markov chain for the timer of a given PU channel.](image-url)

Recall that the PU channels in both lists are randomly chosen and sensed, until an idle channel is detected. The
Markov chains of timers for different PU channels are coupled with each other through the size of the sensing list $N_t$, which in turn depends on the states of the individual Markov chains, namely how many of them are in state 0. An approximation is necessary to integrate the effects of all PU channels (similar approach has been taken in e.g., [27], to analyze IEEE 802.11 backoff mechanism). In particular, we average the sensing probability of the first stage, $p_s$, and obtain that

$$p_s = \sum_{x=0}^{N} \sum_{x'=0}^{N} \prod_{x=0}^{x-1} \left( 1 - \frac{1}{n-x} \right) (1 - P_{idle}^{NC}) x \frac{1}{n-x} p_n. \quad (21)$$

Along the same line, the sensing probability of the second stage, $p_b$, can be characterized as

$$p_b = \sum_{n=0}^{N-1} (1 - P_{idle}^{NC})^n p_0 \sum_{y=0}^{l'} \prod_{y=0}^{y-1} \left( 1 - \frac{1}{l' - y} \right) \times (1 - P_{idle}^{NC})^y \frac{1}{l' - y}, \quad (22)$$

where $l' = N - n$.

The stationary distribution for the states $i = 0, 1, ..., k$ in the Markov chain is given by

$$\pi_0 = \pi_0 p_{0,0} + \pi_1 + \sum_{i=2}^{k} \pi_i p_{i,0},$$

$$\pi_{i-1} = \pi_i (1 - p_b P_{idle}^{NC}), \quad i = 2, ..., k,$$

$$\pi_k = \pi_0 p_{0,k},$$

$$\sum_{i=0}^{k} \pi_i = 1. \quad (23)$$

Based on (20)-(23), $\pi_0$, the probability that any given PU channel is in the sensing list $N_t$, can be computed as

$$\pi_0 = \left( 1 + p_s (1 - P_{idle}^{NC}) \right) \times \left( 1 + \frac{(1 - p_b P_{idle}^{NC})(1 - (1 - p_b P_{idle}^{NC})^{k-1})}{p_b P_{idle}^{NC}} \right)^{-1}. \quad (24)$$

It follows that the size of the sensing list, $N_t$, has a binomial distribution with parameter $\pi_0$, i.e., $p_n = \text{Pr}(N_t = n)$ is expressed as

$$p_n = \binom{N}{n} (\pi_0)^n (1 - \pi_0)^{N-n}. \quad (25)$$

Let $p = [p_0, p_1, ..., p_N]$. We note that (25) consists of a fixed point equation of form $p = T(p)$ for $p$. Since $T : [0, 1]^{N+1} \rightarrow [0, 1]^{N+1}$ is a continuous mapping on a compact space, there exists a solution to $p = T(p)$. Furthermore, $p$ consists of the stationary distributions of the positive recurrent Markov chain that represents the overall $N$ PU channel states (it has a finite number of states and it is commutative), it follows that there exists a unique solution to (25).

### B. The Case with $B < N$

When $B < N$, the modeling of Markov chains and corresponding analysis follow the same line as in the case with $B \geq N$. In particular, we have that

$$p_s = \sum_{n=0}^{B} \text{Pr}(t_t = 1|N_t = n)p_n + \sum_{n=B+1}^{N} \text{Pr}(t_t = 1|N_t = n)p_n,$$

$$= \sum_{n=0}^{B} \left( (1 - P_{idle}^{NC})^n + (1 - P_{idle}^{NC})^n (1 - (1 - P_{idle}^{NC})^{B-n}) \right) \times p_n + \sum_{n=B+1}^{N} (1 - P_{idle}^{NC})^B p_n, \quad (26)$$

and

$$E[D_t 1_t] = \sum_{n=0}^{B} E[D_t 1_t|N_t = n]p_n + \sum_{n=B+1}^{N} E[D_t 1_t|N_t = n]p_n,$$

$$= \sum_{n=0}^{B} \left( \sum_{d=1}^{n} dP_{idle}^{NC} (1 - P_{idle}^{NC})^{d-1} (1 - (1 - P_{idle}^{NC})^n) \right. \times \left. (1 - (1 - P_{idle}^{NC})^{B-n}) \right) p_n + \sum_{n=B+1}^{N} \sum_{d=n+1}^{B} dP_{idle}^{NC} (1 - P_{idle}^{NC})^{d-n-1} (1 - P_{idle}^{NC})^n \times \left. (1 - (1 - P_{idle}^{NC})^{B-n}) \right) p_n, \quad (27)$$

where $p_n$ is given by (25), with $p_s$ and $p_b$ changed to

$$p_s = \sum_{x=0}^{x_0} \sum_{x'=0}^{x-1} \left( 1 - \frac{1}{n-x} \right) (1 - P_{idle}^{NC}) x \frac{1}{n-x} p_n,$$

$$p_b = \sum_{n=0}^{B-1} (1 - P_{idle}^{NC})^n \sum_{y=0}^{y-1} \prod_{y=0}^{y-1} \left( 1 - \frac{1}{l'-y'} \right) \times (1 - P_{idle}^{NC})^y \frac{1}{l'-y'}, \quad (28)$$

for $x_0 = \min(B, n) - 1$ and $l' = N - n$. The throughput of SU can be characterized based on (10) for $p_s$ given by (26) and $E[D_t 1_t]$ given by (27).

### C. Prediction Accuracy of Spectrum Opportunities

In the backoff-based sensing strategy, the SU predicts the spectrum holes by adaptively updating the sensing list. As can be noted from the analysis above, the calculation of SU’s throughput heavily hinges on the distribution of the sensing list size, $N_t$, where the key parameter is the idle probability of the PU channels. Clearly, in the actual underlying system, this probability is given by $P_{idle}^{NC}$, while in the predicted system built from the adaptive sensing strategy, the expected idle probability on the PU channels is $\pi_0$ given by (25). In order
to examine the prediction accuracy, we define the following $L_1$ distance $\delta$ to quantify the difference between the two:

$$\delta = |\pi_0 - P_{idle}^{NC}|.$$  \hspace{1cm} (29)

Intuitively, the smaller the distance $\delta$, the more accurate the prediction is. To get a more concrete sense, we plot in Fig. 4 and 5 some examples on the comparison of $\pi_0$ and $P_{idle}^{NC}$, where we set $L = 20$, $m = 8$, $\lambda = 0.4$, $\varepsilon = 0.2$ and $k = 4$ as the default values. As can be seen from Fig. 4 the prediction $\pi_0$ closely tracks the idle probability $P_{idle}^{NC}$ of the actual system for different erasure probabilities $\varepsilon$, indicating the robustness of channel tracking against channel variations. On the other side, as Fig. 5 demonstrates, when the backoff parameter $k$ increases, the difference first sharply shrinks and then increases slowly after $k$ reaches a certain value. This points to an optimal backoff parameter:

$$k^* = \min_k |\pi_0 - P_{idle}^{NC}|,$$ \hspace{1cm} (30)

for capturing the spectrum holes. Intuitively, if $k$ is chosen to be smaller than the optimal one, the sensing list would be longer than necessary with redundant PU channels that are actually busy. On the other hand, if $k$ is greater than (30), the SU tends to perform a conservative sensing policy with a shorter list of candidate channels to be sensed.

Next, we show that by employing the adaptive sensing strategy, the SU’s throughput can be further improved by almost 15%, as Figs. 8 and 9 indicate, where the default values of parameters are $L = 20$, $m = 2$, $\lambda = 0.4$, $\varepsilon = 0.2$ and $k = 2$. The two-stage adaptive sensing strategy provides further gain over the random sensing mechanism, over the entire region of parameter variations (in $m$, $\lambda$, $\varepsilon$, and $k$). Fig. 8 and 9 show that the gain increases with the PU arrival rate and channel erasure probability, and as illustrated in Fig. 10, the gain strongly depends on the network coding batch size as well. Moreover, Fig. 11 shows that the backoff parameter can be further adjusted by the SU to improve the gain of adaptive sensing.

We have a few more remarks on the above results. As either $\lambda$ or $\varepsilon$ increases, the idle probability of the PU channels decreases and the adaptive sensing scheme, in which the SU makes more use of system information, reveals more gain over the random sensing scheme, where $P_{idle}^{NC}$ dominates the performance. Differently, if $m$ increases, the service rate of the PU increases to the min-cut capacity given by $1 - \varepsilon$ [6]. This increases the idle probability of the PU channels for fixed arrival rates and shrinks the operational difference between the random and adaptive sensing strategies. Finally, we observe that optimizing over the backoff parameter $k$ improves the performance of the adaptive sensing strategy, as has also been observed in Section V.C. On one hand, we have $\pi_0 = 1$ for $k = 0$, i.e., the random sensing strategy serves as a special case of the adaptive sensing scheme for $k = 0$. On the other hand, as $k$ increases, almost all PU channels are included in the backup list and the adaptive sensing strategy performs again closely to the random sensing scheme. Therefore, we expect an optimal $k$ with an intermediate value to yield the highest performance gain.

Finally, we take a closer look at the adaptive sensing scheme. As pointed out in Section V.A, we approximate the sensing probabilities $p_a$ and $p_b$ in the Markov chain analysis.

VI. PERFORMANCE EVALUATION

In this section, we illustrate, via numerical examples, the throughput gain of the SU when PUs use network coding. Fig. 6 and 7 show that compared to ARQ, the SU’s throughput is greatly increased when PUs use network coding and the SU employs random channel sensing. Clearly, with variations in the parameters, $\varepsilon$ and $\lambda$, the SU’s throughput improves with network coding, for both cases with $B \geq N$ and $B < N$. Besides, as the values of these parameters increase, the gain also increases.

![Fig. 4. A comparison of the actual and predicted idle probability of PU channels in adaptive sensing with different PU erasure probabilities.](image)
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and compute the SU’s throughput accordingly. To validate this approximation, we perform Monte Carlo simulations over $10^5$ trials and compare them with the numerical evaluation of the analysis in Figs. 12-15. The default parameters are $L = 20$, $m = 5$, $\lambda = 0.4$, $\varepsilon = 0.1$ and $k = 2$. As can be seen from the figures, the numerical results from the analysis match with simulations under variations in all parameters. On average, the maximum difference between the numerical and simulation results is less than 3%, indicating that the approximation in the analysis of adaptive sensing performs closely to the real system implementation.

**VII. CONCLUSION**

We considered a CR network with $N$ PU channels and one SU, where each PU transmits packets to multiple receivers over lossy wireless channels via ARQ or network coding. Viewing network coding as a spectrum shaper, we showed that it increases the spectrum availability for the SU and offers a more predictive structure to the PU spectrum, i.e. it improves the SU’s prediction of spectrum holes on PU channels. Based on the spectrum shaping effect of network coding, we developed different sensing strategies for the SU, where adaptive channel sensing is carried out by dynamically updating the list of the PU channels that are predicted by the SU to be idle. Our analysis and numerical results showed that compared to retransmission, both PU and SU’s throughput can be improved when PUs apply network coding instead of ARQ, and the SU can further improve this gain by applying adaptive channel sensing (based on sensing history to reflect
the PU traffic).

Future work is needed to quantify the gain of dynamic spectrum access for other channel models and to integrate medium access control for multiple SUs applying dynamic channel sensing with network coding. In particular, it is of great interest to study multi-hop CR networks where network coding has potential to offer more opportunities for PUs to improve their throughput. We expect that our initial steps here open a new avenue for SUs to discover spatial and temporal spectrum holes via spectrum shaping effects of network coding.
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