An approach based on Combination of Features for automatic news retrieval

Mohammad Moradi 1, Elham Ghanbari 1*, Mehrdad Maeen 1 and Sasan Harifi 2

1 Department of Computer Engineering, Yadegar-e-Imam Khomeini (RAH) Shahre-Rey Branch, Islamic Azad University, Tehran, Iran
2 Department of Computer Engineering, Karaj Branch, Islamic Azad University, Karaj, Iran

(Received October 15 2019, accepted December 26 2019)

Abstract. Nowadays, according to the increasingly increasing information, the importance of its presentation is also increasing. The internet has become one of the main sources of information for users and their favorite topics. It also provides access to more information. Understanding this information is very important for providing the best set of information resources for users. Content providers now need a precise and efficient way to retrieve news with the least human help. Data mining has led to the emergence of new methods for detecting related and unrelated documents. Although the conceptual relationship between documents may be negligible, it is important to provide useful information and relevant content to users. In this paper, a new approach based on the Combination of Features (CoF) for information retrieval operations is introduced. Along with introducing this new approach, we proposed a dataset by identifying the most commonly used keywords in documents and using the most appropriate documents to help them with the abundance of vocabulary. Then, using the proposed approach, techniques of text categorization, evaluation criteria and ranking algorithms, the data were analyzed and examined. The evaluation results show that using the combination of features approach improves the quality and effects on efficient ranking.
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1. Introduction

At the moment, content is produced more than ever. This increase in the amount of media that is continuously generated creates a requirement for a new type of filtering service. Today, many companies perform data sorting for their customers by analyzing big data stream. But they handle them manually on a large scale, which is very difficult and inefficient. To avoid this, one solution is to use an automated data retrieval system that constantly collects and processes the information. The term "text mining" is often used to describe tasks in retrieving information about extracting useful information from large amounts of text. A subcategory in text mining is the classification of the text [1]. Text categorization is a process of assigning texts to one or more categories in a set of possible categories.

In the last 30 years, however, we are steadily moving towards solutions using machine learning, including training classifiers. Many improvements have been made in the field of text classification using machine learning algorithms. Many of the research in text categorization learning systems focuses on the classification of the subject or context of the text. An unknown problem is classification based on the format for the created text; In other words, identifying whether a text is a news article, or a piece of comment, or another template [2, 3].

Information Extraction (IE) is a sub-area of natural language processing. IE is assigned to the problem of identifying the entities mentioned in the natural language texts, the relationships between them, and the events in which they participate. IE systems are able to integrate scattered information across different documents. Structural extraction techniques have evolved considerably over the past decades [2]. There are two important challenges in IE. One of them is different ways of expressing reality. Another challenge that has been shared almost entirely with the tasks of natural language processing is the natural forms of natural languages that can have a vague structure and concept [4]. Several different approaches have been proposed to solve the IE challenges. They are classified according to different dimensions. Some of the classifications are related to the type of inputs [5]. The others are related to the type of technology used [2, 6], and another also related to the
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degree of system automation [3, 7]. Successful extraction of information has expanded the scope of IE. This scope is including unstructured sources and noise sources, which resulted in the provision of statistical learning algorithms.

IE and Information Retrieval (IR) are two distinct disciplines. The former deals with automatically extracting parts of unstructured or semi-structured information and storing them in a structured database and the later aims at retrieving the right content from a pool of contents in an efficient way. Both IE and IR are usually done one step before any data mining task. However, they find different aspects in the news context. Also, most of the improvements are proposed for the news. They provide the necessary foundation for the news mining and retrieval [8-10].

News retrieval process starts with the request of users. Then the retrieval system must present best fitted news contents. In general, news retrieval is divided into four parts includes reducing the domain of retrieval, ranking news, results filtering, and web extraction.

- **Reducing the domain of retrieval**: IR systems can be highlighted by their scale of operation in three categories: "personal", "organizational, institutional, specific domain" and "web". On the web scale, reducing the recovery domain is a big sign. Searching the whole web has a negative effect on the performance of systems due to the large size of the web. For this reason, reduction of extraction is very important. This should be done based on specific news features. Web site news is divided into two groups, special news websites and public news websites. Web site news with special domain focus only on categories like sports, entertainment, politics, etc. Public news websites publish their news content in distinct categories that are called news services. Such news is distinguished by the tag. A news retrieval system should use these tags and classifications to reduce the domain of retrieval. [11].

- **Ranking news**: Calculation of similarity with the target of ranking news is one step of the IR system. Some studies have special attention to the content of the news [12-15].

- **Results filtering**: [16, 17]: Text level analysis, according to user requests, means filtering out the results. Filtering news articles based on their quality, novelty and relevance to the topic of the search is usually done.

- **Web extraction**: Web extraction is the automatic extraction of selected parts from a set of documents as unstructured or semi-structured information from the web. Its purpose is structured storage for ease of access in the future [18].

Generally, the data preparation phase for retrieval is divided into three categories, including supervised learning, unsupervised learning and semi-supervised learning. In supervised learning, their inputs and outputs are used to construct a model to find a generalized approximation function that is appropriate to the behavior of the data. In unsupervised learning, only inputs are known, so a model tries to clustering the data based on basic patterns. Semi-supervised learning uses combination of both labeled and unlabeled data to learning a model. Some machine learning methods include Support Vector Machine [19-21], Naïve Bayes [22-25], Nearest Neighbors [26, 27], Decision tree [25], and Ensemble Learning (Bagging and Boosting) [25].

The text categorization process is includes preprocessing, feature selection, and learning [28]. Preprocessing is a process in which stop words are deleted from the text. These words, which exist throughout the document, do not help distinguish a text from another text. Other work done in the preprocessing is mark and delete digits and return to the stem of the words. Feature selection is a process in which the weight of a word is specified in a document. We must point out that in most research, authors have used only one or two features to perform processing operations on data.

In this paper, using the different collection of features that used in other research, is proposed. Along with the proposed method which is called Combination of Features (CoF), a dataset is presented to test the news ranking techniques and proposed CoF method. This dataset called IRNA News, is our attempt to help researchers. The main purposes of the CoF method are to help the analyst and create better view for the documents. This method also helps machine learning algorithms for performing ranking operations. The main purposes of the dataset are provide a reference dataset for evaluating research, and help new researchers get started in the information retrieval field. Also, this dataset eases the development of ranking algorithms. Researchers can focus on algorithm development, and do not need to worry about experimental setup because the process of creating dataset and extracting features is done. However, this dataset can be used in many research areas such as data clustering and classification algorithms for English documents, algorithms for stemming English language, analyzing English language, and so on.
Rest of the paper is structured as follows: Section 2 describes previous work. Section 3 represents proposed Combination of Features method. Section 4 includes experimental results. Finally, Section 5 is conclusions.

2. Previous work

In literature, the authors usually use one or two features to retrieval processing. Zhang et al [29] proposed multi-word as containing more contextual semantics compared with individual word. In their paper the multi-word considered as an alternative index terms in vector space model for text representation with theoretical support. They used TF-IDF (Term Frequency Inverse Document Frequency) and LSI (Latent Semantic Indexing) for comparison. They claim that their multi-word and TF-IDF are comparable in IR and LSI is not suitable. Hong [30] et al presented a sensitive items frequency – inverse database frequency (SIF-IDF) method that is a greedy-based approach to hide given sensitive item sets. They somehow modified the concept of TF-IDF to evaluate the degrees of transactions associated with given sensitive item sets. The performance of their proposed approach proven by their experiments. Eler et al [31] analyzed the enormous impact of the pre-processing step on mining operations. For this purpose they computed distinct vector space model from document collections by pre-processing step such as stemming, term weighting based on TF-IDF and reduction of the amount of terms based on frequency cut. Al-Anzi et al [32] utilized modified TF-IDF method. They considered the word's standard deviation as another factor of computing the word's weight. They showed that their modified TF-IDF is superior to the standard TF-IDF.

Somewhere else, Wu et al [33] proposed a novel probabilistic retrieval model based on interpret the TF-IDF term weights as making relevance decisions. Their extended TF-IDF term weights to depend on those document locations wherein the query terms occurred. They claim that their method has potential as a catalyst for different retrieval models. Wen et al [34] presented an improved news event evolution model from a view of users’ reading willingness. This model discusses two factors including the comprehensiveness of news information and reading cost. In this model after classifying the news stories, the TF-IDF weight is calculated and then the parameters of the model are estimated by genetic algorithm. Khalaf and Shtaet [35] used an approach of query expansion based on LSI method in order to enhance the performance of the information retrieval system. In this method, the best result obtained from LSI will combine with the user query to create a new query that used later as new input in information retrieval system to retrieve the documents. They showed that their method improved the retrieval system performance. Fan and Qin [36] proposed an improved TF-IDF algorithm called TF-IDC RF that takes into account the relationships between classes to complete the classification of texts. They used the Naïve Bayes classification algorithm to complete the classification for correct the problem of insufficient classification of feature categories. Chen [37] proposed a distance-based term weighting scheme for overcoming the TF-IDF bias that results when assessing term weights while processing Reuters news articles. This method does not required use of class or cluster labels.

In other studies Qaiser and Ali [38] used TF-IDF method with focused on number of documents. Bafna et al [39] also utilized TF-IDF method along with fuzzy K-means and hierarchical algorithm.

3. Combination of Features (CoF) method

In this section, the proposed method is described in details and steps to collect dataset is also stated. In general, for creation dataset we have two phases. The first phase is the retrieving news, in which a pre-processing step is performed on the raw data. The second phase of the news rankings is done through the proposed method, namely the combination of features. Figure 1 shows our plan for dataset creation based on CoF. Each of the phases is described below.
3.1. Phase #One - Retrieving News

After selecting the raw data, a pre-processing step was performed on the data. At this step, all the nominal attributes were converted to string attributes. Each nominal value is simply used as a string value of the new attribute. The next task in the pre-processing step was the tokenization and removing the stopwords from raw data. The stopwords such as “and”, “the”, and “but” were removed. After that the minimum and maximum length of the words were determined. The minimum and maximum length of the words were considered as 2 and 25, respectively. Then all words have been transformed to lowercase. Finally, all the words returned to their stem. After the pre-processing step, which was performed on 2600 news examples (13458 words), the high repetition words are extracted.

3.2. Phase #Two - Ranking News

In this phase, at first, 10 words were selected based on their number of repetitions. For each word, 10 related documents and 5 non-related documents were manually selected. The criteria for selecting related documents were the repetition of the word in the three parts of the document included the subject, the lead and the text of the news. We considered the following features for our documents.

#1. Query Term: The documents contains 10 query term which were numbered from 0 to 9.
#2. IsRel: For each query, there are 10 related documents and 5 non-related documents. The value 1 was considered as the related documents and the value 2 was considered as the non-related documents.
#3. Query Scope: In this feature, each document was divided into three parts, which included the subject of the news, the news lead, and the text of the news.
#4. Term Frequency feature (TF): The Term Frequency feature can be calculated based on the total frequency of query words. There are different approaches in defining of this feature in the command type, logarithmic function is used to calculate the Term Frequency feature. The Term Frequency feature is calculated as: $TF = \log_2{\left(\frac{f}{N}\right)}$
\[ TF(q,d) = \sum_{q_i \in q \cap d} \log (c(q_i,d) + 1) \]  

\[ \text{IDF}(q) = \sum_{q_i \in q} \log \left( \frac{N}{df(q_i)} \right) \]  
\[ \text{ICF}(q) = \sum_{q_i \in q} \log \left( \frac{|C|}{cf(q_i)} \right) \]

**#5. Inverse Document Frequency (IDF):** The next important feature is the Inverse Document Frequency (IDF). IDF tries to reflect the specific content of the query terms. IDF will be further considered the weight of specific terms (terms that appear in fewer documents) in comparison with general terms (terms that appear in many documents). IDF of query terms in Monolingual IR are calculated by total inverse document frequency for each term as following.

\[ \text{IDF}(q) = \sum_{q_i \in q} \log \left( \frac{N}{df(q_i)} \right) \]  

where \( df(q_i) \) is equal to the number of documents that contain the word \( q_i \) and \( N \) is the total number of documents in the corpus.

**#6. Term Frequency - Inverse Document Frequency (TF-IDF):** Another important feature is combining the definitions of Term Frequency and Inverse Document Frequency. The TF-IDF value increases to the number of times a word occurs in the document, but it offsets by the frequency of the word in the corpus. In the following, this feature is presented,

\[ TF - IDF(q,d) = \sum_{q_i \in q \cap d} TF(q_i,d) \times IDF(q_i) = \sum_{q_i \in q \cap d} \left[ \log (c(q_i,d) + 1) \times \log \left( \frac{N}{df(q_i)} \right) \right] \]  

**#7. Inverse collection frequency (ICF):** In ICF, the frequency of each word of the query \( cf(q_i) \) calculates in the set of all documents \( C \) according to equation (4).

\[ \text{ICF}(q) = \sum_{q_i \in q} \log \left( \frac{|C|}{cf(q_i)} \right) \]  

where \( cf(t) \) is the frequency of each word \( t \) in the whole of the documents and \( |C| \) is all of the words in the collection of documents.

**#8. BM25 (Best Matching):** This feature in data retrieval is a ranking function used by search engines to rank the documents according to their relationship to a search query. This feature indicates the advanced TF-IDF retrieval modes used in document retrieval and is one of the most important method in IR [40]. BM25 is calculated as following:

\[ BM25(q,d) = \sum_{q_i \in q} \text{IDF}(q_i) \times \frac{c(q_i,d) \times (k_1 + 1)}{c(q_i,d) + k_1(1 - b + b \times \frac{|d|}{\text{avgdl}})} \]

In the above equation, \( k_1 \) and \( b \) are free parameters that \( b \) controls normalization of the document length and \( k_1 \) calibrates the document term frequency. \(|d|\) is the length of document \( d \) and \( \text{avgdl} \) is the average length of documents.

**#9. Language Model (LM):** Another method to calculate similarity score between queries and documents is based on language models. The language models are generated by the query and documents. This idea has been used by many information retrieval techniques. One of the techniques is the Kullback-Leibler (KL) method. It is calculated in (6),

\[ \text{ScoreLM}(q,d) = -D \left( \begin{array}{c} 0 \\ q \end{array} \mid \begin{array}{c} 0 \\ d \end{array} \right) = -\sum_{t \in V} p \left( \begin{array}{c} 0 \\ q \end{array} \mid \begin{array}{c} 0 \\ d \end{array} \right) \log \frac{p \left( \begin{array}{c} 0 \\ q \end{array} \mid \begin{array}{c} 0 \\ d \end{array} \right)}{p \left( \begin{array}{c} 0 \\ t \end{array} \mid \begin{array}{c} 0 \\ q \end{array} \right)} \]  
\[ = \sum_{t \in V} p \left( \begin{array}{c} 0 \\ q \end{array} \mid t \right) \log p \left( \begin{array}{c} 0 \\ q \end{array} \mid t \right) - \sum_{t \in V} p \left( \begin{array}{c} 0 \\ q \end{array} \mid t \right) \log p \left( \begin{array}{c} 1 \\ q \end{array} \mid t \right) \]

where the second part of the phrase \( \sum_{t \in V} p \left( \begin{array}{c} 0 \\ q \end{array} \mid t \right) \log p \left( \begin{array}{c} 1 \\ q \end{array} \mid t \right) \) is identical for all documents, thus it doesn’t affect ranking. The simplified form of the equation is given in the following equation,
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\[ \text{ScoreLM}(q, d) \equiv \sum_{t \in V} p(t \mid \theta_q) \log p(t \mid \theta_d) \]  

(7)

where \( V \) is the language vocabulary, \( \theta_d \) and \( \theta_q \) are the language model of query \( q \) and document \( d \). However, if the term \( t \) does not appear in the document, a zero probability to the document is assigned and it will not be retrieved. A solution to the problem is also known as smoothing. Various smoothing techniques for the language model, are proposed such as Jelinek-Mercer, Dirichlet and Absolute discount [41].

#10. Document Length (DL): This feature describes the length of each document.

#11. Query Length (QL): This feature specifies the length of each query.

#12. Document Type ID: As stated, our news documents were divided into four categories, which numbers 0 to 3 assigned to them.

4. Experimental Results

In this section, the proposed approach is evaluated. First, the dataset and evaluation measures are explained and the parameter setting for experiments is determined. Then the evaluation results are presented.

4.1. Experimental Setting

4.1.1. Dataset

The proposed dataset is a text-based dataset in English. The initial raw data have been collected from the news of IRNA news agency. This collection has 12624 news. Data were divided into four categories: political, sports, economic, and artistic. From each category, 650 news examples were randomly selected. Consequently, based on the above description, the dataset contains 2600 documents related to the news of the years 2016 to 2017. This dataset can be used in many research areas. Some of these areas are as follows: Data Clustering and Classification Algorithms for English documents: All IRNA documents have a category that indicates which documents are related to a specific category. Algorithms for stemming English language: This algorithms are the most important algorithms that are widely used in other applications such as information retrieval, linguistics translation, and spell checking. Analyzing English language: This collection can also be used to analyzing the characteristics of the English language.

4.1.2. Evaluation measure

Different evaluation measures exist for evaluate a ranking, including precision, recall, Mean Average Precision (MAP), Normalized Discounted Cumulative Gain (NDCG), and so on. In this paper, MAP, NDCG@k (k = 1: 10), ERR@k (k:1:10), and P@k (k:1:10) are used as the evaluation measures. Precision is the percentage of retrieved documents that are relevant to the query. Recall is the percentage of relevant documents that are retrieved. The precision and the recall are defined as equations 0(8) and (9), respectively.

\[ \text{Precision} = \frac{\#(\text{relevant documents retrieved})}{\#(\text{retrieved documents})} \]  

(8)

\[ \text{Recall} = \frac{\#(\text{relevant documents retrieved})}{\#(\text{relevant documents})} \]  

(9)

These two measures are calculated based on unordered retrieved documents. Therefore, a certain number of top ranked documents in search results are considered to evaluate the ranked retrieval results. Since users rarely look at the documents below in the list, the precision of the top ranked documents (P@k) is a useful metric. Average precision based on the average of P@k is defined as equation (10).

\[ \text{AP}(q_i) = \frac{\sum_{j=1}^{n_1} \text{Precision}@k \times y_{ij}}{\sum_{j=1}^{n_1} y_{ij}} \]  

(10)

where \( y_{ij} \) is the relevance level of document \( d_j \) for query \( q_i \), which can be defined as relevant (1) or non-relevant (0). The denominator represents the total number of relevant documents for the query \( q_i \). Since a set of queries are used for the evaluations of IR, Mean Average Precision (MAP) for all queries is calculated as equation (11).
\[
\text{MAP} = \frac{\sum_{i=1}^{m} \text{AP}(q_i)}{m}
\]  

where \(m\) is the number of queries and \(\text{AP}(q_i)\) is the average precision of query \(q_i\).

The next measure is Normalized Discounted Cumulative Gain (NDCG). NDCG at position \(k\) is defined as:

\[
\text{NDCG}@k(q_i) = Z_n^{-1}(q_i) \sum_{j: \pi_i(j) \leq k} \frac{2^{y_{ij}} - 1}{\log (1 + \pi_i(j))}
\]

where \(y_{ij}\) is the relevance level of document \(d_j\) for query \(q_i\), \(\pi_i(j)\) is the position of document \(d_j\) in list \(\pi_i\), and \(Z_n^{-1}(q_i)\) is a normalization factor chosen such that the NDCG at position \(k\) for the perfect list is equal to 1.

The last measure is the Expected Reciprocal Rank (ERR). ERR at position \(k\) is defined as:

\[
\text{ERR}@k(q_i) = \sum_{j: \pi_i(j) \leq k} \frac{1}{\pi_i(j)} \prod_{r=1}^{\pi_i(j)-1} (1 - R_r) R_j
\]

where \(R_j = \frac{2^{y_{ij}} - 1}{2 \gamma_{\text{max}}}\)

4.1.3. Algorithms for analysis

The algorithms in information retrieval train a ranking model by using classification technologies. There are many methods for ranking such as Support Vector Machines (SVM) [42], RankBoost [43], RankNet [44], FRank [45], Multiple Hyperplane Ranker [46], NestedRanker [47], AdaRank [48], ApproxRank [49], ListNet [50], Multiple Additive Regression Trees (MART) [51], LambdaRank and LambdaMART [52], RankCosine [53], BoltzRank [54], Relational Ranking [55], SVM-MAP [56], StructRank [57], SoftRank [58], PermuRank [59], and so on. After collecting the dataset and selecting the evaluation measures, in this paper the following widely known algorithms have been used as the training algorithm: AdaRank, ListNet, MART, LambdaRank and LambdaMART.

**AdaRank**: This algorithm is based on the boosting. This algorithm makes poor learning on educational data and generates a combination of poor learning at each step by selecting a feature that is aimed at minimizing the error function (based on the MAP and NDCG criteria). The difference between this method and other methods is the use of evaluation criteria as an error function and the method of selecting the learning function.

**ListNet**: This algorithm uses a neural network model and the KL criterion as an error function for making a ranking model. At first, the possibility of ranking permutations is computed in a list of objects. Then using this probability and using the KL method, the difference between the ranking list created by learning and the actual ranking list is calculated. After that, the optimal list is obtained by the descending gradient method.

**MART**: This algorithm is an ensemble learning algorithm. The output of this algorithm is a weighted linear composition of the set of regression trees. Each regression tree is designed to minimize the error function along gradient reduction.

**LambdaRank**: This algorithm uses the neural network to build its ranking model. This algorithm defines the error function gradient as the Lambda function. This function is defined based on the ranking of documents in a tidy list as the optimization of ranking performance. In other words, this method utilizes the neural network to optimize the Lambda function.

**LambdaMART**: Instead of building a ranking model over the neural network, this algorithm utilizes either the Boosting tree method or the MART algorithm. The efficiency and accuracy of this method is higher than the LambdaRank method. Using a Boosting tree along the gradient, it tries to construct a tree at each stage that has the lower error in order to determine the order of the two documents. Then, this model is linearly combined with previous models. In the next step, the model is used to find the reordering between the documents and the error function is computed. This process is done repeatedly. Finally, the ranking model will be made.
4.2. Evaluation results

In this section, a set of experiments is designed to evaluate the performance of proposed approach in terms of MAP, Precision, NDCG and ERR measures. First, the dataset is divided into two parts of the training and testing data. Then we report the performance over the dataset.

Evaluation results based on MAP criterion: This division has been defined in the MAP criterion. The results of algorithms are shown in Table 1 based on the MAP criterion.

| Algorithm    | Dataset       |
|--------------|---------------|
|              | Training data | Testing data |
| AdaRank      | 0.9625        | 0.9625       |
| ListNet      | 0.9990        | 1.0          |
| MART         | 1.0           | 0.9750       |
| LambdaMART   | 1.0           | 0.9884       |
| LambdaRank   | 0.5125        | 0.5144       |

Table 1 shows that the four AdaRank, ListNet, MART, and LambdaMart algorithms are in close competition and each one tends to have a value of 1. Best results are obtained by the two MART, and LambdaMart algorithms in both training and testing data. The acceptable results are not obtained by the LambdaRank algorithm according to the MAP criterion.

Evaluation results based on NDCG@10 criterion: In this evaluation, the best performance is related to the LambdaMART and MART algorithms. The results of algorithms is shown in Table 2 based on the NDCG@10 criterion.

| Algorithm    | Dataset       |
|--------------|---------------|
|              | Training data | Testing data |
| AdaRank      | 0.9625        | 0.9227       |
| ListNet      | 0.7594        | 0.5          |
| MART         | 1.0           | 1.0          |
| LambdaMART   | 1.0           | 1.0          |
| LambdaRank   | 0.8847        | 0.9160       |

Table 2 shows that for both training and testing data, the value of 1 is obtained by these algorithms. The AdaRank algorithm is in the next rank. The AdaRank algorithm result for training is 0.9625 and for testing is 0.9727. Based on NDCG@10 criterion the performance of the LambdaRank algorithm is improved. Also the performance of ListNet algorithm is not acceptable with regard to NDCG@10 criterion.

Evaluation results based on ERR@10 criterion: In this evaluation, the best values obtained by LambdaMART, ListNet, and MART in training data. The results of algorithms are shown in Table 3 based on the ERR@10 criterion.

| Algorithm    | Dataset       |
|--------------|---------------|
|              | Training data | Testing data |
| AdaRank      | 0.9625        | 0.6929       |
| ListNet      | 1.0           | 0.6931       |
| MART         | 1.0           | 0.6931       |
| LambdaMART   | 1.0           | 0.6931       |
| LambdaRank   | 0.9221        | 0.6930       |

Table 3 shows that the AdaRank and LambdaRank algorithms do not perform good performance compared to the other three algorithms in training data. In the testing data all algorithm are almost equal.

Evaluation results based on P@10 criterion: In this evaluation, the precision is the fraction of the documents retrieved that are relevant to the user's information need. In binary classification, precision is
analogous to positive predictive value. Precision takes all retrieved documents into account. It can also be evaluated at a given cut-off rank, considering only the topmost results returned by the system. This measure is called precision at n or P@n. In this paper we used p@10. The evaluation results based on this criterion are shown in Table 4.

| Algorithm   | Dataset       | Training data | Testing data |
|-------------|---------------|---------------|--------------|
| AdaRank     | 0.9625        | 0.9600        |
| ListNet     | 0.7689        | 0.7200        |
| MART        | 1.0           | 1.0           |
| LambdaMART  | 1.0           | 1.0           |
| LambdaRank  | 0.7358        | 0.5300        |

Table 4 shows that the both MART and LambdaMART algorithms have the best performance. After these two algorithms, the AdaRank algorithm is located. Regard to the P@10 criterion the LambdaRank algorithm does not have an acceptable performance. Figure 2 shows the results obtained in different tables as a graph.

Figure 2 shows that the two MART and LambdaMART algorithms have the best and highest scores in the three evaluation criteria such as P@10, NDCG@10. This shows that these two algorithms are the best ranking algorithms according to the proposed dataset. In the MAP evaluation criterion, ListNet algorithm is the best algorithm.

5. Conclusions

Today, with the advancement of data mining science, we are seeing improvements to search engines in the search for the web and an appropriate response to users. This quality improvement, which by providing relevant documents in the rating of documents in the field of data retrieval, helps search engines to discover new ways of ranking. Improving the quality of document rankings and the speed of document rankings makes a huge leap in data mining. In this paper, an approach based on Combination of Features (CoF) for ranking news. In addition a dataset was presented from the IRNA news documents and then, using all the CoF, the documents were evaluated and ranked. For this purpose, two phases, namely news retrieval and news rankings were implemented. In the retrieving news phase, preprocessing was performed on raw data. In the ranking news phase, combination of features (12 features) were selected and calculated. In the experiments, the dataset was tested by ranking algorithms including AdaRank, ListNet, MART, LambdaMART, LambdaRank, with evaluation criteria including MAP, NDCG@10, ERR@10, P@10. The results of applying the selected algorithms on the proposed dataset with proposed approach showed that MART and LambdaMART algorithms have a better outcome. For future work, other algorithms such as Support Vector Machines (SVM),
linear regression, decision tree regression and so on can be applied to the presented dataset with proposed CoF. Also, other evaluation criteria can be used.
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