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Abstract
For many applications, we need to use techniques to represent convex shapes and objects. In this work, we
use level set method to represent shapes and find a necessary and sufficient condition on the level set function
to guarantee the convexity of the represented shapes. We take image segmentation as an example to apply our
technique. Numerical algorithm is developed to solve the variational model. In order to improve the performance
of segmentation for complex images, we also incorporate landmarks into the model. One option is to specify
points that the object boundary must contain. Another option is to specify points that the foreground (the
object) and the background must contain. Numerical experiments on different images validate the efficiency
of the proposed models and algorithms. We want to emphasize that the proposed technique could be used for
general shape optimization with convex shape prior. For other applications, the numerical algorithms need to
be extended and modified.
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1 Introduction
Image segmentation is a fundamental task in image sciences and arises from a wide range of applications, such
as computer vision, medical imaging and analysis. Numerous models and algorithms have been proposed for this
problem [1], [2], [3], [4]. These models can be roughly categorized into region based methods and edge based methods.
Active contour method proposed in [3] is one of the famous edge based models. Mumford-Shah’s (MS) functional is a
fundamental region based method [1]. Different variants and approximation models were proposed. The Chan-Vese
(CV) model, proposed in [2], is exactly a piece-wise constant case of the MS model.

Existing models are usually based on the image intensity values. These approaches can not present desirable
segmentation results for complex real images because the interested objects in the images are usually occluded by
others, or can not be distinguished from others in low contrast images. For example in medical imaging, the organs,
such as liver, kidney and heart, usually have similar intensity values in computed tomography image. This turns
out that a prior shape of the object should be incorporated in a proper way to get a meaningful segmentation
especially under low contrast, occlusions and noisy conditions.

Various image segmentation models with shape priors were proposed in the literature. In [5], the geodesic active
contour model is extended by incorporating shape information into the contour evolution process. Because an
object in the plane corresponds a unique signed distance function (SDF, a special level set function), shape priors
are usually described by the corresponding SDF.

In [6], an energetic model is proposed to incorporate shape prior by level set representation, which can deal with
noisy, occluded and corrupted image segmentation problem. In [7], a labelling function is introduced to enforce
shape prior. This method is developed in [8] to allow scaling, translation and rotation of prior shape. In [9],
a model incorporating shape prior knowledge is proposed for multiple objects segmentation under occlusions and
subtle boundary condition. These approaches mentioned above are all based on a shape training set. The studies on
general shape priors, such as star shape and convex shape, attracted more and more attentions recently [10], [11], [12],
[13], [14], [15].

In this paper, we focus on the models and algorithms for image segmentation with convexity prior. The impor-
tance of convexity for shape completion has attracted attentions for a long time, see [16]. In practice, a lot of objects
are convex, such as buildings, organs and cells. Several approaches have been proposed for image segmentation
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with convexity prior. In [13], a graph-based model is proposed for multiple phases segmentation with convexity constraints by extending the minimum cost multi-cut method.

In [10], a discrete segmentation model is proposed by incorporating convexity prior. Based on the definition of convexity, i.e., the line segment between any two points belonging to the shape shall be inside it, a convexity model is proposed in [10] by penalizing 1-0-1 configuration on all line segments in the image domain. Here 1 or 0 denotes the pixel belonging to the object or not. Efficient algorithm based on trust region approach is investigated for the proposed model by using linear and quadratic approximations.

In [12], an $L_1$-Euler Elastica energy-based model is studied. By imposing a large weight on the Euler Elastica regularization term, one can get convex shape segmentation result because the absolute curvature integral along any closed curve is larger than $2\pi$ unless the curve is convex.

In [11], it is proved that the shape convexity is guaranteed by the convexity of its corresponding signed distance function, which is equivalent to the nonnegativity of its Laplacian (a linear inequality constraint). This representation technique of convexity shape is incorporated with Chan-Vese model [2] for two-phase image segmentation. Therefore, the proposed model in [11] contains two constraints, both of which make the solution to be a convex signed distance function. In [11], a numerical method is used to handle the Chan-Vese functional minimization and the two constraints separately.

In this work, we develop and improve the method in [11] theoretically and numerically. We prove the equivalence between the shape convexity and the Laplacian nonnegativity of its corresponding SDF by geometric method. For a given shape, we prove that all the sublevel sets of its SDF are convex if and only if the shape is convex. Therefore, all level sets of the SDF are convex curves, and their curvatures, which are computed by the Laplacian of SDF, are nonnegative.

The proposed equivalence between convex shape and its SDF could be used for general shape optimization problems. In this paper, we take image segmentation problem as an example to apply this technique. We consider probability-based models for two-phase image segmentation with convexity shape prior. The probabilities are estimated by Gaussian mixture method (GMM) and the similarities between the given priors of foreground and background. Moreover, in order to improve segmentation results for challenging images we incorporate boundary landmarks with Gaussian mixture method (GMM).

For the sake of computational efficiency, the convex constraint is imposed on a subregion (containing the segmented object) of the image domain, and proper boundary conditions are given on the image boundary. By introducing two auxiliary variables, alternate direction method of multiplier (ADMM), which is widely used in image sciences [17], [18], [19], [12], is used to solve the proposed models. The proposed algorithm can handle the objective energy functional and constraints simultaneously, and all variables have closed form solutions except the SDF update in the iteration procedure. SDF update needs to solve a fourth order partial differential equation with the given condition, which can be converted to two second order partial differential equations and solved by discrete cosine transform (DCT) efficiently [20].

The rest of this paper is organized as follows. Theoretical analysis about convex shape representation by SDF is presented in Section 2. Probability-based models with convexity prior and two probability estimation methods are given in Section 3. Section 4 is devoted to numerical algorithms for the proposed models. Numerical results for various images are illustrated in Section 5. Lastly, some conclusions and future work are discussed in Section 6.

## 2 Convex shape prior with signed distance functions

Level set representation method [21] is one of the most popular tools in the field of image segmentation [2], [8], [22] because it can handle the topological changes of curves and surfaces efficiently. It is well-known that any object in the plane corresponds a unique signed distance function (SDF) – a special level set function [21], and vice versa. Therefore, the properties of the object can be described by its signed distance function. In [11], it is proved that the convexity of an object is guaranteed by the convexity of its corresponding SDF, which is equivalent to nonnegativity of the Laplacian of SDF. We will prove a further conclusion by geometric method in this section.

The signed distance function of an object $\Omega_0$ is defined as

$$\phi(x) = \begin{cases} -\text{dist}(x, C) & x \text{ inside } C \\ \text{dist}(x, C) & x \text{ outside } C \end{cases},$$

where $C = \partial \Omega_0$ is the boundary of $\Omega_0$ and $\text{dist}(x, C) = \min_{y \in C} \|x - y\|_2$. It is well known that

$$|\nabla \phi| = 1,$$  

(2)
holds almost everywhere for the SDF of any object (or curve).

The level set and sublevel set of a given function \( f \) are defined as

\[
\text{lev}_f^c = \{ x | f(x) = c \}, \\
\text{slev}_f^c = \{ x | f(x) \leq c \}.
\]

(3) (4)

It is obvious that \( C = \text{lev}_\phi^0 \), and \( \Omega_0 = \text{slev}_\phi^0 \). The following theorem was proven in [11].

**Theorem 1.** Let \( \phi \) be the signed distance function of an object \( \Omega_0 \subset \Omega \). If \( \phi \in C^2 \) a.e. in \( \Omega \) and satisfies the following condition:

\[
\triangle \phi \geq 0, \text{ a.e. } x \in \Omega.
\]

Then object \( \Omega_0 \) must be convex.

In Theorem 2 we will prove that the convexity of shape is equivalent to Laplacian nonnegativity of its corresponding SDF, i.e., condition (3) is sufficient and also necessary for the convexity of the object \( \Omega_0 \). We prove the following Lemma first.

**Lemma 1.** Let \( \phi \) be the signed distance function of \( \Omega_0 \subset \mathbb{R}^2 \), and \( \Omega_c \) is the sublevel set of \( \phi \) with a given number \( c \). Then we have that \( \Omega_0 \) is convex if and only if \( \Omega_c \) is convex for all \( c \).

**Proof.** We prove this conclusion for nonempty \( \text{slev}_\phi^c \) only. It is obvious that \( \Omega_0 \) is convex if \( \Omega_c \) is convex for all \( c \). We will prove that \( \Omega_c \) are convex if \( \Omega_0 \) is convex in the following.

(i) For \( c = 0 \), it is obvious.

(ii) For \( c > 0 \), suppose any two points \( x_1, x_2 \in \text{slev}_\phi^c \), i.e. \( \text{dist}(x_j) \leq c \) \((j = 1, 2)\). We will prove that \( \lambda x_1 + (1 - \lambda) x_2 \in \text{slev}_\phi^c \) for \( 0 \leq \lambda \leq 1 \), i.e.

\[
\phi(\lambda x_1 + (1 - \lambda) x_2) \leq c.
\]

(6)

There are three cases to be considered: A) \( x_1, x_2 \in \Omega_0 \); B) only one point belonging to \( \Omega_0 \); C) \( x_1, x_2 \) outside \( \Omega_0 \).

A) It is obvious that \( \lambda x_1 + (1 - \lambda) x_2 \in \Omega_0 \) for \( \lambda \in [0, 1] \) by the assumption that \( \Omega_0 \) is convex. Therefore, we have

\[
\phi(\lambda x_1 + (1 - \lambda) x_2) \leq 0 < c.
\]

(7)

B) Without loss of generality, we assume \( x_1 \in \Omega_0 \) and \( x_2 \notin \Omega_0 \). Suppose \( \lambda \in [0, 1] \) such that \( \hat{x} = \lambda x_1 + (1 - \lambda) x_2 \in C = \partial \Omega_0 \). For \( \lambda \in [\lambda, 1] \), we have \( \lambda x_1 + (1 - \lambda) x_2 \in \Omega_0 \), and

\[
\phi(\lambda x_1 + (1 - \lambda) x_2) \leq 0 < c.
\]

(8)

For \( \hat{\lambda} \in [0, \lambda] \), we have \( \hat{x} = \hat{\lambda} x_1 + (1 - \hat{\lambda}) x_2 = \hat{x} + (\hat{\lambda} - \lambda)(x_2 - x_1) \) outside \( \Omega_0 \). Because \( x_1, x_2 \) and \( \hat{x} \) are collinear, there is \( 0 \leq \mu \in (0, 1) \) such that \( \hat{x} = \hat{x} + \mu(x_2 - \hat{x}) \), and \( \hat{x} = x_2 \) when \( \mu = 1 \). Suppose \( y_2 \in \partial \Omega_0 \) such that

\[
\phi(x_2) = \| x_2 - y_2 \|_2.
\]

(9)

By the assumption, we have \( \tilde{y} = \mu y_2 + (1 - \mu)e \in \text{slev}_\phi^0 \). It is obvious that for any \( x \) outside \( \Omega_0 \) we have

\[
\phi(x) = \min_{y \in C} \| x - y \|_2 = \min_{y \in \text{slev}_\phi^0} \| x - y \|_2.
\]

(10)

Therefore, we have

\[
\phi(\hat{x}) = \min_{\gamma \in \text{slev}_\phi^0} \| \hat{x} - \gamma \|_2
\]

\[
\leq \| \hat{x} - y_2 \|_2
\]

\[
= \| \mu(x_2 - y_2) \|_2
\]

\[
\leq \| x_2 - y_2 \|_2
\]

\[
= \phi(x_2) = c.
\]

(11)
The second inequality held by \( \mu \in (0, 1] \).

C) Let \( y_j \ (j = 1, 2) \) be the points on \( C = \partial \Omega \) such that \( \phi(x_j) = \|x_j - y_j\|_2 \) \((j = 1, 2)\). Because \( \text{slev}_\phi^0 \) is convex, \( \lambda y_1 + (1 - \lambda)y_2 \in \text{slev}_\phi^0 \) for \( \forall \lambda \in [0, 1] \). By \( \Box \), we have

\[
\begin{align*}
\phi(\lambda x_1 + (1 - \lambda)x_2) &= \min_{y \in \text{slev}_\phi^0} \|\lambda x_1 + (1 - \lambda)x_2 - y\|_2 \\
&\leq \|\lambda x_1 + (1 - \lambda)x_2 - \lambda y_1 - (1 - \lambda)y_2\|_2 \\
&\leq \lambda\|x_1 - y_1\|_2 + (1 - \lambda)\|x_2 - y_2\|_2 \\
&\leq c.
\end{align*}
\]

(12)

(iii) For \( c < 0 \), suppose \( x_j \ (j = 1, 2) \) in \( \text{slev}_\phi^c \), and \( y_j \in C \ (j = 1, 2) \) such that

\[
\begin{align*}
\phi(x_j) &= -\min_{y \in C} \|x_j - y\|_2 \\
&= -\|x_j - y_j\|_2 \leq c, \ j = 1, 2.
\end{align*}
\]

(13)

It is obvious that \( \|x_j - y_j\|_2 \geq -c \ (j = 1, 2) \). We have \( \lambda x_1 + (1 - \lambda)x_2 \in \text{slev}_\phi^c \) for all \( \lambda \in [0, 1] \), i.e.

\[
\begin{align*}
\phi(\lambda x_1 + (1 - \lambda)x_2) &= -\min_{y \in C} \|\lambda x_1 + (1 - \lambda)x_2 - y\|_2 \\
&\leq c, \ \forall \lambda \in [0, 1].
\end{align*}
\]

(14)

In fact, if there is a number \( \hat{\lambda} \in [0, 1] \) such that \( \hat{x} = \hat{\lambda} x_1 + (1 - \hat{\lambda})x_2 \notin \text{slev}_\phi^c \), i.e. \( \phi(\hat{x}) = \phi(\hat{\lambda} x_1 + (1 - \hat{\lambda})x_2) > c \), there is a point \( \hat{y} \) on \( C \) such that

\[
d = \|\hat{\lambda} x_1 + (1 - \hat{\lambda})x_2 - \hat{y}\|_2 < -c.
\]

(15)

Let us move the line segment \( \{\lambda x_1 + (1 - \lambda)x_2|0 \leq \lambda \leq 1\} \) \(d\) parallel such that \( \mathcal{M}(\hat{\lambda} x_1 + (1 - \hat{\lambda})x_2) = \hat{y} \), where \( \mathcal{M} \) denotes the moving operator

\[
\mathcal{M}(x) = x + (\hat{y} - \hat{x}).
\]

(16)

Therefore, for any two points \( z_1, z_2 \) and \( \alpha \in \mathbb{R} \), we have

\[
\mathcal{M}(\alpha z_1 + (1 - \alpha)z_2) = \alpha \mathcal{M}(z_1) + (1 - \alpha)\mathcal{M}(z_2).
\]

(17)

Because the distances between \( x_j \ (j = 1, 2) \) and \( C \) are \( -\phi(x_j) \geq -c > d \), \( \mathcal{M}(x_j) \ (j = 1, 2) \) are inside \( C \) still, i.e. \( \mathcal{M}(x_j) \ (j = 1, 2) \) are interior points of \( \text{slev}_\phi^0 \). Therefore, for all \( \lambda \in [0, 1] \) we have \( \mathcal{M}(\lambda x_1 + (1 - \lambda)x_2) = \lambda \mathcal{M}(x_1) + (1 - \lambda)\mathcal{M}(x_2) \) are interior points of \( \text{slev}_\phi^0 \) due to the convexity of \( \text{slev}_\phi^0 \), which contradicts to \( \mathcal{M}(\hat{\lambda} x_1 + (1 - \hat{\lambda})x_2) = \hat{y} \) on \( C \). \( \square \)

By the conclusion of Lemma 1, all the level set curves of the SDF of a convex object are convex. It is well known that the convexity of curve is equivalent to the nonnegativity of its curvature. Therefore, we have the following theorem.

**Theorem 2.** Let \( \phi \) be a signed distance function of \( \Omega_\phi \). If \( \phi \in C^2 \) almost everywhere (a.e.), we have the convexity of \( \Omega_\phi \) is equivalent to \( \Delta \phi \geq 0 \) almost everywhere.

**Proof.** It is known that the curvature of the level set curve of SDF \( \phi \) is

\[
\kappa = \nabla \cdot \left( \frac{\nabla \phi}{|\nabla \phi|} \right) = \Delta \phi.
\]

(18)

The second equality held by the fact that \( |\nabla \phi| = 1 \) holds almost everywhere for signed distance function. Using the fact that the curvature of a curve is nonnegative if and only if it is convex, we get the conclusion. \( \square \)
3 Image segmentation models with convexity shape constraint

In this section, we present some probability-based models for two-phase image segmentation with convex shape prior. We will present the general probability-based model first. Generally speaking, the probabilities showing a point belong to foreground/background will be estimated by Gaussian mixture method. In case that we have some points or subregions of foreground and background are already labeled, we will calculate the probabilities for each point using similarities between this point and the labeled points. In order to improve the performance of the GMM-based model, we will also enhance the model by adding landmarks on the object boundary. Numerical algorithms for the proposed models will be presented in Section 4.

Let \( I : x \in \Omega \mapsto I(x) \in \mathbb{R}^d \) (\( d = 1 \) for grey image and \( d = 3 \) for color image) be an image defined on a square domain \( \Omega \). Denote the object region by \( \Omega_0 \) and this is the region we need to identify. A general two-phase image segmentation model with convexity shape prior can be written as

\[
\arg\min_{\Omega_0} \int_{\Omega_0} f_{I,0}(x)dx + \int_{\Omega\setminus\Omega_0} f_{I,1}(x)dx + \int_{\partial\Omega_0} g(C(s))ds,
\]

subject to \( \Omega_0 \) being convex, \( (19) \)

where \( f_{I,i}(x) \) (\( i = 0,1 \)) are the probability-related functions and \( C(s) = \partial\Omega_0 \) is the object boundary, \( g \) is usually an edge detection function. This model is often called the ‘Potts model’ and we are adding the convex shape prior here.

As was done in [23][24][19], we use binary label function to represent the object. Let \( u(x) = 0 \) for \( x \in \Omega_0 \) and 1 otherwise. The model \( (19) \) can be rewritten as

\[
\arg\min_{u \in \{0,1\}} \int_{\Omega} f_I(x)u(x)dx + \int_{\Omega} g(x)|\nabla u|dx
\]

subject to \( \Omega_0 = \{ x|u(x) = 0 \} \) being convex, \( (20) \)

where \( f_I(x) = f_{I,1}(x) - f_{I,0}(x) \) is called region force term. The edge detector \( g \) is computed by

\[
g(x) = \frac{\alpha}{1 + \beta|\nabla G*I(x)|},
\]

where \( \alpha, \beta > 0 \) are two parameters, and \( G \) is a smoothing function (Gaussian kernel function for example) to suppress the noisy effect.

The region force term plays an important role in the performance of image segmentation model [20]. Probability based method is one of the widely investigated approaches in the literature for image segmentation and data clustering due to its flexibility and robustness of intensities [4][23][20][27][28][29].

For a given image \( I(x) \), suppose the probabilities of point \( x \) belonging to the two phases are \( p_{I,i}(x) \) (\( i = 0,1 \)), respectively. It is obvious \( p_{I,0}(x) + p_{I,1}(x) = 1 \). Then binary indicator function \( u(x) \) for the object \( \Omega_0 \) is a random variable:

\[
p\{u(x)|I(x)\} = \begin{cases} p_{I,0}(x) & u(x) = 0 \\ p_{I,1}(x) & u(x) = 1 \end{cases} = [p_{I,1}(x)]^{u(x)}[1 - p_{I,1}(x)]^{1-u(x)},
\]

where \( p_{I,0}(x) = 1 - p_{I,1}(x) \). Assuming \( u(x) \) at all \( x \in \Omega \) are independent, we have

\[
p\{u|I\} = \prod_{x \in \Omega} p\{u(x)|I(x)\}.
\]

The region force term is usually computed by the negative likelihood function of \( p\{u(x)|I(x)\} \),

\[
-\ln(p\{u(x)|I(x)\}) = u(x)[-\ln(p_{I,1}(x)) + \ln(1 - p_{I,1}(x))],
\]

i.e. \( f_I(x) = -w_1 \ln(p_{I,1}(x)) + w_0 \ln(1 - p_{I,1}(x)) \). In practice, in order to fit the boundary precisely, we modify the region force term as weighted summation as

\[
f_I(x) = -w_1 \ln(p_{I,1}(x)) + w_0 \ln(1 - p_{I,1}(x)).
\]

Suppose \( \phi \) is the signed distance function of \( \Omega_0 \). We have

\[
u(x) = H(\phi(x)) = \begin{cases} 1 & \phi(x) > 0 \\ 0 & \phi(x) \leq 0 \end{cases},
\]

(25)
where $H(s)$ is the Heaviside function, i.e. $H(s) = 1$ for $s > 0$ and $H(s) = 0$ for $s \leq 0$. By Theorem 2 in Section 2 and the following equality

$$|\nabla u| = \delta(\phi)|\nabla \phi| = \delta(\phi),$$

where $\delta(\phi) = H'(\phi)$ is Dirac distribution function, the model (20) can be re-written as

$$\text{arg min}_{\phi} \int_{\Omega} F(\phi)dx, \quad \triangle \phi \geq 0, |\nabla \phi| = 1,$$

(26)

where $F(\phi) = g(x)\delta(\phi) + f_I(x)H(\phi)$. Both constraints in (20) make the solution to be convex signed distance function. The constraint $|\nabla \phi| = 1$ is to guarantee that $\phi$ is a signed distance function, and the constraint $\triangle \phi \geq 0$ makes $\phi$ to be convex by Theorem 2.

There are a lot of methods to estimate the probabilities for the model above. In order to highlight the proposed method for convex shape representation and numerical algorithm, we use two simple methods do estimate the probabilities.

### 3.1 Gaussian mixture method

In this subsection, we will present the Gaussian mixture method (GMM) to estimate the probabilities $p_{I,i}(i = 0, 1)$ mentioned above for a given image $I$. Assume $I(x)$ obeys mixed Gaussian distributions $G(\mu_0, \Sigma_0)$ and $G(\mu_1, \Sigma_1)$, i.e.

$$p(I(x)) = c_0 p_0(I(x)) + c_1 p_1(I(x)), \quad (27)$$

where $c_i \ (i = 0, 1)$ are the proportions ($c_0 + c_1 = 1$) of two distributions, and

$$p_i(I(x)) = \frac{1}{(2\pi)^{\frac{n}{2}} \det(\Sigma_i)^{\frac{1}{2}}} e^{-\frac{1}{2}||I(x) - \mu_i||_{\Sigma_i}^2}, i = 0, 1.$$

We have

$$p\{u(x)\} = \left\{ \begin{array}{ll} c_0 & u(x) = 0 \\ c_1 & u(x) = 1 \end{array} \right.,$$

and $c_1 = \frac{1}{|\Omega|} \int_{\Omega} u(x)dx$, $c_0 = 1 - c_1$, where $|\Omega| = \int_{\Omega} 1dx$. By Bayesian method, we have the probability of point $x$ belonging to the 1st class $u(x) = 1$ is

$$p_{I,1}(x) = \{u(x) = 1|I(x)\} = \frac{p\{I(x)|u(x) = 1\} p\{u(x) = 1\}}{p(I(x))} = \frac{c_1 p_1(I(x))}{c_0 p_0(I(x)) + c_1 p_1(I(x))},$$

(28)

and $p_{I,0}(x) = 1 - p_{I,1}(x)$ for zeroth class $u(x) = 0$. Therefore, we can obtain the region force term by (24)

$$f_I(x) = -w_1 \ln p_{I,1}(x) + w_0 \ln (1 - p_{I,1}(x)).$$

(29)

Therefore, the GMM-based model is to minimize the following energy functional:

$$\text{arg min}_{\phi,c_i,\mu_i,\Sigma_i,i=0,1} \int_{\Omega} F(\phi)dx, |\nabla \phi| = 1, \triangle \phi \geq 0,$$

(30)

where $F(\phi) = H(\phi)f_I + g(x)\delta(\phi)$ and $f_I$ computed by (29).

We can get segmentation result by iteration method. Suppose we have a segmentation result $\phi$ (initial one is given by user). Similar to expectation maximization (EM) method [30], we can estimate the probabilities $p_{I,i} (i = 0, 1)$. The binary function $H(\phi(x))$ can be viewed as the probability of the point $x$ belonging to the 1st class. Firstly, we can estimate the parameters $c_i, \mu_i$ and $\Sigma_i \ (i = 0, 1)$:

$$c_i = \frac{1}{|\Omega|} \int_{\Omega} q_i(x)dx,$$

(31)

$$\mu_i = \frac{\int_{\Omega} q_i(x)I(x)dx}{\int_{\Omega} q_i(x)dx},$$

(32)

$$\Sigma_i = \frac{\int_{\Omega} q_i(x)(I(x) - \mu_i)^T(I(x) - \mu_i)dx}{\int_{\Omega} q_i(x)dx},$$

(33)
where \( q_1(x) = H(\phi), q_0(x) = 1 - q_1(x) \). After having the parameters above, we can obtain two Gaussian distributions \( G(\mu_i, \Sigma_i) \) (\( i = 0, 1 \)), and compute the posterior probabilities \( p_{1,i} = p(u = i|I(x)) \) (\( i = 0, 1 \)) by (28) and region force term for image segmentation by (29). A new level set function \( \phi \) can be obtained by minimizing (30) with region force term fixed.

3.2 Gaussian mixture method with boundary landmarks

In order to improve the performance of GMM-based model, we incorporate object boundary priors into the model (30). For nonuniform, complex and low contrast images, it is difficult to extract the object boundary robustly and precisely. Although it is hard and time consuming to draw the whole object boundary manually, it is often very easy to use prior knowledge to determine some points on the object boundary. In the following, we will present a model with object boundary landmarks and convex shape prior.

Let us assume that the object boundary must pass through points \( x_k \) (\( k = 1, 2, \cdots, K \)). With the level set representation, this is true if and only if \( \phi(x_k) = 0, \ k = 1, 2 \cdots K \). Correspondingly, the GMM model (30) with boundary landmarks is to solve the following constrained minimization problem:

\[
\arg \min_{\phi,c,\mu_i,\Sigma_i,i=0,1} \int_{\Omega} F(\phi)dx, \Delta \phi \geq 0, |\nabla \phi| = 1, \phi(x_k) = 0, k = 1, 2, \cdots, K. \tag{34}
\]

We use the penalization method to handle the constraints \( \phi(x_k) = 0, k = 1, 2, \cdots, K \) and relax the above minimization problem as

\[
\arg \min_{\phi,c,\mu_i,\Sigma_i,i=0,1} \int_{\Omega} F_L(\phi)dx, \Delta \phi \geq 0, |\nabla \phi| = 1, \tag{35}
\]

where \( F_L(\phi) = F(\phi) + \frac{\theta}{2} \sum_{k=1}^K |\phi(x_k)|^2 \) with \( \theta \) being the penalization parameter which is normally taken as a fixed large positive number.

3.3 Prior region-based method

It is becoming an usual method to label subregions of foreground and background to alleviate the difficulties for complex images segmentation. In this subsection, we use a method based on the labelled priors to estimate the probabilities, which are not updated in the implementation procedure.

Assume \( R_{bg} \) and \( R_{ob} \) are the given region priors for background and foreground (object) of the image, i.e. \( R_{bg} \) and \( R_{ob} \) are parts of background and foreground, respectively. For any point in the image domain, we compute the probabilities belonging to background and foreground for it by the similarities between it and all the labelled points of \( R_{bg} \) and \( R_{ob} \). The similarity between any two points \( x, y \) is computed by their locations and image intensity values

\[
S^a_I(x, y) = e^{-a_1\|x - y\|^2 - a_2\|I(x) - I(y)\|^2}, \tag{36}
\]

where \( a_1, a_2 \) are two numbers to balance their location and intensity distances. In this paper, we adopt \( a_1 = 0.1, a_2 = 10 \). The probability belonging to background (\( i = 1 \)) is defined as

\[
p_{I,1}(x) = p(u(x) = 1) = \frac{\int_{R_{bg}} S^a_I(x, y)dy}{\int_{R_{bg} \cup R_{ob}} S^a_I(x, z)dz}, \tag{37}
\]

and \( p_{I,0}(x) = 1 - p_{I,1}(x) \) is the probability belonging to foreground (object). If the denominator in (37) is less than a threshold \( \epsilon_p \) (0.01 in this paper), we set \( p_{I,0}(x) = p_{I,1}(x) = 0.5 \). Furthermore, for the probabilities of the labelled points, we set \( p_{I,1}(x) = 1 \) for \( x \in R_{bg} \) and \( p_{I,1}(x) = 0 \) for \( x \in R_{ob} \), and vice versa. After computing the probabilities \( p_{I,i} \) (\( i = 0, 1 \)), the region force term for the image segmentation model (26) is then taken as

\[
f_I(x) = -w_1 \ln(p_{I,1}(x)) + w_0 \ln(1 - p_{I,1}(x)). \tag{38}
\]

At last, we want to say that general image segmentation models can be got by taking away the non-negative constraint for the SDF Laplacian. For the sake of simplicity, we name the GMM-based model, GMM-based model with landmarks and region priors based model with convexity prior as GMMC, GMML and RP, and name the corresponding models without convex shape prior as GMM, GMML and RP. We will compare the results of the models with convexity prior and these without convexity prior in Section 5.
4 Algorithms for the proposed models

It is possible to design efficient algorithms for solving (26) and (35). We concentrate on the method for \( \phi \) update by fixing other variables, and the parameters \( \epsilon_i, \mu_i \) and \( \Sigma_i \) are easy to estimate with given \( \phi \). In this work, we consider a special case, but this special case is general enough to handle most of the cases we encounter in practice. We shall assume that the segmented object is inside a domain \( \Omega_1 \subset \Omega \). In case that our segmented object touches the boundary \( \partial \Omega \), then it is possible to pad extra pixels around the image domain \( \Omega \) and still use the algorithm.

In case that we know the segmented object is inside \( \Omega_1 \subset \Omega \), we will only require that \( \phi \) is a signed distance function and satisfies \( \Delta \phi \geq 0 \) inside \( \Omega_1 \), i.e.

\[
|\nabla \phi| = 1, \quad \Delta \phi \geq 0, \text{ in } \Omega_1.
\]  (39)

In the rest of the domain \( \Omega_2 = \Omega \setminus \Omega_1 \), we will impose no constraint, but require the function \( \phi \) to satisfy the boundary condition

\[
\frac{\partial \phi}{\partial \vec{n}} = \frac{\partial \Delta \phi}{\partial \vec{n}} = 0, \text{ on } \partial \Omega.
\]  (40)

Here and latter, \( \vec{n} \) is the unit out normal vector of \( \partial \Omega \). In this section, we propose an efficient algorithm for minimization problems (26) and (35) by using splitting technique properly.

By introducing two auxiliary variables \( \zeta \) and \( \xi \), the minimization problems (26) and (35) under conditions (39) and (40) are equivalent to:

\[
\arg \min_{\phi, \zeta, \xi} \int_{\Omega} F(\phi) dx, \quad \zeta(x) = \Delta \phi(x), \xi(x) = \nabla \phi(x)
\]

\[
\zeta(x) \geq 0, |\xi(x)| = 1, x \in \Omega_1, \quad \frac{\partial \phi}{\partial \vec{n}} = \frac{\partial \Delta \phi}{\partial \vec{n}} = 0, \text{ on } \partial \Omega,
\]  (41)

where the integral function \( F \) may be \( F \) in (26) or \( F_L \) in (35). Three functional spaces are introduce for the convenience of narration as following:

\[
V = \{ \phi \in H^2(\Omega) | \frac{\partial \phi}{\partial \vec{n}} = \frac{\partial \Delta \phi}{\partial \vec{n}} = 0 \text{ on } \partial \Omega \},
\]

\[
V_1 = \{ \zeta \in H^1(\Omega) | \frac{\partial \zeta}{\partial \vec{n}} = 0 \text{ on } \partial \Omega \},
\]

\[
V_2 = \{ \xi \in H^1(\Omega) \times H^1(\Omega) | \xi \cdot \vec{n} = 0 \text{ on } \partial \Omega \}.
\]

The augmented Lagrangian functional of problem (41) is

\[
L(\phi, \xi, \zeta, \gamma_1, \gamma_2) = \int_{\Omega} F(\phi) dx + \langle \gamma_2, \Delta \phi - \zeta \rangle + \langle \gamma_1, \nabla \phi - \xi \rangle + \frac{\rho_1}{2} \| \Delta \phi - \zeta \|^2 + \frac{\rho_2}{2} \| \nabla \phi - \xi \|^2,
\]  (42)

subject to \( \zeta(x) \geq 0, |\xi(x)| = 1, x \in \Omega_1 \),

where \( \phi \in V, \gamma_1, \zeta \in V_1, \gamma_2, \xi \in V_2 \), and \( \rho_1, \rho_2 > 0 \) are two parameters. In the following, we introduce two subsets of \( V_1 \) and \( V_2 \)

\[
S_{11} = \{ \zeta \in V_1 | \zeta(x) \geq 0, x \in \Omega_1 \},
\]

\[
S_{21} = \{ \xi \in V_2 | |\xi(x)| = 1, x \in \Omega_1 \}.
\]

It is obvious that \( \zeta \in S_{11} \) and \( \xi \in S_{21} \). In the formula (42) and later, we use \( \langle \cdot, \cdot \rangle \) to denote the \( L^2 \) inner product of functions.

Alternate direction method is applied to minimize this problem iteratively. During the iterations, one of the three variables is updated by fixing the others.

4.1 Alternate direction method

The alternating direction method of multipliers (ADMM) for (42) is given in Algorithm 1.

In the following, we give the details to solve the subproblems (Step 4,5,6) in Algorithm 1. There are closed form solutions for Step 4 and Step 5, and the minimizer of step 6 is the solution of a fourth order partial differential equations with given boundary conditions.
Therefore, the Euler Lagrangian equation of the objective functional (46) is

\[ L = \text{Lagrangian functional, i.e.} \]

In order to make the iteration procedure stable in Algorithm 1, we add a proximity term to the augmented

Algorithm 1 Alternate direction algorithm for [12]

1. Initialization: \( \gamma_1 = 0, \gamma_2 = 0, \rho_1, \rho_2 > 0 \), initial curve
   
   \( C \) or SDF \( \phi^0 \) and priors (landmarks or region prior, if needed), and total iteration number Num > 0;

2. Compute probabilities \( p_{t,0} p_{t,1} \) by (28) and (37) for different methods;

3. For \( t = 0, 1, 2, \ldots, \text{Num} \)
   
4. \( \zeta^{t+1} = \arg\min_{\zeta(x) \in S_1} L(\phi^t, \xi^t, \zeta^t_1, \zeta^t_2) \)

5. \( \xi^{t+1} = \arg\min_{\xi \in S_2} L(\phi^t, \xi, \zeta^{t+1}_1, \zeta^t_2) \)

6. \( \phi^{t+1} = \arg\min_{\phi \in V} L(\phi, \xi^{t+1}, \zeta^{t+1}, \gamma^t_1, \gamma^t_2) \)

7. \( \gamma^t_1 = \gamma^t_1 + \rho_1 (\Delta \phi^{t+1} - \zeta^{t+1}) \)

8. \( \gamma^t_2 = \gamma^t_2 + \rho_2 (\nabla \phi^{t+1} - \xi^{t+1}) \)

9. end(for)

4.1.1 \( \zeta \) update in Step 4

By discarding the terms independent of \( \zeta \), we have that \( \zeta^{t+1} \) is the minimizer of the following problem:

\[ \arg\min_{\zeta \in S_1} L(\phi^t, \xi^t, \zeta, \gamma^t_1, \gamma^t_2) = \arg\min_{\zeta \in S_1} \int_{\Omega} \left[ \frac{\rho_0}{2} (\zeta(x))^2 - \zeta(x)(\rho_1 \Delta \phi^t(x) + \gamma^t_1(x)) \right] dx. \]

The minimizer of the above problem is

\[ \zeta^{t+1}(x) = \begin{cases} \max \{0, \tilde{\zeta}^t(x)\} & x \in \Omega_1 \\ \tilde{\zeta}^t(x) & x \in \Omega_2, \end{cases} \]

(43)

where \( \tilde{\zeta}^t(x) = \Delta \phi^t(x) + \gamma^t_1(x)/\rho_1 \).

4.1.2 \( \xi \) update in Step 5

Similarly, by removing the terms independent of \( \xi \), we have that \( \xi^{t+1} \) is the minimizer of

\[ \arg\min_{\xi \in S_2} L(\phi^t, \xi^t, \zeta^{t+1}, \gamma^t_1, \gamma^t_2) = \arg\min_{\xi \in S_2} \int_{\Omega} \left[ \frac{\rho_2}{2} |\xi|^2 - \xi \cdot (\rho_2 \nabla \phi^t + \gamma^t_2) \right] dx. \]

(44)

It is obvious that

\[ \xi^{t+1}(x) = \begin{cases} \tilde{\xi}^t(x)/|\tilde{\xi}^t(x)| & x \in \Omega_1 \\ \tilde{\xi}^t(x) & x \in \Omega_2, \end{cases} \]

(45)

where \( \tilde{\xi}^t(x) = \nabla \phi^t(x) + \gamma^t_2(x)/\rho_2 \).

4.1.3 \( \phi \) update in Step 6

In order to make the iteration procedure stable in Algorithm 1, we add a proximity term to the augmented

Lagrangian functional, i.e.

\[ \arg\min_{\phi} L(\phi, \xi^{t+1}, \zeta^{t+1}, \gamma^t_1, \gamma^t_2) + \frac{\rho_0}{2} \|\phi - \phi^t\|^2_2 = \arg\min_{\phi} \int_{\Omega} \left[ F(\phi) + \frac{\rho_1}{2} (\Delta \phi)^2 + \frac{\rho_2}{2} |\nabla \phi|^2 \right] dx + (\nabla \phi, \gamma^t_2 - \rho_2 \xi^{t+1}) + (\gamma^t_1 - \rho_1 \zeta^{t+1}, \Delta \phi) \]

(46)

where \( \rho_0 \) is a positive number. The above equality held by discarding independent terms. Because \( \phi \in V, \gamma^t_1, \zeta^{t+1} \in V_1, \gamma^t_2, \xi^{t+1} \in V_2 \), we have

\[ \frac{\partial \phi}{\partial \bar{n}} = \frac{\partial \Delta \phi}{\partial \bar{n}} = 0, \quad \frac{\partial \zeta^{t+1}}{\partial \bar{n}} = 0, \quad \frac{\partial \gamma^t_1}{\partial \bar{n}} = 0, \quad \xi^{t+1} \cdot \bar{n} = \gamma^t_2 \cdot \bar{n} = 0. \]

Therefore, the Euler Lagrangian equation of the objective functional (46) is

\[ \begin{cases} \rho_1 \Delta^2 \phi^{t+1} - \rho_2 \Delta \phi^{t+1} + F'(\phi^{t+1}) + \rho_0 \phi^{t+1} = \rho_1 d^t \text{ in } \Omega, \\ \frac{\partial \phi^{t+1}}{\partial \bar{n}} = 0, \quad \frac{\partial \Delta \phi^{t+1}}{\partial \bar{n}} = 0, \quad \text{on } \partial \Omega, \end{cases} \]

\[ \text{for } t = 0, 1, 2, \ldots, \text{Num}. \]
where \( \text{rhd} = \rho_0 \phi - \nabla \left( \gamma \frac{\partial \psi}{\partial n} - \nu T \psi \right) \), and \( \nabla T \) denotes the conjugate operator of \( \nabla \).

Because \( F \) is nonlinear, we solve the above equation iteratively as following

\[
\begin{aligned}
\begin{cases}
\rho_t \Delta \phi^{t,j+1} = \rho_2 \Delta \phi^{t,j} + \rho_0 \phi^{t,j+1} = \text{RHD}(\phi^{t,j}), \\
\frac{\partial \phi}{\partial n}^{t,j+1} = 0, \quad \frac{\partial \phi}{\partial n}^{t,j+1} = 0, \quad \text{on} \quad \partial \Omega,
\end{cases}
\end{aligned}
\]

(47)

where \( \text{RHD}(\phi^{t,j}) = \text{rhd} - F'(\phi^{t,j}) \) with initial value \( \phi^{t,0} = \phi \). Taking \( \rho_2 = 2\sqrt{\rho_0} \), we can reduce the above 4th order problem to the solution of two 2nd order problems. It is clear that

\[
\begin{aligned}
\begin{cases}
\frac{\partial \phi^{t,j+1}}{\partial n} = 0, \\
\frac{\partial \phi^{t,j+1}}{\partial n} = 0,
\end{cases}
\end{aligned}
\]

(48)

We can obtain the solution to (48) by solving two Laplacian equations

\[
\begin{aligned}
\begin{cases}
\frac{\partial \phi^{t,j+1}}{\partial n} = 0, \\
\frac{\partial \phi^{t,j+1}}{\partial n} = 0, \\
\end{cases}
\end{aligned}
\]

(49)

The idea to reduce the 4th order partial differential equations into two 2nd order partial differential equations has been used for a one dimensional periodic boundary problem in [31]. Due to the special nature of our segmentation model, we are able to use this idea for our problem here and it removes the difficulties to solve 4th order partial differential equation and gives very good numerical efficiency for our proposed algorithm. These two equations (49) and (50) can be solved by fast discrete cosine transform numerically [20], which will be explained in detail in next subsection.

As for the selection of \( \rho_0 \), we follow the guideline below. Let \( A = \rho_1 \Delta^2 - \rho_2 \Delta \). By the iteration formula, we have

\[
(A + \rho_0 I)(\phi^{t,j+1} - \phi^{t,j}) = F'(\phi^{t,j}) - F'(\phi^{t,j-1}).
\]

(51)

Therefore, we have

\[
\|\phi^{t,j+1} - \phi^{t,j}\|_2 = \|(A + \rho_0 I)^{-1} F'(\phi^{t,j}) - F'(\phi^{t,j-1})\|_2 \leq \|(A + \rho_0 I)^{-1}\|_2 \max_x |F''(\phi(x))| \|\phi^{t,j} - \phi^{t,j-1}\|_2.
\]

If \( \|(A + \rho_0 I)^{-1}\|_2 \max_x |F''(\phi)| < 1 \), we have that the above iteration sequence is contracted, and the sequence \( \{\phi^{t,j}\} \) converges to \( \phi^{t+1} \). Because \( A = \rho_1 \Delta^2 - \rho_2 \Delta \) is a symmetric semidefinite operator, the iteration is contracted when \( \rho_0 > \max_x |F''(\phi)| \). In this paper, we use \( \phi^{t,j} \) as the approximation of \( \phi^{t+1} \) to save computational cost.

### 4.2 Numerical implementation

In this subsection, we give the details for the numerical implementations for different models in Section 3. Firstly, we use \( H_\epsilon(s) \) and \( \delta_\epsilon(s) = H'_\epsilon(s) \) with \( \epsilon > 0 \) to approximate the Heaviside function and Dirac distribution function

\[
\begin{aligned}
H_\epsilon(s) &= \frac{1}{2} + \frac{1}{\pi} \arctan(s/\epsilon), \\
\delta_\epsilon(s) &= \frac{1}{\pi \epsilon^2}.
\end{aligned}
\]

(52)

In practical applications, an input digital image \( I \in \mathbb{R}^{M \times N \times d} \) (\( d = 1 \) for gray image and \( d = 3 \) for color image) is viewed as a discrete version of a continuous image \( I(x) \), \( x \in \Omega \) with mesh size \( h = 1 \). By abusing the notations little, we also use \( \Omega = \{ (m,n) \mid m = 1,2,\ldots,M,n = 1,2,\ldots,N \} \) to denote the image domain, and \( \Omega_1 \subset \Omega \) is the given domain which contains the segmented object. After given an initial curve in the image domain, we can compute the corresponding signed distance function \( \phi \) in the image domain by the fast marching method [32] or the fast sweeping method [33] [34]. The operators \( \Delta \phi \) and \( \nabla \phi \) are approximated by finite differences.

For any function \( \psi \in V \), we extend the discrete function \( \psi(m,n) \) by one grid point around the image domain to satisfy the boundary condition \( \frac{\partial \psi}{\partial n} = 0 \) with the discretization

\[
\begin{aligned}
\psi(0,n) = \psi(1,n), & \quad \psi(M,n) = \psi(M,n), \\
\psi(m,0) = \psi(m,1), & \quad \psi(m,N+1) = \psi(m,N).
\end{aligned}
\]

(53)

(54)
where $1 \leq n \leq N, 1 \leq m \leq M$. Because of the extension above, the differences $\nabla^+_x \psi(m, n)$ and $\nabla^+_y \psi(m, n)$ for $1 \leq m \leq M, 1 \leq n \leq N$ are defined as
\[
\nabla^+_x \psi(m, n) = \psi(m + 1, n) - \psi(m, n), \quad \nabla^+_y \psi(m, n) = \psi(m, n + 1) - \psi(m, n).
\]
Then we can numerically compute $\nabla \psi$ by
\[
\nabla \psi(m, n) = (\nabla^+_x \psi(m, n), \nabla^+_y \psi(m, n))^T.
\]
Similarly, we can approximate $\triangle \psi(m, n)$ for $1 \leq m \leq M, 1 \leq n \leq N$ by central differences
\[
(\triangle \psi)(m, n) = (\nabla^2_x \psi)(m, n) + (\nabla^2_y \psi)(m, n),
\]
where
\[
(\nabla^2_x \psi)(m, n) = \psi(m + 1, n) - 2 \psi(m, n) + \psi(m - 1, n),
\]
\[
(\nabla^2_y \psi)(m, n) = \psi(m, n + 1) - 2 \psi(m, n) + \psi(m, n - 1).
\]
By the definition of conjugate operator, we have $\langle \nabla \psi, q \rangle = \langle \psi, \nabla^T q \rangle$ for $q = (q_1, q_2)^T$, and
\[
\nabla^T q(m, n) = -(\nabla^-_x q_1(m, n) + \nabla^-_y q_2(m, n)),
\]
where for $1 \leq n \leq N$,
\[
\nabla^-_x q_1(m, n) = \begin{cases} q_1(m, n) - q_1(m - 1, n) & 1 < m < M \\ q_1(1, n) & m = 1 \\ -q_1(M - 1, n) & m = M, \end{cases}
\]
and for $1 \leq m \leq M$
\[
\nabla^-_y q_2(m, n) = \begin{cases} q_2(m, n) - q_2(m, n - 1) & 1 < n < N \\ q_2(m, 1) & n = 1 \\ -q_2(m, N - 1) & n = N. \end{cases}
\]
In the following, we mainly discuss the numerical formulas for the update of the functions $\zeta, \xi$ and $\phi$ in Algorithm 1. For the implementation of $\zeta$ update formula (43), we have
\[
\zeta^{t+1}(m, n) = \begin{cases} \max\{\tilde{\zeta}^t(m, n), 0\} & (m, n) \in \Omega_1 \\ \tilde{\zeta}^t(m, n) & (m, n) \in \Omega \setminus \Omega_1, \end{cases}
\]
where $\tilde{\zeta}^t(m, n) = \triangle \phi^t(m, n) + \gamma_1^t(m, n)/\rho_1$. By (45), we have
\[
\xi^{t+1}(m, n) = \begin{cases} \tilde{\xi}^t(m, n)/|\tilde{\xi}^t(m, n)| & (m, n) \in \Omega_1 \\ \xi^t(m, n) & (m, n) \in \Omega \setminus \Omega_1, \end{cases}
\]
where $\tilde{\xi}^t(m, n) = \nabla \phi^t(m, n) + \gamma_2^t(m, n)/\rho_2$. We will discuss the DCT method for the update of $\phi$. Firstly, we can compute $\text{rh}^t$ numerically,
\[
\text{rh}^t(m, n) = \rho_0 \phi^t(m, n) - \triangle (\gamma_1^t(m, n) - \rho_1 \zeta^{t+1}(m, n)) - \nabla^T (\gamma_2^t(m, n) - \rho_2 \xi^{t+1}(m, n)).
\]
We will present the details on the application of DCT to solve Laplacian equation with Neumann boundary condition. The definition of DCT and some properties used in this paper are presented first for one dimension case. For discrete signal $S(j)$ ($j = 1, 2, \cdots J$), its DCT transform is defined as
\[
\hat{S}(k) = w(k) \sum_{j=1}^J S(j) \cos\left(\frac{\pi(2j-1)(k-1)}{2J}\right),
\]
where $k = 1, 2, \cdots, J$, $w(k) = \sqrt{\frac{2}{J}}$ for $k = 1$ and $\sqrt{\frac{2}{J}}$ otherwise. Hereafter, we use $\bullet$ to denote the discrete cosine transform of $\bullet$. 
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Let \( e_j(j, k) = \cos \left( \frac{\pi (2j-1)(k-1)}{2J} \right) \). We have the following relationships between \( e_j(j - 1, k) \), \( e_j(j, k) \) and \( e_j(j + 1, k) \) by trigonometric function formulae. Firstly, for \( 1 < j < J \) we have

\[
e_j(j - 1, k) + e_j(j + 1, k) = 2 \cos \left( \frac{\pi (k - 1)}{J} \right) e_j(j, k).
\]

(62)

Secondly, we have

\[
e_j(1, k) + e_j(2, k) = \cos \left( \frac{k - 1}{2J} \pi \right) + \cos \left( \frac{3(k - 1)}{2J} \pi \right)
\]

\[
= \cos \left( \frac{k - 1}{J - \pi} - \frac{k - 1}{2J} \pi \right) + \cos \left( \frac{k - 1}{J} \pi + \frac{k - 1}{2J} \pi \right)
\]

\[
= 2 \cos \left( \frac{k - 1}{J} \pi \right) \cos \left( \frac{k - 1}{2J} \pi \right)
\]

\[
= 2 \cos \left( \frac{k - 1}{J} \pi \right) e_j(1, k).
\]

(63)

Similarly, we can prove that

\[
e_j(J, k) + e_j(J - 1, k) = 2 \cos \left( \frac{(k - 1)}{J} \pi \right) e_j(J, k).
\]

(64)

By the equalities (62), (63) and (64), we can get

\[
\hat{\nabla_x^2} S(k) = w(k) \sum_{j=1}^{J} (\nabla_x^2 S)(j) e_j(j, k)
\]

\[
= w(k) \sum_{j=1}^{J} (S(j + 1) - 2S(j) + S(j - 1)) e_j(j, k)
\]

\[
= -2 \hat{S}(k) + w(k) S(J) e_j(J, k) + w(k) S(1) e_j(1, k) + w(k) \sum_{j=2}^{J} S(j) e_j(j - 1, k) + w(k) \sum_{j=1}^{J-1} S(j) e_j(j + 1, k)
\]

\[
= -2 \hat{S}(k) + w(k) \sum_{j=2}^{J-1} S(j) [e_j(j - 1, k) + e_j(j + 1, k)] + w(k) S(J) [e_j(J, k) + e_j(J - 1, k)]
\]

\[
+ w(k) S(1) [e_j(2, k) + e_j(1, k)]
\]

\[
= -2 \hat{S}(k) + 2w(k) \cos \left( \frac{\pi (k - 1)}{J} \right) \sum_{j=1}^{J} S(j) e_j(j, k)
\]

\[
= 2 \cos \left( \frac{\pi (k - 1)}{J} \right) - 1) \hat{S}(k).
\]

(65)

For two dimensional signal \( \phi(m, n), m = 1, 2, \cdots, M, n = 1, 2, \cdots, N \), its 2D DCT is defined as

\[
\hat{\phi}(k, l) = w(k) w(l) \sum_{m=1}^{M} \sum_{n=1}^{N} \phi(m, n) e_M(m, k) e_N(n, l),
\]

(66)

where \( k = 1, 2, \cdots, M, l = 1, 2, \cdots, N \). Using the similar derivation for (65), we can get that for \( k = 1, 2, \cdots, M, l = 1, 2, \cdots, N \)

\[
\hat{\nabla_x^2} \phi(k, l) = 2 \cos \left( \frac{\pi (k - 1)}{M} \right) - 1) \hat{\phi}(k, l),
\]

(67)

\[
\hat{\nabla_y^2} \phi(k, l) = 2 \cos \left( \frac{\pi (l - 1)}{N} \right) - 1) \hat{\phi}(k, l).
\]

(68)

Applying discrete cosine transform (60) on both sides of (45), we have

\[
r(k, l) \hat{\phi}^{j+1}(k, l) = RHD^j(\phi^{j})(k, l),
\]

(69)

\[
r(k, l) \hat{\phi}^{j+1}(k, l) = \hat{\phi}^{j+1}(k, l),
\]

(70)
where \( r(k,l) = \sqrt{p_0 + 2\sqrt{p_1 \left[ 2 - \cos \left( \frac{k-1}{M} \pi \right) - \cos \left( \frac{l-1}{N} \pi \right) \right]} \) for \( 1 \leq k \leq M, 1 \leq l \leq N \). In summary, we have

\[
[r(k,l)]^2 \hat{\phi}^{j+1}(k,l) = \text{RHD}^j(\phi^{j})(k,l). \tag{71}
\]

We want to emphasize that \( \text{RHD}^j \) are different for different models. For the GMM-based and region-prior models, we have for all \( 1 \leq m \leq M, 1 \leq n \leq N \),

\[
\text{RHD}_1^j(\phi)(m,n) = \rho_1(\phi^{j})(m,n) - F_\rho(\phi^{j})(m,n), \tag{72}
\]

where

\[
F_\rho(\phi^{j})(m,n) = \delta(\phi^{j})(m,n)f(m,n) + \delta(\phi^{j})(m,n)g(m,n),
\]

and \( f(m,n) = -w_1 \ln(p_{I,1}(m,n)) + w_0 \ln(1 - p_{I,1}(m,n)), g(m,n) = \frac{1}{1 + \sqrt{\sum_{I} g^2(m,n)}} \). For the GMM-based model with boundary landmarks \( x_k = (x_{k,1}, x_{k,2}) \) \( (k = 1, 2, \ldots, K) \), we have

\[
\text{RHD}_2^j(\phi)(m,n) = \text{RHD}_1^j + \theta(\phi^{j})(m,n) \sum_{k=1}^{K} \delta_{x_k}(m,n)
\]

where \( \delta_{x_k}(m,n) = 1 \) if \( m = x_{k,1}, n = x_{k,2} \) and zero otherwise.

It is obvious that \( r(k,l) > 0 \) for all \( 1 \leq k \leq M, 1 \leq l \leq N \). Dividing \( [r(k,l)]^2 \) on both sides, and using 2D inverse DCT, we can get \( \hat{\phi}^{j+1} \).

We will present the concrete algorithms for GMM-based models with and without landmarks and region-prior model as following. After having the SDF \( \phi^j \) by initial curve or updated by the iteration procedure, we can estimate the parameters as following

\[
c_i^j = \frac{1}{MN} \sum_{m,n} q_i^j(m,n), i = 0, 1 \tag{73}
\]

\[
\mu_i^j = \frac{\sum_{m,n} q_i^j(m,n) I(m,n)}{\sum_{m,n} q_i^j(m,n)}, i = 0, 1 \tag{74}
\]

\[
\Sigma_i^j = \frac{\sum_{m,n} q_i^j(m,n) u_i(m,n)}{\sum_{m,n} q_i^j(m,n)}, i = 0, 1 \tag{75}
\]

where \( q_i^j = H_i(\phi^j), q_0^j = 1 - q_1^j, \) and \( u_i(m,n) = (I(m,n) - \mu_i^j)^T (I(m,n) - \mu_i^j) \). Having the parameters \( \mu_i^j, \Sigma_i^j (i = 0, 1) \), we have the probabilities

\[
p_i^j(m,n) = \frac{1}{(2\pi)^{\frac{D}{2}} \det(\Sigma_i^j)^{\frac{1}{2}}} \exp(v_i^j(m,n)), i = 0, 1 \tag{76}
\]

where \( v_i^j(m,n) = \frac{1}{2} (I(m,n) - \mu_i^j)^T (I(m,n) - \mu_i^j) \). In the implementation, we add a diagonal matrix \( D = \text{diag}(\lambda, \lambda, \lambda) \) to \( \Sigma_i^j \) to avoid \( \Sigma_i^j \) rank deficiency (\( \lambda = 0.1 \) in this paper). Finally, we can compute the probabilities \( p_i(1 = 0, 1) \) for all pixels \( (m,n) \) \( (1 \leq m \leq M, 1 \leq n \leq N) \)

\[
p_i^1(m,n) = \frac{c_i^j p_i^j(m,n)}{c_0^j p_i^j(m,n) + c_1^j p_i^j(m,n)}, i = 0, 1 \tag{77}
\]

and obtain the new region force terms by \[20\] for the image GMM-based segmentation models numerically.

Based on the discussions above, we give the algorithm for the GMM-based models with and without landmarks on the object boundary as Algorithm 2

**Remark 1.** We want to remark that the boundary conditions for \( \xi, \zeta, \gamma, i = 1, 2 \) are automatically satisfied if the initial values satisfy these boundary conditions. Thus, the values for these functions are not updated for the grid points that are added around the image domain.

As for the region prior method, let \( R_{ob} \) and \( R_{bg} \) be the two labelled region prior sets of object and background. The probabilities are computed by

\[
p_{I,1}(m,n) = \frac{\sum_{(k,l) \in R_{bg}} \exp(-E(m,n,k,l))}{\sum_{(k,l) \in R_{ob} \cup R_{bg}} \exp(-E(m,n,k,l))} \tag{78}
\]
Algorithm 2: Algorithm for the GMM-based model

1. Initialization: ζ = 0 ∈ R^{M,N}, γ_1 = 0 ∈ R^{M,N}, ξ = 0 ∈ R^{M,N} × R^{M,N}, γ_2 = 0 ∈ R^{M,N} × R^{M,N}, ρ_1, ρ_0 > 0, i.e., $ρ = \sqrt{ρ_1ρ_0}$, Num > 0, initial curve C and landmarks $x_k(k = 1, 2, \cdots, K)$ (if needed).
2. Compute the SDF $φ^0$ of $C$, and estimate (initial) probabilities $p^{0}_{i,i}(x), i = 0, 1$ by (77).
3. For $t = 0, 1, 2, \cdots, Num$
4. $ζ^{t+1}$ update by (59).
5. $ξ^{t+1}$ update by (60).
6. $φ^{t+1}$ update by (71) and DCT.
7. $γ_1^{t+1}(m,n) = γ_1^t(m,n) + ρ_1(Δφ^{t+1}(m,n)− ζ^{t+1}(m,n))$.
8. $γ_2^{t+1}(m,n) = γ_2^t(m,n) + ρ_2(∇φ^{t+1}(m,n)− ξ^{t+1}(m,n))$.
9. Update $c^i_j$, $μ^i_j$ and $Σ^i_j(i = 0, 1)$ by (73), (74) and (75), and compute new probabilities by (77).
10. End(for)

Algorithm 3: Algorithm for the update of all variables

1. Initialization: ζ = 0 ∈ R^{M,N}, γ_1 = 0 ∈ R^{M,N}, ξ = 0 ∈ R^{M,N} × R^{M,N}, γ_2 = 0 ∈ R^{M,N} × R^{M,N}, ρ_1, ρ_0 > 0, i.e., $ρ = \sqrt{ρ_1ρ_0}$, Num > 0, initial curve C and region priors $R_{bg}$ and $R_{ob}$.
2. Compute the SDF $φ^0$ of $C$, and estimate (initial) probabilities $p^{0}_{i,i}(x), i = 0, 1$ by (78).
3. For $t = 0, 1, 2, \cdots, Num$
4. $ζ^{t+1}$ update by (59).
5. $ξ^{t+1}$ update by (60).
6. $φ^{t+1}$ update by (71) and DCT.
7. $γ_1^{t+1}(m,n) = γ_1^t(m,n) + ρ_1(Δφ^{t+1}(m,n)− ζ^{t+1}(m,n))$.
8. $γ_2^{t+1}(m,n) = γ_2^t(m,n) + ρ_2(∇φ^{t+1}(m,n)− ξ^{t+1}(m,n))$.
9. End(for)

and $p_{i,0}(m,n) = 1 − p_{i,1}(m,n)$, where

$$E(m,n,k,l) = a_1(k − m)^2 + a_1(l − n)^2 + a_2\|I(m,n) − I(k,l)\|^2.$$  

The numerical algorithm for the region-prior model is given in Algorithm [3]

We want to emphasize that it is easy to use GMM, GMML and RP to segment shapes without convexity requirement. This can be easily done by removing the nonnegativity projection for the update of $ζ$ in Step 4.

5 Numerical Experiments

In this section, we will present some numerical examples to show the efficiency of the proposed methods. Numerous experiments by the proposed methods were conducted. The experimental images include complex binary images, occluded images and low contrast images. It is challenging to segment these images. Part of our results are categorized and presented in following. The results, especially on the complex real images, show the models with convex shape prior is superior to the models without convex shape prior.

Some parameters are kept the same in the experiments for all images. In the computation of edge detection function $g$, $α = 0.1, β = 10$, $G = \frac{1}{16}[1, 2, 1, 2, 4, 2, 1, 2, 1]$ in [21], and the gradient is approximated by the Sobel operator. In the implementation, $ρ_0 = 10$, $ρ_1 = 1$ and $ρ_2 = 2\sqrt{10}$. In all the experiments, we set $Ω_1 = \{(m,n)|1 < m < M, 1 < n < N\}$ for $I ∈ R^{M×N×d}$ ($d = 1$ for gray image and $d = 3$ for color image). In fact, this is the largest possible choice for $Ω_1$ in the discrete setting.

5.1 Comparisons between GMM and GMMC

In this subsection we present some experimental results by GMM and GMMC models. The experimental images include convex and nonconvex objects. The segmentation results show the validity of GMMC and the proposed algorithm in keeping convexity of object. The numerical results by GMMC and GMM are displayed in Figure [4] and [2]. The parameters $w_0, w_1$ are tabulated in Table [1] for different images.

Figure [1] illustrates the segmentation results of images with nonconvex objects. Firstly, these results show the correctness of the proposed algorithms for the models. Secondly, the results by GMMC show the validity of GMMC
in keeping the convexity of objects. Although the horse, teapot, gear and Chinese fan are not convex shapes, GMMC can output meaningful convex contours surrounding the objects under proper parameters $w_0, w_1$. 

Figure 1: Segmentation results by GMMC and GMM for images with nonconvex objects. First column: Original images with initial curves; Second column: Segmentation results by GMMC; Third column: Segmentation results by GMM.

Figure 2 illustrates some results on images with occlusions, such as the Chinese fan, jade, bitten leaf, football and black bear. It is more easy to identify the segmentation results by GMMC than these by GMM for computer vision. These results show that GMMC can touch the whole object contour accurately, while GMM fails to get meaningful segmentations (see the bear image for example).

Table 1: Parameters for the images in Figure 1 and 2

| image    | horse | moon | gear | leaf | occlusion fan | football |
|----------|-------|------|------|------|---------------|----------|
| $[w_0, w_1]$ | $[2, 0.5]$ | $[2, 0.8]$ | $[2, 1]$ | $[2, 1]$ | $[2, 0.8]$ | $[1, 0.5]$ |
| image    | teapot | jade | bear | red fan | apple |
| $[w_0, w_1]$ | $[2, 0.4]$ | $[2, 1.5]$ | $[2, 1]$ | $[2, 1.5]$ | $[2, 1.5]$ |

In order to investigate the effects of the parameters $w_0, w_1$, experiments for the same images were conducted by GMMC and GMM with different parameters. The results by three sets of parameters are illustrated in Figure 3. They show that GMM is more sensitive than GMMC to parameter variations.

5.2 Comparison between GMMLC and GMML

In this subsection, we present some results by GMMLC and GMML to show the efficiency of GMMLC for complex image segmentation. These images can be categorized into two groups illustrated in Figure 4 and Figure 5, respectively. The first group includes images with nonuniform object intensities, such as the ink painting fish, Yin-Yang, magic cubic. The second group includes some low contrast images, such as the Pentagon, medical image and colored stone. The parameters $w_0, w_1$, and the number of landmarks are tabulated in Table 2. The landmarks are marked as
red points in the original images (first column in Figure 4 and 5). The initial curves for these images are tabulated in the second column of Figures 4 and 5. The segmentation results by GMMLC and GMML are displayed in the third and fourth columns of Figure 4 and 5.

The experiments show that the convexity prior plays an important role for GMMLC. By comparing the results in Figure 4 and Figure 5, it is obvious that the given landmarks can help GMMLC to get the correct shape boundary, but fails for GMML. We observed that the landmarks helped to drag the zero level set of $\phi$ globally and gradually to the object contour for GMMLC because the convexity shape constraint do not allow the curve to split. However, the landmarks can only affect the evolution of the zero level set curve locally for GMML.

Figure 4 shows some segmentation results for images with nonuniform intensities in the object domain, such as the ink painting fish, Yin-Yang. Because the intensities of the object varies dramatically, such as ink painting fish and the soccer ball, it is very challenging to get the correct object contour. With the help of landmarks on the boundary, the results show that GMMLC can get the object boundary successfully. However, the landmarks helps little for GMML, and we can’t get meaningful segmentation results by GMML.

Table 2: Model parameters and landmark point number for images in 4 and 5.

| Image       | Pentagon | magic cube | moon | medImag |
|-------------|----------|------------|------|---------|
| Landmarks   | 8        | 6          | 4    | 6       |
| $[w_0, w_1]$| [1, 1.5] | [1, 0.5]   | [1, 0.5] | [1, 0.1] |

| Image       | ship     | fish      | QR code | building |
|-------------|----------|-----------|---------|----------|
| Landmarks   | 5        | 7         | 4       | 8        |
| $[w_0, w_1]$| [1, 0.8] | [1, 0.1]  | [1, 0.8] | [1, 0.4] |

| Image       | Yin-Yang | abacus   | soccer | color stone |
|-------------|----------|----------|--------|-------------|
| Landmarks   | 8        | 5        | 5      | 4           |
| $[w_0, w_1]$| [1, 0.5] | [1, 1]   | [1, 0.5] | [1, 0.5]    |

Some experiments of low contrast images are presented in Figure 5. The intensities contrast near the object boundary is very low, such as the boundary of colored stone and Pentagon. Therefore, it is very hard to get the object boundary accurately. With the help of landmarks, the convexity shape model can get the object contour successfully.

In the end, we want to say some thing about the initial curve for GMMLC. Our experiences show that it is better to give an initial curve such that the given landmarks are outside it. For this case, the iteration sequence normally have high convergence rate. We give an intuitive explanations for this observation. On the one hand, the penalty term with respect to the given landmarks will make the zero level set (curve) pass through the landmark points, i.e. some points on the zero level set curve move to the landmarks. Therefore, the zero level set of $\phi$ to be concave gradually between two landmark points. On the other hand, the convexity constraint will make all the curve move outer to keep it convex. Conversely, if the initial curve is given such that the landmarks are inside it, the penalty term would drag the curve to move in partially, which would make the SDF or zero level set curve nonconvex near the given landmarks. It is contradict to convexity constraint, and results in the low convergence rate of iteration sequence.

5.3 Comparison between RP and RPC

In this section some numerical results by RPC and RP are presented in Figure 6. Red parts of the images are the labelled points for the object and green points are labelled points for the background (see the image in second column of Figure 6). The parameters $w_0 = w_1 = 1$ are used for all images.

The results in Figure 6 show the high performance of RPC for complex and low contrast and occluded image segmentations. We can see that RPC is able to give us correct and desirable segmentation results under the given labels. However, the segmentation results by RP without convexity shape constraint is incorrect even though the same labels are given.
6 Conclusions and Future Works

Image segmentation with shape priors attracted more and more attentions recently. In this paper we proposed three models to implement two-phase image segmentation with convexity prior. Efficient algorithms by using splitting technique were developed for the proposed models. The accuracy of the proposed methods were validated by numerical experiments on various complex, occluded, low contrast and nonuniform intensity images. The results show that the proposed models with convex shape prior can keep the shape convexity and get more accurate results than the models without convex shape constraint. In the present work, we have used a simple way to calculate the region force as our focus is to show the techniques related to the convex shape prior. It is definitely worth to investigate to use more robust and accurate region and edge forces, and this will be part of our future experiments.

Obviously, models and algorithms need to be further developed for image segmentation with shape priors. In the future, we will investigate multi-phases image segmentation method with convex shape prior. We will incorporate other new region force terms with convex shape prior to improve the segmentation performance. In addition, the application and acceleration of the proposed algorithm are other interested problems.
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Figure 2: Results by GMMC and GMM for occluded and low contrast images. First column: Original images with initial curves; Second column: Segmentation results by GMMC; Third column: Segmentation results by GMM.
Figure 3: Image segmentation with convex constraints. First column: Original images with initial curves; Second column: Segmentation results by GMMC; Third column: Segmentation results by GMM. The parameters $w_0, w_1$ for images in rows from up to bottom are $[2, 0.2], [2, 0.5]$ and $[2, 1]$.

Figure 4: Segmentation results for image with nonuniform intensity object by GMMLC and GMML.
Figure 5: Segmentation results for image with low contrast near boundary by GMMLC and GMML.

Figure 6: Experiment results by RPC and RP without convexity constraint. First column: Original images with initial curves; Second column: Images with labels, red points for object and green points for background; Third column: results by RPC; Fourth column: results by RP.