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Abstract—A cumbersome operation in many scientific fields, is inverting large full-rank matrices. In this paper, we propose a coded computing approach for recovering matrix inverse approximations. We first present an approximate matrix inversion algorithm which does not require a matrix factorization, but uses a black-box least squares optimization solver as a subroutine, to give an estimate of the inverse of a real full-rank matrix. We then present a distributed framework for which our algorithm can be implemented, and show how we can leverage sparsest-balanced MDS generator matrices to devise matrix inversion coded computing schemes. We focus on balanced Reed-Solomon codes, which are optimal in terms of computational load; and communication from the workers to the master server. We also discuss how our algorithms can be used to distributively compute the pseudoinverse of a full-rank matrix, and how the communication is secured from eavesdroppers.

I. INTRODUCTION

Inverting a matrix is a common operation in numerous applications in domains such as social networks, numerical analysis and integration, machine learning, and scientific computing [3], [4]. It is one of the most important operations, as it reverses a system. A common way of inverting a matrix is by performing Gaussian elimination, which in general takes $O(N^3)$ operations for square matrices of order $N$. In high-dimensional applications, this is cumbersome.

An operation of equivalent complexity, is multiplying two $N \times N$ matrices. The equivalency can be shown through the Schur complement. There is a plethora of efficient and elegant matrix multiplication algorithms, which imply matrix inversion algorithms. The most popular and practical algorithm; of complexity $O(N^{2.807})$, is due to Strassen [5]. Many other inversion algorithms assume specific structure on the matrix, require a matrix-matrix product, or use a matrix factorization [6]. Methods for matrix inversion or factorization are often referred to as direct methods, in contrast to iterative methods, which gradually converge to the solution [7], [8]. The most computationally efficient direct methods compute some form of the inverse, and are asymptotically equivalent. These have complexity $O(N^\omega)$, for $\omega < 2.373$ the matrix multiplication exponent [9].

Distributed computations in the presence of stragglers (workers who fail to compute their task or have longer response time than others) have gained a lot of attention in the information theory community. Coding-theoretic approaches have been adopted for this [10], [11], and fall under the framework of coded computing (CC). Data security is also an increasingly important issue in CC [12]. Despite the fact that multiplication algorithms imply inversion algorithms and vice versa, in the context of CC; matrix inversion has not been studied as extensively as coded matrix multiplication (CMM) [13]. The main reason for this is the fact that the latter is non-linear as an operator, which prohibits it from being parallelizable. We point out that distributed inversion algorithms do exist, though these make assumptions on the matrix, are specific for distributed and parallel computing platforms, and require a matrix factorization; or heavy and multiple communication instances. In this work, we give a remedy to this, by approximating the columns of $A^{-1}$, and using an encoding technique which has been leveraged in gradient coding (GC) [14] to mitigate stragglers. We do not make any of the aforementioned assumptions.

Recall that the CC network is centralized, and is comprised of a master server who communicates with $n$ workers. The idea behind our approximation is that the workers use a least squares solver to approximate multiple columns of $A^{-1}$. While other iterative procedures are applicable, we present simulation results with steepest descent (SD) and the conjugate gradient method (CG). By locally approximating the columns in this way, the workers can linearly encode the blocks of $A^{-1}$.

The non-linearity of matrix inversion prohibits linear or polynomial encoding of the data before the computations are to be carried out. Consequently, most CC approaches cannot be directly utilized. GC is the appropriate CC set up to consider [15], precisely because the encoding takes place once the computation which has been carried out, in contrast to most CMM schemes where the encoding is done by the master, before the data is distributed.

Once the workers complete their computations, they encode them by computing a linear combination with coefficients determined by a sparsest-balanced maximum distance separable (MDS) generator matrix. This provides: 1) minimum redundancy per job across the network, 2) optimal communication from the workers to the master server. We focus on balanced Reed-Solomon (BRS) code generator matrices [16], [17]. Once a sufficient number of workers has responded, the master is able to recover the approximation $A^{-1}$. We leverage the structure of sparsest-balanced generator matrices to optimally allocate tasks to the workers, while linear encoding results in minimal communication load from the workers to the master. The ideas discussed above are also extended to distributed approximation of the
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pseudoinverse $A^\dagger$ for $A$ full-rank, through a two or three-round communication CC approach. We also present how the communication between the master and the workers can be made secure, guaranteeing security against eavesdroppers.

The paper is organized as follows. In Section II we recall basic facts regarding matrix inversion, least squares approximation, and finite fields. In III we present the matrix inverse and pseudoinverse approximation algorithms we utilize in our schemes. The main contribution is presented in IV. We first review BRS codes and then show how our inversion algorithm can be incorporated in linear CC schemes derived from MDS sparsest-balanced generator matrices, with a focus on BRS generator matrices. We then discuss how our pseudoinverse algorithm can be carried out distributively. Concluding remarks and future work are presented in V.

A. Related Work

We point out two articles [18], [19] which have similarities to the matrix inverse approximation approach presented in this paper. Firstly, our approach to inverting $A$ is similar in nature to [18], which uses stochastic gradient descent to approximate matrix factorizations distributively. Secondly, the formulation of our underlying optimization problem: minimize $\|AB - I_N\|_F^2$ by estimating the columns of $B$, is equivalent to the problem studied in [19], which deals with approximating linear inverse problems in the presence of stragglers. The drawbacks of the CCS provided in [19], is that it is geared towards specific applications (e.g. personalized PageRank), makes assumptions on the covariance between the signals comprising the linear system and the accuracy of the workers, and assumes an additonal decomposition of $A$. Furthermore, the approximation algorithm in [19] is probabilistic, and considers the response of all workers, treating stragglers as soft errors instead of erasures. We on the other hand make no assumption on $A$ other than the fact that it is non-singular, and our algorithm is not probabilistic.

The CC literature is vast, and has drawn ideas from many fields, e.g. graph theory, information theory, and optimization. We briefly discuss the most similar coding approaches to the one we propose, i.e. polynomial based codes.

Polynomial codes date back to 1960, with the invention of Reed-Solomon (RS) codes [20]. Variants of these codes have found application in many fields, and are still an active research area. In CC, polynomial codes have been used to devise CMM [21]–[25], as well as GC schemes [14], [26].

To multiply matrices $A$ and $C$, the “MatDot” CMM scheme [22], [23] uses an evaluation of a matrix polynomial as an encoding, whose coefficients are outer-products of the columns and rows of $A$ and $C$ respectively. Once a sufficient number of evaluations are sent back to the master server, she can apply a polynomial interpolation algorithm or RS decoding, in order to recover the coefficient which is equal to the product $AC$. The polynomial codes proposed in [13], [24] instead encode blocks of the rows and columns of $A$ and $C$ respectively. The workers then compute the product of the encodings they receive and send it back. Once sufficiently many jobs are received, an inversion of a Vandermonde matrix suffices for the decoding step.

The GC scheme from [14] is based on BRS codes. The main difference to our work, is that in GC the objective is to construct an encoding matrix $G$ and decoding vectors $a_T \in \mathbb{C}^t$, such that $a_T^\top G = \tilde{I}$ for any set of non-straggling workers $T$. The way BRS codes are exploited in [14] is that we have the decomposition $G_T = H_T P$, for $H_T$ a Vandermonde matrix, and the first row of $P$ is equal to $\tilde{I}$. Therefore, $a_T^\top$ is the first row of $H_T^{-1}$. The matrix subscripts $T$, denote the submatrices of $G$ and $H$, consisting only of the rows indexed by $T$. Further details on this CCS and how it differs from ours can be found in [2] Appendix 2.

The state-of-the art CC framework is “Lagrange Coded Computing” (LCC), which is used to compute any arbitrary multivariate polynomial of a given dataset [11], [27]. LCC is based on Lagrange interpolation, and it achieves the optimal trade-off between resiliency, security, and privacy. The problem we are considering is not a multivariate polynomial in terms of $A$. To securely communicate $A$ to the workers, we encode it through Lagrange interpolation. Though similar ideas appear in LCC, the purpose and application of the interpolation is different. Furthermore, LCC is a point-based approach [25] and requires additional interpolation and linear combination steps after the decoding takes place.

II. PRELIMINARY BACKGROUND

The set of $N \times N$ non-singular matrices is denoted by $GL_N(\mathbb{R})$. Recall that $A \in GL_N(\mathbb{R})$ has a unique inverse $A^{-1}$, such that $AA^{-1} = I_N$. The simplest way of computing $A^{-1}$ is by performing Gaussian elimination on $[A | I_N]$, which gives $I_N[A^{-1}]$ in $O(N^3)$ operations. In Algorithm 1 we approximate $A^{-1}$ column-by-column. We denote the $i$th row and column of $A$ respectively by $A_{(i)}$ and $A_{(i)}$.

For full-rank rectangular matrices $A \in \mathbb{R}^{N \times M}$ where $N > M$, one resorts to the left Moore–Penrose pseudoinverse $A^\dagger \in \mathbb{R}^{M \times N}$, for which $A^\dagger A = I_M$. In Algorithm 2 we present how to approximate the left pseudoinverse of $A$, by using the fact that $A^\dagger = (A^\top A)^{-1}A^\top$; since $A^\top A \in GL_N(\mathbb{R})$. The right pseudoinverse $A^\ddagger = A^\top (A A^\top)^{-1}$ of $A \in \mathbb{R}^{M \times N}$ where $M < N$, can be obtained by a modification of Algorithm 2.

In the proposed algorithms we approximate $N$ instances of the least squares minimization problem

$$\theta^*_{ls} = \arg \min_{\theta \in \mathbb{R}^M} \{||A \theta - y||_2^2\}$$

(1)

for $A \in \mathbb{R}^{N \times M}$ and $y \in \mathbb{R}^N$. In many applications $N \gg M$, where the rows represent the feature vectors of a dataset. This has the closed-form solution $\theta^*_{ls} = A^\top y$.

Computing $A^\top$ to solve (1) directly is intractable for large $M$, as it requires computing the inverse of $A^\top A$. Instead, we use gradient methods to get approximate solutions, e.g. SD or CG, which require less operations, and can be done distributively. One could use second-order methods; e.g. Newton–Raphson, Gauss-Newton, Quasi-Newton, BFGS, or

For brevity, we abbreviate ‘coding computing scheme’ to CCS.
Krylov subspace methods instead. This is not the focus of our work. We denote the iteration count of these methods with a superscript \( t \), for \( t = 1, 2, 3, \ldots \).

Our schemes are defined over the finite field of \( q \) elements, \( \mathbb{F}_q \). We denote its cyclic multiplicative subgroup by \( \mathbb{F}_q^* = \mathbb{F}_q \setminus \{0_q\} \). For implementation purposes, we identify finite fields with their realization in \( \mathbb{C} \) as a subgroup of the circle group, since we assume our data is over \( \mathbb{R} \). All operations can therefore be carried out over \( \mathbb{C} \). Specifically, for \( \beta \in \mathbb{F}_q^* \) a generator, we identify \( \beta \) with \( e^{2\pi ij/q} \), and \( 0_q \) with \( 1 \). The set of integers between \( 1 \) and \( \nu \) is denoted by \( \mathbb{N}_\nu \).

**A. Balanced Reed-Solomon Codes**

A Reed-Solomon code \( \text{RS}_q[n,k] \) over \( \mathbb{F}_q \) for \( q > n > k \), is the encoding of polynomials of degree at most \( k-1 \), for \( k \) the message length and \( n \) the code length. It represents our message over the defining set of points \( \mathcal{A} = \{\alpha_i\}_{i=1}^n \subset \mathbb{F}_q \)

\[
\text{RS}_q[n,k] = \left\{ [f(\alpha_1), f(\alpha_2), \cdots, f(\alpha_n)] \mid f(X) \in \mathbb{F}_q[X] \text{ of degree } \leq k-1 \right\}
\]

where \( \alpha_i = \alpha^i \), for \( \alpha \) a primitive root of \( \mathbb{F}_q \). Hence, each \( \alpha_i \) is distinct. A natural interpretation of \( \text{RS}_q[n,k] \) is through its encoding map. Each message \( (m_0, \ldots, m_{k-1}) \in \mathbb{F}_q^k \) is interpreted as \( f(x) = \sum_{i=0}^{k-1} m_i x^i \in \mathbb{F}_q[x] \), and \( f \) is evaluated at each point of \( \mathcal{A} \). From this, \( \text{RS}_q[n,k] \) can be defined through a generator matrix

\[
G = \begin{pmatrix}
1 & \alpha_1 & \alpha_1^2 & \cdots & \alpha_1^{k-1} \\
1 & \alpha_2 & \alpha_2^2 & \cdots & \alpha_2^{k-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha_n & \alpha_n^2 & \cdots & \alpha_n^{k-1}
\end{pmatrix} \in \mathbb{F}_q^{n \times k},
\]

thus, \( \text{RS} \) codes are linear codes over \( \mathbb{F}_q \). Furthermore, they obtain the Singleton bound, i.e. \( d = n - k + 1 \) where \( d \) is the code’s distance, which means they are MDS.

Balanced Reed-Solomon codes [16], [17] are a family of linear MDS error-correcting codes with generator matrices \( G \) that are:

- **sparsest**: each row has the least possible number of nonzero entries
- **balanced**: each column contains the same number of nonzero entries

for the given code parameters \( k \) and \( n \). The design of these generators are suitable for our purposes, as:

1. we have balanced loads across homogeneous workers,
2. sparse generator matrices means we have reduced computational tasks across the network,
3. the MDS property permits an efficient decoding step,
4. linear codes produce a compressed representation of the encoded blocks.

**III. APPROXIMATION ALGORITHMS**

**A. Proposed Inverse Algorithm**

Our goal is to estimate \( \hat{A}^{-1} = [\hat{b}_1 \cdots \hat{b}_N] \), for \( A \) a square matrix of order \( N \). A key property to note is

\[
AA^{-1} = A[\hat{b}_1 \cdots \hat{b}_N] = [A\hat{b}_1 \cdots A\hat{b}_N] = I_N
\]

which implies that \( A\hat{b}_i = e_i \) for all \( i \in \mathbb{N}_N \), where \( e_i \) are the standard basis column vectors. Assume for now that we use any black-box least squares solver to estimate

\[
\hat{b}_1 \approx \arg\min_{\hat{b} \in \mathbb{R}^N} \left\{ f_1(\hat{b}) : = \|A\hat{b} - e_1\|_2^2 \right\}
\]

which we call \( N \) times, to recover \( \hat{A}^{-1} : = [\hat{b}_1 \cdots \hat{b}_N] \).

This approach may be viewed as solving

\[
\hat{A}^{-1} \approx \arg\min_{\hat{B} \in \mathbb{R}^{N \times N}} \left\{ \|AB - I_N\|_F^2 \right\}.
\]

Alternatively, one could estimate the rows of \( \hat{A}^{-1} \). Algorithm \( \Box \) shows how this can be performed by a single server.

**Algorithm 1: Estimating \( \hat{A}^{-1} \)**

**Input:** \( A \in \mathbb{GL}_N(\mathbb{R}) \)

for \( i = 1 \) to \( N \) do

\[
\text{approximate } \hat{b}_i \approx \arg\min_{\hat{b} \in \mathbb{R}^N} \left\{ \|A\hat{b} - e_i\|_2^2 \right\}
\]

end

\[
\text{return } \hat{A}^{-1} = [\hat{b}_1 \cdots \hat{b}_N]
\]

In the case where SD is used to approximate \( \hat{b}_i \) from \( \square \) the overall operation count is \( O(T \cdot N^2) \); for \( T \), the total number of descent iterations used. An upper bound on the number of iterations can be determined by the underlying termination criterion, e.g. the criterion \( f_i(\hat{b}^{(t)}) - f_i(\hat{b}^*) \leq \epsilon \) is guaranteed to be satisfied after \( T = O(\log(1/\epsilon)) \) iterations [28]. The overall error of \( \hat{A}^{-1} \) may be quantified as

- \( \epsilon_{F}(\hat{A}^{-1}) := \|\hat{A}^{-1} - A^{-1}\|_F \)
- \( \epsilon_{F}(\hat{A}^{-1}) := \|\hat{A}^{-1} - A^{-1}\|_F \)
- \( \epsilon_{F}(\hat{A}^{-1}) := \|\hat{A}^{-1} - A^{-1}\|_F = \sum_{i=1}^{N} \|A\hat{b}_i - e_i\|_2^2 \)

which we refer to as the \( \epsilon_F \)-error, Frobenius-error and relative Frobenius-error respectively. The corresponding pseudo-inverse approximation errors are defined accordingly.

To compute \( \hat{A}^{-1} \) distributively, each of the \( N \) servers are asked to estimate \( T \)-many \( \hat{b}_i \)’s in parallel. When using SD, the worst-case runtime by the workers is \( O(T \cdot T_{\text{max}}N^2) \), for \( T_{\text{max}} \) the maximum number of iterations of SD among the workers. If CG is used, each worker needs no more than \( NT \) CG steps to exactly compute its task; i.e. \( O(T \cdot T_{\text{max}}N^2) \) operations, which is the worst case runtime [6], [29].

Bounds on \( \epsilon_F(\hat{A}^{-1}) \) and \( \epsilon_{F}(\hat{A}^{-1}) \) can be established for both algorithms, specific to the black-box least squares solver being utilized. This is left for future work.

**B. Proposed Pseudoinverse Algorithm**

Similar to the inverse, the pseudoinverse of a matrix also appears in a variety of applications. Computing the pseudoinverse of \( A \in \mathbb{R}^{N \times M} \) for \( N > M \) is even more cumbersome, as it requires inverting the Gram matrix \( A^\top \cdot A \). For this subsection, we consider a full-rank rectangular matrix \( A \).

One could naively attempt to modify Algorithm \( \Box \) in order to retrieve \( \hat{A}^\top \) such that \( A^\top \cdot \hat{A} \approx I_M \), by approximating the
rows of $A^\dagger$. This would not work, as the underlying optimization problems would not be strictly convex. Instead, we use Algorithm 2 to estimate the rows of $B^{-1} := (A^\top A)^{-1}$, and then multiply the estimate $B^{-1}$ by $A^\top$. This gives us the approximation $\hat{A}^\dagger := B^{-1} \cdot A^\top$.

The drawback of Algorithm 2 is that it requires two additional matrix multiplications, $A^\dagger A$ and $B^{-1}A^\top$. We overcome this barrier by using a CMM scheme twice, to recover $\hat{A}^\dagger$ in a two or three-round communication CC approach. These are discussed in IV-E.

**Algorithm 2: Estimating $A^\dagger$**

**Input:** full-rank $A \in \mathbb{R}^{N \times M}$ where $N > M$

$B \leftarrow A^\dagger A$

for $i=1$ to $M$

\[ \hat{c}_i \approx \arg \min_{c \in \mathbb{R}^{1 \times M}} \left\{ g_i(c) := \| cB - e_i^\top \|_2^2 \right\} \]

\[ b_i \leftarrow \hat{c}_i \cdot A^\top \]

end

return $\hat{A}^\dagger \leftarrow \left[ b_1^\top \ldots b_M^\top \right]^\top$, $\hat{A}^\dagger_{(j)} = b_j$

**C. Numerical Experiments**

The accuracy of the proposed algorithms was tested on randomly generated matrices, using both SD and CG [6] for the subroutine optimization problems. The depicted results are averages of 20 runs, with termination criteria $\| \nabla f_i(b^{(t)}) \|_2 \leq \epsilon$ for SD and $\| b_i^{(t)} - b_i^{(t-1)} \|_2 \leq \epsilon$ for CG, for the given $\epsilon$ accuracy parameters. The criteria for $\hat{A}^\dagger$ were analogous. We considered $A \in \mathbb{R}^{100 \times 100}$ and $A \in \mathbb{R}^{100 \times 50}$. The error subscripts represent $\mathcal{S} = \{ \ell_2, F, rF \}$, $\mathcal{N} = \{ \ell_2, F, \mathcal{F} = \{ F, rF \}$. We note that significantly fewer iterations took place when CG was used for the same $\epsilon$, though this depends heavily on the choice of the step-size. Thus, there is a trade-off between accuracy and speed when using SD vs. CG, for such termination criteria.

**Average $\hat{A}^{-1}$ errors, for $A \sim 50 \cdot N(0, 1)$ — SD**

| $\epsilon$ | $10^{-1}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ |
|-----------|-----------|-----------|-----------|-----------|-----------|
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-2})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |

**Average $\hat{A}^{-1}$ errors, for $A \sim 50 \cdot N(0, 1)$ — CG**

| $\epsilon$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ | $10^{-7}$ | $10^{-8}$ |
|-----------|-----------|-----------|-----------|-----------|-----------|
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-3})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-3})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |

**Average $\hat{A}^\dagger$ errors, for $A \sim \mathcal{N}(0, 1)$ — SD**

| $\epsilon$ | $10^{-1}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ |
|-----------|-----------|-----------|-----------|-----------|-----------|
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-2})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-2})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |

**Average $\hat{A}^\dagger$ errors, for $A \sim \mathcal{N}(0, 1)$ — CG**

| $\epsilon$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ | $10^{-7}$ | $10^{-8}$ |
|-----------|-----------|-----------|-----------|-----------|-----------|
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-3})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |
| $\text{err}_{\delta}$ | $\mathcal{O}(10^{-3})$ | $\mathcal{O}(10^{-5})$ | $\mathcal{O}(10^{-7})$ | $\mathcal{O}(10^{-9})$ | $\mathcal{O}(10^{-12})$ |

**IV. Coded Matrix Inversion**

In this section, we focus on CC and give a linear scheme based on BRS codes [14], [16], [17] which makes Algorithms 1 and 2 resilient to stragglers. We present the proposed scheme for Algorithm 1 and then show how to combine Polynomial CMM [13]; to distributively perform Algorithm 2. While there is extensive literature on matrix-matrix, matrix-vector multiplication, and computing the gradient in the presence of stragglers, there is limited work on computing or approximating the inverse of a matrix [19].

First, we argue why all of A needs to be known by each of the workers, in order to recover entries or columns of its inverse. We then show how Lagrange interpolation can be utilized to securely share A among the workers. We then discuss what are the computational tasks the workers are requested to compute, which are blocks of $A^{-1}$; and correspond to the subroutine problems of Algorithms 1, 2.

Then, we briefly review BRS codes, how the workers encode their computations in our proposed CCS, and how the master then decodes the received computations. Optimality of BRS generator matrices in terms of allocated tasks and encoded communication loads are also established, in Lemmas 3 and in IV-E respectively.

We note that when assuming finite-point arithmetic, the CCS we propose introduces no numerical or approximation errors. The approximation in our procedure, is a consequence of using iterative solvers to estimate Algorithm 2. Therefore, if the workers can recover the optimal solutions to the underlying minimization problems, our approach would be exact.

**A. Encrypting and Communicating A**

A bottleneck when computing the inverse of a matrix; or estimating its columns, is that the entire matrix needs to be known. A single change in the matrix’s entries may result in a non-singular matrix. Below, we illustrate a simple such example. If we change $A_{2,3}$ of A for which rank(A) = 3:

$$ A = \begin{pmatrix} 8 & 2 & 5 \\ 2 & 2 & 5 \\ 3 & 7 & 5 \end{pmatrix} \rightsquigarrow A^* = \begin{pmatrix} 8 & 2 & 5 \\ 2 & 2 & 2 \\ 3 & 7 & 5 \end{pmatrix} \tag{3} $$

we get $A^*$ for which rank($A^*$) = 2. This conveys how sensitive Gaussian elimination is [30].

In the case where only one column is not known, one can determine the subspace in which the missing column lies in, but without the knowledge of at least one entry of that column, it would be impossible to recover that column. Even with such an approach or a matrix completion algorithm, the entire A is determined before we proceed to inverting A, or performing linear regression to solve $A^T b = e_i$. Problems similar to the one illustrated in (3) are extensively studied in conditioning and stability of numerical analysis [6], and in perturbation theory. This is not a focus of our work.

Furthermore, by the data processing inequality [31, Corollary pg.35], the above imply that no less than $N^2$ information symbols can be delivered to each worker, while hoping to approximate a column of $A^{-1}$, if no assumption is to be made on the structure of A. Hence, we cannot deliver a
representation of $\mathbf{A}$ with less than $N^2$ symbols. This is a consequence of the fact that a dense vector is not recoverable from underdetermined linear measurements. We can however send an encoded version of $\mathbf{A}$ to the workers consisting of $N^2$ symbols, determined by a modified Lagrange polynomial, which guarantees security against eavesdroppers.

Similar cryptographic protocols date back to Shamir’s secret sharing scheme [32], which is also based on RS codes. More recently, this idea has extensively been exploited in LCC [11]. The way it is used in LCC differs from ours, as we need knowledge of the entire matrix $\mathbf{A}$.

Let $k$ be a positive factor of $N$ and $T = \frac{N}{k}$. Select a set of distinct interpolation points $\mathcal{B} = \{\beta_j\}_{j=1}^n \subseteq \mathbb{F}_q^\times$, for $q > n$.

To construct this set, sample $\beta \in \mathbb{F}_q^\times$; any one of the $\phi(q-1)$ primitive roots of $\mathbb{F}_q$ (where $\phi$ is Euler’s totient function), which is a generator of the multiplicative group $(\mathbb{F}_q^\times, \cdot)$, and define each point as $\beta_j = \beta^j$. We then generate a random multiset $\mathcal{H} = \{\eta_j\}_{j=1}^k \subseteq \mathbb{F}_q^\times$ of size $k$, i.e. repetitions in $\mathcal{H}$ are allowed, which we will use to remove the structure of the Lagrange coefficients, as the adversaries could use them to reveal $\beta$.

The element $\beta$ and set $\mathcal{H} := \{\eta_j^{-1}\}_{j=1}^k$, are broadcasted securely to all the workers through a public-key cryptosystem, e.g. RSA. Matrix $\mathbf{A}$ is then partitioned into $k$ blocks

$$\mathbf{A} = \begin{bmatrix} \mathbf{A}_1 & \cdots & \mathbf{A}_k \end{bmatrix} \quad \text{where } \mathbf{A}_i \in \mathbb{R}^{N \times T}, \; \forall i \in \mathbb{N}_k. \quad (4)$$

Next, $\mathbf{A}$ is encoded through the univariate polynomial

$$f(x) = \sum_{j=1}^k \mathbf{A}_j \cdot \eta_j \left( \prod_{l \neq j} \frac{x - \beta_l}{\beta_j - \beta_l} \right) \quad (5)$$

for which $f(\beta_j) = \eta_j \mathbf{A}_j$. This is then shared with the workers, who recover $\mathbf{A}$ as follows:

$$\mathbf{A} = \left[ \eta_1^{-1} f(\beta_1) \cdots \eta_k^{-1} f(\beta_k) \right] \in \mathbb{R}^{N \times N}.$$ 

The coefficients of $f(x)$ are comprised of $NT$ symbols, thus, the polynomial consists of a total of $N^2$ symbols.

**Proposition 1.** The encryption of $\mathbf{A}$ through $f(x)$, is as secure against eavesdroppers as the public-key cryptosystem which was used to broadcast $\beta$ and $\mathcal{H}^{-1}$.

For an additional security layer, the interpolation points of $\mathcal{B}$ could instead be defined as $\beta_j = \beta^{\pi(j)}$, for $\pi \in S_n$ a random permutation. In this case, $\pi^{-1}$ also needs to be securely broadcasted, so that the workers can determine $\mathcal{B}$.

**B. Computational Tasks**

For Algorithms[1] and [2] any CCS in which the workers compute an encoding of partitions of the resulting computation $\mathbb{E} = [E_1 \cdots E_k]$ could be utilized. It is crucial that

2 If $k \mid N$, append $0_{N \times 1}$ to the end of the first $\frac{k}{N}$ blocks which are each comprised of $T = \frac{N}{k}$ columns of $\mathbf{A}$, while the remaining $k \cdot \frac{k}{N}$ blocks are comprised of $T + 1$ columns. Now, each block is of size $N \times (T + 1)$.

3 For the encoding of $\mathbf{A}$, $k$ points suffice, and we only need to require $q > k$. We select $\mathcal{B}$ of cardinality $n$ and require $q > n$, in order to also use $\mathcal{B}$ in our CCS.

the encoding takes place on the computed tasks $\{E_i\}_{i=1}^k$ in the scheme, and *not* the assigned data or partitions of the matrices that are being computed over (e.g. [24]), otherwise the algorithms could potentially not return the correct results. This also means that utilizing such encryption approaches (e.g. [11]) for guaranteeing security against the workers, is not an option. Such schemes leverage the linearity of matrix multiplication. We face these restrictions due to the fact that matrix inversion is a non-linear operator.

The computation tasks $E_i$ correspond to a partitioning $\mathbf{A}^{-1} = [\mathbf{A}_1 \cdots \mathbf{A}_k]$, of our approximation from Algorithm [1]. We propose a linear encoding of the computed blocks $\{\mathbf{A}_i\}_{i=1}^k$ in IV-C. Along with the proposed decoding step, we have a MDS CCS for matrix inversion.

We consider the same parameters as in IV-A in order to reuse $\mathcal{B}$ in our CCS. Each $\mathbf{A}_i$ is comprised of $T$ distinct but consecutive approximations of (2), i.e.

$$\hat{\mathbf{A}}_i = [\hat{\mathbf{b}}_{(i-1)T+1} \cdots \hat{\mathbf{b}}_{iT}] \in \mathbb{R}^{N \times T} \; \forall i \in \mathbb{N}_k,$$

which could also be approximated by iteratively solving

$$\hat{\mathbf{A}}_i \approx \min_{\mathbf{B} \in \mathbb{R}^{N \times T}} \left\{ \| \mathbf{AB} - \mathbf{e}_{(i-1)T+1} \cdots \mathbf{e}_{iT} \|^2_F \right\}.$$ 

We assume the workers are homogeneous, i.e. they have the same computational power. Therefore, equal computational loads are assigned to each of them. Without loss of generality, we assume that the workers use the same algorithms and parameters for estimating the columns $\{\hat{\mathbf{b}}_i\}_{i=1}^N$.

Therefore, workers allocated the same tasks are expected to get equal approximations in the same amount of time.

**C. Balanced Reed-Solomon Codes for CC**

Recall that we leverage BRS generator matrices for our CC inversion scheme. For simplicity, we will consider the case where $d = s+1 = \frac{nw}{n}$ is a positive integer for $n$ the number of workers and $s$ the number of stragglers. Furthermore, $d$ is the distance of the code and $\| \mathbf{G}^{(j)} \|_0 = d$ for all $j \in \mathbb{N}_n$; $\| \mathbf{G}^{(j)} \|_0 = w$ for all $i \in \mathbb{N}_n$, and $d > w$ since $n > k$. For decoding purposes, we require that at least $k = n - s$ workers respond. Consequently, $d = s+1$ implies that $n - d = k - 1$. For simplicity, we also assume $d \geq n/2$.

For conventional reasons we use the transpose of BRS generator matrices, so from here on we consider such generator matrices $\mathbf{G} \in \mathbb{F}_q^{n \times k}$. In our setting, each column of $\mathbf{G}$ corresponds to a computational task of $\mathbf{A}^{-1}$; i.e. a block $\mathbf{A}_i$, and each row corresponds to a worker.

Our choice of such a generator matrix $\mathbf{G} \in \mathbb{F}_q^{n \times k}$ solves the minimization problem

$$\arg \min_{\mathbf{G} \in \mathbb{F}_q^{n \times k}} \left\{ \text{nnz}(\mathbf{G}) \right\}$$

s.t. $\| \mathbf{G}^{(i)} \|_0 = w, \; \forall i \in \mathbb{N}_n$

$\| \mathbf{G}^{(j)} \|_0 = d, \; \forall i \in \mathbb{N}_k$

$\text{rank}(\mathbf{G}) = k, \; \forall \mathcal{I} : |\mathcal{I}| = k$

4 The case where $\mathbb{A}_m \in \mathbb{Q}_+^\times \mathbb{Z}_+$ is analysed in [14], and also applies to our approach. We restrict our discussion to the case where $\mathbb{A}_m \in \mathbb{Z}_+$.
which determines an optimal task allocation among the workers of our CCS.

Under the above assumptions, the entries of the generator matrix of a \(\text{BRS}_q[n,k]\) code meet the following:

- each column is sparsest, with exactly \(d\) nonzero entries
- each row is balanced, with \(w = \frac{nq}{k}\) nonzero entries

where \(d\) equals to the number of workers who are tasked to compute each block, and \(w\) is the number of blocks which are computed by each worker.

Each column \(G^{(j)}\) corresponds to a polynomial \(p_j(x)\), whose entries are the evaluation of the polynomial at each of the points of the defining set \(A\) defined in \([H\cdot A]\), i.e. \(G_{ij} = p_j(\alpha_i)\) for \((i,j) \in \mathbb{N}_n \times \mathbb{N}_k\). To construct the polynomials \(\{p_j(x)\}_{j=1}^{k}\), for which \(\deg(p_j) \leq \text{nnz}(G^{(j)}) = n - d = k - 1\), we first need to determine a sparsest and balanced mask matrix \(M \in \{0,1\}^{n \times k}\), which is \(\rho\)-sparse for \(\rho = \frac{d}{n}\), i.e. \(\text{nnz}(G) = \rho nk\). It is fairly easy to construct such matrices, by using the Gale-Ryser Theorem [33], [34]. Furthermore, deterministic constructions resemble generator matrices of cyclic codes.

For our purposes we use \(B\) as our defining set of points, where each point corresponds to the worker with the same index. The objective now is to devise the polynomials \(p_j(x)\), for which \(p_j(\beta_i) = 0\) if and only if \(M_{ij} = 0\). Therefore:

(i) \(M_{ij} = 0\) \(\implies\) \((x - \beta_i) | p_j(x)\)

(ii) \(M_{ij} \neq 0\) \(\implies\) \(p_j(\beta_i) \in \mathbb{F}_q^x\)

for all pairs \((i,j)\).

The construction of \(\text{BRS}[n,k]_q\) from [16] is based on what the authors called scaled polynomials. Below, we summarize the discussion given in [14], which is based on Lagrange interpolation. We then prove a simple but important fact which allows us to perform our decoding step.

The univariate polynomials corresponding to each column \(G^{(j)}\), are defined as:

\[
p_j(x) \triangleq \prod_{i:M_{ij}=0} \left( \frac{x - \beta_i}{\beta_j - \beta_i} \right) = \sum_{i=1}^{k} p_{j,i} \cdot x^{i-1} \in \mathbb{F}_q[x] \tag{7}
\]

which satisfy (i) and (ii). By the sparsity parameters of \(M\) and the BCH bound [35, Chapter 9], it follows that \(\deg(p_j) \geq n - d = k - 1\) for all \(j \in \mathbb{N}_k\). Since each \(p_j(x)\) is the product of \(n - d\) monomials, we conclude that the bound on the degree is satisfied and met with equality, hence \(p_{j,i} \in \mathbb{F}_q^x\) for all coefficients.

By the construction of \(G\), both \(G\) and \(G_T\) are decomposable into a Vandermonde matrix \(H \in \mathbb{F}^{n \times k}\) and a matrix comprised of the polynomial coefficients \(H \in (\mathbb{F}_q^{x})^{k \times k}\) [14]. Specifically, \(G = HP\) where \(H_{ij} = \beta_i^{j-1} = \beta_j^{(i-1)}\) and \(P_{ij} = p_{j,i}\) are the coefficients from (7). This can be interpreted as \(P^{(j)}\) defining the polynomial \(p_j(x)\), and \(H(i)\) is comprised of the first \(k\) positive powers of \(\beta_i\) in ascending order, therefore

\[
p_j(\beta_i) = \sum_{i=1}^{k} p_{j,i} \cdot \beta_i^{i-1} = (H(i), P^{(j)})
\]

\[\text{Lemma 2.}\] The restriction \(G_T \in \mathbb{F}_q^{k \times k}\) of \(G\) to any of its \(k\) rows indexed by \(I \subseteq \mathbb{N}_n\), is invertible. Moreover, its inverse can be computed online in \(\mathcal{O}(k^2 + k^3)\) operations.\footnote{Recall that \(\omega < 2.373\) is the matrix multiplication exponent.}

\[\text{Lemma 3.}\] The generator matrix \(G \in \mathbb{F}_q^{n \times k}\) of a \(\text{BRS}_q[n,k]\) MDS code defined by the polynomials \(p_j(x)\) of (7), solves the optimization problem (6).

Lemma 2 implies that as long as \(k\) workers respond, the approximated \(A^{-1}\) is recoverable. Moreover, the decoding step reduces to a matrix multiplication of \(k \times k\) matrices. Applying \(H_T\) to a square matrix can be done in \(\mathcal{O}(k^2\log k)\) through the FFT algorithm. The prevailing computation in our decoding, is applying \(P^{-1}\).

\[\text{D. Coded Matrix Inversion Scheme}\]

For our CCS, we utilize BRS generator matrices for both the encoding and decoding steps. We adapt the GC framework, so we need an analogous condition to \(a_j^T \cdot G = I\) for coded matrix inversion; in order to invoke Algorithm 1.

The condition we require is \(D_T \cdot G = I_N\), for an encoding-decoding pair \((\tilde{G}, D_T)\).

From our discussion on BRS codes, we set \(\tilde{G} = I_T \otimes G\) and \(D_T = I_T \otimes (G_T^{-1})\) for any given set of \(k\) responsive workers indexed by \(I\). The index set of blocks requested from the \(l^{th}\) worker to compute is denoted by \(J_l\), and has cardinality \(w\). The encoding steps correspond to

\[
\tilde{G} \cdot (\tilde{A}^{-1})^T = (I_T \otimes G) \cdot \begin{bmatrix} \tilde{A}_1^T \\ \vdots \\ \tilde{A}_k^T \end{bmatrix} = \begin{bmatrix} \sum_{j \in J_1} p_j(\beta_1) \cdot \tilde{A}_1^T \\ \vdots \\ \sum_{j \in J_k} p_j(\beta_k) \cdot \tilde{A}_k^T \end{bmatrix} \tag{8}
\]

which are carried out locally by the servers, once they have computed their assigned tasks. We denote the encoding of the \(l^{th}\) worker by \(W_l \in \mathbb{C}^{T \times N}\), i.e. \(W_l = \sum_{j \in J_l} p_j(\beta_l) \cdot \tilde{A}_j^T\).

The received encoded computations by any distinct \(k = n - s\) workers indexed by \(I\), constitute \(\tilde{G}_T \cdot (\tilde{A}^{-1})^T\). The decoding step is

\[
D_T \cdot \left( \tilde{G}_T \cdot (\tilde{A}^{-1})^T \right) = (I_T \otimes (G_T)^{-1}) \cdot (I_T \otimes G) \cdot (\tilde{A}^{-1})^T
\]

\[
= (I_T \cdot I_T) \otimes ((G_T)^{-1} \cdot G \cdot (\tilde{A}^{-1})^T
\]

\[
= I_T \cdot I_T \otimes (\tilde{A}^{-1})^T
\]

\[
= (\tilde{A}^{-1})^T
\]

and our scheme is valid.

The above CCS therefore has a linear encoding done locally by the workers (8), is MDS since \(s = d - 1\), and its decoding step reduces to computing and applying \(G_T^{-1}\) (Lemma 2). It is worth mentioning that with the above framework, any sparsest-balanced generator MDS matrix [33] would suffice, as long as it satisfies the MDS theorem [36]. By Lemma 2 if we set \(k = \Omega(\sqrt{N})\) (similar to [13]), the decoding step could then be done in \(\mathcal{O}(N^{1/2}) = o(N^{1.187})\), which is close to being linear in terms of \(N\).
Theorem 4. Let $G \in \mathbb{F}^{n \times k}$ be a generator matrix of any MDS code over $\mathbb{F}$, for which $\|G(i)\|_{0} = n - k + 1$ and $\|G(j)\|_{0} = w$ for all $(i, j) \in \mathbb{N}_{n} \times \mathbb{N}_{n}$. By utilizing Algorithm 7 we can devise a linear MDS coded matrix inversion scheme; through the encoding-decoding pair $(G, D_{2})$.

Other constructions, based on cyclic MDS codes, can also be considered. These have also been leveraged to devise GC schemes [37]. The corresponding encoding matrices are suitable when the network is comprised of heterogeneous workers, as they are not sparsest-balanced.

Proposition 5. Any cyclic $[n, k]$ MDS code $C$ over $\mathbb{F} \in \{\mathbb{R}, \mathbb{C}\}$ can be used to devise a coded matrix inversion encoding-decoding pair $(G, D_{2})$.

Furthermore, we can guarantee security of the communicated encodings between the workers and the master server, if we do not reveal which encoding corresponds to each worker. This is equivalent to keeping the workers’ indices secret.

Observe that the rows of $G$ are partitioned into $\tau = \left\lfloor \frac{n}{\sqrt{n}} \right\rfloor \leq k$ groups of rows with the same support. By our threshold requirement that at least $k$ workers respond, the pigeonhole principle implies that at least one encoding from each of the $\tau$ groups is received. Assume the eavesdropper has knowledge of $\tau$ encoded computations; one from each group, but does not know which encoding corresponds to which group. There are a total of $\tau!$ possibilities, each of which results in a different $G_{\tau}$. This corresponds to a $G$ with randomly permuted rows, $G^{\text{perm}}$. Without knowledge of $\tau$ and the permutation, it is then not possible to reverse the encoding $G_{\tau}^{\text{perm}} \cdot (A^{-1})^{T}$, unless the eavesdropper exhaustively tries all $\tau!$ possible cases. Even in such a case, it will not know which is the correct $A^{-1}$.

E. Optimality of MDS BRS Codes

Under the assumption that $k = n - s$, by utilizing the BRS$_{\overline{2}}[n, k]$ generator matrices, we achieved the minimum possible communication load from the workers to the master. From our discussion in Section IV-A, we cannot hope to receive an encoding of size less than $N^{2}/k$ when we require that $k$ workers respond with the same amount of information symbols in order to recover $A^{-1} \in \mathbb{R}^{N \times N}$, unless we make further assumptions on the structure of $A$ and $A^{-1}$. Each encoding $W_{i}$ consists of $NT = N^{2}/k$, so we have achieved the lower bound on the minimum amount of information needed to be sent to the main server by the workers. This also holds true for other generator matrices which can be used in Theorem 4 as the encodings are linear. Hence, $W_{i} \in \mathbb{C}^{T \times N}$ for any sparsest-balanced generator MDS matrix.

We also require the workers to estimate the least possible number of columns for the given recovery threshold $k$. For our choice of parameters, the bound of [15, Theorem 1] is met with equality. That is, for all $i \in \mathbb{N}_{n}$:

$$\|G_{(i)}\|_{0} = w = \frac{k}{n} \cdot d = \frac{k}{n} \cdot (n - k + 1),$$

which means that for homogeneous workers, we cannot get a sparser generator matrix. This, along with the requirement that $G_{\tau}$ should be invertible for all possible $\tau$, are what we considered in [6].

F. Pseudoinverse from Polynomial CMM

One approach to leverage Algorithm 2 in a two-round communication scheme is to first compute $B = A^{T}A$ through a CMM scheme, then share $B$ with all the workers who estimate the rows of $B^{-1}$, and finally use another CMM to locally encode the estimated columns with blocks of $A^{T}$; to recover $A^{T} = B^{-1} \cdot A^{T}$. Even though there are only two rounds of communication, the fact that we have a local encoding by the workers results in a higher communication load overall. An alternative approach which circumvents this issue, uses three-rounds of communication.

For this approach, we use polynomial CMM [13] twice, along with our coded matrix inversion scheme. This CMM has a reduced communication load, and minimal computation is required by the workers. To have a consistent recovery threshold across our communication rounds, we partition $A$ as in (4) into $\bar{k} = \sqrt{n} - s = \sqrt{k}$ blocks. Each block is of size $N \times \bar{\tau}$, for $\bar{\tau} = M / p$. The encodings from [13] of the partitions $\{A_{j} \}_{j=1}^{k}$ for carefully selected parameters $a, b \in \mathbb{Z}_{+}$ and distinct elements $\gamma_{i} \in \mathbb{F}_{q}$, are

$$\hat{A}^{a}_{i} = \sum_{j=1}^{k} A_{j} \gamma_{i}^{(j-1)a} \quad \text{and} \quad \hat{A}^{b}_{i} = \sum_{j=1}^{k} A_{j} \gamma_{i}^{(j-1)b}$$

for each worker indexed by $i$. Thus, each encoding is comprised of $NT$ symbols. The workers compute the product of their respective encodings $(\hat{A}^{a}_{i})^{T} \cdot \hat{A}^{b}_{i}$. The decoding step corresponds to an interpolation step, which is achievable when $\bar{k}^{2} = k$ many workers respond, which is the optimal recovery threshold for CMM. Any fast polynomial interpolation or BS decoding algorithm can be used for this step, to recover $B$.

Next, the master shares $B$ with all the workers (from Section IV-A this is necessary), who are requested to estimate the column-blocks of $B^{-1}$

$$B^{-1} = \left[ \bar{B}_{1} \cdots \bar{B}_{k} \right] \quad \text{where} \quad \bar{B}_{j} \in \mathbb{R}^{M \times \bar{\tau}} \quad \forall j \in \mathbb{N}_{k} \quad (9)$$

according to Algorithm 1. We can then recover $\bar{B}^{-1}$ by our BRS based scheme, once $k$ workers send their encoding.

For the final round, we encode $\bar{B}^{-1}$ as

$$\bar{B}^{a}_{i} = \sum_{j=1}^{k} \bar{B}_{j} \gamma_{i}^{(j-1)a}$$

which are sent to the respective workers. The workers already have in their possession the encodings $\hat{A}^{b}_{i}$. We then carry out the polynomial CMM where each worker is requested to estimate the rows of $B_{j}$, and finally use another CMM to recover $B_{j}^{T} = \bar{B}^{-1} \cdot B_{j}^{T}$. The master server can then recover $A^{T}$.

Theorem 6. Consider $G \in \mathbb{F}^{n \times k}$ as in Theorem 4. By using any CMM, we can devise a matrix pseudoinverse CCS by utilizing Algorithm 2 in two-rounds of communication. By using polynomial CMM [13], we achieve this with a

$^{6}$We select $\bar{k} = \sqrt{k}$ in the partitioning of $A$ in (4) when deploying this CMM, to attain the same recovery threshold as our inversion scheme.
V. CONCLUSION AND FUTURE WORK

In this paper, we addressed the problem of computing the inverse and pseudoinverse of a matrix distributively, under the presence of stragglers. Due to inherent limitations of inverting matrices, we settled for an approximation. We first gave two algorithms which respectively estimate the columns and rows of $\mathbf{A}^{-1}$ and $\mathbf{A}^\dagger$.

The main contribution of this work, is showing how generator matrices of sparsest-balanced MDS codes can be utilized, to devise coded matrix inversion schemes. We worked with generator matrices of BRS codes, which enables faster online decoding. A similar approach can be used to devise CMM schemes [38]. Furthermore, we also showed how the information can be securely transmitted between the main server and the workers, and vice versa, which is another current interest in the area of CC.

There are several interesting directions for future work. One could look into the issue of numerical stability of our BRS approach, as well as if other suitable generator matrices exist. Regarding Algorithms [1] and [2] we did not establish approximation error bounds in this paper. In terms of coding theory, it would be interesting to see if it is possible to reduce the complexity of our decoding step. Specifically, could well-known RS decoding algorithms such as the Berlekamp-Welch algorithm be exploited? Another important problem is to efficiently secure the information from the workers.
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