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Abstract

Generative models such as the variational autoencoder (VAE) and the generative adversarial networks (GAN) have proven to be incredibly powerful for the generation of synthetic data that preserves statistical properties and utility of real-world datasets, especially in the context of image and natural language text. Nevertheless, until now, there has been no successful demonstration of how to apply either method for generating useful physiological sensory data. The state-of-the-art techniques in this context have achieved only limited success. We present PHYSIOGAN, a generative model to produce high fidelity synthetic physiological sensor data readings. PHYSIOGAN consists of an encoder, decoder, and a discriminator. We evaluate PHYSIOGAN against the state-of-the-art techniques using two different real-world datasets: ECG classification and activity recognition from motion sensors datasets. We compare PHYSIOGAN to the baseline models not only the accuracy of class conditional generation but also the sample diversity and sample novelty of the synthetic datasets. We prove that PHYSIOGAN generates samples with higher utility than other generative models by showing that classification models trained on only synthetic data generated by PHYSIOGAN have only 10% and 20% decrease in their classification accuracy relative to classification models trained on the real data. Furthermore, we demonstrate the use of PHYSIOGAN for sensor data imputation in creating plausible results.

1. Introduction

Improved techniques for training generative models is a rapidly growing area of research. Over the past few years, the machine learning research community has made significant leaps forward towards this goal. This wave of success has been mainly driven by the advent of new training techniques such as the variational autoencoder (VAE) (Kingma & Welling, 2013) and the generative adversarial networks (GAN) (Goodfellow et al., 2014). Through GANs and VAEs as well as their improved versions (Salimans et al., 2016; Brock et al., 2018; Razavi et al., 2019b)—we are now capable of producing high fidelity, large-scale images with unprecedented levels of quality. GANs and VAEs have also been proven useful in a variety of applications such as generating photorealistic super-resolution images from low-resolution images (Ledig et al., 2017), learning a disentangled latent space representation (which is valuable for content manipulation) (Chen et al., 2016; Higgins et al., 2017), and generating realistic images from text descriptions (Reed et al., 2016).

However, most of the generative model research has focused on training models for images (Radford et al., 2015; Salimans et al., 2016; Brock et al., 2018; Razavi et al., 2019b) and, more recently, text datasets (Yu et al., 2017; Juefei-Xu et al., 2018; Wang & Wan, 2018; Zhu et al., 2018). Only a few of the existing works have studied, with limited success, how to learn a generative model for time series data such as sensor readings. Data from physiological, e.g., electrocardiograms (ECGs) and fitness tracking sensors, are now prevalent in many applications for health monitoring and patient diagnosis. A good generative model for physiological sensor readings is important for many high-utility applications in the medical domain. To name a few potential applications, GANs have been successfully used to boost the performance of semi-supervised learning classification models that learn from a small set of labeled examples and a large set of unlabeled examples on image datasets(Salimans et al., 2016). In the medical domain, semi-supervised learning is highly desirable since labeling medical sensors readings—e.g., whether an ECG signal segment is normal or abnormal—can be costly and doable only by medical professionals. Further, GANs have been utilized to address con-
cerns of privacy in the context of machine learning. Since machine learning models store information about training data, it has been shown that they can be reverse-engineered by an attacker (Fredrikson et al., 2015; Shokri et al., 2017) to uncover sensitive information about the training data set. GANs have been used in combination with the differential privacy techniques (Dwork et al., 2014) to train accurate models with strong privacy guarantees against this kind of attacks (Papernot et al., 2016). Researchers have shown that GANs can produce synthetic datasets that can be used in place of the original real data while still being useful for performing analysis or even training newer models (Alzantot & Srivastava, 2019; Jordon et al., 2018). These solutions are invaluable for researchers in the medical domain since the privacy-sensitive nature of medical datasets—along with their associated laws and regulations such as the ‘Institution Review Board’ (IRB)—prevents researchers from sharing the data they collect (Silberman & Kahn, 2011). Unfortunately, the state-of-the-art methods for training generative models on sensor data readings are still far away from being able to satisfy the requirements of these applications.

The few efforts that have explored training generative models for sensor readings have focused on simple tasks with toy datasets rather than meaningful, real-world tasks and datasets. For example, SenseGen (Alzantot et al., 2017) uses a recurrent neural network to train a generative model for accelerometer sensor readings using the maximum-likelihood objective. However, SenseGen was only capable of performing unconditional generation and, thus, cannot control the attributes of the generator outputs. While the model can be easily extended to support conditional generation—as we will show in our experiments—we find that this training approach is not capable of delivering highly accurate conditional generation results. We also studied the conditional variational recurrent autoencoder (CVRAE) approach for training a generative model for sensor data. The variational autoencoder maximizes an inexact lower-bound of the likelihood of training data is generally better at generating novel samples than traditional autoencoders (Kingma & Welling, 2013). Nevertheless, the accuracy of the conditional generation is also not high with this training approach. On the other hand, adversarially trained models using the GANs training framework are capable of producing more accurate conditionally generated samples. The RCGAN model (Esteban et al., 2017) has demonstrated how to use this approach to train a recurrent neural network generator for conditional generation of medical sensors data. However, as we show in our evaluation section, we find that despite having a very high accuracy with the conditional generation, the RCGAN model suffers from a lack of diversity. We empirically show that the RCGAN model produces samples that are very similar and nearly identical within each class. The lack of sample diversity in GANs models is a well-known problem known as mode collapse (Theis et al., 2015)—which is currently being addressed by the machine learning community (Srivastava et al., 2017). Although mode collapse is not unique to generator models that produce sensor data, it is more severe in RCGAN because it utilizes a recurrent generator (Metz et al., 2017). Since the discriminator used for RCGAN training does not provide any penalty when the generator produces repeated samples, the powerful recurrent generator tends to identify which subset of examples are good enough to fool the discriminator and simply repeats them—leading to a lack of sample diversity. Synthetic datasets that have samples suffering from either low generation accuracy or low diversity will have an equally poor performance when used as a replacement for real, private data.

A training approach is necessary that combines the merits of variational recurrent autoencoder approach with the GANs approach to produce a synthetic dataset that has both high conditional generation accuracy as well as a high diversity of samples. We introduce PHYSIOGAN, an approach for training generative models that fulfills these objectives. PHYSIOGAN consists of three different components: an encoder, a decoder and a discriminator. Together, the encoder and the decoder form a conditional variational recurrent autoencoder (CVRAE) similar to the CVRAE model—which we consider as a baseline. To improve the accuracy of conditional generation by the CVRAE, we introduce two additional training objectives provided by a discriminator: the adversarial loss and the feature matching loss. The discriminator itself is trained as a multi-class classifier that predicts the class label of real data and attempts to identify “fake” samples produced by the generator. To address the issue of mode collapse, we introduce an additional diversity loss that urges the generator to maximize the mutual information between its output and the latent space noise used to generate them. Therefore, the diversity loss penalizes the decoder—which acts as a generator—when it generates identical samples. We improve the training stability by using an annealing approach where the model training cost function softly changes from a pure autoencoder loss to the new loss that combines the variational autoencoder loss with the feature matching loss, diversity loss and adversarial loss.

We evaluate PHYSIOGAN against four different baselines: the conditional-recurrent neural network generator (CRNN) (which is an extension of (Alzantot et al., 2017) that allows for conditional generation), the conditional variational recurrent autoencoder (CVRAE), the conditional recurrent GANs (RCGAN) (Esteban et al., 2017), and a variation of RCGAN that has a modified auto-regressive generator (RCGAN-AR). We conduct our experiments using two real-world tasks and datasets. The first dataset is the “AFib classification dataset” (Yildirim et al., 2018), which is a dataset of ECG signal segments. Each segment is labeled as either “Nor-
We demonstrate that classification models trained on only \cite{Vinyals:2019} of the synthetic dataset produced by each generator are capable of repairing corrupted time-series data. The HAR dataset represents a dataset for multi-class classification with 6 different kinds of activities that can be grouped into two major groups. Because each group has 3 types of activities that are highly similar to each other and, learning how to conditionally generate samples is a difficult challenge. Further, the HAR dataset introduces the challenge of multi-channel data since each data sample has 6 different axes corresponding to correlated sensor readings. In addition to providing a visualization and qualitative comparison of samples produced by each model, we quantitatively evaluated the 5 models (PHYSIOGAN and the 4 other baselines) based on their conditional generation accuracy, the diversity of generated samples, as well as the novelty of samples to ensure that the model is not simply reproducing the same samples as those observed during the training. In addition to those metrics, we use an additional metric to measure the utility \cite{Esteban:2017, Ravuri:2019} of the synthetic dataset produced by each generator. The utility of a synthetic dataset measures how well the dataset can be used to train a classification model using only the synthetic data by validating its performance against the accuracy of a model trained on the real dataset. We demonstrate that classification models trained on only synthetic data generated by PHYSIOGAN have only 10% and 20% decrease in their classification accuracy than classification models trained on the real data while significantly outperforming existing approaches in terms of diversity and novelty. This significantly surpasses the accuracy of models trained on synthetic datasets generated by other baseline methods that relied only on the vanilla GAN or VAE for model training. Compared to other methods, PHYSIOGAN attains a good balance between the accuracy of samples and their diversity. We further evaluate the utility of PHYSIOGAN in the context of sensor data imputation against state-of-the-art imputation techniques. Our results show that PHYSIOGAN is capable of repairing corrupted time-series with missing the values with a higher degree of realism than other methods, both neural network-based and traditional methods for sensor data imputation.

**Contributions:** Our contributions are multi-fold:

- First, we identify common issues that state-of-the-art models currently suffer from by evaluating existing approaches and available baselines of generative models for time-series sensor readings.
- Second, we provide a novel model training method, PHYSIOGAN, that combines both generative adversarial networks and variational recurrent autoencoders to train a generative model for sensor readings that produces samples with high accuracy and high diversity.
- Third, we evaluate PHYSIOGAN and other baselines on two different datasets and show that PHYSIOGAN is capable of producing a synthetic dataset that are self-sufficient for training models with moderate decrease in their accuracies than models trained on real (not synthetic) data.
- Additionally, all of our model implementations and experiments are available as open-source \footnote{https://github.com/nesl/physiogan} to promote further research in this important direction of research.

The rest of this paper is organized as follows: Section 2 provides a background on the different kinds of generative models such as GANs and VAEs and also summarizes the related work in training generative models for time-series sensor data readings. Section 3 describes our model architecture and training procedure details. Section 4 includes the results of our evaluation experiments. Finally, Section 5 concludes the paper.

## 2. Background and Related Work

In this section, we present the preliminary information necessary to understand the PHYSIOGAN model as well as the works directly related to the scope of this paper.

### 2.1. Background

We first present an overview of the two state-of-the-art frameworks for training generative models: generative adversarial networks (GANs), and variational autoencoders (VAEs).

**Generative Adversarial Networks**

Generative adversarial networks (GANs) \cite{Goodfellow:2014} were presented as a framework for training generative models. GANs simultaneously train two separate models through an adversarial game. The first model—called the generator, $G$—learns the distribution of training data. Instead of producing an explicit probability density value, the goal of the generator is to directly produce samples from the distribution it learned. The input to the generator $G$ is a noise vector, $z$, sampled from an arbitrary chosen prior noise distribution $p_z(z)$, i.e., $z \sim p_z(z)$. The noise distribution $p_z(z)$ is typically chosen as the standard Gaussian distribution $\mathcal{N}(0, I)$. The generator function, $G(z)$, translates that random noise into fake samples that match the real samples drawn from the training dataset. The second model is referred to as the discriminator, $D$. The discriminator distinguishes between the fake samples produced by the generator and the real samples from the training dataset.
\(D(x)\) represents the probability that the input \(x\) is drawn from the real data distribution rather than coming from the generator outputs. The training objective of the discriminator, \(D\), is to increase its accuracy in distinguishing between those two sets of samples. On the other hand, the training objective of generator, \(G\), is to fool the discriminator by producing fake samples that look sufficiently realistic such that it becomes harder for the discriminator to identify them. This training procedure can be mathematically formalized as \(D\) and \(G\) playing a two-player min-max game with the following value function \(V(G, D)\):

\[
\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_{\text{true}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_{\text{noise}}(z)} [\log (1 - D(G(z)))]
\]

(1)

Conditional GANs (Mirza & Osindero, 2014) extend the original GANs (Goodfellow et al., 2014) models to generate samples that are conditioned on a given class label attribute \(y\). This can be achieved by feeding \(y\) as additional input to both the discriminator \(D\) and generator \(G\). Therefore, the objective function to the two-player min-max game becomes:

\[
\min_G \max_D V(G, D) = \mathbb{E}_{x, y \sim p_{\text{true}}(x \mid y)} [\log D(x \mid y)] + \mathbb{E}_{z \sim p_{\text{noise}}(z)} [\log (1 - D(G(z \mid y)))]
\]

(2)

Over the past few years, many extensions to GANs have been proposed (Radford et al., 2015; Salimans et al., 2016; Arjovsky et al., 2017), and they have been successfully applied in a variety of domains such as generating realistic super-resolution images (Ledig et al., 2017), image in-painting (Demir & Unal, 2018), and image synthesis based on text description (Reed et al., 2016; Xu et al., 2018). However, despite the success of GANs, successful training of GANs remains a challenge as it requires finding the Nash equilibrium between two non-cooperating players \(G\) and \(D\). The Nash equilibrium happens when the cost of each player is minimized with respect to its own parameters. However, since GANs training is done by applying gradient descent to alternately minimize both the discriminator loss and the generator loss, there is no guarantee that this training approach will converge as minimizing one of the losses may increase the other. Therefore, researchers have suggested various tricks to improve the stability of GANs training such as architecture guidelines for both generators and discriminators (Radford et al., 2015), mini-batch discrimination (Salimans et al., 2016), and historical averaging of model weights (Salimans et al., 2016). Wasserstein GAN (Arjovsky et al., 2017; Gulrajani et al., 2017) is a recent improvement that replaces the discriminator by a critic and uses either weight clipping (Arjovsky et al., 2017) or gradient-penalties (Gulrajani et al., 2017) to enforce a Lipschitz constraint to improve the training stability.

**Variational AutoEncoders**

In addition to GANs, the variational autoencoder (VAE) (Kingma & Welling, 2013) is another state-of-the-art framework for training generative models. Unlike GANs, where the generator, \(G\), is trained to fool the discriminator, the objective of VAE training is based on maximum likelihood estimation. Intuitively, increasing the likelihood of the generator model to produce training data samples will also increase its capability of generating samples that are similar to the training data.

A major assumption VAEs make is that the data points \(x\) are generated in response to some latent code variable \(z\) that are drawn from a prior distribution \(p_{\text{noise}}(z)\). According to the law of total probability, the likelihood of one example \(x^{(i)}\) can be expressed as:

\[
p_{\theta}(x^{(i)}) = \int p_{\theta}(x^{(i)} | z) p_{\text{noise}}(z) \, dz
\]

(3)

where the model function \(p_{\theta}(x^{(i)} | z)\) acts as a decoder that produces the likelihood of sample \(x^{(i)}\) to be generated according to the latent space value of \(z\). When the decoder is implemented as a neural network, which is capable of being a universal function approximator, it can translate the arbitrarily chosen distribution of the latent space variables into the learned data distribution. The prior distribution of the noise \(p_{\text{noise}}(z)\) is typically chosen as the standard Gaussian distribution \(\mathcal{N}(0, I)\). However, this likelihood integral in equation 3 is intractable because there are many possible values of \(z\) and most of them will not have a significant likelihood of producing the given example \(x^{(i)}\). VAEs address this issue by introducing another network called the inference or recognition model, \(q_{\phi}(z|x)\), that approximates the true posterior \(p_{\theta}(z|x)\). VAEs use the expected log-likelihood of training samples under this approximate posterior:

\[
\log(p_{\theta}(x^{(i)})) = \mathbb{E}_{z \sim q_{\phi} (z | x^{(i)})} [\log p_{\theta}(x^{(i)})]
\]

\[
= \mathbb{E}_{z \sim q_{\phi} (z | x^{(i)})} [\log \frac{p_{\theta}(x^{(i)} | z) p_{\text{noise}}(z)}{p(z^{(i)})}] + KL(q_{\phi}(z | x^{(i)}) || p_{\text{noise}}(z))
\]

(4)

This equation can be simplified as:

\[
\log(p_{\theta}(x^{(i)})) = \mathbb{E}_{z \sim q_{\phi}(z| x^{(i)})} [\log p_{\theta}(x^{(i)} | z)] - D_{KL}(q_{\phi}(z | x^{(i)}) || p_{\text{noise}}(z)) + D_{KL}(q_{\phi}(z | x^{(i)}) || p_{\theta}(z | x^{(i)}))
\]

(5)
where $D_{KL}$ is the KL-divergence function that measures the distance between two probability distributions, i.e.,

$$D_{KL}(p||q) = \int p(x) \log \left( \frac{p(x)}{q(x)} \right) dx$$

This allows for equation 5 to be rewritten as:

$$\log(p_{\theta}(x^{(i)})) = \mathcal{L}_{ELBO}(x^{(i)}; \theta, \phi) + D_{KL}(q_{\phi}(z|x^{(i)}) || p_{\theta}(z|x^{(i)}))$$

Since The KL-divergence term is always non-negative, i.e. $D_{KL}(p, q) \geq 0$, the first right hand side term—called the evidence lower bound ($\mathcal{L}_{ELBO}$), will constitute a lower-bound for the log-likelihood function, i.e.,

$$\mathcal{L}_{ELBO}(x^{(i)}; \theta, \phi) \leq \log p_{\theta}(x)$$

VAE training maximizes this lower-bound term $\mathcal{L}_{ELBO}$. The difference between the lower bound $\mathcal{L}_{ELBO}$ and the true log-likelihood indicates the error due to replacing the exact intractable posterior $p_{\theta}(z|x)$ by an the approximate posterior $q_{\phi}(z|x)$ which is tractable to use with help of the ‘recognition’ network. The training loss of the variational autoencoder is equal to the negative of the evidence lower bound. Therefore, the training loss is defined as:

$$\mathcal{L}_{\text{vae}}(x^{(i)}; \phi, \theta) = -\mathcal{L}_{ELBO}(x^{(i)}; \theta, \phi)$$

$$= \left[ -\mathbb{E}_{z \sim q_{\phi}(z|x^{(i)})} \left( \log p_{\theta}(x^{(i)}|z) \right) \right]_{\text{Reconstruction loss}} + D_{KL}(q_{\phi}(z|x^{(i)}) || p_{\theta}(z))_{\text{Posterior loss}}$$  \hspace{1cm} (7)

The first part of the right-hand side in equation 7 represents the log-likelihood of the training sample $x^{(i)}$ generated by the decoder network from a latent space input vector $z$ sampled from the recognition network. This term represents the reconstruction error of the training example after being fed through the encoder-decoder networks. The second term of the right-hand side represents the KL-divergence between the distribution of the latent space values produced by the recognition network and a chosen prior distribution of the latent space values. Therefore, the KL-divergence term acts as a regularizer that encourages the encoder to produces latent space values that match the given prior. Typically, the latent space prior $p_{\theta}(z)$ is chosen as an isotropic Gaussian.

Calculating the gradients of the $\mathcal{L}_{ELBO}$ requires backpropagation through the stochastic sampling of the encoder output. Therefore (Kingma & Welling, 2013) introduced the technique known as the ‘reparameterization trick’ where the approximate posterior sampling $z \sim q_{\phi}(p_{\theta}(z|x^{(i)}))$ is replaced with a differentiable transformation. The recognition network produces the mean, $\mu$, and the standard deviation, $\sigma$, of the output distribution. The stochastic sampling of $z$ can now be approximated using the following equation:

$$z \sim q_{\phi}(p_{\theta}(z|x^{(i)})) \approx \mu + \sigma \odot \epsilon$$

where $\epsilon \sim \mathcal{N}(0, I)$ is an auxiliary noise variable sampled from the standard Gaussian distribution and $\odot$ is the hardam, element wise, product operator.

### 2.2. Related Work

Generative models for data synthesis has been an active topic of research over the past few years. However, most of the research focus has been on generating high fidelity images (Brock et al., 2018; Karras et al., 2019; Zhang et al., 2018) and tabular datasets (Alzantot & Srivastava, 2019; Park et al., 2018; Xu & Veeramachaneni, 2018; Choi et al., 2017; Yahi et al., 2017). For time-series datasets, the focus has been on the generation of natural language text (Mikolov et al., 2010; Yu et al., 2017; Juefei-Xu et al., 2018; Hu et al., 2017; Wang & Wan, 2018) and music datasets (Roberts et al., 2018). Much less effort has been placed towards the generation of physiological sensor readings. In the rest of this section, we briefly discuss the related work on the generation of time-series and sensor readings.

#### Generative Models for Time-series Generation

The ability to generate high-quality human language text is essential for a variety of tasks such as machine translation and AI chatbots. RNNLM (Mikolov et al., 2010) uses the maximum likelihood estimate (MLE) to train a recurrent neural network to predict the next word given the previous word. However, MLE is not a perfect training objective due to the exposure bias problem (Huszár, 2015) that leads to performance degradation at the generation time due to the discrepancy between the model inputs at training and inference. Scheduled sampling technique (Bengio et al., 2015) was proposed to increase generation quality. However, it has been found that it will have the negative effect of decreasing sample diversity—leading to another issue known as mode collapse (Hu et al., 2017; Wespen, 2015) where the model generates samples that are too similar to each other.

SeqGAN (Yu et al., 2017) described an approach for training text generative models by modeling the generator as a stochastic policy agent of reinforcement learning (RL) which is trained using a policy gradient algorithm (Sutton et al., 2000). TextGAN (Zhang et al., 2016) uses a GANs framework to simultaneously train a recurrent neural network (RNN)-based generator with a convolutional neural network (CNN)-based discriminator. Instead of using the standard GANs training objective for a generator, TextGAN (Zhang et al., 2016) uses feature matching (Salimans et al., 2016) that matches the mean and variances of
discriminator feature vectors between the real and synthetic sentences. A generative model that combines both a variational autoencoder and a discriminator based adversarial training was introduced in (Hu et al., 2017) to generate plausible text sequences whose attributes are controlled by learning a disentangled latent space representation. Our model design is inspired by this work due to the high quality of results it offered in controlled text generation. A more comprehensive literature review on using generative models for text can be found in (Lu et al., 2018; Zhu et al., 2018).

To generate time-series data outside the domain of text and music, WaveNet (Oord et al., 2016) uses a similar maximum-likelihood based objective to generate speech signals and SktechRNN (Ha & Eck, 2017) uses a recurrent neural network model to produce sketch-based drawings of common objects. Each drawing is represented as time-series of paintbrush strokes.

**Generative Models for Sensor Readings Generation**

In the following section, we provide an overview of previous work in the domain of generating synthetic sensor data readings.

**Maximum Likelihood-based Models.** SenseGen (Alzantot et al., 2017) uses the maximum-likelihood objective to train a recurrent neural network with mixture density distribution (MDN) outputs to generate synthetic sensor readings. Their framework is trained and evaluated using accelerometer sensor dataset. However, SenseGen is not capable of performing conditional generation as it does not provide a mechanism to control the attributes of the generator results. Besides, models trained with only maximum-likelihood objective exhibit exposure bias (Huszár, 2015) that reduce the quality of the generated signal because the model is trained to predict the next step of sequence without being encouraged to model the holistic features of the signal. SenseGen (Alzantot et al., 2017) did not have an evaluation for the quality or utility of generator results and used only visual quality to demonstrate the success of their model. To the best of our knowledge, there is no prior work in using VAEs to train generative models for sensor readings. VAEs have the nice capability of doing inference by encoding the input sample into a distributed latent space vector that captures global features of the signal. The ability to do inference jointly with generation not only improves the quality and diversity of generator results but also can be handy in applications such as sensor data imputation to fill missing segments of input examples.

**Adversarially trained models.** SensoryGAN (Wang et al., 2018) uses the GANs adversarial training objective to train generative models for three kinds of human activities: staying, walking, and jogging. However, their technique requires training a separate generator with a different model architecture for each kind of activity rather than using a single generator with a conditioning input. This makes their approach less generalizable for other tasks and datasets. Also, in their experiments, they train models to generate only three human activities (staying, walking, jogging) which are considered coarsely grained and strongly dissimilar from each other due to the significant degree of difference in motion intensity. A more solid experiment would be to include activities that are considered similar with only fine grained differences such as walking, walking upstairs, and walking downstairs, or normal vs abnormal ECG signals we are doing in our experiments. The RCGAN (Esteban et al., 2017) uses a recurrent discriminator to train another recurrent neural network to act as a conditional generator. Experiments of (Esteban et al., 2017) were only done using small ‘toy’ datasets and short sequences of ICU samples from low-frequency sensors, unlike the raw motion and ECG sensors we consider in our experiment. Furthermore, as we show later in our analysis, RCGAN suffers from two major disadvantages. First, it suffers heavily from ‘mode collapse’, which means it produces synthetic datasets of samples with very low diversity and are very similar to each other. Second, the generator model in RCGAN is not able to produce synthetic segments longer than the length it has observed during the training. This is because RCGAN does not use auto-regressive feedback during its generation. The recent work of (Smith & Smith, 2020) cascades two generators to generate time-series data where the first generator generates RGB spectrogram 2D images while the second generator network translates the 2D image into time-series data. Similarly, (Zhang & Alshurafa, 2020) uses an adversarially trained neural network to translate an input video into accelerometer time-series data. Our work is novel in its architecture and training objective. Our model generates time-series data conditioned only on the classification label without requiring an input image or video to translate into time-series data. Unlike prior and parallel work, We also conduct a systemic evaluation of the synthetic data using different metrics (accuracy, novelty, diversity, utility).

Compared to prior work, our work is the first of its kind that combines variational autoencoder with adversarial networks for the task of conditional generation of synthetic sensor readings. By using a novel training objective that combines variational autoencoder and generative adversarial networks, our model is able to generate high-quality synthetic datasets that are both accurate and diverse.

**3. PHYSIOGAN Methodology**

In the following section, we describe our model architecture and training algorithm.
3.1. Objective

Given a dataset of $N$ labeled time-series sensor data readings, $\mathcal{D} = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N}$, our goal is to build a 'generator model' $G$ that is capable of synthetic real-valued time-series sensor readings conditioned on their class labels. The sensor readings may be multi-dimensional at each time step. For example, each time-step may consist of multiple values measured across the different channels of the same sensor or multiple sensors sampled in time-synchronized intervals. Ideally, the synthetic data produced by the generator should look realistic and hard to distinguish from the real data sampled from the training set. They should also mimic the same distinguishing features and dynamics as the real data. Therefore, any analytic function computed over the synthetic data should return a value close to the returned value from the same function when computed over the real data. For instance, a machine learning classification model trained on a synthetic dataset produced by our generator should yield good accuracy when tested using samples from the real dataset.

3.2. Notation

Formally, the generator function can be defined as:

$$\tilde{x} = G(z, y; \theta)$$

$$G(z, y; \theta) : \mathbb{R}^{N_z} \times \mathcal{Y} \rightarrow \{\mathbb{R}^{T\times N_d}\}$$

where $z \in \mathbb{R}^{N_z}$ is an input random noise vector sampled from an arbitrarily chosen prior distribution (e.g., standard Gaussian) used as a source of variation to the deterministic generator model function, and $y \in \mathcal{Y}$ is class label condition code used to specify the label of the samples we want as the generator output. For example, $\mathcal{Y}$ can be defined as

$$y \in \mathcal{Y} = \{\text{sitting, walking, running}\},$$

to represent the activity label in a human activity classification dataset with those 3 classes of activities. $\theta$ represents the set of parameters of the generative models. Each example in the dataset $x$ is a time-series with $T$ time-steps, i.e.,

$$x \in \mathbb{R}^{T\times N_d}$$

If we use the subscripted notation $x_t$ to represent the time-series value at the single time step $t$, we can write $x$ as

$$x = \{x_1, x_2, \ldots, x_T\}$$

At each time step, $x_t$ has $N_d$ real-valued numbers representing the values across the different channels of sensor readings (or the values across different time-synchronized sensors). For example, given a 3-axial accelerometer motion sensor, $N_d$ will be equal to three—corresponding to the three $X, Y, Z$ axes of the sensor readings. Thus, any $x_t$ in this context can be represented as

$$x_t = (x_{t,1}, x_{t,2}, \ldots, x_{t,d}) \in \mathbb{R}^{N_d} \quad \forall t \in [1, 2, \ldots T]$$

To summarize, equation 9 indicates that the generator learns how to translate an input noise vector and a condition class label into a time-series of real-valued numbers that looks realistic with respect to real sensor reading samples that match the designated condition label. Given this notation, we can now describe the model structure of PHYSIOGAN.
3.3. PHYSIOGAN Model Structure

Our model takes advantage and draws inspirations from the recent success Generative adversarial networks (GAN) and variational autoencoders (VAE) have had for the generation of realistic time-series values in text and sketch-drawing domains (Bowman et al., 2015; Ha & Eck, 2017; Hu et al., 2017). PHYSIOGAN consists of three major components: an encoder, a decoder, and a discriminator. Figure 1 depicts the overview of PHYSIOGAN’s model structure and the interaction between the different components. Together, the encoder and the decoder form a sequence-to-sequence autoencoder that learns to take an input example $x$ and reconstructs it back into $\tilde{x}$ after it has been mapped into a fixed-length latent space vector $z$. Both the encoder and the decoder are implemented as recurrent neural networks (RNNs). We utilize the VAE training objective—which maximizes the evidence lower bound $L_{ELBO}$ in equation 7—since VAEs are better at generating new samples than traditional autoencoders (Kingma & Welling, 2013). Conditional generation from VAEs can be achieved by adding the attribute labels value $y$ as an additional input to the decoder. However, the element-wise reconstruction error objective of the VAE does not encourage the decoder to maintain the holistic features of the output time-series that are unique for each class label. Therefore, to improve the quality of conditional generation, we pair the VAE decoder with a discriminator model. We extend the VAE decoder training objective—which acts as a generator—in two ways. First, we use the GANs training approach to train the decoder how to fool the discriminator into accepting the samples it generates as realistic and by using a multi-class classifier as our discriminator it also penalizes the generation of the samples that looks realistic but belong to a wrong class. Second, we extend the reconstruction error component of the training objective to include feature matching between the features computed by the discriminator on both the original input and reconstructed output of the discriminator. Feature matching encourages the decoder to not only preserve the element-wise similarity between autoencoder inputs and outputs but also to preserve the values of the holistic high-level features that are specific for each class label. While introducing the GAN objective using the discriminator into the decoder training helps to improve the quality of generated samples, GANs are known to suffer from the issue of ‘mode collapse’ (Theis et al., 2015) where the generator identifies which samples were able to fool the discriminator successfully and generates repeated copies of them. In such a case, the model will exhibit low diversity, i.e., the model will generate samples that are too similar to each other. To alleviate this issue and improve the diversity of generated samples, we feed the synthetic samples produced by the decoder from a noise vector $z$ back into the encoder, which reconstructs the noise vector $\tilde{z}$. Then, as an additional objective of the decoder training, we introduce an additional loss term which measures the reconstruction error between $z$ and $\tilde{z}$. This term encourages the decoder to produce samples that are unique for each $z$ value so that the encoder will be able to approximately recover the value of $z$ as $\tilde{z}$.

In the rest of this section, we describe the details of building individual components of PHYSIOGAN as well as how to train them.

ENCODER DESIGN

The encoder translates the input time series sequence into a latent space vector sampled from a posterior distribution, i.e., $z \sim q_\phi(z|x)$. As shown in Figure 3, our encoder model is implemented using a bidirectional recurrent neural network that accepts an input time-series sequence $x \in \mathbb{R}^{T \times N_d}$ and produces a latent vector $z \in \mathbb{R}^{N_z}$. The bidirectional recurrent neural network consists of two recurrent neural
networks that process the input sequence in the forward and backward direction, respectively. Each one of those recurrent neural networks evolves a hidden state vector $\vec{h}^<_t$, $\vec{h}^>_t$ while processing the input sequence time-step by time-step. We use the Gated Recurrent Unit (GRU) (Cho et al., 2014; Chung et al., 2015) implementation of the recurrent unit in our encoder.

$$\vec{h}^<_t = GRU(x_t, \vec{h}^{<}_{t-1})$$  
$$\vec{h}^>_t = GRU(x_t, \vec{h}^{>}_{t-1})$$  

(10)

where $x_t^{(reversed)}$ is the input time-series x after being reversed along the time-axis to be processed in the backward direction. The initial values for the hidden state vectors are zero vectors $\vec{h}^<_0 = \vec{h}^>_0 = 0$. After processing the whole sequence, we concatenate the final values of the GRU hidden state vectors. The concatenated final hidden state $h_T$ represents a summary of the input sequence. $h_T$ is projected through two fully connected layers to produce two vectors $\mu$ and $\tilde{\sigma}$ which represent the mean and the logarithm of the variance of posterior distribution computed by the encoder. Each of $\mu$ and $\tilde{\sigma}$ has a size of $N_z$. The log-variance output $\tilde{\sigma}$ is converted into a non-negative standard deviation by the exponential operation.

$$h_T = [\vec{h}^<_T; \vec{h}^>_T]$$  
$$\mu = W_{\mu} h_T + b_{\mu}$$  
$$\tilde{\sigma} = W_{\tilde{\sigma}} h_T + b_{\tilde{\sigma}}$$  
$$\sigma = \tilde{\sigma}^2$$  

(11)

Finally, we use the re-parameterization trick (Kingma & Welling, 2013) to approximate the probabilistic sampling of the encoder output $z \sim N(\mu, \sigma^2)$ by a differentiable transformation defined upon $\mu$, $\sigma$ and an auxiliary random variable $\epsilon$.

$$z = \mu + \sigma \odot \epsilon \quad \text{where} \quad \epsilon \sim N(0, I)$$  

()

**Decoder Design**

The decoder model $p_d(x|z, y)$ translates the pair of latent space noise vector $z$ and condition label $y$ into a time-series sequence of length $T$. As shown in Figure 4, the decoder is an auto-regressive (Graves, 2013) recurrent neural network that produces an output sequence one-step at a time. At each time-step, the generated output is fed back as an input into the next time step. Therefore, the decoder output at time step $t$ depends also on its own predictions at previous time-steps $< t$ in addition to the values of $z$ and $y$. Our decoder is built using a stack of three layers of gated recurrent units (GRU) neural networks. The vector $s$ denotes the list of hidden states for the GRU units in the three layers and the vector $o^{(dec)}$ denotes the output of the last GRU layer. The initial state of the decoder GRU units $s_0$ is computed from the latent space vector $z$ as in:

$$s_0 = tanh(W_s z + b_s)$$  

(13)

At each time-step, the decoder takes its own generated value from the previous time-step $x_{t-1}$ along with the current hidden state value $s_{t-1}$ to produce an output $o^{(dec)}_t$ and an updated hidden state $s_t$. The last GRU layer output $o_t$ is projected through a fully connected layer to produce the final generated value $x_t \in \mathbb{R}^{N_d}$. We have found it useful to compute a context vector $\hat{c}$ by projecting both $z$ and $y$ through a fully connected layer and add this context vector to the decoder input at each time-step. Using the context vector, $\hat{c}$, effectively adds a shortcut between the decoder output at each time-step and the encoder output $z$ while processing long-sequences.

$$\hat{c} = W_c[z; y] + b_c$$  
$$o^{(dec)}_t, s_t = Dec([x_{t-1}; \hat{c}], s_{t-1})$$  
$$x_t = W_o o^{(dec)}_t + b_o$$  

(14)

where the $Dec$ function represents the decoder 3-layered stack of GRUs.

**Discriminator Design**

The discriminator $D$ is trained to distinguish between the samples produced by the decoder when we feed random noise vectors into it and the examples drawn from the real dataset. Through the feedback it provides for the decoder on the samples it generates, it forces the decoder to improve the quality of its generated samples until the decoder can produce samples that are sufficiently realistic to fool the discriminator into accepting them as if they were drawn from the real dataset. As previously suggested in (Salimans et al., 2016), we use a $L + 1$ multi-class classifier instead of a binary classifier as our discriminator—where $L$ is the number of class labels and the $L + 1$ class is the fake or “generated” class. Therefore, the goal of discriminator is to classify all samples produced by the decoder as label $L + 1$ and classify samples drawn from the real data as their correct label $y \in 1, ..., L$. The goal of the decoder while generating a new sample given a latent space vector $z$ and a condition label $y \in 1, ..., L$ is to fool the discriminator into believing this sample is a genuine sample that belongs to the desired class label $y$.

As such, this modification changes the original conditional GANs min-max equation, shown earlier in equation 2, into...
the following:

\[
\min_{G} \max_{D} V(D, G) = \mathbb{E}_{x,y \sim p_{\text{data}}} [\log D(x)] + \mathbb{E}_{z \sim p_{z}(z), y \sim \text{Cat}(\{1, \ldots, L\})} [\log D(G(z, y))] - \log D(G(z, y))_{L+1} \]

where, \(D(x) \in [0, 1]^{L+1}\)

(15)

To realize the discriminator, we use the 1-D convolutional classification model shown in Figure 3. The discriminator consists of three convolution layers followed by a final fully connected layer with a softmax output. Each convolution layer has 32 filters with filter size = 3, and applied with stride = 3 and zero padding. Additionally, we regard the output of the last convolution layer (layer 3) as an auxiliary output which is going to be useful to implement the feature matching loss we describe in more details in Section 3.4.

3.4. Model Learning

The training of our model alternates between updating the discriminator and updating both the VAE encoder and decoder. For simplicity, we will refer to the training of both the encoder and the decoder as the generator learning because they are trained together—despite the fact that only the decoder is needed for generating samples after the training has been finished.

Further, the functions \(E(\cdot, \phi), G(\cdot, \theta) D(\cdot, \theta^d)\) are used to refer to the encoder, decoder, and discriminator, respectively. Where the symbols \(\phi, \theta, \text{and } \theta^d\) refer to the parameters of the three models, in the same order.

**Discriminator Learning**

The discriminator is trained to distinguish between the real data samples and those samples generated by the generator. It is a multi-class classifier with a \(L + 1\) probability distribution output where first \(1 \leq i \leq L\) scores are the scores that the given sample is real and predicted as class label \(i\). The last score \(L + 1\) is reserved to represent the probability that the given sample is ’fake’ or ’generated’. The adoption of a multi-class classifier instead of a binary classifier discriminator was proposed earlier by (Salimans et al., 2016) in the scope of semi-supervised learning to let the discriminator provide a class-specific feedback signal to the generator outputs. Additionally, as noted by similar approach was used in (Chen et al., 2016), this forces the generator to increase the mutual information between the GANs synthetic samples and the latent space condition codes. To train the discriminator, we sample batches of labeled examples from the training set, \(\{(x^{(i)}, y^{(i)})\}_{i=1}^{M}\), and create a set of fake examples by feeding into the decoder a set of randomly sampled pairs of latent space vectors and class label condition codes, \(\{(z^{(i)}, y^{(i)})\}_{i=1}^{M}\). The objective of discriminator learning is to minimize the following cost function:

\[
J_{\text{disc}}(\theta_d) = \mathbb{E}_{x, y \sim p_{\text{data}}} [- \log D(x; \theta^d)] + \mathbb{E}_{z \sim p_{z}(z), y \sim \text{Cat}(\{1, \ldots, L\})} [- \log D(G(z, y; \theta^d))_{L+1}] \]

(16)

**Generator Learning**

In the vanilla VAE model training, the training objective is defined based on the negative value of the evidence lower bound (ELBO), as shown in equation 7. Therefore, the original loss for VAE training is composed of two parts: the reconstruction error objective and the enforcement of smoothness on the latent space distribution of encoder outputs, making the encoder map examples into smooth regions in the latent space rather than single isolated points. This smoothness makes it more likely to produce realistic samples by feeding into the decoder values of latent space vectors sampled from the prior distribution \(z \sim p_{\text{G}}(z)\), i.e.,

\[
\mathcal{L}_{\text{vae}} = \mathcal{L}_{\text{recon}} + \mathcal{L}_{\text{posterior}}
\]

(17)

To improve the accuracy and diversity of the generated samples, we incorporate the discriminator feedback into the encoder, decoder training objective by adding three more terms: feature matching \(\mathcal{L}_{\text{features}}\), adversarial loss \(\mathcal{L}_{\text{adv}}\), and the generator diversity \(\mathcal{L}_{\text{diversity}}\). We explain the role and definition of each term as well as the equation of the total loss that combines them together.

**Reconstruction loss** \(\mathcal{L}_{\text{recon}}\) For any given single example from the training set \((x^{(i)}, y^{(i)})\), the reconstruction error measures how well the decoder can recover the original input \(x^{(i)}\) after it has been compressed into the latent space code \(z\) produced by the encoder. For sensor data readings with real values, we assume that the decoder output is a Gaussian distribution with fixed variance. Therefore, the log-likelihood of decoder output is proportional to the mean-squared error between the original reading value \(x^{(i)}\) and its own reconstruction through the autoencoder, i.e., \(\hat{x}^{(i)} = G(E(x^{(i)}; \phi), y^{(i)}; \theta)\). Therefore,

\[
\mathcal{L}_{\text{recon}}(x^{(i)}, y^{(i)}; \phi, \theta) = -\mathbb{E}_{z \sim q_{d}(z|x^{(i)})} (\log p_{\theta}(x^{(i)}|z, y^{(i)})) \propto \left[\frac{1}{T} \frac{1}{N_d} \|x - G(E(x^{(i)}; \phi), y^{(i)}; \theta)\|_2^2\right]
\]

(18)

**Posterior loss** \(\mathcal{L}_{\text{posterior}}\) the Kullback-Leibler Divergence loss \(\mathcal{L}_{\text{kl}}\) in equation 7 enforces a prior over the latent space distribution. When this prior distribution of latent space is selected to be IID Gaussian with zero mean and unit variance, the Kullback-Leibler divergence loss can
be computed in the closed form (Kingma & Welling, 2013):

\[
D_{KL} \left( p(z|\mu, \sigma^2) \| \mathcal{N}(0, I) \right) = - \frac{1}{2} \ln \sigma^2 - \mu^2 - \frac{1}{2}
\]

where \( \mu \) and \( \sigma \) are, respectively, the mean and log-variance of the posterior distribution outputted by the encoder network \( q_\phi \), as we described in Section 3.3.

A common issue in VAE training is suffering from posterior collapse where the decoder ignores the latent space code \( z \). As reported by previous research (Bowman et al., 2015; Razavi et al., 2019a), this is more likely to happen when the decoder is by itself a powerful model such as the RNN decoder in our case. The VAE posterior collapse happens during the early steps of training when the model finds it is easier to bring down the KL-divergence component of equation 18 rather than the reconstruction error. Therefore, \( L_{KL} \) goes rapidly down to nearly zero, after that the decoder is optimized by itself to minimize the reconstruction error while ignoring the encoder output. Thus, there will be no gradient signal passed between the two models, i.e., the encoder and decoder have no influence on each other (Bowman et al., 2015). To address this issue, we use the ‘free bits’ (Kingma et al.; Razavi et al., 2019a) method that modifies VAE loss such that:

\[
L_{\text{posterior}}(x, y; \phi) = \max \left( D_{KL} \left( p(z|\mu, \sigma^2) \| \mathcal{N}(0, I) \right) - \delta, 0 \right)
\]

where the KL-divergence is minimized only once until it surpasses a given threshold \( \delta \)–which we pick as \( \delta = 0.1 \). To ensure that the model learns how to pack useful information between the encoder and the decoder, we use a cost annealing scheme (Bowman et al., 2015) that assigns a high weight to the reconstruction loss and a nearly zero weight to the posterior loss at the early steps of training. Then, we gradually and smoothly increase the weight of posterior loss while decreasing the weight of the reconstruction loss. This way encourages the model to pack useful information between the encoder and the decoder through the latent space code \( z \). The annealing scheme of the training cost is described in more details at the end of Section in equation 25.

Feature matching loss \( L_{\text{feats}} \) The original reconstruction loss of the VAE training is based on the element-wise distance between the two vectors of the original input \( x^{(i)} \) and its reconstruction \( \tilde{x}^{(i)} \) in the raw data space. This objective, however, leads to outputs that are blurry and lack fine details. Feature matching (Salimans et al., 2016) encourages the model to reduce the distance between the higher levels features of the original input \( \psi(x^{(i)}) \) and those of its reconstruction \( \psi(\tilde{x}^{(i)}) \). This encourages the model to maintain the holistic attributes of the data points while providing robustness against noise as well as in-variance against transformations such as signal shift. The operator \( \psi \) may be provided by either a domain-specific feature extraction algorithm or by taking the values of one of the hidden layers in a classifier. Since our discriminator model is trained as a multi-class classifier to predict the correct label of input examples, we reuse the discriminator as a feature extractor and, accordingly, the \( \psi \) is chosen to be the output values of the last convolution layer in the multi-class discriminator model. Therefore, the features reconstruction loss is defined as:

\[
L_{\text{feats}}(x; y; \phi, \theta) = \frac{1}{d_f} \| \psi(x) - \psi(\tilde{x}) \|_2
\]

where \( \tilde{x} = G(E(x; \phi); y; \theta) \)

Adversarial Loss \( L_{\text{adv}} \) The adversarial training loss of the decoder is based on the feedback it receives from the discriminator on its generated samples. This directs the generator (i.e. the Decoder) to learn how to improve the quality of its generation by matching the class condition label code \( y \), i.e.,

\[
L_{\text{adv}}(z; y; \theta) = - \log D(G(z; y; \theta); \theta_d)_{y}
\]

where \( z \sim p_z(z) \), \( y \sim \text{Cat}([1, \ldots, L]) \)

Diversity loss \( L_{\text{diverse}} \) Training GANs requires finding the Nash equilibrium between two non-cooperating adversaries. However, this process is known to unstable for training GANs as the discriminator and generator may train in orbits without convergence. This is due to the fact that gradient-descent optimization is not well suited for the task of finding the Nash equilibrium. One common symptom of GAN training failure is mode collapse, where the generator produces repeated samples that are essentially replicas of instances that were successful in fooling the discriminator. After the discriminator identifies that these samples are fake, the generator will pick another mode to repeat, and so on. This prevents the generator from producing samples with high diversity. This issue may be amplified in our model due to the posterior collapse where the decoder may depend on itself as a powerful generative model and ignores the latent code \( z \) it receives from the encoder during the training. The diversity loss penalizes this situation by the forcing the decoder to utilize the latent code vector \( z \). To compute, the diversity loss, we use the encoder to reconstruct the latent code vector from samples generated by the decoder. The diversity loss is defined as the mean-squared-error between the original latent code \( z \) and its reconstruction by the encoder \( \hat{z} \). At the case when the decode is suffering from ‘mode collapse’, it will ignore the latent code and produces
identical samples. In such a case, the encoder will be unable to recover the latent code from the samples, leading to a high penalty for the decoder. The diversity loss is defined as:

\[
L_{\text{diverse}}(z, y; \phi, \theta) = \|E(G(z, y; \phi)) - z\|_2^2
\]

where \(z \sim p_z(z), y \sim \text{Cat}(\{1, \ldots, L\})\)

(23)

**Total training cost for generator** To summarize, the total training cost of the encoder and decoder models is defined as:

\[
J_{\text{total}}(\phi, \theta) = \mathbb{E}_{x,y \sim p_{\text{data}}} \left[ \eta_t L_{\text{recon}}(x, y; \phi, \theta) + (1 - \eta_t) \left( \lambda_{p} L_{\text{posterior}}(x, y; \phi) + \lambda_f L_{\text{feats}}(x, y; \phi, \theta) \right) \right] + \mathbb{E}_{z \sim p_z(z)} \left[ (1 - \eta_t) \left( \lambda_\alpha L_{\text{adv}}(z, y; \theta) + \lambda_d L_{\text{diverse}}(z, y; \theta) \right) \right]
\]

(24)

Where the \(\beta = 0.2, \lambda_f = 1, \lambda_\alpha = 1, \lambda_d = 0.2\) are weighting coefficients empirically chosen to balance the values of the different loss components. The \(\eta_t\) is a decay function chosen to be the ‘inverse sigmoid decay’ (Bengio et al., 2015) with \(k = 200\).

\[\eta_t = \max\left(\frac{k}{k + \exp(t/k)}, 0.1\right)\]

(25)

The goal of \(\eta_t\) is to focus the training at the early step on only the reconstruction loss \(L_{\text{recon}}\). Then gradually, add the other losses and decrease the importance of reconstruction loss. We have empirically found this technique improves the stability of training. At the early steps, the output of the generator will be too different from the real data and easy for the discriminator to distinguish, leading to a saturation of the adversarial loss. We avoid this by focusing more on the reconstruction loss at the early steps and then introduce the adversarial loss after the model has started to produce sensible outputs. Also, the annealing scheme helps to avoid the posterior collapse issue we discussed earlier in this Section. The gradual increase of the importance of the posterior loss, \(L_{\text{posterior}}\), lets the model focuses first on using the latent space value \(z\) to store useful information in order to minimize the reconstruction loss then gradually starts to minimize the posterior loss, \(L_{\text{posterior}}\), to match the latent space prior distribution.

The model is trained for 5,000 epochs using Adam optimizer with batch size = 256, and learning rate = 0.001.

Algorithm 1 PHYSIOGAN Model Training Algorithm

**Require:** a dataset of labeled training examples \(D_{\text{train}} = \{(x^{(i)}, y^{(i)})\}_{i=1}^N\).

1: \(t = 0\)
2: Initialize the weights of encoder \(\phi\), decoder \(\theta\), and discriminator \(\theta_d\) with random weights.
3: for number of training epochs do
4: \(t = t + 1\).
5: Compute \(\eta_t\) according to equation 25.
6: for each batch \(B_d = \{(x^{(i)}, y^{(i)})\}_{i=1}^M\) in training data \(D_{\text{train}}\) do
7: Sample a batch of latent variables \(B_{z,c} = \{z \sim p_z(z), y \sim \text{Cat}(\{1, \ldots, L\})\}\).
8: Use the training data batch \(B_d\) and the latent variables batch \(B_{z,c}\) to update the discriminator \(\theta_d\) to minimize the cost given in equation 16.
9: Use the training data batch \(B_d\) to compute equations 19, 20, and 21.
10: Sample another batch of latent variables \(B'_{z,c} = \{z \sim p_z(z), y \sim \text{Cat}(\{1, \ldots, L\})\}\).
11: Use \(B'_{z,c}\) to compute equations 22, and 23.
12: Update the encoder weights \(\phi\) and decoder weights \(\theta\) to minimize the total cost given in equation 24.
13: end for
14: end for

**Model Summary**

PHYSIOGAN consists of three different models: encoder, decoder, and discriminator. We extend the vanilla variational autoencoder training objective by including additional terms to improve the quality and diversity of generated samples. The procedure for training PHYSIOGAN is given in Algorithm 1.

4. Evaluation

In the following section, we describe our experiments and evaluation results. We used two different datasets: ECG signal classification, and activity classification from motion sensors. The dataset are described in details in section 4.1. We compare the quality of the synthetic data generated by our model against different baselines, which are described in section 4.2. Choosing the right metric for evaluating the quality of generative models is still an active topic of research. In addition to the visual quality of samples, most of metrics currently in use are specific to the kind of data being generated such as the Inception Score (Salimans et al., 2016) and The Fréchet Inception distance (FID) (Heusel et al., 2017) of image generation, and the perplexity score (Chen et al., 1998) for text generation. In our paper, we evaluate
the quality of generated sensor data using metrics that measure their conditional generation accuracy score (Section 4.4), diversity of samples score (Section 4.5), and novelty of samples (Section 4.6). Besides, we use two application-specific metrics of the overall quality of the generated data. The first application-specific evaluation measures the synthetic dataset utility (Section 4.7) which measures how well suited are the generated samples to be used for training classification models that are evaluated on real samples test data. The second application-specific evaluation is based on using the generative model to perform data imputation (Section 4.8) by filling in missing segments of sensor readings.

4.1. Datasets

**ECG dataset for AFib classification:**

Atrial Fibrillation (AFib) is an irregular heartbeat (arrhythmia) disorder. It is considered the most common arrhythmia type, occurring in 1-2% of the general world population and leads to a significant increase in the risks of death, strokes, hospitalization, and heart failure (with the special contribution of the European Heart Rhythm Association, EHRA). The Electrocardiography (ECG) signal is considered the most common method for arrhythmia classification. The arrhythmia detection dataset of (Yıldırım et al., 2018) contains 1000 fragments of ECG signals from 45 persons taken from the MIT-BIH Arrhythmia Database. The dataset fragments correspond to 17 classes including the Normal Sinus Rhythm (NSR), the Atrial Fibrillation (AFib) and 15 others. In our study, we focus on learning how to generate only (NSR) and AFib classes because they are the most important rhythms and because the other rhythms had a significantly smaller number of examples in the dataset. Therefore, we use the 418 examples that correspond to NSR and AFib classes. Each sample corresponds to 10 seconds of ECG samples recorded at 300 Hz sampling rate. For computational efficiency, we sub-sample the signal to 30 Hz. We split the data into train and test subsets using 75%, 25% split ratios. We train a recurrent neural network-based classification model on the dataset, after sub-sampling, which achieves 97.14% classification accuracy, which is on-par with the state-of-the-art classification accuracy reported by (Yıldırım et al., 2018). Random samples of the dataset are shown in the top row of Figure 5.

**Motion Sensors for Human Activity Recognition**

Human activity recognition is important for many reasons, such as elderly fall detection (Chen et al., 2006) and the assessment of Parkinson disease patients (Aghanavesi et al., 2019). Activity recognition in wearable devices relies on using the embedded motion sensors such as accelerometer and gyroscope. The UCI human activity recognition HAR dataset (Anguita et al., 2013) includes 10,299 examples collected from smartphone attached to the waist of 30 volunteers while performing six different activities: walking, walking upstairs, walking downstairs, sitting, standing, and laying. The dataset is split into training and test sets using 70%, 30% split ratios. We trained a recurrent neural network-based classification model on the dataset, which achieves 89.74% test set classification accuracy. We use this dataset as an example for learning how to generate a multi-class and multi-dimensional (each time step has six values corresponding to the X, Y, Z axis values for each of the accelerometer and gyroscope sensors) time-series data. Samples of the dataset are shown in the top row of Figure 6.

Notably, the dataset we have used in our experiments is considered more challenging than those used in the original experiments of previous work. For example, (Alzantot et al., 2017) did not perform conditional generation or utility evaluation. (Esteban et al., 2017) performed experiments on only toy dataset (e.g., sin-waves) and short low-frequency frequency simple classification tasks. Likewise, (Wang et al., 2018) only studies the generation of accelerometer data while considering only highly dissimilar classes (e.g., only walking vs. standing) while we consider the more challenging case of generating six classes including classes are highly similar to each other (e.g., walking, walking upstairs, and walking downstairs).

4.2. Baseline algorithms

In comparison to the vast amount of research done on image and text generation, significantly less success has been made towards the conditional generation of high-quality synthetic sensor dataset. Among the notable efforts in this space that we are aware of is the work of (Alzantot et al., 2017) trains a maximum-likelihood based recurrent neural network for unconditional generation of accelerometer sensor readings. Both the work of (Esteban et al., 2017) and (Wang et al., 2018) uses adversarial training to train a recurrent neural network of producing real-valued time-series values. We include those methods as baselines and compare their performances against PhisyoGAN according to the measures of condition accuracy, diversity, and novelty and synthetic data utility.

We use the following baseline models:

- **CRNN** (Conditional RNN-Model): This is an autoregressive (Graves, 2013) recurrent neural network model similar which is trained by maximizing the likelihood of predicting each next time-step values given the previous values. This baseline can be considered as an extension to (Alzantot et al., 2017) with the additional support of performing conditional generation which was achieved by conditioning the RNN at each
step $t$ on the latent noise vector, the class condition label and the prediction output at previous time step, $[z, y, \tilde{x}_{t-1}]$, in the same way as our decoder introduced earlier in equation 14.

- **CVRAE (Conditional Variational Recurrent Auto-Encoder):** This is a conditional variational autoencoder with a recurrent encoder and recurrent decoder. The architecture of encoder and decoder were same as those used in our model. But the training objective is different. The training objective used for CVRAE is the vanilla conditional VAE training loss introduced earlier in 18.

- **RCGAN (Recurrent Conditional GAN):** This model mimics the structure and training method of the conditional recurrent generative model introduced in (Esteban et al., 2017). It consists of a recurrent neural network generator which is trained with the GANs training objective shown in equation 15. Notably, this model is not auto-regressive and the RNN input at each time-step dependent consists of only the latent space code and class condition label, i.e. $[z, y]$, but not on the previous predictions made by the generator.

- **RCGAN-AR (Recurrent Conditional GAN-Auto-regressive):** This baseline extends the RCGAN model by introducing feedback connections that go from the generator output at one time-step to its input in the next time-step. Therefore, the generator behaves exactly like our decoder, shown in equation 14, but it is still trained with same training objective as the RCGAN model. We include this baseline because we notice that RCGAN, due to its lack of auto-regressive feedback connection, fails to produce samples with a length exceeding the length of training examples.

To ensure a fair comparison between all models, the size of CRNN, RCGAN, RCGAN-AR is identical for the size of our decoder, described earlier in Section 3.3. While the baseline CVRAE has the same architecture of its encoder and decoder as the encoder and decoder of PHYSIOGAN. Also, models that required a discriminator for adversarial training (RCGAN, RCGAN-AR) were trained using the same multi-class convolutional discriminator that used to train PHYSIOGAN, which we described earlier in Section 3.3. Therefore, the five models are only different in their model
training technique.

4.3. Evaluation Results

Figures 5, and 6 provides a visual illustration of randomly selected samples from the real data and randomly selected samples of the synthetic data generated by PHYSIOGAN for each class of the ECG AFib classification and the human activity recognition (HAR) classification datasets, respectively. More samples and illustration of samples produces by other baseline models can be found in the supplemental material. Since it is more challenging to rely on visual inspection of sensor measurements than images and text as an evaluation metric. Therefore, in the rest of this section, we introduce test results that measure the different aspects of synthetic data quality: accuracy, diversity, and novelty of the synthetic samples. In addition to the aforementioned evaluation criteria, We also conduct additional task-specific metrics: the synthetic dataset utility, and the data imputation quality.

4.4. Conditional Generation Accuracy Score

| Model         | HAR Dataset | AFib Dataset |
|---------------|-------------|--------------|
| Real Data     | 89%         | 97%          |
| CRNN          | 76.0%       | 67%          |
| CVRAE         | 72.0%       | 67%          |
| RCGAN         | 100%        | 100%         |
| RCGAN-AR      | 82%         | 100%         |
| PHYSIOGAN     | 90%         | 94%          |

Table 1: The conditional generation score of synthetic dataset produced by each generative model. The first row indicates the accuracy of the oracle model which is trained a training dataset from the real data.

The conditional generation accuracy score evaluates the rate by which the generated sensor readings match the class label that the generator was conditioned upon to generate those samples. To compute the score value, for each dataset, we train a high accuracy model on the real dataset and use this model as a oracle that predicts a classification label of each synthetic sample. To evaluate each generative model, we generate a large set of synthetic samples (with size = 10 times the size of the real training data) produced by that model and use the Oracle model to predict a label for those samples. The rate by which the Oracle predictions matches the condition code of the generated samples represents the accuracy of conditional generation. The results of conditional generation score are shown in 1.

The result from Table 1 that the models trained with adversarial training (i.e., RCGAN, RCGAN-AR, and PHYSIOGAN) have a significantly higher conditional generation score than models trained with maximum-likelihood (i.e., CRNN, and CVRAE). This indicates that adversarial-trained generative models are more likely to produce samples that will look, according to the oracle model, as the class they were supposed to match. However, the conditional generation score is not a sufficient metric to assess the quality of the generative models because it does not assess the intra-class diversity of generated samples. Neither, it does evaluate the novelty of the generated samples to inspect whether or not the generative model is memorizing samples from training data. Therefore, we introduce two other metrics: the diversity and novelty scores.

4.5. Diversity of Samples Score

| Model         | HAR Dataset | AFib Dataset |
|---------------|-------------|--------------|
| Real data     | 1.00        | 1.00         |
| CRNN          | 0.43        | 1.03         |
| CVRAE         | 0.38        | 1.01         |
| RCGAN         | 0.27        | 0.06         |
| RCGAN-AR      | 0.23        | 0.07         |
| PHYSIOGAN     | 1.14        | 0.87         |

Table 2: Diversity Scores of Synthetic Datasets Generated by Different Generative Models

Mode collapse is a common pitfall for GANs (Theis et al., 2015). It is defined by the case when the generator produce synthetic samples that are very similar to each other. On the other hand, we want the generator to produce samples that are accurate, diverse, and novel from those in the training dataset. In previous research, (Wang & Wan, 2018) defined a score metric to evaluate the diversity of generated text. In the same way, we define a diversity score of the synthetic dataset according to the equation in 26.

\[
Diversity(S(i)) = \frac{1}{|\Lambda|} \min \left\{ DTW(S(i), S(j)) \right\}_{j=1}^{j=|S|, j \neq i}
\]

Where, \( \Lambda = \frac{1}{|D|} \sum_{i=1}^{i=|D|} \min \left\{ DTW(D(i), D(j)) \right\}_{j=1}^{j=|D|, j \neq i} \)

(26)

Given a set of synthetic examples \( S \) and another set of real data examples \( D \), the diversity score of an individual sample \( S(i) \) is defined as the distance between the \( i^{th} \) sample and its nearest neighbor in the synthetic dataset \( S \). Distances are measured using the dynamic time warping (DTW) (Salvador & Chan, 2007) distance measure, which is a reliable
measure of time-series dissimilarity due to robustness to minor translations and variations. The diversity score of the whole dataset $S$ is the average of the diversity score assigned for individual samples. In order to have a normalized score value where, as a reference, the diversity score of the original real dataset $D$ is equal to 1 we divide the diversity score of each sample in a synthetic dataset by the normalizer $\Lambda$ which is the average dynamic-time-warping distance between each example from the real dataset $D$ and its nearest neighbor from the same dataset.

The results for computing the diversity scores on the synthetic datasets produced by PHYSIOGAN and the baseline generative models are shown in Table 2. The result shows that PHYSIOGAN has a significantly higher diversity of generated samples than the other methods trained with adversarial training RCGAN, and RCGAN-AR which reflects how PHYSIOGAN had much less mode collapse then the other models that relied only on the vanilla adversarial training objective.

### 4.6. Novelty of Samples Score

| Model    | HAR Dataset | AFib Dataset |
|----------|-------------|--------------|
| CRNN     | 1.09        | 1.33         |
| CVRAE    | 1.33        | 1.52         |
| RCGAN    | 1.67        | 1.15         |
| RCGAN-AR | 1.75        | 1.00         |
| PHYSIOGAN| 1.35        | 1.02         |

Table 3: Novelty Scores of Synthetic Datasets Generated by Different Generative Models

Generative models are desired to learn the underlying distribution of the training dataset and produce samples that are both novel and realistic rather than over-fitting the real dataset set. We extend the idea of (Wang & Wan, 2018) to evaluate the novelty of the synthetic samples generated by the models under our study using the novelty score shown in 27.

$$Novelty(S(i)) = \frac{1}{\Lambda} \min \{DTW(S(i), D(j))\}_{j=1}^{|D|}$$

Where, $\Lambda = \frac{1}{|D|} \sum_{i=1}^{|D|} \min \{DTW(D(i), D(j))\}_{j=1}^{|D|, j \neq i}$ (27)

Given a dataset of synthetic samples $S$ and the training dataset $D$ that was used to train the model which produced $S$, the novelty score of an individual sample $S(i)$ is measured as its distance to the nearest neighbor from samples in $D$. Distances are measured using the dynamic time warping (Salvador & Chan, 2007). Novelty scores are also normalized by dividing their value upon the average distance to nearest neighbor between samples in $D$ and each other. Therefore, a novelty score equal to zero indicates that the synthetic sample is a replica of another sample in the training set. When the novelty score of a synthetic sample is equal to one, this indicates that the sample is, on average, as close to samples in the training data as samples from the training data are close to each other. The novelty score of the entire synthetic dataset $S$ is the mean value of novelty score for each individual sample in $S$.

![Figure 7: Distribution of Novelty Score on AFib dataset](image)

The novelty score of each PHYSIOGAN and the other baseline generative model training methods are shown in Table 3. We notice that PHYSIOGAN has a slightly lower novelty score than other methods which may indicate that samples produced by PHYSIOGAN are more similar to the training data samples. To investigate whether or not PHYSIOGAN is memorizing samples from the training data, we compare the distribution of novelty scores for individual synthetic samples produced by PHYSIOGAN on each dataset and the distribution of novelty scores for real data in Figure 7. From the figure, we conclude that PHYSIOGAN is not memorizing the training data samples because the probability density of novelty scores of synthetic samples by PHYSIOGAN has very low value around zero.

### 4.7. Utility of Synthetic datasets

Since datasets of physiological and medical sensor readings are often considered privacy-sensitive, laws and regulations impose a lot of constraints on how this data can be shared. This introduces a challenge for research teams who collect datasets and are willing to share it with other researchers or the public audience. As an alternative, those researchers may resort into generating synthetic dataset that does not belong to real patients but are produced with a generative model trained on real patients data. The utility of synthetic dataset under this situation is reflected by how good are they to be used in lieu of the real data in the downstream task (commonly a classification task).
Rather than evaluating the quality of a conditional generative model based on measuring the aspects of generation accuracy, diversity, and novelty. An alternative way is to measure how good are they to produce data suitable for a downstream task. Even though the downstream is generally unknown at the model training time, a good generative model that learns the underlying distribution of the data should be able to produce synthetic data that are as good to be used in any downstream task as the training real data.

Following this approach, a recently proposed metric for the quality of conditional generative models is the classification accuracy score (Ravuri & Vinyals, 2019). The classification accuracy score evaluates conditional generative models by training a classification model using only synthetic data and validates the accuracy of the trained model on real test data. This idea was also proposed earlier in (Esteban et al., 2017) under the name of 'TSTR' (Train on Synthetic Test on Real). In their recent study on ImageNet generative models, (Ravuri & Vinyals, 2019) have noticed that classification models trained on a dataset of synthetic images generated by the state-of-the-art BigGAN (Brock et al., 2018), will have a top-1 and top-5 classification accuracy that are 27.9% and 41.6% less than the accuracy scores of models trained on real data. It was also observed that classification accuracy score for a variety of generative models does not correlate with other metrics such as the Inception score (Salimans et al., 2016), and FID (Heusel et al., 2017) which indicates the challenging nature of how to evaluate generative models.

We train four different classification models, two for each task, on synthetic datasets. The first model is a deep-recurrent neural network-based model, while the second model is a traditional SVM classification model with human-engineered features, selected from best performing work in the literature on each task. To train models on synthetic data, we sample a set of generator results with size = 10 times the size of the real training dataset. We have noticed that increasing the size of synthetic data will increase the test accuracy. Results for training those models on both the real data and synthetic datasets are shown in Table 4. The top row indicates the accuracy of the models trained on real data for each task. The rows of generative models show the accuracy of classification models trained by their synthetic datasets when evaluated on the real test dataset. The results in Table 4 show that PHYSIOGAN have significantly higher utility than the other generative model training methods. On HAR classification and the AFib classification tasks, classification models had only roughly 20% and 10% decrease in their accuracies when trained on synthetic dataset produced by PHYSIOGAN instead of the real data. Models trained on synthetic datasets by other models had a much larger drop in their classification accuracies as shown in 4. The high utility of synthetic datasets by PHYSIOGAN reflects their good balance between their generation accuracy and diversity.

### 4.8. Sensor Data Imputation

Missing values in time-series sensor readings are pretty common due to environmental noise, e.g., wireless connection drops or a displaced sensor due to human body movements. These discontinuities significantly degrade the quality of the collected signals. Given that PHYSIOGAN learns how to reconstruct and generate sensor data samples, we also investigate how PHYSIOGAN can be used to repair corrupted samples by imputing their missing values. We simulate two different scenarios of missing values:

- **Missing-Completely-at-Random (MCAR):** In the missing at random scenario, each time step of sensor readings is subject to be missing with 25% dropout chance independent from the readings of other time
We first encode the incomplete sensor reading using the encoder model, E, into a latent space vector $z$.

$$z = E(xm; \phi)$$

(29)

Then, we utilize the decoder to reconstruct the signal conditioned on the combined latent codes of $[z; y]$ like we illustrated earlier in Equation 14 under the slight modification (which we applied only while using the model for imputation but not during the training):

$$\hat{x}_t = \begin{cases} W_o o_t^{(dec)} + b_o, & \text{if } m_t = 0 \\ x_t, & \text{if } m_t = 1 \end{cases}$$

(30)

To evaluate the performance of PHYSIOGAN for data imputation, we simulate the two scenarios of missing values - missing at random, and missing segment - on 105 and 500 examples from the AFib and HAR datasets, respectively. In each scenario 25% of sensor readings were considered missing. We compare PHYSIOGAN performance on data imputation against the following baselines:

- **KNN (Friedman et al., 2001)**: The KNN selects the most similar neighbours from the training examples, with the same label $y$, according to the euclidean distance between their observed values. Then, it replaces the missing values with the mean of the corresponding values in the selected neighbours.

- **MICE: (Azur et al., 2011)** Multiple Imputation by Chained Equations (MICE) (Azur et al., 2011) is a widely used imputation method. It multiple imputations with chained equations to fill missing values.

- **BRITS: (Cao et al., 2018)**: BRITS (Cao et al., 2018) is the state-of-the-art method for time-series imputation using neural networks. It uses a bidirectional recurrent neural network. It treats missing values as variables in the bidirectional RNN computation graph. It uses delayed gradients in both forward and backward directions to learn how to predict the missing values. Together with learning to predict the missing values, the bidirectional RNN is also trained as classification model to improve the semantics of imputation.

Figure 8 shows a set of randomly selected examples of imputation results by different methods on the AFib dataset under the missing segment scenario. Additionally, we use the following metrics to compare the imputation results:

- **Mean absolute error (MAE)**: The mean absolute error between the original and imputed signals as computed as

$$MAE(x, \hat{x}) = \frac{1}{T \times d} \sum_{t=1}^{T} \sum_{j=1}^{d} |x_{t,j} - \hat{x}_{t,j}|$$

- **Semantic Repair (SR)**: Since distribution of sensor readings is multi-modal, there might be more than one realistic imputation results. However, the MAE error metric will produce low error value for only one of them. Additionally, the MAE metric is not sufficient to capture the change in the sensor data semantics after it has been imputed. Therefore, we propose the semantic

|                | AFIB          |                | HAR           |                |
|----------------|---------------|----------------|---------------|----------------|
|                | MCAR          | Missing Segment| MCAR          | Missing Segment|
| KNN            | 0.045 68.7%   | 0.051 81.2%    | 0.063 98.6%   | 0.077 96.4%    |
| MICE           | 0.027 90.6%   | 0.056 84.4%    | **0.036** 95.1% | **0.076** 82.6% |
| BRITS          | **0.018** 96.9% | 0.052 81.2%    | 0.098 93.1%   | 0.102 85.3%    |
| PHYSIOGAN      | 0.045 81.2%   | 0.067 **90.6%** | 0.087 **100%** | 0.114 **100%** |

Table 5: Scores of Sensor Data Imputation
Figure 8: Different examples of using our model to fill in the 25% missing segment in ECG data. The top row shows the original complete data, the second row shows the input data with missing segments highlighted with a black background, the bottom row shows the result of using our model to fill in the missing segments.

repair which, intuitively, measures how well the imputation method reduces the gap between classification accuracies of the complete and incomplete datasets. For a given dataset of original (complete) sensor readings $S$, their corrupted version $S^m$ with missing values, and the corresponding completed imputation results $\bar{S}$, the Accuracy of samples dataset is computed with help with an oracle model which is a highly accurate classification model trained on the real, and complete, training dataset as we discussed earlier in Section 4.4. the Semantic Repair (SR) of $S^m$ is defined as:

$$SR(S, S^m, \bar{S}) = \frac{\text{Accuracy}(\bar{S}) - \text{Accuracy}(S^m)}{\text{Accuracy}(S) - \text{Accuracy}(S^m)}$$

Table 5, compares the evaluation results of both MAE and semantic repair metrics computed for different imputation methods on both the AFIb and HAR classification datasets under different scenarios of missing values. The result indicates that despite PHYSIOGAN has a higher MAE than other imputation methods, PHYSIOGAN outperforms the other techniques in three out of four tests in the semantic repair quality. This reflects the ability of PHYSIOGAN to complete the signal in a semantically preserving way.

Finally, we would like to note that unlike other methods, PHYSIOGAN was not intentionally trained to act as an imputer. The quality of PHYSIOGAN results in data imputation is a byproduct of the quality of its data generation. The quality of PHYSIOGAN in data imputation, in terms of both MAE and Semantic Repair can be further improved by training the encoder and decoder to reconstruct data samples from the noisy incomplete inputs. i.e. using them as a ‘denoising autoencoder’ (Vincent et al., 2008).

5. Conclusion

In this paper, we presented PHYSIOGAN a novel model architecture to train generative models for physiological sensor readings conditioned on their class labels. Compared to other baseline models which were trained using the vanilla maximum likelihood, GANs, and VAE training objectives, PHYSIOGAN produces high-quality samples that
attain good scores in both accuracy and diversity. We prove the utility of PHYSIOGAN by showing its significant improvement over baseline algorithms in producing a synthetic dataset that we can use to train classification models with significantly higher test accuracies. Furthermore, we show that PHYSIOGAN surpasses existing methods for sensor data imputation in filling the missing values with realistic values. Our future directions of research include improving the quality of PHYSIOGAN to generate longer samples with higher sampling frequencies. Also, we will investigate how to train PHYSIOGAN with differential privacy techniques to provide formal quantification of the limits of the identifiable and sensitive information from training examples disclosed by PHYSIOGAN.
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### A. Visual Comparison of Synthetic Samples From Different Generative Models

Figures 9 and 10 provides a visual comparison between samples taken from the real dataset (top row) and samples generated by different generative models. The length of generated samples was 40 and 120 in Figure 9 and 10, respectively. Figure 11 shows a comparison between the real data and synthetic data generated by different generative models on the HAR dataset.
Figure 9: Random samples of the real data (top row) and synthetic data generated by different generative models on the AFib dataset. The title of each column indicate the class label of the samples. Samples generated with length=40 time steps.
Figure 10: Random samples of the real data (top row) and synthetic data generated by different generative models on the AFib dataset. The title of each column indicate the class label of the samples. Samples generated with length=120 time steps to compare the effectiveness of different models to generate long sequences.
Figure 11: Random samples of the real data (top row) and synthetic data generated by different generative models on the HAR dataset. The title of each column indicate the class label of the samples.