Abstract: With the increased use of digital technologies in the mining industry, the amount of centrally stored production data is continuously growing. However, datasets in mines and processing plants are not fully utilized to build links between extracted materials and metallurgical plant performances. This article shows a case study at the Tropicana Gold mining complex that utilizes penetration rates from blasthole drilling and measurements of the comminution circuit to construct a data-driven, geometallurgical throughput prediction model of the ball mill. Several improvements over a previous publication are shown. First, the recorded power draw, feed particle and product particle size are newly considered. Second, a machine learning model in the form of a neural network is used and compared to a linear model. The article also shows that hardness proportions perform 6.3% better than averages of penetration rates for throughput prediction, underlining the importance of compositional approaches for non-additive geometallurgical variables. When adding ball mill power and product particle size, the prediction error (RMSE) decreases by another 10.6%. This result can only be achieved with the neural network, whereas the linear regression shows improvements of 4.2%. Finally, it is discussed how the throughput prediction model can be integrated into production scheduling.
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1. Introduction

In recent years, the amount of collected and centrally stored production data in the mining industry has increased massively with the implementation of digital technologies. Some examples of centrally stored datasets in operating mines are records of fleet management systems [1], measurement while drilling (MWD) [2], measurements of material characteristics using sensor techniques [3], and other key performance indicators at the processing plants. While potentially all mine planning activities can benefit from the analysis of production data (data analytics), interdisciplinary fields such as geometallurgy can particularly gain from this growing data. Geometallurgy aims to capture the relationships between spatially distributed rock characteristics and its metallurgical behavior when the mined materials are processed and transformed into sellable products. One pertinent part of geometallurgy is the optimization of comminution circuits and the prediction of comminution performance indicators such as throughput in the mineral processing facilities [4–6]. However, value is only added to the operation when the gained geometallurgical knowledge is integrated into decision-making processes, whereas appropriate methods are still mostly lacking for the tactical or short-term production planning horizon [7]. Another current limitation is the cost-intensive sampling and laboratory testing of rock hardness and grindability [8]. The present article shows a case study at the Tropicana Gold mining complex that demonstrates how production data combined with machine learning can be
used to construct a data-driven geometallurgical throughput prediction model and how such a model can subsequently be utilized for short-term mine production scheduling.

The optimization of comminution circuits has traditionally relied on well-accepted comminution laws and ore hardness and grindability indices for ball/rod mills [9,10] and SAG mills [11–13]. These comminution models are routinely used for optimized grinding circuit design, using averages or ranges of ore hardness tests of the mineral deposits to be extracted. Instead of using constant values representing whole deposits, geometallurgical programs account for the heterogeneity of geometallurgical variables within the mineral reserve and their effect on downstream processes over time [14]. A typical geometallurgical workflow includes a spatial model, which comprises geostatistically simulated or estimated variables (e.g., grindability). Several case studies have demonstrated how throughput rates of a comminution circuit can be predicted using spatial geometallurgical models of hardness and grindability indices in combination with comminution theory [15–18]. Although some of these throughput models have demonstrated high accuracy in reconciliation studies, there are notable challenges when using and integrating them into decision-making processes such as short-term production scheduling. First, the geometallurgical sampling program requires cost-intensive laboratory testing to obtain the abovementioned hardness and grindability indices [8,13]. The high associated costs spent in early project stages can be prohibitively large and typically result in very sparse sampling, although research is being conducted to increase the number of samples by using alternate data measurement tools and small-scale processing tests [19]. Second, the throughput prediction models are built to evaluate the weekly or monthly performance of mine production schedules a posteriori, instead of integrating them into short-term production scheduling. Third, none of the models account for the inherent uncertainty of the geometallurgical variables stemming from the imperfect knowledge of the orebody.

There have been efforts to incorporate geometallurgical hardness properties and their associated geological uncertainty into mine production scheduling in single, open-pit mines [20] and in mining complexes [21]. The stochastic optimization models are developed for long-term production scheduling and require that hardness and grindability indices are geostatistically simulated for volumes of selective mining units (mining block). However, most of the frequently utilized hardness and grindability indices are non-additive [13,22,23]. Geometallurgical samples are also collected on large support scales [24,25] and are typically very sparse, as mentioned earlier. These complicating factors make the joint spatial interpolation of geometallurgical variables and their change of support from point measurements to mining blocks challenging [25–28]. Morales et al. [20] optimize the mine production schedule using precalculated mill throughputs and economic values for each block independently. The method thus ignores that extracted materials are blended in stockpiles and in processing facilities; consequently, the non-additive comminution behavior of blended materials and resulting metal production cannot be correctly assessed. Kumar and Dimitrakopoulos [29] optimize a mining complex while including predefined ratios of hard and soft rock, to achieve a consistent throughput in processing streams. However, these ratios are defined arbitrarily, and details of short-term planning are not addressed.

Both and Dimitrakopoulos [30] present a new approach that integrates a geometallurgical throughput prediction model into short-term stochastic production scheduling for mining complexes. The stochastic production-scheduling formulation builds upon simultaneous stochastic optimization of mining complexes [31,32] which optimizes pertinent components of a mining complex in a single mathematical model and incorporates geological uncertainty to minimize technical risk. Instead of using block throughput rates, the production-scheduling formulation calculates the throughput of blended materials using an empirically created throughput prediction model, learning from previously observed throughput rates at the ball mill [30]. One limitation of this work is that the integrated throughput prediction model so far has only considered rock hardness, density, lithology, and weathering degree of the mineral reserve. This ignores that mill throughput rates also depend on operating factors of the processing plant, such as power draw, utilization rates,
and particle size distributions. Second, a multiple linear regression (MLR) has been used for throughput predictions, which is unable to capture potential nonlinear relationships among input variables and geometallurgical response.

The case study at the Tropicana Gold mining complex shown in this article expands the method presented in Both and Dimitrakopoulos [30] in multiple ways. First, the recorded plant measurements power draw, feed particle size, and product particle size of the ball mill are newly considered to improve the prediction of ball mill throughput rates. Second, a more powerful supervised learning method in the form of an artificial neural network is tested and compared to MLR, since the addition of the new comminution-related features increases the possibilities of nonlinear interactions between predictive and response variables. The plant measurements, including the observed ball mill throughput, are retrieved from the comminution circuit at the Tropicana Gold mining complex. The other dataset used in this case study to predict ball mill throughput comprises penetration rates from measurement while drilling (MWD). The use of this dataset is motivated by its ability to indicate the strength and hardness of the intact rock [2,33,34]. The penetration rates are converted into a set of hardness proportions per selective mining unit (SMU) which has recently been proposed to build a link between intact rock hardness and comminution performance of the rock in milling and grinding circuits [30]. The present article also compares the prediction capabilities of hardness proportions to averages of penetration rates. In this way, the effect of ignoring non-additivity of hardness-related geometallurgical variables can be quantified, an issue that has had little attention in the literature thus far.

In the following sections, the components of the Tropicana Gold mining complex are introduced first, together with all utilized production data that are used for the prediction of ball mill throughput. The supervised machine learning model is discussed next, including a statistical analysis of the present dataset and a hyperparameter calibration. Analysis of results, discussion, and conclusions follow.

2. The Tropicana Gold Mining Complex and Utilized Production Data for Ball Mill Throughput Prediction

The Tropicana Gold mining complex is located in western Australia in the west of the Great Victoria Desert. The gold deposit is mined from four pits, Boston Shaker, Tropicana, Havana, and Havana South (from north to south), as can be seen in the aerial view in Figure 1. In addition, the mining complex contains a processing plant, stockpiles, a tailings facility, and multiple waste dumps. Gold is produced onsite in a single processing stream, consisting of a comminution circuit and a carbon-in-leach (CIL) plant.

![Figure 1. Components of the Tropicana Gold mining complex and a heat map of drilling rate of penetration (ROP) retrieved from measurement while drilling (MWD).](image-url)
The displayed dataset in the four pits in Figure 1 shows the drilling rate of penetration (ROP) from production drilling (blastholes), which is part of the measurement while drilling (MWD) dataset collected at the Tropicana Gold mining complex. It is clearly visible how ROP reflects the heterogeneity of the rock and decreases with depth. Exemplary, easy-to-drill (softer) rock is found towards the surface (red colors at Havana South Pit and Boston Shaker Pit), whereas difficult-to-drill (harder) rock is located deeper in the pits (green–blue colors in Havana Pit, Tropicana Pit, and deeper cutback of Boston Shaker Pit). Both and Dimitrakopoulos [30] demonstrate strong correlations between the rate of penetration (ROP) of drilled rock and ball mill throughput when these rock parcels are sent to the processing plant. They subsequently present a method that predicts ball mill throughput using ROP. This article extends this work by utilizing additional measurements in the processing plant related to ball mill throughput.

The relevant material flow in the mining complex is shown together with all utilized production data in Figure 2. Detailed material tracking in daily intervals is performed using truck cycle data, starting from the material extraction in the pits and ending at the crusher. Crucially, material tracking includes all dumping and rehandling activities at run-of-mine (ROM) stockpiles, since rehandled material accounts for 80–90% of processed ore in the Tropicana Gold mining complex. In this way, ROP entries recorded in the pits can be successfully linked to observed measurements in the processing plant, including the observed throughput of the ball mill. Details of successful implementations of material tracking that include stockpiles can be found in Wambreke et al. [35] and Both and Dimitrakopoulos [30].

![Figure 2. Material flow and utilized production data for ball mill throughput prediction in the Tropicana Gold mining complex.](image)

The comminution circuit at Tropicana Gold mining complex comprises three stages: crushing (primary and secondary crusher), grinding (high-pressure grinding roll, HPGR), and milling (ball mill). The cyclone overflow is sent to the CIL plant to extract the gold. The recorded average power draw of the ball mill and the particle size distributions entering and leaving the ball mill are of particular interest for throughput prediction. Note that the
feed and product particle size distributions are subsequently defined by their 80% passing diameters in µm. The feed particle size measurements ($F_{80}$) are performed using image analyzers on the conveyor belt of the HPGR product. Shift composites of cyclone overflow samples are used for product particle size measurements ($P_{80}$).

The relevance of all presented measurements above can be derived from comminution theory, such as Bond’s law of comminution [9,10]. The Bond equation (Equation (1)) calculates the specific energy of the ball mill (W in kWh/t) required to grind the ore from a known feed size ($F_{80}$) to a required product size ($P_{80}$).

$$W = Wi \left( \frac{10}{\sqrt{P_{80}}} - \frac{10}{\sqrt{F_{80}}} \right)$$ (1)

The Work index ($Wi$ in kWh/t) is a measure of the ore’s resistance to crushing and grinding [9]. In this article, it is useful to substitute the specific energy of the ball mill (energy delivered per ton of ore in kWh/t) by the quotient of mill power draw (kW) and mill throughput (processed tons per operating hour), as shown in Equation (2).

$$\frac{Power}{TPH} = Wi \left( \frac{10}{\sqrt{P_{80}}} - \frac{10}{\sqrt{F_{80}}} \right)$$ (2)

Equation (3) is obtained by rearranging Equation (2) for ball mill throughput (TPH).

$$TPH = \frac{Power}{Wi \left( \frac{10}{\sqrt{P_{80}}} - \frac{10}{\sqrt{F_{80}}} \right)}$$ (3)

Next to the measured power draw and particle size distributions, it is clear that throughput predictions of the ball mill must include some kind of information about ore hardness. Generally, the harder the material, the higher its resistance against comminution, thus needing to reside longer in the ball mill to reach the desired product size, given constant power draw and particle feed size. In Bond’s equation, TPH is inversely proportional to $Wi$, as shown in Equation (4).

$$TPH \propto \frac{1}{Wi}$$ (4)

As introduced above, the role of informing ore hardness is taken over by ROP measurements in this article. By utilizing cost-effective and easily accessible production data (MWD information generated by drilling machines), costly and time-consuming laboratory tests spent for $Wi$ estimates of the geological reserve can be replaced. Mwanga et al. [8] report that the typical sample volume required for Bond tests is relatively large (2–10 kg, depending on test modification), and requires crushed ore smaller than 3.35 mm (passing a 6-mesh sieve). Furthermore, several grinding cycles are necessary to reach the steady state of the simulated closed circuit. The alternative utilization of ROP is especially promising as a substitute for $Wi$ because of its demonstrated ability to indicate rock type, strength, and alteration [34,36–38]. In general, high ROP (in m/h) indicates less competent rock, bearing lower $Wi$. In turn, TPH is expected to increase, as shown in Equation (5).

$$ROP \left( \frac{m}{h} \right) \Rightarrow Wi \left( \frac{kWh}{t} \right) \Rightarrow TPH \Rightarrow$$ (5)

Note that the dependencies in Equation (5) may be nonlinear. Rather, potentially nonlinear dependencies call for more sophisticated prediction models for TPH prediction, which are subsequently discussed in Section 3.

3. Application of Supervised Machine Learning for Throughput Prediction

This section discusses the use of supervised machine learning to create a throughput-prediction model at the Tropicana Gold mining complex. Supervised machine learning models require labelled datasets for training, consisting of data pairs $\{x_i, y_i\}, i = 1, \ldots, N,$
whereas \( x_i \) is a vector of predictor variables, and \( y_i \) is the known response. In this article, the known response (label) is the observed ball mill throughput, and the \( M \) predictor variables (features) comprise of the geological attributes of the ore and measured variables in the comminution circuit. Throughout responses are recorded on a continuous scale, rendering the supervised learning problem a regression task \( (y_i \in \mathbb{R}) \).

### 3.1. Neural Networks

A feed-forward neural network is chosen as a supervised learning model for the potentially nonlinear task of ball mill throughput prediction. In its essence, feed-forward neural networks are fully connected, layered combinations of neurons that find their origins in the perceptron model \[39\]. A single neuron (perceptron) calculates the inner product between its internal weight vector, \( w^T \), and the input vector, \( x \). After adding a bias term, \( b \in \mathbb{R} \), the resulting value is passed through a nonlinear activation function, \( g(\cdot) \), creating a scalar output \( z = g(w^T x + b) \). Several connected neurons to \( x \) form the so-called first hidden layer of the neural network. If the outputs of the first hidden layer are passed through another layer of neurons, a multilayer neural network is built \[40\]. The output layer comprises a single neuron that receives as input the vector of hidden outputs, \( z \) and provides an estimate, \( \hat{y} \in \mathbb{R} \). Neural networks are the method of choice in this article because they have the proven advantage of being capable of approximating every arbitrary function using either one hidden layer of exponentially many neurons, or multiple consecutive neural layers consisting of fewer neurons \[41\]. This gives neural networks theoretical advantages over linear prediction models, such as multiple linear regression, which has been tested in previous work for throughput prediction \[30\]. Univariate statistics and correlations in the present dataset, including potential nonlinearities, are discussed next, followed by the discussion of the utilized neural network architecture, and tuning of its hyperparameters.

### 3.2. Dataset and Statistical Analysis

The dataset for throughput prediction contains the hardness-related rate of penetration (ROP) of the ore, which has been tracked in the Tropicana Gold mining complex, as presented in Figure 2. The power draw, \( P_{80} \), and \( P_{90} \) measurements, as well as a ball mill utilization factor reflecting ball mill up- and down-time, are also included. A 7-day moving average of the data is calculated for an observed time horizon of six months (February–August 2018), which reduces noise in the dataset and helps recognize trends of higher and lower throughput rates that are more likely connected to rock properties of the material processed. In the six-month interval, extraction mainly occurs in two pits, the Tropicana and Havana Pit, and material is continuously stockpiled at the ROM stockpiles. Univariate statistics of the predictive variables and the response variable (throughput) are shown in Table 1.

**Table 1.** Univariate statistics of predictive variables (features) and ball mill throughput (response).

|                        | Average ROP (m/h) | Ball Mill Power (kW) | Ball Mill Utilization (%) | \( P_{80} \) (µm) | \( F_{80} \) (mm) | Ball Mill Throughput (t/op.h) |
|------------------------|------------------|----------------------|--------------------------|------------------|------------------|-----------------------------|
| Minimum                | 35.0             | 9996                 | 0.7                      | 76.5             | 10.3             | 796.4                       |
| Mean                   | 41.4             | 13,002               | 1.0                      | 83.3             | 13.1             | 926.5                       |
| Maximum                | 53.6             | 13,435               | 1.0                      | 93.2             | 15.0             | 1007.9                      |
| Std. Dev.              | 3.45             | 685.9                | 0.052                    | 3.12             | 1.00             | 34.8                        |
| Coeff. of Var. (CV)    | 0.083            | 0.053                | 0.053                    | 0.037            | 0.077            | 0.038                       |
| Skewness               | 0.88             | -3.01                | -3.03                    | 0.57             | -0.36            | -1.07                       |
| Kurtosis               | 1.20             | 9.26                 | 9.30                     | 0.94             | -0.13            | 3.05                        |
| Count                  | 181              | 181                  | 181                      | 176              | 153              | 181                         |
Table 2 shows linear correlations between pertinent features and observed TPH using Pearson’s correlation coefficient, in Equation (6) below, with \( x_i \) and \( y_i \) representing individual sample points and \( \overline{x} \), \( \overline{y} \) indicating sample means. Note that correlations in Table 2 can be inflated because they are calculated after applying the moving average.

\[
r = \frac{\sum_{i=1}^{n} (x_i - \overline{x})(y_i - \overline{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \overline{x})^2} \star \sqrt{\sum_{i=1}^{n} (y_i - \overline{y})^2}}
\]  

(6)

**Table 2.** Pearson’s correlation coefficient between predictor variables (geological, comminution-related) and ball mill throughput.

| No. | Category | Feature | Unit | Pearson’s Correlation Coefficient to Ball Mill Throughput |
|-----|----------|---------|------|----------------------------------------------------------|
| A1  | Ore hardness using average pen-rate values | Average ROP | (m/h) | 0.44 |
| B1  | (Harder material) | <26 m/h (% |  | -0.274 |
| B2  |  | 26–29 m/h (%) |  | -0.370 |
| B3  |  | 29–32 m/h (%) |  | -0.525 |
| B4  |  | 32–35 m/h (%) |  | -0.361 |
| B5  |  | 35–38 m/h (%) |  | -0.416 |
| B6  |  | 38–42 m/h (%) |  | -0.318 |
| B7  |  | 42–46 m/h (%) |  | 0.028 |
| B8  |  | 46–53 m/h (%) |  | 0.356 |
| B9  |  | 53–62 m/h (%) |  | 0.386 |
| B10 | (Softer Material) | >62 m/h (%) |  | 0.498 |
| C1  | Measurements in the comminution circuit | Feed size F80 | (mm) | 0.046 |
| C2  |  | Product size P80 | (µm) | 0.063 |
| C3  |  | Power | (kW) | 0.382 |
| C4  |  | Mill Utilization | (%) | 0.374 |

The tracked ROP entries are henceforth used in two different ways to inform material hardness. The feature ‘Average ROP’ comprises weighted averages of continuous ROP values linked to the materials that are transported to the crusher in the same observed time interval. In contrast, Both and Dimitrakopoulos [30] propose a compositional approach, which partitions ROP into easier-to-drill (softer rock) and difficult-to-drill (harder rock) categories, using a set of ROP intervals. The split in multiple intervals results in proportions of harder or softer materials sent to the comminution circuit in a given time interval. A detailed explanation of how to calculate these hardness proportions is given in Both and Dimitrakopoulos [30]. The listed features in Table 2 can broadly be distinguished into three categories, whereas the first two categories are related to ore hardness. Average ROP comprises the first category (A1), and hardness proportions built by intervals of penetration rates comprise the second category (B1–B10). The third feature category reflects measurements at the comminution circuit (C1–C4).

By comparing the Pearson correlation coefficients in Table 2, it can be seen that some variables correlate more strongly with TPH, whereas other variables do not. A stronger positive correlation of TPH for ‘Average ROP’ (in m/h) gives the first evidence of the usefulness of this feature (A1). The compositional approach effectively partitions the distribution of penetration rates into multiple hardness categories. Here, a higher percentage of difficult-to-penetrate material in the processed ore blend (B1–B6) indicates harder material, thus lowering TPH, which is confirmed by the negative correlation in Table 2. Conversely, a higher fraction of easier-to-penetrate material in the blend is expected to increase TPH, which is equally confirmed in Table 2 through positive correlations of categories B8–B10. Interestingly, some hardness categories show a stronger correlation
(positive and negative) than the average ROP feature (A1). This indicates that additional information may be conveyed through the creation of hardness categories. The prediction potential of average penetration rates and hardness proportions is compared in detail in Section 4.1.

According to Equation (5), the relationship between ball mill power and TPH is directly proportional. This theoretical relationship is empirically well reflected in Table 2, showing a stronger positive correlation between ball mill power (C3) and TPH. The power measurements thus comprise an important part of throughput prediction, subsequently performed in Section 4 of this article. Although the ball mill utilization (C4) is not part of Bond’s equation, it is not surprising to see a stronger correlation to TPH. Events of planned and unplanned ball mill downtime, i.e., utilization < 100 percent, ramp-up and ramp-down processes, are among the effects that also lower the effective throughput per operating hour. A redundancy between ball mill utilization and ball mill power is observed, confirmed by similar statistics of power and utilization in Table 1, which explains similar correlation in Table 2. Relationships between TPH and particle sizes of the ore that result from Bond’s law (Equation (1)) are shown in Equations (7) and (8).

\[ P_{80} \uparrow \Rightarrow TPH \uparrow \]  
\[ F_{80} \downarrow \Rightarrow TPH \uparrow \]  

On the one hand, a coarser product particle size (larger \( P_{80} \) value) results in higher TPH (Equation (7)), given that ore characteristics, energy input and feed particle size stay the same. On the other hand, a finer-grained feed size (smaller \( F_{80} \) value) can also lead to an increased TPH because less grinding work needs to be applied to reach the desired product size (Equation (8)). In the present dataset, the particle size measurements (C1–C2) show very little correlation in Table 2. This can be for several reasons. Contrary to power draw, the relationships in Equations (7) and (8) are nonlinear, and the particle size measurements are incomplete for some periods, as indicated in Table 1. Additionally, one must consider that particle size measurements over running belts are error-prone, especially when using image analyzers for \( F_{80} \). It is analyzed in Section 4 whether particle size measurements can enhance throughput prediction in practice. Note that all comminution variables are scaled before usage by dividing by their maximum value. Compositional data naturally comprises fractional values in \([0,1]\) and thus does not have to be scaled.

### 3.3. Network Architecture and Hyperparameter Search

In its implementation, the architecture of a feed-forward neural network requires the calibration of several hyperparameters. The hyperparameter setting is relevant to the evaluation process and robustness of the approach. Therefore, it becomes obvious to explore the hyperparameter space in order to find a stable region of this space \[42\]. However, due to the small size of the dataset (181 data points) and the need to test on the entire horizon (181 days) to extrapolate the overall performance of the proposed approach, the dataset cannot be split. Instead, k-fold cross-validation is used to measure the configuration quality, thus minimizing the information loss \[43\]. Different periods are used for different folds (20 folds) to simulate the more realistic scenario where a prediction is made over a new period. The network architecture is implemented in Python using the scikit-learn package \[44\]. The squared error between the observed throughput, \( y_i, i = 1, \ldots, N \), and predicted throughput, \( \hat{y}_i, i = 1, \ldots, N \), is chosen as the loss function to be minimized during training, and the rectified linear unit is chosen as activation function. The quasi-Newtonian L-BFGS algorithm \[45\] is used to minimize the loss function, which proved to converge more quickly on the small dataset compared to stochastic gradient methods. Finally, the root-mean-squared error (RMSE) is used for comparisons.

Early stopping of training is important to prevent overfitting in neural networks, and therefore, the number of training iterations is a hyperparameter that needs to be calibrated \[46\]. It was found that the validation error was minimal after five iterations.
L2 regularization was tested but did not significantly increase generalization potential in this application.

Number of Layers and Neurons

Figure 3 shows a sensitivity analysis of the number of neurons for two selected feature sets. In Figure 3a, only hardness-related features are used, whereas Figure 3b includes more features. Given the stochastic processes involved during training, each network configuration is repeated 20 times using random initializations of weights. This procedure results in a sample of errors that are shown by boxplots.

Figure 3. Comparison of the number of neurons for two selected feature sets: (a) hardness proportions and (b) hardness proportions, ball mill power and product particle size (P80).

Figure 3 shows that the average error and error variance reduce for both feature sets as the number of neurons increases. A plateau is reached at 25 to 30 neurons. This is expected since a too small number of neurons is not able to adequately map the underlying function. Note that this behavior can be observed independently of the number of layers. Two fully connected hidden layers are used in Figure 3a, whereas a single connected hidden layer was used for the sensitivity analysis in Figure 3b. For the best choice of layers, another sensitivity analysis is performed by varying the number of hidden layers from one to four. Figure 4 shows the results performed on the same selected feature sets.

Figure 4. Comparison of the number of hidden layers for two selected feature sets: (a) hardness proportions and (b) hardness proportions, ball mill power and product particle size (P80).

Figure 4 indicates that one hidden layer delivers the most stable results on all tested feature sets. Although the addition of more layers can reduce the error in individual runs, as seen in Figure 4a, the network appears more prone to overfitting and the error variance...
increases. For larger feature sets (Figure 4b), overfitting appears to be exacerbated the more layers are used. The obtained results demonstrate the strength of parsimony of parameters (POP), as the model with the smallest size (i.e., one hidden layer) performs best.

4. Results and Analysis

Section 4 is subdivided into two separate parts that aim to analyze the effects of different feature sets on throughput prediction, and then benchmark the presented neural network against a multiple regression model. Section 4.1 addresses the prediction of ball mill throughput using hardness-related variables only. In Section 4.2, pertinent comminution variables are added individually, and their effect on throughput prediction is evaluated.

4.1. Hardness-Related Variables (Effect of Non-Additivity)

This subsection aims to answer how different ways of informing about the hardness and grindability of the geological reserve using penetration rates from blasthole drilling perform for throughput prediction. Specifically, the prediction potential of the average rate of penetration (ROP) is compared to the prediction behavior of hardness proportions created using penetration rate intervals. Figure 5a shows a graphical comparison of ball mill throughput (left axis) and average ROP of the processed ore (right axis). Figure 5b,c illustrates the evolution in time of two distinct hardness proportions compared to throughput, and are discussed subsequently.

It can be seen in Figure 5a that average ROP follows ball mill throughput well in many periods of the observed time horizon. Together with the strong positive correlation reported in Table 2, the similar behavior of both variables in Figure 5a confirms the hypothesis that penetration rates recorded by drilling machines can contribute to informing the comminution performance and grindability of the processed ore. Next, this feature is tested using 20-fold cross-validation. The performance of average ROP as a single feature for throughput prediction is shown in Figure 6a (neural network) and Figure 6b (multiple regression).

When comparing Figure 6a,b, there appears to be no obvious advantages of the neural network compared to multiple regression, which can be explained by the fact that only one single feature is used. Although following the general trends of throughput in most of the observed time intervals, the results reveal weaknesses in predicting the right magnitudes of low and high throughputs. A possible explanation for this weakness can be found when considering penetration rates as a non-additive variable. Non-additivity is present if linear averages of a variable, for instance penetration rates of two separate rock entities, are different from the expected value of the combined (blended) sample. Thus, taking mathematical averages can be detrimental to such variables. Other well-known examples are metal recovery [47] and other variables representing product quality [48].

In fact, the feature ‘average ROP’ has gone through an averaging process twice. First, penetration rates are averaged within a mining block when changing the support from simulated grid nodes (point support) to mineable volumes (SMU) to reflect mine selectivity. This standard process is only innocuous for additive variables such as metal grades (at constant density). Second, a weighted average by tonnage of each truckload is calculated per day, accounting for all sources of material that are blended. For the alternative feature set of hardness proportions, penetration rates in point support are split into several categories using penetration rate intervals. This procedure avoids the averaging of harder and softer parts within the geological reserve. Instead, proportions of softer and harder material are preserved in the ore blends that are processed in the mill (compositional approach). A discussion of how to build hardness proportions and how many hardness categories are needed can be found in Both and Dimitrakopoulos [30].

Figure 5b,c illustrates the evolution of two distinct hardness proportions compared to TPH. Figure 5b shows the proportions of soft material arriving at the mill, informed by the percentage of high penetration rates (greater than 62 m/h) in the ore blend. Here,
higher throughputs are expected to occur when more of this soft material arrives at the mill. Indeed, large proportions of softer material in Figure 5b coincide with high mill throughput, which is most visible for days 1–10 as well as for days 170–181 of the observed period. Figure 5c shows the proportions of harder material, which is reflected by penetration rates that fall in the interval of 29 to 32 m/h. Larger proportions of this material category should have a negative effect on throughput. Interestingly, Figure 5c shows that the lowest mill throughput (days 128–133) coincides with the peaking of the fractions of harder material. Conversely, the highest throughput is achieved when the proportions of this harder-to-penetrate material are the smallest.

Figure 5. Moving average of ball mill throughput compared to moving average of (a) average rate of penetration (ROP), (b) proportions of softer material (high penetration rates in the interval >62 m/h), and (c) proportions of harder material (low penetration rates falling in the interval of 29–32 m/h).
The performance of hardness proportions for throughput prediction is shown in Figure 6c (neural network) and Figure 6d (multiple regression). The highs and lows of throughput are more closely predicted, leading to a reduction in the prediction error by 6.3% for both prediction models. This indicates that classification into hardness proportions is advantageous over using a single, continuous hardness variable. The difference between the neural network and the multiple regression model is relatively small.

4.2. Effect of Comminution Variables on Prediction

Several comminution variables were identified as potential candidates to improve throughput prediction in Sections 2 and 3. In this subsection, the hardness feature set comprising hardness categories is enhanced by one additional comminution variable at a time. To analyze the effects of the neural network, a comparison to a multiple linear regression model is provided for each experiment.

4.2.1. Ball Mill Power

The ball mill power measurements showed the potential to improve the prediction of ball mill throughput due to its proportional relationship to TPH in Bond’s law (Equation (1)) and its strong correlation in the present dataset shown in Table 2. Figure 7a shows a graphical comparison between the daily average power draw of the ball mill and TPH. Power draw stays mostly constant for the observed time horizon, including some distinctive drops in power in the second half of the observed time horizon. These power drops tend to occur at times when the mill throughput decreases as well. It is thus not surprising that adding ball mill power as a feature for throughput prediction especially enhances the periods of sharp throughput decrease, as shown in Figure 8a.

Figure 6. Ball mill throughput prediction (20-fold cross-validation) using (a) average ROP (NN), (b) average ROP (MLR), (c) hardness proportions (NN), and (d) penetration rate categories (MLR).
Figure 7. Moving average (7 days) of ball mill throughput compared to moving average of (a) ball mill power (b) feed particle size: (F80), and (c) product particle size (P80).
Figure 8. Ball mill throughput prediction (20-fold cross-validation) using as additional features: (a) ball mill power (NN), (b) ball mill power (MLR), (c) feed particle sizes (NN), (d) feed particle sizes (MLR) (e) product particle sizes (NN), (f) product particle sizes (MLR) (g) power and P80 (NN), (h) power and P80 (MLR)–RSME is compared in brackets to respective model predictions (neural network/multiple regression) using hardness features only.

By comparing the predictive performance of the neural network (NN) with the performance of the multiple linear regression model (MLR) in Figure 8b, the superiority of the neural network becomes apparent. MLR overestimates the influence of ball mill power, seen in the sharp decrease in days 120–125. The neural network predicts closer to the true throughput, which can be noticed visually and statistically. Compared to the sole utilization of hardness proportions (Section 4.1), the RMSE decreases by 5.3% when using the neural network, whereas the error for MLR rises by 1.5%.

4.2.2. Particle Sizes

Compared to ball mill power measurements, particle size measurements indicate a low empirical correlation in the present dataset between particle sizes and TPH (Table 2).
The theoretical relations to throughput (Equations (5), (8) and (9)) cannot be confirmed by visual analysis in Figure 7b,c alone. The graphs also show a large amount of missing data, especially for feed particle size (F80) measurements. No visible trends are recognizable.

By comparing the prediction behavior when adding particle sizes in Figure 8c-f, the following conclusions may be drawn. Adding F80 measurements seems to not significantly enhance throughput prediction in this case study since the RMSE decreases only marginally when using the NN (−0.6%, Figure 8c) and increases when using MLR (+1.4%, Figure 8d). The addition of product size measurements (P80) seems to have a positive effect on throughput prediction in this case study, which is noticeable for both prediction models. However, the NN prediction error (−6.5%) in Figure 8e reduces notably more than the MLR prediction error (−3.0%) in Figure 8f, showing the superiority of the NN when dealing with nonlinear features. The biggest gain in prediction accuracy can be obtained when using both well-performing features, power draw and P80, together. Here, the strengths of the neural network become most apparent, showing the lowest error in Figure 8g and a 10.6% error reduction compared to ore hardness only. The MLR also shows the lowest recorded error (−4.2%, Figure 8h), but the error decreases much less than the NN. To summarize, the more features are added, the better their interdependencies can be interpreted by NN.

5. Discussion

Next to the superior performance of hardness proportions combined with power draw and product size measurements, the results obtained above show that the use of neural networks can decrease the ball mill throughput-prediction error compared to using multiple regression. Short-term decision making, such as short-term mine production scheduling, can benefit from the demonstrated improvements in throughput prediction presented in this article. A conventional short-term production schedule for the Tropicana Gold mining complex is shown in Figure 9.

![Figure 9. Example of a monthly short-term production schedule in the Tropicana Gold mining complex.](image-url)

As can be seen in Figure 9, short-term extraction can take place in multiple pits and different mining areas within the pits in the same period of extraction, leading to blended material streams at the processing plant(s). As a recent development in short-term mine planning, the incorporation of a geometallurgical throughput-prediction model into short-term production scheduling has been demonstrated in Both and Dimitrakopoulos [30]. Instead of building predefined throughput estimates per mining block, the authors predict the ball mill throughput of blended materials using a multiple regression model, and use these predictions for short-term production scheduling in a stochastic optimization model. Figure 10 illustrates how the trained neural network in this article, together with
conminution variables at the ball mill, can replace the multiple regression model for production scheduling optimization.

![Diagram](image_url)

**Figure 10.** Comparison of models for ball mill throughput prediction and integration into short-term production scheduling.

The stochastic constraint shown in Figure 10 ensures that for every period and simulated orebody scenario, the scheduled ore tonnage equals the tonnage resulting from the predicted hourly throughput and available mill hours. The deviation variables, $d^+_t$ and $d^-_t$, penalize deviations between the scheduled tonnage and realizable mill tonnage in the objective function of the mathematical program, which is discussed in detail in Both and Dimitrakopoulos [30]. The hardness proportions serving as input to the neural network represent the weighted hardness proportions of the materials to be scheduled together in a single short-term period. Furthermore, the planned power draw, as well as the planned feed and product particle sizes for the future scheduled materials, can now serve as input to the production scheduling optimization, since the neural network has been trained on these attributes. Note that nonlinear production-scheduling formulations combined with a metaheuristic solution method, such as simulated annealing, can handle these internal non-linear computations in the optimization process, which have been developed for long-term and short-term planning [31,49].

6. Conclusions

This article shows a case study at the Tropicana Gold mining complex that demonstrates improvements of a geometallurgical throughput-prediction model using collected production data in mines and processing plants, combined with supervised machine learning. The key improvements over a previous publication are: (i) including and testing the influence of measurements in the comminution circuit that likely affect ball mill throughput rates in a nonlinear way, (ii) utilizing a supervised learning model in the form of a neural network to approximate nonlinear relationships between predictor and response variables, and (iii) testing if compositional approaches can account for non-additive geometallurgical variables better than average-type information. Finally, recommendations are given on how to integrate the prediction model into short-term production scheduling.

Results show that adding ball mill power draw and product particle size measurements can decrease the prediction error of throughput by 10.6% compared to throughput prediction using geological hardness variables only. This result can only be achieved with the trained neural network, whereas the linear regression model shows improvements
of up to 4.2%. Available feed size measurements in the presented case study appear too imprecise to positively affect the throughput prediction. A neural network structure of one hidden layer comprising 30 neurons delivers the most stable predictions and shows the lowest error variance. However, the advantages of the neural network are partly offset by the more time-intensive hyperparameter search compared to the linear model, which is easy to apply and shows comparative performance in some cases.

Finally, hardness proportions decrease the prediction error compared to the use of averages of penetration rates. This underlines the importance of compositional approaches for non-additive geometallurgical variables. A key takeaway is that the shown compositional approach is not limited to ore hardness variables. Instead, it is conceivable to utilize compositional approaches for other non-additive (geometallurgical) variables as well.

Future work aims to create more data-driven prediction models of metallurgical responses in mining complexes using production data generated in the mines and processing plants. Next to the demonstrated prediction of comminution performance, the data-driven prediction of metal recovery, consumption of reagents, and other revenue and cost factors should be considered. The integration of these prediction models into decision-making processes, such as short-term production scheduling, is pertinent for meeting key production targets in mineral value chains.
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