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Abstract

Defining and reliably finding a canonical orientation for 3D surfaces is key to many Computer Vision and Robotics applications. This task is commonly addressed by handcrafted algorithms exploiting geometric cues deemed as distinctive and robust by the designer. Yet, one might conjecture that humans learn the notion of the inherent orientation of 3D objects from experience and that machines may do so alike. In this work, we show the feasibility of learning a robust canonical orientation for surfaces represented as point clouds. Based on the observation that the quintessential property of a canonical orientation is equivariance to 3D rotations, we propose to employ Spherical CNNs, a recently introduced machinery that can learn equivariant representations defined on the Special Orthogonal group SO(3). Specifically, spherical correlations compute feature maps whose elements define 3D rotations. Our method learns such feature maps from raw data by a self-supervised training procedure and robustly selects a rotation to transform the input point cloud into a learned canonical orientation. Thereby, we realize the first end-to-end learning approach to define and extract the canonical orientation of 3D shapes, which we aptly dub Compass. Experiments on several public datasets prove its effectiveness at orienting local surface patches as well as whole objects.

1 Introduction

Humans naturally develop the ability to mentally portray and reason about objects in what we perceive as their neutral, canonical orientation, and this ability is key for correctly recognizing and manipulating objects as well as reasoning about the environment. Indeed, mental rotation abilities have been extensively studied and linked with motor and spatial visualization abilities since the 70s in the experimental psychology literature [36][40][16].

Robotic and computer vision systems similarly require neutralizing variations w.r.t. rotations when processing 3D data and images in many important applications such as grasping, navigation, surface matching, augmented reality, shape classification and detection, among the others. In these domains, two main approaches have been pursued so to define rotation-invariant methods to process 3D data: rotation-invariant operators and canonical orientation estimation. Pioneering works applying deep learning to point clouds, such as PointNet [31][32] achieved invariance to rotation by means of a transformation network used to predict a canonical orientation to apply directly to the coordinates.
Figure 1: Canonical orientations in humans and machines. Randomly rotated mugs are depicted in (a). To achieve rotation-invariant processing, e.g., to check if they are the same mug, humans mentally neutralize rotation variations preferring an upright canonical orientation, as illustrated in (b). A machine may instead use any canonical reference orientation, even unnatural to humans, e.g., like in (c).

of the input point cloud. Despite being trained by sampling the range of all possible rotations at training time through data augmentation, this approach, however, does not generalize to rotations not seen during training. Hence, invariant operators like rotation-invariant convolutions were introduced, allowing to train on a reduced set of rotations (ideally one, the unmodified data) and test on the full spectrum of rotations \[23, 10, 43, 46, 33, 45\]. Canonical orientation estimation, instead, follows more closely the human path to invariance and exploits the geometry of the surface to estimate an intrinsic 3D reference frame which rotates with the surface.

Transforming the input data by the inverse of the 3D orientation of such reference frame brings the surface in an orientation-neutral, canonical coordinate system wherein rotation invariant processing and reasoning can happen. While humans have a preference for a canonical orientation matching one of the usual orientations in which they encounter an object in everyday life, in machines this paradigm does not need to favour any actual reference orientation over others: as illustrated in Figure 1, an arbitrary one is fine as long as it can be repeatably estimated from the input data.

Despite mental rotation tasks being solved by a set of unconscious abilities that humans learn through experience, and despite the huge successes achieved by deep neural networks in addressing analogous unconscious tasks in vision and robotics, the problem of estimating a canonical orientation is still solved solely by handcrafted proposals \[35, 28, 24, 12, 42, 11, 1\]. This may be due to convnets, the standard architectures for vision applications, reliance on the convolution operator in Euclidean domains, which possesses only the property of equivariance to translations of the input signal. However, the essential property of a canonical orientation estimation algorithm is equivariance with respect to 3D rotations because, upon a 3D rotation, the 3D reference frame which establishes the canonical orientation of an object should undergo the same rotation as the object. We also point out that, although, in principle, estimation of a canonical reference frame is suitable to pursue orientation neutralization for whole shapes, in past literature it has been intensively studied mainly to achieve rotation-invariant description of local surface patches.

In this work, we explore the feasibility of using deep neural networks to learn to pursue rotation-invariance by estimating the canonical orientation of a 3D surface, be it either a whole shape or a local patch. Purposely, we propose to leverage Spherical CNNs \[7, 10\], a recently introduced variant of convnets which possesses the property of equivariance w.r.t. 3D rotations by design, in order to build Compass, a self-supervised methodology that learns to orient 3D shapes. As the proposed method computes feature maps living in SO(3), i.e., feature map coordinates define 3D rotations, and does so by rotation-equivariant operators, any salient element in a feature map, e.g., its arg max, may readily be used to bring the input point cloud into a canonical reference frame. However, due to discretization artifacts, Spherical CNNs turn out to be not perfectly rotation-equivariant \[7\]. Moreover, the input data may be noisy and, in case of 2.5D views sensed from 3D scenes, affected by self-occlusions and missing parts. To overcome these issues, we propose a robust end-to-end training pipeline which mimics sensor nuisances by data augmentation and allows the calculation of gradients with respect to feature maps coordinates. The effectiveness and general applicability of Compass is established by achieving state-of-the-art results in two challenging applications: robust local reference frame estimation for local surface patches and rotation-invariant global shape classification.
2 Related Work

The definition of a canonical orientation of a point cloud has been studied mainly in the field of local features descriptors \cite{35} \cite{12} \cite{34} used to establish correspondences between sets of distinctive points, i.e. keypoints. Indeed, the definition of a robust local reference frame, i.e. $R(p) = \{\mathbf{x}(p), \mathbf{y}(p), \mathbf{z}(p) \mid \mathbf{y} = \mathbf{z} \times \mathbf{x}\}$, with respect to which the local neighborhood of a keypoint $p$ is encoded, is crucial to create rotation-invariant features. Several works define the axes of the local canonical system as eigenvectors of the 3D covariance matrix between points within a spherical region of radius $r$ centered at $p$. As the signs of the eigenvectors are not repeatable, some works focus on the disambiguation of the axes \cite{25} \cite{35} \cite{12}. Alternatively, another family of methods leverages the normal to the surface at $p$, i.e. $\hat{n}(p)$, to fix the $z$ axis, and then exploits geometric attributes of the shape to identify a reference direction on the tangent plane to define the $x$ axis \cite{6} \cite{29} \cite{24}. Compass differs sharply from previous methods because it learns the cues necessary to canonically orient a surface without making a priori assumptions on which details of the underlying geometry may be effective to define a repeatable canonical orientation.

On the other hand, PointNets\cite{31} \cite{32} employ a transformation network to predict an affine rigid motion to apply to the input point clouds in order to correctly classify global shapes under rigid transformations. In \cite{10} Esteves et al. prove the limited generalization of PointNet to unseen rotations and define the spherical convolutions to learn an invariant embedding for mesh classification. In parallel, Cohen et al. \cite{7} use spherical correlation to map spherical inputs to $SO(3)$ features then processed with a series of convolutions on $SO(3)$. Similarly, PRIN \cite{43} proposes a network based on spherical correlations to operate on spherically voxelized point clouds. SFCNN \cite{33} re-defines the convolution operator on a discretized sphere approximated by a regular icosahedral lattice. Differently, in \cite{46}, Zhang et al. adopt low-level rotation invariant geometric features (angles and distances) to design a convolution operator for point cloud processing. Deviating from this line of work on invariant convolutions and operators, we show how rotation-invariant processing can be effectively realized by preliminary transforming the shape to a canonical orientation learned by Compass.

Finally, it is noteworthy that several recent works \cite{26} \cite{41} \cite{38} rely on the notion of canonical orientation to perform category-specific 3D reconstruction from a single or multiple views.

3 Proposed Method

In this section, we provide a brief overview on Spherical CNNs to make the paper self-contained, followed by a detailed description of our method. For more details, we point readers to \cite{7} \cite{10}.

3.1 Background

The base intuition for Spherical CNNs can be lifted from the classical planar correlation used in CNNs, where the value in the output map at location $x \in \mathbb{Z}^2$ is given by the inner product between the input feature map and the learned filter translated by $x$. We can likewise define the value in an output map, computed by a spherical or $SO(3)$ correlation, at location $R \in SO(3)$ as the inner product between the input feature map and the learned filter rotated by $R$. Below we provide formal definitions of the main operations carried out in a Spherical CNN, then we summarize the standard flow to process point clouds with them.

The **Unit Sphere**: $S^2$ is a two-dimensional manifold defined as the set of points $x \in \mathbb{R}^3$ with unitary norm, and parametrized by spherical coordinates $\alpha \in [0, 2\pi]$ and $\beta \in [0, \pi]$.

Spherical Signal: a $K$-valued function defined on $S^2$, $f : S^2 \rightarrow \mathbb{R}^K$, $K$ is the number of channels.

3D Rotations: 3D rotations live in a three-dimensional manifold, the $SO(3)$ group, which can be parameterized by ZYZ-Euler angles as in \cite{7}. Given a triplet of Euler angles $\alpha, \beta, \gamma$, the corresponding 3D rotation matrix is given by the product of two rotations about the $z$-axis, $R_z(\cdot)$, and one about the $y$-axis, $R_y(\cdot)$, i.e. $R(\alpha, \beta, \gamma) = R_z(\alpha)R_y(\beta)R_z(\gamma)$. Points represented as 3D unit vectors $x$ can be rotated by using the matrix-vector product $Rx$. 

3
We define the rotated cloud, $V$, would guarantee to satisfy (4) and (5). Unfortunately, while for continuous functions the network is $L^g$ maximum is at select the maximum value of the feature map as the distinctive value to track, and the location of the $T V$ cloud $\Phi(\cdot)$ could just track any distinctive feature map value to establish a canonical orientation satisfying (4) i.e. Due to the equivariance property of Spherical CNNs layers, upon a rotation of the input signal each value of the feature map is naturally associated with a rotation. This means that one could just track any distinctive feature map value to establish a canonical orientation satisfying (4) i.e. $\Phi(\cdot)$ could just track any distinctive feature map value to establish a canonical orientation satisfying (4) i.e.

$$L_R f(x) = f(R^{-1} x),$$

where the operator $L_R$ rotates the function $f$ by $R \in SO(3)$, by composing its input with $R^{-1}$, i.e. $[L_R f](x) = f(R^{-1} x)$, where $x \in S^2$. Although both the input and the filter live in $S^2$, the spherical correlation produces an output signal defined on $SO(3)$.

**SO(3) correlation:** similarly, by extending $L_R$ to operate on $SO(3)$ signals, i.e. $[L_R h](Q) = h(R^{-1} Q)$ where $R, Q \in SO(3)$ and $R^{-1} Q$ denotes the composition of rotations, we can define the correlation between a signal $h$ and a filter $\psi$ on the rotation group, $h, \psi : SO(3) \rightarrow \mathbb{R}^K$:

$$[\psi * h](R) = (L_R \psi, h) = \int_{SO(3)} \sum_{k=1}^K \psi_k(R^{-1} Q) h_k(Q) dQ.$$  

**Spherical and SO(3) correlation equivariance w.r.t. rotations:** It can be shown that both correlations in (1) and (2) are equivariant with respect to rotations of the input signal. The feature map obtained by correlation of a filter $\psi$ with an input signal $h$ rotated by $Q \in SO(3)$, can be equivalently computed by rotating with the same rotation $Q$ the feature map obtained by correlation of $\psi$ with the original input signal $h$, i.e.:

$$[\psi * h](R) = [L_Q \psi][L_Q h](R).$$

**Signal Flow:** In Spherical CNNs, the input signal, e.g., an image or, as it is the case of our settings, a point cloud, is first transformed into a $k$-valued spherical signal. Then, the first network layer ($S^2$ layer) computes feature maps by spherical correlations ($\ast$). As the computed feature maps are $SO(3)$ signals, the successive layers ($SO(3)$ layers) compute deeper feature maps by $SO(3)$ correlations ($\ast$).

### 3.2 Methodology

Our problem can be formalized as follows. Given the set of 3D point clouds, $P$, and two point clouds $V, T \in P$, with $V = \{p_V \in \mathbb{R}^3 \mid p_V = (x, y, z)^T\}$ and $T = \{p_T \in \mathbb{R}^3 \mid p_T = (x, y, z)^T\}$, we indicate by $T = RV$ the application of the 3D rotation matrix $R \in SO(3)$ to all the points of $V$. We then aim at learning a function, $g : P \rightarrow SO(3)$, such that:

$$V_c = g(V)^{-1} \cdot V$$

$$g(T) = R \cdot g(V).$$

We define the rotated cloud, $V_c$, in (4) to be the canonical, rotation-neutral version of $V$, i.e. the function $g$ outputs the inverse of the 3D rotation matrix that brings the points in $V$ into their canonical reference frame. (5) states the equivariance property of $g$: if the input cloud is rotated, the output of the function should undergo the same rotation. As a result, two rotated versions of the same cloud are brought into the same canonical reference frame by (4).

Due to the equivariance property of Spherical CNNs layers, upon a rotation of the input signal each feature map does rotate accordingly. Moreover, the domain of the feature maps in Spherical CNNs is $SO(3)$, i.e. each value of the feature map is naturally associated with a rotation. This means that one could just track any distinctive feature map value to establish a canonical orientation satisfying (4) and (5). Indeed, defining as $\Phi$ the composition of $S^2$ and $SO(3)$ correlation layers in our network, if the last layer produces the feature map $\Phi(f_V)$ when processing the spherical signal $f_V$ for the cloud $V$, the same network will compute the feature map $[L_R \Phi(f_V)] = [\Phi(L_R f_V)] = [\Phi(f_T)]$ when processing the rotated cloud $T = RV$, with spherical signal $f_T = L_R f_V$. Hence, if for instance we select the maximum value of the feature map as the distinctive value to track, and the location of the maximum is at $Q^\max_V \in SO(3)$ in $\Phi(f_V)$, the maximum will be found at $Q^\max_T = RQ^\max_V$ in the rotated feature map. Then, by letting $g(V) = Q^\max_V$, we get $g(T) = RQ^\max_V$, which satisfies (4) and (5). Therefore, we realize function $g$ by a Spherical CNN and we utilize the $\arg\max$ operator on the feature map computed by the last correlation layer to define its output. In principle, equivariance alone would guarantee to satisfy (4) and (5). Unfortunately, while for continuous functions the network is exactly equivariant, this does not hold for its discretized version, mainly due to feature map rotation,
We tackle these issues using a self-supervised loss computed on the extracted rotations when aligning which overall lets the network learn a robust $g$ which is exact only for bandlimited functions [7]. Moreover, equivariance to rotations does not hold for altered versions of the same cloud, e.g. when a part of it is occluded due to view-point changes. We tackle these issues using a self-supervised loss computed on the extracted rotations when aligning a pair of point clouds to guide the learning, and an ad-hoc augmentation to increase the robustness to occlusions. Through the use of a soft-argmax layer, we can back-propagate the loss gradient from the estimated rotations to the positions of the maxima we extract from the feature maps and to the filters, which overall lets the network learn a robust $g$ function.

**From point clouds to spherical signals:** Spherical CNNs require spherical signals as input. A known approach to compute them for point cloud data consists in transforming point coordinates to the length along the shortest path from a known approach to compute them for point cloud data consists in transforming point coordinates to the length along the shortest path from
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distance between these two rotations. A natural geodesic metric on the $S^2$ is the angle that parametrizes the rotation $\alpha$ of $\beta$ as a rotation angle around an axis. The angular distance between two rotations [13]. Indeed, any element in $SO(3)$ can be parametrized as a rotation angle around an axis. The angular distance between two rotations parametrized as rotation matrices $R$ and $S$ is defined as the angle that parametrizes the rotation $SR^T$ and corresponds to the length along the shortest path from $R$ to $S$ on the SO(3) manifold [15] [15] [22] [43]. Thus, our
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cells along the radial dimension with constant azimuth $\alpha$ and inclination $\beta$ are seen as channels of a $K$-valued spherical signal at location $(\alpha, \beta)$ onto the unit sphere $S^2$. The resulting $K$-valued spherical signal $f : S^2 \rightarrow \mathbb{R}^K$ measures the density of the points within each cell $(\alpha[i], \beta[i])$ at distance $d[i]$. A spherical signal is a function $f : \mathbb{S}^2 \rightarrow \mathbb{R}$, where $\mathbb{S}^2$ is the unit sphere in $\mathbb{R}^3$. A spherical signal can be represented as a function of the spherical coordinates $\theta$ and $\phi$, which are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$

where $r$ is the radial distance from the origin to the point on the sphere, $\theta$ is the polar angle (or zenith angle) measured from the positive $z$-axis, and $\phi$ is the azimuth angle measured from the positive $x$-axis. The spherical coordinates $\theta$ and $\phi$ are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$

where $r$ is the radial distance from the origin to the point on the sphere, $\theta$ is the polar angle (or zenith angle) measured from the positive $z$-axis, and $\phi$ is the azimuth angle measured from the positive $x$-axis. The spherical coordinates $\theta$ and $\phi$ are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$

where $r$ is the radial distance from the origin to the point on the sphere, $\theta$ is the polar angle (or zenith angle) measured from the positive $z$-axis, and $\phi$ is the azimuth angle measured from the positive $x$-axis. The spherical coordinates $\theta$ and $\phi$ are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$

where $r$ is the radial distance from the origin to the point on the sphere, $\theta$ is the polar angle (or zenith angle) measured from the positive $z$-axis, and $\phi$ is the azimuth angle measured from the positive $x$-axis. The spherical coordinates $\theta$ and $\phi$ are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$

where $r$ is the radial distance from the origin to the point on the sphere, $\theta$ is the polar angle (or zenith angle) measured from the positive $z$-axis, and $\phi$ is the azimuth angle measured from the positive $x$-axis. The spherical coordinates $\theta$ and $\phi$ are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$

where $r$ is the radial distance from the origin to the point on the sphere, $\theta$ is the polar angle (or zenith angle) measured from the positive $z$-axis, and $\phi$ is the azimuth angle measured from the positive $x$-axis. The spherical coordinates $\theta$ and $\phi$ are related to the Cartesian coordinates $x$, $y$, and $z$ by the following equations:

$$x = r \sin \theta \cos \phi, \quad y = r \sin \theta \sin \phi, \quad z = r \cos \theta,$$
loss is given by the angular distance between \( R_T \) and \( R^*_T \):

\[
L(R_T, R^*_T) := \cos^{-1} \left( \frac{(tr(R_T^T R^*_T) - 1)}{2} \right).
\]  

(6)

As our network has to predict a single canonicalizing rotation, we apply the loss once, i.e. only to the output of the last layer of the network.

**Soft-argmax:** The result of the \( \arg \max \) operation on a discrete \( \text{SO}(3) \) feature map returns the location \( i, j, k \) along the \( \alpha, \beta, \gamma \) dimensions corresponding to the ZYZ Euler angles, where the maximum correlation value occurs. To optimize the loss in (6), the gradients w.r.t. the \( i, j, k \) locations of the feature map where the maxima are detected have to be computed. To render the \( \arg \max \) operation differentiable we add a soft-argmax operator \([14, 3]\) following the last \( \text{SO}(3) \) layer of the network. Let us denote as \( \Phi(f_V) \) the last \( \text{SO}(3) \) feature map computed by the network for a given input point cloud \( V \). A straightforward implementation of a soft-argmax layer to get the coordinates \( C_R = (i, j, k) \) of the maximum in \( \Phi(f_V) \) is given by

\[
C_R(V) = \text{soft-argmax}(\tau \Phi(f_V)) = \sum_{i,j,k} \text{softmax}(\tau \Phi(f_V))_{i,j,k}(i, j, k).
\]  

(7)

where \( \text{softmax}(\cdot) \) is a 3D spatial softmax. The parameter \( \tau \) controls the temperature of the resulting probability map and \( (i, j, k) \) iterate over the \( \text{SO}(3) \) coordinates. A soft-argmax operator computes the location \( C_R = (i, j, k) \) as a weighted sum of all the coordinates \( (i, j, k) \) where the weights are given by a softmax of a \( \text{SO}(3) \) map \( \Phi \). Experimentally, this proved not effective. As a more robust solution, we scale the output of the softmax according to the distance of each \( (i, j, k) \) bin from the \( \text{arg max} \) of \( \Phi \). To let the bins near the \( \text{arg max} \) contribute more in the final result, we smooth the distances by a Parzen function \([27]\) yielding a maximum value in the bin corresponding to the \( \text{arg max} \) and decreasing monotonically to 0.

### Learning to handle occlusions:
In real-world settings, rotation of an object or scene (i.e. a viewpoint change) naturally produces occlusions to the viewer. Recalling that the second branch of the network operates on \( T \), a randomly rotated version of \( V \), it is possible to improve robustness of the network to real-world occlusions and missing parts by augmenting \( T \). A simple way to handle this problem is to randomly select a point from \( T \) and delete some of its surrounding points. In our implementation, this augmentation happens with an assigned probability. \( T \) is divided in concentric spherical shells, with the probability for the random point to be selected in a shell increasing with its distance from the center of \( T \). Additionally, the number of removed points around the selected point is a bounded random percentage of the total points in the cloud. An example can be seen in Figure 3.

### Network Architecture:
The network architecture comprises 1 \( S^2 \) layer followed by 3 \( \text{SO}(3) \) layers, with bandwidth \( B = 24 \) and the respective number of output channels are set to 40, 20, 10, 1. The input spherical signal is computed with \( K = 4 \) channels.

## 4 Applications of Compass

We evaluate Compass on two challenging tasks. The first one is the estimation of a canonical orientation of local surface patches, a key step in creating rotation-invariant local 3D descriptors \([35, 11, 42]\). In the second task, the canonical orientation provided by Compass is instead used to perform highly effective rotation-invariant shape classification by leveraging a simple PointNet classifier. The source code for training and testing Compass is available at \texttt{https://github.com/CVLAB-Unibo/compass}.

### 4.1 Canonical orientation of local surface patches

**Problem formulation:** On local surface patches, we evaluate Compass through the repeatability \([28, 24]\) of the local reference frame (LRF) it estimates at corresponding keypoints in different views.
of the same scene. All the datasets provide several 2D5 scans, i.e., fragments, representing the same model, i.e., an object or a scene depending on the dataset, acquired from different viewpoints. All \( N \) fragments belonging to a test model can be grouped into pairs, where each pair \( (F_s, F_t) \), \( F_s = \{p_s, \in \mathbb{R}^3\} \) and \( F_t = \{p_t, \in \mathbb{R}^3\} \), has an area of overlap. A set of correspondences, \( C_{s,t} \), can be computed for each pair \( (F_s, F_t) \) by applying the known rigid ground-truth transformation, \( G_{t,s} = [R_{t,s}|t_{t,s}] \in SE(3) \), which aligns \( F_s \) to \( F_t \) into a common reference frame. \( C_{s,t} \) is obtained by uniformly sampling points in the overlapping area between \( F_s \) and \( F_t \). Finally, the percentage of repeatable LRFs, \( Rep_{s,t} \), for \( (F_s, F_t) \), can be calculated as follows:

\[
Rep_{s,t} = \frac{1}{|C_{s,t}|} \sum_{k=1}^{|C_{s,t}|} I\left( (\hat{x}(p_{s_k}) \cdot R_{t,s}\hat{x}(p_{t_k}) \geq \rho) \wedge (\hat{z}(p_{s_k}) \cdot R_{t,s}\hat{z}(p_{t_k}) \geq \rho) \right).
\]

where \( I(\cdot) \) is an indicator function, \( \cdot \) denotes the dot product between two vectors, and \( \rho \) is a threshold on the angle between the corresponding axes, 0.97 in our experiments. \( Rep \) measures the percentage of reference frames which are aligned, i.e. differ only by a small angle along all axes, between the two views. The final value of \( Rep \) for a given model is computed by averaging on all the pairs.

**Test-time adaptation:** Due to the self-supervised nature of Compass, it is possible to use the test set to train the network without incurring in data snooping, since there is no external ground-truth information involved. This test-time training can be carried out very quickly, right before the test, to adapt the network to unseen data and increase its performance, especially in transfer learning scenarios. This is common practice with self-supervised approaches [21].

**Datasets:** We conduct experiments on three heterogeneous publicly available datasets: 3DMatch [44], ETH [30] [11], and Stanford Views [8]. 3DMatch is the reference benchmark to assess learned local 3D descriptors performance in registration applications [44] [9] [37] [5] [11]. It is a large ensemble of existing indoor datasets. Each fragment is created fusing 50 consecutive depth frames of an RGB-D sensor. It contains 62 scenes, split into 54 for training and 8 for testing. ETH is a collection of outdoor landscapes acquired in different seasons with a laser scanner sensor. Finally, Stanford Views contains real scans of 4 objects, from the Stanford 3D Scanning Repository [8], acquired with a laser scanner.

**Experimental setup:** We train Compass on 3DMatch following the standard procedure of the benchmark, with 48 scenes for training and 6 for validation. From each point cloud, we uniformly pick a keypoint every 10 cm, the points within 30 cm are used as local surface patch and fed to the network. Once trained, the network is tested on the test split of 3DMatch. The network learned on 3DMatch is tested also on ETH and Stanford Views, using different radii to account for the different sizes of the models in these datasets: respectively 100 cm and 1.5 cm. We also apply test-time adaptation on ETH and Stanford Views: the test set is used for a quick 2-epoch training with a 20% validation split, right before being used to assess the performance of the network. We use Adam [13] as optimizer, with 0.001 as the learning rate when training on 3DMatch and for test-time adaptation on Stanford Views, and 0.0005 for adaptation on ETH. We compare our method with recent and established LRFs proposals: GFrames [24], TOLDI [42], a variant of TOLDI recently proposed in [11] that we refer to here as 3DSN, FLARE [29], and SHOT [35]. For all methods we use the publicly available implementations. However, the implementation provided for GFrames could not process the large point clouds of 3DMatch and ETH due to memory limits, and we can show results for GFrames only on Stanford Views.

**Results:** The first column of Table 1 reports \( Rep \) on the 3DMatch test set. Compass outperforms the most competitive baseline FLARE, with larger gains over the other baselines. Results reported in the second column for ETH and the third column for Stanford Views confirm the advantage of a data-driven model like Compass over hand-crafted proposals: while the relative rank of the baselines

**Table 1:** LRF repeatability on the datasets. Best result for each dataset (row) in bold.

| Dataset     | SHOT [39] | FLARE [29] | TOLDI [42] | 3DSN [11] | GFrames [24] | Compass | Compass (Adapted) |
|-------------|-----------|------------|------------|-----------|--------------|---------|-------------------|
| 3DMatch     | 0.212     | 0.360      | 0.215      | 0.220     | n.a          | 0.375   | n.a               |
| ETH         | 0.273     | 0.264      | 0.185      | 0.202     | n.a          | 0.308   | 0.317             |
| Stanford Views | 0.132   | 0.241      | 0.197      | 0.173     | 0.256        | 0.361   | 0.388             |
changes according to which of the assumptions behind their design fits better the traits of the dataset under test, with SHOT taking the lead on ETH and the recently introduced GFrames on Stanford Views, Compass consistently outperforms them. Remarkably, this already happens when using pure transfer learning for Compass, i.e. the network trained on 3DMatch: in spite of the large differences in acquisition modalities and shapes of the models between training and test time, Compass has learned a robust and general notion of canonical orientation for a local patch. This is also confirmed by the slight improvement achieved with test-time augmentation, which however sets the new state of the art on these datasets. Finally, we point out that Compass extracts the canonical orientation for a patch in 17.85ms.

4.2 Rotation-invariant Shape Classification

**Problem formulation**: Object classification is a central task in computer vision applications, and the main nuisance that methods processing 3D point clouds have to withstand is rotation. To show the general applicability of our proposal and further assess its performance, we wrap Compass in a shape classification pipeline. Hence, in this experiment, Compass is used to orient full shapes rather than local patches. To stress the importance of correct rotation neutralization, as shape classifier we rely on a simple PointNet [31], and Compass is employed at train and test time to canonically orient shapes before sending them through the network.

**Datasets**: We test our model on the ModelNet40 [47] shape classification benchmark. This dataset has 12,311 CAD models from 40 man-made object categories, split into 9,843 for training and 2,468 for testing. In our trials, we actually use the point clouds sampled from the original CAD models provided by the authors of PointNet. We also performed a qualitative evaluation of the transfer learning performance of Compass by orienting clouds from the ShapeNet [2] dataset.

**Experimental setup**: We train Compass on ModelNet40 using 8,192 samples for training and 1,648 for validation. Once Compass is trained, we train PointNet following the settings in [31], disabling t-nets, and rotating the input point clouds to reach the canonical orientation learned by Compass. We followed the protocol described in [43] to assess rotation-invariance of the selected methods: we do not augment the dataset with rotated versions of the input cloud when training PointNet; we then test it with the original test clouds, i.e. in the canonical orientation provided by the dataset, and by arbitrary rotating them. We use Adam [18] as optimizer, with 0.001 as the learning rate.

![Table 2](image)

| Classification Accuracy (Acc. %) | Classification Accuracy (Acc. %) |
|----------------------------------|----------------------------------|
| PointNet | PointNet++ | Point2Seq | Spherical CNN | LDGCNN | SO-Net | PRIN | Compass + PointNet |
| NR     | 88.45      | 89.82      | 92.60         | 81.73   | 92.91   | 94.44 | 80.13   | 80.51   |
| AR     | 12.47      | 21.35      | 10.53         | 55.62   | 17.82   | 9.64  | 70.35   | 72.20   |

**Results**: Results are reported in Table 2. Results for all the baselines come from [43]. PointNet fails when trained without augmenting the training data with random rotations and tested with shapes under arbitrary rotations. Similarly, in these conditions most of the state-of-the-art methods cannot generalize to unseen rotations. If, however, we first neutralize the orientation by Compass and then we run PointNet, it gains almost 60 points and achieves 72.20 accuracy, outperforming the state-of-the-art on the arbitrarily rotated test set. This shows the feasibility and the effectiveness of pursuing rotation-invariant processing by canonical orientation estimation. It is also worth observing how, in the simplified scenario where the input data is always under the same orientation (NR), a plain PointNet performs better than Compass+PointNet. Indeed, as the T-Net is trained end-to-end with PointNet, it can learn that the best orientation in the simplified scenario is the identity matrix. Conversely, Compass performs an unneeded canonicalization step that may only hinder performance due to its errors.

In Figure 4, we present some models from ModelNet40, randomly rotated and then oriented by Compass. The models estimate a very consistent canonical orientation for each object class, despite the large shape variations within the classes.
Figure 4: Qualitative results on ModelNet40 and ShapeNet in transfer learning. Top row: randomly rotated input cloud. Bottom row: cloud oriented by Compass.

Finally, to assess the generalization abilities of Compass for full shapes as well, we performed qualitative transfer learning tests on the ShapeNet dataset, reported in Figure 4. Even if there are different geometries, the model trained on ModelNet40 is able to generalize to an unseen dataset and recovers a similar canonical orientation for the same object.

5 Conclusions

We have presented Compass, a novel self-supervised framework to canonically orient 3D shapes that leverages the equivariance property of Spherical CNNs. Avoiding explicit supervision, we let the network learn to predict the best-suited orientation for the underlying surface geometries. Our approach robustly handles occlusions thanks to an effective data augmentation. Experimental results demonstrate the benefits of our approach for the tasks of definition of a canonical orientation for local surface patches and rotation-invariant shape classification. Compass demonstrates the effectiveness of learning a canonical orientation in order to pursue rotation-invariant shape processing, and we hope it will raise the interest and stimulate further studies about this approach.

While in this work we evaluated invariance to global rotation according to the protocol used in [43] to perform a fair comparison with the state-of-the-art method [43], it would also be interesting to investigate on the behavior of Compass and the competitors when trained on the full spectrum of SO(3) rotations as done in [10]. This is left as future work.

6 Broader Impact

In this work we presented a general framework to canonically orient 3D shapes based on deep-learning. The proposed methodology can be especially valuable for the broad spectrum of vision applications that entail reasoning about surfaces. We live in a three-dimensional world: cognitive understanding of 3D structures is pivotal for acting and planning.
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1 Learning to handle occlusions: ablation study

In this section, we study how the data augmentation carried out while training on local surface patches improves the robustness of Compass against self-occlusions and missing parts. To this end, we run an ablation experiment adopting the same training pipeline explained in the main paper at Section 3.2, without randomly removing points from the input cloud. As done in the main paper, we trained the model on 3DMatch and test it on 3DMatch, ETH, and Stanford Views. We compare Compass against its ablated version in terms of repeatability of the LRFs.

Results for 3DMatch are shown in Table 1: the performance gain achieved by Compass when deploying the proposed data augmentation validates its importance. Indeed, without the proposed augmentation FLARE performs better than Compass on this dataset. Differently, when tested in transfer learning on Stanford Views, Compass achieves state-of-the-art performance even when not using data augmentation in training, as reported in Table 2. The positive effect of augmentation is confirmed, as deploying it significantly improves the overall repeatability even on this dataset. The same observations can be made on the ETH dataset, Table 3, where, however, the gain provided by the augmentation is smaller on average. By analyzing the single scenes, we can see that augmentation is beneficial on the Gazebo fragments (both winter and summer), while detrimental on Wood scenes. We hypothesize this to be due to the different paths followed by the sensors when acquiring the two scenes, which can be seen on the dataset website and are reproduced here for the reader convenience in Figure 1: on the Gazebo scenes, the sensor undergoes several rotations and sees the same area from different viewpoints, while in the Wood scenes the path is mostly rectilinear. This means that, on the one hand, in the Gazebo scenes, occlusions are frequent due to the view point changes, and the area of overlap between two fragments often includes the border of the clouds, causing missing regions in the local patches around the keypoints. Hence, data augmentation, which precisely makes the network robust to these nuisances, is effective and significantly increases repeatability. On the other hand, in the Wood scenes, the area of overlap mostly happens at the centre of the fragments and the main difference between fragments is not the acquisition angle but the acquisition distance, which does not cause occlusions or missing regions, but changes the sampling density of the cloud: therefore, the proposed data augmentation is not useful to counteract it.

1 https://projects.asl.ethz.ch/datasets/doku.php?id=laserregistration:gazebo_summer:home&s[]=gazebo&s[]=summer
Overall, these results validate our intuition that, albeit simple, the proposed data augmentation strategy effectively approximates the nuisances present in real-world datasets. Hence, it could also be successfully deployed to strengthen the robustness against occlusions and missing parts in other 3D applications, e.g., when learning 3D descriptors.

### Table 1: LRF repeatability on the 3DMatch dataset. Best result for each row in bold.

| LRF Repeatability (Rep ↑) | SHOT [5] | FLARE [4] | TOLDI [6] | 3DSN [2] | Compass (w/o aug) | Compass (adapted) |
|---------------------------|----------|-----------|-----------|-----------|-------------------|-------------------|
| **Kitchen**               | 0.189    | 0.330     | 0.171     | 0.181     | 0.274             | 0.315             |
| **Home 1**                | 0.251    | 0.354     | 0.243     | 0.236     | 0.370             | **0.397**         |
| **Home 2**                | 0.226    | 0.339     | 0.213     | 0.214     | 0.353             | **0.365**         |
| **Hotel 1**               | 0.194    | **0.385** | 0.213     | 0.216     | 0.347             | 0.370             |
| **Hotel 2**               | 0.193    | **0.405** | 0.223     | 0.226     | 0.349             | 0.393             |
| **Hotel 3**               | 0.240    | 0.407     | 0.261     | 0.276     | 0.406             | **0.446**         |
| **Study**                 | 0.186    | 0.351     | 0.195     | 0.192     | 0.307             | **0.356**         |
| **Lab**                   | 0.220    | 0.310     | 0.198     | 0.223     | 0.360             | **0.361**         |
| **Mean**                  | 0.212    | 0.360     | 0.215     | 0.220     | 0.346             | **0.375**         |

### Table 2: LRF repeatability on the Stanford Views dataset. Best result for each row in bold.

| LRF Repeatability (Rep ↑) | SHOT [5] | FLARE [4] | TOLDI [6] | 3DSN [2] | GFrames [3] | Compass (w/o aug) | Compass (adapted) |
|---------------------------|----------|-----------|-----------|-----------|-------------|--------------------|--------------------|
| **Armadillo**             | 0.127    | 0.185     | 0.156     | 0.141     | 0.168       | 0.311             | **0.340**          |
| **Buddha**                | 0.134    | 0.194     | 0.202     | 0.192     | 0.181       | 0.295             | **0.312**          |
| **Bunny**                 | 0.106    | 0.379     | 0.232     | 0.172     | 0.426       | 0.358             | **0.440**          |
| **Dragon**                | 0.161    | 0.207     | 0.201     | 0.188     | 0.251       | 0.343             | **0.352**          |
| **Mean**                  | 0.132    | 0.241     | 0.197     | 0.173     | 0.256       | 0.326             | **0.361**          |
2 Quantitative results on 3DMatch rotated

3DMatch rotated is a synthetically rotated version of the 3DMatch dataset. This dataset has been specifically proposed to verify the invariance to rotations of the learned 3D descriptors [1], and contains only a test split. In Table 4, we show a comparison between the repeatability obtained with Compass on 3DMatch and 3DMatch rotated. Thanks to the equivariance property of the Spherical CNNs, we are able to achieve a similar performance on both datasets.

Table 3: LRF repeatability on the ETH dataset. Best result for each row in bold.

| LRF Repeatability (Rep ↑)                  |
|-------------------------------------------|
| SHOT [5] FLARE [4] TOLDI [6] 3DSN [2]  |
| Compass (w/o aug) Compass Compass Compass |
| Gazebo Summer                            0.293 0.345 0.241 0.241 0.291 0.337 0.330 |
| Gazebo Winter                            0.266 0.268 0.170 0.196 0.286 0.292 0.307 |
| Wood Autumn                              0.253 0.210 0.157 0.174 0.304 0.288 0.329 |
| Wood Summer                              0.279 0.236 0.171 0.198 0.329 0.314 0.329 |
| Mean                                      0.273 0.264 0.185 0.202 0.303 0.308 0.317 |

Table 4: LRF repeatability of Compass on 3DMatch and 3DMatch rotated.

| LRF Repeatability (Rep ↑)                  |
|-------------------------------------------|
| Compass (3DMatch rotated) Compass (3DMatch) |
| Kitchen                                   0.312 0.315 |
| Home 1                                    0.391 0.397 |
| Home 2                                    0.359 0.365 |
| Hotel 1                                   0.361 0.370 |
| Hotel 2                                   0.383 0.393 |
| Hotel 3                                   0.447 0.446 |
| Study                                     0.348 0.356 |
| Lab                                       0.355 0.361 |
| Mean                                      0.369 0.375 |

3 Equivariant feature maps

In order to gain some insights into what the network learns and why it fails to correctly orient some keypoints, we studied pairs of repeatable and non-repeatable keypoints by a graphical representation of the feature maps. In particular, we studied the deepest feature map computed by Compass (before the soft argmax layer) and visualized it by plotting its top-500 bins. To represent feature map coordinates, i.e., rotations, in a 3D space, we used the Rodrigues vector representation because the Euclidean distance between such vectors approximates better the geodesic distance on the group manifold than the Euclidean distance between Euler angles.

In Figure 2, we consider two pairs of local surface patches and their corresponding feature maps: both patches forming a pair are extracted around the same keypoint on different fragments. The canonical pose computed for the first pair is repeatable, while the second pair represents a failure of Compass. Indeed, the feature map shown in (d), which is that computed for the patch depicted in (a), once rotated with the ground-truth transformation which aligns it with (b), is very similar to that shown in (e) and computed directly from (b). The red and green dots in (e), i.e., the output of Compass on (a) and (b), respectively, almost align, and result in a repeatable pair. Note how (a) and (b) are not exactly the same patch: in (a), in particular, the left-most part of the table is missing. Hence theoretical equivariance would not be guaranteed by the Spherical CNN framework alone. We ascribe the successful performance of Compass to the training loss and the augmentation we propose, which forces the network to produce similarly peaked feature maps also for slightly different input patches, like (a) and (b). The pair in (f) and (g), instead, produces feature maps that, even when rotated with the ground-truth transformation aligning the input patches, concentrate their highest values in different parts of the SO(3) space, shown by the red dot and the green dot in (i). We believe this is due to the table leg showing up only in the target cloud: legs are likely to be a robust clue across the dataset to orient keypoints sampled on tables, and its presence in the cloud down-weights other potentially interesting features, like the mug. A more data-driven augmentation able to suppress important clues in the input cloud to make the network robust to such situations could be an interesting future work.
Figure 2: Visualization of pairs of clouds, each one extracted around the same keypoint on different fragments, and of the corresponding deepest feature maps computed by Compass for a repeatable pair (from (a) to (e)) and a non-repeatable pair ((f) to (j)). Feature maps coordinates are represented by using the Rodrigues vector representation of rotations. Values of the feature maps are color-coded from blue to orange, the hotter the color the higher the value in a bin; the bigger red dot is the output of the network (soft-argmax). Subfigures: (a) and (f) are the source input clouds; (b) and (g) are the target input clouds; (c) and (h) are the deepest feature maps computed for the source cloud; (d) and (i) are the same feature maps, rotated by the ground-truth rotation aligning source with target; and (e) and (j) show the feature maps for the target clouds. The green dot in (e) and (j) corresponds to the red dot in (d) and (i), respectively.
4 Qualitative results dealing with orienting local surface patches

In this section, we provide qualitative results to show the effectiveness of Compass at computing the canonical pose for local surface patches. Given a pair of fragments, we visualize in both fragments at each point the accuracy of the estimated LRF using two different metrics. In particular, in Figure 3 we show the repeatability of the estimated LRFs (as defined in the main paper), in Figure 4 the angular distance between two rotations used as loss to train our network. In both figures, we visualize the results yielded by Compass alongside FLARE, which offers high performance across all datasets and is the second best on 3DMatch.

![Figure 3: Visualization of repeatability at corresponding points of two fragments, with repeatable LRFs in green, non-repeatable ones in red and non-overlapping areas in gray. First row: a pair of fragments from Stanford Views, second row: a pair of fragments from 3DMatch. (a) and (b): results yielded by Compass and FLARE, respectively.](image1)

![Figure 4: Visualization of the angular error between the LRFs estimated at corresponding points of two fragments, with lower errors in blue, higher errors in red and non-overlapping areas in gray. First row: a pair of fragments from Stanford Views. Second row: a pair of fragments from 3DMatch. (a) and (b): results yielded by Compass and FLARE, respectively.](image2)
We can observe how Compass tends to yield larger areas in which the LRFs are accurately estimated, \textit{i.e.} either green or blue ones, depending on the considered metric. It is worth pointing out how this is particularly evident across those challenging fragment areas affected by large missing parts in one of the two views, like, \textit{e.g.} the left ear of the Bunny in the fragments taken from the Stanford Views dataset.

5 Qualitative results dealing with orienting global shapes

In this section, we provide qualitative results on the ShapeNet dataset, which complement those reported in the main paper. We stress the generalization capability of our model by adopting three different configurations to generate the training data. For this experiment, we consider only three categories: airplane, chair and lamp. The results of this study are shown in Figure 5. In the first column, (a), we present results for a \textit{category-specific} training, \textit{i.e.} learning to orient only one category. Thus, we train one network for each category and then we test on the test split of the same category. In (b), we present results for a \textit{category-agnostic} network, \textit{i.e.} a single model trained on samples from the three categories. Finally, in (c) we show the orientation results of the model trained according to the protocol defined in the main paper, \textit{i.e.} transferring to ShapeNet a model trained on the ModelNet40 dataset. From these results, we observe how the canonical pose can be often correctly recovered under random rotations, and how for each triplet of rotated objects (colored in yellow) the estimated canonical pose (in blue) is consistent, even in a transfer learning strategy. Interestingly, looking at the fourth and sixth row of the (b) and (c) cases, where the model has to define a canonical orientation for more than one category at once, the canonical pose learned by the network seems to be similar across the chair and lamp categories, which have as the first principal direction the direction of gravity. This suggests that our network may generalize the concept of canonical pose across objects of different categories that share a similar geometric structure.

Figure 5: Qualitative results on ShapeNet dataset under different training strategies. Clouds in yellow represent randomly rotated input clouds and the blue ones represent those oriented by Compass. In (a), we present orientation results after training Compass with examples belonging only to a specific category from ShapeNet; in (b), the orientation results after training Compass with a training set comprising \textit{airplanes, chairs} and \textit{lamps} together; and, in (c) the orientation results from the model trained on the ModelNet40 dataset and tested on the ShapeNet dataset.
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