Influence of Multiple Animal Scanning on Image Quality for the Sedecal SuperArgus2R Preclinical PET Scanner
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Background: Increased throughput in small animal preclinical studies using positron emission tomography leads to reduced costs and improved efficiency of experimental design, however the presence of multiple off-centre subjects, as opposed to a single centered one, may affect image quality in several ways.

Methods: We evaluated the count rate performance using a NEMA scatter phantom. A Monte Carlo simulation of the system was validated against this dataset and used to simulate the count rate performance for dual scatter phantoms. NEMA NU4 image quality phantoms were then scanned in the central and offset positions, as well as in the offset position next to a uniform activity phantom. Uniformity, recovery coefficients and spillover ratios were then compared, as were two time frames for acquisition.

Results: Count rate performance assessed with a single NEMA scatter phantom was in line with previous literature, with simulated data in good agreement. Simulation of dual scatter phantoms showed an increase in scatter fraction. For the NEMA Image Quality phantom, uniformity and Recovery coefficients were degraded in the offset and dual phantom cases, while spillover ratios were increased, notably when the chamber was placed nearest the gantry. Image quality metrics were comparable between the 20- and 10 min timeframes.

Conclusion: Dual animal scanning results in some loss of image quality on the Sedecal Argus PET scanner; however, this degradation is within acceptable limits.
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1 INTRODUCTION

Preadclinical Positron Emission Tomography (PET) allows the longitudinal study of a range of biological processes in disease models, as well as being invaluable in the screening of novel diagnostic/theranostic PET probes. It is increasingly common for preclinical PET centers to scan multiple animals simultaneously in order to increase the cost-efficiency and throughput of studies,
especially with the use of short-lived PET isotopes such as $^{[11]}$C, or where statistical requirements demand large study groups for the correct powering of experiments [1, 2].

Scanning multiple, radially displaced mice in the Field Of View (FOV) will increase attenuation and scatter, as well as the complexity of scatter correction. Additionally sensitivity and resolution will be reduced, while an increase in the overall activity in the FOV will increase dead time. As such, image quality is likely to degrade, and it is necessary to assess these effects on individual scanner/bed geometries as these vary considerably [3]. Although ultimately the effect on biological quantitation is of greatest importance, use of the NEMA NU4 image quality (IQ) phantom [4] allows direct comparison between systems.

Several groups have reported setups to achieve multiple animal imaging. Aide et al. [5] reported the use of a Siemens Biograph TrueV clinical PET-CT scanner and showed that tracer quantitation in the central and offset positions was highly correlated, albeit with lower system sensitivity and resolution (and higher injected activities) than commonly found in preclinical systems.

Aide et al. [1] went on to characterize a self-manufactured four-animal bed on the Siemens Inveon, demonstrating an increase in spillover ratios and a decrease in resolution for the NEMA IQ phantom; albeit with a high correlation between PET quantitation and biodistribution using this arrangement. Habte et al. [6] characterized a 3- and 4-bed setup for the R4 (Concorde Microsystems/Siemens) and Inveon (Siemens) scanners and demonstrated comparable in vivo quantitation between single and multiple animal scanning as long as attenuation correction was performed. Yagi et al. [7] reported another self-assembled multiple animal bed for the Inveon scanner, evaluating uniformity in mouse phantoms for four animals and demonstrating a comparable decrease to Habte et al. [6]. Seidel et al. [8] reported a dual mouse bed that enabled ECG-gated imaging to be carried out on the Argus PET-CT scanner but did not characterize effects on image quality.

Siepel et al. [9] studied the effects of scanning 2 and 4 animals, axially or radially displaced, in an Inveon scanner using the NEMA NU4 IQ phantom. They reported a decrease in uniformity, a reduction in Recovery Coefficient (RC) and an increase in Spill-Over ratio (SOR) for the 2 and 4 phantom radially-displaced cases, which could be improved by axial displacement. Rominger et al. [10] characterized an 8-mouse bed in the Inveon scanner, demonstrating that scatter correction and reduced overall activity in the field of view was necessary to achieve optimum quantitation in this setting. Using the PET-SORTEO simulation methodology, Reilhac et al. [11] assessed the signal degradation for dual animal scanning on the Inveon and the impact of this on the detection of biological variation. After demonstrating that their simulation gave comparable results to acquired phantom data, they went on to demonstrate that recovery coefficients and uniformity were decreased, while SOR (in this case peak-to-valley measure) were increased.

Most recently, Greenwood et al. [12] characterized a commercial four-chamber bed on a Mediso preclinical PET scanner, using NEMA phantoms and mice. As in previous studies, they demonstrated a decrease in uniformity and recovery coefficients, and an increase in spillover ratios, in the multiple vs. single animal cases, though these increases were within the recently suggested limits for bias [13].

This study seeks to investigate the effect of dual animal scanning on the Sedecal SuperArgus2R preclinical scanner using the NEMA IQ phantom filled with a range of activities; also to assess the effects on IQ for common static scan frame lengths. Initially, we validate a Monte Carlo (MC) simulation of the scanner geometry and use it to compare the effect on count rate performance between single and dual NEMA scatter phantoms. We then go on to assess IQ metrics on phantoms placed either centrally, offset, or offset alongside a 20 mL syringe containing an equal activity, also comparing spillover ratios where air and water chambers are displaced toward the center of the field of view or the bore.

2 MATERIALS AND METHODS

2.1 SuperArgus2R Scanner

The Sedecal SuperArgus2R preclinical PET scanner (Figure 1) [14–16] features 18 phoswich detector blocks in an arrangement of 2 rings with diameter 118 mm and axial FOV 48.0 mm. In between the two rings there is gap of 8 mm. Each block has a two layers of $13 \times 13$ crystals of cerium-doped Lutetium Orthosilicate (LSO:Ce) (7 mm length) at the inner layer and cerium-doped Gadolinium Orthosilicate (GSO:Ce) (8 mm length) at the outer layer. Each crystal element has size mm². The two crystals are joined back to back with an optically transparent method. From the 18 blocks, 7 are in coincidence. The coincidence window was 5 ns for all crystal combinations.

The phoswich detector arrangement provides Depth of Interaction (DOI) information, allowing for more uniform images and better radial spatial resolution [17]. As such, this detector configuration should also reduce spatial resolution degradation when scanning dual objects.

2.2 Monte Carlo Simulation Model

Due to the supplied animal bed on the scanner being too small to accommodate two scatter phantoms simultaneously, investigations on a single phantom in an offset bed position and dual phantom scatter fraction were performed in simulation only.

The MC simulation model was developed using the GATE (v.8.1) [18], simulation toolkit. The model was validated over the scanner’s acceptance tests and measurements following the NEMA protocol [19]. The energy window was set to 250–700 keV, the same as the one used in the experiments. The coincidence window was set to 5.0 ns. The emstandard_opt3, physics model, was used without any variance reduction techniques or energy cuts.

2.2.1 Simulations for Count Losses, Scatter Fraction and NECR

A model of the NEMA scatter fraction phantom was simulated in order to compare the counting performance, scatter fraction and
Noise Equivalent Count Rate (NECR) for different placements in the FOV, using the validated GATE model. The model phantom matched the manufactured phantom that was used for the validation of the simulation model; a polyethylene cylindrical phantom 70 mm long and 25 mm in diameter (for details see Section 2.3).

The phantom was simulated solo in the center, offset (±19.0 mm on the x axis, as defined in GATE) positions of the FOV [20, 21] as well as in combination with a second phantom. The model of the scanner included all parts of the physical scanner (plastic tubes, shielding etc).

2.3 NEMA Phantom Studies

All acquisitions were made using [18F] produced using an ABT mini-cyclotron (ABT, United States).

2.3.1 Assessment of Scatter Fraction, Count Losses, Random Coincidences and NECR

The system was evaluated according to Section 4 of the NEMA NU4-2008 standard [4]. A polyethylene cylindrical phantom 70 mm long and 25 mm in diameter was manufactured and a 3.2 mm hole was drilled 10 mm off center to fit a capillary tube made of Borosilicate glass (World Precision Instruments, 1B200-4). The capillaries had an outer diameter 2.0 mm and inner 1.12 mm.

Phantom data were acquired with a starting activity of approximately 35 MBq of [18F]. A series of 10 min scans followed by a 15 min of rest were acquired, lasting in total for more than 3 half-lives (6 h), using the 250–700 keV energy window.

2.3.2 Raw Data Processing

The NEMA NU4-2008 [4] protocol requires that uncorrected sinograms holding only number of coincidences are processed. However, direct extraction of such data from the scanner was not possible. By default, the scanner saves the recorded coincidences (after application of the energy window) in the proprietary .tru files which essentially are histograms holding counts per detector combination with detector pair coordinates. The scanner’s software has the option to extract pre-corrected (for dead time and decay) FORE-3D sinograms [22] (Figure 1B), typically for Filtered Back-Projection reconstruction, which are not suitable for the execution of the NEMA protocol.

We addressed the issue by appropriately modifying the IO component of the STIR image reconstruction library [23] to read the .tru files and export projection data. Besides the new input function, the issue of the multiple detector layers, which are not currently supported by STIR, was addressed by means of simple...
geometrical translations in order to assign the events on a single cylindrical model.

Finally, as suggested in the NEMA protocol, Single Slice Rebinning was performed on the projection data using the tool provided in STIR (Figure 1A). The sum of all bins in the sinograms we generated was equal to the sum of events in the .tru file.

2.3.3 Assessment of Image Quality
A NEMA NU4-2008 image quality phantom [4] containing 2.5 or 10 MBq of 18F (representing low and high activity acquisitions in mice respectively) was scanned at the center and offset positions and alongside a (20 mL) syringe filled with the same activity as illustrated in (Figure 1B). The activity was within 2.5% of stated dose at acquisition start. PET acquisitions used the 250 – 700 keV energy window, with two bed positions to fully cover the phantom, over a period of 20 min (2 × 10 min) or 10 min (2 × 5 min) to assess the effect of different timeframes on image quality. CT acquisitions covered the entire PET field of view and were performed at 40 kV and 140 μA beam current, with 360 projections and 1 shot). Attenuation maps were generated from a segmented version of the CT image scaled to 511 keV, as part of the standard reconstruction process from the manufacturer.

Images were converted into DICOM format and loaded into a Mediso image analysis software (Mediso NEMA Tests, NEMA IQ) which automatically recognized the NEMA IQ phantom geometry and generated appropriate ROI’s for uniformity (%Standard Deviation (%STD)), Spill-Over ratio (SOR) and Recovery Coefficient (RC). Generated ROIs were manually positioned over the respective regions of the phantom, according to the protocol’s instructions, to return mean values and the percentage standard deviation.

In addition we sought to investigate whether the above figures of merit were consistent across the FOV. To assess this, we made acquisitions on single NEMA IQ phantoms positioned off-centre on the left- and right-hand side of the bore. For SOR assessments we also performed left- and right-sided offset acquisitions with the air chamber facing either toward or away from the scanner bore, in order to investigate any impact made through the inherent bias of the NEMA IQ phantom geometry. We also investigated the impact on dual phantom scanning when the NEMA IQ phantom is positioned on the left or right imaging bed.

Finally, we performed dynamic acquisitions at 10- and 20 min frames on centrally positioned NEMA IQ phantoms and dual offset positioned phantoms in order to assess the impact of reduced scan time on the same image quality metrics.

2.3.4 Image Reconstruction
PET image reconstruction was performed using Ordered Subsets-Expectation Maximization (OSEM) 2D, with 16 subsets after 2 full iterations. The 2D sinogram was generated using 3D Fourier Rebinning (FORE-3D) on the stored data files provided by the manufacturer. The stored sinograms were corrected for linearity and dead-time. In order to reduce the amount of blurring, the maximum ring difference was set to 16 rings and a span 3; the default settings recommended by the manufacturer. No post-filtering was applied in the reconstructed images.

The reconstruction was performed with all available corrections applied (randoms, scatter and attenuation) and included normalization. The reconstructed images had 175 × 175 voxels, with 64 slices for acquisitions with a single bed position and 116 for two bed positions. The voxel size was 0.39 × 0.39 × 0.775 mm³. CT reconstruction was performed using the manufacturer’s filtered back-projection algorithm.

3 RESULTS

3.1 Validation of the Simulation Model
The count rates of prompt, true, random, scattered events and the NECR of the measured phantom acquisition are presented in Figure 2A as a function of activity in the FOV, and summarized in Table 1. At a starting activity of 10 MBq, reflecting a suggested maximal injected dose for a mouse, the count loses are approximately 3.3% which increases to 9.76% when the activity doubles to 20 MBq; representative of a dual scanning scenario. The ratio between random and true events remains below 21% up to activities of 20 MBq, and the NECR has a peak of 105 kcps at 26 MBq. Comparison between this measured data and its simulated counterpart (Figure 2B) shows good agreement, with the simulation data returning a 4.5% reduction in NECR peak. Scatter fractions were comparable at both 10- and 20 MBq (19.65 and 18.26% vs. 20.9 and 19.35% respectively).

Furthermore, the scatter rate steadily increases in the measured centrally positioned acquisition until around 25 MBq is reached, peaking at 45.6 kcps (Figure 2A). This closely correlates to the simulated counterpart where the scatter rate peaks at similar activity levels. The simulated data, however, show that 57.9% of scattered events occur within the phantom, and 28.4% of events take place in the Delrin (polyoxymethylene) tube, which resides in the scanner bore to protect the detector rings and electronics. 30% of scattered events occur on the gantry shielding and less than 1% on the animal bed.

3.2 Simulation of Dual Scatter Phantoms
Simulations of the single NEMA scatter phantom in the offset bed position shows count losses of 0.98% at 10 MBq, increasing to 13.3% at 20 MBq (Figure 2C). Likewise, the dual scatter phantom simulation returned count losses at 5.78% and 17.26% for both 10- and 20 MBq, respectively. The rate of random events occurring appears to almost double from 10 to 20 MBq yet remains below 20% (Figure 2D). In the case of simulated offset and dual phantom acquisitions, the scatter rate continues to increase until a peak of 53.22- and 58.23 kcps at 30 MBq, respectively. The dual phantom simulation increased in scatter rate by 17.4% compared to the centered phantom (Table 2).

3.3 NEMA NU4 Image Quality Phantom
3.3.1 Static Phantom Acquisition
3.3.1.1 Uniformity
The uniformity, (%STD) at the center of the FOV, offset position and dual scanning, for initial activities 2.5- and 10 MBq, is
presented in Figure 3A. In Figure 3J, we present the corresponding CT images.

For both low (2.5 MBq) and high (10 MBq) acquisitions, the %STD increased when the phantom was placed at the offset position or when dual phantoms were scanned, compared to the single centered phantom case. Overall, %STD was higher for the low activity acquisitions (11–12%) vs those of higher activity (6–8%). Dual phantom acquisition returns 13% higher noise compared to single phantom acquisitions. We observe that line profiles placed over the uniform region of the NEMA IQ phantom and fitted with a polynomial (Figure 4) demonstrate asymmetrical fits for offset phantoms, with higher apparent activities closer to the scanner gantry. This phenomenon is not as apparent in the single centered phantom acquisitions and is not as apparent in the dual phantom cases. Interestingly, when OSEM 3D reconstruction was employed, the artefact was more pronounced (see Supplementary Data).

Phantom positioning on the left- or right-hand side of the scanner had little impact on uniformity. Similarly, placement of the air chamber facing inwards or outwards had little effect (Figure 3D, corresponding images Figure 3K).

Likewise, uniformity is comparable between dual phantom acquisitions with the NEMA IQ phantom placed on the left or right side (Figure 3G).

Doubling the scan time from 10 to 20 min reduces %STD by 38.1 and 29.5% in single centered phantom acquisition for 2.5- and 10 MBq, respectively (Figures 5A,D). Increasing the scanning time from 10- to 20 min for dual phantom scanning

---

**TABLE 1** Measured and simulated trues, scattered and randoms fraction for two activities.

| Activity (MBq) | Trues ratio | Scattered fraction | Random ratio | NECR |
|---------------|-------------|--------------------|--------------|------|
|               | Sim (%)     | Real (%)           | Sim (%)      | Real (%) | Sim (%) | Real (%) |
| 10            | 69.45       | 73.22              | 20.9         | 19.65   | 4.00    | 6.78     |
| 20            | 64.76       | 68.12              | 19.36        | 18.26   | 11.7    | 13.81    |

---

**FIGURE 2** Prompt, Trues, Random Scatter rates and NECR for the NEMA scatter phantom for (A) Experimental measurements at the central bed position. (B) Simulated central bed position. (C) Simulated off center, and (D) dual phantom scanning. The linear fit to the Prompts was performed for the first five points.
reduces the %STD of the uniformity by 34.4 and 26.0% for 2.5- and 10 MBq, respectively.

Adding a second activity source, as is the case for dual phantom scanning, increases the %STD 13.1 and 16.2% compared a single centered phantom at 2.5 MBq for both 10- and 20 min acquisition times, respectively. In the case of 10 MBq acquisitions, dual phantom scanning increases the %STD uniformity by 22.8 and 26.2% for 10- and 20 min acquisitions, respectively.

3.3.1.2 Recovery Coefficients
The mean values and %STD for the different phantom positions are presented in Figure 3C. The central slices of the rods taken from the 10 MBq acquisitions are shown in Figure 3M.

With the exception of the 10 MBq offset scan, acquisitions performed on phantoms positioned both centrally and offset return comparable data on recovery coefficients. In the case of the 10 MBq offset data, both the 3- and 5 mm diameter rods return recovery coefficients greater than 1. On the other hand, both offset acquisitions performed at 2.5- and 10 MBq show a more favourable recovery coefficient for the 1 mm compared to the centrally positioned scans. Finally, the dual phantom acquisitions show progressively poorer RCs with reducing rod size, with a reduction of 60 and 24% for the 2- and 1 mm rods, respectively, compared to the single offset acquisitions.

Recovery Coefficients remained generally consistent when the offset phantom was positioned on the left and right side of the scanner FOV (Figure 3F). Left side, air chamber facing outwards continued to show RC greater than 1.0 for 3- and 5 mm rods at 10 MBq, as did the 3 mm rod on the right side phantom, air chamber facing outwards at 2.5 MBq, but to a smaller extent. Interestingly, left side, air chamber facing inwards show a normal expected range of RC’s at 10 MBq, albeit with a comparatively reduced 2 mm RC. No particular observations could be made between 2.5- and 10 MBq acquisitions, except that the 2 mm RC appeared to be poorer at 10 MBq, excluding the aforementioned left side, air out acquisitions. However, these observations could be equally explained by the variability in the exact positioning of the rods.

When the NEMA IQ phantom is positioned at the right-hand side for dual phantom scanning, the 3 mm rod’s RC is poorer at both 2.5- and 10 MBq (Figure 3I). No other noteworthy difference can be seen between the RCs of the dual phantom acquisitions when the NEMA IQ phantom is position at either the left- or right-hand side.

Increasing the scan time from 10- to 20 min makes little difference to the overall mean values of the RC, with none of the mean values changing greater than 5.01% across all acquisitions, regardless of activity present and phantom orientation between single centered and dual phantom.
The %STD of the RC, however, reduced by 46.4, 39.3, 50.7, 52.6 and 31.8% in the 20 min scan as compared to the 10 min scan for 1-, 2-, 3-, 4- and 5 mm rods, respectively.

### 3.3.1.3 Spill-Over Ratio

The spill-over ratios for the air and water chambers in the NEMA IQ phantoms positioned centrally, offset and offset in combination with a second phantom are presented in Figure 3B. At central positions, the SOR in the water chamber is 27% higher than the air chamber at both 2.5- and 10 MBq. The SOR for both chambers increases when dual phantom data is acquired. Compared to the centrally positioned phantom, the chamber orientation data from single offset scans show that the SOR in water increases by 15% when the water chamber is closest to the edge of the bore yet reduces by 5% when the water is closer to the center (Figure 3E). Whereas in the same data, the SOR in air remains largely unchanged regardless of orientation. When the same data is compared between the left- and right-hand side of the bore, we see that the air chamber has a slight increase in SOR on the right side than that of the left side, whereas the water chamber remains largely unchanged. It is noticeable from Figures 3B,E that the activity levels make little difference, with 10 MBq acquisitions increasing the SOR only slightly in each case.

### 4 DISCUSSION

#### 4.1 Simulation of Multiple Phantoms

Both the measured and simulated prompt counts are in good agreement with Kehl et al. [24] and Zagni et al. [19] however, the latter study reports a marginally higher NECR. We suggest that this difference is due to the data processing method, as our results are produced by processing the raw sinograms, as suggested by the NEMA protocol. Other groups have reported the scanners’ counting performance [14, 25], however those studies used non-standard phantoms, making direct comparison difficult.

The offset and dual phantom simulations do not result in a marked increase in randoms and NECR when compared to the single centred phantom for both 10 to 20 MBq (Figure 2). However, in the simulated studies the scatter fraction increases for both the off-centre and dual phantom compared to the single phantom case at both activity levels (Figure 2; Table 2). Scatter fractions for the single phantom (19.7%) were in line with literature values (21%), [3] and are relatively high, due to either the small size of the gantry or the increased within-detector scattering resulting from the phoswitch design [26]. It is not possible to assess the effect of scatter on image quality directly as this will depend on the implemented corrections,
though these could be assessed with simulation studies. Given the high density of the Delrin gantry cover (1.41 g/cm³), our findings suggest that replacing the Delrin tube with a lower density material or removing altogether would significantly improve the scatter fraction. This simple modification could improve the NECR of the scanner and thereby provide better image quality at higher activity levels.

It has previously been proposed that the activity in the FOV at the time of acquisition should be approximately 90–95% of the NECR peak in order to improve image standardization [27]. In the case of the scanner being reviewed in this paper this corresponds to 18–20 MBq. Although, NECR has a valuable role in quantifying the statistical quality of the PET data, its value as a metric of image quality, with iterative reconstruction, is limited [28].

The image quality strongly depends on the many parameters of the reconstruction algorithm [29]. An increase in starting activity would allow for shorter imaging times, however this may result in an increase in absorbed dose to the animal above the threshold for biological effects [30], an issue for longitudinal studies, although our reported modest increase in random events associated with higher activities suggests that imaging with higher activities would have a relatively small impact to image quality.

### 4.2 Uniformity

Our results indicate a higher level of noise for the single phantom case than previously reported [3]. However, this data was acquired using a single bed position and with a different activity (3.7 vs. 2.5 MBq). It has been previously reported that multiple bed positions increase variability [31].

When more than one or off-centre sources of activity are present in the scanner, our findings suggest that the Sedecal Super Argus 2R scanner performs favourably compared to similar studies used other scanners. Siepel et al. [9] reported an 18.4% rise in %STD of the uniformity from a single, centrally positioned phantom, to dual offset acquisition, similar to our study. Reilhac et al. [11] reported a higher increase of 43% in the %STD of the uniformity when scanning a Derenzo...
Furthermore, Greenwood et al. [12] showed that the smaller, %STD from the standard deviations of the line probe into the FOV. That RC diminishes as more sources of activity are introduced phantoms simultaneously, which stands by our observations 1 mm diameter rod was not discernible when scanning four 'negativity constraint in the image reconstruction.

4.3 Recovery Coefficients
Recovery coefficients generally decreased for the dual case, as reported previously. The variation that is sometimes seen in RCs (e.g., the 10 MBq offset case) may be explained by the placement of the 1 mm rod being geometrically closer to the center of the FOV in case of the offset acquisitions as the exact position of rod geometry was not factored in our acquisition protocol (see Figure 3M).

Similar behavior has been observed and reported on by Aide et al. [32] and Siepel et al. [9], who attributed this to the combined effect of ‘over-estimation of scatter correction plus the non-negativity constraint in the image reconstruction’. Furthermore, Greenwood et al. [12] showed that the smaller, 1 mm diameter rod was not discernible when scanning four phantoms simultaneously, which stands by our observations that RC diminishes as more sources of activity are introduced into the FOV.

It should also be noted that the NEMA protocol derives the %STD from the standard deviations of the line profiles along axial directions and the %STD un assuming Gaussian error propagation. However, this is not the correct standard deviation of the RC as the %STD of the maximum value of a randomly distributed value is not the standard deviation of the underlying distribution [33]. This results in an artificial increase of RC for smaller sources.

The phoswich detector arrangement inherently provides DOI information, allowing for an improved and more uniform spatial resolution in the images [17]. This detector configuration should naturally reduce the spatial resolution degradation when scanning dual objects, allowing for reconstruction methods without Point Spread Function (PSF) correction to perform well under these conditions. This is in contrast to the reported performance of OSEM 2D reconstruction for the Inveon [9, 32].

Our data shows that RC values do not significantly change between 10- and 20 min imaging frames. However, as expected, the %STD of the RCs is markedly higher on the shorter imaging time frames regardless of activity or scan orientation.

4.4 Spillover Ratios
Our data indicated a dependence of SOR on gantry proximity. The apparent increase on the water container in the offset case could be a result either of limitations of the scatter correction algorithm, or by photons scattered by the Delrin tube, in close proximity at the edge of the gantry.

When scanning two subjects, the SOR increases by 17 and 12% for water and air, respectively. Siepel et al. [9] reported an approx. 32% increase in the SOR values for water and approx. 40% for air, albeit using a larger non-NEMA phantom in a scanner with a wider bore. The position dependency that we show for the single offset subject was not apparent in the dual case. As the SOR did not increase markedly between 2.5 and 10 MBq in the single centered case this suggests the effect is not due to the increased activity in the FOV.

No notable difference was observed in SOR between 10 and 20 min frames at both high and low activities, and between single centered and dual phantom scanning.

As Greenwood et al. [12] demonstrated, increasing the number of iterations during reconstruction may improve the SOR values. However, this may come at the expense of noise amplification, as shown by Gaitanis et al. [34]. The above, has not been assessed here.

When comparing simulated phantom data to NEMA IQ acquisition, it is worth noting that the SuperArgus2R has an axial FOV smaller than that of the NEMA phantom (47 vs. 50 mm), and thus NEMA IQ acquisitions used multiple bed positions. However, data on scatter fraction and NECR were acquired using effectively a single bed position as the NEMA protocol does not specify a similar setting for this case.

Image quality is also dependent on energy discrimination, and our studies used the 250–700 keV setting as used in other studies [3] and suggested to provide a good balance between counting performance and scatter rejection [35].

The primary application of preclinical PET at the University of Hull PET Research center is to assess the pharmacokinetics and biodistribution of novel imaging probes [36–39], for this application the degradation in image quality predicted for the two animal case is acceptable. For the application of existing tracers to provide physiological readouts in disease models, our data suggest that higher injected doses provide better image quality overall if dual animal scanning is warranted for logistical reasons [40].

5 CONCLUSION
In this study, we present the impact of dual subject scanning on the PET signal and image quality using the Sedecal SuperArgus 2R preclinical scanner. In brief, our experiments demonstrate a decrease in image quality between the single and dual phantom
cases, however of less magnitude than similar decreases reported for other scanners.

We conclude that the Sedecal AuperArgus 2R preclinical scanner is, therefore, suitable for dual animal scanning, particularly in biodistribution studies of novel radiotracers - as is a key operational objective of our facility. Regarding investigations looking into more subtle biological changes or smaller regions of interest, the scanning protocol and injected dose should be carefully considered to ensure that image quality is optimized throughout the field of view.
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