FIRE-3: updated stellar evolution models, yields, and microphysics and fitting functions for applications in galaxy simulations
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ABSTRACT

Increasingly, uncertainties in predictions from galaxy formation simulations (at sub-Milky Way masses) are dominated by uncertainties in stellar evolution inputs. In this paper, we present the full set of updates from the Feedback In Realistic Environment (FIRE)-2 version of the FIRE project code, to the next version, FIRE-3. While the transition from FIRE-1 to FIRE-2 focused on improving numerical methods, here we update the stellar evolution tracks used to determine stellar feedback inputs, e.g. stellar mass-loss (O/B and AGB), spectra (luminosities and ionization rates), and supernova rates (core-collapse and Ia), as well as detailed mass-dependent yields. We also update the low-temperature cooling and chemistry, to enable improved accuracy at \( T \lesssim 10^4 \) K and densities \( n \gg 1 \text{ cm}^{-3} \), and the meta-galactic ionizing background. All of these synthesize newer empirical constraints on these quantities and updated stellar evolution and yield models from a number of groups, addressing different aspects of stellar evolution. To make the updated models as accessible as possible, we provide fitting functions for all of the relevant updated tracks, yields, etc, in a form specifically designed so they can be directly ‘plugged in’ to existing galaxy formation simulations. We also summarize the default FIRE-3 implementations of ‘optional’ physics, including spectrally resolved cosmic rays and supermassive black hole growth and feedback.
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1 INTRODUCTION

It is now well established that ‘feedback’ from stars – e.g. coupling of stellar radiation, outflows/mass-loss, supernovae (SNe), etc., to ambient interstellar medium (ISM) gas – plays an essential role in galaxy formation. In the absence of stellar feedback, most of the gas in the cosmic web would rapidly accrete onto galaxies, cool on a time-scale short compared to the dynamical time, collapse, and fragment and turn into stars or brown dwarfs (Bournaud et al. 2010; Dobbs, Burkert & Pringle 2011; Harper-Clark & Murray 2011; Hopkins, Quataert & Murray 2011; Krumholz, Klein & McKee 2011; Tasker 2011), producing galaxies with properties grossly discrepant from observations (Katz, Weinberg & Hernquist 1996; Somerville & Primack 1999; Cole et al. 2000; Springel & Hernquist 2003; Kereš et al. 2009) almost independent of the ‘details’ of star formation (White & Frenk 1991; Kereš et al. 2009). Meanwhile observed galaxies are seen to turn their gas into stars at a rate of just a few percent per dynamical time (Kennicutt 1998), with molecular clouds disrupting owing to feedback after just a few percent of their mass becomes stars (Williams & McKee 1997; Evans 1999; Evans et al. 2009), and then galaxies appear to expel a large fraction of their mass into the circumgalactic medium (CGM; Aguirre et al. 2001; Pettini et al. 2003; Songaila 2005; Oppenheimer & Davé 2006; Martin et al. 2010; Werk et al. 2014; Tumlinson, Peeples & Werk 2017) in observed galactic winds (Martin 1999, 2006; Heckman et al. 2000; Sato et al. 2009; Chen et al. 2010; Steidel et al. 2010; Coil et al. 2011; Newman et al. 2012).

In the past decade, there has been remarkable progress capturing these feedback processes in simulations which attempt to capture the multiphase complexity of the ISM and CGM (Hopkins, Quataert & Murray 2012; Kim & Ostriker 2017; Grudić et al. 2019; Benincasa et al. 2020; Keating et al. 2020). These simulations have begun to resolve the self-consistent generation of galactic outflows and fountains alongside accretion on to galaxies (Narayanan et al. 2006; Anglés-Alcázar et al. 2017b; Hayward & Hopkins 2017; Muratov et al. 2017; Hafen et al. 2019, 2020; Ji et al. 2020; Hopkins et al. 2021a) and the turbulent processes within the ISM (Hopkins 2013b, c; Guszejnov, Hopkins & Ma 2017; Escala et al. 2018; Guszejnov, Hopkins & Grudić 2018; Rennehan et al. 2019; Gurvich et al. 2020).

Specifically, there have been major advances in both numerical methods and understanding the key physics of how SNe (Martizzi, Faucher-Giguère & Quataert 2015; Gentry et al. 2017; Rosdahl et al. 2017; Hopkins et al. 2018a; Smith, Sijacki & Shen 2018; Kawakatu, Wada & Ichikawa 2020), stellar mass-loss (Wiersma et al. 2009b;
Conroy, van Dokkum & Kravtsov 2015; Höfner & Olofsson 2018), and stellar radiation (Hopkins et al. 2011; Wise et al. 2012; Rosdahl & Teissier 2015;Emerick, Bryan & Mac Low 2018; Kim, Kim & Ostricker 2018; Hopkins & Grudić 2019; Hopkins et al. 2020a) couple to the ISM. One such example is the Feedback In Realistic Environments (FIRE) project (Hopkins et al. 2014), which represents an attempt to synthesize all of the major known stellar feedback channels directly from stellar evolution models, to combine them with the known ISM thermochemical cooling processes and cosmological initial conditions into predictive simulations of galaxy formation.

However, most of the galactic models above, including FIRE, utilize stellar evolution ‘inputs’ – e.g. stellar population-synthesis models that predict key inputs for feedback such as supernova rates and mass-loss rates and yields stellar population spectra – which themselves rely on stellar evolution libraries whose isochrones and mass-loss assumptions are, in turn, calibrated to observations that are often several decades old. Common basic assumptions (that all massive stars are single and non-rotating) are almost certainly incorrect, and some key empirical ingredients (e.g. calibration of giant-star mass-loss rates) have been revised by more than an order of magnitude in the past decade. Indeed, stellar astrophysics has seen a revolution in the last decade, with truly transformative, qualitatively new data (and orders-of-magnitude increase in data volume) coming from time-domain surveys such as Kepler (Howell et al. 2014; Silva Aguirre et al. 2015), astrometric distances from Gaia (Huber et al. 2017; Gaia Collaboration 2019), massive spectroscopic surveys such as SDSS and APOGEE (Ahn et al. 2014; Majewski et al. 2017; Jofré, Heiter & Soubiran 2019), alongside an enormous number of time-domain studies focused on binaries and explosions such as PTF/ZTF and ASAS-SN (Jayasinghe et al. 2018; Bellm et al. 2019), and now accompanying gravitational-wave constraints from LIGO. These radical improvements in observations have been accompanied by explosive growth in theory and modelling, utilizing new codes and techniques and data to fundamentally revise our understanding of e.g. basic stellar evolution and interior dynamics, rotation, binarity, mass-loss, and the pre-explosion physics that is crucial for nucleosynthetic yields (Paxton et al. 2015; Ness et al. 2016; Marigo et al. 2017; Silva Aguirre et al. 2017; Aerts 2021; Aerts, Mathis & Rogers 2019).

Meanwhile there have been a number of other important advances for galactic ‘inputs’, e.g. better constraints on the redshift evolution and shape of the meta-galactic ultraviolet background (UVB; e.g. Khaire et al. 2019; Worseck et al. 2019; Gaikwad et al. 2021) and timing of reionization from Cosmic Microwave Background (CMB) and Gunn–Peterson measurements (e.g. Hoag et al. 2019; Planck Collaboration 2020a, and references therein), and an explosion of data on cold atomic and molecular gas from facilities such as ALMA that can probe the detailed thermo-chemical state of ISM metals and gas at densities n ≳ 1 cm⁻³ and T ≪ 10⁴ K (e.g. Combis 2018).

The collection of these advances warrants updating the basic input assumptions of our previous galaxy formation simulations. In this paper, we therefore synthesize and present the updated set of stellar evolution libraries, yields, cooling functions, and other assumptions that underpin the FIRE simulations, constituting the ‘FIRE-3’ version of the FIRE simulation code. In Section 2, we provide a brief overview of previous FIRE versions and motivations for this study, and describe the range of applicability of the fitting functions provided here. Section 3 describes the updates to treatment of fluid dynamics (Section 3.1), the UV background (Section 3.2), stellar evolution tracks (Section 3.3), Solar abundances (Section 3.4), cooling physics (Section 3.5), treatment of HII regions (Section 3.6) and other radiative feedback channels (Section 3.7), SNe (Section 3.8), stellar mass-loss (Section 3.9), star formation criteria (Section 3.10), and nucleosynthetic yields (Section 3.11). We then summarize the FIRE-3 implementations of ‘optional’ physics which will be used in some (but not all) FIRE-3 runs, specifically explicit evolution of cosmic rays (CRs; Section 3.12) and black hole accretion/feedback (Section 3.13). In Section 4, we briefly compare the effects of the updates to the default FIRE-3 model on galaxy formation simulations, and conclude in Section 5. Some additional tests are presented in Appendix A, and additional details of the mechanical feedback implementation are in Appendix B.

2 OVERVIEW AND BACKGROUND

2.1 FIRE-1 and FIRE-2

The first version of the FIRE code – FIRE-1 – attempted to synthesize the core physics of stellar feedback from SNe (Ia and II), stellar mass-loss (O/B and AGB mass-loss), and radiation (photoheating, ionization, and pressure) together with detailed cooling physics from ∼ 10¹⁰ K, into fully cosmological simulations of galaxy formation (Hopkins et al. 2014). Subsequent work used this code to study a wide variety of topics ranging from detailed properties of dwarf galaxies (Chan et al. 2015; Ohorbe et al. 2015; El-Badry et al. 2016), elemental abundance patterns in galaxies (Ma et al. 2016), galactic outflows and the CGM (Faucher-Giguere et al. 2015; Muratov et al. 2015; Van de Voort et al. 2016; Hafen et al. 2017), the origins of star formation scaling relations (Orr et al. 2017; Sparre et al. 2017), and high-redshift and massive galaxy populations (Feldmann et al. 2016, 2017; Oklopcíć et al. 2017).

These and related papers which developed the numerical methods (Hopkins et al. 2011, 2012) represented an initial attempt to directly take the outputs of stellar evolution models and apply them in galaxy-scale simulations to model salient stellar feedback rates. However, the input stellar evolution models from STARburst99 (Leitherer et al. 1999), while widely used at the time, generally relied on stellar evolution tracks (e.g. Bruzual & Charlot 2003), which assumed non-rotating, non-binary stellar populations, with mass-loss rates for massive stars at early and intermediate ages which were calibrated to older observations that have since been revised significantly (towards slower mass-loss rates; e.g. Smith 2014).

Many of the key isochrone inputs and outputs were calibrated to stellar observations from before 1990 (e.g. Weidemann & Koester 1983; Oلون et al. 1984; Knapp & Morris 1985; Weidemann 1987; Bloecher 1995). As a result, even some of the first FIRE-1 studies noted that some quantities: e.g. detailed elemental abundance patterns within galaxies, or the escape fraction of ionization photons, were quite different if one considered more ‘state-of-the-art’ stellar evolution and/or yield models instead (see Ma et al. 2015, 2017). Moreover, some of the approximations used in FIRE-1 (and FIRE-2) – for example, treating core-collapse SNe (CCSNe) yields as IMF-averaged, as opposed to tracking different yields from different stellar mass progenitors, or treating low-temperature molecular gas with a simple subgrid molecular fraction estimator – significantly limit the predictive power for modelling e.g. different detailed internal abundance spreads, or cold gas observables like CO (Bonaca et al. 2017; Escala et al. 2018;Keating et al. 2020;Muley et al. 2021).

http://fire.northwestern.edu
None the less, the next version of FIRE, FIRE-2 (Hopkins et al. 2018b),\(^2\) attempted for the sake of consistency to keep the physical inputs (e.g. stellar evolution assumptions, feedback rates, etc.) fixed to FIRE-1 values as much as possible, while updating instead the numerical methods. This represented a major update to numerical accuracy, utilizing a new hydrodynamic (HD) solver with a flexible arbitrary Lagrangian–Eulerian method (Hopkins 2015) as opposed to the Pressure-SPH method used for FIRE-1 (Hopkins 2013a), enabling the accurate numerical addition of new physics such as magnetic fields (Hopkins & Raives 2016), anisotropic diffusion (Hopkins 2017b), and CRs (Chan et al. 2019; Su et al. 2020; Hopkins et al. 2020b). It also made major improvements to the accuracy of the gravitational force integration, and numerical treatment/coupling of both mechanical (SNe and mass-loss; Hopkins et al. 2018a) and radiative (Hopkins et al. 2020a) feedback ‘injection’ which improved convergence. Together these enabled order-of-magnitude higher-resolution simulations reaching \(\sim 30 \, \text{M}_\odot\) resolution in small dwarfs and \(\sim 3000 \, \text{M}_\odot\) resolution in Local-Group (MW + Andromeda) haloes (Wetzel et al. 2016; Garrison-Kimmel et al. 2019a; Wheeler et al. 2019), and produced a large number of detailed results studying a wide variety of galaxy properties, including behaviour of different ISM phases (e.g. El-Badry et al. 2018b; Moreno et al. 2019, 2021; Benincasa et al. 2020; Gurvich et al. 2020), detailed galactic structure and scaling relations (e.g. Orr et al. 2018; El-Badry et al. 2018a; Sanderson et al. 2020; Wellons et al. 2020; Bellardini et al. 2021; Yu et al. 2021), satellite and dark matter properties (e.g. Garrison-Kimmel et al. 2019b, a; Necib et al. 2019; Samuel et al. 2020; Santistevan et al. 2020), and properties of the CGM (e.g. Hafen et al. 2019, 2020; Ji et al. 2020; Li et al. 2021; Stern et al. 2021).

### 2.2 FIRE-3

In this new version of FIRE, FIRE-3, our goal is not to change our core numerical methods, nor to change the fundamental physics being simulated. Instead, it is to update the ‘known’ microphysics, particularly the treatment of stellar evolution, yields, ISM cooling and chemistry, to more accurate and complete inputs that enable more detailed observational predictions. We stress that this is not a numerical methods paper. All of the relevant numerical methods for the default version of FIRE-3 are described and extensively tested in the lengthy FIRE-2 numerical methods papers, specifically the series Hopkins et al. (2018b, 2018a, 2020a), but also including the updates for various ‘non-default’ physics (e.g. black holes, CRs, etc.) where relevant in Anglés-Alcázar et al. (2017c), Ma et al. (2018), Su et al. (2018b), Garrison-Kimmel et al. (2019a), Chan et al. (2019), and Hopkins et al. (2020b). We do make some minor numerical modifications to the ‘default’ treatment in FIRE-3 for improved accuracy, all of which we describe below, but even these are all modifications proposed and tested specifically in the FIRE-2 numerical methods papers above. We also stress that all of these updates are driven by more accurate theoretical and empirical inputs to the ‘microphysics,’ rather than any ‘desired’ result on galactic scales.

As with previous versions of FIRE, we implement all physics here in the GIZMO code (Hopkins 2015).

\(^2\)The FIRE-2 simulations are publicly available via Wetzel et al. (2022) at http://flathub.flatironinstitute.org/fire

### 2.3 Utility and range of applicability of inputs

For the sake of making the updated models public in the most useful form for other galaxy formation simulations, we have endeavored to reduce as much as possible the new stellar evolution and cooling physics to simple, easily implemented fitting functions, which can be immediately inserted into different numerical simulation codes and/or semi-analytic models for galaxy and star formation.

The types of models for which these are applicable are those with resolution broadly in the range \(\sim 10^{-10} \, \text{M}_\odot\) (mass) or \(\sim 0.1 - 100 \, \text{pc} \) (force/spatial), which attempt to explicitly treat/resolve some of the multiphase structure of the ISM and/or CGM (e.g. the existence of giant molecular cloud complexes), and spatially and time-resolved galactic star formation and SNe/stellar feedback events (e.g. the time between individual SNe in a single-star particle is generally much larger than its numerical time-step), but with insufficient resolution to actually model/predict an individual (proto)stellar collapse and masses and accretion/evolution tracks (aka forward-modelling stellar accretion and the IMF). For significantly higher-resolution simulations, different algorithms such as those in e.g. STARFORGE (Grudić et al. 2021; Guszejnov et al. 2021) are required, which can correctly treat every star as an evolving-mass sink particle and deal with accretion and feedback from individual proto and main-sequence stars along independent stellar evolution tracks. For significantly lower-resolution simulations, different algorithms like those in MUFASA or SIMBA (Davé, Thompson & Hopkins 2016; Davé et al. 2017, 2019; Thomas et al. 2019), which treat stellar feedback as a continuous, collective processes integrating implicitly over (rather than trying to directly numerically resolve) different star-forming regions and ISM phases, are more appropriate.

### 3 UPDATES FROM FIRE-2 TO FIRE-3

We now describe all updates from FIRE-2 to FIRE-3. ‘Default’ FIRE-2 should be understood to be the version presented and studied extensively in Hopkins et al. (2018b). Any details that we do not explicitly describe as modified in this section remain identical in FIRE-3 and FIRE-2.

#### 3.1 Fluid dynamics, magnetic fields, conduction, and viscosity

##### 3.1.1 Improved face error detection

The fluid dynamics solver is largely unchanged, using the same meshless finite-mass method as FIRE-2. The only change is a slightly improved treatment of special cases, discussed in Hopkins (2015), where one simultaneously has (1) strong fluxes, (2) elements with extremely different densities (hence kernel/cell sizes) interacting directly, and (3) a pathological spatial configuration of neighbouring elements (e.g. all \(\sim 32\) nearest cell centres nearly aligned in a plane). In this case, the matrix inversion procedure needed to determine the effective faces for HD fluxes becomes ill-conditioned, and floating point errors can lead to artificially large (or small) fluxes. We have improved the procedure from Hopkins (2015) for dealing with such cases, by simultaneously (1) pre-conditioning the matrices to reduce floating-point errors, (2) adaptively expanding the neighbour search to ensure dimensionless condition numbers (as defined in appendix C of Hopkins 2015) \(\leq 10^{3}\), and (3) limiting the effective face area to the maximum possible geometric area between neighbour cells. This newer treatment is the default behaviour in the public GIZMO code.
(see Hopkins 2017a), but was not implemented in FIRE-2 to ensure code-consistency. But in any case, this occurs rarely and has small effects.

3.1.2 Additional ‘default’ physics

In FIRE-3, certain physics that were ‘optional’ in FIRE-2 are now ‘default.’ This includes turbulent transport of passive scalars (e.g., metals), following Hopkins et al. (2018b) Appendix F3 (see Colbrook et al. 2017; Su et al. 2017; Escala et al. 2018, for validation tests), and kinetic magnetohydrodynamics (MHD), i.e. magnetic fields (see Hopkins & Raives 2016; Hopkins 2016, for the GIZMO MHD methods) with fully anisotropic Spitzer–Braginskii conduction and viscosity as in Hopkins (2017b; with the coefficients given in Hopkins et al. 2020b, scaling appropriately with the plasma state, accounting for saturation and limitation by plasma instabilities; Cowie & McKee 1977; Squire, Schekochihin & Quataert 2017; Komarov et al. 2018).

As shown in Su et al. (2017, 2018a), Hopkins et al. (2020b), Chan et al. (2019), and Ji et al. (2020), while important for predicting certain properties and regulating e.g. CR transport, these physics generally have small effects on bulk galaxy properties. FIRE-3 also includes, by default, the abundance ‘tracers’ (following an additional set of passive scalars to model trace metal species) model of Wetzel et al. (in preparation).

3.2 UV background

FIRE-2 adopted the meta-galactic UVB spectrum, as a function of redshift, from Faucher-Giguère et al. (2009). Since this time observational constraints on the UVB have greatly improved. For example, the tabulation used in FIRE-2 produced a redshift of HI reionization $z \sim 10$, consistent with WMAP-7 constraints (Komatsu et al. 2011) but too high compared to more recent Planck data and other measurements that imply a lower reionization mid-point $z \lesssim 8$ (e.g. Planck Collaboration 2020b). For FIRE-3, we update the assumed UVB to the more recent Faucher-Giguère (2020) model, which synthesizes and better reproduces a number of different empirical constraints including updated luminosity functions, stellar spectra including binary stars, obscured and non-obscured active galactic nuclei (AGN; following Shen et al. 2020), intergalactic HI and He II photoionization rates measured at $z \sim 0$ and 6, and the local X-ray background. As demonstrated in Ōsorbe, Hennawi & Lukić (2017) and Puchwein et al. (2019), UVB models that assume the intergalactic medium (IGM) is optically thin will produce earlier reionization than intended if applied without correction in simulations like ours to the pre-reionization Universe (which is opaque to ionizing photons and not yet in ionization equilibrium). The UVB tabulation we use for FIRE-3 therefore adopts the ‘effective’ photoionization and photoheating rates calibrated to match correctly the Planck 2018 reionization optical depth and recent constraints from quasar absorption spectra on HeII reionization (Khaire 2017; Worseck et al. 2019). These effective rates produce more accurate redshifts of HI and HeII reionization in the simulations; these correspond to the sharp drops in the HI and HeII photoionization rates at $z > 7$ and $z > 3$ for the FIRE-3 model in Fig. 1.4

---

3The public version of GIZMO is available at http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
4The updated UVB model is available in the TREECOOL file with the public GIZMO code (http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html) or alternatively at https://galaxies.northwestern.edu/uvb-fg20/
3.3.2 Stellar luminosities

The updated bolometric luminosities per unit stellar mass $L/M_*$ are well fit by:

$$
\frac{L/M_*}{L_*/M_\odot} = \begin{cases} 
\frac{a_{L,1}}{t/t_{L,1}} \Psi_{L,1} & (t \leq t_{L,1}) \\
\frac{a_{L,1}}{t/t_{L,1}} \frac{a_{L,2}}{t/t_{L,2}} f_{L,2} & (t_{L,1} < t \leq t_{L,2}) \\
\frac{a_{L,2}}{t/t_{L,2}} f_{L,2} & (t_{L,2} < t)
\end{cases}
$$

(1)

where

$$
\Psi_{L,1} \equiv \ln \left( \frac{a_{L,1}}{a_{L,1}} \right) \ln \left( \frac{t}{t_{L,1}} \right),
$$

$$
\Psi_{L,2} \equiv -1.82 \left[ 1 - 0.1 \left\{ 1 - 0.073 \ln \left( \frac{t}{t_{L,2}} \right) \right\} \ln \left( \frac{t}{t_{L,2}} \right) \right],
$$

$$
f_{L,2} \equiv 1 + 1.2 \exp \left( -\frac{(\ln(t/t_{L,3}))^2}{a_{L,3}} \right),
$$

with $(a_{L,1}, a_{L,2}, a_{L,3}) = (800, 1100 \, \text{z}^{-0.1}, 0.163)$ and $(t_{L,1}, t_{L,2}, t_{L,3}) = (1.2, 3.7, 1200) \, \text{Myr}$.

The bolometric ionizing photon flux is given by $L_{\text{ion}} = f_{\text{ion}} L$ with a fraction $f_{\text{ion}} = f_{\text{ion},1}$ at $t < t_{\text{ion},1}$, $f_{\text{ion}} = f_{\text{ion},1} \left( t/t_{\text{ion},1} \right)^{-2.9}$ for $t_{\text{ion},1} \leq t < t_{\text{ion},2}$, and $f_{\text{ion}} = 0$ at $t > t_{\text{ion},2}$ with $f_{\text{ion},1} = 0.5$ and $(t_{\text{ion},1}, t_{\text{ion},2}) = (3.5, 150) \, \text{Myr}$. The ratio of far-UV (FUV)/near-UV (NUV)/optical flux to bolometric, needed for our five-band radiation treatment, remains identical to FIRE-2.

These fits are similar to FIRE-2, as shown in Fig. 2, with slightly reduced (by ~40 per cent) zero-age main sequence bolometric luminosities (but only ~20 per cent reduced in FUV + ionizing bands, with harder spectra favoured by many observations; see e.g. Steidel et al. 2016) owing to rotation, and a slightly stronger optical feature (the ‘bump’ at $t \sim 1 \, \text{Gyr}$, owing to giants, though this has little effect on the integrated output) followed by slightly more rapid decline (with the integrated photon energies integrated to 10 Gyr reduced by just ~20 per cent).

3.3.3 Core-collapse rates

The updated CCSN rate is well-fit by:

$$
\frac{R_{\text{CC}}/M_*}{\text{Gyr}^{-1}M_\odot^{-1}} = \begin{cases} 
0 & (t < t_{S,1} \text{ or } t > t_{S,3}) \\
\frac{a_{S,1}}{t/t_{S,1}} \Psi_{S,1} & (t_{S,1} \leq t \leq t_{S,2}) \\
\frac{a_{S,2}}{t/t_{S,2}} f_{S,2} & (t_{S,2} \leq t \leq t_{S,3})
\end{cases}
$$

(2)

where

$$
\Psi_{S,1} \equiv \ln \left( \frac{a_{S,1}}{a_{S,1}} \right) \ln \left( \frac{t}{t_{S,1}} \right),
$$

$$
\Psi_{S,2} \equiv \ln \left( \frac{a_{S,2}}{a_{S,1}} \right) \ln \left( \frac{t}{t_{S,2}} \right),
$$

and $(t_{S,1}, t_{S,2}, t_{S,3}) = (3.7, 7.0, 44) \, \text{Myr}$. In FIRE-2 each CC SNe carried an identical IMF-averaged ejecta mass 8.72 $M_\odot$, metal yield, and ejecta energy $E = 10^{51}$ erg. In FIRE-3 the ejecta masses, yields, and energies vary as described below (Section 3.11). These are treated numerically (accounting for thermal and kinetic energy in detail) per Section 3.8.

While this interpolates the declining CC SNe rates more accurately between $t \sim 10 \sim 40 \, \text{Myr}$ compared to our FIRE-2 fit (both are compared in Fig. 2), the duration of the CC phase, total number, mass, and energetics of CC SNe are all identical to within < 10 per cent (the total CC energy is ~7 per cent larger at Solar metallicity).

Figure 2. Comparison of the SSP bolometric light-to-mass-ratio $L/M_*$ (top), SNe rate (middle), and cumulative SNe number (bottom), versus SSP age, at solar abundances, in FIRE-2 (blue dotted) and FIRE-3 (black solid), per Section 3.3. These depend only weakly on metallicity. Rotation and updated calibrations for stellar isochrones lead to relatively small changes in either $L/M_*$ or the CCSNe rate (SNe before $\lesssim 44 \, \text{Myr}$). The Ia rate (middle) is appreciably different: the more realistic and well-motivated delay-time-distribution scaling as $t^{-1.1}$ in FIRE-3 leads to a significant enhancement in the Ia rate between $\sim 100 \sim 3000 \, \text{Myr}$, although the Hubble-time-integrated Ia number is only a factor $\sim 1.6$ larger (bottom).

3.3.4 Ia rates

The Ia rate is not given by STARBURST99: we update the FIRE-2 model taken from Mannucci, Della Valle & Panagia (2006; which has a small prompt component, and underpredicts the cosmological Ia rate by a factor $\sim 2$ compared to more recent observational estimates) to the fits to various constraints on the Ia rate from Maoz & Graur (2017), with an integrated number $1.6 \times 10^{-3}$ of Ia’s per solar mass over a Hubble time, and a $t^{-1.1}$ dependence including both prompt and delayed contributions. The ‘initial’ delay time (time of first Ia)
remains unconstrained so long as it is \( \lesssim 100 \) Myr; for consistency, we set this to be equal to the time of the last CCSNe. The Ia rate is then:

\[
\frac{R_{\text{Ia}}/M_*}{\text{Gyr}^{-1} M_*^{-1}} = \begin{cases} 0 & (t \leq t_{ba,1}) \\ a_{ba,1} (t/t_{ba,1})^\psi_{ba,1} & (t_{ba,1} \leq t) \end{cases}
\]

where \( t_{ba,1} = t_{5,3} = 44 \) Myr, \( \psi_{ba,1} = -1.1, a_{ba,1} = 0.0083 \). All Ia’s carry \( 10^{51} \) erg of initial ejecta kinetic energy (coupled numerically in the same method as CCSNe), a total ejecta mass = \( 1.4 M_\odot \), and yields given below.

This Ia delay time distribution differs appreciably from the FIRE-2 fit, as seen in Fig. 2 (for additional tests of this model in FIRE, see Gandhi et al. 2022); the onset time for Ia and rates at \( \sim 50 \) Myr and \( \sim 5 \) Gyr are similar, but the smooth decline means the Ia rate in the new fits between \( \sim 0.08 - 2 \) Gyr is much higher, while the rate at \( \sim 10 \) Gyr is a factor 2–3 lower. Integrating these rates from age 0 to age 1, 10, and 13.7 Gyr, the new fit gives a factor of 2.4, 1.8, and 1.5 (respectively) more Ia’s per unit mass.

### 3.3.5 OB and AGB mass-loss rates

The updated total stellar mass-loss rate (including all massive-star/OB and late-time, lower-mass AGB mass-loss processes) is well-fit by:

\[
\frac{M_*/M_*}{\text{Gyr}^{-1}} = \begin{cases} a_{w,1} & (t \leq t_{w,1}) \\ a_{w,1} (t/t_{w,1})^{\psi_{w,1}} & (t_{w,1} < t \leq t_{w,2}) \\ a_{w,2} (t/t_{w,2})^{\psi_{w,2}} & (t_{w,2} < t \leq t_{w,3}) \\ a_{w,3} (t/t_{w,3})^{\psi_{w,3}} & (t_{w,3} < t) \end{cases}
\]

where \( \psi_{w,1} = \ln (a_{w,1}/a_{w,2})/\ln (t_{w,2}/t_{w,1}), \psi_{w,2} = -3.1, \psi_{w,3} = (1.7, 4.0, 20, 800) \text{ Myr} \), and \( a_{w,1,2,3, A, A_{1,2}} = (1.7, 4.0, 20, 800) \text{ Myr} \).

The first (piecewise power-law) term represents the dominant contribution from line-driven OB winds, hence its strong scaling with progenitor metallicity, while the second \( (a_{w,1} \text{ term}) \) represents the dominant contribution from AGB outflows, which in modern models depends negligibly on progenitor abundances. The updated continuous input momentum

\[
M_* \text{ (as } v_{\text{w, inj})} \text{ and kinetic energy } (M_* v_{\text{w, inj}}^2/2) \text{ fluxes associated with this mass-loss at injection are fit by:}
\]

\[
v_{\text{w, inj}} = \begin{cases} 300 & (t_{i,1}, t_{i,2}) = (3, 50) \text{ Myr} \end{cases}
\]
At solar abundances, pre-SNe ($t \lesssim 4$ Myr) OB wind strengths are reduced by $\sim 40$ per cent in these FIRE-3 fits compared to FIRE-2, but their duration is extended, owing to rotation (producing similar total mass-loss integrated to 100 Myr at solar abundances, but factor $\sim 2$–3 lower mass-loss at low metallicities). The AGB mass-loss rates are systematically lower compared to FIRE-2 at ‘early’ (for AGB stars) times (by factors $\sim 10$–20 at $\sim 100$ Myr) though they catch up at later times, when most of the actual mass is lost – even though the rate is lower, the total time is much larger, so the total AGB mass loss is only lower by a modest factor at Solar and subsolar abundances. In the newer models, integrated AGB mass-loss from 0.1 – 10 Gyr is $\sim 8$ – 10 per cent of the initial single-stellar-population (SSP) mass.

### 3.3.6 Abundances for stellar evolution scalings

The reference stellar evolution models do include progenitor metallicity dependence, but exclusively assume solar abundance ratios. To scale with metallicity, we must therefore choose a reference abundance. In FIRE-2, we defined the reference abundance for stellar evolution tables as $Z_{\odot}$. However, the actual stellar physics processes which scale significantly with abundance (e.g. resonant-line-driven mass-loss rates and ionizing photon production rates) are strongly dominated by iron, since this dominates the opacities in the relevant portions of the spectrum. In FIRE-3, we therefore scale the stellar evolution models specifically off the iron abundance, defining $z = 10^{[Fe/H]}$. This can be important for winds and radiative feedback in dwarf galaxies, where $[a/Fe] > 0$ typically (so e.g. $Z_{\odot}$ can be much larger than $z$).

### 3.4 Reference and initial metallic abundances

FIRE-2 adopted the older Anders & Grevesse (1989) reference values for solar composition, with e.g. $Z \sim 0.02$. In FIRE-3, we follow the newer stellar evolution models and scale to the Asplund et al. (2009) proto-solar abundances (see also Lodders 2019), with mass fractions of (Z, He, C, N, O, Ne, Mg, Si, S, Ca, Fe) = (0.0142, 0.2703, 2.53e-3, 7.41e-4, 6.13e-3, 1.34e-3, 7.57e-4, 7.12e-4, 3.31e-4, 6.87e-5, 1.38e-3).

In FIRE-2, owing largely to difficulty capturing metal-free cooling, we initialized our simulations with a uniform metallicity floor $Z = 10^{-4} - 10^{-5} Z_{\odot}$ with solar abundance ratios. In FIRE-3, this is no longer necessary, so we begin from pure primordial gas (potentially relevant for abundances of ultra-faint dwarfs at early times).

#### 3.5 Cooling and neutral gas physics

In FIRE-2, gas cooling at low temperatures ($\lesssim 10^4$ K) and/or high densities ($\gtrsim 1$ cm$^{-3}$) was treated using a particularly simple fitting function to tabulated CLOUDY (Ferland et al. 1998) results, as a function of the local density, temperature, and metallicity; all details are given in the appendices of Hopkins et al. (2018b). In FIRE-3, we update this to follow the thermal state of the cold ISM in more detail. Note temperatures $T$ below are in K and units are cgs.

(i) Cooling from mostly neutral gas: In FIRE-3, we model the cooling from mostly neutral molecular gas using the combination of detailed scalings from several sources. We replace the simple fitting function for $\Lambda_{\text{cool}}$ in Hopkins et al. (2018b) appendix B with $\Lambda_{\text{neutral}} = (\Lambda_2 + \Lambda_{\text{H}_2} + \Lambda_{\text{H}_2})$ erg s$^{-1}$ cm$^3$, representing molecular + fine structure cooling from metals, H$_2$ and HD.

$\Lambda_{\text{H}_2}$ is the H molecular-to-nucleon number ratio (so scales from 0 < $f_{\text{mol}} < 1$), $\tilde{n} = \Lambda_{\text{H}_2}/\Lambda_{\text{LTE}}$, $\Lambda_{\text{H}_2} = \sum f_i \Lambda_i$ sums over the cooling rates from interactions between H$_2$ and species $i = (e^-, H^+, H_2, H, He)$ with number-to-nucleon ratio $f_i$. For $\Lambda_{\text{H}_2}$, $\tilde{n}$ and $i = (e^-, H^+, H_2, He)$, we adopt the fits from Glover & Abel (2008), assuming a fixed 3:1 ortho–para ratio (table 8 therein), with

$$\log_{10}[\Lambda_{\text{H}_2}] = -103 + 97.59 x + 48.05 x^2 - 10.8 x^3 - 0.932 x^4$$

from Galli & Palla (1998) for $x = \log_{10}T$. We take $\Lambda_{\text{LTE}} = 10^{-22} (\text{cm}^{-3} \text{K})^{1.38} = 16000 (\text{cgs})$.

For metals, $\Lambda_{\text{metal}} \equiv \tilde{n} \Lambda_{\text{metal}} \equiv \Lambda_{\text{metal}} / (1 + R_{\text{metal}})$, $\tilde{R}_{\text{metal}} = (f_{\text{metal}} / f_{\text{HD}})\tilde{n}$, $f_{\text{metal}} \equiv \text{MIN}(0.00126 f_{\text{metal}}, 0.00004 f_{\text{metal}})$, $f_{\text{neutral}}$ the neutral H fraction, $\Lambda_{\text{metal}} = 10^{-25} \left(1.555 + 1.0272 T_7^{0.72} e^{-1.28T_7} + 2.406 + 0.1232 T_7^{0.92} e^{-2.55T_7} / T_7^{0.72} \right)$ following Galli & Palla (1998). For metals, $\Lambda_{\text{Z, atomic}} \equiv \tilde{n} f_i \Lambda_{\text{Z, metal}}$, $\Lambda_{\text{Z, atomic}} = f_i \left(4.7 \times 10^{-15} + 1.08 \times 10^{-13} T_7^{0.5} \right)$ for $1 < T_7 < 10^3$, $\tilde{n} = 10^{-8} \left(1 + n_{\text{H}/\text{H}_2} \Lambda_{\text{H}_2} \right)$ from Habing (1968).

For $f = 1/\left[1 + (n_{\text{H}_2}/G_0)^3 \right]$, $G_0$ is the local FUV radiation flux (as propagated for photo-electric heating) in Habing units. $\Lambda_{\text{metal}} = 2.73 \times 10^{-31} T_7^{1.5} / (1 + n_{\text{H}}/n_{\text{H}_2})$ (from Habenlag &
McKee 1979)\(^8\) with \(n_{\text{gas}} = 1.9 \times 10^4 \text{cm}^{-3} T_0^{0.5}/(1 + \Sigma_{\text{gas}}/\Sigma_{\text{cr}})\), \(\Sigma_{\text{cr}} = 3 \times 10^{-5} \text{g cm}^{-2} T/'_{\text{C}}\), where \(z_{\text{C}} \equiv 10^{3}\text{cm}^{-1}\) is the carbon abundance and \(\Sigma_{\text{gas}}\) is the column density integrated to infinity with the same Sobolev approximation used for shielding (Hopkins et al. 2018b). We have verified that these expressions give similar results for similar conditions and processes to e.g. more complicated networks like those in Glover & Clark (2012), Richings, Schaye & Oppenheimer (2014), and Gong, Ostriker & Wolfe (2017).

(ii) Molecular fractions: Although our neutral gas cooling functions do not include all possible processes, the dominant uncertainty is not the neglect of particular chemical channels, but the molecular fraction \(f_{\text{mol}}\). In FIRE-2, we estimated \(f_{\text{mol}}\) using the particularly simple expression from Krumholz & Gnedin (2011), which is a function only of metallicity \(Z\) and \(\Sigma_{\text{gas}}\) (making assumptions about how typical radiation fields and gas density structure behaves with these quantities), and does not correctly extrapolate to low \(f_{\text{mol}} < 1\) (it gives unphysical values at low density or low \(Z\)), which can be important for primordial gas cooling.

In FIRE-3, we update this to explicitly follow and allow for non-equilibrium H\(_2\) chemistry, with a simplified H-only chemical network depending on the local gas, dust, CR, and radiation fields. After operator-splitting advection and HD terms, we approximate the rate equation for the evolution of the molecular hydrogen H\(_2\) number density by:

\[
\frac{d\bar{n}_{\text{H}_2}}{dt} = \alpha_Z f_{\text{d},0} C_2 \bar{n}_H \bar{n}_{\text{H}_2} + \alpha_{\text{GB}} C_2 \bar{n}_H \bar{n}_{\text{H}_2} + \alpha_{\text{GB}} C_1 \bar{n}_{\text{H}_2} \left( \bar{n}_{\text{H}_2} + \frac{\bar{n}_H}{8} \right) - \Gamma_{\text{H}_2} \bar{n}_{\text{H}_2} - \bar{\Omega}_{\text{H}_2} - \sum_i \bar{n}_{i,\text{H}_2} C_2 \bar{n}_H \bar{n}_i 
\]  

(6)

Here, we must account for finite-resolution effects: \(\bar{n}_i = \langle n_i \rangle = N_i/\nu_i\) is the volume-averaged number density of \(x\) within a simulation cell \(i\) (what is actually evolved), and \(\bar{C}_m = \langle n^m \rangle/n^m\) is the \(m\)-th order clumping factor.

In the above, several of the rate factors \((\alpha, \beta)\) are compiled from a variety of sources (Hollenbach & McKee 1979; Dove & Mandy 1986; Martin, Keogh & Mandy 1998; Glover & Jappsen 2007; Glover & Abel 2008; McKee & Krumholz 2010; Christensen et al. 2012; Forrey 2013; Sternberg et al. 2014; Indriolo et al. 2015; Wakelam et al. 2017; Nickerson et al. 2018), and we collect and update them here. Above, \(\alpha_Z \equiv 3 \times 10^{-18} T_0^{0.5} \left[ 1 + 0.04 (T + T_{\text{dust}})^{0.5} \right. \left. + 0.002 T + 8 \times 10^{-6} T^2 \right] \left[ 1 + 10^4 \exp(-600/T_{\text{dust}}) \right]^{-1}\) is the dust reaction rate coefficient (Glover & Jappsen 2007) with \(f_{\text{d},0} \equiv \rho_{\text{dust}}/0.01 \rho_{\text{gas}}\) the solar-scaled dust-to-gas ratio which we take to be \(= Z_{\odot}\), \(T_{\text{dust}}\) is the dust temperature (defined below), \(C_2\) is the micro-physical dust-gas clumping factor (which we take \(= C_2\) for simplicity, although micro-physical simulations of dust-gas interactions suggest it could deviate by a large factor in either direction; see Moseley, Squire & Hopkins 2019; Hopkins, Squire & Seligman 2020c), \(n_0\) is the number density of nucleons, and \(n_{\text{H}_1}\) is the number density of atomic H. The \(\alpha_{\text{GB}}\) term represents the gas-phase formation rate which depends on the abundance of H\(^+\), for which we follow Glover & Jappsen (2007) and assume local equilibrium with \(n_{\text{H}_2} \approx k_1 \bar{n}_{\text{H}} \bar{n}_e / [(k_2 + k_\alpha) \bar{n}_{\text{H}_2}]\) with \(k_\alpha = k_2\), where \(\bar{n}_e\) is the number density of free thermal electrons and \(\bar{n}_{\text{H}_2}\) is the ionized H fraction, and the coefficients \(k_i(T)\) and \(R_i\) (which represents photodissociation scaling with \(T\)) are taken over from Glover & Jappsen (2007). The term \(\alpha_{\text{GB}} = 6 \times 10^{-32} T^{-0.25} + 2 \times 10^{-31} T^{-0.5}\) represents three-body formation. The \(\sum_i\) term sums over collisional dissociations between H\(_2\) and species \(i = (e^-, H^+, H_2, H, H\text{e}\text{I}, H\text{e}\text{II}, \text{H}\text{e}\text{III})\), with coefficients \(\beta_{\text{H}_2,i}\) from Glover & Abel (2008; equations 7–11, 24–25, and 37–39 in Table A1)\(^9\). Meanwhile \(\bar{\Omega}_{\text{H}_2}\) represents ionization and dissociation by CRs: this is calculated directly from the resolved CR spectra following Gould (1972) for leptons and Mannheim & Schlickeiser (1994) for hadrons in our simulations which explicitly include CRs; otherwise, we assume a uniform \(\bar{\Omega}_{\text{H}_2} = 7.5 \times 10^{-16} \text{s}^{-1}\) as inferred from observations of Milky Way molecular clouds (Indriolo & McCall 2012). \(\Gamma_{\text{H}_2}\) represents dissociation + ionization by Lyman-Werner (LW) and ionizing photons (expressions from Glover & Jappsen 2007), for which we use the explicitly evolved local LW and ionizing photon intensities in the simulations.

We model the un-resolved clumping factors as in Lupi et al. (2018)\(^10\) by making the standard assumption that turbulence generates a log-normal local density probability distribution function (PDF) giving \(C_m = \exp[m(m - 1)/2]\) where \(S = \ln[1 + (b M)^2]\) (e.g. Vazquez-Semadeni 1994; Scoalo et al. 1998; Federrath et al. 2010; Hopkins 2013c) where \(S\) is the log-variance, \(b\) a geometric constant reflecting the compressive to solenoidal ratio (here \(b = 1/2\) as expected for a ‘natural mix’ of modes; Schmidt, Federrath & Klessen 2008; Federrath, Klessen & Schmidt 2008), and \(M\) is the sonic Mach number of a cell \(i\) estimated in the same manner as our usual local turbulent velocity estimation \((M_i) = (\sqrt{\nabla \cdot v_i} / \Delta x / c_{\text{vis}})\).

For \(G\), we separate the ionizing radiation (handled identically to H\(_2\) ionizing radiation for convenience here; see Hopkins et al. 2018b) and LW radiation. For the LW band, we must calculate the mean incident radiation field on each molecule accounting both for shielding by dust and local self-shielding by H\(_2\). The former is self-consistently accounted for in our radiation-transport approximations in-code, giving the dust-attenuated incident intensity \(I_{\text{LW}}\).

For the latter, we attempt to account for turbulence as well as thermal broadening and their effects on line overlap following Gnedin & Draine (2014): we take \(I_{\text{LW}} = 3.3 \times 10^{-13} S_{\text{H}_2} G_0\) with \(G_0\) given by the dust-attenuated \(I_{\text{LW}}\) in Habing units and \(S_{\text{H}_2} = (1 - a_{\text{GB}})(1 + \ell_{2}/s) / 2 + a_{\text{GB}}(1 + x) / 0.5 \exp[-(1 + x)^{0.5}/1800] - \ell_{\text{H}_2}\) the H\(_2\) self-shielding factor with \(a_{\text{GB}} = 0.035, x = N_{\text{H}_2}/S \times 10^{16} \text{cm}^{-2}, N_{\text{H}_2} = \bar{n}_{\text{H}_2} L, L \) the H\(_2\) column length, \(L\) is given by our Sobolev-type density gradient length calculation \(= \Delta x / \ell_{\text{H}_2} / \sqrt{\nabla \cdot v_i} / b_{\text{LS}} = \sqrt{2} \sigma_{\text{therm}}\) (where \(\sigma_{\text{therm}}\) is the thermal Maxwellian velocity dispersion of molecular H\(_2\) at the cell temperature \(T_i\) and \(\ell_i = \text{MIN}[\ell_i/L, 1] \approx [1 + M_i^2]^{-1}\) accounts for the difference between the (unresolved) sonic length \(\ell_i (\sim 0.1 \text{pc}, \text{typically}) \) and \(L\) to model the effects of a supersonic (Burgers 1977-type) cascade on the velocity coherence of line overlap.

We update equation (6) fully implicitly every time-step alongside our cooling and chemistry calculation: we can assume local equilibrium if desired (setting \(d\bar{n}_{\text{H}_2}/dt = 0\) and solving for \(\bar{n}_{\text{H}_2} / \bar{n}_{\text{H}_2}\)) but in our default simulations we allow for non-equilibrium chemistry by evolv-
ing \( n_{\text{b}} \) directly. Note that our Riemann solver allows for arbitrary equations of state, and we account explicitly for a variable gas adiabatic index depending on the molecular fraction (Grudic et al. 2021).

(iii) **Free electron fractions:** In FIRE-2, we evolved the free electron fraction \( x_e \) explicitly in detail, including collisional and photo-ionization for H and He, but neglecting free electrons from heavier species. This can significantly underestimate \( x_e \) in dense, cold gas, which is generally not important for the cooling rates (except for \( \lesssim 100 \) K gas at \( n \approx 10^2 \)–\( 10^3 \) cm\(^{-3}\)), but can be important for accurately capturing effects like ambipolar diffusion and Hall MHD. In FIRE-3, we calculate the contribution from these electrons and CR ionization following Wardle (2007), Keith & Wardle (2014) and add them to the free electron budget. This involves solving for the equilibria for the heavy ion number density \( n_i \), free electron density \( n_e \), and mean charge per dust grain \( Z_i \): \( n_i = \xi n_e - k_{\text{eq}} n_i n_e - k_{\text{ion}} n_e n_{i,\alpha} \), \( Z_i = k_{\text{ion}} n_i - k_{\text{eq}} n_e + Z_g n_e = 0 \). Here, \( k_{\text{ion}} = \pi (a_i)^2 \sqrt{8k_\text{B}T/(\pi m_i)} \), \( m_i \) the mean molecular weight of the relevant ions (dominated by Mg under conditions where these terms are significant, with total Mg abundance scaled from our explicitly evolved abundances), the grain number \( n_g \approx 0.01 (Z/Z_\odot) \rho/(4\pi/3 \rho_g (a_i)^3) \) scales with the dust-to-gas ratio (hence \( Z_g \), \( \rho_g = 2.4 \) g cm\(^{-3}\)) is the material grain density and \( (a_i) \) is an effective weighted grain size taken to be \( 0.1 \mu \text{m} \) (Draine & Li 2007). \( \xi \) is the CR ionization rate defined below, \( k_{\text{eq}} \approx 9.77 \times 10^{-8} \text{ cm}^{-3} \text{s}^{-1} \) in the regimes of relevance (e.g. McKee 1989), and \( n_{i,\alpha} \) is the neutral number density. Comparing to the results of more detailed chemical network calculations from e.g. Glover & Clark (2012), Xu et al. (2019) over their appropriate density ranges, our simple model agrees reasonably well in \( x_e \) at densities from \( n \ll 10^{15} \) cm\(^{-3}\) to \( n \approx 10^{16} \) cm\(^{-3}\).

(iv) **Ionized atomic gas cooling/heating:** In FIRE-2, we followed ionized metal-line cooling at high temperatures (e.g. mostly ionized, un-shielded gas) using the Wiersma, Schaye & Smith (2009a) cooling tables from CLOUDY at \( T > 10^4 \) K (with a strict cutoff below that temperature). In FIRE-3, we extend these following Richings et al. (2014) to include ionized gas metal-line cooling and/or heating (with rates scaling with the ionized gas fraction and free electron abundance) down to arbitrarily low temperatures. Like in FIRE-2, these are tabulated and calculated species-by-species for the separately tracked species C, N, O, Ne, Mg, Si, S, Ca, Fe. Note that this generally has appreciable effects only on the lowest-density cool gas, because almost all the cold gas at \( T \ll 10^4 \) K is self-shielded. The tables are included in the public Gizmo code.

(v) **Dust temperatures:** Dust-gas collisions and cooling/heating are included as in FIRE-2, with \( \Lambda_{\text{dust}} = 1.12 \times 10^{-32} \text{erg s}^{-1} \text{cm}^{-3} (T/T_{\text{dust}})^{1/2} (1 - 0.8 \exp(-75/T)) (Z/Z_\odot) \) (Meijerink & Spaans 2005; assuming a dust-to-gas ratio scaling linearly with metallicity). In FIRE-2, we assumed a constant dust temperature \( T_{\text{dust}} = 30 \) K. In FIRE-3, we calculate the dust temperature self-consistently assuming local equilibrium between absorbed and emitted radiation, including the sum of incident radiation from all tracked bands in our radiation hydrodynamics (RHD) approximation (treating the opacity in each as band-centred), plus the CMB, assuming a \( \beta = 1 \) opacity law,\(^\text{11}\) and assuming the incident IR radiation field has the same radiation temperature as the local dust temperature. This gives \( T_{\text{dust}} \) as the solution to the quintic equation: \( (T_{\text{dust}}/2.92 \) K\(^4 \approx \sum \alpha (T_{\text{rad},i}/K)/(e_{\text{rad},i}/e \text{ cm}^{-3}) \), where \( T_{\text{rad},i} \) is the effective radiation temperature for each band (roughly the temperature corresponding via Wien’s law to the absorption-weighted mean band wavelength, for narrow bins) and \( e_{\text{rad},i} \) is the local radiation energy density in the band from our radiation transport, including the five bands we explicitly evolve (infrared, near-IR and optical, near-UV, photo-electric, and photo-ionizing), plus the CMB (at the cosmologically evolved temperature \( T_{\text{cmb}} \approx 2.73 \times 10) \text{K and energy density} \), \( e_{\text{cmb}} \approx 0.262 (1+z)^4 e \text{ cm}^{-3} \), i.e. ignoring CMB attenuation), where \( T_{\text{rad}} \) in the IR is equal to \( T_{\text{dust}} \).\(^\text{12}\) This generally has small dynamical effects in FIRE simulations, as dust-gas coupling only dominates cooling at \( n \gg 10^6 \) cm\(^{-3}\).

(vi) **CR Heating:** In simulations with explicitly evolved CR dynamics, we calculate the CR heating (including the thermalized components of e.g. Coulomb, pion/spallation, and ionization interactions) from the evolved CR spectra following Gould (1972) and Mannheim & Schlickeiser (1994). In our simulations without explicit CR dynamics, we calculate this from an assumed CR background spectrum updated from the older Goldsmith & Langer (1978) estimate used in FIRE-2 to the newer estimates based on the interstellar Voyager I & II data, following Cummings et al. (2016). The net effect is that the CR thermal heating rate in neutral gas is systematically lower by a factor \( \approx 0.34 \) using the newer data. This has small effects, because CR heating is almost always subdominant at resolved scales.

(vii) **Photoelectric heating:** We follow photoelectric heating as in FIRE-2, tracing the UV radiation from stars to each resolution element. In FIRE-3, we add the (appropriately self-shielded) contribution from the UVB in the relevant wavelength range (integrating over the assumed UVB spectrum). This is generally small compared to the contribution from stars within a galaxy, but can have a minor effect in rare situations with metal-enriched (dusty) warm neutral medium gas at very large galactic-centric radii (e.g. cooling of galactic outflows at galacto-centric radii \( \gg 30 \) kpc). We also update the opacities as described below.

(viii) **Temperature floor and CMB effects:** In FIRE-2, we enforced a minimum temperature of 10 K, owing to cutoffs in our cooling tables. In FIRE-3, we allow cooling, in principle, to arbitrarily small temperatures, though a negligible amount of gas reaches \( \approx 10 \) K within galaxies. Note that gas can in principle cool to temperatures below the CMB via e.g. adiabatic processes, but it is coupled to the CMB both directly through Compton scattering of CMB photons, which we include as in FIRE-2 (see Hopkins et al. 2018b equation (B20) or Rybicki & Lightman 1986), and through dust heating/cooling where the dust temperatures are sensitive to the CMB as described above. To account for the effects of the CMB on radiative cooling as \( T \rightarrow T_{\text{cmb}} \) (and heating/excitation by the CMB when \( T > T_{\text{cmb}} \)), motivated by Bromm, Coppi & Larson (2002), molecular clouds in the density and temperature range of interest (Schnee et al. 2014; Liseau et al. 2015; Webb et al. 2017). In simulations where we instead evolve the radiation using explicit methods (e.g. M1, see Hopkins et al. 2020a) we calculate dust temperatures using the detailed evolved opacities at each wavelength for the resolved spectrum as in Grudic et al. (2021).

\(^{11}\)Specifically, we assume the grain absorption efficiency \( Q \) scales \( \propto \lambda^{-1} \), giving an opacity law \( \kappa \propto \lambda^{\beta} \) with \( \beta \approx 1 \) for an effective temperature \( T_{\text{eff}} \) of each band, which is a reasonable approximation for many grain compositions assuming peak absorption/emission wavelengths from \( \sim 0.1 \)–\( 100 \) \( \mu \text{m} \) (Draine & Lee 1984; Orlert et al. 2011) and empirically fits observations of
we take $\Lambda_{\text{rad}} \rightarrow \Lambda_{\text{rad}}(T - T_{\text{cmb}})/(T + T_{\text{cmb}})$ for the purely radiative molecular and atomic cooling rates $\Lambda_{\text{rad}}$.

(ix) UVB self-shielding: Because our simulations are ‘zoom-ins’, we cannot self-consistently follow the UVB and so assume a uniform meta-galactic background as noted above, with a self-shielding correction. FIRE-2 used a simple local-Jeans-length based criterion for self-shielding from the UV background (see Hopkins et al. 2018b). In FIRE-3, we update this to the more accurate expressions (calibrated to radiation transport experiments) from Rahmati et al. (2013) with some updates. The UVB is reduced by a factor $f_{\text{shield}} = 0.98(1 + \gamma^{1.64})^{-0.28} + 0.02(1 + y(1 + [n_H/10^4])^{-0.84}$ with $y = 400(n_H/cm^3)^{-0.073}(T_{\text{HII}}/10^4)^{-0.66}$ where $T_{\text{HII}}$ is the usual optically thin photoionization rate, including both the UVB and local sources, and the $n_H^4$ term is added based on our own RHD simulations of dense GMCs (Hopkins & Grudic 2019; Grudic et al. 2021; Hopkins et al. 2020a) to ensure sufficient shielding in dense gas $n_H \gtrsim 100$ cm$^{-3}$ (several dex larger densities than the original Rahmati et al. 2013 calibration).

Fig. 5 shows the effects of these changes on the phase (density-temperature) diagram of a Milky Way-like galaxy at $z = 0$. Although extensive, these changes do not overall produce a large change in the dense/cold gas dynamics (as thermal pressure is essentially always subdominant to gravity, turbulence, magnetic, and other pressures in cold ISM gas, see Hopkins et al. 2018b; Gurvich et al. 2020), nor in the total mass of cold/dense gas, but they do lead to the cold/dense gas having a more clearly defined phase structure (as more detailed features in the cooling functions and transitions from atomic to molecular can be followed). This produces, for example, a much more obvious warm-versus-cold neutral medium delineation. In future work, we will investigate the phase structure of the cold phases is more detail, in particular in relation to different atomic and molecular observables: briefly, here we note that the CNM temperature at a couple hundred Kelvin (similar to other recent detailed radiated-thermo-chemistry simulations; see e.g. Kannan et al. 2020 or Kim et al. 2022) appears to have significant contributions from ‘HD’ heating (heating by e.g. shocks and turbulence), though this particular restart also has a somewhat higher star formation rate (SFR) and therefore interstellar radiation field (ISRF) compared to the Milky Way (see Hopkins et al. 2018b). Regarding the ISRF, in particular, our tests and those in Gnedin & Draine (2014), Lupi et al. (2018), Grudic et al. (2021), and Kim et al. (2022) suggest the shielding prescriptions (which still require some subgrid treatment as described above) play an important role in setting the detailed thermal state. This could have important implications for accurate predictions of observational diagnostics of cold and/or neutral ISM gas.

3.6 Treatment of H II regions

FIRE-2 and FIRE-3 implement photo-ionization heating in compact H II regions similarly. In simulations where each star particle represents an IMF-averaged population, and star and gas elements have approximately equal mass, then any compact H II regions (sourced by a single star particle) with density $n_H > \sim 100$ cm$^{-3}$ are necessarily un-resolved. As a result, we adopt a probabilistic approach to treat H II regions (stochastically determining if a particle is fully ionized if the H II region mass is less than one gas cell) to statistically capture the proper expansion dynamics of ionized bubbles. However, FIRE-3 makes two improvements to the FIRE-2 model.

(i) In FIRE-2, compact H II regions identified as above were simply forced to be fully ionized and to maintain a constant minimum temperature $T = 10^4$ K for the duration of the time-step. In FIRE-3, upon initial ionization, the cell has its temperature set to the minimum of either the current temperature plus the heat added from the energy of initial ionization, or the equilibrium H II region temperature from standard collisional cooling $T_{\text{eqm}}/10^4$ K = $\min([6.62, 0.86/(1 + 0.22 \ln(Z/Z_0)])$ (Draine 2011). It is then immediately passed to the cooling and chemistry routine, where the incident ionizing radiation and FUV flux is set to the ‘Stromgren value’ (value needed to maintain full ionization) and self-shielding is set to zero, where the exact ionization states and temperatures can be self-consistently solved.

(ii) In FIRE-2, the gas element first selected for this stochastic ionization was selected uniformly among the nearest gas elements to the star. In Hopkins et al. (2020a), comparing this approximate method to explicit radiation-HDs calculations with the M1 solver and other tests, we showed that this tended to slightly under-estimate the effects of radiative feedback, as (given our Lagrangian numerical method with approximately equal-mass gas elements) this is biased towards ‘expending’ the photons on denser, less volume-filling structures near the star (which require more photons to ionize), while more detailed calculations show ionization primarily in the lower-density cavities/bubbles/channels. In FIRE-3, we therefore select the lowest-density neighbour of the overlapping neighbour gas cells for this procedure.\footnote{Our experiments in Hopkins et al. (2020a) suggest this minimizes, though may not completely eliminate, this bias relative to higher-resolution explicit-RHD simulations.}

3.7 Treatment of other radiative feedback channels

Other radiation feedback terms (single and multiple-scattering radiation pressure, photo-electric, and photo-ionization by stars outside of compact H II regions) are treated as in FIRE-2. We have made
a number of algorithmic improvements in FIRE-3, to allow for more accurate integration of the short-range radiation-pressure terms, allow for more accurate estimation of the absorption in the kernel around the star (independently evaluating each direction, following Hopkins & Grudić 2019), and to more accurately follow the metallicity dependence of opacities in each step of the long-range photon transport.\footnote{In FIRE-2, the metallicity used for the short-range kernel opacity was the stellar metallicity (assuming the kernel was uniform); in FIRE-3 each cell uses its own metallicity and opacity.} FIRE-3 also adds standard Thompson and Kramers opacities from H and He for the evolved bands (FUV/NUV/optical-NIR/IR), which were in FIRE-2 assumed to have pure dust opacity (proportional to \( Z \)) – these essentially set minimum opacities below \( Z \lesssim 10^{-3} Z\odot \). We have also re-calculated the effective weighted dust opacities for all bands using the new stellar spectra/spectral energy distributions (SEDs) from our updated stellar evolution models with the Draine & Li (2007) dust models (so the dust extinction opacities at e.g. LW, photoelectric, NUV, optical-NIR, and mid-IR are (900, 720, 480, 180, 6.5) cm\(^2\) g\(^{-1}\), multiplied by Z\( Z\odot \)). The primary effect here results from FIRE-3 adopting a MW-like dust model as opposed to the FIRE-2 SMC-like dust model, which lowers the UV dust opacities by a factor of \( \sim 2 \). These have small effects, generally tending to make single-scattering radiation pressure slightly weaker in low-metallicity young stellar environments, and slightly stronger in old high-metallicity environments (Hopkins et al. 2020a).

### 3.8 Numerical coupling of supernovae

FIRE-2 and FIRE-3 both implement SNe numerically, as described in Hopkins et al. (2018a), expanding on the method first proposed in Hopkins et al. (2014) to accurately account for SNe mass, metals, energy, and momentum fluxes, accounting for cooling and unresolved expansion, and manifestly conserving mass and momentum and ensuring numerical isotropy (avoiding imprinting preferred directions) even in arbitrary mesh configurations. In FIRE-3, we use by default the extended method described in appendix E of Hopkins et al. (2018a), which includes an extra neighbour loop in assigning fluxes from an SNe to neighbour cells to manifestly conserve total coupled energy (and mass and momentum) in the limit where the relative motion of the star and inflow/outflow motion of mesh cells around the star is large compared to the ejecta velocity (so non-linear corrections to the total kinetic energy of the gas from the coupled momentum of a single SNe must be included). We make some minor improvements to this, including an additional predictor-corrector loop to maintain conservation even when multiple star particles attempt to update the same gas cell simultaneously, as detailed in Appendix B; the implementation of this algorithm is provided in the public version of GIZMO. FIRE-2 by default used the simpler default method in the main text of Hopkins et al. 2018a, which is manifestly energy-conserving in the limit of uniform or negligible or divergence-free motion of gas towards/away from the star particle. As shown in Hopkins et al. (2018a), the two methods converge to identical behaviour at sufficiently high resolution, but the new method is more accurate at intermediate resolution (albeit with added computational expense).

As discussed and tested in detail in Hopkins et al. (2018a), to accurately deal with unresolved ‘PdV’ work during expansion of the SNe to the numerically resolved coupling radius, we require an analytic expression for expected SN cooling radius or terminal momentum \( p_t \) as a function of SN energy, ambient gas density, and metallicity. In FIRE-1 and FIRE-2, we adopted that from Cioffi, McKee & Bertschinger (1988),

\[
p_t \propto \left( E_{\text{SN}} / 10^{51} \text{erg} \right)^{13/14} \left( n / 1 \text{ cm}^{-3} \right)^{-0.14} \tilde{Z}^{-0.21} \text{ (with } \tilde{Z} = \max(0.01, Z / Z\odot)) \text{, testing the normalization directly for } Z = Z\odot, n = 1 \text{ cm}^{-3}, E_{\text{SN}} = 10^{51} \text{ erg}. \]

In FIRE-3, we update this to better match the calibration from more recent studies of resolved simulations of SNe in inhomogeneous media (Martizzi et al. 2015; Walch & Naab 2015; Haid et al. 2016; Gentry et al. 2019), giving

\[
p_t \propto \left( E_{\text{SN}} / 10^{51} \text{ erg} \right)^{13/14} \left( n / 1 \text{ cm}^{-3} \right)^{-0.14} \tilde{Z}^{-0.15} \text{ (normalized to the same value for } E_{\text{SN}} = 10^{51} \text{ erg, } n = 1 \text{ cm}^{-3}, \tilde{Z} = 1). \]

This slightly reduces the momentum of the lowest-metallicity SNe, but the effect is weak.

In FIRE-3, we also update the ionization state of shocked gas in SNe (and stellar mass-loss) immediately, rather than waiting for the cooling step later in the time-step; this produces negligible differences.

### 3.9 Numerical coupling of stellar mass-loss

As with SNe, we update the numerical treatment of stellar mass-loss (continuous OB/AGB-winds) using the additional Hopkins et al. (2018a) appendix E correction terms for kinetic energy, and update the ionization states immediately in shocks; this generally has a small effect for mass-loss.

In FIRE-2, we applied the same scaling for ‘PdV’ work done in an un-resolved momentum-conserving stage for SNe to stellar mass-loss: this amounts to converting some coupled thermal energy into kinetic, representing the work done by an energy-conserving shell below the resolution limit and cooling radius, when that cooling radius is unresolved. This importance of this term for SNe is reviewed in Hopkins et al. (2018a). However, the scalings used (see also Martizzi et al. 2015; Haid et al. 2016; Rosdahl et al. 2017) assume discrete energy injection events, so quantities like the cooling radius depend on \( E_{\text{injected}} \sim 10^{51} \text{ erg} \). As such these scalings become ill-defined in the true continuum limit for continuous stellar mass-loss, if applied every time-step (where \( \Delta E_{\text{injected}} \sim E \Delta t \) is distributed continuously over a resolved extended period of time). In that continuous limit, the correct solution can be quite different (see e.g. Weaver et al. 1977; McKee, van Buren & Lazareff 1984; Murray, Quataert & Thompson 2005; Faucher-Giguère & Quataert 2012). And it has long been recognized empirically that observations of massive wind bubbles do not appear to be consistent with a large energy-conserving phase, which could do significant ‘PdV’ work (Harper-Clark & Murray 2009; Lopez et al. 2011; Townsley et al. 2011; Rosen et al. 2014; Olivier et al. 2021), and recent high-resolution simulations of individual winds appear to support this (see Lancaster et al. 2021a, b, and references therein). Since our simulations reach resolution sufficient to resolve the stellar mass-loss time-scales and outflow expansion times, in FIRE-3, we simply couple the injected energy and momentum for continuous mass-loss directly without assuming a subgrid conversion/’PdV’ work model. This can have a significant effect in some of our galaxies (not all), reducing stellar masses by as much as a factor \( \sim 2 \), in a highly non-linear manner: by effectively making early stellar mass-loss feedback weaker (because less momentum is coupled), self-gravitating gas clumps collapse slightly further and form more stars before disrupting, leading to more bursty star formation and more strongly clustered SNe explosions, which produces more effective galactic outflows (Fielding et al. 2017).
3.10 Star formation criteria

In FIRE-3, we allow star formation in gas that meets all of the following three criteria:

(i) **Self-gravitating:** Following Hopkins, Narayan & Murray (2013a), we calculate the virial parameter \(a(t) \equiv (|\nabla \cdot \mathbf{v}|^2 + 2[k_i v_i,])/(8\pi G \rho_i)\) at time \(t_i\), where \(k_i \equiv 1/\Delta x_i\) is the cell wavenumber, \(\Delta x_i \equiv (\rho_i/m_i)^{1/3}\) the cell size in terms of the gas cell density and mass, \(v_i^2 \equiv c_{s,i}^2 + v_{A,i}^2\) is the fast wave speed in terms of the thermal sound speed \(c_{s,i}\) and Alfvén speed \(v_{A,i}\), \(\nabla \cdot \mathbf{v}\) the velocity gradient tensor, and \(|\nabla \cdot \mathbf{v}|^2 \equiv \sum_i |\nabla \cdot \mathbf{v}_i|^2\) the Frobenius norm. The normalization is chosen so that \(a = KE/PE\), the ratio of kinetic to potential energy, exactly for a uniform density/temperature sphere with a uniform velocity gradient tensor (and this reduces to the usual Jeans criterion when kinetic energy is negligible). Note this includes kinetic, thermal, and magnetic energies explicitly: we do not include radiation or CR energies as the diffusion/streaming escape time for those is vastly faster than the free-fall time. We then require \(a_i < 1\).

(ii) **Jeans unstable:** We require the thermal Jeans mass \(M_{\text{jeans}} \approx M_\odot (c_{s,i}/0.2 \text{ km s}^{-1})^3 (\rho_i/500 \text{ m}_\odot \text{ cm}^{-3})^{-1/2} \) be less than the maximum of 100 \(M_\odot\) or the cell mass \(m_i\). Physically, this requires that thermal fragmentation (which sets the smallest scale to which structures should fragment) should occur and can go down to un-resolved scales (so resolved collapsing structures are still captured), or to the mass scale of actual stars.

(iii) **Converging flow:** Since star formation occurs via un-resolved fragmentation in a turbulent medium, there is no reason it should strictly require that the flow on larger (resolved) scales be globally converging (Hopkins 2013b; Guzijnov & Hopkins 2016; Vázquez-Semadeni et al. 2019), and indeed in simulations which resolve ISM or GMC turbulence, this tends to be an essentially ‘stochastic’ random variable on cloud scales (Hopkins et al. 2013a; Murray et al. 2017). However, to help ensure against star formation in regions being rapidly disrupted, we do not allow star formation in cells with \(\nabla \cdot \mathbf{v} > 0\) (using our standard higher-order gradient estimator) if the expansion time-scale \(1/|\nabla \cdot \mathbf{v}|\) is shorter than the longer of the star formation or self-gravitating free-fall time (this is also large enough to ensure spurious stochastic fluctuations do not dominate). Conversely, to help ensure against artificially delaying star formation in rapidly collapsing regions, we set the star formation time to the minimum of the free-fall time or the compression time \(-1/|\nabla \cdot \mathbf{v}|\) in regions with \(\nabla \cdot \mathbf{v} < 0\). We show in Appendix A1 that this criterion is largely redundant with the existing virial + Jeans criteria and has little effect on our results.

Cells which meet all of these criteria are then assigned a SFR \(\rho_i = \rho_i/\rho_{\text{ff}}\).

The effects of the different FIRE-3 and FIRE-2 star-formation criteria on the density distribution of star-forming gas are illustrated in Fig. 6. In FIRE-2, we adopted similar (slightly simpler) versions of the self-gravity and Jeans criteria (see Hopkins et al. 2018b, appendix C). The main difference in those particular criteria is the slightly stricter (including magnetic energy and more accurately accounting for thermal energy) version of the self-gravity criterion in FIRE-3. However, in FIRE-2, we also required the gas (1) exceed a density threshold \(n > 100 \text{ cm}^{-3}\) and (2) was molecular (scaling the SFR with the molecular mass fraction \(2f_{\text{mol}}\)). However, regarding (1) as discussed in Hopkins et al. (2013a, 2013b) and a number of other studies, any constant-density star formation (SF) threshold introduces an arbitrary scale and resolution-dependence to the simulation, which has no particular physical motivation, and as shown in Grudić et al. (2019a, 2018b), this can imprint artificial features on e.g. the density distribution and sizes of star clusters and GMCs. Moreover, it cannot deal well with situations like merging galaxy nuclei where all gas exceeds the threshold, nor un-resolved fragmentation in clouds where the mean density is below-threshold but local peaks would arise if one had sufficient resolution. In practice, the combination of a self-gravity and Jeans threshold sets a strong effective density threshold; in Milky Way-like galaxies, using the FIRE-3 model, most of the star formation arises from gas with \(n_{\text{gas}} \sim 10^2 - 10^3 \text{ cm}^{-3}\) at our standard resolution of \(\sim 7000 M_\odot\) in Fig. 6, so SF is still strongly clustered and peaked in high-density gas, without an arbitrary constant threshold applied. Regarding (2), numerous studies (see e.g. Glover & Clark 2012) have consistently shown that molecular gas does not necessarily play a causal role in star formation: molecules simply serve as an effective tracer of gas that is dense (self-gravitating) and able to self-shield and cool effectively to low temperatures (hence Jeans unstable). At best, then, including a molecular SF criterion is redundant with our self-gravity and Jeans criteria; at worst, scaling SF with \(f_{\text{mol}}\) can artificially suppress star formation in low-metallicity/high-redshift or irradiated/starburst environments where molecule formation is inefficient but atomic and/or dust cooling are still effective.

Note that we have experimented with various other criteria, to be discussed in future work. In particular, we have also explored various ‘multifree-fall’ models from e.g. Padoan, Haugbolle & Nordlund (2012) (as implemented in Semenov, Kravtsov & Gnedin 2008) or e.g. Federrath & Klessen (2012) and Hopkins (2012; as implemented in Nuñez-Castiñeeyra et al. 2021), in which the SF efficiency per free-fall time is a continuous function of the virial parameter \(a\) (and potentially Mach number \(M\)) rather than a step function. However, we find these models result in some pathological behaviours applied outside of where they were originally calibrated: the Padoan et al.
(2012) model, for example, predicts fully ‘normal’ star formation (global galaxy-averaged efficiency $\epsilon > 0.01$) in laminar hot halo or thick-disc hot gas with negligible cooling and Toomre $Q \gg 10$ if the scale-lengths are marginally resolved, while the Federrath & Klessen (2012) or Hopkins (2012) models predict extremely high efficiencies ($\epsilon \gg 1$) in un-bound gas, which is part of an SNe shell or wind undergoing a free expansion phase (with $\alpha \gg 1$ but $M \gg 1$). Without re-calibrating models for the range of galactic cases, we adopt the more conservative step-function in $\alpha$.

3.11 Yields

3.11.1 SNe Ia

Although evidence has recently emerged for variation in SNe Ia yields (Kirby et al. 2019; De los Reyes et al. 2020), the models remain highly uncertain and the relevant species where differences emerge can be modelled with our tracer-element approach in post-processing (they do not have a large dynamical effect on cooling), so we treat all Ia’s as identical explosions in-code, with ejecta mass $1.4 M_\odot$. In FIRE-2, we take the mass fraction in (Z, H, He, C, N, O, Ne, Mg, Si, S, Ca, and Fe) = (1, 0, 0, 3.50e-2, 8.57e-7, 0.102, 3.21e-3, 6.14e-3, 0.111, 6.21e-2, 8.57e-3, and 0.531) from Iwamoto et al. (1999; their ‘W7’ model).

For consistency, we update this to the newer results from the same group using updated nuclear cross-sections and reaction rates, specifically averaging the W7 and WDD2 models from Leung & Nomoto (2018) as advocated and updated in Mori et al. (2018; who argue direct SNe constraints are best matched by an equal mix of these models), giving (Z, H, He, C, N, O, Ne, Mg, Si, S, Ca, and Fe) = (1, 0, 0, 1.76e-2, 2.10e-6, 7.36e-2, 2.02e-3, 6.21e-3, 0.146, 7.62e-2, 1.29e-2, and 0.558). For all species, which we follow where Ia’s have any significant contribution to galactic abundances, this is extremely similar to yields from other groups such as the favoured N100 model in Seitenzahl et al. (2013). The effect of changing the Ia yield is minimal (see Fig. 7).

3.11.2 Core-collapse SNe

In FIRE-2 [per Hopkins et al. (2018b), appendix A], we adopted IMF-averaged yields for CCSNe from Nomoto et al. (2006), treating each CCSNe identically, with total mass $M = 10.5 M_\odot$ and mass fractions (He, C, N, O, Ne, Mg, Si, S, Ca, and Fe) = (3.87, 0.133, 0.0479 MAX[Z/Z_\odot], 1.65], 1.17, 0.30, 0.0987, 0.0933, 0.0397, 0.00458, and 0.0741). Here, we update our fits to account for the fact that CCSNe at different SSP ages correspond to different progenitor masses and therefore different yields. Because each star particle represents a well-sampled IMF, it is convenient to parametrize the yields as a function of SSP age $\tau$ and progenitor metallicity.

We compare the time-dependent SNe yields from four independent sources: the NuGrid compilation (Pignatari et al. 2016), S16 (Sukhbold et al. 2016), N13 (Nomoto, Kobayashi & Tominaga 2013), and LC18 (Limongi & Chieffi 2018, using the interpolation in rotation rates as a function of mass and metallicity from Prantzos et al. 2018). Of these, the compilation of S16 samples much more densely in progenitor mass, and importantly is the only model set that includes the entire progenitor mass range of interest from $\sim 8 - 120 M_\odot$, so we use this as our baseline to define the time dependence at solar metallicity. Beginning from the S16 tables for stellar mass-loss and ejecta yields at different stellar masses, we add late-stage, post-He burning wind production of intermediate, and heavy elements (after subtracting the progenitor surface abundance mass-loss) to SNe ejecta, as these come in an extremely short period of time pre-explosion and are not included in our OB mass-loss yields, and sum different stable isotopes. We then re-bin the model grid weighting by our adopted IMF and the model sampling, with narrow bins sampling broadly similar explosion times and equal numbers of models, since the models can have sharp discontinuous behaviours with $\Delta M$ as small as 0.1 $M_\odot$ which our galaxy-scale simulations cannot resolve. We then use a mass–lifetime relation consistent with the adopted Leitherer et al. (2014) isochrones used for SNe rates to map to time of explosion, and re-bin the time intervals to sample uniformly in time, and re-normalize ejecta masses of H and He to match those assumed in the Leitherer et al. (2014) models (as these are sensitive to the mass-loss models) conserving heavy-element masses, then fit each to a five-component piecewise power-law. At solar abundances, most of the models agree at least qualitatively once this is done.

However, there are a couple of species, most notably Mg, where the models from S16 (and related models from the same group, including NuGrid and Woosley & Weaver 1995) produce systematically low IMF-integrated yields (such that the IMF-averaged CC-only yield of Mg from S16 gives [Mg/Fe] $< 0$, and thus it is essentially impossible.

Figure 7. A few example yields (Section 3.11) for FIRE-2 (dotted) and FIRE-3 (solid) versus SSP age for SNe (top, CC at $t < 44$ Myr and Ia at later times, as Fig. 2) and continuous mass-loss (bottom; primarily O/B at $t \lesssim 30$ Myr and AGB later, as Fig. 3). Yields are defined as fraction $f_X$ of ejecta mass in species $X$. The SNe yields do not depend significantly on progenitor metallicity (differences between models are larger than the mean trend); the AGB yields for CNO do, so we show both Solar (thick) and 0.1 $Z_\odot$ (thin) progenitor abundances. Ia yields are time-independent as we assume all Ia’s are identical; CC and mass-loss yields were time/IMF-averaged in FIRE-2 but depend on progenitor mass and/or time in FIRE-3. For CC, the time-dependence is important for detailed abundance-ratio predictions but the IMF-integrated yields are similar. For mass-loss, the progenitor metallicity-dependence of O was not captured in FIRE-2, although this is a subdominant source of O compared to SNe.
to produce $\alpha$-enhanced populations as observed; see discussion in Ma et al. 2016 and Muley et al. 2021). This arises in part because of the assumption in these models that most more massive stars ($\gtrsim 20M_\odot$) do not explode, giving rise to low ‘effective’ yields. We therefore more carefully interpolate these yields only between the models that do explode and extrapolate this to stars that we assume to explode in our SNe rate models (but not in S16). This increases the IMF-integrated yields for Mg, Ne, and Si to be closer to those from models like N13, which adopt a somewhat higher mass threshold for implosion.

Finally, we follow a similar procedure to FIRE-2 to evaluate whether any predicted dependence on progenitor metallicity is robust: specifically, we compare the three model sets which sample a range of progenitor $Z$ at fixed progenitor mass $M$ (NuGrid, N13, and LC18). We fit each $Z$ dependence to a linear or quadratic in log-space and ask whether all three models are consistent with the same sign of the dependence (e.g. whether all are statistically consistent with a yield that increases, or decreases, with progenitor $Z$). We find that almost no species passes this test: all three models predict a weak enhancement in $O$ yield ($\propto Z^{0.1-0.2}$) from intermediate-mass (15 -- 25 $M_\odot$) stars at low progenitor $Z$, but otherwise the models either disagree on the qualitative sign of the $Z$ dependence or predict no trend. We therefore default to assuming no progenitor-$Z$ dependence for metal yields. These models and the STARBURST99 isochrones used for the CC rates (Section 3.3) do consistently predict a very weak dependence of ejecta energy on progenitor $Z$ with the median best-fitting $E = \varepsilon (10^6 \text{erg})$, $\varepsilon = \text{max} [2 \times 10^{-10} \text{v}_{12}, 1]$, although any small effects of this are almost entirely offset by the slightly weaker dependence of SNe terminal momentum on metallicity adopted in FIRE-3 (Section 3.8).

The total ejecta mass per event is well-fit by $M_{ej} = 10 M_\odot (t/6.5 \text{Myr})^{-\psi_{\text{CM}}}$ with $\psi_{\text{CM}} = 2.22$ for $t \leq 6.5 \text{Myr}$ and $\psi_{\text{CM}} = 0.267$ for $t > 6.5 \text{Myr}$. The metal yields in dimensionless mass-fraction-of-ejecta units $y_{cc,j}$ for species $j$ are fit by continuous piecewise power-laws of the form:

\[
y_{cc,j} = \begin{cases} 
0 & (t_{cc,j} < 0) \\
\frac{a_{cc,j,1}}{t/t_{cc,j,1}} \, y_{i,j,1}^{\psi_{cc,j,1}} & (t \leq t_{cc,j,1}) \\
\frac{a_{cc,j,2}}{t/t_{cc,j,2}} \, y_{i,j,2}^{\psi_{cc,j,2}} & (t_{cc,j,1} < t \leq t_{cc,j,2}) \\
\vdots & \\
\frac{a_{cc,j,n}}{t/t_{cc,j,n}} \, y_{i,j,n}^{\psi_{cc,j,n}} & (t_{cc,j,n-1} < t \leq t_{cc,j,n}) \\
0 & (t \geq t_{cc,j,n})
\end{cases}
\]

(7)

with $y_{i,j,n} \equiv \ln \left( \alpha_{cc,j,n+1}/\alpha_{cc,j,n} \right) / \ln (t_{cc,j,n+1}/t_{cc,j,n})$ and $t_{cc,j} = (3.7, 8, 18, 30, 44) \text{Myr}$. The coefficients $a_{cc,j,n}$ for species $j$ are tabulated in Table 1.

The results for a couple species of interest are shown in Fig. 7. While the IMF-integrated yields are broadly similar to FIRE-2, the progenitor mass-dependence can lead to a order-of-magnitude different ratios of e.g. [Mg/O] or [Mg/Fe] for SNe, which explode at different SSP ages, which is important for predicting detailed internal abundance patterns and spreads of galaxies (Muley et al. 2021).

### Table 1. Fitting-function coefficients for CC yields in equation (7).

| Species | $a_{cc,j,1}$ | $a_{cc,j,2}$ | $a_{cc,j,3}$ | $a_{cc,j,4}$ | $a_{cc,j,5}$ |
|---------|-------------|-------------|-------------|-------------|-------------|
| He      | 0.461       | 0.330       | 0.358       | 0.365       | 0.359       |
| C       | 0.237       | 8.57e-3     | 1.69e-2     | 9.33e-3     | 4.47e-3     |
| N       | 1.07e-2     | 3.48e-3     | 3.44e-4     | 3.72e-3     | 3.50e-3     |
| O       | 9.53e-2     | 0.102       | 9.85e-2     | 1.73e-2     | 8.20e-3     |
| Ne      | 2.60e-2     | 2.20e-2     | 1.93e-2     | 2.70e-2     | 2.75e-3     |
| Mg      | 2.89e-2     | 1.25e-2     | 5.77e-3     | 1.03e-3     | 1.03e-3     |
| Si      | 4.12e-4     | 7.69e-3     | 8.73e-3     | 2.23e-3     | 1.18e-3     |
| S       | 3.63e-4     | 5.61e-3     | 5.49e-3     | 1.26e-3     | 5.75e-4     |
| Ca      | 4.28e-5     | 3.21e-4     | 6.00e-4     | 1.84e-4     | 9.64e-5     |
| Fe      | 5.46e-4     | 2.18e-3     | 1.08e-2     | 4.57e-3     | 1.83e-3     |

Time Boundaries $t_{cc,j,n} \ [\text{Myr}]$:

- $t_{cc,j,1}$ | $t_{cc,j,2}$ | $t_{cc,j,3}$ | $t_{cc,j,4}$ | $t_{cc,j,5}$ |
- $3.7$ | $8$ | $18$ | $30$ | $44$ |

3.11.3 Stellar mass-loss

Continuous mass-loss yields from e.g. OB and AGB outflows are treated as follows. Given some total mass-loss rate $\dot{M}$, the mass fraction in each species $X$ is given by $\dot{f}_X$. For heavy elements, models predict negligible enrichment in dredged-up outflows, so $\dot{f}_X = \dot{f}_{X,0}$, the initial surface abundance. Of the species tracked, however, we follow more complicated returns for He, C, N, and O. In FIRE-2, we adopted the age-independent stellar mass (IMF) and Hubble-time-integrated values given in Hopkins et al. (2018b) appendix A: $(f_{He}, f_{C}, f_{N}, f_{O}) = (0.36, 0.016, 0.0041, 0.0118 \text{MAX}[Z/Z_{\odot}, 1.65])$. This notably ignores any distinction between OB and AGB outflows, let alone more detailed progenitor mass (hence time, in a population sense) dependence. In FIRE-3, we update this to follow the full time-dependence following the combination of the same models used for the mass-loss rate tabulation from Leahy et al. (2014) and a comparison yield set given by the compilation of AGB + OB winds from Cristallo et al. (2015) and Limongi & Chieffi (2018) as sampled and interpolated after calibration to observational constraints on rotation and other properties in Prantzos et al. (2018). We follow a similar procedure as for CCSNe to re-bin the latter models in time, and to vet the metallicity dependence, including only dependences where both models are consistent with the same sign of the progenitor metallicity dependence (and in those cases using the mean of the logarithmic dependence of yield on progenitor $Z$).

While we could use a pure look-up table for the yields, we prefer to parametrize these in the following manner, as it aids in physical interpretation and also guarantees against un-physical extrapolation of yields beyond pre-computed values in the references above. For He, $f_{He,0} = f_{He,0} (1 - \Delta He,0) + \Delta He,0 f_{He,0}$, i.e. some He can be lost to heavier species ($\psi_{He}$) and some produced by H burning ($\psi_{He}$). For N, $f_{N,0} = f_{N,0} + yc_{N,0} f_{C,0} + yH f_{O,0}$, i.e. we model secondary production of N from both initial C and O. For C and O, $f_{C,0} = f_{C,0} (1 - \Delta C,0) + \Delta C,0 f_{C,0}$, $f_{O,0} = f_{O,0} (1 - \Delta O,0)$, i.e. the amount going into secondary N is lost (subtracted) while some primary C is produced. In the above, $\psi_{He} = \psi_{He} , yc_{He} = MIN [1, 0.5 yc_{N} (1 + x_{OC})] , yc_{N} = yc_{C} + \psi_{C} (yc_{O} - yc_{C}) x_{OC} , x_{OC} = f_{O,0}/f_{C,0}$. The yields are then entirely determined by the initial abundances and $\psi_{He}, yc_{He}, yc_{N}$ which can be fit as a function of population age and metallicity to continuous piecewise power-laws similar to those used for the wind mass-loss rates,
of primary interest is the CNO metallicity, as this drives the dependence of the light element fusion, so we take $z_{CNO} = (Z_{C,0} + Z_{N,0} + Z_{O,0})/(Z_{C} + Z_{N} + Z_{O})$.

The resulting fits for CNO are shown in Fig. 7. The dynamical effect of the new yields is minimal given the smaller mass-loss rates relative to FIRE-2, but they capture a number of phenomena in detail (with both time and progenitor-metallicity dependence) that were not captured in FIRE-2, and the new fits are more robust to prevent extrapolation to unphysical regimes (e.g. excessive N return at high progenitor Z if C and O are relatively depleted).

### 3.12 Optional physics: cosmic rays

As noted above, some FIRE-3 simulations explicitly evolve the CR population and dynamics. While our focus here is on the ‘default’ FIRE-3 methods, we summarize the default CR implementation for completeness. In FIRE-2, simulations with explicit CR dynamics (Su et al. 2019, 2020, 2021; Chan et al. 2019, 2022; Hopkins et al. 2020b, 2021a, b, c; Ji et al. 2020, 2021; Trapp et al. 2022), we treated CRs with a simplified approximation developed in Chan et al. (2019): we evolved just the total CR energy density as a relativistic fluid obeying a single two-moment equation with a somewhat ad-hoc ‘streaming plus diffusion’ approximation. In FIRE-3, simulations including CR dynamics, our treatment of CRs is updated to match that presented in Hopkins et al. (2022c): we evolve the full CR distribution function/spectrum for multiple species with a recently derived rigorous two-moment formulation including all terms up to leading order in $O(u/c)$ (where $u$ is the MHD fluid velocity). Specifically, we explicitly evolve the distribution function of a gyrotropic population of CRs $f = f(x, p, t, s, ...)$ as a function of time $t$, position $x$, CR momentum/rigidity/energy $p$, and species $s$, using the two-moment closure scheme derived formally from the full CR equations of motion in Hopkins, Squire & Buskty (2022a), which accurately captures both the strong-scattering and free-streaming regimes, with the appropriate (anisotropic) forces on the gas from Lorentz force and parallel scattering terms and thermalized collisional/radiative losses, as described in Hopkins et al. (2022c). We follow the full CR spectrum from $\sim$MeV-TeV energies, including all relevant adiabatic, diffusive re-acceleration, streaming loss, catastrophic, spallation, pionic, annihilation, radiative decay, ionization, Coulomb, secondary production, and radiative loss (inverse Compton, Bremsstrahlung, and synchrotron) processes, using the local plasma properties (e.g. B, $n_{\text{ion}}$, $n_{\text{gas}}$) determined self-consistently in-code. First-order Fermi acceleration is treated as injection with a single power-law spectrum $\propto R^{-4.2}$ in rigidity, with 10 per cent of the initial ejecta kinetic energy from SNe and fast stellar winds injected at reverse shock formation (and 2 per cent of that in leptons). Following standard practice in the Galactic CR literature, by default in FIRE-3, we assume the effective (pitch-angle averaged) scattering rate can be approximated with a simple power-law as $\tilde{\tau} = 10^{-8} \, \text{s}^{-1} \, (R / \text{GV})^{-0.6}$ (though variations with spatially variable diffusion coefficients, such as those in Hopkins et al. 2022d, can be studied as well). This is calibrated in Hopkins et al. (2022c) to simultaneously reproduce, for MW-like galaxies, observations of the CR spectra, $\gamma$-ray emissivities, ionization rates, and secondary-to-primary ratios for a wide range of species (electrons, positrons, protons/H, anti-protons, $^7\text{Be}$, $^9\text{Be}$, $^6\text{He}$, $^6\text{He}$, $^8\text{Be}$, C, N, O) at energies $\sim$MeV-TeV, as well as extra-galactic $\gamma$-ray observations. In FIRE-3, if we are not trying to model specific MW observations, we only explicitly simulate the proton and electron spectra (sufficient for predicting observables such as synchrotron, $\gamma$-ray emission, as well as CR effects on gas).

### 3.13 Optional physics: black holes

A number of FIRE-3 simulations will also include supermassive BHs/AGN growth and feedback processes, as compared to the purely stellar feedback processes described above. All of the numerical methods used for our BH simulations have been presented and extensively tested in a series of papers (Hopkins & Quataert 2010a, b, 2011; Hopkins et al. 2016, 2022b; Anglés-Alcázar et al. 2017c; Angles-Alcazar et al. 2021; Su et al. 2020, 2021; Grudic et al. 2021; Torrey et al. 2020; Guszejnov et al. 2021; Ma et al. 2021; Wellons 2022). However, many of these studies only considered one aspect of BH growth or feedback or dynamics, and others considered or compared a variety of methods. Therefore, for clarity and convenient reference, we summarize the complete default numerical implementation of BHs adopted for FIRE-3 simulations with ‘live BHs’ here. This is largely motivated by the theoretically and empirically preferred models identified in the extensive study of $\sim$1000 FIRE-2 simulations in Wellons (2022) and Su et al. (2021).

#### 3.13.1 Seeding, dynamics, and mergers

(i) **Seeding:** When a gas cell meets all criteria to create a star particle of mass $\Delta m$, it can instead be converted into a BH seed with a probability strongly weighted to high acceleration/surface density scales and low metallicities, $p_{\text{BH}} \equiv [1 - \exp(-(\Delta m / M_{\text{BH}}) f_{\text{s}} \times (Z / Z_{\odot}) \times (f_{\text{gas}} (\rho_{\text{gas}} / \rho_{\odot})]) \Theta$. Here, $\Theta = 0$ or $=1$ is a step function which requires (1) the cell meets all of the star formation criteria (the gas flow is locally converging, the cell is self-gravitating and bound including thermal+kinetic + magnetic support, and Jeans unstable); (2) no other BH already exists within a distance $r = 10 R_{\odot}$; and (3) the local acceleration scale $a_{\text{grav}} \equiv |\langle a(\text{<}}
\( R_{\ast, 0}(\text{grav}) \) to \( G M_{\text{enc}}(r < R_{\ast, 0})/R_{\ast, 0}^2 \) (where \( M_{\text{enc}}(r < R_{\ast, 0}) \) is the total mass of all species inside \( R_{\ast, 0} \)) exceed 0.01 \( \Omega_{\ast} \). The functions \( f_i, z(x) = (1 + x + x^2)/2 \) and \( f_i, a(x) \equiv 1 - \exp(-x^2) \) are arbitrary but chosen to give a steep (but not step-function like) cutoff at \( Z > Z_{\ast, 0} \) and \( \tilde{a}_{\text{grav}} \), where we choose \( Z_{\ast, 0} = 0.001 \) and \( \tilde{a}_{\text{grav}} \equiv 2 \left( \frac{p_*/m_*}{\rho} \right) \sim 2 \times 10^{-7} \text{ cm s}^{-2} \) (equivalent to an ‘effective surface density’ \( \Sigma_{\text{eff}} \equiv M_{\text{enc}}(r < R_{\ast, 0})/\pi R_{\ast, 0}^2 \sim 5000 \text{ M}_\odot \text{ pc}^{-2} \), with \( (p_*/m_*) \) defined below). We take \( R_{\ast, 0} \equiv \text{MAX}[100 \text{ pc}], H_3 \) (where \( H_3 \) is the interaction kernel\(^{15} \) radius of compact support) and \( M_0 \approx 10^7 \text{ M}_\odot \) (a constant which determines the average number of seeds formed per unit stellar mass). This is motivated by models where BHs form preferentially in very high-acceleration (or high-surface density\(^{2}\)/gravitational pressure) regions where dense, bound/long-lived star clusters form (Grudić et al. 2018a, 2019a; Li et al. 2019; Shi, Grudic & Hopkins 2021; Ma et al. 2021), ensuring they do not simply ‘wander’ about the galaxy as random stars. All seeds are formed with an initial BH mass \( M_{\text{BH}} = 100 \text{ M}_\odot \), zero ‘reservoir’ mass, and total dynamical mass of the spawning cell.

(ii) Dynamics: BHs follow the usual gravity equations with force softening set to 1/2 the minimum star particle softening. As shown explicitly in Ma et al. (2021), realistic IMBHs cannot efficiently ‘sink’ under the influence of dynamical friction if they are ‘free wandering’ through the galaxy in a time-scale shorter than the Hubble time unless they are already supermassive, with masses \( \gtrsim 10^7 \text{ M}_\odot \) (where our numerical resolution can easily capture the relevant dynamical friction processes). But IMBHs as low mass as \( \sim 100 \text{ M}_\odot \) can remain firmly ‘anchored’ (modular effects like gravitational recoil from mergers) at the centre of dense, bound star clusters where (by construction) we attempt to model their formation. However, at FIRE resolution, we only marginally resolve dense star clusters and certainly cannot resolve processes important to this ‘anchoring’ like mass segregation and core collapse within the cluster (which depend on individual stellar \( N \)-body processes in the cluster centre), so we employ the method from Wellons (2022) where the BHs are artificially ‘drifted’ at a fraction of the local velocity dispersion towards the local stellar-d+BH binding-energy extremum, in order to prevent them from being artificially ejected from unresolved clusters.

Within the interaction kernel of the BH ‘\( \star \)’, it identifies all collisionless (star, DM, BH) neighbours ‘\( \star \)’ (we exclude gas because the gas can be in outflows up to \( \sim 10^4 \text{ km s}^{-1} \), which easily leads to spurious ‘forces’), and identifies the neighbour with the minimum \( \textit{total energy} \) (not potential) in the frame of the BH, weighted by a spatial kernel, i.e. the minimum of \( \psi_{\star} = \tilde{w}_{\star} \left( \Phi \phi + (1/2) \right) (|\psi_{\star} - \psi_{\star}|^2) \) (where \( \tilde{w}_{\star} \equiv 1 + |x_\star - x_\star|^2 (h_{\star}^2 + [4 \epsilon_\star])^{-2} \), with \( h_{\star} \sim H_{\star}/3 \) the mean inter-particle separation in the kernel and \( \epsilon_{\star} \) the BH force softening above). This prevents the BH being ‘pulled’ to neighbours moving with very large velocities (which can easily occur in e.g. mergers) or very large separations. The BH then does not ‘jump’ to position \( x_\star \) but moves smoothly, with \( x_\star \rightarrow x_\star + (x_\star - x_\star) (1 - \exp[-(x_\star - \Delta_t)/\Sigma_\star]) \approx x_\star + \Delta_t/v_\star \Delta_t \) where \( \Delta_t \) is the time-step, and \( v_\star = \text{MAX}(v_{\star, f}, c_{\star}) \) (a small sound speed, set as a minimum) and \( v_{\star, f} = -2 \psi_{\star} \) (the free-fall velocity into the local potential minimum). This effective velocity is artificial, and strong kicks can still produce ‘overshoot’ of BHs, so it decays as \( v_{\star} \rightarrow v_{\star} + (\Delta v_\star) (1 - \exp[-(x_\star - \Delta_t)/\Sigma_\star]) \), where \( \Delta v_\star \) is the mean kernel-weighted velocity of the particles \( b \) and \( \epsilon_{\star} \equiv \text{MIN}(|\Delta v_\star/\tau_\star, \text{MAX} \left[ G M_b^2/\mathcal{H}_b^2, 2\psi_b/H_b \right] \) (where \( M_b^2 \) is the total mass in the kernel, so the latter two terms represent two estimates of the local free-fall acceleration on the scale of the kernel \( H_b \), and the decay time of the velocity is limited by the \( \Delta v_\star/\tau \) term to not be faster than \( \tau \equiv 1 \text{ Myr} \).

(iii) Mergers: Similarly, because we cannot resolve their small-scale dynamics, two BH particles are merged in a time-step (conserving all relevant quantities) if they reside within the same interaction kernel, have overlapping force softenings, and are gravitationally bound to one another.

(iv) Time-steps: In addition to all the usual dynamical time-step criteria (for gravity, etc.), we impose additional time-step restrictions on the BH particles to ensure (1) their accretion rate and/or wind outflow rates do not exceed the equivalent mass flux of \(<0.1 \text{ gas element per time-step}, that (2) the BH and/or disc cannot grow by more than \( \sim 1 \% \) per cent per time-step, and (3) that the BH cannot take a longer time-step than the shortest time-step of an interacting gas element.

3.13.2 Accretion

BH accretion follows the methods described in Wellons (2022). Each BH particle evolves an accretion ‘reservoir’ (e.g. an un-resolved Shakura & Sunyaev 1973-type disc) of mass \( M_{\text{acc}} \), separate BH mass \( M_{\text{BH}} \), and total bound dynamical mass \( M_{\text{dyn}} = m \).

\[ M_{\text{acc}} \equiv \eta_{\text{acc}} \left( 1 - f_{w, *}, s \right) M_{\text{gas}}, \Omega \]

\[ \eta_{\text{acc}} \equiv 0.01 \left( \left[ \frac{M_{\text{BH}} + M_{\text{acc}}}{M_{\dagger}} \right] \right)^{1/6} \]

\[ f_{w, *}, s \equiv \left[ 1 + \frac{\tilde{a}_{\text{grav}}}{(p_*/m_*)} \right]^{-1} \]

where \( M_{\text{gas}}, M_{\dagger}, \Omega = \sqrt{G M_{\text{enc}}/R^3} \) refer to the gas and disc mass and dynamical frequency evaluated within a radius \( R \). The efficiency parameter \( \eta_{\text{acc}} \) is calibrated from orders-of-magnitude higher-resolution simulations in Lodato & Natarajan (2006), Levine, Gnedin & Hamilton (2010), Hopkins & Quataert (2010b, 2011, 2010a), Hopkins et al. (2016, 2022b), andAngles-Alcázar et al. (2021) that directly resolve gas inflows on scales between the ‘true’ accretion disc and resolved scales here \( \sim 0.01 - 100 \text{ pc} \), and physically represents the effects of dominant ‘gravitational torques’ driving angular momentum loss in gas as the key accretion process (Angles-Alcázar et al. 2021). The term \( f_{w, *}, s \) represents the fraction of gas lost by ejection from stellar feedback on unresolved scales before reaching the accretion disc, calibrated again to high-resolution simulations (Wada, Papadopoulos & Spaans 2009; Hopkins et al. 2016; Grudić et al. 2018a; for a review see Hopkins et al. 2022b): here \( \tilde{a}_{\text{grav}} / (p_*/m_*) \) is just the dimensionless ratio of the gravitational acceleration towards \( \tilde{a}_{\text{grav}} \) to the momentum flux per unit mass \( (p_*/m_*) \sim 10^{-2} \text{ cm s}^{-2} \) for e.g. radiation and winds

\(^{15}\)A cubic spline with \( H_3 = 4 \Delta x_{\text{grav}} \) where \( \Delta x_{\text{grav}} \) is the mean inter-gas-cell spacing of the cells inside the kernel.

\(^{16}\)We measure properties such as \( M_{\text{gas}}, M_{\dagger}, \Omega \) inside the BH interaction kernel \( a = H_3 \). We estimate the ‘disc’ mass \( M_d \) following Hopkins & Quataert (2011), assuming cold gas forms a disc and using the total angular momentum \( J_{\text{tot}} \) of collisionless stars (and dark matter) in the kernel to decompose into an isotropic + thin disc combination with \( M_{d} \equiv \text{MIN}[J_{\text{tot}} \times 1/4 (G M_{d} R)^{1/2}] \). Alternatively we can use the kinematic decomposition in Anglés-Alcázar et al. (2017a), Anglés-Alcázar et al. (2017c), with similar results, but some extra computational cost.
from a young stellar population, which determines what fraction of the gas in the un-resolved kernel can remain bound (Colín, Vázquez-Semadeni & Gómez 2013; Gavagnin et al. 2017; Geen, Soler & Hennebelle 2017; Kim et al. 2018; Grudić & Hopkins 2019). Finally, we account for the fact that if $M_{\text{acc}} \gg M_{\text{BH}}$ the newly accreted reservoir gas would fragment and form stars (e.g. Goodman 2003), so we impose an upper limit $M_{\text{acc}} \leq 10 M_{\text{BH}}$ and do not allow accretion into the reservoir to exceed this, but this has weak effects.

**Accretion onto the BH**: Motivated by a simple analytic Shakura & Sunyaev (1973) $a$-disc model, the BH then accretes from the reservoir at a rate

$$M_{\text{BH}} \equiv \frac{M_{\text{acc}}}{t_{\text{acc}}} \rightleftharpoons L \equiv \frac{M_{\text{BH}}}{t_{\text{acc}}} c^2$$

We have tested making $t_{\text{acc}}$ a factor $\sim 10$ shorter, or changing the power-law index from 0.4 to 0 or 1, which have small effects (although changing the normalization by large factors does somewhat regulate the ‘burstiness’ of feedback, see e.g. Rosas-Guevara et al. 2015); the salient feature is that $M_{\text{BH}}$ becomes comparable to the Eddington limit when $M_{\text{acc}} \sim M_{\text{BH}}$, and smaller when $M_{\text{acc}}$ is very small. Because this expression naturally asymptotes at around the Eddington limit for a massive disc, we find it makes no difference to our results if we impose a strict Eddington limit to accretion (and therefore opt not to do so).

**Angular momentum**: We track the total angular momentum $J_{\text{s}}$ of each sink (mass $M_{\text{s}} = M_{\text{BH}} + M_{\text{acc}}$). When the sinks lose mass (to e.g. outflows or radiation), lacking information about detailed angular momentum transport within the sink, we simply assume the mass lost carries the same specific angular momentum, i.e. $J_{\text{s}} = J_{\text{s}}/M_{\text{s}}$ is constant. When two sinks are merged, $J_{\text{s}}$ is added directly, along with the total angular momentum of the pair of sinks in the centre-of-mass frame (exactly conserving total $J$ following Hubber et al. 2013). Because the accretion rate $M_{\text{acc}}/t_{\text{acc}}$ is calculated continuously from the integral/mean gas properties within the BH kernel, we update $J_{\text{s}} \rightarrow J_{\text{s}} + (M_{\text{acc}} \Delta t) (J_{\text{kern}})$ from accretion continuously assuming the accreted gas has the same mean specific angular momentum of the gas in the kernel ($J_{\text{kern}}$).

We refer to Wellons (2022) for an extensive survey of accretion models, but simply note as reviewed therein that our default model is both well-motivated physically by basic physical arguments (e.g. angular momentum transfer physics), but it also provides a much better match to small-scale simulations compared to e.g. Bondi-Hoyle scalings (which can be incorrect by $\sim 4-8$ orders of magnitude in regimes where they do not apply),\(^\text{17}\) as well as BH-host galaxy scaling relations.

\[^{17}\text{It is worth noting that our favoured accretion model does reduce, up to the usual order-unity-pre-factor ambiguity, to the Bondi–Hoyle accretion rate in the limit where Bondi–Hoyle accretion would actually be the correct subgrid accretion model: namely when the Bondi radius is resolved, the BH dominates the gravity (over gas+stars + dark matter) on resolved scales and gas self-gravity is negligible, the gas is homogeneous, and gas has negligible angular momentum. But our accretion rate estimator is also valid in limits where e.g. gas is in a cold, self-gravitating disc, a situation in which the Bondi–Hoyle estimator fails catastrophically.}\]

\[^{18}\text{In our default LEBRON RHD method, photo-ionization essentially follows a Stronger approximation around the BH with (for our spectral template) } N_{\text{ion}} = 5.5 \times 10^{54} \text{ s}^{-1} (L_{\text{bol}}/10^{45} \text{ erg s}^{-1}) \text{. Photo-electric heating is evicted but only important for shifting gas from CNM to WNM (temperatures } < 10^4 \text{ K}) \text{ in a narrow range around the BH before the UV flux is fully absorbed by dust. For the Compton terms, we calculate an obscuration-independent Compton temperature } \approx 4 \times 10^7 \text{ K} \text{ (see also Sazonov, Ostriker & Sunyaev 2004) with appropriate heating/cooling rates as a function of the local radiation energy density (Faucher-Giguère & Quataert 2012). For radiation pressure, we first calculate the short-range single-scattering absorption as } L_{\text{abs}} = (1 - e^{-\tau_s}) L \text{ with } (\tau_s) \text{ evaluated from the flux-mean opacity in the kernel around the emitting particle, before propagating the un-absorbed and re-radiated luminosity. Given our resolution limitations we make the conservative assumption that single-scattering occurs within this kernel and only re-irradiated } L = 0 \text{ is allowed to exert radiation pressure outside the kernel (acceleration } a = \mathbf{F}/m = a_{\text{IR}} L_{\text{IR}} (\mathbf{c} \times r) \text{).}\]

\[^{19}\text{Metallicity and other ‘passive’ scalar fields are also taken to have ambient ISM values.}\]
at most one pair per time-step) to ensure manifest linear momentum conservation.

Jets (relativistic mechanical feedback): In simulations which explicitly evolve CR dynamics, relativistic jets are treated as in Su et al. (2021) by injecting CRs in an infinitely collimated jet, attached to the spawned mechanical feedback hyper-cells. The injection properties (e.g. spectral shapes) are, for simplicity, taken to be identical to acceleration in SNe shocks (Section 3.12), except the CR acceleration efficiency is given by

$$E_{\text{jet}} = \epsilon_{\text{jet}} M_{\text{BH}} c^2$$

with (by default) $\epsilon_{\text{jet}} \sim 10^{-3}$. This corresponds to $\sim 0.2$ - 2 per cent of the kinetic energy of accreting gas at the ISCO, depending on BH spin (as compared to e.g. the canonical $\sim 10$ per cent of SNe shock energy which goes into accelerating CRs). Again, the rest mass converted into energy is removed from the reservoir.

4 ILLUSTRATIVE EXAMPLE OF THE EFFECTS ON GALAXY FORMATION

Fig. 8 shows a preliminary example of the combined effect of all of the updates to the ‘default’ FIRE-3 model synthesized in this paper on a fully cosmological simulation. Specifically, we simulate the halo m11i from Hopkins et al. (2018b, 2020b) and El-Badry et al. (2018a), which was well-studied in FIRE-2, with the default or ‘base’ version of the FIRE-3 code (e.g. not including explicit CR dynamics or BHs), from its cosmological initial condition at $z \sim 100$ to $z = 0$ (with mass resolution $\sim 7000 M_\odot$). This is a dwarf galaxy with a final stellar mass broadly similar to e.g. the Large Magellanic Cloud (LMC), and a convenient test owing to (a) relatively low computational cost and (b) being intermediate-mass (low-enough mass that e.g. metallicity-dependence and UVB effects can be important, but high-enough mass that it has sustained star formation to $z = 0$ and non-trivial gas phase structure).

We stress that it is not our intention in this paper to present a detailed survey of the effects of the updated FIRE-3 physics on all galaxy formation properties, halo masses, etc., nor is it to present a new ‘suite’ of simulations – rather it is clearly to document the changes in the code from FIRE-2, and provide useful fitting functions for all of the various terms (updated cooling functions, stellar evolution tabulations, yields, etc.) for use by the community. None the less, it is useful to see at least one example of how the collective effect of these changes influences the formation of a galaxy.

We compare both the MHD and HD versions of the same galaxy. We can see that in FIRE-3, like FIRE-2, MHD makes little difference to global galaxy properties (Su et al. 2017; Hopkins et al. 2020b). The clear systematic difference is that FIRE-3 robustly produces somewhat stronger star formation at early times (high redshifts) in small, low-metallicity dwarf galaxy progenitors. This owes to a combination of effects: later reionization, more accurate accounting for metal-free atomic + molecular cooling, weaker ‘early’ stellar mass-loss feedback at low metallicities, the more accurately total-energy conserving SNe treatment (which limits the coupled SNe momentum in superbubble situations with strong outflows), and less restrictive star formation criteria, in FIRE-3. We have tested swapping each of these ‘pieces’ of FIRE-3 with their FIRE-2 analogues and find that no single one explains the entire difference, but each contributes comparably, with the improved SNe treatment playing the largest individual role (owing to the scaling of SNe terminal momentum with density and metallicity, the effects of the improved algorithm are strongest in extremely low-mass, low-metallicity systems), followed by the more accurate treatment of cooling in the extremely metal...

Figure 8. Comparison of a fully cosmological FIRE-2 (with MHD active, or pure HD) and FIRE-3 simulations of an LMC-mass dwarf galaxy (m11i) from $z \sim 100$ to $z = 0$ (see Section 4). Top: Archeological SFR versus cosmic time (averaged in $\sim 100$ Myr intervals). Second: Stellar mass versus scale factor $a$. Numbers give the value log $(M_*/M_\odot)$ at $z = 0$. Third: Mean stellar metallicity versus $a$. Numbers give $\langle ([Z/H]) \rangle$ at $z = 0$. Fourth: Spherically averaged radial density profile of all mass (including dark-matter; thin) and baryonic (thick) at $z = 0$, versus galacto-centric radius $r$. Numbers give the stellar effective radius $R_{\text{eff},*}$ in kpc at $z = 0$. Bottom: Circular velocity $(V_c^2 \equiv G M_{\text{gal}}(< r)/r)$ profile. In FIRE-2 and FIRE-3, MHD effects are weak. FIRE-3 features slightly more early (high-$z$) star formation in dwarf progenitors, compared to FIRE-2, owing to improvements in the UVB, metal-free cooling physics, star formation criteria, SNe treatment, and stellar isochrones (see Section 4).
Figure 9. Comparison of the $z = 0$ stellar masses of a subset of initial FIRE-3 simulations compared to their identical counterparts run with the FIRE-2 models, as a function of peak halo mass (only centrals plotted, so this is present virial mass). We compare observational constraints from abundance matching, lensing, and kinematics (shaded). Brook et al. (2014) from the local group, and Read et al. (2017) from local field (lighter region is extrapolated) do not consider scatter in $M_\star (M_{\text{halo}})$, so shaded range shows the uncertainty in their mean relation. Nadler et al. (2020) and Behroozi et al. (2019) explicitly model scatter so we show the $\pm 1 \sigma$ (darker) and $\pm 2 \sigma$ (lighter) regime. Note the absolute values here can be significantly altered by other physics (e.g. CRs, AGN). But consistent with Fig. 8, we see very similar masses at intermediate/high halo masses, while for small dwarfs with [ZH] $\leq -2$ we somewhat enhanced star formation in FIRE-3.

poor ($H_2$-dominated) limit. The enhanced earlier star formation in FIRE-3 leads to slightly larger stellar masses by $z = 0$, and slightly higher central galaxy densities and circular velocities, but the effect by $z = 0$ is modest (a factor $\sim 1.5$). The SFRs are actually quite similar between FIRE-3 and FIRE-2 after $z \lesssim 2$–3, when the FIRE-2 galaxy has reached a metallicity $Z \sim 0.01 Z_{\odot}$, which is well after reionization, and high enough metallicity that metal-line cooling dominates over molecular, minimizing the differences between the cooling physics and also making it much easier for both runs to cool to $\sim 10$ K (minimizing the differences between the SF criteria, as the simulations can more easily meet the Jeans criteria).

In Fig. 9, we compare the $z = 0$ stellar masses of our galaxies with their peak ($z = 0$ virial) halo masses, in an initial subset of a few runs. We only plot the one or two most-massive (best-resolved) central galaxies in the high-resolution region, for the volumes m09, m10v, m10q, m11a, m11d, m11f, m11h, m11l, m11q, and m12i, from our FIRE-2 study in Hopkins et al. (2018b), using identical definitions and Initial Conditions (ICs) as therein. These have a mass resolution $\approx 250 M_{\odot}$ for all the haloes with masses $\lesssim 2 \times 10^{10} M_{\odot}$ and $\approx 7000 M_{\odot}$ at higher masses. We compare to various observational estimates of the stellar mass-halo mass relation at $z \sim 0$, for reference. Our intention here is not to compare with observations in detail (which requires a larger sample where we can analyse scatter and evolution in these relations, separating satellites versus centrals, etc., and can depend systematically on other physics not included in these runs but described above, such as CRs and AGN), but to identify any systematic trend in FIRE-2 versus FIRE-3 results. Consistent with Fig. 8, we see that at the lowest $z \sim 0$ stellar masses (and metallicities), $\lesssim 10^8 - 10^9 M_{\odot}$, the FIRE-3 simulations produce systematically higher stellar masses by up to a factor of a few. The differences owe to the same changes producing the higher SFRs/masses at early times in Fig. 8 (when that galaxy is also lower-mass). Naively, the increase actually appears to bring the FIRE-3 galaxies into somewhat better agreement with observationally inferred stellar masses, and is still smaller than the difference between various observationally derived $M_\star - M_{\text{halo}}$ relations at the lowest (ultra-faint) masses (compare e.g. Read et al. 2017 and Nadler et al. 2020).

Above intermediate $z \sim 0$ stellar masses $\gtrsim 10^6 - 10^7 M_{\odot}$, there is little difference in the $z \sim 0$ stellar masses, until we reach the most massive ($\sim 10^{12} M_{\odot}$) haloes, where the stellar masses decrease by up to a factor of $\sim 2$ (again in slightly better agreement with observations). Pre-liminary low-resolution simulations of other Milky Way-mass haloes suggest this result is robust. At masses $\gg 10^{12} M_{\odot}$, we have not yet run any high-resolution FIRE-3 simulations to $z \sim 0$ but pre-liminary low-resolution tests confirm the expected behaviour from FIRE-2 (e.g. Wellons et al. 2020; Parsotan et al. 2021), namely that although the stellar masses are somewhat reduced in FIRE-3 versus FIRE-2, simulations without AGN feedback such as those here invariably produce excessively large central stellar densities, velocity dispersions/circular velocities, and stellar masses at halo masses $\gg 10^{12} M_{\odot}$.

In summary, the net effect of this is that (absent AGN and CRs) FIRE-3 produces a slightly ‘flatter’ $M_\star - M_{\text{halo}}$ relation below $\sim 10^{12} M_{\odot}$, with $M_\star \propto M_{\text{halo}}^{0.3}$ in FIRE-2 and $M_\star \propto M_{\text{halo}}^{1.3}$ in FIRE-3 (with the same normalization around $M_{\text{halo}} \sim 10^{10.5} - 10^{11} M_{\odot}$). The offset is small, but appreciable over a sufficiently large dynamic range in $M_{\text{halo}}$. We have also validated the arguments above by running a limited series of low-resolution experiments where we adopt FIRE-3 physics but arbitrarily multiply the SNe energies by a factor $\sim (0.1 Z_{\odot}/Z_{\odot})^{1.3}$ (i.e. making feedback slightly stronger at low metallicities, and slightly weaker at high metallicities), which we find eliminates most of the differences in both stellar masses and star formation histories between FIRE-3 and FIRE-2.

5 Conclusions

We have presented an extensive update of the treatment of stellar evolution physics and nucleosynthesis yields, as well as low-temperature/high-density ISM cooling and chemistry, which together constitute the FIRE-3 version of the FIRE project. We present all of the changes from FIRE-2 to FIRE-3, and insofar as possible, provide detailed and accurate fitting functions for all quantities in a form which can be directly implemented in other galaxy formation models, and synthesize our survey of state-of-the-art updates to e.g. stellar evolution tracks.

This paper has two purposes. First, to serve as a reference for future FIRE-3 studies, which will use these updated models to study a wide variety of problems in galaxy formation, as with FIRE-2. Future work will study in detail how the updated stellar models alter galaxy formation (if at all), although as we noted above, most of the qualitative conclusions of FIRE-2 are unlikely to change, as the updates here for many of the ‘most important’ quantities are minor. Integrated SNe rates and energetics, stellar total luminosities, and

---

20We have confirmed that the change in stellar masses at $M_{\text{halo}} \gtrsim 10^{12} M_{\odot}$ owes primarily to the explicit accounting for the gas relative velocities around SNe in FIRE-3 (Section B). Specifically, when there is net inflow towards a region with SNe ($\beta < 0$, in equations (B15) and (B17)) and the inflow speed becomes comparable to the shell velocity at which an SNe remnant in a stationary medium would become radiative ($\sim 200$ km s$^{-1}$, which can occur in the central regions of massive galaxies), then the SNe shock energy and temperature are enhanced by this relative velocity and the onset of the cooling/snowplow phase is delayed, leading to somewhat more efficient stellar feedback (see e.g. Ostriker & McKee 1988).
integrated total metal yield change by at most tens of per cent, while quantities like the detailed cooling and chemistry of dense, cold (< 10^4 K) ISM gas are largely irrelevant to ISM dynamics in metal-rich galaxies (like the Milky Way) so long as the cooling times are shorter than dynamical times (see e.g. Hopkins et al. 2018b), although they can be important at early times or in dwarf galaxies at low metallicities. But the updated models here are still important both (a) because they represent more accurately our best attempt to represent the state-of-the-art inputs from stellar evolution and nucleosynthetic yields, so we can ‘anchor’ the galaxy formation models as best as possible in what we believe we know about stars, and (b) because they enable improved predictive power for observational tracers and diagnostics (e.g. CO or CII emission, or detailed stellar abundance patterns within galaxies).

Our second purpose is to make public these updated inputs in a convenient form, which can be used easily and directly in other codes, to improve the accuracy with which these physics are treated in other non-FIRE simulations as well. It is worth noting that almost all of the fitting functions here – especially those for stellar evolution and yields – are new and have not appeared previously in the literature. Most involve considerable effort to synthesize multiple sources and identify the most robust/stable trends, vetting to remove erroneous or extraneous extrapolations (in order to cover the entire dynamic range of interest accurately), and additional modelling to translate them into a convenient form for galaxy simulations (see e.g. Section 3.11).

We stress that in no way do we intend to imply that the physics here are ‘complete’ or ‘final.’ In future work, we will continue to explore the role of other physics not part of the ‘default’ or ‘base’ FIRE-3 model, e.g. CRs (Section 3.12) and supermassive black holes (Section 3.13). Meanwhile, stellar astrophysics remains an incredibly active and rapidly evolving field, with an exponentially growing amount of new data from massive spectroscopic and astrometric and time-domain surveys, as well as new probes, such as gravitational waves. It is therefore almost certain that the input stellar evolution and nucleosynthetic models here will continue to evolve: our goal here is to publish our galactic models to ‘catch up’ with advances in our understanding of stellar evolution from the last two decades, with the intention of future updates reflecting the state of the art in the field.
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APPENDIX A: COMPARISON OF SF CRITERIA AND SUBGRID COOLING PHYSICS

A1 Effects of different sf criteria

Briefly, we test how different SF criteria influence our FIRE-3 results. We first note that our virial criterion, based on the local velocity field, can change rapidly (on of order a few time-steps), so we consider a model following Grudić et al. (2021) and Guszejnov et al. (2020) where we replace the ‘instantaneous’ virial parameter $\alpha_i$ with a rolling time-average $\bar{\alpha}_i(t)$ defined by $d\bar{\alpha}_i/dt = (\alpha_i - \bar{\alpha}_i)/(1 + \alpha_i)\tau^{-1}$, where $\tau \equiv t_{\text{turb}}/8$ is shorter than the local free-fall time $t_{\text{ff}}$ (so that the indicator $\bar{\alpha}$ can adjust before collapse to infinite density occurs). This has only a small effect on the distribution of star-forming densities, slightly reducing star formation in low-density gas owing to the ‘time lag’ of a few $\tau$ before $\bar{\alpha}$ can decay to match $\alpha_i$ when e.g. gas cools rapidly. In some very rare circumstances, however, we find this lag can become comparable to the free-fall time, artificially suppressing star formation until collapse proceeds to extremely high densities.

We next consider two additional SF criteria. First, a ‘tidal Hill’ criterion as implemented in Grudić et al. (2021): specifically requiring that the tidal tensor $T(x) \equiv \nabla \otimes g(x)$ (where $g(x) \equiv \nabla \Phi_{\text{gas}}(x)$ is the gravitational acceleration field at position $x$) has three negative eigenvalues. This physically means that the gravitational tidal field is compressive along all three directions, so we can think of it as a stricter version of our convergent flow ($\nabla \cdot \mathbf{v}$) criterion. But we see in Fig. A1, this has little effect: this is because essentially all the gas that meets our virial criterion must also meet this tidal Hill criterion, and the virial criterion is more strict because it allows for non-gravitational forces resisting collapse. Thus although this can catch some special edge cases important for single-star formation simulations like those in Grudić et al. (2021), we find it is redundant in FIRE-3, and do not include it by default.

Secondly, we consider a ‘density maximum’ criterion – requiring that a cell be the highest-density of all its interacting neighbours (all cells which could interact hydrodynamically with it). This can lead to unphysical behaviours shown in Fig. A1. What occurs is the following: in a marginally resolved GMC, this criterion essentially means that only the global density maximum of the entire GMC is eligible to form stars. But recall, the SF time-scale we impose is the free-fall time, which of course is (by definition) also the same time-scale that an isothermal self-gravitating, collapsing cloud (required by our virial and $\nabla \cdot \mathbf{v}$ criteria) requires to collapse to formally infinite density. So the marginally resolved clouds, instead of fragmenting, collapse to essentially arbitrarily high densities – the only reason the star-forming gas density PDF cuts off in Fig. A1 at $\sim 10^3\,\text{cm}^{-3}$ is because we impose a purely numerical upper limit at which the gas is immediately turned into stars, to avoid infinitely small time-steps. Thus, this criteria, while sensible for simulations which resolve individual proto-stars in a sink-particle-like manner (requiring that one resolve the thermal Jeans mass of cold molecular gas, i.e. gas cell masses of $\sim 10^{-3}\,\text{M}_\odot$), does not make physical sense for galaxy-scale simulations where a ‘star particle’ represents either more than one star or indeed any kind of subfragmentation. We find similar results for other common sink-particle criteria used in single-star formation simulations (e.g. requiring that no other sinks be within the interacting neighbour set, or requiring the cell be the potential minimum instead of density maximum).

Next, we compare turning off each of our default SF criteria in turn. Per Section 3.10, the converging flow criterion has little effect. And at least for a $z = 0$, Milky Way metallicity galaxy, the Jeans criterion is also secondary, though this can be more important for metal-poor galaxies where cooling to very low temperatures is less efficient (see Section 4 and discussion below). The virial criterion is clearly the most important of our adopted SF criteria: removing it, the peak of SF moves to $\sim 10\,\text{cm}^{-3}$ gas, which is the minimum density that can meet our Jeans criterion at the $\sim 100\,\text{K}$ GMN temperatures, but this is primarily non-self-gravitating diffuse H1 (especially in the presence of magnetic fields, where it has a plasma $\beta \ll 1$). Of course, if we remove both the Jeans and virial criteria (leaving only converging-flow), then we see unphysical star formation even in hot gas at very low densities.

Fig. A2 compares the effect of these additional SF criteria on a cosmological simulation as Fig. 8, specifically the ‘density maximum’ criterion which produces artificial clumping to very high densities. Even in this case, the effect is modest, consistent with our FIRE-2 studies showing that global galactic SF properties were very insensitive to e.g. the density threshold or SF efficiency per dynamical time (see Hopkins et al. 2018b). What does change is the resolution-scale structure of SF, in particular the density of e.g. star clusters which form, which are artificially overdense if we enforce a criterion like the density maximum, as shown in FIRE-2 simulations in e.g. Ma et al. (2020).

Before moving on, it is important to note that while the density PDF in Fig. A1 is insensitive to many variations in the SF criteria at fixed numerical resolution, it does vary with resolution, as it should. Up to an order-unity constant, our Jeans + virial criteria are equivalent to the statement that SF occurs when the ‘effective’ Jeans length $(\lambda_\text{eff} \sim \delta v_{\text{eff}}/\sqrt{G\rho})$, where $\delta v_{\text{eff}}$ is the total signal speed including e.g. thermal, turbulent, and magnetic/Alfvén speeds) or Jeans mass $(M_\text{eff} \sim (4\pi/3)(\lambda_\text{eff}/3)^3\rho)$ becomes unresolved $(M_\text{eff} \lesssim \Delta m_i$ or $\lambda_\text{eff} \lesssim \Delta x_i$, where $\Delta m_i$ and $\Delta x_i$ are the cell mass/size), which oc-
curs above some critical density $\rho_{\text{crit}}(\Delta m_1, \Delta x_i, \delta_{\text{eff}}, \ldots)$. In other words, we convert gas cells to star particles when the fragmentation cascade can no longer be explicitly resolved (so the PDF of star-forming gas in Fig. A1 shifts to higher densities at higher resolution). Assuming turbulent motions dominate $\delta_{\text{eff}}$ in a standard supersonic cascade or observed ISM linewidth–size relation (expected on scales $\Delta x \gtrsim 0.1$ pc; Bolatto et al. 2008), then for a Lagrangian code like ours (fixed $\Delta m_1$ but variable $\Delta x_i$), the critical densities as $\rho_{\text{crit}} \propto \Delta m_1^{1/2} \propto N_{\text{crit}}^{1/2}$, and this scaling is explicitly confirmed in FIRE resolution tests in table 3 of Hopkins et al. 2018b. If thermal or magnetic support dominates $\delta_{\text{eff}}$ (expected on smaller scales), then $\rho_{\text{crit}} \propto \Delta m_1^{-2} \propto N_{\text{crit}}^{-2}$ scales more rapidly (see Guszejnov et al. 2020). In either case, by not including a fixed density threshold, our SF criteria can automatically be appropriately adaptive to resolution.

**A2 Molecular cooling/formation physics**

Figs A3 and A2 consider the effect of variations to the cooling physics module, particularly in the shielding treatment, which (unlike e.g. the cooling rate functions) has non-trivial uncertainties. In Fig. A3, we specifically compare our default treatment to a simulation where we assume that a clumping factor $C_m = 1$ for all $m$, as defined in Section 3.5 – i.e. no clumping factor at all, compared to the standard clumping factor estimated for a lognormal density distribution in supersonic turbulence, which we use as our default. This is used exclusively in calculating the molecular formation/destruction rates, where larger $C_m$ promotes molecule formation via collisional processes, and suppresses molecule destruction by enhancing the line self-shielding. Removing this clumping, we see as expected that cold gas cannot form until somewhat higher densities, when self-shielding without a clumping factor is more efficient – but this is just a factor of a few shift in the density $n$ where $T \sim 100$ K gas appears, corresponding to the expectation for $C_m \sim 1$. A few. What is slightly more surprising is that this also suppresses the separation between CNM and WNM phases, making the results more similar to FIRE-2. That occurs because, without accounting for clumping, line self-shielding being less efficient leads to a less-rapid phase transition in thermally unstable neutral gas. In Fig. A2, we consider a variant model where we both remove clumping and assume the incident UV background is always the MW-like (Habing) value, ignoring the actual RHD in the code. Although this can significantly change the thermal state of the cold gas, it has surprisingly small effects on the bulk galaxy properties. The star formation is slightly more ‘bursty’.

Figure A2. Comparison of the fully cosmological m11i simulation as Fig. 8 (Section 4), but testing two variant FIRE-3 models. The ‘Alt SF Criteria’ model adds the tidal Hill and density maximum criterion as Fig. A1, with a maximum density enforced: despite this artificially forcing SF into much more dense clumps, the global galactic SF history is similar, as it is feedback-regulated. The ‘Alt Rad/Shielding’ criterion both takes $C_m = 1$ (as Fig. A3) and assumes the incident LW background (before line self-shielding) is always the Habing/Milky Way value (instead of using the in-code dynamically estimated radiation field). This makes cooling less efficient at low metallicities, leading to somewhat more ‘bursty’ SF as gas must clump further to cool.

Figure A3. Phase diagram of ISM gas, as Fig. 5, in otherwise identical FIRE-3 simulations with different treatments of the subresolution-scale clumping factor $C$ used for the molecular line self-shielding calculation; we compare our default (left; Section 3.5) to a run with no clumping ($C_m = 1$ always). In the latter, cold gas does not appear until slightly higher resolved densities $n \gtrsim 1$ cm$^{-3}$, and the phase separation between CNM and WNM is ‘smear out’.
which suppresses the total mass and central density via producing more concentrated episodes of SNe feedback, as the assumption that the gas always sees an external Habing-level UVB means cold gas (required to meet our Jeans criterion) cannot form until very large resolved column densities build up, which would otherwise fragment earlier (leading, for example, to the SFR actually ‘overshooting’ the model with self-consistent radiation treatment in the initial starburst at early times). This type of behaviour is qualitatively consistent with the results in recent RHD studies (Kannan et al. 2014; Rosdahl et al. 2015; Emerick et al. 2018; Kimm et al. 2018; Hopkins et al. 2020a), arguing that accounting for local radiation tends to have a ‘smoothing’ effect on star formation, reducing burstiness.

APPENDIX B: UPDATED MECHANICAL FEEDBACK ALGORITHM

B1 Expressions for individual coupling events

As detailed in the text, our numerical algorithm for coupling mechanical feedback (e.g. SNe) largely follows that derived in detail and extensively tested in Hopkins et al. (2018a), appendix E, with minor updates. We summarize the complete algorithm including these updates here. Consider an ‘event’ where a star particle ‘a’ (with coordinate position $x_a$, velocity $v_a$, total particle/cell mass $m_a$) injects, in a given time-step $\Delta t$ (taking the code from initial time $t^0 \rightarrow t^1 = t^0 + \Delta t$), some ejecta mass $m_{ej,a}$ (which can be spread across different explicitly followed species ‘s’, as $m_{ej,a} \equiv \sum_s m_{ej,a,s}$). In the rest-frame of the star particle, assume the ejecta is isotropic with total kinetic energy $K_{ej,a}$ (and some arbitrary set of scalar energies $j$ including e.g. thermal and CR energies $U_{ej,a,j}$). The ejecta is coupled to some set of gas cells ‘b’, which consist of all cells for which there is a non-vanishing oriented HD face area $A_{bh}$ that can be constructed between them and the star particle a (this is defined rigorously in Hopkins et al. 2018a), but essentially includes all cells $b$ which are either ‘neighbours of a’ or for which ‘a is a neighbour of b’). If we only have one event site a we will generalize below, then the update to the conserved quantities (e.g. $m$, $U$, and momentum $p$) of cell b is given by:

$$m^{(1)}_{bh} = m^{(0)}_{bh} + |\hat{w}_{bh}| m_{ej,a,s}$$  \hspace{1cm} (B1)

$$U^{(1)}_{bh} = U^{(0)}_{bh} + |\hat{w}_{bh}| (U_{ej,a,j} - t^{0})$$ \hspace{1cm} (B2)

$$p^{(1)}_b = p^{(0)}_b + \Delta m_{bh} v_a + \Delta p_{bh}$$ \hspace{1cm} (B3)

$$\Delta p_{bh} = \epsilon_a m_{ej,a} \left(1 + \frac{m_b}{\Delta m_{bh}}\right)^{1/2} \frac{2 \epsilon_a}{m_{ej,a}} \left|\hat{w}_{bh}\right|$$ \hspace{1cm} (B4)

$$\epsilon_a = K_{ej,a} + \frac{1}{2} \sum_s m_{ej,a,s} |\hat{w}_{bh}| |\hat{w}_{bh}|$$ \hspace{1cm} (B5)

where $\Delta m_{bh} \equiv |\hat{w}_{bh}| m_{ej,a,s}$, $\hat{w}_{bh} \equiv \vec{v}_b - \vec{v}_a$, and $\hat{w}_{bh} = |\hat{w}_{bh}| \hat{w}_{bh}$ is a normalized vector weight function defined by

$$w_{bh} = \frac{|\hat{w}_{bh}|}{1 + \frac{\Delta m_{bh}}{m_b}}$$ \hspace{1cm} (B6)

$$\hat{w}_{bh} = \sum_s |\hat{w}_{cs}|$$ \hspace{1cm} (B7)

$$w_{bh} \equiv \omega_{bh} \sum_s |\hat{w}_{cs}|$$ \hspace{1cm} (B8)

$$\left(f_\Delta^{(0)}_s\right) = \left[\frac{1}{2} \left(1 + \frac{\sum_s \omega_{cs} |\hat{w}_{cs}|^2 |\hat{w}_{cs}|^2}{\sum_s \omega_{cs} |\hat{w}_{cs}|^2}\right)^{1/2}\right]$$ \hspace{1cm} (B9)

$$(\hat{s}_{bh})^\mu \equiv |\hat{w}_{bh}|^{-1} \text{MAX}(x_{bh}^\mu, 0) \left|_{a=x, y, z} \right. \hspace{1cm} (B10)$$

$$(\hat{\sigma}_{bh})^\mu \equiv |\hat{w}_{bh}|^{-1} \text{MIN}(x_{bh}^\mu, 0) \left|_{a=x, y, z} \right. \hspace{1cm} (B11)$$

Here, $x_{bh} = x_b - x_a$ and $\alpha_{bh}$ is the scalar weight function:

$$\alpha_{bh} = \frac{1}{2} \left(1 - \frac{1}{\sqrt{1 + (\Delta m_{bh}/A_{bh})/(m_b |\hat{w}_{bh}|^2)}}\right)$$ \hspace{1cm} (B12)

with $A_{bh}$ again the oriented HD area of intersection of faces between $b$ and $a$ (defined in GIZMO identically to Hopkins et al. 2018a). The function $\psi_a$ is introduced to ensure manifest energy conservation even when the surrounding velocities $v_{sh}$ take on arbitrary values, and to account for the effects of a finite cooling radius, and is defined as:

$$\psi_a(v_{sh}, \epsilon_a) = \epsilon_a \sqrt{(\Delta m_{bh} + \rho_{sh,bh}/2 \epsilon_a/m_b)}$$ \hspace{1cm} (B13)

where $\rho_{sh,bh} = \text{MIN}[\psi_a(v_{sh}, \epsilon_a), \psi_a(\beta_{sh,bh}, \epsilon_a)]$.

$$\psi_a(\epsilon_a) = \frac{1}{1 + \frac{\Delta m_{bh}}{m_b}} \text{MIN} \left( \psi_a(\beta_{sh,bh}, \epsilon_a), \frac{1}{1 + \Delta m_{bh}/m_b} \right)$$ \hspace{1cm} (B14)

$$\beta_{sh,bh} = \frac{\sum_b v_{sh,b} \cdot \hat{w}_{bh}}{v_{sh}}$$ \hspace{1cm} (B15)

$$\beta_{sh,bh} = \frac{\sum_b v_{sh,b} \cdot \hat{w}_{bh}}{v_{sh}}$$ \hspace{1cm} (B16)

Meanwhile, the coupled thermal energy is given by:

$$U^{(1)}_{ej,a} = U^{(0)}_{ej,a} + g(U_a(\beta_{sh,bh}, \epsilon_a) \epsilon_a \left(m_b < \bar{m}_{c,ab}\right)$$ \hspace{1cm} (B17)

$$g(U_a(\beta_{sh,bh}, \epsilon_a) \epsilon_a \left(m_b \geq \bar{m}_{c,ab}\right)$$ \hspace{1cm} (B18)

$$\bar{m}_{c,ab} \equiv \rho_{sh,bh}/\text{MAX}[0, v_{sh}, \epsilon_a + \psi_a(v_{bh}, \epsilon_a)]$$ \hspace{1cm} (B19)

with $\bar{m}_{c,ab} \equiv \rho_{sh,bh}/\text{MAX}[0, v_{sh}, \epsilon_a + \psi_a(v_{bh}, \epsilon_a)]$. Here, $\bar{m}_{c,ab}$ is a dimensionless constant which defines the extent to which the kinetic energy ratio at the end of the self-similar energy-conserving phase of an idealized remnant in a static medium (by default we take the exact homogeneous-background Sedov 1959 value $\bar{m}_{c,ab} = 2.54$). In GIZMO, the thermal heating term is added to the ‘HD work’ term which is spread over time-step of cell b so that it can be included self-consistently in the fully implicit thermochrometry routines (i.e. this is not operator-split from the cooling operation, since operator splitting this term in dense gas tends to introduce spurious noise in the gas temperature). The function $p_{sh,bh} = p_{sh,bh}(\epsilon_a, \rho_{sh}, Z_h)$ is the ‘terminal momentum’ for a blastwave with the given kinetic energy and ambient gas properties, defined in FIRE-3 as given in the text (Section 3.8). 21

21For our adopted equations and $p_{sh,bh}(...)$, the asymptotic outward radial momentum coupled in the momentum-conserving limit for an explosion with ejecta energy $K_{ej,a} = 10^{53}$ erg, in a stationary ($v = 0$), homogeneous, isotropic background medium with Solar metallicity and ISM density $n = 1$ cm$^{-3}$ becomes $\int dp \cdot \hat{r} \approx \sum_b \Delta m_{bh} \cdot |\hat{w}_{bh}| \approx p_{sh,bh}(\epsilon_a = 10^{51}$ erg, $n = 1$ cm$^{-3}$, $Z = Z_\odot$,...)/$(1 + \epsilon_a^2)^{1/2} \approx 2.5 \times 10^5 M_\odot$ km s$^{-1}$. 
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B2 Limiting behaviours and differences from FIRE-2

Although the expressions above are rather opaque written in compact form, they have simple interpretations given alongside their rigorous derivation in Hopkins et al. (2018a), and the equations above are nearly identical to those therein with only a couple of subtle differences. In the energy-conserving limit \( (m_b < \hat{m}_{1/c,ab}, \psi_a \rightarrow \psi_a^E) \), these expressions guarantee that the coupled momentum \( \Delta p_{ba} \) (1) manifestly conserves total linear momentum in the rest frame \( (\sum_a \Delta p_{ba} = 0) \), (2) is distributed numerically and statistically isotropically in the explosion rest frame (meaning that no artificial or numerical grid directions or bias can be imprinted on the ejecta momentum), (3) has a flux into all neighbour cells which scales proportionally the solid angle subtended by that cell as seen by the star in its rest frame \( (\Delta \Omega_{ba}) \), and (4) produces a change in total kinetic + thermal energy across all cells which exactly matches the total energy injected, i.e. the net increase in the total energy of all gas cells after the event is coupled is identically the desired and conserved injected energy (e.g. \( \sim 10^{51} \text{erg} \), for a SNe). This last property requires the non-trivial values of \( \psi_a^E \) which account for the relative motion of gas around a star, \( \dot{v}_{ba} \neq 0 \), and the fact that kinetic energy is a non-linear function of momentum. For the case with negligible motion \( (\dot{v}_{ba} \approx 0) \), \( \psi \rightarrow 1 \) and the algorithm becomes identical to that in FIRE-2; however these terms account for the fact that if, for example, gas is receding/inflow outflow around a star \( (\dot{v}_{ba}, \dot{\theta}_{ba}) > 0 \), so \( \dot{\theta}_{ba} > 0 \) and \( \dot{\psi}_a < 1 \), adding a given momentum (directed radially outwards from the star) to the gas involves a higher energy cost (it must accelerate gas which is already receding rapidly).

In (this energy-conserving) limit, the only difference between the expressions above and those derived in Hopkins et al. (2018a) is that we more carefully specify the behaviour of the thermal versus kinetic energy coupling, which was left completely general in that derivation. Importantly, consider the limit where the weighted mass motion (representing some very massive column of gas) around the star is approaching/inflow \( (\dot{v}_{ba}, \dot{\theta}_{ba}) < 0 \), so \( \dot{\theta}_{ba} < 0 \) and \( \dot{\psi}_a > 1 \). Then adding some small ejecta momentum \( \Delta p_{ba} \propto \dot{\psi}_{ba} \) to the gas directed radially outwards from the star will decelerate the gas cells (decreasing their kinetic energy). If one coupled only kinetic energy (or enforced a fixed ratio of kinetic-to-thermal-energy coupled), the only total-energy-conserving solution would be to ‘reverse’ the direction of the arbitrarily massive external gas column – i.e. enhancing the coupled momentum by some enormous \( \dot{\psi}_a > 1 \). This is clearly unphysical. Instead, in this limit, we take \( \dot{\psi}_a \rightarrow \dot{\psi}_a^E = \text{MIN}(\dot{\psi}_a, \dot{\psi}_{ba}) \cdot \dot{\psi}_{ba} \epsilon_{ba} \) in equation (B13), i.e. assign the ‘normal’ momentum one would obtain, with the residual kinetic energy (representing the deceleration of the ambient material, or equivalently the enhanced shock-front velocity) converted into thermal energy (the \( \epsilon_{ba} \cdot \dot{\psi}_{ba} \epsilon_{ba} \) term in equation B18). It is straightforward to verify this ensures all desired conservation properties.

In the momentum-conserving limit \( (m_b > \hat{m}_{1/c,ab}, \psi_a \rightarrow \dot{\psi}_a^E) \), the scale at which the feedback is coupled is larger (in both enclosed mass, and, implicitly, radius) than the scale at which the blastwave reaches its asymptotic/momentum terminal \( p_t \) and becomes radiative, continuing in the momentum-conserving phase. In this case, the above expressions give a scalar radial outward momentum coupled \((= \int_a |\Delta p_a|) \) equal to \( p_t/(1 + \xi_{ba})^{1/2} \), with negligible thermal energy \((\dot{\psi}_{ba}^E \rightarrow 0) \), as in FIRE-2. This satisfies all same desired conservation properties above, except the energy condition is now an inequality (because the blastwave is radiative, the total energy increase must less or equal to the total injected energy). The only differences between the above and the expressions derived in Hopkins et al. (2018a) are that (1) the MIN condition in equation (B13) explicitly ensures the coupled kinetic energy in this limit cannot be larger than the energy-conserving case, and (2) the threshold values \( m_{1/c,ab} \) for this case account in slightly more detailed fashion for the local relative velocity.\(^{22}\)

B3 Accounting for multiple events in the same time-step

The expressions in Section B1 above ensure energy conservation as desired, for a single feedback ‘event.’ But an additional complication arises if there are multiple events from different source star particles \( a \), which all influence the same gas cell \( b \) within a single numerical time-step. This can arise fairly easily if, for example, a dense cluster of young stars forms and blows away most of its surrounding gas, so many star particles ‘see’ the same surrounding set of gas cells.

In this limit, one can simply linearly add coupled scalar quantities such as mass or thermal energy independently from each event, i.e.

\[
m^{(1)}_b = m^{(0)}_b + \Delta m^{tot}_b \quad \text{where} \quad \Delta m^{tot}_b = \sum_a \Delta m_{ba},
\]

retaining manifest conservation. But now define the linear momentum change from equation (B3) for a single event \( \Delta p_{ba} \equiv \Delta m_{ba} \dot{v}_a + \Delta \dot{p}_{ba} \), and note that the corresponding kinetic energy change is, by careful construction of the \( \psi \) terms above, given by

\[
\Delta KE_{ba} \equiv KE_{ba}^{(1)} - KE_{ba}^{(0)} = \frac{|p_a^{(0)} + \Delta p_{ba}|^2}{2(m_a^{(0)} + \Delta m_{ba})} - \frac{|p_a^{(0)}|^2}{2 m_a^{(0)}} \quad \text{(B20)}
\]

Next note that if one naively then independently added the total linear momentum change from all events, \( p_b^{(1)} = p_b^{(0)} + \Delta p^{tot}_b \) with \( \Delta p^{tot}_b \equiv \sum_a \Delta p_{ba} \), one would obtain a total naive kinetic energy change:

\[
\Delta KE^{\text{naive}}_{ba} = \frac{|p_a^{(0)} + \Delta p^{tot}_b|^2}{2(m_a^{(0)} + \Delta m^{tot}_b)} - \frac{|p_a^{(0)}|^2}{2 m_a^{(0)}} \neq \sum_a \Delta KE_{ba} \quad \text{(B21)}
\]

unless there is only one event \( a \). The problem is that kinetic energy is a non-linear function of momentum and mass, so there are non-linear cross-terms between all independent events \( (e.g. \Delta p_b^{tot} = (\Delta p_{ba} + \Delta p_{ba} + \ldots) \cdot (\Delta p_{ba} + \Delta p_{ba} + \ldots), \) so all possible \( \Delta p_{ba} \) (\( \Delta p_{ba} \) appear). If, say, many events accelerate a gas cell away from a group of stars in the same time-step, this could allow the actual total energy to increase by much more than the total injected mechanical energy from feedback.

The conceptually simplest solution to this is to ensure that all stellar feedback events are processed in serial: i.e. the total change from state \( (0) \rightarrow (1) \) for all gas cells \( b \) is processed for one event \( a_1 \) before evaluating the ‘initial’ properties [now those from state \( (1) \)] for event \( a_2 \). While this can often be true in many regions of a simulation given our relatively small time-steps, it is computationally prohibitive to ensure this is always and everywhere the case for all cells in a massive-parallel galaxy-scale simulation: forcing the entire simulation to process all stellar feedback operations strictly in serial would bottleneck the run. It is also possible in principle to solve simultaneously for all \( \dot{v}_{ba} \) terms for all cells and events, but this

\(^{22}\)As noted in Hopkins et al. (2018a), \( \dot{v}/v_t \) is the swept-up mass at which the shell would reach the terminal momentum if \( \dot{v}_{ba} = 0 \). The \( \dot{v}_{ba}^E \cdot \dot{v}_{ba} \) term accounts for the fact that if the gas is, for example, receding from the star faster than some speed \( v_0 \gg v_t \), the velocity at which the terminal mass is reached and at which the shell will cool must be larger accordingly. The presence of non-zero relative velocity also breaks the strict degeneracy between cooling and terminal momentum criteria.
would require an impractically enormous implicit solver (far larger than $O(N^2)$).

Instead, we retain the desired manifest energy conservation by adopting the approximate ‘corrected’ momentum update, $p_b^{(1)} \rightarrow p_b^{(0)} + f_{p,b}^{\text{corr}} \Delta p_b^{\text{tot}}$, with

$$f_{p,b}^{\text{corr}} \equiv -\frac{p_b^{(0)} \cdot \Delta p_b^{\text{tot}} + \sqrt{|p_b^{(0)} \cdot \Delta p_b^{\text{tot}}|^2 - \Delta p_b^{\text{tot}}^2}}{|\Delta p_b^{\text{tot}}|^2}$$ (B22)

$$\dot{p}_b^2 \equiv |p_b^{(0)}|^2 \frac{\Delta m_b^{\text{tot}}}{m_b^{(0)}} + 2 \frac{m_b^{(0)} + \Delta m_b^{\text{tot}}}{|p_b^{(0)}|^2} \Delta KE_b^{\text{tot}}$$ (B23)

which exactly guarantees the desired energy change

$$\Delta KE_b = \frac{|p_b^{(0)} + f_{p,b}^{\text{corr}} \Delta p_b^{\text{tot}}|^2}{2 (m_b^{(0)} + \Delta m_b^{\text{tot}})} - \frac{|p_b^{(0)}|^2}{2 m_b^{(0)}} = \Delta KE_b^{\text{tot}}$$ (B24)

while minimizing the change to the momentum update, and reduces exactly to the normal solution ($f_{p,b}^{\text{corr}} \rightarrow 1$) if there is only one event $a$ influencing a given cell $b$ or if the non-linear cross-terms are small.
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