Off-Diagonal Heat Kernel Asymptotics of Pseudodifferential Operators on Closed Manifolds and Subordinate Brownian Motion

M. A. Fahrenwaldt

Abstract. We derive the off-diagonal short-time asymptotics of the heat kernels of functions of generalised Laplacians on a closed manifold. As an intermediate step we give an explicit asymptotic series for the kernels of the complex powers of generalised Laplacians. Each asymptotic series is formulated in terms of the geodesic distance. The key application concerns upper bounds for the transition density of subordinate Brownian motion. The approach is highly explicit and tractable.
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1. Introduction

Let $M$ be a closed Riemannian manifold of dimension $n$ and let $A$ be a generalised Laplacian acting on smooth functions on $M$, i.e. $A$ is a second-order differential operator whose principal symbol is the metric tensor. Given the short-time asymptotics of the heat kernel $K(e^{-tA}; x, y)$ of $A$ we represent the off-diagonal kernel of the complex powers $K(A^{-z}; x, y)$ as an asymptotic series in powers of the geodesic distance $d(x, y)$. We finally consider the operator $f(A)$ for suitable functions $f$ and give short-time asymptotics of the heat kernel of $f(A)$ denoted by $K(e^{-f(A)t}; x, y)$ and Aronson-type upper bounds. Schematically, this can be illustrated as follows where $d$ denotes the geodesic distance on $M$. 
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There is also a strand of research living in bounded domains in Euclidean space with boundaries of different degrees of regularity. Exemplary investigations using sophisticated probabilistic techniques cover the special cases of fractional Laplacians [8,10] and

\[ K \left( e^{-tA}; x, y \right) \sim \left( \frac{1}{2\pi t} \right)^{n/2} e^{-d(x,y)^2/4t} \sum_{k=0}^{\infty} H_k(x,y)t^k \text{ as } t \to 0 \]

\[ \Gamma(z)K(A^{-z}; x, y) \sim \sum_{k=0}^{\infty} \frac{\Phi_k(z;x,y)}{(4d(x,y)^2)^{\frac{n}{2}+k}} + \sum_{k=0}^{\infty} \Psi_k(z;x,y) \left( \frac{4}{d}(x,y)^2 \right)^k \]

\[ K \left( e^{-tf(A)}; x, y \right) \sim te^{-mt} \left[ H(x,y) + O \left( d(x,y)^{-n-2\alpha+4} \right) \right] \]

in lowest order in $t$, where

\[ H(x,y) = \frac{c_0 H_0(x,y)}{d(x,y)^{n+2\alpha}} + \frac{c_1 H_0(x,y) + c_2 H_1(x,y)}{d(x,y)^{n+2\alpha-2}} \]

for constants $\alpha$ and $m$ depending on $f$, constants $c_0, c_1, c_2$ and functions $\Phi_k, \Psi_k$ that depend on the $H_0, H_1, \ldots$ and will be made explicit.

We obtain these results by the well-known Handelsman–Lew method [6] based on the Mellin transform and complex analysis. This allows an efficient, tractable and explicit computation of the above series to arbitrary order avoiding local calculations on the manifold in terms of operator symbols.

The kernels of the complex powers are not only the key building block in the heat kernel analysis, they are also of independent interest. The off-diagonal behaviour of the kernels is well-understood from index theory, while in the above series representation gives a complete description of the off-diagonal integral kernels of the fractional powers $A^\alpha$ in terms of the heat kernel expansion of $A$.

The study of the off-diagonal heat kernel $K(e^{-f(A)t}; x, y)$ is motivated from two perspectives: first, it allows to approximately solve the evolution equation $\partial_t u(t) = f(A)u(t)$. Second, in probability theory one is interested in the integral $\mathbb{P}(X_t \in B) = \int_B K(e^{-tA}; x,y)dy$ for measurable $B \subseteq M$. This gives the probability that a stochastic process $X$ with infinitesimal generator $A$ that starts at the point $x \in M$ at time 0 is in the set $B$ at time $t$. Also, it is the basis for Aronson-type estimates of the transition density.

The original motivation for this paper was to investigate the transition density for subordinate Brownian motion on $M$. Here $f$ is the Laplace exponent of the subordinator and $A$ is the infinitesimal generator of Brownian motion given by $\frac{1}{2} \Delta$. We illustrate this in Sect. 5.

For symmetric processes on Euclidean space and Riemannian manifolds, there is a long tradition of upper and lower bounds of heat kernels leading to Aronson-type estimates, cf. [12,17,18]. There is also a strand of research that investigates jump processes on $\mathbb{R}^n$, see the survey [9] for comprehensive references and results. A more recent strand concerns jump processes living in bounded domains in Euclidean space with boundaries of different degrees of regularity. Exemplary investigations using sophisticated probabilistic techniques cover the special cases of fractional Laplacians [8,10] and...
the relativistic stable processes [11]. The present paper can be regarded as a complement the latter investigations as we consider certain jump processes on closed manifolds.

Subordination in the sense of Bochner [7] allows to construct new stochastic processes from a given process using a random time change. On the level of generators of the corresponding semigroups, this translates to a functional calculus, cf. [24] for an early presentation and for example [27,28] for a general approach. We refer to [22,29] for a comprehensive and historically exhaustive presentation.

The present paper considers subordinate Brownian motion using the calculus of classical pseudodifferential operators. This is also the viewpoint taken in [14,15]. These articles contain further references concerning the application of pseudodifferential operators in the context of certain stochastic processes. Noteworthy examples of this are the calculus developed in [20] and in the context of Weyl-Hörmander operators the paper [2] which allows variable-order subordination.

In the present paper, the geometry of the manifold is expressed by the coefficient functions in the heat kernel expansion of the Laplace-Beltrami operator. For completeness we mention that there is an alternative geometric viewpoint for stochastic processes on Euclidean space as suggested in [23]. This leads to estimates of the transition density of symmetric Lévy processes given in terms of a natural metric on the real line.

This paper is organised as follows. The following section collects some preliminaries from the theory of pseudodifferential operators. Sect. 3 motivates and states the key results, these are then proved in Sect. 4. Finally, Sect. 5 applies the approach to obtain estimates of the transition density for certain stochastic processes.

2. Preliminaries and Notation

For definitions of Sobolev spaces $H^s(M)$ and the calculus of (classical) pseudodifferential operators we refer the reader to [32]. We denote the space of pseudodifferential operators of order $r \in \mathbb{C}$ by $\Psi DO^r(M)$ and the subspace of classical operators by $\Psi DO^r_{cl}(M)$. In the notation of [32] this corresponds to $L^1_{1,0}(M)$ and $CL^r(M)$, respectively, with symbols from $S^r_{1,0}(M)$. For $Q \in \Psi DO^r(M)$, we denote its Schwartz kernel by $K(Q; x, y)$.

Define the smooth weight function $\langle x \rangle = (1 + |x|^2)^{1/2}$ for $x \in \mathbb{R}^n$. The standard inner product in $L^2(M)$ is denoted by round brackets $(\cdot, \cdot)$. By $C^l(M)$ we denote the set of $l$-times continuously differentiable functions on $M$ and by $C^\infty(M)$ we denote the set of smooth functions on $M$. We define the partial differential operators $\partial_j = \frac{\partial}{\partial x_j}$ and for a multi-index $\beta = (\beta_1, \ldots, \beta_n) \in \mathbb{N}_0^n$ we set $\partial^\beta_x = \partial_{x_1}^{\beta_1} \cdots \partial_{x_n}^{\beta_n}$.

Recall that one can form the complex powers and the heat operator as classical pseudodifferential operators. For the complex powers let $Q \in \Psi DO^r_{cl}(M)$ with $r > 0$ such that the resolvent set of $Q$ as an unbounded operator on $L^2(M)$ contains the half line $(-\infty, 0]$. Moreover assume
\[ ||(Q - \lambda I)^{-1}|| \leq C(1 + |\lambda|)^{-1} \] (2.1)

for any \( \lambda \in (-\infty, 0] \) with operator norms on \( L^2(M) \). Then it is a standard result that one can form a family of operators \( Q^z \in \Psi DO^{r}_c(M) \), cf. [31,32].

For \( Q \in \Psi DO^{r}_c(M) \) with \( r > 0 \) such that \( Q \) is invertible and (2.1) holds in a sector \( \{ \lambda \in \mathbb{C} | \theta \leq \arg \lambda \leq 2\pi - \theta \} \) for \( \theta \in (\pi/2, \pi) \), we can form the heat operator \( e^{-tQ} \), for \( t > 0 \) which belongs to \( \Psi DO^{-\infty}_c(M) \), cf. Section 5.6 in [1].

We recall the definition of asymptotic expansions of real-valued functions. Given a function \( f : (0, \infty) \to \mathbb{R} \) we say that \( f(t) \sim \sum_{k=0}^{\infty} a_k t^\alpha_k \) as \( t \to 0^+ \) if

\[
\lim_{t \to 0^+} t^{-\alpha_N} \left( f(t) - \sum_{k=0}^{N} a_k t^\alpha_k \right) = 0
\]

for some coefficients \( a_k \in \mathbb{R}, \alpha_k \uparrow \infty \) and every \( N \geq 0 \). Similarly for \( t \to \infty \). The analogous definition holds for Banach-space valued functions.

Also recall the \( O \)-notation: we say that \( f(t) = O(g(t)) \) as \( t \to t_0 \) if there is a constant \( C \) such that \( |f(t)| \leq Cg(t) \) for any \( t \) in a neighbourhood of \( t_0 \).

3. Statement of the Key Results

For ease of exposition and conscious of the probabilistic motivation we work with differential operators on closed manifolds, cf. Remark 3.8.

**Assumptions.** We summarise the key assumptions.

**Hypothesis 3.1.** Assume \( A \) to be second-order differential operator such that

(i) \( A \) is a generalised Laplacian: its principal symbol is given by the metric tensor;

(ii) \( A \) is symmetric; and

(iii) the lowest eigenvalue of \( A \) is strictly positive.

The final assumption is listed for convenience only: if \( A \) has lowest eigenvalue 0, then as in §4 of [31] we consider \( A + \epsilon P \) instead where \( \epsilon > 0 \) is small and \( P \) is the projection onto the finite-dimensional kernel of \( A \).

We recall the usual heat kernel asymptotics for generalised Laplacians.

**Proposition 3.2.** ([5], Theorem 2.30) Under Hypothesis 3.1 there are smooth functions \( H_0, H_1, \ldots : M \times M \to \mathbb{R} \) such that

\[
K(e^{-tA}; x, y) \sim \left( \frac{1}{2\pi t} \right)^{n/2} e^{-d(x,y)^2/4t} \sum_{k=0}^{\infty} H_k(x, y)t^k
\] (3.1)

as \( t \to 0^+ \) for \( x, y \in M \). Here, \( d(x, y) \) is the geodesic distance of \( x, y \in M \).

Since we want to consider \( f(A) \) defined by functional calculus we assume that the function \( f \) has symbol-like properties.

**Hypothesis 3.3.** Let \( f : [0, \infty) \to [0, \infty) \) be such that for some \( \alpha \in (0, 1) \) the following holds.

(i) The function \( f \) is smooth;

(ii) For any \( l \in \mathbb{N}_0 \) there is a constant \( C_l \) with \( |\partial^l_\lambda f(\lambda)| \leq C_l(\lambda)^{\alpha - l} \) for all \( \lambda \geq 0 \);
(iii) The map \( f \) has the asymptotic expansion
\[
f(\lambda) \sim m + a_0 \lambda^{\alpha} + a_1 \lambda^{\alpha-1} + a_2 \lambda^{\alpha-2} + \cdots
\]
as \( \lambda \to \infty \) with \( a_0, a_1, \ldots \in \mathbb{R} \) and \( m < 0 \), i.e. strictly negative.

**Example.** The key example we have in mind is \( f(\lambda) = (1 + \lambda)^{\alpha} - 1 \), which is probabilistically significant: the operator \( f(\frac{1}{2} \Delta) \) is the infinitesimal generator of the relativistic \( \alpha \)-stable process, cf. Sect. 5. Here
\[
f(\lambda) \sim -1 + \lambda^{\alpha} + \alpha \lambda^{\alpha-1} + \frac{\alpha(\alpha-1)}{2} \lambda^{\alpha-2} + \cdots
\]
as \( \lambda \to \infty \) by Taylor’s theorem. More probabilistically motivated functions satisfying Hypothesis 3.3 can be found in Example 1 of [14].

**Kernels of the complex powers.** Our first key result gives a representation of the kernels \( K(A^{-z}; x, y) \) as an asymptotic series in \( d(x, y) \) for small distances.

**Theorem 3.4.** Let \( A \) be an operator satisfying Hypothesis 3.1 and choose \( x, y \in M \) with \( x \neq y \). Then there is a function \( F(w; x, y) : \mathbb{C} \times M \times M \to \mathbb{C} \) such that for any \( z \in \mathbb{C} \) the following asymptotics of the kernels of the complex powers \( A^{-z} \) hold as \( d(x, y) \to 0 \).

(i) If \( z - n/2 \not\in \mathbb{Z} \), then
\[
\Gamma(z)K(A^{-z}; x, y) \sim \sum_{k=0}^{\infty} \frac{H_k(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} - k - z\right)}{\left(\frac{1}{4}d(x, y)^2\right)^{\frac{n}{2} - k - z}} + \sum_{k=0}^{\infty} F(z - k; x, y) \frac{(-1)^k}{k!}\left(\frac{1}{4}d(x, y)^2\right)^k;
\]
(ii) If \( z = n/2 - N \) for some \( N \in \mathbb{N}_0 \), then
\[
\Gamma(z)K(A^{-z}; x, y) \sim \sum_{k=0}^{N-1} \frac{H_k(x, y)}{(2\pi)^{n/2}} \frac{\Gamma(N - k)}{\left(\frac{1}{4}d(x, y)^2\right)^{N-k}} - \sum_{k=N}^{\infty} \frac{H_k(x, y)}{(2\pi)^{n/2}} \frac{(-1)^{N-k}}{(N-k)!}\left(\frac{1}{4}d(x, y)^2\right)^{N-k} \log \frac{1}{4}d(x, y)^2;
\]
(iii) If \( z = n/2 + N \) for some \( N \in \mathbb{N}_0 \), then
\[
\Gamma(z)K(A^{-z}; x, y) \sim \sum_{k=0}^{N-1} F(z - k; x, y) \frac{(-1)^k}{k!}\left(\frac{1}{4}d(x, y)^2\right)^k - \sum_{k=N}^{\infty} \frac{H_k(x, y)}{(2\pi)^{n/2}} \frac{(-1)^k}{k!}\left(\frac{1}{4}d(x, y)^2\right)^k \log \frac{1}{4}d(x, y)^2.
\]
In each case the functions \( H_k \) are from (3.1).

The relation \( \sim \) denotes an asymptotic series in powers of \( d(x, y) \), and we refer to (4.8) for explicit bounds of remainder terms.

For completeness, we compare this to the kernel expansion of pseudodifferential operators of negative order on \( \mathbb{R}^n \). Proposition 2.8 of [34], which
Following holds. Let \( f \) be a function satisfying Hypothesis 3.3. Then for all their \( x \) with coefficients that are bounded continuous functions of \( x \) together with all their \( x \)-derivatives.

**Heat kernel asymptotics.** Our second key result gives the asymptotics of the heat kernels of \( f(A) \).

**Theorem 3.5.** Assume that the closed manifold \( M \) has dimension \( n > 4 - 2\alpha \). Let \( A \) be a differential operator satisfying Hypotheses 3.1 and suppose that \( f \) is a function satisfying Hypothesis 3.3. Then for \( x, y \in M \) with \( x \neq y \) the following holds.

(i) Let \( K_1 \) and \( K_2 \) be compact and disjoint subsets of \( M \). Under Hypotheses 3.1 and 3.3 we have the heat kernel asymptotics

\[
K \left( e^{-f(A)t}; x, y \right) \sim e^{-mt} \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} K \left( (f(A) - mI)^k; x, y \right) t^k \tag{3.3}
\]

as \( t \to 0^+ \) in \( C(K_1 \times K_2) \), where \( m \) is from (3.2).

(ii) In the lowest order in \( t \) we have

\[
K \left( e^{-tf(A)}; x, y \right) \sim t e^{-mt} \left[ H(x, y) + O \left( d(x, y)^{-n - 2\alpha + 4} \right) \right]
\]

as \( t \to 0^+ \) where

\[
H(x, y) = \frac{\Gamma \left( \frac{n}{2} + \alpha \right) 4^{n/2 + \alpha}}{\Gamma(1 - \alpha)(2\pi)^{n/2}} \cdot \frac{\alpha a_0 H_0(x, y)}{d(x, y)^{n + 2\alpha}} + \frac{\Gamma \left( \frac{n}{2} + \alpha - 1 \right) 4^{n/2 + \alpha - 2}}{\Gamma(1 - \alpha)(2\pi)^{n/2}} \cdot \frac{\alpha a_0 H_1(x, y) - a_1 H_0(x, y)}{d(x, y)^{n + 2\alpha - 2}} \tag{3.4}
\]

and \( H_0, H_1 \) are from the heat kernel expansion (3.1).

**Remark 3.6.** Note that the expansion (3.3) is rather suggestive. The right hand side is the power series for the exponential function of \( f(A) - mI \) with the lowest-order term removed. Formally in terms of operators

\[
e^{-f(A)t} = e^{-mt} e^{-(f(A) - mI)t} = e^{-mt} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} (f(A) - mI)^k t^k,
\]

so that (3.3) rigorously phrases this in terms of integral kernels.

An immediate corollary gives an upper bound for the heat kernel.

**Corollary 3.7.** Under the assumptions of Theorem 3.5 we have the bound

\[
K \left( e^{-f(A)t}; x, y \right) \leq C t e^{-mt} \left( (d(x, y) + t^{1/2\alpha})^{-n - 2\alpha} \wedge H(x, y) \right)
\]
for $t \in (0, 1)$ and a constant $C > 0$. Here, $a \wedge b$ denotes the minimum of $a$ and $b$.

**Remark 3.8.** The setup and results can be easily generalised to pseudodifferential operators and more general manifolds. One could apply the same approach to a hypoelliptic operator $A$ on a Heisenberg manifold [25] with heat kernel expansion as in [4]. The heat kernel of $f(A)$ would have the probabilistic interpretation of the transition density for a subordinate process.

### 4. Proof of the Key Results

The main idea in deriving the heat kernel asymptotics of $f(A)$ is to exploit the well-known correspondence between the heat kernel asymptotics and the pole structure of the kernel of the complex powers $f(A)^{-z}$. This correspondence is implemented by the Mellin transform.

**4.1. Relation Between the Heat Kernel and Complex Powers**

First recall the Mellin transform which turns a function $f : (0, \infty) \rightarrow \mathbb{C}$ into

$$
M[f; z] = \int_0^\infty f(t)t^{z-1}dt
$$

for $z \in \mathbb{C}$ whenever the integral makes sense. The Mellin transform is analytic in the strip $\alpha < \text{Re } z < \beta$ where

$$\alpha = \inf \left\{ \alpha^* \big| f(t) = O(t^{-\alpha^*}) \text{ as } t \to 0^+ \right\}
$$

$$\beta = \sup \left\{ \beta^* \big| f(t) = O(t^{-\beta^*}) \text{ as } t \to \infty \right\}.
$$

Often the Mellin transform can be extended meromorphically beyond this strip of analyticity (there is an analogous statement for $t \to \infty$).

**Lemma 4.1.** Suppose the function $f : (0, \infty) \rightarrow \mathbb{C}$ has the asymptotics

$$f(t) \sim \sum_{m=0}^{\infty} \sum_{k=0}^{N(m)} p_{mk}(\log t)^k t^{a_m}
$$

as $t \to 0^+$ with $\text{Re } a_m \uparrow \infty$ and $N(m) \geq 0$ finite for each $m$. Then $\alpha = -\text{Re } a_0$ and $M[f; z]$ can be analytically continued as a meromorphic function into the left half plane $\text{Re } z \leq \alpha$ with poles at the points $z = -a_m$. This extension has a Laurent expansion about $z = -a_m$ with singular part

$$
\sum_{k=0}^{N(m)} p_{mk}(-1)^k k! (z + a_m)^{-k+1}.
$$

Moreover, for any $x < \beta$ we have $\lim_{|y| \to \infty} M[f; x + iy] = 0$.

The converse also holds, so that (4.1) and (4.2) are equivalent.

**Proof.** This is standard: cf. Lemma 4.3.6 of [6] for the implication (4.1) $\Rightarrow$ (4.2) and §3.3.3.2 of [30] for the converse. \qed
The correspondence between heat kernel asymptotics and properties of the complex powers of an operator is based on the relation

$$\Gamma(z)K(Q^{-z}; x, y) = \mathcal{M}[K(e^{-tQ}; x, y); z],$$

for $\text{Re } z$ suitably large where $\Gamma$ is the Gamma function. This relation is typically exploited to investigate the on-diagonal behaviour of the heat kernel, see for example Section 5.5 of [1]. Lemma 4.1 allows us to link the singular structure of the kernel of the complex powers and the heat kernel asymptotics.

Corollary 4.2. Let $Q \in \Psi DO^r_{\text{cl}}(M)$ be self-adjoint and elliptic such that the complex powers $Q^{-z}$ exist in $\Psi DO^{-rz}_{\text{cl}}(M)$. Fix $x, y \in M$ and let $z \in \mathbb{C}$ with $\text{Re } z > n/r$. If $\Gamma(z)K(Q^{-z}; x, y)$ has the singularity structure

$$\sum_{k=0}^{\infty} c_k(x, y) z^{-l_k} + \sum_{k=1}^{\infty} c'_k(x, y) (z - k)^2,$$

for functions $c_k, c'_k : M \times M \to \mathbb{C}$ and complex numbers $l_k$, then the heat kernel $K(e^{-tQ}; x, y)$ has the asymptotic expansion

$$K(e^{-tQ}; x, y) \sim \sum_{k=0}^{\infty} c_k(x, y) t^{-l_k} + \sum_{k=1}^{\infty} c'_k(x, y) t^k \log t$$

as $t \to 0$. Double poles of $\Gamma(z)K(Q^{-z}; x, y)$ lead to logarithmic terms in the heat kernel expansion.

Proof. Let $\mu_k$ be the eigenvalues of $Q$ in increasing order with corresponding orthonormal basis $\varphi_k$ of $L^2(M)$ consisting of eigenfunctions. We then have

$$K(e^{-tQ}; x, y) = \sum_{k=1}^{\infty} e^{-\mu_k t} \varphi_k(x) \varphi_k(y)$$

(4.3)

and

$$K(Q^{-z}; x, y) = \sum_{k=1}^{\infty} \mu_k^{-z} \varphi_k(x) \varphi_k(y).$$

(4.4)

So $\Gamma(z)K(Q^{-z}; x, y) = \int_0^{\infty} K(e^{-tQ}; x, y) t^{z-1} dt$ and the claim follows from Lemma 4.1.

4.2. Asymptotics of the Kernels of the Complex Powers

We first define two transforms

$$F(w; x, y) = \mathcal{M}\left[K(e^{-At}; x, y) e^{d(x, y)^2/4t}; w\right],$$

$$G(w; x, y) = \mathcal{M}\left[e^{-d(x, y)^2/4t}; w\right],$$

where we omit the $x, y$-dependence in the following to ease the presentation.

Each of these functions is meromorphic in $w$ with explicit pole structure.

Lemma 4.3. Fix $x, y \in M$ with $x \neq y$. Then the following holds.
(i) The map $F(w)$ is analytic for $\text{Re } w > n/2$. It can be meromorphically extended to the complex plane with at most simple poles in the set

$$\mathcal{P}_F = \left\{ \frac{n}{2}, \frac{n}{2} - 1, \frac{n}{2} - 2, \ldots \right\}.$$ 

The residue of $F$ at $\frac{n}{2} - k$ is given by $\frac{\partial H_k(x,y)}{\partial y}(2\pi)^{n/2}$.

(ii) For given $z \in \mathbb{C}$ the map $G(z - w)$ can be evaluated as

$$G(z - w) = \left( \frac{1}{4}d(x,y)^2 \right)^{z-w} \Gamma(-(z - w)).$$

It is analytic for $\text{Re } w > \text{Re } z$ and can be meromorphically continued to the complex plane with simple poles in the set

$$\mathcal{P}_G = \{ z, z - 1, z - 2, \ldots \}.$$ 

The residue of $G(z - w)$ at $w = z - k$ is given by $\frac{(-1)^k}{k!} \left( \frac{1}{4}d(x,y)^2 \right)^k$.

In summary, the map $w \mapsto F(w)G(z - w)$ is analytic the half plane $\text{Re } w > \max\{ \frac{n}{2}, \text{Re } z \}$ and can be extended to a meromorphic function with poles at points in the discrete set $\mathcal{P}_F \cup \mathcal{P}_G$. The poles at points in the intersection $\mathcal{P}_F \cap \mathcal{P}_G$ are double poles, all other poles are at most simple.

**Proof.** First consider $F(w)$: the kernel $K(e^{-At}; x,y) e^{d(x,y)^2/4t}$ can asymptotically be expressed in powers of $t$ for $t \to 0^+$ as

$$K(e^{-At}; x,y) e^{d(x,y)^2/4t} \sim \frac{H_0(x,y)}{(2\pi)^{n/2}} t^{-n/2} + \frac{H_1(x,y)}{(2\pi)^{n/2}} t^{-n/2+1} + \ldots,$$ 

so that the strip of analyticity is bounded to the left by $n/2 < \text{Re } w$. Note that $K(e^{-At}; x,y) e^{d(x,y)^2/4t}$ decays like $e^{-\mu_1 t}$ as $t \to \infty$ with $\mu_1 > 0$ the lowest eigenvalue of $A$. So this function decays faster than any polynomial, and hence the Mellin transform is analytic on the strip $n/2 < \text{Re } w < \infty$.

By Lemma 4.1, the Mellin transform $F$ of $K(e^{-tA}; x,y)$ extends meromorphically to the left-half plane $\text{Re } w < n/2$ with simple poles in the set

$$\mathcal{P}_F = \left\{ \frac{n}{2}, \frac{n}{2} - 1, \frac{n}{2} - 2, \ldots \right\}.$$ 

The corresponding residues are given as $\frac{H_0(x,y)}{(2\pi)^{n/2}}, \frac{H_1(x,y)}{(2\pi)^{n/2}}, \ldots$ which follows from (4.5).

Second, for fixed $z \in \mathbb{C}$ the transform $\mathcal{M}\left[ e^{-d(x,y)^2/4t}; z - w \right]$ can be explicitly computed as

$$\mathcal{M}\left[ e^{-d(x,y)^2/2t}; z - w \right] = \left( \frac{1}{4}d(x,y)^2 \right)^{z-w} \Gamma(-(z - w))$$

by the usual integral representation of the Gamma function and a change of variables. It is meromorphic on $\mathbb{C}$ with simple poles at the points in the set

$$\mathcal{P}_G = \{ z, z - 1, z - 2, \ldots \},$$

the residues are given by standard properties of the Gamma function. 

We also bound certain integrals that later appear as error terms.
Lemma 4.4. For $z \in \mathbb{C}$ with $\text{Re } z \neq c$ there is a constant $C$ such that
\[
\left| \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} F(w)G(z-w)dw \right| \leq C \left( \frac{1}{4}d(x,y)^2 \right)^{-(c-\text{Re } z)}.
\]
The constant $C$ depends on $z$ and $c$.

Proof. Recall the upper bound of the Gamma function
\[
|\Gamma(x+iy)| \leq C'|y|^{x-1/2}e^{-\pi|y|/2}
\]
for some constant $C'$, cf. Chapter 2.4.3 of [26]. We thus find
\[
\left| \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} F(w)G(z-w)dw \right| \leq \frac{1}{2\pi} \int_{c-i\infty}^{c+i\infty} |F(w)| \left| \frac{\Gamma(w-z)}{(\frac{1}{4}d(x,y)^2)^{w-z}} \right| dw
\]
\[
\leq \frac{1}{2\pi} \int_{c-i\infty}^{c+i\infty} |F(w)| C'|\text{Im } (w-z)|^{c-\text{Re } z-1/2}e^{-\pi|\text{Im } (w-z)|/2} \left( \frac{1}{4}d(x,y)^2 \right)^{c-\text{Re } z} dw.
\]
The Mellin transform $F(w)$ goes to zero as $|\text{Im } w| \to \infty$ by Lemma 4.1 so that the integral can be bounded in norm. By the definition of $F$ this bound may depend on $x, y$ through the functions $d$ and $H_0, H_1, \ldots$. However, these are bounded as $M$ is compact and the maps are smooth. Overall, we can bound the integral in terms of a constant depending on $c$ and $z$. □

We are now ready to prove the theorem concerning the kernels of the complex powers.

Proof of Theorem 3.4. Starting with the formal relation
\[
\Gamma(z)K(A^{-z}; x, y) = \int_0^\infty K(e^{-tA}; x, y)t^{z-1}dt
\]
we first establish that this is valid for any $z \in \mathbb{C}$ and then approximate the right hand side in powers of $d(x, y)$.

1. Observe that the right hand side of (4.7) defines an entire function in $z$: as $t \to 0^+$, the kernel $K(e^{-tA}; x, y)$ is of rapid decay due to the factor of $e^{-d(x,y)^2/4t}$ in (3.1) and as $t \to \infty$, the kernel is of rapid decay as the lowest eigenvalue of $A$ is positive.

The kernel $K(A^{-z}; x, y)$ in the sense of the series representation (4.4) makes sense for $\text{Re } z > n/2$ and can be analytically continued to an entire function in $z$, cf. Theorem 12.1 of [32]. The zeros of $K(A^{-z}; x, y)$ cancel the poles of the Gamma function.

Overall, the relation (4.7) is valid for any $z \in \mathbb{C}$.

2. We now expand the right hand side of (4.7) in powers of $d(x, y)$. First recall the Parseval formula for the Mellin transform ([35], Chapter II.2.1.):
\[
\int_0^\infty f(t)g(t)dt = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \mathcal{M}[f(t); w]\mathcal{M}[g(t); 1-w]dw
\]
where the vertical line $c+i\mathbb{R}$ lies in the intersection of the strips of analyticity of the Mellin transforms of $f$ and $g$. We formally apply this to obtain

$$
\Gamma(z)K(A^{-z};x,y) = \int_0^\infty K(e^{-At};x,y) e^{d(x,y)^2/4t} e^{-d(x,y)^2/4t} t^{-z} dt
$$

$$
= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \mathcal{M} [K(e^{-At};x,y) e^{d(x,y)^2/4t}] \mathcal{M} [e^{-d(x,y)^2/4t} t^{-z}; 1 - w] dw
$$

$$
= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \mathcal{M} [K(e^{-At};x,y) e^{d(x,y)^2/4t}] \mathcal{M} [e^{-d(x,y)^2/4t}; z - w] dw
$$

$$
= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} F(w)G(z - w) dw
$$

with $c$ to be determined: by Lemma 4.3, the integrand is analytic on the half-plane $\text{Re } w > \max\{n/2, \text{Re } z\}$ so we choose $c$ such that the contour $c+i\mathbb{R}$ lies in this half-plane.

3. The idea now is to repeatedly apply Cauchy’s residue theorem and to move the contour across the poles of the integrand. Shifting the contour is allowed since the integrand $F(w)G(z - w)$ goes to zero as $|\text{Im } w| \to \infty$ for fixed $z$. This is for two reasons: the Mellin transform $F(w)$ goes to zero as $|\text{Im } w| \to \infty$ by Lemma 4.1 and we have (4.6) bounding $G$.

**Case I: only simple poles.** Here we assume that $z - n/2 \notin \mathbb{Z}$ so that the sets of poles of $F$ and $G$ do not overlap. We move the contour $c+i\mathbb{R}$ to the left to a contour $c' + i\mathbb{R}$ with $c' < c$ thereby possibly crossing poles. The contour $c' + i\mathbb{R}$ itself must avoid any poles. This leads to

$$
\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} F(w)G(z - w) dw
$$

$$
= \sum_{k: \frac{n}{2} - k > c'} \Phi_k(x,y) \left(\frac{1}{4} d(x,y)^2\right)^{n/2 - k - z} + \sum_{k: z - k > c'} \Psi_k(x,y) \left(\frac{1}{4} d(x,y)^2\right)^k + R(x,y)
$$

where

$$
\Phi_k(x,y) = \Gamma\left(\frac{n}{2} - k - z\right), \quad \Psi_k(x,y) = F(z-k) \frac{(-1)^k}{k!},
$$

$$
R(x,y) = \frac{1}{2\pi i} \int_{c'-i\infty}^{c'+i\infty} F(w)G(z - w) dw.
$$

By Lemma 4.4, the error term $R$ can be bounded as

$$
|R(x,y)| \leq C \left(\frac{1}{4} d(x,y)^2\right)^{-(c' - \text{Re } z)}
$$

for a constant $C$. This can be recast in more familiar terms of asymptotic expansions: given $c' \in \mathbb{R}$ such that the contour $c' + i\mathbb{R}$ avoids any poles in $\mathcal{P}_F \cup \mathcal{P}_g$, there are natural numbers $N_1, N_2$ such that
\[ \left| \Gamma(z)K(A^{-z}; x, y) - \sum_{k=0}^{N_1} \frac{\Phi_k(x, y)}{\left(\frac{1}{2}d(x, y)^2\right)^{n/2-k-z}} + \sum_{k=0}^{N_2} \Psi_k(x, y) \left(\frac{1}{2}d(x, y)^2\right)^k \right| \leq C \left(\frac{1}{4}d(x, y)^2\right)^{\text{Re } z-c'}. \]  

(4.8)

More precisely, we set \( N_1 = \sup\{k|\frac{n}{2} - k > c'\} \) and \( N_2 = \sup\{k|\text{Re } z-k > c'\} \). If the set over which the supremum is taken is empty, i.e. if there are no poles of \( F \) or \( G \) to the right of the contour \( c' + i\mathbb{R} \), then we understand the corresponding sums to be zero.

**Case II: double poles.** First, we assume that \( z = n/2 - N \) for some \( N \in \mathbb{N}_0 \). This means that the rightmost pole of \( F(w)G(z-w) \) is located at \( n/2 \). Thus, if we start with a contour \( c+i\mathbb{R} \) to the right of \( n/2 \) and move this to the left we will cross the pole(s) of \( F \) first before encountering the double poles. If \( z = n/2 - N \), then we will have only finitely many simple poles: they are due to \( F \) and are located at points of the set \( \{\frac{n}{2}, \frac{n}{2} - 1, \ldots, \frac{n}{2} - (N-1)\} \). All other poles are double poles and are located at points in the set \( \{\frac{n}{2} - N, \frac{n}{2} - (N+1), \ldots\} \).

Suppose that we have crossed all simple poles of \( F \) so that we integrate along a contour \( c' + i\mathbb{R} \) with \( c' < n/2 - N \). We pick up all simple poles of \( F \) plus the double poles at \( n/2 - k \) which lie to the right of \( c' + i\mathbb{R} \), i.e. for which \( n/2 - k > c' \). We thus obtain

\[
\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} F(w)G(z-w)dw = \sum_{k=0}^{N-1} \frac{\Phi_k(x, y)}{\left(\frac{1}{2}d(x, y)^2\right)^{n/2-k-z}} \left(\text{simple poles to the right of } c' + i\mathbb{R}\right) + \sum_{N \leq k < \frac{n}{2} - c'} \text{res}_{w=\frac{n}{2} - k} F(w)G(z-w) + R(x, y) \left(\text{double poles to the right of } c' + i\mathbb{R}\right)
\]

with \( \Phi_k \) and \( R \) as above. To compute the residue at the double poles note that in a neighbourhood of \( w_k = n/2 - k \) we have

\[
F(w)G(z-w) = \frac{H_k(x, y) (-1)^{N-k}}{(2\pi)^{n/2} (N-k)! (w-w_k)^2} \frac{g(w)}{(w-w_k)^2} + \text{holo}
\]

where \( \text{holo} \) denotes a holomorphic function which is of no concern here and

\[
g(w) = \left(\frac{1}{2}d(x, y)^2\right)^{-w+n/2-N}.
\]

Cauchy’s theorem for derivatives gives

\[
\text{res}_{w=\frac{n}{2} - k} F(w)G(z-w) = \frac{H_k(x, y) (-1)^{N-k}}{(2\pi)^{n/2} (N-k)!} g'(w_k)
\]
and

\[ H_k(x,y) \frac{(-1)^{N-k}}{(2\pi)^{n/2} (N-k)!} \cdot \left[ - \left( \frac{1}{2}d(x,y)^2 \right)^{k-N} \cdot \log \frac{1}{2}d(x,y)^2 \right], \]

which proves the claim.

It remains to consider the alternative \( z = n/2 + N \) for some \( N \in \mathbb{N}_0 \), whereupon the rightmost poles of \( F(w)G(z-w) \) are simple poles of \( G(z-w) \). The argument is almost verbatim as before. \( \square \)

4.3. Heat Kernel Asymptotics

To analyse the heat kernel asymptotics of \( f(A) \) we expand \( f(A) \) in fractional powers of \( A \) to write \( f(A) = a_0A^\alpha + a_1A^{\alpha-1} + \cdots \) and then use the kernel asymptotics of these powers.

**Proposition 4.5.** Under the above hypotheses, the following assertions hold.

(i) The operator \( f(A) - mI \) belongs to \( \Psi DO^{2\alpha}_{cl}(M) \).

(ii) There is a pseudodifferential operator \( R_{2\alpha-4} \in \Psi DO^{2\alpha-4}_{cl}(M) \) such that

\[ f(A) = mI + a_0A^\alpha + a_1A^{\alpha-1} + R_{2\alpha-4}. \]

(iii) The complex powers \( (f(A) - mI)^{-z} \) belong to \( \Psi DO^{2\alpha z}_{cl}(M) \).

(iv) For \( x,y \in M \) with \( x \neq y \), the kernel \( K((f(A) - mI)^{-z};x,y) \) of the complex powers can be analytically continued to an entire function in \( z \).

**Remark 4.6.** If \( Q = f(A) - mI \) were a differential operator, then the kernel \( Q^{-1}(\cdot\cdot\cdot;x,y) \) would vanish at \( z = 0, -1, -2, \ldots \) since then the operator \( Q^{-1(\cdot\cdot\cdot)} = Q^l \) is a differential operator and hence local. To see this, let \( u, v \in C^\infty(M) \) with disjoint support. Then in \( L^2(M) \) the inner product \( \langle Q^lu, v \rangle = 0 \). Since this holds for any such \( u, v \), the kernel of \( Q^l \) must be zero off-diagonal, cf. step 4 of the proof of Theorem 12.1 in [32]. In general, \( f(A) - mI \) is not local so that we expect \( K((f(A) - mI)^{-z};x,y) \) to be nonzero at \( z \) from the nonpositive integers.

**Proof.** (i) The fact that \( f(A) - mI \in \Psi DO^{2\alpha}(M) \) follows from functional calculus, cf. [13], Theorem 1 of [33] or Theorem 1 of [19].

To show that the operator is classical, define an operator \( B_N \) as a finite sum of classical pseudodifferential operators

\[ B_N = a_0A^\alpha + a_1A^{\alpha-1} + a_2A^{\alpha-2} + \cdots + a_NA^{\alpha-N}. \]

Let \( \{\varphi_k\} \) be an orthonormal basis of \( L^2(M) \) consisting eigenfunctions of \( A \) with corresponding eigenvalues \( \{\mu_k\} \). We have

\[ (f(A) - mI)\varphi_k = (f(\mu_k) - m\mu_k)\varphi_k \]

and

\[ B_N\varphi_k = (a_0\mu_k^\alpha + \cdots + a_N\mu_k^{\alpha-N}) \varphi_k. \]

So we find in \( L^2(M) \) that

\[ ||[(f(A) - mI) - B_N]\varphi_k|| \]

\[ = ||[f(\mu_k) - m\mu_k) - (a_0\mu_k^\alpha + \cdots + a_N\mu_k^{\alpha-N})] \varphi_k|| \]
for some constant $C_N$ independent of $k$ where the last inequality follows from (3.2). Thus, $A^{-\alpha+N+1}[(f(A) - mI) - B_N] \in \Psi DO^0(M)$ or $(f(A) - mI) - B_N \in \Psi DO^{2\alpha-2(N+1)}(M)$. Letting $N \to \infty$ in the equation for $B_N$ and asymptotically summing (Proposition 3.5 in Chapter I of [32]) we obtain an operator

$$B = a_0 A^\alpha + a_1 A^{\alpha-1} + a_2 A^{\alpha-2} + \cdots$$

which belongs to $\Psi DO^{2\alpha}_c$. Moreover, $(f(A) - mI) - B \in \Psi DO^{-\infty}(M)$ so that $f(A) - mI \in \Psi DO^{2\alpha}_c(M)$ and is classical.

(ii) This follows from the construction of $f(A) - mI$ itself.

(iii) and (iv) follow from Theorem 5.5.1 of [1].

Remark 4.7. For technical reasons we consider $f(A) - mI$ instead of $f(A)$ since the former is a classical pseudodifferential operator whereas the latter is not classical: the symbol can be expanded into homogeneous terms with orders $2\alpha - k$ for $k = 0, 1, 2, \ldots$ plus a term of order 0 (a multiple of the identity), so the difference in orders is not an integer.

We proceed to the heat kernel asymptotics of $f(A) - mI$, viz. assertion (i) of Theorem 3.5.

\textbf{Proposition 4.8.} Let $K_1$ and $K_2$ be compact and disjoint subsets of $M$. Under Hypotheses 3.1 and 3.3 we have

$$K\left(e^{-f(A)t}; x, y\right) \sim e^{-mt} \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} K((f(A) - mI)^k; x, y) t^k$$

as $t \to 0^+$ in $C(K_1 \times K_2)$.

\textbf{Proof.} We start with the equation

$$\Gamma(z) K((f(A) - mI)^{-z}; x, y) = \int_0^\infty K(e^{-f(A)-mI}t); x, y) t^{z-1} dt.$$ 

The integral on the right hand side is absolutely convergent for Re $z > -1$: the kernel $K(e^{-f(A)-mI}t); x, y)$ decreases exponentially for $t \to \infty$ due to the lowest eigenvalue being positive and it is bounded as $t \to 0$ of order $t$ by Theorem 1 of [16], equation (*). The left hand side can be extended to a meromorphic function in the entire complex plane with at most simple poles at the points $z = 0, -1, -2, \ldots$ that correspond to the poles of the Gamma function as $K((f(A) - mI)^{-z}; x, y)$ is entire. This yields the unique meromorphic continuation of the right hand side.

For Re $z > n/2\alpha$ we invert the Mellin transform to write

$$K\left(e^{-(f(A)-mI)t}; x, y\right) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z) K((f(A) - mI)^{-z}; x, y) t^{-z} dz$$

and repeat the method of the proof of Theorem 3.4. Here, $c + i\mathbb{R}$ is a contour chosen so that all poles of the integrand $\Gamma(z) K((f(A) - mI)^{-z}; x, y) t^{-z}$ are to the left of the contour. We then shift the contour across the poles of
the integrand. These are due to the Gamma function and are located at $z = 0, -1, -2, \ldots$ We find by Cauchy’s theorem that

$$K \left( e^{-(f(A)-mI)t}; x, y \right) = \sum_{k=0}^{N} \frac{(-1)^k}{k!} K \left( (f(A) - mI)^k; x, y \right) t^k + R_N(x, y)$$

with remainder term

$$R_N(x, y) = \frac{1}{2\pi i} \int_{c_N-i\infty}^{c_N+i\infty} \Gamma(z) K((f(A) - mI)^{-z}; x, y)t^{-z} dz$$

where the contour $c_N$ satisfies $-(N+1) < c_N < -N$ so that exactly $N$ poles lie to its right. Since we assumed $x \in K_1$ and $y \in K_2$ with $K_1$ and $K_2$ disjoint the zero-order term vanishes: the corresponding (distributional) Schwartz kernel is concentrated in the diagonal $x = y$ and zero elsewhere.

To estimate the remainder $R_N(x, y)$ note that since $(f(A) - mI)$ belongs to $\Psi DO_{cl}^{-2z}(M)$, its kernel $K((f(A) - mI)^{-z}; x, y)$ is the Fourier transform of a symbol of order $-2\text{Re } z$, cf. [1,31]. This means that for $\text{Re } z$ sufficiently large, the absolute value $|K((f(A) - mI)^{-z}; x, y)|$ is bounded above independently of $z$ and of $y$. The bound on the Gamma function (4.6) gives a bound of $R_N$ in the form $|R_N(x, y)| \leq C_N t^{-c_N}$. Since $-(N+1) < c_N < -N$ we have for $t < 1$ that $t^{-c_N} < t$, so

$$\left| K \left( e^{-(f(A)-mI)t}; x, y \right) - \sum_{k=1}^{N} \frac{(-1)^k}{k!} K \left( (f(A) - mI)^k; x, y \right) t^k \right| \leq C_N t^N$$

which proves the asymptotic property in $C(K_1 \times K_2)$.

Also, $K \left( e^{-(f(A)-mI)t}; x, y \right) = e^{mt} K \left( e^{-f(A)t}; x, y \right)$ from the series representation of $K \left( e^{-(f(A)-mI)t}; x, y \right)$ in terms of eigenfunctions (4.3). \qed

Remark 4.9. If $f(A) - mI$ were a local operator, then the argument of Remark 4.6 shows that the kernels of the integer powers $(f(A) - mI)^k$ would vanish and the heat kernel of $f(A)$ would decay faster than any polynomial in $t$ as $t \to 0$. So the nonlocality of $f(A)$ is a key part in this argument.

We are now ready to prove the heat kernel asymptotics of $f(A)$.

Proof of Theorem 3.5. We compute the lowest-order term in (3.3) in powers of the geodesic distance $d(x, y)$. Recall from Proposition 4.5 (ii) that we had

$$f(A) - mI = a_0 A^{\alpha} + a_1 A^{\alpha-1} + R_{2\alpha-4}$$

(4.9)

with remainder term $R_{2\alpha-4} \in \Psi DO^{2\alpha-4}(M)$. We will estimate the summands on the right and side of (4.9) in terms of powers of $d(x, y)$.

1. The third summand can be bounded using a standard result on the behaviour of Schwartz kernels of pseudodifferential operators. By Proposition 2.2 in Chapter 7 of [34] we have that for $Q \in \Psi DO^r(\mathbb{R}^n)$, its Schwartz kernel satisfies the estimate

$$|K(Q; x, y)| \leq C|x - y|^{-n-r}$$

(4.10)

provided $r > -n$. Now fix $y \in M$ and choose normal coordinates around $y$. If $x$ is in this coordinate patch, then the above estimate holds with $|x - y|$
replaced by the geodesic distance \(d(x, y)\). Using (4.10) we obtain that the kernel of the remainder term \(R_{2\alpha-4}\) in (4.9) is bounded as \(|K(R_{2\alpha-4}; x, y)| \leq C d(x, y)^{-n-(2\alpha-4)}\) for some constant \(C\).

2. From Theorem 3.4 (i) we obtain with \(n > 4 - 2\alpha\) and \(z = -\alpha\) that
\[
\Gamma(-\alpha)K(A^\alpha; x, y) = \frac{H_0(x, y)}{(2\pi)^n/2} \frac{\Gamma\left(\frac{n}{2} + \alpha\right)}{(\frac{1}{4}d(x, y)^2)^{n/2+\alpha}} + \frac{H_1(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} + \alpha - 1\right)}{\left(\frac{1}{4}d(x, y)^2\right)^{n/2+\alpha-1}}
+ O\left(d(x, y)^{-n-2\alpha+4}\right)
\]
and
\[
\Gamma(-(\alpha - 1))K(A^{\alpha-1}; x, y) = \frac{H_0(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} + \alpha - 1\right)}{(\frac{1}{4}d(x, y)^2)^{n/2+\alpha-1}} + O(d(x, y)^{-n-2\alpha+4}),
\]
where \(H_0\) and \(H_1\) are from (3.1).

3. Overall we find
\[
K\left(f(A) - mI; x, y\right) = a_0K(A^\alpha; x, y) + a_1K(A^{\alpha-1}; x, y) + O\left(d(x, y)^{-n-2\alpha+4}\right)
= \frac{a_0}{\Gamma(-\alpha)} \left[ \frac{H_0(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} + \alpha\right)}{(\frac{1}{4}d(x, y)^2)^{n/2+\alpha}} + \frac{H_1(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} - 1 + \alpha\right)}{\left(\frac{1}{4}d(x, y)^2\right)^{n/2+\alpha-1}} \right]
+ \frac{a_1}{\Gamma(-(\alpha - 1))} \frac{H_0(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} + \alpha - 1\right)}{(\frac{1}{4}d(x, y)^2)^{n/2+\alpha-1}} + O(d(x, y)^{-n-2\alpha+4})
= \frac{a_0}{\Gamma(-\alpha)} \frac{H_0(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} + \alpha\right)}{(\frac{1}{4}d(x, y)^2)^{n/2+\alpha}}
+ \left[ \frac{a_0}{\Gamma(-\alpha)} \frac{H_1(x, y)}{(2\pi)^{n/2}} \frac{\Gamma\left(\frac{n}{2} + \alpha - 1\right)}{(\frac{1}{4}d(x, y)^2)^{n/2+\alpha-1}} \right]
+ O(d(x, y)^{-n-2\alpha+4}),
\]
whence equation (3.4) follows using the identity \(\Gamma(-\alpha) = \Gamma(1 - \alpha)/(\alpha)\). This finishes the proof of assertion (ii) Theorem 3.5. \(\square\)

Remark 4.10. Note that that the dimensional restriction \(n > 4 - 2\alpha\) in Theorem 3.5 is due to the bound (4.10). More generally, if one extended the sum in (4.9) up to order \(A^{\alpha-(k-1)}\), the bound of the corresponding error term would hold for \(n > 2k - 2\alpha\) indicating a trade-off between the order of the approximation and the dimension of the manifold \(M\).

Aronson-type upper bounds of \(K(e^{-t/(A+M)}; x, y)\) are now easy to obtain.

Proof of Corollary 3.7. We recall the upper bounds of Theorem 1 of [16]. In our notation, their equation (*) reads
\[
K\left(e^{-t/(A+M)}; x, y\right) \leq C_1te^{-ct}\left(d(x, y) + t^{1/2\alpha}\right)^{-n-2\alpha}, \quad (4.11)
\]
where $C_1$ is a constant and $c$ is less than the infimum of the spectrum of $f(A) - mI$. The infimum of the spectrum of $f(A) - mI$ is greater than 0 since $A$ has positive real spectrum, $f$ takes only nonnegative values and $m < 0$. So we can choose $c = 0$ yielding

$$K \left( e^{-t(f(A)-mI)}; x, y \right) \leq C_1 t \left( d(x,y) + t^{1/2\alpha} \right)^{-n-2\alpha}.$$  

The upper bound in terms of $H(x,y)$ follows from Theorem 3.5 (ii) as

$$K \left( e^{-t(f(A)-mI)}; x, y \right) \leq C_2 t H(x,y)$$

using the compactness of $M$ to bound the error term of order $d(x,y)^{n-2\alpha+4}$ in terms of $d(x,y)^{-n-2\alpha+2}$, the highest power of $d$ in $H$. Now set $C = \max\{C_1, C_2\}$ to conclude.  

\[ \square \]

### 5. Subordinate Brownian Motion on a Closed Manifold

Let $M$ be a closed manifold of dimension $n$ with Laplace-Beltrami operator $\Delta$. Then $\frac{1}{2} \Delta$ is the generator of the standard Brownian motion $B = (B_t)_{t \geq 0}$ on $M$, cf. [21].

We refer to the monograph [29] for details of subordinate stochastic processes. Let $(X_t)_{t \geq 0}$ be a subordinator on $[0, \infty)$ independent of $B$, i.e. an increasing Lévy process with values in $[0, \infty)$ and $X_0 = 0$ almost surely. We can characterise the distribution of $X_t$ by its generating function

$$E \left( e^{-\lambda X_t} \right) = e^{-t f(\lambda)}, \quad (5.1)$$

for $t \geq 0$ and $\lambda > 0$ where $f$ is the the Laplace exponent of $X_t$. Here, $f$ has the additional property that it is a Bernstein function. This means that $f$ is smooth, $f(\lambda) \geq 0$ and $(-1)^{k-1} f^{(k)}(\lambda) \geq 0$ for $k \in \mathbb{N}$.

The Bernstein function is defined on the entire spectrum of $\frac{1}{2} \Delta$ so that this is a particularly straightforward case of functional calculus related to the subordination of semigroups.

**Proposition 5.1.** ([3]; [22], Chapter 4.3) The generator of the process $(B_{X_t})_{t \geq 0}$ is $f \left( \frac{1}{2} \Delta \right)$ as defined by the spectral theorem.

The heat kernel on $M$ has an asymptotic expansion as $t \to 0$ of the form (cf. Theorem 2.30 of [5] or Theorem 5.1.1 of [21])

$$K \left( e^{-\frac{1}{2} \Delta t}; x, y \right) \sim \left( \frac{1}{2\pi t} \right)^{n/2} e^{-d(x,y)^2 / 2t} \sum_{m=0}^{\infty} H_m(x,y) t^m, \quad (5.2)$$

which is valid if $x$ and $y$ are not within each other’s cut locus. Here, $d(x,y)$ is the geodesic distance of $x, y \in M$. The smooth functions $H_m$ have the property that we obtain the classical heat invariants of $M$ (volume, total scalar curvature, . . .) as integrals along the diagonal $\int_M H_m(x,x) dx$.

To obtain the heat kernel asymptotics of $f \left( \frac{1}{2} \Delta \right)$ we would like to use the framework of Sect. 3. This, however, hinges on the existence of the complex powers of $A = \frac{1}{2} \Delta$. Since the lowest eigenvalue of this operator is zero we cannot apply Theorem 3.5 directly. Instead, we consider the operator $A_\epsilon = \frac{1}{2} \Delta_\epsilon = $
where \( P \) is the projection onto the finite-dimensional kernel of \( \Delta \) and \( \epsilon > 0 \) is small. This perturbation has the following effects

(i) The symbols of \( A \) and \( A_\epsilon \) agree so that on the scale of Sobolev spaces we only adjust by an operator of order \(-\infty\).

(ii) The lowest eigenvalue \( \mu_1 \) of \( A_\epsilon \) is positive, namely it is given by \( \mu_1 = \epsilon \).

(iii) We can form the complex powers of \( A_\epsilon \) in the algebra of classical pseudodifferential operators.

(iv) Explicitly, the heat kernel of \( A \) and \( A_\epsilon \) are related by (for simplicity we assume a one-dimensional null space of \( A \) with basis vector \( \varphi_0 \))

\[
K \left( e^{-A_\epsilon t}; x, y \right) = K \left( e^{-At}; x, y \right) + (e^{-\epsilon t} - 1) \varphi_0(x)\varphi_0(y)
\]

so that the heat kernel asymptotics of \( k_A \) and \( k_{A_\epsilon} \) are identical in the orders \( t^{-n/2}, \ldots, t^{-1} \) and \( t^0 \). This is sufficient for our purposes.

We can thus apply the approach with \( A_\epsilon \) and in the end let \( \epsilon \to 0 \). Note that due to \( A \) being one-half the Laplacian, the asymptotics of \( A^{-z} \) are in powers of \( \frac{1}{t} d(x,y)^2 \) as opposed to \( \frac{1}{t^2} d(x,y)^2 \).

**Theorem 5.2.** Assume that the dimension \( n \) of the closed manifold \( M \) satisfies \( n > 4 - 2\alpha \). Suppose that the Laplace exponent \( f \) satisfies Hypothesis 3.3. Let for \( x, y \in M \) such that \( x \) and \( y \) are not in each other’s cut locus. Then the short-time asymptotics of the transition density of the subordinate Brownian motion are given by

\[
K \left( e^{\frac{1}{t} \Delta} t; x, y \right) \sim t e^{-mt} \left[ H(x,y) + O \left( d(x,y)^{-n-2\alpha+4} \right) \right]
\]

as \( t \to 0^+ \) and

\[
H(x,y) = \frac{\Gamma \left( \frac{n}{2} + \alpha \right) 2^{n/2-\alpha}}{\Gamma \left( 1 - \alpha \right) (2\pi)^{n/2}} \frac{a a_0 H_0(x,y)}{d(x,y)^{n+2\alpha}}
+ \frac{\Gamma \left( \frac{n}{2} + \alpha - 1 \right) 2^{n/2-\alpha-1}}{\Gamma \left( 1 - \alpha \right) (2\pi)^{n/2}} \cdot \frac{a a_0 H_1(x,y) - a_1 H_0(x,y)}{d(x,y)^{n+2\alpha-2}}
\]

where \( H_0, H_1 \) are from the heat expansion (5.2).

One can view \( \alpha \) as a probabilistic parameter and the dimension \( n \), the coefficient functions \( H_0, H_1 \), and the geodesic distance \( d \) as geometric objects. Thus, the above expansion mixes the geometry of the manifold and probabilistic information.

By Corollary 3.7, we find an upper bound for the heat kernel

\[
K \left( e^{-\frac{1}{t} \Delta} t; x, y \right) \leq C t e^{-mt} \left( (d(x,y) + t^{1/2\alpha})^{-n-2\alpha} \wedge H(x,y) \right)
\]

for \( t \in (0,1) \) and any \( x, y \in M \).

In the case of the relativistic \( \alpha \)-stable processes, i.e. \( f(\lambda) = (1+\lambda)^\alpha - 1 \), we can compare this to [11]. Although the authors consider processes living on a bounded domain \( D \in \mathbb{R}^n \), a comparison of the heat kernel bounds is nonetheless instructive. Using sophisticated probabilistic methods the authors obtain in their Theorem 1.1 the upper bound

\[
K \left( e^{-f(\Delta)} t; x, y \right) \leq C \left( 1 \wedge \frac{\delta(x)^\alpha}{\sqrt{t}} \right) \left( 1 \wedge \frac{\delta(y)^\alpha}{\sqrt{t}} \right) \left( t^{-n/2\alpha} \wedge \frac{t^{\varphi(x-y)}_{16}}{|x-y|^{n+2\alpha}} \right),
\]

where \( \varphi \) is small. This perturbation has the following effects

(i) The symbols of \( A \) and \( A_\epsilon \) agree so that on the scale of Sobolev spaces we only adjust by an operator of order \(-\infty\).

(ii) The lowest eigenvalue \( \mu_1 \) of \( A_\epsilon \) is positive, namely it is given by \( \mu_1 = \epsilon \).

(iii) We can form the complex powers of \( A_\epsilon \) in the algebra of classical pseudodifferential operators.
for a constant $C$ where $\delta(\cdot)$ measures the distance to the boundary and $\varphi(r) = e^{-r(1 + r^{(n+2\alpha-1)/2})}$. (Since [11] is set on domains in $\mathbb{R}^n$, the generator of Brownian motion is $\Delta$ and not $\frac{1}{2}\Delta$ as is the case on closed manifolds.)

This seems to suggest that bounds of this type hold for a larger class of subordinate Brownian motion and not just for the relativistic $\alpha$-stable processes.
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