1. INTRODUCTION

Nonlinear PDE for fluid systems constrain the space-time geometry of compact analytical solutions which are of valuable validatory utility for numerical solvers [1]. Shaping domain geometries such as to attain analytical flow profiles is, hence, plausibly key to obtain a generalized approach: that is, an analytical solution where the nonlinear property of the velocity is mitigated by moving it into a spatially adapted and dynamic domain geometry. Solitary solutions with hydrodynamic constituents exhibiting continuous wave patterns have been found prior [2–4]. A dynamic fluid domain geometry is in principle not alien to free surface flow, given, for example, tidal ocean dynamics and evolving seabeds that are subject to sediment fluxes. Besides this geophysical example, the general property of a contracting domain or space is also intrinsic to the fabric of relativistic systems as fundamental principle. In recent years a cross-utility of such correspondence is increasingly receiving attention [5–8], its utility for nonrelativistic fluid dynamics has been reported [9], and its mutual fertilization is evident in the subject matter of journals such as *Geophysical & Astrophysical Fluid Dynamics*.

The onward sections illustrate how the inconvenience of the nonlinear response of momentum advection can be moved into a term for contracting space. Whereas analytical solutions have been provided before as propositions [1], here a general method is promulgated to obtain such. Also, a composite treatment is demonstrated to deploy analytical solutions for validations of momentum transport by numerically integrating the dynamic domain topography. This averts otherwise inconvenient analytical expressions for the latter. The solution scheme is first demonstrated for one spatial dimension, in section 6 for $n$ spatial dimensions, and in two steps: 1. The term

$$\frac{\partial u(x,t)^2}{\partial x}$$

for the velocity $u$ (unit: $m \cdot s^{-1}$) and the spatial coordinate $x$ (unit: $m$) is denoted with

$$\frac{\partial (h(x,t)u(x,t)^2)}{\partial x}$$

absent the skipping of the cross-section $h(x,t)$ (unit: $m^2$) in the infinitesimal balance, as it is kept variable along $x$ (unit: $m$) and time $t$ (unit: $s$). In this approach first the linear continuity PDE is solved by means of arbitrarily selected closure functions. 2. The contracting space is split into two variables to prevent the system from becoming overdetermined:

$$h(x,t) = h_B(x,t) + h_E(x,t)$$

E.g. $h_E$ may be the hydrostatic elevation and $h_B$ the topography or, in aquatic terms, the bathymetry. Henceforth, the Euler PDE is now

(i) incompressible,
(ii) depicting a fluid with constant density,
(iii) and configured for free surface flow to be solved together with the continuity PDE.
The system is still artificial as friction at the bathymetric boundary is not considered. The solutions for \( u(x, t) \) and \( h(x, t) \) are inserted into the momentum transport PDE where e.g. the hydrostatic pressure gradient is given with \( \partial h_{E}(x, t) / \partial x \) which can be denoted as \( \partial (h(x, t) - h_{B}(x, t)) / \partial x \). The next two sections show that it is trivial to select \( h(x, t) \) such that it can be solved for \( h_{B}(x, t) \). But even if it is selected such that the equation cannot be conveniently solved, knowledge of \( h_{B}(x, t) \) is only relevant for the numerical solver. The analytical solution for validation purposes has been determined a priori for \( u(x, t) \) and \( h(x, t) \). Therefore, even in cases where \( u(x, t) \) is selected such that an integration and solution for \( h_{B}(x, t) \) is not convenient or cannot be attained, it can simply be integrated numerically as \( h_{B}(x, t) \) and its approximation error will enter the numerical but not the analytical solution. Henceforth, this method reliably produces a solution that suffices for validating purposes:

(i) The solution of the linear continuity and arbitrarily selected linear closure function is linear and, hence, can be obtained with e.g. Laplace transformation.

(ii) The resulting expression for the derivative of the splitting variable \( h_{B} \) can be, if of unknown solution, integrated numerically as it will only constitute a utility in the numerical solution.

An analytical solution for the momentum along with an ODE for the bathymetry is provided in the subsequent Section 2. Its application in the validation of numerical solutions is provided in Section 3. An analytical expression for the bathymetry is given in Section 4.

2. EULER PDE

Provided in this section is an analytical solution for momentum transport and an ODE for the domain \( h_{B}(x, t) \). Figure 1 below shows distributions for different \( c_{1} \), the numerical and analytical solution for the velocity (right), and the numerically and analytically obtained bathymetry (left).

![Fig. 1. Analytical and numerical solutions of the Euler momentum PDE with hydrostatic term, a gravitational acceleration of 1 m s\(^{-2} \), and the continuity PDE.](image)

Input data have been set as per Table 1. The right side contains the numerical solutions (marked) as per Section 3 and the analytical solutions (lined) for the velocity. All but one solutions are based on the numerical integration of the domain. One solution with analytical bathymetry, as per Section 4, has been added for comparison.

| Table 1. Grid for Euler PDE example |
|------------------------------------|
| Quantity | Increments | Increment size |
|----------|------------|----------------|
| Distance | \(10^{3}\) | \(10^{-2}[m]\) |
| Time     | \(10^{4}\) | \(10^{-3}[s]\) |
| \(c_{1}\) | 3          | [2.47]         |

The continuity and Euler PDE with cross-section are:

\[
\frac{\partial (h_{E}(x, t) u(x, t))}{\partial t} = - \frac{\partial (h(x, t) u(x, t)^2)}{\partial x} - h(x, t) g \frac{\partial h_{E}(x, t)}{\partial x}
\]  

and the continuity

\[
\frac{\partial h(x, t)}{\partial t} = \frac{\partial (h(x, t) u(x, t))}{\partial x}
\]

and \( h(x, t) = h_{E}(x, t) + h_{B}(x, t) \) holds for the surface elevation and bathymetric depth respectively.

**Proposition 1:** For some \( t_{0} \in \mathbb{R}^{+} \), let us consider the functions \( h, h_{E}, h_{B} \), \( u \) defined for \( t \geq t_{0} \) by selecting \( h(x, t) = c_{1} + \sin(x + t) \) which can be satisfied with a dynamic bathymetry \( h_{B} \).

**Proof:** The proposition yields for the continuity:

\[
\frac{\partial (c_{1} + \sin(x + t))}{\partial t} = - \frac{\partial ((c_{1} + \sin(x + t)) u(x, t))}{\partial x}
\]

Here it can be deduced for the velocity \( u(x, t) \) that if

\[
u(x, t) = (c_{1} + \sin(x + t))^{-1} - 1
\]

then LHS and RHS match and the PDE must be fulfilled. \( h(x, t) \) and \( u(x, t) \) can be inserted into the Euler PDE:

\[
\frac{\partial ((c_{1} + \sin(x + t)) ((c_{1} + \sin(x + t))^{-1} - 1))}{\partial x}
\]

\[
- (c_{1} + \sin(x + t)) g \frac{\partial h_{E}(x, t)}{\partial x}
\]

\[
= \frac{\partial ((c_{1} + \sin(x + t)) ((c_{1} + \sin(x + t))^{-1} - 1))}{\partial t}
\]

It is taken advantage of the fluid column being split into surface elevation \( h_{E}(x, t) \) and bathymetric fluid depth \( h_{B}(x, t) \)

\[
\frac{\partial \sin(x + t)}{\partial t} = - \frac{\partial ((c_{1} + \sin(x + t)) ((c_{1} + \sin(x + t))^{-1} - 2)}{\partial x}
\]

\[
- (c_{1} + \sin(x + t)) g \frac{\partial (h(x, t) - h_{B}(x, t))}{\partial x}
\]

\[
- \cos(x + t) = - \left( \cos(x + t) - \frac{\cos(x + t)}{(c_{1} + \sin(x + t))} \right)
\]
\[-g \left(c_1 + \sin(x + t)\right) \left(\cos(x + t) - \frac{\partial h_B(x, t)}{\partial x}\right)\]  \hspace{1cm} (8)

\[\frac{\partial h_B(x, t)}{\partial x} = \cos(x + t) - \frac{\cos(x + t)}{g \left(c_1 + \sin(x + t)\right)^3}\]  \hspace{1cm} (9)

\(h_B(x, t)\) is merely obtained through integration as exercised in Section 4 on the Euler PDE.

Even if the complexity of the PDE is migrated into a contracting dimension and then disposed by means of variable splitting, as here for a transient bathymetry, the numerical integration of the domain generally retains the analytic momentum expression and, hence, the possibility to validate approximations of the same. Henceforth, the latter permits to validate more boundary conditions with an analytical solution.

### 3. VALIDATION UTILITY

Before proceeding it may be denoted, that the concept has also been approached in focus of the attained favorable property of constant propagation under the terms solitons and solitary waves [2, 3]. As per some definitions [4] the term soliton would require also unimpeded propagation through collisions. The analytical solution for momentum obtained above permits to validate numerical solutions. For the latter the incompressible Euler PDE with continuity and surface elevation will be rearranged into the convective form. For this purpose, first the continuity PDE is denoted in its convective form. The product rule is applied to the continuity PDE to obtain:

\[\frac{\partial h}{\partial t} = - \left(u(x, t) \frac{\partial h(x, t)}{\partial x} + h(x, t) \frac{\partial u(x, t)}{\partial x}\right)\]  \hspace{1cm} (10)

Likewise the product rule for derivation is applied to the Euler PDE’s time derivative and advective momentum transport term, yielding:

\[- \left(u(x, t)^2 \frac{\partial h(x, t)}{\partial x} + 2h(x, t)u(x, t) \frac{\partial u(x, t)}{\partial x}\right)\]

\[-h(x, t)g \frac{\partial E(x, t)}{x}\]

\[= u(x, t) \frac{\partial h(x, t)}{\partial t} + h(x, t) \frac{\partial u(x, t)}{\partial t}\]  \hspace{1cm} (11)

Subsequently, the convective form of the continuity PDE is inserted into the Euler PDE which eliminates several terms and recovers the familiar form of the Euler PDE’s momentum transport term for stagnant domain geometries or, here, stagnant surface elevations in free surface flow absent the continuity PDE:

\[\frac{\partial u(x, t)}{\partial t} = -u(x, t) \frac{\partial u(x, t)}{\partial x} - \frac{g \partial E(x, t)}{x}\]  \hspace{1cm} (12)

This PDE can be subjected to the numerical solver and the result validated with the aforementioned analytical solution. Only the continuity PDE remains absent of an explicit expression and is numerically solved to obtain the evolution of the dynamic domain shape. For convenience a gravitational acceleration of \(1 m s^{-2}\) is set. The boundary conditions for the system are:

\[u(0, t) = (c_1 + \sin(t))^{-1} - 1\]  \hspace{1cm} (13)

\[u(x_n, t) = (c_1 + \sin(x_n + t))^{-1} - 1\]  \hspace{1cm} (14)

\[h(0, t) = c_1 + \sin(t)\]  \hspace{1cm} (15)

\[h(x_n, t) = c_1 + \sin(x_n + t)\]  \hspace{1cm} (16)

\[h_E(0, t) = - (c_1 + \sin(t))^{-2} (2g)^{-1}\]  \hspace{1cm} (17)

\[h_E(x_n, t) = - (c_1 + \sin(x_n + t))^{-2} (2g)^{-1}\]  \hspace{1cm} (18)

\[h_B(0, t) = c_1 + \sin(t) - h_E(0, t)\]  \hspace{1cm} (19)

\[h_B(x_n, t) = c_1 + \sin(x_n + t) - h_E(x_n, t)\]  \hspace{1cm} (20)

with the bathymetry being computed numerically as per the above equation for \(\partial h_B / \partial x\). The numerical integration of the artificial bathymetry occurs here in a simple first order form, that is, as summation of products of local derivative and spatial increment. This restricts also the spatial step to lower limits which in turn yields even smaller time steps. Again, this particular expression for the bathymetry is solved analytically in the subsequent Section 4.

### 4. ANALYTICAL CONTRACTION

The prior sections illustrated that the conjunction of the retention of cross-sections, trigonometric approaches, and variable splitting permit to dispose much of the system’s complexity into a fluctuating domain, the flow cross-section or bathymetry. Whereas the above retains an analytical solution for correlation purposes, it does not explicate an expression for the water depth. The explicit expression is given below. Absent the utilization of e.g. the Laplace transformation, simple solutions for \(h(x, t)\) and \(u(x, t)\) can be found by selecting first \(h(x, t)\) in the continuity expression for vertically dynamic domains. That is not surprising as \(h(x, t)\) occurs twice and \(u(x, t)\) only once in the continuity expression. The solutions are, therefore, simpler if \(h(x, t)\) is selected first instead of \(u(x, t)\).

**Corollary 1:** \(h_B\) from Proposition 1 can be explicitly expressed.

**Proof.** Given equations 2, 3, a bathymetry compliant to equation 9 has been found to permit a trigonometric solution for the velocity. The expression for \(h_B\) is structured into summands, permitting the exploitation of the sum rule to obtain the antiderivative. The anti-derivatives are obtained from equation 9 for each term and \(h_E(x, t)\) is eliminated with \(h = h_E + h_B\), yielding the following solution:

\[h_B(x, t) = c_1 + \sin(x + t) + (2g)^{-1} (c_1 + \sin(x + t))^{-2}\]  \hspace{1cm} (21)

\[h_E(x, t) = - (2g)^{-1} (c_1 + \sin(x + t))^{-2}\]  \hspace{1cm} (22)

together with \(u(x, t) = (c_1 + \sin(x + t))^{-1} - 1\) and \(h(x, t) = c_1 + \sin(x + t)\). ☐

An analytical solution is shown in Figure 1 for \(c_1 = 2\) besides numerical solutions for both, the analytical bathymetry above and a numerical approximation of the bathymetry. In both cases, the solution for the velocity is correlated with a numerical solution, demonstrating its utility in validations. For the latter an explicit upwind approximation has been used for all velocity vector transport terms and an explicit central difference approximation for all other transport terms. Both, the continuity and momentum transport PDE have been brought into the convective form. That is, the conservation form has been detangled into two simpler terms by application of the product rule. This does not ascertain quantity conservation but tends to improve stability.
5. NAVIER-STOKES PDE

For the solution of the incompressible Navier-Stokes equation ε term for eddy diffusive dissipation is added to the above Euler PDE. Henceforth, the Navier-Stokes PDE is now

(i) incompressible,
(ii) depicting a fluid with constant density and eddy viscosity
(iii) and configured for free surface flow to be solved together with the continuity PDE.

Again, solutions are obtained by governing the fluid column $h(x, t)$ with a simple trigonometric function.

\[
\frac{\partial}{\partial t} \left( h(x, t)u(x, t) \right) + \frac{\partial}{\partial x} \left( h(x, t)u(x, t)^2 \right) = k_H \frac{\partial}{\partial x} \frac{\partial u(x, t)}{\partial x} - h(x, t) g \frac{\partial (h_E(x, t))}{\partial x}
\]

(23)

with the horizontal eddy viscosity $k_H$ (unit: m$^2$s$^{-1}$).

Proposition 2: For some $t_0 \in \mathbb{R}_+$, let us consider the functions $h, h_E, H_B, u$ defined for $t \geq t_0$ by selecting $h(x, t) = c_1 + \sin(x + t)$ which can be satisfied with a dynamic bathymetry $h_B$.

Proof. As for the Euler PDE, the continuity PDE returns equation 5. $h(x, t)$ and $u(x, t)$ can be inserted into the NS PDE configured for incompressible fluid, constant density and eddy viscosity, and free surface flow:

\[
\frac{\partial}{\partial t} \left( (c_1 + \sin(x + t)) \left( (c_1 + \sin(x + t))^{-1} - 1 \right) \right) \\
= k_H \frac{\partial}{\partial x} \left( (c_1 + \sin(x + t)) \frac{\partial}{\partial x} \left( (c_1 + \sin(x + t))^{-1} - 1 \right) \right) \\
- \frac{\partial}{\partial x} \left( (c_1 + \sin(x + t)) \left( (c_1 + \sin(x + t))^{-1} - 1 \right)^2 \right) \\
- (\sin(x + t) + c_1) g \frac{\partial h_E(x, t)}{\partial x}
\]

(24)

The dynamic adaptive scale or bathymetry to accommodate the analytic solution is shown in Figure 2.

Again, it is taken advantage of the fluid column being split into surface elevation $h_E(x, t)$ and bathymetric fluid depth $h_B(x, t)$.

\[
- \frac{\partial \sin(x + t)}{\partial t} = - \frac{\partial}{\partial x} \left( (c_1 + \sin(x + t)) + (c_1 + \sin(x + t))^{-1} - 2 \right) \\
- k_H \frac{\partial \cos(x + t)}{\sin(x + t) + c_1} = - (\sin(x + t) + c_1) g \frac{\partial h(x, t) - h_B(x, t)}{\partial x}
\]

(25)

\[
- \cos(x + t) = - \left( \frac{\cos(x + t)}{(c_1 + \sin(x + t))^2} \right) + k_H \frac{\sin(x + t) (\sin(x + t) + c_1) + \cos^2(x + t)}{(\sin(x + t) + c_1)^2} \\
- (\sin(x + t) + c_1) g \left( \cos(x + t) - \frac{\partial h_B(x, t)}{\partial x} \right)
\]

(26)

As the expression above is structured into summands it permits ample exploitation of the sum rule to obtain the anti-derivative.
Only the continuity PDE remains in the numerical solution reflective of the dynamic domain shape. Only the boundary conditions for the surface elevation differ from those provided for the Euler PDE in the sections above. The boundary conditions for the surface elevation with a constant $k_H$ is for this solution given with:

$$h_E(x,0) = \frac{1}{8} \left( \frac{c_1 + \sin(x)}{2} \right)^2$$

$$+ k_H \left( a(r) \mid x = 0 + \left( c_1 + \sin(x) \right)^2 \right)$$

$$h_E(x,n,t) = \frac{1}{8} \left( \frac{c_1 + \sin(x_n + t)}{2} \right)^2$$

$$+ k_H \left( a(r) \mid x = x_n + \left( c_1 + \sin(x_n + t) \right)^2 \right)$$

The solutions used for the NS PDE can be arbitrarily set as for the Euler PDE. Just the required seafloor evolution has to change vis-à-vis the case of the Euler PDE to comply with the analytic solution. The difference in the bathymetry evolution is illustrated in Figure 2. The first 5 seconds show the bathymetry without eddy viscosity, that is, the Euler PDE, and the second 5 seconds show a for illustration purposes a large eddy viscosity of $1~m^2/s$, that is, the Navier-Stokes PDE.

The simulations for the Navier-Stokes PDE and the presented corresponding analytical solutions were conducted for input data as per Table 2 and a viscosity of $0.3~m^2/s$.

The oscillating distribution shifts in the coordinate system and also changes its amplitude depending on the eddy viscosity. The simulated velocity, shown for $t = 10~s$ in Figure 3, exhibits a stability dependency to the setting of $c_1$.

![Graph](image)

**Fig. 3.** Analytical and numerical solutions for the velocity of the Navier-Stokes PDE with hydrostatic term, the continuity PDE, and analytical bathymetry with different $c_1$.

The simulations for the Navier-Stokes PDE and the presented corresponding analytical solutions were conducted for input data as per Table 2 and a viscosity of $0.3~m^2/s$.

The oscillating distribution shifts in the coordinate system and also changes its amplitude depending on the eddy viscosity. The simulated velocity, shown for $t = 10~s$ in Figure 3, exhibits a stability dependency to the setting of $c_1$.

### 6. N DIMENSIONS

The method can be applied to systems with $n$ spatial dimensions with $U_i$ where $i \in \mathbb{N}$. The NS-PDE, configured for a scalar gravitational field imposed on free hypersurface flow with eddy viscosity, is thus denoted with

$$\nabla \cdot (h \mathbf{U}) = 0$$

The solution approach remains the same:

(i) select a trigonometric solution for $h(r)$ with $r = [x, y, ..., l]$ apriori,

(ii) select solutions for the velocities that comply with the continuity PDE,

(iii) split $h(r)$ into $h_E(r)$ and $h_B(r)$, substitute $h_E(r)$ in the momentum PDE, and

(iv) solve the momentum PDE for $h_B(r)$.

**Proposition 3:** For some $t_0 \in \mathbb{R}_+$, let us consider the functions $h$, $h_E$, $h_B$, $\mathbf{U}$ defined for $t \geq t_0$ by selecting $h(r) = c_1 + \sin(\sum r_i)$ which can be satisfied with a dynamic $h_B$.

**Proof.** For the analogon to the prior solution that is, $h(r) = c_1 + \sin(\sum r_i)$, a solution for the continuity PDE can e.g. be symmetrically constructed with $U_i(r) = (\sin(\sum r_i) + c_1)^{-1} - n^{-1}$ but $U_i = 1$. $h(x,t)$ and $\mathbf{U}(x,t)$ can be inserted into the momentum PDE for one component velocity $U_j$:

$$\frac{\partial}{\partial t} \left( (\sin(\sum r_i) + c_1) \left( (\sin(\sum r_i) + c_1)^{-1} - n^{-1} \right) \right)$$

$$= k_H \sum_i \left( \frac{\partial}{\partial r_i} \left( (\sin(\sum r_i) + c_1) \left( (\sin(\sum r_i) + c_1)^{-1} - n^{-1} \right) / \partial r_i \right) \right)$$

$$- \left( \sin(\sum r_i) + c_1 \right) \frac{\partial h_E(r)}{\partial r_i} \right)$$

Again, it is taken advantage of the fluid column being split into surface elevation $h_E(x,t)$ and bathymetric fluid depth $h_B(x,t)$.

### Table 2. Grid for Navier-Stokes PDE example

| Quantity    | Increments | Increment size |
|-------------|------------|----------------|
| Distance    | $10^3$     | $10^{-2}[m]$   |
| Time        | $10^5$     | $10^{-4}[s]$   |
| $c_1$       | 4          | [2 3 5 7]      |
\[ -\frac{\partial \sin(\sum r_i)}{\partial t} = -\sum \left( k_H \frac{\cos(\sum r_i) + c_1}{\sin(\sum r_i) + c_1} \right) \]

\[ + \frac{\partial}{\partial r_i} \left( \sin(\sum r_i) + c_1 \right) \frac{\partial \theta(r)}{\partial r_j} \]

\[ + \frac{1}{g} \left( \sin(\sum r_i) + c_1 \right) \frac{\partial h_B(r)}{\partial r_j} \]

\[ - \cos \left( \sum r_i \right) \]

\[ \frac{\partial h_B(r)}{\partial r_j} \]

\[ \frac{\partial}{\partial r_i} \left( \sin(\sum r_i) + c_1 \right) \]

\[ \frac{1}{g} \ln \left( \sin(\sum r_i) + c_1 \right) \]

\[ + \frac{1}{g} \ln \left( \sin(\sum r_i) + c_1 \right) \]

\[ - \sum \left( k_H \frac{\sin(\sum r_i)}{\sin(\sum r_i) + c_1} + \cos(\sum r_i) \right) \]

\[ + \left( \frac{\cos(\sum r_i)}{g (\sin(\sum r_i) + c_1)^2} - \frac{\cos(\sum r_i)}{g (\sin(\sum r_i) + c_1)^2} \right) \]

\[ \frac{\partial h_B(r)}{\partial r_j} \]

\[ \frac{1}{g} \ln \left( \sin(\sum r_i) + c_1 \right) \]

\[ - \sum \left( k_H \frac{\sin(\sum r_i)}{\sin(\sum r_i) + c_1} \right) \]

\[ + \left( \frac{\cos(\sum r_i)}{g (\sin(\sum r_i) + c_1)^2} - \frac{\cos(\sum r_i)}{g (\sin(\sum r_i) + c_1)^2} \right) \]

\[ \frac{\partial h_B(r)}{\partial r_j} \]

\[ \frac{1}{g} \ln \left( \sin(\sum r_i) + c_1 \right) \]

\[ h_B(r) \]

\[ \frac{1}{g} \sin \left( \sum r_i + c_1 \right) \]

\[ \frac{1}{g} \sin \left( \sum r_i + c_1 \right) \]

\[ \frac{1}{g} \sin \left( \sum r_i + c_1 \right) \]

\[ \frac{1}{g} \sin \left( \sum r_i + c_1 \right) \]

\[ h_B(r) \]

\[ h_E(r) \]

\[ a(r) = \frac{2 \tan \left( \frac{\sum r_i}{2} \right) + 2c_1}{(c_1^2 - 1) \left( \tan^2 \left( \frac{\sum r_i}{2} \right) + 1 \right)} \]

\[ + 2 \arctan \left( \frac{c_1 \tan \left( \frac{\sum r_i}{2} \right)}{\sqrt{c_1^2 - 1}} \right) \left( c_1^2 - 1 \right)^{-3/2} \]

That is, some nonlinear PDE can be transformed into a space such that not the constituents of the PDE itself but the geometries of the space are numerically integrated whereas analytical solutions are maintained for the PDE. This is evident in general relativity where gravitational forces are described as curvature of space. Above solitary solutions permit to validate numerical solvers without having to depict complex domain shapes such as parabolic bowls [10]. Also, due to the simplicity of the boundary conditions, these can be imposed on the boundaries of arbitrary domain shapes as long as the domain is permitted to adapt along one dimension to \( h_B \). For example, any coastal geometry can be used as long as the bathymetry is adapted to \( h_B \). This permits the evaluation and assessment of unstructured meshes for the finite volume and finite element method.
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