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Abstract—Neural control of memory-constrained, agile robots requires small, yet highly performant models. We leverage graph hyper networks to learn graph hyper policies trained with off-policy reinforcement learning resulting in networks that are two orders of magnitude smaller than commonly used networks yet encode policies comparable to those encoded by much larger networks trained on the same task. We show that our method can be appended to any off-policy reinforcement learning algorithm, without any change in hyperparameters, by showing results across locomotion and manipulation tasks. Further, we obtain an array of working policies, with differing numbers of parameters, allowing us to pick an optimal network for the memory constraints of a system. Training multiple policies with our method is as sample efficient as training a single policy. Finally, we provide a method to select the best architecture, given a constraint on the number of parameters. Project website: https://sites.google.com/usc.edu/graphhyperpolicy

I. INTRODUCTION

Deep reinforcement learning (RL) has produced exciting recent progress on diverse robotic tasks. State of the art results on applying deep RL to locomotion [1] or manipulation [2] typically employ large networks (∼256 neurons, ∼3 layers). In some applications e.g., agile fast flight [3], dynamic locomotion [4] it is desirable to have highly performant, yet relatively small networks for two reasons: the onboard compute is limited (e.g., to control a Crazyflie2.0 only 192Kb of RAM [5] is available), and for agile tasks, the execution time for learned policies significantly affects overall performance [6]. Motivated by these constraints, we demonstrate a method to systematically generate small networks to solve robotic tasks using deep RL. Our method is both efficient (it does not increase sample complexity) and performant (within 80%-90% of peak performance while being 100x smaller than those previously reported).

Finding small, yet performant networks for robotic tasks is non-trivial. As an illustration, consider Figure 1 which compares performance across 4 networks of varying size, each trained using the Soft Actor Critic algorithm [7] on the HalfCheetah task [8], over 5 seeds. The architectures of these networks are {14,7}, {40,20}, {340,170} and {16,8,32,8} respectively, where each number inside the parenthesis represents a hidden layer and the number of neurons within it. Performance is measured as the cumulative reward per rollout and is plotted across training till 3M data points are collected. {340,170} (56116 parameters) achieves the highest performance. With size reduction {40,20} (1666 parameters) and {14,7} (405 parameters) there is degradation in performance. But interestingly, {16,8,32,8} (1030 parameters) performs significantly better than {40,20}, even though it has fewer parameters. This shows that arriving at a smaller performant network is not straightforward, and that performance depends not only the number of units, but the architecture of the network – a point made in other contexts in neural network learning [9]. Further complicating matters, it is known that a reduction in performance with decreasing size may be partially attributed to lower exploration [10]. In our work, we seek a method to achieve smaller networks without having to reduce exploration during training.

We learn a meta-policy, whose strategy and exploration is not limited by the representational capacity used to model it. We do this by leveraging graph hyper networks [11], [12], [13], [14] to learn architecture agnostic graph hyper policies, trained with standard off-policy RL. This results in thousands of functional approximators of the optimal policy, with a sample complexity comparable to learning just one, and models that estimate the optimal policy with fewer parameters. We demonstrate that for continuous control tasks, we can generate small policies that provide up to 90% peak performance, without having to adjust any hyperparameters – a practical time savings for someone searching for small networks. The networks we generate are spread across different sizes, allowing a choice of policy that conforms to a particular size constraint. This is done without consuming swathes of data, therefore being almost as simple complex as other state of the art RL algorithms that provide a single neural network policy. Further we show that graph hyper policies can be augmented with any off-policy RL algorithms, without changing any hyperparameters.

We evaluate our trained policies on locomotion and manipulation tasks simulated in Mujoco [15]. Our results show that smaller networks (∼100x smaller than those traditionally used) trained with our method lead to 80-90% performance of larger baseline networks. Further, we show that a model’s lossless memory dimension [16] is an accurate predictor of its eventual performance when estimated with our graph hyper policy.

II. RELATED WORK

A. Hyper networks

The main idea behind hyper networks [11] is to have a primary neural network (the hyper network) generate the weights for a secondary network. The input to the hyper network is the secondary network’s architecture, its output is the set of weights for this architecture. It has been shown...
Fig. 1: Evaluating the effect of network architecture on the performance of control policies modeled by it. Trained and evaluated on the HalfCheetah task, a 2D robot with 6 control joints.

that it is possible to tune the weights of the hyper network with respect to the objective of a secondary network, using back propagation and stochastic gradient descent [12]. Graph hyper networks (GHN) [13] were shown to be effective at architecture search for image classification and generating weights for unseen model architectures (60% accuracy on the CIFAR-10 dataset [14]). This was done by introducing a new dimension to the mini batch data, the meta batch, which samples a few architectures from a static dataset of 1M architectures. In our work, we use the secondary networks as policy networks to control robots. Figure 2 shows the underlying architecture of the GHN used here. In the graph representations of the secondary networks, each node is encoded to a higher dimension vector. While the original paper uses a discrete embedded layer to do this, we use a simple linear encoder. This encoded graph is sent to a gated graph network (gated GNN). The gated GNN consists of a multilayer perceptron that performs a nonlinear transformation of the encoded graph and a gated recurrent neural network (GRU). The GRU layer does a single forward and backward message pass between the transformed graph nodes. From each transformed node, we decode a 2D matrix of (512,512). Based on the graph node’s size (read layer size), we crop out a 2D matrix that will fit into that layer in the secondary network. This is repeated for all nodes in the graph. Using propagation, the gradient from the loss function is used to train the entire GHN to correctly estimate the parameters for the secondary networks. While this powerful tool has been previously used for supervised learning tasks, in this work we use it to solve robotic tasks with the help of reinforcement learning.

B. Off-Policy Reinforcement Learning

A key feature of off-policy RL algorithms [17], is to learn a policy from rollout data that was collected from different policies, while also collecting data for these different policies. This leads to sample efficient training. The objective function is to maximize the cumulative future discounted rewards from the environment. The policy parameters $\theta$ are computed as follows.

$$\theta^* = \arg\max_{\theta} \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_t(s_t, \pi_\theta(o_t)) \right]$$

where, $\pi_\theta$ is the policy, $\gamma$ is a discounting factor, and $r_t, s_t, o_t$ are the reward, state and observation at time $t$ respectively. Since our method relies on changing architectures frequently while training, this family of RL algorithms is preferred over on policy and offline methods. We do not fix a particular off-policy algorithm in this work, although we do limit to actor critic methods for continuous control. For locomotion tasks we use Soft Actor Critic (SAC) [7] as the baseline algorithm for training a policy. For manipulation tasks, we employ a modified Deep Deterministic Policy Gradients (DDPG) [18] algorithm to train policies. Among the tasks we train on, manipulation tasks are significantly harder to solve, primarily because of sparsity of rewards in goal based tasks. For goal based tasks, one can employ hindsight experience replay (HER) [19] to get high success rates. The idea is to modify the rollout data stored in the buffer and for a subset of trajectories, to set the achieved goal as the desired goal and recalculate the achieved reward. This enables a DDPG agent to receive more positive reinforcement and learn faster.

C. Lossless Memory Dimension for MLPs

In this work, we only use multilayer perceptrons (MLP) to model policy networks. To study the representational capacity of an MLP we use a metric called the Lossless Memory Dimension [16], $D_{LM}$ defined as the maximum integer such that for any dataset with cardinality $n \leq D_{LM}$ and points in random position, all possible labelings of this dataset can be represented with a function in the hypothesis space. This metric was originally meant to measure a MLP’s capacity to classify, but we use it here to measure a model’s capacity to regress to optimal action distribution parameters. Algorithm 1 shows how we calculate this metric (a minor modification to [16] by adjusting for multivariate regression (line 5)). The intuition behind this addition is that classification is similar to regression without the final softmax (or sigmoid) layer.
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Fig. 2: **Graph Hyper Policy.** Policy estimation using a graph hyper network (GHN) - based on the graphs of multiple policy network architectures, the GHN can estimate parameters for networks. The GHN can be optimized with an objective function of the policy network’s action outputs.

Algorithm 1 Calculate $D_{LM}$ of an MLP

**Require:**
- $Inp$ - Input dimensions of MLP
- $Out$ - Output dimensions of MLP
- $a_j = \{l_i\}_i^k$ - MLP Architecture

1. Initialize $D_{LM} = (Inp + 2) * l_0$;
2. for $j \leftarrow 2, k$ do
3. \[ D_{LM} \leftarrow D_{LM} + \min(|\{l_i\}_1^k|) \]
4. end for
5. $D_{LM} \leftarrow D_{LM} + \min(|\{l_i\}_1^k, Out|)$

III. **Method**

A. **Graph Hyper Policy**

A common practice to formulate a stochastic policy in RL is to model it as neural network that accepts the agent (robot’s) observation, and output a mean and variance vector, to represent an action distribution. We use a GHN (Figure 2) to estimate the parameters needed to model a policy network, given an architecture graph. This policy network maps observation to action. Following [14], the graph hyper policy is capable of accepting a meta batch of architecture graphs, and estimating multiple parametric policies at the same time.

B. **Architecture Space**

We restrict ourselves to feedforward sequential MLPs with upto 4 layers, to model a policy. For each layer, the number of neurons can take values from the set $L$. For our experiments, $L = \{4, 8, 16, 32, 64, 128, 256, 512\}$. The set of all possible MLPs is denoted by $\mathfrak{A}$ and their corresponding graphs by $G$,

$$\mathfrak{A} = \{a_j\}, G = \{g_j\}, 1 \leq j \leq 4680$$  \hspace{1cm} (2)

C. **Training Procedure**

In most state of the art deep RL implementations, rollout data are generated from a vector of parallel environment instances. This speeds up training greatly. In our method, we set this number of parallel instances as the meta batch size. Thus, during rollout, each architecture samples data from its own corresponding environment instance. We store the transition data from all environments to a common buffer. For locomotion tasks, during rollout, every few steps, we sample a new meta batch of architectures, $g_i \sim Uniform(G)$. We take care not to lower this number significantly as this can make the rollout data very noisy and destabilize training. For manipulation, we sample new architectures only at the beginning of each rollout.

We use a simple critic and critic target network. This network models the Q value function. We sample a batch of data from the replay buffer and perform a off-policy Bellman update on the critic network. For locomotion tasks, we add
an entropy regularizer. From the minibatch, we split the data among the sampled architectures, obtain corresponding actions and update the GHP by maximizing their Q values.

\[
\arg\max_{\theta} E_s[Q(s, a)] \quad a \sim \phi_i(s) \quad \phi_i = h_\theta(g_i)
\]  

(4)

where, \(h_\theta\) denotes the GHP. For a sampled graph \(g_i\) from the metabatch, we estimate a parametric state conditioned action distribution \(\phi_i\) modeled by the corresponding MLP, using \(h_\theta\). We then sample an action \(a\) from this distribution. We optimize over the Q value of this action across sampled actions from the minibatch, by adjusting the GHP parameters \(\theta\). This optimization, like other actor critic reinforcement learning algorithms, is done using stochastic gradient descent. Originally, [14] suggested using a learning rate scheduler during SGD for the hyper network for image classification, but we see that this is not needed for GHP training.

D. Parameter Constrained Architecture Prediction

We are motivated to find smaller control policies for robotic tasks. This is done after we place a constraint on the maximum number of parameters used to model the policy. After training a graph hyper policy, one way to find the best architecture is to perform an exhaustive search across all architectures with fewer parameters than the maximum number allowed. This entails estimating parameters for each candidate architecture, evaluating it by performing rollouts, and calculating its cumulative reward. This process is computationally intensive. It is therefore reasonable to ask if the best architecture (or an architecture with performance close to the best) can be found efficiently. We evaluate two options. The first is to simply find the architecture with the largest number of parameters that satisfies the size constraint and estimate its parameters with the hyper network. The second is to use Equation 5 which utilizes the lossless memory dimension \(D_{LM}\) (Algorithm 1, Section II) to predict the best architecture, \(a_{opt}\).

\[
a_{opt} = \arg\max_{a_i}(D_{LM}(\text{Inp, Out, } a_i))
\]  

(5)

We show that for a given parameter count constraint, among the architectures trained by the GHP, those that maximize the lossless memory dimension perform better than the largest architecture satisfying the parameter constraint. Empirical support for this claim is presented in the following section.

IV. RESULTS AND DISCUSSION

We evaluate our method on locomotion and manipulation tasks simulated in Mujoco. We experiment with the following locomotion tasks: HalfCheetah (described earlier); Ant (a 4 legged robot with observation dimension 111 and action dimension 8); Walker2D (a 2D biped with observation dimension 17 and action dimension 6); Hopper (a 2D robot with 3 joints, with observation dimension 11 and action dimension 3); and Humanoid (a walker, with observation dimension 376 and action dimension 17). For these tasks, forward movement is rewarded while energy consumption and large orientation changes are penalized. For locomotion tasks, we train the GHP for 3M steps over 8 parallel environment instances, using Soft Actor critic.

For the manipulation tasks, we use the Fetch environments [20]. These environments simulate goal based tasks on the Fetch robotic arm. For our evaluation, we use Reach (a simple task that rewards moving the end effector to a goal location, observation dimension 10); Slide (the arm has to move a puck on a slippery table without using the gripper, observation dimension 25) and PickAndPlace (the arm has to move an object in 3D space from a starting point to a goal location, observation dimension 25). For all these tasks, the action dimension is 4 representing the displacement of the end effector in 3D and gripper state. We also append the desired goal to the observation while querying the policy network for actions. For these tasks, we provide sparse reward (only when the goal is achieved) and we track the success rate for achieving the desired goal across multiple evaluations. For the FetchReach task we train for 30M steps; FetchSlide for 60M steps; and FetchPickAndPlace for 1.5B steps. We run 8 environment instances in parallel, and train using DDPG with HER. For each task, our baseline is a single [256, 256] MLP policy network, trained with standard off-policy learning algorithms. For all our runs we re-implement these algorithms with our training method. The only difference between GHP training and the baseline is the choice of policy network, every other hyperparameter remains untouched. All results are averaged over 5 seeds.

A. Finding High Performing Small MLPs

At every few checkpoints, we analyse GHP performance. We evaluate it on all 4680 architectures with 5 rollouts and find the average total reward for each architecture. We find the smallest architecture that provides the (a) maximum reward, (b) at least 90% of the maximum reward and (3) at least 80% of the maximum reward. We store these architectures, their corresponding number of parameters and their average reward on rollout. We term these architectures max, 90% and 80% architectures. Figure 3 shows this analysis for all tasks. In each image pair per task, the left image shows the progress of the average cumulative reward of the max, 90% and 80% architectures at each checkpoint. The image on the right corresponds to the log of the number of parameters of the max, 90% and 80% architectures. For each task, the number of samples to train 4680 networks with the GHP is comparable to that needed by the baseline to train one network. This shows that there is positive transfer of knowledge between each architecture in the training set.

For the Ant task, even the 80% architectures seem to assimilate higher average cumulative reward than the baseline. For the Walker2D and Hopper tasks, our architectures perform similar to the baseline. On the HalfCheetah task, none of our architectures seem to perform as well as the baseline suggesting that generalization between architectures requires more samples and further training for this task. Finally, on the Humanoid control task, we converge to a working policy faster than the baseline. We conjecture that
Fig. 3: Learning smaller networks. All architectures evaluated as training progresses. For each pair, left: (max performance, 90% of max performance, 80% of max performance, baseline performance) vs training samples collected; right: the minimum number of parameters needed to achieve these levels of performance vs training samples collected.

this is because sampling from different architectures helped with exploration during early stages of training. Eventually the baseline achieves better rewards.

With manipulation, we see similar results. The FetchReach task is simple – the baseline quickly achieves a success rate of 1.0. Our method is not as sample efficient as the baseline, but achieves a success rate of 1.0 for almost all 4680 architectures. The FetchSlide task is significantly harder to solve. Here our method performs better than the baseline and provides smaller networks that perform as well as the baseline with better sample efficiency. For FetchPickAndPlace, our method requires more samples than the baseline. But we eventually do arrive at significantly smaller policies with success rate of 1.0. For each task, as training progresses, 90% and 80% architectures are orders of magnitude smaller than max architectures. At the end of training, these architectures are saved as highly performant small MLPs.

Table I shows the performance of 90% architectures. For comparison, we train MLPs with these architectures using off-policy RL. The performance of the 90% architecture MLPs estimated by the GHP is on par with models trained during these runs, but finding these small architectures before training the GHP is nontrivial. We tried using behavior cloning to distill knowledge from the baseline [256,256] networks to these architectures but the resulting performance was consistently poor. We also tried using offline RL to distill policies into smaller networks, but after repeated hyperparameter searches did not obtain good results.

B. Optimal Architecture Selection

Can we predict an optimal architecture with a constraint on the total number of parameters? We analyze the correlation between reward and number of parameters in the architecture. After a complete training run on the Hopper task, we evaluate each architecture trained with the GHP. Figure 4(a), shows that there is no significant correlation between the number of parameters and eventual performance. We compute $D_{LM}$ for each architecture (Algorithm 1). Figure 4(b) shows a strong cut off in the $D_{LM}$ values, beyond which we get peak performance. We see such correlation in all the tasks. Inspired by this, we perform optimal architecture prediction for a given parameter constraint, by using the method described in Section III - i.e., we predict that the best
### Architecture Prediction

| Task          | Max Size | Max \(D_{LM}\) |
|---------------|----------|----------------|
| Ant-v2        | 0.73     | 0.78           |
| HalfCheetah-v2| 0.96     | 0.98           |
| Walker2d-v2   | 0.90     | 0.90           |
| Hopper-v2     | 0.98     | 0.99           |
| Humanoid-v2   | 0.89     | 0.95           |
| FetchReach-v2 | 0.99     | 0.99           |
| FetchSlide-v2 | 0.75     | 0.80           |
| FetchPickAndPlace-v2 | 0.93 | 0.95 |

### Comparison of Performance

| Task          | Mean Size | Reward | Baseline | GHP (ours), max | Off-Policy RL | GHP (ours), 90% |
|---------------|-----------|--------|----------|-----------------|---------------|-----------------|
| Ant           | [256, 256] | 96520  | 5746.23  | [16, 32, 32, 4] | [16, 32, 32, 4] | [16, 32, 32, 4] |
| HalfCheetah   | [256, 256] | 71942  | 2984.74  | [64, 4, 4, 32]  | [64, 4, 4, 32]  | [64, 4, 4, 32]  |
| Walker2d      | [256, 256] | 7703.76| 1582.32  | [16, 16, 4]     | [16, 16, 4]     | [16, 16, 4]     |
| Hopper        | [256, 256] | 69635  | 814.05   | [8, 4, 4]       | [8, 4, 4]       | [8, 4, 4]       |
| Humanoid      | [256, 256] | 3359.94| 1174.50  | [8, 32, 8]      | [8, 32, 8]      | [8, 32, 8]      |
| FetchReach    | [256, 256] | 166673 | 5488.40  | [16, 8, 32, 16]| [16, 8, 32, 16]| [16, 8, 32, 16]|
| FetchSlide    | [256, 256] | 74244  | 233.13   | [16, 16, 4]     | [16, 16, 4]     | [16, 16, 4]     |
| FetchPickAndPlace | [256, 256]| 74244 | 120.24   | [16, 16, 4]     | [16, 16, 4]     | [16, 16, 4]     |
| Success Rate  |           |        |          |                 |               |                 |

**TABLE II: Architecture prediction.** For a given constraint on the number of parameters, ratio of performance of architectures (that maximize the lossless memory dimension; that maximize size) to that of best performing architecture. Closer to 1 is better.

Finally, we note some limitations in our method. The GHN used to model a GHP is large. While our objective is to achieve smaller MLPs during execution time, the size of the actor network is much larger during training, increasing training time significantly. With our single GPU implementations, even though the sample complexity did not increase, the total training time increased by \(\sim 5x\).

**V. Conclusion and Future Work**

We use graph hyper networks to learn graph hyper policies trained with off-policy reinforcement learning. We generate networks that are 100x smaller than commonly used networks yet encode policies comparable to those encoded by much larger networks trained on the same task. Our results across locomotion and manipulation tasks confirm that our method can be appended to any off-policy deep learning algorithm, without any change in hyperparameters. Further, we obtain an array of working policies, with differing numbers of parameters, allowing us to pick an optimal network for the memory constraints of a system. Training multiple policies is as sample efficient as training a single policy. Finally, we provide a method to select the best architecture, given a constraint on the number of parameters. In future work, we plan to move to image based observation space and move away from uniform sampling of architectures.
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