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Abstract

Existing methods for open-retrieval question answering in lower resource languages (LRLs) lag significantly behind English. They not only suffer from the shortcomings of non-English document retrieval, but are reliant on language-specific supervision for either the task or translation. We formulate a task setup more realistic to available resources, that circumvents document retrieval to reliably transfer knowledge from English to lower resource languages. Assuming a strong English question answering model or database, we compare and analyze methods that pivot through English: to map foreign queries to English and then English answers back to target language answers. Within this task setup we propose Reranked Multilingual Maximal Inner Product Search (RM-MIPS), akin to semantic similarity retrieval over the English training set with reranking, which outperforms the strongest baselines by 2.7% on XQuAD and 6.2% on MKQA. Analysis demonstrates the particular efficacy of this strategy over state-of-the-art alternatives in challenging settings: low-resource languages, with extensive distractor data and query distribution misalignment. Circumventing retrieval, our analysis shows this approach offers rapid answer generation to almost any language off-the-shelf, without the need for any additional training data in the target language.

1 Introduction

Open-Retrieval question answering (ORQA) has seen extensive progress in English, significantly outperforming systems in lower resource languages (LRLs). This advantage is largely driven by the scale of labelled data and open source retrieval tools that exist predominantly for higher resource languages (HRLs) — usually English.

To remedy this discrepancy, recent work leverages English supervision to improve multilingual systems, either by simple translation or zero shot transfer (Asai et al., 2018; Cui et al., 2019; Charlet et al., 2020). While these approaches have helped generalize reading comprehension models to new languages, they are of limited practical use without reliable information retrieval in the target language, which they often implicitly assume.

In practice, we believe this assumption can be challenging to meet. A new document index can be expensive to collect and maintain, and an effective retrieval stack typically requires language-specific labelled data, tokenization tools, manual heuristics, and curated domain blocklists (Fluur et al., 1999; Chaudhari, 2014; Lehal, 2018). Consequently, we discard the common assumption of robust non-English document retrieval, for a more realistic one: that there exists a high-quality English database of query-answer string pairs. We introduce and motivate the Cross-Lingual Pivots (XLP) task (Section 2), which we contend will
accelerate progress in LRL question answering by reflecting these practical considerations. This pivot task is similar to “translate test” and “MT-in-the-middle” paradigms (Hajič et al., 2000; Zitouni and Florian, 2008; Schneider et al., 2013) except for the availability of the high-resource language database, which allows for more sophisticated pivot approaches. Figure 1 illustrates a generalized version of an XLP, where LRL queries may seek knowledge from any HRL with its own database.

For this task we combine and compare state-of-the-art methods in machine translation (“translate test”) and cross-lingual semantic similarity, in order to map LRL queries to English, and then English answers back to the LRL target language. In particular we examine how these methods are affected by certain factors: (a) whether the language is high, medium or low resource, (b) the magnitude of data in the HRL database, and (c) the degree of query distribution alignment between languages (i.e., the number of LRL queries that have matches in the HRL database).

Lastly we propose a new approach to this task, motivated by recent dense nearest neighbour (kNN) models in English which achieve strong results in QA by simply searching for similar questions in the training set (or database in our case) (Lewis et al., 2020). We leverage nearest neighbor semantic similarity search followed by cross-encoder reranking (see Figure 2), and refer to the technique as Reranked Multilingual Maximal Inner Product Search (RM-MIPS). Not only does this approach significantly improve upon “Translate Test” (the most common pivot technique) and state-of-the-art paraphrase detection baselines, our analysis demonstrates it is more robust to lower resource languages, query distribution misalignment, and the size of the English database.

By circumventing document retrieval and task-specific supervision signals, this straightforward approach offers reliable answer generation to any language (present in pretraining) off-the-shelf. Furthermore, it can be re-purposed to obtain reliable training data in the target language, with fewer annotation artifacts, and is complementary to a standard end-to-end question answering system. We hope this analysis complements existing multilingual approaches, and facilitates adoption of more practical (but effective) methods to improve knowledge transfer from English into other languages.

We summarize our contributions as:

- **XLP**: A more realistic task setup for practically expanding Multilingual OR-QA to lower resource languages.
- **Comprehensive analysis of factors affecting XLP**: (I) types of approaches (translation, paraphrasing) (II) language types, (III) database characteristics, and (IV) query distribution alignment.
- **RM-MIPS**: A flexible approach to XLP that beats strong (or state-of-the-art) baselines.

2 Task: Cross-Lingual Pivots

The Open-Retrieval Question Answering (ORQA) task evaluates models’ ability to answer information-seeking questions. In a multilingual setting, the task is to produce answers in the same language as the query. In some cases, queries may only find answers, or sufficient evidence, in a different language, due to informational asymmetries (Group, 2011; Callahan and Herring,
2011). To address this, Asai et al. (2020) propose Cross-Lingual Open-Retrieval Question Answering (XORQA), similar to the Cross-Lingual Information Retrieval (CLIR) task, where a model needs to leverage intermediary information found in other languages, in order to serve an answer in the target language. In practice, this intermediary language tends to be English, with the most ample resources and training data.

Building on these tasks, we believe there are other benefits to pivoting through high resource languages that have so far been overlooked, and consequently limited research that could more rapidly improve non-English QA. These two benefits are (I) large query-answer databases have already been collected in English, both in academia (Joshi et al., 2017) and in industry (Kwiatkowski et al., 2019), and (II) it is often very expensive and challenging to replicate robust retrieval and passage reranking stacks in new languages (Fluhr et al., 1999; Chaudhari, 2014; Lehal, 2018). As a result, the English capabilities of question answering systems typically exceed those for non-English languages by large margins (Lewis et al., 2019; Longpre et al., 2020; Clark et al., 2020).

We would note that prior work suggests even without access to an English query-answer database, translation methods with an English document index and retrieval outperforms LRL retrieval for open-retrieval QA (see the end-to-end XORQA results in Asai et al. (2020)). This demonstrates the persistent weakness of non-English retrieval, and motivates alternative approaches such as cross-lingual pivots.

To remedy this disparity, we believe attending to these two considerations would yield a more realistic task setup. We propose the Cross-Lingual Pivots (XLPs) task, a variant of XORQA which assumes access to a query-answer database in English, as shown in Figure 1. Like multilingual ORQA, or XORQA, the task is to produce an answer \( \hat{a}_{LRL} \) in the same “Target” language as question \( q_{LRL} \), evaluated by Exact Match of F1 token-overlap with the real answer \( a_{LRL} \). Instead of assuming access to a LRL document index or retrieval system (usually provided by the datasets), we assume access to an English database \( D_{HRL} \) which simply maps English queries to their English answer text. Leveraging this database, and circumventing LRL retrieval, we believe progress in this task will greatly accelerate multilingual capabilities of real question answering assistants.

3 Re-Ranked Multilingual Maximal Inner Product Search

For the first stage of the XLP task, our goal is to find an equivalent English query for a LRL query: “Query Matching”. Competing approaches include Single Encoders and Cross Encoders, described further in section 4.2. Single Encoders embed queries independently into a latent vector space, meaning each query \( q_{EN} \) from the English database \( Q_{EN} \) can be pre-embedded offline. At inference time, the low resource query \( q_{LRL} \) is embedded, then maximal inner product search (MIPS) finds the approximate closest query \( q_{EN} \) among all \( Q_{EN} \) by cosine similarity. By comparison, Cross Encoders leverage cross-attention between \( q_{LRL} \) and candidate \( q_{EN} \) at inference time, thus requiring \( O(|Q_{EN}|) \) forward passes at inference time to find the best paraphrase. While usually more accurate this is computationally infeasible for a large set of candidates.

We propose a method that combines both Single Encoders and Cross Encoders, which we refer to as Reranked Multilingual Maximal Inner Product Search (RM-MIPS). The process, shown in Figure 2, first uses a multilingual sentence embedder with MIPS to isolate the top-k candidate similar queries, then uses the cross encoder to rerank the candidate paraphrases. This approach reflects the Retrieve and Read paradigm common in OR-QA, but applies it to a multilingual setting for semantic similarity search.

The model first queries the English database using the Multilingual Single Encoder \( SE(q_{i}) = z_{i} \) to obtain the \( k \)-nearest English query neighbors \( N_{q_{LRL}} \subseteq Q_{EN} \) to the given query \( q_{LRL} \) by cosine similarity.

\[
N_{q_{LRL}} = \arg \max_{(q_{1}, ..., q_{k}) \subseteq Q_{EN}} \sum_{i=1}^{k} \text{sim}(z_{LRL}, z_{i})
\]

Then, it uses the Multilingual Cross Encoder...
CE(q1, q2) to score the remaining set of queries \( N_{q_{LRL}} \) to obtain the final prediction.

\[
RM-MIPS(q_{LRL}) = \arg \max_{q_{EN} \in N_{q_{LRL}}} CE(q_{EN}, q_{LRL})
\]

RM-MIPS(q_{LRL}) proposes an equivalent English query \( q_{EN} \), whose English answer can be pulled directly from the database.

| XQuAD | MKQA |
|-------|-------|
| High | es, de, ru, zh | de, es, fr, it, ja, pl, pt, ru, zh_cn |
| Medium | ar, tr, vi | ar, da, fi, he, hu, ko, nl, no, sv, tr, vi |
| Low | el, hi, th | km, ms, th, zh_hk, zh_tw |

Table 1: We evaluate cross-lingual pivot methods by language groups, divided into high, medium, and low resource according to Wikipedia coverage Wu and Dredze (2020). Note that due to greater language diversity, MKQA contains lower resource languages than XQuAD.

4 Experiments

We compare systems that leverage an English QA database to answer questions in lower resource languages. Figure 1 illustrates a cross-lingual pivot (XLP), where the task is to map an incoming query from a low resource language to a query in the high resource language database (LRL \( \rightarrow \) HRL, discussed in 4.2), and then a high resource language answer to a low resource language answer (HRL \( \rightarrow \) LRL, discussed in 4.3).

4.1 Datasets

We provide an overview of the question answering and paraphrase datasets relevant to our study.

4.1.1 Question Answering

To assess cross-lingual pivots, we consider multilingual OR-QA evaluation sets that (a) contain a diverse set of language families, and (b) have “parallel” questions across all of these languages. The latter property affords us the opportunity to change the distributional overlap and analyze its effect (5.3).

XQuAD Artetxe et al. (2019) human translate 1.2k SQuAD examples (Rajpurkar et al., 2016) into 10 other languages. We use all of SQuAD (100k+) as the associated English database, such that only 1% of database queries are represented in the LRL evaluation set.

MKQA Longpre et al. (2020) human translate 10k examples from the Natural Questions (Kwiatkowski et al., 2019) dataset to 25 other languages. We use the rest of the Open Natural Questions training set (84k) as the associated English database, such that only 10.6% of the database queries are represented in the LRL evaluation set.

4.1.2 Paraphrase Detection

To detect paraphrases between LRL queries and HRL queries we train multilingual sentence embedding models with a mix of the following paraphrase datasets.

PAWS-X Yang et al. (2019b) machine translate 49k examples from the PAWS (Zhang et al., 2019) dataset to six other languages. This dataset provides both positive and negative paraphrase examples.

Quora Question Pairs Sharma et al. (2019) provide English question pair examples from Quora; we use the 384k examples from the training split of Wang et al. (2017). This dataset provides both positive and negative examples of English paraphrases.

4.2 Query Matching Baselines: LRL Query \( \rightarrow \) HRL Query

We consider a combination of translation techniques and cross-lingual sentence encoders to find semantically equivalent queries across languages. We select from pretrained models which report strong results on similar multilingual tasks, or fine-tune representations for our task using publicly available paraphrase datasets (4.1.2). Each fine-tuned model receives basic hyperparameter tuning over the learning rate and the ratio of training data from PAWS-X and QQP.

NMT + MIPS We use a many-to-many, Transformer-based (Vaswani et al., 2017), encoder-decoder neural machine translation system, trained on the OPUS multilingual corpus covering 100 languages (Zhang et al., 2020). To match the translation to an English query, we use the Universal Sentence Encoder (USE) (Cer et al., 2018) to perform maximal inner product search (MIPS).

Pretrained Single Encoders We consider pretrained multilingual sentence encoders for sentence retrieval. We explore mUSE (Yang et al. 4)

\[2\] Open Natural Questions train set found here: https://github.com/google-research-datasets/natural-questions/tree/master/nq_open

\[3\] We used an optimal learning rate of 1e-5, and training data ratio of 75% PAWS-X and 25% QQP.

\[4\] mUSE was only trained on the following 16 languages: ar, ch_en, ch_tw, en, fr, de, it, ja, ko da, pl, pt, es, th, tr, ru
Table 2: MKQA results by language group with MKQA + Natural Questions as the HRL Database: (left) the accuracy for the LRL → HRL Query Matching stage; (right) the F1 scores for the End-to-End XLP task, using WikiData translation for Answer Translation; and (bottom) the F1 score only for Wikidata translation, assuming Query Matching (LRL → HRL) was perfect. Macro standard deviation are computed for language groups (±). The difference between all method pairs are significant.

Table 3: XQUAD results by language group with XQUAD + SQuAD as the HRL Database: (left) the accuracy for the LRL → HRL Query Matching stage; (right) the F1 scores for the End-to-End XLP task, using machine translation to translate answers from HRL → LRL; and (bottom) the F1 score only for Wikidata translation, assuming Query Matching (LRL → HRL) was perfect. Macro standard deviation are computed for language groups (±). The difference between all method pairs are significant.

2019a), LASER (Artetxe and Schwenk, 2019), and m-SentenceBERT (Reimers and Gurevych, 2019).

Finetuned Single Encoders We finetune transformer encoders to embed sentences, per Reimers and Gurevych (2019). We use the softmax loss over the combination of |x; y|: |x - y| from Conneau et al. (2017a) and mean pool over the final encoder representations to obtain the final sentence representation. We use XLM-R Large as the base encoder (Conneau et al., 2019).

Cross Encoders We finetune XLM-R Large (Conneau et al., 2019) which is pretrained using the multilingual masked language modelling (MLM) objective. For classification, a pair of sentences are given as input for classification, taking advantage of cross-attention between sentences.

4.3 Answer Translation: HRL Answer → LRL Answer

Once we’ve found an English (HRL) query using RM-MIPS, or one of our “Query Matching” baselines, we can use the English database to lookup the English answer. Our final step is to generate an equivalent answer in the target (LRL) language.

We explore straightforward methods of answer generation, including basic neural machine translation (NMT), and WikiData entity translation.

Machine Translation For NMT we use our many-to-many neural machine translation as described in Section 4.2.

WikiData Entity Translation We propose our WikiData entity translation method for QA datasets with primarily entity type answers that would likely appear in the WikiData knowledge graph (Vrandečić and Krötzsch, 2014). This method uses a named entity recognizer (NER) with a WikiData entity linker to find an entity (Honnibal and Montani, 2017). We train our own entity linker on the public WikiData entity dump according to spaCy’s instructions. If a WikiData entity is found, its structured metadata often contains the equivalent term in the target language, localized to the relevant script/alphabet. For our implementation,
when a WikiData entity is not found, or its translation is not available in the target language, we simply return the English answer.

For XQuAD end-to-end experiments we find straightforward machine translation works best, whereas for MKQA, which contains more short, entity-type answers, we find WikiData Entity Translation works best. We report results using these simple methods and leave more sophisticated combinations or improvements to future work.

5 Results

5.1 End-To-End Results

We benchmark the performance of the cross-lingual pivot methods on XQuAD and MKQA. To simulate a realistic setting, we add all the English questions from SQuAD to the English database used in the XQuAD experiments. Similarly, we add all of Natural Questions queries (not just those aligned across languages) in the MKQA experiments. For each experiment we group the languages into high, medium, and low resource, as shown in Table 1, according to Wu and Dredze (2020). Tables 2 and 3 present the mean performance by language group, for query matching (LRL → HRL), and end-to-end results (LRL → HRL → LRL), query matching and answer translation in sequence.

Among the models, RM-MIPS typically outperform baselines, particularly on lower resource languages. We find the reranking component in particular offers significant improvements over the non-reranked sentence encoding approaches in low resource settings, where we believe sentence embeddings are most inconsistent in their performance. For instance, RM-MIPS (LASER) outperforms LASER by 5.7% on the Lowest resource E2E MKQA task, and 4.0% across all languages. The margins are even larger between RM-MIPS (mUSE) and mUSE as well as RM-MIPS (XLM-R) and XLM-R.

For certain high resource languages, mUSE performs particularly strongly, and for XQuAD languages, LASER performs poorly. Accordingly, the choice of sentence encoder (and it’s language proportions in pretraining) is important in optimizing for the cross-lingual pivot task. The modularity of RM-MIPS offers this flexibility, as the first stage multilingual encoder can be swapped out: we present results for LASER, mUSE, and XLM-R.

Comparing query matching accuracy (left) and end-to-end F1 (right) in Tables 2 and 3 measures the performance drop due to answer translation (HRL → LRL, see section 4.3 for details). We see this drop is quite small for MKQA as compared to XQuAD. Similarly, the “Perfect LRL → HRL” measures the Answer Translation stage on all queries, showing XQuAD’s machine translation for answers is much lower than MKQA’s Wikidata translation for answers. This observation indicates that (a) Wikidata translation is particularly strong, and (b) cross-lingual pivot techniques are particularly useful for datasets with frequent entity, date, or numeric-style answers, that can be translated with Wikidata, as seen in MKQA. Another potential factor in the performance difference between MKQA and XQuAD is that MKQA contains nat-
Figure 4: Effects of Query Alignment on MKQA end-to-end Performance: At a target precision of 80%, the end-to-end Malay (left) and Spanish (right) recall are plotted for each degree of query alignment. The query alignment axis indicates the percentage of 10k queries with parallel matches retained in the English database.

urally occurring questions, whereas XQuAD does not. Despite the lower mean end-to-end performance for XQuAD, this cross-lingual pivot can still be used alongside traditional methods, and can be calibrated for high precision/low coverage by abstaining from answering questions that are Wiki-data translatable.

One other notable advantage of paraphrase-based pivot approaches, is that no LRL-specific annotated training data is required. A question answering system in the target language requires in-language annotated data, or an NMT system from English. Traditional NMT “translate test” or “MT-in-the-middle” (Asai et al., 2018; Hajic et al., 2000; Schneider et al., 2013) approaches also require annotated parallel data to train. RM-MIPS and our other paraphrase baselines observe monolingual corpora at pre-training time, and only select language pairs during fine-tuning (those present in PAWS-X), and yet these models still perform well on XLP even for non-PAWS-X languages.

5.2 Database Size
To understand the impact of database size on the query matching process, we assemble a larger database with MSMARCO (800k), SQuAD (100k), and Open-NaturalQuestions (90k). Note that none of the models are explicitly tuned to MKQA, and since MSMARCO and Open-NQ comprise natural user queries (from the same or similar distribution), we believe these are challenging “distractors”. In Figure 3 we plot accuracy of the most performant models from Tables 2 and 3 on each of the high, medium, and low resource language groups over different sizes of database on MKQA. We report the initial stage query matching (LRL \rightarrow HRL) to isolate individual model matching performance. We observe that RM-MIPS degrades less quickly with database size than competing methods, and that it degrades less with the resourcefulness of the language group.

5.3 Query Alignment
In some cases, incoming LRL queries may not have a corresponding semantic match in the HRL database. To assess the impact of this, we vary the percentage of queries that have a corresponding match by dropping out their parallel example in the English database (in increments of 10%). In Figures 4 we report the median end-to-end recall scores over five different random seeds, at each level of query alignment (x-axis). At each level of answer query alignment we recompute a No Answer confidence threshold for a target precision of 80%. Due to computational restraints, we select one low resource (Malay) and one high resource language (Spanish) to report results on. We find that even calibrated for high precision (a target of 80%) the cross-lingual pivot methods can maintain proportional, and occasionally higher, coverage to the degree of query misalignment. RM-MIPS methods in particular can outperform proportional coverage to alignment (the dotted black line on the diagonal) by sourcing answers from similar queries in the database to those dropped out. Consequently, a practitioner can maintain high precision and respectable recall by selecting a threshold for any degree of query misalignment observed in their test distribution.

The primary limitation of RM-MIPS, or other
pivot-oriented approaches, is that their performance is bounded by the degree of query alignment. However, QA systems still fail to replicate their English answer coverage in LRLs (Longpre et al., 2020), and so we expect pivot techniques to remain essential until this gap narrows completely.

6 Related Work

Cross-Lingual Modeling Multilingual BERT (Devlin et al., 2019), XLM (Lample and Conneau, 2019), and XLM-R (Conneau et al., 2019) use masked language modeling (MLM) to share embeddings across languages. Artetxe and Schwenk (2019) introduce LASER, a language-agnostic sentence embedder trained using many-to-many machine translation. Yang et al. (2019a) extend Cer et al. (2018) in a multilingual setting by following Chidambaram et al. (2019) to train a multi-task dual-encoder model (mUSE). These multilingual encoders are often used for semantic similarity tasks. Reimers and Gurevych (2019) propose finetuning pooled BERT token representations (Sentence-BERT), and Reimers and Gurevych (2020) extend with knowledge distillation to encourage vector similarity among translations. Other methods improve multilingual transfer via language alignment (Roy et al., 2020; Mulcaire et al., 2019; Schuster et al., 2019) or combining machine translation with multilingual encoders (Fang et al., 2020; Cui et al., 2019).

Multilingual Question Answering Efforts to explore multilingual question answering include MLQA (Lewis et al., 2019), XQuAD (Artetxe et al., 2019), MKQA (Longpre et al., 2020), TyDi (Clark et al., 2020) and XORQA (Asai et al., 2020).

Prior work in multilingual QA achieves strong results combining neural machine translation and multilingual representations via Translate-Test, Translate-Train, or Zero Shot approaches (Asai et al., 2018; Cui et al., 2019; Charlet et al., 2020). This work focuses on extracting the answer from a multilingual passage (Cui et al., 2019; Asai et al., 2018), assuming passages are provided.

Improving Low Resource With High Resource Efforts to improve performance on low-resource languages usually explore language alignment or transfer learning. Chung et al. (2017) find supervised and unsupervised improvements in transfer learning when finetuning from a language specific model, and Lee and Lee (2019) leverage a GAN-inspired discriminator (Goodfellow et al., 2014) to enforce language-agnostic representations. Aligning vector spaces of text representations in existing models (Conneau et al., 2017b; Schuster et al., 2019; Mikolov et al., 2013) remains a promising direction. Leveraging high resource data has also been studied in sequence labeling (Xie et al., 2018; Plank and Agić, 2018; Schuster et al., 2019) and machine translation (Johnson et al., 2017; Zhang et al., 2020).

Paraphrase Detection The paraphrase detection task determines whether two sentences are semantically equivalent. Popular paraphrase datasets include Quora Question Pairs (Sharma et al., 2019), MRPC (Dolan and Brockett, 2005), and STS-B (Cer et al., 2017). The adversarially constructed PAWS dataset Zhang et al. (2019) was translated to 6 languages, offering a multilingual option, PAWS-X Yang et al. (2019b). In a multilingual setting, an auxiliary paraphrase detection (or nearest neighbour) component, over a datastore of training examples, has been shown to greatly improve performance for neural machine translation (Khandelwal et al., 2020).

7 Conclusion

In conclusion, we formulate a task to cross-lingual open-retrieval question answering more realistic to the constraints and challenges faced by practitioners expanding their systems’ capabilities beyond English. Leveraging access to a large English training set our method of query retrieval followed by reranking greatly outperforms strong baseline methods. Our analysis compares multiple methods of leveraging this English expertise and concludes our two-stage approach transfers better to lower resource languages, and is more robust in the presence of extensive distractor data and query distribution misalignment. Circumventing retrieval, this approach offers fast online or offline answer generation to hundreds of languages straight off-the-shelf, without any additional training data for the target language.

We hope this analysis will promote creative methods in multilingual knowledge transfer, and the cross-lingual pivots task will encourage researchers to pursue problem formulations better informed by the needs of existing systems. In particular, leveraging many location and culturally-specific query knowledge bases, with cross-lingual pivots across many languages is an exciting extension of this work.
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A Reproducibility

A.1 Experimental Setup

Computing Infrastructure. For all of our experiments, we used a computation cluster with 4 NVIDIA Tesla V100 GPUs, 32GB GPU memory and 256GB RAM.

Implementation. We used Python 3.7, PyTorch 1.4.0, and Transformers 2.8.0 for all our experiments. We obtain our datasets from the citations specified in the main paper, and link to the repositories of all libraries we use.

Hyperparameter Search. For our hyperparameter searches, we perform a uniformly random search over learning rate and batch size, with ranges specified in Table 4, optimizing for the development accuracy. We find the optimal learning rate and batch size pair to be $1 \times 10^{-5}$ and 80 respectively.

Evaluation. For query matching, we use scikit-learn \(^8\) to calculate the accuracy. For end-to-end performance, we use the MLQA evaluation script to obtain the F1 score of the results \(^9\).

Datasets. We use the sentences in each dataset as-is, and rely on the pretrained tokenizer for each model to perform preprocessing.

A.2 Model Training

Query Paraphrase Dataset. We found the optimal training combination of the PAWS-X and QQP datasets by training XLM-R classifiers on training dataset percentages of (100\%, 0\%), (75\%, 25\%), and (50\%, 50\%) of (PAWS-X, QQP) – with the PAWS-X percentage entailing the entirety of the PAWS-X dataset – and observe the performance on matching multilingual XQuAD queries. We shuffle the examples in the training set, and restrict the input examples to being (English, LRL) pairs. We perform a hyperparameter search as specified in Table 5 for each dataset composition, and report the test results in Table 4.

A.3 Cross Encoder

We start with the pretrained xlm-roberta-large checkpoint in Huggingface’s transformers \(^10\) library and perform

\(^8\)https://scikit-learn.org/stable/
\(^9\)https://github.com/facebookresearch/MLQA
\(^10\)https://github.com/huggingface/transformers

| (PAWS-X, QQP) | XQuAD |
|---------------|-------|
| (100\%, 0\%)  | 0.847 |
| (75\%, 25\%)  | 0.985 |
| (50\%, 50\%)  | 0.979 |

Table 4: XLM-R Query Paraphrase Performance On Different Query Compositions. The performance of XLM-Roberta on matching XQuAD test queries when finetuned on different training set compositions of PAWS-X and QQP.

B Full Results Breakdowns

B.1 LRL→HRL Results

See Table 6 and 7 for the non-aggregated LRL→HRL language performances of each method on MKQA and XQuAD respectively.

B.2 LRL→HRL→LRL Results

See Table 8 and 9 for the non-aggregated LRL→HRL→LRL language performances of each method on MKQA and XQuAD respectively.

| Model Parameters | Value/Range |
|------------------|-------------|
| Fixed Parameters |
| Model            | XLM-Roberta Large |
| Num Epochs       | 3 |
| Dropout           | 0.1 |
| Optimizer         | Adam |
| Learning Rate Schedule | Linear Decay |
| Max Sequence Length | 128 |
| Tuned Parameters |
| Batch Size        | [8, 120] |
| Learning Rate     | [9e−4, 1e−6] |
| Extra Info        |
| Model Size (# params) | 550M |
| Vocab Size        | 250,002 |
| Trials            | 30 |

Table 5: Cross Encoder Hyperparameter Selection And Tuning Ranges. The hyper parameters we chose and searched over for XLM-Roberta large on the query paraphrase detection datasets.
Table 6: MKQA + Natural Questions Per-Language LRL→HRL Results. The accuracy scores for each method on query matching.

| ko | ms | nl | no | pl | pt | ru | sv | th | tr | zh |
|----|----|----|----|----|----|----|----|----|----|----|
| NMT + MIPS | 71.7 | 90.8 | 86.7 | 95.2 | 79.9 | 85.7 | 67.4 | 82.9 | 74.8 | 41.8 |
| mUSE | 87.4 | 96.4 | 7.5 | 98.1 | 3.4 | 93.2 | 91.6 | 94.1 | 17.8 | 90.3 |
| LASER | 61.7 | 33.1 | 3.7 | 86.2 | 28.6 | 70.4 | 24.2 | 65.3 | 64.7 | 29.2 |
| Single Encoder (XLM-R) | 66.8 | 85.1 | 81.7 | 87.8 | 77.6 | 85.0 | 76.6 | 81.9 | 89.4 | 82.3 |
| RM-MIPS (mUSE) | 90.4 | 96.3 | 14.8 | 97.3 | 10.1 | 93.2 | 92.6 | 95.7 | 93.3 | 91.0 |
| RM-MIPS (LASER) | 81.6 | 59.9 | 11.1 | 95.5 | 59.1 | 88.3 | 55.5 | 89.0 | 85.7 | 66.2 |
| RM-MIPS (XLM-R) | 86.6 | 94.2 | 94.1 | 95.5 | 92.0 | 93.0 | 90.7 | 92.5 | 92.1 | 90.8 |

Table 7: XQuAD + SQuAD Per-Language LRL→HRL Results. The accuracy scores for each method on query matching.

| ko | ms | nl | no | pl | pt | ru | sv | th | tr | zh |
|----|----|----|----|----|----|----|----|----|----|----|
| NMT + MIPS | 60.0 | 41.7 | 85.8 | 83.8 | 82.4 | 72.0 | 83.7 | 63.3 | 41.2 | 74.5 |
| mUSE | 68.6 | 62.7 | 50.1 | 87.2 | 37.2 | 87.5 | 31.9 | 68.7 | 40.0 | 87.2 |
| LASER | 70.1 | 49.5 | 84.6 | 50.8 | 76.3 | 77.3 | 75.3 | 72.8 | 56.2 | 65.0 |
| Single Encoder (XLM-R) | 50.9 | 57.5 | 81.0 | 71.7 | 70.2 | 62.0 | 70.9 | 58.6 | 65.8 | 63.1 |
| RM-MIPS (mUSE) | 66.9 | 61.3 | 74.4 | 85.2 | 84.8 | 58.0 | 84.9 | 39.9 | 68.8 | 61.5 |
| RM-MIPS (LASER) | 66.7 | 59.0 | 85.0 | 64.6 | 80.7 | 80.3 | 80.6 | 71.0 | 66.3 | 72.7 |
| RM-MIPS (Ours) | 62.8 | 60.8 | 85.9 | 83.3 | 83.1 | 78.4 | 83.3 | 68.7 | 68.6 | 76.6 |

Table 8: MKQA + Natural Questions Per-Language LRL→HRL→LRL WikiData Results. The F1 scores for end-to-end performance of each method on every language when using WikiData translation.

| ko | ms | nl | no | pl | pt | ru | sv | th | tr | zh |
|----|----|----|----|----|----|----|----|----|----|----|
| NMT + MIPS | 47.5 | 81.1 | 85.3 | 80.2 | 77.6 | 83.3 | 72.6 | 84.1 | 62.9 | 74.7 |
| mUSE | 63.0 | 82.7 | 88.5 | 48.4 | 80.4 | 88.9 | 77.2 | 49.4 | 72.2 | 81.7 |
| LASER | 59.1 | 87.4 | 89.7 | 85.1 | 70.0 | 81.2 | 69.4 | 89.5 | 53.7 | 70.7 |
| Single Encoder (XLM-R) | 62.5 | 72.2 | 76.0 | 75.2 | 67.0 | 62.5 | 70.1 | 80.8 | 66.3 | 64.6 |
| RM-MIPS (mUSE) | 64.2 | 84.8 | 87.3 | 70.6 | 82.5 | 85.3 | 77.1 | 73.9 | 70.7 | 81.2 |
| RM-MIPS (LASER) | 63.1 | 84.4 | 86.7 | 81.8 | 77.3 | 82.4 | 74.7 | 86.6 | 64.3 | 77.1 |
| RM-MIPS (XLM-R) | 64.7 | 84.0 | 86.3 | 81.6 | 81.0 | 81.3 | 76.3 | 86.9 | 69.9 | 78.6 |

Table 9: XQuAD + SQuAD Per-Language LRL→HRL→LRL NMT Results. The F1 scores for end-to-end performance of each method on every language when using NMT translation.

| ko | ms | nl | no | pl | pt | ru | sv | th | tr | zh |
|----|----|----|----|----|----|----|----|----|----|----|
| NMT + MIPS | 35.3 | 55.5 | 39.2 | 68.2 | 32.9 | 30.7 | 17.8 | 42.1 | 45.6 | 19.0 |
| mUSE | 40.8 | 58.2 | 4.4 | 70.0 | 1.6 | 33.4 | 23.4 | 47.0 | 11.8 | 33.6 |
| LASER | 29.9 | 22.7 | 1.5 | 61.8 | 10.8 | 24.2 | 6.4 | 33.0 | 38.6 | 12.7 |
| Single Encoder (XLM-R) | 31.3 | 52.9 | 37.3 | 63.9 | 30.9 | 30.1 | 18.6 | 42.0 | 52.7 | 30.6 |
| RM-MIPS (mUSE) | 42.6 | 58.1 | 7.8 | 69.6 | 4.2 | 33.4 | 23.2 | 47.5 | 26.1 | 33.8 |
| RM-MIPS (LASER) | 38.3 | 38.2 | 5.7 | 68.3 | 22.9 | 31.1 | 13.7 | 44.5 | 50.7 | 26.3 |
| RM-MIPS (XLM-R) | 40.9 | 57.3 | 42.1 | 68.7 | 36.7 | 33.0 | 22.9 | 45.7 | 54.5 | 33.6 |