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Motivated by recent experiments, we calculate particle emission from a Bose-Einstein condensate trapped in a single deep well of a one-dimensional lattice when the interaction strength is modulated. In addition to pair emission, which has been widely studied, we observe single-particle emission. Within linear response, we are able to write closed-form expressions for the single-particle emission rates and reduce the pair emission rates to one-dimensional integrals. The full nonlinear theory of single-particle emission is reduced to a single variable integrodifferential equation, which we numerically solve.

I. INTRODUCTION

Cold atom experiments have enabled previously unimaginable investigations of quantum dynamics, which combine the richness of classical dynamical systems with the profound and unexpected features of quantum mechanics. They explore fundamental questions of how order and correlations develop \([1,2]\), and find extensive applications, including discovering novel nonequilibrium phases \([3,4]\) and modeling the evolution of the early universe \([5,7]\). A recent experiment from the Chicago group \([8]\) and several follow-ups \([9–14]\) observed jets emerge from a gas of ultracold cesium atoms, when the interaction strength was modulated. This was both surprising, and visually striking. Motivated by the phenomena, we develop and analyze a simple model of matter-wave emission, which reveals new aspects of such jet emission. In particular, we find that in addition to the experimentally observed pair jets, there are regimes where one can see single-particle emission.

The key technology behind these experiments is the ability to control the interaction strength of ultracold atoms \([15,16]\). At very low temperature, only s-wave collisions are allowed, and the low-energy scattering is quantified by a single number, the s-wave scattering length. Magnetic fields mix in different scattering channels, and allow one to modify the scattering length. Experiments have demonstrated both temporal \([17–20]\) and spatial \([21,24]\) control of the interactions, enabling an incredibly wide range of explorations \([19,25–28]\). In the jet experiments \([8]\) a spatially uniform magnetic field is sinusoidally modulated at frequencies \(\omega/2\pi \sim \text{kHz}\) – which are fast compared to typical timescales of collective oscillations, but very slow compared to atomic excitations. As a consequence, the scattering length oscillates, which leads to particle jets.

This experiment has been modeled using Bogoliubov theory \([8,29,31]\). The oscillating scattering length appears as a parametric drive in the equations for the elementary excitations of the condensate. The drive resonantly excites pairs of particles, each of which has energy \(\hbar \omega/2\), and these form the jets. The quantum state, with these strong pair correlations, is quite exotic. At larger drive strength they also observed nonlinear processes, where the outgoing particles have multiples of this energy \([11]\).

We analyze such particle emission within a 1D lattice model. This experimentally accessible geometry is chosen to make the analysis as simple as possible, thereby making the phenomena as clear as possible. This model has a finite bandwidth, which spectrally separates various processes. We present two approaches: linear response theory and mean-field theory.

In the linear regime we use Green’s functions to calculate the emission rates. We find two distinct instabilities: The pair emissions observed in the experiment, and a distinct single-particle emission process. To explore the full nonlinear behavior, we convert the lattice Gross-Pitaevskii equation into a single variable nonlinear integrodifferential equation: effectively a damped nonlinear oscillator with a non-Markovian bath. We numerically integrate these equations, and find a series of higher-order single-particle emission processes.

Related physics is seen in amplitude or phase modulated lattices \([32–38]\). The primary difference being that the case of modulated interactions is intrinsically nonlinear. Modeling of these amplitude modulated lattices has largely focused on the harmonically confined system, where any jets that are formed remain trapped \([39,41]\). Parametric excitation of condensates has also been explored in a number of other contexts \([42–44]\).

In Sec. II we introduce our model. In Sec. III we describe the mean-field theory approach. In Sec. IV we use linear response theory to calculate the single-particle and pair emission rates. In Sec. V we present numerical analysis of the mean-field theory from Sec. III. We summarize our results and their implications in Sec. VI.

II. MODEL

We consider a 1D semi-infinite lattice, as depicted in Fig. 1. The sites are labeled by integers \(j\), running from ...
interactions are characterized by a constant term between nearest-neighbour sites. The time-dependent (annihilation) operators, and $V < J$ and a sinusoidally oscillating term.

Atoms which escape can hop down the chain, and move off to infinity.

We choose this semi-infinite geometry to eliminate as many complications as possible. By having only a single “lead,” all jets must propagate in that one direction, and we do not need to consider correlations between jets that move in different directions. One can readily engineer this geometry in an experiment.

As a further attempt to keep the model simple, we only include interactions between atoms which sit on the site $j = 0$. The physical justification is that the atomic density will be low outside of the trap, and it is reasonable to neglect interactions in that region. Inhomogeneous magnetic fields, and a Feshbach resonance, can be used to thereby arrive at a nonlinear integrodifferential equation

\[ i\partial_t a_0 = V a_0 + (U + g(t)) a_0^* a_0 a_0 - J a_1 , \]

where we have neglected fluctuation terms. In Sec. V we reintroduce these fluctuations, and argue that they play no role unless the parametric drive is resonant with pair emission processes. The parameters of our model can be chosen so that pair emission and single-particle emission are spectrally isolated, and can be treated independently.

On the remaining sites, where $j > 0$,

\[ i\partial_t a_j(t) = -J (a_{j+1}(t) + a_{j-1}(t)) . \]

Because we have neglected interactions on these sites, this latter set of equations is linear. We can formally solve Eq. (3) under the assumption that there are no particles entering the system from infinitely far away,

\[ a_j(t) = -J \int_0^t d\tau G_{j1}(t - \tau) a_0(\tau) , \]

where as derived in Appendix A the Green’s function is

\[ G_{j1}(t) = i^{j-2} J_j(2Jt) J(t) \theta(t) . \]

Here, $J_n(z)$ is the Bessel function of the first kind. We thereby arrive at a nonlinear integrodifferential equation

\[ i\partial_t a_0 = V a_0 + (U + g(t)) a_0^* a_0 a_0 + J^2 \int_0^t d\tau G_{11}(t - \tau) a_0(\tau) . \]

We find the stationary solution by making the ansatz $a_0 = \alpha e^{-\nu t}$, whence

\[ \nu = V + U |\alpha|^2 + J^2 G_{11}(\nu) , \]

where, as derived in Appendix A the frequency-domain Green’s function is

\[ J G_{11}(\epsilon) = \frac{\epsilon}{2J} - i \sqrt{1 - \frac{\epsilon^2}{4J^2}} . \]

Equation (7) is solved by isolating the square root on one side of the equation, and squaring both sides. The resulting linear equation gives

\[ \nu = \frac{J^2 + (V + U |\alpha|^2)^2}{V + U |\alpha|^2} . \]

Substituting back into the original equation, we find that this is a spurious root if $|V + U |\alpha|^2 | J$. Under those conditions, the trap is unable to contain the particles.

The case where $V + U |\alpha|^2 < -J$ corresponds to a conventional bound state sitting below the continuum, while for $V + U |\alpha|^2 > J$ it is a “repulsively bound state” sitting above the continuum. The latter exists because the spectrum is bounded.

Note, the same results can be found by substituting the ansatz $a_j = \alpha e^{-\nu t} e^{-s_j}$ into Eqs. (2) and (4).
IV. LINEAR RESPONSE

Here we calculate the rate of particle emission when \( g \) is small. We start from the ansatz

\[
\hat{a}_j(t) = e^{-\frac{1}{2}t} \left( \alpha_j + \hat{b}_j(t) \right),
\]

where \( \alpha_j \) are the solutions to the mean-field equations with \( g = 0 \): Eqs. (2) and (3). To ease notation, we leave off the index \( j \) when \( j = 0 \), i.e., we define \( \alpha = \alpha_0 \), and take \( \alpha \) to be real.

Equation (10) is a canonical transformation, and up to quadratic order the transformed Hamiltonian is

\[
\hat{H} = E_0 + \hat{H}_{\text{bog}} + g(t) \left( \hat{X}_1 + \hat{X}_2 \right),
\]

with

\[
\hat{H}_{\text{bog}} = (V + 2U \alpha^2 - \nu) \hat{b}_0^\dagger \hat{b}_0 + \frac{U \alpha^2}{2} \left( \hat{b}_0 \hat{b}_0^\dagger + \hat{b}_0^\dagger \hat{b}_0 \right) + \sum_{j=1}^{\infty} \left( -\nu \hat{b}_j^\dagger \hat{b}_j - \hat{b}_j \hat{b}_j^\dagger - \hat{b}_j^\dagger \hat{b}_j \right),
\]

\[
\hat{X}_1 = \alpha^3 \left( \hat{b}_0 + \hat{b}_0^\dagger \right),
\]

\[
\hat{X}_2 = \frac{\alpha^2}{2} \left( \hat{b}_0 \hat{b}_0 + \hat{b}_0^\dagger \hat{b}_0^\dagger + 4 \hat{b}_0 \hat{b}_0^\dagger \right),
\]

where \( E_0 \) is the ground-state energy and \( \hat{H}_{\text{bog}} \) describes the quadratic fluctuations about the ground state. The perturbation is broken into two terms. At linear order, \( \hat{X}_1 \) is responsible for single-particle emission. The operator whose expectation value gives the emission rate is

\[
\hat{J}_1 = \frac{1}{i} \left[ \hat{b}_0^\dagger \hat{b}_0, g(t) \hat{X}_1 \right] = g(t) \alpha^3 \frac{\hat{b}_0^\dagger - \hat{b}_0}{i}.
\]

Similarly, the operator corresponding to the particle flux from pair emission is

\[
\hat{J}_2 = \frac{1}{i} \left[ \hat{b}_0^\dagger \hat{b}_0, g(t) \hat{X}_2 \right] = g(t) \alpha^2 \frac{\hat{b}_0^\dagger \hat{b}_0^\dagger - \hat{b}_0 \hat{b}_0}{i}.
\]

Within linear response the single-particle and pair processes can be treated separately. It is convenient to write \( \hat{J}_1 = -ig(t) \hat{Y}_1 \) and \( \hat{J}_2 = -ig(t) \hat{Y}_2 \). Time-dependent perturbation theory then gives

\[
\langle \hat{J}_1 \rangle = -\int dt \tau g(t) g(\nu) / \left[ \hat{Y}_1(\nu), \hat{X}_1(\nu) \right],
\]

where the expectation value is taken in the \( g = 0 \) state, and \( \hat{O}(t) = e^{i \hat{H}_{\text{bog}} t} O e^{-i \hat{H}_{\text{bog}} t} \). We take \( g(t) = g \sin(\omega t) \), and average over one period to get

\[
\langle \hat{J}_1 \rangle = \frac{g^2}{4} \text{Im} \left( \chi_1(\omega) + \chi_1(-\omega) \right),
\]

where \( \chi_1(t - t') = -i \theta(t - t') \langle \hat{Y}_1(t), \hat{X}_1(t') \rangle \) is the retarded response function, and we have used that both \( \hat{X} \) and \( i \hat{Y} \) are Hermitian to write \( \chi^* (t) = -\chi(t) \) and hence \( \chi(\omega) = -\chi^* (-\omega) \).

We now write these response functions in terms of the \( 2 \times 2 \) matrix Green’s function

\[
G_{ij}(t - t') = \frac{1}{i} \theta(t - t') \langle \hat{\phi}_i(t), \hat{\phi}_j(t') \rangle,
\]

where \( \hat{\phi}_1 = \hat{b}_0 \) and \( \hat{\phi}_2 = \hat{b}_0^\dagger \). Fourier transforming the equations of motion for \( G \) gives

\[
\begin{pmatrix}
\omega + \nu - \Delta_{\omega + \nu} & -\alpha^2 U \\
-\alpha^2 U & -\omega + \nu - \Delta_{-\omega + \nu}
\end{pmatrix}
G =
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]

with

\[
\Delta_{\pm} = V + 2 \alpha^2 U + J^2 G_{11}(\epsilon).
\]

The inversion is straightforward, and \( G(\omega) \) is real unless \(-2J < \omega + \nu < 2J \), and hence \( \langle \hat{J}_1 \rangle \) vanishes outside that region. Formally,

\[
\langle \hat{J}_1 \rangle = \frac{g^2 \alpha^6}{4i} \left( -1 \ 1 \right) \left( G(\omega) + G(-\omega) \right) \left( \frac{1}{1} \right).
\]

In Appendix B we give a more elementary derivation of this result, which demonstrates that this result is captured by mean-field theory.

Figure 2 shows a typical emission spectrum. As expected, it has finite support. Also shown are emission rates calculated via the techniques in Sec. V. These should agree when \( g \) is small, where linear response theory is applicable.

Calculating the pair emission rate is more difficult, as it involves correlations of four operators. It is convenient to introduce functions \( G_{ij}^x = \langle \hat{\phi}_i(t) \hat{\phi}_j(0) \rangle \) and \( G_{ij}^\xi = \langle \hat{\phi}_i^\dagger(0) \hat{\phi}_j(t) \rangle \). Since \( \hat{H}_{\text{bog}} \) is quadratic, we can apply
We choose a fixed time step, using the Runge-Kutta (RK4) method to evolve $a_0$. In evaluating the right-hand side of the integrodifferential equation, we use the $a_0$’s from prior time steps, and calculate the integral utilizing Simpson’s rule [10]. We repeat the calculations for multiple step sizes to verify that the finite step-size error is negligible.

Without any loss of generality we take $\alpha = 1$, which is accomplished by scaling $a_j \to a_j/\alpha$, $U \to U|\alpha|^2$ and $g \to g|\alpha|^2$. For most of our numerical analysis, we will work in units where $J = 1$ — though we reintroduce the scale $J$ in our discussions as appropriate.

Figure 3 represents typical values for the time dependence of the number of condensed particles in the well, after the oscillating modulation is turned on. We see two different behaviors: For some parameters the number simply oscillates. This corresponds to the situation where the condensate wavefunction undergoes oscillations, but the atoms remain bound. For other parameters the number falls. This latter case corresponds to particle emission, similar to what is seen in Ref. [8].

The condensate decay is nonexponential. The arguments from Appendix [15] imply that for small $g$ the decay rate is

$$\partial_t |a_0(t)|^2 = -\langle \dot{J}_1 \rangle,$$  

where $\langle \dot{J}_1 \rangle$ is given by Eq. (22) with $\alpha$ replaced by $a_0(t)$. The right-hand side is a highly nonlinear function of $|a_0(t)|^2$, especially when $U$ is large. Moreover, Eq. (25) will break down when $g$ is large. Nonetheless, we quantify the decay by fitting the condensate number to an exponential, $|a_0(t)|^2 = Ae^{-\Gamma t}$. In this fit, $\Gamma$ corresponds to the average rate at which particles are emitted from the condensate, and in the linear regime $\Gamma = \langle \dot{J}_1 \rangle/|\alpha|^2$. Figure 2 verifies that for small $g$ we reproduce the linear response results.

Due to the nonexponential nature of the decay, our calculated $\Gamma$ has a weak dependence on the simulation time. For the comparison in Fig. 2 where numerical precision is important, we extrapolate to the short time limit. In all further graphs, where we are mainly interested in qualitative features, we perform a single fit over $0 < t < 30/J$.

Figure 4 shows how this rate depends on the drive frequency $\omega$ and the drive strength $g$ when the well depth $V$ ranges from relatively shallow to deep. We take the interaction strength $U = 1$ — though similar results can be found for different $U$. For generic drive frequencies and weak drive strength, the condensate is stable and $\Gamma = 0$. We see that for $|\nu| - 2J < \omega < |\nu| + 2J$, even a small $g$ leads to particle emission. This restriction is related to energy conservation. Generally, a particle in the condensate has energy $\nu$, while the particle which escapes to infinity must have $-2J < E < 2J$. Although not shown here, we find quantitative agreement with the linearized model in Sec. [17].

One can see further bands of instability at finite drive strength $g$ when $|\nu| - 2J < n\omega < |\nu| + 2J$, for int-
ger $n$. These correspond to nonlinear processes, and are suppressed at small $g$. When the well is shallow (exemplified by $V = -5$), the different instabilities overlap, while for deeper wells (e.g., $V = -13$) they would be separated from one-another. Importantly, the linearized model cannot capture this physics.

Figure 5 demonstrates how the instability depends on the interaction strength $U$ and the drive frequency $\omega$, for a moderately deep well $V = -7$. When the drive strength is moderately weak ($g = 1$), one only sees the most dominant instability, delimited by $\omega_- < \omega_1 < \omega_+$ with $\omega_{\pm} = |\nu| \pm 2J$. The nonlinear excitations become prominent when $g$ is larger. For example, one sees the second-order excitation at $\omega_- < 2\omega_2 < \omega_+$ when $g = 3$. For $g = 5$ and $g = 7$, there are also third-order excitation at $\omega_- < 3\omega_3 < \omega_+$ and fourth-order excitation at $\omega_- < 4\omega_4 < \omega_+$. These regions overlap, leading to a complicated pattern. For large $g$ (for example, $g = 7$) the higher-order effects appear to also renormalize the locations of the boundaries.

Finally, in Fig. 6 we visualize the “jets” by plotting the number of particles on different sites as a function of time, which are calculated from Eq. (4). The behavior on the sites near the origin are somewhat complicated, as they reflect the oscillations of the trapped condensate. Further out ($j \geq 3$ for these parameters), one sees simpler behavior. A clear wavefront is visible, moving at roughly a constant speed.

VI. SUMMARY AND OUTLOOK

Cold atom experiments have given us access to new classes of quantum dynamical systems. In Ref. [8], the experimentalists investigated the response of a Bose condensate to time-dependent interactions, and observed the
emission of paired matter-wave jets. We explore the emission of both single-particle and pair jets with a simple lattice model where all of the physics is accessible.

We analyze the emission processes within linear response, then present a detailed numerical study of nonlinear single-particle jets. In our model, where the atoms are on a lattice, emission occurs when $|n\omega - |\nu|| < 2J$. In linear response single-particle emission corresponds to $n = 1$ and pair emission to $n = 1/2$. Nonlinear single-particle emission corresponds to integer $n > 1$. Although we do not model it, nonlinear pair emission will occur when $n = m/2$ for integer $m > 1$. For deep traps, where the magnitude of the chemical potential is large $|\nu| > 2J$, the different emission channels are spectrally separated, and can be treated independently.

The experiments in Ref. 3 differ in several ways from our model. First, the atoms are not trapped on a lattice, and hence the excitation spectrum is unbounded, so instead of requiring $|\nu| - 2J < n\omega < |\nu| + 2J$, the $n$th order excitations can occur whenever $n\omega > |\nu|$. Furthermore, the experiment has a shallow trap, and $|\nu|$ is very small. Consequently, all processes compete with one-another, and only the dominant pair emission processes (and their harmonics 11) are observed. To see single-particle emission, one would need to repeat the experiment with a deeper trap, where the modes are spectrally separated.

A related feature of the experiment which is not captured by our model, is that the experimental condensate contains many degrees of freedom. The pair emission process is accompanied by a dynamical instability of the condensate, and pattern formation [9, 11]. This pattern formation is one of the reasons why pair emission dominates in the experiments [29, 31].
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Appendix A: Derivation of the Green’s function

Here we give a brief derivation of the Green’s function for a semi-infinite chain of sites:

$$i\delta t G_{xy}(t) + JG_{x,x+1}(t) + JG_{x-1,y}(t) = \delta_{xy}\delta(t),$$  \hspace{1cm} (A1)

where $x, y = 1, 2, \cdots$, $G_{x0} \equiv 0$, and $G_{xy}(t < 0) = 0$. This can be expressed in terms of the eigenstates of the homogeneous equations, $\psi^{(k)}_x = \sin(kx)$, where $0 < k < \pi$, and $\epsilon_k = -2J\cos k$. By the orthogonality condition on the eigenstates, one can write

$$G_{xy}(t) = \frac{1}{\pi^2} \int_0^{2\pi} dk \psi^{(k)}_x \psi^{(k)}_y e^{-ikx} \delta_{xy} \delta(t),$$  \hspace{1cm} (A2)

as this solves the homogeneous equation for $t > 0$ and satisfies $G_{xy}(t = 0^+) = \delta_{xy}/i$. Explicitly calculating the integrals yields

$$G_{xy}(t) = \frac{1}{i} \theta(t) (i^{x-y} J_{x-y}(2Jt) - i^{x+y} J_{x+y}(2Jt)),$$  \hspace{1cm} (A3)

where $J_n(z)$ is the Bessel function of the first kind. This expression has a natural interpretation in terms of images: The first term represents direct propagation from $x$ to $y$, and the second term represents propagation of a fictitious image from $-x$ to $y$.

In the main text we require $G_{j1}(t)$. Using the identities $J_{-n}(z) = (-1)^n J_n(z)$ and $J_{n-1}(z) + J_{n+1}(z) = (2n/z) J_n(z)$, we arrive at

$$G_{j1}(t) = i^{j-2} J_j(2Jt) \frac{J_t}{J_1} \theta(t).$$  \hspace{1cm} (A4)

We also need these Green’s functions in the frequency domain. The Fourier transforms obey $\omega G_{11} + JG_{21} = 1$ and $\omega G_{j,1} + JG_{j-1,1} + JG_{j+1,1} = 0$ for $j > 1$. This recursion relationship is solved by making the ansatz

$$G_{j1} = -e^{-\kappa j}/J.$$  \hspace{1cm} (A5)

Solving the resulting quadratic equation for $e^{-\kappa}$ yields

$$JG_{11} = z - i\sqrt{1 - z^2},$$  \hspace{1cm} (A5)

where $z = \omega/2J$. The retarded function corresponds to adding an infinitesimal positive imaginary part to $z$, and taking the principle branch of the square root. An alternative way to write this function is $JG_{11} = z(1 - \sqrt{1 - z^2})$. This latter representation is convenient, as when one takes the principle branch of the square root, the branch cut runs from $z = -1$ to $z = 1$.

Appendix B: Method of Multiple Scales

Here we reproduce the single-particle emission results from Sec. [IV] by directly analyzing the lattice Gross-Pitaevskii equation, Eq. (6), in the limit where $g(t) = g\sin(\omega t)$ is small.

We use the method of multiple scales, writing

$$a_0(t) = e^{-i\nu t} (\alpha(t) + gu(t)e^{-i\omega t} + gu^*(t)e^{i\omega t}),$$  \hspace{1cm} (B1)

where we take $\alpha(t), u(t)$, and $v(t)$ to be slowly varying. In particular, the time derivatives of each of these quantities is suppressed by a factor of $g^2$.

We substitute this ansatz into Eq. (6), and collect terms which are linear in $g$. The time derivatives of $u$ and $v$ do not appear at this order. We neglect the slow variation of $u$ in the integral, writing

$$\int_t^\tau G_{11}(t-\tau) u(\tau) e^{-i(\omega+\nu)\tau} d\tau \approx u(t) e^{-i(\omega+\nu)\tau} G_{11}(\omega+\nu).$$  \hspace{1cm} (B2)
Equivalent expressions hold for \( \nu \). Collecting the terms proportional to \( e^{-i(\nu \pm \omega) t} \), yields

\[
\left( \omega + \nu - \Delta_{\omega + \nu} \right) \left( \begin{array}{c} u \\ u \end{array} \right) = \frac{i|\alpha|^2}{2} \left( \begin{array}{c} \alpha \\ \alpha^* \end{array} \right), \quad (B3)
\]

where, as in the main text

\[
\Delta_\epsilon = V + 2|\alpha|^2U + J^2G_{11}(\epsilon).
\]

The matrix on the left of Eq. (B3) is simply the inverse of the Green’s function in Eq. (20), which can be easily inverted to find

\[
\left( \begin{array}{c} u \\ v \end{array} \right) = \frac{i|\alpha|^2}{2} G \left( \begin{array}{c} \alpha \\ \alpha^* \end{array} \right). \quad (B5)
\]

We then calculate the current,

\[
\langle \hat{J}_1 \rangle = -\partial_t |\alpha_0(t)|^2 = g^2|\alpha|^2 \text{Re}(\alpha^* u - \alpha v), \quad (B6)
\]

which agrees with Sec. IV. In particular, \( \Gamma = \langle \hat{J}_1 \rangle/|\alpha|^2 \) is zero unless \(-2J < \omega \pm \nu < 2J\).

**Appendix C: Simple Limit**

Here we give explicit results for \( \langle \hat{J}_1 \rangle \) and \( \langle \hat{J}_2 \rangle \) when \( U = 0 \). This corresponds to oscillating the interaction strength about zero. While the arithmetic is simpler, all aspects of the physics are still observed.

When \( U = 0 \), the chemical potential is \( \nu = J^2/V + V \), and stability requires \( |V| > J \). The off-diagonal elements of the matrix Green’s function vanish, i.e., \( G_{12} = G_{21} = 0 \). In frequency space the diagonal elements can be expressed as

\[
G_{11} = -\frac{1}{V \omega} \left( \frac{\omega + \nu}{2} - V - i \sqrt{J^2 - \frac{(\omega + \nu)^2}{4}} \right), \quad (C1)
\]

\[
G_{22} = \frac{1}{V \omega} \left( \frac{\nu - \omega}{2} - V + i \sqrt{J^2 - \frac{\nu^2}{4}} \right), \quad (C2)
\]

with spectral densities

\[
A_{11}(\omega) = 2\sqrt{J^2 - (\omega + \nu)^2}/(V\omega), \quad (C3)
\]

\[
A_{22}(\omega) = 2\sqrt{J^2 - (\nu - \omega)^2}/(V\omega) = -A_{11}(-\omega), \quad (C4)
\]

when the arguments of the square roots are positive, and zero otherwise. The single-particle excitation rate is then \( \langle \hat{J}_1 \rangle = (g^2\alpha^6/8) [A_{22}(\omega) + A_{22}(-\omega) - A_{11}(\omega) - A_{11}(-\omega)] \).

When \( |\omega + \nu| < 2J \) it becomes

\[
\langle \hat{J}_1 \rangle = -\frac{g^2\alpha^6 \sqrt{J^2 - (\omega + \nu)^2}/4}{2}. \quad (C5)
\]

The pair excitation rate is \( \langle \hat{J}_2 \rangle = (g^2/8) [\Pi(\omega) + \Pi(-\omega)] \), where \( \Pi(\omega) = 2\text{Im} \chi(\omega) = 2[\chi^>(\omega) - \chi^<(-\omega)] \), and the correlation functions are given by Eq. (23). When \( U = 0 \) the ground state is a vacuum of the \( \hat{b}_0 \) operators, and hence \( G_{22}^>(t) = \langle \hat{b}_0^\dagger(0)\hat{b}_0(t) \rangle = 0 \). Similarly, \( G_{11}^> \) and all the off-diagonal terms \( G_{12}^<, G_{12}^>, G_{21}^<, G_{21}^> \) vanish. Therefore

\[
\chi^>(\omega) = -\alpha^4 \frac{dz}{2\pi} \frac{G_{11}^>(\omega - z) G_{11}^>(z)}{z(\omega - z)}, \quad (C6)
\]

and \( \chi^>(\omega) \) vanishes if \( \omega < 0 \). Assuming \( \omega < 0 \), we use \( G^>(\omega) = A(\omega)\theta(\omega) \) and Eq. (C3) to find that \( \chi^>(\omega) \) is nonzero when \(-\nu - 2J < \omega < -\nu + 2J \), in which case

\[
\chi^>(\omega) = -\alpha^4 \frac{dz}{2\pi} \sqrt{\frac{J^2 - (\omega + \nu - z)^2}{4}} \frac{J^2 - (\omega + \nu + z)^2}{4}, \quad (C7)
\]

where the integral is taken over \( z \) such that all of the following inequalities are satisfied: \(|\omega + \nu - z| < 2J\), \(|z + \nu| < 2J\), and \( 0 < z < \omega \). In particular, if \(-2\nu - 4J < \omega < -2\nu \), then the integral runs from \( z_- = -\nu - 2J \) to \( z_+ = \omega + \nu + 2J \). Conversely, if \(-2\nu < \omega < -2\nu + 4J \) the integral runs from \( z_- = \omega + \nu - 2J \) to \( z_+ = -\nu + 2J \). The resulting integral can be expressed in terms of elliptic functions, though it is more efficient to simply evaluate the integral numerically. Similarly,

\[
\chi^<(-\omega) = -\alpha^4 \frac{dz}{2\pi} \frac{G_{22}^<(\omega - z) G_{22}^<(z)}{z(\omega - z)}, \quad (C8)
\]

and

\[
\langle \hat{J}_2 \rangle = (g^2/2) \left[ \chi^>(\omega) + \chi^>(-\omega) \right]. \quad (C9)
\]

---

[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885 (2008).

[2] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore, Rev. Mod. Phys. 83, 863 (2011).

[3] T. Langen, R. Geiger, and J. Schmiedmayer, Ann. Rev. Condens. Matter Phys. 6, 201 (2015).

[4] G. Moon, M. S. Heo, Y. Kim, H. R. Noh, W. Jhe, Phys. Rep. 698, 1 (2017).
[5] S. Erne, R. Bücker, T. Gasenzer, J. Berges, and J. Schmiedmayer, Nature 563, 225 (2018).
[6] S. Eckel, A. Kumar, T. Jacobson, I. B. Spielman, and G. K. Campbell, Phys. Rev. X 8, 021021 (2018).
[7] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[8] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[9] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[10] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[11] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[12] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[13] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[14] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[15] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[16] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[17] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[18] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[19] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[20] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[21] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[22] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[23] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[24] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[25] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[26] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[27] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[28] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[29] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[30] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[31] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).
[32] L. W. Clark, A. Gaj, L. Feng, and C. Chin, Nature 551, 356 (2017).
[33] H. Fu, L. Feng, B. M. Anderson, L. W. Clark, J. Hu, J. W. Andrade, C. Chin, and K. Levin, Phys. Rev. Lett. 121, 243001 (2018).
[34] T. P. Billam, K. Brown, and I. G. Moss, Phys. Rev. A 102, 043324 (2020).