When is a Prediction Knowledge?
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Abstract
Within Reinforcement Learning, there is a growing collection of research which aims to express all of an agent’s knowledge of the world through predictions about sensation, behaviour, and time. This work can be seen not only as a collection of architectural proposals, but also as the beginnings of a theory of machine knowledge in reinforcement learning. Recent work has expanded what can be expressed using predictions, and developed applications which use predictions to inform decision-making on a variety of synthetic and real-world problems. While promising, we here suggest that the notion of predictions as knowledge in reinforcement learning is as yet underdeveloped: some work explicitly refers to predictions as knowledge, what the requirements are for considering a prediction to be knowledge have yet to be well explored. This specification of the necessary and sufficient conditions of knowledge is important; even if claims about the nature of knowledge are left implicit in technical proposals, the underlying assumptions of such claims have consequences for the systems we design. These consequences manifest in both the way we choose to structure predictive knowledge architectures, and how we evaluate them. In this paper, we take a first step to formalizing predictive knowledge by discussing the relationship of predictive knowledge learning methods to existing theories of knowledge in epistemology. Specifically, we explore the relationships between Generalized Value Functions and epistemic notions of Justification and Truth.
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1 Predictive Approaches to Machine Knowledge

One of the foundational goals of machine intelligence is to create systems which are able to understand and reason about the world around them. Within Reinforcement Learning, there is a growing collection of research which attempts to describe the world in terms of predictions about the environment, sometimes called Predictive Knowledge (Sutton, 2009; Koop, 2008; Sutton et al., 2011; White, 2015). Predictive knowledge agents describe the world by making many predictions with respect to their behaviour. These predictions can then be interrelated to express more abstract, conceptual aspects of the environment (Schapire and Rivest, 1988). For instance, using a General Value Function, a system could predict whether there is an obstacle to the left or right. Key to this approach is that all predictions—from immediate sensorimotor anticipation, to abstract conceptual expressions of the environment—are described exclusively in terms of sensation, behaviour, and time. As a result of these constraints, predictive knowledge centres itself around methods which are able to construct their own categories, properties and relationships: predictive knowledge is liberated from the process of labelling. This body of work can be seen as not just a collection of engineering proposals, but also as a fledgling approach to describing knowledge from a machine intelligence perspective—as a starting point for applying Epistemology to Reinforcement Learning.

Predictive knowledge methods show promise; however it is unclear to what extent predictions can be considered knowledge. While prediction’s special status as knowledge has been alluded to in RL (Sutton et al., 2011; White, 2015), there has been no discussion of the necessary and sufficient conditions for predictions to be considered knowledge, or the assumptions required and consequences which follow from considering predictions to be knowledge. This is more than simply an absence of conceptual discussion in a purely technical endeavour; there are practical challenges to developing predictive knowledge architectures which are particularly pernicious due to a limited understanding of the requirements of knowledge—i.e., how to choose what to predict and how to predict it independent of designer intervention is largely unknown. Although predictions have proven to be practically useful in reactive control systems in bionic limbs (Edwards et al., 2016) and industrial laser welding (Günther et al., 2016), in each of these instances the predictions learnt by the system and how they are used to inform decision-making is hand-specified by engineers and designers. These problems, at least in part, are a consequence of a poor understanding of the requirements of knowledge.

When we propose that predictions can be interpreted as knowledge, we are making a claim about what knowledge is. In this paper, we begin the project of formalizing a theory of knowledge in reinforcement learning by exploring justification and truth in predictive knowledge. Specifically, we 1) highlight evaluation concerns in predictive knowledge architectures, emphasizing how they relate to existing real-world applications; and 2) argue that epistemology is relevant to predictive knowledge research—that epistemology deserves greater attention when designing predictive knowledge architectures. To do so, we examine one of the most fundamental components of predictive knowledge proposals: General Value Functions (GVFs).

2 General Value Functions

When we discuss the requirements of knowledge, it is natural for us to begin by examining how predictive knowledge learning methods relate to formal theories of knowledge. One of the central methods of specifying predictions in predictive knowledge is through General Value Functions. General Value functions estimate the discounted sum of some signal $c$ over discrete time-steps $t = 1, 2, 3, ..., n$ defined as $G_t = \mathbb{E}(\sum_{k=0}^{\infty} (\prod_{j=1}^{t}(\gamma_{t+j})) C_{t+k+1})$. On each time-step the agent receives some vector $o_t$ of observations which describes the environment and takes an action $a_t$. The observations are used to construct the agent-state $\phi : o_t \rightarrow \mathbb{R}^{n}$: the state of the environment from the agent’s perspective. A GVF is parameterized by a set of weights $w \in \mathbb{R}^{n}$ which when combined with the agent-state produce an estimate of the return $v(s) = w^T \phi(o_t)$.

The prediction is specified by two sets of parameters: question parameters which determine what the prediction is about and answer parameters which determine how the prediction is learnt. Question parameters include the signal of interest $C_t$, a discounting function dependent on the state of the environment $s_t$ and an action taken $a_t$, a factor $0 \geq \gamma \geq 1$ which determines how to discount future signals, and a policy $\pi$ which describes the behaviour over which the predictions are made. Answer parameters include the step-size $\alpha$ which scales updates to the weights, and the eligibility decay $\lambda$ which determines how much previous states should update their estimates based on the most recent observation. These predictions can be learned online, incrementally using policy evaluation methods such as Temporal-difference learning (Sutton, 1988).
GVFs form a key component of predictive knowledge proposals by acting as the mechanism through which knowledge is constructed (Sutton et al., 2011). Certainly, not all predictions are created equally. Feature construction and amount of experience contribute to the how well the return $G_t$ is estimated. If we center all knowledge as a collection of predictions, how do we evaluate the quality of a predictions as knowledge?

### 3 Lessons From Epistemology: Barn Facades and Bionic Limbs

Before embarking on determining whether or not accurate predictions can be considered knowledge, it’s prudent to have an understanding of what knowledge is. To this end, we introduce arguments from epistemology, the study of knowledge, and ground these arguments in terms of GVFs.

At its core epistemology captures the distinction between systems which know that such-and-such is the case and systems which are simply reliably responding to stimuli. While there are many theories that define the necessary and sufficient conditions for knowledge, they can be summarized broadly as requiring Justification, Truth, and Belief (Gettier, 1963). Each of the legs of this tripartite approach to analysing knowledge are meant to constrain what can be admitted as knowledge.

First, one must believe that they have knowledge of something. Belief may seem trivial; however, there are real-world examples of people who are able to complete tasks while not believing they are capable of doing so. When blindsighted patients are asked to perform certain visual tasks, they are able to achieve accuracy higher than would be expected by chance, but do not believe their reports are accurate (Humphrey, 2006). A blindsighted person does not assert that they know whether or not a stimulus is present; regardless, they are able to complete these tasks with some reliability. Second, the belief must be truthful. Truth separates beliefs which have bearing on the world, and assertions which are incongruous for reality. If someone says they know the moon is made of cheese, we wouldn’t say they know what the moon is made of, even if they deeply hold this belief. Third, a belief must be justified. Justification serves to separate accidentally true beliefs from those which are right for good reasons; i.e, if you asked someone how to get to the nearest cafe, and their directions happened to be correct, you wouldn’t say they were right—you’d say they were lucky.

The variety of positions relating to each of justification, truth, and belief are numerous. To that end, we constrain ourselves to considering how GVFs relate to the first two components of the tripod: how can predictions be licensed as being Truthful and Justified? As we alluded to earlier, not all predictions are created equally. In order to make progress in designing predictive architectures, we must be able to separate predictions which are unreliable, or made for poor reasons, from those which are robust and can be used to inform decision-making.

When an agent is making a prediction, it is making an assertion about the world as observed through its data stream. If a prediction is accurate, it is a testament to its truth. One common method of evaluating whether a prediction is correct or not is to compare what is predicted against an estimation of the true return (Pilarski et al., 2012; Edwards et al., 2016; Günther et al., 2016). The approximate return is $G_t = \sum_{k=0}^{b} \prod_{j=1}^{k} (\gamma t+j))C_{t+k+1} - v_t(s_t)$ for some buffer-size $b$ which determines how many steps into the future cumulants $c$ are stored to produce the return estimate on any given time-step. The truthfulness of the prediction can be described as the the extent to which estimated value matches the true, observed return\(^1\).

If prediction accuracy describes the truth of a prediction, what is justification within predictive knowledge architectures? Or, is justification necessary? As previously mentioned, the necessary and sufficient conditions for knowledge are a point of contention. In the same paper that Gettier introduced Justified True Belief, he argued against its validity. Similarly, Goldman’s Barn Facade problem—which we explore in terms of predictions in the following paragraphs—illustrates how evidence and reasons are not the only way to support the claim that a belief is true—reasons are not the only way to separate a lucky guess, from a justified belief (Goldman, 1976). The purpose of justification is simply to show that a belief is expected to be reliable, that a belief is predicted to be true (Brandom, 2009). Can we treat the reliability of predictions as sufficient for identifying knowledge independent of any other form of justification?

In short, no. While the reliability of a belief—or, accuracy of a prediction—is a means of justifying a belief, reliability alone is insufficient to attribute knowledge (Brandom, 2009). We can examine the limitations of reliability as justification by translating Goldman’s barn facade problem to a predictive knowledge experiment. Consider a single GVF making a prediction about some signal $c$. In this case, the return error

\(^1\)This approach is advocated in the original proposal of Sutton et al. (2011)
\[ v_t(\phi_t) - \bar{G}_t \] is relative to a particular time-step \( t \), and a set of observations \( o_t \). A GVF which predicts random values could make a perfect prediction for a given time-step \( t \) and have no return error for an observation \( o_t \). Clearly, the accuracy of a prediction over one time step says nothing about how likely a prediction is to be accurate in general. Given the limitations of a single time-step error, over what period of time, or what collection of states—must we examine the return error to licence truth? Must we calculate the return error of a prediction relative to all possible states in order to determine whether a prediction is sufficiently justified? Such a requirement would be technically infeasible in a real-world setting.

Not only is return error impractical as the exclusive source of justification, it is incoherent on a conceptual level. Relative to each set of states, there is a clear answer as to whether or not a prediction is accurate; however, there is nothing in the world which privileges one set of states over others in making the distinction of truth. So the accuracy, or reliability of a belief does not determine whether or not the prediction is justified. None of this is to say that the reliability of predictions does not have any epistemic significance. Prediction accuracy is unquestionably an important part of assessing the truth of a prediction and evaluating if a prediction is justified. However, Prediction accuracy alone does not tell the full story.

To explore this point, we produce two predictions about the joint angles of a robotic actuator, as sampled from the human controlling a robotic arm to do manipulation task. Please refer to Pilarski et al. (2013a) for the full details of how this dataset was generated. The cumulant of interest is the elbow servo motor angle in radians. For both predictions, the discount factor is \( \gamma = 0.99 \), corresponding to roughly 2.5 seconds of arm operation. As per Pilarski et al. (2013a), the predictions were made on-policy with TD(\( \lambda \)) with \( \lambda = 0.999 \) and a step size \( \alpha = 0.033 \) (Sutton, 1988). Only the function approximators used to construct the agent-state varies between the two predictions.

From the predictions in Figure 1, we can see that the green prediction isn’t a prediction at all. Although both predictions are specified to learn the same GVF, the green prediction is simply tracking the signal of interest. In comparison, the purple prediction, in fact, predicts: it rises before the stimulus rises, and decreases before the stimulus falls. Looking at return error alone (Figure 1b), we would be lead to the conclusion that the green prediction is in fact more truthful than the purple. Because the green prediction is more accurate—both on a moment-to-moment basis, and throughout the trial—from this reliabilist perspective, it is better justified. We could conclude that the green prediction that isn’t predicting is a better candidate for knowledge. Although the purple prediction is clearly more predictive, it has a greater return error, both on a moment-to-moment basis on each time-step and in the greater context of the experimental trial.

More than simply a contrived example, these predictions are examples of prototypical GVFs made on bionic limbs to inform control systems. While existing systems are hand-engineered, if we choose to build systems which independently make decisions about what to learn and how to learn them, we must be able to assess the quality of a prediction in a robust, reliable way. From purely an engineering standpoint, in order to build such systems successfully we must be able to discriminate between predictions which have low error for poor reasons and predictions which explain their signal of interest (Pilarski et al., 2013b). Put simply, just because a prediction is accurate, doesn’t make it useful.
The limitations of reliability as justification is more than a conceptual problem, it has practical consequences for evaluation in real-world applications of predictive knowledge systems. The consequences of epistemic choices we make—whether we are conscious of them or not—have a fundamental impact on the effectiveness of our systems. To achieve its fullest potential, future work should examine additional methods of supporting the justification of predictions, perhaps using internal signals about learning.

4 Concluding Thoughts: The Importance of Evaluating When Predictions are Knowledge

Within reinforcement learning, there are the seeds of an approach to constructing machine knowledge through prediction. While promising, there is limited discussion of what the formal commitments of such an approach would be: namely, what knowledge is and what counts as it. In this paper, we take a first step towards formalizing predictive knowledge by clarifying the relationship of GVFs to formal theories of knowledge. We identify that a GVF’s estimates of some cumulant can be seen as truthful insofar as they match the observed expected discounted return of the cumulant; we discuss arguments for and against the reliability of a belief—or accuracy of a prediction—as being sufficient for justifying knowledge. Having formalized these relationships between GVFs and both justification and truth, we use a robotic prediction task to demonstrate that prediction accuracy is insufficient to determining whether a prediction is knowledge. This inquiry is not simply an academic discussion: it has practical implications for decisions about what knowledge is and what counts as it in architectural proposals. The project of predictive knowledge shows promise not just as a collection of practical engineering proposals, but also as a theory of machine knowledge; however, to achieve its full potential, predictive knowledge research must pay greater attention to the epistemic commitments being made.
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