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Abstract

The means by which neuronal activity yields robust behavior is a ubiquitous question in neuroscience. In the songbird, the timing of a highly stereotyped song motif is attributed to the cortical nucleus HVC, and to feedback to HVC from downstream nuclei in the song motor pathway. Control of the acoustic structure appears to be shared by various structures, whose functional connectivity is largely unknown. Currently there exists no model for functional synaptic architecture that links HVC to song output in a manner consistent with experiments. Here we build on a previous model of HVC in which a distinct functional architecture may act as a pattern generator to drive downstream regions. Using a specific functional connectivity of the song motor pathway, we show how this HVC mechanism can generate simple representations of the driving forces for song. The model reproduces observed correlations between neuronal and respiratory activity and acoustic features of song. It makes testable predictions regarding the electrophysiology of distinct populations in the robust nucleus of the arcopallium (RA), the connectivity within HVC and RA and between them, and the activity patterns of vocal-respiratory neurons in the brainstem.

I. INTRODUCTION

The song motor pathway is an excellent testbed for probing the relationship between neuronal activity and a highly stereotyped and quantifiable animal behavior. Specifically, a remarkably sparse series of bursts in cortical nucleus HVC is observed to be tightly locked to song timing (Hahnloser et al. 2002; Lynch et al. 2016). Control of the timing has been assigned to HVC (Simpson & Vicario 1990, Ashmore et al. 2005), and to recurrent feedback from the brainstem (McLean et al. 2013, Reinke & Wild 1998, Striedter & Vu 1998). Previous modeling of HVC has invoked a chain-like mechanism to drive downstream areas. These chain models are instructive but lack biophysical justification. Meanwhile, models of connectivity downstream, including feedback to HVC, omit important observations of both electrophysiology and of song-related neuronal and respiratory activity. In particular, the connectivity between HVC and the robust nucleus of the arcopallium (RA) - a connectivity that is critical for song production - is extremely poorly characterized, even though these two regions have received considerable attention by the experimental community.

Here we build upon a biophysically-motivated pattern-generating mechanism in HVC, which has been set forth in a previous paper (Armstrong & Abarbanel 2016). We expand on this model to generate representations of acoustic output of the zebra finch, via a specific functional connectivity for downstream regions that is in keeping with observations to date.

Previous models of HVC have focused on producing the observed sparse bursting of neurons projecting to RA (HVCRA PNs) (Hahnloser et al. 2002; Lynch et al. 2016). Those models invoke a feedforward chain of excitation (Li & Greenside 2006; Long et al. 2010; Gibb et al. 2009a, Cannon et al. 2015). Gibb et al. (2009a) introduced a chain modulated by inhibition, to incorporate evidence that inhibition is integral to the series propagation. Their proposed mechanism, however, was engineered without biophysical motivations. Moreover, the chain model is troublesome in that, by its very definition, it does not represent an interconnected web - the picture that emerges from evidence for highly reciprocal structured excitation and structured inhibition within HVC (Kosche et al. 2015).

Armstrong & Abarbanel (2016) proposed an alternative to the HVC chain model, in terms of a competition among inhibitory neurons (e.g. Verduzco-Flores et al.)
This formalism is based on the biophysical process of mutual inhibition. It readily offers a structured role for inhibition, and permits a formulation that is simpler yet more versatile: a single architecture capable of generating multiple modes of activity. In this paper, we take that model to drive signaling through a functional architecture of the song motor pathway.

In this paper we focus exclusively on the song motor pathway, and will not discuss its known connections to the auditory system (Vates et al. 1996, Lewandowski et al. 2013) or the anterior forebrain pathway, a circuit that is required for song learning (e.g. Brainard & Doupe 2002). The current understanding of the song motor pathway goes as follows. An initiating signal reaches HVC, and perhaps also the respiratory-related brainstem. $HVC_{RA}$ PNs then enact a sparse pattern of bursting. RA, a nucleus long implicated in song generation (Nottebohm et al. 1976, Vu et al. 1994, Yu & Margoliash 1996, Kubota and Saito 1991, Spiro et al. 1999, Margoliash 1997, Simpson and Vicario 1990), converts the bursts from HVC into more elaborate instructions (Yu & Margoliash 1996, Margoliash 1997) to be delivered to regions in the brainstem that control respiration and the syrinx, the avian vocal instrument. The song consists of syllables and inter-syllable gaps, which coincide with active expiration and mini-breaths, respectively.

Previous modeling aimed to link HVC to song output has been performed (Abarbanel et al. 2004). The prediction of this model, however, is inconsistent with subsequent observed correlations between RA activity and acoustic structure (Leonardo & Fee 2005). In Abarbanel et al. (2004), the syringeal- and respiratory-related brainstem regions were activated sequentially. This assignment predicted that the number of RA projection neurons (RA PNs) firing should depend on note frequency, and on whether a particular temporal instance occurred during sound versus gap. In contrast, Leonardo & Fee (2005) found the number of active RA PNs to be roughly invariant throughout song. In this paper we show how simultaneous signaling by RA to these regions can reproduce that observation.

Previous modeling of a functional feedback loop for song generation has been proposed (Gibb et al. 2009b). Those authors, however, used the chain model of Gibb et al. (2009a) to describe HVC, and they did not extend the model to acoustic output. Their schematic for feedback connectivity, on the other hand, is consistent with observed timings of syllables versus gaps (Glaze & Troyer 2006), and with subsequent air sac pressure timings during song (Andalman et al. 2011). We build upon this aspect of their framework. Further, we expand the RA model to include both excitatory and inhibitory populations, and observations that $HVC_{RA}$ PNs excite only the latter (e.g. Spiro et al. 1999).

The work presented in this paper was inspired by the question: Can we create a functional connectivity of the song motor pathway that is consistent with observations, such that the HVC model of Armstrong & Abarbanel (2016) drives a simple representation of song? We offer an answer, by invoking three features: 1) a detailed functional connectivity between HVC and RA, given known electrophysiology; 2) a specific temporal relationship among signals sent from RA to song-related brainstem regions; 3) song timing that is shared by HVC and recurrent brainstem feedback at the onset of each gap. The model makes testable predictions regarding the electrophysiology of RA, and of song-related neuronal activity throughout the motor pathway.

II. MODEL

A. Scope

The model, whose scope is shown in Figure 1, is summarized in this Subsection and in Subsection B. For the interested reader, details of the model are explained in Subsections C - J. Finally, control of song timing is described in Subsection K.

Figure 1: Black and grey: detailed computational model. Blue: simple one-to-one relations to generate driving forces for song.
The model invokes an “initiating region” that is capable of activating HVC via some neuromodulatory mechanism. We do not explicitly model this initiating region, but rather offer suggestions for its likely geographic location. The model explicitly includes HVC, RA, and four distinct brainstem regions that have identified roles in driving song.

These four brainstem regions are: 1) the expiratory-related retroambigualis (RAm), to which is attributed the control of pressure in the air sacs that compress the lungs; 2) the inspiratory-related parambigualis (PAm) (Wild 1993a, Wild 1993b, Wild 1997, Wild et al. 1997, Wild et al. 1998, Roberts et al. 2008); 3) the rostral and 4) caudal tracheosyringeal region of the hypoglossal nerve (nXIIts), which respectively control labial tension (via the ventral syringeal muscle vS) and labial adduction (via a dorsal syringeal muscle that varies across birds) (Wild 1997, Wild 1993b, Vicario 1991a, Vicario 1991b, Gardner et al. 2001, Goller & Suthers 1996, Larsen & Goller 2002, Sober et al. 2008). At the onset of a gap, PAm sends feedback to HVC to halt the currently-active series of HVCRA bursts.

Now, in a more realistic picture, these four brainstem regions inter-connect and may overlap. For simplicity, however, in the zebra finch model we take them to be distinct and non-interacting. Further, we omit brainstem nuclei whose role in song production appears significant but is to-date obscure\(^1\) and we omit audition\(^2\).

### B. Basic functionality

The basic steps for modeling the song motor pathway are as follows.

1. During quiescence immediately preceding song, HVC\(_{RA}\) neurons are silent above threshold while HVC interneurons are densely spiking, and the opposite situation occurs in RA (e.g. Spiro et al. 1999). These scenarios are produced by assigning relative threshold potentials for spiking, for the excitatory and inhibitory neurons in each nucleus, respectively.

2. Song is initiated via a neuromodulatory mechanism that rapidly increases the strengths of the interneuron-interneuron synapses in HVC\(^3\) such that a competition is effected among that population.

3. Then, due to a specific connectivity within HVC, this competition among interneurons effects a sequence of activations of the HVC\(_{RA}\) PNs.

4. HVC\(_{RA}\) PNs synapse exclusively onto RA interneurons, which are inactive until excited by a projection from HVC (Spiro et al. 1999). In this model, each HVC\(_{RA}\) PN synapses onto four RA interneurons.

5. Then, due to a specific connectivity within RA, these four RA interneurons suppress a fraction of the (otherwise active) RA PNs. It is in this way that each HVC\(_{RA}\) PN indirectly recruits an ensemble of RA PNs.

6. Each of the four RA PNs in an ensemble activates a premotor neuron in a distinct song-related brainstem region.

7. Using simple one-to-one rules for brainstem-motor connectivity, we offer an informal illustration of how the computational model may reproduce the driving forces for song. Here, within each \(\sim 10\)-ms timebin during a syllable and at the onset of a gap, the four brainstem regions command four distinct motor regions to effect a specific value of: 1) labial tension, 2) air sac pressure, 3) degree of syringeal adduction, and 4) a specific instruction to PAm, respectively.

If the instructions to the four brainstem regions occur simultaneously, then RA PN activity is uncorrelated with the fundamental frequency of the note and whether a syllable or gap is currently playing, as found by Leonardo & Fee (2005). RA PN activity is also uncorrelated with note amplitude.

8. At the onset of an inter-syllable gap, PAm is directed to begin inspiration and send electrical feedback to HVC to silence the currently-active HVC\(_{RA}\) PN series. Throughout the gap, HVC\(_{RA}\) PNs continue to fire, until the feedback signal reaches HVC and termi-
nates that series. During the gap, the four brainstem regions identified above are not necessarily activated with the precision required during syllables and gap onsets.

In Subsections C - J, we describe in detail the mechanics that effect the summary described above. The uninterested reader may move directly to Subsection K: Control of Song Timing.

C. The equations of motion

C.1 Neurons

The neuronal populations are as follows. HVC contains 12 inhibitory interneurons and 12 HVC_{RA} PNs, distinguished by their leak and synaptic reversal potentials. RA contains 12 inhibitory interneurons and 12 excitatory PNs that connect to the brainstem. Again, the inhibitory-versus-excitatatory nature of an RA neuron is set by leak and synaptic reversal potentials. The brainstem consists of four neurons: one representing each of the four regions shown in Figure 1. Given the dearth of studies on electrophysiology, neuromodulation, and receptor dynamics in the region downstream of RA, we are agnostic regarding whether the brainstem neurons are motor neurons, or excitatory or inhibitory pre-motor neurons.

The electrophysiology of HVC neurons has been studied in detail (Daou et al. 2013). For simplicity and computational efficiency, however, for all neurons we choose a three-dimensional Hodgkin-Huxley model, as three dimensions is the fewest required to produce bursting (Izhikevich 2007). The model consists of one compartment with a persistent sodium current and instantaneous activating gating variable, and a fast and a slow potassium current.

All neurons are three-dimensional Hodgkin-Huxley-type models of the following form:

$$\frac{dV_i(t)}{dt} = I_{L,i}(t) + I_{NaP,i}(t) + I_{K_f,i}(t) + I_{K_s,i}(t) + \sum_{j \neq i} I_{syn,ij}(t) + I_{background} + \eta(t).$$

(1)

Here, \(V_i\) is the membrane potential of cell \(i\), \(C\) is the membrane capacitance. \(I_L\), \(I_{NaP}\), \(I_{K_f}\), and \(I_K\) are ion channel currents: leak, persistent sodium, and fast and slow potassium. The \(I_{syn}\) are the synaptic input currents. \(I_{background}\) represents ambient background excitation, and \(\eta\) is a low-noise term. The neurons are rendered distinct via slightly different values of ion channel maximum conductances.

The forms of the ion channel currents are:

$$I_{L,i}(t) = g_L(E_L - V_i(t))$$
$$I_{NaP,i}(t) = g_{NaP}m_{inf,i}(E_{Na} - V_i(t))$$
$$I_{K_f,i}(t) = g_{K_f}n_{inf,i}(E_K - V_i(t))$$
$$I_{K_s,i}(t) = g_{K_s}n_{s,i}(E_K - V_i(t))$$

The parameters \(g\) and \(E\) are the maximum conductances and reversal potentials for each current, respectively. The neurons are rendered distinct via slightly different values of certain parameters. One important difference between parameter values of HVC and RA neurons is in the relative excitability of the excitatory versus inhibitory population within each nucleus, described in Model. For the dynamics of fast and slow sodium gating variable \(n_f\) and \(n_s\), and for all parameter values, see Appendix C.

The significant differences among the HVC, RA, and brainstem populations are in the synaptic input currents \(I_{syn}\). HVC receives synaptic input from within HVC (and feedback from the brainstem, to be considered below in this Section). RA neurons receive synaptic input from within RA and from HVC. Brainstem neurons receive synaptic input only from RA neurons. Finally, the \(I_{background}\) term differs across the three populations by one per-cent (see Appendix C).

C.2 Synapses

The neurons are connected with chemical synapses, which are modified versions of the form by Destexhe et al. (1994) and Destexhe & Sejnowski (2001):

$$I_{syn,ij} = g_{ij}(T_{max}(t))s_{ij}(t)(E_{syn,i} - V_i(t)).$$

(2)

Here, \(g_{ij}\) are the maximum conductance of a synapse entering cell \(i\) from cell \(j\). For HVC interneurons, the \(g_{ij}\) are functions of \(T_{max}\), the maximum concentration of the relevant neurotransmitter in the vicinity of the synaptic cleft (which, in the avian brain, is \(GABA_A\)). \(T_{max}\) itself may be time-varying. (The \(g_{ij}-T_{max}\) relation will be described below in this Section.) For all other synapses in this model, the \(g_{ij}\) are taken to be static. The \(s_{ij}\) are gating variables, and \(E_{syn,i}\) is the reversal potential of cell \(i\).

The ratios of connectivity strengths within HVC, within RA, from HVC to RA, and from RA to Brainstem are roughly 1:10:10:10, respectively. For the dynamics of
gating variables $s_{ij}$, and for all other parameter values, see Appendix C.

These equations were integrated forward to yield voltage traces, via Python’s odeINT: a fourth-order adaptive Runge-Kutta scheme. The time step used was 0.1 ms.

D. HVC functional architecture

Figure 2 shows the functional architecture of HVC that was set forth in Armstrong & Abarbanel (2016). In that paper, we referred to the structure as a functional syllable unit (FSU). Here, we expand the structure’s role to include the onset of a gap, and to in-part encode gap duration. Thus, in this paper we refer to this structure as a functional HVC unit (FHU).

In an FHU, three interneurons (triangles: cells numbered 0, 1, and 2) are connected all-to-all, and each interneuron synapses directly to two of three HVC RA PNs (circles: cells numbered 3, 4, and 5). This structure is capable of displaying multiple modes of activity, depending on the connection strengths among the interneurons $g_{ij}$. (Hereafter, “$g_{ij}$” refers to coupling strengths among the interneurons in HVC. All other synaptic strengths are taken to be static).

The two functional modes of interest in this paper are: “quiescent” and “active”. Quiescent mode occurs for sufficiently low values of $g_{ij}$. In this mode, all interneurons may fire simultaneously, thereby suppressing all PNs (not shown). For higher values of $g_{ij}$, the interneurons may fire in a sequence, thereby effecting sequential firings of each HVC RA PN (Figure 3); we refer to this mode as active. The toggling between modes we attribute to a neuromodulatory mechanism, to be discussed in Subsection F.

Figure 2: A functional HVC unit (FHU). It is distinct from the usage in Armstrong & Abarbanel (2016) in that it represents the timing of both a syllable and the onset of the subsequent inter-syllable gap.

Note that in this paper, each syllable-gap pair is assigned a distinct FHU. That is: for a motif comprised of four syllables (and three gaps), we take HVC to be comprised of four FHUs. We are open, however, to an alternative framework in which there exists one architecture in all of HVC, which sequentially assumes four distinct functional configurations.

We find the relative simplicity of the latter framework more appealing. Meanwhile, we have found the former framework to be simpler to model and describe. These two distinct frameworks are in agreement, however, on what is essentially being represented in HVC: a sequence of timings of syllable-and-gap pairs, where the identities of syllables and gaps will be encoded downstream, and where the pairs are relatively independent of each other at the level of HVC. Thus, for the purposes of this paper, we will adopt the former framework.

Finally, for a zebra finch model we assign zero connectivity among these FHUs. This requirement aims to

Figure 3: A three-frame movie - in green, blue, and red - representing active mode of a functional HVC unit (FHU). For a certain range of coupling strengths $g_{ij}$ among the interneurons, the interneurons may engage in a series of activations - each of which selects a particular HVC RA PN. It is in this way that the sparse bursting observed by Hahnloser et al. (2002) and Kozhevnikov & Fee (2007) may be mimicked. (Reproduced from Armstrong & Abarbanel (2016).)

4Feedback from the excitatory cells is also required for FHU functionality but is not an important consideration in this paper.
mimic observations that individual song syllables “freeze out”; that is: individual neurons are observed to become locked to particular syllables as song is learned (Vallentin et al. 2016), as well as the prediction by Fee et al. (2004) that learning is most efficient when stages in HVC are decoupled.

F. Initiation: neurmodulation alters couplings of HVC interneurons to effect patterned activity.

At song onset, the FHU corresponding to the first syllable-gap pair is initialized to active mode. The initiator we attribute to a neuromodulatory mechanism that is capable of rapidly increasing the interneuron-interneuron coupling strengths $g_{ij}$. We do not describe this mechanism, other than suggesting that it originates in the brainstem. The brainstem is a likely location given that it contains neuromodulatory neurons that make long-range dopaminergic projections to the telencephalon and that a direct connection from the ventral tegmental area (VTA) to HVC has been identified (Hamaguchi & Mooney 2012).

Equation 2 formalizes the mechanism by which neuromodulation alters the coupling strengths $g_{ij}$. For inhibitory-inhibitory connections, the $g_{ij}$ are functions of maximum neurotransmitter concentration $T_{\text{max}}$. The function $T_{\text{max}}(t)$ is a steep rise and gradual decay, and $g_{ij}(T_{\text{max}}(t))$ goes as $aT_{\text{max}}^\beta$.

This model reproduces basic qualitative features of HVC interneurons and RA-projecting PNs during song and during quiescence. Figure 4, reproduced from Armstrong & Abarbanel (2016), compares a simulated raster

---

5 Alonso et al. (2016), in a population model of song production, assumed the initiator to be in the brainstem, for a different reason: non-songbirds lack the telencephalic structures but can produce song-like sounds.

6 These dopaminergic brainstem regions are: substantia nigra pars compacta (SNc) and VTA (Gale & Perkel 2006).
plot to that of Hahnloser et al. (2002), where $HVC_{RA}$ PNs burst sparsely while interneurons spike tonically with intermittent pauses, over ten song renditions (this finding by Hahnloser et al. (2002) has been significantly enhanced by Lynch et al. (2016)). The FHU structure also roughly captures the observed high rates of reciprocal connectivity between HVC interneuron and PN populations, and that inhibition masks the activity of an excitatory population (Kosche et al. 2015).

G. A similar structure is created in RA, whose coupling strengths are static and where the inhibitory-to-excitatory connections are critical for functionality.

We base our construction of RA upon three experimental findings: 1) During quiescence, RA PNs are active and RA interneurons are silent above threshold (Spiro et al. 1999). 2) $HVC_{RA}$ PNs synapse to RA interneurons and not to RA excitatory PNs (Kubota & Saito 1991, Mooney & Konishi 1991, Spiro et al. 1999). 3) RA interneurons, which are inhibitory, make vast projections to RA PNs (Spiro et al. 1999), which are excitatory.

First we reproduce quiescence in RA by setting the leak reversal potential $E_L$ for the interneurons to be lower than that for the excitatory neurons: -85 versus -80 mV. Then, when both populations receive the same low background excitation, the PNs burst and the interneurons are inactive above threshold. Next we create a connectivity in RA such that excitation of interneurons will suppress a fraction of the excited RA PN population. Figure 5 shows a schematic: an architecture taken from the FHU in HVC. Now, we emphasize that this structure in RA is not an FHU: the connectivity strengths are static. Interneuron-to-interneuron and excitatory-to-inhibitory connections are permitted (grey lines on Figure 5), but they are de-emphasized. The critical connections in RA are the inhibitory-to-excitatory projections (black in Figure 5). Note that, as in HVC, there are three interneurons (triangles) and three PNs (circles) per structure, and that each inhibitory neuron directly connects to two out of three of the excitatory cells.

Finally, we take RA to be comprised of four such structures. These structures correspond to distinct geographical regions in RA, each of which is known to make projections to one of the four distinct brainstem regions noted in Subsection A. Specifically: rostral, ventral, and dorsal RA project to rostral nXIIts (for control of note frequency), caudal nXIIts (for control of adduction), and the respiratory regions (RAm and PAm), respectively.

H. An HVC PN locks with an RA PN ensemble indirectly, via direct connections to RA interneurons.

Leonardo & Fee (2005) found that the activity of RA PN ensembles is strikingly similar to the activity of $HVC_{RA}$ PNs during song, in that they occur on a $\sim 10$-ms timescale and bursts are tightly locked to specific temporal locations during song. Both slowly- and rapidly-changing acoustic structure was associated with the fastest timescale of change of RA ensembles (10 ms). Further, the number of RA PNs per ensemble was essentially invariant over sound versus inter-syllable gaps, and over sounds of differing fundamental frequencies. Identical syllables possessed the same ensembles; similar sounds did not. In addition, Yu & Margoliash (1996) found that $HVC_{RA}$ PN identity is correlated with syllable identity, while the RA PN identity is more strongly correlated with note identity.

Taking these findings together, we chose an HVC-to-RA connectivity in which each 10-ms burst of an $HVC_{RA}$ PN recruits an RA PN ensemble. The number of RA PNs per ensemble should be relatively invariant at each temporal instance of song, and on a raster plot the identities of RA PNs within each ensemble should

---

7 Leonardo & Fee (2005) found that the number of RA PNs firing did correlate with harmonic-versus-non-harmonic sounds. The zebra finch alternates high-frequency pure tones with low-frequency sounds that are spectrally rich (Sitt et al. 2008), and in this paper, for simplicity, we implicitly ignore the latter.

8 Feedback connections from RA to HVC have been identified (Basista et al. 2014) but are ignored here.
Figure 6: HVC-to-RA connectivity for a full motif, represented by a four-frame movie. Here, four FSUs in HVC are sequentially activated: one representing syllable \(a\), \(b\), \(c\), and \(d\), and the ensuing gap for each. Each FSU targets the same four structures in RA. Each \(\sim 10\text{-ms burst of an } HVC_{RA} \text{ PN codes for a } \sim 10\text{-ms “time bin” within a syllable or at gap onset. This connectivity, together with the RA-to-brainstem connections of Figure 7, created the raster plot of HVC, RA, and brainstem activity during song shown in Results.}
Figure 7: RA-to-brainstem connectivity for a full motif. Each RA PN connects directly (black arrows) to a specific brainstem neuron, which is not pictured. RA PNs in the first, second, third, and fourth structures of RA project to specific neurons in rostral nXIIIs, caudal nXIIIs, RAm, and PAm, respectively. This connectivity, together with the HVC-to-RA connections of Figure 6, created the raster plot of HVC, RA, and brainstem activity shown in **Results**.

not appear to be correlated with the identities of RA PNs within other ensembles.

The specifics are as follows. Each $HVC_{RA}$ PN projects directly to one randomly-selected interneuron in each of the four RA structures. Then the connectivity of Figure 5 is such that when any one interneuron becomes excited, it suppresses the activity of two of the three PNs in that structure - and permits the third to burst (as is the case within an FHU of HVC). It is in this way that each $HVC_{RA}$ PN indirectly recruits - via the RA interneuron population - an ensemble of RA PNs. For an illustration of this mechanism, see Appendix A.

Figure 6 contains the full schematic for HVC-to-RA connectivity. It consists of four sequential panels, one for each FHU. For example, the top panel of Figure 6 illustrates the connectivity involving the FHU representing the first syllable-gap pair (“a”), and the four structures in RA. Here, a blue arrow entering an interneuron in any of the four structures of RA indicates that the blue $HVC_{RA}$ PN that bursts during the first “time bin” of song directly excites those particular interneurons during that first time bin.

I. RA simultaneously signals four distinct brainstem regions, during each time bin of a syllable and at gap onset.

Each of the four RA PNs in a currently-active ensemble then directly connects to a neuron in one of four distinct brainstem regions shown in Figure 1. Figure 7 shows the projections leaving RA for these regions (brainstem regions are not shown). Specifically, the first, second, third, and fourth RA structures represent rostral, ventral, dorsal, and dorsal RA, respectively. Signals are sent: 1) from rostral RA to ventral/rostral nXIIIs; 2) ventral RA to ventral/caudal nXIIIs; 3) dorsal RA to RAm; 4) dorsal RA to PAm. We choose these regions for their direct connections to labial tension, syringeal adduction, air sac pressure, and inspiration, respectively. Importantly, in this model these four signals are sent essentially simultaneously and continuously (on a $\sim 10$-ms timescale) throughout each syllable and gap onset.

As relatively little is known about neurmodulation and receptor dynamics in the brainstem (e.g. Schmidt & Wild 2014), we assume a one-to-one relation between each of these four RA structures and each of the four brainstem areas. That is: Each RA PN affects the excitation of a motor neuron (which in vertebrates are excitatory), either by directly exciting it or indirectly via interactions with pre-motor brainstem neurons.

Note that by assigning specific brainstem regions to specific geographical locations in RA, we have implicitly assumed no long-range connectivity within RA. There are known vast connections across RA, particularly between ventral and dorsal regions (e.g. Spiro et al. 1999). Note also the assumption of no cross-connectivity at the brainstem level. There exists an extensive literature on dense respiratory-syringeal connections at the brainstem level (e.g. Schmidt & Wild 2014). These omissions will be addressed in **Discussion**.

J. Switching among FHUs occurs via feedback to HVC from downstream.

Amongst PAm, RAm, and nXIIIs, the only robustly identified feedback pathway to HVC is via Uva (Mooney 2005). It is unlikely that the syrinx sends feedback to the motor pathway. Ashmore et al. (2005) found that stimulation to nXIIIs distorted sound but did not affect song timing or structure. Further, learned song can be destroyed via lesions to HVC and RA but is unaffected by syringeal denervation (Simpson & Vicario 1990; Vicario 1991b; Wild 1997). RAm appears to not project to Uva (McLean et al. 2013).

---

9The observed fraction is ten per cent (Leonardo & Fee 2005).

10It is unlikely that the syrinx sends feedback to the motor pathway. Ashmore et al. (2005) found that stimulation to nXIIIs distorted sound but did not affect song timing or structure. Further, learned song can be destroyed via lesions to HVC and RA but is unaffected by syringeal denervation (Simpson & Vicario 1990; Vicario 1991b; Wild 1997). RAm appears to not project to Uva (McLean et al. 2013).
2009) from PAm (McLean et al. 2013, Reinke & Wild 1998, Striedter & Vu 1998). In addition, activity in Uva shortly precedes the onset of each syllable (Aronov & Fee 2008). In this paper, then, we take feedback to HVC to occur via PAm. Specifically: at the onset of an inter-syllable gap, PAm receives an order to send feedback to HVC.

There are two issues here, however, to consider. First: how does a succession of FHUs become activated? Second: how does a succession of FHUs become deactivated? Now, in Armstrong & Abarbanel (2016) we took the inactivation of an FHU to occur once the temporarily-enhanced neurotransmitter concentration had decayed below some critical value. This was not a strong argument, given the 10-ms temporal precision implicitly required of neurotransmitter decay (the required rise time was not a concern, as these can be nearly instantaneous; see references in Armstrong & Abarbanel; 2016). In this paper we suggest instead that an FHU is deactivated once electrical feedback reaches HVC from the brainstem.

That is: to coordinate the “off” of the current FHU with the “on” of the subsequent FHU requires that the electrical signal from PAm (via Uva) and the neuromodulatory signal from, for example, VTA, reach HVC essentially simultaneously. For this reason, we tentatively suggest that the series of signals to the initiator are triggered by PAm as well; see Discussion.

Note that in this paper the neuromodulatory “on” signal to HVC is modeled in the $T_{\text{max}}-g_{ij}$ relation of Equation 1. To model the electrical “off” signal, we merely truncate the integration.

K. Control of timing

We base our assignment of song timing on two bodies of observations. First, the number of RA PNs firing at any instance during song is independent of whether the instance occurs during a syllable or a gap (Leonardo & Fee 2005). If HVC RA PNs are locked to these ensembles, then they should possess the same essential relationship over syllables versus gaps. Second, Ashmore et al. (2005) found via electrical stimulations to HVC that the time to motif truncation was independent of whether the stimulation was given during a note or a gap. Third, and perhaps most intriguing, is the finding of those authors that when a syllable truncated but song continued, the gap lengthened so that the total motif duration was preserved. These lines of evidence indicate that the sequence of HVC RA PNs represents a continuous timing throughout the full motif, regardless of whether a particular time bin is encoded downstream as a syllable or gap.

On the other hand, a second set of observations indicates that the timing mechanism is not entirely dictated by HVC. Andalman et al. (2011) found that cooling HVC stretches air sac pressure time series differentially. During syllables and during roughly the second half of inspiration, these time series stretch in response to HVC cooling. The first half of inspiration, however, remains essentially unchanged. Further, Glaze & Troyer (2006) have identified significantly higher variability in gaps versus syllables.

We attribute this second collection of findings to the timescales of signals returning to HVC, both from PAm and from the source of neuromodulation - where the signal from PAm is triggered by HVC at the onset of each inter-syllable gap.

Specifically, the timing framework is as follows. The sequence of $HVC_{\text{RA}}$ PN bursts encodes syllable duration, including the onset of the subsequent gap. The gap onset is coded via a signal to PAm to begin inspiration. The $HVC_{\text{RA}}$ PN activity remains self-sustaining until a signal from PAm arrives and terminates it. A series of syllables is invoked via recurrent activation from the initiating region, which may also be triggered by PAm; see Discussion.

Note that in this small model, each 10-ms timebin of song is encoded by one $HVC_{\text{RA}}$ PN. On a larger scale, this by no means need be the case.

III. RESULTS

Figure 8 shows a simulated raster plot over five song renditions, based on the connectivity shown in Figures 6 and 7. The raster plot shows eight $HVC_{\text{RA}}$ PNs, nine RA PNs, and two brainstem neurons. The spectrogram at top results from simple one-to-one assignments between brainstem and motor areas yielding the driving forces.

---

11HVC may receive feedback on a timescale faster than a syllable. The coordination of the HVC hemispheres, for example, occurs on a timescale of 25-50 ms throughout song (Ashmore et al. 2004), and the mechanism effecting that coordination is unknown. Continual feedback faster than a syllable is not required for the model in this paper.

12To create the raster plot, we ran the time series using the $g_{ij}-T_{\text{max}}$ relation described in Appendix A. That is: we invoke a neuromodulatory mechanism to commence each syllable. To represent the electrical feedback ceasing each inter-syllable gap, we simply truncated the time series.
Figure 8: Simulated raster plot of $HVC_{\text{RA}}$ PNs and RA PNs over five song renditions, via the connectivity of Figures 6 and 7. Each $HVC_{\text{RA}}$ PN is locked to a particular RA PN ensemble. Numberings correspond to the numberings of electrodes in Figure 9. $HVC_{\text{RA}}$ firings may be compared to the experimental raster plot of Hahnloser et al. (2002): Figure 4, left panel; RA PN firings may be compared to the experimental raster plot of Figure 10. Note that the firings of specific brainstem neurons are tightly locked to particular temporal instances during song. The spectrogram at top was created via simple assignments to motor areas (Appendix B), which generated the driving forces for song (Figure 11, left panel).
Figure 9: Model schematic with electrodes placed by an experimenter who has inadvertently targeted particular neurons. Numbers on electrodes correspond to vertical neuron numberings on the raster plot of Figure 8.

for song, to be described below in this Section.

Figure 9 shows a schematic indicating the identities of neurons numbered 1 - 19 on the raster plot. In Figure 9, electrodes - with corresponding numbers 1 - 19 - have been placed inadvertently by an experimenter into particular neurons in HVC, RA, and the brainstem.

The reader may compare the raster plot of the HVC neurons to the sparse bursting found by Hahnloser et al. (2002) (Figure 4, left panel), and that of the RA interneurons to Figure 10, reproduced from Leonardo & Fee (2005). Note that the bursts of the two brainstem neurons (18 and 19 in Figure 8) indicate that at least a subpopulation of brainstem neurons should be found to be tightly locked to certain temporal instances during song - or, perhaps more tellingly, to certain discontinuities in the time series of driving forces. See Subsection B for the explicit link between the bursting of the brainstem neurons 18 and 19 and specific instances during the time series of the driving forces.

We note some other features captured by the simulated raster plot, all noted by Leonardo & Fee (2005). First, each $HVC_{RA}$ PN is tightly locked with an ensemble of RA PNs upon repeated song renditions. Second, the activity of each RA PN is similar to that of the HVC PNs in that they burst at reliable temporal locations. Each RA PN, however, bursts multiple times during each rendition, and in some cases multiple times within one syllable. Third, there is little variation in the number of RA PNs bursting over temporal locations, including gaps versus syllables.

A. Example driving forces for song

Below the brainstem we assigned simple one-to-one relations between each brainstem and particular motor orders. The resulting time series of driving forces are depicted at left in Figure 11. See Appendix B for the complete list of instructions used to generate these driving forces.

In the left panel of Figure 11, the third, fourth, and fifth rows are time series of $b$, $f_0$, and $k$ - the parameters governing labial displacement $x(t)$ (first row):

$$\dot{x} = y;$$

$$\dot{y} = -kx - cx^2 + by - f_0$$

(Laje et al. 2002). In the second line of Equation 3: the first term on the right side represents restitution, where $k$ is a spring constant with roughly a one-to-one correlation with labial tension $T$. The second term is a
nonlinear dissipation term associated with the labia meeting each other or the containing walls; we take $c = 0.1$. The term $by$ is a function of the driving air sac pressure $P$; $P$ relates one-to-one to $b$. Finally, the driving force $f_0$ is set by adduction or abduction of the syrinx.\(^\text{13}\)

The first row of the left panel in Figure 11 shows the time series of labial displacement $x(t)$. The second row shows $x(t)P(t)$, which is roughly representative of an acoustic pressure wave (see Appendix B). The Fourier transform of $x(t)P(t)$ yielded the spectrogram shown in the simulated raster plot of Figure 8.

For comparison, at right in Figure 11 are the time se-

\(^\text{13}\)The muscle governing adduction may vary across birds (Vicario 1990, Larsen & Goller 2002, Goller & Suthers 1996), and in this paper we do not attribute the force $f_0$ to a specific muscle.
Figure 11: Left: First panel is labial displacement $x$; second panel is $x(t)P(t)$, where $P$ is the air sac pressure. Labial displacement $x$ was driven by the time series of driving forces for song, depicted in panels 3-5: $b$, $f_0$, and $k$, respectively. As this is an informal example, units are not provided. Right: Time series of driving forces reproduced from Laje et al. (2002). These time series generated ellipses in a three-dimensional parameter space, where each ellipse represented one syllable. The basic shape of the wave packets in the second panel at left $(x(t)P(t))$ is intended for comparison to the top waveform at right, which shows acoustic pressure amplitude.

ries created by Laje et al. (2002). The slow modulation in the second panel at left in Figure 11 - the $x(t)P(t)$ time series - is intended to be compared to the acoustic pressure amplitude at top on the right.

Finally, note that in order to generate these driving forces, the four instructions sent by RA to the brainstem must not be independent. For example, to create phonation, tension $T$ and pressure $P$ must be nonzero, while $f_0$ must be effectively zero (large values of $f_0$ represent active closing of the air passageway; see Laje et al. (2002)). The required inter-dependence may rely on cross-connectivity among the four brainstem regions, which is omitted from this model (see Discussion).

B. Connection between driving forces and raster plot

Here we explain the relation between the time series of driving forces of Figure 11 (left panel) and the raster plot of Figure 8. These time series of driving forces consist of 12 continuous segments, corresponding to the sequential firings of 12 $HVC_{RA}$ PNs.

Let us take the leftmost RA structure of the top panel of Figure 6, which projects to rostral nXIIIts (which in turn controls labial tension). Each of the three RA PNs in this structure projects to a particular neuron in rostral nXIIIts, and that neuron then encodes for a particular order regarding labial tension. Each structure represents a triad of possible instructions. Meanwhile, the same mechanism is at work in all four RA structures. These four structures together can transform a signal from HVC into any of 81 possible direct commands for song. For the complete list of rather arbitrarily-assigned instructions, and for the resulting components of song effected within each time bin, see Appendix B.

Finally, compare the firings of the two brainstem neurons in the raster plot of Figure 8 with the time series of Figure 11, left panel. The bursts of brainstem neuron 18, which is in rostral nXIIIts, corresponds to instances on the $k(t)$ time series where $k$ achieves a particular value. Similarly, the bursts of brainstem neuron 19, which is in PAm, corresponds to the onset of a new syllable. It follows that the firings of some specific brainstem neurons should be found to be tightly locked - with low (<~ 15-ms) latency - to discontinuities in the time series of driving forces for song.

IV. DISCUSSION

A. Model predictions

The model proposed in this paper makes the following predictions:

1. In RA, interneurons are less excitable than excitatory

14These were generated by creating ellipses in a three-dimensional parameter space of $k$, $b$, and $f_0$ - one for each syllable.
PNs, via lower resting potential.

2. Each RA ensemble is tightly locked to a particular $HVC_{RA}$ PN.

3. All $HVC_{RA}$ PNs that burst during a syllable and at gap onset extend to both rostral and ventral RA. There exists some evidence that certain $HVC_{RA}$ PNs target certain geographical areas in RA (Basista et al. 2014). In particular, some HVC neurons target both dorsal and ventral RA (Kittelberger & Mooney 1997).

4. Following gap onset, $HVC_{RA}$ PN activity continues throughout gaps. While at least one $HVC_{RA}$ PN is bursting at each $\sim 10$-ms interval, the $HVC_{RA}$ PNs bursting throughout the gap need not target vast regions of RA.

5. The relative strengths of synaptic connections within HVC, within RA, HVC-to-RA, and RA-to-brainstem are roughly: 1:10:10:10, respectively. Or: the strengths of couplings affected by neuromodulation in HVC are significantly lower than the strengths of couplings downstream.

6. Specific neurons in nXIIts and RAm/PAm should be tightly locked to specific instances during song. Those instances should be found to correspond to distinct discontinuities in the time series of a particular driving force for song (air sac pressure $P$, labial tension $T$, or adduction force $f_0$), or to activity in PAm or Uva indicating active signaling to HVC.

7. PAm projects to a region capable of effecting neuromodulatory control of HVC; for example: VTA.

Regarding point 4 above: our model remains agnostic regarding the degree to which the four motor-related regions continue to be stimulated by RA throughout a gap. Various lines of evidence, however, appear to indicate that these four regions are receiving relatively continuous information throughout gaps as well as syllables. As noted, Leonardo & Fee (2005) found all timescales of the song to be correlated with just one (the fastest) bursting/spiking timescale of RA ensemble activity, and that the number of RA PNs bursting per temporal location was essentially invariant. In addition, there exists evidence that motor areas during song receive essentially continuous instructions. Both inspiration and expiration are active processes in songbirds, even during quiet breathing (Fedde et al. 1964). In the syrinx, even when one (lateral) side is not producing sound, the ipsilateral dorsal syringeal muscles are active to keep the syrinx closed, and ventral muscles are active on both sides (Wild 1997; Riede & Goller 2010).

On the other hand, Amador et al. (2013) found that the number of $HVC_{RA}$ PNs bursting during song increases at certain instances, including the onsets of syllables. In this paper we remain agnostic regarding the activity of the brainstem regions during gaps.

B. Implications for electrical stimulation studies

This model provides a framework within which some of the electrical stimulation studies of Ashmore et al. (2005) can be understood. In that work, during instances following HVC stimulation when the current syllable truncated and song continued, the subsequent gap lengthened such that the total duration of song remained unchanged.

Within the framework presented in this paper, here is what occurred. The stimulation disrupted the ventral or rostral RA signal to nXIIts; that is: it disrupted a signal encoding a particular order for either labial tension, adduction, or both. It did not, however, noticeably affect the signaling to respiratory regions.

Now, in Ashmore et al. (2005), electrical stimulation only occasionally resulted in syllable truncation followed by motif continuation. In another fraction of trials, HVC stimulations distorted but did not truncate syllables; in yet another, the motif was severed entirely. Within the framework of this model, each of those cases represents the electrical disruption of a particular subset of the four parallel pathways from RA to brainstem - and for a particular severity of disruption. In the case of syllable distortion, for example, pathways leading to the syrinx were affected, but less severely, than that required for syllable truncation.

We note that the time-bin framework for HVC seems to imply that without disruption by feedback from PAm, the currently-active configuration in HVC should, upon completing a series of $HVC_{RA}$ PN firings, commence again from the beginning, replaying the first syllable - until the neurotransmitter concentration governing the inhibitory-to-inhibitory strengths $g_{ij}$ drops below some critical value. Now, Ashmore et al. (2005) found that in a fraction of trials in which PAm stimulation truncated the motif, the motif began again from the first syllable. This finding is consistent with the framework presented in this paper. We do not emphasize this consistency strongly, however, given that the multiple explanations...
for motif restart are possible.

C. Scaling the model

It will be interesting to scale the model in terms of neuron number, to examine the timing framework in finer detail. In the small-scale model for HVC described in Figure 2, there are three $HVC_{RA}$ neurons firing per syllable-and-gap pair. Here, the first two $HVC_{RA}$ PNs sequentially encode two notes of the syllable, and the third encodes gap onset. That is: all three $HVC_{RA}$ neurons are used.

In a configuration with, for example, 30 $HVC_{RA}$ PNs that fire sequentially, the motif may progress as follows. The first 20 $HVC_{RA}$ PNs encode Syllable 1 - a number that may be sufficient to permit probing the relation between $HVC_{RA}$ PN and “note” identity. The 20th PN sends a command to terminate phonation and initiate feedback. Until feedback reaches HVC from PAm, the PNs continue to fire, now encoding in part for the intersyllable gap that follows Syllable 1. Perhaps $HVC_{RA}$ PNs 21-25th are afforded the chance to fire, before feedback reaches HVC (and $HVC_{RA}$ PNs 26-30 never fire). There exists evidence that some $HVC_{RA}$ PNs do not burst during adult song (private communication, 2016).

Further, a larger-scale model will permit the examination of an alternative to the framework presented in this paper wherein each syllable-gap pair is represented by a distinct architecture. Specifically, we are interested in examining an HVC model that contains one architecture that sequentially assumes distinct modes of activity - where each mode encodes the timing for a particular syllable-gap pair.

D. A concern with the “on”/“off” coordination of syllables

We identify a glaring problem with the mechanism for generating a full motif with this model. Following an inter-syllable gap, how does the electrical “off” signal to the currently-active configuration in HVC (Figure 3) coincide with a new chemical “on” signal to the ensuing configuration (that is: the subsequent syllable)? Recall that in this model we attribute the former to an electrical signal from PAm via Uva, and the latter to some coordination with a region of the brain capable of modulating neurotransmitter concentrations, such as VTA - which is known to project to HVC. For our model to work, those two signals must be essentially simultaneous - or must be separated by no more than $\sim 16$ ms - the typical standard deviation of gap duration (Glaze & Troyer 2006). A direct projection from PAm to VTA, for example, would be convenient. One has not been identified, but we note that in mammals PAm indirectly accesses brainstem regions - specifically: raphe nuclei - that are known to have neuromodulatory effects upon distant CNS regions.

E. Building cross-connectivity in RA and brainstem

In Figure 11 (with details in Appendix B), we showed how particular combinations of orders to the brainstem can result in time series of the driving forces for song: air sac pressure $P$, labial tension $T$ and adducting force $f_0$. To effect song, these orders cannot be mutually independent. Meanwhile, we took the four structures in RA that signal the brainstem to be unconnected, and those four brainstem regions to be unconnected. It is likely that those ignored connections play a role in coordinating the driving forces.

There exists extensive evidence for dense connections at the brainstem level (e.g. Rehne & Wild 1998, Wild 2004). Indeed, Vicario (1991a) described the identified anatomical connectivities below RA as a “cascade”. This literature has been reviewed by Schmidt & Wild (2014), who emphasized the need to record from and manipulate distinct brainstem regions during song.

The brainstem region is difficult to target, and for that reason extremely little is known about neuromodulatory processes and receptor dynamics downstream of RA. Largely-open questions include: 1) What are the relative contributions to song structure from RA and from the brainstem? 2) What is the role of connectivity across RA regions? 3) What is the role of connectivity between respiratory areas and nXIIIs? 4) What are the relative contributions to song output from the nervous system versus motor structures? (Regarding this last question, Mindlin (2017b) offers a review.)

Computational modeling of within-brainstem connectivity (e.g. Trevisan et al. 2006) may both complement and guide future experimental design to illuminate these questions. A next step in our work will be to build upon the model presented in this paper various designs.

---

15 On a related note: we are currently examining an alternative framework in which there exists one architecture in all of HVC, rather than a succession, which repeatedly becomes initiated into different functional configurations.

16 See Sturdy et al. (2003) regarding receptor dynamics between RA and brainstem regions, and Kubke et al. (2005) for connections between the respiratory-related brainstem regions and nXIIIs.
for cross-brainstem and cross-RA connectivity, and to assign various degrees of control to specific regions. Of keen interest is ascertaining the minimum required model components for creating a synthetic song that HVC of an awake bird will recognize as bird’s own song.

Finally, we have ignored the cross-hemisphere coordination that occurs during normal song production (Vu et al. 1998, Ashmore et al. 2008, reviewed by Schmidt & Wild 2014). Birds can sing with just one HVC hemisphere (Ashmore et al. 2004), however, and juveniles with one RA hemisphere destroyed at birth can develop normal song (Ashmore et al. 2008). Lateralization at the motor level has been examined by Suthers et al. (1997), who commented that the degree of coordination is likely to be highly variable across species. Moreover, a unilateral model is justified by the literature, although bilateral models offer the opportunity to probe more deeply the complex coordinated efforts of the CNS, in addition to identifying processes that represent redundancy.

F. The pressure-tension relation and synchronization

Finally, we comment on studies of pressure-tension trajectories and of synchronization in the song motor pathway, neither of which our model addresses.

Amador et al. (2013) found that both $HVC_{RA}$ PN and HVC interneuron activity was synchronized with motor instances called gestures. A gesture (Gardner et al. 2001) is a relatively continuous trajectory in the parameter space defined by air sac pressure $P(t)$ and labial tension $T(t)$, and within the gesture framework song generation is described dynamically in terms of the relation between these quantities. Further, Amador et al. (2013) found that onsets and offsets of gestures correlated - with near-zero latency - with both $HVC_{RA}$ PN and interneuron activity. Those authors took this finding as an apparent violation of causality if one is to assume the “clock model” - in which timing in the motor pathway is set by a simple underlying clock.

Regardless of the significance of these gesture extrema: the synchronization observed by Amador et al. (2013) is not necessarily a problem for causality. It has been shown that a dynamical system, once initiated, may rapidly converge to an attractor state. Such a phenomenon has been modeled as “anticipated synchronization” (Matias et al. 2011; Matias et al. 2015).

Within the context of the songbird, anticipated synchronization works as follows (Yu & Margoliash 1996). During the introductory notes that precede the motif, the sequence of events throughout the motor pathway indeed reflects the time delays set by causally-related regions. By the time of onset of the actual motif, however, these regions have become synchronized. That is: a connectivity such as that described in this paper is required to initiate song, but it may be dispensed with for some duration thereafter, once the attractor state is reached.

In future modeling, we will examine: 1) implications regarding relationships among $P$ and $T$ and other possibly-significant dynamical quantities; 2) the synaptic connections that may be required to incite synchronization in the song motor pathway.

V. LOOKING FORWARD

In closing, we pose questions that may be probed via a combination of computation modeling and the design of new experiments. 1) At what geographical location(s) in the song motor pathway does “note” acquire definition? 2) Can a note be further divided? 3) How do cross-brainstem and inter-hemisphere connectivity affect acoustic output? 4) Which CNS regions must be causally connected (via electrical synapses) in order to incite the synchronization of distinct nuclei during song? 5) How biophysically detailed must a neuronal network model be in order to produce synthetic songs that an animal of the species will recognize? We look forward to expanding the simple model set forth in this paper, to determine whether it proves useful for probing these fascinating problems.
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Here we present details regarding the mechanism by which an $HVC_{RA}$ PN recruits an ensemble of RA PNs, and how those RA PNs in turn recruit brainstem neurons. This procedure was used to generate the raster plot of Figure 8.

### A. RA electrophysiology and connectivity reproduce observed RA activity during quiescence.

As described in Model, RA contains four identical structures, represented in Figure 12. We first mimic quiescence in RA immediately prior to and following a song. Here the excitatory and inhibitory populations receive a low background excitation but no direct excitation from HVC, and the interneurons are rendered less excitable than the RA PNs, via the reversal potential of leak current ($E_{Li}$ and $E_{Lx}$ are -85 and -80 mV, respectively).

Figure 13 shows the resulting voltage traces for one of the four structures in RA. Numberings correspond to the numberings on the schematic of Figure 12: three inhibitory neurons (Cells 0, 1, and 2) at left, and three excitatory PNs (3, 4, and 5) at right. The former are silent above threshold, while the latter spike or burst continually.

### B. HVC RA PNs recruit RA PN ensembles by exciting RA interneurons.

Now we demonstrate how an excitatory signal from an $HVC_{RA}$ neuron directly excites an RA interneuron, and how that interneuron in turn suppresses a fraction of the RA PNs.$^{17}$

Let us take as an example the top panel of the HVC-to-RA connectivity diagram of Figure 6, which corresponds to Syllable $a$ and the subsequent gap. Within that panel, let us take the interaction between the $HVC_{RA}$ FHU and the leftmost RA structure. Note that $HVC_{RA}$ neurons 3 and 4 directly excite RA interneuron 0. Figure 14 shows the voltage traces of the six RA neurons shown previously in quiescence, now when connectivity from HVC is turned on. RA interneuron 0 is now bursting.

The top panel of Figure 15 elucidates this mechanism. Here, the colorings on the voltage traces (left) correspond to the colorings of the schematics at right. The burst of either HVC 3 (blue) or HVC 4 (cyan) incites a burst from RA 0 (magenta).

The middle panel of Figure 15 shows the effect of a burst from RA interneuron 0 upon the RA PNs within that structure. Given the inhibitory projections of RA interneuron 0 to RA PNs 3 and 5 - but not to RA PN 4: while RA interneuron 0 bursts, the bursting of RA PN 3 and RA PN 5 is suppressed - and the bursting of RA PN 4 is permitted. Further, recall that each $HVC_{RA}$ PN has such a relationship with an interneuron in four such structures identical to that depicted in Figure 12. It is in this way that each HVC PN - via interneuron connectivity - selects an ensemble of RA PNs.

---

$^{17}$Here we hold the inhibitory-to-inhibitory couplings $g_{ij}$ in HVC at constant elevated values, in order to demonstrate the robustness of the resulting relationship between HVC and RA activity. That is: here we are not invoking the $g_{ij}$-$T_{max}$ relation that was used to construct the raster plot.
Figure 13: Activity of RA interneurons and excitatory projection neurons during quiescence, when the $HVC_{RA}$ PN population is inactive. The RA interneurons possess a lower leak reversal potential than do the RA PNs: -85 vs -80 mV, respectively. Consequently, when all six neurons receive the same background excitation, the interneurons are silent and the RA PNs are active. Numbering corresponds to numbers on schematic of Figure 12.

Figure 14: Activity of RA interneurons and excitatory projection neurons when $HVC_{RA}$ PNs 3 and 4 directly excite RA interneuron 0. RA interneuron 0 now bursts.

C. The four distinct RA structures send four ~ simultaneous signals to four distinct brainstem regions.

In the final stage of the computational model, a brainstem neuron is excited. The bottom panel of Figure 15 is a summary. Here, $HVC_{RA}$ neurons 3 and 4 (blue and cyan) excite RA interneuron 0 (magenta), which suppresses RA PNs 3 and 5 (green and black), but permits RA PN 4 (yellow) to burst. RA PN 4 then excites a neuron in the brainstem (black).

VIII. Appendix B: Creating the example brainstem-to-motor connectivity and driving forces for song

A. Brainstem assignments for creating the driving forces for song

As noted in Results, we assigned each of the three RA PNs in each of the four RA structures a particular order for its associated brainstem neuron. These assignments are as follows.

For the three RA PNs in the RA structure that sends instructions to rostral nXIIIs (leftmost in Figure 6), respectively: 1) “Effect Tension Value 1”; 2) “Effect Tension Value 2”; 3) “Set labia at resting locations (Tension = 0)”.

For the three RA PNs in the RA structure projecting to caudal nXIIIs (second from left in Figure 6): 1) “Effect
Figure 15: Three events. Top: \( HVC_{RA} \) PNs 3 and 4 directly excite RA interneuron 0. Middle: RA interneuron 0 then suppresses RA PNs 3 and 5, but not RA PN 4. Bottom: Summary. \( HVC_{RA} \) PNs 3 and 4 excite RA interneuron 0, which permits only RA PN 4 (and not 3 or 5) to fire. Finally, RA PN 4 directly excites a neuron in the brainstem.
Figure 16: Example assignments for each RA PN in RA, to effect particular values of the driving forces for song. Within each of the four identical RA structures, each of three RA PNs - in exciting a particular brainstem neuron - codes for a particular order.

As an example, we take the left-most RA structure in Figure 6 (and 7), which projects to rostral nXIIts. As described in Results, HVC_{RA} PN 3 and 4 excite RA interneuron 0 so that the only active RA PN is RA 4. RA 4 directly excites a neuron in rostral nXIIIs (Appendix A, Figure 15, bottom panel). We now say: the activation of that particular neuron in rostral nXIIIs incites the order: “Effect Tension Value 1”.\(^\text{19}\)

The complete - and rather arbitrarily-chosen - downstream assignments are shown in Figure 16. Then Figure 17 shows explicit examples of the type of acoustic structure that may be effected via the first, second, and third HVC_{RA} bursts during song. That is: the three-paneled Figure 17 is a three-frame movie, where HVC_{RA} PN 3, HVC_{RA} PN 4, and HVC_{RA} PN 5 burst in turn. Within each frame, black arrows indicate the four specific RA interneurons excited by the HVC_{RA} PN in black at top left. The bold colorings indicate which RA PN is then permitted to burst during that interval. Those colorings correspond to the order at bottom whose font is enlarged and bold.

The frames in Figure 17 go as follows. The first time bin of Syllable 1 (that is: the firing of HVC_{RA} PN 3) orders: labial tension value \(T_1, f_0 = 0\), air sac pressure value \(P_1\), and no inspiration. The translation to song is: “Preventing phonation (adducting the syrinx), effect \(T_1\) and \(P_2\), and do not inhale.”

The second time bin of Syllable 1 (the firing of HVC_{RA} PN 4) orders: labial tension value \(T_1, f_0 = 0\), air sac pressure value \(P_2\), and no inspiration. The translation is: “Phonate at tension \(T_1\) and pressure \(P_2\), and do not inhale.”

The third time bin of Syllable 1 (the firing of HVC_{RA} PN 5) orders: labial tension \(T = 0, f_0 = 0\), air sac pressure \(P = 0\), and inspiration is activated. The translation is: “Stop phonating, inhale, and command the initiation of the subsequent syllable”.

These three stages may be compared directly to the stages described in Laje et al. (2002). Finally, in this four-syllable model the three stages repeat three times, where each set of orders corresponds to the firing of one HVC_{RA} neuron - for a total of 12 song “segments”.

---

\(^{18}\) In a larger-scale model, the second command to PAm could be made to contact both the PAM population locked to respiration and the population communicating to Uva, while the third command would recruit only the former population.

\(^{19}\) We are agnostic regarding whether the order is encoded in the synapse between RA PN 4 and the brainstem neuron, or between the brainstem neuron and the ventral syringeal muscle vS.
Figure 17: A three-frame movie illustrating examples of the first three time-bins of a motif - controlled by a burst from $HVC_{RA}$ PN 3, $HVC_{RA}$ PN 4, and $HVC_{RA}$ PN 5, respectively. In each frame, black arrows indicate the four particular RA interneurons excited by the $HVC_{RA}$ PN in black at top left. Then the bold colorings indicate which RA PN is permitted to burst during that interval. Those colorings correspond to the order at bottom whose font is enlarged and bold.
B. Translating the driving forces into an example spectrogram

Extensive modeling has been done of the syrinx and vocal tract, and of the role that the syrinx plays in creating the spectral content of sound (Gardner et al. 2001, Sitt et al. 2008, Amador & Mindlin 2008, Riede & Goller 2010, Fee et al. 1998, Elemans et al. 2008, Mindlin 2017a, Mindlin 2017b, Beckers et al. 2003, Jensen et al. 2007). To create the spectrogram depicted at top in Figure 8, we employed an existing model for the displacement of the labia from resting location (Equation 3. Perl et al. (2011) then added to this basic model a tract and Helmholtz oscillator to represent the trachea and oropharyngeal cavity, respectively. This model was used by Amador et al. (2013) to create synthetic sounds that were recognized as BOS playback by HVC of awake birds. Now, our model driving forces were not derived formally, and for that reason we considered it excessive to filter the air sac pressure through a biophysically realistic vocal tract in order to produce a spectrogram. To produce the spectrogram of Figure 8, then, we took the Fourier transform of \( x(t)P(t) \), which roughly corresponds to the output acoustic pressure wave (Perl et al. 2011).

IX. Appendix C: Complete equations of motion and parameter values

A. Ion channel gating variables

The gating variables \( U_i(t) = [n_{f,i}(t), n_{s,i}(t)] \), which govern the fast and slow potassium current, respectively, satisfy:

\[
\frac{dU_i(t)}{dt} = \left( U_\infty(V_i(t)) - U_i(t) \right)/\tau_U;
\]

\[
U_\infty(V_i) = 0.5[1 + \tanh((V_i - \theta_{U,i})/\sigma_{U,i})]
\]

The gating variable for \( I_{NaP}, m_{inf,i} \), is treated as instantaneous: \( 0.5[1 + \tanh((V_i - \theta_{m,i})/\sigma_{m,i})] \).

B. Synapse gating variables

The synapse gating variables \( s_{ij} \), for the synapse entering cell \( i \) from cell \( j \), evolve as:

\[
\frac{ds_{ij}(t)}{dt} = \alpha(T_{max}(t), V_j(t))\left[1 - s_{ij}(t)\right] - \beta s_{ij}(t),
\]

where \( \alpha \) is taken to be a function of the maximum neurotransmitter concentration \( T_{max}(t) \):

\[
\alpha(T_{max}(t), V_j(t)) = \frac{T_{max}/T_0}{1 + \exp(-(V_j(t) - V_P)/K_P)}.
\]

For the examples in which \( T_{max} \) was held static (in order to demonstrate the robustness of the firings between HVC, RA, and brainstem), \( T_{max} \) for all connections was held at a value of 2 mMol. To create the raster plot of Figure 8, the \( g_{ij}-T_{max} \) relation of Armstrong & Abarbanel (2016) was invoked. Within that framework, the inhibitory-to-inhibitory strengths during active mode are of order 1.0 \( \mu \)Siemen; see Armstrong & Abarbanel; (2016) for details and for the specific form of \( T_{max}(t) \).

C. Cellular parameters

HVC

The four FSUs are identical and receive a background injected current of 7.88 nA (nano-Amperes). Table 1 lists the cellular parameters.
| Quantity | Cell 0 | Cell 1 | Cell 2 | Cell 3 | Cell 4 | Cell 5 | [unit] |
|----------|--------|--------|--------|--------|--------|--------|--------|
| $g_L$    | 8.     | 8.     | 8.     | 8.     | 8.     | 8.     | [µS]   |
| $g_{Na}$ | 20.    | 20.    | 20.    | 20.    | 20.    | 20.    | [µS]   |
| $g_{K,s}$| 9.     | 9.     | 9.     | 9.     | 9.     | 9.     | [µS]   |
| $g_{K,f}$| 4.95   | 4.93   | 4.94   | 4.92   | 4.935  | 4.942  | [µS]   |
| $E_L$    | -80.07 | -80.06 | -80.07 | -80.05 | -80.06 | -80.06 | [mV]   |
| $E_{Na}$ | 60.    | 60.    | 60.    | 60.    | 60.    | 60.    | [mV]   |
| $E_K$    | -90.   | -90.   | -90.   | -90.   | -90.   | -90.   | [mV]   |
| $\theta_m$ | -20. | -20. | -20. | -20. | -20. | -20. | [mV] |
| $\sigma_{m}$ | 30. | 30. | 30. | 30. | 30. | 30. | [mV] |
| $\theta_{n,f}$ | -25. | -25. | -25. | -25. | -25. | -25. | [mV] |
| $\sigma_{n,f}$ | 10. | 10. | 10. | 10. | 10. | 10. | [mV] |
| $t_{n,f}$ | 0.152 | 0.152 | 0.152 | 0.152 | 0.152 | 0.152 | [ms] |
| $\theta_{n,s}$ | -20. | -20. | -20. | -20. | -20. | -20. | [mV] |
| $\sigma_{n,s}$ | 5. | 5. | 5. | 5. | 5. | 5. | [mV] |
| $t_{n,s}$ | -20. | -20. | -20. | -20. | -20. | -20. | [ms] |
| $C$      | 1.     | 1.     | 1.     | 1.     | 1.     | 1.     | [µF]   |

Table 1: Parameter values for six cells in an FHU of HVC. All four FHUs in the model presented in this paper are identical in terms of these values. Units: mV, millivolts; ms, milliseconds; µF, micro-Farads; µS, micro-Siemens.

**RA**

The four six-neuron structures in RA are identical, and each receives a background current of 7.81 nA (99 percent the value of background current injected to HVC). The cellular parameters for the RA structures are identical to those listed above for an FHU in HVC, except that the leak reversal potentials $E_L$ for the interneurons (Cells 0, 1, and 2) are: -85.0 mV, rather than -80.0 mV for the excitatory PNs.

**Brainstem**

The cellular parameters for each of the four brainstem neurons are identical to those of RA PN 5 (and hence also HVC$_{RA}$ PN 5).

| Cell | 0 | 1 | 2 | 3 | 4 | 5 |
|------|---|---|---|---|---|---|
| 0    | 0. | -83. | -83.3 | 0. | 0. | 0. |
| 1    | -82.7 | 0. | -82.5 | 0. | 0. | 0. |
| 2    | -83.2 | -82.9 | 0. | 0. | 0. | 0. |
| 3    | -83.0 | -83.0 | -83.0 | 0. | 0. | 0. |
| 4    | -83.0 | -83.0 | -83.0 | 0. | 0. | 0. |
| 5    | -83.0 | -83.0 | -83.0 | 0. | 0. | 0. |

Table 2: Synaptic reversal potentials $E_{ij}$, for the synapse entering cell i from cell j. Units: mV.

### D. Synapse parameters

The parameters $E_{ij}, \alpha_{ij},$ and $\beta_{ij}$, for each six-cell structure in both HVC and RA, are listed in Tables 2, 3, and 4, respectively.

| Cell | 0 | 1 | 2 | 3 | 4 | 5 |
|------|---|---|---|---|---|---|
| 0    | 0. | 0.18 | 0.181 | 0.38 | 0.38 | 0.38 |
| 1    | 0.182 | 0. | 0.179 | 0.38 | 0.38 | 0.38 |
| 2    | 0.178 | 0.183 | 0. | 0.38 | 0.38 | 0.38 |
| 3    | 0.18 | 0.18 | 0.18 | 0.38 | 0.38 | 0.38 |
| 4    | 0.18 | 0.18 | 0.18 | 0.38 | 0.38 | 0.38 |
| 5    | 0.18 | 0.18 | 0.18 | 0.38 | 0.38 | 0.38 |

Table 3: Parameters $\alpha_{ij}$, for the synapse entering cell i from cell j. Units: mMol$^{-1}$ms$^{-1}$.

| Cell | 0 | 1 | 2 | 3 | 4 | 5 |
|------|---|---|---|---|---|---|
| 0    | 0. | 0.18 | 0.181 | 0.38 | 0.38 | 0.38 |
| 1    | 0.182 | 0. | 0.179 | 0.38 | 0.38 | 0.38 |
| 2    | 0.178 | 0.183 | 0. | 0.38 | 0.38 | 0.38 |
| 3    | 0.18 | 0.18 | 0.18 | 0.38 | 0.38 | 0.38 |
| 4    | 0.18 | 0.18 | 0.18 | 0.38 | 0.38 | 0.38 |
| 5    | 0.18 | 0.18 | 0.18 | 0.38 | 0.38 | 0.38 |

Table 4: Parameters $\beta_{ij}$, for the synapse entering cell i from cell j. Units: ms$^{-1}$.

For the connections between RA and brainstem neurons, the values of $E_{ij}, \alpha_{ij},$ and $\beta_{ij}$ were taken for an excitatory-to-excitatory connection. We arbitrarily chose the values for a synapse entering cell 3 from cell 5.

**For an HVC FHU during active mode**

For the $g_{ij}$-$T_{max}$ relation governing the inhibitory-to-inhibitory connections (among Cells 0, 1, and 2), the parameters $V_p$ and $K_p$ are:
| Cell | 0   | 1   | 2   | [unit] |
|------|-----|-----|-----|--------|
| \(V_p\) | 2.0 | 2.01| 2.03| [mV]   |
| \(K_p\) | 5.0 | 5.01| 4.8 | [mV]   |

For all other connections: \(V_p = 2.0 \text{ mV}; K_p = 5.0 \text{ mV}; T_{max} = 2.0 \text{ mM}\).

*Strengths of static synaptic connections*

In HVC: the excitatory-to-inhibitory, and inhibitory-to-excitatory synapse strengths are: 1.0 and 2.5 \(\mu\text{S}\), respectively. In RA: within each of the four RA structures (of Figure 5), the inhibitory-to-excitatory connections - which are critical for the model operation - are 10.0 \(\mu\text{S}\). For cross-connectivity from HVC-to-RA and from RA-to-brainstem: the synapse strengths are 10 \(\mu\text{S}\).