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Abstract

Linear discriminant analysis (LDA) is a well-known method for multiclass classification and dimensionality reduction. However, in general, ordinary LDA does not achieve high prediction accuracy when observations in some classes are difficult to be classified. This study proposes a novel cluster-based LDA method that significantly improves the prediction accuracy. We adopt hierarchical clustering, and the dissimilarity measure of two clusters is defined by the cross-validation (CV) value. Therefore, clusters are constructed such that the misclassification error rate is minimized. Our approach involves a heavy computational load because the CV value must be computed at each step of the hierarchical clustering algorithm. To address this issue, we develop a regression formulation for LDA and construct an efficient algorithm that computes an approximate value of the CV. The performance of the proposed method is investigated by applying it to both artificial and real datasets. Our proposed method provides high prediction accuracy with fast computation from both numerical and theoretical viewpoints.
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1 Introduction

Linear discriminant analysis (LDA) is a well-known technique for multiclass classification problems based on the covariance structure of each class (Fisher, 1936; Rao, 1948; Fukunaga, 2013). Furthermore, it is a dimension reduction tool for understanding the positional relationship among multiple classes in high-dimensional data. The implementation of LDA is easy because it results in a generalized eigenvalue problem. Various extensions of LDA have been proposed in the literature. For example, LDA can be extended to nonlinear analysis by...
Figure 1: Two-dimensional projections of data points obtained by (a) LDA and (b) the dendrogram of Ward’s hierarchical clustering for the mean value of each class.

Kernel method (Fisher discriminant analysis; Mika et al., 1999; Baudat and Anouar, 2000). Sparse multiclass LDA (Clemmensen et al., 2011; Shao et al., 2011; Witten and Tibshirani, 2011b; Safo and Ahn, 2016) is a useful technique for interpreting the classification results for high-dimensional data. Wu et al. (2017) introduced a hybrid version of LDA and deep neural networks, and applied it to person re-identification.

In practice, observations in some classes are often easy to be classified, whereas those in other classes are difficult to be classified. Figure 1(a) shows 2D projections of 36-dimensional data points obtained by LDA of mouse consomic strain data (Takada et al., 2008). The number of classes is 30. Most species are similar; however, some species have different characteristics. For example, classification of an input whose label is either “MSM” or “B6-11MSM” seems easy. Meanwhile, inputs with other labels may be difficult to classify correctly; the data points in similar classes are not sufficiently separated in the two-dimensional space. Therefore, ordinary LDA may lead to a high misclassification error rate.

To address this issue, one can adopt the following two-stage procedure. In the first stage, we calculate a representative point in each class (e.g., mean value) and apply standard cluster analysis (Ward’s method, k-means clustering, etc.) to the representative points. In the second stage, we separately apply LDA to each cluster. With the two-stage procedure, each cluster has different classification boundaries, leading to more flexible boundaries compared to ordinary LDA. Thus, the misclassification error rate can be reduced. Figure 1(b) shows the dendrogram of Ward’s method for the mean vectors of the classes for the mouse consomic data. The result suggests that three clusters can be constructed: “MSM”, “B5-11MSM”, and “other 28 classes”.

Thus, one can create the following classification rule: when a new input is observed, we may first classify one of these three clusters. If the input is classified into “other 28 classes”, we classify one of the 28 classes. A similar two-stage procedure based on linear and nonlinear discriminant functions has been proposed by Huang and Su (2013).

However, improvement of the prediction accuracy is not guaranteed with ordinary clustering algorithms, such as Ward’s method. In general, cluster analysis and classification problem have different purposes; cluster analysis is used to find collections of classes on the basis of the similarity of two classes (e.g., Euclidean distance and Mahalanobis distance), whereas LDA is conducted to construct the classification rule. Combining two different methods does not usually guarantee minimization of the overall error rate (e.g., Yamamoto and Terada, 2014; Kawano et al., 2015, 2018). Therefore, it is crucial to develop a clustering technique that aims to minimize the error rate.

In this study, we propose a novel cluster-based LDA method to minimize the misclassification error rate. We adopt hierarchical clustering to construct clusters of classes. A crucial aspect is how to determine the clusters. Ordinary hierarchical clustering merges clusters on the basis of a dissimilarity measure between two clusters. However, the dissimilarity measure does not aim to decrease the error rate. This study uses the leave-one-out cross-validation (CV) value because it is an unbiased estimator of the misclassification error rate (Lachenbruch, 1967). The CV value is computed for the following two-stage classification rule. In the first stage, we adopt LDA to create a classification rule that allocates the input to some cluster of classes. In the second stage, we again apply LDA to each cluster. The clusters are constructed such that the CV error is minimized.

The proposed approach involves a heavy computational load because the CV value must be computed at each step of the hierarchical clustering algorithm. Therefore, it is necessary to construct an efficient algorithm to compute the CV value. One can develop a regression formulation and use an efficient algorithm for ridge regression (see, e.g., Konishi and Kitanaga, 2008). Cawley and Talbot (2003) introduced an efficient algorithm using a regression formulation given by Xu et al. (2001); however, their method can be applied to only two-class LDA. Ye (2007) proposed a multivariate regression formulation for multiclass LDA; however, his method can be used only when the number of dimensions of the projected spaces, say $D$, is fixed. In other words, we cannot select the value of $D$. In practice, an analyst often needs to determine $D$ for interpretation purposes (e.g., $D = 2$ for visualization). Moreover, the prediction accuracy is strongly dependent on $D$. Thus, Ye’s (2007) approach is limited. In this study, we develop a novel regression formulation for multiclass classification in which a user
can determine $D$. Accordingly, we derive an efficient algorithm that computes an approximate CV value. A theoretical justification for the approximation is also presented.

Monte Carlo simulation is conducted to investigate the performance of the proposed procedure. The usefulness of the proposed procedure is illustrated through the analysis of mouse consomic strain data. We provide an R package `hclda` for implementing our algorithm; it is available at https://github.com/keihirose/hclda.

The remainder of this article is organized as follows. Section 2 briefly reviews multiclass LDA. Section 3 formulates the proposed algorithm on the basis of a two-stage procedure with LDA. Section 4 derives an efficient algorithm for computing the CV value in multiclass LDA. Section 5 discusses the effectiveness of our procedure on the basis of Monte Carlo simulation. Section 6 presents real data analysis. Finally, Section 7 concludes the paper. Some technical proofs are deferred to the appendices.

### 2 Linear discriminant analysis

Suppose that we have $n$ observations $\{(y_i, \mathbf{x}_i) \mid i = 1, \ldots, n\}$ with respect to class labels $y_i \in \{1, \ldots, J\}$ and predictor vectors $\mathbf{x}_i = (x_{i1}, \ldots, x_{ip})^T$, where $J$ is the number of classes and $\mathbf{A}^T$ denotes the transpose of $\mathbf{A}$. Let $\mathcal{G} = \{G_1, \ldots, G_J\}$, where $G_j$ is the subset of $\{\mathbf{x}_1, \ldots, \mathbf{x}_n\}$ that belongs to the $j$th class; when $y_i = j$, we have $\mathbf{x}_i \in G_j$.

Let $\bar{\mathbf{x}}_j$ be the sample mean vector in class $j$ and $\bar{\mathbf{x}}$ be the sample mean vector:

$$\bar{\mathbf{x}}_j = \frac{1}{n_j} \sum_{i : y_i = j} \mathbf{x}_i,$$

$$\bar{\mathbf{x}} = \frac{1}{n} \sum_{j = 1}^J n_j \bar{\mathbf{x}}_j,$$

where $n_j$ is the number of observations in class $j$. Let $\mathbf{S}_B$ be the between-class covariance matrix and $\mathbf{S}_W$ be the within-class covariance matrix:

$$\mathbf{S}_B = \frac{1}{n} \sum_{j = 1}^J n_j (\bar{\mathbf{x}}_j - \bar{\mathbf{x}})(\bar{\mathbf{x}}_j - \bar{\mathbf{x}})^T,$$

$$\mathbf{S}_W = \frac{1}{n} \sum_{j = 1}^J \sum_{i : y_i = j} (\mathbf{x}_i - \bar{\mathbf{x}}_j)(\mathbf{x}_i - \bar{\mathbf{x}}_j)^T.$$

Through LDA, a $p$-dimensional predictor $\mathbf{x}$ is transformed into a $D$-dimensional space ($D < \min(J - 1, p)$) by linear transformation matrix $\mathbf{A}$, which is obtained by maximizing the ratio of the between-class covariance matrix and the within-class covariance matrix:

$$\hat{T} = \arg\max_{\mathbf{T} \in \mathbb{R}^{p \times D}} \text{tr}\left[(\mathbf{T}^T \mathbf{S}_W \mathbf{T})^{-1} (\mathbf{T}^T \mathbf{S}_B \mathbf{T})\right] \text{ subject to } \mathbf{T}^T \mathbf{S}_W \mathbf{T} = \mathbf{I}_D. \quad (1)$$
The optimization problem given by Eq. (1) results in a generalized eigenvalue problem; the $d$-th column of $\hat{T}$ ($d = 1, \ldots, D$) is given by the eigenvector corresponding to the $d$-th largest eigenvalue of matrix $S_w^{-1}S_B$.

The minimum eigenvalue of $S_w$ is often small when $p$ is large. Indeed, the inverse matrix of $S_w$ does not exist when $p > n$. In such cases, one can use the ridge penalization $S_{W,\delta} := S_w + \frac{\delta}{n}I$, where $\delta \geq 0$ is a regularization parameter. The optimization problem is then expressed as

$$\hat{T}_\delta = \arg\max_{T \in \mathbb{R}^{p \times D}} \text{tr}[(T^T S_{W,\delta} T)^{-1}(T^T S_B T)] \text{ subject to } T^T S_{W,\delta} T = I_D.$$ 

Now, we consider a multiclass classification problem. Given $x \in \mathbb{R}^p$, the $p$-dimensional observation $x$ is transformed as $z := \hat{T}_\delta^T x$. The class of $x$, say $G(x)$, is assigned using a Euclidean distance in the transformed space (Witten and Tibshirani, 2011a):

$$G(x) = \arg\min_{j \in \{1, \ldots, J\}} (z - \bar{z}_j)^T (z - \bar{z}_j),$$

where $\bar{z}_j = \hat{T}_\delta \bar{x}_j$.

### 3 Proposed method

As described in the Introduction, observations in some classes are easy to be classified whereas those in others are difficult to be classified. To address this issue, we define a set of classes whose observations may not be easy to be classified with ordinary LDA. We refer to a set of classes as metaclasses. Suppose that we have a set of $m$ metaclasses, $M_m = \{C_1, \ldots, C_m\}$, where each $C_i$ ($i = 1, \ldots, m$) is a metaclass. The metaclasses satisfy $C_i \subset G$ ($i = 1, \ldots, m$), $C_i \cap C_j = \phi$ ($i \neq j$) and $\cup_{i=1}^m C_i = \{G_1, \ldots, G_J\}$.

On the basis of the metaclasses, we conduct two-stage LDA for given input $x$. First, we perform LDA to allocate input $x$ to $C_1, \cdots, C_m$. Suppose that $x$ is allocated to $C_i$. If $C_i$ consists of one class, i.e., $C_i = \{G_j\}$ for some $j$, $x$ is allocated to $G_j$. If $C_i$ consists of more than one class, expressed as $C_i = \{G_{i_1}, \ldots, G_{i_p}\}$, we perform LDA on the metaclass $C_i$ to allocate input $x$ to $G_{i_1}, \ldots, G_{i_p}$. The two-stage algorithm is summarized in Algorithm 1.

The two-stage algorithm is implemented once a set of metaclasses $M = \{C_1, \ldots, C_m\}$ is determined. To determine the metaclasses, we conduct hierarchical cluster analysis as follows. The initial value of the metaclasses is $M_J = \{C_1, \ldots, C_J\}$ and $C_j = \{G_j\}$ ($j = 1, \ldots, J$). At each step, we combine two metaclasses $C_j$ and $C_k$ such that the CV value is minimized. The details of the CV will be presented in Section 4; the definition is given by Eq. (3). The algorithm is summarized in Algorithm 2.
Algorithm 1 Two-stage LDA of a set of metaclasses $\mathcal{M}$

1: Input: $\mathbf{x}$
2: Suppose that $\mathcal{M} = \{C_1, ..., C_m\}$.
3: Perform LDA on $\mathcal{M}$ to predict the class of $\mathbf{x}$. Suppose that $\mathbf{x}$ is allocated to $C_j$.
4: if $C_j$ includes more than one class then
5: Perform LDA on $C_j$ and allocate $\mathbf{x}$ to a class of $C_j$
6: else
7: Allocate $\mathbf{x}$ to $C_j$
8: end if

Algorithm 2 Hierarchical LDA. The details of two-stage LDA are provided in Algorithm 1.

1: Let $C_0^j = G_j$ ($j = 1, \cdots, J$). Define a set of metaclasses as $\mathcal{M}^{(0)} = \{C_1^{(0)}, ..., C_J^{(0)}\}$.
2: for $t = 0$ to $J - 2$ do
3: for all pairs of $C_j$ and $C_k$ in $\mathcal{M}^{(t)}$ do
4: Create a new cluster $C_{(j,k)}^{(t)} \leftarrow C_j^{(t)} \cup C_k^{(t)}$
5: $\mathcal{A}_{(j,k)}^{(t)} \leftarrow \{\mathcal{M}^{(t)}, C_{(j,k)}^{(t)}\}\{C_j^{(t)}, C_k^{(t)}\}$
6: Perform CV in two-stage LDA based on a set of metaclasses $\mathcal{A}_{(j,k)}^{(t)}$, and obtain the CV value $\text{CV}(j, k)$
7: end for
8: Find an index $(j_0, k_0)$ whose CV value $\text{CV}(j_0, k_0)$ is minimized.
9: $C_{(j_0,k_0)}^{(t)} \leftarrow C_{j_0}^{(t)} \cup C_{k_0}^{(t)}$
10: $\mathcal{M}^{(t+1)} \leftarrow \{\mathcal{M}^{(t)}, C\}\{C_{j_0}^{(t)}, C_{k_0}^{(t)}\}$
11: Denote the metaclass as $\mathcal{M}^{(t+1)} = \{C_1^{(t+1)}, ..., C_{K-t}^{(t+1)}\}$
12: end for
4 Efficient algorithm for CV of LDA

CV is adopted to construct the metaclasses. Typically, 5- or 10-fold CV is used in classification problems. However, in practice, it would be unstable when $n_j$ is small, as shown in the case of the mouse consomic data. Thus, we adopt leave-one-out CV.

To implement CV, we compute the $D$ largest eigenvalues and eigenvectors of $(S_{W,\delta})^{-1/2} S_{B}^{-1} (S_{W,\delta})^{-1/2}$, say $(\lambda_d^{(i)}, s_d^{(i,-)})$ ($d = 1, \ldots, D$; $i = 1, \ldots, n$), where $S_{B}^{-1}$ and $S_{W,\delta}^{-1}$ are the between-class covariance and within-class covariance matrices constructed by $\{x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n\}$, respectively. Let $(t_{d,\delta}^{(-i)}) = (S_{W,\delta}^{-1})^{-1/2} s_d^{(-i)}$ ($d = 1, \ldots, D$), and let $T_{\delta}^{(-i)} = (t_{1,\delta}^{(-i)}, \ldots, t_{D,\delta}^{(-i)})$. The $p$-dimensional input of the test data, $x_i$, is then transformed as $z_i^{(-i)} = (T_{\delta}^{(-i)})^T x_i$. We estimate the class of $x_i$, say $G^{(-i)}(x_i)$, as follows:

$$G^{(-i)}(x_i) = \arg\min_{j \in \{1, \ldots, J\}} \left(z_i^{(-i)} - \bar{z}_j^{(-i)}\right)^T \left(z_i^{(-i)} - \bar{z}_j^{(-i)}\right),$$

(2)

where $z_j^{(-i)} = T_{\delta}^{(-i)} x_j^{(-i)}$ with $x_j^{(-i)} = \frac{1}{n_j^{(-i)}} \sum_{k: y_k = j, k \neq i} x_k$. Here,

$$n_j^{(-i)} = \begin{cases} n_j - 1 & (y_i = j) \\ n_j & (y_i \neq j) \end{cases}.$$

The CV value is calculated as

$$CV = \frac{1}{n} \sum_{i=1}^{n} I[y_i \neq G^{(-i)}(x_i)],$$

(3)

where $I(\cdot)$ is an indicator function.

Our hierarchical LDA algorithm needs at least $O(J^2)$ operations of CV; hence, it becomes slow when $J$ is large. Leave-one-out CV needs the eigenvalue and eigenvectors of $(S_{W,\delta}^{(-i)})^{-1/2} S_{B}^{(-i)} (S_{W,\delta}^{(-i)})^{-1/2}$ for $i = 1, \ldots, n$, which involves a heavy computational load for large $p$. Therefore, an efficient algorithm for computing CV is required. In this section, we present an efficient algorithm by extending CV to two-class LDA described in Cawley and Talbot (2003).

4.1 Least-squares formulation

We consider the problem of ridge regression as follows:

$$\arg\min_{\beta_0, \beta} \{\|y - \beta_0 1_n - X \beta\|^2 + \delta \|\beta\|^2\}$$

(4)

where $y = (y_1, \ldots, y_g)$ is a response vector, $1_n$ is an $n$-dimensional vector whose elements are 1, $\beta_0$ is an intercept, $X = (x_1, \ldots, x_n)^T$ is a design matrix, $\beta$ is a regression coefficient vector, and $\delta \geq 0$ is a regularization parameter.
The response vector \( y \) corresponds to the output of the classification problem. For example, in the two-class classification problem (i.e., \( J = 2 \)), we may use \( y_1 = \frac{1}{n_1}1_{n_1} \) and \( y_2 = -\frac{1}{n_2}1_{n_2} \) (Cawley and Talbot, 2003). With these response vectors, the estimate of the regression coefficient vector \( \hat{\beta} \) is parallel to the eigenvector of \( S_{W,\delta}^{-1/2}S_BS_{W,\delta}^{-1/2} \).

However, to the best of our knowledge, the construction of \( y \) for multiclass LDA has not been investigated thus far. To show how the response vector \( y \) is constructed, first, we define \( \lambda_d \) and \( s_d \) as the \( d \)th largest eigenvalue and the corresponding eigenvector of \( S_{W,\delta}^{-1/2}W,\delta S_{W,\delta}^{-1/2} \), respectively. The response vectors \( y_j (j = 1, \ldots, J) \) are determined such that the ridge estimate of \( \beta \) is parallel to \( S_{W,\delta}^{-1/2}s_d \).

Because the responses and regression coefficients depend on \( d \), we denote the responses and coefficients as \( y_d = (y_{1d}^T, \ldots, y_{Jd}^T), \beta_{0d}, \) and \( \beta_d \). The normal equation based on Eq. (4) is then expressed as

\[
\begin{pmatrix}
\left( n \sum_{j=1}^{J} 1_{n_j}^T X_j \right) \\
\left( \sum_{j=1}^{J} X_j^T 1_{n_j} \right)
\end{pmatrix}
\begin{pmatrix}
\beta_{0d} \\
\beta_d
\end{pmatrix}
= \begin{pmatrix}
y_{1d}^T \\
\vdots \\
y_{Jd}^T
\end{pmatrix}.
\tag{5}
\]

We define the response vectors \( y_{jd} (j = 1, \ldots, J; \ d = 1, \ldots, D) \) as

\[
y_{jd} = \xi_{jd}1_{n_j}, \quad \xi_{jd} = \frac{1}{\lambda_d} (\bar{x}_j - \bar{x})^T S_{W,\delta}^{-1/2}s_d.
\tag{6}
\]

Then, we get the following proposition:

**Proposition 4.1.** The right-hand side of Eq. (5) is calculated as

\[
\begin{align*}
\sum_{j=1}^{J} 1_{n_j}^T y_{jd} &= 0, \\
\sum_{j=1}^{J} X_j^T y_{jd} &= nS_{W,\delta}^{1/2}s_d.
\end{align*}
\]

**Proof.** The proof is given in Appendix A. \( \square \)

With Proposition 4.1, Eq. (5) is expressed as

\[
\begin{align*}
n\beta_{0d} + \sum_{j=1}^{J} n_j \bar{x}_j^T \beta_d &= 0, \\
\sum_{j=1}^{J} n_j \bar{x}_j \beta_{0d} + \left( \sum_{j=1}^{J} X_j^T X_j + \delta I_p \right) \beta_d &= nS_{W,\delta}^{1/2}s_d.
\end{align*}
\tag{7}
\tag{8}
\]

We have the following theorem:
Theorem 4.1. Let $\hat{\beta}_d$ be the solution of $\beta_d$, i.e., $\hat{\beta}_d$ is a regression coefficient that satisfies Eqs. (7) and (8). Let $\hat{t}_{d,\delta}$ be the $d$th column vector of $\hat{T}_\delta$. Then, we obtain

$$\hat{\beta}_d = \frac{1}{1 + \lambda_d} S_{W,\delta}^{-1/2} s_d = \frac{1}{1 + \lambda_d} \hat{t}_{d,\delta}. $$

The estimate of regression coefficient vector $\hat{\beta}_d$ is parallel to the transformation vector of multiclass LDA, $\hat{t}_{d,\delta}$.

Proof. The proof is given in Appendix B.

The normal equation, Eq. (5), is expressed as

$$ (\tilde{X}^\top \tilde{X} + \Delta) \alpha_d = \tilde{X}^\top y_d, $$

where $\tilde{X} = (1_n, X)$, $\Delta = \text{diag}(0, \delta I_D)$, $\alpha_d = (\beta_{0d}, \beta_d^\top)^\top (d = 1, \ldots, D)$, and $y_d = (y_{1d}^\top, \ldots, y_{jd}^\top)^\top$. The estimator of $\alpha_d$ is then expressed as

$$ \hat{\alpha}_d = (\tilde{X}^\top \tilde{X} + \Delta)^{-1} \tilde{X}^\top y_d. $$

Given input $x \in \mathbb{R}^p$, denoting $\tilde{x} = (1, x^\top)^\top$ and using Eq. (7), we have the following relationship:

$$ \tilde{x}^\top \hat{\alpha}_d = \beta_{0d} + x^\top \hat{\beta}_d = \frac{1}{1 + \lambda_d} (x - \bar{x})^\top \hat{t}_{d,\delta}. \quad (9) $$

Therefore, the transformed vector $\hat{T}_\delta x$ is expressed as $(I_D + \Lambda_D) \hat{A} \tilde{x}$, where $\hat{A} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_D)^\top$ and $\Lambda_D = \text{diag}(\lambda_1, \ldots, \lambda_D)$.

4.2 Construction of an efficient algorithm

We consider the problem of CV with the regression formulation in Eq. (5). We remove the $i$th observation from $\tilde{X}$ and $y_d$, and construct an $(n - 1) \times (p + 1)$ matrix $\tilde{X}^{(-i)} = (\tilde{x}_1, \ldots, \tilde{x}_{i-1}, \tilde{x}_{i+1}, \ldots, \tilde{x}_n)^\top$ and

$$ y_d^{(-i)} := \frac{1}{n(j)} \sum_{k=1}^J y_{kj}^{(-i)} \frac{1}{\delta_{ji}} (\tilde{x}_j^{(-i)} - \tilde{x}_i^{(-i)})^\top (S_{W,\delta}^{-1/2} s_d^{(-i)}). $$

The ridge estimate based on $\tilde{X}^{(-i)}$ and $y_d^{(-i)}$ is expressed as

$$ \hat{\alpha}_d^{(-i)} = \left\{ (\tilde{X}^{(-i)}^\top \tilde{X}^{(-i)} + \Delta)^{-1} \right\} (\tilde{X}^{(-i)}^\top y_d^{(-i)}). $$

Based on the regression coefficient vector $\hat{\alpha}_d^{(-i)}$ and from Eq. (9), the transformed value for the $d$th dimension is

$$ z_d - \bar{z}_d = (1 + \lambda_d^{(-i)}) (\tilde{x}_i - \tilde{x}_i^{(-i)})^\top \hat{\alpha}_d^{(-i)}. $$
From Eq. (2), the class for the $i$th observation ($i = 1, \ldots, n$) is

$$G^{(-i)}(x_i) = \arg\min_{j \in \{1, \ldots, J\}} \left\{ \sum_{d=1}^{D} (1 + \lambda_d^{(-i)})^2 \left\{ (\tilde{x}_i - \tilde{x}_j^{(-i)})^T \tilde{\alpha}_d^{(-i)} \right\}^2 \right\}. \quad (10)$$

The problem with using Eq. (10) is that $\alpha_d^{(-i)}$ and $\lambda_d^{(-i)}$ require eigenvalues and eigenvectors of $(S_{W_d}^{(-i)})^{-1/2} S^{(-i)}_B^{(-i)} (S_{W_d}^{(-i)})^{-1/2}$, which involves $O(p^3)$ operations. Therefore, direct calculation of both $(\tilde{x}_i - \tilde{x}_j)^T \alpha_d^{(-i)}$ and $\lambda_d^{(-i)}$ involves a heavy computational load when $p$ is large. To address these issues, we use $(n-1)$-dimensional vector $y_d^{(-i)} = (y_{1d}, \ldots, y_{(i-1)d}, y_{(i+1)d}, \ldots, y_{nd})^T$ instead of $y_d^{(-i)}$. Section 4.3 presents the theoretical justification for using $y_d^{(-i)}$. The ridge estimate based on $X^{(-i)}$ and $y_d^{(-i)}$ is now defined as

$$\hat{\alpha}_d^{(-i)} = \left\{ (\tilde{X}^{(-i)})^T \tilde{X}^{(-i)} + \Delta \right\}^{-1} (\tilde{X}^{(-i)})^T y_d^{(-i)}. \quad (11)$$

Furthermore, the approximation of $\lambda_d^{(-i)}$, say $\lambda_d^{(s(-i))}$, is defined as

$$\lambda_d^{(s(-i))} = \left\{ \frac{1}{n-1} \sum_{k \neq i} (\hat{x}_k^T \hat{\alpha}_d^{(s(-i))})^2 + \delta \hat{\beta}_d^{(s(-i))T} \hat{\beta}_d^{(s(-i))} \right\}^{-1} - 1, \quad (i = 1, \ldots, n). \quad (12)$$

The definition of $\lambda_d^{(s(-i))}$ in Eq. (12) is derived from the following relationship between $X$ and $\lambda_d$:

**Lemma 4.1.** The following equation holds:

$$\frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i^T \hat{\alpha}_d)^2 + \delta \hat{\beta}_d^T \hat{\beta}_d = \frac{1}{1 + \lambda_d}. \quad (13)$$

**Proof.** The proof is presented in Appendix D.

Based on the approximations given by Eqs. (11) and (12), the class allocation is now defined as

$$G^{(s(-i))}(x_i) = \arg\min_{j \in \{1, \ldots, J\}} \left\{ \sum_{d=1}^{D} (1 + \lambda_d^{(s(-i))})^2 \left\{ (\hat{x}_i - \hat{x}_j)^T \hat{\alpha}_d^{(s(-i))} \right\}^2 \right\}. \quad (14)$$

### 4.2.1 Efficient computation of $G^{(s(-i))}(x_i)$.

Direct computation of $G^{(s(-i))}(x_i)$ requires $O(p^3)$ operations ($i = 1, \ldots, n$) because we need to compute the inverse matrix $\left\{ (\tilde{X}^{(-i)})^T \tilde{X}^{(-i)} + \Delta \right\}^{-1}$ to obtain $\hat{\alpha}_d^{(s(-i))}$. However, the following theorem leads to efficient computation of $(\tilde{x}_i - \tilde{x}_j)^T \hat{\alpha}_d^{(s(-i))}$.

**Theorem 4.2.** Given input vector $\tilde{x} = (1, x^T)^T$, we have

$$\hat{\alpha}_d^{(s(-i))} = \hat{\alpha}_d^* + \hat{y}_{id} - \frac{y_{id}}{1 - h_{ii}} c_i, \quad (15)$$

$$\tilde{x}^T \hat{\alpha}_d^{(s(-i))} = \sum_{k=1}^{n} y_{kd} h_k + \frac{(\hat{y}_{id} - y_{id}) h_{i}}{1 - h_{ii}}, \quad (16)$$
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where \( c_i = (\tilde{X}^T \tilde{X} + \Delta)^{-1} \tilde{x}_i \), \( h_k = \tilde{x}_k^T (\tilde{X}^T \tilde{X} + \Delta)^{-1} \tilde{x}_k \), \( h_{ik} = \tilde{x}_i^T (\tilde{X}^T \tilde{X} + \Delta)^{-1} \tilde{x}_k \), and \( \hat{y}_{id} = \sum_{k=1}^{n} h_{ik} y_{kd} \).

Proof. The proof is presented in Appendix C.

Theorem 4.2 implies that we do not need to compute \( \left\{ (\tilde{X}^{(-i)})^T \tilde{X}^{(-i)} + \Delta \right\}^{-1} \) \((i = 1, \ldots, n)\) to obtain \( \tilde{x}_i^T \hat{\alpha}^{s(-i)}_d \); we only need to calculate \((\tilde{X}^T \tilde{X} + \Delta)^{-1} \). Because \((\tilde{X}^T \tilde{X} + \Delta)^{-1} \) does not depend on \( i \), it can be computed before CV is conducted.

Using Theorem 4.2, we have

\[
\tilde{x}_i^T \hat{\alpha}^{s(-i)}_d = \frac{\hat{y}_{id} - y_{i1} h_{ii}}{1 - h_{ii}}, \tag{17}
\]

\[
\hat{\alpha}^{s(-i)}_d = \frac{1}{n_j^{(-i)}} \sum_{k: y_{ik} = j, k \neq i} \hat{y}_{kd} + \frac{\hat{y}_{id} - y_{i1} h_{ii}}{1 - h_{ii}} \left( \frac{1}{n_j^{(-i)}} \sum_{k: y_{ik} = j, k \neq i} h_{ki} \right), \tag{18}
\]

\[
\sum_{k \neq i} (\tilde{x}_k^T \hat{\alpha}^{s(-i)}_d)^2 = \sum_{k \neq i} \left( \sum_{r=1}^{n} y_{rd} h_{kr} + \frac{\hat{y}_{id} - y_{i1} h_{ki}}{1 - h_{ii}} \right)^2 
= \sum_{k \neq i} \hat{y}_{kd}^2 + 2a_i \sum_{k \neq i} \hat{y}_{kd} h_{ki} + a_i^2 \sum_{k \neq i} h_{ki}^2, \tag{19}
\]

where \( c_i = (\tilde{X}^T \tilde{X} + \Delta)^{-1} \tilde{x}_i \) and \( a_i = \frac{\hat{y}_{id} - y_{i1}}{1 - h_{ii}} \). These values are required to compute \( G^{s(-i)}(x_i) \).

Using the above-mentioned formulae is far more efficient than direct computation of \( \left\{ (\tilde{X}^{(-i)})^T \tilde{X}^{(-i)} + \Delta \right\}^{-1} \) because it requires only \( O(n) \) operations once \( \hat{y} \) and \( H \) are computed.

Algorithm 3 summarizes our efficient algorithm for CV of multiclass LDA.

### 4.3 Theoretical justification

Algorithm 3 is not exactly equivalent to CV in LDA because we use \( y^{s(-i)}_j \) and \( \lambda^{s(-i)}_d \) instead of \( y_j \) and \( \lambda_d \), respectively. Thus, the class allocations \( G^{s(-i)}(x_i) \) and \( G^{(-i)}(x_i) \) can be different. However, \( G^{s(-i)}(x_j) \) and \( G^{(-i)}(x_i) \) are shown to be asymptotically equivalent. We consider asymptotics where the number of observations for each class is sufficiently large while the number of classes is fixed.

**Assumption 4.1.** Consider the case where \( n_j / n \rightarrow c_j \in (0, \infty) \) as \( n \rightarrow \infty \) \((j = 1, \ldots, J)\). We assume that \( \tilde{x}_j \xrightarrow{a.s.} \mu_j \) and \( \sum_{i : y_{i} = j} x_i x_i^T / n_j \xrightarrow{a.s.} A_j \) \((j = 1, \ldots, J)\).

Under Assumption 4.1, we obtain the following proposition.

**Proposition 4.2.** Under Assumption 4.1, we have

\[
\xi_{jd} \xrightarrow{a.s.} \xi_{0,jd}, \tag{20}
\]

\[
(1 + \lambda^{-i}_d)^2 \left\{ (\tilde{x}_i - \tilde{x}_j^{(-i)})^T \hat{\alpha}^{s(-i)}_d \right\}^2 - (1 + \lambda^{s(-i)}_d)^2 \left\{ (\tilde{x}_i - \tilde{x}_j^{(-i)})^T \hat{\alpha}^{s(-i)}_d \right\}^2 \xrightarrow{a.s.} 0. \tag{21}
\]
Algorithm 3 Efficient algorithm for CV of LDA

1: Calculate $S_{W,\delta}^{-1/2} S_{B} S_{W,\delta}^{-1/2}$, and then obtain the $D$ largest eigenvalues and the corresponding eigenvectors, say $\lambda_d$ and $s_d$ ($d = 1, \ldots, D$).

2: Calculate $H = (h_{ij}) = X (X^T X + \Delta)^{-1} X^T$.

3: for $d = 1$ to $D$ do

4: Calculate the response vector $y_d = (y_{1d}, \ldots, y_{Jd})^T$ as follows:

$$y_{jd} = \xi_{jd} 1_{n_j}, \quad \xi_{jd} = \frac{1}{\lambda_d} (\bar{x}_j - \bar{x})^T S_{W,\delta}^{-1/2} s_d \quad (j = 1, \ldots, J)$$

5: Calculate $\hat{y}_d = H y_d$.

6: end for

7: for $i = 1$ to $n$ do

8: for $d = 1$ to $D$ do

9: Compute $\hat{x}_i^T \hat{\alpha}_d^{*(-i)}$, $\bar{x}_j^T \hat{\alpha}_d^{*(-i)}$, $\sum_{k \neq i} (\hat{x}_k^T \hat{\alpha}_d^{*(-i)})^2$, and $\hat{\beta}_d^{*(-i)^T} \hat{\beta}_d^{*(-i)}$ by Eqs. (15) and (17)–(19), and obtain $\left(1 + \lambda_d^{*(-i)} \right)^2 \left\{ (x_i - \bar{x}_j)^T \hat{\alpha}_d^{*(-i)} \right\}^2$.

10: end for

11: Allocate $x_i$ to class $G^{*(-i)}(x_i)$ using Eq. (14).

12: end for

13: Calculate the CV value as follows:

$$CV = \frac{1}{n} \sum_{i=1}^{n} I \left[ y_i \neq G^{(-i)}(x_i) \right].$$
Here, $\xi_{0,d}$ is a constant value.

Proof. The proof is presented in Appendix E. \qed

Since $y_{jd} = \xi_{jd}1_{n_j}$ as in Eq. (6), Eq. (20) implies that $y_{jd}^{(-i)}$ and $y_{jd}^{(-i)}$ are asymptotically equivalent. Furthermore, Eq. (21) suggests that $y_{jd}^{(-i)}$ and $y_{jd}^{(-i)}$ asymptotically provide the same class allocation for an observation $x_i$ because the class allocation rule is provided by Eq. (14). Therefore, it would be reasonable to perform CV using $y_{jd}^{(-i)}$ instead of $y_{jd}^{(-i)}$.

In Section 5.4, we investigate the numerical performance of CV. Our results show that the approximation works well when $n$ is large.

5 Numerical experiments with artificial data

5.1 Data generation

In the numerical experiment, the label of the $i$th observation, $y_i$, is generated according to a multinomial distribution with probability $P(y_i = j) = 1/J$ ($i = 1, \ldots, n$; $j = 1, \ldots, J$). We then define the mean vector of each cluster, say $\mu_j$ ($j = 1, \ldots, J$). Given label $y_i$, the $i$th predictor vector is generated from

$$x_i \sim N_p(\mu_{y_i}, I_p), \quad (i = 1, \ldots, n).$$

Here, two simulation models are considered as follows.

Model 1 We set $J = 9$, $p = 2$, and $n = 200$. The mean vectors $\mu_j$ ($j = 1, \ldots, 9$) are defined as

$$\mu_j = 5 \left( \left\lfloor \frac{j - 1}{3} \right\rfloor - 1, \quad j - 2 - 3 \left\lfloor \frac{j - 1}{3} \right\rfloor \right)^T.$$

Figure 2(a) shows the data points generated from Model 1. Each class is well separated from the others; thus, ordinary LDA is expected to perform well when $D = 2$. We investigate whether our method, HLDA, performs well even when the clusters are not necessarily required for classification.

Model 2 Let $c_j$ ($j = 1, \ldots, J$) be

$$c_j = \begin{cases} 1_p & (j = 1, \ldots, 10), \\ 10 \cdot 1_p & (j = 11, \ldots, 20), \\ -10 \cdot 1_p & (j = 21, \ldots, 30), \end{cases}$$
and the mean vectors \( \mu_j (j = 1, \ldots, J) \) are generated from

\[
\mu_j \sim N_p(c_j, 10 \cdot I_p).
\]

Therefore, the mean vector belongs to one of the three clusters of the centers: \( 1_p, 10 \cdot 1_p, \) and \(-10 \cdot 1_p\). Here, we set \( J = 30, p = 20, \) and \( n = 600, \) except for Section 5.4, in which the performance of our fast CV is investigated.

The 2D projection of the data points is shown in Figure 2(b). In this case, ordinary LDA may not perform well for \( D = 2 \) because of the difficulty in classification within a cluster. We expect HLDA to perform better than LDA.

We employ R 4.0.2 to implement our algorithm. The RCPP package is used for fast computation. The OpenBLAS library is used for matrix computation. For implementation, we use Amazon Web Services (AWS) with Intel Xeon Platinum 8175 processors (3.1 GHz), 32 vCPUs, 128 GB memory, and CentOS 7. Throughout the experiments, the ridge parameter is \( \delta = 10^{-5}. \)

5.2 Illustration of our method

With our HLDA algorithm, the number of clusters is determined by the number of steps of the hierarchical clustering algorithm, \( t; \) the number of clusters is \( J - t. \) Note that HLDA is equivalent to LDA when \( t = 0 \) and \( t = J - 1. \)
We first apply the HLDA algorithm to the dataset shown in Figure 2. Figure 3 shows the CV error as a function of \( t (t = 0, \ldots, J - 1) \). The dimension of the projected data, \( D \), is \( D = 1, 2 \) for Model 1 and \( D = 2 \) for Model 2. We note that the projected data points are equivalent to the original data points for Model 1 when \( D = 2 \).

For Model 1, ordinary LDA \((t = 0)\) with \( D = 1 \) does not perform well because any one-dimensional projection causes a high CV error rate. However, HLDA results in high accuracy when \( t \geq 1 \); the clustering considerably improves the error rate. Meanwhile, when \( D = 2 \), LDA performs well because the linear classification boundaries are easily constructed without clustering; therefore, the cluster analysis does not always decrease the CV error rate. Indeed, CV selects \( t = 0 \), which is identical to the ordinary LDA classification rule. Thus, HLDA selects an appropriate classification rule even if clustering is not required. For Model 2, our HLDA algorithm significantly decreases the CV error rate when \( t \geq 1 \), which suggests that clustering improves the prediction accuracy considerably. The number of clusters should be relatively large to ensure a sufficiently low CV error rate.

### 5.3 Prediction accuracy

We compare the prediction accuracies of three methods: LDA, HLDA, and Ward’s hierarchical clustering. The training set with \( n \) observations is generated, and the classification rules for the three above-mentioned methods are then constructed. The test data with \( n \) observations are generated from the same distribution as the training set, and the error rate is computed. This procedure is repeated 100 times.

Figure 4 shows the error rates for 100 simulated datasets as a function of \( D \), the dimension of the projected space. The error bar represents one standardization error. For each \( D \), the
number of clusters of HLDA is determined such that the CV value is minimized. The number of clusters of Ward’s method is the same as that selected by HLDA.

For Model 1, HLDA performs much better than existing methods when $D = 1$. Therefore, our clustering method significantly improves the accuracy. When $D = 2$, LDA is expected to perform well, as shown in Figure 2(a). Indeed, LDA achieves good accuracy when $D = 2$. Nevertheless, HLDA and LDA provide nearly identical performances; HLDA may perform well even if clustering is not required. Ward’s method performs well but is slightly worse than LDA and HLDA.

For Model 2, HLDA performs much better than existing methods, especially when $D \leq 3$. When $D = 4$, LDA performs well but is outperformed by HLDA. We observe that the error rates become nearly 0% within only a few steps of the HLDA algorithm when $D = 4$.

Figure 5 depicts the clustering results of the dataset shown in Figure 2(b). The number of clusters is 3 (i.e., $t = 27$) because we assume three clusters of mean vectors in Model 2. We remark that the 2D plots are depicted by 1 out of 100 datasets, and we observe similar tendencies for most of the datasets. The results show that HLDA produces different clusters compared to Ward’s method. In particular, HLDA often creates a cluster whose classes are separated, whereas Ward’s method cannot produce such a cluster. The error rates of HLDA and Ward’s method are 4.83% and 7.17%, respectively; thus, HLDA achieves higher accuracy than Ward’s method.
Figure 5: Comparison of clustering results obtained by (a) HLDA and (b) Ward’s method for Model 2. The 2D projection is performed by LDA. The number of clusters is 3 (i.e., \( t = 27 \)), and the clusters are labeled as “A”, “B”, and “C.”

5.4 Comparison of CV computation

We discuss the numerical investigation of our fast CV computation, described in Section 4. In particular, we focus on the comparison of the computational timings and the accuracy of fast CV.

5.4.1 Comparison of computational timings

For the timing comparison, the datasets are generated from Model 2 described in Section 5.1 with various dimensions: \( p = 20, 50, 100, 200, 500, 1000 \). The number of observations, \( n \), is \( n = 6000 \). We employ the fast and ordinary CV algorithms and compare their computational timings over 10 runs.

Figure 6(a) shows the computational timings of the fast and ordinary CV algorithms. The error bar represents the maximum and minimum values over 10 runs. The results show that our CV is generally faster than ordinary CV. In particular, the difference between the timings of these two CV methods increases with \( p \); therefore, our algorithm is efficient for high-dimensional data. The difference is caused by the fact that ordinary CV requires the computation of eigenvalues and eigenvectors of a \( p \times p \) matrix for each observation.
5.4.2 Accuracy of fast CV

The error rates of the two CV algorithms are also compared; these two CV algorithms result in slightly different values owing to some approximations of fast CV computation (see Section 4.2 for the details). Note that the approximation of fast CV is justified for sufficiently large $n$, as described in Section 5.1; thus, we compare the CV values under various sample sizes, $n = 300 \times 2^{k-1} (k = 1, \ldots, 8)$, and examine whether fast CV numerically converges to ordinary CV as $n$ increases. The dimension of the predictor variable is $p = 20$.

Figure 6(b) depicts the error rates of two CV computations. For comparison, we also compute apparent error rates (AER). The error bar represents the maximum and minimum values over 10 runs. The results show that fast CV and AER underestimate true CV value because they use test data for training. Fast CV provides a better approximation of true CV value than AER, especially for small and moderate sample sizes. For example, when $n = 2400$ (i.e., $n_j \approx 80$), the difference between two CV errors is not significant; meanwhile, the AER may not provide a good approximation of true CV. On the other hand, for sufficient large $n$, three error rates have almost identical values.

6 Real data analysis

We apply our method to mouse consomic strain data (Takada et al., 2008). The mouse consomic strain is obtained by replacing a part of a chromosome of strain B6 with the MSM mouse’s corresponding chromosome. There are 30 classes ($J = 30$) and 36 features ($p =$
(a) Error rates as a function of the number of steps of the clustering algorithm, $t$, when $D = 2$.

(b) Error rates of HLDA, Ward’s method, and ordinary LDA as a function of the dimension of the projected space, $D$.

Figure 7: Error rates of real data analysis.

36), including body weight, body length, total cholesterol, and total protein. The number of observations is 372; each class consists of 12 observations, on average.

The 2D data projection by LDA has already been shown in Figure 1(a), suggesting that cluster analysis may improve the accuracy. Figure 7(a) shows the error rate as a function of the number of steps of our algorithm, $t$, when $D = 2$. The results show that our HLDA achieves higher accuracy than LDA for any $t$. With an appropriate value of $t$, HLDA achieves an improvement of nearly 20% in the error rate compared to LDA. A similar tendency is found in the Monte Carlo simulation result for Model 2, as shown in Figure 3(c).

The error rate as a function of $D$ is shown in Figure 7(b). The results imply that HLDA outperforms existing methods for any $D$. Ward’s method performs worse than LDA, which suggests that it cannot achieve higher prediction accuracy than LDA for this dataset.

Figure 8 shows the 2D projection of the data points obtained by HLDA. The number of clusters is $J = 3$ for ease of interpretation of the clustering result. The second cluster consists of only 20 observations with two classes, MSM and B6-9MSM; these two classes are separable with one dimension because $p = 36 (> 20)$. In particular, as shown in Figure 1(b), MSM, which belongs to the second cluster, is far from the other classes. Thus, the classification boundaries in the first and third clusters are not affected by MSM, allowing for reduction of the misclassification error rate. Indeed, the CV values of HLDA and LDA are 63% and 78%, respectively, when $D = 2$ and $J = 3$. 
7 Conclusion

We considered a multiclass classification problem based on dimensionality reduction. In particular, we mainly dealt with a dataset that consists of a relatively large number of classes; for example, in real data analysis, we analyzed consomic strain data consisting of 30 classes. Through numerical experiments, we showed that our method achieves higher prediction accuracy than ordinary LDA while maintaining its advantages, including visualization.

Our approach is based on hierarchical clustering; therefore, we cannot apply it to a dataset that consists of a massive number of classes (e.g., tens of thousands of classes) owing the prohibitively heavy computational load. As an alternative to hierarchical clustering, non-hierarchical clustering, such as $k$-means clustering or convex clustering (Chen et al., 2015; Donnat and Holmes, 2019), can be applied to large-scale datasets. In the future, it would be interesting to extend our method to a non-hierarchical clustering technique.

Figure 8: 2D plots for two clusters when $J = 3$. 
Appendix

A Proof of Proposition 4.1

Recall that we have considered the following eigenvalue problem:

\[ S_{W,\delta}^{-1/2} S_B S_{W,\delta}^{-1/2} s_d = \lambda_d s_d. \]  \hspace{1cm} (22)

Because \( S_B \) is expressed as

\[ S_B = \frac{1}{2n^2} \sum_{j=1}^{J} \sum_{k \neq j} n_j n_k (\bar{x}_j - \bar{x}_k)(\bar{x}_j - \bar{x}_k)^T, \]

\( s_d \) is written as a linear combination of \( S_{W,\delta}^{-1/2} (\bar{x}_j - \bar{x}_k) \) \((j, k = 1, \ldots, J)\), i.e.,

\[ s_d = \sum_{j=1}^{J} \sum_{k \neq j} \gamma_{jk,d} S_{W,\delta}^{-1/2} (\bar{x}_j - \bar{x}_k), \]

where \( \gamma_{jk,d} \) \((j, k = 1, \ldots, J)\) are scalar. Let \( a_{jk} = S_{W,\delta}^{-1/2} (\bar{x}_j - \bar{x}_k) \). Eq. (22) gives

\[ s_d = \frac{1}{2n^2 \lambda_d} \sum_{j=1}^{J} \sum_{k \neq j} n_j n_k (a_{jk}^T s_d) a_{jk}. \]

Therefore, \( \gamma_{jk,d} \) is expressed as

\[ \gamma_{jk,d} = \frac{1}{2n^2 \lambda_d} n_j n_k (a_{jk}^T s_d). \]

Then, \( s_d \) is written as

\[ s_d = S_{W,\delta}^{-1/2} \sum_{j=1}^{J} \sum_{k \neq j} \gamma_{jk,d} (\bar{x}_j - \bar{x}_k) = S_{W,\delta}^{-1/2} \sum_{j=1}^{J} \sum_{k \neq j} (\gamma_{jk,d} - \gamma_{kj,d}) \bar{x}_j = S_{W,\delta}^{-1/2} \sum_{j=1}^{J} \sum_{k \neq j} (2\gamma_{jk,d}) \bar{x}_j. \]

Here, we denote

\[ \xi_j = \frac{2n}{n_j} \sum_{k \neq j} \gamma_{jk,d} = \frac{1}{n \lambda_d} \sum_{k=1}^{J} n_k (\bar{x}_j - \bar{x}_k)^T S_{W,\delta}^{-1/2} s_d = \frac{1}{\lambda_d} (\bar{x}_j - \bar{x})^T S_{W,\delta}^{-1/2} s_d. \]

Then, we have

\[ s_d = S_{W,\delta}^{-1/2} \sum_{j=1}^{J} \frac{\xi_j}{n} n_j \bar{x}_j. \]  \hspace{1cm} (23)

From Eq. (23) and the fact that \( \sum_{j=1}^{J} n_j \xi_j = 0 \), the proof is complete.
B Proof of Theorem 4.1

From Eq. (7), \( \hat{\beta}_{0d} \) satisfies
\[
\hat{\beta}_{0d} = -\frac{1}{n} \sum_{j=1}^{J} n_j \bar{x}_j^T \hat{\beta}_d
\]  
(24)

Substituting Eq. (24) into Eq. (8) yields
\[
\left( \sum_{j=1}^{J} X_j^T X_j + \delta I_p \right) \hat{\beta}_d - \frac{1}{n} \sum_{j=1}^{J} \sum_{k=1}^{J} n_j n_k \bar{x}_j \bar{x}_k^T \hat{\beta}_d = n S_{W,\delta}^{-1/2} s_d
\]

Since
\[
n S_W = \sum_{j=1}^{J} X_j^T X_j - \sum_{j=1}^{J} n_j \bar{x}_j \bar{x}_j^T,
\]
\[
n S_B = \sum_{j=1}^{J} n_j \bar{x}_j \bar{x}_j^T - \frac{1}{n} \sum_{j=1}^{J} \sum_{k=1}^{J} n_j n_k \bar{x}_j \bar{x}_k^T,
\]
we have
\[
(S_{W,\delta} + S_B) \hat{\beta}_d = S_{W,\delta}^{1/2} s_d.
\]

A simple calculation gives us
\[
(I + S_{W,\delta}^{-1/2} S_B S_{W,\delta}^{-1/2}) S_{W,\delta}^{1/2} \hat{\beta}_d = s_d.
\]  
(25)

Meanwhile, from Eq. (22), \( s_d \) is expressed as
\[
s_d = \frac{1}{1 + \lambda_d} \left( I + S_{W,\delta}^{-1/2} S_B S_{W,\delta}^{-1/2} \right) s_d.
\]  
(26)

Substituting Eq. (26) into Eq. (25) yields
\[
(I + S_{W,\delta}^{-1/2} S_B S_{W,\delta}^{-1/2}) S_{W,\delta}^{1/2} \left( \hat{\beta}_d - \frac{1}{1 + \lambda_d} S_{W,\delta}^{-1/2} s_d \right) = 0.
\]

Because the inverse matrix of \( I + S_{W,\delta}^{-1/2} S_B S_{W,\delta}^{-1/2} \) always exists, the proof is complete.

C Proof of Theorem 4.2

Let \( C = \tilde{X}^T \tilde{X} + \Delta \) and \( C^{(-i)} = (\tilde{X}^{(-i)})^T \tilde{X}^{(-i)} + \Delta \). Because \( C = C^{(-i)} + x_i \bar{x}_i^T \), the inverse of \( C^{(-i)} \) is calculated using Woodbury’s formula (e.g., Harville, 2008):
\[
(C^{(-i)})^{-1} = C^{-1} + \frac{C^{-1} \bar{x}_i \bar{x}_i^T C^{-1}}{1 - \bar{x}_i^T C^{-1} \bar{x}_i}.
\]  
(27)
Substituting Eq. (27) into Eq. (11) yields

\[ \hat{\alpha}_d^{*(-i)} = \left( C^{-1} + \frac{C^{-1} \hat{x}_i \hat{x}_i^T C^{-1}}{1 - h_{ii}} \right) (\hat{X}^T y_d - y_{id} \hat{x}_i) \]

\[ = \hat{\alpha}_d^{*} - y_{id} c_i + \frac{\hat{y}_{id} c_i - y_{id} h_{ii} c_i}{1 - h_{ii}} \]

\[ = \hat{\alpha}_d^{*} + \frac{\hat{y}_{id} - y_{id}}{1 - h_{ii}} c_i, \]

where \( c_i = C^{-1} \hat{x}_i \). Therefore, Eq. (15) holds. Eq. (16) immediately holds using Eq. (15).

### D Proof of Lemma 4.1

From Eq. (9), we have

\[ \frac{1}{n} \sum_{i=1}^{n} (\hat{x}_i^T \hat{\alpha}_d)^2 + \delta \beta_d^T \beta_d = \frac{1}{(1 + \lambda_d)} t_{d, \delta}^T \left\{ \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^T + \delta I \right\} t_{d, \delta} \]

\[ = \frac{1}{(1 + \lambda_d)} t_{d, \delta}^T (S_{W, \delta} + B_d) t_{d, \delta} \]

\[ = \frac{1}{(1 + \lambda_d)} s_d^T (I + S_{W, \delta}^{-1/2} S_B S_{W, \delta}^{-1/2}) s_d \]

\[ = \frac{1}{(1 + \lambda_d)^2} (1 + \lambda_d) \]

\[ = \frac{1}{1 + \lambda_d}. \]

The proof is complete.

### E Proof of Proposition 4.2

It is sufficient to show that \( \xi_{jd} \) converges almost surely to some constant value because \( y_{jd} = \xi_{jd} 1_{n_j} \). Under Assumption 4.1, \( S_{B, \delta} \) and \( S_{W, \delta} \) converge almost surely to some constant matrices, say \( \Sigma_{B, \delta} \) and \( \Sigma_{W, \delta} \), respectively. Let \( (\lambda_{0,d}, s_{0,d}) \) be the \( d \)th largest eigenvalue and eigenvectors of \( \Sigma_{W, \delta}^{-1/2} \Sigma_{B, \delta} \Sigma_{W, \delta}^{-1/2} \), respectively. Since \( \xi_{jd} \) in Eq. (6) is expressed as

\[ \xi_{jd} = \frac{1}{n \lambda_d} \sum_{k=1}^{J} n_k (\bar{x}_j - \bar{x}_k)^T S_{W, \delta}^{-1/2} s_d = \frac{1}{\lambda_d} (\bar{x}_j - \bar{x})^T S_{W, \delta}^{-1/2} s_d \quad (j = 1, \ldots, J), \]

we have

\[ \xi_{jd} \overset{a.s.}{\rightarrow} \xi_{0,jd} := \frac{1}{\lambda_{0,d}} \left( \mu_j - \sum_{j=1}^{J} c_j \mu_j \right)^T \Sigma_{W, \delta}^{-1/2} s_{0,d} \quad (j = 1, \ldots, J). \]
Thus, Eq. (20) holds. It is also shown that the estimators $\hat{\alpha}_d^{(-i)}$ and $\hat{\alpha}_d^{* (-i)}$ converge to the same vector:

$$\hat{\alpha}_d^{(-i)} \overset{a.s.}{\longrightarrow} \alpha_d, \quad \hat{\alpha}_d^{* (-i)} \overset{a.s.}{\longrightarrow} \alpha_d, \quad \alpha_d := \left( \sum_{j} A_j \right)^{-1} \sum_{j=1}^{J} \xi_{0,jd} \mu_j. \quad (28)$$

Eq. (13) implies that

$$\alpha_d^T \left( \sum_{j=1}^{J} c_j A_j - \mu_j \mu_j^T \right) \alpha_d + \delta \beta_d^T \beta_d = \frac{1}{1 + \lambda_{0,d}}. \quad (29)$$

Combining Eqs. (28) and (29), $\lambda_d^{* (-i)}$ defined in Eq. (12) converges to the true eigenvalue, i.e.,

$$\lambda_d^{* (-i)} \overset{a.s.}{\longrightarrow} \lambda_{0,d}.$$

The proof is complete using the continuous mapping theorem.
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