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abstract

We prove a Green–Tao type theorem for multiplicative functions.
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1. Introduction

The purpose of this paper is to establish an asymptotic result for correlations of complex-valued multiplicative functions. More precisely, if $h_1, \ldots, h_r : \mathbb{N} \to \mathbb{C}$ are multiplicative functions that belong to a class $\mathcal{F}$ that will be introduced soon (see Section 1.1), then we wish to asymptotically evaluate expressions of the form

$$\sum_{n \in \mathbb{Z} \cap N^R} h_1(\varphi_1(n)) \cdots h_r(\varphi_r(n)), \quad (N \to \infty), \quad (1.1)$$

where $s \geq 2$, where $\mathcal{R} \subset \mathbb{R}^s$ is a fixed bounded convex subset that defines the family $N^\mathcal{R} = \{N \mathbf{x} \in \mathbb{R}^s : \mathbf{x} \in \mathcal{R}\}$ of homogeneously expanding regions, and where $\varphi_1, \ldots, \varphi_r \in \mathbb{Z}[u_1, \ldots, u_s]$ are fixed linear polynomials in $s \geq 2$ variables with the property that the non-constant parts of any two of these polynomials are pairwise linearly independent.

There has been extensive work on establishing upper bounds on expressions of the form (1.1), both for linear polynomials and for polynomials of higher degree. In [8], Erdős obtained a correct-order upper bound on the sum $\sum_{n \leq N} d(P(n))$, where $d$ denotes the divisor function and $P$ an irreducible polynomial. Wolke [33] extended Erdős’s approach from [8] to all non-negative multiplicative functions $h$ that satisfy $h(p^k) \leq C_1 k^{C_2}$ at all prime powers $p^k$ and with fixed constants $C_1$ and $C_2$. In the case of linear polynomials, Shiu [31] extended this work to all
non-negative multiplicative functions satisfying the bound \( h(p^k) \leq A^k \) at all prime powers as well as \( h(n) \ll \varepsilon n^\varepsilon \) for all \( n \in \mathbb{N} \) and \( \varepsilon > 0 \). Nair [29] extended Shiú’s result in two directions, allowing now polynomials of higher degree with integer coefficients and non-zero discriminant as well as sub-multiplicative functions, that is, to functions \( h \) satisfying \( h(mn) \leq h(m)h(n) \) whenever \( \gcd(m, n) = 1 \). Nair’s work was further generalised by Nair and Tenenbaum [30] who replace the sub-multiplicative function \( h \) of one variable by any non-negative functions \( F \) of \( r \geq 1 \) variables which satisfies the following sub-multiplicativity-type condition:

\[
F(m_1, \ldots, m_r n_r) \leq \min(A^\Omega(m), Bm^\varepsilon)F(n_1, \ldots, n_r), \quad (m = m_1 \ldots m_r),
\]

for all \( r \)-tuples \( m, n \in \mathbb{N}^r \) such that \( \gcd(m_i, n_i) = 1 \) for \( 1 \leq i \leq r \). The problem that Nair and Tenenbaum [30] study is that of establishing upper bounds for sums of the form \( \sum_{x \leq n \leq x+y} F(|P_1(n)|, \ldots, |P_r(n)|) \) for polynomials \( P_i \in \mathbb{Z}[X] \) such that \( P = \prod_{1 \leq i \leq r} P_i \) has no fixed prime factor. Nair and Tenenbaum’s result covers the particular case where \( F \) is given by \( F(m_1, \ldots, m_r) = h_1(m_1) \ldots h_r(m_r) \) for multiplicative functions \( h_i \). This case corresponds to the setting of (1.1). In unpublished work, Daniel [5] established a Nair–Tenenbaum result with bounds that are uniform in the discriminant of \( P \). Finally, Daniel’s work has been improved on and extended by Henriot in [17].

Asymptotic results on expressions of the form (1.1) are known in many special cases: Green and Tao [14] establish such results for the Möbius function \( \mu \). Using the machinery from [13, 14], the author proved asymptotic results for the divisor function \( d \) in [26] and, in [25, 27], for the function \( r \) counting representations by sums of two squares (and generalisations thereof to representations by binary quadratic forms). Lachand [21] considers the characteristic function of \( x^{1/a} \)-smooth numbers.

The problem of improving upper bounds or even asymptotics for (1.1) in the case where \( s = 1 \) is significantly harder and includes the famous open problem of finding the correct asymptotic behaviour of \( D_h(N) = \sum_{n \leq N} d(n)d(n+h) \) as a function of \( h \). When averaging over \( h \in \{1, \ldots, H\} \) with \( H = N \), this question takes the form (1.1) with \( s = 2 \). Browning [3] showed that the average \( \sum_{h \leq H} D_h(N) \) can be asymptotically evaluated for smaller values of \( H \), more precisely for \( H \geq N^{3/4+\varepsilon} \). Using spectral methods, Blomer [2] proves an asymptotic formula for (a smooth version of) \( \sum_{h \leq H} \sum_{n \leq N} a(n)d(n+h)d(n-h) \), where \( H \geq N^{1/3+\varepsilon} \) and where \( a \) is an arbitrary complex-valued arithmetic function. Finally, in work improving on many previous results (see the references in [24]), Matomäki, Radziwiłł and Tao [24] recently proved asymptotic formulae for expressions of the form \( \sum_{X \leq n \leq 2X} f(n)g(n+h) \) valid for almost all \( |h| \leq H \) with \( H \leq X^{1-\varepsilon} \) and where each of \( f \) and \( g \) can be a higher divisor function \( d_k, k \geq 2 \), or the von Mangoldt function

\[ ^1 \text{As the authors point out in [24], their methods do in fact apply to functions } f \text{ and } g \text{ stemming from a larger class of multiplicative functions.} \]
and for arbitrary polynomials $P_1, \ldots, P_r \in \mathbb{Z}[X]$. In [20], Kluhman and Mangerel obtain explicit main and error terms for the asymptotic result from [9].

Our aim here is to leave the pretentious setting and prove a general asymptotic result for (1.1) that applies to unbounded multiplicative functions such as $d$ or $r$, as well as to functions with small mean values. To illustrate the latter goal, let us mention two examples of functions that the result applies to. Firstly, the result applies, yielding a genuine main term, when we let each $h_i$ in (1.1) be a function of the form $h_i : n \mapsto \delta^\omega(n)$, where $\delta \in (0, 1)$ and $\omega(n) = \#\{p : p|n\}$. Such a function $h_i$ has a small mean value in the sense that $N^{-1} \sum_{n \leq N} h_i(n) \asymp (\log N)^{-1+\delta} = o(1)$ and the main term in our result will carry the correct logarithmic factor to capture this behaviour. A second example of an admissible function of small mean is $h_i : n \mapsto b(n)$, where $b$ denotes the characteristic function of sums of two squares. In this case it follows from Landau’s work [22] that $N^{-1} \sum_{n \leq N} h_i(n) \sim (\log N)^{-1/2}$. To handle functions with small mean values, we prove an asymptotic formula with an error term that, instead of being $o(1)$, reflects the order of the mean values $N^{-1} \sum_{n \leq N} |h_i(n)|$ for $1 \leq i \leq r$. This allows us to obtain asymptotic results with genuine main term in, amongst others, the above two examples. We proceed by introducing the precise classes of multiplicative functions our main result will apply to.

1.1. The classes $\mathcal{F}$ and $\mathcal{F}^*$ of multiplicative functions

Throughout this paper we write

$$S_h(x) = \frac{1}{x} \sum_{1 \leq n \leq x} h(n), \quad S_h(x; q, a) = \frac{q}{x} \sum_{1 \leq n \leq x, \ n \equiv a \pmod{q}} h(n)$$

and

$$E_h(x; q) = \frac{1}{\log x \varphi(q)} \prod_{p \leq x, p|q} \left( 1 + \frac{|h(p)|}{p} \right)$$

for any $q, a \in \mathbb{Z}$, $q \neq 0$ and $x \geq 1$. The first two conditions in the following definition should be compared to the conditions appearing in the results by Shiu [31], Nair [29] and Nair–Tenenbaum [30] mentioned in the preceding discussion on upper bounds.

**Definition 1.1.** Let $\mathcal{F}$ denote the class of multiplicative functions $h : \mathbb{N} \to \mathbb{C}$ with the following properties:

1. there exists a constant $H \geq 1$, depending on $h$, such that $|h(p^k)| \leq H^k$ for all primes $p$ and all integers $k \geq 1$;
2. $|h(n)| \leq n^\varepsilon$ for all $n \in \mathbb{N}$ and $\varepsilon > 0$;
3. there exists a positive constant $\alpha_h$, such that

$$\frac{1}{x} \sum_{p \leq x} |h(p)| \log p \geq \alpha_h$$

for all sufficiently large $x$; and

4. $h$ has a stable mean value in arithmetic progressions, that is: For every constant $C > 0$, there exists a function $\varphi = \varphi_C$ with $\varphi(x) \to 0$ as $x \to \infty$ such the estimate

$$S_h(x; q, A) = S_h(x; q, A) + O(\varphi(x)E_h(x; q))$$

holds for all $x \geq 2$ and $x' \in (x(\log x)^{-C}, x)$, and for all progressions $A \pmod{q}$ with $\gcd(q, A) = 1$ and with a modulus $q \in [1, (\log x)^C]$ that is divisible by the primorial $\prod_{p < \log \log x} p$. 
Together with \( \mathcal{F} \), we consider the following slightly larger class \( \mathcal{F}^* \supset \mathcal{F} \) that contains \( n^{it} \)-twists of elements of \( \mathcal{F} \). In other words, condition (iv) only needs to hold for an \( n^{it} \)-twist of \( f \), but not necessarily for \( f \) itself.

**Definition 1.2.** Let \( \mathcal{F}^* \) denote the class of multiplicative functions \( h : \mathbb{N} \to \mathbb{C} \) that satisfy conditions (i)–(iii) of Definition 1.1, as well as the following variant of condition (iv).

(iv)' For every constant \( C > 0 \) there exists a function \( \varphi = \varphi_C : \mathbb{R}_{>0} \to \mathbb{R}_{>0} \) with \( \varphi(x) \to 0 \) as \( x \to \infty \) and, given \( C > 0 \) and \( x > 1 \), there exists \( t_x \in \mathbb{R} \) with \( |t_x| \leq 2 \log x \) such that the function \( h^* = h^*_x : n \mapsto h(n)n^{-it_x} \) satisfies the estimate:

\[
S_{h^*}(x'; q, A) = S_{h^*_x}(x; q, A) + O(\varphi(x)E_{h^*_x}(x; q))
\]

for all \( x' \in (x(\log x)^{-C}, x) \) and all progressions \( A \pmod{q} \) with \( \gcd(q, A) = 1 \) and with a modulus \( q \in [1, (\log x)^C] \) that is divisible by the primorial \( \prod_{p \leq \log \log x} p \).

The classes \( \mathcal{F} \) and \( \mathcal{F}^* \) of functions are closely related to the classes \( \mathcal{F}_H \) and \( \mathcal{F}_{H,n^{it}} \) studied in [28]. Here, we impose the additional assumption (ii) which states that the growth of the function \( h \) is bounded like the growth of the divisor function. Out of the four conditions above, the last one is perhaps the least intuitive one and the one that is most difficult to check in an application. Conditions (iv) and (iv)' have been studied in detail in [28, §4], where we prove several sufficient conditions for them. These ought to be significantly easier to check in many applications as they either only involve the values of \( h \) at primes or only require to bound the correlation of \( h \) with certain Dirichlet characters. To conclude our discussion of the functions classes relevant to this paper let us record some explicit examples of functions satisfying the abstract set of rules defining \( \mathcal{F} \).

**Examples.** Elements of the class \( \mathcal{F} \) include the following functions (cf. [28, §§4.2 and 4.3]):

1. the general divisor functions \( d_k(n) = 1 * \cdots * 1(n) = 1^{*k}(n) \) for \( k \geq 2 \);
2. the function \( \frac{1}{4} r(n) = \frac{1}{2} \# \{(x, y) \in \mathbb{Z}^2 : x^2 + y^2 = n\} \) which, up to the factor \( \frac{1}{4} \), counts representations as a sum of two squares;
3. the characteristic function \( b(n) \) of the set of sums of two squares;
4. the function \( n \mapsto \delta_\omega(n) \) belongs to \( \mathcal{F} \) if \( \delta \in (0, 2) \) and \( \omega(n) = \# \{ p \text{ prime} : p | n \} \);
5. the function \( n \mapsto |\lambda_f(n)| \), where \( \lambda_f(n) \) describes the normalised Fourier coefficients of a primitive holomorphic cusp form.

### 1.2. Main result and underlying method of proof

The main result of this paper (Theorem 2.4) establishes an asymptotic formula for (1.1) under the assumption that \( h_1, \ldots, h_r \) all belong to \( \mathcal{F}^* \). The proof of this result proceeds via Green and Tao’s nilpotent Hardy–Littlewood method (see [13]), which is a method consisting of two main parts. One of them requires us to establish that a ‘W-tricked’ version of any \( h \in \mathcal{F}^* \) is orthogonal to arbitrary nilsequences. The other part amounts to showing that this W-tricked version of \( h \) has a majorant function which is pseudo-random in the sense of [13] and of the ‘correct’ average order in a sense we will specify later. The first task, namely that of finding a suitable W-trick and obtaining non-trivial estimates for the correlation of the W-tricked version of \( h \) and nilsequences, has been established in [28] for all \( h \in \mathcal{F}^* \). The second task, namely the construction of correct-order pseudo-random majorants, will be the main focus of this work. The fact that we are seeking a majorant function for \( h \) means that our work is closely related to the sequel of papers studying upper bounds on expressions of the form (2.3) that were referred to at the very start of this introduction.
1.3. Overview

This paper is organised as follows. In Section 2, we give the precise statements of our main result and an easier special case of it. Section 3 describes a reformulation of the main result in terms of short character sums, allowing one in special cases to deduce local-global principles. As an application, we recover a result of Frantzikinakis–Host [9] concerning the case where in (1.1) all the arithmetic functions $h_1, \ldots, h_r$ are ‘pretentious’. Sections 4 and 5 are concerned with the more technical parts of the proof of the main result: Section 4 (conditionally) proves a ‘$W$-tricked’ version of the main result, in which each of the multiplicative functions $h_j$ from (2.3) is replaced by a function of the form $n \mapsto h_j(W_j n + A_j)$ for a suitable integer $W_j$ and a reduced residue $A_j$ (mod $W_j$). To prove this result, we preliminarly assume the existence of families of pseudo-random majorants for the $W$-tricked functions $n \mapsto h_j(W_j n + A_j)$. In Section 5, we then deduce the main theorem from its just established $W$-tricked version.

Sections 6–10 are independent from all preceding sections, apart from the definitions made in this introduction, and contain the main new input of this paper, namely the construction of the required families of pseudo-random majorants for all ($W$-tricked versions of the) multiplicative functions from $\mathcal{F}^*$. The construction itself takes place in Sections 6–8. Here, the main difficulty lies in establishing suitable majorant functions of the correct average order for bounded multiplicative function, see Section 8. In Section 9 we recall and introduce all relevant concepts around the notion of families of pseudo-random majorants. The task of checking that the constructed majorant functions do indeed give rise to a family of pseudo-random majorants is carried out in Sections 9 and 10.

Section 11, finally, contains the proofs of the results from Section 3, and Section 12 discusses the application of our main result to the arithmetic functions $h_j(n) = |\lambda_{f_j}(n)|$, where $\lambda_{f_j}(n)$ denotes the normalised Fourier coefficients of a primitive holomorphic cusp form $f_j$.

2. Statement of main result

This section contains the precise statement of our main result, which we present subsequently to that of an easier, but important, special case. Let $w : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ be any function such that

$$\frac{\log \log x}{\log \log \log x} < w(x) \leq \log \log x$$

for all sufficiently large $x$, and define $W(x) = \prod_{p \leq w(x)} p$. The asymptotic formula below features an integer multiple $\widetilde{W}(N)$ of $W(N)$ with the property that for each $h_j \in \mathcal{F}^*$ appearing in the statement, the mean value $S_{h_j}(N; q \widetilde{W}(N), A)$ in progressions $A$ (mod $q \widetilde{W}(N)$) shows a certain amount of regularity as $1 \leq q \leq (\log N)^E$ varies over small integers and $A$ varies over reduced residues, that is, $\gcd(A, q \widetilde{W}(N)) = 1$. The type of regularity we require is that $S_{h_j}(N; q \widetilde{W}(N), A) \sim S_{h_j}(N; \widetilde{W}(N), A)$ for $A$ and $q$ as above. The existence of such values of $\widetilde{W}(N)$ was established in [28] and any function of the form $n \mapsto h_j(\widetilde{W}(N)n + A)$ for $A$ with $\gcd(A, \widetilde{W}(N)) = 1$ will be referred to as a $W$-tricked version of $h_j$. By working with such $W$-tricked versions of each $h_j$, one removes the potentially irregular contribution from small primes (that is, primes dividing $\widetilde{W}(N)$), the contribution of which can then be handled separately.

We begin by stating the special case of the main result where $h_1, \ldots, h_r \in \mathcal{F}$. The restriction to $\mathcal{F}$ simplifies the asymptotic formula significantly. This version of the result applies to, amongst others, all the examples mentioned at the end of Section 1.1.

Theorem 2.1. Let $N > 1$ be an integer parameter and let $r, s, L \geq 2$ and $B_0 \geq 0$ be fixed integers. Suppose further that we are given the following data.
(i) Let \( h_1, \ldots, h_r \in \mathcal{F} \) be multiplicative functions and let \( H > 1 \) and \( \alpha > 0 \) be constants such that conditions (i) and (iii) of Definition 1.1 hold with the given value of \( H \) and with \( \alpha_h = \alpha \) for every \( h \in \{ h_1, \ldots, h_r \} \).

(ii) Let \( \psi_1, \ldots, \psi_r \in \mathbb{Z}[X_1, \ldots, X_r] \) be linear forms that are pairwise linearly independent over \( \mathbb{Q} \). Suppose that the coefficients of the \( \psi_j \) are all bounded in absolute value by \( L \). For each value of \( N \), let \( a_1(N), \ldots, a_r(N) \in [-LN(\log N)^{-B_0}, LN(\log N)^{-B_0}] \) be integers and define for each \( j \in \{1, \ldots, r\} \) the linear polynomial \( \varphi_j(n) = \varphi_{j,N}(n) = \psi_j(n) + a_j(N) \).

(iii) Suppose that \( \mathcal{R} \subset [-1,1]^s \) is convex, \( \text{vol}(\mathcal{R}) > 0 \) and that \( 0 < \varphi_j(n) \leq N \) for all \( 1 \leq j \leq r \), all \( n \in N\mathcal{R} \) and all sufficiently large \( N \).

Then, given any \( \varepsilon > 0 \), there are positive constants \( B_1, B_2 = O_{r,s,B_0,\mathcal{R},L,\alpha,\varepsilon}(1) \) and a function \( \widetilde{W} : \mathbb{R}_{>0} \rightarrow \mathbb{N} \), depending on \( h_1, \ldots, h_r \) but not on the information from (ii) and (iii), such that

1. \( \widetilde{W}(x) \) is divisible by \( W(x) = \prod_{p<w(x)} p \) for all \( x > 0 \);
2. \( \widetilde{W} \) satisfies the bound \( \widetilde{W}(x) \leq (\log x)^{B_1} \) for all sufficiently large \( x \); and
3. as \( N \to \infty \), the following asymptotic formula holds uniformly for all \( \varphi_1, \ldots, \varphi_r \) as above and all \( T \in [N(\log N)^{-B_0}, N] \):

\[
\frac{1}{\text{vol}(\mathcal{R})} \sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r h_i(\varphi_i(n)) = \sum_{w_1, \ldots, w_r} \sum_{A_1, \ldots, A_r} \left( \prod_{i=1}^r h_i(w_i) S_{h_i}(N; \widetilde{W}, A_i) \right) \beta_{\varphi}(w_1 A_1, \ldots, w_r A_r) + (\varepsilon + o(1)) \left( \frac{1}{(\log N)^r} \prod_{j=1}^r \prod_{p \leq N} \left( 1 + \frac{|h_i(p)|}{p} \right) \right),
\]  

(2.1)

where \( \widetilde{W} = \widetilde{W}(N) \), \( w = \text{lcm}(w_1, \ldots, w_r) \) and

\[
\beta_{\varphi}(w_1 A_1, \ldots, w_r A_r) = \frac{1}{(w \widetilde{W})^s} \sum_{w \in (\mathbb{Z}/w \mathbb{Z})^s} \prod_{j=1}^r 1_{\varphi_j(w) \equiv w_j A_j (w_j \widetilde{W})},
\]  

(2.2)

Remark 2.2 (On removing \( \varepsilon \)). The dependence on \( \varepsilon \) is an artefact of the generality of the result. In cases where the right-hand side of (2.1) can be reformulated as a closed expression that is independent of \( \widetilde{W} \) and \( B_2 \), this dependence can be removed. Such a reformulation always exists if for each \( j \in \{1, \ldots, r\} \) the set of primitive characters \( \chi \) for which \( x^{-1} | \sum_{n \leq x} h_j(n) \chi(n) | \) is (close to) maximal does not depend on \( x \) as soon as \( x \) is sufficiently large. (This assumption allows one to replace \( S_{h_j}(N, \widetilde{W}, A_j) \) by a short character sum involving a fixed set of characters.) We will describe this set-up in Theorem 3.5.

Remark 2.3 (On the parameter \( T \)). In applications it is often essential that the one can vary the cut-off parameter slightly while preserving the shape of the main term as well as uniformity in the error term. For this reason we introduced a second cut-off parameter \( T \) that is closely related to the value of \( N \) which determines \( \widetilde{W}(N) \).

The full version of our main result extends the class of admissible functions to \( \mathcal{F}^* \). Compared with the statement of Theorem 2.1, part (i) from the assumptions and the asymptotic formula
itself have to be adjusted. In order to simplify the asymptotic formula, we also slightly change the assumptions in part (ii). This leads to

**Theorem 2.4 (Main theorem).** Let $N > 1$ be an integer parameter, let $r, s, L > 2$ and $B_0 \geq 0$ be integers, let $\delta \in (0, 1)$ be a parameter, fix a value of $c \in (0, 1)$ and let $C > 1$ be a constant. Suppose further that we are given the following data.

1. Let $h_1, \ldots, h_r \in \mathcal{F}^*$ be multiplicative functions and let $H > 1$ and $\alpha > 0$ be constants such that conditions (i) and (iii) of Definition 1.1 hold with the given value of $H$ and with $\alpha_h = \alpha$ for every $h \in \{h_1, \ldots, h_r\}$. For every $j \in \{1, \ldots, r\}$, let $t_j = t_{j,N}$, $|t_j| \leq 2\log N$, be such that the function

$$h^*_j : n \mapsto h_j(n)n^{-it_j}$$

has the property described in Definition 1.2 with $x = N$ and the given value of $C$.

2. Let $\psi_1, \ldots, \psi_r \in \mathbb{Z}[X_1, \ldots, X_s]$ be linear forms that are pairwise linearly independent over $\mathbb{Q}$. Suppose that the coefficients of the $\psi_j$ are all bounded by $L$ in absolute value. For each value of $N$, let $a_1(N), \ldots, a_r(N) \in [-N^c, N^c]$ be integers and define the system of linear polynomials $\varphi_j(n) = \psi_j(n) + a_j(N)$, $1 \leq j \leq r$.

3. Suppose that $\mathcal{R} \subset [-1, 1]^s$ is convex, $\text{vol}(\mathcal{R}) > 0$ and that $\varphi_j(n) \in (0, N]$ for all $1 \leq j \leq r$, all $n \in \mathcal{R}$ and all sufficiently large $N$.

Then there are positive constants $B_1, B_2 = O_{r,s,B_0,H,L,\alpha,\delta}(1)$ and a function $\tilde{W} : \mathbb{R}_{>0} \to \mathbb{N}$, depending on $h_1, \ldots, h_r$ but not on the information from (ii) and (iii), such that

1. $\tilde{W}(x)$ is divisible by $W(x) = \prod_{p < w(x)} p$;

2. $\tilde{W}$ satisfies the bound $\tilde{W}(x) \leq (\log x)^{B_1}$ for all $x$; and

3. as $N \to \infty$, the following asymptotic formula holds uniformly for all $\varphi_1, \ldots, \varphi_r$ as above and all $T \in [N(\log N)^{-B_0}, N]$,

$$\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{j=1}^r h_j(N) \left( \frac{1}{\text{vol} \mathcal{R}} \int_{\mathcal{R}} \varphi_1(x)^{it_1} \cdots \varphi_r(x)^{it_r} \, dx \right)$$

$$\times \sum_{w_1, \ldots, w_r} \sum_{p \mid w_i \Rightarrow p \mid \tilde{W}} \sum_{A_1, \ldots, A_r} \left( \prod_{j=1}^r h^*_j(w_j) \left( \frac{\text{vol}(T \cap \mathcal{R})}{\text{vol} \mathcal{R}} \right) \right)$$

$$+ (\kappa(\delta) + o_{N \to \infty}(1)) \left( \frac{1}{(\log N)^r} \prod_{j=1}^r \prod_{p \leq N} \left( 1 + \frac{|h_j(p)|}{p} \right) \right),$$

where $\kappa(\delta) \to 0$ as $\delta \to 0$, and where $\tilde{W} = \tilde{W}(N)$, $w = \text{lcm}(w_1, \ldots, w_r)$ and

$$\beta_{\varphi}(w_1A_1, \ldots, w_rA_r) = \frac{1}{(w\tilde{W})^s} \sum_{v \in \mathbb{Z}/(w\tilde{W})^s} \prod_{j=1}^r 1_{\varphi_j(v) \equiv w_jA_j} (w_j\tilde{W}).$$

The main term in (2.3) can be subsumed in the error term as soon as for one $j \in \{1, \ldots, r\}$ the sequence of functions $h^*_j = h^*_{j,N} : n \mapsto h_j(n)n^{-it_j,N}$ satisfies $|S_{h^*_{j,N}}(N)| = o_{N \to \infty}(S_{h_j}(N))$. 


3. A short character sum version of the main theorem and corollaries

This section describes a reformulation of Theorem 2.4 in terms of short character sums, allowing one in special cases to reinterpret the main term in the asymptotic formula as a product over local factors.

The starting point for such a reformulation lies in the observation that for many multiplicative functions of interest, the asymptotic behaviour of

$$S_h(T; \tilde{W}(N), A) = \frac{\tilde{W}(N)}{\phi(W(N))} \sum_{\chi \equiv \chi_0} \chi(A) \frac{1}{T} \sum_{n \leq T} h(n) \overline{\chi}(n)$$

(3.1)

is determined by only finitely many characters of bounded conductor, allowing for the main term of the asymptotic formula (2.3) to be simplified. Before we consider this problem in general, let us state the special case which assumes that $S_h^r(T; \tilde{W}, A)$ is determined by the trivial character modulo $W$ for each function $h = h_j$ appearing in the correlation.

**Corollary 3.1.** Let $C > 1$ and $h_1, \ldots, h_r$ be as in Theorem 2.4 and assume that, as $N \to \infty$,

$$S_h^r(N; q, A) = \frac{q}{\phi(q)} \frac{1}{N} \sum_{n \leq N} h^*(n) \chi_0(n) + o(E_h(N; q)),$$

for all $h \in \{h_1, \ldots, h_r\}$, all $q \leq (\log N)^C$ with $W(N)|q$, all reduced residues $A$ (mod $q$) and where $\chi_0$ denotes the trivial character modulo $q$. Assuming, in addition, that all the assumptions from Theorem 2.4 hold, we have the following asymptotic formula:

$$\frac{1}{\text{vol } \mathbb{R}} \sum_{n \in \mathbb{Z} \cap [N, N]} \prod_{j=1}^r h_j(\varphi_j(n)) \approx \beta_\infty(N) \prod_{p \leq N} \beta_p + o\left(\frac{1}{(\log N)^r} \prod_{j=1}^r \prod_{p \leq N} \left(1 + \frac{|h_j(p)|}{p}\right)\right),$$

as $N \to \infty$, where

$$\beta_p = \left(\prod_{i=1}^r \sum_{k \geq 0} \frac{|h_i(p^k)|}{p^k}\right)^{-1} \times \prod_{j=1}^r h_j(p^{a_j}) \left(\lim_{m \to \infty} \frac{1}{p^m} \sum_{(2/p^m)^2} \prod_{j=1}^r \left(1 + \frac{p^{a_j} |\varphi_j|}{p} - 1 + \frac{p^{a_j+1} |\varphi_j|}{p}\right)\right)$$

(3.2)

and where

$$\beta_\infty(N) = \frac{N^{t_1 + \cdots + t_r}}{\text{vol } \mathbb{R}} \int_{\mathbb{R}} \varphi_1(x)^{t_1} \cdots \varphi_r(x)^{t_r} \, dx \prod_{j=1}^r S_{h_j}(N).$$

Moreover, we have

$$S_{h_j}(N) \approx \frac{1}{\log N} \prod_{p \leq N} \left(1 + \frac{|h_j(p)|}{p}\right)$$

and

$$\beta_p = \prod_{j=1}^r \left(1 + \frac{|h_j(p)|}{p}\right)^{-1} \left(1 + \frac{h_j(p)}{p}\right) + O_{r,H,L}(p^{-2}).$$

Thus, $\beta_p = 1 + O_{H,r}(p^{-2})$ and $\beta_\infty(N) = \prod_{j=1}^r S_{h_j}(N)$ if all the $h_j$ are non-negative.
As an example of a function for which (3.1) is not determined by \( \chi_0 \) but nonetheless by finitely many characters, we may consider the function \( h(n) = \frac{1}{10} r(n) = 1 \ast \chi_{-1}(n) \), where \( \chi_{-1} \) denotes the non-principal character modulo 4 and where \( r \) is the function that counts representations by sums of two squares.

In situations where (3.1) is determined by only finitely many characters, our main theorem can be reformulated in terms of short character sums, and Theorem 3.5 is such a reformulation. The fact that the character sum can be truncated relies on the following consequence of the repulsion of characters phenomenon described in [1] and refined in [10, 11].

**Proposition 3.2 (Set of characters).** Suppose that \( h : \mathbb{N} \to \mathbb{C} \) is multiplicative and satisfies conditions (i)–(iii) of Definition 1.1. Let \( t \in \mathbb{R} \) and set \( h^* : n \mapsto h(n)n^{-it} \). Let \( H \geq 1 \) and \( \alpha_h > 0 \) be such that parts (i) and (iii) of Definition 1.1 hold, and define a multiplicative function \( h' : \mathbb{N} \to \mathbb{C} \) by setting \( h'(p) = h^*(p)/H \) at primes and \( h'(p^k) = 0 \) if \( k \geq 2 \). Further, let \( \varepsilon = \frac{1}{2} \min(1, \alpha_h/H) \) and define the integer \( k = \lceil \varepsilon^{-2} \rceil \). Let \( C > 0 \) be a parameter, consider for any \( x > 1 \) the set of primitive characters of conductor at most \( (\log x)^C \), and enumerate them as \( \chi_1, \chi_2, \ldots \) in such way that the averages \( \frac{1}{x} \sum_{n \leq x} \chi_i(n)h'(n) \) are in non-increasing order as \( i \) increases. We let \( \mathcal{E}(x, C) := \{ \chi_1, \chi_2, \ldots, \chi_k \} \) denote the set of the first \( k \) characters.

Define for any given value of \( N > 1 \) the set \( \mathcal{E}_N = \bigcup_{1 \leq j \leq k'} \mathcal{E}(N^{1/2}, C) \), where \( k' = \lfloor \log_2 (4H) \rfloor \). If \( \mathcal{E}_N(q) \) denotes the set of characters modulo \( q \) induced from elements of \( \mathcal{E}_N \), then

\[
S_{h^*}(y, q, A) = \frac{q}{\phi(q)} \sum_{\chi \in \mathcal{E}_N(q)} \chi(A) \frac{1}{y} \sum_{n \leq y} h^*(n)\overline{\chi}(n) + o(E_h(N; q)) \tag{3.3}
\]

uniformly for all \( q \leq \left( \frac{1}{2\pi} \log N \right)^C \) with \( q | W(N) \), all reduced residues \( A \mod q \) and \( N^{1/2} \leq y \leq N \).

Moreover, we have \( h \in \mathcal{F}^* \), provided for every \( C > 0 \) there exists a function \( \varphi_C : \mathbb{N} \to \mathbb{R}_{\geq 0} \) with \( \varphi_C(x) \to 0 \) as \( x \to 0 \) such that

\[
\frac{1}{T} \sum_{n \leq T} \chi(n)h^*(n) = \frac{1}{N} \sum_{n \leq N} \chi(n)h^*(n) + O \left( \frac{\varphi_C(N)}{\log N} \exp \left( \sum_{p \leq N} \frac{|\chi(p)h(p)|}{p} \right) \right) \tag{3.4}
\]

for all \( N > 1 \), \( T \in (N(\log N)^{-C}, N] \) and for every \( \chi \in \mathcal{E}_N(q) \) with \( q \in (1, (\log N)^C] \) and \( W(N)|q \).

**Remark 3.3.** Note that the statement above simplifies if \( h' \) is such that the sets \( \mathcal{E}(x, C) \) are independent of \( x \) as soon as \( x \) is sufficiently large. In this case \( \mathcal{E}_N \) is just given by the fixed set \( \mathcal{E}(x, C) = \{ \chi_1, \ldots, \chi_k \} \) of the first \( k \) characters in the sequence for any \( C \) and any sufficiently large \( x \).

The finite set of characters picked out by the proposition above may still be larger than strictly necessary in order for (3.3) to hold, and results by Elliott [6], Tenenbaum [32] or Mangerel [23] relating the mean value of a multiplicative function \( h \) to that of \( |h| \) can be used to further restrict the set \( \mathcal{E}_N(q) \). To illustrate the character of these comparison results, we include the following qualitative lemma, which is a straightforward consequence of Elliott [6, Theorems 2 and 4]. In fact, the first part of this lemma follows already from earlier work of Elliott and Kish [7, Lemma 21].
Lemma 3.4 (Elliott, Elliott–Kish). Suppose $h$ is a multiplicative function that satisfies conditions (i) and (iii) from Definition 1.1 and $\sum_{p \leq h} \sum_{k \geq 2} |h(p^k)|p^{-k} < \infty$. Then

$$S_{|h|}(x) \asymp \frac{1}{\log x} \exp\left(\sum_{p \leq x} \frac{|h(p)|}{p}\right).$$

Moreover, $|S_h(x)| = o(S_{|h|}(x))$ unless there exists $t \in \mathbb{R}$ such that

$$\sum_{p \text{ prime}} \frac{|h(p)| - \Re(h(p)p^{it})}{p} < \infty. \quad (3.6)$$

More precisely, if there exists $t$ as above, then

$$S_h(x) = S_{|h|}(x) \frac{x^{-it}}{1 - it} \prod_{p \leq x} \left(\frac{1 + h(p)p^{-it}}{1 + |h(p)|p^{-1} + \cdots}\right) + o(S_{|h|}(x)). \quad (3.7)$$

Under stronger assumptions on the behaviour of

$$\sum_{y_1 < p \leq y_2} p^{-1}(|h(p)| - \Re(h(p)p^{it})), \quad \text{or} \quad \sum_{y_1 < p \leq y_2} p^{-1}(|h(p)| - \Re(h(p)\chi(p)p^{it})),$$

for certain ranges of $y_1, y_2$, Tenenbaum’s [32, Theorem 1.3] yields an asymptotic formula for $S_h(x)$ (or $S_{h,\chi}(x)$) in terms of $S_{|h|}(x)$ with explicit error terms. This result allows one to consider twists of $h$ by characters of conductor depending on $x$ and can therefore be used to check the conditions of the following result in suitable applications.

Theorem 3.5. Let $N, T$ and $\varphi_1, \ldots, \varphi_r$ be as in Theorem 2.4. For each $j \in \{1, \ldots, r\}$, let $h_j : \mathbb{N} \to \mathbb{C}$ be a multiplicative function that satisfies conditions (i)–(iii) of Definition 1.1, let $t_j \in \mathbb{R}$ and suppose that $h_j^* : n \mapsto h_j(n)n^{-it_j}$ satisfies condition (3.4) from Proposition 3.2. (In particular, $h_j \in \mathcal{F}^*$. ) Let $\tilde{W} : \mathbb{N} \to \mathbb{N}$ be as in Theorem 2.4. For each $j \in \{1, \ldots, r\}$ and every sufficiently large $N$, consider for $h = h_j$ the set $\mathcal{E}_{j,N} := \mathcal{E}_N$ of primitive characters described in Proposition 3.2, and let $\mathcal{E}_j^+$ denote the set of characters modulo $\tilde{W}(N)$ induced from elements of $\mathcal{E}_{j,N}$. Suppose further that for each $j$ and $N$ there is a subset $\mathcal{E}_{j,N}^+ \subset \mathcal{E}_{j,N}$ and a function $\varepsilon(x)$ tending to zero as $x \to \infty$ such that

$$S_{h_j^*\chi^*}(y) = S_{|h_j|}(y) \prod_{p \leq y} \left(\sum_{p^k \leq y} h_j^*(p^k)\chi^*(p^k)p^{-k}\right) + O\left(\frac{\varepsilon(y)}{\log y} \exp\left(\sum_{p \leq y} \frac{|h_j(p)|}{p}\right) \right) \quad (3.8)$$

for all $y \in [N^{1/2}, N]$ and for every $\chi^* \in \mathcal{E}_j^+$ induced from some $\chi \in \mathcal{E}_{j,N}^+$, and

$$S_{h_j^*\chi^*}(y) \ll \frac{\varepsilon(y)}{\log y} \exp\left(\sum_{p \leq y} \frac{|h_j(p)|}{p}\right) \quad (3.9)$$

for all $y \in [N^{1/2}, N]$ and for every $\chi^* \in \mathcal{E}_j^+$ induced from some $\chi \in \mathcal{E}_{j,N} \setminus \mathcal{E}_{j,N}^+$. Then
(i) as \( N \to \infty \), the following asymptotic formula holds for \( T \in [N(\log N)^{-B_0}, N] \):

\[
\frac{1}{\text{vol} T R} \sum_{n \in \mathbb{Z}^* \cap T R} \prod_{j=1}^r h_j(\varphi_j(n)) = \beta_\infty(T, N) \sum_{\chi_1, \ldots, \chi_r, p \leq N} \prod_{p \mid \text{cond} \chi_j} \beta_p(\chi_1, \ldots, \chi_r) 
+ o\left( \prod_{j=1}^r E_{h_j}(N, 1) \right),
\]

(3.10)

where

\[
\beta_\infty(T, N) = \frac{T^{i(t_1 + \cdots + t_r)}}{\text{vol} R} \int_{\mathbb{R}} \varphi_1(x)^{t_1} \cdots \varphi_r(x)^{t_r} \, dx \prod_{j=1}^r S_{h_j}(N),
\]

while

\[
\beta_p(\chi_1, \ldots, \chi_r) = \left( \prod_{i=1}^r \sum_{k \geq 0 \atop p^k} \frac{|h_i(p^k)|}{p^k} \right)^{-1} \times \sum_{a_1, \ldots, a_r \in \mathbb{N}_0} \left( \prod_{i=1}^r h_i^*(p^{a_i}) \tilde{\chi}_i(p^{a_i}) \right) \left( \lim_{m \to \infty} \frac{1}{p^m} \sum_{v \in (\mathbb{Z}/p^m \mathbb{Z})^*} \prod_{i=1}^r \tilde{\chi}_i(p) \varphi_i(v) \right).'
\]

where \( \chi_j = \prod_p \chi_{j,p} \) denotes the decomposition of \( \chi_j \pmod{q_j} \) into characters modulo \( p^{v_i(q_i)} \), and where, given any Dirichlet character \( \chi \), we let \( \tilde{\chi} \) denote the completely multiplicative function defined via

\[
\tilde{\chi}(p) = \begin{cases} \chi(p) & : \chi(p) \neq 0, \\ 1 & : \text{otherwise}; \end{cases}
\]

(ii) let \( B \in (0, w(N)] \) be a cut-off parameter that is sufficiently large in terms of \( r, H \) and the bound \( L \) on the coefficients of \( \psi_1, \ldots, \psi_r \) and let \( Q \) denote product of all primes \( p < B \) and of the conductors of the characters in \( \mathfrak{e}_{1,N}^+, \ldots, \mathfrak{e}_{r,N}^+ \); then,

\[
\beta_p(\chi_1, \ldots, \chi_r) = \prod_{j=1}^r \left( 1 + \frac{|h_j(p)|}{p} \right)^{-1} \left( 1 + \frac{h_j^*(p)\chi_j(p)}{p} \right) + O_{H,r}(p^{-2}),
\]

(3.11)

for all \( p \nmid Q \), and, writing \( \beta_Q(\chi_1, \ldots, \chi_r) = \prod_{p \mid Q} \beta_p(\chi_1, \ldots, \chi_r) \), we have

\[
\frac{1}{\text{vol} T R} \sum_{n \in \mathbb{Z}^* \cap T R} \prod_{j=1}^r h_j(\varphi_j(n)) 
= (1 + O_{H,r}(B^{-1})) \beta_\infty(T, N) \sum_{\chi_1, \ldots, \chi_r, \chi_j \in \mathfrak{e}_{j,N}} \beta_Q(\chi_1, \ldots, \chi_r) \prod_{p \leq N \atop p \mid Q} \left( 1 + \frac{h_j^*(p)\chi_j(p) - |h_j(p)|}{p} \right) 
+ o\left( \prod_{j=1}^r E_{h_j}(N, 1) \right).
\]

(3.12)
Remark 3.6. Tenenbaum’s asymptotic result [32, Theorem 1.3] and the decay estimate given in [32, Corollary 2.1] provide tools for checking the conditions on $S_{h_1,\ldots,h_r}(x)$ for $\chi \in \mathcal{E}_{j,N}^+$ and $\chi \in \mathcal{E}_{j,N} \setminus \mathcal{E}_{j,N}^+$ in many explicit applications.

In those cases where the local factors $\beta_p(\chi_1,\ldots,\chi_r)$ are in fact independent of the characters $\chi_1,\ldots,\chi_r$ or when, for instance, $\mathcal{E}_{j,N}$ is independent of $N$ and $\#\mathcal{E}_{j,N} = 1$ for all $j \in \{1,\ldots,r\}$, then the main term in the previous theorem becomes a product of local factors, allowing one to prove a local-to-global principle. The latter condition holds, for example, when $h_j$ is $\chi_j(n)n^{it_j}$. pretentious, that is, when $h_j$ is bounded and (1.2) holds for some character $\chi_j$ and some $t_j \in \mathbb{R}$. Asymptotic results for correlations of bounded pretentious multiplicative functions were first proved by Frantzikinakis and Host in [9, Theorem 1.1] and re-proved with explicit main and error terms by Kluım and Mangerel in [20]. As a corollary to our main result, we obtain the following version of the pretentious case of these results.

Corollary 3.7. Suppose that $h_1,\ldots,h_r : \mathbb{N} \to \mathbb{C}$ are bounded multiplicative functions with the property that for every $1 \leq j \leq r$ there exists a character $\chi_j$ and a real number $t_j$ such that $\sum_p (1 - \Re(h_j(p)\chi_j(p)^{it_j}))p^{-1} < \infty$. Then, as $T \to \infty$,

$$\frac{1}{\text{vol}(T)} \sum_{n \in \mathbb{Z}^+ \cap \mathbb{R}} \prod_{j=1}^r h_j(\varphi_j(n)) = (1 + O_{B,r}(B^{-1})) \beta_\infty(T) \prod_{p' \leq B} \beta_{p'}(\chi_1,\ldots,\chi_r) \prod_{B < p \leq T} \beta_p$$

$$+ o \left( \frac{1}{(\log T)^r} \prod_{j=1}^r \prod_{p \leq T} \left( 1 + \frac{|h_j(p)|}{p} \right) \right),$$

where

$$\beta_\infty(T) = \frac{T^{t_1 + \cdots + t_r}}{\text{vol}(\mathbb{R})} \int_{\mathbb{R}} \varphi_1(x)^{it_1} \cdots \varphi_r(x)^{it_r} \, dx \prod_{j=1}^r S_{h_j}(T),$$

while the local factors $\beta_p(\chi_1,\ldots,\chi_r)$ are as in Theorem 3.5 and the factors $\beta_p$ are given by

$$\beta_p = \prod_{j=1}^r \left( 1 + \frac{|h_j(p)|}{p} \right)^{-1} \left( 1 + \frac{h_j(p)\chi_j(p)^{it_j}}{p} \right).$$

While the present paper is mainly concerned with the construction of correct-order pseudo-random majorants, no such construction is required in the case of the above corollary, and more generally in the setting of Frantzikinakis and Host’s work [9]. The reason for this lies in the fact that the trivial majorant given by the all-one function $1$ is a pseudo-random majorant of the correct average order for every pretentious multiplicative function. Working with the all-one function $1$ as a majorant leads to an error term of the form $o(1)$ instead of $o(\log T)^{-r} \prod_{j=1}^r \prod_{p \leq T} (1 + p^{-1}|h_j(p)|)$ in the asymptotic formula (2.3). To be precise, the average order of the majorant appears as a factor in the error term. This is why a majorant of correct average order is required in order to capture the behaviour of functions with small mean values in this asymptotic formula.

4. A $W$-tricked version of the main theorem

In this section we prove, assuming the existence of suitable majorant functions, a special case of the main theorem. The main theorem itself will be deduced from this special case in Section 5, while most of the remaining sections of this paper will be concerned with the construction of
majorant functions and verification of the required properties: in Sections 6–8 we construct the majorants, in Section 9 we recall and introduce all relevant concepts around the notion of families of pseudo-random majorants and in Sections 9 and 10, we check that the constructed majorant functions give in fact rise to families of pseudo-random majorants. For references purposes, we summarise the results of Sections 6–10 in the statement below, emphasising that all terms are properly introduced in Section 9.

**Theorem 4.1 (Existence of suitable majorant functions).** Let $B,D \geq 1$ be integers, let $N > 1$ be an integer parameter and suppose $W_1, \ldots, W_r \in [1, \log N]^B$ are integers, each divisible by $W(N)$. Let $W = \text{lcm}(W_1, \ldots, W_r)$ and, for each $i \in \{1, \ldots, r\}$, let $A_i \in \{1, \ldots, W_i\}$ be coprime to $W_i$. Suppose that $h_1, \ldots, h_r \in \mathcal{F}^*$ and define for each $i \in \{1, \ldots, r\}$ and for each tuple $\tau = (N, W_1, \ldots, W_r, A_1, \ldots, A_r)$ the $W$-tricked function $f^{(\tau)}_i : n \mapsto h_i(W_in + A_i)$ together with the weight $E^{(\tau)}_{f^{(\tau)}_i}$.

Then there exists a family of $D$-pseudo-random majorants de $\nu^{(\tau)} : \{1, \ldots, \lfloor N/W \rfloor\} \to \mathbb{R}_{>0}$ for $f^{(\tau)}_1, \ldots, f^{(\tau)}_r$ with weights $E^{(\tau)}_{f^{(\tau)}_1}, \ldots, E^{(\tau)}_{f^{(\tau)}_r}$. The majorants $\nu^{(\tau)}$ arise as

$$\nu^{(\tau)}(n) = \frac{1}{r} \sum_{j=1}^r \nu^{(N)}_{h_j}(W_j(n + A_j)) \quad (n \leq N/W),$$

where the $\nu^{(N)}_{h_j} : \{1, \ldots, N\} \to \mathbb{R}_{>0}$ are certain functions that satisfy

$$|S_{h_j}(T; W_j, A_j)| \ll S^{(N)}_{h_j}(T; W_j, A_j) \ll E^{(N)}_{h_j}(T; W_j) \sim E^{(N)}_{h_j}(N; W_j) \quad (4.1)$$

for all $T \in [N(\log N)^{-B}, N]$ and all sufficiently large $N$.

The following special case of Theorem 2.4 works in sub-progressions whose common difference is an integer divisible by the primorial $W(N)$. This procedure removes potential irregularities in the behaviour of the multiplicative functions $h_j \in \mathcal{F}^*$ that occur when working in progressions to small moduli.

**Proposition 4.2.** Let $B_0 > 0$ and $B_2, C > 0$ be constants, let $r, s, L \geq 2$ be integers, let $\delta \in (0, 1)$ and let $N,T > 1$ be integer parameters satisfying $N(\log N)^{-B_0} \leq T \leq N$. Let $h_1, \ldots, h_r \in \mathcal{F}^*$ be multiplicative functions and, for each $j \in \{1, \ldots, r\}$, define the function $h_j^{(\ast)} : n \mapsto h_j(n)n^{-t_j}$, where $t_j = t_{j,N}$ denotes the real root from Definition 1.2 with $x = N$ and the given value of $C$. Let $H > 1$ and $\alpha > 0$ be constants such that conditions (i) and (iii) of Definition 1.1 hold with the given value of $H$ and with $\alpha_h = \alpha$ for every $h \in \{h_1, \ldots, h_r\}$.

Then there exist positive constants $c(r, \delta)$ and $B_1 = O_{B_0, B_2, H, \alpha, r, \delta}(1)$, and, for each $N$, an integer $\tilde{W}(N) \leq (\log N)^{B_1}$, divisible by $W(N) = \prod_{p \leq \omega(N)} p$, such that the following holds, provided $C$ was sufficiently large with respect to $H$, $\alpha$, $r$ and $c(r, \delta)$.

Let $\varphi_1, \ldots, \varphi_r \in \mathbb{Z}[X_1, \ldots, X_s]$ be linear polynomials as in assumption (ii) of Theorem 2.4 for some fixed value of $c \in (0, 1)$, or, if $h_1, \ldots, h_r \in \mathcal{F}$, for $c = 1 - B_0 \log \log N$. In particular, suppose that the coefficients of the linear forms $\psi_j = \varphi_j - a_j(N)$ are bounded by $L$ in absolute value. Let $W_1, \ldots, W_r \in [1, (\log N)^{B_1 + B_2}]$ be integers, each divisible by $\tilde{W}(N)$ and such that $W_j/\tilde{W}(N) \leq (\log N)^{B_2}$, and let $W' = \text{lcm}(W_1, \ldots, W_r)$. For each $j \in \{1, \ldots, r\}$, let $0 < A_j < W_j$ be an integer coprime to $W_j$.

Finally, suppose that $\mathcal{R} \subset [-1,1]^s$ is a convex subset with $\text{vol}(\mathcal{R}) > 0$ and such that $W_j\varphi_j(\frac{T}{W_j}\mathcal{R}) + A_j \subset [1, T]$ for each $1 \leq j \leq r$, all sufficiently large $N$.

\[1\text{In the sense of Definition 9.1.}\]
and all $T \in [N(\log N)^{-B_0}, N]$. Then, as $N \to \infty$, we have

$$\frac{1}{\vol(R)(T/W')} s \sum_{n \in Z \cap (T/W') \setminus \emptyset} \prod_{i=1}^r h_i(W_i \varphi_i(n) + A_i)$$

$$= \left( \frac{1}{\vol(R)} \int_{\mathcal{A}} \prod_{i=1}^r (\psi_i(x))^{t \delta} \, dx \right) \prod_{j=1}^r \left( \frac{W_j T}{W'} \right)^{t_j} S_{\delta_j}(N; \widetilde{W}(N), A_j)$$

$$+ (\kappa(\delta) + o_{N \to \infty}(1)) \left( \prod_{j=1}^r E_{h_j}(N; \widetilde{W}(N)) \right),$$

uniformly for all $T \in [N(\log N)^{-B_0}, N]$ and all $\varphi_1, \ldots, \varphi_r, W_1, \ldots, W_r$ and $A_1, \ldots, A_r$ as above, and where $\kappa$ is a function that satisfies $\kappa(\delta) \to 0$ as $\delta \to 0$.

**Remark 4.3.** If $h_1, \ldots, h_r$ are such that $\widetilde{W}(N)$ and the $t_j$ are independent of $\delta$ and $C$, then the term $\kappa(\delta)$ in the error term above can be omitted. This is for instance the case when for every $j \in \{1, \ldots, r\}$, both $h_j \in \mathcal{F}$ and when the set of primitive characters $\chi$ for which $|x^{-1} \sum_{n \leq x} h_j(n) \chi(n)|$ is maximal does not depend on $x$ as soon as $x$ is sufficiently large.

Observe that Proposition 4.2 is a statement about a family of $W$-tricked versions of the functions $h_1, \ldots, h_r \in \mathcal{F}_*$. To prove this result, we will begin by introducing a suitable choice of $W(N)$, the existence of which is claimed in the statement. Our choice of $W(N)$ will arise from an application of [28, Proposition 5.1]. Once we have set up this application and defined $\widetilde{W}(N)$, we will show that the main result of [28] can in fact be applied to obtain uniform bounds on the correlation with nilsequences that apply uniformly to all $W$-tricked versions of the $h_j$ that arise in the statement of the proposition. This in turn will allow us to apply the machinery from [13, 15] to deduce the proposition.

**Proof.** Let $\widetilde{W}(N)$ denote the integer produced by [28, Proposition 5.1] when applied to the collection of functions $h_1, \ldots, h_r \in \mathcal{F}_*$, with the given values of $H$ and $\alpha$ and with a fixed choice of $E > \max(2B_2, B_0)$. Setting $B_1 := \kappa + 2$ for the value of $\kappa = O_{E,H,r,\alpha}(1)$ that arises in the above application of [28, Proposition 5.1], we then have $\widetilde{W}(N) \leq (\log N)^{B_1}$. The proof of [28, Proposition 5.1] furthermore implies that $B_1 = \kappa + 2 \geq E > B_2$. Finally, suppose that the value of $C$ determining the twists $h_1^*, \ldots, h_r^*$ satisfies $C \geq 2E + \kappa + 4$ in accordance with the statement of [28, Proposition 5.1]. Then [28, Proposition 5.1] implies that there exists a function $\varepsilon : \mathbb{N} \to \mathbb{R}$, $\varepsilon(N) = o_{N \to \infty}(1)$ such that, writing $W = \widetilde{W}(N)$,

$$\frac{qW}{|I|} \sum_{m \in \mathcal{A}} h^*(m) - S_{h^*}(N; W, A) = O_{E,H,\kappa}(\varepsilon(N)E_h(N; W)) \quad (4.2)$$

holds uniformly for all intervals $I \subseteq \{1, \ldots, N\}$ of length $|I| > N(\log N)^{-E}$, for all integers $0 < q \leq (\log N)^E$, for all $A \in (\mathbb{Z}/q\mathbb{Z})^*$ and for every $h^* \in \{h_1^*, \ldots, h_r^*\}$.

The main result of that paper, [28, Theorem 6.1], takes the value of $\widetilde{W}(N)$ produced by [28, Proposition 5.1] for any given $h \in \mathcal{F}_*$ and bounds the correlation of $n \mapsto h(\widetilde{W}(N)n + A)$ with nilsequences. The information on $\widetilde{W}(N)$ that is used by [28, Theorem 6.1] is exactly the information summarised in the above statement about (4.2) for $W = \widetilde{W}(N)$. Inspecting the range of $q$ in the statement on (4.2), we observe that whenever we set $W = w\widetilde{W}(N)$ for some $w \leq (\log N)^{E/2}$, then (4.2) continues to hold for all $q \in \{1, (\log x)^{E/2}\}$ and for all intervals $I$ with $|I| > x(\log x)^{-E/2}$. The fact that we have uniform bounds in (4.2) as $W$ ranges over
\{ w \tilde{W}(N) : w \leq (\log N)^{E/2} \}, \text{ and as } h^* \text{ ranges over } \{h_1^*, \ldots, h_r^* \} \text{ implies that [28, Theorem 6.1] applies uniformly to } h \in \{h_1, \ldots, h_r \} \text{ and with } \tilde{W}(N) \text{ being replaced by any integer of the form } w \tilde{W}(N) \text{ with } w \leq (\log N)^{E/2}, \text{ so long we replace } E \text{ by } E' := E/2 \text{ everywhere in the statement except for in the definition of } C. \text{ To be precise, this application of [28, Theorem 6.1] yields the following.}

Let \( G/T \) be a nilmanifold together with a filtration \( G \) of degree \( d \) and let \( g \in \text{poly}(\mathbb{Z}, G) \) a polynomial sequence. Suppose that \( G/T \) has a \( M_0 \)-rational Mal’cev basis adapted to \( G \) for some \( M_0 \geq 2 \) and let \( G/T \) be equipped with the metric defined by this basis. Let \( F : G/T \to \mathbb{C} \) be a 1-bounded Lipschitz function. Then [28, Theorem 6.1] implies that, provided \( E \geq 1 \) is sufficiently large with respect to \( d \), the dimension of \( G \), \( \alpha \) and \( H \), we have

\[
\frac{W_j}{T} \sum_{n \leq T/W_j} \left| \frac{W_j}{T} \sum_{n \leq T/W_j} \left( h_j(W_j n + A_j) - (W_j n + A_j)^{t_0} S_{h_j^*}(N; W_j, A_j) \right) F(g(n)\Gamma) \right| 
\ll_{d, M_0, \alpha, H, E} (1 + \|F\|_{\text{Lip}}) \left\{ \varepsilon(N) + \frac{1}{\log w(N)} + \frac{M_0^{O_d, M_0(1)}}{(\log \log N)^{1/(4d+1 \dim g)}} \right\} E_{h_j}(N; \tilde{W}(N)),
\]

(4.3)

uniformly for all \( j \in \{1, \ldots, r\} \), all integers \( W_j = w \tilde{W}(N) \) with \( w \leq (\log N)^{E/2} \), all integers \( 0 < A_j < W_j \) with \( \gcd(A_j, W_j) = 1 \) and all \( T \in [N(\log N)^{-E/2}, N] \).

The bound (4.3) applies in particular to all \( W_j \) appearing in the statement of Proposition 4.2 since \( W_j/\tilde{W}(N) \leq (\log N)^{B_2} \leq (\log N)^{E/2} \) by assumption. Thus the function

\[
n \mapsto h_j(W_j n + A_j) - (W_j n + A_j)^{t_0} S_{h_j^*}(N, W_j, A_j),
\]

defined on the integers \( 1 \leq n \leq T/W_j \), is orthogonal to nilsequences provided \( E \), and hence \( B_2 \) and \( C \), are sufficiently large with respect to \( d \), \( \dim G \), \( \alpha \) and \( H \). By (4.2), it follows moreover that

\[
S_{h_j^*}(N, W_j, A_j) = S_{h_j^*}(N, \tilde{W}, A_j) + o\left( E_{h_j}(N; \tilde{W}) \right),
\]

where \( \tilde{W} = \tilde{W}(N) \) and where \( E_{h_j}(N; \tilde{W}) \) is as in (1.3). Thus, the function

\[
\tilde{h}_j : n \mapsto h_j(W_j n + A_j) - (W_j n + A_j)^{t_0} S_{h_j^*}(N, \tilde{W}(N), A_j),
\]

defined on \( 1 \leq n \leq T/W_j \), is also orthogonal to nilsequences provided \( E \), and hence \( B_2 \) and \( C \), are sufficiently large with respect to \( d \), \( \dim G \), \( \alpha \) and \( H \). Consider the normalisation of \( \tilde{h}_j \) given by

\[
\tilde{h}_j : n \mapsto \frac{\tilde{h}_j(n)}{E_{h_j}(N; \tilde{W}(N))}.
\]

Mertens’ estimate and property (1) of Definition 1.1 imply that

\[
E_{h_j}(T; \tilde{W}(N)) = (1 + o_{H, E}(1)) E_{h_j}(N; \tilde{W}(N))
\]

for all \( T, N \) as above. Since \( S_{\nu_{h_j}(N)}(N; \tilde{W}(N), A) \ll E_{h_j}(N; \tilde{W}(N)) \) by (4.1) (cf. Proposition 9.3), it follows that the function

\[
\tilde{\nu}_j : n \mapsto \frac{1}{2} \left( \frac{\nu_{h_j}(N)(W_j n + A_j)}{E_{h_j}(N; \tilde{W}(N))} + 1 \right)
\]
is a correct-order majorant for \( \tilde{h}_j \) (in the sense of Proposition 9.3) when restricted to \( 1 \leq n \leq T/W_j \). Furthermore, Theorem 4.1 (cf. Theorem 9.2) implies that \( \tilde{\nu}^{(r)} = \frac{1}{r} \sum_{j=1}^{r} \nu_j \) is pseudo-random.

We now seek to apply the (transferred) inverse theorem for uniformity norms from [15] (see [13, Proposition 10.1; 15, Conjecture 1.2 and Theorem 1.3]). Note that this statement only involves linear sequences, that is, their degree is equal to the step of the nilmanifold involved. If \( \mathcal{M}_{r-2,\delta} \) denotes the finite set of \( r - 2 \)-step nilmanifolds from the statement of the theorem inverse, let \( c(r, \delta) \) be the maximum dimension of the elements of this set. Then (4.3) applies to all linear sequences associated to manifolds in \( \mathcal{M}_{r-2,\delta} \) provided \( E \) is sufficiently large with respect to the step \( r - 2 \) and \( c(r, \delta) \). Thus, as soon as \( N \) is sufficiently large, it follows from the bound (4.3), from Theorem 4.1 (cf. Theorem 9.2) and from the inverse theorem for uniformity norms from [15] that the function \( \tilde{h}_j \) satisfies

\[
\|\tilde{h}_j\|_{U^{r-1}|T/W_j} \leq \delta,
\]

provided \( E \), and hence \( B_1 \) and \( C \), are sufficiently large with respect to \( r, \alpha \) and \( H^\dagger \).

This allows us to apply the generalised von Neumann theorem [13, Proposition 7.1] (cf. [13, Lemma 4.4]) to deduce that

\[
\mathbb{E}_{n \in \mathbb{Z}^* \cap (T/W')} \prod_{i=1}^{r} h_i(W_i \varphi_j(n) + A_i)
\]

\[= \mathbb{E}_{n \in \mathbb{Z}^* \cap (T/W')} \prod_{j=1}^{r} \left( E_{h_j}(N; \overline{W}) \tilde{h}_j(\varphi_j(n)) + (W_j \varphi_j(n) + A_j)^{it_j} S_{h_j}(N, \overline{W}, A_j) \right) \]

\[= \left( \prod_{i=1}^{r} E_{h_i}(N; \overline{W}) \right) \mathbb{E}_{n \in \mathbb{Z}^* \cap (T/W')} \left( \tilde{h}_j(\varphi_j(n)) + (W_j \varphi_j(n) + A_j)^{it_j} S_{h_j}(N, \overline{W}, A_j) / E_{h_i}(N; \overline{W}) \right) \]

\[= \mathbb{E}_{n \in \mathbb{Z}^* \cap (T/W')} \prod_{j=1}^{r} (W_j \varphi_j(n) + A_j)^{it_j} S_{h_j}(N, \overline{W}, A_j) + (\kappa(\delta) + o(1)) \left( \prod_{j=1}^{r} E_{h_i}(N; \overline{W}) \right), \]

where, following [13], \( \kappa(\delta) \to 0 \) as \( \delta \to 0 \), and where we used the notation \( \mathbb{E}_{s \in S} = \frac{1}{|S|} \sum_{s \in S} \) for finite sets \( S \).

In the case where \( h_1, \ldots, h_r \in \mathcal{F} \), that is, where \( t_1 = \ldots = t_r = 0 \), the above estimate concludes the proof of the proposition, which could have been simplified in many places.

To further simplify the main term of (4.4) in the remaining case where not all \( t_j \) vanish, our next aim is to show that the summation argument \( (W_j \varphi_j(n) + A_j)^{it_j} \) can be replaced by \( (W_j \psi_j(n))^{it_j} \). More precisely, using the fact that \( n^{it_j} \) varies slowly, we will show that, outside an exceptional set, \( (W_j \varphi_j(n) + A_j)^{it_j} \) can approximated by \( (W_j \psi_j(n))^{it_j} \). We begin with the exceptional set. Recall that the linear form \( \psi_j = \varphi_j - a_j \) has bounded coefficients and note that for all \( 0 < T' < T \) we have

\[
\sum_{j=1}^{r} \sum_{n \in \mathbb{Z}^* \cap T: |\psi_j(n)| \leq T'} 1 \ll_r T^{s-1}T'.
\]

\( ^1\)If \( h_1, \ldots, h_r \) are such that \( \overline{W}(N) \) and the \( t_j \) are independent of \( E \), then the \( \tilde{h}_j = \tilde{h}_{j,N} \) enjoy the property \( \|\tilde{h}_{j,N}\|_{U^{r-1}|T/W_j} = o_{N \to \infty}(1) \). This justifies Remark 4.3.
Thus, if \( R^* := \{ x \in R : |\psi_i(x)| > (T/W')^{c^*} \) for all \( 1 \leq i \leq r \) then

\[
\sum_{n \in Z^* \cap (T/W')(R \setminus R^*)} \left| \prod_{j=1}^{r} (W_j \varphi_j(n) + A_j)^{it_j} - \prod_{j=1}^{r} (W_j \psi_j(n))^{it_j} \right| \ll (T/W')^{s-1+c^*}. \]

We will use the fact that \( |\psi_j(n)| > (T/W')^{c^*} \) is large for all \( 1 \leq j \leq r \) and \( n \in (T/W')R^* \) to show that we may approximate \((W_j \varphi_j(n) + A_j)^{it_j}\) by \((W_j \psi_j(n))^{it_j}\). To do so, recall that \(|a_j(N)| \leq N^c = (T/W')^{c+o(1)}\) for some \( c \in (0, 1) \) and all \( 1 \leq j \leq r \) and \( N \geq 1 \), and set \( c^* = (1 - c)/2 \). Then,

\[
|\log(W_j \varphi_j(n) + A_j) - \log(W_j \psi_j(n))| = |\log \left( \frac{W_j \varphi_j(n) + A_j}{W_j \psi_j(n)} \right) |
\]

\[
= |\log \left( 1 + \frac{W_j a_j + A_j}{W_j \psi_j(n)} \right) | \ll \frac{|a_j| + 1}{(T/W')^{1-c^*}}
\]

\[
\ll (T/W')^{-1+c^*+c} = (T/W')^{-c^*}. \]

Recall further that \(|t,j,N| \leq 2 \log N \ll \log(T/W') \ll (T/W')^c\). Setting \( \varepsilon = c^*/2 \), we have

\[
(W_j \varphi_j(n) + A_j)^{it_j} = (W_j \psi_j(n))^{it_j}(1 + O((T/W')^{-c^*/2})) = (W_j \psi_j(n))^{it_j} + O((T/W')^{-c^*/2}). \]

Putting everything together and recalling that the \( \psi_j \) are linear forms, we obtain

\[
\mathbb{E}_{n \in Z^* \cap (T/W')R^*} \prod_{j=1}^{r} (W_j \varphi_j(n) + A_j)^{it_j}
\]

\[
= \frac{1 + o(1)}{(T/W')^s \text{vol } R} \sum_{n \in Z^* \cap (T/W')R^*} \prod_{j=1}^{r} (W_j \psi_j(n))^{it_j} + \sum_{n \in Z^* \cap (T/W')R^*} \prod_{j=1}^{r} (W_j \varphi_j(n) + A_j)^{it_j}
\]

\[
+ O((T/W')^{-c^*})
\]

\[
= \frac{1 + o(1)}{(T/W')^s \text{vol } R} \sum_{n \in Z^* \cap (T/W')R^*} \prod_{j=1}^{r} (W_j \psi_j(n))^{it_j} + O((T/W')^{-1+c^*}) + O((T/W')^{-c^*/2})
\]

\[
= \left( \prod_{\ell=1}^{r} \left( \frac{W_{\ell}}{W'} \right)^{it_{\ell}} \right) \frac{1 + o(1)}{(T/W')^s \text{vol } R} \sum_{n \in Z^* \cap (T/W')R^*} \prod_{j=1}^{r} (\psi_j((W'/T) n))^{it_j}
\]

\[
+ O((T/W')^{-\min(1-c^*,c^*/2)})
\]

\[
= \left( \prod_{\ell=1}^{r} \left( \frac{W_{\ell}}{W'} \right)^{it_{\ell}} \right) \frac{1}{\text{vol } R} \int_{R^*} \prod_{j=1}^{r} (\psi_j(x))^{it_j} dx + o_{N \to \infty}(1). \tag{4.5}
\]

Multiplying through by \( \prod_{1 \leq j \leq r} S_{h_j}(N, \bar{W}, A_j) \), which is bounded by \( \prod_{1 \leq j \leq r} E_{h_j}(N; \bar{W}) \), Proposition 4.2 now follows from the combination of (4.4) and (4.5). \( \square \)
5. Proof of the main result from its special case

In this section we deduce Theorem 2.4 from the $W$-tricked version presented in Proposition 4.2, that is to say, assuming the results about pseudo-random majorants we summarised in Theorem 4.1. Since Proposition 4.2 assumes that the quantities $W_i$, $W(N)$ as well as $N/T$ are all bounded above by a fixed power of $\log N$ (an assumption that is essential for the application of the results from [28]), the proof of Theorem 2.4 will require us to truncate certain summations. For this purpose we introduce the following exceptional set.

**Definition 5.1** (Exceptional set). Let $D > 0$, $N > 1$ and let $\mathcal{D}(N)$ denote the set all positive integers less than $N$ that are divisible by the square of an integer $d > (\log N)^D$.

**Lemma 5.2** (Exceptional set 1). Let $B_0, D > 0$ and let $N, T > 1$ be integer parameters with $T \leq N$. Let $h_1, \ldots, h_r \in \mathcal{S}^*$ and let $\alpha, H, L$ and $\varphi_1, \ldots, \varphi_r \in \mathcal{Z}[X_1, \ldots, X_s]$ be as in Theorem 2.4. Then

\[
\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r h_i(\varphi_i(n)) 1_{\varphi_i(n) \notin \mathcal{D}(N)}
= \sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r h_i(\varphi_i(n)) + o_{N,T \to \infty} \left( \frac{\text{vol}(T \mathcal{R}) \prod_{i=1}^r S_{\varphi_i}(N)}{N} \right),
\]  

(5.1)

provided $D$ is sufficiently large with respect to $\alpha$, $r$, $s$, $L$ and $H$.

**Proof.** To start with, we have

\[
\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \sum_{i=1}^r 1_{\varphi_i(n) \notin \mathcal{D}(N)} \leq \sum_{d > (\log N)^D} \frac{|\mathbb{Z}^r \cap T \mathcal{R}|}{d^2} \leq |\mathbb{Z}^r \cap T \mathcal{R}| (\log N)^{-D}. \tag{5.2}
\]

Let $h : \mathbb{N} \to \mathbb{R}$ be the multiplicative function defined by $h(p^j) = \max(|h_1(p^j)|, \ldots, |h_r(p^j)|)$. Then $h$ satisfies conditions (i)–(iii) of Definition 1.1 with the given values of $H$ and $\alpha$. By [4, Lemma 7.9], we have

\[
\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r h^k(\varphi_i(n)) \leq L, r, k |\mathbb{Z}^r \cap T \mathcal{R}| (\log T)^{O_{r, k, H}(1)}. \tag{5.3}
\]

Since each $h_i$ satisfies condition (iii) of Definition 1.1 with $\alpha_{h_i} = \alpha$, we further have

\[
\sum_{n \in \mathbb{N}} |h_i(n)| \geq N (\log N)^{-1 + \alpha} \tag{5.4}
\]

for all $1 \leq i \leq r$. Thus (5.1) follows from (5.2) and (5.3), combined with an application of the Cauchy–Schwarz inequality provided $D$ is sufficiently large.

The following simple observation will allow us to discard most cases in which, in the proof of Theorem 2.4, Proposition 4.2 would need to be applied with $W_j > (\log T)^D$ for some $j \in \{1, \ldots, r\}$.

**Lemma 5.3.** Let $D > 1$ and suppose that $M \leq (\log N)^D$ is an integer. Then every integer $w \in ((\log N)^{3D}, N]$ composed entirely out of primes dividing $M$ has a square divisor of size at least $(\log N)^{2D}$ and, hence, belongs to $\mathcal{D}(N)$.

**Proof.** Factorising $w$ as $w_1 w_2^2$ for a square-free integer $w_1$, we have $w_1 \leq M \leq (\log N)^D$. Hence, $w_2^2 > (\log N)^{2D}$. \(\square\)
Following these preparations we are now ready for the deduction of Theorem 2.4.

5.1. Proof of Theorem 2.4 (assuming Theorem 4.1) Let $D > 1$ be sufficiently large for (5.1) to hold, and let $B_2 > 6D$ be a fixed real number. Thus, $B_2$ depends on $r$, $s$, $L$, $H$, and $\alpha$. Let $B_1$ and $\tilde{W}(N) \ll (\log N)^{B_1}$ be the quantities given by Proposition 4.2. Both these quantities depend in particular on $B_2$ and we have $B_1 \geq B_2$. Finally, define the sets

$$\mathcal{W}(N) = \{w \in [1, (\log N)^{B_2}] : p|w \Rightarrow p|\tilde{W}(N)\}$$

and

$$\mathcal{W}'(N) = \{w \in ((\log N)^{B_2}, N) : p|w \Rightarrow p|\tilde{W}(N)\},$$

and let $\mathcal{S}(N)$ denote the set of integers up to $N$ that are divisible by an element from $\mathcal{W}'(N)$. The first step in the deduction of Theorem 2.4 is to show that $\mathcal{S}(N)$ is an exceptional set.

**Lemma 5.4 (Exceptional set II).** Under the assumptions of Theorem 2.4, we have

$$\sum_{n \in \mathcal{Z}
\cap T} \prod_{i=1}^{R} h_i(\varphi_i(n)) \mathbf{1}_{\varphi_i(n) \notin \mathcal{S}(N)}$$

$$= \sum_{n \in \mathcal{Z}
\cap T} \prod_{i=1}^{R} h_i(\varphi_i(n)) + o_{N, T \to \infty} \left( \text{vol}(T \mathcal{S}) \prod_{i=1}^{R} S_{h_i}(N) \right), \quad (5.5)$$

for all $T \in [N(\log N)^{-B_2}, N]$.

**Proof.** It follows from Lemma 5.2 and from our assumptions on $D$ that any subset of $\mathcal{S}(N) \cap \mathcal{S}_D(N)$ is exceptional. More precisely, we have

$$\sum_{n \in \mathcal{Z}
\cap T} \prod_{i=1}^{R} |h_i(\varphi_i(n))| \mathbf{1}_{\varphi_i(n) \in \mathcal{S}(N) \cap \mathcal{S}_D(N)} = o_{N, T \to \infty} \left( \text{vol}(T \mathcal{S}) \prod_{i=1}^{R} S_{h_i}(N) \right). \quad (5.6)$$

This shows in particular that the set of multiples of integers from $\mathcal{W}'(N) \cap \mathcal{S}_D(N)$ is exceptional. With this in mind, we seek to study the set

$$\mathcal{S}'(N) := \mathcal{S}(N) \setminus (\mathcal{S}(N) \cap \mathcal{S}_D(N))$$

by analysing the set $\mathcal{W}'(N)$. Lemma 5.3 applied with $M = \tilde{W}(N)$ shows that

$$\mathcal{W}'(N) \cap \mathcal{S}(N) \subset \mathcal{S}_D(N).$$

Thus, let $\mathcal{W}'(N) := \mathcal{W}'(N) \cap \{(\log N)^{B_2}, (\log N)^{B_1}\}$ and decompose any $m \in \mathcal{W}'(N)$ as $m = m_1 m_2$, where $m_1 = \prod_{p \leq w(N)} P^{\psi_p(m)}$. Then $m_i > (\log N)^{3D}$ for $i = 1$ or $i = 2$. If $N$ is sufficiently large and if $m_1 > (\log N)^{3D}$, then Lemma 5.3 applied with $M = W(N) \ll (\log N)^{\alpha+1}$ shows that $m \in \mathcal{S}_D(N)$.

Thus, if $N$ is sufficiently large, then $\mathcal{S}'(N)$ is contained in the set of multiples of $m \in \mathcal{W}'(N)$ with $m_2 > (\log N)^{3D}$ and it suffices to show that (5.6) holds with $(\mathcal{S}(N) \cap \mathcal{S}_D(N))$ replaced by $\mathcal{S}'(N)$. We aim to prove this using the strategy from the proof of Lemma 5.2 and therefore require a bound on

$$\sum_{m_1 m_2 \mathcal{W}'(N)} \frac{1}{m}.$$
Let $M_2$ denote the number of possible values that $m_2$ can take and let us begin by bounding this quantity. Since $W(N) \leq (\log N)^{B_1}$, the total number of primes $p > w(N)$ dividing $W(N)$ is at most $(B_1 \log \log N)/\log w(N))$. Since $m_2 \leq m \leq (\log N)^{3B_1}$, this implies $\Omega(m_2) \leq \frac{3B_1 \log \log N}{\log w(N)}$. Taking further into account that $w(N) \geq (\log N)/\log \log N$, we deduce that

$$M_2 \leq \left(\frac{B_1 \log \log N}{\log w(N)}\right)^{(3B_1 \log \log N)/(\log w(N))} \leq \exp\left(\frac{3B_1 \log B_1 + \log(3) N - \log(3) N + \log(4) N}{\log(3) N - \log(4) N}\right) = \exp\left(\frac{3B_1 \log B_1 + \log(4) N}{\log(3) N - \log(4) N}\right),$$

where $\log(k) N = \log \cdots \log N$ denotes the $k$-fold logarithm of $N$. For all sufficiently large $N$ we therefore obtain

$$\sum_{m=m_1, m_2 \in \mathcal{W}'(N)} \frac{1}{m} \leq \frac{M_2}{(\log N)^{3D}} \prod_{p \leq w(N)} \left(1 + \frac{1}{p}\right) \ll \frac{M_2 \log w(N)}{(\log N)^{3D}} \ll (\log N)^{\frac{3B_1 \log B_1 + \log(4) N}{\log(3) N - \log(4) N} - 3D} < (\log N)^{-D}.$$ 

By combining this bound with [4, Lemma 7.9] or (5.3), it follows by Cauchy–Schwarz and the assumptions on $D$ that

$$\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r |h_i(\varphi_i(n))| 1_{\varphi_i(n) \in \mathcal{W}'(N)} = O_{N,T \to \infty} \left(\text{vol}(T \mathcal{R}) \prod_{i=1}^r S_{\varphi_i}(N)\right).$$

The lemma follows from the above and (5.6). \hfill \Box

Returning to the deduction of Theorem 2.4, observe that Lemma 5.4 implies that the expression from Theorem 2.4 satisfies:

$$\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r h_i(\varphi_i(n)) = \mathop{\sum_{w_1, \ldots, w_r \in \mathcal{W}(N) }}_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \prod_{i=1}^r h_i(\varphi_i(n)) 1_{\text{gcd}(\varphi_i(n), \overline{W}(N) \infty) = w_i}$$

$$+ O_{N,T \to \infty} \left(\text{vol}(T \mathcal{R}) \prod_{i=1}^r S_{\varphi_i}(N)\right), \quad (5.7)$$

where $\text{gcd}(n, m^{\infty}) := \prod_{p|m} P_p(n)$. The following definition will simplify the notation as well as making changes of variables.

**Definition 5.5.** Given any collection $w_1, \ldots, w_r$ of positive integers entirely composed of primes dividing $\overline{W}(N)$, let $w = \text{lcm}(w_1, \ldots, w_r)$ and define the multi-set of $r$-tuples

$$\mathcal{W}(w_1, \ldots, w_r) = \left\{ (\varphi_1(v), \ldots, \varphi_r(v)) : v \in \{0, \ldots, w\overline{W}(N) - 1\}^s \right\}.$$
Taking into account Definition 5.5 as well as the decomposition

\[ \varphi_i(M\mathbf{m} + \mathbf{v}) = M\psi_i(\mathbf{m}) + \varphi_i(\mathbf{v}), \quad (M \in \mathbb{Z}, \mathbf{v} \in \mathbb{Z}^r), \]

we claim that

**Lemma 5.6.** The main term from (5.7) equals

\[
\sum_{w_1, \ldots, w_r \in \mathcal{W}(T)} \sum_{(U_1, \ldots, U_r) \in \mathcal{V}(w_1, \ldots, w_r)} \sum_{m \in \mathbb{Z}^r \cap \mathbb{R}^*_+} \prod_{i=1}^r h_i \left( w^\sim \psi_i(m) + U_i \right) + o_{N,T \to \infty} \left( \text{vol}(T\mathbb{R}) \prod_i S_{\|h_i\|}(N) \right),
\]

where \( w = \text{lcm}(w_1, \ldots, w_r), \mathcal{W} = \mathcal{W}(N) \) and \( \mathbb{R}^* = (T/(w^\sim))\mathbb{R} \).

**Remark.** By Shiu’s bound [31, Theorem 1], the error terms in (5.7) and the above lemma are acceptable when compared to (2.3).

**Proof.** Recall that the set of \( r \)-tuples \((U_1, \ldots, U_r) \in \mathcal{V}(w_1, \ldots, w_r)\) is parametrised by the set of vectors \( \mathbf{v} \in \{0, \ldots, w^\sim \}(N) - 1 \}^r \). Given \( w_1, \ldots, w_r \) and \((U_1, \ldots, U_r) \in \mathcal{V}(w_1, \ldots, w_r)\), let \( \mathbf{v} \) be the corresponding vector and consider the change of variables \( \mathbf{n} = w^\sim \mathbf{m} + \mathbf{v} \). This change of variables replaces \( \varphi_i(\mathbf{n}) \) in (5.7) by

\[ \varphi_i(w^\sim \mathbf{m} + \mathbf{v}) = w^\sim \mathbf{m} + \varphi_i(\mathbf{v}) + \varphi_i(\mathbf{m}) + U_i, \]

and it replaces the summation range \( T\mathbb{R} \) by

\[ \{ x \in \mathbb{R}^r : w^\sim \mathbf{m} + \mathbf{v} + x \in T\mathbb{R} \} = (1/(w^\sim))(T\mathbb{R} - \mathbf{v}) = \mathbb{R}^r - \mathbf{v}/(w^\sim), \]

which is a translate of the region \( \mathbb{R}^r \) by a vector with coordinates all bounded by 1.

Let \( \mathbb{R}^{s,\Delta} = \mathbb{R}^{s,\Delta}(\mathbb{R}^r - \mathbf{v}/(w^\sim)) \), where, as usual, \( A \Delta B = (A \cup B) \setminus (A \cap B) \). Since \( \mathbf{v}/(w^\sim) \) has bounded length, \( \mathbb{R}^{s,\Delta} \) is contained in a neighbourhood of bounded diameter of the boundary of \( \mathbb{R}^r \). Since \( \mathbb{R}^r \) is convex, this implies that \( \text{vol}(\mathbb{R}^{s,\Delta}) = O((T/(w^\sim))^{s-1}) \). Hence, the error term incurred by replacing \( \mathbb{R}^r - \mathbf{v}/(w^\sim) \) by \( \mathbb{R}^{s,\Delta} \) is bounded by

\[ \sum_{m \in \mathbb{Z}^r \cap \mathbb{R}^s \cap (\mathbb{R}^r - \mathbf{v}/(w^\sim))} \prod_{i=1}^r h_i \left( w^\sim \psi_i(m) + U_i \right) |1_{m \in \mathbb{R}^{s,\Delta}}, \]

which by Cauchy–Schwarz and (5.3) is bounded by

\[
(\log N)^{O_{r,N}(1)} |\mathbb{R}^s \cap ((\mathbb{R}^r - \mathbf{v}/(w^\sim)) \cup \mathbb{R}^{s,*})|^{1/2} |\mathbb{R}^s \cap \mathbb{R}^{s,\Delta}|^{1/2} \\
\ll (\log N)^{O_{r,N}(1)} \text{vol}(\mathbb{R}^{s,\Delta})^{1/2} \text{vol}(\mathbb{R}^r)^{1/2} \\
\ll (\log N)^{O_{r,N}(1)} \text{vol}(\mathbb{R}^r) (T/(w^\sim))^{-1/2} \\
\ll (\log N)^{O_{r,N}(1)} \text{vol}(T\mathbb{R}) T^{-1/2} (w^\sim)^{-s-1/2} \\
\ll (\log N)^{O_{r,N}(1)} \text{vol}(T\mathbb{R}) T^{-1/2}.
\]

To sum this bound over all \((U_1, \ldots, U_r) \in \mathcal{V}(w_1, \ldots, w_r)\) and all \( w_1, \ldots, w_r \in \mathcal{W}(N) \), note that the outer summation over \( w_1, \ldots, w_r \in \mathcal{W}(N) \) has at most \((\log N)^{B_2 r}\) terms since \( w_i \ll (\log N)^{B_2} \) for every \( w_i \in \mathcal{W}(N) \). In particular, \( w = \text{lcm}(w_1, \ldots, w_r) \ll (\log N)^{B_2 r} \), which implies that the summation over \( \mathcal{W}(w_1, \ldots, w_r) \) has \((w^\sim)^s \ll (\log N)^{(B_1 + B_2) r} s\) terms. Combining these bounds with (5.4) we deduce that the total error term incurred by replacing
$\mathfrak{R}^* - v/(w W)$ by $\mathfrak{R}^*$ is bounded by

$$\ll (\log N)^{O_{r,s,h,B_0,b_1,b_2}(1)} N^{-1/2} \text{vol}(T \mathfrak{R})$$

$$\ll (\log N)^{O_{r,s,h,B_0,b_1,b_2}(1)} N^{-1/2} (\log N)^{r(1-\alpha)} \text{vol}(T \mathfrak{R}) \prod_i S_{|h_i|}(N),$$

which is $o_{N,T \to \infty}(\text{vol}(T \mathfrak{R}) \prod_i S_{|h_i|}(N))$. This completes the proof of the lemma.

We proceed by analysing the main term appearing in Lemma 5.6. Invoking the multiplicativity of the $h_i$, this expression equals

$$\sum_{w_1, \ldots, w_r \in \mathfrak{W}(N)} \prod_{j=1}^r h_j(w_j) \sum_{(U_1, \ldots, U_r) \in \mathfrak{W}(w_1, \ldots, w_r) \cap \{T/w W(N)\}^\times} \prod_{i=1}^r h_i \left( \frac{w W(N)}{w_i} \psi_i(m) + \frac{U_i}{w_i} \right),$$

(5.8)

Since $\gcd(W(N), U_i/w_i) = 1$ for all $i$, Proposition 4.2 applies to the inner summation over $m$ when setting $W_i = w W(N)/w_i$. Since $\text{lcm}(w_1/w_1, \ldots, w_r/w_r) = w$, we have $W' := \text{lcm}(W_1, \ldots, W_r) = w W(N)$ and $W_i T/W' = T/w_i$. Thus, by Proposition 4.2 the inner sum satisfies

$$\left( \frac{\text{vol}(\mathfrak{R}) T^s}{(w W)^s} \right)^{-1} \sum_{m \in \mathbb{Z}^r \cap \{T/w W(N)\}^\times} \prod_{i=1}^r h_i \left( \frac{w W(N)}{w_i} \psi_i(m) + \frac{U_i}{w_i} \right)$$

$$= \left( \int_{\mathfrak{R}} \prod_{\ell=1}^r (\psi_\ell(x))^{it_\ell} \, dx \right) \prod_{j=1}^r \left( \frac{T}{w_j} \right)^{it_j} S_{h_j^*(N; W(N), U_j/w_j)}$$

$$+ (\kappa(\delta) + o(1)) \prod_{j=1}^r E_{h_j}(N, W(N)),$$

where $h_j^*(m) = h_j(m) m^{-it_j}$. Recalling the definition of $\mathfrak{W}(w_1, \ldots, w_r)$, making the change of variables $A_j = U_j/w_j$ and noting that $h_j(w_j)/w_j^{it_j} = h_j^*(w_j)$, we deduce that (5.8) equals

$$\beta_0 \sum_{w_1, \ldots, w_r} \sum_{A_1, \ldots, A_r} \left( \prod_{j=1}^r h_j^*(w_j) S_{h_j^*}(N; W, A_j) \right) \frac{\text{vol}(\mathfrak{R}) T^s}{(w W)^s} \sum_{w_1, \ldots, w_r} \prod_{i=1}^r 1_{\phi_i(v) \equiv w_i A_i \pmod{w_j W}}$$

$$+ (\kappa(\delta) + o(1)) T^s \left( \prod_{j=1}^r E_{h_j}(N, W(N)) \right) \sum_{A_1, \ldots, A_r} \sum_{w_1, \ldots, w_r} \left( \prod_{i=1}^r |h_i(w_i)| \right) \beta_\varphi(w_1 A_1, \ldots, w_r A_r),$$

where

$$\beta_0 = T^{\delta t_1 + \cdots + t_r} \int_{\mathfrak{R}} \prod_{\ell=1}^r (\psi_\ell(x))^{it_\ell} \, dx$$

and where $\beta_\varphi(w_1 A_1, \ldots, w_r A_r)$ is defined in (2.4).
Since the main term in the expression above agrees with the one in (2.3), it now remains to show that the error term in that expression is of the shape

$$(\kappa(\delta) + o(1)) \left( \frac{T^n}{(\log N)^r} \prod_{i=1}^r \prod_{p \leq N} \left( 1 + \frac{|h_i(p)|}{p} \right) \right).$$

Recalling the definition of $E_{h_j}(N, \tilde{W}(N))$ from (1.3), this will follow, provided we can show that

$$
\sum_{A_1, \ldots, A_r \in (\mathbb{Z}/\mathbb{Z})^*} \sum_{w_1, \ldots, w_r \in \mathbb{W}(N)} \left( \prod_{i=1}^r |h_i(w_i)| \right) \beta_{\varphi}(w_1 A_1, \ldots, w_r A_r) \ll \prod_{j=1}^r \prod_{p|\tilde{W}(N)} \left( 1 + \frac{|h_j(p)|}{p} \right).$$

To this end, note that

$$
\sum_{A_1, \ldots, A_r \in (\mathbb{Z}/\mathbb{Z})^*} \sum_{w_1, \ldots, w_r \in \mathbb{W}(N)} \left( \prod_{i=1}^r |h_i(w_i)| \right) \beta_{\varphi}(w_1 A_1, \ldots, w_r A_r) \\
\leq \sum_{w_1, \ldots, w_r \in \mathbb{W}(N)} \left( \prod_{i=1}^r |h_i(w_i)| \right) \frac{1}{(w\mathbb{W})^s} \sum_{v \in (\mathbb{Z}/w\mathbb{W})^s} \prod_{i=1}^r \varphi_i(v) \equiv 0 \pmod{w_i} \\
\leq \prod_{p|\tilde{W}(N)} \sum_{a_1, \ldots, a_r \in \mathbb{N}_0} \left( \prod_{i=1}^r |h_i(p a_i)| \right) \frac{1}{p^{a_{\max}} s} \sum_{v \in (\mathbb{Z}/p^{a_{\max}} \mathbb{Z})^s} \prod_{i=1}^r \varphi_i(v) \equiv 0 \pmod{p^{a_i}}, \quad (5.9)
$$

where $a_{\max} = \max(a_1, \ldots, a_r)$.

If $n(a)$ denotes the number of non-zero coordinates of $a = (a_1, \ldots, a_r)$, then the inner sum in the final expression above satisfies (cf. [4, equation (5.6); 13, Lemma 1.3]):

$$
\frac{1}{p^{a_{\max}} s} \sum_{v \in (\mathbb{Z}/p^{a_{\max}} \mathbb{Z})^s} \prod_{i=1}^r \varphi_i(v) \equiv 0 \pmod{p^{a_i}} = \begin{cases} 
1, & \text{if } n(a) = 0, \\
p^{-\max\{a_i\}}, & \text{if } p \gg L \text{ and } n(a) = 1, \\
\ll p^{-\max\{a_i, a_i + 1\}}, & \text{if } p \gg L \text{ and } n(a) > 1, \\
\ll L p^{-\max\{a_i\}}, & \text{otherwise},
\end{cases}
$$

where $L = \max_{1 \leq i \leq r} \{\|\varphi_i\|, r, s\}$ and where $\|\varphi_i\|$ denotes the maximum modulus of the coefficients of $\varphi_i$. Let $L_0 \gg L$ be such that the second alternative applies to $p > L_0$ and suppose further that $L_0 > H$. Since, given any $k \in \mathbb{N}_0$ there are at most $k^r$ tuples $(a_1, \ldots, a_r)$ with $a_{\max} = k$ and taking into account that $|h_j(p^k)| \leq H^k$ and $h_j(p^k) \ll p^{k}$, we deduce that (5.9) is bounded by

$$
\ll \prod_{p \leq L_0} \left( 1 + O_L \left( \sum_{k \geq 1} p^{k+1} \frac{k^r}{p^{k}} \right) \right) \prod_{p > H} \prod_{p|\tilde{W}(N)} \left( 1 + \frac{|h_1(p)| + \cdots + |h_r(p)|}{p} + O_L \left( \sum_{k \geq 2} \frac{H^k k^r}{p^k} \right) \right) \\
\ll L, H, r \prod_{p|\tilde{W}(N)} \left( 1 + \frac{|h_1(p)| + \cdots + |h_r(p)|}{p} + O_L, H, r (p^{-2}) \right) \ll L, H, r \prod_{p|\tilde{W}(N)} \prod_{i=1}^r \left( 1 + \frac{|h_i(p)|}{p} \right).
$$
This completes the proof of Theorem 2.4 and leaves us with the task of establishing Theorem 4.1, that is, the existence of families of pseudo-random majorants for elements of \( \mathcal{F}^* \).

6. Majorants for multiplicative functions

The following three sections are devoted to the construction of suitable majorant functions for elements of the class \( \mathcal{F}^* \). We will define in Section 9 what it means for a majorant function to be pseudo-random. Here, we will show that for every \( N \in \mathbb{N} \), every \( \gamma \in (0, 1/2) \) and every \( h \in \mathcal{F}^* \), there exists a function \( \nu_h = \nu_h^{(N)} : \{1, \ldots, N\} \to \mathbb{R}_{\geq 0} \) with the following properties:

1. **(Majorisation).** There exists an absolute constant \( C > 0 \) such that
   \[
   |h(n)| \leq C \nu_h^{(N)}(n)
   \]
   for all \( N \in \mathbb{N} \) and all \( n \in \{1, \ldots, N\} \). (In Section 9 we will see that it in fact suffices that this condition holds for each \( N \) outside certain exceptional subsets of \( \{1, \ldots, N\} \).

2. **(Truncated divisor sum structure).** Outside an exceptional set, we have
   \[
   \nu_h^{(N)}(n) = \sum_{d | n, d \leq N^\gamma} \lambda_d
   \]
   for suitable weights \( \lambda_d \).

3. **(Average order condition).** If \( B > 1 \) is a constant and if \( 1 < W' \leq (\log N)^B \) is an integer that is divisible by the primorial \( W(N) \), then
   \[
   |S_h(N; W', A)| \ll S_{\nu_h^{(N)}}(N; W', A) \ll_B \frac{W'}{\phi(W')} \frac{1}{\log N} \prod_{p \leq N \atop p | W'} \left( 1 + \frac{|h(p)|}{p} \right)
   \]
   whenever \( \gcd(A, W') = 1 \).

Condition (2) is not a necessary condition. We will, however, make essential use of the truncated divisor sum structure in order to show in Section 9 that the majorants that we are about to construct are indeed pseudo-random. Condition (3) will be established in Section 9.1. This condition is important since, when applying the machinery from \([13]\) to prove asymptotic results on correlations of the form (1.1), the mean value \( S_{\nu_h^{(N)}}(N) \) of the chosen majorant for each individual function \( h_j \) will enter as a factor in the error term of the asymptotic formula. For this reason, we require our majorant functions to have as small as possible average order.

**Initial set-up**

For any function \( h \in \mathcal{F}^* \), we obtain a simple majorant function \( h' : \mathbb{N} \to \mathbb{R} \) by setting \( h'(n) := h^\sharp(n)h^\flat(n) \), where \( h^\sharp \) and \( h^\flat \) are multiplicatively defined by
   \[
   h^\sharp(p^k) = \max(1, |h(p)|, \ldots, |h(p^k)|)
   \]
   and
   \[
   h^\flat(p^k) = \min(1, |h(p^k)|),
   \]
respectively. It is immediate that \( |h(n)| \leq h'(n) \) for all \( n \in \mathbb{N} \). The function \( h^\sharp \) belongs to the class of functions for which pseudo-random majorants were already constructed in \([4, \S 7]\). Our pseudo-random majorant for \( h \) will arise as a product of separate majorants for \( h^\sharp \) and \( h^\flat \). Thus, our main task in the present work is to construct general pseudo-random majorants for bounded multiplicative functions.
7. A majorant for $h^2$

Before we turn to the case of bounded multiplicative functions, let us record the known family of pseudo-random majorants $\nu^{(N)}_2 : \{1, \ldots, N\} \to \mathbb{R}_{\geq 0}$ for $h^2$.

For this purpose, set $g^2 = \mu \ast h^2$ and define for any $\gamma \in (0, 1/2)$ and any sufficiently large $N$ the truncation
\begin{equation}
    h^{(N)}_\gamma(m) = \sum_{d \in \mathbb{N}} 1_{d \mid m} g^2(d) \chi \left( \frac{\log d}{\log N\gamma} \right) \tag{7.1}
\end{equation}
of the convolution $h^2 = 1 \ast g^2$, where $\chi : \mathbb{R} \to \mathbb{R}_{\geq 0}$ is a smooth function with support in $[-1, 1]$, which is monotone on $[-1, 0]$ and $[0,1]$ and has the property that $\chi(x) = 1$ for $x \in [-\frac{1}{2}, \frac{1}{2}]$. Note that $g^2(d) = 0$ whenever $d$ has a prime factor $p$ such that $h^2(p) = 1$, that is, such that $|h(p)| \leq 1$. Thus, if we define the set of primes
\[ \mathcal{P}_2 : \{ \text{p prime : } |h(p)| > 1 \} \]
and the set of integers
\[ \langle \mathcal{P}_2 \rangle = \{ m \in \mathbb{N} : p | m \Rightarrow p \in \mathcal{P}_2 \}, \]
then we may restrict the summation in (7.1) to $d \in \langle \mathcal{P}_2 \rangle$.

With the truncation (7.1) of $h^2$ in place, [4, Proposition 7.6] shows that for any fixed value of $\gamma \in (0, 1/2)$ we have
\[ h^2(n) \ll \nu^{(N)}_2(n) + 1_{n \not\in \mathcal{P}_2} h^2(n) \]
for $n \leq N$, where the exceptional set is defined as
\[ \mathcal{S} = \left\{ n \leq N : (\exists p. v_p(n) \geq \max\{2, C_1 \log \log \log n\}) \text{ or } \prod_{p \leq N^{1/(\log \log N)^3}} p^{v_p(n)} \geq N^{1/2 \log \log n} \right\}, \]
and where the majorant outside the exceptional set is given by
\begin{equation}
    \nu^{(N)}_2(m) = \sum_{\kappa=4/\gamma}^{[\log \log N]^3} \sum_{\lambda = [\log_2 \kappa - 2]}^{[\log \log N]^3} \sum_{u \in U(\lambda, \kappa)} H^u 1_{u \mid m} h^2(u) h^{(N)}_\gamma \left( \frac{m}{\prod_{p | u} p^{v_p(m)}} \right), \tag{7.2}
\end{equation}
where each set $U(\lambda, \kappa)$ is a sparse subset of the integers up to $N^\gamma$ that is defined as follows. Set $\omega(\lambda, \kappa) = [\frac{\gamma \kappa \lambda \lambda^{-3} - \log_2 \kappa}{2^{50}}]$ and $I_\lambda = [N^{1/2^{\lambda+1}}, N^{1/2^\lambda}]$. Then
\[ U(\lambda, \kappa) = \begin{cases} 
    \{1\}, & \text{if } \kappa = 4/\gamma \text{ and } \lambda = \log_2 \kappa - 2, \\
    \emptyset, & \text{if } \kappa = 4/\gamma \text{ and } \lambda \neq \log_2 \kappa - 2, \\
    \{ p_1 \cdots p_{\omega(\lambda, \kappa)} : p_i \in I_\lambda \text{ distinct primes and } h^2(p_i) \neq 1 \}, & \text{if } \kappa > 4/\gamma.
\end{cases} \]

We note for later reference that $u \in \langle \mathcal{P}_2 \rangle$ whenever $u \in U(\lambda, \kappa)$ and that $p \geq N^{1/(\log \log N)^3}$ for any prime divisor $p | u$ of any $u \in U(\lambda, \kappa)$ that appears in the definition of $\nu_2$.

An important technical property of the above majorant construction is that the set of integers $u \in \bigcup_{\kappa, \lambda} U(\lambda, \kappa)$ is fairly sparse. In particular, one can show (cf. the computation at the end of [26, §7]) that whenever $f$ is a multiplicative function that is bounded at primes (for example, $f(n) = h^2(n)$ or $f(n) = h^2(n)d(n)^r$), then
\begin{equation}
    \sum_{\kappa} \sum_{\lambda} \sum_u \prod_{j=1}^r \frac{H^u f(u_j)}{u_j} < \infty. \tag{7.3}
\end{equation}
Moreover, the following stronger version holds:

\[
\sum_{\kappa} \sum_{\lambda} \sum_{u} \frac{H^{\kappa_1 + \cdots + \kappa_t} |f(u_1) \cdots f(u_r)|}{\text{lcm}(u_1, \ldots, u_r)} < \infty. \tag{7.4}
\]

To prove (7.4), note that gcd\((u_1, u_2) = 1\) for \(u_i \in U(\lambda_i, \kappa_i), \ i = 1, 2\) unless \(\lambda_1 = \lambda_2\). Thus, (7.4) is bounded by

\[
\sum_{d \in \mathbb{N}, f_1 > 1} \prod_{d_1 + \cdots + d_t = r} \left( \sum_{\kappa_1, \ldots, \kappa_t} \sum_{\lambda = [\log_2 \max \kappa_i - 2]} \frac{H^{\kappa_1 + \cdots + \kappa_t} |f(u_1) \cdots f(u_r)|}{\text{lcm}(u_1, \ldots, u_r)} \right),
\]

and it suffices to show that for every \(1 \leq d_j \leq r\), the respective factor above converges. To show this, let \(C > 1\) be a constant such that \(|f(p)| \leq C\) for all primes and let \(1 \leq d \leq r\). Then, the above factor satisfies

\[
\sum_{\kappa} \sum_{\lambda = [\log_2 \max \kappa_i - 2]} \sum_{u \in \mathbb{N}^d, u_i \in U(\lambda_i, \kappa_i)} \frac{H^{\kappa_1 + \cdots + \kappa_t} |f(u_1) \cdots f(u_d)|}{\text{lcm}(u_1, \ldots, u_d)} \leq \sum_{\kappa} \sum_{\lambda = [\log_2 \max \kappa_i - 2]} \sum_{u \in \mathbb{N}^d, u_i \in U(\lambda_i, \kappa_i)} \frac{r}{\text{lcm}(u_1, \ldots, u_d)}.
\]

Since \(\omega(\text{lcm}(u_1, \ldots, u_d)) \geq \max_i \omega(\lambda_i, \kappa_i) \geq \frac{1}{2} \sum_{1 \leq i \leq d} \omega(\lambda_i, \kappa_i) =: \omega^*(\lambda, \kappa)\), the above is bounded by

\[
\leq \sum_{\kappa} \sum_{\lambda = [\log_2 \max \kappa_i - 2]} H^{\kappa_1 + \cdots + \kappa_t} C^{\omega(\lambda, \kappa_1) + \cdots + \omega(\lambda, \kappa_d)} \sum_{t \geq \omega^*(\lambda, \kappa)} \frac{1}{\text{lcm}(u_1, \ldots, u_d)}.
\]

Recall that each interval \(I_\lambda\) is of the form \([y, y^2]\) with \(y > N^{1/\Omega((\log \log N)^3)}\), that is, \(y \to \infty\) as \(N \to \infty\). Thus, the above is bounded by

\[
\leq \sum_{\kappa} \sum_{\lambda = [\log_2 \max \kappa_i - 2]} H^{\kappa_1 + \cdots + \kappa_t} C^{\gamma t \kappa^* / 200} \sum_{t \geq \gamma t \kappa^* / 200} \frac{1}{\text{lcm}(u_1, \ldots, u_d)}.
\]

where \(\kappa^* = \frac{1}{2} \sum_{1 \leq i \leq d} \kappa_i\). Using a standard tail estimate for the exponential series, we have

\[
\sum_{t \geq \gamma t \kappa^* / 200} \frac{1}{t} (\log 2 + o(1))^t \leq \frac{1}{[\gamma t \kappa^*/200]} (\log 2 + o(1))^{\gamma t \kappa^*/200} \leq \left(\frac{200e(\log 2 + o(1))}{\gamma t \kappa^*}\right)^{\gamma t \kappa^*/200}
\]


$$\leq \prod_{1 \leq i \leq d} \left( \frac{200e(\log 2 + o(1))}{\gamma \lambda \kappa_i} \right)^{\gamma \lambda \kappa_i/(200d)}$$

Thus, (7.5) is bounded by

$$\leq \prod_{1 \leq i \leq d} \sum_{\kappa \geq 1} H_\kappa \left( \frac{200edC(\log 2 + o(1))}{\gamma \lambda \kappa_i} \right)^{\gamma \lambda \kappa_i/(200d)}.$$ 

This expression, finally, is bounded by

$$\leq \left( \sum_{\kappa} \frac{H_\kappa}{\kappa^{\gamma/(200d)}} \sum_{\lambda \geq 1} \left( \frac{200edC(\log 2 + o(1))}{\lambda} \right)^{\gamma \lambda \kappa_i/(200d)} \right)^d$$

which is seen to converge, since \(\sum_{j \geq 1} A^j j^{-\alpha} < \infty\) for all constants \(A, \alpha > 0\). This completes the proof of (7.4).

8. Majorants for bounded multiplicative functions

Any non-negative bounded multiplicative function \(h^y\) has the property that whenever \(m|n\) is a divisor that is coprime to its cofactor \(n/m\), then \(h^y(n) \leq h^y(m)\). The key step in turning this simple observation into the construction of a pseudo-random majorant is to find a systematic way of assigning to any integer \(n\) a suitable divisor \(m\). The main property this map must have is that the pre-image of any divisor \(m\) should be easily reconstructible, a property which will allow us to swap the order of summation in later computations. The following type of assignment already featured in Erdős's work [8] on the divisor function.

Given a cut-off parameter \(N\) and an integer \(n \in [N^\gamma, N]\), let \(D_\gamma(n)\) denote the largest divisor of \(n\) that is of the form

$$\prod_{p \leq Q} p^{v_p(n)}, \quad (Q \in \mathbb{N})$$

but does not exceed \(N^\gamma\). If \(m \in [1, N^\gamma)\) is an integer then its inverse image takes the form

$$D_\gamma^{-1}(m) = \left\{ mm' \in [1, N] : P_+^{v_q(m')} < P_-^{v_q(m')} \text{ and } mQ^{v_q(m')} > N^\gamma \text{ if } Q = P_-^{v_q(m')} \right\},$$

where \(P_+^{v_q(m')}\), respectively, \(P_-^{v_q(m')}\), denote the largest, respectively, the smallest, prime factor of an integer \(m\). For our purpose it turns out to be of advantage to restrict attention to divisors

$$m \in \langle \mathcal{P}_y \rangle = \{ m : p|m \Rightarrow p \in \mathcal{P}_y \},$$

where

\[\mathcal{P}_y = \{ p : |h(p)| < 1 \}\text{.}\]

\[ We note as an aside that by Lemma 3.4 the values of \(h^y\) at higher prime powers do not influence the asymptotic order of \(S_{h^y}(N)\) and need for this reason not be taken into account in the construction of \(\nu_y\). \]
Thus, if \( n \in [1, N] \) is an integer that factorises as \( n = mq \) with \( m \in (\mathcal{P}_S) \) and \( p \notin \mathcal{P}_S \) for all prime divisors \( p \mid q \), then we set

\[
D'_\gamma(n) = \begin{cases} 
m & \text{if } m \leq N^\gamma \\
D_\gamma(m) & \text{if } m > N^\gamma.
\end{cases}
\]

Our next aim is to show that a sufficiently smoothed version of the function \( D'_\gamma \) can be written as a truncated divisor sum. To detect whether a given divisor \( m \mid n \) is of the form \( \prod_{p \leq Q} p^{v_p(n)} \) for some \( Q \) or, equivalently, whether \( q = \frac{n}{m} \) has no prime factor \( p \leq Q \), we use a sieve majorant similar to the one considered in [13, Appendix D]. The two essential differences are that the parameter corresponding to \( Q \) cannot be fixed in our application and that the divisor sum will be restricted to elements of the set \((\mathcal{P}_S)\). Thus, let \( \sigma_\gamma : \mathbb{R} \times \mathbb{N} \to \mathbb{R}_{\geq 0} \) be defined as

\[
\sigma_\gamma(Q; q) = \left( \sum_{\delta \mid q} \mu(\delta) \chi\left( \frac{\log \delta}{\log Q} \right) \right)^2,
\]

where \( \chi : \mathbb{R} \to \mathbb{R}_{\geq 0} \) is a smooth function with support in \([-1, 1]\) and the property \( \chi(x) = 1 \) for \( x \in [-\frac{1}{2}, \frac{1}{2}] \). This yields a non-negative function with the property that \( \sigma_\gamma(Q; q) = 1 \) if \( q \) is free from prime factors \( p \in \mathcal{P}_S \) with \( p \leq Q \). Setting, for \( 1 \leq n \leq N \),

\[
\nu'(n) = \sum_{m \mid n \atop m \in (\mathcal{P}_S)} h^\nu(m) \sigma_\gamma\left( N^\gamma; \frac{n}{m} \right) + \sum_{Q \leq N^\gamma \atop Q \in \mathcal{P}_S} \sum_{\substack{m \mid n \atop m \in (\mathcal{P}_S) \atop p \mid m \Rightarrow p < Q}} \sum_{Q^k \mid n} h^\nu(mQ^k) 1_{Q^k m \leq N^\gamma} \sigma_\gamma(Q; \frac{n}{mQ^k}),
\]

we obtain a (preliminary) majorant \( \nu' : \mathbb{N} \to \mathbb{R}_{\geq 0} \) for \( h^\nu \). The first of two small modifications consists of inserting smooth cut-offs for \( m \) and \( Q^k m \), leading to the majorant function \( \nu'' : \mathbb{N} \to \mathbb{R}_{\geq 0} \) defined as

\[
\nu''(n) = \sum_{m \mid n \atop m \in (\mathcal{P}_S)} h^\nu(m) \chi\left( \frac{\log m}{\log N^\gamma} \right) \sigma_\gamma\left( N^\gamma; \frac{n}{m} \right) + \sum_{Q \leq N^\gamma \atop Q \in \mathcal{P}_S} \sum_{\substack{m \mid n \atop m \in (\mathcal{P}_S) \atop p \mid m \Rightarrow p < Q}} \sum_{Q^k \mid n} h^\nu(mQ^k) \lambda\left( \frac{\log mQ^k}{\log N^\gamma} \right) \sigma_\gamma(Q; \frac{n}{mQ^k}),
\]

where \( \lambda \) is a smooth cut-off of the interval \([1, 2]\) which is supported in \([1/2, 4]\) and takes the value 1 on the interval \([1, 2] \). To carry out the second simplification, we exclude a sparse exceptional set related to the one from Section 7. If \( Q \leq N^\gamma/\log \log N^3 \), then an integer \( n < N \) certainly belongs to the exceptional set \( \mathcal{E} \) from Section 7 if it has a divisor of the form \( Q^k m > N^\gamma \), where \( p \mid m \Rightarrow p < Q \). If \( Q > N^\gamma/\log \log N^3 = (\log N)^{\gamma(\log N)/\log \log N^4} \) and if \( N \) is sufficiently large, then \( Q^2 > (\log N)^{C_1} \); so that any multiple of \( Q^2 \) again belongs to \( \mathcal{E} \). Thus, by defining

\[
v^\nu_N(n) = \sum_{m \mid n \atop m \in (\mathcal{P}_S)} h^\nu(m) \chi\left( \frac{\log m}{\log N^\gamma} \right) \sigma_\gamma\left( N^\gamma; \frac{n}{m} \right) + \sum_{Q \in \mathcal{P}_S} \sum_{\substack{m \mid n \atop m \in (\mathcal{P}_S) \atop p \mid m \Rightarrow p < Q}} \sum_{Q^k \mid n} h^\nu(Qm) \lambda\left( \frac{\log Qm}{\log N^\gamma} \right) \sigma_\gamma(Q; \frac{n}{Qm}),
\]
we obtain a non-negative function with the property that
\[
h^*(n) \ll \nu_{\beta}^{(N)}(n) + 1_{\mathcal{F}}(n)
\]
for any integer \( n \in [1, N] \), provided \( N \) is sufficiently large with respect to the value of \( C_1 \) from the definition of \( \mathcal{F} \). By construction (cf. [8; 26, Lemmas 3.2 and 3.3]) it follows that
\[
\sum_{n \leq N} 1_{\mathcal{F}}(n) \ll N (\log N)^{-C_1/2}.
\]
Thus, choosing \( C_1 \) sufficiently large, we may in view of (3.5) and property (iii) of Definition (1.1) ensure that
\[
\sum_{n \leq N} (1 + |h(n)|) 1_{\mathcal{F}}(n) = o \left( \sum_{n \leq N} |h(n)| \right),
\]
that is, that \( \mathcal{F} \) is indeed an exceptional set.

9. The product \( \nu_2 \nu_3 \) is pseudo-random

The aim of this section is to show that the majorant functions constructed in the previous section are pseudo-random, much in the sense of [13, §6]. However, since we are working with a larger class of functions, several adjustments to this notion are required and we include for this reason a complete definition.

**Definition 9.1 (Family of \( D \)-pseudo-random majorants, cf. [13]).** Let \((N_\tau)_{\tau \in \mathcal{F}}\) be an unbounded sequence of natural numbers indexed by some index set \( \mathcal{F} \). Let
\[
(f^{(\tau)}_1, \ldots, f^{(\tau)}_r : \{1, \ldots, N_\tau\} \rightarrow \mathbb{C})_{\tau \in \mathcal{F}}
\]
be a family of \( r \)-tuples of functions, and let \( D \geq r \) be an integer. Then a family of functions
\[
(\nu^{(\tau)} : \{1, \ldots, N_\tau\} \rightarrow \mathbb{R}_{>0})_{\tau \in \mathcal{F}}
\]
is called a family of **\( D \)-pseudo-random majorants** for the given family of functions if the following four conditions hold.

1. **(Normalisation).** We have
\[
\frac{1}{N_\tau} \sum_{n \leq N_\tau} \nu^{(\tau)}(n) = 1 + o_{N_\tau \rightarrow \infty}(1), \quad (\tau \in \mathcal{F}).
\]

2. **(Majorisation condition).** There exists an absolute constant \( C > 0 \) and weights \( E^{(\tau)}_{f_1}, \ldots, E^{(\tau)}_{f_r} \in \mathbb{R}_{>0} \) such that
\[
|f^{(\tau)}_i(n)| \leq C \nu^{(\tau)}(n) E^{(\tau)}_{f_i}
\]
for all \( \tau \in \mathcal{F} \), all \( n \leq N_\tau \setminus \mathcal{F}(N_\tau) \) and every \( 1 \leq i \leq r \), where \( \mathcal{F}(N_\tau) \) is any exceptional set with the property that, if \( B \geq 0 \) is fixed and \( T \in [N_\tau (\log N_\tau)^{-B}, N_\tau] \), then, as \( N_\tau, T \rightarrow \infty \), we have
\[
\sum_{n \in \mathcal{Z} \cap T \mathcal{R}} \prod_{i=1}^{r} f^{(\tau)}_i(\varphi_i(n)) 1_{\mathcal{F}(n) \notin \mathcal{F}(N)}
\]
\[
= \sum_{n \in \mathcal{Z} \cap T \mathcal{R}} \prod_{i=1}^{r} f^{(\tau)}_i(\varphi_i(n)) + o_{T \rightarrow \infty} \left( \text{vol}(T \mathcal{R}) \prod_{i=1}^{r} \text{vol}(S^{f^{(\tau)}_i}(T)) \right)
\]
for any system of linear polynomials \( \varphi_1, \ldots, \varphi_r \in \mathbb{Z}[x_1, \ldots, x_s] \) as in Theorem 2.4 with \( r, s, L \leq D \) and for any \( \mathcal{R} \subset \mathbb{R}^s \) as in Theorem 2.4.
(3) (Linear forms condition). For each $T \in \mathbb{N}$, let $T' \in (T, O_D(T))$ be a prime that is sufficiently large for the following to hold. Let $1 \leq d, t \leq D$ and let $\phi_1, \ldots, \phi_t \in \mathbb{Z}[X_1, \ldots, X_d]$ be any system of linear polynomials such that $|\phi_1(0)|, \ldots, |\phi_t(0)| \leq DT$ and such that all other coefficients are bounded by $D$ in absolute value. Suppose further that $\phi_i(n) \geq 0$ holds for all $n \in \{1, \ldots, T\}^d$ and all $1 \leq i \leq t$. Then $0 \leq \phi_i(n) < T'$ for all $n \in \{1, \ldots, T\}^d$, that is, the embedding $\iota : \mathbb{Z}/T'\mathbb{Z} \rightarrow \mathbb{N}_0$ that sends each class to its smallest non-negative representative induces the identity

$$\iota(\phi_i(n) \pmod{T'}) = \phi_i(n), \quad (n \in \{1, \ldots, T\}^d).$$

The family $\{\nu^{(\tau)}\}_{\tau}$ then satisfies the $D$-linear forms condition if the following holds: For any constant $B \geq 0$, any sufficiently large $N_\tau$, any $T \in [N_\tau (\log N_\tau)^{-B}, N]$ and any $T' \ll_D T$ as above, the family of functions $\tilde{\nu}_{\tau,T} : \{1, \ldots, T'\} \rightarrow \mathbb{R}_{>0}$, defined via $\tilde{\nu}_{\tau,T}(n) = \frac{1}{2} \{1 + \nu^{(\tau)}(n)1_{n \leq T} + 1_{n > T}\}$ for $1 \leq n \leq T'$, satisfies the following estimate. Identifying $\mathbb{Z}/T'\mathbb{Z}$ with $\{1, \ldots, T'\}$, we have, as $N_\tau \rightarrow \infty$,

$$\frac{1}{T'^d} \sum_{n \in \mathbb{Z}/T'\mathbb{Z}} \prod_{1 \leq j \leq t} \tilde{\nu}_{\tau,T}(\phi_j(n)) = (1 + o_{B,D}(1)) \left( \frac{1}{T'} \sum_{n \in \mathbb{Z}/T'\mathbb{Z}} \tilde{\nu}_{\tau,T}(n) \right)^t$$

for all systems $\phi_1, \ldots, \phi_t \in \mathbb{Z}[X_1, \ldots, X_d]$ of linear polynomials as above with the additional property that their non-constant parts form a system of pairwise linearly independent forms.

(4) (Correlation condition). The family of functions $\{\nu^{(\tau)}\}_{\tau \in \mathcal{F}}$ satisfies the $D$-correlation condition if, for every constant $B \geq 0$, for every sufficiently large $N_\tau$, all integers $T \in [N_\tau (\log N_\tau)^{-B}, N_\tau]$ and primes $T'$ as in (3), and for every $1 < m \leq D$, there exists a function $\varpi_m : \mathbb{Z}/T'\mathbb{Z} \rightarrow \mathbb{R}_{>0}$ such that for all $q \in \mathbb{N}$ and all $m, N_\tau, T$ and $T'$ as before the moment condition

$$\frac{1}{T'} \sum_{n \in \mathbb{Z}/T'\mathbb{Z}} (\varpi_m(n))^q \ll_{m,q,B} 1$$

holds, and such that

$$\frac{1}{T'} \sum_{n \in \mathbb{Z}/T'\mathbb{Z}} \prod_{1 \leq j \leq m} \tilde{\nu}_{\tau,T}(n + a_j) \ll_{m,q,B} \sum_{1 \leq i < j \leq m} \varpi_m(a_i - a_j)$$

for all tuples $(a_1, \ldots, a_m) \in (\mathbb{Z}/T'\mathbb{Z})^m$ and for the function $\tilde{\nu}_{\tau,T}$ defined in (3).

Our aim is to prove the following result.

**Theorem 9.2.** Let $D \geq 1$ be an integer, let $\gamma \in (0, 1/2)$ and let $N > 1$ be an integer parameter. Further, let $h_1, \ldots, h_r \in \mathcal{F}^+$ and let $B > 1$ be a constant. Suppose $W_1, \ldots, W_r \in (1, (\log N)^B)$ are integers, each divisible by $W(N)$ and for every $i \in \{1, \ldots, r\}$, let $A_i$ be a reduced residue modulo $W_i$. Writing $\tau = (N, W_1, \ldots, W_r, A_1, \ldots, A_r)$, we define the $W$-tricked function $f_i^{(\tau)} : n \mapsto h_i(W_in + A_i)$ together with the weight $E_{f_i^{(\tau)}} = E_{h_i}(N; W_i)$, where

$$E_{h_i}(N; Q) := \frac{1}{\log N} \frac{Q}{\phi(Q)} \prod_{p \mid N, p \mid Q} \left( 1 + \frac{|h_i(p)|}{p} \right).$$
For each $1 \leq i \leq r$ and $N$, let $\nu_{h_i} = \nu_{h_i}^{(N)} = \nu_{h_i}^{(N)}$ denote the majorant function for $h_i$ with parameter $\gamma$, as constructed in the previous three sections\footnote{See, in particular, (7.2) and (8.1).}. Let $W = \text{lcm}(W_1, \ldots, W_r)$ and set $N_\tau = \lceil N/W \rceil$. Then the family of functions $\nu^{(\tau)} : \{1, \ldots, N_\tau \} \rightarrow \mathbb{R}_{>0}$ defined by

$$\nu^{(\tau)}(n) = \frac{1}{r} \sum_{i=1}^{r} \nu_{h_i}^{(N)}(W_in + A_i)$$

is a family of $D$-pseudo-random majorants for $f^{(\tau)}_1, \ldots, f^{(\tau)}_r$ with weights $E^{(\tau)}_{f_1}, \ldots, E^{(\tau)}_{f_r}$, provided $\gamma$ was chosen sufficiently small with respect to $D$.

Since the majorisation condition holds for our majorant by construction, the proof of Theorem 9.2 reduces to establishing Propositions 9.3, 9.4 and Proposition 9.5. To see this, one splits the majorant $\nu^{(T,N)}$ from Definition 9.1(3) into its integral parts and proceeds as described in the subsection ‘Construction of the enveloping sieve’ of [13, Appendix D].

**Proposition 9.3 (Correct average order).** Let $N > 1$, $B > 1$, $T \in \lceil N(\log N)^{-B}, N \rceil$ and $W \in (1, (\log N)^B)$ with $W(N)|W$ be integers. Suppose that $h \in \mathcal{F}$ and let $\nu_{h}^{(N)} = \nu_{h}^{(N)}\nu_{h}^{(N)}$ denote the majorant function for $h$ with parameter $\gamma$, defined via (7.2) and (8.1). Then

$$|S_h(T;W,A)| \ll_B S_{\nu_{h}^{(N)}}(T;W,A) \ll_B E_h(T;W)$$  \hspace{1cm} (9.1)

whenever $\gcd(A,W) = 1$.

**Proposition 9.4 (Linear forms estimate).** Let $N > 1$ be an integer parameter, let $B > 1$ be a constant and supposed that $T \in \lceil N(\log N)^{-B}, N \rceil$. For each $1 \leq i \leq r$, let $1 \leq W_i \leq (\log N)^B$ be an integer that is divisible by $W(N)$ and let $0 \leq A_i \leq W_i$ be coprime to $W(N)$. Let $D > 1$ be constant, let $1 \leq r, s \leq D$ be integers and let $\phi_1, \ldots, \phi_r \in \mathbb{Z}[X_1, \ldots, X_s]$ be linear polynomials whose non-constant parts are pairwise linearly independent and which have the property that $|\phi_1(0), \ldots, |\phi_r(0)| \leq DT$ and that all other coefficients are bounded by $D$ in absolute value. Suppose that $\mathcal{R} \subset [-1,1]^s$ is a convex body with $\text{vol}(\mathcal{R}) > 0$ and that $W_i\phi_i(T\mathcal{R}) + A_i \subset [1,W_iT]$ for each $1 \leq i \leq r$. Then, as $N \rightarrow \infty$, the following estimate holds uniformly in $T, W_1, \ldots, W_r$ and $\phi_1, \ldots, \phi_r$ as above, provided the parameter $\gamma$ defining $\nu_{h_1}^{(N)}, \ldots, \nu_{h_r}^{(N)}$ is sufficiently small with respect to $D$:

$$\frac{1}{T^s \text{vol} \mathcal{R}} \sum_{n \in \mathbb{Z}^r \cap T\mathcal{R}} \prod_{i=1}^{r} \nu_{h_i}^{(N)}(W_i\phi_i(n) + A_i) = \left(1 + o(1)\right) \prod_{i=1}^{r} \left(\frac{1}{T} \sum_{n \leq T} \nu_{h_i}^{(N)}(W_i n + A_i)\right).$$

**Proposition 9.5 (Correlation estimate).** Let $B, D > 1$ be integers, let $N > 1$ an integer parameter, let $\nu_{h_1}^{(N)}, \ldots, \nu_{h_r}^{(N)}$ and $\tau = (N,W_1,\ldots, W_r,A_1,\ldots,A_r)$ be as in Theorem 9.2 and write $W = \text{lcm}(W_1, \ldots, W_r)$. Then there exists for any $1 \leq d \leq D$ a family of functions $\sigma_{\tau,d} : \{-[N/W], \ldots, [N/W]\} \rightarrow \mathbb{R}_{>0}$ which satisfies the moment bounds

$$\frac{W}{T} \sum_{-T/W \leq m \leq T/W} \sigma_{\tau,d}^q(m) \ll_{d,q,B} 1,$$

uniformly for all $\tau$ as in Theorem 9.2 and all $T \in \lceil N(\log N)^{-B}, N \rceil$, and which is such that for all $T \in \lceil N(\log N)^{-B}, N \rceil$, for every $d$-tuple $(i_1, \ldots, i_d) \in \{1, \ldots, r\}^d$ and every choice of (not
necessarily distinct) \( a_1, \ldots, a_d \in \{1, \ldots, \lfloor T/W \rfloor \}, \) we have

\[
\frac{W}{T} \sum_{1 \leq m \leq T/W} \prod_{j=1}^d \nu_{h_{i_j}}^{(N)}(W_{i_j}(m + a_j) + A_{i_j}) \leq \sum_{1 \leq j < j' \leq d} \sigma_{r,d}(a_j - a_{j'}) \tag{9.2}
\]

provided the parameter \( \gamma \) defining \( \nu_{h_1}^{(N)}, \ldots, \nu_{h_r}^{(N)} \) is small enough with respect to \( D \).

**Proof of Proposition 9.4.** For each \( 1 \leq i \leq r \), write \( \tilde{\phi}_i(n) = W_i \phi_i(n) + A_i \). Inserting all definitions and combining the two parts of the majorant \( \nu_{h_j}^b \) into one by extending the summation in \( Q_j \) to include \( Q_j = 1 \), we obtain

\[
\frac{1}{T^s \text{vol } \mathbb{R}} \sum_{n \in \mathbb{Z}^r \cap T \mathbb{R}} \prod_{j=1}^s \nu_{h_j}^{(N)}(\tilde{\phi}_j(n))
\]

\[
= \frac{1}{T^s \text{vol } \mathbb{R}} \sum_{n \in \mathbb{Z}^r \cap T \mathbb{R}} \prod_{j=1}^s \nu_{h_j}^{(N)}(\tilde{\phi}_j(n)) \nu_{h_j}^b(\tilde{\phi}_j(n))
\]

\[
= \frac{1}{T^s \text{vol } \mathbb{R}} \sum_{n \in \mathbb{Z}^r \cap T \mathbb{R}} \prod_{j=1}^r \left\{ \left[ (\log \log N)^{3} \right] [\log_2((\log \log N)^\delta)] \right\} \sum_{u_j \in \mathcal{P}(\mathbb{N})} \sum_{d_j \in \mathcal{P}(\mathbb{N})} 1_{\text{lcm}(\delta_j, \mu(Q_j, \alpha_j^Q, \alpha_j^Q, u_j, d_j))}(\tilde{\phi}_j(n))
\]

\[
\times \prod_{Q_j \in \mathcal{P}(\mathbb{N}) \cup \{1\}} \{ m_j \in \mathcal{P}(\mathbb{N}) : \gcd(m_j, W_j) = 1, j = \lfloor \log_2 \kappa_j \rfloor \}
\]

\[
\times H^{\delta_j} \left( g_j^{\delta_j}(d_j) \mu(\delta_j) \mu(\delta_j') H_j^{\delta_j}(m_j) H_j^{\delta_j'}(Q_j) \right)
\]

\[
\times \lambda \left( \frac{\log Q_j \log m_j}{\log N^\gamma} \right) \lambda \left( \frac{\log d_j}{\log N^\gamma} \right) \lambda \left( \frac{\log \delta_j}{\log Q_j^\delta} \right) \lambda \left( \frac{\log \delta_j'}{\log Q_j^{\delta_j'}} \right)
\]

where \( Q_j^\delta := Q_j(N^\gamma)^{Q_j = 1} \) takes the value \( Q_j \) unless \( Q_j = 1 \) and thus \( Q_j^\delta = N^\gamma \).

Our aim is to show that in the final expression above the summation in \( n \) and the product can be interchanged at the expense of a small error, that is, that (9.3) equals

\[
(1 + o(1)) \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \frac{1}{T^s \text{vol } \mathbb{R}} \sum_{n_j \in \mathbb{Z}^r \cap T \mathbb{R}} \prod_{j=1}^r \left\{ 1_{\Delta_j}(\tilde{\phi}_j(n_j)) H^{\delta_j} \left( g_j^{\delta_j}(d_j) \right) \right\}
\]

\[
\times \lambda \left( \frac{\log Q_j \log m_j}{\log N^\gamma} \right) \lambda \left( \frac{\log d_j}{\log N^\gamma} \right) \lambda \left( \frac{\log \delta_j}{\log Q_j^\delta} \right) \lambda \left( \frac{\log \delta_j'}{\log Q_j^{\delta_j'}} \right)
\]

where

\[
\Delta_j = \text{lcm}(\delta_j, m_j, Q_j, \alpha_j^Q, \alpha_j^Q, u_j, d_j) = d_j u_j Q_j m_j \text{lcm}(\delta_j, \delta_j'),
\]

and where \( \kappa, \lambda, u, Q, m, \delta, \delta', d \) run over \( r \)-tuples of integers that satisfy component-wise the summation conditions imposed in (9.3).

The proof that \( (9.3) = (9.4) \) follows the approach of [4, §9] closely, but the situation here bears a few extra difficulties. All essential tools in this analysis were derived or developed starting out from material in [13, Appendix D].
Multiplying out the product in (9.3), collecting together \( r \)-tuples and slightly rearranging them, the first step in our proof, as in [4, §9], is to show that the summation over \( r \)-tuples \( \kappa, \lambda, u, Q, m, \delta, \delta' \) and \( d \) can be restricted to such tuples that satisfy the additional conditions that for every \( 1 \leq i \leq r \) we have \( \gcd(Q, m, \delta_i, \delta'_i, d_i, \prod_{j=1}^r u_j) = 1 \) and \( \gcd(m, \delta_i, \delta'_i, d_i, \prod_{j=1}^r Q_j) = 1 \), and that all tuples \( (u_1, \ldots, u_r) \) consist of pairwise coprime integers and all prime-tuples \((Q_1, \ldots, Q_r)\) have pairwise distinct entries.

To prove this, observe first that all the above coprimality conditions are automatically satisfied for the factors with index \( j = i \). Thus, if any choice of tuples \( \kappa, \lambda, u, Q, m, \delta, \delta' \), and \( d \) violates the above additional conditions, then at least one of the following three alternatives holds. There is a prime factor \( p | u_j \) for some \( 1 \leq j \leq r \) which divides two entries of \((\Delta_1, \ldots, \Delta_r)\), or, for some \( 1 \leq j \leq r \), the prime \( Q_j \) either divides two entries of \((\Delta_1, \ldots, \Delta_r)\) or we have \( Q_j^2 | \Delta_j \) for some \( 1 \leq i \leq r \). Recall that all prime factors \( p \) of any \( u_j \in U(\kappa_j, \lambda_j) \) satisfy the lower bound \( p \geq N(\log \log N)^{-3} \), and that also \( Q_j > N(\log \log N)^{-3} \).

We seek to apply the Cauchy–Schwarz inequality to show that the contribution of the excluded choices \( r \)-tuples makes a negligible contribution. If \( \mathcal{F} \) denotes the set of all integers that are divisible by the square of a prime from the interval \([N(\log \log N)^{-3}, N^\gamma]\), and if \( 1_{\mathcal{F}} \) denotes the corresponding characteristic function, then

\[
\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} 1_{\mathcal{F}} \left( \prod_{1 \leq i \leq r} \tilde{\phi}_i(n) \right) = \sum_{T' \leq T < T''} \sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} 1_{p^2 | \prod u_i} \tilde{\phi}_i(n) \ll_r \sum_{T' \leq T < T''} \left\lfloor \frac{|\mathbb{Z}^r \cap T \mathcal{R}|}{p^2} \right\rfloor \ll_r |\mathbb{Z}^r \cap T \mathcal{R}| \exp \left( -\frac{\log N}{(\log \log N)^3} \right).
\]

Next, we seek a bound on the second moment of (9.3) with respect to the summation in \( n \). Note that \( H^{\kappa_j} \ll H^{(\log \log N)^3} \), that \( |\mu(\delta_j)\mu(\delta'_j)h^3(m_jQ_j)| \leq 1 \) and that \( |\chi|, |\lambda| \leq 1 \). Further,

\[
0 \leq g_j^\sharp(d) < h_j^\sharp(d) \leq h_j^\sharp(\tilde{\phi}_j(n))
\]

for all divisors \( d | \tilde{\phi}_j(n) \). Finally,

\[
\sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \prod_{j=1}^r 1_{\gcd(\delta_j, m_jQ_j, \delta'_j, m_jQ_j, u_j, d_j) | \tilde{\phi}_j(n)} \ll \prod_{j=1}^r d_\tau(\tilde{\phi}_j(n)), \tag{9.5}
\]

since \( \Delta_j = \gcd(\delta_j, m_jQ_j, \delta'_j, m_jQ_j, u_j, d_j) | \tilde{\phi}_j(n) \) implies the decomposition of \( \tilde{\phi}_j(n) \) into seven factors as follows:

\[
\tilde{\phi}_j(n) = \gcd(\delta_j, \delta'_j) \frac{\delta_j}{\gcd(\delta_j, \delta'_j)} \frac{\delta'_j}{\gcd(\delta_j, \delta'_j)} (Q_jm_j) u_j d_j \frac{\phi_j(n)}{\Delta_j},
\]

where \( Q_jm_j \) is regarded as one factor since \( Q_j = P^+(Q_jm_j) \) is uniquely determined. Thus,

\[
\sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \left( \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \prod_{j=1}^r 1_{\gcd(\delta_j, m_jQ_j, \delta'_j, m_jQ_j, u_j, d_j) | \tilde{\phi}_j(n)} \frac{H^{\kappa_j} h_j^\sharp(\tilde{\phi}_j(n))}{H^{\kappa_j} h_j^\sharp(\tilde{\phi}_j(n)) g_j^\sharp(\tilde{\phi}_j(n))} \right)^2 \ll H^{2r(\log \log N)^3} \sum_{n \in \mathbb{Z}^r \cap T \mathcal{R}} \left( \prod_{j=1}^r d_\tau(\tilde{\phi}_j(n)) h_j^\sharp(\tilde{\phi}_j(n)) g_j^\sharp(\tilde{\phi}_j(n)) \right)^2 \ll H^{2r(\log \log N)^3}|\mathbb{Z}^r \cap T \mathcal{R}|(\log N)^{O_H(1)}, \tag{9.6}
\]
where the last step follows from the $k$th moment bound [4, Proposition 7.9], applied to the function $f(n) = d_1(n)(h^2_1(n))^2$. Indeed, the function $f$ satisfies the conditions of [4, Proposition 7.9]. The proof of the proposition is easily adjusted to apply to a system of forms $(W_i \phi_i(m) + A_i)_{1 \leq i \leq r}$, where $(\phi_i(m))_{1 \leq i \leq r}$ has the same properties as the system $(\psi_i(m))_{1 \leq i \leq r}$ in the statement. (The $W$-trick would in fact allow us to remove the assumption that $|f(n)| \ll \varepsilon n^2$ from the statement.)

Putting everything together, the contribution from the excluded tuples is bounded above by

$$\frac{1}{|\mathbb{Z}^r \cap T\mathbb{R}|} \sum_{n \in \mathbb{Z}^r \cap T\mathbb{R}} 1_{F}(\hat{\phi}_1(n) \ldots \hat{\phi}_r(n)) \left( \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \prod_{j=1}^{r} 1_{\Delta_j} |\hat{\phi}_j(n)| H^{c_j} h_j^{\nu_j}(u_j) g_j^{\nu_j}(d_j) \right)$$

$$\ll H^{r(\log \log N)^3} (\log N)^{O_H(1)} \exp \left( -\frac{\log N}{2(\log \log N)^3} \right) \ll_{H, r} \exp \left( -\frac{\log N}{3(\log \log N)^3} \right).$$

(2) Similarly as above, one can also show that the summations in (9.4) can be restricted to tuples such that for every $1 \leq i \leq r$ we have $\text{gcd}(Q, m_i \delta_i \delta'_i d_i, \prod_{j=1}^{r} u_j) = 1$ and $\text{gcd}(m_i \delta_i \delta'_i d_i, \prod_{j=1}^{r} Q_j) = 1$, and that all tuples $(u_1, \ldots, u_r)$ consist of pairwise coprime integers and all prime-tuples $(Q_1, \ldots, Q_r)$ have pairwise distinct entries. To see this, we bound

$$\sum_{n_1, \ldots, n_r \in \mathbb{Z}^r \cap T\mathbb{R}} 1_{F} \left( \prod_{1 \leq i \leq r} \tilde{\phi}_i(n_i) \right) \left( \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \prod_{j=1}^{r} 1_{\Delta_j} |\tilde{\phi}_j(n_j)| H^{c_j} h_j^{\nu_j}(u_j) g_j^{\nu_j}(d_j) \right),$$

in essentially the same way as before.

(3) For any system of linear forms $\varphi_1, \ldots, \varphi_r \in \mathbb{Z}[x_1, \ldots, x_s]$ and for any prime $p$ let

$$\alpha_\varphi(p^{c_1}, \ldots, p^{c_r}) = \frac{1}{p^{m_s}} \sum_{n \in (\mathbb{Z}_{p^{m_s}})^s} \prod_{i=1}^{r} 1_{p^{c_i} | \varphi_i(n)},$$

(9.7)

where $m = \max(c_1, \ldots, c_r)$, and extend $\alpha_\varphi$ to composite arguments multiplicatively (cf. [13, p. 1831; 25, Definition 8.4]).

Suppose that for each $i \in \{1, \ldots, r\}$, we are given coprime integers $W_i$ and $A_i$ and let $\tilde{\varphi}_i(m) = W_i \varphi_i(m) + A_i$. If $n(\mathbf{c})$ denote the number of non-zero components of $\mathbf{c}$ and if $\varphi$ has finite complexity in the sense of [13], that is, if the linear forms $\varphi_i$ are pairwise linearly independent, then the following asymptotic formulae hold (cf. [4, equation (5.6)]):

$$\alpha_\varphi(p^{c_1}, \ldots, p^{c_r}) = \begin{cases} 1, & \text{if } n(\mathbf{c}) = 0, \\ = 0, & \text{if } \exists i : c_i > 0 \text{ and } p | W_i, \\ \leq p^{-\max \{c_1\}}, & \text{if } p \gg_{L} 1, (c_i > 0 \Rightarrow p \nmid W_i) \text{ and } n(\mathbf{c}) = 1, \\ \ll_{L} p^{-\max \{c_1\}}, & \text{if } p \gg_{L} 1 \text{ and } n(\mathbf{c}) > 1, \\ \end{cases}$$

(9.8)

where

$$L = \max_{1 \leq i \leq r} \{|\varphi_i|, r, s\}$$

and where $|\varphi_i|$ denotes the maximum modulus of the coefficients of $\varphi_i$. Writing, as before,

$$\Delta_j = \text{lcm}(\delta_j m_j Q_j, \delta'_j m_j Q_j, u_j, d_j),$$
it follows by means of a lattice point counting argument (cf. [13, Appendix A]) that

\[
\frac{1}{x^s \text{vol } \mathbb{R}} \sum_{n \in \mathbb{Z}^\gamma \cap x \mathbb{R}} \prod_{j=1}^r 1_{\Delta_j \hat{\varphi}_j(n)} = \alpha_{\hat{\varphi}}(\Delta_1, \ldots, \Delta_r) \left( 1 + O\left( x^{-1+O_D(\gamma)} \right) \right). \tag{9.9}
\]

Thus, the expression (9.3) equals

\[
\left( 1 + O\left( \frac{T^{-1+O_D(\gamma)}}{\text{vol } \mathbb{R}} \right) \right)
\times \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \alpha_{\phi}(\Delta_1, \ldots, \Delta_r) \prod_{j=1}^r H^{\kappa_j \rho_j}(u_j) g^{\rho_j}(d_j) \mu(\delta_j) \mu(\delta'_j) h_j^\gamma(m_j Q_j) \tag{9.10}
\]

\[
\times \lambda \left( \frac{\log Q_j m_j}{\log N^\gamma} \right) \chi \left( \frac{\log d_j}{\log N^\gamma} \right) \chi \left( \frac{\log \delta_j}{\log Q_j^\gamma} \right) \chi \left( \frac{\log \delta'_j}{\log Q_j^\gamma} \right)
\]

with the same summation conditions on all components as in (9.3) and where \( \sum' \) indicates that the additional coprimality conditions from (1) also are in place. Due to the additional coprimality conditions from (1), the argument of (9.10) equals

\[
a_{\hat{\varphi}}(\Delta_1, \ldots, \Delta_r) = \frac{a_{\hat{\varphi}}(\Delta_1, \ldots, \Delta_r)}{u_1 \ldots u_r Q_1 \ldots Q_r},
\]

where \( \Delta_i = \Delta_i/(Q_i u_i) \) for each \( i \).

Applying the asymptotic evaluation (9.8) of \( \alpha_{\hat{\varphi}} \) and (9.9) to the system of length \( r = 1 \) in (9.4) and taking into account step (2), our original aim translates as follows: our task is to show that, although \( \alpha_{\hat{\varphi}} \) is not multiplicative across its components if \( r > 1 \), the expression (9.10) equals

\[
\left( 1 + o(1) + O\left( \frac{T^{-1+O_D(\gamma)}}{\text{vol } \mathbb{R}} \right) \right) \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \prod_{j=1}^r H^{\kappa_j \rho_j}(u_j) g^{\rho_j}(d_j) \mu(\delta_j) \mu(\delta'_j) h_j^\gamma(m_j Q_j)
\]

\[
\times \lambda \left( \frac{\log Q_j m_j}{\log N^\gamma} \right) \chi \left( \frac{\log d_j}{\log N^\gamma} \right) \chi \left( \frac{\log \delta_j}{\log Q_j^\gamma} \right) \chi \left( \frac{\log \delta'_j}{\log Q_j^\gamma} \right), \tag{9.11}
\]

again with the summation conditions from (9.3) and the coprimality conditions from step (2) in place. Note that (9.11) no longer features the linear polynomials \( \phi_i \), a fact that can only be achieved because we are working with a \( W \)-trick.

(4) Following [13, Appendix D], we essentially replace \( \chi(\log m/\log Q) \) and \( \lambda(\log m/\log Q) \) by multiplicative functions in \( m \), using the Fourier-type transforms

\[
e^x \chi(x) = \int_{\mathbb{R}} \theta(\xi)e^{-ix\xi}d\xi, \quad e^x \lambda(x) = \int_{\mathbb{R}} \theta'(\xi)e^{-ix\xi}d\xi,
\]

which define rapidly decaying functions \( \theta, \theta' : \mathbb{R} \to \mathbb{R} \). Since \( \chi \) and \( \lambda \) have compact support, Fourier inversion and integration by parts shows that

\[
\theta(\xi), \theta'(\xi) \ll E \left( 1 + |\xi| \right)^{-E} \tag{9.12}
\]

for all \( E > 0 \). Thus, (cf. [13, paragraph before (D.6)]), setting \( I = [-(\log N^\gamma)^{1/2}, (\log N^\gamma)^{1/2}] \), one obtains

\[
\chi \left( \frac{\log m}{\log Q} \right) = \int_{I} m^{-\frac{1+ix}{\log Q}} \theta(\xi)d\xi + O_E \left( m^{-\frac{1}{\log Q}} (\log N^\gamma)^{-E} \right) \tag{9.13}
\]
and
\[
\lambda \left( \log \frac{m}{\log Q} \right) = \int_I m^{-\frac{1+i\xi}{3+i\xi} \theta'(\xi)} d\xi + O_E \left( m^{-\frac{1}{2+i\xi} (\log N)^{-E}} \right). \tag{9.14}
\]

Inserting these new expressions for \(\chi\) and \(\lambda\) at all instances in (9.10) (respectively, (9.11)) and multiplying out, we obtain a main term and an error term. Any integral occurring in the main term runs over the compact interval \(I\) and, thanks to the factor \(\alpha_\phi(\Delta_1, \ldots, \Delta_r)\) (respectively, \(\prod_j \Delta_j^{-1}\)), the summation over \(k, \lambda, u, Q, m, \delta, \delta', d\) is absolutely convergent. Thus, in the main term of (9.10) (respectively, (9.11)) we can swap sums and integrals. Taking into account steps (1)–(3), as well as the convergence of (7.3), the expression (9.10) then becomes
\[
(1 + o(1)) \sum_{\lambda} \sum_{\kappa} \sum_{u} \prod_{j=1}^{r} \frac{H_{k_{j}}(u_j)}{u_j} \times \int_I \ldots \int_I \sum_{Q, m, \delta, \delta', d} \frac{\alpha_\phi(\tilde{\Delta}_1, \ldots, \tilde{\Delta}_r)}{Q_{1}, \ldots, Q_r} \left( \prod_{j=1}^{r} J_j^* \theta'(\xi_j) \theta(\xi_j) \right) \frac{1}{(\log N)^{E}} \sum_{Q, m, \delta, \delta', d} \left( \prod_{i=1}^{r} H_{\Omega(i)} Q_{j(i)} \frac{\alpha_\phi(\tilde{\Delta}_i, \ldots, \tilde{\Delta}_r)}{Q_{1}, \ldots, Q_r} \right) \tag{9.15}
\]
where
\[
J_j^* = h^*(Q_j) Q_j^{-\frac{1+i\xi_3}{3+i\xi_3}} J_j \tag{9.16}
\]
and
\[
J_j = g_{j}(d_j) H_j^*(m_j) m_j^{-\frac{1+i\xi_3}{3+i\xi_3} d_j^{-\frac{1+i\xi_3}{3+i\xi_3}}} \mu(\delta_j) \mu(\delta'_j) \delta_j^{-\frac{1+i\xi_3}{3+i\xi_3}} \delta'_j^{-\frac{1+i\xi_3}{3+i\xi_3}} \tag{9.17}
\]
with \(Q_j^* = Q_j(N^\gamma)^{1_{Q_j=1}}\), as before.

Similarly, the expression (9.11) takes the same form as (9.15) but with \(\alpha_\phi(\tilde{\Delta}_1, \ldots, \tilde{\Delta}_r)\) replaced by \((\tilde{\Delta}_1 \ldots \tilde{\Delta}_r)^{-1}\) in both instances. To proceed further, the following two lemmas are required.

**Lemma 9.6.** Suppose \(k, \lambda, u_i \in U(\kappa_i, \lambda_i)\) and \(Q_i \geq N^{(\log \log N)^{-3}}\) for \(1 \leq i \leq r\) are fixed and let \(M \geq 1\) be any given integer, for example, \(M = \prod_{1 \leq j \leq r} Q_j u_j\). Let \(J_j\) for \(1 \leq j \leq r\) be the quantity defined in (9.17). Then, uniformly in \(M\),
\[
\sum_{m, \delta, \delta', d} \alpha_\phi(\tilde{\Delta}_1, \ldots, \tilde{\Delta}_r) \left( \prod_{j=1}^{r} J_j \right) = (1 + o(1)) \prod_{j=1}^{r} \sum_{m_j, \delta_j, \delta'_j, d_j} \frac{J_j}{\tilde{A}_j},
\]
where \(o(1)\) is uniform in all parameters and where \(\sum'\) indicates that all components are coprime to \(M\).

**Lemma 9.7.** Suppose \(k, \lambda\) and \(u\) with \(u_i \in U(\kappa_i, \lambda_i)\), \(1 \leq i \leq r\) are fixed, and suppose that \(M \geq 1\) is any given integer, for example, \(M = \prod_{1 \leq i \leq r} u_i\). Let \(J_j^*\) for \(1 \leq j \leq r\) be the quantity defined in (9.16). Then we have
\[
\int \cdots \int \prod_{j=1}^{r} \left| \sum_{j}^\dagger \frac{J_j^*}{Q_j \Delta_j} \theta'(\xi_{3,j}) \theta(\xi_{4,j}) \theta(\xi_{5,j}) \theta(\xi_{6,j}) \right| d\xi_j \ll \left( \frac{M}{\phi(M)} \right)^r \prod_{j=1}^{r} \frac{W_j}{\phi(W_j)} \frac{1}{\log N} \prod_{p<N^\gamma} \left( 1 + \frac{|h_j(p)|}{p} \right),
\]  
(9.18)

where \( Q_j \in \mathcal{P}^{(j)} \) with \( Q_j > N^\gamma/(\log \log N)^3 \), where \( m_j, \delta_j, \delta'_j \in \langle \mathcal{P}^{(j)} \rangle \), where \( d_j \in \langle \mathcal{P}^{(j)} \rangle \) and where the \( \sum^\dagger \) indicates that the summation is restricted to integers coprime to \( W_j M \).

The two lemmas above correspond to [4, Lemmas 9.4 and 9.3]. The proof of Lemma 9.6 is very similar to that of [4, Lemmas 9.4] rather fairly lengthy so that we omit it here. The proof of Lemma 9.7, in contrast, needs to work with significantly weaker assumptions on the Dirichlet series involved than the corresponding one from [4]. We will therefore carry out this proof below. Before we do so, let us, however, show how to deduce the equality of (9.10) and (9.11) and, thus, complete the proof of Proposition 9.4.

By applying first Lemma 9.6 with \( M = \prod_{1 \leq j \leq r} u_j Q_j \) and then Lemma 9.7 with \( M' = 1 \), we obtain

\[
\sum_{\kappa} \sum_{\lambda} \sum_{u}^{'} \prod_{i=1}^{r} \frac{H^{\kappa_i} h_j^*(u_i)}{u_i} 
\int \cdots \int \prod_{Q_j}^{r} \prod_{m, \delta, \delta', d} J_1^* \cdots J_r^* \left( \alpha_{\phi}(\Delta_1, \ldots, \Delta_r) - \frac{1}{\Delta_1 \cdots \Delta_r} \right) \prod_{j=1}^{r} \theta'(\xi_{3,j}) \cdots \theta(\xi_{6,j}) d\xi_j 
= o \left( \sum_{\kappa} \sum_{\lambda} \sum_{u}^{'} \prod_{i=1}^{r} \frac{H^{\kappa_i} h_j^*(u_i)}{u_i} \int \prod_{Q_j}^{r} \sum_{m_j, \delta_j, \delta'_j, d_j} \frac{J_j^*}{Q_j \Delta_j} \theta'(\xi_{3,j}) \cdots \theta(\xi_{6,j}) \right)
= o \left( \sum_{\kappa} \sum_{\lambda} \sum_{u}^{'} \prod_{j=1}^{r} \frac{H^{\kappa_j} h_j^*(u_j) d(u_j)^r}{u_j} \frac{W_j}{\phi(W_j)} \frac{1}{\log N} \prod_{p<N^\gamma} \left( 1 + \frac{|h_j(p)|}{p} \right) \prod_{p<N^\gamma} \left( 1 + \frac{|h_j(p)|}{p} \right) \right)
= o \left( \frac{W_j}{\phi(W_j)} \frac{1}{\log N} \prod_{p<N^\gamma} \left( 1 + \frac{|h_j(p)|}{p} \right) \right),
\]

where the last step follows from (7.3). This completes the proof of Proposition 9.4, assuming Lemma 9.7.

It remains to prove Lemma 9.7. We emphasise that, although this lemma corresponds to [4, Lemma 9.3], the proof below is significantly stronger in that it does not rely on any assumption on the behaviour close to \( s = 1 \) of the Dirichlet series attached to \( h^s \) or to \( h^s \).

Proof of Lemma 9.7. Most of this proof only considers the \( j \)th factor of the integrand. To simplify the notation, we abbreviate \( h = h_j, h^s = h_j^s, h^s = h_j^s \) and \( g = g_j^s = h_j^s + \mu \) throughout the proof. We proceed by decomposing the sum over \( Q_j, m_j, \delta_j, \delta'_j, d_j \) into an Euler product, keeping in mind that the contribution of higher prime powers only affects the implied constant.
The latter holds since whenever \( N \) sufficiently large with respect to \( H \), we have
\[
\prod_{p \mid W_j} \left( 1 + \frac{H^2}{p^2} + \frac{H^3}{p^3} + \cdots \right) \leq \prod_{p > \omega(N)} \left( 1 + \frac{H^2}{p^2} \left( 1 - \frac{H}{p} \right)^{-1} \right) \leq \prod_{p > \omega(N)} \left( 1 + \frac{2H^2}{p^2} \right) \tag{9.19}
\]
\[
\ll \exp \left( 2H^2 \sum_{p > \omega(N)} \frac{1}{p^2} \right) = O_H(1), \tag{9.20}
\]
where we used that \( W(N) \mid W_j \).

Thus, recalling the definitions of \( J_j^* \) and \( J_j \) from (9.16) and (9.17), it follows that
\[
\left| \sum_{Q_j, m_j, \delta_j, \delta_j', d_j} J_j^* \Delta | \sum_{Q_j, m_j, \delta_j, \delta_j', d_j} J_j \langle Q_j m_j d_j \text{lcm}(\delta_j, \delta_j') \rangle \right| \leq \left| \prod_{p' \notin \mathcal{P}, p' \mid W_j M} \left( 1 + \frac{g(p')}{p'^{1 + \frac{1 + \epsilon_0}{\gamma \log N}} + 1 + \frac{Q_j}{\gamma \log N}} \right) \right|
\times \left\{ \prod_{p \in \mathcal{P}, p \mid W_j M} \left( 1 + \frac{h^*(p)}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}} - \frac{1}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} - \frac{1}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} + \frac{1}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} \right) \right\}
\]
\[
+ \sum_{Q \in \mathcal{P}, Q \mid W_j M} \frac{h^*(Q)}{Q^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} \prod_{p \in \mathcal{P}, p \mid W_j M} \left( 1 + \frac{h^*(p) \mathbb{1}_{p < Q}}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} - \frac{1}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} - \frac{1}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} + \frac{1}{p^{1 + \frac{1 + \epsilon_0}{\gamma \log N}}} \right) \right\}. \tag{9.21}
\]

Next, we observe that, in the above bound, we may by invoking (9.19) split all factors of the form \( 1 + \frac{a_{1, p}}{p^{1 + \alpha_1}} + \cdots + \frac{a_{4, p}}{p^{1 + \alpha_4}} \) into products of individual factors of the form \( 1 + \frac{a_{i, p}}{p^{1 + \alpha_i}} \).

To bound above those resulting products \( \prod_{p} (1 + \frac{a_{i, p}}{p^{1 + \alpha_i}}) \) all of whose coefficients are non-negative, we will frequently use the following estimate. Let \( \mathcal{A} \) be a set of primes \( \langle a_p \rangle_{p \in \mathcal{A}} \) a sequence of non-negative real numbers that are bounded above by some constant \( C > 1 \). Then, whenever \( c > 0 \) is a constant, we have
\[
\prod_{p \in \mathcal{A}} \left( 1 + \frac{a_p}{p^{1 + \frac{c}{\log y}}} \right) \ll \prod_{p \in \mathcal{A}} \left( 1 + \frac{a_p}{p} \right). \tag{9.22}
\]

To see this, note that
\[
\prod_{p \in \mathcal{A}, p > y} \left( 1 + \frac{a_p}{p} \right) \ll \exp \left( \sum_{p > y} \frac{a_p}{p^{1 + \frac{c}{\log y}}} \right) \ll \exp \left( \sum_{k > \log_2 y} \frac{2^k C}{k^{2^k (1 + \frac{c}{\log y})}} \right)
\ll \exp \left( \frac{C}{\log_2 y} \int_{\log_2 y}^\infty e^{-cx/\log_2 y} \, dx \right) \ll \exp \left( \frac{C}{c} \exp(-c) \right) \ll 1.
\]
When bounding the contribution from those products \( \prod_p (1 + \frac{a_{i,p}}{p^{1 + \frac{1 + i \xi_{j,p}}{\gamma \log N}}} ) \) that have negative coefficients, that is, when \( a_{i,p} = -1 \) for all \( p \), we need to be much more careful. For these products we have the following bound:

\[
\left| \prod_{p \in \mathcal{B}, p \mid W_j M} \left( 1 - \frac{1}{p^{1 + \frac{1 + i \xi_{j,p}}{\gamma \log N}}} \right) \right|
\ll \zeta^{-1} \left( 1 + \frac{1 + i \xi_5}{\gamma \log N} \right) \prod_{p \not\in \mathcal{B}, p \mid W_j M} \left( 1 + \frac{1}{p^{1 + \frac{1 + i \xi_{j,p}}{\gamma \log N}}} \right) \prod_{q \mid W_j M} \left( 1 + \frac{1}{q^{1 + \frac{1 + i \xi_{j,p}}{\gamma \log N}}} \right)
\ll \frac{1 + i \xi}{\gamma \log N} \left| \prod_{p \not\in \mathcal{B}, p \mid W_j M} \left( 1 + \frac{1}{p^{1 + \frac{1 + i \xi_{j,p}}{\gamma \log N}}} \right) \prod_{q < N^\gamma} \left( 1 + \frac{1}{q} \right) \right|
\ll \frac{1 + i \xi}{\gamma \log N} \left| \prod_{p < N^\gamma, p \not\in \mathcal{B}, p \mid W_j M} \left( 1 + \frac{1}{p} \right) \prod_{q < N^\gamma} \left( 1 + \frac{1}{q} \right) \right|
\ll |1 + i \xi| \prod_{p < N^\gamma, p \not\in \mathcal{B}, p \mid W_j M} \left( 1 - \frac{1}{p} \right).
\]

A similar bound holds when \( \gamma \log N \) is replaced by \( \log Q \). Combined with (9.21), these two bounds yield:

\[
\left| \sum_{Q_j, m, \delta_j, \delta_j', d_j} \frac{J_j^*}{Q_j m j d_j \text{lcm}(\delta_j, \delta_j')} \right|
\ll |1 + i \xi_{5\delta_j}|(1 + i \xi_6) \left| \prod_{p' \not\in \mathcal{B}, p' \mid W_j M} \left( 1 + \frac{g(p')}{p'^{1 + \frac{1 + i \xi_{6,p}}{\gamma \log N}}} \right) \right|
\times \left\{ \prod_{p \in \mathcal{B}, p \mid W_j M} \left( 1 + \frac{h^3(p)}{p^{1 + \frac{1 + i \xi_{6,p}}{\gamma \log N}}} \right) \left( 1 + \frac{1}{p^{1 + \frac{1 + i \xi_{6,p}}{\gamma \log N}}} \right) \prod_{p < N^\gamma, p \not\in \mathcal{B}, p \mid W_j M} \left( 1 - \frac{1}{p} \right)^2 \right. \\
+ \sum_{Q_j \in \mathcal{B}, Q_j \not\mid W_j M} \frac{h^5(Q)}{Q^{1 + i \xi_{6,p}} \prod_{p' \not\in \mathcal{B}, p' \mid W_j M} \left( 1 + \frac{h^5(p)}{p'^{1 + \frac{1 + i \xi_{6,p}}{\gamma \log N}}} \right)} \left( 1 - \frac{1}{p} \right)^2 \prod_{p'' \not\in \mathcal{B}, p'' \mid W_j M} \left( 1 + \frac{1}{p''^{1 + i \xi_{6,p}}} \right) \right\}.
\]
Using (9.22), the above is bounded by
\[
\ll |(1 + i\xi_5)(1 + i\xi_6)| \prod_{p' \in \mathcal{P}_s, \ p' \leq N^\gamma, \ p' \mid W_j M} \left(1 + \frac{g(p')}{p'}\right) \prod_{p < N^\gamma} \left(1 + \frac{h^p(M)}{p^{1 + \frac{1}{\log N}}}\right) \left(1 - \frac{1}{p}\right).
\]

(9.24)

Note that
\[
\sum_{Q \in \mathcal{P}_s, \ p < Q, \ p \mid W_j M} \frac{h^p(Q)}{Q^{1 + \frac{1}{\log N}}} \prod_{p < Q} \left(1 + \frac{h^p(p)}{p^{1 + \frac{1}{\log N}}}\right) \left(1 - \frac{1}{p}\right)
\]
\[
= \prod_{p \in \mathcal{P}_s, \ p \mid W_j M} \left(1 + \frac{h^p(p)}{p^{1 + \frac{1}{\log N}}}\right) \left(1 - \frac{1}{p^{1 + \frac{1}{\log N}}}\right)
\]
\[
= \prod_{p \in \mathcal{P}_s, \ p \mid W_j M} \left(1 + \frac{h^p(p)}{p^{1 + \frac{1}{\log N}}}\right) \prod_{p' \in \mathcal{P}_s, \ p' \mid W_j M} \left(1 - \frac{1}{p'^{1 + \frac{1}{\log N}}}\right)
\]
\[
= \prod_{p \in \mathcal{P}_s, \ p < N^\gamma, \ p \mid W_j M} \left(1 + \frac{h^p(p)}{p}\right) \left(1 - \frac{1}{p}\right).
\]

Thus, (9.24) is bounded by
\[
\ll |(1 + i\xi_5)(1 + i\xi_6)| \prod_{p' \in \mathcal{P}_s, \ p' \leq N^\gamma, \ p' \mid W_j M} \left(1 + \frac{|g(p')|}{p'}\right) \prod_{p < N^\gamma} \left(1 + \frac{|h(p)|}{p}\right) \left(1 - \frac{1}{p}\right)
\]
\[
\ll |(1 + i\xi_5)(1 + i\xi_6)| \prod_{p < N^\gamma} \left(1 + \frac{|h(p)|}{p}\right) \left(1 - \frac{1}{p}\right)
\]
\[
\ll \gamma |1 + i\xi_5||1 + i\xi_6| \frac{1}{\log N} \frac{W_j M}{\phi(W_j M)} \prod_{p < N} \left(1 + \frac{|h_j(p)|}{p}\right).
\]

Inserting this bound for (9.21) into (9.18) and taking the decay properties (9.12) of the function \(\theta\) and \(\theta'\) into account, yields the bound claimed in Lemma 9.7. \(\Box\)
9.1. The average order of $\nu^*r^h$

As a consequence of the proof of Proposition 9.4, we shall now deduce Proposition 9.3, that is, that $\nu^*r^h$ has the ‘correct’ average order. To start with, note that the first bound of (9.1) is immediate since $\nu^*r^h$ is, outside of the sparse set $\mathcal{S}$, a majorant for $|h|$. The second bound follows from the upper bound (9.15) on

$$\frac{1}{T^s \text{vol } \mathcal{R}_n} \sum_{n \in \mathbb{Z} \cap T \mathcal{R}_n} \prod_{i=1}^s \nu_{h_i}(\phi_i(n)),$$

where we are only interested in the case $s = 1$. To see this, we apply first Lemma 9.6 and then Lemma 9.7 to the integrand, and finally recall that the outer sum (7.3) converges.

10. Proof of Proposition 9.5

To complete the proof of Theorem 9.2, it remains to prove Proposition 9.5.

Recall that $\tau = (N,W_1,\ldots,W_r,A_1,\ldots,A_r)$ and that $d \in \{1,\ldots,D\}$ and $(i_1,\ldots,i_d) \in \{1,\ldots,r\}^d$. A slight adaptation of [12, Lemma 9.9] yields the following.

**Lemma 10.1.** Let $\Delta : \mathbb{Z} \rightarrow \mathbb{Z}$ denote the polynomial

$$\Delta(m) = \prod_{1 \leq j < j' \leq d} \left( Wm + \frac{W}{W_{i_j}} A_{i_j} - \frac{W}{W_{i_{j'}}} A_{i_{j'}} \right),$$

where $W = \text{lcm}(W_1,\ldots,W_r)$. Suppose that the family of functions

$$\sigma_{\tau,d} : \{-[N/W], \ldots,[N/W]\} \rightarrow \mathbb{R}_{\geq 0},$$

satisfies the two conditions $\sigma_{\tau,d}(0) \leq q (N/W)^{1/q}$ for all $q \in \mathbb{N}$ and $\tau$ as in Theorem 9.2, and

$$\sigma_{\tau,d}(m) = \exp \left( \sum_{p > \omega(N), p|\Delta(m)} O_d(p^{-1/2}) \right)$$

for $m \neq 0$. Then $\mathbb{E}_{-T/W \leq m \leq T/W} \sigma_{\tau,d}^q(m) \leq q 1$ for all $q \in \mathbb{N}$, all $\tau$ and $T \in [N(\log N)^{-B}, N]$.

Note that whenever the collection $(a_j)_{1 \leq j \leq d} \in \{1,\ldots,\lceil T/W \rceil\}^d$ contains two identical elements, then $\sigma_{\tau,d}(0)$ appears in the bound (9.2) we seek to establish. Following [12, 13] closely, we seek to handle this case using the fact that the above lemma allows us to choose $\sigma_{\tau,d}(0)$ to be rather large. To start with, note that the generalised divisor function $d_k$ satisfies condition (ii) of Definition 1.1 with $H = k$. Further, given $h \in \mathcal{F}^*$, condition (i) from Definition 1.1 implies the bound

$$|h(n)| \leq H^{(\log n)/\log w(N)} = n^{(\log H)/\log w(N)},$$

valid for all $n$ coprime to $W(N)$. Thus, recalling (9.5) and (9.6), we have

$$\nu^*_h(n) \nu^*_h(n) \leq \sum_{\kappa,\lambda,u,Q} \sum_{m,\delta,\delta',d} 1_{\text{lcm}(|\delta mQ,\delta' mQ, u,d)|} H^{*h^*_d(u)g^*_d(d)}$$

$$\leq H^{\log \log N} d_z(n)h^*_d(n) \leq H^{\log \log N} N(\log(7H))/\log w(N)$$

for all sufficiently large $N \in \mathbb{N}$ and all $n \leq N$ coprime to $W(N)$. Hence, it follows that

$$\frac{W}{T} \sum_{1 \leq m \leq T/W} \prod_{j=1}^d \nu_{h_{i_j}}(W_{i_j}(m + a_j) + A_{i_j}) \ll \exp(O_H(1)D(\log N)/\log w(N))$$
provided that $1 \leq d \leq D$. Setting

$$
\sigma_{\tau, d}(0) = \exp(C_H D \log N / \log \log N)
$$

for some absolute constant $C_H$ thus ensures that (9.2) holds whenever $1 \leq d \leq D$, and that the condition on $\sigma_{\tau, d}(0)$ in Lemma 10.1 is satisfied.

In the remaining case where the $a_j$ are pairwise distinct, the system of linear forms is less degenerate and we may employ the same techniques used to prove Proposition 9.4. The key observation is that whenever a prime $p$ divides two distinct polynomials $W_{i_j}(m + a_j) + A_{i_j}$ and $W_{i_j}(m + a_{j'}) + A_{i_j}$, at the integer $m$, then it divides $\Delta(a_j - a_{j'})$. Moreover, we claim that if $\Delta := \prod_{j \neq j'} \Delta(a_j - a_{j'})$ and the $a_j$ are pairwise distinct, then

$$
\frac{W}{T} \sum_{1 \leq m \leq T \atop W \cdot j = 1} \nu_{E_{h_{i_j}}(N; W_{i_j})} \prod_{p \mid \Delta} \nu_{E_{h_{i_j}}(N; W_{i_j})} (2^c H)^{c_1 + \cdots + c_d},
$$

(10.1)

where $\phi = (\phi_{i_1}, \ldots, \phi_{i_j}) : \mathbb{Z} \to \mathbb{Z}^d$ is the system of linear forms $\phi_j(m) = W_j(m + a_j) + A_j$ for $1 \leq j \leq r$, and where $E_{h_{i_j}}(N; W_{i_j})$ was defined in (1.3). We shall take (10.1) on trust for now and defer its proof to the very end of this section. Note that, instead of (9.8), the given system $\phi$ (of infinite complexity) satisfies

$$
\alpha_\phi(p^{c_1}, \ldots, p^{c_d}) = \begin{cases} 
\leq p^{-\max_i c_i} & \text{for all } p \text{ and } c; \\
= p^{-\max_i c_i} & \text{if } n(c) = 1 \text{ and } (c_i > 0 \Rightarrow p \nmid W_i); \\
= 0 & \text{if } \exists i : c_i > 0 \text{ and } p \mid W_i; \\
= 0 & \text{if } p \mid \Delta \text{ and } n(c) > 1.
\end{cases}
$$

(10.2)

Since there are at most $(j + 1)^d$ integer tuples $(c_1, \ldots, c_d)$ with $\max_i c_i = j$ and since $(j + 1)^d (2^c H)^{c_1 + \cdots + c_d} \leq p^{3/2} / 2$ for all $j \geq 1$ and all $p > w(N)$ as soon as $N$ is sufficiently large, we have

$$
\sum_{c_1, \ldots, c_d} \alpha_\phi(p^{c_1}, \ldots, p^{c_d})(2^c H)^{c_1 + \cdots + c_d} \leq 1 + \frac{1}{2} p^{-1/2} \sum_{j \geq 0} p^{-j/2} \leq 1 + p^{-1/2}.
$$

(10.3)

Thus, it follows from (10.1) that

$$
\frac{W}{T} \sum_{1 \leq m \leq T \atop W \cdot j = 1} \prod_{h_{i_j}} \nu_{E_{h_{i_j}}(N; W_{i_j})} \prod_{p \mid \Delta} \nu_{E_{h_{i_j}}(N; W_{i_j})} (1 + p^{-1/2}) \ll \exp \left( \sum_{p \mid \Delta \atop p > w(N)} O(p^{-1/2}) \right).
$$

Since $\exp(x_1 + \cdots + x_d) \leq \exp(d \max_i x_i)$ the above is bounded by

$$
\ll \sum_{j \neq j'} \exp \left( \sum_{p \mid \Delta(a_j - a_{j'}) \atop p > w(N)} O_d(p^{-1/2}) \right).
$$

The proposition now follows from Lemma 10.1.
It remains to prove (10.1). Using the lattice point counting formula (9.9) and writing \(L'_j = L_j u_j\) and \(L_j = \lcm(\delta_j, \delta'_j) m_j Q_j d_j\) for \(1 \leq j \leq d\), we deduce that

\[
\begin{align*}
\frac{W}{T} \sum_{1 \leq m \leq T/W} \prod_{j=1}^d \nu_j^{(N)}(W_i(m + a_j) + A_i) \\
= (1 + o(1)) \sum_{\kappa, \lambda, u, Q} \sum_{m, \delta, \delta', d} \alpha_{\phi}(L'_1, \ldots, L'_d) \prod_{j=1}^d H^{\kappa_j} h^\nu_j(u_j) g^\delta_j(d_j) \mu(\delta_j) \mu(\delta'_j) h^\nu_j(m_j Q_j)
\end{align*}
\]

\[
\times \lambda \left( \frac{\log Q_j m_j}{\log N} \right) \chi \left( \frac{\log d_j}{\log Q_j} \right) \chi \left( \frac{\log \delta_j}{\log Q_j} \right).
\]

Invoking the transformations (9.13) and (9.14), the above equals

\[
\begin{align*}
\sum_{\kappa, \lambda, u} H^{\kappa_j} h^\nu_j(u_j) \int_1^\infty \cdots \int_1^\infty \sum_{Q, m, \delta, \delta', d} \alpha_{\phi}(L'_1, \ldots, L'_d) \left( \prod_{j=1}^d J_j^{\ast} \theta'(\xi_{i,j}) \theta(\xi_{i,j}) \theta(\xi_{i,j}) \right) d\xi + \mathcal{E},
\end{align*}
\]

where

\[
J_j^{\ast} = h^\nu_j(Q_j) Q_j^{-1 + \varepsilon\delta_j} g^\delta_j(d_j) h^\nu_j(m_j) m_j^{-1 + \varepsilon\delta_j} d_j^{-1 + \varepsilon\delta_j} \mu(\delta_j) \mu(\delta'_j) \delta_j^{-1 + \varepsilon\delta_j} \delta'_j^{-1 + \varepsilon\delta_j}
\]

with \(Q_j = Q_j(N\gamma)^{1/3}\), as before, and where the error term \(\mathcal{E}\) is such that for all \(E \geq 1\):

\[
\mathcal{E} \ll \frac{1}{(\log N)^E} \sum_{\kappa, \lambda, u} \sum_{Q, m, \delta, \delta', d} \alpha_{\phi}(L'_1, \ldots, L'_d) \prod_{i=1}^d \frac{H^{\kappa_i} H^{\Omega(d_i) + \Omega(u_i)}}{(Q, m_i, d_i, \delta, \delta'_i)^{1/\log N}}.
\]

To simplify the task of bounding the main term in the expression above, we seek to use the fact that \(J_j^{\ast}\) is multiplicative in order to factorise the integrand in the main term for any fixed vector \(u\) into one factor running over primes dividing \(\Delta\), one factor running over primes dividing \(u_1, \ldots, u_d\) and one factor taking into account the contribution from integers coprime to \(M := \Delta u_1 \ldots u_d\). The final factor will then indeed simplify since \(\alpha_{\phi}(L'_1, \ldots, L'_d) = \alpha_{\phi}(u_1, \ldots, u_d) \prod_j 1/L_j\) or \(\alpha_{\phi}(L'_1, \ldots, L'_d) = 0\) whenever \(\gcd(L'_1, \ldots, L'_d, M) = 1\). We will consider the error term \(\mathcal{E}\) in a second step, using the same approach.

For the purpose of the described factorisation, define the multiplicative function

\[
\eta(Q, m, \delta, \delta', d) = \alpha_{\phi}(L'_1, \ldots, L'_d) J_{1 \ast} \cdots J_{d \ast}.
\]

In view of (10.2) and since \(|J_{j \ast}| \leq H^{\Omega(d_j)}\), we have

\[
\sum_{\substack{Q: \xi_j \in \mathcal{S}_j^{(1)} \setminus \{1\}, \\
\gcd(Q, M) = 1, \n\lcm(Q, M) = 1, \n\lcm(Q_j) = 1 \setminus (Q_j > 1 \Rightarrow p | Q_j),}} \sum_{m: p | m_j} \sum_{\delta: p | \delta_j} \sum_{\delta': p | \delta'_j} \sum_{d: p | d_j} \alpha_{\phi}(L_1 u_1, \ldots, L_d u_d) J_{1 \ast} \cdots J_{d \ast}
\]

\[
\ll \left( \prod_{p | \Delta} \sum_{c_{Q, c, e, d} \in \mathbb{Z}^d} \left| \eta(p^{c_Q}, p^{c_m}, p^{c_d}, p^{c_{e, d}}) \right| \right).
\]
\begin{align*}
\times \left( \prod_{p \mid u_1 \cdots u_d} \sum_{c_Q c_m, \in N_0}^{*} \frac{H^{c_{d,1} + \cdots + c_{d,d}}}{p^{\max(1, \max_i(\alpha c_{Q,i} + \alpha c_{m,i} + \alpha c_{d}, \alpha c_{d,i}))}} \right) \\
\times \left( \prod_{j=1}^{d} \sum_{Q_j \in \mathcal{B}_{(j)} \cup \{1\}, Q_j \neq 1 \Rightarrow (Q_j, M \wedge p \vert M, p \in \mathcal{B}_{(j)}, p \vert M, p \in \mathcal{B}_{(j)} \cup \{1\})} \frac{J_2^{*}}{L_j} \right), \quad (10.6)
\end{align*}

where \( \sum^{*} \) indicates that \( c_Q, c_m, c_s, c_d \) respect the correct summation conditions, for example, \( c_{m,j} = 0 \) unless the following three conditions hold: \( p \in \mathcal{B}_{(j)}, p \nmid M \) and, provided \( Q_j > 1 \), then \( p < Q_j \). If these conditions hold then \( c_{m,j} \) runs through \( N_0 \); similar restrictions hold for the components of the remaining tuples. For the later task of bounding \( E \), observe that (10.6) remains to hold if we replace all instance of \( J_2^{*} \), \( 1 \leq j \leq d \) by \( |J_2^{*}| \), or even by the upper bound \( H^{\Omega(\mathcal{B}_{(j)})} (Q_j m_j d_j \delta_j)_{-1/(\log N)^3} \) for \( |J_2^{*}| \).

Bounding the second factor in the above bound a similar fashion as in (10.3) and dropping the summation restrictions in the first factor, (10.6) is seen to be bounded by

\[ \ll \frac{H^{\Omega(u_1 \cdots u_d)}}{\operatorname{lcm}(u_1, \ldots, u_d)} \prod_{j=1}^{d} \sum_{\substack{\mathbf{c} \in \mathbb{N}_0^d \colon \text{coprime to } \mathcal{M}}} J_2^{*} \left( \frac{L_j}{L_j} \right). \]

Inserting this bound into (10.4) and applying first Lemma 9.7 with \( M = \Delta u_1 \cdots u_d \) to bound the integral, and then (7.4) to bound outer the summation over \( \kappa, \lambda, \mu \), we obtain

\[ \frac{W}{N} \sum_{m \in I} \prod_{j=1}^{d} \nu_{h_{ij}}^{(N)} (W_{ij} (m + a_j) + A_{ij}) \ll \kappa \ll \prod_{j=1}^{d} \sum_{\substack{\mathbf{c} \in \mathbb{N}_0^d \colon \text{coprime to } \mathcal{M}}} \frac{H^{\Omega(u_1 \cdots u_d)}}{\operatorname{lcm}(u_1, \ldots, u_d)} \prod_{j=1}^{d} \Delta \left( \frac{\Delta}{(\Delta)} \right)^{2\omega(u_1 \cdots u_d)} E_{h_{ij}} (N; W_{ij}) \]

\[ \ll \kappa \ll \prod_{j=1}^{d} \sum_{\substack{\mathbf{c} \in \mathbb{N}_0^d \colon \text{coprime to } \mathcal{M}}} \frac{|\eta(p^{e_1}, p^{e_2}, p^{e_3}, p^{e_4})|}{(1 - p^{-1})^{d}} \prod_{j=1}^{d} E_{h_{ij}} (N; W_{ij}). \]

Finally,

\[ \sum_{c_Q, c_m, c_s, c_d \in N_0} \frac{H^{c_{d,1} + \cdots + c_{d,d}}}{p^{\max(1, \max_i(\alpha c_{Q,i} + \alpha c_{m,i} + \alpha c_{d}, \alpha c_{d,i}))}} \]

\[ \ll \sum_{c_Q, c_m, c_s, c_d \in N_0} H^{c_{d,1} + \cdots + c_{d,d}} \alpha_\phi \left( p^{c_{Q,1} + c_{m,1} + \max(c_{d,1}, c_{d}, c_{d,1}) + c_{d,1}, \ldots, p^{c_{Q,d} + c_{m,d} + \max(c_{d,d}, c_{d,d}, c_{d,d}) + c_{d,d}} \right) \]
\[
\ll \sum_{c_1,\ldots,c_d \in \mathbb{N}_0} H^{c_1+\cdots+c_d} \alpha_\phi(p^{c_1}, \ldots, p^{c_d}) \sum_{c_1,\ldots,c_d \in \mathbb{N}_0} \prod_{i=1}^d 1_{c_i + c_m, i + \max(c_d, i, c_d', i) + c_d, i = c_t_i}
\]

which shows that the bound for the main term agrees with the bound claimed in (10.1).

Concerning the task of bounding the error term (10.5), we begin by applying the factorisation (10.6) with \(J^*_0\) replaced by \(H^{\Omega(d_j)}(Q_j m_j d_j \delta_j \delta_j')^{-1/\log N}\) to the summation in \(Q, m, \delta, \delta', d\) and use (10.7) to bound the first factor and (7.4) to bound the summation in \(k, \lambda, u\) with the extra weight coming from the second factor. This yields

\[
\mathcal{E} \ll E \left( \frac{1}{(\log N)^E} \prod_{p \mid \Delta} \sum_{c_1,\ldots,c_d \in \mathbb{N}_0} (2^4 H)^{(c_1+\cdots+c_d)} \alpha_\phi(p^{c_1}, \ldots, p^{c_d}) \right)
\times \prod_{j=1}^d \sum_{Q_j, m_j, \delta_j, \delta_j', d_j \text{ coprime to } W(N)} H^{\Omega(d_j)}(Q_j m_j d_j \delta_j \delta_j')^{1+1/\log N}.\]

Invoking (9.22), we have

\[
\sum_{Q_j, m_j, \delta_j, \delta_j', d_j \text{ coprime to } W(N)} H^{\Omega(d_j)}(Q_j m_j d_j \delta_j \delta_j')^{1+1/\log N} \ll (\log N)^{O_H(1)},
\]

and hence

\[
\mathcal{E} \ll E \cdot H (\log N)^{-E} \prod_{p \mid \Delta} \sum_{c_1,\ldots,c_d \in \mathbb{N}_0} (2^4 H)^{(c_1+\cdots+c_d)} \alpha_\phi(p^{c_1}, \ldots, p^{c_d}).
\]

This completes the proof of (10.1) and the proof of Proposition 9.5.

11. Proofs of Proposition 3.2, Theorem 3.5 and Corollaries 3.1 and 3.7

Proof of Proposition 3.2. The first part, that is, (3.3), follows by [28, Corollary 4.2], which is a corollary to Granville, Harper and Soundararajan [10, Theorem 1.8].

Since \(\# \mathcal{E}_N(q) \ll \alpha_{h, H} 1\) is finite, it follows from (3.3) and the assumption (3.4) that

\[
S_{h^*}(T, q, A) = S_{h^*}(N, q, A) + O(E_{h^*}(N; q))
\]
uniformly for all \(T \in (N(\log N)^{-C}, N]\). Since in the current setting the value of \(t\) that defines \(h^*\) is fixed and independent of the cut-off \(N\), all conditions from Definition 1.2 (iv’) hold and, hence, \(h \in \mathcal{F}^*\).
Proof of Theorem 3.5. Since Proposition 3.2 implies that \( h_1, \ldots, h_r \in \mathcal{S}^* \), Theorem 2.4 applies and yields an asymptotic formula of the form (2.3) for the correlation

\[
\frac{1}{\text{vol } N\mathbb{R}} \sum_{n \in \mathbb{Z} \cap N\mathbb{R}} \prod_{i=1}^r h_i(\varphi_i(n)),
\]

which involves certain constants \( B_1, B_2 > 0 \) and an integer-valued function \( \widetilde{W} \) with the property that \( \widetilde{W}(N) \leq (\log N)^{B_1} \) and \( W(N)|\widetilde{W}(N) \) for all \( N > 1 \). Our aim is to show that under the assumptions of Theorem 3.5, the main term of (2.3), that is,

\[
\sum_{w_1, \ldots, w_r, p | w_i \Rightarrow p < w(T)} \sum_{A_1, \ldots, A_r, w_i < (\log N)^{B_2}} \left( \prod_{j=1}^r h_j^*(w_j) S_{h_j^*}(N; \tilde{W}, A_j) \right) \beta_{\varphi}(w_1 A_1, \ldots, w_r A_r), \tag{11.1}
\]

can be factorised into a product over primes. To start with, we consider the expression \( S_{h^*}(N; \widetilde{W}, A) \) for \( h \in \{h_1, \ldots, h_r\} \) and for any reduced residue \( A \) (mod \( \widetilde{W}(N) \)). Omitting the index \( N \), let \( \mathcal{E}^*, \mathcal{E}^+ \) and \( \mathcal{E}^{**} \) denote the respective sets of characters from the statement, and, given any \( \chi \in \mathcal{E} \) or \( \chi \in \mathcal{E}^+ \), let \( \chi^* \) denote the corresponding induced character in \( \mathcal{E}^{**} \), if it exists. Then, by (3.3) for \( g = \widetilde{W}(N) \), (3.9) and (3.8), we obtain the expansion

\[
S_{h^*}(y, \widetilde{W}(N), A) = \frac{\widetilde{W}}{\phi(\widetilde{W})} \sum_{\chi \in \mathcal{E}^{**}} \chi(A) S_{h^*}(y) + o(E_{h}(N; \widetilde{W}(N)))
\]

\[
= \frac{\widetilde{W}}{\phi(\widetilde{W})} \sum_{\chi \in \mathcal{E}^*} \chi \sum_{\chi \in \mathcal{E}^+} S_{h^*}(y) \chi(A) \prod_p \left( \frac{\sum_{p^k \leq y} h^*(p) \chi^*(p) p^{-k}}{\sum_{p^k \leq y} |h(p^k)| p^{-k}} \right) + o(E_{h}(N; \widetilde{W}(N))),
\tag{11.2}
\]

valid for all \( y \in (N^{1/2}, N] \). This gives a satisfactory factorisation for \( S_{h^*}(N; \widetilde{W}(N), A) \). The factor \( \chi(A) \) may be further decomposed as follows. If \( \varphi(u) \equiv Au \) (mod \( p \widetilde{W} \)) for all \( p|\widetilde{W}(N) \), and if \( \tilde{\chi} \) denotes the completely multiplicative functions that arises from \( \chi \) by setting \( \tilde{\chi}(p) = \chi(p) \) if \( p \) does not divide the conductor and \( \tilde{\chi}(p) = 1 \) otherwise, then

\[
\chi(A) = \tilde{\chi}(\varphi(u)) \prod_{p|\widetilde{W}(N)} \tilde{\chi}(p^{v_p(w)}).
\]

Recalling (2.2) and comparing (11.2) with (11.1) suggests to analyse the expression

\[
\sum_{p | w_j \Rightarrow p < w(T)} \left( \frac{\widetilde{W}}{\phi(\widetilde{W})} \right)^r \sum_{A_1, \ldots, A_r, \chi \in \mathcal{E}^*} \left( \prod_{i=1}^r h_i^*(w_i) \chi(A_i) \right) \frac{1}{(w \widetilde{W})^s} \sum_{w \in (\mathbb{Z}/w \mathbb{Z})^r} \prod_{j=1}^r 1_{\varphi_j(w) = w_i A_j} (w_j \widetilde{W})^s.
\]

By the Chinese remainder theorem, the inner sum of this expression is also multiplicative and we may, in particular, factorise the summation condition \( \varphi_j(w) = w_j A_j \) into congruences modulo prime powers. To handle the new summation conditions that arise, we will invoke the notion of divisor densities already introduced in (9.7). Thus, if \( \varphi = (\varphi_1, \ldots, \varphi_r) \) is a system of linear forms, if \( c = (c_1, \ldots, c_r) \in \mathbb{N}_0^r \) and \( m = \max\{c_1, \ldots, c_r\} \), we have

\[
\alpha_{\varphi}(p^{c_1}, \ldots, p^{c_r}) := \frac{1}{p^{mn}} \sum_{u \in (\mathbb{Z}/p^{mn}\mathbb{Z})^*} \prod_{i=1}^r 1_{p^{c_i} | \varphi_i(u)}.
\]
Recall further that these quantities can be asymptotically evaluated and satisfy \( (5.10) \).

Extending \( \alpha \) multiplicatively, it follows from \( (5.10) \) that
\[
\alpha(1, \ldots, n_r) \ll_L (\text{lcm}(n_1, \ldots, n_r))^{-1} \ll_L (\max_j n_j)^{-1}.
\]

We will use the decomposition
\[
\sum_{n_1, \ldots, n_r} \sum_{\substack{p \mid n_i \Rightarrow p \mid \mathcal{W}(N) \geq \log N}} \left( \prod_{i=1}^r \frac{|h_i(w_i)(\mathcal{A}_i)|}{w_i^2} \right) \sum_{\substack{w \in (\mathbb{Z}/w \mathbb{Z})^r \not\equiv \varphi(w) \equiv \phi_1(A) \pmod{\mathcal{W}}}} \prod_{j=1}^r \frac{1}{w_j^S} \prod_{w > (\log N)B_2} \prod_{p \mid w \Rightarrow p \mid \mathcal{W}(N)} (p \psi(w))^r p^{-(1-\varepsilon)\psi(w)}. \tag{11.3}
\]

To bound the above, we use the following inequalities. For all \( a \geq 1 \), \( r \geq 1 \) and \( \varepsilon > 0 \) we have
\[
a^r \leq p^{a\varepsilon} \quad \text{if} \quad p > r^{r/\varepsilon} \quad \text{and} \quad a^r \ll_{r, \varepsilon} p^{a\varepsilon} \quad \text{for all} \quad p.
\]

To prove the first bound, note that if \( p > r^{r/\varepsilon} \) and \( 1 \leq a \leq r \), then \( a^r \leq r^r \leq p^\varepsilon \leq p^{a\varepsilon} \).
Furthermore, if \( p > r^{1/\varepsilon} \) and \( 2 \leq r < a \), then \( a^r < r^a < p^{a\varepsilon} \).
The second bound can be proved with implied constant given by \( C_{r, \varepsilon} = \max_{s \leq C_{r, \varepsilon}} (C_{r, \varepsilon}, a^r) \), where \( C_{r, \varepsilon} = \frac{2^r}{2^{r-1}} \).
Indeed, \( a^r \leq C_{r, \varepsilon}^{2\varepsilon a} \) holds for all \( a \leq C_{r, \varepsilon} \).
Further, if \( a \geq C_{r, \varepsilon} = \frac{2^r}{2^{r-1}} \) and \( a^r \leq C_{r, \varepsilon}^{2\varepsilon a} \), then
\[
\left( \frac{a + 1}{a} \right)^r = (1 + a^{-1})^r \leq 1 + 2^r \frac{a}{r} < 2^\varepsilon,
\]
and hence \((a + 1)^r \leq 2^{r^2} \leq C_{r, \varepsilon}^{2\varepsilon a} = C_{r, \varepsilon}^{2\varepsilon(a+1)}\), as required.

Setting \( \varepsilon = 1/8 \), we deduce from the above two bounds that \( (11.3) \) is bounded by
\[
\ll_{L, \varepsilon} \sum_{w > (\log N)B_2} \prod_{p \mid w} (p \psi(w))^r p^{-(1-\varepsilon)\psi(w)} \ll_{L, \varepsilon} \sum_{w > (\log N)B_2} \prod_{p \mid w} p^{-(1-2\varepsilon)\psi(w)}
\]
\[
\ll_L \sum_{w > (\log N)B_2} w^{-3/4} \ll \sum_{d > (\log N)B_2} d^{-3/2} \prod_{p \mid \mathcal{W}(N)} (1 + p^{-3/4})
\]
\[
\ll_L \log N^{-B_2/6} 2^\omega(\mathcal{W}(N)) \ll_L \log N^{-B_2/6 + o(1)}, \tag{11.4}
\]
since \( \omega(\mathcal{W}(N)) \ll \pi(\log N) + \sum_{p \mid \mathcal{W}(N), p \not\geq \log N} 1 \ll (\log N)(\log \log \log N)^{-1}. \)
Note that by the bound (11.4) on (11.3), we have
\[
\sum_{\substack{u_1, \ldots, u_r \mid \phi(W) \\ p \mid w_j \Rightarrow p \mid W(N) \\ w_i \leq (\log N)^{\delta_2}}} \left( \frac{\widetilde{W}}{\phi(W)} \right)^{r} \sum_{A_1, \ldots, A_r \in (\mathbb{Z}/W)^*} \left( \prod_{i=1}^{r} h_i^+(w_i) \chi_i(A_i) \right) = \frac{1}{(wW)^s} \sum_{w \in (\mathbb{Z}/wW)^*} \prod_{j=1}^{r} \varphi_j^{\dagger}(w) \equiv w_j A_j \ (w_j \tilde{W})
\]
\[
= (1 + o(1)) \sum_{\substack{u_1, \ldots, u_r \mid \phi(W) \\ p \mid w_j \Rightarrow p \mid W(N) \text{ and define for each new factor } A_j \ \text{as before. Then}}}
\sum_{(\mathbb{Z}/wW)^*} \prod_{j=1}^{r} \chi_j(\varphi_j(v)) \chi_j(p) \mid A_j \equiv 1
\]
\[
\times \frac{1}{(wW)^s} \sum_{w \in (\mathbb{Z}/wW)^*} \prod_{j=1}^{r} \varphi_j^{\dagger}(w) \equiv w_j A_j \ (w_j \tilde{W})
\]
\[
= (1 + o(1)) \sum_{\substack{u_1, \ldots, u_r \mid \phi(W) \\ p \mid w_j \Rightarrow p \mid W(N)}} \left( \frac{\widetilde{W}}{\phi(W)} \right)^{r} \left( \prod_{i=1}^{r} h_i^+(w_i) \chi_i(w_i) \right) \frac{1}{(wW)^s}
\]
\[
\times \sum_{(\mathbb{Z}/wW)^*} \prod_{j=1}^{r} \chi_j(\varphi_j(v)) \chi_j(p) \mid A_j \equiv 1
\]
\[
(11.5)
\]
where, as before, \( \tilde{\chi}_i(p) = \chi_i(p) \) if \( p \) does not divide the conductor of \( \chi_i \), and \( \tilde{\chi}_i(p) = 1 \) otherwise. Letting \( q_j \) denote the conductor of \( \chi_j \), we now decompose \( \chi_j = \prod_{p \mid q_j} \chi_{j,p} \) into characters modulo \( p^{\nu_j(q_j)} \) and define for each new factor \( \tilde{\chi}_{j,p} \) as before. Then
\[
\tilde{\chi}_{j}(m) = \prod_{p \mid q_j} \tilde{\chi}_{j,p}(m_p)
\]
whenever \( m \equiv m_p \ (\text{mod } p^{\nu_j(q_j)}) \) for all \( p \mid q_j \). Using the Chinese remainder theorem, this allows us to factorise (11.5) as follows. Let \( Q \) be the product of all primes \( p < B \) and of the conductors of all the \( \chi_i \), and recall the definition of \( \beta_p(\chi_1, \ldots, \chi_r) \) from the statement of the theorem. Then the main term of (11.5) equals
\[
\prod_{p \mid W(N)} \beta_p(\chi_1, \ldots, \chi_r) \sum_{k \geq 0} \frac{|h_j(p^k)|}{p^k}
\]
\[
= \prod_{p \mid W(N) \text{ and } p \mid Q} \sum_{\nu_0} \sum_{c=1}^{c} \frac{h_i^{+}(p^{\nu_0}) \chi_i(p^{\nu_0})}{1 - p^{-1}} \left( \lim_{m \to \infty} \frac{1}{p^{m_0}} \sum_{w \in (\mathbb{Z}/p^{m_0} \mathbb{Z})^*} \prod_{j=1}^{r} \left( 1_{p^{\nu_j \mid \varphi_j(v)}} - 1_{p^{\nu_j + 1 \mid \varphi_j(v)}} \right) \right)
\]
\[
\times \prod_{p \mid Q} \sum_{\nu_0} \sum_{c=1}^{c} \frac{h_i^{+}(p^{\nu_0}) \tilde{\chi}_{i,p}(p^{\nu_0})}{1 - p^{-1}} \left( \lim_{m \to \infty} \frac{1}{p^{m_0}} \sum_{w \in (\mathbb{Z}/p^{m_0} \mathbb{Z})^*} \prod_{j=1}^{r} \tilde{\chi}_{i,p}(\varphi_j(v)) 1_{p^{\nu_j \mid \varphi_j(v)}} \right)
\]
\[
(11.6)
\]
In view of (9.7) and (5.10), let \( B > 1 \) be sufficiently large in terms of \( L \) so that the second and third bound of (5.10) apply to every \( p \geq B \), and suppose also that \( B > 2rH' \).
For every $p \nmid Q$ (not assuming $p | \hat{W}(N)$), we then have

$$\beta_p(\chi_1, \ldots, \chi_r) \prod_{j=1}^{r} \left( \frac{\sum_{k \geq 0} \left| h_j(p^k) \chi_k(p^k) \right|}{p^k} \right) = \sum_{a_1, \ldots, a_r \in \mathbb{N}_0} \prod_{i=1}^{r} h_i^+(p^{a_i}) \chi_i(p^{a_i}) \frac{1}{1-p^{-1}} \left( \lim_{m \to \infty} \frac{1}{p^{ma}} \sum_{v \in \mathbb{Z}/p^m \mathbb{Z}} \prod_{j=1}^{r} \left( 1 + \frac{1}{p^{|\varphi_j(v)|}} - 1 + \frac{1}{p^{a_j+1}} \right) \right).$$

The expression (11.7) can now be asymptotically evaluated with the help of (5.10). Note that whenever the bound (5.10) on $\alpha \varphi(p^{a_1+\varepsilon_1}, \ldots, p^{a_r+\varepsilon_r})$ takes the form $p^{-k}$ or $O_L(p^{-k})$ for a given $k > 1$, then there are at most $2^{k^r}$ admissible choices of $(a_1, \ldots, a_r)$ and $(\varepsilon_1, \ldots, \varepsilon_r)$, and for each of these choices we have $|h_i^+(p^{a_i+\varepsilon_i})| < H^k$ for every $i \in \{1, \ldots, r\}$. Thus, the expression (11.7) equals

$$\left(1 - \frac{1}{p}\right)^{-r} \left(1 - \frac{r}{p} + \sum_{i=1}^{r} \frac{h_i^+(p) \chi_i(p)}{p} + O \left( \sum_{k \geq 2} \frac{k^r H^k}{p^k} \right) \right) = \prod_{i=1}^{r} \left(1 + \frac{h_i^+(p) \chi_i(p)}{p} \right) + O_{H, r}(p^{-2}) + O \left( \sum_{k \geq 2} \frac{k^r H^k}{p^k} \right).$$

The second error term above also equals $O_{H, r}(p^{-2})$. To see this, we use the fact that $k^r \leq r^k$ whenever $k \geq r \geq 2$. This inequality follows easily by induction: the base case holds trivially, and if $k^r \leq r^k$ for a given $k \geq r$, then

$$(k+1)^r \leq k^r \left(1 + \frac{1}{k}\right)^r \leq k^r \sum_{j=0}^{r} \binom{r}{j} k^{-j} \leq k^r \sum_{j=0}^{r} \frac{1}{j!} \leq k^r \sum_{j=0}^{r} \frac{1}{2j} < 2k^r \leq rk^r \leq r^{k+1}.$$
Observe further that for \( p \leq N \) with \( p \nmid \tilde{W}(N) \),
\[
\sum_{k : p^k \leq N} \frac{h_i^*(p^k) \chi_i(p^k)p^{-k}}{\sum_{k : p^k \leq N} |h_i(p^k)|p^{-k}} = \prod_{j=1}^{r} \left( 1 + \frac{h_j^*(p)\chi_j(p) - |h_j(p)|}{p} \right) + O_{H,r}(p^{-2})
\]
\[
= \beta_p(\chi_1, \ldots, \chi_r) + O_{H,r}(p^{-2}). \tag{11.10}
\]

To complete the proof of Theorem 3.5, we insert (11.2) into (11.1) and then appeal to (11.5), (11.6), (11.9) and (11.10) to deduce that
\[
\sum_{w_i \leq (\log N)^{\beta_2}} \sum_{A_1, \ldots, A_r \subset \mathbb{P}} \left( \prod_{i=1}^{r} h_i^*(w_i) S_{h_i}(N; \tilde{W}, A_i) \right) \frac{1}{(wW)^s} \sum_{\mathbb{P} \leq N} \prod_{j=1}^{r} \sum_{p^k \leq N} \frac{h_j^*(p^k)\chi_j(p^k)p^{-k}}{|h_i(p^k)|p^{-k}}
\]
\[
= (1 + o(1)) \sum_{\mathbb{P} \leq N} \frac{1}{\prod_{p \mid \tilde{W}(N)} \beta_p'(\chi_1, \ldots, \chi_r)} \prod_{p \mid \tilde{W}(N)} \left( \sum_{p^k \leq N} |h_j(p^k)|p^{-k} \right)
\]
\[
= (1 + o(1)) \prod_{p \mid \tilde{W}(N)} \beta_p'(\chi_1, \ldots, \chi_r)
\]
\[
= (1 + o(1)) \prod_{p \mid W(B)} \beta_p(\chi_1, \ldots, \chi_r)
\]
\[
= (1 + o(1)) \prod_{p \mid W(B)} \beta_p(\chi_1, \ldots, \chi_r),
\]
proving the first asymptotic expansion (3.10) from the theorem.

Concerning the second asymptotic expansion, observe that
\[
\prod_{p \leq N} \beta_p(\chi_1, \ldots, \chi_r) = \beta_Q(\chi_1, \ldots, \chi_r) \prod_{p \leq N, p \mid Q} \left( 1 + \frac{h_i(p)\chi_i(p) - |h_i(p)|}{p} \right) \left( 1 + O_{H,r}(p^{-2}) \right),
\]
and that, taking into account that \( W(B)|Q \), we have
\[
\prod_{p \mid Q} \left( 1 + O_{H,r}(p^{-2}) \right) = \exp \left( \sum_{p \mid Q} O_{H,r}(p^{-2}) \left( 1 + O_{H,r}(p^{-4}) \right) \right) = \exp O_{H,r}(B^{-1})
\]
\[
= 1 + O_{H,r}(B^{-1}),
\]
provided \( B \) is sufficiently large with respect to \( H \) and \( r \). Hence, (3.12) follows. This completes the proof of Theorem 3.5.

**Proof of Corollary 3.1.** This is just a special case of Theorem 3.5.

**Proof of Corollary 3.7.** Assuming that \( \delta_{j,N}^+ = \{ \chi_j \} \) for \( 1 \leq j \leq r \) and all sufficiently large \( N \), the asymptotic formula is, again, an immediate consequence of Theorem 3.5. To show that \( \delta_{j,x}^+ = \{ \chi_j \} \) we will use the fact that characters are repulsive in the sense of [1, §3]. More precisely, [1, Lemma 3.1] implies that

\[
\sum_{p \leq x} \frac{1 - \Re(h_j(p)\chi(p)p^{it})}{p} \geq \left(1 - \frac{1}{\sqrt{2}}\right) \log \log x + O(\sqrt{\log \log x})
\]

for all \( t \), \(|t| \leq (\log x)^2 \) and for every primitive \( \chi \neq \chi_j \), and hence

\[
\sum_{p \leq x} \frac{1 - \Re(h_j(p)\chi^*(p)p^{it})}{p} \geq \left(1 - \frac{1}{\sqrt{2}}\right) \log \log x + O(\log \log (\log x)^c) + O(\sqrt{\log \log x})
\]

whenever \( \chi^* \pmod{q} \) is induced from \( \chi \) and \( q \leq (\log x)^C \). Hence, it follows from [32, Corollary 2.1] with \( r = 1 \) and \( f(n) = h_j(n)\chi^*(n)n^{it} \) that

\[
\left| \frac{1}{x} \sum_{n \leq x} h_j(n)\chi^*(n)n^{it} \right| \ll \epsilon (\log x)^{-1+\frac{1}{2}+\epsilon},
\]

and, thus, (3.9) holds for \( \chi \in \mathcal{E}_j \setminus \{ \chi_j \} \). (Alternatively, we could have directly applied [1, Theorem 2].) Concerning (3.8), we apply [32, Theorem 1.3], this time with \( r = |h_j| \). Since

\[
\sum_p \frac{|h_j(p)| - \Re(h_j(p)\chi_j(p)p^{it})}{p} \leq \sum_p \frac{1 - \Re(h_j(p)\chi_j(p)p^{it})}{p} < \infty,
\] (11.11)

the condition [32, equation (1.15)] holds for any valid choice of constants \( \beta \) and \( b \), provided \( x \mapsto \varepsilon(x) \in ((\log x)^{-1/2}, 1/2] \) is a function that tends to 0 as \( x \to \infty \) and provided \( x \) is sufficiently large. Thus, let \( a = b = 1/c \) for some fixed \( c \in \mathbb{N} \) with \( c \geq 4 \). Then we need to check [32, equation (1.16)] with \( b = 1/c \). Note that, since \( |h_j(p)| \leq 1 \) for all \( p \),

\[
\sum_{x^{1/\sqrt{\log x}} < p \leq x} \frac{|h_j(p)| - \Re(h_j(p)\chi_j(p)p^{it})}{p} \leq 2^{-2} \log y \sum_{x^{1/\sqrt{\log x}} < p \leq x} \frac{|h_j(p)| - \Re(h_j(p)\chi_j(p)p^{it})}{p}.
\]

From (11.11) it follows that

\[
\sum_{x^{1/\sqrt{\log x}} < p \leq x} \frac{|h_j(p)| - \Re(h_j(p)\chi_j(p)p^{it})}{p} \to 0
\]
as \( x \to \infty \), allowing us to choose a function \( \varepsilon(x) \) for which [32, equation (1.16)] holds for \( b = c - 1 \) and for which [32, equation (1.19)] holds for \( b = 1 \). Finally, since \( \sum_p (1 - |h_j(p)|)/p < \infty \) we deduce that \( 1 - |h_j(p)| < 1/2 \) for all but \( o(x/\log x) \) primes \( p \in [x, 2x] \) as \( x \to \infty \). Since \( 1/\sqrt{\varepsilon(x)} \to \infty \) as \( x \to \infty \), condition [32, equation (1.24)] clearly holds for all sufficiently large \( x \), provided \( c = 1/b > 8 \). Thus, [32, Theorem 1.3] applies and yields (3.8) for \( \chi = \chi_j \). It follows that \( \delta_{j,x}^+ = \{ \chi_j \} \), as required.
12. Application to eigenvalues of cusp forms

In this section we show that both Theorem 2.4 and Corollary 3.1 apply to the normalised eigenvalues of holomorphic cusp forms. Given a primitive holomorphic cusp form \( f \) of weight \( k \in 2\mathbb{N} \) and level \( N \in \mathbb{N} \) (see [18, §14.1 and §14.7] for definitions), let

\[
\phi(n) = \sum_{n=1}^{\infty} \lambda_f(n) n^{(k-1)/2} e(nz)
\]

be its Fourier expansion, where the \( \lambda_f(n) \) are the normalised Fourier coefficients. As proved in [28, Lemma 4.15], the function \( h : n \mapsto |\lambda_f(n)| \) belongs to \( \mathcal{F} \); the additional property (ii) in Definition 1.1 follows from the divisor function bound \(|\lambda_f(n)| \leq d(n)\) due to Deligne. Thus, we may apply Theorem 2.4 with \( h_j = |\lambda_{f_j}| \) for cusp forms \( f_j \) as above. Moreover, the following holds.

**Lemma 12.1.** Let \( f_1, \ldots, f_r \) be primitive holomorphic cusp forms of even integral weight and denote by \( h_j(n) = \lambda_{f_j}(n) \) their respective normalised Fourier coefficients. Let \( \mathcal{R} \subset [-1,1]^s \) and \( \varphi_1, \ldots, \varphi_r \in \mathbb{Z}[X_1, \ldots, X_s] \) be as in Theorem 2.4. Then, as \( T \to \infty \), we have

\[
\frac{1}{\text{vol} T \mathcal{R}} \sum_{n \in \mathbb{Z} \cap T \mathcal{R}} \prod_{j=1}^r |\lambda_{f_j}(\varphi_j(n))| = \left( \prod_{i=1}^r S_{|h_i|}(T) \right) \prod_p \beta_p + o \left( \frac{1}{(\log T)^r} \prod_{j=1}^r \prod_{p \leq T} \left( 1 + \frac{|\lambda_{f_j}(p)|}{p} \right) \right),
\]

where \( \beta_p = \beta_p(\chi_0, \ldots, \chi_0) \) is given by (3.2) and satisfies \( \beta_p = 1 + O_r(p^{-2}) \), and where

\[
S_{|h_j|}(T) = \frac{1}{T} \sum_{n \leq T} |\lambda_{f_j}(n)| \asymp (\log T)^{-1} \prod_{p \leq T} (1 + |\lambda_{f_j}(p)|p^{-1}).
\]

**Proof.** The proof of [28, Lemma 4.15] does not only show that \( |\lambda_f(n)| \in \mathcal{F} \), but it yields the following: if \( \tilde{h} \) denotes the multiplicative function defined by

\[
\tilde{h}(p^k) = \begin{cases} |\lambda_f(p)|/2 & \text{if } k = 1, \\ 0 & \text{if } k \geq 2,
\end{cases}
\]

then there exists a constant \( c > 0 \) such that, given any constant \( C > 1 \), we have

\[
S_{\tilde{h}_\chi}(T) \ll \frac{1}{(\log T)^{1+c\alpha_k}} \prod_{p \leq T, p \mid q} \left( 1 + \frac{\tilde{h}(p)}{p} \right),
\]

uniformly for all sufficiently large \( T \) and all non-trivial characters \( \chi \pmod{q} \) with \( 1 < q \leq (\log T)^C \) and \( W(T)\mid q \). In particular this implies that, given any \( C > 1 \), we have

\[
S_{\tilde{h}_\chi}(T) \ll \frac{1}{(\log N)^{1+c\alpha_k}} \prod_{p \leq N, p \mid q} \left( 1 + \frac{\tilde{h}(p)}{p} \right),
\]

uniformly for all sufficiently large \( T \), all \( T \leq N \leq T^8 \) and all non-trivial characters \( \chi \pmod{q} \) with \( 1 < q \leq (\log N)^C \) and \( W(N)\mid q \). The estimate (12.1) can be related to a bound on \( S_{|\lambda_j|\chi}(T) \) for all
via [28, Lemma 4.8], which shows that $S(\lambda f)(T) = o(E(\lambda f)(N;q))$, uniformly for all $q$ as above and all $T \in [N^{1/2}, N]$. Finally, we apply [28, Corollary 4.2] to deduce that

$$S(\lambda f)(T; q, A) = \frac{q}{\phi(q)} \frac{1}{T} \sum_{n \leq T} |\lambda_f(n)| \chi_0(n) + o(E(\lambda f)(N;q)),$$

uniformly all $q$ as above and $T \in [N^{1/2}, N]$, and where $\chi_0$ is the trivial character. Thus, setting $q = \tilde{W}(N) \leq (\log N)^{B_1}$ with $W$ as in the statement of Theorem 2.4 (in fact, we have $\tilde{W}(N) = W(N)$ in this case), the conditions of Corollary 3.1 are seen to be satisfied and the lemma follows. □

Acknowledgements. It is a pleasure to thank Stephen Lester for very helpful discussions and Régis de la Bretèche and Yuri Tschinkel for their questions which led to this work. I am very grateful to the referee for their detailed comments.

References

1. A. Balog, A. Granville and K. Soundararajan, ‘Multiplicative functions in arithmetic progressions’, Ann. Math. Qué. 37 (2013) 3–30.
2. V. Blomer, ‘On triple correlations of divisor functions’, Bull. Lond. Math. Soc. 49 (2017) 10–22.
3. T. D. Browning, ‘The divisor problem for binary cubic forms’, J. Théor. Nombres Bordeaux 23 (2011) 579–602.
4. T. D. Browning and L. Matthiesen, ‘Norm forms for arbitrary number fields as products of linear polynomials’, Ann. Sci. Éc. Norm. Supér. 50 (2017) 1375–1438.
5. S. Daniel, ‘Uniform bounds for short sums of certain arithmetic functions of polynomial arguments’, Unpublished manuscript.
6. P. D. T. A. Elliott, ‘Multiplicative function mean values: asymptotic estimates’, Funct. Approx. Comment. Math. 56 (2017) 217–238.
7. P. D. T. A. Elliott and J. Kish, ‘Harmonic analysis on the positive rationals II: multiplicative functions and maass forms’, J. Math. Sci. Univ. Tokyo 23 (2016) 615–658.
8. P. Erdős, ‘On the sum $\sum_{k=1}^{x} d(f(k))$’, J. Lond. Math. Soc. 27 (1952) 7–15.
9. N. Frantzikinakis and B. Host, ‘Asymptotics for multilinear averages of multiplicative functions’, Math. Proc. Cambridge Philos. Soc. 161 (2016) 87–101.
10. A. Granville, A. J. Harper, and K. Soundararajan, ‘A new proof of Halász’s theorem, and its consequence’, Compos. Math. 155 (2019) 126–163.
11. A. Granville and K. Soundararajan, Multiplicative number theory, https://dms.umontreal.ca/~andrew/PDF/BookChaps1n2.pdf.
12. B. J. Green and T. C. Tao, ‘The primes contain arbitrarily long arithmetic progressions’, Ann. of Math. 167 (2008) 481–547.
13. B. J. Green and T. C. Tao, ‘Linear equations in primes’, Ann. of Math. 171 (2010) 1753–1850.
14. B. J. Green and T. C. Tao, ‘The Möbius function is strongly orthogonal to nilsequences’, Ann. of Math. (2) 175 (2012) 541–566.
15. B. J. Green, T. C. Tao and T. Ziegler, ‘An inverse theorem for the Gowers $U_{k+1}[N]$-norm’, Ann. of Math. (2) 176 (2012) 1231–1372.
16. G. Halász, ‘Über die Mittelwerte multipilkativer zahlentheoretischer Funktionen’, Acta Math. Acad. Sci. Hung. 19 (1968) 365–403.
17. K. Henriot, ‘Nair-Tenenbaum bounds uniform with respect to the discriminant’, Math. Proc. Cambridge Philos. Soc. 152 (2012) 405–424.
18. H. Iwaniec and E. Kowalski, Analytic number theory, Colloquium Publications 53 (American Mathematical Society, Providence, RI, 2004).
19. O. Klurman, ‘Correlations of multiplicative functions and applications’, Compos. Math. 153 (2017) 1622–1657.
20. O. Klurman and A. P. Mangerel, ‘Effective asymptotic formulæ for multilinear averages of multiplicative functions’, Preprint, arXiv:1708.03176.
21. A. Lachand, ‘On the representation of friable integers by linear forms’, Acta Arith. 181 (2017) 97–109.
22. E. Landau, ‘Über die Einteilung der positiven ganzen Zahlen in vier Klassen nach der Mindestzahld der zu ihrer additiven Zusammensetzung erforderlichen Quadrate’, Arch. Math. Phys. 13 (1908) 305–312.
23. A. P. Mangerel, ‘A strengthening of theorems of Halász and Wirsing’, Preprint, arXiv:1604.00295.
24. K. Matomäki, M. Radziwill, and T. Tao, ‘Correlations of the von Mangoldt and higher divisor functions I. Long shift ranges’, Proc. Lond. Math. Soc. 118 (2019) 284–350.

†$y$ should be $x$ in the first equation display of that lemma.
25. L. Matthiesen, ‘Linear correlations amongst numbers represented by positive definite binary quadratic forms’, Acta Arith. 154 (2012) 235–306.
26. L. Matthiesen, ‘Correlations of the divisor function’, Proc. Lond. Math. Soc. 104 (2012) 827–858.
27. L. Matthiesen, ‘Correlations of representation functions of binary quadratic forms’, Acta Arith. 158 (2013) 245–252.
28. L. Matthiesen, ‘Generalized Fourier coefficients of multiplicative functions’, Algebra Number Theory 12 (2018) 1311–1400.
29. M. Nair, ‘Multiplicative functions of polynomial values in short intervals’, Acta Arith. 62 (1992) 257–269.
30. M. Nair and G. Tenenbaum, ‘Short sums of certain arithmetic functions’, Acta Math. 180 (1998) 119–144.
31. P. Shiu, ‘A Brun–Titchmarsh theorem for multiplicative functions’, J. reine angew. Math. 313 (1980) 161–170.
32. G. Tenenbaum, ‘Moyennes effectives de fonctions multiplicatives complexes’, Ramanujan J. 44 (2017) 641–701.
33. D. Wolke, ‘Multiplikative Funktionen auf schnell wachsenden Folgen’, J. reine angew. Math. 251 (1971) 54–67.

Lilian Matthiesen
Department of Mathematics
KTH Royal Institute of Technology
SE-100 44 Stockholm
Sweden