On One Problem in Multichannel Signal Detection
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Abstract—We consider a statistical problem of detection of a signal with unknown energy in a multi-channel system, observed in a Gaussian noise. We assume that the signal can appear in the $k$-th channel with a known small prior probability $\bar{\pi}_k$. Using noisy observations from all channels we would like to detect whether the signal is presented in one of the channels or we observe pure noise. In our work we describe and compare statistical properties of maximum posterior probability test and optimal Bayes test. In particular, for these tests we obtain limiting distributions of test statistics and define sets of their non-detectable signals.
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1. INTRODUCTION

We consider one of the basic problems of signal detection in a multi-channel system. From mathematical point of view we have to check a simple hypothesis $H_0$, according to which the observed vector $Y \in \mathbb{R}^\infty$ can be represented as a discrete white noise

$$H_0: Y = \sigma \xi,$$  

where $\xi = (\xi_1, \xi_2, \ldots)^\top$ is a standard Gaussian white noise, i.e. this is a vector in $\mathbb{R}^\infty$, $\sigma > 0$ is a known noise level.

Hypothesis alternative to $H_0$ has the form

$$H_1: Y = S + \sigma \xi, \quad S \in S,$$  

where $S$ is a subset of signals in $\mathbb{R}^\infty$, which can have only one non-zero component. In other words, let $S_k$ be a linear vector subspace in $\mathbb{R}^\infty$, such that all coordinates except $k$-th are equal to zero. Then

$$S = \bigcup_{k=1}^\infty S_k.$$  

We assume that the signal $S \in S$ is random and independent of $\xi$, such that

$$P\{S \in S_k\} = \bar{\pi}_k,$$

where prior probabilities $\bar{\pi}_k$ are known.
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Thus the problem can be formulated as follows: using observations $Y$ we want to check simple hypothesis $H_0$ against complex alternative hypothesis $H_1$.

Let us recall that a statistical test can be represented by any measurable function $\varphi(Y)$, taking values from the interval $[0, 1]$. In the sequel for simplicity we assume that this function can take only two values $\{0, 1\}$: if $\varphi(Y) = 0$, then we accept hypothesis $H_0$, and if $\varphi(Y) = 1$, then we accept alternative hypothesis $H_1$.

Efficiency of any statistical test is measured by probabilities of errors of the first kind $\alpha_\varphi$ (false alarm probability) and of the second kind $\beta_\varphi$ (missing of a target), which can be defined as follows:

$$\alpha_\varphi = P_0\{\varphi(Y) = 1\}, \quad \beta_\varphi = P_S\{\varphi(Y) = 0\},$$

where $P_0$ is a probability measure of observations $Y$ from (1), and $P_S$ is a probability measure of observations $Y$ from (2) given fixed $S$.

Usually given a fixed false alarm rate, we would like to construct the test, which minimizes probability of missing a target signal. Unfortunately, we can not solve this problem in general case, since probability of the error of the second kind depends on $S$. However, we can always construct a statistical test, which for a given false alarm rate minimize average probability of the error of the second kind

$$\bar{\beta}_\varphi(Q) = \int_{\mathbb{S}} Q(S) \beta_\varphi(S) dS,$$

where positive function $Q(\cdot)$ is such that $\int_{\mathbb{S}} Q(S) dS = 1$. We would like to stress that probability density $Q(\cdot)$ should contain prior information about signal $S$. Since we assume that $S \in \mathbb{S}_k$ with probability $\bar{\pi}_k$, and $\mathbb{S}_k$ is a one-dimensional subspace, then

$$\int_{\mathbb{S}} Q(S) \beta_\varphi(S) dS = \sum_{k=1}^\infty \bar{\pi}_k \int_{-\infty}^{\infty} q_k(S_k) \beta_\varphi(0, \ldots, 0, S_k, 0, \ldots) dS_k,$$

where $q_k(\cdot)$ is a prior density of signal $S_k$ distribution in $k$-th channel.

From elementary course on mathematical statistics (Neyman-Pearson lemma) it is well-known that the test, minimizing average probability of the error of the second kind has the following form:

$$\varphi(Y) = 1\left\{\sum_{k=1}^\infty \bar{\pi}_k \int_{-\infty}^{\infty} q_k(s) l(s; Y_k) ds \geq t_\alpha\right\},$$

(3)

where

$$l(s; Y_k) = \exp\left(-\frac{s^2 - 2sY_k}{2\sigma^2}\right)$$

is a likelihood ratio for $k$-th channel, and critical level $t_\alpha$ is set in order to provide given false alarm probability $\alpha$.

Since as a rule we do not have any prior information about distribution of non-zero component of the signal, then mathematically we can represent this fact e.g. by assuming that this component has a Gaussian distribution with a big variance, i.e.

$$q_k(s) = \frac{1}{\sqrt{2\pi}A} \exp\left(-\frac{s^2}{2A^2}\right),$$

where $A \gg \sigma$. Then, integrating in (3), we get that

$$\int_{-\infty}^{\infty} q_k(s) l(s; Y_k) ds = \frac{1}{\sqrt{1 + A^2/\sigma^2}} \exp\left[\frac{Y_k^2}{2\sigma^2(1 + \sigma^2/A^2)}\right],$$
and for $A^2/\sigma^2 \to \infty$ we get the following Bayes test:

$$\varphi^0(Y) = 1\left\{ \sum_{k=1}^{\infty} \bar{\pi}_k \exp\left(\frac{Y_k^2}{2\sigma^2}\right) \geq t_\alpha^0(\bar{\pi}) \right\},$$

where the critical value $t_\alpha^0(\bar{\pi})$ is set in order to provide given false alarm probability $\alpha$, or, in other words, the critical value is a solution of the equation

$$P\left\{ \sum_{k=1}^{\infty} \bar{\pi}_k \exp\left(\frac{\xi_k^2}{2}\right) \geq t_\alpha^0(\bar{\pi}) \right\} = \alpha, \quad (4)$$

where here and elsewhere $\bar{\pi} = (\pi_1, \pi_2, \ldots)^T$ is a vector of prior probabilities. Let us note that strictly speaking this test is a Bayes test with improper prior distribution, but for brevity we will call it simply Bayes test.

In practice besides Bayes test we often use Maximum A Posteriori test (MAP)

$$\varphi^*(Y) = 1\left\{ \max_{i \geq 1} \left[ \bar{\pi}_i \exp\left(\frac{Y_i^2}{2\sigma^2}\right) \right] \geq t_\alpha^*(\bar{\pi}) \right\},$$

where critical level $t_\alpha^*(\bar{\pi})$ is selected in order to provide given false alarm probability $\alpha$, or, in other words, the critical value is a solution of the equation

$$P\left\{ \max_{i \geq 1} \left[ \bar{\pi}_i \exp\left(\frac{\xi_i^2}{2}\right) \right] \geq t_\alpha^*(\bar{\pi}) \right\} = \alpha. \quad (5)$$

The aim of this work is to find out in which way and to what extent Bayes test is better than MAP test. For this we will use additional assumption about prior probabilities $\bar{\pi}_k$. We assume that

$$\bar{\pi}_k = \bar{\pi}_k^n = \bar{\pi}\left(\frac{k}{n}\right) / \sum_{s=1}^{\infty} \bar{\pi}\left(\frac{s}{n}\right), \quad (6)$$

where $\bar{\pi}(x), x \in \mathbb{R}^+$, is a non-negative bounded function, such that

$$\int_0^{\infty} \bar{\pi}(x) \, dx = 1, \quad H(\bar{\pi}) = \int_0^{\infty} \bar{\pi}(x) \log \frac{1}{\bar{\pi}(x)} \, dx < \infty. \quad (7)$$

In other words, this assumption means that prior probabilities are small, having the order $n^{-1}$, but at the same time the entropy of the prior distribution is bounded by $\log(n) + C$, where $C < \infty$ for any $n > 1$. In fact, value $n$ is an effective dimension of the problem, and in the subsequent considerations we consider properties of statistical tests given that $n \to \infty$.

Problem of signal detection in multi-channel systems has numerous technical applications and rich history. Various statistical problem statements and formulations of this problem are considered e.g. in [1].

Detection of signal with known entropy in Gaussian channels using maximum likelihood approach is studied in details in [2, Section 8.2].

It seems that one of the first mathematical works about Bayesian signal detection for multi-channel systems is [3], in which they studied statistical model, composed of $n$ Rayleigh channels. Problem of Bayesian signal detection with known entropy in Gaussian channels was considered in [4]. In this paper they assumed that signal can appear in one of $n$ channels with equal prior probabilities.
Let us also note that the monograph [5] contains many interesting and useful facts about detection of signals in multi-channel systems with Gaussian noises.

Let us stress that in this paper we investigate a situation, when prior probabilities of a signal, observed in different channels, are different, and energy of the signal is unknown and is a nuisance parameter. Since statistical problem of signal detection in multi-channel system is a high-dimensional problem, then opposed to low-dimensional problems its solution significantly depends on available prior information about detectable signals, and so results, provided in this paper, differ significantly from known results of papers, listed above.

The work has the following structure. Basic statistical properties of the MAP test and the Bayes test are provided in Sections 2, 3. Proofs of theorems are provided in Appendix.

2. MAP TEST

We get the following result about the critical level of the MAP test (see (5)).

**Theorem 1.** For $n \to \infty$

$$\log[t^*_\alpha(\bar{\pi}^n)] = \log \frac{1}{\sqrt{\pi \alpha}} - \frac{1}{2} \log \left( \frac{n}{\sqrt{\pi \alpha}} \right) + o(1).$$

(8)

**Remark.** Although convergence speed in (8) is very low, still this formula is appropriate for applications. In Figure 1 we plot error of approximation

$$\Delta(\alpha, n) = \log[t^*_\alpha(\bar{\pi}^n)] - \log \frac{1}{\sqrt{\pi \alpha}} + \frac{1}{2} \log \left( \frac{n}{\sqrt{\pi \alpha}} \right)$$

as a function of $1 - \alpha \in [0.5; 0.995]$ for $n = 40$ and $n = 400$. We use uniform (on $[0, 1]$) prior $\bar{\pi}(\cdot)$, and we estimate the critical value $t^*_\alpha(\bar{\pi}^n)$ by the Monte-Carlo method with $10^6$ random samples. Also let us note that usually in practice we are interested in small false alarm rates, i.e. $\alpha \leq 0.05$. In Figure 1 we can see that for such values of false alarm rate error of approximation is small and decreases when $\alpha \to 0$.

In order to describe statistical properties of the MAP test, related to the error of the second kind, we need to introduce some additional notations. Let us define the following parallelepiped in $\mathbb{R}^\infty$:

$$\Pi_{\bar{\pi}^n, \alpha} = \left\{ x \in \mathbb{R}^\infty : x_i^2 \leq 2\sigma^2 \left[ \log \frac{1}{\bar{\pi}_i^n} + \log \frac{1}{\sqrt{\pi \alpha}} - \frac{1}{2} \log \left( \log \frac{n}{\sqrt{\pi \alpha}} \right) \right] \right\}.$$  

(9)

The following theorem essentially states that no signal from $\Pi_{\bar{\pi}^n, \alpha} \cap S$ can be detected by the MAP test.

**Theorem 2.** The error of the second kind for the MAP test fulfills the following inequality

$$\lim_{n \to \infty} \inf_{S \in \Pi_{\bar{\pi}^n, \alpha} \cap S} \beta_{\varphi^*}(S) \geq \frac{1 - \alpha}{2}.$$  

Let us note that due to this theorem average energy of a signal, which can not be detected by the MAP test, is equal to

$$\sum_{k=1}^{\infty} \bar{\pi}_k^n S_k^2 = 2\sigma^2 \{ \log[nt^*_\alpha(\bar{\pi}^n)] + H(\bar{\pi}) + o(1) \},$$

where the entropy $H(\bar{\pi})$ is defined in (7), and the critical value $t^*_\alpha(\bar{\pi}^n)$ is defined in (8).
3. BAYES TEST

In order to analyze the Bayes test first of all we need to investigate behavior of

\[ \Sigma_n(\xi) = \frac{1}{n} \sum_{i=1}^{n} \exp\left(\frac{\xi_i^2}{2}\right) \]

when \( n \to \infty \).

The following theorem, which, in essence, represents the main result of this paper, states that the distribution of \( \Sigma_n(\xi) \) can be represented using the distribution of the following random variable

\[ \xi^o = \sum_{k=1}^{\infty} \left( \sum_{s=1}^{k} e_s \right)^{-1} \left( -\frac{1}{k} \right) + \gamma. \]  

(10)

From now on \( e_s \) are independent standard exponentially distributed random variables, \( \gamma = 0.577215\ldots \) is an Euler constant.

Let us denote for brevity

\[ b_n = \left[ 2 \log \frac{n}{\sqrt{\pi \log(n)}} \right]^{1/2}. \]

(11)

**Theorem 3.** For \( n \to \infty \) we get that

\[ \Sigma_n(\xi) \overset{\text{P}}{=} \sqrt{\frac{2}{\pi}} \left( b_n + \frac{\xi^o}{b_n} \right) + o\left( \frac{1}{\sqrt{\log(n)}} \right). \]

(12)

In (12) and further in this paper for two sequences of random variables \( \varkappa_n \) and \( \varkappa'_n \) notation

\[ \varkappa_n \overset{\text{P}}{=} \varkappa'_n + o(r_n), \quad n \to \infty, \]
means that there exist probability space on which these random variables are defined, and
\[ \lim_{n \to \infty} P \left\{ \left| \frac{Z_n - Z'_{n}}{r_{n}} \right| \geq \varepsilon \right\} = 0 \]
for any \( \varepsilon > 0 \).

In Figure 2 we show distribution functions of random variables \( \zeta^o \) and \( 1/e_1 \). Let us note that 90% of the mass of distribution of \( \zeta^o \) is concentrated on the interval \([−1.02; 26.01]\), namely
\[ P\{\zeta^o > 26.01\} = 0.05 \quad \text{and} \quad P\{\zeta^o < -1.02\} = 0.05. \]

Besides that, the distribution of \( \zeta^o \) has “heavy tail”
\[ P\{\zeta^o \geq x\} \asymp \frac{1}{x}, \quad x \to \infty, \]
which is clearly visible on the Figure.

Independent random variable, distributed as \( \zeta^o \), have the following interesting property

**Theorem 4.** Let \( \zeta^o_i, i = 1, \ldots, p, \) be independent identically distributed random variables from (10). Then for any \( \lambda_i > 0, i = 1, \ldots, p, \) such that \( \sum_{i=1}^{p} \lambda_i = 1, \) we get that
\[ P\left\{ \sum_{i=1}^{p} \lambda_i \zeta^o_i + \sum_{i=1}^{p} \lambda_i \log(\lambda_i) \leq x \right\} = P\{\zeta^o \leq x\}. \]

This result follows almost directly from theorem 3, so we omit its proof here.

From theorems 3, 4 the following interesting fact follows, describing distribution of statistics of the Bayes test under the null hypothesis.
Theorem 5. For $n \to \infty$

$$\sum_{i=1}^{\infty} \pi^n_i \exp\left(\frac{\xi_i^2}{2}\right) = \sqrt{\frac{2}{\pi}}\left[ b_n + \frac{\xi^0 + H(\bar{\pi})}{b_n} \right] + o\left(\frac{1}{\sqrt{\log(n)}}\right);$$

here $\pi^n_i$ and $H(\bar{\pi})$ are defined in (6) and (7) correspondingly.

Using this theorem we can get approximation of the critical value $t^\circ_\alpha(\bar{\pi}^n)$ from (4). Let us define quantile $t^\circ_\alpha$ as a solution of the equation

$$\mathbb{P}\{\xi^0 \geq t^\circ_\alpha\} = \alpha. \quad (13)$$

Then

$$t^\circ_\alpha(\bar{\pi}^n) = \sqrt{\frac{2}{\pi}}\left[ b_n + \frac{t^\circ_\alpha + H(\bar{\pi})}{b_n} \right] + o\left(\frac{1}{\sqrt{\log(n)}}\right). \quad (14)$$

In Figure 3 we depict error of approximation of the critical level $t^\circ_\alpha(\bar{\pi}^n)$ using asymptotic expansion from (14) for $\alpha \in [0.001; 0.2]$ and $n = 40, 400$. Despite the fact that convergence speed in (14) is slow, we can see that this formula provides sufficiently accurate approximation.

As in the case with the MAP test, let us define the following parallelepiped:

$$\Pi^\circ_{\pi^n} = \left\{ x \in \mathbb{R}^\infty : x_i^2 \leq 2\sigma^2 \log \frac{1}{\pi^n_i \sqrt{\pi \log(n)}} \right\}. \quad (15)$$

Theorem 6. The error of the second kind for the Bayes test fulfills the following inequality

$$\lim_{n \to \infty} \inf_{S \in \Pi^\circ_{\pi^n}} \beta\varphi^\circ(S) \geq \frac{1 - \alpha}{2}.$$
Let us note that for big values of $n$ the difference between squares of the sides of parallelepipeds of non-detectable signals $\Pi_{\alpha}^{n}$ and $\Pi_{\bar{\alpha}}^{n}$ does not depend neither on side index nor on $n$ and is equal to (see (9) and (15))

$$\delta(\alpha) = 2\sigma^{2} \log \frac{1}{\alpha}.$$

The statistical meaning of this quantity is clear and means that the Bayes test in comparison with the MAP test can detect signals with energies that are smaller by the value of $\delta(\alpha)$.

Another interesting feature of the Bayes test is that unlike the MAP test its parallelepiped of non-detectable signals does not depend on the probability of the false alarm $\alpha$.

**APPENDIX**

From this point on we will need simple probabilistic properties of independent random variables $\exp(\xi_{i}^{2}/2)/n$, $i = 1, \ldots, n$. Let us note that using integration by parts we can easily obtain that for $x \to \infty$

$$P\left\{ \frac{\xi_{i}^{2}}{2} \geq x \right\} = 2P\left\{ \xi_{i} \geq \sqrt{2x} \right\} = (1 + o(1)) \frac{e^{-x}}{\sqrt{\pi x}}$$

and therefore for $nx \to \infty$

$$q_{n}(x) \overset{\text{def}}{=} P\left\{ \frac{1}{n} \exp\left(\frac{\xi_{i}^{2}}{2}\right) \geq x \right\} = P\left\{ \frac{\xi_{i}^{2}}{2} \geq \log(nx) \right\} = \frac{1 + o(1)}{nx \sqrt{\pi} \log(nx)}.$$

Also, we can easily get asymptotic of the function $q_{n}^{-1}(x)$, which is inverse to $q_{n}(x)$:

$$q_{n}^{-1}(x) = \frac{1 + o(1)}{nx \sqrt{\pi}} \left[ \log \left( \frac{1}{x \sqrt{\pi}} \right) \right]^{-1/2}, \quad x \to \infty. \quad (17)$$

For brevity we denote by $x_{(i)}$, $i = 1, \ldots, n$ values of $x_{i}$, $i = 1, \ldots, n$ sorted in ascending order. Let $U_{i}$, $i = 1, \ldots, n$, be random variables, uniformly distributed on $[0, 1]$. Thanks to Pyke theorem [6]

$$U_{(k)} = P\left\{ \sum_{s=1}^{k} e_{s} / \sum_{s=1}^{n+1} e_{s} \right\}.$$

Thus we can easily check that for $n \to \infty$

$$U_{(n-k)} = 1 - \frac{1}{n} \sum_{s=n-k+1}^{n+1} e_{s} + o\left( \frac{n-k}{n} \right). \quad (18)$$

Then using (18) and (17), we get that

$$\frac{1}{n} \exp(\frac{\xi_{(n-k)}^{2}}{2}) = q_{n}^{-1}(1 - U_{(n-k)}) = q_{n}^{-1}\left( \frac{1}{n} \sum_{s=n-k+1}^{n+1} e_{s} \right)$$

$$= (1 + o(1)) \left( \sqrt{\pi} \sum_{s=n-k+1}^{n+1} e_{s} \right)^{-1/2} \left[ \log \left( \frac{n}{\sqrt{\pi}} \right) / \sum_{s=n-k+1}^{n+1} e_{s} \right]^{-1/2}. \quad (19)$$
Proof of Theorem 1. Thanks to (16) we get that
\[
P\left\{ \max_{i \geq 1} \left[ \frac{\xi_i^2}{2} + \log(\bar{\pi}_i^n) \right] \geq x \right\} = 1 - P\left\{ \max_{i \geq 1} \left[ \frac{\xi_i^2}{2} + \log(\bar{\pi}_i^n) \right] < x \right\}
\]
\[
= 1 - \prod_{i=1}^{\infty} \left[ 1 - P\left\{ \frac{\xi_i^2}{2} \geq x - \log(\bar{\pi}_i^n) \right\} \right]
\]
\[
= 1 - \prod_{i=1}^{\infty} \left[ 1 - (1 + o(1))\frac{\exp(-x)}{\sqrt{\pi} \sqrt{x - \log(\bar{\pi}_i^n)}} \right]
\]
\[
= 1 - \exp\left\{ \sum_{i=1}^{\infty} \log \left[ 1 - (1 + o(1))\frac{\exp(-x)}{\sqrt{\pi} \sqrt{x - \log(\bar{\pi}_i^n)}} \right] \right\}.
\]

Then using Taylor formula and (6), we continue this chain of equalities as follows:
\[
P\left\{ \max_{i \geq 1} \left[ \frac{\xi_i^2}{2} + \log(\bar{\pi}_i^n) \right] \geq x \right\} = 1 - \exp\left\{ -(1 + o(1)) \frac{\exp(-x)}{\sqrt{\pi}} \sum_{i=1}^{\infty} \frac{\bar{\pi}_i^n}{\sqrt{-\log(\bar{\pi}_i^n) + x}} \right\}
\]
\[
= (1 + o(1)) \frac{\exp(-x)}{\sqrt{\pi}} \sum_{i=1}^{\infty} \frac{\bar{\pi}_i^n}{\sqrt{-\log(\bar{\pi}_i^n) + x}}
\]
\[
= (1 + o(1)) \frac{\exp(-x)}{\sqrt{\pi}} \int_{0}^{\pi(n) + x + \log(\pi(t))} \frac{\pi(t)}{\sqrt{\log(n) + x + \log(\pi(t))}} \, dt
\]
\[
= (1 + o(1)) \frac{\exp(-x)}{\sqrt{\pi} \log(n) + x}.
\]

From the last equality, solving the equation
\[
(1 + o(1)) \frac{\exp(-x)}{\sqrt{\pi} \log(n) + x} = \alpha,
\]
we obtain (8). \(\triangle\)

Proof of Theorem 2. Let us denote by \(\nu\) an index of a channel, in which signal appears. Then in order to calculate error of the second kind for MAP test let us note that
\[
P\left\{ \max_{k \geq 1} \left[ \frac{Y_k^2}{2\sigma^2} + \log(\bar{\pi}_k^n) \right] \leq \log[t_\alpha^*(\bar{\pi}^n)] \mid \nu = j \right\}
\]
\[
= P\left\{ \max_{k \neq j} \left( \frac{\xi_k^2}{2} + \log(\bar{\pi}_k^n) \right) \leq \log[t_\alpha^*(\bar{\pi}^n)] \cap \left[ \frac{1}{2} \left( \frac{S_j}{\sigma} + \xi_j \right)^2 + \log(\bar{\pi}_j^n) \right] \leq \log[t_\alpha^*(\bar{\pi}^n)] \right\}
\]
\[
= P\left\{ -S_j - \sigma \sqrt{2 \log \frac{t_\alpha^*(\bar{\pi}^n)}{\bar{\pi}_j^n}} \leq \xi_j \leq -S_j + \sigma \sqrt{2 \log \frac{t_\alpha^*(\bar{\pi}^n)}{\bar{\pi}_j^n}} \right\}
\]
\[
\times P\left\{ \max_{k \neq j} \left( \frac{\xi_k^2}{2} + \log(\bar{\pi}_k^n) \right) \leq \log[t_\alpha^*(\bar{\pi}^n)] \right\}.
\]

Without loss of generality we can assume that \(S_j > 0\). Then it is obvious that
\[
\lim_{n \to \infty} P\left\{ -S_j - \sigma \sqrt{2 \log \frac{t_\alpha^*(\bar{\pi}^n)}{\bar{\pi}_j^n}} \leq \xi_j \leq -S_j + \sigma \sqrt{2 \log \frac{t_\alpha^*(\bar{\pi}^n)}{\bar{\pi}_j^n}} \right\} \geq \frac{1}{2}.
\]
The last multiplier in the right part of (20) can be bounded from below as follows. We will associate with the vector \( \bar{\pi}_n \), belonging to a simplex in \( \mathbb{R}^\infty \), the vector \( \bar{\pi}^{(-j)} \) with coordinates, calculated as follows:

\[
\bar{\pi}^{(-j)}_k = \begin{cases} 
\frac{\bar{\pi}^n_k / M^{(-j)}(\bar{\pi}^n)}{M^{(-j)}(\bar{\pi}^n)}, & k < s, \\
\frac{\bar{\pi}^n_{k+1} / M^{(-j)}(\bar{\pi}^n)}{M^{(-j)}(\bar{\pi}^n)}, & k \geq s,
\end{cases} \tag{22}
\]

where

\[ M^{(-j)}(\bar{\pi}^n) = \sum_{k \neq j} \bar{\pi}^n_k. \]

In other words, we delete \( j \)-th coordinate from the vector \( \bar{\pi}^n \) and then normalize this new vector in order it belongs to a simplex. Since \( \bar{\pi}^n_j = O(n^{-1}) \), then from theorem 1 we get that for \( n \to \infty \)

\[
\log[t^*_\alpha(\bar{\pi}^n)] = \log[t^*_\alpha(\bar{\pi}^{(-j)})] + o(1),
\]

and therefore

\[
\lim_{n \to \infty} \mathbb{P}\left\{ \max_{k \neq j} \left( \frac{\xi_k^2}{2} + \log(\bar{\pi}^n_k) \right) \leq \log[t^*_\alpha(\bar{\pi}^{(-j)})] + o(1) \right\} = 1 - \alpha.
\]

Thanks to this inequality together with (20) and (21) we complete the proof. \( \Delta \)

**Proof of Theorem 3.** Let us divide the sum \( \Sigma_n(\xi) \) into two parts:

\[
\Sigma_n(\xi) = \Sigma^d_n(\xi) + \Sigma^r_n(\xi), \tag{23}
\]

where

\[
\Sigma^d_n(\xi) = \frac{1}{n} \sum_{i=1}^{n} \exp\left( \frac{\xi_i^2}{2} \right) \mathbb{1}\{|\xi_i| < h_n\}, \quad \Sigma^r_n(\xi) = \frac{1}{n} \sum_{i=1}^{n} \exp\left( \frac{\xi_i^2}{2} \right) \mathbb{1}\{|\xi_i| \geq h_n\}.
\]

We define the threshold \( h_n \) as a root of the equation

\[
\frac{1}{h_n} \exp\left( \frac{h_n^2}{2} \right) = \frac{n}{\sqrt{2\pi} M_n \log(n)}; \tag{24}
\]

Here \( M_n \to \infty \) for \( n \to \infty \), but slower, namely

\[
\lim_{n \to \infty} \frac{\log(M_n) \log[\log(n)]}{\log(n)} = 0. \tag{25}
\]

The next theorem states that the distribution of the random variable \( \Sigma^d_n(\xi) \) degenerates for big \( n \).

**Lemma.** For \( n \to \infty \)

\[
\Sigma^d_n(\xi) = \sqrt{\frac{2}{\pi}} h_n + o\left( \frac{1}{\sqrt{\log(n)}} \right). \tag{26}
\]

**Proof.** Let us note that

\[
\mathbb{E} \exp\left( \frac{\xi_i^2}{2} \right) \mathbb{1}\{|\xi_i| < h_n\} = \frac{2}{\sqrt{2\pi}} \int_0^{h_n} dx = \frac{2h_n}{\sqrt{2\pi}},
\]

where
and so due to (24)

\[ E \exp(\xi_i^2) \mathbf{1}\{|\xi_i| < h_n\} = \frac{2}{\sqrt{2\pi}} \int_0^{h_n} \exp\left(\frac{x^2}{2}\right) dx \]

\[ = (1 + o(1))\frac{\sqrt{2}}{\sqrt{\pi h_n}} \exp\left(\frac{h_n^2}{2}\right) = O\left(\frac{n}{M_n \log(n)}\right). \]

Equality (26) is an obvious consequence of these relations and (25). △

Then we use a simple formula, which can be derived explicitly from (24) and Taylor formula:

\[ h_n = b_n - \log(M_n) + o\left(\frac{1}{\sqrt{\log(n)}}\right), \tag{27} \]

where \( b_n \) is defined in (11).

Let us consider random variable \( \Sigma_n^i(\xi) \), denote for the sake of brevity

\[ \mu_i = \frac{1}{n} \exp\left(\xi_i^2\right) \]

and use simple relations (see (24) and (25))

\[ \Sigma_n^i(\xi) = \sum_{k=0}^{n-1} \mu_{(n-k)} \mathbf{1}\{\mu_{(n-k)} \geq \frac{1}{n} \exp\left(\frac{h_n^2}{2}\right)\} \]

\[ = \sum_{k=0}^{n-1} \mu_{(n-k)} \mathbf{1}\{\mu_{(n-k)} \geq \frac{h_n}{\sqrt{2\pi M_n \log(n)}}\} \]

\[ = \sum_{k=0}^{n-1} \mu_{(n-k)} \mathbf{1}\{\mu_{(n-k)} \geq \frac{1 + o(1)}{\sqrt{\pi \log(n) M_n}}\}. \tag{28} \]

Let us also define

\[ \mathcal{E}(i) = \sum_{k=1}^i e_k. \]

Then from (19) it follows that

\[ \mu_{(n-i)} = \frac{1 + o(1)}{\mathcal{E}(i) \sqrt{\pi \log(n/\mathcal{E}(i))}}. \]

Let us define a “stopping moment”

\[ \tau = \max \left\{ k : \mu_{(n-k)} \geq \frac{1 + o(1)}{\sqrt{\pi \log(n) M_n}} \right\} = \max \left\{ k : \mathcal{E}(k) \sqrt{\log(n/\mathcal{E}(k))} < (1 + o(1)) M_n \right\}. \]

Using (25), from (28) we get that

\[ \Sigma_n^i(\xi) \overset{\mathbb{P}}{=} \sum_{k=1}^\tau \frac{1}{\mathcal{E}(k) \sqrt{\pi \log(n/\mathcal{E}(k))}} \overset{\mathbb{P}}{=} \frac{1 + o(1)}{\sqrt{\pi \log(n)}} \sum_{k=1}^\tau \frac{1}{\mathcal{E}(k)} \]

\[ = \frac{1 + o(1)}{\sqrt{\pi \log(n)}} \sum_{k=1}^\tau \left( \frac{1}{\mathcal{E}(k)} - \frac{1}{k} \right) + \frac{1 + o(1)}{\sqrt{\pi \log(n)}} \sum_{k=1}^\tau \frac{1}{k}. \tag{29} \]
In order to continue this chain of equalities, we need to analyze the stopping moment \( \tau \). We can do it using various approaches, e.g., we can use results from [7]. We can easily show that if (25) is true then for \( n \to \infty \) the following representation is valid:

\[
\tau = P \left( M_n + (1 + o(1))[\mathcal{E}(M_n) - M_n] \right).
\]

From here it immediately follows that for \( n \to \infty \)

\[
\sum_{k=1}^{\tau} \frac{1}{k} P \log[\mathcal{E}(M_n)] + \gamma + o(1) = \log(M_n) + \gamma + o(1)
\]

and

\[
\sum_{k=1}^{\tau} \left( \frac{1}{\mathcal{E}(k)} - \frac{1}{k} \right) = \sum_{k=1}^{\infty} \left( \frac{1}{\mathcal{E}(k)} - \frac{1}{k} \right) - \frac{\log\pi}{\log(n)} = O\left( \frac{1}{\log(n)} \right).
\]

Thus (32) is fulfilled if \( M_n \) satisfies condition (25). \( \triangle \)

**Proof of Theorem 4.** Let us prove this theorem for \( p = 2 \). We set \( \lambda_1 = \lambda \) and \( \lambda_2 = 1 - \lambda \).

We represent \( \Sigma_n(\xi) \) as follows:

\[
\Sigma_n(\xi) = \lambda \sum_{i=1}^{\lambda n} \exp\left( \frac{\xi^2}{2} \right) + (1 - \lambda) \sum_{i=\lambda n+1}^{n} \exp\left( \frac{\xi^2}{2} \right).
\]

Here, obviously \( \Sigma_{\lambda n}(\xi) \) and \( \Sigma_{(1-\lambda)n}(\xi') \) are independent random variables.

Using Taylor formula we can easily check that for \( n \to \infty \)

\[
b_{\lambda n} = \left( 2 \log \frac{\lambda n}{\sqrt{\pi \log(\lambda n)}} \right)^{1/2} = b_n + \frac{\log(\lambda)}{b_n} + o\left( \frac{1}{\sqrt{\log(n)}} \right),
\]

\[
b_{(1-\lambda)n} = \left( 2 \log \frac{(1 - \lambda)n}{\sqrt{\pi \log[(1 - \lambda)n]} \right)^{1/2} = b_n + \frac{\log(1 - \lambda)}{b_n} + o\left( \frac{1}{\sqrt{\log(n)}} \right).
\]

Thus from theorem 3 we get that

\[
\lambda \Sigma_{\lambda n}(\xi) = \lambda \sqrt{\frac{2}{\pi}} \left( b_{\lambda n} + \frac{\xi^2}{b_{\lambda n}} \right) + o\left( \frac{1}{\sqrt{\log(n)}} \right)
\]

\[
= \sqrt{\frac{2}{\pi}} \left[ \lambda b_n + \frac{\lambda \xi^2 + \lambda \log(\lambda)}{b_n} \right] + o\left( \frac{1}{\sqrt{\log(n)}} \right).
\]
and analogously

\[
(1 - \lambda)\Sigma_{(1-\lambda)n}(\xi') = (1 - \lambda)\sqrt{\frac{2}{\pi}} \left[ \frac{\zeta^2}{b_{(1-\lambda)n}} \right] + o\left( \frac{1}{\sqrt{\log(n)}} \right)
\]

\[
= \sqrt{\frac{2}{\pi}} \left[ (1 - \lambda)b_n + \frac{(1 - \lambda)\zeta^2 + (1 - \lambda)\log(1 - \lambda)}{b_n} \right] + o\left( \frac{1}{\sqrt{\log(n)}} \right).
\]

This relation and (33) in an obvious way completes proof of the theorem for \( p = 2 \). The case \( p > 2 \)
can be considered analogously. \( \triangle \)

**Proof of Theorem 6.** Let us denote for brevity

\[
\Sigma^{(-j)}(\xi) = \sum_{k \neq j}^{\infty} \tilde{\pi}_k^n \exp\left( \frac{\xi^2_k}{2} \right).
\]

Due to the definition of prior probabilities \( \tilde{\pi}_k \) we get that

\[
\Sigma^{(-j)}(\xi) = \sum_{k = 1}^{\infty} \tilde{\pi}_k^n \exp\left( \frac{\xi^2_k}{2} \right) + O\left( \frac{1}{n} \right),
\]

where \( \tilde{\pi}_k^{(-j)} \) are defined in (22). Thus from theorem 5 and Taylor formula we get the following
asymptotic decomposition:

\[
\Sigma^{(-j)}(\xi) = \sqrt{\frac{2}{\pi}} \left[ b_n + \frac{\zeta + H(\tilde{\pi})}{b_n} \right] + o\left( \frac{1}{\sqrt{\log(n)}} \right).
\]  \hspace{1cm} (34)

It is clear that when calculating the error of the second kind without loss of generality we can assume that all \( S_j \) are strictly positive and take on maximum values. More precisely, we assume that

\[
\frac{S_j}{\sigma} = r_j(n),
\]

where \( r_j(n) > 0 \) is defined as

\[
\sqrt{\pi \log(n)} \tilde{\pi}_j^n \exp\left[ \frac{r_j^2(n)}{2} \right] = 1,
\]

or, which is equivalent to

\[
r_j(n) = \left[ 2 \log \frac{1}{\tilde{\pi}_j^n \sqrt{\pi \log(n)}} \right]^{1/2}.
\]  \hspace{1cm} (35)

Then for conditional error of the second kind using (14) and (34) we obtain that

\[
\beta_{\phi^{\circ}}(S | \nu = j) = \lim_{n \to \infty} \mathbf{P} \left\{ \sum_{k = 1}^{\infty} \tilde{\pi}_k^n \exp\left( \frac{Y_k^2}{2\sigma^2} \right) \leq t^\circ_\alpha(\tilde{\pi}^n) \mid \nu = j \right\}
\]

\[
= \lim_{n \to \infty} \mathbf{P} \left\{ \Sigma^{(-j)}(\xi) + \tilde{\pi}_j^n \exp\left( \frac{Y_j^2}{2\sigma^2} \right) \leq t^\circ_\alpha(\tilde{\pi}^n) \right\}
\]

\[
\geq \lim_{n \to \infty} \mathbf{P} \left\{ \zeta^\circ \leq t^\circ_\alpha - \tilde{\pi}_j^n \sqrt{\pi \log(n)} \exp\left[ \frac{(r_j(n) + \xi_j)^2}{2} \right] \right\}. \hspace{1cm} (36)
\]
Then we select some small value \( a \in (0, 1] \) and sufficiently big value \( A > 1 \) and continue (36) as follows:

\[
\beta_{\varphi}(S|\nu = j) \geq \lim_{n \to \infty} P\left\{ \zeta^0 \leq t^0_\alpha - \bar{\pi}^n_j \sqrt{n \log(n)} \exp\left[ \frac{(r_j(n) + \xi_j)^2}{2} \right] \cap -A \leq \xi_j < -a \right\} \\
\geq \lim_{n \to \infty} P\left\{ \zeta^0 \leq t^0_\alpha - \exp\left[ \frac{A^2}{2} - r_j(n)A \right] \cap -A < \xi_j < -a \right\} \\
\geq P\{\zeta^0 \leq t^0_\alpha\} P\{-A < \xi_j < -a\} = (1 - \alpha) P\{-A < \xi_j < -a\}. \tag{37}
\]

When deriving this inequality we use the fact that \( \lim_{n \to \infty} r_j(n) = \infty \), which is a direct consequence of equality (35).

Since positive values \( h \) and \( H \) are arbitrary, inequality (37) in an obvious manner completes the proof of the theorem. \( \Delta \)
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