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Constraining theoretical models, which are represented by a set of parameters, using observational data is an important exercise in cosmology. In Bayesian framework this is done by finding the probability distribution of parameters which best fits to the observational data using sampling based methods like Markov Chain Monte Carlo (MCMC). It has been argued that MCMC may not be the best option in certain problems in which the target function (likelihood) posses local maxima or have very high dimensionality. Apart from this, there may be examples in which we are mainly interested to find the point in the parameter space at which the probability distribution has the largest value. In this situation the problem of parameter estimation becomes an optimization problem. In the present work we show that Particle Swarm Optimization (PSO), which is an artificial intelligence inspired population based search procedure, can also be used for cosmological parameter estimation. Using PSO we were able to recover the best fit LCDM parameters from the WMAP seven year data without using any prior guess value or any other property of the probability distribution of parameters like standard deviation, as is common in MCMC. We also report the results of an exercise in which we consider a binned primordial power spectrum (to increase the dimensionality of problem) and find that a power spectrum with features gives lower chi square than the standard power law. Since PSO does not sample the likelihood surface in a fair way, we follow a fitting procedure to find the spread of likelihood function around the best fit point.

PACS numbers:

I. INTRODUCTION

In a typical CMB data analysis pipeline first the time order data, obtained from an instrument like WMAP, is reduced into a set of sky maps from which angular power spectra are computed, and finally these spectra are reduced into a set of cosmological parameters representing a model usually using Bayesian analysis [1, 6, 10]. The exercise of parameter estimation involves identifying a set of parameters which has the highest probability of giving the observed data i.e., finding a point in the multidimensional parameter space at which the likelihood function has the greatest value. Currently this exercise is done using some sampling based methods, like MCMC, in which the likelihood function is sampled at discrete points, which are further used to compute various statistics of parameters [3, 6, 10]. Apart from MCMC, non-sampling based methods inspired from artificial intelligence techniques, like artificial neural network, have also been successfully applied in cosmological parameter estimation from the CMB data [11].

In the present work we demonstrate the use of another artificial intelligence inspired method, named Particle Swarm Optimization or PSO [12, 14], for cosmological parameter estimation using WMAP seven year data [13]. Being a stochastic method, PSO also has the interesting feature that the computational cost for searching the global maximum in the multi-dimensional space does not grow exponentially with the dimensionality of the search space. However, in this case also (like other stochastic methods) the probability of convergence to the global maximum is usually guaranteed only in the asymptotic limit. Based on a very simple idea and having very few design parameters, PSO is quite easy to program and can provide accurate results very fast. As compared to artificial neural network [11], all the calculations in PSO are exact, in the sense that no extrapolation or interpolation is done at any stage i.e., fitness function is computed exactly at all points. It has been found that PSO can outperform MCMC in certain situations, in particular when there are a large number of local maxima present and/or the dimensionality of the search space is very high [10].

It has been a common practice to consider a featureless primordial power spectrum (PPS), characterized by two parameters tilt ($n_s$) and amplitude ($A_s$). In this case also there is a degeneracy between the parameters of PPS and other cosmological parameters (like $\Omega_b$), but the likelihood surface remains fairly smooth and does not pose much challenge for the MCMC method. There have been studies which show that a PPS with features is a better fit to the observational data as compared to the featureless power law PPS [17, 19]. In one of such studies [19] a PPS with oscillations is considered and it is argued that due to additional degrees of freedom, as a result of features, the MCMC approach is not very successful since there are a large number of local maxima present in the search space and the chains frequently tunnel from one local maximum to another. In order to circumvent this problem it has been recommended first to carry out the search space over a subset of parameters over a grid and then use full MCMC. PSO can be quite useful in this type of problem due to its better capabilities of handling higher dimensional search space and large number of lo-
Since the fitness function i.e., the function to be optimized, can be computed concurrently on a parallel platform for a large number of particles, PSO promises to give accurate results very fast, if implemented efficiently.

Unlike MCMC which provides the full probability distribution from which marginalized values of parameters and error bars can be computed, PSO just gives the location of the best fit point, called the Gbest, (definition in next section) and one needs to find some way to compute error bars. In the present work we fit the effective chi square ($\chi_{\text{eff}}^2 = -2\log \mathcal{L}$) by a multi-dimensional paraboloid around the best fit point and compute the error bars from the fitting coefficients of that. On the basis of the errors we set the range for the fitting coefficients of that. On the basis of the errors we set the range for $\chi_{\text{eff}}^2$.

We observe that in most cases (which we have considered) not only does the Gbest approach towards the best fit point, the average location of particles also approaches towards it, as PSO progresses. The average location of PSO particles in the multi-dimensional search space can be used to check the robustness of PSO. Since PSO is designed mainly for finding the best fit point, therefore the sampling done by PSO particles is not designed to be a fair representation of the likelihood surface.

The plan of the paper is as follows. In § II we discuss a simple implementation of the Particle Swarm Optimization in detail. In particular, we focus on the dynamics of particles, setting-up initial conditions, boundary conditions and the convergence criteria. We also define all the design parameters and variables of PSO in § III. A very brief overview of parameter estimation in Bayesian formalism is discussed in § IV. In place of discussing the full prescription of Maximum Likelihood (ML) estimation, we mainly focus on the computation of error bars from covariance or Hessian matrix in this section. We present our results of parameter estimation using PSO for WMAP seven year data in § V. Apart from giving the best fit parameters and errors which we get from our fitting exercise, we also present contour plots for various combinations of the parameters. Along with the best fit parameter estimates which we get from PSO, we give a comparison of the results obtained from PSO and as are reported by WMAP team using MCMC. In § V we summarize the PSO and discuss its advantages and disadvantages.

II. PARTICLE SWARM OPTIMIZATION

Formally proposed by James Kennedy and Russell Eberhart in 1995 [12], PSO has been successfully tested and applied in many engineering and artificial intelligence problems [26, 22]. Recently it has been applied in astrophysical problems also [16, 23, 24]. In PSO, a set of “particles” driven by “cognition” and “social” factors explore the multi-dimensional search space by carrying out random walks, determined by a set of “design parameters”. The accuracy and performance of the algorithm depends on the values of the design parameters as well as the function to be optimized i.e., the fitness function.

Particle Swarm Optimization is based on observations of social dynamics, bird flocks, fish schools and other forms of group behavior. Personal discoveries made by members of the group and shared with everyone else can help everyone to become more efficient in making new discoveries. Efficient personal search and communication with other members of the group can lead to rapid success for the group in search of some common goal i.e., food etc.

At present there exists many implementations of the Particle Swarm Optimization. Here we consider one of the simplest forms [12] the elements of which are shared by many other implementations. Before describing the working of our PSO implementation, it is useful to define some of the key terms which are used to describe PSO.

1. Particles: The term “particles” in PSO is used for “computational agents” and has no relation with any form of physical particles. PSO particles have no mass and occupy no volume (however, they can have weights called inertia weights which will be discussed later). PSO particles are distinguished from each other on the basis of their identification numbers or ids and have “positions” and “velocities”. In our discussion we represent the position and velocity of a particle with id $i$ at step (“time”) $t$ by vector $X^i(t)$ and $V^i(t)$ respectively.

2. Fitness function: The function $\mathcal{F}(X)$ to be used for searching the global maximum is called the “fitness function” or “optimization function”. In the present case we use $-2\log \mathcal{L}$ or $\chi_{\text{eff}}^2$ as our optimization function, where $\mathcal{L}$ is the CMB likelihood function.

3. Pbest: The maximum value of the optimization function $\mathcal{F}(t)$ for a particle $i$ till the present step (time $N_i$) is called its Pbest:

$$Pbest^i = \text{Max}\{\mathcal{F}^i(t), t = 0, 1, 2..., N_i\}$$

the location of the $Pbest^i$ is represented by the vector $P^i$:

$$P^i = X^i(t) \text{ if } \mathcal{F}^i(t) = Pbest^i$$

4. Gbest: The largest value of Pbest among all particles is called the Gbest. The value of Gbest changes only when any of the particles finds a new position at which the value of the fitness function is larger than any of the earlier values.

$$Gbest = \text{Max}\{Pbest^i, i = 0, 1, 2..., N_p\}.$$
Here $N_p$ is the number of particles. The location of the $\text{Gbest}$ is given by the vector $G$.

$$G = X^i(t) \text{ if } \text{Pbest}^i = \text{Gbest}. \quad (4)$$

### A. Dynamics of PSO particles

The following equation is used to update the positions of the particles [12],

$$X^i(t + 1) = X^i(t) + V^i(t + 1), \quad (5)$$

where velocity $V^i(t + 1)$ for the particle $i$ at step $(t + 1)$ is computed in the following way

$$V^i(t + 1) = wV^i(t) + c_1\xi_1 \left( X^i(t) - P^i \right) + c_2\xi_2 \left( X^i(t) - G \right). \quad (6)$$

Here $c_1$ and $c_2$ are called acceleration coefficients, $w$ is called the inertia weight and $\xi_1$ and $\xi_2$ are two uniform random numbers in the range $[0, 1]$. The values of the acceleration coefficients $c_1$ and $c_2$ decide the contribution due to personal (cognitive) learning and social learning respectively.

The first factor in the right hand side of equation [9] moves the particle along a straight line and the second and third factors accelerate it towards the location of $\text{Pbest}$ and $\text{Gbest}$ respectively. Kennedy and Eberhart [12] use $c_1 = c_2 = 2$ to give it a mean of unity, so that the particle would overfly the target about half of the time.

Although the equation [9] is most commonly used, the following version is also in use [22],

$$V^i(t + 1) = K \left\{ V^i(t) + c_1\xi_1 \left( X^i(t) - P^i \right) + c_2\xi_2 \left( X^i(t) - G \right) \right\} \quad (7)$$

where $K$ is called the constriction factor and is defined in the following way:

$$K = \frac{2}{2 - \phi - \sqrt{\phi^2 - 4\phi}} \quad (8)$$

where $\phi = C_1 + C_2$. Here the recommended values are $C_1 = C_2 = 2.05$ which gives $K = 0.729$. Equation (7) is equivalent to equation (6) with $c_1 = KC_1, c_2 = KC_2$ and $w = K$. Since there are many implementations (with different values of design parameters or with some new parameters) we have decided to work with PSO standard 2006 [23] which uses the following values of the design parameters in equation (6)

$$w = \frac{1}{2 \log(2)} = 0.72 \quad (9)$$

and

$$c_1 = c_2 = 0.5 + \log(2) = 1.193 \quad (10)$$

since we were able to get quite accurate results with the values of design parameters suggested in PSO standard 2006 [23], we decided to adopt these values in our implementation. We did try a few other values but could not find any significant improvement.

In particle swarm optimization all the particles can communicate with each other or the communication can be restricted between only subsets of particles. The first case is found to be more useful for intensive local search and the second one for global search. In our implementation we let every particle share the information about its $\text{Pbest}$ with every other particle.

### B. Maximum Velocity

In order to stop particles leaving the search space we need to limit the maximum velocity which particles can acquire. This can be done by setting the maximum velocity along various dimensions. It has been a common practice to keep the maximum velocity proportional to the search range.

$$V^i(t) = \begin{cases} V_{\max}, & \text{if } V^i(t) > V_{\max} \\ -V_{\max}, & \text{if } V^i(t) < -V_{\max} \end{cases} \quad (11)$$

where $V_{\max}$ is also a design parameter. We use $V_{\max} = c_v(X_{\max} - X_{\min})$ with $c_v = 0.5$ where $[X_{\min}, X_{\max}]$ is our search range. This means that the biggest jump a particle can make is half of the size of the search range.

### C. Initial Conditions

We assign random positions and velocities to particles in the beginning.

$$X^i(t = 0) = X_{\min} + \xi \times (X_{\max} - X_{\min}) \quad (12)$$

and

$$V^i(t = 0) = \xi V_{\max}, \quad (13)$$

where $\xi$ is a uniform random number in the range $[0 - 1]$. Apart from the above initial conditions “particles on a grid” initial condition can also be used. From our trial runs we have found that the final outcome i.e., the location of the $\text{Gbest}$ is not very sensitive to the initial condition.

### D. Boundary condition

We use the “reflecting wall” boundary condition in which a particle reverses its velocity component perpendicular to the boundary when it tries to cross the boundary.

$$V^i(t) = -V^i(t) \quad (14)$$

and

$$\begin{align*}
X^i(t) &= X_{\max} \text{ when } X^i(t) > X_{\max} \\
X^i(t) &= X_{\min} \text{ when } X^i(t) < X_{\min}
\end{align*} \quad (15)$$
E. Termination criteria

PSO particle trajectories are like “chains” in MCMC, however, they are coupled to each other by second acceleration coefficient $c_2$. In the limit of $c_2 = 0$ particle do not exchange information but in that case PSO will become meaningless. We have used Gelman-Rubin R statistics [26, 27] in order to find out when the exploration by PSO particles should be stopped. In order to use Gelman-Rubin statistics we use the mean of variance $W$ within PSO particle trajectories and variance of the mean $B$ across PSO trajectories.

At any time $N_t$ the mean value the trajectory of a PSO particle is

$$
\bar{X}^i = \frac{1}{N_t} \sum_{j=1}^{N_t} X^i(t)
$$

and the variance

$$
\sigma^2_t = \frac{1}{N_t - 1} \sum_{j=1}^{N_t} (X^i(t) - \bar{X}^i)^2
$$

and the mean of variance

$$
W = \frac{1}{N_p} \sum_{i=1}^{N_p} \sigma^2_t
$$

In order to compute variance of means we firstly compute mean of means

$$
Y = \sum_{i=1}^{N_p} \bar{X}^i
$$

and then

$$
B = \frac{N_t}{N_p - 1} \sum_{i=1}^{N_p} (\bar{X}^i - Y)^2
$$

The variance of stationary distribution can be written as weighted sum of $W$ and $B$.

$$
Z = \left(1 - \frac{1}{N_t}\right) W + \frac{1}{N_t} B
$$

The potential scale reduction factor $\hat{R}$ is given by

$$
\hat{R} = \sqrt{\frac{Z}{W}}
$$

In general when the value of $\hat{R}$ as low as 1 we can assume that the convergence has been obtained.

III. COSMOLOGICAL PARAMETER ESTIMATION

Cosmic Microwave Background temperature and polarization anisotropies observed in the sky represent the fluctuations in the baryon-photon fluid at the epoch of last scattering i.e., when electrons were last scattered by photons before they combined with protons and formed hydrogen atoms, contain a lot of information about the cosmological parameters [28, 31–33]. Due to the Gaussian nature of the density fluctuations at the epoch of last scattering (primordial fluctuations) as predicted by inflationary models, the most important information about the cosmological parameters is encoded in the angular two point correlation function or power spectrum.

It is a common practice to represent the temperature anisotropies in the CMB sky in spherical harmonic expansion

$$
\frac{\Delta T(\hat{n})}{T_0} = \sum_{lm} a_{lm} Y_{lm}(\hat{n})
$$

where $T_0$ is the average temperature i.e., the monopole term. The angular two point correlation function is given by

$$
C(\theta) = \frac{\langle \Delta T(\hat{n}) \Delta T(\hat{n}') \rangle}{T_0^2} = \sum_{l} \frac{2l+1}{4\pi} C_l P_l \cos \theta
$$

where $\theta$ is angle between directions $\hat{n}$ and $\hat{n}'$ in the sky. The angular power spectrum $C_l$ is defined as

$$
C_l = \langle a_{lm} a^*_{lm} \rangle = \langle |a_{lm}|^2 \rangle.
$$

As mentioned above, the angular power spectrum $C_l$ (or angular two point correlation function $C(\theta)$) depends on a large number of cosmological parameters representing various energy densities in the universe, primordial fluctuations, and the physical processes relevant in the early universe like reionization and recombination [28, 31–33]. Many of the cosmological parameters affect the angular power spectrum in the same way, i.e., have degeneracies. However, it is possible to form a set of parameters, called “normal parameters” which affect the angular power spectrum in a unique way [32, 33]. The most common cosmological parameters which have been used to fit observational $C_l$ (we also use these) are density parameters for cold dark matter ($\Omega_c h^2$), baryons ($\Omega_b H^2$), cosmological constant ($\Omega_{\Lambda}$), primordial scalar power spectrum index ($n_s$), and normalization ($A_s$), and reionization optical depth ($\tau$). In our analysis we do not consider the “Hubble parameter” $h$ as a free parameter.
and compute its value from other parameters for a spatially flat model.

\[ h = \sqrt{\frac{\Omega_b h^2 + \Omega_c h^2}{1 - \Omega_A}} \]  

\( (26) \)

It is now a common practice to follow a “line of sight” integration approach for computing the angular power spectrum \( C_l \) for a set of cosmological parameters which is a computationally expensive process. The publicly available code CAMB [32, 33] is based on an earlier code named CMBFAST [37] which can compute the angular power spectrum \( C_l \) on a shared memory platform in a short time.

A. Bayesian Analysis

In the framework of Bayesian analysis the probability of obtaining a set of parameters \( \Theta \) which is consistent with a data set \( D \) for a given prior \( I \) is given by

\[ P(\Theta|D, I) = \frac{P(D|\Theta, I)P(\Theta|I)}{P(D|I)}. \]  

\( (27) \)

In the above equation \( P(\Theta|D, I) \) is the posterior probability distribution, \( P(D|\Theta, I) \) is the likelihood function (which will be represented by \( L \)) and \( P(\Theta|I) \) is the prior. The denominator \( P(D|I) \) called “evidence” is used for the purpose of normalization and does not depend on the parameters \( \Theta \) so it can be ignored for the present purpose.

The likelihood function for a CMB experiment with \( N_p \) pixels is given by [3]

\[ L(\Delta|\Theta) = \frac{1}{(2\pi)^{N_p/2}} \frac{1}{|C|^{N_p/2}} \exp \left[ -\frac{1}{2} \Delta C^{-1} \Delta \right] \]  

\( (28) \)

where \( \Delta \) represents an estimator of the observed data vector, having \( N_p \) entries, and \( C \) is the joint covariance matrix i.e., sum of the signal and noise covariance matrix

\[ C = S + N. \]  

\( (29) \)

The noise covariance matrix \( N \) can be approximated by a diagonal matrix and the signal covariance matrix \( S \) is given by [3]

\[ S_{ij} = \sum_l \frac{2l + 1}{4\pi} C_l P_l(\cos \theta) \]  

\( (30) \)

where \( \theta \) is the angle between the directions \( \hat{n}_i \) and \( \hat{n}_j \) representing pixel \( i \) and pixel \( j \) respectively.

Exact likelihood computation by a brute force method is computationally expensive since it involves inversion of a \( N_p \times N_p \) matrix which is a formidable task for an experiment with very large number of pixels. Many approximations have been proposed which reduce the cost of likelihood computation significantly [4, 53, 39].

In the present work we use the likelihood code provided by the WMAP team for computing the likelihood function, which takes the theoretical angular power spectrum computed by CAMB, and the power spectrum estimated by the WMAP experiment [39], as inputs.

The exercise of obtaining the best fit cosmological parameters involves finding a point in the multidimensional parameter space, at which the value of the likelihood function \( L \) is maximum or \(-2\log L \) is minimum. Apart from the best fit values one is also interested in the error bars on the estimated parameters which involves knowing the shape of the likelihood function around the best fit values, for which we follow a fitting procedure as discussed below.

B. Likelihood fitting

Close to the best fit point we can approximate the likelihood function Gaussian:

\[ L = L_0 \exp[-\frac{1}{2} \Delta^T R \Delta] \]  

\( (31) \)

where \( \Delta_i = \theta_i - \theta_{i,0} \) where \( \theta_{i,0} \) is the maximum likelihood value of the parameter \( \theta_i \) and \( R \) is the curvature matrix. The covariance matrix \( C \) which is the inverse of curvature matrix \( R \) gives an estimate of the standard errors which maximum likelihood fitting can give [4].

The standard error \( \Delta \theta_i \) in parameter \( \theta_i \) is given by:

\[ \Delta \theta_i = \sqrt{C_{ii}} = 1/\sqrt{[(R)^{-1}]}_{ii} \]  

\( (32) \)

We fit \(-2(\log L - \log L_0) = \Delta \chi^2_{\text{eff}} \) with a paraboloid and compute the coefficients of fitting and identify those with the elements of curvature matrix.

IV. RESULTS

We compute the best fit cosmological parameters from the WMAP seven year data for a six parameter model with model parameters \( \Omega_b h^2, \Omega_c h^2, \Omega_{\Lambda}, \nu_s, A_s \), and \( \tau \) using PSO. Before presenting our results quantitatively, we consider it useful to present a qualitative comparison of the way parameters are estimated in the Markov-Chain Monte Carlo methods and in Particle Swarm Optimization. In particular, we want to highlight the way parameter space is explored and sampled in PSO and MCMC methods.

A. Markov Chain and PSO exploration

The nature of exploration by a Markov chain and that by a set of PSO particles is completely different. However, there are some similarities also, for example, in both the cases the random walk is governed by the optimization function or the fitness function. In MCMC, the proposal density is directly related to the function to be
FIG. 1: In this figure the red line shows a Markov chain which has been obtained from a typical run of COSMOMC and the green line shows the trajectory of a PSO particle, along the same dimension i.e. $\Omega_bh^2$. Markov chain as well as a PSO trajectory can begin anywhere in the range and progressively move towards the best fit location. However, in the case of PSO the particle approaches towards the best fit location ($G_{\text{best}}$) in an oscillatory manner with successively decreasing amplitude, which is not the case for a Markov Chain since its step size does not vary much. Only after a sufficient number of PSO steps the particle positions and the Markov chain converge. Since there are more number of points for the Markov chain as compared to the PSO, we use x-scale such that we have five Markov chain points for every PSO point.

FIG. 2: In this figure the red and the green points show the distribution of the positions of PSO particles and samples from a Markov chain respectively, in the same plane. From the figure it can be noticed that in the initial stage the scatter of PSO particles is very large (see Figure 1 also), however, close to the convergence all particles get confined in a very compact region. The distribution of the sample points in the case of Markov chain is much more symmetric than in PSO. We suspect that this is due to the different role played by the stochastic variables (random numbers) in PSO as compared to that in the Markov chains. The non-symmetric distribution makes PSO less favorable if we want to find the shape of the likelihood close to the best fit values (in order to report errors) in comparison to Markov Chain.

One of the most common ways to present the results of a parameter estimation exercise is to make two dimensional scatter or contour plots. In MCMC it is done by marginalizing the sampled function along all other dimensions apart from the two for which we want scatter or contour plots. For a general case, the location of the point at which the likelihood function peaks may be different from the average location computed on the basis of the one dimensional probability distribution obtained after marginalization. In the case of PSO also, we present the average location of the particles, apart from finding the point at which the likelihood function peaks.

The red and green points in Figure 2 show the projection of the positions of PSO particles and a set of sample points from a Markov chain in a two-dimensional plane of the parameter space, respectively. From the figure it can be noticed that although the sampled points in both cases cluster around the same point ($G_{\text{best}}$ in PSO) sampled. In the case of MCMC exploration of a chain is completely local, in the sense that whether a step will be selected or rejected depends only on the values of the fitness function at the current location and the next location. However, in the case of PSO, particles always have some information about the global maximum $G_{\text{best}}$, which keeps changing. In general the step size does not change in MCMC, however, in the case of PSO it rapidly falls as $G_{\text{best}}$ approaches close to the global maximum.

Markov chains sample the fitness function in the multi-dimensional parameter space using methods like Metropolis Hastings. The sampling algorithm ensures that more points are sampled from regions in which the fitness function has large values and less points from the regions in which it has small values. The values of best fit parameters are obtained after marginalization. In case of PSO a set of “particles” explore the multidimensional space guided by their personal i.e., $P_{\text{best}}$ and collective i.e., $G_{\text{best}}$ discoveries (see equation (5) and equation (6)). The progress of a chain in MCMC and trajectory of a particle in PSO are very different. Starting from any arbitrary point in the multi-dimensional space both approach towards the region where the probability of global maximum is high, however, the way they approach is different.

Figure 1 shows a typical Markov chain and the trajectory of a PSO particle. Since there were greater number of steps in the Markov chain than in PSO, we have stretched the x-axis for PSO trajectory by a factor of five, i.e, there are five Markov chain points for every PSO point for the same range on the x-axis. From the figure it can be noticed that the PSO particle reaches the global maximum by performing oscillatory motion with gradually decreasing amplitude. However, in the case of Markov chain the progress is very smooth. The red and green points in Figure 2 show the projection of the positions of PSO particles and samples from a Markov chain respectively, in the same plane. From the figure it can be noticed that in the initial stage the scatter of PSO particles is very large (see Figure 1 also), however, close to the convergence all particles get confined in a very compact region. The distribution of the sample points in the case of Markov chain is much more symmetric than in PSO. We suspect that this is due to the different role played by the stochastic variables (random numbers) in PSO as compared to that in the Markov chains. The non-symmetric distribution makes PSO less favorable if we want to find the shape of the likelihood close to the best fit values (in order to report errors) in comparison to Markov Chain.
we also give the average location of the PSO particles. It is not a surprise that as PSO progresses, the average position of PSO particles and the location of the best fit point converge to Gbest. In a case when there are local maxima also present, some of the PSO particles may trap in these, but, the average location of particles still follows Gbest. In Figure 4 we show the location of Gbest and the average position of the PSO particles in our six dimensional search space at different steps. Note that in our model $h$ is not a fitting parameter, we get its value from the flatness condition (see equation (26)).

The black, red and blue lines in Figure 5 show the best fit angular power spectrum obtained by MCMC analysis, from PSO code and the binned power spectrum (with error bars) provided by the WMAP team for the seven year data. From the figure it is clear that the power spectrum which we obtain from our PSO code closely follows other two curves.

C. Error estimates

In order to compute error bars on the parameters estimated using PSO, we fit (as discussed in § III B) a six dimensional paraboloid to a subset of sampled points to $\Delta \chi^2_{\text{eff}} = -2 \log L - (-2 \log L_0)$ where $L_0$ is the value of the likelihood function or Gbest at the last PSO step.

$$\Delta \chi^2_{\text{eff}} = [\hat{\Theta}]^T[a]^{-1}[\hat{\Theta}]$$

(33)

where $\Theta = (\Omega_h, h^2, \Omega_c, h^2, \Omega_L, n_s, A_s, \tau)$ and $[a]$ is a $6 \times 6$ symmetric matrix with 21 independent coefficients.

The six dimensional vector $\Theta$ is defined as

$$\hat{\Theta} = \frac{\Theta - \Theta_{\text{Gbest}}}{\Theta_{\text{Gbest}}}.$$  

(34)

We used multi-parameter fitting subroutine of GNU scientific library for the fitting [11]. In order to limit our fitting to a subset of points, we consider only those points which are within a six dimensional hyper-sphere of radius i.e., $|\theta_i| < 0.1$ where $\theta_i$ is a component of the vector $\Theta$, and $\Delta \chi^2_{\text{eff}} < 10$.

After obtaining the fitting matrix $[a]$ we invert it and compute the covariance matrix $[C] = [a]^{-1}$ and compute error for the parameter $\theta_i$ from it

$$\Delta \theta_i = \sqrt{C_{ii}} \times \theta_{i,Gbest}.$$  

(35)

We present the error in various parameters in the fifth column of Table II.

D. Two dimensional contour plots

Fitting as we have done may not give a very good estimate of the errors on parameters. The exact way to figure out how the likelihood surface behaves around the
FIG. 4: In each panel of the above figure we show the location of the best fit points (location of Gbest) and the average location of PSO particles, by the solid and dot-dashed lines respectively. We also show the best fit values given by the WMAP team by dashed lines. From the above figure it can be noticed that as PSO progresses the average location of PSO particles and the location of the Gbest converge, which can be used as a robust check. For most cases the best fit values obtained by PSO match well with standard LCDM values, but there are some differences also (see table III).
plots for different pairs of cosmological parameters. The contours from the innermost are for \( \Delta \chi^2 = 2, 6, 8 \) and 10. Note that the range for grids is selected from the rough estimates of errors which we get from fitting. The range for \( \Omega_h^2 \) and \( \Omega_\Lambda \) is taken 2\( \sigma \) and for others it is taken 3\( \sigma \) where \( \sigma \) is the error obtained from the fitting.

### E. Primordial Power Spectrum (PPS) with power in bins

In order to demonstrate an interesting example in which PSO can be useful, we consider a model in which the primordial power spectrum has “binned” power in place of being a power law. We consider the power in bins as free parameters and that make our model higher dimensional. Apart from having 20 free parameters, which gives power in logarithmic bins we consider rest of the four parameters \( \Omega_h^2, \Omega_\Lambda, \Omega_s, \) and \( \sigma \) also free. As is expected, a model with more parameters better fits the observational data, which in the present case is WMAP seven year data i.e., for a primordial power spectrum with binned power \( \chi^2 \) is lower by 7 as compared to the standard power law mode. The best fit primordial power spectrum and angular power spectrum are shown in Figure 9 and Figure 10 respectively. Note that the PPS with binned power gives better fit, particularly at low \( l \). We consider here the particular form of PPS not to motivate any particular theoretical model but just to demonstrate the method we use.

### F. Computational performance

Computing the fitness function i.e., \( -2 \log L \), which is the most expensive part in the parameter estimation procedure, involves two steps. In the first step the \( C_l \)’s are computed for a set of cosmological parameters for which we use the publicly available code CAMB.
FIG. 6: Panels in this figure show the two dimensional contour plots for various pairs of the six cosmological parameters $\Omega_b h^2, \Omega_c h^2, \Omega_k, n_s, A_S$ and $\tau$. We have considered a grid of size $24 \times 24$ for our exercise considered the $3\sigma$ region, (where $\sigma$ is the error computed from the fitting) around the best fit point. In the case when we do not have any idea about the $\sigma$ we can give any other trial value also. The contours in the figure (from inside) are for $\Delta \chi^2 = 2, 4, 6, 8$ and 10. Note that the contour plots not only give an idea about the area around the best fit region, they also clearly demonstrate correlation between various cosmological parameter.

which employs OpenMP pragmas for doing computationally intensive steps in parallel on multi-processor shared memory systems. In the second step the likelihood function is computed from $C_l$s and the observational data i.e., WMAP seven year data, for which we use the likelihood code provided by the WMAP team. Since our PSO code shares two main modules ($C_l$ and likelihood computation) with the publicly available code COSMOMC, the difference in the performance is expected only due to the number of times the fitness function is computed.

Computationally a typical PSO run gives very good convergence with 30 PSO particles with 160 steps i.e., 4800 computations. We ran a typical COSMOMC run with 24 chains and found that (from reading .log file for every chain) that CAMB was called 691200 times, which is more than 50 times the number of CAMB calls made in our case (including the calls for two dimensional grids used for contours).

Here it is also important to mention that parallelizing our code is very straightforward. We use OpenMP to
compute $C_l$ for a point in the six dimensional parameter space and use MPI to distribute particles among different MPI nodes. At every step, particles are distributed among MPI nodes and after they return the value of the fitness function, the master node computes $P_{best}$ and $G_{best}$ and updates the positions and velocities of particles. We have tested our code on a Linux cluster using 15 MPI nodes, where each node has 2 AMD quad core Opteron 2.6 GHz processors. Within a node we use OpenMP for computing the angular power spectrum using as many number of threads as the number of cores are present. We have also ported our code on a Cray CX1 system with six nodes, where each node has 2 Intel Xeon 2.67 Ghz 6 core processors. In a case when the number of nodes can divide the number of PSO particles, there is no difficulty with load balance. Since at every PSO step a very small amount of data has to be communicated among MPI nodes, we have found that MPI collective communications calls like “broadcast” and “gather” are much more efficient than regular “send” and “receive” calls. In the present run, the result of which are reported here, it took roughly two and half hours for the standard PSO run to finish on a Linux cluster with 10 nodes with each node having 2 AMD quad core Opteron 2.6 GHz processors. The convergence was found just after 159 steps with 30 PSO particles.

It is not very straightforward to compare the performance of our PSO code and that of the commonly used code COSMOMC mainly because:

1. The convergence criteria in PSO is slightly different than that in COSMOMC.

2. The angular power spectrum $C_l$ computation in COSMOMC is optimized by selecting only a subset of particles which change their value, i.e., fast-slow parameters. There is no such operation in PSO.

3. It is a common practice to “thin” chains in MCMC which means that not all sampled points are used for the final result that is not the case in PSO.

4. Inputs for PSO and COSMOMC are different, in the sense COSMOMC needs a a guess covariance matrix, widths of the final one dimensional probability distribution and a starting point, apart from the search range. Which is not the case in PSO in which we only need to specify a reasonable search range.

In four chains with each having 30,000 points are needed for convergence, but in our typical run with six parameter model we never need more than 8-9,000 computations. Here it is important to note that the convergence in PSO also depend on value of design parameters.
FIG. 8: This figure shows how the binned primordial power spectrum (20 logarithmic bins over the $k$ range) changes as PSO progresses (line 1 is for the initial PPS and 6 is for the final PPS). The lower and upper values of the power in bins are represented by the dashed line. Starting with a power law PPS we found that a power spectrum which has low power in some bins and high in others fits better than a power law model.

FIG. 9: The red, black and blue lines in the above figure represent the best fit angular power spectrum recovered from PSO, standard LCDM power spectrum and the binned power spectrum of WMAP seven year data respectively. Note that at low $l$ the angular power spectrum with binned PPS fits better as compared to the standard power law PPS to the observed data (the improvement in $\Delta \chi^2$ is around 7).

V. DISCUSSION AND CONCLUSION

In the present work we have demonstrated the application of Particles Swarm Optimization or PSO for cosmological parameter estimation from CMB data, which we believe has not been done earlier in any other study. Being a different method, PSO can be used as an alternative technique for parameter estimation, particularly when one is mainly interested in the location of the best fit point. The main focus of our present work was to demonstrate the method, in place of producing quantitative results and comparing those with other methods, that we leave for our future work. We have not only shown how to compute the values of the best-fit parameters, but have also proposed a method to quantify the error bars on the estimated values.

Based on a very simple algorithm, PSO has many interesting features some are as follows:

1. PSO has very few design parameters, the values of which can be easily fixed.

2. By tuning the values of the design parameters, PSO can be made more efficient for global or a local search although it is more useful for a global search.

3. In PSO no approximation or extrapolation is made at any step (like in artificial neural network) and the optimization function is computed exactly at every point.

4. As is claimed in other studies also PSO is very efficient in searching for the global maximum when dimensionality of the search space is very high or there are a large number of local maxima present. Adding extra search dimensions in PSO is quite straightforward.

5. PSO can be used for accelerated search of the global maximum since it always has some idea about the Gbest from the very beginning.

6. In PSO we need to give only the search range as an input and no other information (as is needed in MCMC) about parameters, like covariance matrix, width of the final 1-d probability distribution or starting point is needed. This can be very useful for models about the parameters of which we do not have much prior information.

7. Since this method is also based on Bayesian formalism so extra data sets can be easily incorporated in this method also.

As a result of very high quality CMB data which has already been provided by the WMAP satellite and will be provided by the Planck satellite, it has become an interesting exercise to consider much more complex models (with very high dimensionality than just six to eleven dimensional models). The main motivation behind considering such models has been to fit the “outliers” of the WMAP data (all years). In one of such exercise, in place of considering the primordial power spectrum just a power law, power in various bins can be left open for the fitting, which makes the dimensionality of the search space very large and and we have shown that PSO can be quite useful for such problems.

In the present work we have demonstrated that particle swarm optimization can also be used for cosmological
parameter estimation from CMB data sets. Apart from discussing the technique in detail, we have also presented our results for the standard six parameters cosmological model. Along with giving the best fit parameters for the WMAP seven year data, we have also given some rough estimates of the errors, and have shown two dimensional contour plots in order to make the treatment complete.

We have also shown an application of our method for a higher dimensional cosmological model in which the primordial power spectrum has power in logarithmic bins as free parameters. The main aim of the present work was to demonstrate a new method and present the results qualitatively. In future we plan to present a detailed quantitative analysis.
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