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Abstract. In this paper, we consider a particular class of optimal switching problem for the linear-quadratic switched system in discrete time, where an optimal switching sequence is designed to minimize the quadratic performance index of the system with a switching cost. This is a challenging issue and studied only by few papers. First, we introduce a total variation function with respect to the switching sequence to measure the volatile switching action. In order to restrain the switching magnitude, it is added to the cost functional as a penalty. Then, the particular optimal switching problem is formulated. With the positive semi-definiteness of matrices, we construct a series of exact lower bounds of the cost functional at each time and the branch and bound method is applied to search all global optimal solutions. For the comparison between different global optimization methods, some numerical examples are given to show the efficiency of our proposed method.

1. Introduction. In practical applications, the dynamics of some hybrid system may be classified as a switched system, in which a group of subsystems are included and only one of them is active at each time. For example, the product process switches between the batch mode and the feeding mode in the microbial fermentation [17], the voltage is operated by using capacitors and switches in the DC/DC power converter [19] and some other engineering problems in [4, 5, 13, 14], and so on. Therefore, as a particular class of hybrid system, the switched system has been a hot and challenging research topic in recent several decades.

Based on the structural characteristic of the switched system, its state can be controlled by some external inputs and a switching law, which schedules these active subsystems at different times. Thus, a variety of optimal control problems mathematicians and engineers face are produced. Since there are many factors in the switching law, such as the switching frequency, the switching sequence and the switching time, researchers usually only consider the continuous event where for
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a predetermined switching sequence, the optimal inputs and the optimal switching time are obtained. In [16, 12, 26], some numerical techniques based on the gradient-based method and its variants are proposed. But in practice, the switching sequence may not be known in advance. Then the optimal switching problem is very important and becomes more practical in switched systems. In order to deal with the discrete event in continuous time, the two-stage optimization method is proposed in [21], where the switching sequence is obtained by the dynamic programming method in the second stage. Furthermore, these subsystems can be merged in [2, 27] into a large dynamic system with some weighting coefficients. Based on the relaxation method, the switching sequence can be obtained by solving a standard nonlinear programming problem. In [1], a mode-insertion algorithm is presented to update the switching sequence. Then the method is extended by [22, 3] such that it can efficiently determine the switching time and the switching sequence simultaneously. As another class of switched system, the discrete-time switched system has also been extensively studied in many fields. We refer readers to [10, 20, 25] for more details. Since the gradient information does not exist, the switching sequence generally can only be obtained by the enumeration or the dynamic programming method. However, the computational complexity may grow exponentially as the number of switching times increases. Thus some special optimization techniques, such as the relaxation method [11], the discrete filled function method [6], the branch and bound method [7, 23, 24] and the semi-definite programming method [8, 15], are explored.

Moreover, it is undesirable and difficult to be implemented for the controller when the control inputs and the switching sequence fluctuate frequently. In order to restrain the volatile changes, a switching penalty is added in [8] into the cost functional and the optimal control problem can be handled in discrete time. In [18, 9], the changing cost of control inputs based on the gradient-based optimization method is studied in continuous time.

In this paper, we consider a discrete-time autonomous switched system, where these subsystems are linear and the cost functional is given by a quadratic performance index and a total variation function with respect to the state and the switching sequence, respectively. The branch and bound method is applied to solve this particular optimal switching problem. Different from [23] where the regularization parameter approaches to zero in the lower bound, we design an exact lower bound such that it is always performable for any nonnegative regularization parameter. Then, we need not to evaluate the sufficient small parameter any more. Some numerical experiments show that the exact lower bound is more stable to search all global optimal solutions in the branch and bound strategy.

The rest of this paper is organized as follows. In Section 2, we present the optimal switching problem of the discrete-time switched system with a switching cost and some total variation expressions with respect to the switching sequence in different practices. In Section 3, the exact lower bound of the cost functional is constructed. Based on lower bounds at different times, we propose an exact branch and bound method to search all global optimal switching sequences. Compared with other global optimization methods, two numerical experiments are tested in Section 4. In Section 5, we conclude this paper.

2. Problem formulation. Let’s assume that there are $M$ subsystems denoted by an index set $\mathcal{M} = \{1, 2, \ldots, M\}$ in the switched system and only one of them is
active at each time. Then we formulate the linear discrete-time switched system as

\[
\begin{cases}
  x(t+1) = A_{\sigma(t)}(t)x(t), \\
  x(0) = x_0.
\end{cases}
\]

(1)

Here, for each time, \(x(t) \in \mathbb{R}^n\) is the state, the subscript \(\sigma(t) \in \mathcal{M}\) represents the switching signal which is in charge of activating the corresponding subsystem. For any \(m \in \mathcal{M}\), \(\sigma(t) = m\) means that the \(m\)th subsystem is active at time \(t\) and \(A_m(t) \in \mathbb{R}^{n \times n}\) is a time-varying matrix. \(x_0 \in \mathbb{R}^n\) is a given initial state.

For the dynamics (1), we aim to find a switching sequence composed of all switching signals such that the system achieves the optimal performance in a given time horizon. However, frequent and dramatic changes among these active subsystems can generate a volatile switching sequence. It is difficult to be implemented in practice and some potential risks may be caused. In order to restrain the switching vibration, we introduce a total variation function with respect to the switching signals such that the system achieves the optimal performance in a given time horizon. We describe its total variation function by

\[
\sigma = \sum_{t=1}^{T-1} |\sigma(t-1) - \sigma(t)|
\]

to measure the change magnitude of all switching signals.

Now let us consider the following linear-quadratic optimal switching problem with a cost on switching action

\[
\begin{align*}
\min_{\sigma \in \mathcal{M}^T} & \quad J(\sigma) = x^T(T)\Phi x(T) + \sum_{t=0}^{T-1} x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha \bigg( \sum_{t=1}^{T-1} |\sigma(t-1) - \sigma(t)| \bigg) \\
\text{s.t.} & \quad x(t+1) = A_{\sigma(t)}(t)x(t), \quad t = 0, 1, \ldots, T-1, \\
& \quad x(0) = x_0,
\end{align*}
\]

(2)

where the performance matrix of the \(m\)th subsystem is denoted by \(Q_m(t) \in \mathbb{R}^{n \times n}\). For any time \(t \in \mathcal{T}\) and \(m = 1, 2, \ldots, M\), these performance matrices are all time-varying positive semi-definite. \(\Phi \in \mathbb{R}^{n \times n}\) is the given final performance matrix of the system, which is also positive semi-definite. In the cost functional (2), \(\alpha > 0\) is the penalty parameter which penalizes the change of switching signals.

Since the number of all switching scenarios is finite at each time, the total variation function \(\bigvee_{t=1}^{T-1} \sigma\) is bounded. Its lower bound and upper bound are 0 and \((T-1)(M-1)\), respectively. If the switching signal \(\sigma(t)\) is monotonous with respect to \(t\), such as \(\sigma(0) \leq \sigma(1) \leq \ldots \leq \sigma(T-1)\), the total variation function is \(\bigvee_{t=1}^{T-1} \sigma = |\sigma(0) - \sigma(T-1)|\). In particular, when these switching signals are constant, we have \(\bigvee_{t=1}^{T-1} \sigma = 0\). The more frequently the system switches, the greater the total variation function is. So the switching frequency and the switching magnitude can be restrained by minimizing the total variation term in the cost functional (2).

**Remark 2.1.** For the switching sequence, when we just consider the switching frequency and do not care about the switching magnitude, the total variation function...
can be defined by
\[
\sum_{t=1}^{T-1} \chi(\sigma(t-1), \sigma(t)),
\]
where $\chi: \mathcal{M}^2 \to \{0,1\}$ is the indicator function as
\[
\chi(a,b) = \begin{cases} 
0, & a = b, \\
1, & a \neq b.
\end{cases}
\]
This kind of total variation function has been discussed in [8]. We can find that the value of the total variation function directly shows the number of switchings.

3. **Method analysis.** Since the switching sequence is a set of discrete values and the gradient-based method can not be applied in the discrete-time switched system. Moreover, there is a penalty with respect to the switching sequence $\sigma$ in the cost functional, the relaxation method may not be executable. This is a typical NP-compete problem, the global optimal solution is generally obtained by the enumeration. As a simplified tree search, the branch and bound method is a considerable optimization technique to solve the discrete optimization problem. However, it is necessary that we must construct a lower bound as a rule to prune branches at each time first.

In the switching sequence $\sigma = (\sigma(0), \sigma(1), \ldots, \sigma(T-1)) \in \mathcal{M}^T$, we assume that its first $\tau$ switching signals are known, where $1 \leq \tau \leq T-1$. That is, $\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)$ are fixed. Then in these active subsystems, the performance matrices $Q_{\sigma(0)}(0), Q_{\sigma(1)}(1), \ldots, Q_{\sigma(\tau-1)}(\tau-1)$ are given. Based on the switched dynamics (1), these states $x(1), x(2), \ldots, x(\tau)$ are also determined. For the remainder of the switching sequence, $\sigma(\tau), \sigma(\tau+1), \ldots, \sigma(T-1)$ are not confirmed which can take any values from the index set $\mathcal{M}$. Thus we divide the cost functional (2) into two parts such that

\[
J(\sigma | \sigma(0), \sigma(1), \ldots, \sigma(\tau-1))
= \left( \sum_{t=1}^{\tau-1} x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha \sum_{t=1}^{\tau-1} \chi(t) \right) + \\
\left( x^T(\tau)\Phi x(\tau) + \sum_{t=\tau}^{T-1} x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha \sum_{t=\tau}^{T-1} \chi(t) \right)
= \left( \sum_{t=0}^{\tau-1} x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha \sum_{t=1}^{\tau-1} \chi(t) \right)
+ \\
\left( x^T(\tau)\Phi x(\tau) + \sum_{t=\tau}^{T-1} \left( x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha |\sigma(t-1) - \sigma(t)| \right) \right).
\]

For the cost functional (3), the total variation function is denoted by zero when $\tau = 1$ in the first part, while the second part is undetermined. Then, we need to construct its lower bound for all feasible switching signals $\sigma(\tau), \sigma(\tau+1), \ldots, \sigma(T-1) \in \mathcal{M}$ at current time $t = \tau - 1$.

For this, we analyze some properties of the positive semi-definite matrix. In [23], a simple way is proposed to construct a greater diagonal matrix for the symmetric matrix. In fact, the conclusion is also established without the symmetry. Now we have the following theorem and refer readers to the proof of Theorem 1 in [23] for details.
Theorem 3.1. For any matrix \( P = [P_{ij}] \in \mathbb{R}^{n \times n} \), there exists a diagonal matrix \( \text{diag}[\lambda_i] \in \mathbb{R}^{n \times n} \) such that

\[
\lambda_i = \sum_{j=1}^{n} |P_{ij}|, \quad \forall \ i = 1, 2, \ldots, n.
\]

Then we have \( P \preceq \text{diag}[\lambda_i] \). That is, \( \text{diag}[\lambda_i] - P \in \mathbb{R}^{n \times n} \) is positive semi-definite.

Corollary 3.1. Given an invertible matrix \( \Psi = [\Psi_{ij}] \in \mathbb{R}^{n \times n} \), we can obtain a positive definite matrix \( \Gamma \in \mathbb{R}^{n \times n} \) such that \( \Gamma \preceq \Psi \).

Proof. We denote the inverse of the matrix \( \Psi \) by \( \hat{\Psi} \in \mathbb{R}^{n \times n} \). Clearly, for any \( i = 1, 2, \ldots, n \), there exists a subscript \( j \in \{1, 2, \ldots, n\} \) such that \( \hat{\Psi}_{ij} \neq 0 \).

Then based on Theorem 3.1, we can obtain a diagonal matrix \( \text{diag}[\hat{\lambda_i}] \in \mathbb{R}^{n \times n} \) satisfying the relation \( \hat{\Psi} \preceq \text{diag}[\hat{\lambda_i}] \), where

\[
\hat{\lambda}_i = \sum_{j=1}^{n} |\hat{\Psi}_{ij}| > 0, \quad \forall \ i = 1, 2, \ldots, n.
\]

Hence, let \( \Gamma = \text{diag}[\frac{1}{\hat{\lambda}_i}] \), it holds that \( 0 < \Gamma \preceq \hat{\Psi}^{-1} = \Psi \).

This completes the proof. \( \square \)

Let us consider the undetermined part of the cost functional (3). For any time \( \tau + 1 \leq t \leq T - 1 \), we have

\[
x^T(t)Q_{\sigma(t)}(t)x(t)
= x^T(\tau)A^T_{\sigma(\tau)}(\tau) \cdots A^T_{\sigma(t-1)}(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) \cdots A_{\sigma(\tau)}(\tau)x(\tau).
\]

Based on the positive semi-definiteness of the matrix, we give the following theorem.

Theorem 3.2. Assume that there are \( M \) time-varying positive semi-definite matrices \( Q_1(t), Q_2(t), \ldots, Q_M(t) \in \mathbb{R}^{n \times n} \) and \( M \) time-varying real matrices \( A_1(t), A_2(t), \ldots, A_M(t) \in \mathbb{R}^{n \times n} \). For the time \( \tau \leq t \leq T - 1 \), we can obtain a smallest diagonal matrix \( \text{diag}[\eta^{\varepsilon,\tau}(t)] \in \mathbb{R}^{n \times n} \) such that, for any \( \sigma(\tau), \sigma(t+1), \ldots, \sigma(t) \in \mathcal{M} \),

\[
\text{diag}[\eta^{\varepsilon,\tau}(t)]
\preceq \begin{cases} \quad \left\{ \begin{array}{ll} Q_{\sigma(t)}(\tau), & \text{if } t = \tau, \\ A^T_{\sigma(\tau)}(\tau) \cdots A^T_{\sigma(t-1)}(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) \cdots A_{\sigma(\tau)}(\tau), & \text{otherwise}, \end{array} \right. \end{cases}
\]

where \( \tau \geq 1 \) and \( \varepsilon > 0 \) is a regularization parameter.

Proof. For any time \( \tau \leq t \leq T - 1 \) and \( \sigma(t) \in \mathcal{M} \), \( Q_{\sigma(t)}(t) \) is a positive semi-definite matrix. We introduce a regularization parameter \( \varepsilon > 0 \) to construct a positive definite matrix \( Q^\varepsilon_{\sigma(t)}(t) = Q_{\sigma(t)}(t) + \varepsilon I \), where \( I \in \mathbb{R}^{n \times n} \) is the identity matrix. Clearly, \( Q^\varepsilon_{\sigma(t)}(t) \) is an invertible matrix. According to Corollary 3.1, we can obtain a diagonal matrix \( \text{diag}[\lambda^{\varepsilon,t,\sigma(t)}_i(t)] \in \mathbb{R}^{n \times n} \) at time \( t \), such that

\[
\text{diag}[\lambda^{\varepsilon,t,\sigma(t)}_i(t)] \preceq Q^\varepsilon_{\sigma(t)}(t).
\]

Let \( \sigma(t) = 1, 2, \ldots, M \) and denote

\[
\lambda^{\varepsilon,t}_i(t) = \min \{ \lambda^{\varepsilon,t,1}_i(t), \lambda^{\varepsilon,t,2}_i(t), \ldots, \lambda^{\varepsilon,t,M}_i(t) \}, \quad \forall \ i = 1, 2, \ldots, n,
\]

a smallest diagonal matrix \( \text{diag}[\lambda^{\varepsilon,t}_i(t)] \in \mathbb{R}^{n \times n} \) is obtained, which satisfies the following relation

\[
0 < \text{diag}[\lambda^{\varepsilon,t}_i(t)] \preceq \text{diag}[\lambda^{\varepsilon,t,\sigma(t)}_i(t)] \preceq Q^\varepsilon_{\sigma(t)}(t), \quad \forall \ \sigma(t) \in \mathcal{M}.
\]
We introduce a diagonal matrix \( \text{diag}[\mu^t_i(t)] = I \) at time \( t \). Then for any \( \sigma(t) \in \mathcal{M} \), it always holds that

\[
\text{diag}[\lambda^{\varepsilon,t}_i(t)] - \varepsilon \text{diag}[\mu^t_i(t)] \preceq Q_{\sigma(t)}(t), \quad \tau \leq t \leq T - 1.
\]

Thus when time \( t = \tau \), let

\[
\text{diag}[\eta^{\varepsilon,\tau}_i(\tau)] = \text{diag}[\lambda^{\varepsilon,\tau}_i(\tau)] - \varepsilon \text{diag}[\mu^\tau_i(\tau)],
\]

we have

\[
\text{diag}[\eta^{\varepsilon,\tau}_i(\tau)] \preceq Q_{\sigma(\tau)}(\tau), \quad \forall \sigma(\tau) \in \mathcal{M}.
\]

When time \( t > \tau \), let us continue to consider the following formulation

\[
A_{\sigma(t-1)}^T(t-1)\text{diag}[\lambda^{\varepsilon,t}_i(t)]A_{\sigma(t-1)}(t-1), \quad \forall \sigma(t-1) \in \mathcal{M},
\]

which is also a positive semi-definite matrix, then we have

\[
A_{\sigma(t-1)}^T(t-1)\text{diag}[\lambda^{\varepsilon,t}_i(t)]A_{\sigma(t-1)}(t-1) + \varepsilon I
\]

\[
\leq A_{\sigma(t-1)}^T(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) + \varepsilon I
\]

\[
= A_{\sigma(t-1)}^T(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) + \varepsilon (A_{\sigma(t-1)}^T(t-1)A_{\sigma(t-1)}(t-1) + I).
\]

Based on Theorem 3.1 and Corollary 3.1, we can obtain two diagonal matrices \( \text{diag}[\mu^{t-1,\sigma(t-1)}_i(t)] \) and \( \text{diag}[\lambda^{\varepsilon,t-1,\sigma(t-1)}_i(t)] \), respectively, such that

\[
\text{diag}[\mu^{t-1,\sigma(t-1)}_i(t)] \geq A_{\sigma(t-1)}^T(t-1)A_{\sigma(t-1)}(t-1) + I,
\]

\[
\text{diag}[\lambda^{\varepsilon,t-1,\sigma(t-1)}_i(t)] \leq A_{\sigma(t-1)}^T(t-1)\text{diag}[\lambda^{\varepsilon,t}_i(t)]A_{\sigma(t-1)}(t-1) + \varepsilon I.
\]

Let \( \sigma(t-1) = 1, 2, \ldots, M \), the largest and smallest diagonal matrices \( \text{diag}[\mu^{t-1,1}_i(t)] \) and \( \text{diag}[\lambda^{\varepsilon,t-1,1}_i(t)] \) can be constructed, where their diagonal elements \( \mu^{t-1,1}_i(t) \) and \( \lambda^{\varepsilon,t-1,1}_i(t) \) satisfy, respectively,

\[
\mu^{t-1,1}_i(t) = \max\{\mu^{t-1,1}_i(t), \mu^{t-1,2}_i(t), \ldots, \mu^{t-1,M}_i(t)\}, \quad \forall i = 1, 2, \ldots, n,
\]

\[
\lambda^{\varepsilon,t-1,1}_i(t) = \min\{\lambda^{\varepsilon,t-1,1}_i(t), \lambda^{\varepsilon,t-1,2}_i(t), \ldots, \lambda^{\varepsilon,t-1,M}_i(t)\}, \quad \forall i = 1, 2, \ldots, n.
\]

Then for any \( \sigma(t-1), \sigma(t) \in \mathcal{M} \),

\[
\text{diag}[\lambda^{\varepsilon,t-1}_i(t)]
\]

\[
\succeq \text{diag}[\lambda^{\varepsilon,t-1,\sigma(t-1)}_i(t)]
\]

\[
\succeq A_{\sigma(t-1)}^T(t-1)\text{diag}[\lambda^{\varepsilon,t}_i(t)]A_{\sigma(t-1)}(t-1) + \varepsilon I
\]

\[
\succeq A_{\sigma(t-1)}^T(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) + \varepsilon (A_{\sigma(t-1)}^T(t-1)A_{\sigma(t-1)}(t-1) + I)
\]

\[
\succeq A_{\sigma(t-1)}^T(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) + \varepsilon \text{diag}[\mu^{t-1,\sigma(t-1)}_i(t)]
\]

\[
\succeq A_{\sigma(t-1)}^T(t-1)Q_{\sigma(t)}(t)A_{\sigma(t-1)}(t-1) + \varepsilon \text{diag}[\mu^{t-1}_i(t)].
\]

By the recursion, we can obtain a series of largest and smallest diagonal matrices \( \text{diag}[\mu^{k}_i(t)] \in \mathbb{R}^{n \times n} \) and \( \text{diag}[\lambda^{\varepsilon,k}_i(t)] \in \mathbb{R}^{n \times n} \), respectively, where \( k = \)
we can also construct a diagonal matrix \( \text{diag}[\lambda_i^{\varepsilon,k}(t)] \)
\[ \preceq \text{diag}[\lambda_i^{\varepsilon,k,\sigma(k)}(t)] \]
\[ \preceq A_{\sigma(k)}^T(t) \text{diag}[\lambda_i^{\varepsilon,k+1}(t)] A_{\sigma(k)}(t) + \varepsilon I \]
\[ \preceq A_{\sigma(k)}^T(t) \cdots A_{\sigma(t-1)}^T(t-1) Q_{\sigma(t)}(t) A_{\sigma(t-1)}(t-1) \cdots A_{\sigma(k)}(t-1) \]
\[ + \varepsilon \text{diag}[\mu_i^{\varepsilon,\sigma(k)}(t)] \]
\[ \preceq A_{\sigma(k)}^T(t) \cdots A_{\sigma(t-1)}^T(t-1) Q_{\sigma(t)}(t) A_{\sigma(t-1)}(t-1) \cdots A_{\sigma(k)}(t-1) \]
\[ + \varepsilon \text{diag}[\mu_i^{\varepsilon,\sigma(k)}(t)]. \]
That is, for any \( \sigma(k), \sigma(k+1), \ldots, \sigma(t) \in \mathcal{M}, \tau \leq k \leq t-2, \) we have
\[ \text{diag}[\lambda_i^{\varepsilon,k}(t)] - \varepsilon \text{diag}[\mu_i^{\varepsilon}(t)] \]
\[ \preceq A_{\sigma(k)}^T(t) \cdots A_{\sigma(t-1)}^T(t-1) Q_{\sigma(t)}(t) A_{\sigma(t-1)}(t-1) \cdots A_{\sigma(k)}(t-1) \]
So we let \( \text{diag}[\eta_{i}^{\varepsilon,\tau}(t)] = \text{diag}[\lambda_i^{\varepsilon,\tau}(t)] - \varepsilon \text{diag}[\mu_i^{\varepsilon}(t)], \)
\[ \text{diag}[\eta_{i}^{\varepsilon,\tau}(t)] \leq A_{\sigma(\tau)}^T(\tau) \cdots A_{\sigma(t-1)}^T(t-1) Q_{\sigma(t)}(t) A_{\sigma(t-1)}(t-1) \cdots A_{\sigma(\tau)}(\tau). \]
This completes the proof.

Hence, we have for any \( \sigma(\tau), \sigma(\tau+1), \ldots, \sigma(t) \in \mathcal{M}, \)
\[ x^T(\tau) \text{diag}[\eta_{i}^{\varepsilon,\tau}(t)] x(\tau) \leq x^T(t) Q_{\sigma(t)}(t) x(t), \quad t = \tau, \tau+1, \ldots, T-1. \]

Similarly, for the final performance cost
\[ x^T(T) \Phi x(T) \]
\[ = x^T(\tau) A_{\sigma(\tau)}^T(\tau) \cdots A_{\sigma(T-1)}^T(T-1) \Phi A_{\sigma(T-1)}(T-1) \cdots A_{\sigma(\tau)}(\tau) x(\tau), \]
we can also construct a diagonal matrix \( \text{diag}[\eta_{i}^{\varepsilon,\tau}(T)] \in \mathbb{R}^{n \times n} \) such that
\[ x^T(\tau) \text{diag}[\eta_{i}^{\varepsilon,\tau}(T)] x(\tau) \leq x^T(T) \Phi x(T). \]

Since the lower bound of the total variation function is zero, we obtain an exact lower bound of the cost functional denoted by \( L(\sigma(0), \sigma(1), \ldots, \sigma(T-1)) \) at current time \( t = \tau - 1 \) such that, for any \( \sigma(\tau), \sigma(\tau+1), \ldots, \sigma(T-1) \in \mathcal{M}, \)
\[ L(\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)) \]
\[ = \sum_{t=0}^{\tau-1} x^T(t) Q_{\sigma(t)}(t) x(t) + \alpha \sqrt{\sigma} + \sum_{t=\tau}^{T} x^T(\tau) \text{diag}[\eta_{i}^{\varepsilon,\tau}(t)] x(\tau) \]
\[ \leq J(\sigma|\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)), \]
where the regularization parameter is \( \varepsilon > 0. \)

As an upper bound, we denote the current optimal value by \( J^* \) and compare it with the lower bound \( L(\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)). \) If \( L(\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)) > J^*, \) then
\[ J^* < L(\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)) \leq J(\sigma|\sigma(0), \sigma(1), \ldots, \sigma(\tau-1)). \]
That is, for any \( \sigma(\tau), \sigma(\tau + 1), \ldots, \sigma(T - 1) \in M \) in the switching sequence, we can not find a better switching sequence \( \sigma \) with the first \( \tau \) fixed switching signals \( \sigma(0), \sigma(1), \ldots, \sigma(\tau - 1) \) to improve the current optimal value. Thus these branches \( (\sigma(0), \sigma(1), \ldots, \sigma(\tau - 1), *, \ldots, *) \in M^T \) can be pruned, where the symbol * means any value in the set \( M \). This simplifies the tree-search process.

Based on the analysis above, a series of exact lower bounds can be obtained at different times. Then the branch and bound method can be applied. We summarize its searching process in Algorithm 1.

**Algorithm 1** The exact branch and bound method for the optimal switching problem with a cost on switching action.

**Input:** The terminal time \( T \); The number of subsystems \( M \); The regularization parameter \( \varepsilon > 0 \); The penalty parameter \( \alpha > 0 \); The initial state \( x(0) = x_0 \in \mathbb{R}^n \); The current optimal value \( J^* = +\infty \); Denote these subsystems by \((A_1(t), Q_1(t)), (A_2(t), Q_2(t)), \ldots, (A_M(t), Q_M(t))\); Set \( \tau := 1 \).

**Output:** The optimal solution \( \sigma^* \) and the optimal value \( J^* \).

1. Let \( \sigma(\tau - 1) = 1, 2, \ldots, M \); Compute the first determined part of the cost functional as follows

   \[
   Ld(\tau - 1) = \sum_{t=0}^{\tau-1} x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha \bigvee_{t=1}^{\tau-1} \sigma.
   \]

   With the state \( x(\tau) = A_{\sigma(\tau-1)}(\tau - 1)x(\tau - 1) \), we obtain the lower bound of the second undetermined part of the cost functional and denote it by

   \[
   Lf(x(\tau), \tau) = \sum_{t=\tau}^{T} x^T(\tau)\text{diag}[\eta^T(\tau)]x(\tau).
   \]

   Then the exact lower bound of the cost functional at current time \( t = \tau - 1 \) is formulated by \( L(\sigma(0), \ldots, \sigma(\tau - 1)) = Ld(\tau - 1) + Lf(x(\tau), \tau) \).

2. Sort these lower bounds \( L(\sigma(0), \ldots, 1), \ldots, L(\sigma(0), \ldots, M) \) by the ascending rule such that \( L(\sigma(0), \ldots, v_{v_1}) \leq \ldots \leq L(\sigma(0), \ldots, v_{v_M}) \). Set \( k_{\tau-1} = 1 \).

3. Determine the switching signal by \( \sigma(\tau - 1) = v_{k_{\tau-1}} \). If \( L(\sigma(0), \ldots, v_{k_{\tau-1}}) > J^* \) or \( k_{\tau-1} = M \), break and set \( \tau := \tau - 1 \). Go to Step 5. Else, set \( \tau := \tau + 1 \).

4. If \( \tau = T \), let \( \sigma(\tau - 1) = 1, 2, \ldots, M \). Compute the cost functional value \( J(\sigma) \).

   When \( J(\sigma) \leq J^* \), update the current optimal value and save the corresponding optimal solution by \( J^* := J \) and \( \sigma^* := \sigma \), respectively. Set \( \tau := \tau - 1 \). Else, go to Step 1.

5. If \( \tau = 0 \), terminate and return \( \sigma^* \) and \( J^* \). Else, set \( k_{\tau-1} := k_{\tau-1} + 1 \). Go to Step 3.

Now we give the convergence property of the algorithm to state that the exact branch and bound method can search the global optimal solution of the optimal switching problem.

Since the total number of feasible solutions is \( M^T \), the algorithm can surely terminate in finite time. In the exact branch and bound method, \( M \) lower bounds are computed for the cost functional at each time. Without loss of generality, we assume that the first \( \tau \) switching signals have been fixed temporarily. Let us consider the unknown switching signal \( \sigma(\tau) \), where \( 1 \leq \tau \leq T - 1 \). We first computer \( M \) lower bounds and sort them by the ascending rule at time \( t = \tau \), such that

\[
L(\sigma(0), \ldots, \sigma(\tau-1), v_1) \leq L(\sigma(0), \ldots, \sigma(\tau-1), v_2) \leq \ldots \leq L(\sigma(0), \ldots, \sigma(\tau-1), v_M).
\]
Then let \( k = 1 \) and denote \( \sigma(\tau) = v_k, k \in \mathcal{M} \). If

\[
L(\sigma(0), \ldots, \sigma(\tau - 1), v_k) \leq J^*,
\]

some potential better solutions should be explored in the following undetermined switching signals. So we continue to consider the next unknown switching signals and repeat the searching rule above. Until all feasible scenarios in the latter switching signals have been searched, the current optimal value can be obtained by \( J^* = \min \{ J(\sigma), J^* \} \). Then we turn to the next branch with the switching signal \( \sigma(\tau) = v_{k+1} \) to explore the potential better solution.

Otherwise, the condition (5) is not satisfied. We begin to consider the previous time to update the switching signal \( \sigma(\tau - 1) \), because at time \( t = \tau \), we have

\[
J^* < L(\sigma(0), \ldots, \sigma(\tau - 1), v_k) \leq L(\sigma(0), \ldots, \sigma(\tau - 1), v_{k+1})
\]

\[
\leq \cdots \leq L(\sigma(0), \ldots, \sigma(\tau - 1), v_M).
\]

By the relation (4), all these feasible solutions \((\sigma(0), \ldots, \sigma(\tau - 1), v_k, *, \ldots, *)\), \((\sigma(0), \ldots, \sigma(\tau - 1), v_{k+1}, *, \ldots, *)\), \((\sigma(0), \ldots, \sigma(\tau - 1), v_M, *, \ldots, *)\) are pruned. There is no potential better solution in the following switching signals any more.

So when the condition (5) is not satisfied or the current switching signal turns to \( \sigma(\tau - 1) = v_M \), all these branches are considered at time \( t = \tau \). We go back to the previous time to update the temporarily fixed switching signal \( \sigma(\tau - 1) \) with \( v_{k+1} \).

Ultimately, the algorithm returns to \( \sigma(0) \). By the ascending rule, for the case \( k_0 = M \) or there exists a number \( k_0 \in \mathcal{M} \) such that

\[
J^* < L(v_{k_0}) \leq L(v_{k_0+1}) \leq \cdots \leq L(v_M),
\]

the algorithm can stop. Then all scenarios have been considered and the search tree is implemented completely. That means the stored current optimal solution is the global optimal solution.

**Remark 3.1.** From Algorithm 1, the lower bound of the cost functional plays an important role. When the lower bound is constructed too small, a plenty of branches can not be pruned effectively. The worst case is that the lower bound does not prune any branches in the tree search and the searching effect becomes the enumeration. In our algorithm, the lower bound depends on

\[
Lf(x(\tau), \tau) = \sum_{t=\tau}^{T} x^T(\tau) \text{diag}[\eta_{i,\tau}(t)] x(\tau)
\]

\[
= \sum_{t=\tau}^{T} x^T(\tau) (\text{diag}[\lambda_{i,\tau}(t)] - \epsilon \text{diag}[\mu_{i,\tau}(t)]) x(\tau).
\]

It is an exact lower bound of the undetermined part in the cost functional. For more details, we give Algorithm 2 to obtain \( Lf(x(\tau), \tau) \) as a subprogram in Algorithm 1. However, in [23], the lower bound of the undetermined part is given by

\[
\overline{L}f(x(\tau), \tau) = \sum_{t=\tau}^{T} x^T(\tau) \text{diag}[\lambda_{i,\tau}(t)] x(\tau).
\]
Algorithm 2 The lower bound \( Lf(x(\tau), \tau) \) of the undetermined part in the cost functional at Period \( \tau \).

**Input:** The terminal time \( T \); The current period \( \tau \); The number of subsystems \( M \); The regularization parameter \( \varepsilon > 0 \); The current state \( x(\tau) \in \mathbb{R}^n \); The final performance matrix \( \Phi \in \mathbb{R}^{n \times n} \); Denote these subsystems by \((A_1(t), Q_1(t)), (A_2(t), Q_2(t)), \ldots, (A_M(t), Q_M(t))\); Let \( G = U = V = 0 \in \mathbb{R}^{n \times n} \); \( Lf := 0 \).

**Output:** The lower bound \( Lf \) of the undetermined part.

1. for \( t_1 = \tau \) to \( T \) do
2. \( s = 1; \)
3. if \( t_1 < T \) then
4. \( \Psi^m = [Q_m(t_1) + \varepsilon I]^{-1}, m = 1, 2, \ldots, M; \)
5. for \( i = 1 \) to \( n \) do
6. \( g_m = \sum_{j=1}^{n} |\Psi^m_{ij}|, m = 1, 2, \ldots, M; \)
7. \( G_{ii} = \sum_{j=1}^{n} |\Psi_{ij}|; \)
8. end for
9. else
10. \( \Psi = [\Phi + \varepsilon I]^{-1}; \)
11. for \( i = 1 \) to \( n \) do
12. \( G_{ii} = \sum_{j=1}^{n} |\Psi_{ij}|; \)
13. end for
14. \( Y_s = I; \)
15. for \( t_2 = t_1 - 1 \) to \( \tau \) do
16. \( \hat{A}^m = A_m^T Y_s A_m + I, \hat{A}^m = [A_m^T \Gamma_s A_m + \varepsilon I]^{-1}, m = 1, 2, \ldots, M; \)
17. for \( i = 1 \) to \( n \) do
18. \( u_m = \sum_{j=1}^{n} |\hat{A}^m_{ij}|, v_m = \sum_{j=1}^{n} |\hat{A}^m_{ij}|, m = 1, 2, \ldots, M; \)
19. \( U_{ii} = \max\{u_1, u_2, \ldots, u_M\}; V_{ii} = \max\{v_1, v_2, \ldots, v_M\}; \)
20. end for
21. \( s = s + 1; \)
22. \( Y_s = U; \)
23. end for
24. \( \Theta_s = \Gamma_s - \varepsilon Y_s; \)
25. end for
26. for \( s = 1 \) to \( T - \tau + 1 \) do
27. \( Lf = Lf + x^T(\tau) \Theta_s x(\tau); \)
28. end for

Then we have

\[
J(\sigma|\sigma(0), \sigma(1), \ldots, \sigma(\tau - 1)) - (Ld(\tau - 1) + \tilde{L}f(x(\tau), \tau)) \leq \varepsilon \left( \sum_{t=\tau}^{T} x^T(\tau) \text{diag}[\mu^*_t(t)] x(\tau) \right).
\]

So the optimal solution obtained by \([23]\) is a global \( \varepsilon \)-optimal solution. Only when the regularization parameter \( \varepsilon \) approaches to zero, the global optimal solution can be searched. But it is obscure to define such a sufficient small number in practical
problems. In our paper, the algorithm can be implemented for any regularization parameter \( \varepsilon > 0 \). Therefore, it shows the stability of our algorithm to obtain the global optimal solution.

4. Numerical example. In order to verify the efficiency of the proposed method, two numerical experiments are tested. All codes are edited in MATLAB 2012a and implemented on a notebook with a 2.50 GHz CPU and 4G RAM.

**Example 4.1.** Assume that there are 4 time-invariant subsystems in the switched system. We denote them as follows.

\[
(A_1, Q_1) = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 1 & 0
\end{pmatrix}, \quad \begin{pmatrix}
2 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 1
\end{pmatrix},
\]

\[
(A_2, Q_2) = \begin{pmatrix}
0 & 1 & -1 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad \begin{pmatrix}
1 & -1 & 0 \\
-1 & 2 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
(A_3, Q_3) = \begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
1 & 0 & 1
\end{pmatrix}, \quad \begin{pmatrix}
2 & 0 & 0 \\
0 & 1 & -1 \\
0 & -1 & 2
\end{pmatrix},
\]

\[
(A_4, Q_4) = \begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 1 \\
1 & 1 & 0
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & -1 \\
0 & 2 & 0 \\
-1 & 0 & 2
\end{pmatrix}.
\]

Let the initial state be \( x_0 = [2 \ 1 \ 3]^T \), the terminal time be \( T = 10 \) and the final performance matrix be

\[
\Phi = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Then we consider the following optimal switching problem

\[
\min_{\sigma} J(\sigma) = x^T(10)x(10) + \sum_{t=0}^{9} x^T(t)Q_{\sigma(t)}x(t) + \alpha \sum_{t=1}^{9} |\sigma(t-1) - \sigma(t)|
\]

s.t. \( x(t+1) = A_{\sigma(t)}x(t), \quad t = 0, 1, \ldots, 9, \)

\[
x(0) = [2 \ 1 \ 3]^T,
\]

where \( \sigma = (\sigma(0), \ldots, \sigma(9)) \in \{1, 2, 3, 4\}^{10} \) and \( \alpha \geq 0 \) is a given penalty parameter.

In order to find the global optimal solution under different penalty conditions, we enumerate all feasible switching sequences. On average, it takes about 396.98 seconds to search \( 4^{10} \) scenarios for each case. Figure 1 shows all global optimal solutions under different penalty parameters and Table 1 lists more consequences.

From Figure 1, when the switching cost is not considered, there are two global optimal solutions \((1 \ 4 \ 2 \ 3 \ 1 \ 4 \ 2 \ 3 \ 2)\) and \((1 \ 4 \ 2 \ 1 \ 3 \ 1 \ 4 \ 2 \ 1 \ 1)\). Obviously, the latter is better because the change among subsystems is more stable. When we penalize the switchings with \( \alpha = 0.5 \), two global optimal solutions \((1 \ 4 \ 2 \ 1 \ 3 \ 1 \ 4 \ 2 \ 1 \ 1)\) and \((1 \ 1 \ 3 \ 4 \ 4 \ 4 \ 2 \ 1 \ 1 \ 1)\) are obtained. Although the former achieves a better performance 40 than the latter which is 45 in Table 1, the switching cost of the former is greater than the latter, where their switching costs are 8 and 3, respectively. So their cost functional values are the same. With the penalty parameter increases, the switching frequency and the switching amplitude reduce gradually.
Figure 1. Global optimal switching sequences under different penalty parameters in Example 4.1.

Table 1. Global optimal solutions under different penalty parameters in Example 4.1.

| α  | Global optimal solution σ* | Switching times | Performance index | Switching cost | Optimal functional value J* |
|----|-----------------------------|-----------------|-------------------|----------------|-----------------------------|
| 0  | (1, 4, 2, 1, 3, 1, 4, 2, 1) | 9               | 40                | 0              | 40                          |
| 0.5| (1, 4, 2, 1, 4, 2, 1, 1)    | 8               | 40                | 0              | 40                          |
| 1  | (1, 4, 2, 1, 4, 2, 1, 1)    | 4               | 45                | 3              | 48                          |
| 2  | (2, 3, 2, 2, 2, 2, 2, 1)    | 3               | 50                | 6              | 51                          |
| 5  | (1, 1, 2, 2, 2, 2, 2)       | 1               | 50                | 6              | 56                          |
| 10 | (1, 1, 2, 2, 2, 2, 2)       | 1               | 50                | 6              | 64                          |
### Table 2. Two kinds of B&B methods with $\epsilon = 10^{-5}$ in Example 4.1.

| $\alpha$ | \(\sigma^*\) | Approximate B&B method | \(J^*\) | Searching times | Time   | Exact B&B method | \(\sigma^*\) | \(J^*\) | Searching times | Time   |
|----------|----------------|-------------------------|--------|-----------------|--------|-----------------|----------------|--------|-----------------|--------|
| 0        | (1 4 2 1 3 1 4 2 3 2) | 40                      | 116    | 0.0826s         |        | (1 4 2 1 3 1 4 2 3 2) | 40                      | 128    | 0.1055s         |        |
| 0.5      | (1 4 2 1 3 1 4 2 1 1) | 48                      | 144    | 0.1275s         |        | (1 4 2 1 3 1 4 2 1 1) | 48                      | 152    | 0.1310s         |        |
| 1        | (1 1 3 4 4 4 2 1 1 1) | 51                      | 376    | 0.2371s         |        | (1 1 3 4 4 4 2 1 1 1) | 51                      | 392    | 0.2481s         |        |
| 2        | (2 3 2 2 2 2 2 1 1 1) | 56                      | 440    | 0.2799s         |        | (2 3 2 2 2 2 2 1 1 1) | 56                      | 444    | 0.2806s         |        |
| 5        | (1 1 1 2 2 2 2 2 2 2) | 64                      | 360    | 0.2280s         |        | (1 1 1 2 2 2 2 2 2 2) | 64                      | 372    | 0.2346s         |        |

### Table 3. Two kinds of B&B methods with $\epsilon = 1$ in Example 4.1.

| $\alpha$ | \(\sigma^*\) | Approximate B&B method | \(J^*\) | Searching times | Time   | Exact B&B method | \(\sigma^*\) | \(J^*\) | Searching times | Time   |
|----------|----------------|-------------------------|--------|-----------------|--------|-----------------|----------------|--------|-----------------|--------|
| 0        | (1 4 2 1 1 1 1 3 1) | 55                      | 8      | 0.0115s         |        | (1 4 2 1 3 1 4 2 3 2) | 40                      | 2796   | 10.4855s        |        |
| 0.5      | (1 4 2 1 1 1 1 1 3 1) | 60                      | 8      | 0.0115s         |        | (1 4 2 1 3 1 4 2 1 1) | 48                      | 2948   | 10.7044s        |        |
| 1        | (1 1 3 4 4 4 2 1 1 1) | 51                      | 4      | 0.0091s         |        | (1 1 3 4 4 4 2 1 1 1) | 51                      | 2768   | 10.4657s        |        |
| 2        | (1 1 3 4 4 4 2 1 1 1) | 57                      | 12     | 0.1379s         |        | (2 3 2 2 2 2 1 1 1 1) | 56                      | 2504   | 10.3680s        |        |
| 5        | (1 1 3 4 4 4 4 3 3 3) | 70                      | 4      | 0.0091s         |        | (1 1 1 2 2 2 2 2 2 2) | 64                      | 2028   | 9.6311s         |        |
Now we apply two kinds of branch and bound methods to solve the same problem, where we call the branch and bound method with the $\varepsilon$-approximate lower bound mentioned in [23] as the approximate B&B method, and our proposed method as the exact B&B method. For comparison, we test them in the same environment via adjusting the penalty parameter and the regularization parameter. Then the results are shown in Table 2 and Table 3, respectively.

For a sufficiently small regularization parameter, such as $\varepsilon = 10^{-5}$, both the approximate B&B method and the exact B&B method can obtain efficiently all global optimal solutions under different penalty parameters. Since the lower bound constructed by the approximate B&B method is larger than that of the proposed method, its searching efficiency can be better, while the advantage is not remarkable.

When the regularization parameter is $\varepsilon = 1$, we observe that the approximate B&B method can not always effectively search the global optimal solution in Table 3. That is, the approximate lower bound is larger than some local optimal values. So these branches containing the global optimal solutions are pruned unexpectedly. In the same environment, our exact lower bound can still be implemented efficiently and all global optimal solutions can also be obtained. It shows that our exact B&B method is more stable to search all global optimal solutions in the time-invariant switched system.

**Example 4.2.** Let us consider the time-varying switched system, where 4 subsystems are denoted by

\[
\begin{align*}
(A_1(t), Q_1(t)) &= \left( \begin{bmatrix} \sin t & 1 \\ -1 & 0.5t \end{bmatrix}, \begin{bmatrix} 0.5t & 0 \\ 0 & 2 \end{bmatrix} \right), \\
(A_2(t), Q_2(t)) &= \left( \begin{bmatrix} t & \cos t \\ 1 & -1 \end{bmatrix}, \begin{bmatrix} 2 & 0 \\ 0 & 0.5t \end{bmatrix} \right), \\
(A_3(t), Q_3(t)) &= \left( \begin{bmatrix} -0.5t & \cos t \\ \sin t & 1 \end{bmatrix}, \begin{bmatrix} 1 + \sin t & 0 \\ 0 & 1 \end{bmatrix} \right), \\
(A_4(t), Q_4(t)) &= \left( \begin{bmatrix} \sin t & -1 \\ -1 & \cos t \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & 1 + \cos t \end{bmatrix} \right).
\end{align*}
\]

The initial state, the final performance matrix and the terminal time are given, respectively, by

\[
\begin{align*}
x_0 &= \begin{bmatrix} 1 \\ 1 \end{bmatrix}, & \Phi &= \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix}, & T = 10.
\end{align*}
\]

In this switched system, we focus on another case of the switching cost, where only the switching frequency is considered and the switching magnitude is ignored. Then the optimal switching problem is formulated by

\[
\begin{align*}
\min_{\sigma} & \quad J(\sigma) = x^T(10)\Phi x(10) + \sum_{t=0}^{9} x^T(t)Q_{\sigma(t)}(t)x(t) + \alpha \sum_{t=1}^{9} \chi(\sigma(t-1), \sigma(t)) \\
\text{s.t.} & \quad x(t+1) = A_{\sigma(t)}(t)x(t), \quad t = 0, 1, \ldots, 9, \\
& \quad x(0) = \begin{bmatrix} 1 \\ 1 \end{bmatrix}.
\end{align*}
\]
where $\sigma = (\sigma(0), \sigma(1), \ldots, \sigma(9)) \in \{1, 2, 3, 4\}^{10}$ and $\alpha \geq 0$ is a given penalty parameter. For each time $t = 1, 2, \ldots, 9$, the indicator function
\[
\chi(\sigma(t-1), \sigma(t)) = \begin{cases} 
0, & \sigma(t-1) = \sigma(t), \\
1, & \sigma(t-1) \neq \sigma(t).
\end{cases}
\]
Under different penalty parameters, we enumerate all scenarios of switching sequences to find the global optimal solution. It takes about 428.6297 seconds to search $4^{10}$ feasible solutions for each case and the search results are shown in Figure 2 and Table 4. We observe that the more times the system switches, the better its performance is. When we increase the penalty parameter for the switchings, the switching frequency is restrained gradually. First, if we do not consider the switching cost, the optimal switching sequence is obtained as $(3 \ 4 \ 2 \ 3 \ 4 \ 1 \ 3 \ 3 \ 4)$. When the penalty parameter is $\alpha = 10$, the optimal switching sequence stays at the fourth subsystem. That is, the switching cost is larger than the improvement of the performance caused by any change among subsystems.

For comparison, we implement the approximate B&B method and the exact B&B method to verify the searching efficiency under different regularization parameters. First the regularization parameter is given by $\varepsilon = 10^{-20}$, we list the results in Table 5. It shows that both two methods are very efficient to search the global optimal solutions. Then we further adjust the regularization parameter as $\varepsilon = 1$ and list the results in Table 6. The approximate B&B method is not stable to search the global optimal solution under different penalty parameters. However, our exact B&B method is still executable and efficient in the time-varying switched system.

5. Conclusion. In this paper, we consider a class of optimal switching problem with a switching cost. Since the switching sequence is composed of a set of discrete variables and there exists a changing cost with respect to the switching sequence in the cost functional, some existing optimization methods may not be implemented efficiently. By constructing an exact lower bound of the cost functional at each time, we improve the branch and bound method such that the algorithm can exactly search all global optimal solutions for any given penalty parameter $\alpha \geq 0$ and the regularization parameter $\varepsilon > 0$. In order to compare with some other global optimization methods, two numerical experiments are given. The results show the efficiency and stability of our proposed method.
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Figure 2. Global optimal switching sequences under different penalty parameters in Example 4.2.

Table 4. Global optimal solutions under different penalty parameters in Example 4.2.

| α  | Global optimal solution σ* | Switching times | Performance index J* | Switching cost J \*σ | Optimal functional value J* |
|----|---------------------------|-----------------|-----------------------|---------------------|-----------------------------|
| 0  | (3 4 2 3 1 4 4 4 4 4)     | 7               | 5.1452                | 0                   | 5.1452                      |
| 0.1| (3 4 2 4 4 4 4 4 4 4)     | 5               | 5.2376                | 0.5                 | 5.7876                      |
| 0.5| (2 3 3 3 4 4 4 4 4 4)     | 3               | 5.6759                | 1.5                 | 7.1759                      |
| 2  | (2 2 2 4 4 4 4 4 4 4)     | 2               | 7.7973                | 6                   | 11.7973                     |
| 5  | (2 3 3 4 4 4 4 4 4 4)     | 2               | 7.7973                | 10                  | 18.3901                     |
| 10 | (4 4 4 4 4 4 4 4 4 4)     | 0               | 18.5961               | 0                   | 18.5961                     |
Table 5. Two kinds of B&B methods with $\varepsilon = 10^{-20}$ in Example 4.2.

| $\alpha$ | $\sigma^*$ | $J^*$ | Searching times | Time | $\sigma^*$ | $J^*$ | Searching times | Time |
|----------|------------|-------|----------------|------|------------|-------|----------------|------|
| 0        | (3 4 2 3 4 1 1 3 3 4) | 5.1452 | 164            | 0.5458s | (3 4 2 3 4 1 1 3 3 4) | 5.1452 | 168            | 0.6742s |
| 0.1      | (3 4 2 4 1 4 4 4 4 4) | 5.7376 | 108            | 0.6379s | (3 4 2 4 1 4 4 4 4 4) | 5.7376 | 64             | 0.7968s |
| 0.5      | (2 3 3 2 4 4 4 4 4 4) | 7.1759 | 96             | 0.7146s | (2 3 3 2 4 4 4 4 4 4) | 7.1759 | 120            | 0.9573s |
| 2        | (2 3 3 2 4 4 4 4 4 4) | 11.6759 | 132            | 1.5675s | (2 3 3 2 4 4 4 4 4 4) | 11.6759 | 172            | 1.7968s |
| 5        | (2 3 3 3 4 4 4 4 4 4) | 17.7973 | 36             | 1.2749s | (2 3 3 3 4 4 4 4 4 4) | 17.7973 | 36             | 1.6238s |
| 10       | (4 4 4 4 4 4 4 4 4 4) | 18.5961 | 24             | 0.8772s | (4 4 4 4 4 4 4 4 4 4) | 18.5961 | 68             | 1.2210s |

Table 6. Two kinds of B&B methods with $\varepsilon = 1$ in Example 4.2.

| $\alpha$ | $\sigma^*$ | $J^*$ | Searching times | Time | $\sigma^*$ | $J^*$ | Searching times | Time |
|----------|------------|-------|----------------|------|------------|-------|----------------|------|
| 0        | (2 3 3 2 4 1 3 4 4 4) | 5.5347 | 12             | 0.0679s | (3 4 2 3 4 1 1 3 3 4) | 5.1452 | 660            | 85.3819s |
| 0.1      | (2 3 3 2 4 1 4 4 4 4) | 6.1436 | 4              | 0.0615s | (3 4 2 4 1 4 4 4 4 4) | 5.7376 | 568            | 86.7247s |
| 0.5      | (2 3 3 2 4 4 4 4 4 4) | 7.1759 | 4              | 0.0618s | (2 3 3 2 4 4 4 4 4 4) | 7.1759 | 508            | 87.3288s |
| 2        | (2 3 3 2 4 4 4 4 4 4) | 11.6759 | 24             | 0.1131s | (2 3 3 2 4 4 4 4 4 4) | 11.6759 | 408            | 86.0455s |
| 5        | (2 3 3 3 4 4 4 4 4 4) | 17.7973 | 4              | 0.0797s | (2 3 3 3 4 4 4 4 4 4) | 17.7973 | 372            | 84.8442s |
| 10       | (2 3 3 3 4 4 4 4 4 4) | 27.7973 | 4              | 0.2317s | (4 4 4 4 4 4 4 4 4 4) | 18.5961 | 332            | 83.2846s |
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