Parameter Estimation Methods of Required Rate of Return

Battulga Gankhuu*

Abstract

In this study, we introduce new estimation methods for the required rate of returns on equity and liabilities of private and public companies using the stochastic dividend discount model (DDM). To estimate the required rate of return on equity, we use the maximum likelihood method, the Bayesian method, and the Kalman filtering. We also provide a method that evaluates the market values of liabilities. We apply the model to a set of firms from the S&P 500 index using historical dividend and price data over a 32-year period. Overall, the suggested methods can be used to estimate the required rate of returns.

1 Introduction

Dividend discount models (DDMs), first introduced by Williams (1938), are a popular tool for stock valuation. If we assume that a firm will not default in the future, then the basic idea of all DDMs is that the market price of a stock equals the sum of the stock’s next period price and dividend discounted at a risk–adjusted rate, known as a required rate of return, see, e.g., Brealey, Myers, and Marcus (2020). By their very nature, DDM approaches are best applicable to companies paying regular cash dividends. For a DDM with default risk, we refer to Battulga, Jacob, Altangerel, and Horsch (2022). As the outcome of DDMs depends crucially on dividend forecasts, most research in the last few decades has been around the proper estimations of dividend development. An interesting review of some existing deterministic and stochastic DDMs, which model future dividends can be found in D’Amico and De Blasis (2020b).

It is an obvious fact that in addition to dividend forecast models, the required rate of return is the main input parameter for DDMs. In addition to its usage in stock valuation, it is an ingredient of the weighted average cost of capital (WACC), and WACC is used to value businesses and projects, see Brealey et al. (2020). The most common model to estimate the required rate of return is the capital asset pricing model (CAPM). Using the CAPM is common in practice, but it is a one–factor model ($\beta$ only) for which criticism applies, see, e.g., Nagorniak (1985). Thus, multi–factor models (e.g., Fama and French (1993)) are therefore often preferred instead. Another multi–factor model, which is used to estimate the required rate of return is Ross’s (1976) arbitrage pricing theory (APT). However, for the model, since every analyst can develop his APT model, there is no universally accepted APT model specification among practitioners.

Sudden and dramatic changes in the financial market and economy are caused by events such as wars, market panics, or significant changes in government policies. To model those events, some authors used regime–switching models. The regime–switching model was introduced by seminal works of Hamilton (1989, 1990) (see also a book of Hamilton (1994)) and the model is a hidden Markov model with dependencies, see Zucchini, MacDonald, and Langrock (2016). The regime–switching model assumes that a discrete unobservable Markov process switches among a finite set of regimes randomly and that each regime is defined by a particular parameter set. The model is a good fit for
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some financial data and becomes popular in financial modeling including equity options, bond prices, and others.

The Kalman filtering, which was introduced by Kalman (1960) is an algorithm that provides estimates of some observed and unobserved (state) processes. The Kalman filtering has been demonstrating its usefulness in various applications. It has been used extensively in economics, system theory, the physical sciences, and engineering. In econometrics, the state–space model is usually defined by (i) the observed vector is described in terms of the state vector in linear form (measurement equation), and (ii) the state vector is governed by VAR(1) process (transition equation). To estimate the parameters of the state–space model and to make inferences about the state–space model (smoothing and forecasting), the Kalman filtering can be used, see Hamilton (1994) and Lütkepohl (2005).

By the CAPM, the required rate of return is modeled by the risk–free rate, beta, and market return. However, the CAPM is sensitive to its inputs. Recently, Battulga et al. (2022) introduced a stochastic DDM that models the dividends by a compound non–homogeneous Poisson–process and obtained ML estimators and confidence bands of the model’s parameters, including the required rate of return. In this paper, instead of the traditional CAPM and its descendant versions, we introduce new estimation methods, which cover the ML methods with regime–switching, the Bayesian method, and the Kalman filtering to estimate the required rate of return on equity.

The rest of the paper is organized as follows: In Section 2, to estimate the required rate of returns on equity for public companies, we introduce the ML method with regime–switching and the Bayesian method. Also, we provide a simple method that evaluates market values of liabilities and portfolio choice theory. Section 3 is devoted to parameter estimation methods for private companies, where we consider the ML method with regime–switching, the Bayesian method, and the Kalman filtering. In Section 4, for selected public companies, we provide numerical results based on our methods. Finally, Section 5 concludes the study.

2 Parameter Estimation of Public Company

In this paper, we assume that there are \( n \) companies and the companies will not default in the future. As mentioned before the basic idea of all DDMs is that the market price of a stock equals the sum of the stock’s next period price and dividend discounted at the required rate of return. Therefore, for successive prices of \( i \)–th company, the following relation holds

\[
P_{i,t} = (1 + k^e_{i,t})P_{i,t-1} - d_{i,t}, \quad i = 1, \ldots, n \text{ and } t = 1, 2, \ldots,
\]

where \( k^e_{i,t} \) is the required rate of return on equity, \( P_{i,t} \) is the equity price, and \( d_{i,t} \) is the dividend, respectively, at time \( t \) of \( i \)–th company. In this paper, we suppose that the required rate of returns are random variables. For the above DDM equation, if the required rate of return is less than \(-1\), namely, \( k_{i,t} < -1 \), then the sum of the price and dividend, respectively, at time \( t \) of \( i \)–th company takes a negative value, which is an undesirable result. For this reason, we need to write the above DDM equation in the following form

\[
P_{i,t} = \exp(\tilde{k}^e_{i,t})P_{i,t-1} - d_{i,t}, \quad i = 1, \ldots, n \text{ and } t = 1, 2, \ldots,
\]

where \( \tilde{k}^e_{i,t} := \ln(1 + k^e_{i,t}) \) is a log required rate of return on equity at time \( t \) of \( i \)–th company. To keep notations simple, let \( \tilde{k}^e_t := (\tilde{k}^e_{1,t}, \ldots, \tilde{k}^e_{n,t})' \) be an \((n \times 1)\) required rate of return vector on equity at time \( t \), \( P_t := (P_{1,t}, \ldots, P_{n,t})' \) be an \((n \times 1)\) price vector at time \( t \), and \( d_t := (d_{1,t}, \ldots, d_{n,t})' \) be an \((n \times 1)\) dividend vector at time \( t \) of the companies. Then, equation (2.2) can be written in vector form

\[
P_t = \exp(\tilde{k}^e_t) \odot P_{t-1} - d_t, \quad t = 1, 2, \ldots,
\]
where ⊙ is the Hadamard’s element–wise product of two vectors. It follows from equation (2.3) that the log required rate of return at time \( t \) is represented by

\[
\tilde{k}_t = \ln \left( (P_t + d_t) \odot P_{t-1} \right), \quad t = 1, 2, \ldots,
\]

where \( \odot \) is the element–wise division of two vectors. It is worth mentioning that because the price vector and dividend vector are known \( t \), the value of the log required rate of return vector on equity \( k_t \) is known at time \( t \).

We assume that each of the \( n \) companies is financed by identically \( m \) different type liabilities. Let \( L_{i,j,t} \) and \( r_{i,j,t} \) be principal outstanding and payment, including interest payment of \( j \)-th type liabilities at time \( t \) of \( i \)-th company. The principal outstanding \( L_{i,j,t} \) represents the remaining liability immediately after \( r_{i,j,t} \) has been paid. It equals the previous period’s principal outstanding of the liability, accumulated for one period, minus \( r_{i,t} \). Therefore, we have

\[
L_{i,j,t} = (1 + \tilde{k}_{j,t-1}) L_{i,j,t-1} - r_{i,j,t}, \quad i = 1, \ldots, n, \ j = 1, \ldots, m, \ t = 1, 2, \ldots
\]

(2.5)

where \( \tilde{k}_{j,t-1} \) is an interest rate of the \( j \)-th type liability. It should be noted that the interest rate known at time \( t - 1 \). Consequently, the sum \( L_{i,j,t} + r_{i,j,t} \) is also known at time \( t - 1 \). If we sum equation (2.5) over all values of \( j \), then we obtain

\[
L_{i,t} := \sum_{j=1}^{m} L_{i,j,t} = \sum_{j=1}^{m} (1 + \tilde{k}_{j,t-1}) L_{i,j,t-1} - \sum_{j=1}^{m} r_{i,j,t} = (1 + k_{i,t-1}) L_{i,t-1} - r_{i,t},
\]

(2.6)

where \( L_{i,t} \) is a total liability (book value) at time \( t \), \( r_{i,t} \) is total interest payment minus net new borrowing \( (L_{i,t} - L_{i,t-1}) \) at time \( t \), and

\[
k_{i,t-1} = \sum_{j=1}^{m} \tilde{k}_{j,t-1} w_{i,j,t-1}
\]

(2.7)

with \( w_{i,j,t-1} := \frac{L_{i,j,t-1}}{L_{i,t-1}} \) is a weighted interest rate at time \( t - 1 \) of \( i \)-th company, respectively. From equation (2.6), one finds that

\[
L_{i,t} = \frac{L_{i,t+1} + r_{i,t+1}}{1 + k_{i,t}}.
\]

(2.8)

As a result, if we replace the weighted interest rate \( \tilde{k}_{i,t} \) in the above equation (2.8) by a weighted market interest rate, then the market value at time \( t \) of the \( i \)-th company’s liabilities is obtained by

\[
L_{i,m} = \frac{L_{i,t+1} + r_{i,t+1}}{1 + k_{i,t+1}} = \frac{I_{i,t} + L_{i,t}}{1 + k_{i,t+1}},
\]

(2.9)

where \( k_{i,t+1} \) is a weighted market interest rate (required rate of return on debtholders) at time \( t + 1 \) of the liabilities and \( I_{i,t} := k_{i,t} L_{i,t} \) is the total interest payment at time \( t \) of the \( i \)-th company. The weighted market interest rate at time \( t + 1 \) of the liabilities of the \( i \)-th company is calculated by

\[
k_{i,t+1} = \sum_{j=1}^{m} \tilde{k}_{j,t+1} w_{i,j,t+1}
\]

(2.10)

where \( \tilde{k}_{j,t+1} \) is market interest rate at time \( t + 1 \) of the \( j \)-th type liability. The formula of the market value of the liabilities, given in equation (2.8) also holds for individual liabilities, namely,

\[
L_{i,j,m} = \frac{I_{i,j,t} + L_{i,j,t}}{1 + k_{j,t+1}}, \quad j = 1, \ldots, m,
\]

(2.11)
where \( I_{i,j,t} := \bar{k}_{j,t} L_{i,j,t} \) is the interest payment at time \( t \) for \( j \)-th type liability of the \( i \)-th company. It can be shown that similarly to equation (2.1), for successive market values of the \( i \)-th company’s liabilities, we have

\[
L_{i,t}^m = (1 + k_{i,t}^e) L_{i,t-1}^m - r_{i,t}, \quad t = 1, 2, \ldots
\]

(2.12)

Consequently, if a company is financed by liabilities, which are publicly traded in the exchanges, then one can estimate the required rate of return on debtholders using methods, which will appear in this Section, see below.

We assume that the log required rate of return vector at time \( t \) on equities, \( \tilde{k}^e_t \), places first \( n \) components of a \((n + \ell)\) Markov–Switching Vector Autoregressive (MS–VAR\((p)\)) process with order \( p \) and regimes \( N \). Let us denote the dimension of the MS–VAR\((p)\) process by \( \tilde{n} \), i.e., \( \tilde{n} := n + \ell \). As the log required rate of returns on stocks depends on macroeconomic variables and firm–specific variables, such as GDP, inflation, key financial ratios of the companies, and so on, the last \( \ell \) components of the MS–VAR\((p)\) process \( y_t \) correspond to the economic variables that affect the log required rate of returns on equities of the companies. The economic variables may or may not contain dividends. The MS–VAR\((p)\) process \( y_t \) is given by the following equation

\[
y_t = A_0(\bar{s}_t) \psi_1 + A_1(\bar{s}_t) y_{t-1} + \cdots + A_p(\bar{s}_t) y_{t-p} + \xi_t,
\]

(2.13)

where \( y_t = (y_{1,t}, \ldots, y_{n,t})' \) is an \((\tilde{n} \times 1)\) random vector, \( \psi_i = (\psi^1_{1,t}, \ldots, \psi^p_{1,t})' \) is an \((l \times 1)\) random vector of exogenous variables, \( \xi_t = (\xi_{1,t}, \ldots, \xi_{\ell,t})' \) is an \((\tilde{n} \times 1)\) residual process, \( s_t \) is an unobserved regime at time \( t \), which is governed by a Markov chain with \( N \) states, \( A_0(s_t) \) is an \((\tilde{n} \times \ell)\) coefficient matrix at regime \( s_t \) that corresponds to the vector of exogenous variables, for \( i = 1, \ldots, p \), \( A_i(s_t) \) are \((\tilde{n} \times \tilde{n})\) coefficient matrices at regime \( s_t \) that correspond to \( y_{t-1}, \ldots, y_{t-p} \).

For the residual process \( \xi_t \), we assume that it has \( \xi_t := \Sigma^{1/2}_t (\bar{s}_t) \tilde{\varepsilon}_t \) representation, see Liitkpeohl (2005) and McNeil, Frey, and Embrechts (2005), where \( \bar{s}_t = (s_1, \ldots, s_l)' \) is a \((l \times 1)\) vector of up to and including time \( t \) regimes, \( \Sigma^{1/2}_t (\bar{s}_t) \) is Cholesky factor of a \((\tilde{n} \times \tilde{n})\) positive definite matrix \( \Sigma_t (\bar{s}_t) \), which is measurable with respect to \( \sigma \)-field \( \{ \mathcal{F}_{t-1}, \bar{s}_t \} \) and depends on coefficient matrix \( \Gamma(s_t) := [B_0(s_t) : B_1(s_t) : \cdots : B_{p_\sigma+q_\varepsilon}(s_t)] \). Here \( \mathcal{F}_t \) is a \( \sigma \)-field, defined below, and \( B_0(s_t) \) is an \((n_\sigma \times l_\sigma)\) matrix, for \( i = 1, \ldots, p_\sigma + q_\varepsilon \), \( B_i(s_t) \) are \((n_\sigma \times n_\sigma)\) matrices, and \( \tilde{\varepsilon}_1, \ldots, \tilde{\varepsilon}_T \) is a random sequence of independent identically multivariate normally distributed random vectors with means of 0 and covariance matrices of \( n \) dimensional identity matrix \( I_n \). Then, in particular, for multivariate GARCH process of \((p_\sigma, q_\varepsilon)\) order, dependence of \( \Sigma^{1/2}_t \) on \( \Gamma(s_t) \) is given by

\[
\text{vech}(\Sigma_t (\bar{s}_t)) = B_0(s_t) + \sum_{i=1}^{p_\sigma} B_i(s_t) \text{vech}(\xi_{t-i}) + \sum_{j=1}^{q_\varepsilon} B_{p_\sigma+j}(s_t) \text{vech}(\Sigma_{t-j} (\bar{s}_{t-j})),
\]

(2.14)

where \( B_0(s_t) \in \mathbb{R}^{n(n+1)/2} \) and \( B_i(s_t) \in \mathbb{R}^{n(n+1)/2 \times n(n+1)/2} \) for \( i = 1, \ldots, p_\sigma + q_\varepsilon \) are suitable random vector and matrices and the vech is an operator that stacks elements on and below a main diagonal of a square matrix. If we assume that in addition to an initial information \( \mathcal{F}_0 := \{ y_{1-p}, \ldots, y_0, \psi_1, \ldots, \psi_T, \Sigma_1, \ldots, \Sigma_0 \} \), there are \( T \) observations of the MS–VAR\((p)\) process \( y_t \), then equation (2.13) can be compactly written by

\[
y_t = \Pi(s_t) Y_{t-1} + \xi_t, \quad t = 1, \ldots, T,
\]

(2.15)

where \( \Pi(s_t) := [A_0(s_t) : A_1(s_t) : \cdots : A_p(s_t)] \) is a \((\tilde{n} \times [l + \tilde{n}p])\) coefficient matrix at regime \( s_t \), which consist of all the coefficient matrices and \( Y_{t-1} := (\psi_1, y_{t-1}, \ldots, y_{t-p})' \) is an \([(l + \tilde{n}p) \times 1]\) vector, which consist of exogenous variable \( \psi_1 \) and last \( p \) lagged values of the process \( y_t \).

Let for each regime \( j = 1, \ldots, N \), \( \pi(j) := \text{vec}(\Pi(j)) \) is an \((\tilde{n}(l + \tilde{n}p) \times 1)\) vector, corresponding to the matrix \( \Pi(j) \) and \( \gamma(j) := \text{vec}(\Gamma(j)) \) is \((n_\sigma(l + n_\sigma(p_\sigma + q_\varepsilon)) \times 1)\) vector, corresponding to the matrix \( \Gamma(j) \), where for a generic \((n \times m)\) matrix \( A \), \( \text{vec}(A) \) is an operator that transform \( A \) into
The log–likelihood function is used to obtain the maximum likelihood estimator of the parameter given the information.

Observe that sums of all rows of the transition probability matrix of the regime–switching process $s_t$ equals some particular value conditional on the past regimes, $s_{t-1}, s_{t-2}, \ldots, s_1$ depends only through the most recent regime at time $t-1$, $s_{t-1}$, and does not depend on time, that is,

$$p_{ij} := P(s_t = j|s_{t-1} = i) = P(s_t = j|s_{t-1} = i, s_{t-2} = s_{t-2}, \ldots, s_1 = s_1), \quad i, j = 1, \ldots, N. \quad (2.16)$$

If we collect all the conditional probabilities $p_{ij}$ into a matrix $\mathbf{P}$, then we obtain a transition probability matrix of the regime–switching process $s_t$.

$$\mathbf{P} = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1N} 
p_{21} & p_{22} & \cdots & p_{2N} 
\vdots & \vdots & \ddots & \vdots 
p_{N1} & p_{N2} & \cdots & p_{NN}
\end{bmatrix}, \quad (2.17)$$

Observe that sums of all rows of the transition probability matrix $\mathbf{P}$ equal 1, that is, for all $i = 1, \ldots, N$, $p_{i1} + \cdots + p_{iN} = 1$.

### 2.1 Regime Switching Estimation

This Subsection is devoted to regime–switching estimators of parameters of the required rate of return on equity and is based on the book of Hamilton (1994). For $t = 0, \ldots, T$, let us denote available information at time $t$ by $\mathcal{F}_t$, which consists of the required rate of returns on equities, economic variables, and exogenous variables: $\mathcal{F}_t := (F_0, y_1, \ldots, y_t)'.$ Then, it is clear that the log–likelihood function of our model is given by the following equation

$$\mathcal{L}(\theta) = \sum_{t=1}^{T} \ln \left( f(y_t|\mathcal{F}_{t-1}; \theta) \right) \quad (2.18)$$

where $\theta := (\pi(1)', \ldots, \pi(N)', \gamma(1)', \ldots, \gamma(N)', \rho', \text{vec}(\mathbf{P})')'$ is a vector, which consists of all population parameters of the model and $f(y_t|\mathcal{F}_{t-1}; \theta)$ is a conditional density function of the random vector $y_t$ given the information $\mathcal{F}_{t-1}$. Here $\rho := (P(s_1|\mathcal{F}_0), \ldots, P(s_N|\mathcal{F}_0))'$ is an $(N \times 1)$ initial probability vector.

The log–likelihood function is used to obtain the maximum likelihood estimator of the parameter vector $\theta$. Note that the log–likelihood function depends on all observations, which are collected in $\mathcal{F}_T$, but does not depend on regime–switching process $s_t$, whose values are unobserved. If we assume that the regime–switching process in regime $j$ at time $t$, then because conditional on the information $\mathcal{F}_{t-1}$, $\xi_t$ follows a multivariate normal distribution with mean zero and covariance matrix $\Sigma_t(j)$, the conditional density function of the random vector $y_t$ is given by the following equation

$$\eta_{ij} := f(y_t|s_t = j, \mathcal{F}_{t-1}; \alpha)$$

$$= \frac{1}{(2\pi)^{n/2}|\Sigma_t(j)|^{1/2}} \exp \left\{ -\frac{1}{2} \left( y_t - \Pi(j)Y_{t-1} \right)' \Sigma_t^{-1}(j) \left( y_t - \Pi(j)Y_{t-1} \right) \right\} \quad (2.19)$$

for $t = 1, \ldots, T$ and $j = 1, \ldots, N$, where $\alpha := (\pi(1)', \ldots, \pi(N)', \gamma(1)', \ldots, \gamma(N)')'$ is a parameter vector, which differs from the vector of all parameters $\theta$ by the initial probability vector $\rho$ and transition probability matrix $\mathbf{P}$. As a result, since $\Pi(j)Y_{t-1} = (Y'_{t-1} \otimes I_n)\pi(j)$, a log of the conditional density function $\eta_{ij}$ is represented by

$$\ln(\eta_{ij}) = \frac{n}{2} \ln(2\pi) - \frac{1}{2} \ln(|\Sigma_t(j)|)$$

$$- \frac{1}{2} \left( y_t - (Y'_{t-1} \otimes I_n)\pi(j) \right)' \Sigma_t^{-1}(j) \left( y_t - (Y'_{t-1} \otimes I_n)\pi(j) \right), \quad (2.20)$$
where $\otimes$ is the Kronecker product of two matrices.

For all $t = 1, \ldots, T$, we collect the conditional density functions of the price at time $t$ into an $(n \times 1)$ vector $\eta_t$, that is, $\eta_t := (\eta_{t1}, \ldots, \eta_{tN})'$. Let us denote a probabilistic inference about the value of the regime–switching process $s_t$ equals to $j$, based on the information $F_t$ and the parameter vector $\theta$ by $\mathbb{P}(s_t = j|F_t; \theta)$. Collect these conditional probabilities $\mathbb{P}(s_t = j|F_t; \theta)$ for $j = 1, \ldots, N$ into an $(N \times 1)$ vector $z_{t|t}$, that is, $z_{t|t} := (\mathbb{P}(s_t = 1|F_t; \theta), \ldots, \mathbb{P}(s_t = N|F_t; \theta))'$. Also, we need a probabilistic forecast about the value of the regime–switching process at time $t+1$ equals $j$ conditional on data up to and including time $t$. Collect these forecasts into an $(N \times 1)$ vector $z_{t+1|t}$, that is, $z_{t+1|t} := (\mathbb{P}(s_{t+1} = 1|F_t; \theta), \ldots, \mathbb{P}(s_{t+1} = N|F_t; \theta))'$.

The probabilistic inference and forecast for each time $t = 1, \ldots, T$ can be found by iterating on the following pair of equations:

$$z_{t|t} = \left(\frac{z_{t|t-1} \otimes \eta_t}{i_N(z_{t|t-1} \otimes \eta_t)}\right) \quad \text{and} \quad z_{t+1|t} = p_z'z_{t|t}, \quad t = 1, \ldots, T, \quad (2.21)$$

where $\eta_t$ is the $(N \times 1)$ vector, whose $j$-th element is given by equation (2.20), $P$ is the $(N \times N)$ transition probability matrix, which is given by equation (2.17), and $i_N$ is an $(N \times 1)$ vector, whose elements equal 1. Given a starting value $\rho = z_{1|0}$ and an assumed value for the population parameter vector $\theta$, one can iterate on (2.21) for $t = 1, \ldots, T$ to calculate the values of $z_{t|t}$ and $z_{t+1|t}$. To obtain MLE of the population parameters, in addition to the inferences and forecasts we need a smoothed inference about the regime–switching process was in at time $t$ based on full information $F_T$. Collect these smoothed inferences into an $(N \times 1)$ vector $z_{t|T}$, that is, $z_{t|T} := (\mathbb{P}(s_t = 1|F_T; \theta), \ldots, \mathbb{P}(s_t = N|F_T; \theta))'$. The smoothed inferences can be obtained by using the Kim’s (1994) smoothing algorithm:

$$z_{t|T} = z_{t|t} \odot \{p_z'(z_{t+1|T} \otimes z_{t+1|t})\}, \quad t = T - 1, \ldots, 1, \quad (2.22)$$

where $\odot$ is an element–wise division of two vectors. The smoothed probabilities $z_{t|T}$ are found by iterating on (2.22) backward for $t = T - 1, \ldots, 1$. This iteration is started with $z_{T|T}$, which is obtained from (2.21) for $t = T$.

If the initial probability $\rho$ does not depend on the other parameters, then according to Hamilton (1990), maximum likelihood estimators of $(i, j)$-th element of the transition probability matrix $P$, the parameter vector $\alpha$ that governs the conditional density functions (2.19), and the initial probability $\rho$ are obtained from the following systems of equations

$$\hat{p}_{ij} = \frac{\sum_{t=2}^{T} \mathbb{P}(s_{t-1} = i, s_t = j|F_T; \hat{\theta})}{\sum_{t=2}^{T} (z_{t-1|T})_i}, \quad (2.23)$$

$$0 = \sum_{t=1}^{T} \left(\frac{\partial \ln(\eta_t)}{\partial \alpha'}\right)'z_{t|T}, \quad (2.24)$$

$$\hat{\rho} = z_{1|T}, \quad (2.25)$$

where $\partial \ln(\eta_t)/\partial \alpha'$ is an $(N \times [n(l + \tilde{n}p) + n_s(l_s + n_s(p_s + q_s))]$ matrix of derivatives of the logs of the conditional densities and due to the Kim’s smoothing algorithm, the numerator of equation (2.23) can be calculated by

$$\mathbb{P}(s_{t-1} = i, s_t = j|F_T; \theta) = p_{ij}(z_{t|T})_j(z_{t-1|t-1})_i/(z_{t|t-1})_j. \quad (2.26)$$

To simplify notations for MLE that correspond to the parameter vector $\alpha$, for each regime $j = 1, \ldots, N$, let $\bar{Y}_j := [\bar{Y}_{0,j} : \cdots : \bar{Y}_{T-1,j}]$ be an $(l + \tilde{n}p) \times T$ matrix, which is adjusted by the regime $j$ and whose $t$-th column is given by an $(l + \tilde{n}p) \times 1$ vector $\bar{Y}_{t-1,j} := \bar{Y}_{t-1} \sqrt{(z_{t|T})}_j$ and
\[ \bar{y}_j := [\bar{y}_{1,j} \ldots : \bar{y}_{T,j}] \] be a \((\bar{n} \times T)\) matrix, which is adjusted by the regime \(j\) and whose \(t\)-th column is given by a \((\bar{n} \times 1)\) vector \(\bar{y}_{t,j} := y_t \sqrt{(z_{tj})_j} \).

Firstly, let us assume that for each \(j = 1, \ldots, N\), the covariance matrix at regime \(j\) is homoscedastic. Then, according to equation (2.20), partial derivatives of the log conditional density function \(\ln(\eta_j)\) with respect to the vectors \(\pi(m), m = 1, \ldots, N\) is given by

\[
\frac{\partial \ln(\eta_j)}{\partial \pi(m)^\prime} = \begin{cases} 
y_t - (\mathbf{Y}_{t-1}^\prime \otimes I_{\bar{n}}) \pi(j) \end{cases}^{\prime} \Sigma^{-1}(j)(\mathbf{Y}_{t-1}^\prime \otimes I_{\bar{n}}) & \text{for } j = m, \\
0 & \text{for } j \neq m.
\]  

(2.27)

Thus, due to equation (2.24), one gets that

\[
\sum_{t=1}^T \left( \bar{y}_{t,j} - (\bar{Y}_{t-1,j}^\prime \otimes I_{\bar{n}}) \pi(j) \right)^\prime \Sigma^{-1}(j)(\bar{Y}_{t-1,j}^\prime \otimes I_{\bar{n}}) = 0
\]  

(2.28)

for \(j = 1, \ldots, N\). Consequently, for each regime \(j = 1, \ldots, N\), ML estimator of the parameter vector \(\pi(j)\) is obtained by

\[
\hat{\pi}(j) := \left( \sum_{t=1}^T \left( \bar{Y}_{t-1,j} \otimes I_{\bar{n}} \right) \Sigma^{-1}(j)(\bar{Y}_{t-1,j}^\prime \otimes I_{\bar{n}}) \right)^{-1} \sum_{t=1}^T \left( \bar{Y}_{t-1,j} \otimes I_{\bar{n}} \right) \Sigma^{-1}(j) \bar{y}_{t,j}.
\]  

(2.29)

Since \((\bar{Y}_{t-1,j} \otimes I_{\bar{n}}) \Sigma^{-1}(j) = (\bar{Y}_{t-1,j} \otimes \Sigma^{-1}(j))\), we find that

\[
\sum_{t=1}^T \left( \bar{Y}_{t-1,j} \otimes I_{\bar{n}} \right) \Sigma^{-1}(j)(\bar{Y}_{t-1,j}^\prime \otimes I_{\bar{n}}) = (\bar{Y}_{j} \bar{Y}_{j}\prime \otimes \Sigma^{-1}(j))
\]  

(2.30)

and

\[
\sum_{t=1}^T \left( \bar{Y}_{t-1,j} \otimes I_{\bar{n}} \right) \Sigma^{-1}(j) \bar{y}_{t,j} = (\bar{Y}_{j} \otimes \Sigma^{-1}(j)) \text{vec}(\bar{y}_j).
\]  

(2.31)

Therefore, the ML estimator \(\hat{\pi}(j)\) is represented by

\[
\hat{\pi}(j) = \text{vec}(\bar{\Pi}(j)) = \left( (\bar{Y}_{j} \bar{Y}_{j}\prime)^{-1} \bar{Y}_{j} \otimes I_{\bar{n}} \right) \text{vec}(\bar{y}_j) = \text{vec} \left( \bar{y}_j \bar{Y}_{j}^\prime (\bar{Y}_{j} \bar{Y}_{j}\prime)^{-1} \right).
\]  

(2.32)

As a result, for each regime \(j = 1, \ldots, N\), ML estimator of the parameter \(\Pi(j)\) is given by the following equation

\[
\bar{\Pi}(j) = \bar{y}_j \bar{Y}_{j}^\prime (\bar{Y}_{j} \bar{Y}_{j}\prime)^{-1}, \quad j = 1, \ldots, N.
\]  

(2.33)

On the other hand, due to equation (2.20), we have

\[
\frac{\partial \ln(\eta_j)}{\partial \Sigma(m)} = \begin{cases} 
-\frac{1}{2} \Sigma^{-1}(j) + \frac{1}{2} \Sigma^{-1}(j) \left( y_t - (\mathbf{Y}_{t-1}^\prime \otimes I_{\bar{n}}) \pi(j) \right)^\prime \Sigma^{-1}(j) \left( y_t - (\mathbf{Y}_{t-1}^\prime \otimes I_{\bar{n}}) \pi(j) \right) & \text{for } j = m, \\
0 & \text{for } j \neq m.
\end{cases}
\]  

(2.34)

Consequently, by equation (2.24) ML estimator of the parameter \(\Sigma(j)\) is obtained by

\[
\hat{\Sigma}(j) = \frac{1}{\sum_{t=1}^T (z_{tj})_j} \sum_{t=1}^T (\bar{y}_{t,j} - \bar{\Pi}(j) \bar{Y}_{t-1,j}) (\bar{y}_{t,j} - \bar{\Pi}(j) \bar{Y}_{t-1,j})^\prime
\]  

(2.35)

for \(j = 1, \ldots, N\),
Secondly, we suppose that for each $j = 1, \ldots, N$, the covariance matrix is homoscedastic and does not depend on regimes, $\Sigma_t(j) = \Sigma$. Then, similarly to before, it can be shown that maximum likelihood estimators of the parameters $\Pi(j)$ and $\Sigma$ are obtained by

$$\hat{\Pi}(j) = \hat{y}_j \hat{Y}'_j (\hat{Y}_j \hat{Y}_j')^{-1}$$  \hspace{1cm} (2.36)

for $j = 1, \ldots, N$ and

$$\hat{\Sigma} = \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{N} (\hat{y}_{t,j} - \hat{\Pi}(j) \hat{Y}_{t-1,j}) (\hat{y}_{t,j} - \hat{\Pi}(j) \hat{Y}_{t-1,j})' \hspace{1cm} (2.37)$$

Thirdly, we assume that there is one regime ($N = 1$) and the covariance matrix is homoscedastic, $\Sigma_t(j) = \Sigma$ and $\Pi(j) = \Pi$. Then, as before, maximum likelihood estimators of the parameters $\Pi$ and $\Sigma$ are found by

$$\hat{\Pi} = \hat{y} \hat{Y}' (\hat{Y} \hat{Y}')^{-1}$$  \hspace{1cm} (2.38)

and

$$\hat{\Sigma} = \frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{\Pi} \hat{Y}_{t-1}) (y_t - \hat{\Pi} \hat{Y}_{t-1})'$$  \hspace{1cm} (2.39)

where $\hat{Y} := [\hat{Y}_0 : \cdots : \hat{Y}_{T-1}]$ and $\hat{y} := [\hat{y}_1 : \cdots : \hat{y}_T]$.

Fourthly, we assume that there is one regime ($N = 1$), one company ($n = 1$), no exogenous variables except 1, and no economic variables, order of AR process equals 0, and a variance of the white noise process $\xi_t$ is homoscedastic, $\text{Var}(\xi_t) = \sigma^2$. In this assumption, equation (2.13) becomes AR(0) process

$$\tilde{k}_t = a_0 + \xi_t, \hspace{1cm} (2.40)$$

where $\tilde{k}_t$ is the log required rate of return on equity of the company. Then, it follows from equations (2.38) and (2.39), maximum likelihood estimators of the parameters $a_0$ and $\sigma^2$ are obtained by

$$\hat{a}_0 = \frac{1}{T} \sum_{t=1}^{T} \tilde{k}_t \hspace{1cm} \text{and} \hspace{1cm} \hat{\sigma}^2 = \frac{1}{T} \sum_{t=1}^{T} (\tilde{k}_t - \hat{a}_0)^2. \hspace{1cm} (2.41)$$

Consequently, the maximum likelihood estimators of the parameters $a_0$ equals geometric average of the required rate of returns

$$\hat{a}_0 = \sqrt[\sqrt{T-1}]{(1 + k_1) \cdots (1 + k_T)}$$  \hspace{1cm} (2.42)

and $(1 - \alpha)100\%$ confidence intervals of the parameters $a_0$ and $\sigma^2$ are

$$\hat{a}_0 - t_{1-\alpha/2}(T-1) \frac{\hat{\sigma}}{\sqrt{T-1}} \leq a_0 \leq \hat{a}_0 + t_{1-\alpha/2}(T-1) \frac{\hat{\sigma}}{\sqrt{T-1}} \hspace{1cm} (2.43)$$

and

$$\frac{T \hat{\sigma}^2}{\chi^2_{1-\alpha/2}(T-1)} \leq \sigma^2 \leq \frac{T \hat{\sigma}^2}{\chi^2_{\alpha/2}(T-1)}, \hspace{1cm} (2.44)$$

where $t_{1-\alpha/2}(T-1)$ is a $(1 - \alpha/2)$ quantile of the student $t$ distribution with $(T-1)$ degrees of freedom and $\chi^2_{\alpha/2}(T-1)$ is a $\alpha/2$ quantile of the chi–square distribution with $(T-1)$ degrees of freedom.

From equation (2.40), a point prediction of the log required rate of return on equity equals $\tilde{k} = \hat{a}_0$. Let us assume that true value of the prediction is $k_0 = a_0 + \xi_0$. Then, a prediction error equals $e_0 := \tilde{k}_0 - \tilde{k} = \xi_0$. Then, it is clear that $e_0/\sigma \sim \mathcal{N}(0, 1)$. The ML estimator of the parameter $\sigma^2$ can be written by

$$\hat{\sigma}^2 = \frac{1}{T} \sum_{t=1}^{T} (\tilde{k}_t - \hat{a}_0)^2 = \frac{1}{T} \sum_{t=1}^{T} (\xi_t - \bar{\xi})^2 = \frac{1}{T} \hat{\xi}' A \xi, \hspace{1cm} (2.45)$$
where $\xi := (\xi_1, \ldots, \xi_T)'$ is a $(T \times 1)$ vector, $\bar{\xi} = \frac{1}{T} \sum_{t=1}^{T} \xi_t$ is the mean of the vector $\xi$, and $A := I_T - \frac{1}{T} I_T I_T'$ is a $(T \times T)$ symmetric idempotent matrix with rank $T - 1$. Since $\xi \sim \mathcal{N}(0, \sigma^2 I_T)$, it holds $\frac{T}{\sigma} \xi' A \xi \sim \chi^2(T - 1)$, see, e.g., Johnston and DiNardo (1997). Because $\xi_0$ is independent of $\xi$, one finds that

$$
\frac{c_0}{\sigma} \sqrt{\frac{1}{T} \xi' A \xi} = \frac{k_0 - \hat{k}}{\sigma} \sqrt{\frac{T - 1}{T}} \sim t(T - 1). \tag{2.46}
$$

Consequently, $(1 - \alpha)100\%$ confidence interval for the log required rate of return on equity is given by the following equation

$$
\hat{a}_0 - t_{1-\alpha/2}(T - 1) \sqrt{\frac{T}{T - 1}} \hat{\sigma} \leq k_0 \leq \hat{a}_0 + t_{1-\alpha/2}(T - 1) \sqrt{\frac{T}{T - 1}} \hat{\sigma}. \tag{2.47}
$$

As a result, $(1 - \alpha)100\%$ confidence interval for the required rate of return on equity is

$$
\exp \left\{ \hat{a}_0 - t_{1-\alpha/2}(T - 1) \sqrt{\frac{T}{T - 1}} \frac{1}{\hat{\sigma}} \right\} - 1 \leq k_0 \leq \exp \left\{ \hat{a}_0 + t_{1-\alpha/2}(T - 1) \sqrt{\frac{T}{T - 1}} \frac{1}{\hat{\sigma}} \right\} - 1. \tag{2.48}
$$

The confidence bands will be used in Section 4.

The maximum likelihood estimator of the parameter vector $\theta$ is obtained by the zig–zag iteration method using equations (2.21)–(2.25), (2.33), (2.35), and (2.37).

### 2.2 The Bayesian Estimation

The VAR($p$) process is the workhorse model for empirical macroeconomics. However, if the number of variables in the system increases or the time lag is chosen high, then too many parameters need to be estimated. This will reduce the degrees of freedom of the model and entails a risk of over-parametrization. For this reason, in this subsection, we consider the Bayesian analysis for the VAR($p$) process $y_t$. In order to simplify calculations, we assume that our model has one regime, that is, $N = 1$. Under the assumption, our model (2.15) is given by

$$
y_t = \Pi Y_{t-1} + \xi_t, \quad t = 1, \ldots, T. \tag{2.49}
$$

where $y_t$ is the $(\bar{n} \times 1)$ vector, which includes the log required rate of return vector on equity $\bar{k}_t$, $\Pi$ is the $(\bar{n} \times (l + \overline{np}))$ random matrix, $Y_{t-1} := (y'_{t-1}, y'_{t-2}, \ldots, y'_{t-p})'$ is the $(l + \overline{np}) \times 1$ vector, and conditional on $\Sigma$, $\xi_t$ is the $(\bar{n} \times 1)$ white noise process with a random covariance matrix $\Sigma = \text{Var}(\xi_t)$. To obtain the Bayesian estimator of the model, we need two representations of the VAR($p$) process $y_t$, namely

(i) the first one is

$$
y = Y \pi + \xi, \tag{2.50}
$$

where $y := (y'_{1}, \ldots, y'_{T})'$ is a $(\bar{n}T \times 1)$ random vector, $Y := \text{diag}(Y'_0 \otimes I_{\bar{n}}, \ldots, Y'_{T-1} \otimes I_{\bar{n}})$ is $(\bar{n}T \times \bar{n}(l + \overline{np}))$ matrix, $\pi := \text{vec}(\Pi)$ is an $(\bar{n}(l + \overline{np}) \times 1)$ vector, which is a vectorization of the random matrix $\Pi$, and conditional on $\Sigma$, $\xi := (\xi'_{t}, \ldots, \xi'_{T})'$ is an $(\bar{n}T \times 1)$ white noise vector and its distribution is $\xi | \Sigma \sim \mathcal{N}(0, I_T \otimes \Sigma)$. From this representation, likelihood function is obtained by

$$
f(y|\pi, \Sigma, Y) = \frac{1}{(2\pi)^{\bar{n}T/2} |\Sigma|^{T/2}} \exp \left\{ - \frac{1}{2} (y - Y\pi)' \left( I_T \otimes \Sigma^{-1} \right) (y - Y\pi) \right\}. \tag{2.51}
$$

(ii) and the second one is

$$
\tilde{y} = \Pi \bar{Y} + \bar{\xi}, \tag{2.52}
$$
where \( \bar{y} := [y_1 : \cdots : y_T] \) is an \((n \times T)\) matrix, \( \bar{Y} := [Y_0 : \cdots : Y_T] \) is an \((l + \tilde{n}p) \times T)\) matrix, and \( \bar{\xi} := [\xi_1 : \cdots : \xi_T] \) is an \((n \times T)\) white noise matrix. It is the well–known fact that for suitable matrices \( A, B, C, D, \)

\[
\text{vec}(A)'(B \otimes C)\text{vec}(D) = \text{tr}(DB'A'C).
\]  

(2.53)

As a result, the likelihood function can be written by

\[
f(y|\Pi, \Sigma, \bar{Y}) = \frac{1}{(2\pi)^{nT/2}|\Sigma|^{T/2}} \exp \left\{ -\frac{1}{2} \text{tr}\left( (\bar{y} - \Pi\bar{Y})(\bar{y} - \Pi\bar{Y})'\Sigma^{-1} \right) \right\}.
\]  

(2.54)

In the Bayesian analysis, it assumes that an analyst has a prior probability belief \( f(\theta) \) about the unknown parameter \( \theta := (\Pi, \Sigma) \), where \( f(\theta) \) is a prior density function of the parameter \( \theta \). Let us assume that prior density functions of the parameters \( \pi \) and \( \Sigma \) are multivariate normal with mean \( \pi_0 \) and covariance matrix \((\Sigma \otimes \Lambda_0)\) conditional on \( \Sigma \) and inverse–Wishart distribution with shape parameters \( \nu_0 \) and scale matrix \( V_0 \), respectively, where \( \Lambda_0 \) is an \((l + \tilde{n}p) \times (l + \tilde{n}p)\) matrix, \( \nu_0 \) is a real number such that \( \nu_0 > \tilde{n} - 1 \), and \( V_0 \) is an \((\tilde{n} \times \tilde{n})\) positive definite matrix. Thus, due to equation (2.53), the prior density functions are proportional to

\[
f(\Sigma|\nu_0, V_0) \propto |\Sigma|^{-(\nu_0+\tilde{n}+1)/2} \exp \left\{ -\frac{1}{2} \text{tr}(V_0\Sigma^{-1}) \right\}
\]  

(2.55)

and

\[
f(\pi|\Sigma, \pi_0, \Lambda_0) \propto |\Sigma|^{-(l+\tilde{n}p)/2} \exp \left\{ -\frac{1}{2} \left( (\pi - \pi_0)'(\Sigma^{-1} \otimes \Lambda_0^{-1})(\pi - \pi_0) \right) \right\}
\]  

(2.56)

where \( \alpha \) is the notation of proportionality and \( \Pi_0 \) is an \((\tilde{n} \times l + \tilde{n}p)\) known matrix, which satisfy \( \pi_0 = \text{vec}(\Pi_0) \). From the conditional density function in equation (2.56), one can deduce that the analyst’s best guess of the parameter \( \pi \) is the vector \( \pi_0 \), and the confidence in this guess is summarized by the matrix \((\Sigma \otimes \Lambda_0)\) and less confidence is represented by larger diagonal elements of \( \Lambda_0 \).

After values of \( y \) and \( Y \) is observed, the likelihood function \( f(y|\Pi, \Sigma, Y) \) will update our beliefs about the parameter \((\Pi, \Sigma)\). Which leads to a posterior density function \( f(\Pi, \Sigma|y, Y) \). For each numerical value of the parameter \((\Pi, \Sigma)\), the posterior density \( f(\Pi, \Sigma|y, Y) \) describes our belief that \((\Pi, \Sigma) \) is the true value, having observed values of \( y \) and \( Y \). It follows from equations (2.54)–(2.56) that a posterior density of the parameter \((\Pi, \Sigma) \) is given by

\[
f(\Pi, \Sigma|\bar{y}, \bar{Y}) \propto f(\Pi|\Sigma, \pi_0, \Lambda_0)f(\Sigma|\nu_0, V_0)f(y|\Pi, \Sigma, Y)
\]  

\[
\propto |\Sigma|^{-(\nu_0+l+\tilde{n}p+T+\tilde{n}+1)/2} \exp \left\{ -\frac{1}{2} \text{tr}(V_0 \Sigma^{-1}) \right\} + (\Pi - \Pi_0)\Lambda_0^{-1}(\Pi - \Pi_0)' + (\bar{y} - \Pi\bar{Y})(\bar{y} - \Pi\bar{Y})'\Sigma^{-1} \right\}.
\]  

(2.57)

Let us consider the sum of the terms corresponding to the prior density of the parameter \( \Pi \) and the likelihood function in the last line of the above equation. Then, it can be shown that

\[
(\Pi - \Pi_0)\Lambda_0^{-1}(\Pi - \Pi_0)' + (\bar{y} - \Pi\bar{Y})(\bar{y} - \Pi\bar{Y})'\Sigma^{-1} \right\} = (\Pi - \Pi_{\star|T})(\Lambda_{\star|T}^{-1} + \bar{Y}\bar{Y}')' + (\Pi_{\star|T})'(\Pi_{\star|T}) + \Pi_0\Lambda_0^{-1}\Pi_0' + \bar{y}\bar{y}',
\]  

(2.58)

where \( \Pi_{\star|T} = (\Pi_0\Lambda_0^{-1} + \bar{y}\bar{Y}')(\Lambda_{0}^{-1} + \bar{Y}\bar{Y}')^{-1} \). Consequently, according to equation (2.58), the posterior density of the parameter \((\Pi, \Sigma) \) takes form of a multivariate normal density times an inverse–Wishart density

\[
f(\Pi, \Sigma|\bar{y}, \bar{Y}) = f(\pi|\Sigma, \pi_{\star|T}, \Lambda_{\star|T}, \bar{y}, \bar{Y})f(\Sigma|\nu_{\star}, V_{\star|T}, \bar{y}, \bar{Y})
\]  

(2.59)
where
\[
\begin{align*}
f(\pi | \Sigma, \pi_{s|T}, \Lambda_{s|T}, \bar{g}, \bar{Y}) &= \frac{1}{(2\pi)^{(l+np)/2}|\Lambda_{s|T}|^{n/2}|\Sigma|^{(l+n)p)/2}} \exp \left\{ -\frac{1}{2} \left( \pi - \pi_{s|T} \right) \left( \Sigma^{-1} \otimes \Lambda_{s|T}^{-1} \right) \left( \pi - \pi_{s|T} \right) \right\} \\
\end{align*}
\]

with
\[
\pi_{s|T} := \text{vec}(\Pi_{s|T}) \quad \text{and} \quad \Lambda_{s|T}^{-1} := \Lambda_0^{-1} + \bar{YY}'
\]

and
\[
\begin{align*}
f(\Sigma | \nu_s, V_{s|T}, \bar{g}, \bar{Y}) &= \frac{|V_{s|T}|^{\nu_s/2}}{2^{\nu_s/2} \Gamma_n(\nu_s/2)} |\Sigma|^{-(\nu_s + \bar{n} + 1)/2} \exp \left\{ -\frac{1}{2} \text{tr} \left( V_{s|T} \Sigma^{-1} \right) \right\} \\
\end{align*}
\]

with
\[
\begin{align*}
\nu_s &:= \nu_0 + l + \bar{n}p + T \\
V_{s|T} &:= V_0 - \Pi_{s|T}(\Lambda_0^{-1} + \bar{YY}')\Pi_{s|T} + \Pi_0\Lambda_0^{-1}\Pi_0' + \bar{g}\bar{y}'
\end{align*}
\]

Note that if $\Lambda_0^{-1} \rightarrow 0$, which corresponds to uninformative diffuse prior, then the posterior mean (2.61) converges to the maximum likelihood estimator $\hat{\Pi} = \bar{g}\bar{Y}'(\bar{YY}')^{-1}$. By the tower property of conditional expectation, the Bayesian estimator of the parameter vector $\Pi$ is obtained by
\[
\Pi_{s|T} = \mathbb{E}(\Pi|\bar{g}, \bar{Y}) = (\Pi_0\Lambda_0^{-1} + \bar{g}\bar{Y}')(\Lambda_0^{-1} + \bar{YY}')^{-1}.
\]

Due to the expectation formula of inverse–Wishart distribution, the Bayesian estimator of the parameter $\Sigma$ is given by
\[
\Sigma_{s|T} := \mathbb{E}(\Sigma|\bar{g}, \bar{Y}) = \frac{1}{\nu_s - \bar{n} - 1} V_{s|T}.
\]

To make statistical inferences about the parameter vector $\theta = (\Pi, \Sigma)$ conditional on the information $\bar{g}$ and $\bar{Y}$, one may use the Gibbs sampling method, which generates a dependent sequence of our parameters. In the Bayesian statistics, the Gibbs sampling is often used when the joint distribution is not known explicitly or is difficult to sample from directly, but the conditional distribution of each variable is known and is easy to sample from. Constructing the Gibbs sampler to approximate the joint posterior distribution $f(\Pi, \Sigma|\bar{g}T, \bar{Y}T)$ given in equation (2.59) is straightforward: New values $(\pi_{s}(s), \Sigma(s))$, $s = 1, \ldots, N$ can be generated by

1. sample $\Sigma_{(s)} \sim IW(\nu_s, V_{s|T})$
2. sample $\pi_{s}(s) \sim N(\pi_{s|T}, \Sigma_{(s)} \otimes \Lambda_{s|T})$,

where $IW$ is an abbreviation of the inverse–Wishart distribution, and the parameters $\nu_s$ and $V_{s|T}$ of the inverse–Wishart distribution and mean $\pi_{s|T}$ and the matrix $\Lambda_{s|T}$ of the multivariate normal distribution are given in equations (2.63)–(2.64) and (2.61), respectively.

As mentioned before, VARs tend to have a lot of parameters, and large VARs exacerbate this problem. In particular, for a VAR($p$) process with order of $p = 3$, $l = 1$ exogenous variable and $\bar{n} = 15$ endogenous variables, we have to estimate $\bar{n}(l + \bar{n}p) = 690$ VAR coefficients. In this case, the number of VAR coefficients is much larger than the number of observations for small and medium–sized samples. Therefore, without informative priors or regularization, it is not even possible to estimate the VAR coefficients.

In practice, one usually adopts Minnesota prior to estimating the parameters of the VAR($p$) process. Doan, Litterman, and Sims (1984) firstly introduced Minnesota prior to small Bayesian VAR. Also, Bańbura, Giannone, and Reichlin (2010) used Minnesota prior for large Bayesian VAR and showed that the forecast of large Bayesian VAR is better than small Bayesian VAR. However,
there are many different variants of the Minnesota prior, to illustrate purposes, we consider the prior, which is included in Baibura et al. (2010).

The idea of Minnesota prior is that it shrinks diagonal elements of the matrix $A_1$ toward $\delta_i$ and off–diagonal elements of $A_1$ and all elements of other matrices $A_0, A_2, \ldots, A_p$ toward 0, where $\delta_i$ is 0 for a stationary variable $y_{i,t}$ and 1 for a variable with unit root $y_{i,t}$. For the prior, it is assumed that conditional on $\Sigma$, $A_0, A_1, \ldots, A_p$ are independent, normally distributed, and for $(i,j)$–th element of the matrix $A_s$ ($s = 0, \ldots, p$) it holds

$$\mathbb{E}( (A_s)_{ij} | \Sigma ) = \begin{cases} \delta_i & \text{if } i = j, \ s = 1, \\ 0 & \text{otherwise} \end{cases},$$

$$\text{Var}( (A_0)_{ij} | \Sigma ) = 1/\varepsilon_{ij}, \quad \text{and } \quad \text{Var}( (A_s)_{ij} | \Sigma ) = \begin{cases} \lambda^2 / \sigma^2_j & \text{if } i = j, \ s = 1, \ldots, p, \\ 0 & \text{otherwise} \end{cases},$$

where we denote $(i,j)$–th element of the matrix $A_s$ by $(A_s)_{ij}$.

The parameter $\varepsilon_{ij}$ is a small number and it corresponds to an uninformative diffuse prior for $(A_0)_{ij}$, the parameter $\lambda$ controls the overall tightness of the prior distribution, the factor $1/s^2$ is the rate at which prior variance decreases with increasing lag length, the factor $\sigma_i/\sigma_j$ accounts for different scale and variability of the data, and the coefficient $\theta \in [0, 1]$ governs the extent to which the lags of the other variables are less important than the own lags. By using the dummy variables, Baibura et al. (2010) obtain Bayesian estimators, corresponding to the hyperparameters.

For our Bayesian estimators, given in equation (2.65) and (2.66), we can not use Minnesota prior due to the Kronecker product, $\Sigma \otimes \Lambda_0$. For this reason, to define a prior, which applies the idea of Minnesota prior, we follow Chan (2020). One should note that $\pi_0$, $\Lambda_0$, $\nu_0$, and $\bar{V}_0$ are hyper–parameters of our model. For the hyperparameter $\nu_0$, to the prior variance of $\Sigma$ is large, which corresponds relatively uninformative diffuse prior, it is often chosen small value for $\nu_0$. According to the expectation formula of the inverse–Wishart distribution, we have $\mathbb{E}(\Sigma) = \frac{1}{m-n-1}\bar{V}_0$. Consequently, for given $\nu_0$, one chooses $\bar{V}_0$ to match the desired prior mean of $\Sigma$ using the expectation formula. For the hyperparameter $\pi_0$, one may use equation (2.67). To introduce shrinkage in the hyperparameter $\Lambda_0$, we assume that it is a diagonal matrix. Then, its diagonal elements are

$$\Lambda_0_{ii} = \begin{cases} \lambda_1 & \text{if } 1 \leq i \leq l, \\ \frac{\lambda_2}{s^2_2 \sigma^2_i} & \text{if } l + \tilde{n}(s - 1) < i \leq l + \tilde{n}s, \ s = 1, \ldots, p \end{cases}$$

for $i = 1, \ldots, l + \tilde{n}p$. Some other priors and Bayesian methods can be found in Chan (2020).

In practice, to estimate the parameters $\sigma^2_1, \ldots, \sigma^2_{\tilde{n}}$, for $i = 1, \ldots, \tilde{n}$, we model each individual variable $y_{i,t}$ by univariate autoregressive model with order $p$ (AR($p$)). Then, we estimate the AR($p$) processes by the ordinary least square (OLS) method. If we denote standard OLS estimate of the error variance of the $i$–th AR($p$) equation by $s^2_i$, then the parameter $\sigma^2_i$ is estimated by $s^2_i$.

### 2.3 Portfolio Selection for Public Company

The mean–variance portfolio choice model was established firstly by Markowitz (1952). In the stochastic DDM framework, by introducing a discrete joint distribution for dividend growth rates, the first time Agosto, Mainini, and Moretto (2019) obtained a closed–form covariance formula between two stocks. Also, they consider the portfolio choice problem for two stocks. Furthermore, using a multivariate Markov chain, D’Amico and De Blasis (2020a) provided a portfolio selection of three stocks. Battulga et al. (2022) obtained higher order moments of stock price by applying non homogeneous Poisson process.

In this Subsection, we consider a problem that a public company has some cash at time 0 and wants to maximize its mean–variance utility function on the next period’s earnings before tax, which
comes from buying stocks, including its own, and paying interest payments on liabilities. Then, the problem is given by the following portfolio choice problem with the mean–variance utility function

\[
\begin{align*}
\mathbb{E}(x'k_1^i - x_i k_{i,0}^j | \mathcal{F}_0) - \frac{c}{2} \text{Var}(x'k_1^i - x_i k_{i,0}^j | \mathcal{F}_0) \rightarrow \max \\
\text{s.t. } x'i_n + x_i = 1,
\end{align*}
\]

(2.70)

where \( k_1^i = (k_{1,1}^i, \ldots, k_{n,1}^i) \)' is an \((n \times 1)\) vector, consisting of the required rate of returns at time 1 on equities, \( k_{i,0}^j \) is the required rate of return at time 0 on liabilities of \( i \)-th company, calculated by equation (2.9), \((x', x_i)'\) is an \((|n+1| \times 1)\) variables’ vector, and \( c > 0 \) is a risk–aversion parameter, which is different for each investor. The problem is equivalent to the following problem

\[
\begin{align*}
x'\mu - x_i k_{i,0}^j - \frac{c}{2} x'\Sigma x \rightarrow \max \\
\text{s.t. } x'i_n + x_i = 1,
\end{align*}
\]

(2.71)

where \( \mu := \mathbb{E}(k_1^i | \mathcal{F}_0) = \mathbb{E}(\exp\{Jy_1\}|\mathcal{F}_0) \) and \( \Sigma := \text{Var}(k_1^i | \mathcal{F}_0) = \text{Var}(\exp\{Jy_1\}|\mathcal{F}_0) \) are \((n \times 1)\) conditional expectation vector and \((n \times n)\) conditional covariance matrix of the required rate of return vector on equities \( k_1^i \), respectively, and \( J := [I_n : 0] \) is an \((n \times n)\) matrix, which is used to extract the log required rate of return vector \( \tilde{k}_1^i \) from the vector \( y_1 \). The problem is the quadratic programming problem and it has a unique solution. Its Lagrangian function is given by

\[
\mathcal{L}(x, x_i, \lambda) := x'\mu - x_i k_{i,0}^j - \frac{c}{2} x'\Sigma x - \lambda(x'i_n + x_i - 1).
\]

Taking partial derivatives with respect to parameters \( x, x_i, \) and \( \lambda \) from the Lagrangian function and setting to zero, one finds the solution of the quadratic programming problem

\[
x^* := \frac{1}{c} \Sigma^{-1}(\mu + k_{i,0}^ji_n) \quad \text{and} \quad x_i^* := 1 - \frac{1}{c} \Sigma^{-1}\mu i_n.
\]

(2.73)

To obtain a solution to the problem (2.71), we need to calculate the conditional expectation vector \( \mu_i \) and conditional covariance matrix \( \Sigma_i \).

According to the expectation and covariance formula of the log–normal random vector and the fact that \( \mathbb{E}(y_1|\mathcal{F}_0, s_1) = \Pi(s_1)Y_0 \) and \( \text{Var}(y_1|\mathcal{F}_0, s_1) = \Sigma_1(s_1) \), we have that

\[
\mathbb{E}(\exp\{Jy_1\}|\mathcal{F}_0, s_1) = \exp\left\{J\Pi(s_1)Y_0 + \frac{1}{2} J\Sigma_1(s_1)J'\right\}
\]

(2.74)

and

\[
\text{Var}(\exp\{Jy_1\}|\mathcal{F}_0, s_1) = \left(\exp\left\{J\Pi(s_1)Y_0 + \frac{1}{2} J\Sigma_1(s_1)J'\right\}\right) \times \exp\left\{J\Pi(s_1)Y_0 + \frac{1}{2} J\Sigma_1(s_1)J'\right\} - \mathbb{E}_n
\]

(2.75)

where \( \mathbb{E}_n \) is an \((n \times n)\) matrix, whose elements equal 1. As a result, we get the parameters \( \mu_i \) and \( \Sigma_i \) in equation (2.73), corresponding to the portfolio selection with regime-switching:

\[
\mu = \sum_{s_1=1}^{N} \mathbb{E}(\exp\{Jy_1\}|\mathcal{F}_0, s_1)p_{s_1} \quad \text{and} \quad \Sigma = \sum_{s_1=1}^{N} \text{Var}(\exp\{Jy_1\}|\mathcal{F}_0, s_1)p_{s_1}.
\]

(2.76)

The solution of the problem is not only maximizing the earning before tax but also optimizing a capital structure of a company. Let us assume that \( i \)-th company has some cash, say $50 million. Then, the company may optimize its capital structure of the balance sheet, namely, \( (i) \) reduce liabilities or expand the liabilities by \( 50 \times x_i^* \) and \( (ii) \) reduce treasury stocks of the company or expand the stocks by \( 50 \times \bar{x}_i^* \), where \( \bar{x}_i^* \) is \( i \)-th component of the optimal vector \( x^* \). Of course, one may add constraints to the problem to prohibit short sales.
3 Parameter Estimation of Private Company

In this Section, we will consider parameter estimation methods for \( n \) private companies. Let \( B_t \) be a book value of equity and \( b_t \) be a book value growth rate, respectively, at time \( t \) of a private company. Since the book value of equity at time \( t - 1 \) grows at rate \( b_t \), its value at time \( t \) becomes

\[
B_t = (1 + b_t)B_{t-1}. \tag{3.1}
\]

If we assume that for the private company, its price–to–book ratio is constant, say, \( m = P_t/B_t \), for all \( t = 1, \ldots, T \), then according to DDM equation (2.1), price (value) at time \( t \) of the private company is expressed by the following equation

\[
mB_t = (1 + k_t)mB_{t-1} - d_t = ((1 + k_t)m - \Delta_t)B_{t-1}, \tag{3.2}
\]

where \( k_t \) is the required rate of return on equity at time \( t \) and \( \Delta_t := d_t/B_{t-1} \) is a dividend–to–book ratio at time \( t \), respectively, of the private company. If we substitute equation (3.1) into the left–hand side of the above equation (3.2), then we get that

\[
(1 + b_t)mB_{t-1} = ((1 + k_t)m - \Delta_t)B_{t-1}. \tag{3.3}
\]

Therefore, a relation between the dividend–to–book ratio, book value growth rate, required rate of return, and the price–to–book ratio is given by

\[
mb_t = mk_t - \Delta_t, \quad t = 1, 2, \ldots. \tag{3.4}
\]

We refer to the model and its versions with the regime–switching and with a state (latent or unobserved) variable given in equations (3.6) and (3.22), respectively, as the private company valuation model. For the log private company valuation model, we refer to Battulga (2023), where he considers the private company valuation model in the log framework, and obtain closed–form pricing and hedging formulas for European call and put options. It should be noted that the private company valuation model given in (3.4) is equivalent to the franchise factor model, see Leibowitz and Kogelman (1990), but the private company valuation models with the regime–switching and the state variable differs from the franchise factor model. According to equation (3.4), the required rate of return at time \( t \) of the private company is represented by

\[
k_t = \frac{1}{m}\Delta_t + b_t. \tag{3.5}
\]

From the above equation, one can see that for a dividend–paying private company, if \( m \) increases, then the required rate of return \( k_t \) decreases and it converges to the book value growth rate \( b_t \). Thus, as the price–to–book and dividend–to–book ratios are positive, the book value growth rate is a floor of the required rate of return. On the other hand, because the term \( \frac{1}{m}\Delta_t \) takes positive value, if a private company pays dividends, then its required rate of return is always greater than the does not pay case.

3.1 Regime Switching Estimation

In order to incorporate a case, where the dividends are not paid into maximum likelihood estimators of the private company valuation model’s parameter, rather than equation (3.4) we will use equation (3.5). As some private companies may not pay dividends, we suppose that there are \( n_d \) (\( 0 \leq n_d \leq n \)) companies that pay dividends. Because it is always possible to change the order of the companies, without loss of generality we can assume that dividend–paying companies are placed first \( n_d \) components of the first equation of system (3.9), see below.
To keep notations simple, let \(B_t := (B_{1,t}, \ldots, B_{n,t})'\) be an \((n \times 1)\) book value vector, \(m(s_t) := (m_1(s_t), \ldots, m_{n_d}(s_t))'\) be an \((n_d \times 1)\) price-to-book ratio vector in regime \(s_t\) corresponding to dividend paying companies, \(b_t := (b_{1,t}, \ldots, b_{n,t})'\) be an \((n \times 1)\) book value growth rate vector, and \(k_t(s_t) := (k_{1,t}(s_t), \ldots, k_{n_t}(s_t))'\) be an \((n \times 1)\) required rate of return vector in regime \(s_t\), \(r(s_t) := (1/m_1(s_t), \ldots, 1/m_{n_d}(s_t))'\) be an \((n \times 1)\) book-to-price ratio vector in regime \(s_t\) and reciprocal of the vector \(m(s_t)\), and \(R(s_t) := \text{diag}(r(s_t), 0)\) be an \((n \times n)\) diagonal matrix, whose diagonal elements consist of the book-to-price ratio vector \(r(s_t)\) and an \(((n - n_d) \times 1)\) zero vector. Then, equation (3.5) can be written by

\[
b_t = k_t(s_t) - R(s_t)\Delta_t. \tag{3.6}
\]

Since the book value growth rate process \(b_t\) may depend on economic variables, we define an \((\ell \times 1)\) MS-VAR\((p)\) process \(x_t\)

\[
x_t = A_0^s(s_t)\psi_t + A_1^s(s_t)x_{t-1} + \cdots + A_p^s(s_t)x_{t-p} + v_t, \tag{3.7}
\]

where \(x_t = (x_{1,t}, \ldots, x_{\ell,t})'\) is an \((\ell \times 1)\) random vector, \(\psi_t = (\psi_{1,t}, \ldots, \psi_{\ell,t})'\) is a \((l \times 1)\) random vector of exogenous variables, \(v_t = (v_{1,t}, \ldots, v_{\ell,t})'\) is an \((\ell \times 1)\) residual process, \(s_t\) is an unobserved regime at time \(t\), which is governed by a Markov chain with \(N\) states, \(A_0^s(s_t)\) is an \((\ell \times 1)\) coefficient matrix at regime \(s_t\) that corresponds to the vector of exogenous variables, for \(i = 1, \ldots, p\), \(A_i^s(s_t)\) are \((\ell \times \ell)\) coefficient matrices at regime \(s_t\) that correspond to \(x_{t-1}, \ldots, x_{t-p}\). The process \(x_t\) consists of the economic variables that affect the book value growth rate process \(b_t\). Note that the process \(x_t\) can include dividend-to-book ratio process \(\Delta_t\). Equation (3.7) can be compactly written by

\[
x_t = \Pi^s(s_t)x_{t-1} + v_t, \tag{3.8}
\]

where \(X_{t-1} := (\psi_t', x_{t-1}', \ldots, x_{t-p}')'\) is an \(((l + \ell p) \times 1)\) vector, which consists of exogenous variables and last \(p\) lagged values of the process \(x_t\) and \(\Pi^s(s_t) := [A_0^s(s_t) : A_1^s(s_t) : \cdots : A_p^s(s_t)]\) is an \(((\ell \times l + \ell p))\) matrix, which consists of the coefficient matrices of the process \(x_t\). We suppose that the required rate of return depends on the exogenous variables and random amount \(ut_t\), namely, \(k_t(s_t) = A_0^s(s_t)\psi_t + u_t\). Consequently, our private company valuation model is given by the following system

\[
\begin{cases}
   b_t = A_0^s(s_t)\psi_t - R(s_t)\Delta_t + u_t \\
   x_t = \Pi^s(s_t)x_{t-1} + v_t.
\end{cases} \tag{3.9}
\]

To simplify the model, we assume that a covariance matrix of a random residual process \(\xi_t := (\xi_t', \xi_t')'\) is homoscedastic, that is, \(\text{Var}(\xi_t) = \Sigma(s_t)\). However, one can easily develop private company valuation models with heteroscedastic residuals as in Section 2. If regime random vector \(s_t\) is in a regime \(j\), then conditional on the information \(I_{t-1}\), a log conditional density of a random vector \(y_t := (b_t', x_t')'\) is given by

\[
\ln(\eta_{ij}) = \ln(f(y_t|s_t = j, I_{t-1}, \alpha)) = -\frac{n}{2}\ln(2\pi) - \frac{1}{2}\ln(|\Sigma(j)|) - \frac{1}{2}\left(\psi_t(j)\Omega_{uy}(j)\psi_t(j) + 2u_t(j)\Omega_{uy}(j)v_t(j) + v_t(j)\Omega_{uv}(j)v_t(j)\right),
\]

where the residual vectors in the regime \(j\) are \(u_t(j) = b_t - A_0^s(j)\psi_t + R(j)\Delta_t\) and \(v_t(j) = x_t - \Pi^s(j)x_{t-1}\) and \(\Omega_{uy}(j), \Omega_{uv}(j), \Omega_{vu}(j), \Omega_{vv}(j)\) are partitions, corresponding to a residual vector \(\xi_t(j) := (u_t(j), v_t(j))'\) of a matrix \(\Sigma(j)^{-1}\).

To obtain the partial derivative of the log conditional density with respect to the book-to-price ratio vector \(r(s_t)\), instead of the first equation of system (3.9), we need an equation \(J_d b_t = J_d A_0^s(s_t)\psi_t + J_d \text{diag}(\Delta(s_t)) J_d' r(s_t) + J_d u_t\), where \(J_d := [I_{n_d}, 0]\) is an \((n_d \times n)\) matrix. Consequently, the partial derivative is given by

\[
\frac{\partial \ln(\eta_{ij})}{\partial r(j)}' = -\left(\psi_t(j)J_d'\Omega_{uy}(j)J_d' + v_t(j)\Omega_{uv}(j)J_d'\right)J_d \text{diag}(\Delta_t) J_d'. \tag{3.11}
\]
By equation (2.24), for each regime \( j = 1, \ldots, N \), one obtains ML estimator of the parameter vector \( r(j) \)

\[
\hat{r}(j) := \left( \sum_{t=1}^{T} J_d \text{diag}\{ \Delta_{t,j} \} J_d' J_d \Omega_{uu}(j) J_d J_d' \text{diag}\{ \Delta_{t,j} \} J_d' \right)^{-1} \times \sum_{t=1}^{T} J_d \text{diag}\{ \Delta_{t,j} \} J_d' \left( J_d \Omega_{uu}(j) J_d J_d' \left( A_0(j) \psi_{t,j} - \bar{b}_{t,j} \right) - J_d \Omega_{uv}(j) \left( \bar{x}_{t,j} - \Pi^2(j) \bar{X}_{t-1,j} \right) \right)
\]

(3.12)

where \( \Delta_{t,j} := \Delta_t (z_{lT})_j \) is an \((n \times 1)\) dividend-to-book ratio process, adjusted by the regime \( j \), \( \bar{x}_{t,j} := \psi_t (z_{lT})_j \) is an \((l \times 1)\) exogenous variables vector, adjusted by the regime \( j \), \( \bar{b}_{t,j} := b_t (z_{lT})_j \) is an \((n \times 1)\) book value growth rate process, adjusted by the regime \( j \), and \( \bar{X}_{t,j} := X_t (z_{lT})_j \) is an \(((l + \ell p) \times 1)\) explanatory variables vector, adjusted by the regime \( j \).

Let \( a^k(j) := \text{vec}(A_0^k(j)) \) be a vectorization of the matrix \( A_0^k(j) \). Then, as \( A_0^k(j) \psi_t = (\psi_t' \otimes I_n) a^k(j) \) and partial derivative of the log conditional density with respect to the vector \( a^k(j) \) is

\[
\frac{\partial \ln(p_t)}{\partial a^k(j)'} = \left( u_t'(j) \Omega_{uu} + v_t'(j) \Omega_{uv} \right) (\psi_t' \otimes I_n).
\]

(3.13)

According to equation (3.13) and the procedure, which is used to obtain equations (2.33) and (2.35), for each regime \( j = 1, \ldots, N \), we obtain ML estimator of the parameter matrix \( A_0^k(j) \)

\[
\hat{A}_0^k(j) := \left( \bar{b}_j + R(j) \hat{\Delta}_j + \Omega_{uu}^{-1}(j) \Omega_{uv}(j) (\bar{x}_j - \Pi(j) X_j) \right) \hat{\psi}_j (\hat{\psi}_j)'^{-1},
\]

(3.14)

where \( \bar{b}_j := [\bar{b}_{1,j} : \cdots : \bar{b}_{T,j}] \) is an \((n \times T)\) matrix, \( \hat{\Delta}_j := [\hat{\Delta}_{1,j} : \cdots : \hat{\Delta}_{T,j}] \) is an \((n \times T)\) matrix, \( \hat{X}_j := [\hat{X}_{0,j} : \cdots : \hat{X}_{T-1,j}] \) is an \(((l + \ell p) \times T)\) matrix, and \( \hat{\psi}_j := [\hat{\psi}_{1,j} : \cdots : \hat{\psi}_{T,j}] \) is an \((l \times T)\) matrix.

Similarly, for each regime \( j = 1, \ldots, N \), one finds ML estimator of the parameter matrix \( \Pi^2(j) \):

\[
\hat{\Pi}^2(j) := \left( \bar{x}_j + \Omega_{vv}^{-1}(j) \Omega_{vu}(j) (\bar{b}_j - A_k(j) \hat{\psi}_j + R(j) \hat{\Delta}_j) \right) \hat{\chi}_j (\hat{\chi}_j)'^{-1}.
\]

(3.15)

Analogous to equation (2.35), it can be shown that for each regime \( j = 1, \ldots, N \), ML estimator of the covariance matrix \( \Sigma(j) \) is given by

\[
\hat{\Sigma}(j) = \frac{1}{\sum_{t=1}^{T} (z_{lT})_j} \left[ \bar{u}_j \bar{u}_j' \bar{v}_j \bar{v}_j' \right]
\]

(3.16)

where the residual matrices that are adjusted by the regime \( j \) are \( \bar{u}_j := \bar{b}_j - A_0^k(j) \hat{\psi}_j + R(j) \hat{\Delta}_j \) and \( \bar{v}_j := \bar{x}_j - \Pi^2(j) \hat{X}_j \).

It is worth mentioning that if all the companies do not pay dividends, then for each \( j = 1, \ldots, N \), we do not need to estimate the parameter \( r(j) \). Consequently, ML estimators of the parameters \( A_0^k(j) \) and \( \Pi^2(j) \) are obtained by substituting \( \hat{\Delta}_j = 0 \) into equations (3.14) and (3.15).

### 3.2 The Bayesian Estimation

Now, we move to the Bayesian analysis of linear regression. To obtain the Bayesian estimator of the private company valuation model, we need the following multivariate linear regression that corresponds to system (3.9)

\[
y_t = \Pi Y_{t-1} + \xi_t,
\]

(3.17)
where \( y_t := (b_t', x_t')' \) is an \((n \times 1)\) vector, \( C \) is an \((n \times [n + l + \ell p])\) random matrix, \( Y_{t-1} := (\Delta_t', \psi_t', x_{t-1}', \ldots, x_{t-1}')' \) is an \(([n + l + \ell p] \times 1)\) vector, and \( \xi_t := (u_t', v_t')' \) is an \((\tilde{n} \times 1)\) white noise process with a random covariance matrix \( \Sigma = \text{Var}(\xi_t) \). The matrix \( C \) has the following structure

\[
\Pi = \begin{bmatrix}
\Pi_{b_t \Delta_t} & \Pi_{b_t \psi_t} & \Pi_{b_t x_{t-1}} & \Pi_{b_t x_{t-2}} & \cdots & \Pi_{b_t x_{t-\ell p}} \\
\Pi_{x_t \Delta_t} & \Pi_{x_t \psi_t} & \Pi_{x_t x_{t-1}} & \Pi_{x_t x_{t-2}} & \cdots & \Pi_{x_t x_{t-\ell p}}
\end{bmatrix},
\]

where for \( \alpha \in \{b_t, x_t\} \) and \( \beta \in \{\Delta_t, \psi_t, x_{t-1}, \ldots, x_{t-\ell p}\} \), \( \Pi_{\alpha \beta} \) is a random coefficient matrix of the random vector \( \beta \), corresponding to the process \( \alpha \). Taking into account the structure of system (3.9), we expect a prior expectation matrix of the random matrix \( \Pi \) is given by

\[
\Pi_0 = E[\Pi | \Sigma] = \begin{bmatrix}
\Pi_{b_t \Delta_t} & \Pi_{b_t \psi_t} & 0 & 0 & \cdots & 0 \\
0 & 0 & \Pi_{x_t x_{t-1}} & 0 & \cdots & 0
\end{bmatrix},
\]

where \( \Pi_{b_t \Delta_t} := E[\Pi_{b_t \Delta_t} | \Sigma] \) is an \((n \times n)\) diagonal matrix, whose first \( n_d \) components are correspond to prior expectation of the book-to-price ratio vector \( r \) and other components are zero, \( \Pi_{b_t \psi_t} := E[\Pi_{b_t \psi_t} | \Sigma] \) is an \((n \times l)\) prior expectation matrix of the random matrix \( A_{b_t}^s \), and \( \Pi_{x_t x_{t-1}} := E[\Pi_{x_t x_{t-1}} | \Sigma] \) is an \((\ell \times \ell)\) diagonal prior expectation matrix of the random matrix \( A_{x_t}^s \) and its diagonal elements are given by equation (2.67). To obtain the prior variance of the random matrix \( \Pi \), we apply the idea in equation (2.69). By using the idea, diagonal elements of \([n + l + \ell p] \times [n + l + \ell p]\) diagonal matrix \( \Lambda_0 \) are defined by

\[
\Lambda_{0,ii} = \begin{cases}
\lambda_1 & \text{if } 1 \leq i \leq n + l, \\
\frac{\lambda_2}{s^2 \sigma^2_s} & \text{if } n + l + \ell (s - 1) < i \leq n + l + \ell s, \ s = 1, \ldots, p.
\end{cases}
\]

for \( i = 1, \ldots, n + l + \ell p \). Other hyperparameters \( \nu_0 \) and \( V_0 \) are exactly the same defined as in Section 2.2. After defining the hyperparameters, one can obtain the Bayesian estimators using equations (2.65) and (2.66).

### 3.3 The Kalman Filtering

Because one can use ideas, which arise in the following to estimate the required rate of return on debtholders, in this Subsection, we will concentrate on the required rate of return on equity. Let us assume that the price–to–book ratio varies over time, that is, \( m_t = P_t/B_t, \ t = 1, \ldots, T \). Under the assumption, for a generic private company, equation (3.3) becomes

\[
m_t B_t = ((1 + k_t^0) m_{t-1} - \Delta_t) B_{t-1}.
\]

Therefore, using the relation \( B_t = (1 + b_t) B_{t-1} \) in equation (3.21) a relation between the dividend–to–book ratio, book value growth rate, the required rate of return on equity, and price–to–book ratios is given by

\[
\Delta_t = -(1 + b_t) m_t + (1 + k_t^0) m_{t-1}.
\]

To estimate the parameters of the required rate of return on equity, we must add a random amount, say, \( u_t \), into equation (3.22). Then, equation (3.22) becomes

\[
\Delta_t = -(1 + b_t) m_t + (1 + k_t^0) m_{t-1} + u_t.
\]

It should be noted that for the above equation, the price–to–book ratios \( m_t \) and \( m_{t-1} \) are unobserved (state) variables. For a non-dividend paying firm, the above equation becomes

\[
\tilde{b}_t = \tilde{k}_t^0 - \tilde{m}_t + \tilde{m}_{t-1} + u_t,
\]
where \( \hat{b}_t := \ln(1 + b_t) \) is a log book value growth rate, \( \hat{k}_t^\circ := \ln(1 + k_t^\circ) \) is a log required rate of return on equity, and \( \hat{m}_t := \ln(m_t) \) is an unobserved log price–to–book ratio, respectively, at time \( t \) of the non–dividend paying company.

We assume that the price–to–book ratio and log price–to–book ratio are governed by the autoregressive distributed lag model of order \((q,p)\) \((\text{ADL}(q,p))\), that is,

\[
m_t = \Phi_1 m_{t-1} + \cdots + \Phi_q m_{t-q} + A_0^m \psi_t + A_1^m x_{t-1} + \cdots + A_p^m x_{t-p} + w_t
\]

and

\[
\hat{m}_t = \Phi \hat{M}_{t-1} + \Pi^x X_{t-1} + w_t
\]

where for \( i = 1, \ldots, n \), \( \Phi \) is an \((n \times n)\) coefficient matrix, corresponding to the state vectors \( m_{t-i} \) and \( \hat{m}_{t-i} \), \( \Phi := [\Phi_1 : \cdots : \Phi_q] \) is \((n \times nq)\) matrix, \( M_{t-1} := (m_{t-1}', \ldots, m_{t-q}')' \) is an \((nq \times 1)\) state vector, and \( \hat{M}_{t-1} := (\hat{m}_{t-1}', \ldots, \hat{m}_{t-q}')' \) is an \((nq \times 1)\) state vector, and \( w_t \) is \((n \times 1)\) white noise process. Consequently, our models are given by the following systems

\[
\begin{align*}
\Delta_t &= -\text{diag}\{i_n + b_t\} m_t + \text{diag}\{i_n + A_0^b \psi_t\} m_{t-1} + u_t \\
x_t &= \Pi^x X_{t-1} + v_t \\
m_t &= \Phi M_{t-1} + \Pi^m X_{t-1} + w_t
\end{align*}
\]

for the dividend–paying company, and

\[
\begin{align*}
\tilde{b}_t &= A_0^b \psi_t - \hat{m}_t + \hat{m}_{t-1} + u_t \\
x_t &= \Pi^x X_{t-1} + v_t \\
\hat{m}_t &= \Phi \hat{M}_{t-1} + \Pi^m X_{t-1} + w_t
\end{align*}
\]

for the non–dividend paying company. The systems (3.27) and (3.28) are more compactly written by

\[
\begin{align*}
y_t &= \Psi_t \tilde{z}_t + \varphi_t + \xi_t \\
z_t &= A \tilde{z}_{t-1} + \Pi^m X_{t-1} + \eta_t
\end{align*}
\]

where for the dividend–paying company, \( y_t := (\Delta'_t, x'_t)' \) is an \((\hat{n} \times 1)\) vector, which is consists of observed variables’ vectors \( \Delta_t \) and \( x_t, z_t := M_t \) is a \((nq \times 1)\) state vector of the price–to–book ratios at times \( t, \ldots, t - q + 1 \),

\[
\Psi_t := \begin{bmatrix} -\text{diag}\{i_n + b_t\} & \text{diag}\{i_n + A_0^b \psi_t\} & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix}
\]

is an \((\hat{n} \times nq)\) matrix, and \( \varphi_t := 0 \) and for the non–dividend paying company, \( y_t := (\tilde{b}'_t, x'_t)' \) is an \((\hat{n} \times 1)\) vector, which is consists of observed variables’ vectors \( \tilde{b}_t \) and \( x_t, z_t := \hat{M}_t \) is a \((nq \times 1)\) state vector of the log price–to–book ratios at times \( t, \ldots, t - q + 1 \),

\[
\Psi_t := \begin{bmatrix} -I_n & I_n & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix}
\]

is an \((\hat{n} \times nq)\) matrix, and \( \varphi_t := ((A_0^b \psi_t)', 0)' \) is an \((\hat{n} \times 1)\) vector, and \( \xi_t := (w'_t, v'_t)' \) is an \((\hat{n} \times 1)\) white noise process, \( \eta_t := (v'_t, 0, \ldots, 0)' \) is an \((nq \times 1)\) random vector, \( \Pi^m := [\Pi^m]' : 0 : \cdots : 0' \) is an \((nq \times n)\) matrix, whose first block is \( \Pi^m \) and other blocks are zero, and

\[
A := \begin{bmatrix} \Phi_1 & \cdots & \Phi_{q-1} & \Phi_q \\ I_n & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & I_n & 0 \end{bmatrix}
\]
is an \((\bar{n} \times nq)\) matrix.

The stochastic properties of systems (3.27)–(3.29) are governed by the random variables \(u_1, \ldots, u_T, v_1, \ldots, v_T, w_1, \ldots, w_T,\) and \(z_0\). We assume that the error random variables \(u_t\) and \(v_t\) for \(t = 1, \ldots, T\) and initial book–to–price ratio \(m_0\) or log book–to–price ratio \(\tilde{m}_0\) are mutually independent, and follow normal distributions, namely,

\[
z_0 \sim \mathcal{N}(\mu_0, \Sigma_0), \quad \xi_t \sim \mathcal{N}(0, \Sigma_{\xi\xi}), \quad w_t \sim \mathcal{N}(0, \Sigma_{ww}), \quad \text{for } t = 1, \ldots, T,
\]

where

\[
\Sigma_{\xi\xi} = \begin{bmatrix} \Sigma_{uu} & \Sigma_{uw} \\ \Sigma_{vu} & \Sigma_{ww} \end{bmatrix}
\]

is an \((\bar{n} \times \bar{n})\) covariance matrix of random error vector \(\xi_t\).

For the rest of the subsection, we review the Kalman filtering for our model, see also Hamilton (1994) and Lütkepohl (2005). For \(t = 0, \ldots, T\), let \(c_t := (y_t', z_t')'\) be a \((\bar{n} + nq) \times 1\) vector, composed of the endogenous variable \(y_t\) and the state vector \(z_t\), and \(\mathcal{F}_t := (\mathcal{F}_0, \Delta_t', \Delta_t, x_t', \ldots, x_t)\) and \(\mathcal{F}_t := (\mathcal{F}_0, b_t', \ldots, b_t', \psi_t', \ldots, \psi_t')\) be a available information at time \(t\) of dividend–paying and non–dividend paying companies, respectively, where \(\mathcal{F}_0 := (B_0, b_1', \ldots, b_T, \psi_1', \ldots, \psi_T)\) is an initial information for dividend–paying companies and \(\mathcal{F}_0 := (B_0, \psi_1', \ldots, \psi_T)\) is an initial information for non–dividend paying companies. Then, system (3.29) can be written in the following form, which only depends on \(z_{t-1}\)

\[
q_t = \begin{bmatrix} y_t \\ z_t \end{bmatrix} = \begin{bmatrix} \Psi_t \Pi_{\pi}^n \xi_{t-1} + \varphi_t \\ \Pi_{\pi}^n \xi_{t-1} \end{bmatrix} + \begin{bmatrix} \Psi_tA \\ A \end{bmatrix} y_{t-1} + \begin{bmatrix} I_n \\ 0 \end{bmatrix} \begin{bmatrix} \Psi_t \\ \Pi_{\pi} \end{bmatrix} \xi_t \quad \text{for } t = 1, 2, \ldots
\]

(3.35)

Because an error random vector \(\zeta_t := (\xi_t', \eta_t')'\) is independent of the information \(\mathcal{F}_{t-1}\), conditional on \(\mathcal{F}_{t-1}\), an expectation of a random vector \(x_t := (y_t, z_t')'\) is obtained by

\[
\begin{bmatrix} y_{t|t-1} \\ z_{t|t-1} \end{bmatrix} = \begin{bmatrix} \Psi_t \Pi_{\pi}^n \xi_{t-1} + \varphi_t \\ \Pi_{\pi}^n \xi_{t-1} \end{bmatrix} + \begin{bmatrix} \Psi_tA \\ A \end{bmatrix} z_{t-1|t-1}
\]

(3.36)

for \(t = 1, \ldots, T\), where \(z_{00} := (\mu_0, \ldots, \mu_0)'\) is an \((nq \times 1)\) initial value, which is consists of the vector \(\mu_0\). If we use the tower property of conditional expectation and the fact that error random variables \(\xi_t\) and \(w_t\) are independent, and an error random vector \(\zeta_t = (\xi_t', \eta_t')'\) is independent of the information \(\mathcal{F}_{t-1}\), then it is clear that

\[
\mathbb{E}((z_{t-1} - z_{t-1|t-1})' \zeta_t | \mathcal{F}_{t-1}) = 0, \quad \mathbb{E}(\zeta_t \eta_t' | \mathcal{F}_{t-1}) = 0,
\]

(3.37)

for \(t = 1, \ldots, T\). Consequently, it follows from equation (3.35) that conditional on \(\mathcal{F}_{t-1}\), a covariance matrix of the random vector \(q_t\) is given by

\[
\Sigma(q_t|t-1) := \text{Cov}(q_t | \mathcal{F}_{t-1}) = \begin{bmatrix} \Sigma(y_t|t-1) & \Sigma(z_t, y_t|t-1)' \\ \Sigma(z_t, y_t|t-1) & \Sigma(z_t|t-1) \end{bmatrix}
\]

(3.38)

for \(t = 1, \ldots, T\), where conditional on \(\mathcal{F}_{t-1}\), a covariance matrix of the state vector \(z_t\) is

\[
\Sigma(z_t|t-1) = A\Sigma(z_{t-1}|t-1)A' + \Sigma_{\eta\eta}
\]

(3.39)

with \(\Sigma_{\eta\eta} := \text{Cov}(\eta_t) = \text{diag}\{\Sigma_{ww}, 0\}\) is an \((nq \times nq)\) matrix, conditional on \(\mathcal{F}_{t-1}\), a variance of the endogenous variable \(y_t\) is

\[
\Sigma(y_t|t-1) := \Psi_t \Sigma(z_t|t-1) \Psi_t' + \Sigma_{\xi\xi}
\]

(3.40)

with \(\Sigma(z_0|0) := \text{diag}\{\Sigma_0, \ldots, \Sigma_0\}\) is \((nq \times nq)\) matrix, which is consists of the covariance matrix \(\Sigma_0\), and conditional on \(\mathcal{F}_{t-1}\), a covariance matrix between the endogenous variable \(y_t\) and the state vector \(z_t\) is

\[
\Sigma(z_t, y_t|t-1) = \Sigma(z_t|t-1) \Psi_t'
\]

(3.41)
As a result, due to equations \((3.36)\) and \((3.39)-(3.41)\), for given \(F_{t-1}\), a conditional distribution of the process \(q_t\) is given by

\[
q_t = \begin{bmatrix} y_t \\ z_t \end{bmatrix} | F_{t-1} \sim \mathcal{N} \left( \begin{bmatrix} y_{t|t-1} \\ z_{t|t-1} \end{bmatrix}, \begin{bmatrix} \Sigma(y_t|t-1) & \Sigma(z_t, y_{t-1}|t-1) \\ \Sigma(z_t, y_{t-1}|t-1) & \Sigma(z_t|t-1) \end{bmatrix} \right) \quad (3.42)
\]

It follows from the well-known formula of the conditional distribution of multivariate random vector and equation \((3.42)\) that a conditional distribution of the state vector \(z_t\) given the endogenous variable \(y_t\) and the information \(F_{t-1}\) is given by

\[
z_t | y_t, F_{t-1} \sim \mathcal{N} \left( z_{t|t-1} + K_t (y_t - y_{t|t-1}), \Sigma(z_t|t-1) - K_t \Sigma(y_{t-1}|t-1) K_t' \right) \quad (3.43)
\]

for \(t = 1, \ldots, T\), where \(K_t := \Sigma(z_t, y_{t-1}|t-1) \Sigma^{-1}(y_{t-1}|t-1)\) is the Kalman filter gain. Therefore, since \(F_t = \{y_t, F_{t-1}\}\), we have

\[
z_{t|t} := E(z_t|F_t) = z_{t|t-1} + K_t (y_t - y_{t|t-1}), \quad t = 1, \ldots, T \quad (3.44)
\]

and

\[
\Sigma(z_t|t) := \text{Cov}(z_t|F_t) = \Sigma(z_t|t-1) - K_t \Sigma(y_{t-1}|t-1) K_t', \quad t = 1, \ldots, T. \quad (3.45)
\]

Because the error random vector \(\zeta_t = (\xi_t, \eta_t)'\) for \(t = T + 1, T + 2, \ldots\) is independent of the full information \(F_T\) and the state vector at time \(t - 1, z_{t-1}\), it follows from equation \((3.29)\) and the tower property of conditional expectation that the Kalman filter’s forecast step is given by the following equations

\[
\begin{bmatrix} y_{t|T} \\ z_{t|T} \end{bmatrix} = \begin{bmatrix} \Psi_t z_{t|T} + \varphi_t \\ A z_{t+1|T} + \Pi_t X_{t-1} \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} \Sigma(y_{t|T}) \\ \Sigma(z_{t|T}) \end{bmatrix} = \begin{bmatrix} \Psi_t \Sigma(z_{t|T}) \Psi_t' + \Sigma_{\xi_t} \\ A \Sigma(z_{t+1|T}) A' + \Sigma_{\eta_t} \end{bmatrix}, \quad t = T+1, T+2, \ldots. \quad (3.46)
\]

The Kalman filtering, which is considered the above provides an algorithm for filtering for the state vector \(z_t\), which is the unobserved variable. To estimate the parameters of our models \((3.27)\) and \((3.28)\), in addition to the Kalman filter, we also need to make inferences about the state vector \(z_t\) for \(t = 1, \ldots, T\) based on the full information \(F_T\), see below. Such an inference is called the smoothed estimate of the state vector \(z_t\). The rest of the section is devoted to developing an algorithm, which is used to calculate the smoothed estimate \(z_{t|T} := E(z_t|F_T)\) for \(t = 0, \ldots, T - 1\).

Conditional on the information \(F_{t+1}\), a conditional distribution of a random vector \((z_{t}, z_{t+1})'\) is given by

\[
\begin{bmatrix} z_{t+1} \\ z_t \end{bmatrix} | F_t \sim \mathcal{N} \left( \begin{bmatrix} z_{t+1|t} \\ z_{t|t} \end{bmatrix}, \begin{bmatrix} \Sigma(z_{t+1}|t) & \Sigma(z_{t+1}, z_t|t) \\ \Sigma(z_t, z_{t+1}|t) & \Sigma(z_t|t) \end{bmatrix} \right) \quad (3.47)
\]

for \(t = 0, \ldots, T - 1\), where \(\Sigma(z_{t}, z_{t+1}|t) := \text{Cov}(z_t, z_{t+1}|F_t)\) is a covariance between state vectors at times \(t\) and \(t + 1\) given the information \(F_t\). It follows from equation \((3.29)\) that the covariance is calculated by \(\Sigma(z_t, z_{t+1}|t) = \Sigma(z_t|t) A'\). If we use the well-known formula of the conditional distribution of multivariate random vector once again, then a conditional distribution of the random state vector at time \(t + 1\) and the information \(F_t\) is given by

\[
z_{t|t} = E(z_t|z_{t+1}, F_T) = z_{t|t} + S_t(z_{t+1|t} - z_{t+1|t}) \quad (3.48)
\]

for \(t = 0, \ldots, T - 1\), where \(S_t := \Sigma(z_t, z_{t+1}|t) \Sigma^{-1}(z_{t+1}|t)\) is the Kalman smoother gain. Because conditional on the state vector \(z_{t+1}\), the state vector at time \(t, z_t\) is independent of an endogenous variable vector \((y_{t+1}, \ldots, y_T)'\), for each \(t = 0, \ldots, T - 1\), it holds \(E(z_t|z_{t+1}, F_T) = E(z_t|z_{t+1}, F_t) = z_{t|t} + S_t(z_{t+1} - z_{t+1|t})\). Therefore, it follows from the tower property of the conditional expectation and conditional expectation in equation \((3.48)\) that the smoothed inference of the state vector \(z_t\) is obtained by

\[
z_{t|T} = E(E(z_t|z_{t+1}, F_T)|F_T) = z_{t|t} + S_t(z_{t+1|T} - z_{t+1|t}) \quad (3.49)
\]
for $t = 0, \ldots, T - 1$. Using equation (3.49) a difference between the state vector $z_t$ and its Kalman smoother $z_t|T$ is represented by

$$z_t - z_t|T = z_t - \left[ z_t + S_t(z_{t+1} - z_{t+1}|t) \right] + S_t(z_{t+1} - z_{t+1}|T).$$

(3.50)

Observe that the square bracket term in the above equation is the conditional expectation of the state vector at time $t$, which is given in equation (3.48). Thus, if we use the conditional covariance matrix of the state vector $z_t$, which is given in equation (3.48) and use the tower property of conditional expectation once more, then we obtain that

$$\Sigma(z_t|T) = \mathbb{E}((z_t - z_t|T)(z_t - z_t|T)'|F_T) = \Sigma(z_t|t) - S_t(\Sigma(z_{t+1}|t) - \Sigma(z_{t+1}|T))S_t'$$

(3.51)

and

$$\Sigma(z_t, z_{t+1}|T) = \mathbb{E}((z_t - z_t|T)(z_{t+1} - z_{t+1}|T)'|F_T) = S_t\Sigma(z_{t+1}|T)$$

(3.52)

for $t = 0, \ldots, T - 1$.

Firstly, let us consider the dividend–paying firm, which is given by system (3.27). In the EM algorithm, one considers a joint density function of a random vector, which is composed of observed variables and state (latent) variables. In our cases, the vectors of observed variables and state variables correspond to the vector of dividend–to–book ratios and economic variables, $y := (y_1, \ldots, y_T)'$, and a vector of price–to–book ratio vectors, $m := (m_0', m_L')'$, respectively. Interesting usages of the EM algorithm in econometrics can be found in Hamilton (1990) and Schneider (1992). Let us denote the joint density function by $f_{\Delta, m}(\Delta, m)$. The EM algorithm consists of two steps.

In the expectation (E) step of the EM algorithm, one has to determine the form of an expectation of log of the joint density given the full information $F_T$. We denote the expectation by $\Lambda(\theta|F_T)$, that is, $\Lambda(\theta|F_T) := \mathbb{E}(\ln(f_{y,m}(y, m))|F_T)$. For our model (3.27), one can show that the expectation of log of the joint density of the vectors of the observed variables $y$ and the vector of the price–to–book ratio vectors $m$ is

$$\Lambda(\theta|F_T) = -\frac{(n + n + 1)T}{2} \ln(2\pi) - \frac{T}{2} \ln(|\Sigma_{xx}|) - \frac{T}{2} \ln(|\Sigma_{ww}|) - \frac{1}{2} \ln(|\Sigma_0|)$$

$$- \frac{1}{2} \sum_{t=1}^{T} \mathbb{E}\left[u_t'\Omega_{w'u_t}|F_T\right] - \frac{1}{2} \sum_{t=1}^{T} \mathbb{E}\left[u_t'\Omega_{w've}|F_T\right] - \frac{1}{2} \sum_{t=1}^{T} \mathbb{E}\left[u_t'\Omega_{ve}v_t|F_T\right]$$

$$- \frac{1}{2} \sum_{t=1}^{T} \mathbb{E}\left[u_t'\Sigma_{w'u_t}|F_T\right] - \frac{1}{2} \mathbb{E}\left[(\tilde{m}_0 - \mu_0)'\Sigma_0^{-1}(\tilde{m}_0 - \mu_0)|F_T\right],$$

(3.53)

where $\theta := (\text{vec}(A_0^k)', \mu_0', \text{vec}(\Phi)', \text{vec}(\Pi^w)', \text{vec}(\Pi^w)', \text{vech}(\Sigma_{xx})', \text{vech}(\Sigma_{w'u})', \text{vech}(\Sigma_{ww})', \text{vech}(\Sigma_0)')'$ is a $(|n|l + q + q + nq) + \tilde{n}(l + \tilde{n}p) + (\tilde{n}(\tilde{n} + 1) + n(n + 1) + nq(nq + 1))/2 \times 1$ vector, which consists of all parameters of the model (3.27), $\Omega_{w'u}, \Omega_{w'v}, \Omega_{ww},$ and $\Omega_{ve}$ are the partitions of the matrix $\Sigma_{\xi\xi}^{-1}$, corresponding to the random vector $\xi_t = (u_t', v_t')'$,

$$u_t = \Delta_t + \text{diag}\{i_n + b_t\} m_t - \text{diag}\{i_n + A_0^k \psi_t\} m_{t-1}$$

$$= \Delta_t + M_t(i_n + b_t) - M_{t-1}(i_n + A_0^k \psi_t),$$

(3.54)

$$v_t = x_t - \Pi^w X_{t-1},$$

(3.55)

and

$$w_t = m_t - \Phi z_{t-1} - \Pi^w X_{t-1}$$

(3.56)

are the $(n \times 1), (\ell \times 1), (n \times 1)$ white noise processes, respectively, and $M_t := \text{diag}\{m_t\}$ is an $(n \times n)$ diagonal matrix, whose diagonal elements are $m_{tt}$. 
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In the maximization (M) step of the EM algorithm, we need to find a maximum likelihood estimator \( \hat{\theta} \) that maximizes the expectation, which is determined in the E step. According to equation (3.55), the white noise process \( u_t \) can be written by

\[
u_t = \Delta_t + M_t(i_n + b_t) - M_{t-1}i_n - (\psi'_t \otimes M_{t-1})a^k_0
\]

where \( a^k_0 := \text{vec}(A^0_t) \) is a vectorization of the matrix \( A^0_t \). As a result, a partial derivative of the log–likelihood function with respect to the parameter \( a^k_0 \) is given by

\[
\frac{\partial \Lambda(\theta|F_T)}{\partial (a^k_0)^T} = \sum_{t=1}^T \mathbb{E} \left[ \left( u'_t \Omega_{uu} + u'_t \Omega_{uv} \right) (\psi'_t \otimes M_{t-1}) \right] F_T.
\]

Let \( J_m := [I_n : 0 : \cdots : 0] \) be \((n \times nq)\) matrix, whose first block matrix is \( I_n \) and other blocks are zero, \( z_{t-1,t-1}|T := \mathbb{E}[z_{t-1}|T] = \Sigma(z_{t-1}|T) + z_{t-1}|T z'_{t-1}|T \) be an \((n \times nq)\) smoothed matrix, and \( z_{t-1,t}|T := \mathbb{E}[z_{t-1}z'_t|T] = S_{t-1} \Sigma(z_{t-1}|T) + z_{t-1}|T z'_{t}|T \) be an \((n \times nq)\) smoothed matrix, see equation (3.52). The matrix \( J_m \) can be used to extract the smoothed inference vector \( m_{t}|T \) and smoothed inference matrices \( m_{t-1,t-1}|T := \mathbb{E}[m_{t-1}m'_{t-1}|T] \) and \( m_{t,t-1}|T := \mathbb{E}[m_{t-1}m'_{t}|T] \) from the smoothed inference vector \( z_{t}|T \) and smoothed inference matrices \( z_{t-1,t-1}|T := \mathbb{E}[z_{t-1}z'_t|T] \) and \( z_{t-1,t}|T := \mathbb{E}[z_{t-1}z'_{t}|T] \), that is, \( m_{t}|T = J_m z_{t}|T \), \( m_{t-1,t-1}|T = J_m z_{t-1}z'_{t}|T \), \( m_{t,t-1}|T = J_m z_{t-1}z'_{t}|T \), and \( m_{t-1,t}|T = J_m z_{t-1}z'_{t-1}|T \).

Since for all \( a, b \in \mathbb{R}^n \) vectors and \( C \in \mathbb{R}^{n \times n} \) matrix, \( \text{diag}(a)C\text{diag}(b) = C \odot (ab') \), it follows from above equation (3.59) that a ML estimator of the parameter \( a^k_0 \) is obtained by the following equation

\[
\hat{a}^k_0 := \left( \sum_{t=1}^T \left( \psi'_t \otimes \left[ \Omega_{uu} \odot (J_m z_{t-1}z'_{t-1}|T J_m') \right] \right) \right)^{-1} \times \sum_{t=1}^T \left( \psi_t \otimes \text{diag}(J_m z_{t-1}|T) \left( \Omega_{uu} \Delta_t + \Omega_{uv} (x_t - \Pi^t X_{t-1}) \right) \right)
\]

\[
+ \left( \Omega_{uu} \odot (J_m z_{t-1,t-1}|T) \right) (i_n + b_t) - \left( \Omega_{uu} \odot (J_m z_{t-1,t-1}|T) \right) i_n \right).
\]

Due to equation (3.56), white noise process \( v_t \) is represented by \( v_t = x_t - (X'_{t-1} \otimes I_n)^{\pi_x} \), where \( \pi_x := \text{vec}(\Pi^x) \) is a vectorization of the matrix \( \Pi^x \). Consequently, a partial derivative of the log–likelihood function with respect to the parameter \( \pi^x \) is given by

\[
\frac{\partial \Lambda(\theta|F_T)}{\partial (\pi^x)^T} = \sum_{t=1}^T \mathbb{E} \left[ \left( u'_t \Omega_{uv} + u'_t \Omega_{uu} \right) X_{t-1} \otimes I_n \right] F_T.
\]

Let \( \bar{z}_{t-1}|T := [z_{t-1}|T : \cdots : z_{T-1}|T] \) be an \((nq \times T)\) smoothed inference matrix and \( \bar{z}_{t-1}|T := [z_{0}|T : \cdots : z_{T-1}|T] \) be an \((nq \times T)\) smoothed inference matrix, which is backshifted the matrix \( \bar{z}_{t-1}|T \) by one period. After some manipulation, we obtain an ML estimator of the parameter \( \Pi^x \)

\[
\hat{\Pi}^x := \left( \bar{x} + \Omega^{-1}_{uv} \Omega_{uu} \left( \bar{L} + (J_m \bar{z}_{t-1}|T) \otimes (i_n \otimes i'_T + \bar{b}) \right) \right)^{-1} \left( (J_m \bar{z}_{t-1}|T) \otimes (i_n \otimes i'_T + A^k_0 \bar{y}) \right) \bar{X}(\bar{X}' \bar{X})^{-1}.
\]

Because of equation (3.57), white noise process \( w_t \) is represented by \( w_t = J_m z_t - \Phi z_{t-1} - (X'_{t-1} \otimes I_n)^{\pi'} \), where \( \pi' := \text{vec}(\Pi^m) \) is a vectorization of the matrix \( \Pi^m \). Therefore, a partial derivative of the log–likelihood function with respect to the parameter \( \pi^m \) is given by

\[
\frac{\partial \Lambda(\theta|F_T)}{\partial (\pi^m)^T} = \sum_{t=1}^T \mathbb{E} \left[ w'_t \Omega_{ww} (X'_{t-1} \otimes I_n) \right] F_T.
\]
From the above equation, it can be shown that an ML estimator of the parameter $\Pi^m$ is given by

$$\hat\Pi^m := (J_m \hat{z}_{t:T} - \Phi \hat{z}_{t-1:T}) \hat{X}'(\hat{X}X)'^{-1}. \quad (3.64)$$

According to equation (3.57), white noise process $w_t$ is represented by $w_t = J_m z_t - (z'_{t-1} \otimes I_n) \phi - \Pi^m X_{t-1}$, where $\phi := \text{vec}(\Phi)$ is a vectorization of the matrix $\Phi$. Therefore, a partial derivative of the log–likelihood function with respect to the parameter $\phi$ is given by

$$\frac{\partial \Lambda(\theta)}{\partial \phi'} = \sum_{t=1}^T \mathbb{E}\left[w_t \Omega_{ww}(z'_{t-1} \otimes I_n) | F_T\right]. \quad (3.65)$$

Since $(z_{t-1} \otimes I_n) \Sigma^{-1}_w J_m z_t = \text{vec}(\Sigma'_{ww} J_m z_t z'_{t-1}) = (z_{t-1} z'_{t-1} J'_m \otimes \Sigma^{-1}_w) \text{vec}(I_n)$, after some manipulation, we arrive at an ML estimator of the parameter $\Phi$

$$\hat{\Phi} := \left( \sum_{t=1}^T J_m z'_{t-1}, t | T - \Pi^m X z'_{t-1}| T \right) \left( \sum_{t=1}^T z_{t-1}, t | T \right)^{-1}. \quad (3.66)$$

where $J_m := [I_n : 0]$ is an $(n \times nq)$ matrix, whose first block matrix is $I_n$ and other blocks equal zero.

For estimators of the covariance matrices $\Sigma_{m}$, $\Sigma_{ww}$, and $\Sigma_0$, the following formulas holds

$$\hat{\Sigma}_{\xi\xi} := \frac{1}{T} \sum_{t=1}^T \mathbb{E}[\xi_t \xi'_t | F_T] = \frac{1}{T} \sum_{t=1}^T \left[ \mathbb{E}[u_t u'_t | F_T] \mathbb{E}[v_t v'_t | F_T] \mathbb{E}[v_t v'_t | F_T] \right], \quad (3.67)$$

$$\hat{\Sigma}_{ww} := \frac{1}{T} \sum_{t=1}^T \mathbb{E}[w_t w'_t | F_T], \quad \text{and} \quad \hat{\Sigma}_0 := \Sigma(z_0 | T). \quad (3.68)$$

To calculate the conditional expectations $\mathbb{E}(\xi_t \xi'_t | F_T)$ and $\mathbb{E}(w_t w'_t | F_T)$, observe that the random error processes at time $t$ of the log book value growth rate process and the log multiplier process can be represented by

$$u_t = u_{t|T} - \Psi_{\Delta,t}(z_t - z_{t|T})$$
$$v_t = x_t - \Pi^X z_{t-1}$$
$$w_t = w_{t|T} + J_m(z_t - z_{t|T}) - \Phi(z_{t-1} - z_{t-1|T}). \quad (3.69)$$

where $\Psi_{\Delta,t} := [-\text{diag}\{i_n + b_1\} : \text{diag}\{i_n + A_0^k \psi_t\} : 0 : \cdots : 0]$ is an $(n \times nq)$ matrix and its third to $q$-th block matrices are zero. Therefore, as $v_t$, $u_{t|T}$, and $v_{t|T}$ are measurable with respect to the full information $F_T$ (known at time $T$), it follows from equations (3.69) that

$$\mathbb{E}(u_t u'_t | F_T) = u_{t|T} u'_{t|T} + \Psi_{\Delta,t} \Sigma(z_t | T) \Psi'_{\Delta,t}, \quad \mathbb{E}(v_t v'_t | F_T) = v_{t|T} v'_{t|T}, \quad \mathbb{E}(v_t v'_t | F_T) = v_{t|T} v'_t, \quad (3.70)$$

and

$$\mathbb{E}(w_t w'_t | F_T) = w_{t|T} w'_{t|T} + J_m(z_t | T) J'_m + \Phi(z_{t-1} | T) \Phi' - J_m(z_t | T) S'_{t-1} \Phi - \Phi S_{t-1} \Sigma(z_t | T) J'_m. \quad (3.71)$$

If we substitute equation (3.70) into (3.67), then under suitable conditions the zig–zag iteration that corresponds to equations (3.36), (3.39), (3.40), (3.44), (3.45), (3.49), (3.51), (3.60), (3.62), (3.64), and (3.66)–(3.68) converges to the maximum likelihood estimators of our log private company valuation model.

Now we consider the non–dividend paying companies. For the non–dividend paying companies, their white noise process $u_t$ is given by

$$u_t = \tilde{b}_t - A_0^k \psi_t + J_m(z_t - z_{t-1}). \quad (3.72)$$
In a similar manner as the public companies, it can be shown that ML estimators of the parameters \( \hat{A}_0^k \) and \( \hat{\Pi}^x \) are obtained by the following equations

\[
\hat{A}_0^k := \left( \bar{\hat{b}} + J_m(\bar{z}_{1|T} - \bar{z}_{-1|T}) + \Omega_{uv}^{-1}\Omega_{uv}^u(\bar{x} - \bar{\Pi}^x \bar{X}) \right) \bar{\psi}'(\bar{\psi}')^{-1}
\]  \hspace{1cm} (3.73)

and

\[
\hat{\Pi}^x := \left( \bar{x} + \Omega_{uv}^{-1}\Omega_{uu}^u(\bar{b} - A_0^k \bar{\psi} + J_m(\bar{z}_{1|T} - \bar{z}_{-1|T})) \right) \bar{X}'(\bar{X}\bar{X})^{-1}.
\]  \hspace{1cm} (3.74)

Since \( u_t = u_{|T} - \Psi_{b,t}(z_t - z_{|T}) \), where \( u_{|T} = \hat{b}_t - A_0^k \bar{\psi}_t + J_m(z_{|T} - z_{t-1|T}) \) is an \((n \times 1)\) smoothed white noise process and \( \Psi_{b,t} := [-I_n : I_n : 0 : \cdots : 0] \) is an \((n \times nq)\) matrix, whose third to \( q \)-th block matrices are zero, one finds that

\[
\mathbb{E}(u_t u_t'|F_T) = u_{|T}u_{|T}' + \Psi_{b,t} \Sigma(z_{|T}) \Psi_{b,t}'.
\]  \hspace{1cm} (3.75)

Using the same method as the dividend–paying company, one can obtain other ML estimators. The other ML estimators of parameters of the non–dividend paying company are given by equations (3.73)–(3.75).

Let us suppose that the parameter estimation of our model is obtained. Then, a smoothed inference of the market value process at time \( t \) of the private company is calculated by the following formula

\[
V_{i|T} = m_{i|T} B_t, \hspace{0.5cm} t = 0, 1, \ldots, T,
\]  \hspace{1cm} (3.76)

where \( m_{i|T} = \exp\{\tilde{m}_{i|T}\} \) is a smoothed multiplier vector at time \( t \). Also, an analyst can forecast the market value process of the private company by using equations (3.46) and (3.76).

4 Numerical Results

We start by applying the estimation method for parameter estimation of our model, see Section 3.4. For means of illustration, we have chosen three companies from different sectors (Healthcare, Financial Services, and Consumer), listed in the S&P 500 index. In order to increase the number of price and dividend observation points, we take quarterly data instead of yearly data. Our data covers a period from Q1 1990 to Q3 2021. That leads to \( T = 127 \) observations for Johnson & Johnson, PepsiCo, and JPMorgan. All quarterly price and dividend data have been collected from Thomson Reuters Eikon.

The dividends of the selected companies have different patterns. In particular, JPMorgan cut its dividend by a huge amount due to the 2008/2009 financial crises, and the other companies have continuously increasing dividend dynamics, which are not affected by the 2008/2009 financial crises. For our model, we assume for all companies, that a default never occurs.

We present estimations of the parameters for the selected companies in Table 1. The 2–9th rows of Table 1 correspond to the required rate of returns of the companies modeled by the regime–switching process with three regimes and the 10–13th rows of the same Table correspond to the required rate of returns of the companies take constant values (the regime–switching process takes one regime).

In order to obtain estimations of the parameters, which correspond to the 2–9th rows of Table 1 we assume that the regime–switching process \( s_t \) follows a Markov chain with three regimes, namely, up regime (regime 1), normal regime (regime 2), and down regime (regime 3) and we use equations (2.21)–(2.25). Since explanations are comparable for the other companies, we will give explanations only for PepsiCo. In the 2nd row of Table 1, we provide estimations of the parameters \( \tilde{k}(1), \tilde{k}(2), \tilde{k}(3) \). For PepsiCo, in regimes 1, 2, and 3, estimations of the required rate of return are 19.44%, 3.37%, and –20.86%, respectively. For example, in the normal regime, the required rate of return of PepsiCo could be 2.89% on average.

The 3–5th rows of Table 1 correspond to the transition probability matrix \( P \). For the selected companies, their transition probability matrices \( P_s \) are ergodic, where ergodic means that one of the
eigenvalues of $P$ is unity and that all other eigenvalues of $P$ are inside the unit circle, see Hamilton (1994). From the 3rd row of Table 1 one can deduce that if the required rate of return of PepsiCo is in the up regime then in the next period, it will switch to the normal regime with a probability of 0.814 or the down regime with a probability of 0.186 because it can not be in the up regime due to zero probability. If the required rate of return of PepsiCo is in the normal regime, corresponding to row 4 of the Table, then in the next period, it can not switch to the up regime because of zero probability, the normal regime with a probability of 0.962, or the down regime with a probability of 0.038. Finally, if the required rate of return of PepsiCo is in the down regime then in the next period, it will switch to the up regime with a probability of 0.840 or the down regime with a probability of 0.160 due to the normal regime’s zero probability, see 5th row of the same Table.

We provide the average persistence times of the regimes in the 6th row of Table 1. The average persistence time of the regime $j$ is defined by $\tau_j := 1/(1 - p_{jj})$ for $j = 1, 2, 3$. From Table 1, one can conclude that up, normal, and down regimes of PepsiCo’s required rate of return will persist on average for 1.0, 25.6, and 1.3 quarters, respectively.

In the 7th row of Table 1, we give ergodic probabilities $\pi$ of the selected companies. Ergodic probability vector $\pi$ of an ergodic Markov chain is defined from an equation $P\pi = \pi$. The ergodic probability vector represents long–run probabilities, which do not depend on the initial probability vector $\rho = \pi\|0$. After sufficiently long periods, the required rate of return of PepsiCo will be in the up regime with a probability of 0.042, the normal regime with a probability of 0.908, or the down regime with a probability of 0.050, which are irrelevant to initial regimes.

The 8th row of Table 1 is devoted to long–run expectations of the required rate of returns of the selected companies. The long–run expectation of the required rate of return is defined by $k_\infty := \lim_{t \to \infty} E(k(s_t))$. For PepsiCo, it equals 2.83%. So that after long periods, the average required rate of return of PepsiCo converges to 2.83%.

| Row | Prmtrs | Johnson & Johnson | PepsiCo | JPMorgan |
|-----|--------|-------------------|---------|----------|
| 2.  | $k(j)$ | 14.88% 3.30% -22.41% | 19.44% 3.37% -20.86% | 41.42% 2.79% -45.85% |
| 3.  | $P$    | 0.000 1.000 0.000 | 0.000 0.814 0.186 | 0.193 0.807 0.000 |
| 4.  | $\tau_j$ | 0.036 0.937 0.027 | 0.000 0.962 0.038 | 0.007 0.954 0.039 |
| 5.  | $\pi$  | 0.756 0.000 0.244 | 0.840 0.000 0.160 | 1.000 0.000 0.000 |
| 6.  | $\sigma_3$ | 1.000 15.79 1.322 | 1.000 26.60 1.191 | 1.239 21.60 1.000 |
| 7.  | $\sigma_1$ | 0.058 0.910 0.033 | 0.042 0.908 0.050 | 0.052 0.912 0.035 |
| 8.  | $k_\infty$ | -3.12% 2.83% | 2.83% 3.09% |
| 9.  | $\sigma_1$ | 0.064 0.070 | 0.124 |
| 10. | $k$    | 3.14% 2.84% | 3.08% |
| 11. | $k_L$  | 1.66% 1.18% | -0.06% |
| 12. | $k_U$  | 4.62% 4.50% | 6.23% |
| 13. | $\sigma_1$ | 0.084 0.094 | 0.178 |

In the 9th row of Table 1, we present parameter estimations of standard deviations of the error random variables $u_t$ for the selected companies. For PepsiCo, the parameter estimation equals 0.079. The 13th row of Table 1 corresponds to the parameter estimations of standard deviations, in which the required rate of returns of the companies are modeled by regime–switching process with one regime. For PepsiCo, the parameter estimation equals 0.094, where we used equation (??). As we compare the 9th row and 13th row of the Table, we can see that the estimations that correspond to the regime–switching process with three regimes are lower than the ones that correspond to the regime–switching process with one regime.

Finally, the log required rate of returns estimation at time Q3 2021 of the firms are presented in row ten of the Table, while the corresponding 95% confidence intervals are included in rows 11
and 12 below. To calculate the log required rate of returns estimation and confidence bands, we used equations (2.41)/(2.42) and (2.47). The Table further illustrates average log returns (2.84% for PepsiCo) and the return variability, as the return is supposed to lie within the (1.18%, 4.50%) interval with a 95% probability. It is worth mentioning that as calculations are based on the log required rate of return, we should convert them to the required rate of return using the formula $k_i = \exp\{\tilde{k}_i\} - 1$ for each company, see equation (2.48). In particular, for PepsiCo company, its point estimation of the required rate of return is $k_2 = \exp\{2.84\%\} - 1 = 2.88\%$ and 95% confidence interval is $(\exp\{1.18\%\} - 1, \exp\{4.50\%\} - 1) = (1.18\%, 4.60\%)$. Also, note that since the required rate of return estimation expresses the average quarterly return of the companies, we can convert them yearly based using the formula $(1 + k)^4 - 1$.

For the selected firms, it will be interesting to plot the probabilistic inferences with the log return series. For each period $t = 1, \ldots, T$ and each firm, the probabilistic inferences are calculated by equation (2.21) and the log return series are calculated by the formula $\tilde{k}_t := \ln\left(\frac{P_t + d_t}{P_{t-1}}\right)$. In Figure 1, we plotted the resulting series as a function of period $t$. In Figure 1, the left axis corresponds to the return series, while the right axis corresponds to the probabilistic inference series for each company.

From the Figure, and the 9th and 13th rows of Table 1, we can deduce that the regime–switching processes with three regimes are suited to explain the required rate of return series as compared to the regime–switching processes with one regime.
From the Figure, we may expect that the log required rate of returns of the companies follow conditional heteroscedastic models. By using Eviews 12 the econometric program, one can conclude that the log required rate of returns of Johnson & Johnson and PepsiCo, which are demeaned by intercepts are white noise processes, while the log required rate of return of JPMorgan can be modeled by AR(0)–ARCH(1) process, namely,
\[
\tilde{k}_{3,t} = 0.022 + \xi_{3,t}, \quad \xi_{3,t} = \sigma_{3,t} \varepsilon_{3,t}, \quad \sigma_{3,t}^2 = 0.015 + 0.616\xi_{3,t}^2.
\]
Because the coefficient of $\xi_{3,t}$ of the above equation lies in an interval $[0, 1)$, the log required rate of return process of JPMorgan is covariance stationary process, see McNeil et al. (2005).

Finally, let us consider the Bayesian estimator of the companies’ log required rate of returns. Since each of the log required rate of return processes are covariance stationary, we take $\delta_i = 0$ for $i = 1, 2, 3$. By using Akaike’s and Schwartz’s information criterion, we deduce that for the three companies, an order of simple VAR($p$) process is $p = 1$. For this reason, we choose an order of Bayesian VAR($p$) process by $p = 1$. Observe that because of the fact that all companies’ log required rate of returns are covariance stationary, the prior expectation matrix $\Pi_0$ equals zero, i.e., $\Pi_0 = 0$. Since each company’s log required rate of return follows AR(0) process, for each $i = 1, 2, 3$, we estimate the parameter $\sigma_i^2$ by the sample variance $s_i^2 = \frac{1}{T} \sum_{t=1}^{T} (k_{i,t} - \bar{k}_i)^2$, where $\bar{k}_i = \frac{1}{T} \sum_{t=1}^{T} k_{i,t}$ is the sample mean of $i$–th company’s log required rate of return. To obtain the Bayesian estimator, we need to define the other hyperparameters: $\lambda_1 = 5^2$, $\lambda_2 = 0.2^2$, $v_0 = n + 2 = 5$, and $V_0 = \text{diag}(s_1^2, s_2^2, s_3^2)$. By using equations (2.65) and (2.66), we obtain the Bayesian estimators, which are given in Table 2 of the parameters $\Pi$ and $\Sigma$.

|              | $\Pi_{i\mid T}$ | $\Sigma_{i\mid T}$ |
|--------------|-----------------|--------------------|
| Johnson & Johnson | 0.0311 | -0.0034 | -0.0436 | 0.0175 | 0.0109 | 0.0061 | 0.0047 |
| PepsiCo      | 0.0294 | 0.1246 | -0.2111 | -0.0320 | 0.0061 | 0.0117 | 0.0093 |
| JPMorgan     | 0.0299 | 0.1205 | 0.1007 | -0.1968 | 0.0047 | 0.0093 | 0.0449 |

It should be noted that by applying the results in Table 2 and the Gibbs sampling method, which is mentioned before in Section 2.2, one may make inferences about the parameters and forecasts of the log required rate of returns of the companies.

5 Conclusion

The most popular practical method, which is used to estimate the required rate of return on equity is the CAPM. However, the CAPM is sensitive to its inputs. Therefore, in this paper, instead of the traditional CAPM and its descendant versions, we introduce new estimation methods, covering the ML methods with regime–switching, the Bayesian method, and the Kalman filtering to estimate the required rate of return on equity.

The required rate of return on equity has some practical applications. For example, in addition to its usage in stock valuation, it is an ingredient of the WACC. If a company is financed by liabilities, which are publicly traded in the exchanges, one can estimate the required rate of return on debtholders using the suggested methods. In this case, one can estimate the WACC of a company.

In practice, the market price of liability (debt) equals a sum of payments of the liability discounted at the market interest rate, see, e.g., Brealey et al. (2020). In this paper, we introduce a simple method that evaluates the market values of liabilities. The method covers not only individual liabilities in the balance sheet but also whole liabilities in the balance sheet.

Our purpose is to estimate the required rate of return on equity. However, the suggested methods can be used to estimate other significant parameters of the private company valuation model.
particular, we estimate price–to–book ratio vector by the ML method with regime–switching and the Bayesian method, and state (unobserved and latent) variable process of price–to–book ratio by the Kalman filtering method. For the Kalman filtering method, we develop the EM algorithm. If we know the book values of the next periods, then one may use forecasting inferences of the state variable to value a company in the next periods.

Future research works should concentrate on extending the private company valuation model with state variable by state–space model with regime–switching, see Kim (1994).
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