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Abstract. A new algorithm for the determination of the relative convex hull in the plane of a simple polygon $A$ with respect to another simple polygon $B$ which contains $A$, is proposed. The relative convex hull is also known as geodesic convex hull, and the problem of its determination in the plane is equivalent to find the shortest curve among all Jordan curves lying in the difference set of $B$ and $A$ and encircling $A$. Algorithms solving this problem known from Computational Geometry are based on the triangulation or similar decomposition of that difference set. The algorithm presented here does not use such decomposition, but it supposes that $A$ and $B$ are given as ordered sequences of vertices. The algorithm is based on convex hull calculations of $A$ and $B$ and of smaller polygons and polylines, it produces the output list of vertices of the relative convex hull from the sequence of vertices of the convex hull of $A$.
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1 Introduction

The relative convex hull (RCH), also called geodesic convex hull, recently has received increasing attention in Computational Geometry [25], in particular related to shortest path problems which appear in a variety of applications as in robotics, industrial manufacturing, networking, or processing of geographical data [26],[13]. It was earlier defined in the context of Digital Geometry and Topology and their applications in Digital Image Analysis, where the RCH and related structures based on geodesic metrics have been proposed as approximations of digital curves and surfaces and for multi-grid convergent estimations of curve length or surface area [20],[9],[10],[22],[23],[8],[11],[1],[2],[17],[28],[27].

The convex hull of a set $S$ in the Euclidean space is obtained by filling up $S$ with all points lying on straight line segments having end points in $S$. If $S$ is contained in another set $T$, to construct the RCH of $S$ with respect to $T$, points lying on straight line segments with end points in $S$ are added whenever these segments already belong to $B$. 
In the Euclidean plane and for sets \( S \subset T \), the RCH of \( S \) with respect to \( T \), denoted by \( CH_T(S) \), is obtained by allocating a tight thread around \( A \) but within \( B \), see Figure 1a). In this paper we study the RCH for simple polygons \( S, T \). In [2], the RCH was considered for the more general situation where \( S \) is a finite point set and \( T \) is a polygonal domain. A distinct definition of RCH applies to disjoint simple polygons \( S, T \), then \( CH_T(S) \) is the weakly simple polygon formed by the shortest closed polygonal path without self-crossings which circumscribes \( S \) but excludes \( T \) [26], see Figure 1b).

Under special conditions for the polygons \( S, T, S \subset T \), the RCH coincides with the Minimum Perimeter Polygon (MPP) of \( S \) with respect to \( T \), also called the Minimum Length Polygon (MLP), whose frontier is the shortest Jordan curve among all Jordan curves which circumscribe \( S \) but are contained in \( T \) [8],[22],[23]. The MPP was first defined for polygons \( S, T \) which are point set unions of cell complexes within plane mosaics modelling the digital plane where the pixels are identified with convex not necessarily uniform tiles [18],[20],[19],[21], see Figure 1c). These polygons \( S, T \) are constructed as the Inner and Outer Jordan digitization of a subset of the Euclidean plane which is the interior of a given Jordan curve \( \gamma \). For the digital plane modeled by the standard quadratic complex where all pixels are grid squares of the same size, \( S, T \) are isothetic simple polygons and \( (T \setminus S) \) is a union of grid squares called grid continuum, see Figure 1d). In this case, the length of the frontier of the RCH is a multi-grid convergent estimator of the length of the Jordan curve \( \gamma \) [8],[22],[23]. Several efficient MLP algorithms are known, for example the corrected version of [6] in [11], and [15], but these can be applied only to digital continua or polyominoes.

In this paper we propose a novel algorithm for the determination of the ordered list of all vertices of the RCH, for the general situation of given simple plane polygons \( A, B \) such that \( A \subset B \). The algorithm does not use previous triangulation or similar decompositions. Each input polygon is given as ordered set of its vertices. Our algorithm adopts some basic ideas of the algorithm published in [4] but presents essential corrections and improvements. A preliminary version of our algorithm was developed in [16].
2 Preliminaries

Recall that a non-empty set $S \subset \mathbb{R}^2$ is convex if for any $p, q \in S$, the straight line segment $pq$ is contained in $S$, where $pq$ is the set of all points $r = \lambda_1p + \lambda_2q$ such that $\lambda_1, \lambda_2 \in \mathbb{R}$, $\lambda_1, \lambda_2 \geq 0$, $\lambda_1 + \lambda_2 = 1$. The convex hull of $S$ denoted by $CH(S)$, is the intersection of all convex sets which contain $S$. Equivalently, $CH(S)$ is the set of all points which belong to straight line segments with end points in $S$. For basic topological notions we refer to [14], we will denote the (topological) interior of $S$ by $int(S)$ and its frontier by $fr(S)$. A non-convex set is distinct from its convex hull via the presence of holes or cavities: Any bounded connected component of $(\mathbb{R}^2 \setminus S)$ is a hole of $S$. The closure of any connected component of $(CH(S) \setminus S)$ which is not a hole of $S$, is a cavity of $S$.

![Fig. 2.](image)

A curve $\gamma = \{f(s) = (x(s), y(s)) \in \mathbb{R}^2 : s \in [0, 1]\}$ ($f : [0, 1] \rightarrow \mathbb{R}^2$ continuous), is closed if $f(0) = f(1)$, simple if for any $s, t \in [0, 1]$ such that $0 \leq s < t < 1$ it follows $f(s) \neq f(t)$; $\gamma$ is a Jordan curve if it is simple and closed. A Jordan curve $\gamma$ separates the plane into two uniquely defined open disjoint regions: the interior of the Jordan curve is bounded and encircled by $\gamma$, and the exterior of the Jordan curve is not bounded [14]. A curve is named polyline if there exists a finite sequence of points $\{s_0, s_1, s_2, \ldots, s_k\}$, with $0 = s_0 < s_1 < s_2 < \cdots < s_k = 1$ such that all curve segments $\{f(s) : s_i \leq s \leq s_{i+1}\}$ ($i = 0, 1, \cdots, k-1$) are straight line segments. The points $\{s_0, s_1, s_2, \cdots, s_k\}$ are named vertices whenever no three consecutive points are collinear. A polyline is uniquely determined by the sequence of its vertices. A closed polyline corresponds to a closed curve, a simple polyline is a simple curve. A vertex $p$ of a polyline $\gamma$ is called extreme vertex if its $x$-coordinate is extreme (that is, maximal or minimal) among the $x$-coordinates of all vertices of $\gamma$ or, if its $y$-coordinate is extreme among all $y$-coordinates of vertices of $\gamma$. Any extreme vertex of a polyline $\gamma$ is a vertex of the convex hull $CH(\gamma)$. A simple polygon is defined as any non-empty bounded closed set $P \subset \mathbb{R}^2$ whose frontier forms a simple closed polyline.
Lemma 1. \( (i) \) \( (ii); (iii) \) follows from \( (ii) \) and since \( B \) belongs to some straight line segment with end points \( a, b \). 
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3 Definition and Properties of the Relative Convex Hull

Definition 1. Let \( A, B \subset \mathbb{R}^n \) be non-empty sets such that \( A \subseteq B \). Then \( A \) is called \( B \)-convex if any straight line segment lying in \( B \) whose both end points belong to \( A \), is contained in \( A \). The relative convex hull of \( A \) with respect to \( B \), denoted by \( CH_B(A) \), is defined as the intersection of all \( B \)-convex sets which contain \( A \).

It is evident that each set \( A \) is \( A \)-convex, and that if \( A \) is convex and \( A \subset B \) then \( A \) also is \( B \)-convex. The following properties can be derived from the definitions of \( CH(A) \) and \( CH_B(A) \):

Lemma 1. \( (i) \) \( A \subset CH_B(A) \subset B \), \( B \) is the largest \( B \)-convex set which contains \( A \) whereas \( CH_B(A) \) is the smallest such set.
\( (ii) \) \( CH_B(A) \subset CH(A) \).
\( (iii) \) \( A \) is convex if and only if \( CH_B(A) = CH(A) = A \).
\( (iv) \) \( CH(A) \subset B \) if and only if \( CH_B(A) = CH(A) \).
\( (v) \) If \( B \) is convex then \( CH_B(A) = CH(A) \).

Proof. The definitions and constructions of \( CH(A) \) and \( CH_B(A) \) imply \( (i) \) and \( (ii) \); \( (iii) \) follows from \( (ii) \) and since \( A \) is convex if and only if \( CH(A) = A \). 
\( (iv) \) Suppose \( CH(A) \subset B \). Because of \( (ii) \), only \( CH(A) \subset CH_B(A) \) remains to be proved. Let \( p \in CH(A) \) and \( M \subset B \) be any \( B \)-convex set containing \( A \). We have to prove that \( p \in M \). For \( p \in A \) this is trivial, so assume \( p \notin A \). Since \( CH(A) \) is the set of all straight line segments having end points in \( A \), \( p \) belongs to some straight line segment with end points \( a, b \in A \). But then \( a, b \)
belong also to $M \subset B$. The segment $\overline{ab}$ is contained in $CH(A)$ and hence, by the hypothesis, to $B$. Since $M$ is $B$-convex, $p \in \overline{ab} \subset M$ which completes the proof of $CH_B(A) = CH(A)$. On the other hand, $CH_B(A) = CH(A)$ means in particular that $CH(A)$ is contained in each $B$-convex set which contains $A$, but $B$ is such a set, implying $CH(A) \subset B$. (v) $A \subset B$ with $B$ convex implies $CH(A) \subset CH(B) = B$, then (iii) gives the result.

As a corollary, it can be proved that a necessary condition for $CH_B(A) \neq CH(A)$ is that some concave vertex of $B$ lies in the interior of a cavity of $A$. In this paper we study the RCH only for simple polygons $A$ and $B$ in the plane, $A \subset B \subset \mathbb{R}^2$. The following properties are important for the determination of the RCH:

**Theorem 1.** Let $A$, $B$ be simple polygons such that $A \subset int(B)$.

(i) $CH_B(A)$ exists and is a uniquely defined simple polygon.

(ii) The frontier of the polygon $CH_B(A)$ is the Jordan curve which among all Jordan curves circumscribing $A$ and lying in $B$, has the shortest length.

(iii) Each convex vertex of $CH_B(A)$ is a convex vertex of $A$, and each concave vertex of $CH_B(A)$ is a concave vertex of $B$.

This was given by Theorem 3 from [22] and Theorem 4.6 from [23]. When the condition is weakened to $A \subset B$ then the polygon $CH_B(A)$ is simple or weakly simple, that means, its frontier can touch itself but does not cross itself, and the other properties are still valid [25].

**Theorem 2.** For simple polygons $A$, $B$ such that $A \subset B$, all vertices of $CH(A)$ are vertices of $CH_B(A)$.

**Proof.** Any vertex of $CH(A)$ belongs to $A \subset CH_B(A)$. To prove that any vertex of $CH(A)$ is a vertex of $CH_B(A)$, we apply Lemma 1(i) and the well-known fact that any convex simple polygon is a finite intersection of halfplanes which are determined by the straight lines generated by the polygon edges. The convex simple polygon $CH(A)$ has $k \geq 3$ vertices $a_1, a_2, \cdots, a_k$, where no three consecutive points are collinear, and $k$ edges $\overline{a_1a_2}, \overline{a_2a_3}, \cdots, \overline{a_{k-1}a_k}$. Supposing a clockwise tracing of the Jordan curve $fr(CH(A))$, let $H_i$ be the right halfplane of the oriented straight line generated by the line segment $\overrightarrow{a_i a_{i+1}}$ for $i = 1, 2, \cdots, k - 1$, and $H_k$ be the right halfplane of $\overrightarrow{a_k a_1}$. Then $CH(A) = H_1 \cap H_2 \cap \cdots \cap H_k$, and all these halfplanes are pairwise distinct. For any vertex $a_i$ of $CH(A)$, $a_{i-1}, a_i, a_{i+1}$ belong to $A \subset CH_B(A) \subset CH(A) \subset H_{i-1} \cap H_i \cap H_{i+1}$. This implies that $a_{i-1}, a_i, a_{i+1} \in fr(CH_B(A))$ and that $CH_B(A)$ cannot contain elements of the straight line generated by the segment $\overrightarrow{a_i a_{i+1}}$ but lying outside this segment. In consequence, in particular $a_i$ is a vertex of $CH_B(A)$. Note that the argument of our proof is independent of a discussion whether $\overrightarrow{a_i a_{i+1}}$ belongs to $B$ or not.

The last theorem was briefly mentioned on p.126 of [23] without proof, and it was stated in [4] with a wrong proof.
4 Previous Algorithms of Determining the Relative Convex Hull for Simple Polygons in the Plane

G. Toussaint proposed in [24],[25] to transform the problem of determining \( CH_B(A) \) into the problem of finding the shortest path between two vertices of a new simple polygon which first is triangulated. That algorithm has linear time complexity in terms of the total number \( k \) of vertices of \( A \) and \( B \), but it makes essential use of the triangulation of \( M \) which can be achieved by a complicated process in \( O(k \text{log}(\text{log}(k))) \) time. In [22] and [23] several ideas for algorithms to determine the RCH were suggested, which are based on decompositions of the polygons such as trapezoidation or partition into pseudomonotone polygons. In the context of digital curve analysis, some algorithms not based on triangulations for calculating the MPP or MLP are known, for example [20],[21],[6],[8],[11],[15], but these algorithms solve the RCH problem only for special difference sets \( (B \setminus \text{int}(A)) \) such as grid continua or polyominoes or special cell complexes.

The algorithm published in [3],[4],[5],[11] starts with calculating the convex hulls of \( A \) and \( B \). The list of vertices of \( CH(A) \) is completed by inserting vertices from cavities of \( B \) until the output list of all vertices of \( CH_B(A) \) is obtained. The construction of the output list follows a recursive process which searches for intersections of cavities of \( A \) and \( B \). Whenever such intersection is detected, a new outer polygon \( O \) and a new inner polygon \( I \) are formed, and the problem of finding \( CH_O(I) \) is treated to obtain missing RCH vertices of \( CH_B(A) \). Subsequently, the recursive process works in each step with smaller newly generated outer and inner polygons and calculates their convex hulls. The author affirms that after sufficiently many recursion steps, the base case of the recursion is achieved where the new inner polygon is a triangle. The idea of such a recursive process was first suggested by two theorems on the shortest path between two vertices of a polygon and a series of drawings on p.122-124 in [23] where the explanation was not detailed at all. In certain situations, the algorithm from [4] does not produce the correct result of all vertices of \( CH_B(A) \). The reason for this lies in the geometric nature of the RCH problem for general simple polygons \( A, B \) which was oversimplified in [4]; its recursion is theoretically not justified. The new polygon \( I \) sometimes is not contained in \( O \) or is not a simple polygon. For finding the missing vertices, additional regions have to be investigated in each step. It is also possible that the process stops when \( I \) becomes convex but is not a triangle.

5 A New Algorithm of Determining the Relative Convex Hull for Simple Polygons in the Plane

5.1 Vertex Lists, Convex Hull Determination and Cavity Detection

The new algorithm will be explained with the help of the example shown in Figure 3. The input data consist of two simple polygons \( A, B \) satisfying \( A \subset B \), given as ordered sequence of vertices: \( A = \langle p_1, p_2, \ldots, p_n \rangle \), \( B = \langle q_1, q_2, \ldots, q_m \rangle \).
representing the frontier of each polygon due to the clockwise tracing. We suppose \( p_1 \) as an extreme vertex of \( A \), \( q_1 \) extreme for \( B \) which can be achieved by a simple pre-processing of both lists. Hence \( p_1 \) is a vertex of \( CH(A) \) and hence of \( CH_B(A) \), by theorem 2. The algorithm produces an ordered list of all vertices of \( CH_B(A) \) as output data, starting with \( p_1 \) and corresponding to a clockwise tracing of the frontier of \( CH_B(A) \).

\[ \text{Fig. 3. Left: example of input data given by an inner polygon } A \text{ and an outer polygon } B. \text{ Right: the sides of } CH_B(A) \text{ are marked by heavy red lines.} \]

Our algorithm starts with determining all vertices of the convex hulls of both \( A, B \) which are stored in the vertex lists \( CH(A), CH(B) \), respecting the clockwise tracing. This can be done for example by the efficient Melkman-Algorithm [12]. As a particularity of this algorithm, the last vertex which was confirmed as vertex of the convex hull and hence appears at the end of the output list, is repeated in that list as first point, we eliminate this first point from the list. So we obtain the vertex list \( CH(A) \) starting with \( p_1 \) and containing a selection of points from the list \( A \) whose original ordering and internal indices are preserved, similarly for \( CH(B) \) starting with \( q_1 \). The vertex list \( CH(A) \) is considered as initial output list of the vertices of the RCH. By subsequent steps of our algorithm, all other RCH vertices are found and inserted into this list \( CH(A) \) at appropriate positions. Therefore, the format of a double ended queue owned by the vertex list \( CH(A) \) as output of the Melkman-Algorithm, cannot be preserved during subsequent steps of our method. We apply later again the Melkman-Algorithm [12] which produces the vertex list of the convex hull for any input vertex list of a polyline not necessarily closed or forming a simple polygon, and it always respects the order in the input vertex list.

In each vertex list \( A, B, CH(A), CH(B) \), we copy its first point as added at the list end but having a new index. This permits to study all sides of each polygon, including the line segment connecting the last vertex with the first one, without producing errors in the indices when performing our algorithm. For our example, this produces \( CH(A) = (p_1, p_2, p_{12}, p_{13}, p_{14}, p_{19}, p_{20} = p_1) \), \( CH(B) = (q_1, q_2, q_{11}, q_{12}, q_{14}, q_{15}, q_{16}, q_{17}, q_{20}, q_{23}, q_{24} = q_1) \).
Since each point of the vertex list $CH(A)$, besides having an $CH(A)$-index $i$, also preserves its original index from the vertex list $A$, a cavity of the polygon $A$ is easily detected during tracing the list $CH(A)$: When consecutive vertices have a difference strictly mayor than 1 between their own indices, $CH(A)_i = p_k$, $CH(A)_{i+1} = p_l$, and $|k - l| \geq 2$, then $A$ has a cavity whose cover is given by the line segment $p_kp_l$. Cavities of $B$ can be detected in the same manner from the list $CH(B)$. This idea was adopted from [4]. In our example, $i = 2$ indicates that $p_2p_{12}$ is the cover of a first cavity of $A$.

5.2 Processing of one Cavity

As in [4], whenever a cavity of $A$ is found, it is considered as a new polygon $O$ determined by its vertices $(CH(A)_i = p_k, p_{k+1}, p_{k+2}, \cdots, p_{k+r} = p_l = CH(A)_{i+1})$ for some $r \geq 1$ which always is a simple closed polyline in counterclockwise order. For our example, $i = 2$, $O = \langle p_2, p_3, q_1, p_4, p_5, q_1, p_6, q_2, q_3, q_4, q_5, q_6, q_7, q_8, q_9, q_{10}, q_{13} \rangle$.

The next step is to construct a new polyline $I$ whose convex hull, if it has at least three vertices, provides vertices of $B$ which are vertices of the RCH and should be inserted in the list $CH(A)$ between $CH(A)_i$ and $CH(A)_{i+1}$. Let $I$ be the sequence starting with $CH(A)_{i+1}$, $CH(A)_i$ and then containing all vertices from $B$, in the same order as in $B$, which belong to the set $(O \setminus CH(A)_i, CH(A)_{i+1})$ which is the polygon $O$ with exception of its cover $CH(A)_i, CH(A)_{i+1}$. Only in the case that all those vertices selected from $B$ are vertices of the same cavity of $B$, our definition of $I$ coincides with that of [4]. For our example, $I = \langle q_{13}, p_{12}, p_2, q_3, q_4, q_5, q_6, q_7, q_8, q_9, q_{10}, q_{13} \rangle$ represents a closed polyline in counter-clockwise sense, but it does not form a simple polygon, and the curve is not completely contained in $O$. All points $q_k$ of $I$ with exception of $q_{13}$ belong to the same cavity of $B$.

The Melkman-Algorithm [12] is applied to determine the convex hull of $I$. In our example, this produces the output $CH(I) = \langle q_{13}, p_{12}, p_2, q_3, q_4, q_5, q_6, q_{13} \rangle$. After eliminating the first point which is repeated and the end points of the cover which already belong to $CH(A)$, we obtain the following new vertices which will be inserted into the list $CH(A)$: $q_3, q_5, q_6, q_{13}$. The updated list $CH(A)$ then contains vertices both from $A, B$: $CH(A) = \langle p_1, p_2, q_3, q_5, q_6, q_{13}, p_{12}, p_{13}, p_{14}, p_{19}, q_{20} \rangle$. This current list $CH(A)$ represents two special line segments, each one connecting a vertex from $A$ with a vertex from $B$: $\overline{p_2q_{13}}$ and $\overline{q_{13}p_{12}}$. We will use these segments to form polylines whose convex hulls will provide eventually missing vertices of the RCH. These polylines were not defined or used in the algorithm of [4].

**Definition 2.** Let $b_1, b_2, \cdots, b_k$ be the vertices of $CH(I)$ which were inserted into $CH(A)$ at the index $i$ due to the procedure described above in order to generate the current list

$CH(A) = \langle CH(A)_1, CH(A)_2, \cdots, CH(A)_{i-1}, b_1, b_2, \cdots, b_k, CH(A)_{i+k+1}, \cdots \rangle$.

Define a starting $O$-polygon $O_S$ by the vertex sequence starting with $CH(A)_i$, $CH(A)_{i+1}$ and then containing all vertices which in the vertex list $B$ are previous
to $CH(A)_{i+1} = b_1$, copying them in reversed order, until the first vertex which lies outside $O$. Let $I_S$ be the polyline starting with $CH(A)_{i+1}, CH(A)_i$ and then containing all vertices from the vertex list $A$, copying their ordering, which belong to $(O_S \setminus CH(A)_i)b_1$.

Similarly, define an ending $O$-polygon $O_E$ by the vertex sequence starting with $CH(A)_{i+k+1}, CH(A)_{i+k} = b_k$ and then containing all vertices which in the vertex list $B$ are subsequent to $CH(A)_{i+k} = b_k$, copying their ordering, until the first vertex which lies outside $O$. Let $I_E$ be the polyline starting with $CH(A)_{i+k+1}, CH(A)_{i+k} = b_k$ and then containing all vertices from the vertex list $A$, copying their ordering, which belong to $(O_E \setminus b_k CH(A)_{i+k+1})$.

By this definition, $O_S$ is generated in counter-clockwise sense whereas $I_S, O_E$ and $I_E$ are polylines traced in clockwise sense.

**Lemma 2.** All vertices of $CH(I), CH(I_S), CH(I_E)$ are vertices of $CH_B(A)$.

**Idea of Proof:** Let $O$ be a cavity of $A$ with cover $pq$ and at least one vertex of $B$ inside $O \setminus pq$. $O$ is a simple polygon. Due to Theorem 1(ii), all vertices of $CH_B(A)$ belonging to $R(O)$ are vertices of the shortest polygonal Jordan path which circumscribes $A$ but lies in $B$. As consequence, the polygonal subpath from $p$ to $q$ is the shortest path between $p, q$ as vertices of the weakly simply polygon $O \cap B$. By Theorem 4.4 of [23] (whose validity has to be generalized from a simple to a weakly simple polygon), this subpath is contained in $CH(I)$. Together with the fact that all vertices and edges of $CH_B(A)$ cannot intersect int($A$), it can be proved that each vertex of $CH(I)$ is a vertex of $CH_B(A)$. The polygons $O_S, O_E, I_S, I_E$ are simple and $I_S \subset O_S, I_E \subset O_E$. The subpath of $fr(CH_B(A))$ from $CH(A)_i$ to $b_1$ passing through certain vertices of $A$ (if any), is the shortest path between these vertices of the simple polygon $O_S \cap B$, it also belongs to $fr(CH_{O_S}(I_S))$. By Theorem 2, all vertices of $CH(I_S)$ are vertices of $CH_B(A)$; similarly for $I_E$. (End of Idea of Proof)

The Melkman-Algorithm [12] is applied for calculating the lists $CH(I_S), CH(I_E)$, which after eliminating the points which are repeated or already belonging to the list $CH(A)$, have to be inserted into the list $CH(A)$: new points provided by $CH(I_S)$ are inserted between $CH(A)_i$ and $CH(A)_{i+1} = b_1$, new points from $CH(I_E)$ are inserted between $CH(A)_{i+k} = b_k$ and $CH(A)_{i+k+1}$. In our example, $i = 2, CH(A)_i = p_2, CH(A)_{i+1} = b_1 = q_3$, $k = 4, CH(A)_{i+k} = b_k = q_3, CH(A)_{i+k+1} = p_{12}, O_S = (p_2, q_3, q_2), I_S = (q_3, p_2, p_3)$ is convex and provides the new point $p_3$ to be inserted between $p_2$ and $q_3$. $O_E = (p_{12}, q_13, q_14), I_E = (p_{12}, q_13, p_{11})$ is convex, so that only $p_{11}$ has to be inserted between $q_13$ and $p_{12}$. The new list is $CH(A) = (p_1, p_2, p_3, q_5, q_6, q_13, p_{11}, p_{12}, p_{13}, p_{14}, p_{19}, p_{20})$. This completes to process the cavity of $A$ starting at the vertex with $CH(A)$-index $i$. Note that during the whole procedure just described, this starting index $i$ is not changed and points are inserted only after that index. Comparing the current list $CH(A)$ with Figure 3 we see that within the actual cavity, more RCH vertices have to be detected, but the list $CH(A)$ will guide us naturally to discover these missing points.
5.3 Detection and Processing of Subsequent Cavities

The algorithm continues tracing the vertex list \( CH(A) \) which has been updated by processing the cavity previously detected, increasing the \( CH(A) \)-index \( i \) and looking for consecutive vertices whose own indices have a difference more than 1. This test is done only for consecutive vertices which both are from \( A \), or both from \( B \). When two points are consecutive in \( CH(A) \) but one is from \( A \) and the other from \( B \), then the point from \( B \) was inserted as result of the treatment of the special polygons \( O_S \) or \( O_E \), and no more vertices of the RCH are missing between these two points.

Whenever in the list \( CH(A) \) two consecutive points of \( A \), \( CH(A)_i = p_k \) and \( CH(A)_{i+1} = p_l \), such that \( |k - l| \geq 2 \), are found, then \( p_k p_l \) covers some kind of “cavity” of \( A \) and the whole “Processing of one cavity” described in the previous section, is performed. This includes the analysis of the polygons and polylines \( O, I, O_S, I_S, O_E, I_E \), resulting in an updated vertex list \( CH(A) \). The same is done when such two consecutive points of \( B \), \( CH(A)_i = q_k \) and \( CH(A)_{i+1} = q_l \), are detected, but then the “Processing of one cavity” is applied with the roles of \( A \) and \( B \) interchanged (points \( q_j \) instead of \( p_j \) and vice versa).

In our example, the next such situation is found for \( i = 4 \) and points of \( B \): \( CH(A)_4 = q_3, CH(A) = q_5 \). Following faithfully the procedure with roles of \( A \) and \( B \) interchanged, we obtain \( O = \langle q_3, q_4, q_5 \rangle \) which is a cavity of a cavity of \( B \) with one vertex of \( A \) inside, giving \( I = \langle q_5, q_3, p_5 \rangle \). \( I \) is convex and provides only the new point \( p_5 \). The special segments \( \overline{q_3 q_5} \) and \( \overline{p_5 q_3} \) generate \( O_S = \langle q_3, p_5, p_4 \rangle \) and \( O_E = \langle q_5, p_5, p_6 \rangle \) which both do not contain vertices of \( B \), hence \( I_S = \langle p_5, q_5 \rangle \) and \( I_E = \langle q_5, p_5 \rangle \) are degenerated to line segments and do not provide more points to be inserted into the vertex list. We obtain as current list \( CH(A) = \langle p_1, p_2, p_3, q_3, p_5, q_5, CH(A)_7 = q_6, q_{13}, p_{11}, p_{12}, p_{13}, p_{14}, p_{19}, p_{20} \rangle \).

The next jump in the indices is found at \( i = 7 \) again with points from \( B \): \( CH(A)_7 = q_6, CH(A) = q_{13} \). We should be careful using geometrical concepts, the segment \( \overline{q_6 q_{13}} \) covers some part of \( B \) which is neither a cavity nor a cavity of a cavity of \( B \). We obtain \( O = \langle q_6, q_7, q_8, q_9, q_{10}, q_{11}, q_{12}, q_{13} \rangle, I = \langle q_{13}, q_6, p_8 \rangle \) which is convex and provides only the new point \( p_8 \). \( O_S, O_E \) are not interesting since \( I_S \) and \( I_E \) degenerate to line segments and do not provide more points: \( CH(A) = \langle p_1, p_2, p_3, q_3, p_5, q_5, q_6, p_8, q_{13}, p_{11}, p_{12}, p_{13}, p_{14}, p_{19}, p_{20} \rangle \). The next pair of points to be treated is found as \( p_{14}, p_{19} \), where the polylines \( O \) provide the new RCH vertices \( q_{19} \) and \( q_{21} \), and then we need \( O_S, I_S \) to discover \( p_{15} \) and also \( O_E, I_E \) to detect the last RCH vertex \( p_{18} \) which completes the correct determination of the RCH shown in Figure 3.

5.4 Pseudocode, Implementation, and Complexity

Figure 4 shows an example where the RCH was calculated by our algorithm implemented in Matlab R2012a. The example was designed in [16] to contain several interesting situations, such as a convex cavity of \( A \) with vertices of \( B \) inside, a non-convex cavity of \( A \) with vertices of \( B \) inside, vertices of \( A \) inside interesting parts of \( B \), a part of \( fr(B) \) collinear with the frontier of a cavity
of \( A \). In the left part of each figure, both polygons \( A, B \) are isothetic and the difference set \((B \setminus A)\) looks like a grid continuum, such that in this part we apply our algorithm to solve the MLP problem. The figure shows that the RCH problem, even for the MLP case, cannot be solved by the recursion of [4].

Figures 5, 6 present a pseudocode of our algorithm which is not yet optimized. To estimate the time complexity of our method, suppose that the input polygons \( A \) and \( B \) have \( n \) and \( m \) vertices, respectively. Not only the Melkman-Algorithm is applied and computes the convex hull of any polyline given as ordered sequence of \( k \) vertices in linear time \( \mathcal{O}(k) \). In several steps, our method needs to decide whether a point belongs to the right or left halfplane of a straight line segment, where the determinant described in Section 2 is used. Also it has to be determined whether a point lies inside or outside a simple polygon given by its vertex list. When this list corresponds to a clockwise order tracing, then a point is inside the polygon if it belongs to the right halfplanes of all polygon edges. Such verifications are needed in our algorithm for polygons given by small subsets of vertices of \( A, B \), so that their time complexity can be considered as linear in dependance of \( m + n \).

Up to three distinct convex hulls have to be computed for each “cavity” intersection of \( A \) and \( B \). \( A \) has a maximum number of \( \lfloor n/2 \rfloor \) cavities. Each such cavity of \( A \) could have vertices of \( B \) inside. These vertices belong to the set of concave vertices of \( B \) which could have almost \( m \) elements. This gives a quadratic time complexity in the worst case. Another problem is the possible existence of interleaved and interlaced cavities within other cavities. Although our algorithm is not recursive but iterative, each cavity lying inside another cavity, when not treated immediately, is detected later when tracing the updated vertex list \( \text{CH}(A) \) and then treated. So, as also observed in [4], only in cases when the “deepness” of such “stacked cavities” is bounded by some constant and the cavities in general are “well distributed” then our algorithm can present a nearly linear time complexity behaviour.

6 Conclusion and Future Work

This paper proposes an algorithm for the determination of the list of all vertices of the relative convex hull, for the general situation of given simple plane polygons \( A, B \) such that \( A \subset B \). This algorithm does not use triangulation or similar decompositions of the difference set between \( B \) and \( A \) as preprocessing. The ordered input vertex sequences of \( A \) and \( B \) are processed going forward to generate the output list of vertices of \( \text{CH}_B(A) \) by inserting points iteratively into the list of vertices of the convex hull of \( A \).

Near future work previews to complete the formal proof of correctness of our algorithm and the solution of some pendent details such as the insertion of the new vertices found from the convex hull of the polyline \( I \) into the current vertex list \( \text{CH}(A) \) in the “correct” order, or the treatment of the presence of collinear (non-consecutive) vertices of \( A \) or \( B \), a situation which interestingly is forbidden for algorithms based on triangulation [25].
Fig. 4. The relative convex hull determined by the new algorithm implemented in Matlab, and by the algorithm of [4], for an example developed in [16].

Acknowledgement: The first author gratefully acknowledges support for this research from SEP and CONACYT Mexico, grant No. CB-2011-01-166223. The authors would like to thank very much to the reviewers for their careful study of the work, and for their constructive criticism and helpful comments which were important to improve the presentation of the paper.

References

1. Biswas, A., Bhownick, P., Sarkar, M., Bhattacharya, B.B.: A linear-time combinatorial algorithm to find the orthogonal hull of an object on the digital plane. Information Sciences 216, 176–195 (2012)
2. Ishaque, M., Toth C.D.: Relative convex hulls in semi-dynamic arrangements. Algorithmica 68(2), 448–482 (2014)
3. Klette, G.: A recursive algorithm for calculating the relative convex hull. Proc. of 25th Int. Conf. on Image and Vision Computing (New Zealand, 2010), DOI: 10.1109/IVCNZ.2010.6148857, 1–7, IEEE Comp.Soc. 978-1-4244-9631-0/10 (2010)
4. Klette, G.: Recursive calculation of relative convex hulls. In: Proc. of DGCI, LNCS 6607, 260–271. Springer, Heidelberg (2011)
5. Klette, G.: Recursive computation of minimum-length polygons. Computer Vision and Image Understanding 117, 386–392 (2012)
6. Klette, R., Kovalevsky, V., Yip, B.: On the length estimation of digital curves. In: SPIE Proc. of Vision Geometry VIII, vol. 3811, 117–129. SPIE (1999)
7. Klette, R.: Multigrid convergence of geometric features. In: Bertrand, G. et al. (eds.), Digital and Image Geometry: Advanced Lectures, LNCS vol. 2243, 314–333. Springer, Berlin (2004)
**Input:** Simple polygons $A$, $B$ with $A \subseteq B$ given by vertex lists $A = \langle p_1, p_2, \ldots, p_n \rangle$, $B = \langle q_1, q_2, \ldots, q_m \rangle$ (clockwise traced).

**Output:** List of vertices of the relative hull $CH_B(A)$ stored in the actualized list $CH(A)$ (clockwise traced).

1: Initialize $CH(A) = \emptyset$, $i = 1$.
2: Determine the vertices of convex hull of $A$ by the Melkman algorithm stored in the list $CH(A)$ which has $s$ elements.
3: Eliminate the first element of $CH(A)$.
4: Extend the lists $A$, $B$ y $CH(A)$ adding at the end a copy of the first element with new index.
5: while $i < s$ do
6:   if a cavity is detected between $CH(A)_i$ and $CH(A)_{i+1}$, then
7:     if The cavity is between points of $A$, then
8:       CAV($CH(A)_i, s, A, B$)
9:     else
10:       CAV($CH(A)_i, s, B, A$)
11:   end if
12: end if
13: $i = i + 1$
14: end while
15: The actualized list $CH(A)$ contains all vertices of the relative convex hull $CH_B(A)$.

*Fig. 5.* Pseudocode of the new RCH algorithm (Main program).
procedure CAV(CH(A), i, s, P1, P2)
  Initialize local variables u = 0, v = 0, w = 0.
  Generate the polygon O by all vertices of P1, from CH(A)_i up to CH(A)_{i+1}.
  Form the polyline I by CH(A)_{i+1}, CH(A)_i, and all vertices of P2 inside O or collinear with its frontier with exception of the cover CH(A)_{i+1}CH(A)_i. I has N vertices.
  if N > 2 then
    Determine the list CH(I) which has S vertices.
    Insert between CH(A)_i and CH(A)_{i+1} the vertices of CH(I), with exception of the first point and CH(A)_i, CH(A)_{i+1}.
  end if
  u=S-3
  s=s+u
  Generate the polygon O_S by CH(A)_i, CH(A)_{i+1} and all vertices of P2 previous to CH(A)_{i+1} up to a first point found outside O.
  Form the polygon I_S by CH(A)_{i+u+1}, CH(A)_{i+u} and all vertices of P1 inside O_S or collinear with its frontier (with exception of the line segment CH(A)_{i+u+1}CH(A)_{i+u}). I_S has N_S vertices.
  if N_S > 2 then
    Determine the list CH(I_S) which has S elements.
    Insert between CH(A)_i and CH(A)_{i+u+1} the elements of CH(I_S) with exception of the first one and CH(A)_{i+u} and CH(A)_{i+u+1}.
  end if
  v=S-3
  s=s+v
  w=u+v
  Generate the polygon O_E by CH(A)_{i+w+1}, CH(A)_{i+w} and all vertices of P2 subsequent to CH(A)_{i+w} up to the first point found outside O.
  Form the polygon I_E by CH(A)_{i+w+1}, CH(A)_{i+w} and all vertices of P1 inside O_E or collinear with its frontier (with exception of the line segment CH(A)_{i+w+1}CH(A)_{i+w}). I_E has N_E vertices.
  if N_E > 2 then
    Determine the list CH(I_E) which has S elements.
    Insert between CH(A)_{i+w} and CH(A)_{i+w+1} the elements of the list CH(I_E) with exception of the first one and CH(A)_{i+w} and CH(A)_{i+w+1}.
  end if
  x=S-3
  s=s+x
  i=i-1
end if
return CH(A), i, s
end procedure

Fig. 6. Pseudocode of the new RCH algorithm (Cavity processing procedure).
8. Klette, R., Rosenfeld, A.: Digital Geometry – Geometric Methods for Digital Picture Analysis. Morgan Kaufmann Publ., Elsevier, USA (2004)
9. Lantuejoul, C., Beucher, S.: On the use of the geodesic metric in image analysis. Journal of Microscopy 121(1), 39–49 (1981)
10. Lantuejoul, C., Maisonneuve, F.: Geodesic methods in quantitative image analysis. Pattern Recognition 17(2), 177–187 (1984)
11. Li, F., Klette, R.: Euclidean Shortest Paths, Exact or Approximate Algorithms. Springer, London (2011)
12. Melkman, A.: On-line construction of the convex hull of a simple polyline, Information Processing Letters 25, 11–12 (1987)
13. Mitchell, J.S.B.: Geometric shortest paths and network optimization, In: Sack, J.R., Urrutia, J. (eds.), Handbook of Computational Geometry, 633–701. Elsevier, Amsterdam (2000)
14. Munkres, J.R.: Topology, 2nd edition. Prentice Hall, USA (2000)
15. Provençal, X., Lachaud, J.O.: Two linear-time algorithms for computing the minimum length polygon of a digital contour. In: Proc. of DGCI 2009, LNCS 5810, 104–117. Springer, Heidelberg (2009)
16. Reyes Becerril, H.: Versión revisada de un algoritmo que determina la cubierta convexa relativa de polígonos simples en el plano, Master Thesis. Dept. of Automatic Control, CINVESTAV-IPN, Mexico City (Sept. 2013)
17. Robert, L., Faugeras, O.D.: Relative 3D positioning and 3D convex hull computation from a weakly calibrated stereo pair. Image Vision Computing 13(3), 189–196 (1995)
18. Sklansky, J.: Recognition of convex blobs. Pattern Recognition 2, 3–10 (1970)
19. Sklansky, J.: Measuring cavity on a rectangular mosaic. IEEE Trans. on Computers, C-21, No.12, 1355–1364 (1972)
20. Sklansky, J. and Kibler, D.F.: A theory of nonuniformly digitized binary pictures. IEEE Trans. on Systems, Man, and Cybernetics, Vol.6, No.9, 637–647 (1976)
21. Sklansky, J., Chazin, R.L., Hansen, B.J.: Minimum perimeter polygons of digitized silhouettes. IEEE Trans. on Computers, C-21, No.3, 260–268 (1972)
22. Sloboda, F., Stoer, J.: On piecewise linear approximation of planar Jordan curves, Journal of Computational and Applied Mathematics 55, 369–383 (1994)
23. Sloboda, F., Zatco, B., Stoer, J.: On approximation of planar one-dimensional continua. In: Klette, R., Rosenfeld, A., Sloboda, F. (eds.), Advances in Digital and Computational Geometry, 113–160, Springer, Singapore (1998)
24. Toussaint, G.T.: An optimal algorithm for computing the relative convex hull of a set of points in a polygon. In: Proc. of EURASIP, Signal Processing III: Theories and Applications, Part 2, 853–856. North-Holland (1986)
25. Toussaint, G.T.: Computing geodesic properties inside a simple polygon. Invited paper, Special Issue on Geometric Reasoning, Revue D'Intelligence Artificielle, 3(2), 9–42 (1989)
26. Toussaint, G.T.: On separating two simple polygons by a single translation. Discrete and Computational Geometry, 4(1), 265–278 (1989)
27. Wiederhold, P., Villafuerte, M.: Triangulation of cross-sectional digital straights segments and minimum length polygons for surface area estimation, In: Wiederhold, P., Barneva, R.P. (eds.), Progress in Combinatorial Image Analysis, 79–92. Research Publishing Services, Singapore (2009)
28. Yu, L., Klette, R.: An approximative calculation of relative convex hulls for surface area estimation of 3D digital objects. ICPR (1), 131–134, (2002)