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Abstract. In this paper we investigate the ability of a neural network to approximate algebraic properties associated to lattice simplices. In particular we attempt to predict the distribution of Hilbert basis elements in the fundamental parallelepiped, from which we detect the integer decomposition property (IDP). We give a gentle introduction to neural networks and discuss the results of this prediction method when scanning very large test sets for examples of IDP simplices.

1. Introduction

Due to the maturity and ubiquity of machine learning techniques and applications, open-source software libraries such as TensorFlow have become available to non-specialists. These libraries are typically well-documented, and friendly technical references are freely available online, e.g., [4]. In this environment, it seems natural to ask:

How do we apply machine learning technology to algebraic combinatorics?

It is not clear how to extract human-understandable meaning from the raw numerical data of, for example, a neural network (for a discussion of comprehensibility, see [7].) We therefore employ these techniques for their prediction and approximation power, rather than for use in theorems and their proofs. There is a long history of using neural networks in order to approximate solutions to combinatorial optimization problems, e.g. the traveling salesman problem [6], and in [5], Gryak, Haralick, and Kahrobaei use machine learning to predict if two elements of a group are conjugate. It seems reasonable, then, to hope that machine learning has some applicability to problems at the intersection of combinatorics and algebra.

We intend for this work to be an introduction to neural networks and a proof of concept for the use of machine learning, and neural networks in particular, in predicting properties relevant to lattice points in polyhedra. As a particular application, we attempt to predict the integer decomposition property (IDP) in a special class of lattice simplices. In their paper [1], Braun, Davis, and Solus study the infinite family of lattice simplices of the form

\[ \Delta_{(1,q)} = \text{conv} \left\{ e_1, \ldots, e_d, - \sum_{i=1}^d q_i e_i \right\} \subset \mathbb{R}^d, \]

where \( q_i \in \mathbb{Z}_{\geq 0} \) for all \( i \), and give sufficient conditions on the entries \( q_i \) (the \( q \)-vector) for a such a simplex to be IDP in the case that it is reflexive. In the present work we will “train” a neural network to predict if a given example of a \( \Delta_{(1,q)} \) simplex is IDP without actually computing the Hilbert basis.

In Section 2, after presenting the basics of Hilbert bases, we interpret the integer decomposition property as a composition of functions to be approximated. In Section 3 we develop the general framework for training a neural network using the language of piece-wise linear functions and...
stochastic gradient descent. In Section 4 we discuss a piece-wise linear approximation of the integer decomposition property and its accuracy.

2. Approximating the Integer Decomposition Property as a Function

We will now introduce the Hilbert basis and use it to define the integer decomposition property. We encode the integer decomposition property as a real valued function \(\text{IDP}\) in Subsection 2.3, and define what it means to approximate the integer decomposition property.

2.1. Hilbert Basics. Let \(v_1, \ldots, v_{d+1}\) be affinely independent elements of the integer lattice \(\mathbb{Z}^d\). Their convex hull is a \(d\)-simplex

\[
\Delta := \left\{ \sum_{i=1}^{d+1} \gamma_i v_i : 0 \leq \gamma_i, \sum_{i=1}^{d+1} \gamma_i = 1 \right\} \subset \mathbb{R}^d,
\]

and we define \(\text{cone}(\Delta)\) to be the non-negative real span of the points in \((1, \Delta)\), i.e., \(\Delta\) embedded into \(\mathbb{R}^{d+1}\) at height 1 in the zeroth coordinate:

\[
\text{cone}(\Delta) := \left\{ \sum_{i=1}^{d+1} \gamma_i (1, v_i) : 0 \leq \gamma_i \right\} \subset \mathbb{R}^{d+1}.
\]

The set \(\text{cone}(\Delta) \cap \mathbb{Z}^{d+1}\) is closed under addition, and the unique minimal collection of additive generators is called the Hilbert basis of \(\text{cone}(\Delta)\).

We call the zeroth coordinate of a point \(z\) in \(\text{cone}(\Delta) \cap \mathbb{Z}^{d+1}\) the height of \(z\), denoted \(\text{height}(z) := z_0\), and we say that the simplex \(\Delta\) has the integer decomposition property (IDP) if, for each element of the Hilbert basis of \(\text{cone}(\Delta)\), the height is equal to 1.

Define the fundamental parallelepiped of \(\Delta\) to be the weighted sum of the cone generators \((1, v_i)\) with non-negative weights strictly less than 1:

\[
\Pi_\Delta := \left\{ \sum_{i=1}^{d+1} \gamma_i (1, v_i) : 0 \leq \gamma_i < 1 \right\} \subset \text{cone}(\Delta).
\]

Because any element \(z\) of \(\text{cone}(\Delta) \cap \mathbb{Z}^{d+1}\) lies in \(\text{cone}(\Delta)\), it is a non-negative linear combination of the \((1, v_i)\)'s, i.e., there exist non-negative real coefficients \(g_i\) such that

\[
z = \sum_{i=1}^{d+1} g_i (1, v_i) = \left( \sum_{i=1}^{d+1} \lfloor g_i \rfloor (1, v_i) \right) + \left( \sum_{i=1}^{d+1} \{ g_i \} (1, v_i) \right)
\]

where \(\{ g_i \}\) means the fractional part of \(g_i\). By setting \(\gamma_i\) equal to \(\{ g_i \}\), we see that any point \(z\) may be written as a non-negative integral combination of the \((1, v_i)\)'s and an integer point in \(\Pi_\Delta \cap \mathbb{Z}^{d+1}\).

Consequently, the Hilbert basis consists of the cone generators \((1, v_i)\) together with the additively minimal elements of \(\Pi_\Delta \cap \mathbb{Z}^{d+1}\).

2.2. Partitioning \(\Pi\). We partition \(\Pi_\Delta\) into disjoint subsets we call bins \(B_\alpha\) for \(\alpha\) in \(\{0, \ldots, d\}^{d+1}\), with \(z \in B_\alpha\) if and only if \([(d+1)\gamma_1], \ldots, [(d+1)\gamma_{d+1}]\) = \(\alpha\), where the \(\gamma_i\)'s are the coefficients of the representation of \(z\) in terms of the generators \((1, v_i)\).

**Proposition 2.1.** Let \(z\) be an integer point in \(B_\alpha\). Then

\[
\text{height}(z) = \left\lfloor \frac{\sum_{i=1}^{d+1} \alpha_i}{d+1} \right\rfloor.
\]
Proof. Considering the zeroth coordinate of \( z \), it is clear that \( \text{height}(z) = \sum_{i=1}^{d+1} \gamma_i \).

Note that since \( \alpha = [(d + 1)\gamma_1], \ldots, [(d + 1)\gamma_{d+1}] \), the inequality
\[
(d + 1)\gamma_i - 1 < [(d + 1)\gamma_i] \leq (d + 1)\gamma_i
\]
implies that
\[
\sum_{i=1}^{d+1} ((d + 1)\gamma_i - 1) < \sum_{i=1}^{d+1} \alpha_i \leq \sum_{i=1}^{d+1} (d + 1)\gamma_i.
\]

Thus
\[
(d + 1)(\text{height}(z) - 1) < \sum_{i=1}^{d+1} \alpha_i \leq (d + 1)\text{height}(z),
\]
and
\[
\text{height}(z) - 1 < \frac{\sum_{i=1}^{d+1} \alpha_i}{d + 1} \leq \text{height}(z),
\]
from which the result follows.

This leads to the following characterization of the integer decomposition property:

**Corollary 2.2.** The simplex \( \Delta \) is IDP if and only if for each \( z \) in the Hilbert basis of \( \text{cone}(\Delta) \), \( z \in B_{\alpha} \) implies that \( \sum_{i=1}^{d+1} \alpha_i \) is at most \( d + 1 \).

### 2.3. The function \( \text{IDP} \)

**Definition 2.3.** \( \text{IDP} \) is the 0/1 function which takes as input the vertices of a lattice \( d \)-simplex \( \Delta \) and returns one if \( \Delta \) is IDP and zero otherwise.

We were unsuccessful in approximating \( \text{IDP} \) directly using techniques presented in this paper. Instead, we find success approximating another function, \( \text{HB} \), from which the value of \( \text{IDP} \) can be inferred.

For a vector \( x \in \mathbb{R}^{(d+1)d+1} \), we consider \( x \) to be multi-indexed by the collection of \( \alpha \in \{0, \ldots, d\}^{d+1} \).

**Definition 2.4.** \( \text{HB} \) is the function taking as input the vertices of a lattice \( d \)-simplex and returning an element of \( \{0, 1\}^{(d+1)d+1} \), with coordinate \( \alpha \) equal to one if and only if there exists a Hilbert basis element in bin \( B_{\alpha} \).

**Example 2.5.** Consider the \( \Delta_{(1, q)} \) simplex in dimension \( d = 2 \) with \( q \)-vector \((2, 1)\). The ray generators are \( v_1 = (1, 0, 1) \), \( v_2 = (0, 1, 1) \), and \( v_3 = (-2, -1, 1) \). Computation with \texttt{Normaliz} \[^{[3]}\] yields that the set of lattice points in \( \Pi_{\Delta_{(1, q)}} \) is equal to \( \{(0, 0, 0), (-1, 0, 1), (0, 0, 1)\} \). The representation of these points in terms of the ray generators are \((0, 0, 0)\), \((0, 1/2, 1/2)\), and \((1/2, 1/4, 1/4)\). The bins \( B_{\alpha} \) which contain these points have \( \alpha \) equal to:

\[
(\lfloor 3 \cdot 0 \rfloor, \lfloor 3 \cdot 0 \rfloor, \lfloor 3 \cdot 0 \rfloor) = (0, 0, 0),
\]
\[
(\lfloor 3 \cdot 0 \rfloor, \lfloor 3 \cdot 1/2 \rfloor, \lfloor 3 \cdot 1/2 \rfloor) = (0, 1, 1), \quad \text{and}
\]
\[
(\lfloor 3 \cdot 1/2 \rfloor, \lfloor 3 \cdot 1/4 \rfloor, \lfloor 3 \cdot 1/4 \rfloor) = (1, 0, 0),
\]
respectively.

When the \( \alpha \) are lexicographically ordered, we may write the image under \( \text{HB} \) as the vector
\[
(1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \in \mathbb{R}^{3^3}.
\]

Let \( \text{supp} \) be the 0/1 function on \( \mathbb{R}^{(d+1)d+1} \) which, for a vector \( x \), returns zero if and only if there exists an index \( \alpha \) such that \( x_{\alpha} \neq 0 \) and \( \sum_{i=1}^{d+1} \alpha_i > d + 1 \). Then, using Corollary \[^{2.2}\] we may write the functional equality

\[
\text{IDP} = \text{supp} \circ \text{HB}.
\]
Note that for Example 2.5, the non-zero entries are at multi-indices \((0,0,0),(0,1,1)\) and \((1,0,0)\), and that the sum of each individual multi-index is not more than 3. Thus the image of \(\text{IDP}\) is equal to 1, indicating that the example is IDP. We can verify this fact by noting that the height of each element of the Hilbert basis

\[\{v_1, v_2, v_3\} \cup \{-1,0,1\}, (0,0,1)\]

is equal to 1. We remark that it is not true in general that the Hilbert basis elements are the non-zero lattice points of \(\Pi_\Delta\).

We have developed a theoretical framework for approximating the integer decomposition property by approximating the real-valued function \(\{0,1\}^\nu\). One difficulty in the implementation of this scheme is the fact that \(\text{supp}\) is not sensitive to how close to zero a value is. If the entry at some multi-index \(\alpha\) in the approximation of \(\{0,1\}^\nu\) is close to but not equal to zero, and \(\sum_{i=1}^{d+1} \alpha_i > d + 1\), then the image of \(\text{supp}\) will be 0, i.e., our approximation of \(\text{IDP}\) will almost always predict that an example is not IDP. A standard solution to this issue is to first map our approximation into the open interval \((0,1)\), then choose a value \(0 \leq \eta \leq 1\), then interpret values less than or equal to \(\eta\) as 0 and greater than \(\eta\) as 1. For the first step, we use the Sigmoid function:

\[\sigma(x) := (1 + e^{-x})^{-1},\]

mapping \(\mathbb{R}\) one-to-one onto the open interval \((0,1)\). For some fixed \(0 \leq \eta \leq 1\), define

\[\text{cutoff}(x) = \begin{cases} 0 & \text{if } x \leq \eta, \\
1 & \text{otherwise}. \end{cases}\]

The composition of \(\text{cutoff}\) and \(\sigma\) allows us to turn any real valued function of one variable into a 0/1 function, and by applying it coordinate-wise, we may turn any function \(f : \mathbb{R}^u \to \mathbb{R}^v\) into

\[\text{cutoff} \circ \sigma \circ f : \mathbb{R}^u \to \{0,1\}^v.\]

In particular, consider \(\mathbb{R}^u\) to be the space parameterizing the vertex sets of lattice \(d\)-simplices: \(\mathbb{R}^u = \mathbb{R}^d \times \cdots \times \mathbb{R}^d\) with \(d + 1\) factors \(\mathbb{R}^d\) (not all points in the space give rise to full-dimensional simplices.) Further consider \(\mathbb{R}^v\) to have basis multi-indexed by \(\alpha \in \{0,\ldots,d\}^{d+1}\). Then for any map \(f\) from \(\mathbb{R}^u\) to \(\mathbb{R}^v\), \(\text{cutoff} \circ \sigma \circ f\) may be considered as a map from lattice \(d\)-simplices to 0/1 vectors indexed by bins \(B_\alpha\).

Continuing Example 2.5, consider the function \(f : \mathbb{R}^{2 \times 3} \to \mathbb{R}^3\) defined by

\[f(x) = \frac{1}{\|x\|} \left(\sum_{i=1}^{27} (-1)^i \cdot e_i\right).\]

Then \(f(1,0,0,1,-2,-1) = \frac{1}{\sqrt{7}} \left(\sum_{i=1}^{27} (-1)^i \cdot e_i\right).\) We compute that \(\sigma(1/\sqrt{7}) = 0.593\), and that \(\sigma(-1/\sqrt{7}) = 0.407\). Thus if \(0 \leq \eta < 0.407\), then \(\text{cutoff} \circ \sigma \circ f(1,0,0,1,-2,-1)\) is the all-ones vector, and if \(0.593 \leq \eta \leq 1\) then \(\text{cutoff} \circ \sigma \circ f(1,0,0,1,-2,-1)\) is the zero vector. If \(0.407 \leq \eta < 0.593\), then \(\text{cutoff} \circ \sigma \circ f(1,0,0,1,-2,-1)\) is the 0/1-vector \( \sum_{i=1}^{27} \frac{(1+(-1)^i)}{2} \cdot e_i\).

The quality of the approximation depends heavily on the choice of value for \(\eta\), as for the fixed function \(f\), \(\text{cutoff} \circ \sigma \circ f\) can be correct on 11\%, 89\%, or 33\% of the entries of \(\{0,1\}^\nu\), depending on the choice of \(\eta\).

**Definition 2.6.** Let \(f\) be any function from \(\mathbb{R}^{d(d+1)}\) to \(\mathbb{R}^{(d+1)d+1}\). Then we call the (coordinate-wise) composite function

\[\hat{\text{IDP}} := \text{supp} \circ \text{cutoff} \circ \sigma \circ f\]

an approximation of the integer decomposition property.

Notes that when \(\sigma \circ f\) closely approximates \(\{0,1\}^\nu\) coordinate-wise, \(\hat{\text{IDP}}\) agrees with \(\text{IDP}\). For a given \(f\), we will use the shorthand notation \(\hat{\{0,1\}}\) for the composite function \(\text{cutoff} \circ \sigma \circ f\).
In this section we describe piece-wise linear functions as compositions of affine transformations and a well-behaved piece-wise linear function \( \rho \). We next describe the use of a loss function \( L \) in quantifying the accuracy of an approximation \( \hat{f} \) of a function \( f \). We then describe an algorithm called gradient descent, which deforms the piece-wise linear function \( \hat{f} \) in order to minimize the loss function \( L \) with respect to the target function \( f \).

Let \( f \) be any set map from \( \mathbb{R}^n \) to \( \mathbb{R}^v \). We will approximate \( f \) by constructing a random initial “approximation” \( \hat{f} \), which we will deform until we have a sufficiently accurate approximation.

For a positive integer \( m \), fix \( m \) positive integers \( \ell_1 \) through \( \ell_m \), as well as a small real \( \epsilon > 0 \). We will call this the collection of hyper-parameters. Choose matrices \( W_k \in \mathbb{R}^{\ell_{k-1} \times \ell_k} \) for \( 1 \leq k \leq m+1 \), where we set \( \ell_0 = u \) and \( \ell_{m+1} = v \) (the dimensions of the domain and codomain of \( f \)). Additionally, for each \( k \), choose vectors \( b_k \in \mathbb{R}^{\ell_k} \). The entries \((W_k)_{i,j}\) are called weights, and the \((b_k)_i\) are called biases. Generally, the initial values are randomized by an algorithm we will not discuss here. We will consider each such collection of parameters to be a point

\[
p = (W_1, b_1, \ldots, W_{m+1}, b_{m+1})
\]

in the space of parameters \( \mathbb{R}^{(\ell_0+1) \times \ell_1} \times \cdots \times \mathbb{R}^{(\ell_m+1) \times \ell_{m+1}} \). We define \( \rho \) to be the function which returns the coordinate-wise maximum of 0 and the identity, i.e., \( \rho(x_i) = \max(0, x_i) \). The map \( \rho \) is an example of an activation function and is called ReLU (Rectified Linear Unit.) Let \( \omega_k \) be the affine map \( x \mapsto W_k(x) + b_k \) composed with \( \rho \). Then the approximation \( \hat{f} \) is the function

\[
\hat{f}(x; p) = W_{m+1} \circ \omega_m \circ \cdots \circ \omega_1(x) + b_{m+1}.
\]

**Example 3.1.** Let \( f(x) = \log(x) \). We will approximate \( f \) on the interval \([1, 3]\). Let \( m = 1 \) and \( \ell_1 = 2 \). We initially set the parameters \( p = (\omega_1, b_1, \omega_2, b_2) \in \mathbb{R}^{(1+1) \times 2} \times \mathbb{R}^{(2+1) \times 1} \) by

\[
W_1 = [0.75, -0.5]^T \quad b_1 = [-0.75, 1] \quad W_2 = [1, 1] \quad b_2 = [-0.5].
\]

The resulting approximation, which we expect to be poor because it knows nothing about the function it is supposed to approximate, is given by the piece-wise linear function (the dotted graph in Figure 3)

\[
\hat{f}(x; p) = [1, 1] \rho \begin{bmatrix} 0.75 \\ -0.5 \end{bmatrix} \begin{bmatrix} x \end{bmatrix} + \begin{bmatrix} -0.75 \\ 1 \end{bmatrix} + [-0.5] = 1 \cdot \rho(0.75x - 0.75) + 1 \cdot \rho(-0.5x + 1) - 0.5
\]

\[
= \begin{cases} 
0.25x - 0.25 & 1 \leq x \leq 2 \\
0.75x - 1.25 & 2 < x \leq 3
\end{cases}
\]
3.1. Loss functions and gradient descent. We measure the quality of the approximation via a loss function $L(x; p)$ which we attempt to minimize. By minimizing its value at many “training” points $x$ distributed throughout the domain, we hope that the value of the approximation $\hat{f}$ will be close to that of $f$ at points outside of training set, i.e., that the magnitude of the loss function will be small at new points as well.

One example of a loss function is the Euclidean distance $D(x; p) = \| f(x) - \hat{f}(x, p) \|$. Continuing Example 3.1,

\[
D(x; p) = \| \log(x) - ((W_2)_{1,1}\rho((W_1)_{1,1}(x) + b_{1,1}) + (W_2)_{1,2}\rho((W_1)_{2,1}(x) + b_{1,2}) + b_{2,1}) \|,
\]

and for our specific parameters $p$,

\[
D(x; p) = \| \log(x) - (1 \cdot \rho(0.75x - 0.75) + 1 \cdot \rho(0.75x + 1) - 0.5) \|.
\]

Although for fixed parameters $p$, the loss $L(x; p)$ is a function of $x$, the “learning” step of machine learning happens by interpreting it as a function of $p$, holding $x$ fixed. We can imagine $L$ as a surface above the parameterization space which is fixed by the choice of hyper-parameters and $x$. In order to improve our approximation $\hat{f}$ at a particular point $x$ in the domain, we modify its parameters in such a way that the value of the loss function $L$ is reduced, i.e., “moving downhill” on the surface $L$.

We compute the gradient $\nabla L$ with respect to the parameters $p$ at the point $(x, p)$ and update the parameters by $p \mapsto p - \epsilon \nabla L$. The value of $\epsilon$ is chosen small enough that $L(x; p - \epsilon \nabla L) < L(x; p)$. When we repeatedly apply this process for points $x$ sampled uniformly at random, this method is called stochastic gradient descent or SGD. In practice, for reasons of computational efficiency and stability, a batch of points are sampled and the mean of the gradients is used for the update. This is known as mini batch SGD.

Continuing our example, fix $x = 1.5$ and use the chain rule to compute that

\[
\nabla D(1.5; p) = \left\langle \frac{\partial D}{\partial \omega_1}, \frac{\partial D}{\partial b_1}, \frac{\partial D}{\partial \omega_2}, \frac{\partial D}{\partial b_2} \right\rangle_{x=1.5} = (-1.5, -1.5, -1, -1, -0.375, -0.25, -1).
\]

Then for $\epsilon = 0.02$, the update $p' = p - \epsilon \nabla D(1.5; p)$ is given by

\[
\omega_1 = [0.78, -0.47]^T \quad b_1 = [-0.73, 1.02] \quad \omega_2 = [1.0075, 1.0075] \quad b_2 = [-0.48].
\]
The resulting updated approximation is
\[ \hat{f}(x; p') = \begin{cases} 
0.312x - 0.187 & 1 \leq x \leq 2.17 \\
0.786x - 1.215 & 2.17 < x \leq 3 
\end{cases} \]

3.2. Training and Validation. In practice, we perform the update step many thousands of times at \( x \)-values distributed throughout the domain. Often we gather a large collection of pairs \((x, f(x))\) called a training set to store for later use in the update process, rather than computing the value of \( f \) when needed. When generating this collection is costly, as in the case of the function IDP, we use each pair from the collection multiple times over, in some cases as many as 100 times. By analogy with polynomial approximation, where we fit a polynomial to a finite set of points on the graph of a function, one may wonder if, when reusing sampled points in refining our approximation, we are simultaneously losing accuracy at other points in the domain. The short answer is yes.

This phenomenon of overfitting is a principal concern in the process of refining our approximation, and there are some standard techniques for mitigating its effect, including:

- creating two collections of pairs \((x, f(x))\) — one for training and one for validation. As we train \( \hat{f} \) we simultaneously monitor its accuracy on the validation set. If the performance on the validation set worsens while improving on the training set, we stop training.
- introducing a component to the loss function for the magnitudes of the parameters. Experience shows that this method, called regularization, reduces overfitting to the training data.
using the simplest “structure” possible to achieve the desired performance. Complicated models require more training to achieve their optimal performance, and hence increase the number of times training data is reused. We balance the expressive capability of a complicated approximation with the need to minimize overfitting.

4. Implementation and Results

4.1. Implementation. Our first goal is an approximation of the function $H_B$ restricted to the vertex sets of $\Delta_{[1,q]}$ simplices of dimension $d = 4$ and with $q$-vector bounded by 25. Recall also that, even though the target space of $H_B$ has dimension $(d + 1)^{d+1}$, the relevant values are those at indices $\alpha$ whose coordinates sum to more than $d + 1$. We restrict to these 2,877 relevant indices. Hence the input to our function is the tuple $(q_1, q_2, q_3, q_4) \in [1,25]^4$ and the output is in $\mathbb{R}^{2,877}$.

There is no general-purpose best design of hyper-parameters that works for every application of a neural network. In fact, it is possible to approximate with arbitrary accuracy any continuous function on a compact subset of $\mathbb{R}^u$ using only one “hidden layer” ($m = 1$.). The general rule is that higher values of $m$ allow smaller values for the $\ell_i$’s while maintaining approximation flexibility. Optimizing hyper-parameters is a process that is outside the scope of this work, so we will simply report that, after experimenting with several values of $m$ and $\ell_i$’s in order to minimize the loss function and computation time, we proceeded using the following choice of hyper-parameters:

| $m$ | $\ell_1$ | $\ell_2$ | $\ell_3$ | $\ell_4$ | $\epsilon$ |
|-----|---------|---------|---------|---------|---------|
| 4   | 100     | 400     | 800     | 3,000   | 0.001   |

Tensorflow produces a neural network with the specified dimensions and initializes the weights and biases automatically. In order to implement mini batch SGD, the user must make more decisions than just specifying the hyper-parameters.

1. Amount of training/validation data:
   we used Normaliz and a script to compute $H_B$ for 50,000 examples sampled uniformly at random, 10% of which we reserved for validation.

2. Batch size:
   during training we computed the gradient $\nabla L$ for batches of 10 $q$-vectors at a time and used the mean for the update of the parameters $p$.

3. Loss function:
   Because the image of $H_B$ is contained by the set $\{0,1\}^{2,877}$, we may consider the approximation to be the composite $\hat{\sigma} f$ and use the Binary Cross Entropy loss function $\text{BCE}$ summed entry-wise over
   \[
   \text{BCE} = (H_B - 1) \cdot \log (1 - \hat{\sigma} f) - H_B \cdot \log \hat{\sigma} f.
   \]
   When the value of $H_B$ is one, the value of $\text{BCE}$ is decreased by increasing the value of $\log \sigma f$, i.e., increasing the value of $\hat{f}$. In this case, minimizing $\text{BCE}$ coincides with minimizing the difference between $\sigma f$ and $H_B$. A similar analysis for the case when $H_B$ equals zero shows that $\text{BCE}$ is a measure of the accuracy of $\sigma f$ as an approximation of $H_B$.
   We used a modification of $\text{BCE}$, which we discuss in Section 4.2

4. Training length:
   We performed roughly 100,000 updates in the process of training the approximation.

The result of this training procedure was a piece-wise linear function $f$. It was the well-defined and deterministic result of the specific choices outlined above.

$^2$For purposes of analysis and reproducibility, we initialize the computer’s randomness generator so that the stochastic processes are, in fact, deterministic, while still having good randomness properties.
An approximation $\hat{\mathcal{HB}}$ requires a choice of cutoff parameter $\eta$, and $\mathcal{IDP}$ requires the additional choice of a tolerance parameter $\tau$ (introduced in Subsection 4.2). These parameters control the functions $\text{cutoff}$ and $\text{supp}$, respectively. Recall that the resulting approximations are given by

$$\hat{\mathcal{HB}} := \text{cutoff} \circ \sigma \circ f \quad \text{and} \quad \mathcal{IDP} := \text{supp} \circ \hat{\mathcal{HB}}$$

We present the results in terms of the values $\eta$ and $\tau$.

4.2. The approximation $\hat{\mathcal{HB}}$. While it is tempting to present the accuracy of $\hat{\mathcal{HB}}$ as the percentage of indices on which it agrees with $\mathcal{HB}$, this is problematic due to the scarcity of non-zero entries in any given image of $\mathcal{HB}$. Consider the $q$-vector $(4, 10, 14, 14)$; there are just 14 non-zero entries among the 2,877 relevant entries in its image under $\mathcal{HB}$. Consequently, an approximation which is uniformly equal to zero would be correct 99.5% of the time, while knowing essentially nothing about the function it is trying to approximate other than that it is typically equal to zero! We therefore present the accuracy in the form of a confusion table, which breaks down the indices $\alpha$ along two criteria — firstly depending on whether $\mathcal{HB}_\alpha$ is equal to 1 (positive) or 0 (negative), and secondly whether $\hat{\mathcal{HB}}_\alpha$ is positive or negative.

*Example 4.1.* Again using the $q$-vector $(4, 10, 14, 14)$, we set $\eta = 0.1$ and present the resulting confusion table below:

| ACTUAL 0 | PREDICTED 0 | PREDICTED 1 |
|----------|-------------|-------------|
| ACTUAL 0 | 2,808       | 55          |
| ACTUAL 1 | 0           | 14          |

Table 1. The confusion table for $\hat{\mathcal{HB}}(4, 10, 14, 14)$

Observe that the sum of the table entries is, in fact, 2,877. We call entries appearing in the upper right cell of the table “false positive” because the approximation incorrectly predicted that a bin contained a Hilbert basis element. Similarly, entries in the bottom left cell are called “false negative”.

We may summarize the table with the pair of ratios

$$\text{specificity} = \frac{\text{true negatives}}{\text{true negatives} + \text{false positives}} \quad \text{and} \quad \text{sensitivity} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}}.$$ 

For the present example, they are 98% and 100%, respectively. The specificity and sensitivity vary with the cutoff value $\eta$, and are negatively correlated with each other, as demonstrated in Table 2:

| $\eta$ | specificity | sensitivity |
|--------|-------------|-------------|
| 0.1    | 0.981       | 1.00        |
| 0.25   | 0.986       | 0.857       |
| 0.5    | 0.993       | 0.214       |

Table 2. The effect of varying $\eta$
4.3. Validation. When we sampled 50,000 examples for training, we reserved 5,000 of them for validation purposes. We now report the performance on this validation set, which we denote $S$. We aggregate (sum entry-wise) the confusion tables for $\eta = 0.1$ in Table 3.

The corresponding aggregated specificity is 89.0%, and sensitivity is 79.7%. One can account for the difference between specificity and sensitivity by recalling the scarcity of non-zero entries of $\mathbb{HB}$, i.e., the low total number of positives. If we use the loss function

$$\text{BCE} = (\mathbb{HB} - 1) \cdot \log \left(1 - \sigma \hat{f}\right) - \mathbb{HB} \cdot \log \sigma \hat{f}$$

as earlier described for our gradient descent, the resulting approximation will essentially be the constant zero function. In order for the model to learn to identify positives, we must balance the contributions to the loss function associated to positive and negative according to the inverse of their frequency. We accomplish this by introducing a positive term $\beta$ which we call the balance term:

$$L = (\mathbb{HB} - 1) \cdot \log \left(1 - \sigma \hat{f}\right) - \beta \cdot \mathbb{HB} \cdot \log \sigma \hat{f}.$$ 

The results presented in this section correspond to a $\beta$ value of 10. All other parameters remaining fixed, a higher value, roughly $\beta = 75$, is required in order achieve approximately equal sensitivity and specificity. However, it is not necessarily desirable to match the sensitivity and specificity, as we will discuss.

4.4. The approximation $\hat{\text{IDP}}$. Under the unrealistic assumption that Hilbert basis elements are distributed roughly uniformly among bins, consider an approximation with a specificity of 99.9% applied to the $q$-vector of an IDP $\Delta_{(1, q)}$ simplex. Because there are 2,877 bins, the probability that all bins will be correctly identified as negative (not containing a Hilbert basis element) can be estimated as $0.999^{2,877} \approx 5.6\%$. Since we expect the incidence of the integer decomposition property to be low, a true positive rate for IDP of 5.6% may result in few or even no examples being correctly predicted as IDP! We have several tools to combat this issue:

(1) manipulating the balance term $\beta$ to produce high specificity (possibly at the expense of sensitivity)

(2) manipulating the cutoff value $\eta$ to produce high specificity (again, at the expense of sensitivity)

(3) tolerating some number of positive entries in $\hat{\text{IDP}}$ (under the assumption that many of them are false.)

For this last option we introduce the tolerance parameter $\tau$, which sets an upper bound on the number of positive entries before the function $\hat{\text{IDP}}$ returns that an example is IDP negative. In our original description of $\hat{\text{IDP}}$, $\tau$ was implicitly set to zero.

Table 4 records the number of true positives over the total number of positives of $\hat{\text{IDP}}$ when applied to the sample $S$ for select values of $\eta$ and $\tau$.

From Table 4 we see that there is not one optimal choice for the values of $\eta$ and $\tau$, since higher specificity is correlated with few examples being found; the goals of specificity and sensitivity are in tension. Figure 5 shows the (log-scale) relationship between specificity and sensitivity induced

| ACTUAL 0 | PREDICTED 0 | PREDICTED 1 |
|----------|-------------|-------------|
| 12,726,675 | 1,573,167   |             |
| 22,569   | 88,482      |             |

Table 3. An aggregated confusion table for $S$ ($\eta = 0.1$)
Table 4. The rate of true positives (specificity) for given values of $\eta$ and $\tau$

| $\tau$ | $\eta$ | 0.5     | 0.25    | 0.12    | 0.05    |
|--------|--------|---------|---------|---------|---------|
| 0      |        | 3/7 (42.9%) | 3/4 (75.0%) | 3/3 (100.0%) | 3/3 (100.0%) |
| 10     |        | 21/320 (6.6%) | 11/38 (29.0%) | 8/21 (38.1%) | 6/12 (50.0%) |
| 20     |        | 46/1026 (4.5%) | 21/102 (20.6%) | 11/45 (24.4%) | 8/27 (29.6%) |
| 30     |        | 65/1770 (3.7%) | 35/196 (17.9%) | 23/103 (22.3%) | 16/64 (25.0%) |

by varying these values. When we actually checked for IDP using Normaliz, we found 112 positive examples among 5,000. The analogous “specificity” is 2.24%, but the “sensitivity” is 100% — we plot this point (2.24, 100) for reference.

Figure 5. The effect of varying $\eta$ for fixed values of $\tau$

Table 5 lists all 112 $q$-vectors of $S$ that correspond to IDP $\Delta_{(1,q)}$ simplices according to Normaliz. Recall that the rate of IDP in $S$ is 2.24%. Table 6 lists the subset of $S$ which are predicted to be IDP when $\eta = 0.5$ and $\tau = 0$, with the correct positive predictions highlighted. Observe that the incidence of IDP among the predicted IDP examples is about 43%, much higher than the rate in the sample at large.

We highlight the $q$-vectors in Table 5 that correspond to true IDP positive predictions made by setting $\eta = 0.1$ and $\tau = 65$ (the specificity was 15% and the sensitivity was 58%).

4.5. Discussion. As a demonstration of the utility of the approximation method presented here, we could attempt to advance the previously mentioned work in [1] on $\Delta_{(1,q)}$ simplices by producing a large and diverse collection of IDP examples from which to form conjectures to try to prove. A natural scheme for arriving at such a collection is to first generate a test set, say, all $\Delta_{(1,q)}$ simplices of dimension $d$ with $q$-vector entries bounded by $n$, then verify the integer decomposition property with a program like Normaliz, collecting the positive examples. We could augment this scheme with machine learning by performing an initial sieving step prior to testing with Normaliz. By
developing a computationally–cheap approximation to the integer decomposition property, we can reserve the relatively expensive Normaliz computations for those examples that, according to the approximation, are more likely to be IDP.

In the context of this application, the results outlined above point to a tradeoff between the computational efficiency (controlled by the specificity) and the number of examples that are ultimately produced (controlled by the sensitivity). It also seems that the approximation \( \hat{\text{IDP}} \) is biased in favor of repeated entries (see the highlighted examples in Table 5), which brings into question how diverse a set of examples it is capable of producing.

We computed the value of \( \hat{\text{IDP}} \) for all 390,625 \( \Delta_{(1,q)} \) simplices with \( q \)-vector in \([1,25]^4\) using \( \eta = 0.1 \) and \( \tau = 65 \). The computation took 3,356 seconds and produced 2,520 predicted positives. We then computed \( \text{IDP} \) for these examples and found that 521 were IDP. This corresponds to a specificity of 20.7%. It is impractical to compute \( \text{IDP} \) over the entire collection of 390,625 examples in order to compute the sensitivity, so it is not known.

5. Concluding Remarks

It is very likely that other choices of hyper-parameters, or even entirely different machine learning techniques, will yield improved performance. However, the results, such as they are, do indicate

### Table 5. The 112 IDP examples in the sample \( \mathcal{S} \)

| 1,1,1,1 | 1,1,3,9 | 1,1,21,24 | 1,2,14,10 | 1,2,14,10 |
| 1,3,16,3 | 1,3,24,1 | 1,4,2,16 | 1,4,20,20 | 1,8,1,1 |
| 1,10,10,8 | 1,10,24,24 | 1,12,4,12 | 1,15,3,1 | 1,18,1,6 |
| 1,21,1,4 | 1,24,1,9 | 1,24,1,4 | 1,24,17,1 | 1,24,18,1 |
| 1,24,18,4 | 1,24,24,20 | 2,2,2,7 | 2,3,12,18 | 2,8,8,4 |
| 2,10,1,16 | 2,20,10,5 | 3,1,1,9 | 3,6,12,1 | 3,12,2,24 |
| 3,14,21,3 | 3,19,3,1 | 3,23,15,3 | 4,1,1,4 | 4,8,16 |
| 4,20,1,14 | 4,20,10,20 | 4,23,4,12 | 4,24,1,16 | 6,1,12 |
| 6,2,6,3 | 6,2,18,9 | 6,6,6,3 | 6,14,6,15 | 6,17,9,18 |
| 7,3,21,7 | 7,7,1,7 | 7,7,16,16 | 8,1,18,2 | 8,2,12,24 |
| 8,16,4,2 | 9,1,1,9 | 9,6,18,2 | 9,9,4,4 | 9,18,4,4 |
| 9,18,18,6 | 9,22,1,11 | 10,1,5,22 | 10,5,10,9 | 10,24,4,1 |
| 11,22,5,5 | 12,1,2,6 | 12,1,24,19 | 12,2,3,12 | 12,2,18,3 |
| 12,3,2,6 | 12,3,11,6 | 12,6,1,1 | 12,6,1,3 | 12,12,4,12 |
| 12,16,1,16 | 12,24,2,24 | 12,24,6,1 | 13,2,2,20 | 14,6,14,7 |
| 14,7,2,24 | 14,7,12,1 | 15,1,13,15 | 15,15,1,1 | 16,1,6,6 |
| 16,4,2,16 | 16,7,16,16 | 16,8,4,2 | 16,16,12,3 | 16,24,1,22 |
| 17,1,7,1 | 17,17,8,4 | 17,17,1,7 | 18,1,1,15 | 18,2,6,6 |
| 18,2,2,1 | 18,10,1,15 | 19,19,1,16 | 20,2,1,12 | 20,8,19,8 |
| 20,14,2,1 | 20,20,1,20 | 20,20,4,1 | 20,20,4,20 | 20,22,1,22 |
| 21,21,16,4 | 22,2,2,22 | 22,16,4,1 | 22,16,22,1 | 22,22,20,1 |
| 23,2,2,6 | 23,18,3,24 | 23,24,24,12 | 24,2,1,16 | 24,4,2,4 |
| 24,24,6,24 | 24,24,23,12 | | | |

### Table 6. Predicted IDP examples (\( \eta = 0.5, \tau = 0 \))

| 1,1,1,1 | 1,2,10,2 | 1,3,24,1 | 2,2,2,7 | 2,3,4,7 |
| 4,3,2,5 | 11,6,9,6 | | | |
that functions like \( \text{IDP} \) have the potential to be modeled by machine learning techniques. The following remarks point out directions in which this investigation might be continued.

**Remark 5.1.** Figure 5 shows the tradeoff between specificity and sensitivity for an approximation \( \text{IDP} \) that is a product of a choice of hyper-parameters, balance \( \beta \), and training size. It would be useful to see the effect of different values of \( \beta \) in the plot. Does there exist a choice which achieves sensitivity and specificity of 50%?

**Remark 5.2.** The intermediate step of computing an approximation of \( \text{HB} \) has several potential applications which are not explicitly discussed in this paper. In particular we note that by computing the set of lattice points in each predicted–positive bin, we have an approximation of the Hilbert basis itself.

If the sensitivity of \( \text{HB} \) is high then it is very likely that the Hilbert basis is contained by the approximated Hilbert basis, and may be recovered by the reduction algorithm used by Normaliz (implemented by a python script, for example.) This could potentially be more efficient than Normaliz, which reduces the entire fundamental parallelepiped, if the specificity is high.

**Remark 5.3.** The Ehrhart \( h^* \)-vector records the number of lattice points at each height in \( \Pi_\Delta \). In the case that the \( h^* \)-vector is the concatenation of two vectors — the first increasing and the second decreasing — we call it unimodal. Unimodality is another interesting property to investigate for lattice simplices, see, e.g., [2]. If, rather than recording the presence of a Hilbert basis element, we were to record the number of fundamental parallelepiped points in each bin, we could approximate the \( h^* \)-vector using Proposition 2.1. Thus we have a framework for predicting both \( \text{IDP} \) and unimodality.
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