Abstract Based on the assumption that the QCD phase diagram gives a realistic picture of hadronic and quark matter under different regimes, it is possible to claim that a quark core may be present inside compact objects commonly named hybrid neutron stars or even that a pure strange star may exist. In this work we explore how the phase transition is modified by the presence of strong magnetic fields and how it is impacted by parameters of the quark phase, for which we use the MIT-model with vector interactions. The phase transition is assumed to conserve flavor when hadrons turn into deconfined quarks. The hadronic equation of state is calculated with the NL3ωρ∗ parametrization of quantum hadrodynamics. We find that the magnetic field slightly reduces the pressure and chemical potential of the phase transition and the latent heat, the latter being very model dependent.

1 Introduction

Nuclear matter can be found in a variety of thermodynamic conditions, from low densities and high temperatures in heavy ions collision to high densities and low temperatures in compact stars [1–7]. The high temperatures achieved in heavy ion collisions provide the ideal environment for the formation of the quark-gluon plasma briefly after the collision, as the high energy enhances asymptotic freedom [8,9]. In compact stars, the high pressure environment may also favor a phase transition from hadronic to deconfined quark matter [10–12], so that the compact star can be either a hybrid hadron-quark or a pure quark star, if the Bodmer-Witten conjecture is satisfied [13–19]. The exact phase transition points at different temperatures remain unknown, since QCD is not exactly solvable from first principles and lattice QCD (LQCD) calculations have to deal with the sign problem and (so far) give accurate results only for the low chemical potential region [20–24]. Therefore effective models play an important role in the investigation of compact stars structure and composition. Analysis of QCD with Polyakov loops [25] predict the phase transition to occur at chemical potentials higher than ∼ 1050 MeV, models such as NJL, MIT and Quark-Meson coupling predict diverse values, depending on the hadronic model and on the choice of parameters of the quark phase [26–34]. It is also possible to constrain the most probable value of the phase transition, but analysis of this kind are model dependent [35,36].

In compact stars, the surface magnetic fields can vary from 1012 to 1015 G [37–40] and reach magnitudes of the order of 1018 G in the core, according to both the virial theorem [41,42] and solutions of coupled Einstein and Maxwell equations [43–46]. Since magnetic fields generate different pressures in the directions along and across the star [47,48], it is necessary to solve Einstein and Maxwell equations simultaneously, using a software such as LORENE, in order to determine the stellar structure of a magnetized star, instead of solving the axisymmetric TOV equations [49,50]. Nevertheless, it is possible to avoid such a complication and use an isotropic pressure for magnetized matter by using the chaotic field approximation, introduced in [51], which states that the magnetic field is disordered at small scales due to the short range magnetic interaction between moving charges, making the magnetic field approximately isotropic at very small scales while maintaining macroscopic order. Such a pressure is consistent with thermodynamics, and therefore it is also useful for analysing how the phase transition is modified in magnetized matter. Such an approximation has been applied to compact stars in Refs. [52–56].

The importance of the magnetic field on the strong interactions is long known, as it may alter the transition temperature, chemical potential and latent heat of the deconfinement phase transition, modify the vacuum structure, the dynamic
quark masses and the chiral transition [57–62]. The latent heat is an important ingredient as it quantifies the discontinuity in the energy density [63,64] and general upper bounds have been derived from nuclear physics alone [65], being applicable to effective models and to modified general relativity theories. Moreover, it also indicates the point where the transition changes from a first order to a crossover at finite temperature, when its value is zero [62], a feature expected in the QCD phase diagram, where the critical end point is expected to exist [66].

In the present paper we study the effects of strong magnetic fields on the deconfinement phase transition at zero temperature using the non-linear Walecka model with a modified version of the NL3* [67] parametrization, proposed in [12], which we call NL3op**, for the hadron phase and the MIT-bag model with vector interactions for the quark phase. The hadronic parametrization is built to satisfy both up to date nuclear physics constraints and also a maximum stellar mass in the range 2.5–2.67 M⊙, and can describe very massive compact objects, as the recently detected PSR J0952-0607, the fastest and heaviest known galactic neutron star [68] and even the one in the mass-gap region observed via the GW190814 [69], which is yet unidentified and can be either a very massive compact star or a black hole [70]. Reference [71] argues that GW190814 is likely to be a strange star, mainly due to the very stiff EoS required to produce such a high mass star and the small radius expected. However, depending on the choice of model parameters, it was shown in [12] that it can be a hadronic, a strange and even a hybrid star. The zero temperature approximation to phase transition calculations in compact stars is reasonable since, in the high density and low temperature regime, the point of the phase transition is not exceptionally changed by doing a small temperature calculation. Though thermal effects are less important microscopically it should be emphasized that heat and radiation released during the transition can be important in the cooling and spinning down of the star [72,73].

The MIT model with vector interactions has been discussed in [74–77], and a more thorough analysis of thermodynamic consistency, stability window, phase diagrams and astrophysical consequences can be found in [12,33,78]. To find the point of the phase transition we follow [79], where the authors argue that the phase transition does not occur with both phases in β-equilibrium, but rather with only the hadronic phase in β-equilibrium and the quark phase is determined such that the fractions of quark flavors are conserved during the transition, because the time scale over which the strong interaction acts is much shorter than the electroweak scale. After the phase transition occurs then β-equilibrium settles in. Hence, although matter in β-equilibrium is used in the construction of hybrid star EoS, flavour conservation may indeed be the favored situation during the phase transition. As far as the QCD phase diagram is concerned, the main difference between the transition with flavor conservation and β-equilibrium is that the later occurs at a much smaller pressure and chemical potential, as can be found in [12], where the non-magnetized phase transition with β-equilibrium is discussed.

In Sect. 2 we provide the main equations of quantum hadrodynamics and of the MIT model with a vector channel and concurrently discuss the parameters of each phase. In Sect. 4 we present the results, with a discussion on how the magnetic field and the quark parameters impact the point of the phase transition and the latent heat.

2 Formalism

2.1 Hadronic matter: Walecka-type model

For the hadronic phase we utilize the mean field approximation of the Walecka model with non linear terms considering the σ, ω, ρ and ϕ mesons, with lagrangian density written as [80–84]

\[
\mathcal{L}_B = \sum_b \bar{\psi}_b \left[ i \gamma_\mu (\partial^\mu + ie_b A^\mu) - \gamma_0 \left( g_{\omega b} \omega_0 + g_{\rho b} \rho_0 + g_{\phi b} \phi_0 \right) + \frac{1}{4} F_{\mu \nu} F^{\mu \nu} \right] \psi_b - \frac{1}{2} m_b^2 \sigma_0^2 - \frac{\lambda}{3!} \sigma_0^3 - \frac{\kappa}{4!} \sigma_0^4 + \frac{1}{2} m_\omega^2 \omega_0^2 + \frac{\xi}{4!} \omega_0^4 + \frac{1}{2} m_\rho^2 \rho_0^2 + \frac{1}{2} m_\phi^2 \phi_0^2 + \frac{1}{2} \Lambda_\psi N \sum_b \psi_\psi^2 \omega_0^2 \rho_0^2 \]

(1)

where \( \psi_b \) is the Dirac spinor for the baryon \( b \), \( \gamma_\mu \) are the Dirac matrices, \( I_3 b \) is the half of the Pauli isospin matrices \( \tau \), and \( F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the electromagnetic strength tensor. \( N \) refers to nucleon. The masses of baryons are modified by the medium, giving rise to an effective mass \( M_b^* = M_b - g_{\sigma b} \sigma_0 \), the \( \omega \)-meson is responsible for the repulsive character of the strong force, the \( \rho \)-meson is responsible for properly adjusting the symmetry energy and its slope and the strange vector channel (ϕ) is essential to produce massive hyperonic stars [55,85]. The sum over \( b \) accounts for both nucleons and hyperons. The meson field equations are not altered by the magnetic field, and are given by

\[
m_b^2 \sigma_0 + \frac{\kappa}{6} \sigma_0^2 + \frac{\lambda}{2} \sigma_0^3 = \sum_b g_{\lambda b} n_{sb}
\]

(2)

\[
m_\omega^2 \omega_0 + \frac{1}{6} \xi \omega_0^3 + 2 \Lambda_\psi \sum_b g_{\omega b} N \omega_0^2 \rho_0 = \sum_b g_{\omega b} n_{b}
\]

(3)

\[
m_\rho^2 \rho_0 + 2 \Lambda_\psi \sum_b g_{\rho b} N \rho_0^2 \omega_0^2 = \sum_b g_{\rho b} I_{3b} n_{b}
\]

(4)

\[
m_\phi^2 \phi_0 = \sum_b g_{\phi b} n_{b}
\]

(5)
Neutral particles are not affected by the presence of the magnetic field, but the momentum of charged particles becomes quantized transversely to the magnetic field, occupying Landau levels quantified by the integer $\nu$. The 3-dimensional integral over the momentum of particles at non-magnetized matter ($B = 0$) is thus replaced by a sum over the Landau levels [48,86,87]:

$$\int \frac{d^3k}{(2\pi)^3} \rightarrow \frac{|e_bB|}{(2\pi)^2} \sum_{\nu,\delta(v)} |k_F| \delta(k),$$  \hspace{1cm} (6)

and the effective chemical potential is also modified, being given by

$$E_{F_b}^* = \begin{cases} \sqrt{k_F^2 + 2\nu|e_b|B + M_b^2} & e_b \neq 0 \\ \sqrt{k_F^2 + M_b^2} & e_b = 0 \end{cases},$$  \hspace{1cm} (7)

$$= \mu_b - g_\omega \omega_0 - g_\mu I_3 \rho_0 - g_\phi \phi_0,$$  \hspace{1cm} (8)

where $\mu_b$ is the chemical potential of the baryon $b$, which is constrained by the $\beta$-equilibrium relation

$$\mu_b = \mu_B - e_b \mu_e,$$  \hspace{1cm} (9)

and $\mu_B$ and $\mu_e$ are the baryonic and leptonic chemical potentials, respectively. It must be emphasized that the Fermi momentum $k_F$ is the modulus of the 3-vector for uncharged particles and the $z$-component for charged ones, and in the later case it is a function of the Landau level, as it changes in order to keep the effective chemical potential fixed on the left hand side of Eq. (7). The spin degeneracy is also a function of the Landau level: the first level ($\nu = 0$) is occupied by a single spin state while higher levels are occupied by the $\nu$-component for charged ones, and in the later case it is a function of the Landau level, as it changes in order to keep the effective chemical potential fixed on the left hand side of Eq. (7). The spin degeneracy is also a function of the Landau level: the first level ($\nu = 0$) is occupied by a single spin state while higher levels are occupied by the $\nu$-component for charged ones, and in the later case it is a function of the Landau level, as it changes in order to keep the effective chemical potential fixed on the left hand side of Eq. (7).

Thermodynamic quantities can be calculated from the stress energy tensor. The energy density is calculated from the 00-component, and for charged particles it is given by

$$\varepsilon_b = \frac{|e_bB|}{4\pi^2} \sum_{\nu} \gamma_b(\nu) \left[ k_{F_b} E_{F_b}^* + \sqrt{M_b^2 + 2\nu |e_b| B} \right]$$

$$\ln \left[ \frac{k_{F_b} + E_{F_b}^*}{\sqrt{M_b^2 + 2\nu |e_b| B}} \right] \text{ for } e_b \neq 0 \quad (13)$$

while for for neutral ones it is

$$\varepsilon_b = \frac{\gamma_b}{16\pi^2} \left[ k_{F_b} E_{F_b}^* + \frac{e_b}{\nu} \right]$$

$$- M_b^2 \ln \left[ \frac{k_{F_b} + E_{F_b}^*}{\sqrt{M_b^2}} \right] \text{ for } e_b = 0 \quad (14)$$

The meson contribution is

$$\varepsilon_{\text{meson}} = \frac{m_\omega^2}{2} \sigma_0^2 + \frac{5}{8} g_\omega^4 \sigma_0^4 + \frac{m_\rho^2}{2} \phi_0^2 + \frac{m_\pi^2}{2} \sigma_0^2$$

$$+ \frac{\kappa}{6} \sigma_0^3 + \frac{\lambda}{24} \sigma_0^4 + \frac{m_\rho^2}{2} \rho_0^2 + 3 \Lambda v g_{\omega N} g_{\rho N} \sigma_0^2 \rho_0^2.$$  \hspace{1cm} (15)

From these quantities we can calculate the total baryonic energy

$$\varepsilon_H = \sum_b e_b + e_{\text{meson}}$$  \hspace{1cm} (16)

and the pressure, which can be written as

$$P_H = \sum_b \mu_n b_n - \varepsilon_H.$$  \hspace{1cm} (17)

The lepton thermodynamics are given by the same equations for charged particles, with the change $E_{F_b}^* \rightarrow \mu_e$ and $M_b^2 \rightarrow M_l$, such that

$$\varepsilon_{\text{tot}} = \varepsilon_H + \varepsilon_e + \varepsilon_{\mu}.$$  \hspace{1cm} (18)

and

$$P_{\text{tot}} = P_H + P_e + P_{\mu}.$$  \hspace{1cm} (19)

Formally, the contribution of the magnetic field must be added to the energy density ($+B^2/2$) and pressure ($+B^2/6$ in the chaotic field approximation), but since our goal is to study the phase transition this is not necessary, since this contribution is identical in both phases.
For the couplings and meson masses we use the parametrization proposed in [12], which we refer to as NL3nop*, since it is a modification of the NL3* [67] force including an $\omega\phi$ interaction. This force has been parametrized to produce very massive stars ($2.5 \lesssim M_{\text{max}}/M_\odot \lesssim 2.7$) even if the star has a quark core, for which the authors have used the same MIT-bag model with vector interactions that we use here. Constraints on the symmetry energy, slope, binding energy, effective mass, incompressibility and saturation density are based on the reviews [88,89]. The incompressibility is constrained mainly from giant monopole and dipole resonances. These are also sources of information for the symmetry energy, along with others, such as heavy-ion collisions, pygmy dipole resonances and neutron skin measurements. The symmetry energy slope is obtained from the derivative of the density dependent symmetry energy, and even though this parametrization satisfies constraints of $L$ from the cited papers, it is not completely consistent with the recent PREX-2 inferred values: while one of the obtained values is $L = 106 \pm 37$ [90], another estimation that also takes astrophysical data into account predicts $L = 53^{+14}_{−15}$ MeV [91]. Nuclear constraints utilized in the parametrization can be found in Table I of [12]. Parameters are given in Table 1.

For the hyperon-meson couplings we use the SU(3) flavor symmetry [92–94], where couplings to vector mesons are calculated from a single parameter $0 \leq \alpha \leq 1$, while couplings to the scalar mesons are fixed to reproduce the potentials $U_\Lambda = −28$ MeV, $U_\Sigma = +30$ MeV and $U_\Xi = −4$ MeV. The most well known potential is that of the $\Lambda$-hyperon [95,96], while the $\Sigma$ and $\Xi$ potentials are known to be repulsive and attractive, respectively, but their exact values are still uncertain [97–103]. Different choices of $\alpha$ impact the strangeness fraction of the star, with higher values favoring a larger hyperon fraction. In this work we choose to work with the intermediary value of $\alpha = 0.5$, which produces a maximum mass star of $2.57 M_\odot$ with central density $n_c = 0.736$ fm$^{-3}$. Hyperon couplings are parametrized by the ratio $x_{M_M} = g_{MN}/g_{NN}$, where $M$ is the meson and they are given by

$$x_{\omega \Lambda} = 0.714 \quad x_{\omega \Sigma} = 1.00 \quad x_{\omega \Xi} = 0.571$$

$$x_{\phi \Lambda} = -0.808 \quad x_{\phi \Sigma} = -0.404 \quad x_{\phi \Xi} = -1.01$$

$$x_{\rho \Lambda} = 0.00 \quad x_{\rho \Sigma} = 1.0 \quad x_{\rho \Xi} = 0.0.$$

### Table 1

| Parameters | $g_{\sigma N}$ | $g_{\omega N}$ | $g_{\rho N}$ | $\kappa$ | $\lambda$ | $\Lambda_\nu$ | $n_0$ (fm$^{-3}$) | $M^* / M_N$ | $B/A$ (MeV) | $K$ (MeV) | $J$ (MeV) | $L$ (MeV) |
|------------|----------------|---------------|--------------|----------|----------|--------------|----------------|-------------|------------|----------|----------|----------|
| $\sigma N$ | 10.0944        | 12.8065       | 14.4410      | 21.6186 (fm$^{-1}$) | 180.8916 | 0.045        | 0.150          | 0.594       | 16.31      | 258      | 30.7     | 42       |

3 Quarks: modified MIT bag model

The lagrangian density of the modified MIT model is given by

$$\mathcal{L}_Q = \sum q \left\{ \bar{\psi}_q \left[ i \gamma_\mu \partial^\mu - \gamma_0 g_{\omega q} \omega_0 - M_q \right] \psi_q - B \right\} \Theta(\bar{\psi}_q \psi_q) + \frac{1}{2} m_q^2 \omega_0^2 + \frac{\xi}{8} g_{\omega q}^4 \omega_0^4,$$  

(20)

since both hadron (Eq. (1)) and quark lagrangian densities are of Dirac-type with different meson channels, the equations for quark densities $n_q$, energy density $\varepsilon_q$ and pressure are the same as those for hadrons (Eqs. (11), (13), (14) and (17), with the substitutions $M^*_q \rightarrow M_q$ and $E^*_F \rightarrow E^*_F q = M_q - g_{\omega q} \omega_0 q$. The quark degeneracy must be multiplied by 3 in order to include the colour degree of freedom, so now the first Landau level has degeneracy $\gamma(0) = 3$ and levels above have $\gamma(\nu > 0) = 6$. The bag parameter $B$ can be interpreted as the pressure exerted inwards the hadron, balancing the outward pressure due to quarks on the hadronic surface [104].

The total quark energy density is

$$\varepsilon_Q = \sum_q \varepsilon_q + \frac{m_q^2}{2} \omega_0^2 + \frac{\xi}{8} g_{\omega q}^4 \omega_0^4 + B,$$  

(21)

the baryon density is

$$n_B = \frac{1}{3} \sum_q n_q,$$  

(22)

and the pressure is given by

$$P_Q = \sum_q \mu_q n_q - \varepsilon_Q.$$  

(23)
Fig. 1 Density of baryons (top) and quarks (bottom) as a function of the chemical potential. Full lines are densities with $B = 0$ and dashed lines are densities calculated with $B = 3 \times 10^{18}$ G.

We define the chemical potential in the quark phase, at $T = 0$, as

$$\mu_Q = \frac{\epsilon_Q + P_Q}{n_Q},$$

(24)

In order to study the parameter dependence we define the variables

$$G_V = \left( \frac{g_{out}}{m_{\omega}} \right)^2, \quad X_V = \frac{g_{ax}}{g_{out}}.$$

(25)

In Ref. [78] it was shown that the stability window ranges between $148 \lesssim B^{1/4} \lesssim 159$ MeV when the vector channel is not included and $m_\omega = 95$ MeV and it diminishes to $138 \lesssim B^{1/4} \lesssim 145$ MeV when $G_V = 0.3$ fm$^2$, as shown in Fig. 4 of the mentioned paper. Figure 7 of the same paper shows how $\xi$ modifies the stability window, but it must be remarked that their parameter $b_4$ differs from $\xi$ in this paper by a factor of 6. Their analysis of the stability window is done in $\beta$-equilibrium, and since in the current work quark properties are calculated with flavor conservation we no longer consider the stability window. We fix a universal quark coupling to the vector meson, therefore $g_{out} = g_{ax} = g_{out}$, or $X_V = 1.0$.

4 Phase transition

To analyse how the magnetic field alters the phase transition, we consider it to be a first order transition with flavor conservation. To do so we utilize the Maxwell construction

$$\mu_B = \mu_Q = \mu_0, \quad P_B = P_Q = P_0, \quad T_B = T_Q = 0,$$

(26)

and assume that only hadrons are in $\beta$-equilibrium, but not quarks, as proposed in [79], with the physical justification that the time scale of the strong interaction, responsible for deconfinement, is much shorter than the time scale of the electroweak interaction, responsible for $\beta$-equilibrium, meaning that the deconfinement transition will take place first, preserving the quark flavor fraction

$$Y_q = \sum_b \frac{1}{3} N_{qb} Y_b,$$

(27)

where $N_{qb}$ is the number of quarks of flavor $q$ on the hadron $b$ and $Y_b = n_b/n_B$. Afterwards, the electroweak interaction will take place and $\beta$-equilibrium will be established in the quark phase. We assume the leptonic density is fixed during the transition, such that its energy density and pressure are also unchanged. The assumption of a first order phase transition is the one always found within RMF calculations and can be justified at low temperatures only. According to LQCD results, at low chemical potentials and high temperatures, a cross over is expected and it can be obtained if quantum fluctuations are taken into account [105, 106]. As we are only investigating the zero temperature situation, quantum fluctuations can be disregarded.

The densities of hadrons and quarks are shown as a function of the chemical potential in Fig. 1 for $B = 0$ and $3 \times 10^{18}$ G. The magnetic field favors the appearance of negatively charged particles at lower chemical potentials. In order to find the point of the phase transition, the flavor fraction is fixed at equal chemical potentials. Another possibility would be to fix the quark fractions at equal pressures, which would
Fig. 3 Pressure of magnetized matter as a function of chemical potential with $B_{1/4} = 150$ and 165 MeV (left and right, respectively) with $G_V = 0, 0.1$ and 0.3 fm$^2$ and $\xi = 0$ and 300. We show the pressure for $X_V = 1.0$ on the upper panels and $X_V = 0.4$ on the lower ones.

Fig. 4 Chemical potential of the phase transition as a function of fourth order coupling parameter $\xi$, with varying values for the $B_{1/4}$ and $G_V = 0$ and $X_V = 1.0$. Dashed lines are curves with $B = 0$ and solid ones with $B = 3 \times 10^{18}$ G.

lead to the same transition point, but to different quark densities and thermodynamic properties out of the transition point. Numerically it is simpler to fix the flavor fraction in the chemical potential, since the pressure of the quark phase can be negative but not the hadronic one, so one might exclude a large portion of chemical potential by fixing the flavor fraction at equal pressures and make it difficult to find the phase transition at very low chemical potentials.

Firstly we examine how the chemical potentials of the transition are altered with the magnetic field for values of $B_{1/4}$ ranging between 148 and 205 MeV, with $G_V = 0, 0.1, 0.2$ and 0.3 fm$^2$. As shown in Fig. 2, increasing values of the bag parameter and of the $\omega$-coupling $G_V$ increase the chemical potential, and thus also the pressure of the phase transition. For values of $G_V$ larger than 0.3 the phase transition occurs at chemical potentials larger than 1800 MeV, which are beyond those expected in neutron stars [12]. The difference in the phase transition in magnetized and demagnetized matter is larger for lower values of the bag parameter, with the magnetic field favoring a slightly smaller chemical potential. As the bag parameter is increased, the effect of the magnetic field becomes less noticeable because the bag term dominates the pressure.

The addition of a fourth order self interaction for the $\omega$-meson stiffens the EoS and reduces the chemical potential of the phase transition, with its importance being more pronounced at large chemical potentials and for higher values of the $\omega$-coupling $G_V$, as shown in Fig. 3, where one can see in the upper panels that for $G_V = 0.1$ fm$^2$, a $\xi = 300$ stiffens the EoS only slightly, while for $G_V = 0.3$ fm$^2$ the stiffening is much more pronounced. The parameter $X_V$, which is kept fixed at 1.0 in all other figures, affects the coupling of the $\omega$-meson to the strange quark and thus it will not affect the qualitative behavior of our results. On the bottom panel we show the pressure when the $\omega$-coupling to the strange meson is determined from symmetry to be $X_V = 0.4$ [78], stiffening the equation of state since the hyperonic contribution is suppressed and their effect is to soften the equation of state. Thus, a smaller $X_V$ also lowers the chemical potential of the phase transition.
Table 2 Values of $\mu_0$ (in MeV) and $P_0$ (in MeV/fm$^3$) for the phase transition at T= 0 considering three–flavored matter. Results are shown for sets of parameters $B^{1/4}$, $G_V$, $X_V$, $\xi$ within and outside of the stability window of SQM, for both magnetised and demagnetized matter

| $B^{1/4}$ (MeV) | $G_V$ (fm$^2$) | $X_V$ | $\xi$ | $P_0$ | $\mu_0$ | $L_{\xi}$ |
|-----------------|----------------|------|-------|-------|---------|----------|
| 150             | 0.0            | –    | 0     | 4.99601 | 983.957 | 0.0102476 |
| 165             | 0.0            | –    | 0     | 65.4288  | 1198.74 | 0.069284 |
| 180             | 0.0            | –    | 0     | 129.98   | 1356.8  | 0.142094 |
| 150             | 0.1            | 1.0  | 0     | 46.7929  | 1148.14 | 0.0252144 |
| 150             | 0.1            | 1.0  | 300   | 92.873   | 1270.92 | 0.0387617 |
| 150             | 0.1            | 1.0  | 300   | 105.568  | 1301.59 | 0.0738039 |
| 150             | 0.1            | 1.0  | 300   | 102.619  | 1294.59 | 0.0755038 |
| 150             | 0.3            | 1.0  | 0     | 284.83   | 1638.55 | 0.0758115 |
| 150             | 0.3            | 1.0  | 300   | 147.724  | 1394.34 | 0.0917639 |
| 150             | 0.1            | 0.4  | 0     | 48.2897  | 1148.08 | 0.0252111 |
| 150             | 0.1            | 0.4  | 300   | 46.7934  | 1143.39 | 0.0253982 |
| 150             | 0.3            | 0.4  | 0     | 144.805  | 1388.3  | 0.0245113 |
| 150             | 0.3            | 0.4  | 300   | 89.5491  | 1262.64 | 0.0377602 |
In Fig. 4 we show how the chemical potential of the phase transition is changed as a function of \( \xi \), for both magnetized and demagnetized matter. As we turn on the fourth order interaction the chemical potential decreases rapidly, and as \( \xi \) grows larger the chemical potential varies less. This is more attenuated for larger \( G_V \), since the fourth order interactions is weighted by \( G^2 V \).

The magnetic field slightly reduces the transition chemical potential, with the effect pronounced at lower chemical potential. To quantify how the phase transition is affected by the magnetic field and by the choice of parameters we show in Table 2 the chemical potential and pressure of the transition for different \( B = 0 \), \( B = 150 \text{ MeV} \), \( B = 165 \text{ MeV} \), \( G_V = 0, 0.1 \) and \( 0.3 \text{ fm}^2 \), \( \xi = 0 \) and 300 and \( X_V = 1.0 \) and 0.4. We also show the relativistic latent heat, given by

\[
L|_\xi = P_H \frac{\varepsilon_Q - \varepsilon_H}{\varepsilon_Q^2 + \varepsilon_H^2},
\]

as proposed in [65], which quantifies the intensity of the phase transition, i.e., the discontinuity in the energy density between phases. The latent heat diminishes in magnetized matter, more prominently for smaller bag values. The magnetic field becomes important on the latent heat for magnetic fields of the order of \( 10^{18} \text{ G} \) only, as shown in Fig. 5, where the latent heat is shown as a function of the magnetic field.

### 5 Conclusion

In the present paper we analysed how the deconfinement phase transition is affected by strong magnetic fields \( (3 \times 10^{18} \text{ G}) \), possibly present in the interior of neutron stars. For the hadron phase we have utilized the NL3\( \omega \rho \ast \) parametrization of the Walecka model and for the quark phase, the MIT bag model with a repulsive vector channel. We find the phase transition with the assumptions of flavor conservation, so the hadron phase is in \( \beta \)-equilibrium and the quark phase is not, as the electroweak interaction has no time to act during the

---

Table 2 continued

| \( B^{1/4} \) (MeV) | \( G_V \) (fm\(^2\)) | \( X_V \) | \( \xi \) | \( B = 0 \) | \( B = 3 \times 10^{18} \text{ G} \) |
|---------------------|----------------------|--------|-------|----------------------|----------------------|
| 165                 | 0.1                  | 0.4    | 0     | \( P_0 = 103.382 \) | \( P_0 = 101.707 \) |
|                     | \( \mu_0 = 1296.41 \) | \( \mu_0 = 1288.87 \) | \( L|_\xi = 0.0737347 \) | \( L|_\xi = 0.0724917 \) |
| 165                 | 0.1                  | 0.4    | 300   | \( P_0 = 100.603 \) | \( P_0 = 99.9313 \) |
|                     | \( \mu_0 = 1289.77 \) | \( \mu_0 = 1284.58 \) | \( L|_\xi = 0.0751441 \) | \( L|_\xi = 0.0742676 \) |
| 165                 | 0.3                  | 0.4    | 0     | \( P_0 = 229.087 \) | \( P_0 = 227.519 \) |
|                     | \( \mu_0 = 1546.98 \) | \( \mu_0 = 1541.16 \) | \( L|_\xi = 0.0742642 \) | \( L|_\xi = 0.0741287 \) |
| 165                 | 0.3                  | 0.4    | 300   | \( P_0 = 141.044 \) | \( P_0 = 137.474 \) |
|                     | \( \mu_0 = 1380.43 \) | \( \mu_0 = 1369.38 \) | \( L|_\xi = 0.0899391 \) | \( L|_\xi = 0.0859813 \) |

---

Fig. 5 Latent heat as a function of the magnetic field for bag values of 150 and 165 (left and right, respectively), with \( G_V = 0, 0.1 \) and \( 0.3 \text{ fm}^2 \) and \( \xi = 0 \) and 300.
occurrence of the transition, and of a chaotic magnetic field, such that it can be approximated as isotropic on microscopic scales.

We have obtained the phase transition point over a large range of parameters of the quark phase at zero temperature. We find that the magnetic field slightly diminishes the chemical potential and pressure point of the phase transition. The effect of the magnetic field is more pronounced for smaller bag values ($B$) and hadron–meson coupling ($G_V$), which corresponds to transitions at lower chemical potentials. The fourth order self-interaction of the $\omega$-meson stiffens the quark equation of state, reducing the chemical potential of the phase transition, and the effect of the magnetic field is uniform for different strengths of the self-coupling. The latent heat is extremely dependent on the parametrization of the quark phase, changing by a factor of two to three for different bag values. We expect it to be also dependent on the hadron model or parametrization, but this is left for future inspection.

As already mentioned, the approximation of zero temperature ($T=0$) is standard in phase transition calculations in compact stars and it is a reasonable approximation due to the high density environment, and thus very high Fermi energy, which makes thermal effects less important microscopically. However, we do think that a calculation at finite temperature has to be performed and we will investigate the effects of the magnetic fields on the whole QCD phase transition diagram and search for the zero latent heat, which may indicate the CEP, in a future work.
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