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ABSTRACT
With a standardization process that attracted many interest, QUIC can be seen as the next general-purpose transport protocol. Still, it does not provide true multipath support yet, missing some use cases that MPTCP can address. To fill that gap, the IETF recently adopted a multipath proposal merging all the proposed designs. While it focuses on its core components, there still remains one major design issue in the proposal: the number of packet number spaces that should be used. This paper provides experimental results with two different Multipath QUIC implementations based on NS3 simulations to understand the impact of using one packet number space per path or a single packet number space per the whole connection. Our results suggest that using one packet number space per path makes the Multipath QUIC connection more resilient to the receiver’s acknowledgment strategy.

1 INTRODUCTION
QUIC is a recently standardized protocol [15] aiming at providing the services of TLS/TCP (built-in encryption, reliable data transfer,...) with data multiplexing atop UDP. Initially designed for HTTP/3 [1], QUIC sets itself up as the next general purpose transport protocol for the Internet and many extensions, such as the support for unreliable data transfer [28], have been proposed. Thanks to its flexibility, QUIC can serve many use cases [18] while enabling rapid experiments with, e.g., congestion control algorithms [17, 27].

While QUIC supports probing new networks and switching to a different network, it only provides single-path data transmission. In particular, endhosts cannot simultaneously use different network paths to, e.g., aggregate their bandwidths. Still, there is demand for such real multipath support for various use cases [24]. Multipath TCP [29] and CMT-SCTP [16] can now address them, such as mobility support for delay-sensitive applications [7], network handovers in high-speed trains [20] and hybrid access networks [2].

However, both Multipath TCP and CMT-SCTP faced deployment issues on the Internet [3, 10]. QUIC mitigates such network interference by design thanks to its built-in encryption, raising interest to bring multipath support. The first attempts [6, 32] were mostly built on the design experience of Multipath TCP. However, these were based on an old version of QUIC [19] which differs from the standardized one. As of September 2021, there were three different multipath proposals for standardized QUIC: draft-deconinck-quic-multipath [5, 8], draft-huitema-quic-m-paths-obsolet [13] and draft-1iu-multipath-quic [22, 34]. Having several proposals actually slowed down reaching the consensus on one approach. Some were considered too complex. For instance, draft-deconinck provides support for unidirectional paths (while QUIC’s path validation ensures bidirectional ones) and IP address communication (raising concerns about forged addresses). draft-1iu adds Quality of Experience signaling, which might not be used in some use cases.

In order to advance the multipath work, all the previous drafts’ authors worked together to make a common proposal [21] focusing on the core components that would suit all the aforementioned use cases. This multipath draft recently got adopted at IETF112 [23]. However, there remains a core design issue that requires consensus: the amount of packet number spaces that a multipath QUIC connection should use. While draft-huitema advocates for keeping a single application packet number space, draft-deconinck and draft-1iu dedicate an application packet number space per path. While the unified proposal enables negotiating both options, it is likely only one will be widely supported in the end.

This paper aims at providing insights to the network research community on how to understand the implications of this design choice, not only for Multipath QUIC, but also for any multipath transport protocol. Indeed, MPTCP has several path’s TCP sequence numbers with a global MPTCP data sequence one, while CMT-SCTP has a sequence number per data stream. Our evaluation reveals that while both designs work for QUIC, using a single packet number space makes the performance of the transfer more dependent on the receiver’s acknowledgment strategy than using multiple ones.

The remaining of this paper is organized as follows: We start in Section 2 by describing the core components of Multipath QUIC and explaining the advantages and drawbacks of each packet number space design. Then, in Section 3, we evaluate these designs by considering two different implementations (piccoquic [12] and QUIC [9]) under a broad range of network scenarios using the NS3 simulator [30]. Finally, we discuss our results in Section 4.

2 BRINGING MULTIPATH TO QUIC
QUIC packets are fully encrypted, except a small header containing a few clear-text fields. Among them, the Destination Connection ID enables the endhosts to map packets to QUIC connections. This makes QUIC unbound to the 4-tuple (IPsrc, IPdst, portsrc, portdat). Some servers negotiate 0-length Connection IDs to limit the wire overhead. In such cases, the QUIC connection is identified by the 4-tuple. QUIC packets contain a monotonically increasing packet number that is used to compute a unique AEAD nonce of at least 64 bits. When a packet is lost, its content can be retransmitted but in a packet with a greater packet number. While SCTP has chunks, the core QUIC data, located in the encrypted payload, are called frames. The STREAM frame carries the application data. This frame contains an absolute offset that does not wrap-around, unlike TCP’s sequence number and MPTCP’s Data Sequence Number. Furthermore, unlike (MP)TCP and (CMT-)SCTP, QUIC does not acknowledge data sequence numbers, but packets numbers using the ACK frame. Compared to TCP where the number of selective acknowledgments [26] is often limited to 2-3 per packet, an ACK frame
is theoretically constrained to the size of the QUIC packet, limiting the number of ranges to several hundreds entries. In addition, the ACK delay field of the ACK frame includes the time between the reception of the largest packet number and the instant the frame is sent, allowing precise RTT estimations.

One of the key features of QUIC is connection migration. For instance, a connection initiated by a smartphone can move from a Wi-Fi network to a cellular one due to, e.g., user mobility. For that, a client willing to change the network path needs first to check that the endpoint is still reachable using the new 4-tuple before initiating connection migration. This process is called path validation. To do so, both endhosts need to have an unused Destination Connection ID provided by their peer through NEW_CONNECTION_ID frames. An endhost starts the path validation process by sending a packet containing a PATH_CHALLENGE frame containing 8 bytes of opaque data from a new 4-tuple with an unused Destination Connection ID. Upon reception of such packet, the peer replies on the newly-seen 4-tuple with another packet containing a PATH_RESPONSE frame echoing the opaque data of the PATH_CHALLENGE frame using an unused Destination Connection ID. Upon reception of that packet, the endhost marks the path as validated. At this point, the peer may also initiate path validation on this new path. As soon as the client starts sending data (e.g. STREAM or ACK frames) over this new network path, the server stops using the previous path and migrates the connection over the new 4-tuple.

While QUIC bundles such connection migration feature, it does not enable hosts to simultaneously use several network paths to send data. The unified proposal [21] strives at providing multipath usage with as few changes as possible to the QUIC specification [15]. It focuses on the core building blocks: negotiating multipath, initiating new paths and numbering packets. Advanced multipath-specific algorithms, such as packet scheduling and selecting the paths to use, are out-of-scope of the proposal.

Multipath Negotiation. As many other QUIC extensions, the multipath one is negotiated during the connection handshake using a QUIC transport parameter, named enable_multipath, to negotiate its usage. If both the client and the server advertise compatible values indicating multipath support, then the connection uses the multipath extension. Note that the handshake needs to be fully completed before starting using multiple paths.

Initiating New Paths. Multipath QUIC builds on the path validation process to initiate new paths. The main addition to the single-path QUIC is that with the multipath extension, several validated paths can be simultaneously used to send data packets. Each path, using different 4-tuples, is identified by the sequence number of the Destination Connection ID (communicated by the NEW_CONNECTION_ID frame) it uses. Packets can then be mapped to a path thanks to the packet’s Connection ID, or the packet’s 4-tuple when zero-length Connection IDs are used. Note that endhosts can change at any time the Connection ID used over a given path. Furthermore, since an endhost must use distinct Destination Connection IDs per path, its peer controls the maximum number of paths that can be opened by choosing when to send NEW_CONNECTION_ID frames.

Numbering Packets. In single-path QUIC, all post-handshake packets use a single application packet number space. The current multipath proposal enables implementations to experiment with either single packet number space or multiple packet number spaces. We first describe the single packet number space design. Then, we discuss the multiple packet number spaces one.

2.1 Single Packet Number Space

This design lets endhosts spread packets over different paths while keeping the regular QUIC application packet number space. This means that a packet with number N can be sent over path A while a packet with number N+1 can be transmitted on path B. To illustrate this situation, Figure 1a represents a server sending 12 packets to a client in a round-robin fashion. Here, the server sends all even packet numbers on the upper path and all the odd ones on the lower path. The packets are acknowledged with the regular ACK frame. However, when paths do not exhibit the same performance, the receiver is likely to observe out-of-order packet number reception. In the example, the lower path is faster than the upper one. When the client receives packet number 2 on the upper path, it advertised that it received the two first packets on the upper path (0, 2) and the three first packets on the lower one (1, 3, 5) by sending an ACK frame with two ranges: 5 and from 3 to 0. Then, it receives the fourth packet on lower path (7). This creates a new range inside the ACK frame. Note that the receiver cannot know a priori the next packet number it should expect on a path.

The main concern about this approach relates to the number of ranges that the ACK frame sent by the receiver could contain. When paths have very different latencies, the receiver should pay attention not to prune its ranges too quickly. Furthermore, as we will see in Section 3, implementations might want to limit the number of ranges they encode in ACK frames to limit the state they need to maintain. In such cases, some packets might be either lately or never acknowledged by the receiver, even if they were finally received. In addition, the RTT estimates are also less precise because the ACK delay field of the ACK frame only relates to the largest packet number received. This makes the performance of a multipath transfer more dependent on the receiver’s strategy.

2.2 Multiple Packet Number Spaces

With this design, each path has an associated packet number space. As depicted in Figure 1b, subsequent packets over a given path use consecutive packet number spaces. Because packet numbers are now path-dependent, an augmented version of the ACK frame, called the ACK_MP frame, includes the path identifier to which the acknowledged packet numbers refer to. Such an approach avoids large ranges in ACK_MP frames due to different paths’ performances, making the multipath performance less dependent of the receiver’s strategy. It also enables keeping a simple per-path logic for lost packet detection.

Yet, the multiple packet number spaces design also has drawbacks. First, it requires endhosts to use non-zero-length Connection IDs to advertise their support for one of the packet number space design, or both. If, e.g., the client has exclusive support for single packet number space while the server only handles multiple packet number spaces, then the multipath negotiation will fail.

---

1Unless the peer negotiated 0-length Connection IDs.

2The multipath negotiation allows hosts to advertise their support for one of the packet number space design, or both. If, e.g., the client has exclusive support for single packet number space while the server only handles multiple packet number spaces, then the multipath negotiation will fail.

---

3A hard limit on the number of usable Connection IDs is determined during the handshake thanks to the active_connection_id_limit QUIC transport parameter.
(a) Single packet number space case.

(b) Multiple packet number spaces case.

Figure 1: An example of a 12-packets data transfer where the server follows a round-robin scheduling strategy to send packets to the client. It shows a snapshot where the fourth packet on the bottom path got received. For the sake of this example, the client replies with a packet containing an acknowledgment frame on the same path than the last received packet, but in practice the client has no constraint on the path it should use.

IDs to be able to identify the packet number space of a packet. Second, it involves changes to the use of AEAD for packet protection. QUIC uses the packet number to compute the AEAD nonce, and this nonce must not be reused over a given connection. To mitigate this issue when using multiple packet number spaces, the nonce includes the path identifier.

3 EVALUATION

To evaluate the impact of the number of packet number spaces on Multipath QUIC performance, we explore a large set of network scenarios within the NS3 environment [30]. Compared to emulation, this setup enables fully reproducible and stable results while still using actual implementations.

We focus on two different open-source implementations of Multipath QUIC. picoquic [12] supports both single packet number space and multiple packet number spaces following the unified proposal. We want to emphasize that all the algorithms (loss detection, multipath-specific decisions,...) remain the same regardless of the packet number space design used. PQUIC [9] has a multipath plugin implementing an earlier proposal [5] relying on multiple packet number spaces. Note that both implementations limit to 32 the maximum number of additional ACK Blocks (AB) contained in a single ACK(_MP) frame, therefore limiting the maximum number of ranges within an ACK(_MP) frame to 33. We start our experiments with picoquic⁴ and PQUIC⁵ versions that acknowledge first the ranges that are the closest to latest acknowledged packet number.

We explore many network situations following an experimental design approach using the WSP algorithm [31] enabling us to cover broadly the parameter space with 95 points, resulting in 95 runs. All our experiments consist in a 50 MB download initiated by a GET request over a single stream. Relying on such a large transfer, combined to a large initial receive buffer of 2 MB enables us to limit the impact of the packet scheduler. The client initiates the usage of all the available paths upon handshake completion. We define the transfer time as the delay between the first QUIC packet sent by the client and the last QUIC packet received by the client containing the CONNECTION_CLOSE frame. In addition, we generate QLOG files [25] at client and server sides to get a full view of the connection and the internal state of the implementations.

We first experiment with 2-path network scenarios where both paths share the same characteristics. Then, we explore 2-path situations where paths exhibit heterogeneous performances in terms of bandwidth and delay. Finally, we extend our heterogeneous scenarios to 3-path networks.

3.1 Homogeneous 2-Path Experiments

When all the network paths provide the same performance, i.e., same delay and bandwidth, there should not be many packet reordering at receiver’s side. Therefore, there should not be much performance difference between packet number space designs. To assess this intuition, we consider the parameter space depicted in Table 1. In this paper, unless explicitly mentioned otherwise, we only consider loss-less networks and the buffer size of the bottleneck router is always set to 1.5 times the bandwidth-delay product. Note that actual packet losses may still occur due to bottleneck router’s buffer overflow.

Figure 2a shows the completion times for the 50 MB transfer. As picoquic supports both packet number space designs and two different congestion control schemes (Cubic and BBR), we evaluate each combination. PQUIC only supports multiple packet number spaces with Cubic. The transfer times are mostly dependent of the paths’ bandwidth that differs between runs. Still, we do not observe much performance difference between single packet number space and multiple packet number spaces, which is expected.

However, having homogeneous paths does not prevent the receiver from observing reordering. We extract the ranges advertised

Table 1: Parameter space for the 95 homogeneous runs.

| Factor   | Min | Max |
|----------|-----|-----|
| Bandwidth [Mbps] | 2.5 | 100 |
| RTT [ms]      | 5   | 100 |

⁴Commit f4ae862.
⁵Commit 841ce822.
in the ACK (for single packet number space) and ACK_MP frames (for multiple packet number spaces) sent by the client. Figure 2b shows the average size of the ACK(_MP) ranges over runs. With multiple packet number spaces, ACK_MP frames often show a single range, as no reordering occurs within a path. Still, a few packet losses due to buffer overflow might occur, leading to a few multiple packet number spaces runs where the average range size is greater than 1. With single packet number space, ACK frames can carry many ranges, even if there is no buffer loss. Indeed, it can happen that the server pushes slightly more on a path than the other, hence adding queuing delay on that path, causing an initial reordering. Afterwards, the reception of ACK frames with several ranges lets the server send a burst of packets on the less-loaded path. picocoquic integrates pacing at the sender to limit this effect.

Yet, the high average range size of single packet number space raises concerns when the receiver wants to further limit the number of ACK Blocks (AB) it writes. If there is reordering involving many packets, the client may never acknowledge a given packet, even if it was received. To implement this situation, we lower the maximum number of ACK Blocks that an ACK frame can contain to 4, leading to at most 5 ranges within a given ACK frame. While Figure 2b confirms that the average range size is always lower (but close to) 5, Figure 2a shows that such a strategy hinders the performance of the transfer, especially when using Cubic that tends to overflow buffers. To explain this performance drop, we consider the STREAM frames the server sends. Based on the data offset and length fields, we compute the number of retransmitted data bytes and make it relative to the transfer size (50 MB). Figure 2c indicates that there are indeed more data retransmission with single packet number space, and especially when the number of ACK Blocks that ACK frames can convey is limited. Even in homogeneous networks, it is possible to be unable to acknowledge some packets due to the limited ACK blocks, leading to spurious retransmissions, decreased sending rate and lower overall performance. Note that BBR is less affected by packet loss detection than Cubic, making the impact on its transfer performances lower.

3.2 Heterogeneous 2-Path Experiments

The previous experiments considered an “idealistic” case where all network paths share the same characteristics. This situation rarely happens in practice with, e.g., Wi-Fi/LTE or terrestrial/satellite [33]. To investigate situations where paths have different properties, we consider the parameter space shown in Table 2. We split the bandwidth and RTT between paths such as their sum is always the same. For instance, if bandwidth balance is 0.9 and RTT balance 0.1, then the first path has 90 Mbps 20 ms RTT and the second path 10 Mbps 180 ms RTT. As the theoretical bandwidth remains the same across all runs, this enables easier comparison between time performance.

When using an upper limit of 32 ACK Blocks and considering Cubic, picocoquic with single packet number space keeps performance close to picocoquic with multiple packet number spaces and PQUIC, as depicted in Figure 3a. However, like in homogeneous experiments, Figure 3b shows that picocoquic with single packet number space triggers ACK frames advertising many ranges, sometimes hitting the receiver’s ACK Blocks limit. If we further limit the number of ACK Blocks being sent (to 16, 8 and 4) within an ACK frame, the transfer performance degrades because of spurious loss detection and increased data retransmission. In particular, with single packet number space picocoquic using Cubic whose receiver does not advertise more than 4 ACK Blocks, there is a run where there are more than 70 % of the data that get retransmitted, some piece of data being retransmitted up to 8 times. Furthermore, the performance of picocoquic transfers using BBR are worse than the ones using Cubic.

Table 2: Parameter space for the 95 heterogeneous 2-path network scenarios.

| Factor                | Value       |
|-----------------------|-------------|
| Total Bandwidth [Mbps]| 100         |
| Total RTT [ms]        | 200         |
| Bandwidth Balance     | [0.1; 0.9]  |
| RTT Balance           | [0.1; 0.9]  |

Figure 2: Homogeneous experiments. The legend is common to all the figures.

![Figure 2](image-url)

(a) Transfer time.
(b) Range size advertised by the client.
(c) Data sent by the server.
largest number ranges first. In case of large packet reordering, it may happen that packets get either lately or never acknowledged, leading to spurious data retransmissions. To address that, picoquic now includes an heuristic placing the lowest ranges first, knowing the maximum number of ranges it wants to advertise.

In the remaining experiments, we consider a version of picoquic integrating these fixes. We rerun the previous 2-path heterogeneous experiments and present the results in Figure 4. To better highlight the impacts of those fixes, Figure 5 shows the ratio of the transfer time between the original picoquic and the fixed one on the same run. On the one hand, the performance of picoquic using BBR considerably improved. Indeed, BBR is very sensitive to the path’s latency, and duplicating ACK frames on both paths makes these estimates more stable. This ACK duplication also benefits to Cubic runs and the multiple packet number spaces variant. On the other hand, changing the range selection strategy provided mixed results. As illustrated in Figure 4b, in nearly all single packet number space runs, at least 25% of the sent ACK frames hit the implementation limit of ACK Blocks. While acknowledging lowest ranges first brings benefits in some network scenarios, it provides worse results in others. If the receiver does not provide all information it has, it can trigger sub-optimal decisions at sender’s side and increases the amount of retransmitted data.

Interestingly, some runs of picoquic with multiple packet number spaces using Cubic show data retransmissions and ACK_{MP} frames with several ACK ranges while PQUIC does not (like picoquic BBR). Two elements might explain this result. First, the implementations of Cubic are slightly different, and picoquic’s one uses the estimated path’s RTT to determine whether it should exit
the slow-start phase or not. This might make the picoquic’s Cubic slightly more aggressive than PQUIC’s one. Second, as depicted in Figure 6, the PQUIC receiver acknowledges data more aggressively than the picoquic one. Indeed, the PQUIC receiver sends an ACK(frame for both paths as soon as two new packets arrive for a given path. In the case of picoquic, while its initial limit is also set to 2, it supports the ACK_FREQUENCY frame [14] and requests its peer to not trigger immediate acknowledgments if it detects packet number reordering. It can thus wait a few milliseconds between subsequent packets containing ACK(frame frames. However, during that time, several tens of packets from the server can have been received. Also note that while the minimum size of an ACK(frame frame is larger than a regular ACK(frame one, picoquic with multiple packet number spaces manages to send less acknowledgment-related bytes than picoquic with single packet number space. Smaller ranges and less out-of-order triggered acknowledgments explain this result.

3.3 Heterogeneous 3-Path Experiments

When considering multipath, one usually starts with two network paths. Still, there are cases where more than two network paths are simultaneously available, such as dual-stacked Wi-Fi and LTE. To cover them, we consider 3-path scenarios covering the parameter space depicted in Table 3. Unlike in previous subsection that explored a 2-dimensional space, each path has a weight for the budget bandwidth and RTT, leading to 6 varying parameters. As an example with the RTT, if the first path has a weight of 0.5, the second path 0.25 and the third path 0.75, the RTT of each path will respectively be 100 ms, 50 ms and 150 ms.

In the remaining experiments, we keep PQUIC and the fixed version of picoquic. Figure 7 shows that when three heterogeneous paths are simultaneously used, 33 ranges inside ACK frames are often not sufficient with single packet number space to provide a full view of the received packets to the sender. Indeed, as emphasized by Figure 7b, in nearly all our runs, at least 30% of all the ACK frames sent by the client hit the implementation limit. This lack of information triggers more spurious loss detection events and re-transmissions (Figure 7c), leading to lower performance compared to multiple packet number spaces (Figure 7a).

In such networks, it is still possible to make the single packet number space design work as well as the multiple packet number spaces one by increasing or removing the maximum number of ACK Blocks that an implementation is willing to write in a single ACK frame. However, when using single packet number space, this makes multipath more dependent on the receiver’s implementation than with multiple packet number spaces. Note that increasing the acknowledgment rate of picoquic enables it to get results closer to the PQUIC’s one while keeping the same trend between the different designs (figure not shown due to space constraints).

### 4 DISCUSSION AND NEXT STEPS

In this paper, we evaluated the impact of the amount of packet number spaces on a bulk transfer. While this scenario does not cover all the possible usages of multipath, it assesses its bandwidth aggregation feature. To this end, we showed that both designs can address this need. However, our experiments pointed out that when using the single packet number space design, the performance of Multipath QUIC is more dependent on the receiver.

As already discussed by Huijtena [11], the final decision of using one or several packet number spaces will be a trade-off. On the one hand, a single packet number space provides support for zero-length Connection IDs, fewer protocol additions and no change to the nonce computation. On the other hand, multiple packet number spaces allow implementations to keep the current loss detection algorithms per-path, do not add complexity when generating ACKs (including their frequency) and make the performance more resilient to the receiver’s choices. Knowing that the inclusion of multiple paths adds new dimensions to cope with (packet scheduling, path management), it might be wise to avoid adding complexity to these algorithms when using multipath transport protocols.

**Artifacts.** The evaluation/measurement/analysis scripts will be released in the future. If you are already interested by them now, please contact the author.
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