Estimating Observation Error Statistics Using a Robust Filter Method for Data Assimilation
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Abstract. For the data assimilation algorithms, the observation error covariance plays an important role, because they control the weight that is given to the model forecast and to the observation in the solution, i.e., the analysis. In order to easily calculate, we often assume observation to be a diagonal matrix, however, the observation errors are correlated to the state and have a certain dependence on time, such as certain observing types which are remotely sensed. In this work, we obtain the time-dependent and correlated observation error by the method of observation error estimation in the data assimilation system. We combine the ensemble time-local H-infinity filter (EnTLHF) with an estimate of observation error covariance matrix, named ensemble time-local H-infinity filter with observation error covariance estimation (EnTLHF-R). In the experiment, a classical nonlinear Lorenz-96 model to evaluate the performance of new method is used. The results show that the robust filtering with observation error estimation is more accurate, more robust, and the filtering is more stable.
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1. Introduction

Data assimilation is a statistical process that combines numerical models with systematic observations to estimate the state of spatiotemporal dynamic systems. With the complexity and requirements of the actual situation, Evensen[1] used the idea of ensemble for Kalman filtering, and proposed the ensemble Kalman filter (EnKF) to solve the limitations imposed by dynamic models for complex nonlinear systems. However, the Kalman filtering-based method normally takes the error statistics as Gaussian distributions. For nonlinear, this assumption is often false. To address the issue of non-Gaussian error statistics, robust filtering is used to solve this limitation in the assimilation system[2] .Compared to Kalman filtering, robust filtering can guarantee that the error growth rate is bounded, and does not require certain assumptions about the model and observation system, Luo and Hoteit [3] apply the idea of ensemble to robust filtering to form ensemble time-localized robust filtering(EnTLHF). The observation error in the data assimilation usually includes two
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parts, instrument error and representation error. We often only consider the instrument error and assume it is an unit diagonal array, however recent literatures indicate that representation errors are correlated and have a certain dependence on the time and state \([4][5][6]\). And recent literatures indicate that observation errors are correlated and have a certain dependence on time and state \([7][8][9]\). Many scholars \([10][11]\) have demonstrated that a rough approximation of the observed error covariance matrix may also provide significant benefits. And Desroziers et al \([12]\) introduced a method based on two type innovations in the observation space to obtain the estimation of observation error covariance. So we will apply the estimating method into robust filtering and proposed a new method named robust filtering with observation error estimation \((\text{EnTLHFR})\), and we will estimate observation error by DBCP method, the estimated observation error obtained is time-dependent and is related to the background and state of the previous moment.

In the work, we use typical Lorenz-96 chaotic system to compare the robustness and accuracy of robust filtering method with observation covariance estimation and robust filtering method, the results show considering estimation of observation error in the assimilation could improve accuracy and robustness.

In this paper, Section 2 presents the robust filtering method and how to apply the method of observation error covariance to the robust filtering. In the Section 3, we access the effectiveness of the new method to estimate observation error covariance and show the robustness of robust filtering with observation error covariance estimation. Concluding remarks are followed in summary.

2. Theoretical Background

2.1. Time-local H-infinity Filter (TLHF).

HF\([2]\) is one of the robust filters involving the properties of the model and the observation system. Luo and Hoteit\([3]\) applied the objective function in HF to Kalman filtering and proposed a new filtering method named time-localized \(H_{\infty}\) filtering \((\text{TLHF})\). The local cost function of TLHF is written as follows:

\[
J_{x,i}^{\text{TLHF}} = \frac{\left\| x_i - x_i^e \right\|_k^2}{\left\| x_i - x_i^e \right\|_k^2 + \sum_{l=0}^{\infty} \left\| \tilde{y}^l \right\|_k^2 + \sum_{l=1}^{\infty} \left\| \tilde{y}^l \right\|_k^2}
\]

\[
\frac{1}{\lambda} > \frac{1}{\lambda'} = \inf_{\bar{\lambda}, \bar{\lambda}'} \sup_{x_i, u_i} J_{x,i}^{\text{TLHF}}
\]

Where \(u_i, v_i\) represent process noise and measurement noise respectively. The subscript \(Q_i^{-1}, (\Lambda_i^k)^{-1}, R_i^c\) is called the information matrix. \(x_i^t\) and \(x_i^e\) are truth and estimating value of system. Equation (2) is the minimum and maximum criterion, where \(\sup_{x_i, u_i}\) represent the supremum of the cost function \(J_{x,i}^{\text{TLHF}}\), relating to variables
\( \inf_{x_i} \) is the infimum responding to \( x_i^o \). \( \lambda^* \) ensures that there is a value \( \lambda \) that meets the minimum and maximum criteria[2].

Concretely, let \( x_i^b = \{ x_{i,j}^b : x_{i,j}^b = M_{i,j-i}(x_{i-j}^o), j = 1, \cdots, n \} \) be the n-member background ensemble, deriving from the prediction of the analysis ensemble \( x_{i-}^a = [x_{i,j-}, j = 1, \cdots, n] \) at the previous cycle.

The prediction step of the EnTLHF:

\[
\bar{x}_i^b = \text{mean}(x_i^b)
\]

\[
\hat{A}_i^b = \text{cov}(x_i^b) + Q_i
\]

The filtering step of the EnTLHF:

\[
\bar{x}_i^f = \bar{x}_i^b + G(y_i - H_i(\bar{x}_i^b))
\]

\[
(\Lambda_i^b)^{-1} = (\Lambda_i^b)^{-1} + (H_i)^T(R_i)^{-1}H_i - \lambda_i S_i = (P_i^e)^{-1}
\]

\[
\hat{G}_i = \hat{\Lambda}_i^b(H_i)^T(R_i)^{-1}
\]

Subject to the constraints:

\[
(\Lambda_i^b)^{-1} = (\Lambda_i^b)^{-1} + (H_i)^T(R_i)^{-1}H_i - \lambda_i S_i = (P_i^e)^{-1} - \lambda_i S_i \geq 0
\]

Here \( \Delta_i \) represents the uncertainty matrix, similar with the \( P_i^e \) in the KF, and \( G_i \) is the gain matrix. The symbol "\( \geq 0 \)" means that the matrix is a semi-positive definite matrix. For Equation (6), the condition satisfying the semi-positive definite matrix is related to the value of variables \( R_i \), \( \lambda_i \), \( S_i \). At the same time, we know that the value of \( \lambda_i \) is related to \( R_i \), \( Q_i \), \( S_i \). In Equation (1), the value of \( R_i, Q_i, S_i \) is usually chosen freely by the designer[3][13], which motivates us to improve this algorithm in this article.

In Equation (6), we make some formula transformation:

\[
\lambda_i S_i = c((\Lambda_i^b)^{-1} + (H_i)^T(R_i)^{-1}H_i) = c(P_i^e)^{-1} 0 < c < 1
\]

\( C \) is the local performance level, and \( S_i \) is the information matrix that can be chosen by designer, so we consider the specific term of \( \lambda_i S_i \), building the relation between \( \lambda_i S_i \) and \( P_i^e \). By inflating covariance, so we named an uncertainty inflation technique.

So the analysis error covariance becomes:

\[
(\Lambda_i^b)^{-1} = (1-c)(P_i^e)^{-1}
\]
Where the \( c \) called the performance level coefficient, which is related to the \( \lambda_i \) value.

2.2. Method of Estimating Observation Error

The DBCP method is based on the two types of innovation statistics between observations, forecasts and analysis. \( d_b = y - H(x^f) \) named the background innovation and \( d_a = y - H(x^a) \) named the analysis innovation. Taking their statistical expectation, then could obtain observation error covariance matrix.

\[
E[d_a(d_b)^T] \approx R
\]  

(11)

2.3. Observation Error Covariance Matrix

The observation error includes two parts, instrument error and representation error:

\[
R^T = R^i + R^H = \sigma_i^2 e^i + \sigma_c^2 e^H
\]

(12)

\[
e^H(r) = \left(1 + |r|/L\right) \exp(-|r|/L)
\]

(13)

Where \( R^T \) represents the true observation covariance matrix, \( R^i \) represents the instrument error covariance matrix, and \( R^H \) represents the correlated representative error covariance matrix. \( \sigma_i^2 \) is the uncorrelated error variance, \( e^i \) is the instrument error, and \( \sigma_c^2 \) is the correlated error variance. \( e^H \) is the correlation between two points separated by distance[6].

2.4. The Robust Filtering with Observation Error Estimation (EnTLHF-R)

In general, the robust filtering with observation error estimation consist four parts: initialization, running EnTLHF steps, computing innovations and estimating observation. The schematic diagram of robust filtering with observation error estimation is show in Table 1.

| Algorithm: EnTLHF-R |
|----------------------|
| **Initialization**: Generate initial ensemble members \( \{x_{0i}^x\}_{i=1}^{N} \), observation vectors \( y_i \), Initial background covariance matrix \( P_{0i}^f \), Determine the number of DBCP diagnostic samples \( N' \), Assume that the initial observation error covariance is \( R_{0ob} \). |
| **For** \( i=1:assimilation \) step(\( j=2N' \) ) |
| ENTLHF: \( x'_{2j} = \{x'_{2j}: x'_{2j} = M_j(x_{2j-1}) \}_{j=1,...,n} \) |
| **If** \( j \leq N' \) |
| \( R_j = R_{0ob} \) |

Table 1 Description of the ensemble time-local filter with observation error covariance estimation
else
    \[ R_{ij} = E[d^t(d^t)^\top] \]
end if

Prediction step: \( \bar{x}_i^t = \text{mean}(x_i^t) \)
\[ \Lambda_i^t = \text{cov}(x_i^t) + Q_i \]

Obtain background innovation: \( d_i^t = y_i - H(\bar{x}_i^t) \)

Filtering step: \([p_i^t, K_i] = \text{ETKF}(x_i^t, Q_i, H_i)\)
\[ G_t = (I_n - \lambda t S) S^{-1} K_t \]
\[ x_i^t = \bar{x}_i^t + G_t [y_i - H(\bar{x}_i^t)] \]

Obtain analysis innovation: \( d_i^t = y_i - H(\bar{x}_i^t) \)
If \( (\lambda t S)^{-1} = (p_i^t)^{-1} - \lambda S \) \( \geq 0 \)
Return \( \lambda_i \)
Else
End for

3. Numerical Experiment

3.1. The Lorenz-96 Model.

The Lorenz-96 model is defined by ordinary differential equations (ODEs) defined over a periodic domain of variables indexed by \( n = 0 \ldots N - 1 \) where \( N = 40 \)

\[ \frac{dx_n}{dt} = (x_{n-1} - x_{n-2})x_{n-1} - x_n + F \] (14)

This model is an idealized for state estimation problems. For computational stability, a time step of 0.05 units is adopted. In the experiment, the value of the forcing term \( F \) can be changed, representing different degrees of model error and the solution of the Lorenz-96 equation is obtained by using the classic fourth-order Runge-Kutta. The total length of the iteration is 1500 steps.

3.2. Performance Comparison of two Robust Filtering Methods.

In this section, we show the performance of traditional robust filtering (EnTLHF) and new method (EnTLHF-R) on the Lorenz96 model. The results show the RMSE mean of EnTLHF and EnTLHF-R when observation error is RT.
Figure 1. When forcing parameter $F=6, 8, 9$, the RMSE mean of EnTLHF and EnTLHF-R algorithm in the Lorenz-96 model.

The results show: (1) the robust filtering with observation error estimation (EnTLHF-R) has lower Root Mean Squared Errors (RMSE) when the force parameter changes. (2) As force parameter increases the model error increase correspondingly, the RMSE of EnTLHF and EnTLHF-R increase, however the RMSE of EnTLHF-R is always lower EnTLHF. The larger the forcing parameter is, the more obvious the effect will be. Overall, the robust filtering with observation error estimation (EnTLHF-R) is more robust when model error is changing; this indicates that the new method improves the performance; the estimation of observation error covariance in the data assimilation may provide benefit.

3.3. Estimation of Observation Error Covariance

In this section, we access the ability of new method to accurately estimate $R$. In the experiment, we set the $RT$ as the reference observation error covariance. The above Figure 2 (a) represents the covariance of the observation error obtained in the first estimation (the 126th assimilation), and the figure 2 (b) represents the estimated covariance of the observation error obtained in the 250th assimilation.
The results show: (1) when taking into account the spatial error correlations, the Desroziers diagnostic is useful to estimate off-diagonal term of observation. (2) The last estimating of $R$ is more fitting $RT$; it also suggests that estimating method could to obtain a time-dependent estimate of correlate observation.

4. Summary

This paper introduces traditional robust filtering method and new robust filtering method. In particular, the diagnostic method is coupled to obtain the time-varying observation error, in the simulation experiments; we compare the performance of robust filtering with observation error estimation and original robust filtering with Lorenz-96 model. In addition, we access the observation error estimation method; the results prove taking correlated observation into account in data assimilation is more benefit.
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