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I. INTRODUCTION

Ultrashort, ultraintense laser pulses propagating through and ionizing gases have produced intense pulses of THz radiation. The large electric and magnetic fields of these pulses are potentially useful for a variety of applications [1]. For example, intense magnetic fields (≈ 1 T) with subpicosecond duration can be used for coherent control of the spin degree of freedom, in spintronic systems, exciting and deexciting spin waves [2]. In molecular spectroscopy, the high electric fields (≈ 1 MV/cm) of THz pulses can be used to orient molecules for transient birefringence and free induction decay measurements [3]. Using ultrashort laser pulses to generate THz via air breakdown may provide a scalable, compact source of few-cycle THz pulses when compared to modern accelerators [1]. Scaling to higher energies is possible because field-induced breakdown of the medium is a feature, not a limitation. In addition, the compact nature of these sources and their ability to use air as a generation medium potentially allows for standoff capabilities [4]. Generating the THz close to its target decreases the distance over which the THz must propagate, limiting atmospheric absorption [5]. Developing such a THz source will require an understanding of the competing nonlinear interactions in atmospheric gases.

Cook et al. [6] reported using an ultrashort laser pulse consisting of two colors, a fundamental (800 nm) and its second harmonic (400 nm), to produce approximately 5 pJ of THz radiation between 0 and 5 THz. Recent experiments have been able to reach 7 µJ for frequencies below 10 THz [7]. The generation mechanism was originally explained as optical rectification via an unspecified third-order nonlinearity. In 2007, Kim et al. [8, 9] described the process as tunneling ionization that induces transverse currents on the time scale of the laser pulse envelope (50 fs). Recent three-dimensional simulations by Bergé et al. [10] have shown that the bulk of the THz generation in argon, which has a similar ionization potential to N₂, can be explained by this mechanism. One feature in recent experiments [11] is that the THz radiation is observed to emerge in the forward direction (parallel to the axis of the two laser pulses) in a cone with angle roughly 4° – 7° with respect to the optical axis. In this paper we will explore the mechanism contributing to this effect.

We are interested in modeling an experimental setup similar to that of You et al. [11], as shown in Fig. 1. In our setup, an ultrashort pulse with a wavelength of 800 nm, duration of 25 fs, and energy of 0.8 mJ is focused into a nitrogen gas cell. As the fundamental pulse propagates, it passes through a beta barium borate (BBO) crystal, and a copropagating second-harmonic (400 nm) pulse is generated. The fundamental and second-harmonic pulses will be referred to together as the “pump pulses.” The pump pulses largely overlap both spatially and temporally as they approach their common focal point. When they reach sufficient intensity, they weakly ionize the gas and generate THz radiation.

The THz radiation is generated when the electrons produced by ionization create a cycle-averaged current on the time scale of the pump-pulses’ envelope. Atoms are preferentially ionized at temporal peaks in the laser field and the resulting electrons are born with essentially zero velocity. In a single-color pulse, electrons ionized on either side of the peak field acquire drift velocities in opposite directions. The resulting electrons have no ensemble-averaged drift velocity, and therefore no macroscopic, cycle-averaged current. However, when two colors are present with the appropriate relative phase, they interfere, and electrons acquire a macroscopic, cycle-averaged current. The cycle-averaged current builds up on the time scale of the pump-pulses’ duration and drives the THz fields. This two-color THz generation mechanism is sometimes couched as a four-wave mixing process, but, strictly speaking, it is not due to a third-order nonlinearity.

There are other mechanisms which can modify the two-color, cycle-averaged current or even produce a cycle-averaged current in the absence of the second color. The envelope in few-cycle, single-color laser pulses varies fast enough that a cycle-averaged current on the time scale of the envelope can be created [12]. This current can drive broadband THz radiation similar to the two-color mechanism. For laser pulses intense enough to deplete the neutral gas, a cycle-averaged current can be formed. This occurs because, during a half cycle, there are more neutral gas molecules to ionize on the rise to the peak field than on the decent. The optimal phase for THz generation in intense, two-color pulses can be modified by this effect [13]. Both effects are included in our model,
FIG. 1. This is a schematic of the experimental setup that is being simulated. The simulation domain includes everything to the left of the BBO crystal. As the two-color pulse (red and blue) approaches focus, it ionizes the gas and generates a plasma. The THz radiation (gray) exits the other side of the plasma as a cone [11].

but are not significant for the parameters we consider. A third effect related to the time variation of the envelope of an elliptically polarized laser pulse is not included in our study, which focuses on linearly polarized fields.

We observe in simulations few-cycle THz pulses that propagate at an angle, $\phi \approx 1^\circ$, above and below the optical axis. This can be explained with an optical Cherenkov model, where the cycle-averaged current, created by the pump pulses, moves faster than the THz propagation velocity. Optical Cherenkov is a common mechanism for generating THz radiation in electro-optic crystals by the pondermotive force. The plasma wake following the drive laser emits THz radiation as if it were a dipole aligned with the optical axis, traveling at the speed of the optical pulse. This differs from our mechanism in two ways: The cycle-averaged current is transverse to the direction of propagation and is not driven by the pondermotive force.

The organization of this paper is as follows: First we will describe the components of our propagation and material response models. During this we will discuss the necessity of including each physical phenomena in our model for studying THz generation. Finally, we will describe the Cherenkov model, its connection to the oscillating current model, and analyze our simulation results.

II. MODEL

A. Unidirectional pulse propagation model

The optical and THz pulses of interest propagate predominately in the forward direction [16], justifying the use of the unidirectional pulse propagation equation (UPPE) [17], where the main assumption is that the backward propagating fields do not contribute to the nonlinear response of the medium. The UPPE is amenable to pseudospectral methods which reduce the electromagnetic propagation equation to a set of coupled ordinary differential equations for the field’s spectral components. Since the fields are propagated in the spectral domain, the UPPE captures linear dispersion to all orders, allowing treatment of broadband, multicolor pulses.

The electric field’s spectral components $\hat{E} = \hat{E}(k_z, z, \omega)$ are propagated along $z$ according to

$$\partial_z \hat{E} = -i \left[ k_z - \frac{\omega}{v_w} \right] \hat{E} + \frac{\hat{S}}{-2ik_z},$$

(1)

where

$$\hat{S}(k_z, z, \omega) = -\mu_0 \omega^2 \hat{p}^{(NL, \text{gas})} + \mu_0 \frac{\partial J}{\partial \tau} + i\mu_0 \omega \hat{J}^{\text{loss}}.$$  

(2)

The variables $\omega$ and $k_z$ are Fourier conjugates to the time coordinate in a window moving with velocity $v_w$, $\tau = t - z/v_w$, and the transverse dimension, $x$, respectively. The medium’s nonlinear response to the field, $S(x, z, \tau)$, is calculated in the $(x, \tau)$ domain and then transformed to the spectral domain, $\hat{S} = \hat{S}(k_z, z, \omega)$, to drive the fields. The $z$ component of the wave number, $k_z = k_z(k_z, \omega)$, depends on the frequency and transverse wave number, and includes the linear response of the gas through the refractive index, $n(\omega)$. Specifically, $k_z(k_z, \omega) = \sqrt{\omega^2 n(\omega)^2/c^2 - k_x^2}$. The propagation constant in Eq. (1), $k_z - \omega/v_w$, reflects the shift in the $z$ component of the wave number due to the moving window. The nonlinear response of the medium can be decomposed into a bound nonlinear response of the neutral gas $\hat{p}^{(NL, \text{gas})}$, the free electron response $\overline{\partial_e J}$, and an effective current to deplete the field energy during ionization, $\hat{J}^{\text{loss}}$. 

FIG. 1. This is a schematic of the experimental setup that is being simulated. The simulation domain includes everything to the left of the BBO crystal. As the two-color pulse (red and blue) approaches focus, it ionizes the gas and generates a plasma. The THz radiation (gray) exits the other side of the plasma as a cone [11].
B. Material Response of Molecular Nitrogen

The frequency dependent refractive index for molecular nitrogen, \( n(\omega) = 1 + \delta n_{\text{PK}}(\omega) \), in the range 106 – 549 THz (2.8 – 0.5 \mu m) is given by an equation fit to experimental data and is provided by Peck and Khanna [18],

\[
10^8 \delta n_{\text{PK}}(\omega) = 6497.378 + \frac{3073864.9 \text{ \mu m}^{-2}}{144 \text{ \mu m}^{-2} - (\omega/2\pi c)^2}. \tag{3}
\]

For frequencies below 106 THz, the index is found by extrapolating Eq. (3). Recent experiments in air [19] have indicated \( n_{\text{air}} - n_0 \approx 1.7 \times 10^{-4} \) at THz frequencies, which is similar to the zero frequency limit of Eq. (3), \( n(0) = 1 = 2.78 \times 10^{-4} \). By extrapolating Eq. (3), the detailed structure in the refractive index due to vibrational and rotational excitations of \( N_2 \) is not included.

The nonlinear bound response of neutral \( N_2 \) is captured in the nonlinear polarization density, \( P^{(\text{NL, gas})} \), and is calculated in the \((x, \tau)\) domain using

\[
P^{(\text{NL, gas})} = \frac{4}{3} \varepsilon_0 c \tau^2 (\text{inst}) E^3 + \epsilon_0 n_0 \Delta \alpha Q E. \tag{4}
\]

Here, two third-order nonlinear processes contribute to the polarization density: an instantaneous electronic response and a delayed rotational response, the first and second terms of Eq. (4), respectively. In a classical picture of the instantaneous nonlinear bound response, the laser field strongly drives bound electrons and they experience the anharmonicity of the binding potential. Because gases are isotropic on macroscopic scales, the lowest-order nonlinear polarization to manifest itself at macroscopic scales is proportional to \( E^3 \), instead of \( E^2 \). We use \( n_2^{(\text{inst})} = 7.4 \times 10^{-20} \text{ cm}^2/\text{W} \) at a \( N_2 \) density of \( n_0 = 2.5 \times 10^{19} \text{ cm}^{-3} \) [20]. The delayed response arises because the laser field applies a torque to the \( N_2 \) molecules due to the anisotropy in their linear polarizability, \( \Delta \alpha = \alpha_{||} - \alpha_{\perp} = 6.7 \times 10^{-25} \text{ cm}^3 \), where \( \alpha_{||, \perp} \) are the linear polarizabilities parallel and perpendicular to the molecular axis, respectively. A simple model for the molecular alignment of the gas, \( Q = Q(x, z, \tau) \), is to treat it as a driven, damped, harmonic oscillator:

\[
\frac{\partial^2 Q}{\partial \tau^2} + 2\nu \frac{\partial Q}{\partial \tau} + \Omega^2 Q = 2\Omega^2 n_2^{(\text{align})} \epsilon_0 c E(\tau)^2. \tag{5}
\]

The oscillator parameters \( \nu = 9.6 \text{ THz}, \Omega = 18 \text{ THz} \), \( n_2^{(\text{align})} = 1.35 \times 10^{-15} \text{ cm}^2/\text{W} \) are chosen to best match density matrix calculations [21] where the laser pulse duration, \( \approx 25 \text{ fs} \), is much shorter than the thermal rotational time scale, \( 2\tau/\Omega \). These two nonlinear processes result in propagation effects such as spectral broadening, harmonic generation, and self-focusing.

During propagation of high power, ultrashort laser pulses, field ionization is the primary mechanism for free electron generation. This can be modeled with a rate equation for the electron density, \( n_e = n_e(x, z, \tau) \), where

\[
\frac{\partial n_e}{\partial \tau} = w(n_0 - n_e). \tag{6}
\]

The rate of electron generation is the ionization rate of a single molecule, \( w = w[E(x, z, \tau)] \), times the number density of neutral molecules, \( n_0 = n_0 - n_e \), where \( n_0 \) is the initial density of the neutral gas. Here we neglect electron transport, recombination, and attachment; the time scales for these processes are much longer than the pump-pulses’ duration [22].

We use a two-color hybrid ionization rate, \( w[E] \), which is a fit to a Perelomov, Popov, and Terent’ev (PPT) ionization rate [23] when \( w[E] \) is cycle averaged. The ionization rate includes multiphoton ionization (MPI) for the two pump-pulse frequencies and tunneling ionization (TI). MPI is an \( N \text{th-order} \) perturbative process in the intensity, where a bound electron escapes from its binding potential by absorbing \( N \) photons with energy \( h\omega \) and frequency \( \omega \). The energy in the \( N \) photons must be greater than or equal to the binding energy \( U_i : N h\omega \geq U_i \). Tunneling ionization occurs when the instantaneous electric field deforms the binding potential enough to create a classically allowed region outside the atomic or molecular core. With some probability, an electron can tunnel through the barrier between the classically bound and classically free regions, resulting in a free electron. Further details of the two-color hybrid rate and how it was fit to the limiting cases are given in the Appendix.

The free electron current \( J = J(x, z, \tau) \) is determined by the electron momentum balance equation,

\[
\frac{\partial J}{\partial \tau} = \frac{e^2}{m_e} n_e E - \nu_{en} J. \tag{7}
\]

It is through this current that the THz will be generated. In Eq. (7), the electron density is time dependent due to ionization. There is no momentum source term accompanying the ionization because we assume that new free electrons are born at rest. It can be shown that the solution of this equation for the macroscopic current is equivalent to the single particle picture of Kim et al. [9, 24]. We include a fixed collision frequency, \( \nu_{en} = 5 \text{ THz} \), to account for electron-neutral collisions which dominate electron-ion collisions in a weakly ionized gas. The collision frequency of 5 THz is found by approximating the neutral \( N_2 \) density as atmospheric density and assuming that the electron’s temperature is approximately the quiver energy at field intensities of \( 10^{13} - 10^{14} \text{ W/cm}^2 \) [22].

The second source term for the electromagnetic fields [see Eq. (2)] is the Fourier transform of the time derivative of the current, \( \partial \tau J \). Care must be exercised in its numerical evaluation. If \( J \) is solved for in the time domain and then Fourier transformed, the moving window must extend several collision times, \( \nu_{en}^{-1} \), so that the currents decay to zero. If the domain is too short, the current is finite at the window boundary and its frequency spectrum has an unphysical \( \omega^{-1} \) dependence. To circumvent this, we Fourier transform \( n_e E \), which tends to zero outside of the temporal range of the pump pulses’, and compute
the Fourier transform of $\partial_x J$ via

$$\frac{\partial J}{\partial \tau} = \frac{e^2}{m_e} \hat{E} \frac{n_e E}{1 - \nu e n / \omega}. \tag{8}$$

During ionization, the electric field must perform work equal to the ionization potential $U_i$ to liberate each electron. Ionization energy depletion is included by adding an effective current, $J_{\text{loss}} = J_{\text{loss}}(x, z, \tau)$, that accounts for the rate of energy loss: $E J_{\text{loss}} = w(E | n_e U_i) \tag{25}$,

$$J_{\text{loss}} = \frac{w[E] n_e U_i}{E}. \tag{9}$$

To avoid issues when dividing the cycle-averaged contributions of Eq. (14) by the instantaneous electric field, the loss current is only evaluated when $|E(t)| \geq 27$ MV/cm. Below these field strengths, the ionization rate is too small to significantly deplete the pump pulses.

### III. RESULTS

We now describe simulation results based on the numerical solution of the model equations introduced in the previous section. The incident electric field is composed of two pulses with central wavelengths $\lambda = 800$ and 400 nm, respectively. The 800 nm pulse has a total energy of 0.7 mJ, a full-width half-maximum duration of 25 fs, and a vacuum spot size of $w_0 = 15.3 \mu m$. The 400 nm pulse is created experimentally by second-harmonic generation in a BBO crystal. This motivates the 400 nm pulse having a total energy that is 10% of the fundamental pulse, 0.07 mJ, a full-width half-maximum duration that is a factor $\sqrt{2}$ shorter than the fundamental, 18 fs, and a vacuum spot size that is $\sqrt{2}$ smaller than the fundamental, $w_0 = 11 \mu m$. The pulses are assumed to overlap spatially and temporally with the peak of each pulse colocated 8 cm before the vacuum focus. This is where the BBO crystal ends and the simulation begins. Both colors are initialized with a phase front curvature that is consistent with passing through a lens with focal length and diameter of 15 and 0.5 cm, respectively. The polarization of the pump pulses are assumed to be collinear.

The simulation domain is 6 mm in the transverse spatial dimension, $x$, and 1 ps in the time domain, $\tau$, with $2^9$ and $2^{15}$ grid points, respectively. The transverse spatial resolution is $\Delta x = 12 \mu m$. This resolution is sufficient because plasma refraction keeps the pulse from reaching its vacuum spot size. For example, the pump-pulses’ time-averaged rms radii is always larger than 100 $\mu m$. At the front of the pulse, where the intensity is lower, the rms radius reaches a minimum of 40 $\mu m$. The transverse spatial resolutions also resolve the transverse phase variation associated with focusing sufficiently well for the vacuum focal point to remain unchanged. Simulations with double the spatial resolution, $\Delta x = 6 \mu m$, show convergence of the THz energy and fields. The temporal domain is chosen so as to capture low frequency behavior, $\Delta f = 1$ THz, while having sufficiently small time steps, $\Delta \tau = 0.03$ fs, to resolve ionization bursts and harmonic generation. The pulses propagate 12 cm, with a uniform step size of $\Delta z = 10 \mu m$. The window velocity, $v_w = 0.99972c$, is comoving with the group velocity of 800 nm in N$_2$. The background N$_2$ density is $n_{\text{gas}} = 2.5 \times 10^{19}$ cm$^{-3}$. The UPPE model, Eq. (1), is solved using a second-order predictor-corrector scheme for the nonlinear term, $S$.

The simulation predicts off-axis, broadband, THz radiation as seen in Fig. 2. The figure displays the THz electric field as a function of $x$ and $\tau$ after propagating to 2 cm before the vacuum focus. To calculate the THz electric field, $E$ has been filtered to remove frequency components with $f > 100$ THz and transformed to the space and time domain. The THz field is a few-cycle pulse that has been created near the axis and is propagating at approximately 1° above and below the propagation axis of the pump pulses. This can be seen from the nulls in the phase (white in the figure) where the fields will propagate perpendicular to the phase front.

![FIG. 2. The electric field from 0 to 100 THz is shown in the transverse spatial dimension, $x$, versus a time window that is comoving with the 800 nm pulse, $\tau$. The pulse is propagating from right to left with an off-axis angle $\phi$. The electric field at 2 cm before vacuum focus was chosen because most of final THz energy is already in the pulse.](image)

#### A. Cherenkov Model

The angle of the THz pulse shown in Fig. 2 can be explained by an optical Cherenkov effect. As the pump pulses approach focus, their fronts of constant intensity and, through ionization, fronts of constant plasma density move axially faster than the pump-pulses’ group velocities. The resulting current drives the THz radi-
FIG. 3. The broadband THz frequency current (red) is traveling faster from right to left than the phase velocity of the THz fields (lines of constant phase are shown in gray). Constructive interference can be seen along the front (black dashed) above and below the propagation axis.

This model can be extended to capture a current source with transverse spatial extent or a current source that oscillates along the propagation distance. The latter extension captures the effect on the two-color THz current of phase slippage between the pump pulses due to their phase-velocity difference. This phase slippage was considered in a previous model of off-axis THz emission [11]. You et al. [11] treat the THz driving current as a dipole radiator traveling with the laser pulse. The phase of the dipole’s oscillation, and hence the emitted radiation, varies along the propagation axis with the relative phase between the pump pulses. In You’s model, the group velocity of the laser pulses, the velocity of the driving current, $v_f$, and the THz phase velocity, $v_{THz}$, are all set to $c$. While the model predicts off-axis radiation, the equality of THz and drive velocities precludes Cherenkov radiation. Our model can capture this oscillating current effect if we impose a second spatial variation on the current density, $J_p(x, z, t) = I_0 \delta(x) \cos(k_d z) \theta(t - z/v_f)$. In this case the THz spectrum is peaked at angles given by

$$\cos \phi = v_{THz}/v_f \pm k_d v_{THz}/\omega,$$  (12)

where $\omega$ is the THz frequency of interest, $k_d = \pi/L$ is the dephasing wavenumber, and $L$ is the distance over which the two colors will phase slip by $\pi$.

The dephasing length is inversely proportional to the phase-velocity difference and can be estimated as $L_\pi = (\lambda_0/4) |n(\omega_0) - n(2\omega_0)|^{-1}$ [26]. The refractive index is given by $n(\omega) = 1 + \delta n_{\text{gas}}(\omega) + \delta n_{\text{plasma}}(\omega) + \cdots$, where $\omega$ could be for either the fundamental, $\omega_0$, or second harmonic, $2\omega_0$. The quantity $\lambda_0$ is the wavelength of the fundamental. From $N_2$ dispersion alone $L_\pi = 2.7$ cm, but with a plasma density in the range of $10^{16} - 10^{17}$ cm$^{-3}$, the dephasing length would be $2.1 - 0.7$ cm, respectively. These plasma densities are typical for the region where THz is generated.

Figure 4 displays the time derivative of the current density on axis, low-pass filtered to frequencies below 200 THz as a function of $z$ and $\tau$. Most of the THz energy is generated between $z = -4$ and $-1$ cm, as can be seen in Fig. 5. Over this distance, the THz current source has the form of a temporally oscillating signal that moves forward in the frame of the simulation. For comparison, an object moving at the group velocity of 800 nm would trace out a vertical path in $(z, \tau)$ domain, while objects moving faster, or slower, follow paths to the left, or right, of vertical respectively. It is the overall forward motion of the THz $\partial_\tau J$ that drives the Cherenkov radiation. The forward motion of the THz current density profile can be attributed to the fact that the pump pulses are converging towards focus. As the pulses converge, their intensity rises, and the time in the pulse envelope when ionization becomes significant moves forward in the plane of Fig. 4.

The spatiotemporal form of the current density waveform implied by Fig. 4 is that of a few-cycle pulse. The temporal ($\approx 10$ fs) variations in $\partial_\tau J$ at fixed $z$ are due to a combination of the temporal variation in the pump-pulses’ relative phase during the pulse and the frequency
upshift of the THz field due to the rising electron density. We note the variations become more rapid with propagation distance. As the pump pulses propagate their relative phase becomes a time varying function due to the rise in electron density during the pulses. The sign of the two-color driven THz current then varies with this relative phase. This variation becomes more rapid with propagation distance. A second contribution to the increase in frequency of the on-axis $\partial_x J$ as a function of propagation distance is the direct spectral blueshifting (up to approximately 150 THz) of the THz fields in the region of increasing free electron density.

The signal in Fig. 4 was low-pass filtered at 200 THz (as opposed to the 100 THz filter applied in Fig. 2) to include the peak frequency of the on-axis, blue-shifted THz field (around 150 THz at $z = -2$ cm). While the peak frequency is larger on axis, most of the THz field energy is distributed off axis where the average frequency is lower ($\approx 50$ THz).

The front velocity is extracted from Fig. 4 by measuring the slope of the null lines of $\partial_x J$. We find that the front velocity is approximately $v_f = 0.99995c$. For comparison, the 800 nm group velocity is $v_{g,800 \text{ nm}} = 0.99972c$. With this front velocity and the refractive index model discussed above, the Cherenkov model predicts an off-axis angle of $\phi \approx 1.2^\circ$ [according to Eq. (11)], which is similar to 0.9°, the value seen in Fig. 2.

Finally, we note the space-time dependence of the time derivative of the current density is not of the form required to produce Eq. (12) (except when $k_d \approx 0$). There is variation of the waveform with $z$, in addition to translation at $v_f$. The amplitude of $\partial_x J$ grows and the frequency increases over a distance of 3 cm. However the behavior is not a periodic oscillation with a clearly identifiable wave number $k_d$. 

B. Angular dependence of THz on refractive index

To test the model giving rise to Eq. (11) we attempt to vary $v_{\text{THz}}$. Competing propagation effects in the simulation make control of the current front velocity challenging. The THz phase velocity, on the other hand, can be directly manipulated by modifying the refractive index at THz frequencies. The resulting change in the simulated THz emission angle can then be compared to predictions of the Cherenkov model. Specifically, we use the following modified refractive index model:

$$\delta n(\omega) = \begin{cases} \delta n_0, & \omega/2\pi < 190 \text{ THz} \\ \delta n_{PK}(\omega), & \text{otherwise}, \end{cases}$$

where $n(\omega) = 1 + \delta n(\omega)$ and $\delta n_{PK}(\omega)$ is defined in Eq. (3). While the modified refractive index has no frequency dependence below 190 THz, the relative change in the actual refractive index of $N_2$ is only 0.2% between 0 and 190 THz [18]. In all cases, the group velocity at low frequencies in $N_2$ is not significantly different than the phase velocity. Experimentally, the dispersion at low frequencies could be modified by the selection and relative percentage of gas species in the medium.

Figure 6 shows the extracted THz electric field for $\delta n_0 = 0, 2.78 \times 10^{-4}$, and $1.1 \times 10^{-3}$. The propagation angle of the THz radiation can be seen to increase with increasing $\delta n_0$, as anticipated by Eq. (11). The variations of $\delta n_0$ leave the pump pulses and current front velocity
FIG. 6. Shows the electric field at 1 cm before vacuum focus from 0 to 100 THz for three different THz dispersion models; $\delta n_0 = 0, 2.78 \times 10^{-4},$ and $1.1 \times 10^{-3}$ for (a), (b), and (c) respectively. Most of the THz have been generated at this point.

FIG. 7. The dots with error bars are measured THz angle at $z = -1$ cm for separate simulations with a refractive index given by Eq. (13). The curves are Eq. (11) with fixed $v_f$ and $v_{THz}$ determined by the refractive index at $\omega = 0$. The solid black and dashed green curves are specifically for $v_f = 0.99972c$ and $v_f = 0.99995c$. The dotted blue curves are from Eq. (12) when the frequency is 50 THz, the dephasing length is 3 cm, and the front velocity is 0.99995c.

largely unchanged. The pump pulses drive the current source and indirectly control the front velocity. Changes to the pump-pulses’ propagation, due to changes in the THz refractive index, should only occur via nonlinear interactions with the THz frequencies, e.g. non-degenerate four-wave mixing. These interactions tend to be smaller than the nonlinear processes involving the pump pulses alone.

The dependence of the THz propagation angle, $\phi$, on $\delta n_0$ is shown in Fig. 7. For each $\delta n_0$, the THz angle is extracted from images such as those in Fig. 6 after most of the THz radiation has been generated, $z = -1$ cm. The simulation results are bounded by the Cherenkov model, Eq. (11), evaluated with $v_f$ equal to the group velocity of 800 nm ($0.99972c$) and the extracted front velocity, $v_f = 0.99995$, from the simulations. This shows reasonable agreement between the predicted Cherenkov model and our simulations. The blue dotted curves in Fig. 7 show the predicted angle for the positive (lower curve) and negative (upper curve) solutions of Eq. (12). We substitute $k_d = \pi / L_\pi$ with $L_\pi = 3$ cm which is roughly the distance over which the THz current waveform varies. In this way Eq. (12) can be used to indicate the degree of uncertainty in the prediction of Eq. (11).

C. Cherenkov radiation from four-wave mixing

In simulations, the free electron current is the dominant mechanism for generation of THz radiation [10]. When the current source, $\partial_\tau J$, and the effective loss current are removed from Eq. (2) using a high-pass filter, the third-order nonlinearities [the first term in Eq. (2)] still generate THz radiation as seen by the dashed curve in Fig. 5. But in this scenario, the conversion efficiency from pump-pulses’ energy to THz is a factor of $\approx 40$ times smaller than the photocurrent model. This is similar to results reported in [10]. Interestingly, the THz generated via four-wave mixing is also conical, suggesting that the optical Cherenkov mechanism is still at play. Figure 8 shows the THz field that is generated from four-wave interaction alone. The THz angle is the same as that of Fig. 2. This is expected since the bound nonlinear polarization current, which drives the THz, will follow the superluminal intensity fronts of the pump pulses.

D. Experimental comparison

While the simulations seem to predict a THz propagation angle of $\approx 1^\circ$, You et al. observe THz radiation
at angles of $\approx 4^\circ$ [11]. In the experiment, the focus was on frequencies below 10 THz as opposed to the broadband radiation below 100 THz that we have investigated. Blank et al. [27] observed a THz intensity spectrum that extends up to 100 THz with an off-axis angle of 3.2°. Their experiments are performed in air with similar parameters to ours: a pump-pulse energy of 0.42 mJ, fundamental wavelength of 775 nm, pump-pulse duration below 20 fs, and a focal length of 20 cm. We find, if we further filter the THz signal, the average off-axis angle from the electric field power spectrum for frequencies between 5 and 10 THz to be $2.1^\circ \pm 1.0^\circ$. This is closer to the experimentally measured values. Differences still remain between the conditions in our simulations and the experiments. The simulated medium is N$_2$ as opposed to air. The index of refraction of air in the 10 THz range may have a frequency dependence not contained in our simulations. Also, the presence of oxygen, with a lower ionization potential than N$_2$, could lead to more free electrons and a different THz current source speed. Finally, the simulations are two dimensional. The superluminal front velocity is due to the focusing of the pump pulses. This speed can then be altered in going from two to three dimensions.

IV. CONCLUSION

We have developed a two-dimensional, unidirectional, electromagnetic propagation code to examine two-color THz generation in N$_2$. The model includes linear dispersion to all orders, the instantaneous and delayed-rotational nonlinear bound response, free electron generation via multiphoton and tunneling ionization, plasma response including collisional momentum damping, and ionization energy depletion. We have found that the off-axis, THz generation predicted by the simulations can be explained as an optical Cherenkov process. The angle of THz emission depends sensitively on the low frequency refractive index and current front velocity. Using our best estimate of the frequency dependent refractive index produces reasonable agreement with the experiment. Although the THz radiation is generated predominately by the photocurrent mechanism, the Cherenkov process also determines the emission angle of THz radiation generated by two-color, four-wave interaction in the nonlinear molecular polarizability.

APPENDIX: HYBRID IONIZATION RATE

MPI and TI are distinct limiting cases of a more general nonlinear photoionization theory such as that of Keldysh [28, 29] or later refinements by PPT and others [23, 30]. These limiting cases are roughly delineated by the Keldysh parameter $\gamma = \omega \sqrt{2m_eU_i/e}$, where $m_e$ and $e$ are the electron mass and charge, while $E$ is the electric field amplitude. For example, $\gamma \gg 1$ implies the multiphoton regime, while $\gamma \ll 1$ implies the tunneling regime.

As the pump pulses focus, the field strength will transition from the multiphoton to the tunneling regime. In the multiphoton regime, the TI rate underestimates free electron generation. Therefore, the decreased refractive index associated with the multiphoton generated free electrons can defocus the pump pulses and modify subsequent propagation more than expected from a TI rate. Unfortunately, the PPT ionization rate, which covers both regimes, is for a single color and dependent on the intensity, not on the instantaneous electric field. Therefore, it does not generate THz radiation according to the mechanism of interest.

The motivation for the hybrid ionization rate is to capture both the instantaneous nature of the tunneling ionization rate when in the tunneling regime, while not significantly underestimating free electron generation and defocusing effects when in the multiphoton regime.

Conventional MPI rates depend on the intensity to a large power [31]. This poses a problem when attempting to approximate the PPT ionization rate by interpolating from the multiphoton to the tunneling regime, e.g., by summing the MPI and TI rates. The problem arises because the MPI rate is orders of magnitude larger than the TI rate when evaluated in either the multiphoton or tunneling regimes. Therefore, the sum of the individual rates is always dominated by MPI. This is beneficial in the multiphoton limit but not in the tunneling limit where the tunneling rate should be a reasonable approximation. We adapt the MPI rate to drop exponentially with increasing intensity, as shown by the dashed-dotted red and blue curves of Fig. 9. The modified MPI rate is
The solid red and blue curves represent PPT ionization rates for $\lambda = 800$ nm, 400 nm respectively. The solid black curve indicates a cycle-averaged tunneling rate which approaches the PPT rate at high intensities. The dashed-dotted red and blue curves show the MPI rates for $\lambda = 800$ nm, 400 nm respectively. Notice that a single color MPI rate plus the tunneling rate is a reasonable approximation of the associated PPT rate.

Then summed with the tunneling ionization rate to yield our single-color hybrid ionization rate. The cutoff intensity used in the exponential decay, $I_{\text{cutoff}}$, becomes a free parameter that is used to match $w_{\text{MPI}} + w_{\text{ADK}}$, after cycle averaging, to the PPT ionization rate for each color [23].

We then extend this hybrid ionization rate for two-color pulses. In the tunneling limit, the ionization rate should depend on the instantaneous field and therefore the Ammosov-Delone-Krainov (ADK) model should capture the two-color ionization dynamics [32, 33]. But in the multiphoton regime, the rate is strongly dependent on the frequency. In general, a nonlinear process like ionization is not additive in the individual rates. It is possible that mixed-photon ionization channels, like those involving $N$ 800 nm photons and $M$ 400 nm photons, would have important contributions to the total ionization rate. But summing the 800 nm and 400 nm MPI rates provides a better lower bound on the free electron generation in the multiphoton regime than neglecting either or both. Additionally, it provides a rate that can be fit to the accepted PPT rates in the limits of a laser pulse of either color. The absence of computationally efficient, quantum mechanical, atomic or molecular response models necessitates approximation. To this end, we treat the total MPI rate as the sum of the rates for the individual harmonics.

The full two-color hybrid ionization rate is given by

$$w[E] = w_{\text{MPI,1}}(I_1) + w_{\text{MPI,2}}(I_2) + w_{\text{ADK}}(E),$$

where $I_1$ and $I_2$ are the enveloped intensities of the fundamental- and second-harmonic pulses, respectively. The individual MPI rates are given by

$$w_{\text{MPI,i}} = \sigma_i I_i^{N_i} \exp \left(-\frac{I_i}{I_{\text{cutoff,i}}} \right),$$

where $\sigma_1 = 4.47 \times 10^{-140} \text{cm}^2 \text{W}^{-11} \text{s}^{-1}$, $N_1 = 11$, $I_{\text{cutoff,1}} = 8.46 \times 10^{12} \text{W/cm}^2$, $\sigma_2 = 2.46 \times 10^{-72} \text{cm}^{12} \text{W}^{-6} \text{s}^{-1}$, $N_2 = 6$, and $I_{\text{cutoff,2}} = 5.29 \times 10^{13} \text{W/cm}^2$. The tunneling rate used is outlined in [32] with an ionization potential of $U_i = 15.576 \text{ eV}$ and effective Coulomb barrier $Z_{\text{eff}} = 0.9$ [33].

In the tunneling regime, Eq. (14) approximates the instantaneous ADK tunneling rate [32]. In the limit of a single color, either 800 or 400 nm, Eq. (14) after cycle averaging approaches the PPT rate for that color [23]. This implies that in the multiphoton limit and in the limit of a single color, Eq. (14) also matches the MPI rate.

As a result of enveloping, $I_1$ and $I_2$ do not depend on their respective carrier or carrier-envelope phases. This is consistent with traditional MPI models, which depend on the cycle-averaged field [31]. There has been recent theoretical work on the phase dependence of two-color MPI [34], but it does not lend itself to efficient numerical implementation in an electromagnetic propagation code.
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