Implementation of TF-IDF Algorithm and K-mean Clustering Method to Predict Words or Topics on Twitter
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Abstract - The social media time line, especially Twitter, is still interesting to follow. Various tweets delivered by the public are very informative and varied. This information should be able to be used further by utilizing the topic of conversation trends at one time. In this paper, the authors cluster the tweet data with the TF-IDF algorithm and the K-Mean method using the python programming language. The results of the tweet data clustering show predictions or possible topics of conversation that are being widely discussed by netizens. Finally, the data can be used to make decisions that utilize community sentiment towards an event through social media like Twitter.
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I. INTRODUCTION

Social media, like Twitter, has been widely used and has become a new habit for people in this era. The public feels comfortable if they express their opinions or thoughts through social media. Even in critical conditions, people spend a lot of their time to send and search for information through social media, such as Twitter, Instagram and others [1] [2]. It is not surprising that many researchers analyze data and sentiment obtained through various social media [3] [4] [5] [6] [7] [8]. They use this data to predict various things based on information circulating on social media. In fact, these researchers often build algorithms like their own expert systems to utilize existing data on social media, such as Twitter and Instagram. They realize that there are many things that can be extracted and obtained from these data.

In the current situation of the Covid-19 pandemic, for example, various researchers have used the data and information circulating on Twitter to classify, cluster and study the existing conditions [9] [10]. In order to restore the situation and to learn about the novel Covid-19 virus, the researchers process the information on Twitter for various purposes, for example predicting the possible ways of spreading the Covid-19 virus, the prevention, and so on. This is certainly interesting, especially since the pandemic which began to spread at the end of 2019 is still ongoing and is predicted to continue in various parts of the world.

In this situation, social media users, especially in Indonesia, will certainly not be silent. They will continue to access social media and find out the current conditions. Furthermore, they will convey the current conditions regarding the spread of the virus. At least, Indonesia’s social media timelines, especially Twitter, will continue to be flooded with topics of conversation about the corona virus for some time to come. This is because considering the number of positive patients with Covid-19 in Indonesia is still increasing, even though various efforts have been made by the government through the Ministry of Health and BNPB.

In mid of April 2020, the talk about Covid-19 in Indonesia increased, which coincided with one month since the announcement of the first covid-19 patient. In addition, many Indonesians were also worried about the pandemic, especially because Ramadan would begin. Various other conditions have increasingly encouraged Indonesians to seek and convey information about covid-19 through social media like Twitter.

To see and analyze these conditions, the authors use data mining to cluster the topics and tweets that were mostly conveyed by the public at that time. Just as other researchers have done, the authors will use the TF-IDF algorithm and the K-mean clustering method to do this. With this method, a pattern will be generated that can be used to see and predict trends and topics of conversation among Twitter users regarding the covid-19 in Indonesia.

II. RESEARCH METHOD

The research methodology in the process of clustering through TF-IDF algorithm and K-mean method to predict trends and topics of conversation via twitter community includes several stages: from literature review, the determination of the data sets and data pre-processing, which consists of tokenization, stemming, removal of stop words and rejoin words as well as data exploration using the Python programming language. The description of the flow and stages of the research that the authors did for this study is as shown in Figure 1.
**A. Literature Review**

As literature to support this research, the authors use several trusted scientific journals, proceedings, e-books and websites. These writings include clustering data twitter, such as Clustering of Algorithms [7], Clustering a Customer Base Using Twitter Data [5], Analysis and Visualization of Twitter Data using k-means Clustering [11] and Twitter data clustering and visualization [12]. In addition, the authors also use journals regarding data mining, especially those that discuss the problem of the covid-19, such as Characterizing the Propagation of Situational Information in Social Media During the COVID-19 Epidemic: A Case Study on Weibo [10], the Weakly-supervised Framework for COVID-19 Classification and Lesion Localization from Chest CT [9] and Twitter Sentiment Analysis of Covid-19 Using Term Weighting TF-IDF and Logistic Regression [13].

Based on the literature review, it is known that previous researchers have used Twitter data to perform data mining, especially clustering and sentiment analysis. The results and accuracy are very good and can be applied in solving problems. Therefore, some researchers also use data twitter for data mining to find out the Covid-19 pandemic and find solutions, such as applying the TF-IDF algorithm and regression. This study focuses on the TF-IDF algorithm and the K-Means method.

**B. Dataset Determination**

To solve the problems in this study, the authors started by collecting data sets. The writers obtained the dataset from Twitter with the keywords Corona Indonesia, Covid-19 Indonesia, the Ministry of Health, BNPB or patients on April 7 and 8, 2020. Furthermore, from the data tweet or document, the authors began to process it properly to the next stage: data pre-processing.

The number of datasets or tweets or documents that the authors sampled were 16 tweets or records data, which then were imported into python, which contained detailed information about the conversations of the Indonesian people about covid-19. To get this data, the authors make use of the twitter scraper module in python.

**C. Data Pre-processing**

The next stage is the writers take several steps in data pre-processing. This stage includes 4 main parts: tokenization, stemming, and removal of stop words and rejoin words. For information, to facilitate the implementation of these stages, the author uses nltk in python.

**D. Data Exploration**

This stage is one of the important stages in the clustering process, because this is where the previously prepared data will actually be processed, its value is calculated and the results are analyzed. In this study, the authors performed data processing and calculation methods using several modules in python, such as NTLK, Literature, Pandas, Numpy, Sklearn and Matplotlib.

**III. RESULTS AND DISCUSSION**

The authors make a tweet data clustering design, starting from the collection of data training sets, the design stages and the application of data mining. Later, a certain pattern will be generated that can be used to see and predict trends and conversation topics about covid-19 on the date the data is taken. The research stages include identification of training sets, data pre-processing, data exploration using python and the result analysis.

**A. Data Set**

The first stage that the authors carry out is collecting and defining the set data as shown in Figure 2. In this data, it contains data tweets about Corona Indonesia, Covid-19 Indonesia, the Ministry of Health, BNPB or patients on April 7 and 8, 2020. Furthermore, to narrow data collection, the authors applied a limit of limit = 10 and language = 'Indonesian'. As a result, the authors got a document of 16 data tweets, which later in python would be converted into 16 list rows. We then exported the data into format .xlsx, which later would be imported into python for clustering. As seen in Figure 2, the data has a format that has not been proper or not the standard, so the data pre-processing would be carried out, to get the data ready to be processed.

![Figure 2. Dataset or document tweet](image)

**B. Data Pre-processing**

This section contains the data preparation stage, which consists of tokenization, stemming and removal of and stop words rejoin words. The authors use the python
programming language in all stages of this preparation to make the data processing easy and effective.

a. Tokenization

The first step that the writers took in data pre-processing was tokenization, with the aim of selecting and identifying each of the words contained in the list tweet that the authors have collected. To do this, the authors used `word_tokenize()` method in the nltk module provided by python. As a result, we got word identification from each tweet or document as shown in Figure 3. In this picture, the data tweet in the form of a sentence is separated by a word with a comma (,), so that it can be identified easily. Not only that, in this process the authors also applied a rule so that python only fetched data in the form of those composed by alphabetic letters and not numbers using the `isalpha()` method. Thus, tweets that are numbers or dates or anything other than the alphabet will be ignored.

![Figure 3. Results of tweet data tokenization](image)

b. Stemming

In the tokenization process, words are still not fully standard yet because there are additional words, such as affixes, prefixes or suffixes to certain words. Meanwhile, in order for the clustering process to be optimal, it would be good if what is processed is basic words. To overcome this, next the writers carried out a stemming process, where all additions, such as prefix or word endings were ignored. For this process, the authors used PorterStemmer() method, which was also included in the nltk python module. As a result, all words that contained affixes would be displayed in their basic word form as shown in Figure 4.

![Figure 4. Results of tweet data stemming](image)

c. Removal of stop words

The next step that the authors do is the removal of stop words, namely the process of eliminating words that are commonly used and have no use in Natural Language Processing (NLP), such as ‘yang’, ‘di’ and so on. The output produced in the stemming process still left the ‘yang’, ‘di’ and so on words, so this stage needed to be done so that the clustering process could run well. In this stage, the authors utilized two methods to carry out the stopwords function, namely `stopword.words('english')` for the elimination of unimportant words in English and `stopword.words('indonesian')` in the NTLK module to eliminate the unnecessary Indonesian words.

The result is as shown in Figure 5, all the output words from the method are basic words which are all important, there are no conjunctions and so on. Until this stage, the available words are ready to be processed and explored further. However, the word list is still not yet in the form of a sentence.

![Figure 5. Result of data tweet removal of stop words](image)

d. Rejoin words

After previously the sentence in a tweet or document was tokenized or separated into words, it was then recombined into a sentence before being processed further. This is because later, the k-mean algorithm will read per sentence. To do this, authors used the `join()` method, which was also available in python. The output of this stage is to obtain a list of tweets in the form of sentences where all the constituent words are in the basic form, there are no affixes or general words that are not important as seen in Figure 6.

![Figure 6. Result of recombined tweet data](image)
C. Analysis of Classification Results

In the processing and exploration of data sets using the Python programming language, the authors emphasize more on the modules and methods and make statistical calculations. The initial stage that the writers did was to implement the TF-IDF algorithm. [14] explained that Term Frequency - Inverse Document Frequency (TF-IDF) is an algorithmic method that is useful for calculating the weight of each commonly used word. This method is also known to be efficient, easy and has accurate results. This method will calculate the values Term Frequency (TF) and Inverse Document Frequency (IDF) for each token (word) in each document in the corpus. For this reason, the first step is for the writers to look for the TF value to determine how often a word occurs. The more frequent a word occurs, the greater its value is. Then, the authors look for the IDF value to calculate how the terms...
are widely distributed in the collection of concerned documents. In contrast to TF, in the IDF, the less frequent

words appear in the document, the greater the value is.

In simple terms, here is the formula for finding the IDF value:

\[
\text{tf} = \begin{cases} 
1 + \log_{10}(ft_d), & \text{if } ft_d > 0 \\
0, & \text{if } ft_d = 0 
\end{cases}
\]

\[
\text{idf}_j = \log \left( \frac{D}{df_j} \right)
\]

\[
\text{wij} = \text{tf}_{ij} + \text{idf}_{ij}
\]

where \( \text{wij} \) is the weight of the term (\( t_j \)) to the document (\( d_i \)); \( \text{tf}_{ij} \) is the number of occurrences of term (\( t_j \)) in the document (\( d_i \)); \( D \) is the number of all documents in the database; and \( df_j \) is the number of documents that contain term (\( t_j \)) (at least one word is term (\( t_j \))).

Figure 7 above shows the word count in each document. To do this, we use the \texttt{CountVectorizer()} method in the sklearn python module. The TF results in this study are shown in Figure 8. These results show the words in the list document with a minimum support of 20%. The TF results of this study consisted of 20 columns which indicated that there were 20 words, which met the minimum support of 20% after the frequency term being calculated. Not much different, the results of the IDF in this study are as shown in Figure 9. To do this, the authors use the \texttt{TfidfVectorizer()} method with the attribute \texttt{use_idf=False} in the python sklearn module for the TF value and the attribute \texttt{use_idf = False} for the IDF value. Of course, these two values must be combined in order to produce a maximum TF-IDF value.

In Figure 9, it can be seen that some words have better IDF values than TF values. This indicates that the word or term is properly distributed in the document collection, so that it becomes more meaningful.

Furthermore, the authors began to apply the K-mean algorithm in the study. One of the reasons why it is important to know TF-IDF is because of document similarity. By knowing these same documents, other related documents can be found and can automatically be grouped into clusters.

[15] explained that the K-means algorithm flowchart is a flowchart that contains input sequences in the form of vector terms from each document, namely the weight of each word/term, finding the number of clusters, determining the initial centroid (center point), looking for distances, classifying documents based on the closest distance to the centroid, as well as the process of finding a new centroid. The Flowchart is completely shown in Figure 10.

In order to cluster the K-mean method, the authors used the K-mean method in the sklearn module. The method is quite simple, just determine the number of clusters, and the program will run it. In this study, the authors chose the number of clusters of 5, considering that the document was also limited to only 16 tweets. The cluster results are as shown in Figure 11. It is also known that the center of the
cluster is in cluster 3: ‘orang’, ‘sakit’, ‘pandemi’, ‘dampak’, and ‘negara’.

To see the document per cluster category more clearly, consider Figure 12. From this figure, it appears that the words of the cluster do have a pattern that is almost the same in every document or tweet. From here, we can predict what words might become a trend at a certain time. The authors can find out what clusters of words might become trending topics on Twitter, for example, if people talk about a pandemic, they might talk about people who are affected, or people who are sick.

There is also another way to create clusters of data tweet by specifying the results of the K-mean method. This method directly utilizes the max_features in method the Sklearn module. The way it works is by looking up a list of the most important words, which will be measured from the K-mean result. This feature can also run automatically in Python, without having to make more effort to search for it. Consider Figure 13.

In this study, the authors immediately looked for the 3 most important words from the K-mean method. When the K-mean algorithm is run, the program will request to issue only the most important words that match the K-mean results. Incidentally in this case, the appropriate words are corona, Indonesia and virus. This can also be taken into consideration and predictions to find out the possibility of conversation topics that will be a trend on Twitter.
If displayed in 3D graphics, the cluster shape is as shown in Figure 14.

IV. CONCLUSION

The TF-IDF algorithm and the K-mean method can be used to cluster the topics and tweets that many people convey at one time. The clustering results are used as a prediction to know the possible topics or words that might trend in the public conversation on Twitter. The K-mean method is carried out by utilizing methods and modules regarding data mining contained in the python programming language, so it is quite fast and accurate.

The results of this clustering, for example, can be used as material for creating sentiment to something on Twitter. In addition, the results of clustering like the K-mean model can be used as material for generating opinions through social media.
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