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ABSTRACT

Gamma-ray bursts (GRBs) are bursts of γ-rays generated from relativistic jets launched from catastrophic events such as massive star core collapse or binary compact star coalescence. Previous studies suggested that GRB emission is erratic, with no noticeable memory in the central engine. Here we report a discovery that similar light curve patterns exist within individual bursts for at least some GRBs. Applying the Dynamic Time Warping method, we show that similarity of light curve patterns between pulses of a single burst or between the light curves of a GRB and its X-ray flare can be identified. This suggests that the central engine of at least some GRBs carries “memory” of its activities. We also show that the same technique can identify memory-like emission episodes in the flaring emission in soft gamma-ray repeaters (SGRs), which are believed to be Galactic, highly magnetized neutron stars named magnetars. Such a phenomenon challenges the standard black hole central engine models for GRBs, and suggest a common physical mechanism behind GRBs and SGRs, which points toward a magnetar central engine of GRBs.
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1. INTRODUCTION

In astronomy, light curves usually carry the information about the central objects. In stably rotating neutron star systems (e.g., radio pulsars and X-ray pulsars), strict periodicity is detected, which is related to the rotation period of the neutron star. In black hole (BH) binaries or some active galactic nuclei (AGNs), quasi-periodic oscillation (QPO) signals are detected in certain frequency ranges, which probe the quasi-periodic properties in the accreting systems. For transient objects such as gamma-ray bursts (GRBs) (e.g., Mészáros 2006; Gehrels et al. 2009; Kumar & Zhang 2015) and soft gamma-ray repeaters (SGRs) (e.g., Kouveliotou et al. 1998; Mereghetti et al. 2015), on the other hand, the light curves usually track the history of the central engine activities. Time sequence analyses of GRB light curves using power density spectral analysis, fast Fourier transform, and other methods (Beloborodov et al. 2000; Guidorzi et al. 2012; Hakilla & Preece 2014; Baldeschi & Guidorzi 2015) suggested that these light curves are “featureless.” Using a stepwise filter correlation method, Gao et al. (2012) revealed the existence of superpositions of slow and fast components in GRB light curves, but no repetitive feature of GRB emission was identified. It is believed that due to the erratic activities of the central engine (e.g., unsteady accretion onto a BH), one would not expect a repeatable pattern in GRB light curves (Mészáros 2006; Kumar & Zhang 2015). In other words, the GRB central engine is supposed to be “memoryless.” Similarly, the SGR flares mark the erratic magnetic reconnection processes in the crusts or magnetospheres of the magnetars (Thompson & Duncan 1995). No regular repeatable patterns are expected.

On 2014 May 8, GRB 140508A, which exhibits six visually dramatically similar episodes in its light curve (Figure 1), was detected by Fermi/GBM (Yu & Goldstein 2014). Multi-pulse GRBs have been commonly observed (Gruber et al. 2011), but one with such a peculiar signature has not been noticed before. Since power density spectral analyses usually do not catch these features, we apply other analysis methods in an effort to confirm the visual impression of repeatable behavior in this burst. Since GRB light curves are defined by many factors, including the central engine activity, dynamical evolution (acceleration, coasting, or deceleration) during the emission phase, and the viewing angle, the light curves in different epochs may have been distorted in the time domain even if different episodes have intrinsic similarities. Traditional methods, such as the Bayesian Adaptive Regression Splines (BARS) method introduced by KASS (http://www.stat.cmu.edu/kass/bars/), are not ideal to correct for these distortions.

After testing some methods, we find that the dynamic time warping (DTW; Sakoe & Chiba 1978) technique is well suited to address this problem. DTW is a robust technique to search for similar time signals by automatically coping with time deformation and varying speed associated with time-dependent data, and has been widely used in diverse fields such as speech recognition (Keogh & Ratanamahatana 2005). This method calculates an optimal match between two time sequences by minimizing the distance-like quantity. By effectively stretching or squeezing the time sequences, this method can account for nonlinear variation in the time dimension by nonlinearly “warping” the time sequence to achieve a similarity match with another time sequence.

In this letter, we apply the DTW method to the light curves of GRBs and SGRs and try to identify the similar patterns of the central engine activities of these objects. Our method is detailed in Section 2 and results are presented in Section 3. A brief summary and discussion of astrophysical implications are presented in Section 4.

2. METHOD

The basic concept of the DTW method and a toy example to show how it works are presented in the Appendix. Practically, the following procedure can be used to search for a similarity pattern in a light curve. (I) Pattern selection: one may select a query pattern in the light curve (denoted as \( X = (x_1, \ldots, x_N) \)) to be searched. (II) Reference selection: by cutting the pattern off
Figure 1. The case of GRB 140508A. Top: the original Fermi/GBM 10–800 keV light curve of GRB 140508A. The red vertical lines bracket the pattern region. The two pairs of blue vertical lines indicate the two successful matches. Row 2–4: two accepted matches (Row 2 and 3) and one rejected match (Row 4) of GRB 140508A. In each row, the left panel shows the DTW alignment between the pattern (down) and reference (up) light curves. Both light curves are normalized to unity. The entire reference light curve is plotted in gray while only the matched part is plot in blue. The middle panel is a comparison between the de-warped reference light curve (blue dots) and the pattern light curve (black curve) with the residuals plotted in the bottom. The right panel shows the correlation between the flux of the de-warped reference light curve and the pattern light curve, where the red solid lines mark the linear regression and the red dashed line marks the 95% confidence region. The regression slope ($s$) and the Pearson’s correlation coefficient ($r$) are marked in the figures.
the light curve, the rest of the light curve is regarded as the reference (denoted as \( Y = (y_1, \ldots, y_M) \)), which is the time series where patterns similar to the pattern \( X \) may be searched. (III) Search for pattern in the reference: the open–begin–end DTW (OBE-DTW) technique (Tormene et al. 2008) is performed in this step. The goal of a match is to minimize the accumulated distortion, \( D \), between the warped time series \( X \) and \( Y_{p-q} \), i.e.,

\[
Y'_{p-q} = (y_{p'}, \ldots, y_{q'})
\]

\[
D_{OBE} = \min_{1 \leq p \leq q \leq M} D(X, Y'_{p-q})
\]

where \( D(X, Y'_{p-q}) = \sum d(\phi_x(k), \phi_y(k))m_x(k)/M_x \) and \( k = 1, \ldots, T \), with \( T \) being the allowable absolute time deviation between the two matched elements. The distance function is defined as \( d(i, j) = |x_i - y_j| \), with \( M_x \) defined as the corresponding normalization constants, which ensure that the accumulated distortions are comparable along different paths, and \( m_x(k) \) is a per-step weighting coefficient. The warping curve \( \phi(k) \) is defined as:

\[
\phi(k) = (\phi_x(k), \phi_y(k))
\]

with \( \phi_x(k) \in \{1, \ldots, N\} \) and \( \phi_y(k) \in \{p, \ldots, q\} \). The DTW algorithm requires certain constraints imposed on \( \phi \). For example, monotonicity is imposed to preserve their time ordering and to avoid meaningless loops: \( \phi_x(k + 1) \geq \phi_x(k), \phi_y(k + 1) \geq \phi_y(k) \), and \( p \) and \( q \) are determined during minimizing the cumulative distance in Equation (1). After the search, one may identify a “successful match” (criteria defined below) or a “rejected match.” (IV) After finding the match, the matched segment is cut off from the reference, and the step (III) is repeated to search for more matches.

For each match, we measure the correlation between the normalized pattern light curve and the normalized de-warped reference light curve. We define a successful match based on the following criteria: (a) the Pearson’s correlation coefficient is \( r > 0.8 \), which indicates a “very strong” correlation (Evans 1996). (b) The Spearman rank correlation significance level, \( p \) is less than 0.003 (3σ level). We note that such criteria, even though carefully chosen based on statistical methods, have not been applied to the DTW applications before. Strictly speaking, the threshold criteria should be tested through experiments. For instance, in the field of image processing, a false acceptance rate (FAR; e.g., Jayadevan et al. 2009) is measured by counting the frequency that DTW falsely recognizes the true image, which is used to set the criteria for DTW applications. However, in astrophysical problems involving transients (such as the study in this work), we do not have the pre-knowledge about the central engine to define the “correct behavior” and also do not have the luxury to let the source repeat many times. As a result, an FAR cannot be defined and measured. The criteria stated above (e.g., \( r > 0.8 \) and \( p < 0.003 \)) may not be as robust as the FAR criteria used in other fields, but in any case, they give a quantitative judgement about the similarities among different emission episodes.

3. RESULTS

3.1. GRB 140508A

We first apply the method to GRB 140508A whose light curve displays six separated but similar emission episodes (Figure 1). Strong hard-to-soft spectral evolution is observed among those episodes. We select the first isolated episode emission above the 3σ background level as the pattern, which is between \( T_0 - 2 \) s to \( T_0 + 18 \) s (where \( T_0 \) is the Fermi trigger time). Based on our criteria described above, we identified two successful matches, which are shown in Figure 1. For comparison, we also plot one rejected match (third row in Figure 1), which does not satisfy the successful criteria. The successful matches suggest that at least for this GRB, the central engine has a memory, which allowed it to reproduce a similar pattern of central engine activities for at least three times.

3.2. GRB 151006A and Its X-Ray flare

To further investigate whether similar behavior appears in other GRBs as well, we look into the light curve data of other GRBs. Most GRBs have overlapping pulses (unlike GRB 140508A), which make it difficult to define a clean pattern to search for possible matches. We therefore include X-ray flares, which are the extension of the GRB central engine activities to the weaker and softer regime (Burrows et al. 2005; Zhang et al. 2006, 2014; Chincarini et al. 2007; Guidorzi et al. 2015), in the analysis. As an example, we show GRB 151006A, which has a single “FRED” (fast-rise-exponential-decay; Kocevski et al. 2014) shape light curve with a duration about 20 s, and a significant X-ray flare between \( \sim 50 \) s and \( \sim 100 \) s (Figure 2). We take the 0–50 s prompt gamma-ray light curve as the pattern, and apply our DTW technique to search for the pattern in the X-ray flare light curve. Interestingly, we find a successful match (Figure 2) despite the obviously different timescales and spectral ranges between the pattern and the reference light curves.

3.3. Fermi/GBM Bursts 080823478 and 080823847 from SGR J0501+45165

In order to investigate whether the central engine memory may also apply to other transient events, we apply our DTW method to the light curves of SGR bursts, which usually happen sporadically, with separations ranging from hours to months. We applied our method to a pair of bursts, named as 080823478 and 080823847, from SGR J0501+45165 (Lin et al. 2013). These two bursts happened in the same day but were separated by about 9 hr. Their light curves are shown in Figure 3. Interestingly, we find one successful match (Figure 3) between the first flare and the first emission episode of the second flare. Despite the previous failure to identify a QPO from the light curves of this source (Huppenkothen et al. 2013), we show that the magnetar central engine of SGR J0501+45165 seems to also carry a memory of its activities.

4. SUMMARY AND DISCUSSIONS

By applying the DTW method for the first time to astronomical objects, we found that similar light curve patterns do exist within individual bursts for at least some GRBs. We also found that such a similarity exists between the light curves of a GRB and its X-ray flare, as well as distinct emission episodes in the flaring emission in SGRs, in particular, in SGR J0501+45165.

The following physical processes may leave imprints in the light curve of a GRB: (1) the erratic central engine activity, (2) processes during jet propagation (e.g., jet modulated by a
stellar envelope, e.g., Morsony et al. 2010), (3) rapid variability in the emission region due to magnetic reconnection or turbulence (Narayan & Kumar 2009; Zhang & Yan 2011; Zhang & Zhang 2014), and (4) geometric effects (e.g., due to jet precession, Lei et al. 2007). Mechanisms 2 and 3 invoke instabilities, whose behaviors are erratic, and likely not memory-like physical. The variability of a precessing jet should be periodic, which is not true for the cases we have studied. This makes the central engine itself a possible source of memory. There are two widely discussed types of central engines for GRBs: a hyper-accreting BH and a rapidly spinning, millisecond pulsar (or magnetar) (Kumar & Zhang 2015, for a recent review). For a BH engine model, the variability may originate from a variation in the accretion rate, which is in turn related to the mass-feeding rate. It is hard to imagine how a memory-like process could regulate the accretion rate in certain patterns. On the other hand, a magnetar central engine may have the potential to induce memory-like behaviors. For example, Kluźniak & Ruderman (1998) invoked the disruption of magnetic loops formed in a differentially rotating neutron star central engine to interpret the variability of GRB prompt emission. A similar mechanism applied to a massive neutron star after double neutron star mergers could be used to interpret X-ray flares following short GRBs (Dai et al. 2006). For these processes, similar to the solar cycle activities, the mechanism to produce an emission episode invokes similar physical processes, including winding up magnetic field lines due to differential rotation, breaking field lines at a critical condition, and releasing high energy particles and emission abruptly. As the emission episode is over, the same process would repeat itself and generate a similar emission episode. Unlike the Sun whose differential rotation rate is essentially constant for many cycles (and hence, produce an 11 year periodic behavior), GRBs invoke a rapidly evolving central engine with the power quickly decreasing with time. One therefore does not expect a strict periodicity, but expect the late-time emission episodes to be weaker and more temporally stretched with respect to the early-time ones. This would give a possible interpretation for the discovery in this paper. Since SGRs are galactic magnetars, the discovery of memory patterns in these objects is consistent with this interpretation. Since GRB magnetar models produce highly magnetized winds, the results also lend supports to the GRB emission models that
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A similar process may apply to a BH central engine, if the jet is launched from a highly magnetized disk rather than the BH itself (Yuan & Zhang 2012).
invoke dissipation of Poynting flux energy as the resource of GRB prompt emission (Zhang & Yan 2011).
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APPENDIX

BASICS OF THE DTW METHOD AND ITS APPLICATION TO ASTRONOMICAL LIGHT CURVES

DTW was originally developed for speech recognition (Sakoe & Chiba 1978; Rabiner & Juang 1983; Juang & Rabiner 1991), i.e., to find an optimal alignment between two given (time-dependent) sequences under certain restrictions. The method allows one sequence to be warped in a nonlinear manner to match the other. For instance, similarities in speech patterns (e.g., same words or phases) can be detected using DTW, even if one person was speaking faster than the other, or if there were accelerations/decelerations during the course of an observation. This technique is now widely used in many other fields, such as in bioinformatics (e.g., Aach & Church 2001), computer vision science (e.g., signature/fingerprint recognition; Munich & Perona 1999; Kovacs-Vajna 2000), chemical engineering (e.g., Dai & Zhao 2011), as a tool for data mining and information retrieval, to automatically deal with time deformations and different speeds associated with time-dependent data. We refer the interested readers to Keogh & Ratanamahatana (2005) for a more detailed technical treatment.

A toy example is presented in Figure 4 to illustrate the method and its application to astronomical light curves. In this example, we assumes that an astronomical object emits its light curve with a perfect sine function in Episode A, then emits a distorted sine-shape light curve (with fluctuations in amplitude included), and slows down in time non-uniformly by an averaged factor of 2 in Episode B. By applying the DTW method, one can successfully find the similarity between the
light curves in the two episodes (see point-to-point matches through red lines).

REFERENCES

Aach, J., & Church, G. 2001, Bioinformatics, 17, 495
Baldeschi, A., & Guidorzi, C. 2015, A&A, 573, L7
Beloborodov, A. M., Stern, B. E., & Svensson, R. 2000, ApJ, 535, 158
Burrows, D. N., Romano, P., Falcone, A., et al. 2005, Sci, 309, 1833
Chincarini, G., Moretti, A., Romano, P., et al. 2007, ApJ, 671, 1903
Dai, Y., & Zhao, J. 2011, Ind. Eng. Chem. Res., 50, 4534

Figure 4. A toy example illustrating how the DTW method works for light curves. An astronomical object is assumed to emit its light curve with a perfect sine function in Episode A, and then emits a distorted sine shape light curve (with fluctuations in amplitude added), and slows down in time non-uniformly by an averaged factor of 2, in Episode B. The red lines, calculated by the DTW method, show the alignments between the two episodes.

Dai, Z. G., Wang, X. Y., Wu, X. F., & Zhang, B. 2006, Sci, 311, 1127
Evans, J. D. 1996, Straightforward Statistics for the Behavioral Sciences (Paciﬁc Grove, CA: Brooks/Cole Publishing)
Gao, H., Zhang, B.-B., & Zhang, B. 2012, ApJ, 748, 134
Gehrels, N., Ramirez-Ruiz, E., & Fox, D. B. 2009, ARA&A, 47, 567
Giorgino, T. 2009, J. Stat. Software, 31, 1
Gruber, D., Krühler, T., Foley, S., et al. 2011, A&A, 528, A15
Guidorzi, C., Dichiara, S., Frontera, F., et al. 2015, ApJ, 801, 57
Guidorzi, C., Margutti, R., Amati, L., et al. 2012, MNRAS, 422, 1785
Hakkila, J., & Preece, R. D. 2014, ApJ, 783, 88
Huppenkothen, D., Watts, A. L., Utley, P., et al. 2013, ApJ, 768, 87
Jayadevan, R., Satis, K. R., & Pradeep, P. M. 2009, J. Pattern Recognit. Res., 4, 1
Juang, B. H., & Rabiner, L. R. 1991, Technometrics, 33, 251
Keogh, E., & Ratanamahatana, C. A. 2005, Knowl. Inf. Syst., 7, 358
Klažniak, W., & Ruderman, M. 1998, ApJL, 505, L113
Kocevski, D., Ryde, F., & Liang, E. 2014, ApJ, 596, 389
Kouveliotou, C., Dieters, S., Strohmayer, T., et al. 1998, Natur, 393, 235
Kovacs-Vajna, Z. M. 2000, ITPAM, 22, 1266
Kumar, P., & Zhang, B. 2015, PhR, 561, 1
Lei, W. H., Wang, D. X., Gong, B. P., & Huang, C. Y. 2007, A&A, 468, 563
Lin, L., Göğüş, E., Kaneko, Y., & Kouveliotou, C. 2013, ApJ, 778, 105
Mereghetti, S., Pons, J. A., & Melatos, A. 2015, SSRv, 191, 315
Mészáros, P. 2006, RPPh, 69, 2259
Morsony, B. J., Lazzati, D., & Begelman, M. C. 2010, ApJ, 723, 267
Munich, M., & Perona, P. 1999, in Proceedings of the IEEE International Conference on Computer Vision, Vol. 1 (New York: IEEE), 108
Narayan, R., & Kumar, P. 2009, MNRAS, 394, L117
Rabiner, L., & Juang, B.-H. 1983, Fundamentals of Speech Recognition (Englewood Cliffs, NJ: Prentice-Hall)
R Core Team 2015, R: A Language and Environment for Statistical Computing (Vienna: R Foundation for Statistical Computing) https://www.R-project.org
Sakoe, H., & Chiba, S. 1978, ITASS, 26, 43
Thompson, C., & Duncan, R. C. 1995, MNRAS, 275, 255
Tormene, P., Giorgino, T., Quaglini, S., & Stefanelli, M. 2008, Artif. Intell. Med., 45, 11
Yu, H.-F., & Goldstein, A. 2014, GCN, 16224, 1
Yuan, F., & Zhang, B. 2012, ApJ, 757, 56
Zhang, B., Fan, Y. Z., Dyks, J., et al. 2006, ApJ, 642, 354
Zhang, B., & Yan, H. 2011, ApJ, 726, 90
Zhang, B., & Zhang, B. 2014, ApJ, 782, 92
Zhang, B.-B., Zhang, B., Murase, K., Connaughton, V., & Briggs, M. S. 2014, ApJ, 787, 66