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ABSTRACT

We present new distance determinations to the nearby globular M4 (NGC 6121) based on accurate optical and near-infrared (NIR) mean magnitudes for fundamental (FU) and first overtone (FO) RR Lyrae variables (RRLs), and new empirical optical and NIR period–luminosity (PL) and period–Wesenheit (PW) relations. We have found that optical–NIR and NIR PL and PW relations are affected by smaller standard deviations than optical relations. The difference is the consequence of a steady decrease in the intrinsic spread of cluster RRL apparent magnitudes at fixed period as longer wavelengths are considered. The weighted mean visual apparent magnitude of 44 cluster RRLs is $V = 13.329 \pm 0.001$ (standard error of the mean) $\pm 0.177$ (weighted standard deviation) mag. Distances were estimated using RR Lyr itself to fix the zero-point of the empirical PL and PW relations. Using the entire sample (FU+FO) we found weighted mean true distance moduli of $11.35 \pm 0.03 \pm 0.05$ mag and $11.32 \pm 0.02 \pm 0.07$ mag. Distances were also evaluated using predicted metallicity dependent PLZ and PWZ relations. We found weighted mean true distance moduli of $11.283 \pm 0.010 \pm 0.018$ mag (NIR PLZ) and $11.272 \pm 0.005 \pm 0.019$ mag (optical–NIR and NIR PWZ). The above weighted mean true distance moduli agree within 1σ. The same result is found from distances based on PWZ relations in which the color index is independent of the adopted magnitude (11.272 ± 0.004 ± 0.013 mag). These distances agree quite well with the geometric distance provided by Kaluzny et al. based on three eclipsing binaries. The available evidence indicates that this approach can provide distances to globulars hosting RRLs with a precision better than 2%–3%.
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1. INTRODUCTION

Globular clusters (GCs) have played a crucial role in modern astrophysics. They are fundamental laboratories not only for stellar evolution (Denissenkov & VandenBerg 2003; Pietrinferni et al. 2006; Dotter et al. 2007; VandenBerg et al. 2012; Pietrinferni et al. 2013) and stellar dynamics (Kouwenhoven et al. 2010), but also for constraining models of Galaxy formation and evolution (Zoccali et al. 2000; Marín-Franch et al. 2009; Valenti et al. 2011; Leaman et al. 2013; Johnson et al. 2013) and primordial abundances (Zoccali et al. 2003; Salaris et al. 2004; Troisi et al. 2011).

It is not surprising that the astronomical community has carried out an enormous theoretical and observational effort to properly constrain their structural parameters (Casetti-Dinescu et al. 2013; Di Cecco et al. 2013) and intrinsic properties (Gratton et al. 2004; Bono et al. 2010b; Milone et al. 2013).

Dating back to the seminal investigations by Zinn (1980) and Zinn & West (1984) and to the more recent analysis of iron (Kraft & Ivans 2003; Carretta et al. 2009) and α-element abundances we have solid estimates of the metallicity scale in Galactic globulars. The same is true for the abundances of s- and r-process elements (Roederer et al. 2011; Lardo et al. 2013) and of lithium (Spite et al. 2012).

During the last few years we have also acquired a wealth of new information on the kinematic properties of halo and bulge Galactic globulars (Casetti-Dinescu et al. 2007, 2013; Vieira et al. 2007; Poleski et al. 2013). Detailed numerical simulations have also been provided for the survival rate of globulars after multiple bulge and disk crossings (Capuzzo & Miocchi 2008).

The estimation of both absolute and relative ages of Galactic globulars has been at the crossroads of several detailed investigations (Buonanno et al. 1998; Stetson et al. 1999; Zoccali et al. 2003; Richer et al. 2004; De Angeli et al. 2005; Richer et al. 2013). The recent survey based on photometry with the Advanced Camera for Surveys on board the Hubble Space Telescope (HST) has been applied to large samples of Galactic globulars. They range from homogeneous relative ages for nine GCs by Sarajedini et al. (2007) to 64 GCs by Marín-Franch et al. (2009), to 6 GCs by Dotter et al. (2011), and to 55 GCs of VandenBerg et al. (2013).

The scenario outlined above indicates that we are dealing with precise and homogeneous investigations concerning age and metallicity distributions and the kinematics of Galactic globulars. However, we still lack a homogeneous distance scale for GCs. The reasons are manifold.

1. The primary distance indicators adopted to estimate absolute distances of GCs can only be applied to subsamples.
The Astrophysical Journal

The tip of the red giant branch (RGB) can be applied reliably only to very massive GCs, namely, ω Cent and 47 Tuc. The white dwarf cooling sequence has only been applied to nearby GCs (Zoccali et al. 2001; Richer et al. 2013). Main sequence fitting has only been applied to GCs with iron abundances bracketed by nearby dwarf stars with accurate trigonometric parallaxes (Gratton et al. 2003; Bond et al. 2013). The use of kinematic distances has also been applied only to nearby GCs (Peterson et al. 1995; Layden et al. 2005). Distances from eclipsing binaries are very precise and promising, but they have only been measured for a limited sample (Thompson et al. 2010; Kaluzny et al. 2013). The use of the predicted zero age horizontal branch (ZAHB) luminosity appears as a very promising approach (VanDenBerg et al. 2013). However, uncertainties in the input physics (electron conductive opacities, Cassisi et al. 2007) and in the mass loss rate during the RGB and horizontal-branch (HB) evolutionary phases (Salaris 2012) affect the predicted luminosity of HB stellar structures.

The luminosity of the asymptotic giant branch bump has several advantages, but its application is once again limited to massive GCs (Pulone 1992; Salaris 2013). The RGB bump is also an interesting distance indicator, but predicted luminosities are at odds with observed luminosities and we still lack an accurate empirical calibration (Ferraro et al. 1999).

2. The Leavitt relation of type II Cepheids and MIRAS has also been applied to a limited number of GCs (Feast et al. 2000; Matsunaga et al. 2009). The Leavitt relation is a period–magnitude relation, but we will refer to it as a period–luminosity (PL) relation to point out the difference with the period–Wesenheit (PW) relation. The $M_V$ versus iron relation for RR Lyrae stars (RRLs) has been applied to several GCs, but their distances are affected by evolutionary effects and by a possible nonlinearity of the relation (Caputo et al. 2000). The SX Phoenicis stars have also been used to estimate the distances of a few GCs (Gilliland et al. 1998; Kaluzny & Thompson 2009; McNamara 2011; Cohen & Sarajedini 2012), but the physical mechanisms driving their formation and identification of their pulsation mode are still controversial (Fiorentino et al. 2013, and references therein).

3. Several of the above methods are affected by uncertainties in the cluster reddening. This problem becomes even more severe for GCs affected by differential reddening. We still lack a reddening scale based on a single diagnostic that can be used for both halo and bulge GCs.

4. Photometry and spectroscopy of cluster stars located in the innermost regions is often a difficult observational problem due to crowding. Recent empirical evidence indicates that cluster RRLs located in the central cluster regions might be contaminated by neighboring stars (Majaess et al. 2012b, 2012a). It is worth mentioning that the central density of M4 (log $\rho_c = 3.64 \; L_\odot \; pc^{-3}$) is one to two orders of magnitude smaller than GCs with high central densities (log $\rho_c = 4.6–5.6 \; L_\odot \; pc^{-3}$; Harris 1996) Additionally, the half-light radius of M4 is among the largest, at 4.33 arcmin (Harris 1996). For these reasons M4 is not nearly as severely affected by crowding problems as the bulk of Galactic globulars.

The theoretical and empirical scenario concerning absolute and relative distances to Galactic globulars (Bono et al. 2008b) is far from being satisfactory. Precise distances based on geometrical methods are limited to only a few nearby clusters. Moreover, the different standard candles are still affected by systematics that need to be constrained by independent and precise diagnostics.

In this investigation we provide a new estimate of the true distance modulus of M4 from new optical (UBVR) and near-infrared (NIR, JHK) photometry for RRLs in the cluster (Stetson et al. 2014). For this purpose we use optical and NIR period–luminosity-metallicity (PLZ) and period–Wesenheit-metallicity (PWZ) relations; the latter provide distances that are corrected for reddening, assuming that the reddening law is known.

The structure of the paper is as follows. In Section 2 we discuss recent distance determinations to M4, while in Section 3 we present the optical and NIR data sets used in this investigation. Then Section 4 deals with the observed optical and NIR PL relations; moreover, here we also compare to similar results available in the literature. Empirical optical, optical–NIR, and NIR PWZ relations are discussed in Section 5. In Section 6 we present new theoretical optical and NIR PLZ and PWZ relations. The true distance modulus based on the current optical and NIR photometry are discussed in Section 7. Finally, in Section 8 we summarize the results of this investigation and briefly outline the anticipated future development of the project.

2. DISTANCE EVALUATIONS TO THE GC M4

The distance to M4 has been estimated using several primary distance indicators, since it is the closest GC. Peterson et al. (1995) obtained a geometric distance by comparing the radial-velocity and proper-motion dispersions, finding a true distance modulus of 11.18 ± 0.18 mag. The M4 distance was also estimated by Liu & Janes (1990b), who applied the infrared surface-brightness technique—a variant of the Baade–Wesselink method—to four cluster RRLs (V2, V15, V32, V33); they found a true distance modulus of 11.19 ± 0.01 mag. Note that the stated error is only the standard error of the mean distance for the four RRLs, and does not take account of possible systematic uncertainties such as the $p$-factor that has been adopted, i.e., the parameter that transforms the observed radial velocity into a pulsation velocity (Nardetto et al. 2013). The current uncertainties in the $p$-factor imply systematic uncertainties in individual RRLs distances of the order of 10% (Marconi et al. 2005).

A similar distance to M4 was also obtained by Longmore et al. (1990) in their seminal investigation of the $K$-band PL relation for cluster RRLs. Applying a new calibration of the $K$-band PL relation to NIR photometry of 26 RRLs they found a true distance modulus of 11.28 ± 0.06 mag for an assumed $E(B-V)$ of 0.37 mag. A similar approach was also adopted by Bono et al. (2003), but they employed a $K$-band PL relation based on nonlinear pulsation models. They used the four RRLs with accurate $K$-band light curves and individual reddening estimates (Liu & Janes 1990b) and, assuming an iron content of [Fe/H] = −1.30 (see their Table 6), they found a true distance modulus of 11.37 ± 0.08 mag.

The distance to M4 has also been estimated by Hendricks et al. (2012) (henceforth H12) from the HB luminosity level, and they found a true distance modulus of 11.28 ± 0.06 (random error) and a mean reddening $E(B-V) = 0.37 ± 0.01$ mag. Note that H12 also considered uncertainties in the extinction parameter—$R_V$—adopted in the empirical reddening law (Cardelli et al. 1989) to constrain the selective absorption coefficients (see their Table 5). They concluded that a value
of $R_V \sim 3.6$ is preferable to the canonical value of $\sim 3.1$, presumably related to the $\rho$ Oph star-forming cloud lying in front of the cluster.

Main-sequence fitting to field subdwarfs was adopted by Richer et al. (1997) and by Hansen et al. (2004) to estimate the distance; they found a true distance modulus $11.18 \pm 0.18$ mag for an assumed reddening of $E(B-V) = 0.35 \pm 0.01$ mag and a ratio of total to selective extinction $R_V = 3.8$. More recently, Kaluzny et al. (2013) used three detached eclipsing double-lined binary members of M4 and the reddening law found by H12 (see Table 1) to provide a true distance modulus of $11.30 \pm 0.05$ mag.

The distance determinations discussed in this section suggest that estimates of the absolute distance to the closest GC range from 1.72 $\pm$ 0.14 kpc (Peterson et al. 1995) to $\sim 1.98$ kpc (Bedin et al. 2009). They agree within $1\sigma$, but the full size of the confidence interval is of the order of 15% (see distance determinations listed in Table 1).

### Table 1

| $\mu^a$ (mag) | $R_V^b$ (mag) | $E(B-V)^c$ (mag) | Ref.$^d$ | Notes$^e$ |
|-------------|-------------|-----------------|--------|---------|
| 11.28 $\pm$ 0.06 | 3.62 $\pm$ 0.07 | 0.37 $\pm$ 0.01 | H12 (1) |
| 11.18 $\pm$ 0.18 | ... | ... | P95 (2) |
| 11.19 $\pm$ 0.01 | 3.8 | 0.34 $\pm$ 0.03 | L0 (3) |
| 11.22 $\pm$ 0.11 | 4 | 0.37 $\pm$ 0.01 | DL (4) |
| 11.28 $\pm$ 0.06 | 4 | 0.37 | L90 (5) |
| 11.48 | 3.8 | 0.32 | B09 (6) |
| 11.18 $\pm$ 0.18 | 3.8 | 0.35 $\pm$ 0.01 | H04 (7) |
| 11.30 $\pm$ 0.05 | 3.62 $\pm$ 0.07 | 0.399 $\pm$ 0.010 | K13 (8) |
| 11.37 $\pm$ 0.08 | ... | ... | B03 (9) |

Notes:

$^a$ True distance modulus and its error when estimated by the authors.

$^b$ The ratio between absolute and selective extinction.

$^c$ Mean reddening.

$^d$ References: H12: Hendricks et al. (2012); P95: Peterson et al. (1995); L: Liu & Janes (1990b); DL: Dixon & Longmore (1993); L0: Longmore et al. (1990); B09: Bedin et al. (2009); H04: Hansen et al. (2004); K13: Kaluzny et al. (2013); B03: Bono et al. (2003).

$^e$ (1) H12 derived a new reddening law for M4 by using both optical and NIR photometry. The true distance modulus was estimated using the zero age horizontal branch (ZAHB). (2) Astrometric distance based on proper motions and radial velocities. This distance modulus is independent of reddening uncertainties. (3) Baade–Wesselink distance based on optical near-infrared (NIR) photometry of four RR Lyrae (V2, V15, V32, V33). The individual reddening values are listed in their Table 5. They also assume an iron abundance of $[\text{Fe}/H] = -1.3 \pm 0.2$. (4) The distance is based on a new estimate of the reddening to M4, on a new metallicity ($[\text{Fe}/H] = -1.10 \pm 0.25$) and on distance estimates available in the literature. (5) The distance is based on the K-band period–luminosity (PLK) relation of RR Lyrae stars. The error on the distance is the error on the zero-point of the PLK relation of M4. The mean reddening and the mean metallicity ($[\text{Fe}/H] = -1.28$) are from Buonanno et al. (1989). (6) The distance is based on the fit between HB stars and the ZAHB. They provide an apparent distance modulus in (m-M)$_{\text{F0806}}$ together with the extinction in the V band ($A_V = 1.2$). They also assumed $[\text{Fe}/H] = -1.07 \pm 0.01$ ($\alpha$ Fe/$\text{Fe} = 0.39 \pm 0.05$) by Marino et al. (2008). (7) The distance is based on different distance estimates available in the literature and in particular on the main sequence fitting provided by Richer et al. (1997). (8) The distance is based on three eclipsing binaries. The dust-type parameter was adopted by H12, the individual reddenings are listed in their Table 6. (9) Distance based on the four RR Lyrae observed by Liu & Janes (1990b) and using a theoretical K-band period–luminosity–metallicity relation provided by Bono et al. (see their Table 6).

3. OPTICAL AND NEAR-INFRARED DATA SETS

The reader interested in a detailed discussion of the different optical and NIR data sets and the approach adopted to perform the photometry is referred to Stetson et al. (2014). The optical photometry was transformed into the Johnson (UBV), Kron/Cousins (RI) photometric system (Stetson 2000, 2005). The NIR photometry was transformed into the Two Micron Sky Survey (2MASS) JHK, photometric system (Skrutskie et al. 2006).

In the following we neglect the available $U$-band photometry because of the relatively poor time sampling and the limited accuracy of individual measurements. The optical light curves are characterized by good time sampling and the number of measurements ranges from 900 to 1100 in the B band, from 1400 to 1500 in the V band, from 1580 to 1800 in the R band, and from 10 to 60 in the I band. The NIR light curves have more limited coverage and the number of measurements ranges from five to 55 in the $J$ band, from one to nine in the $H$ band, and from two to 40 in the $K$ band.

The mean optical and NIR magnitudes were evaluated as intensity means and then transformed into magnitude. The phasing of the light curves was performed with the new period estimates provided by Stetson et al. (2014). The mean magnitudes in the bands with good time sampling (BVRJ) were estimated from a fit with a spline under tension. The individual mean magnitudes were estimated by equally sampling the analytical fit. The mean magnitudes in the I and K bands were estimated using the light curve templates provided by Di Criscienzo et al. (2011) and Jones et al. (1996). To apply the templates we adopted the epochs of maxima and the optical amplitudes provided by Stetson et al. (2014). For two variables not covered by our optical photometry, we adopted epochs of maxima and amplitudes available in the literature. The reader interested in a more detailed discussion concerning the amplitude ratio between optical and NIR magnitudes is referred to Stetson et al. (2014).

The number of candidate cluster RRLs is currently 44 (31 fundamental = “FU” pulsators, and 13 first overtone = “FO” pulsators) and their periods range from 0.2275 to 0.6270 days plus a single long-period FU RRLs with $P = 0.8555$ days. The presence of such a long-period variable is consistent with the tail in the period distribution of $\omega$ Cen RRLs found by Marconi et al. (2011). On the other hand, Andrievsky et al. (2010) suggested that at least some field long-period RRLs, such as KP Cyg, appear to be metal-rich plus C- and N-enhanced. Therefore, they suggested that these objects could be short-period BL Her stars, defining a new class of variable stars, instead of long-period RRL. The extended spectroscopic analysis of both evolved and main sequence stars performed by Malavolta et al. (2014) does not support the presence of a spread in metal abundance in M4. However, we still lack detailed information concerning CNO abundances among cluster HB stars.

The current empirical and theoretical evidence indicates that the RRLs do obey a PL relation. The key feature is that the slope is negative for wavelengths longer than the V band, while it is positive at shorter wavelengths. In the V band the slope attains a negligible value. This is the main reason why the $M_R^{\text{pl}}$ versus $[\text{Fe}/H]$ relation was so popular in the last century to estimate the distance of both cluster and field RRLs. Plain physics arguments suggest that the occurrence of well defined NIR PL relations for RRLs is due to a significant change in the NIR bolometric corrections when moving from the blue (short periods) to the red (long period) edge of the instability strip. This change is vanishing in the V band and becomes of the order of 1.5 mag in
the K band (see Figure 1 in Bono 2003). This working hypothesis was also supported in an independent theoretical investigation by Catelan et al. (2004). Further evidence for a lack of PL relations in B and V bands was brought forward by Benkho et al. (2006) using accurate photometry for more than 220 RRLs in M3 (see their Figure 8). The NIR PL relations of RRLs became quite popular as distance indicators soon after their empirical determination (Longmore et al. 1986, 1990; Jones et al. 1988; Liu & Janes 1990a, 1990b; Carney et al. 1992). A new spin was then provided by theoretical pulsation and evolutionary predictions (Bono et al. 2001, 2003; Catelan et al. 2004; Cassisi et al. 2004). The observational scenario was also significantly improved by the use of the new NIR arrays (Dall’Ora et al. 2004; Del Principe et al. 2005), the 2MASS photometry (Sollima et al. 2006), and the first accurate trigonometric parallaxes for RR Lyr itself (van Altena et al. 1995; Perryman et al. 1997; Benedict et al. 2002). The trigonometric parallaxes of RR Lyr was also adopted to fix the zero-point of both the theoretical (Bono et al. 2002) and empirical K-band PL relations (Sollima et al. 2006, 2008).

Pros and cons of optical–NIR PL relations and of the \( M^R_\nu \) versus \([\text{Fe/H}]\) relations have been widely discussed in the literature. In passing, we mention that the optical, NIR, and mid-infrared (MIR) PL relations for RRLs appear to be linear over the entire period range (Bono et al. 2001, 2003; Catelan et al. 2004; Madore et al. 2013). The above diagnostics are prone to uncertainties in the reddening corrections and in the adopted reddening law. Obviously, the problem becomes less and less severe when moving from the optical to the NIR and MIR bands. The impact when compared with the V band is 10 times smaller in the K band and more than 20 times smaller in the 3.6 \( \mu \text{m} \) band.

The key advantage in dealing with the RRLs in M4 is that quantities necessary for calculating the distance moduli, such as the mean reddening \( E(B-V) = 0.37 \pm 0.01 \text{ mag} \), the ratio of total to selective absorption \( (R_V = 3.62 \pm 0.07 \text{ mag}) \) and the overall reddening law have been recently provided by H12 (see their Table 5).

On the basis of the current mean magnitudes we estimated optical (\( RI \)) and NIR (\( JHK \)) PL relations. We decided to provide independent PL relations for FO and FU pulsators. The reasons are threefold. (1) Empirical and theoretical evidence indicates that the width in temperature of the region in which FO variables are pulsationally stable is roughly a factor of two narrower than the region in which FU variables are pulsationally stable. This means that the standard deviations of FO PL relations are, at fixed photometric precision, intrinsically smaller than for FU PL relations. (2) Smaller standard deviations imply more accurate relative and absolute distances. (3) The light curves of FO pulsators are more nearly sinusoidal and show pulsation amplitudes that are on average from two to three times smaller than FU variables. This means that a more limited number of measurements can provide accurate mean magnitudes. The main drawback is that FO variables are typically \( \sim 0.5 \text{ mag fainter than FU variables in the longer-wavelength bands.} \)

However, the number of FO variables in M4 is modest and to improve the precision of the empirical PL relations we also derived PL relations from the entire sample of FU and FO variables. The global PL relations were evaluated by fundamentalizing FO periods according to the relation \( \log P_f = \log P_{\text{FO}} + 0.127 \). This approach to fundamentalizing the period of FO variables relies on the assumption that the period ratio of double-mode RRLs attains a constant value of the order of 0.746. The above assumption was supported by former theoretical and empirical evidence (Iben & Huchra 1971; Rood 1973; Cox et al. 1983). However, recent findings indicate that the double-mode field and cluster RRLs do cover a significant range in period ratios (\( \sim 0.735–0.750 \); G. Coppola et al. 2015, in preparation). The same outcome results from nonlinear pulsation predictions (M. Marconi et al. 2015, in preparation). We plan to address this issue in a future paper. The zero-points, the slopes, and their errors and standard deviations are listed in Table 2. The data given in this table support the above contention that the standard deviations of FO PL relations are smaller than FU PL relations, and these are in turn smaller than FU+FO PL relations (see vertical error bars). There is also evidence that the zero-points and the slopes of both optical and NIR PL relations agree within one \( \sigma \). This finding might be affected by the limited sample of FO variables in M4. We plan to address this issue in a future paper in which we will deal with larger samples of cluster variables (V. F. Braga et al. 2015, in preparation).

The data plotted in Figure 1 show that the intrinsic dispersion of the PL relations decreases steadily when moving from the optical to the NIR bands. The standard deviation in the \( R \) band is a factor of two larger than in the \( K \) band. The reasons for the difference were mentioned above. In passing, we also note that the slope of the \( K \)-band PL relation is a factor of three steeper than the \( R \)-band PL relation. This means that the use of a PL instead of a period–luminosity–color (PLC) relation—i.e., neglecting the width in temperature of the instability strip—becomes more valid when moving from the optical to the NIR (Bono et al. 2010a; Coppola et al. 2011) and MIR (Madore et al. 2013) bands.

Finally, we mention that candidate Blazhko RRLs (black crosses) seem to follow, within the errors, PL relations similar to singly periodic FU variables.

4. OBSERVED OPTICAL, OPTICAL–NIR, AND NIR PERIOD–WESENHEIT RELATIONS

The key advantages in using PW relations in estimating individual distances are several. (1) They are independent of reddening uncertainties and of differential reddening provided the form of the reddening law is known (Van den Bergh 1975; Madore 1982). (2) They mimic a PLC relation so they can provide, in contrast with the PL relation, individual distances (Bono et al. 2008a; Inno et al. 2013). They are also affected by two drawbacks. (1) They require accurate mean magnitudes in a minimum of two photometric bands, and this limitation becomes more severe in dealing with optical–NIR photometry; (2) they rely on the assumption that the reddening law is known. It is well understood that this working hypothesis is not always valid in low-latitude Galactic regions. This limitation does not apply to M4, however, since H12 derived a reddening law specific to M4 by considering both optical and NIR photometry. Our current Wesenheit magnitudes have been estimated using the absorption coefficient ratios listed in Table 5 of H12.

Figure 2 displays the six optical PW relations for FU and FO pulsators. These show several distinctive features.

1. The intrinsic dispersion is, at fixed period, smaller than in the optical PL relations. This difference is expected because we already mentioned that the PW relations mimic a PLC relation. Moreover, the dispersion of the individual data points decreases in Wesenheit magnitudes based on
Figure 1. From top to bottom observed optical and NIR period–luminosity (PL) relations for RR Lyrae in M4. Panel (a): $R$-band period–luminosity (PL) relation. Fundamental (FU) and first overtone (FO) pulsators are marked with red diamonds and cyan squares, respectively. The black crosses display candidate Blazhko RR Lyrae. The cyan and the red lines display the linear fits, while the vertical bars show the standard deviations, $\sigma$, of the fits. The number of variables adopted in the fits are also labeled. Panel (b): same as panel (a), but for FU and FO RR Lyrae. The periods of FO variables were fundamentalized using the relation: $\log P_{FU} = \log P_{FO} + 0.127$. Panels (c) and (d): same as panels (a) and (b), but for the $I$-band PL relation. Panels (e) and (f): same as panels (a) and (b), but for the $J$-band PL relation. Panels (g) and (h): same as panels (a) and (b), but for the $H$-band PL relation. Panels (i) and (j): same as panels (a) and (b), but for the $K$-band PL relation.

Table 2: Observed Optical and NIR Period–Luminosity Relations for RR Lyrae in M4

| Mag | $a^b$ (mag) | $b^b$ (mag) | $\sigma^b$ (mag) | $a^c$ (mag) | $b^c$ (mag) | $\sigma^c$ (mag) | $a^d$ (mag) | $b^d$ (mag) | $\sigma^d$ (mag) |
|-----|-------------|-------------|------------------|-------------|-------------|------------------|-------------|-------------|------------------|
| $R$  | 12.228      | $-1.260$    | 0.084            | 12.456      | $-1.472$    | 0.099            | 12.604      | $-0.847$    | 0.103            |
|     | $\pm 0.230$| $\pm 0.420$| $\pm 0.085$      | $\pm 0.313$| $\pm 0.057$| $\pm 0.177$     |             |             |                  |
| $I$  | 11.609      | $-1.549$    | 0.072            | 11.858      | $-1.724$    | 0.070            | 12.004      | $-1.137$    | 0.075            |
|     | $\pm 0.195$| $\pm 0.356$| $\pm 0.085$      | $\pm 0.311$| $\pm 0.047$| $\pm 0.144$     |             |             |                  |
| $J$  | 10.634      | $-2.020$    | 0.056            | 10.946      | $-2.030$    | 0.065            | 11.002      | $-1.793$    | 0.064            |
|     | $\pm 0.148$| $\pm 0.273$| $\pm 0.056$      | $\pm 0.204$| $\pm 0.035$| $\pm 0.109$     |             |             |                  |
| $H$  | 10.232      | $-2.340$    | 0.037            | 10.537      | $-2.215$    | 0.050            | 10.492      | $-2.408$    | 0.046            |
|     | $\pm 0.097$| $\pm 0.179$| $\pm 0.047$      | $\pm 0.176$| $\pm 0.027$| $\pm 0.082$     |             |             |                  |
| $K$  | 10.058      | $-2.440$    | 0.041            | 10.410      | $-2.372$    | 0.045            | 10.420      | $-2.326$    | 0.043            |
|     | $\pm 0.108$| $\pm 0.198$| $\pm 0.039$      | $\pm 0.142$| $\pm 0.024$| $\pm 0.074$     |             |             |                  |

Notes.

$^a$ PL relations of the form: $M_X = a + b \times \log P$.

$^b$ Zero-point ($a$), slope ($b$) and standard deviation ($\sigma$) for first overtone (FO) pulsators. The errors on the zero-point and on the slope are listed in the second row.

$^c$ Zero-point ($a$), slope ($b$) and standard deviation ($\sigma$) for fundamental (FU) pulsators. The errors on the zero-point and on the slope are listed in the second row.

$^d$ Zero-point ($a$), slope ($b$) and standard deviation ($\sigma$) for for the entire sample (FU + FO) of RR Lyrae. The periods of FO variables were fundamentalized by adopting the following relation: $\log P_{FU} = \log P_{FO} + 0.127$. The errors on the zero-point and on the slope are listed in the second row.
photometric bands that have a large difference in central wavelengths. This is caused by the fact that the coefficients of the color term in the Wesenheit magnitudes may attain values smaller than unity. This means that the $\text{W}(I, B-I)$ index is less prone to uncertainties affecting the mean color than the $\text{W}(I, R-I)$ index (0.92 versus 2.73). Moreover, the increased difference in central wavelength also means an increased sensitivity to the mean effective temperature of the variable.

2. The global PW relations including both FU and FO pulsators are characterized by smaller intrinsic dispersions and by smaller errors in both the zero-point and the slope (see Table 3) when compared with FU and FO individual PW relations). This difference is caused by the increase in sample size and, in particular, by the larger range in period covered by FU plus FO variables. However, the global PW relations might be affected by the assumption that the difference between FU and FO PW relations is only a difference in the zero-point. The slopes of the global PW relations do attain values that are intermediate between the slopes of FU and FO PW relations. However, the current sample does not allow us to constrain this effect quantitatively.

3. The slopes of the PW relations listed in Columns 3, 6, and 9 of Table 3 become steeper, as expected, when moving from Wesenheit magnitudes based on $V$ and $R$ to those based on $I$ magnitudes (Catelan et al. 2004; Bono et al. 2010a; Madore et al. 2013).

4. The candidate Blazhko variables display, within the errors, similar slopes to those of the canonical FU variables. This further supports the inference that the mean magnitudes and colors of the Blazhko variables are minimally affected by the secondary modulations, if the primary modulation is properly covered in the two adopted bands.
Figures 3 and 4 show the observed optical–NIR and NIR PW relations. The coefficients of the PW relations and their dispersions are listed in Table 4. The trend is similar to the optical PW relations: the dispersion decreases with increasing difference in the central wavelengths of the adopted color. The above empirical evidence is the consequence of two independent mechanisms. (1) The increased difference in central wavelength causes a substantial change in the color coefficient, and indeed it ranges from 4.92 PW(R, V–R) to 0.11 PW(K, B–K). In particular, the optical–NIR PW relations have color coefficients that are systematically smaller than unity. This means that they are less affected by uncertainties in the mean colors. Note that the PW(I, B–I) relation is also characterized by a color coefficient that is smaller than unity, but the errors in the coefficients of this relation are on average larger when compared with optical–NIR PW relations. (2) The increased difference in central wavelength implies a stronger sensitivity to the mean effective temperature, and in turn a more uniform distribution of RRLs across the instability strip and along the PW relation.

The dispersion of FU pulsators in the NIR PW relation (panels i and j of Figure 4) is larger than for the FO PW relations. Although the latter are fainter they also have smaller luminosity amplitudes, and their mean NIR colors are on average more accurate. This is the reason why we did not include the PW(H, J–H) and the PW(K, H–K) relations, the J–H and the H–K colors being less accurate.

To fully exploit the power of the current optical and NIR RRLs mean magnitudes for the distance of M4 we also adopted the three-band PW relations. These are PW relations in which the pass-bands adopted in the color index differ from the pass-band adopted for the magnitude. Among all the possible combinations we only selected PW relations in which the coefficient of the color index is smaller than unity. Figure 5 shows the nine empirical PW relations we selected, while Table 4 gives the coefficients, their uncertainties, and the standard deviations.

The data listed in Table 4 indicate that both the uncertainties in the coefficients and the standard deviations of the optical–NIR, three-band PW relations (Riess et al. 2011) are up to a factor of two smaller than in the optical–NIR, two-band ones.

5. THEORETICAL PERIOD–LUMINOSITY–METALLICITY AND PERIOD–WESENHEIT–METALLICITY RELATIONS

To estimate the distance to M4 we adopted theoretical PLZ and PWZ relations. The reasons are twofold. (1) The five field RRLs for which accurate trigonometric parallaxes are available do not yet have accurate optical and NIR mean magnitudes (Benedict et al., 2011). The only exception is RR Lyr itself for which accurate BV (Szeidl 1997) and NIR Sollima et al. (2008) mean magnitudes are available in the literature. (2) Absolute distances based on predicted PL relations for RRLs do agree quite well with similar cluster distances based on solid distance indicators (Cassisi et al. 2004; Del Principe et al. 2006; Sollima et al. 2006; Bonai et al. 2011; Cappola et al. 2011).

To provide a detailed theoretical framework for both PLZ and PWZ relations we adopted the large set of nonlinear, convective pulsation models recently computed by M. Marconi et al. (2015, in preparation). Models were computed for both FU and FO pulsators and cover a broad range in metal abundance (–2.62 ≤ [Fe/H] ≤ –0.29). The stellar masses and the luminosity were fixed by using evolutionary prescriptions for HB models (Pietrinferni et al. 2004, 2006). The reader interested in more details concerning the physical and numerical assumptions adopted to construct the pulsation models is referred to Bonai & Stellingwerf 1994, M. Marconi et al. 2015, in preparation and references therein. To take account of the metallicity dependence M. Marconi et al. (2015, in preparation) performed a linear fit of FU and FO pulsators including a metallicity term. In this context it is worth mentioning that the coefficients of the metallicity term

| PW | \(a\) | \(b\) | \(\sigma_a\) | \(\sigma_b\) | \(\sigma_{\sigma_a}\) | \(\sigma_{\sigma_b}\) |
|---|---|---|---|---|---|---|
| FO | V, B–V | 3.76 | 9.68 | –2.86 | 0.05 | 9.89 | –3.27 | 0.10 | 9.93 | –3.13 | 0.09 |
| FU | | | | | | | | | | | |
| FU+FO | | | | | | | | | | | |
| R, B–R | 1.91 | 9.53 | –2.89 | 0.06 | 9.72 | –3.40 | 0.07 | 9.78 | –3.18 | 0.07 |
| R, V–R | 4.92 | 9.39 | –2.89 | 0.08 | 9.66 | –3.22 | 0.07 | 9.67 | –3.27 | 0.07 |
| I, B–I | 0.92 | 9.73 | –2.60 | 0.06 | 9.98 | –2.93 | 0.08 | 10.05 | –2.67 | 0.07 |
| I, V–I | 1.55 | 9.76 | –2.51 | 0.06 | 10.02 | –2.72 | 0.06 | 10.06 | –2.56 | 0.06 |
| I, R–I | 2.73 | 9.81 | –2.47 | 0.09 | 10.19 | –2.48 | 0.08 | 10.25 | –2.23 | 0.08 |
| Notes. |
| a PW relations of the form: \(V(M_1, M_2, M_3) = a + b \times \log P\). |
| b Color coefficient in Wesenheit magnitude: \(x_{W(M_1, M_2, M_3)} = 1/(A_{M_1} - A_{M_2} - A_{M_3})\). |
| c Zero-point (a), slope (b) and standard deviation (\(\sigma\)) for FO variables. The errors on the zero-point and on the slope are listed in the second row. |
| d Zero-point (a), slope (b) and standard deviation (\(\sigma\)) for FU variables. The errors on the zero-point and on the slope are listed in the second row. |
| e Zero-point (a), slope (b) and standard deviation (\(\sigma\)) for the entire sample (FU+FO) of RR Lyrae. The periods of FO variables were fundamentalized by adopting the following relation: \(\log P_F = \log P_{FO} + 0.127\). The errors on the zero-point and on the slope are listed in the second row. |
Figure 3. From top to bottom observed optical–NIR PW relations for RR Lyrae in M4. Symbols and lines are the same as in Figure 1. Panel (a): PW($J_{B–J}$) relation for FU and FO pulsators. Panel (b): same as panel (a), but for the entire sample of RR Lyrae. The periods of FO variables were fundamentalized using the relation: $\log P_{FU} = \log P_{FO} + 0.127$. Panels (c) and (d): same as panels (a) and (b), but for the PW($J_{V–J}$) relation. Panels (e) and (f): same as panels (a) and (b), but for the PW($J_{R–J}$) relation. Panels (g) and (h): same as panels (a) and (b), but for the PW($J_{I–J}$) relation.

The PWZ relations were computed following the same approach adopted for the PLZ relations. Figures 6 and 7 display optical and NIR PW relations. The coefficients, their errors and the standard deviations are listed in Table 5.

Theoretical framework concerning the PWZ relations shows several interesting features. The optical Wesenheit magnitudes—$W(V, B–V)$, $W(R, B–R)$—display a peculiar trend with metallicity. An increase in metallicity from $Z = 0.0001$ to $Z = 0.001$ makes $W$, at fixed period, fainter while for still more metal-rich structures it becomes brighter. This is the reason why the coefficients of the metallicity term attain, for the quoted PWZ relations, vanishing values and why their standard deviations are larger. The ranking with the metallicity becomes linear for the PWZ($R, B–R$) relation and increases for the PWZ relations including the $I$ band. The coefficient of the metallicity term attains, once again, very similar values in both the optical–NIR and NIR PWZ relations.

The PWZ relations were computed following the same approach adopted for the PLZ relations. Figures 6 and 7 display optical and NIR PW relations. The coefficients, their errors and the standard deviations are listed in Table 5.

The theoretical framework concerning the PWZ relations shows several interesting features. The optical Wesenheit magnitudes—$W(V, B–V)$, $W(R, B–R)$—display a peculiar trend with metallicity. An increase in metallicity from $Z = 0.0001$ to $Z = 0.001$ makes $W$, at fixed period, fainter while for still more metal-rich structures it becomes brighter. This is the reason why the coefficients of the metallicity term attain, for the quoted PWZ relations, vanishing values and why their standard deviations are larger. The ranking with the metallicity becomes linear for the PWZ($R, B–R$) relation and increases for the PWZ relations including the $I$ band. The coefficient of the metallicity term attains, once again, very similar values in both the optical–NIR and NIR PWZ relations.

Figure 8 shows the nine predicted optical–NIR, three-band PW relations, while Table 5 gives the coefficients, their uncertainties and the standard deviations. The current predictions indicate that both the uncertainties in the coefficients and the standard deviations of the three-band PWZ relations attain similar values when compared with two-band PWZ relations. This evidence suggests that the improvement in the empirical
three-band PWZ relations might be a consequence of the fact that the optical mean colors adopted in the three-band PWZ relations are more precise than the optical–NIR mean colors adopted in the two-band ones.

To further constrain the theoretical framework adopted to estimate the distance to M4, we performed a detailed comparison between the slope of NIR PL relations available in the literature and the slope of the current PLZ relation. Data plotted in the bottom panel of Figure 9 indicate good agreement between the predicted $K$-band slope (dashed line), the observed slope for M4 and similar estimates for Galactic globulars. The agreement appears quite good, within the errors, over the entire metallicity range. The same applies for the $J$ band (top panel), but theory and observations agree within $\sim 1\sigma$. We cannot reach a firm conclusion concerning the $H$ band, since only two empirical estimates are available and they attain intermediate values.

6. Distance Determinations to M4 Based on Empirical and Predicted Period–Luminosity and Period–Weiszheit Relations

6.1. Cluster Distances Based on the Absolute Distance of RR Lyr Itself

Thanks to the use of the Fine Guidance Sensor on board the HST, Benedict et al. (2011) provided accurate estimates of the trigonometric parallaxes for five field RRL: SU Dra, XZ Cyg, RZ Cep, XZ Cyg, and RR Lyr. To fix the zero-points of the empirical relations we decided to use RR Lyr itself. The reasons are the following.

(1) The absolute parallax to RR Lyr itself is the most precise ($3.77 \pm 0.13$ mas) among the calibrating RRLs and an accurate estimate of the reddening toward RR Lyr is also available ($E(B-V) = 0.02 \pm 0.03$; Sollima et al. 2008). (2) Accurate optical ($BV$; Szeidl 1997) and NIR ($JHK$; Sollima et al. 2008)
Figure 5. From top to bottom observed optical–NIR three-band PW relations for RR Lyrae in M4. Symbols and lines are the same as in Figure 1. (a): PW($J$, $B$–$I$) relation for FU and FO pulsators. (b): same as panel (a), but for the entire sample of RR Lyrae. The periods of FO variables were fundamentalized using the relation: $\log P_{FU} = \log P_{FO} + 0.127$. (c) and (d): same as panels (a) and (b), but for the PW($J$, $B$–$R$) relation. (e) and (f): same as panels (a) and (b), but for the PW($J$, $V$–$I$) relation. (g) and (h): same as panels (a) and (b), but for the PW($H$, $B$–$I$) relation. (i) and (j): same as panels (a) and (b), but for the PW($H$, $B$–$R$) relation. (k) and (l): same as panels (a) and (b), but for the PW($H$, $V$–$I$) relation. (m) and (n): same as panels (a) and (b), but for the PW($K$, $B$–$I$) relation. (o) and (p): same as panels (a) and (b), but for the PW($K$, $B$–$R$) relation. (q) and (r): same as panels (a) and (b), but for the PW($K$, $V$–$I$) relation.
mean magnitudes are available in the literature (see Table 6). Note that RR Lyr together with UV Oct and XZ Cyg are affected by the Blazhko effect. This means that the typical uncertainty on its mean BV magnitudes is of the order of 0.10 mag. (3) An accurate estimate of the iron abundance is also available ([Fe/H] = −1.41 ± 0.13; Kolenberg et al. 2010). To provide a homogeneous metallicity scale with RRLs in M4 we took account of the difference in the adopted solar iron abundance between Carretta et al. (2009) and Kolenberg et al. (2010) ([Fe/H] = −1.50 ± 0.13, see Table 6). The above iron abundance, once transformed from the Zinn & West (1984) to the Carretta et al. (2009) metallicity scale, indicates that RR Lyr is ~0.40 dex more metal-poor than RRLs in M4 (see Table 6).
Table 5
Theoretical Optical and NIR Period–Wesenheit–Metallicity Relations for RR Lyrae in M4

| PWZa | $a'$ (mag) | $b'$ (mag) | $c'$ (mag) | $\sigma'$ (mag) | $d'$ (mag) | $e'$ (mag) | $f'$ (mag) | $g'$ (mag) | $\sigma'$ (mag) | $h'$ (mag) | $i'$ (mag) | $j'$ (mag) | $k'$ (mag) | $l'$ (mag) | $m'$ (mag) | $n'$ (mag) |
|------|-----------|-----------|-----------|----------------|-----------|-----------|-----------|-----------|----------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| FO   |           |           |           |                |           |           |           |           |                |           |           |           |           |           |           |           |           |
| FU   |           |           |           |                |           |           |           |           |                |           |           |           |           |           |           |           |           |
| FU+FO|           |           |           |                |           |           |           |           |                |           |           |           |           |           |           |           |           |

Table 5 continues...

Notes.

* The PWZ relations of the form: $W(M_{1}, M_{2} - M_{3}) = a + b \times \log P + c \times [F/E/H]$. $M_{1} \neq M_{2}$ only for three-band Wesenheit magnitudes.

* Color coefficient in Wesenheit magnitude: $x = x_{W}(M_{1}, M_{2} - M_{3}) = 1/(A_{M_{1}}/A_{M_{2}} - A_{M_{1}}/A_{M_{3}})$.

* Zero-point (a), slope (b), metallicity term (c) and standard deviation (\(\sigma\)) for FO pulsators. The errors on the zero-point, slope and metallicity term are listed in the second row.

* Zero-point (a), slope (b), metallicity term (c) and standard deviation (\(\sigma\)) for FU pulsators. The errors on the zero-point, slope and metallicity term are listed in the second row.

* Zero-point (a), slope (b), metallicity term (c) and standard deviation (\(\sigma\)) for the entire sample (FU+FO) of RR Lyrae. The periods of FO variables were fundamentalized by adopting the following relation: $\log P_{F} = \log P_{BO} + 0.127$. The errors on the zero-point, slope and metallicity term are listed in the second row.
Figure 6. From top to bottom predicted optical PW relations for RR Lyrae models. The PW relations were estimated by using the reddening law for M4 provided by Hendricks et al. (2012) Panel (a): Lines of different colors display PW relations for FU and FO pulsators. The PW($V, B-V$) relations range in metallicity from $[\text{Fe}/H] = -2.62$ (brighter) to $[\text{Fe}/H] = -0.29$ (fainter). See Table 1 for more details concerning the adopted metallicities. Panel (b): same as panel (a), but for the entire sample of RR Lyrae models. The periods of FO models were fundamentalized using the relation: $\log P_{FU} = \log P_{FO} + 0.127$. Panels (c) and (d): same as panels (a) and (b), but for the predicted PW($R, B-R$) relation. Panels (e) and (f): same as panels (a) and (b), but for the predicted PW($R, V-R$) relation. Panels (g) and (h): same as panels (a) and (b), but for the predicted PW($I, B-I$) relation. Panels (i) and (j): same as panels (a) and (b), but for the predicted PW($I, V-I$) relation. Panels (h) and (k): same as panels (a) and (b), but for the predicted PW($I, R-I$) relation.

Table 6

RR Lyr Photometric and Physical Properties from Literature

| Period | $B$ | $V$ | $F$ | $H$ | $K$ | $\pi$ | [Fe/H] | $E(B-V)$ |
|--------|-----|-----|-----|-----|-----|-------|--------|---------|
| (days) | (mag) | (mag) | (mas) | (mas) | (mas) | (mag) | (mag) | (mag) |
| 0.5668386 ± 0.0000016 | 8.09 ± 0.04 | 7.74 ± 0.02 | 6.74 ± 0.02 | 6.60 ± 0.03 | 6.50 ± 0.02 | 3.77 ± 0.13 | −1.50 ± 0.13 | 0.02 ± 0.03 |

Notes.

a Pulsation period from Kolenberg et al. (2006).
b Intensity averaged mean magnitude estimated with a spline fit to the $BV$ photoelectric photometry provided by Szeidl (1997).

Intensity averaged mean $HJK$ magnitude (2MASS, photometric system) provided by Sollima et al. (2008).

Trigonometric parallax from Benedict et al. (2002).

Iron abundance provided by Kolenberg et al. (2010), note that to provide an homogeneous metallicity scale, we took account for the difference in the solar iron abundance adopted by Kolenberg et al. (2010, log $\epsilon_{Fe} = 7.45$, Asplund et al. (2005)) and by Carretta et al. (2009, log $\epsilon_{Fe} = 7.54$, Gratton et al. (2003)) in defining the GC metallicity scale.

Reddening according to Sollima et al. (2008).
To provide an empirical estimate of the absolute distance to M4, we used the slopes of both PL and PW relations listed in Tables 2–4. The extinction corrections to the observed mean magnitudes have been estimated using the Cardelli et al. (1989) semi-empirical reddening law. The apparent magnitudes have also been corrected for the difference in iron abundance ($\Delta [\text{Fe/H}] = -0.40$) between M4 and RR Lyr using the metallicity coefficients of the predicted PLZ and PWZ relations (see Section 5). The absolute distances based on the NIR PL relations listed in Table 7 give a weighted mean distance modulus of 11.35 ± 0.03 ± 0.05 mag (FU) and 11.35 ± 0.03 ± 0.05 mag (FO+FU). The former error is the error on the mean, while the latter is the standard deviation. The two estimates are, within the errors, identical. They also agree, within 1σ, with accurate estimates available in literature (see Table 1) and with distances based on predicted PWZ relations.

Table 7

| PL–PW | $\mu^b$ (mag) | $\sigma_{\mu^b}$ (mag) | $\mu^b$ (mag) | $\sigma_{\mu^b}$ (mag) |
|-------|----------------|------------------------|----------------|------------------------|
| FU    | FU+FO          |
| PL    |                |
| J     | 11.374 ± 0.010 | 0.056                  | 11.368 ± 0.009 | 0.059                  |
| H     | 11.296 ± 0.011 | 0.054                  | 11.298 ± 0.008 | 0.048                  |
| K     | 11.382 ± 0.008 | 0.044                  | 11.382 ± 0.006 | 0.042                  |
| PW    |                |
| V, B–V | 11.166 ± 0.019 | 0.103                  | 11.159 ± 0.014 | 0.090                  |
| J, B–J | 11.333 ± 0.012 | 0.067                  | 11.329 ± 0.009 | 0.063                  |
| J, V–J | 11.342 ± 0.013 | 0.073                  | 11.337 ± 0.010 | 0.068                  |
| H, B–H | 11.245 ± 0.009 | 0.043                  | 11.251 ± 0.008 | 0.047                  |
| H, V–H | 11.246 ± 0.010 | 0.047                  | 11.252 ± 0.008 | 0.050                  |
| K, B–K | 11.362 ± 0.008 | 0.047                  | 11.364 ± 0.007 | 0.044                  |
| K, V–K | 11.364 ± 0.008 | 0.047                  | 11.367 ± 0.007 | 0.044                  |
| K, J–K | 11.378 ± 0.013 | 0.073                  | 11.383 ± 0.009 | 0.063                  |

Notes.

a Adopted PL or PW relation.
b Mean distance modulus and its error based on FU and FU+FO variables.
c Standard deviation of the distance modulus based on FU and FU+FO variables.
6.2. Cluster Distances based on Predicted PLZ and PWZ Relations

We estimated the true distance modulus of M4 adopting the predicted PLZ relations discussed in the Section 5 together with the mean reddening \( E(B-V) = 0.37 \pm 0.01 \) mag, the reddening law provided by H12 and a mean metal abundance of \([\text{Fe/H}] = -1.10\). The latter is a mean value based on iron abundances provided by Marino et al. (2008, \([\text{Fe/H}] = -1.13\), Carretta et al. (2009, \([\text{Fe/H}] = -1.18\)) and by Malavolta et al. (2014) using both RGB stars \((\text{Fe/H}) = -1.07\) and main sequence stars and \((\text{Fe/H}) = -1.16\). Note that to provide

![Figure 8. Same as Figure 6, but for the predicted optical–NIR three-band PW relations.](image-url)
homogeneous iron abundances the above measurements were rescaled to the same solar iron abundance adopted by Carretta et al. (2009). Moreover, to estimate individual distances we are using the mean apparent magnitudes together with the zero-point and the slope of the predicted PLZ relations.

The results for true distance moduli are listed in Table 8 and plotted in Figure 10. The error on the distance modulus takes account of the photometric error, for uncertainties in the mean reddening \(E(B-V) = 0.37 \pm 0.10\) mag), in the total-to-selective extinction ratio \(R_V = 3.62 \pm 0.07\), in the mean metallicity \((\sigma(\text{[Fe/H]}) = 0.1\) dex) and for the standard deviation of the adopted PLZ relation. The weighted true distance moduli based on FU, FO, and on the entire sample of variables agree within 1\(\sigma\). However, the distance modulus based on FOs attains a smaller value compared with the FUs and with the combined sample (see labeled values). The main culprits are distance determinations based on optical PLZ relations, and indeed if we only use the NIR PLZ relations we find \(\mu = 11.266 \pm 0.014\) (error on the mean) \(\pm 0.025\) (weighted standard deviation) mag for FOs, \(11.271 \pm 0.012 \pm 0.020\) mag for FUs, and \(11.283 \pm 0.010 \pm 0.018\) mag for the entire sample.

Note that the weighted standard deviation of the true distance moduli based on the \(H\)-band FO PLZ relations is smaller than in the \(J\) and \(K\) bands. The difference is due to the fact that the observed standard deviation in the \(H\) band is smaller when compared with the \(J\) and \(K\) bands.

The true distance moduli based on optical, optical–NIR, and NIR PWZ relations show a more complex trend. The optical PWZ relations with vanishing metallicity terms display a large scatter when compared with true distance moduli based on the other NIR PWZ relations. In passing we note that the scatter

Figure 10. Top: true DM based on optical and NIR predicted FO PL relations that take account of the metallicity dependence. Following Carretta et al. (2009) we adopted for M4 an iron abundance of \([\text{Fe/H}] = -1.10\) The error bars include the photometric error, the extinction error, and the standard deviation of the adopted PL relation. The dashed lines shows the weighted mean true DM (\(\mu\)). The error on the mean and the standard deviations are also labeled. Middle: same as the top, but for optical and NIR predicted FU PL relations. Bottom: same as the top, but for optical and NIR predicted PL relations including FU and FO RR Lyrae models.
of the true distance moduli based on the optical PWZ relations slightly decreases when using PW relations that neglect the metallicity dependence.

Among the true distance moduli based on optical–NIR PWZ relations those including the J band attain slightly smaller values (see Table 9 and Figure 11). The reason for the difference it is not clear. The adopted color–temperature relations to transform the theoretical models into the observational plane might be a possible culprit. A similar difference was also found in optical and in optical–NIR color–magnitude diagrams by Bono et al. (2010b). The weighted standard deviations of the true distance moduli of FO PWZ relations including the H band are smaller than in the J and K bands. The reasons for the difference are the same as for the PLZ relation. Interestingly enough, the true distance moduli based on optical–NIR PWZ relations including the H and K bands are very accurate and display a very small dispersion. The weighted mean true distance modulus based on optical–NIR, and NIR PWZ relations agrees within 1σ.
The agreement between the three different sets of distance determinations minimally improves if we only use optical–NIR and NIR PWZ relations: $11.263 \pm 0.006 \pm 0.021$ mag for FOs, $11.259 \pm 0.005 \pm 0.019$ mag for FUs, and $11.272 \pm 0.005 \pm 0.019$ mag for the entire sample. The lack of a clear dependence of the estimated distance moduli on the photometric bands is further supporting the accuracy of the reddening law adopted to estimate the PW relations and the true mean optical and NIR magnitudes (Pietrzynski et al. 2006).

Distance moduli based on three-band PWZ relations have, as expected, a smaller dispersion when compared with two-band ones (see Figure 12). In particular, the weighted mean true distance modulus based on FOs is $11.275 \pm 0.004 \pm 0.013$ mag, while those based on FUs is $11.254 \pm 0.005 \pm 0.014$ mag for FUs, and those based on the entire sample is $11.272 \pm 0.004 \pm 0.013$ mag.

The current distance evaluations based on predicted PLZ and PWZ relations agree with each other within 1σ. They also agree quite well with distance determinations to M4 based on solid standard candles, and in particular, with the distance recently provided by Kaluzny et al. (2013), who obtained a value of $11.30 \pm 0.05$ mag using three eclipsing binaries. The same outcome applies to the recent distance evaluation based on the HB luminosity level ($11.28 \pm 0.06$ mag) provided by H12. The above findings indicate that NIR PLZ relations and optical–NIR/NIR PWZ relations can provide individual distances to GCs hosting a good sample of RRLs with a precision better than 2%–3%.

7. FINAL REMARKS AND CONCLUSIONS

We have presented new and precise optical, optical–NIR, and NIR PL relations and PW relations. We have provided independent empirical relations for FO, FU, and for the entire sample of RRLs in M4.

The mean weighted visual apparent magnitude of 44 cluster RRLs is $\langle V \rangle = 13.329 \pm 0.000 \pm 0.177$ mag, where the former error refers to the error on the mean and the latter to the weighted standard deviation. The current estimate agrees quite well with similar evaluations available in the literature. Indeed, Liu & Janes (1990b) using four FU variables ($V_2, V_{15}, V_{32}, V_{33}$) found $\langle V \rangle = 13.287 \pm 0.025 \pm 0.213$ mag, while Clementini et al. (1994) using four FU variables ($V_2, V_{15}, V_{29}, V_{42}$) found $\langle V \rangle = 13.371 \pm 0.001 \pm 0.139$ mag. This is a relevant stepping stone for the forthcoming investigation in which we plan to estimate the absolute (Bono et al. 2010b) and the relative (VandenBerg et al. 2013) age of M4 using both optical and NIR photometry.

We have estimated the true distance modulus to M4 using the observed slopes and RR Lyr itself to fix the zero-point. RR Lyr is,
out of the five field RRLs with accurate trigonometric parallaxes measured by HST (Benedict et al. 2011), the calibrator with the most precise distance and with both optical ($BV$) and NIR ($JHK$) mean magnitudes. Moreover, accurate estimates of both the iron content and the reddening are also available. The main drawback in using RR Lyr is that it is affected by the Blazhko effect together with UV Oct and XZ Cyg. The impact is minimal in the NIR bands, but the uncertainty in the mean optical bands is of the order of 0.10 mag. To determine the true distance modulus we took account of the difference in iron abundance between RR Lyr and M4 ($\Delta[\text{Fe/H}] \approx 0.40$, according to the metallicity scale by Carretta et al. 2009). The difference was estimated using predicted PLZ and PWZ relations. The weighted mean true distance modulus based on three independent empirical NIR PL relations and the entire sample of RRLs (FO+FU) is $11.35 \pm 0.03 \pm 0.05$ mag. The weighted mean true distance modulus based on eight different empirical optical–NIR and NIR PW relations is $11.32 \pm 0.02 \pm 0.07$ mag (FO+FU). The above estimates agree quite well with similar estimates available in the literature and within 1$\sigma$ with distances based on predicted PLZ and PWZ relations.

We also estimated the true distance moduli to M4 using predicted optical, optical–NIR, and NIR PLZ and PWZ relations. The theoretical relations are based on a broad range of non-linear, convective pulsation models for RRLs. They were constructed for both FO and FU pulsators and cover a broad range in stellar masses ($M = 0.80–0.55 M_\odot$) and metal abundances ($Z = 0.0001–0.02$).

The true distance moduli based on the PLZ relations take account of uncertainties in the mean reddening, in the photometry, in the mean metallicity and in the standard deviation of the adopted PLZ relation. The true distance moduli based on the PWZ relations take account of uncertainties in the photometry and in the mean metallicity.

We found that true distance moduli based on NIR PLZ relations are, as expected, characterized by smaller intrinsic dispersions when compared with optical PLZ relations. The difference is mainly the consequence of steeper slopes in the PLZ relation at longer wavelengths.

We also found that optical PWZ relations present larger intrinsic dispersions when compared with optical–NIR and NIR PWZ relations. The difference is mainly the consequence of a non-linear dependence on the metallicity in the optical regime when compared with the optical–NIR and with the NIR regimes.

True distance moduli based on FO PLZ and PWZ relations display smaller weighted standard deviations when compared with FU, and FO+FU PLZ and PWZ relations. This evidence—taken at face value—seems to argue in favor of the idea that FO variables can provide accurate and precise individual distance moduli. However M4 hosts a dozen of FO RRLs, further support based on GCs hosting sizable samples of FO pulsators is required.
Recent findings based on MIR photometry collected with WISE of field RRLs strongly suggest a very small intrinsic scatter in the PL relation and a mild dependence on the metal abundance (Madore et al. 2013; Klein et al. 2014). The use of MIR photometry collected with Spitzer within the Carnegie RR Lyrae Project appears as a natural development of this investigation. The key advantage in this approach is that we can use the five empirical calibrators for which are available accurate MIR mean magnitudes.

The above findings appear very promising not only for the next generation of extremely large telescopes (ELTs), namely the European-ELT,9 the Thirty Meter Telescope,10 and the Giant Magellan Telescope,11 but also for James Web Space Telescope12 and EUCLID.13 Future ground-based and space facilities will be equipped with a suite of NIR and MIR detectors to perform accurate photometry and spectroscopy of old stellar tracers in the nearby universe. This is an unique opportunity to improve the cosmic distance scale of stellar systems hosting old stellar populations (early and late type galaxies) from the Local Group to the Virgo galaxy cluster.
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