Abstract—This article studies how to improve the generalization performance and learning speed of the navigation agents trained with deep reinforcement learning (DRL). Although DRL exhibits huge potential in robot mapless navigation, DRL agents performing well in training scenarios are often found to perform poorly in unfamiliar scenarios. In this work, we propose that the representation of LiDAR readings is a key factor behind the degradation of agents’ performance and present a powerful input preprocessing (IP) approach to address this issue. As this approach uses adaptively parametric reciprocal functions to preprocess LiDAR readings, we refer to this approach as IPAPRec and its normalized version as IPAPRecN. IPAPRec/IPAPRecN can highlight important short-distance values and compress the range of less-important long-distance values in laser scans, which well address the issues induced by conventional representations of laser scans. Their high performance was validated by extensive simulation and real-world experiments. The results show that our methods can substantially improve navigation agents’ generalization performance and greatly reduce the training time compared to conventional methods.
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I. INTRODUCTION

AUTONOMOUS navigation is a basic requirement for mobile robots. Compared with map-based approaches [1], mapless navigation is useful for performing tasks in unknown and dynamic scenarios, such as search and rescue, where prior maps are not available and the layout of the scenarios changes continually [2]. Recently, deep reinforcement learning (DRL) [3] has emerged as a promising technique for learning mapless navigation skills. In DRL, the agent for the mobile robot utilizes deep neural networks (DNN) [4] to learn navigation skills within the framework of reinforcement learning. Trained with DRL, the navigation agent was found to outperform their conventional counterparts, such as dynamic window approach (DWA) [5] and artificial potential fields (APF) [6], in local path planning [7], [8]. It could quickly adapt to the dynamic obstacles during navigation [2], [9], [10], which is essentially required for navigation in pedestrian-rich scenarios.

Learning navigation skills with DRL typically requires a considerable number of training episodes, and each episode contains hundreds of robot–environment interaction steps [11]. To avoid damages of the robot occurred in real-world collisions and accelerate training, it is a common practice to train the DRL agent in simulation and then deploy it to a real robot [12], [13]. In simulation, 2-D LiDAR sensors are commonly used for obstacle detection [7], [14], because they can be effectively simulated in lightweight simulators, such as ROS Stage [15] and Box2D [16], with high fidelity. Moreover, distance values captured by 3-D sensors (e.g., depth cameras) can be easily integrated into the inputs of 2-D LiDAR, thus allowing robots trained with 2-D LiDAR to avoid obstacles of different heights [17].

Currently, most of the studies in this field focused on improving the agent’s navigation performance in training scenarios [18], [19]. Accordingly, good navigation results can be achieved when the testing scenarios were similar to the training scenarios [20]. However, when tested in unfamiliar scenarios, some abnormal behaviors of the DRL agent were often observed [7], [17], [21]–[23]. For example, as shown in Fig. 1, when there are no obstacles between robots and targets (marked with orange boxes), the agents choose much longer paths instead of straight lines. Moreover, as shown in Fig. 1(a) and (b), the robots even tend to approach obstacles during the goal-reaching process. Fan et al. [23] also observed their robot wandered around a nearby target instead of approaching it.

The above evidences reveal that the DRL navigation agents may behave anomalously and are not reliable in real-world
scenarios. Fan et al. [23] attributed the anomalous behaviors of the DRL agent to the learning scheme, i.e., the DRL agent failed to collect training data in some special situations and had few opportunities to learn optimal actions; the exploration noise used in training made it challenging for the agent to learn deterministic optimal policies. However, they ignored the uniqueness of DRL-based robot navigation, i.e., the input representations of LiDAR readings.

In most of the previous works, the LiDAR readings were represented as a vector, where each element could be either raw distance value [20], [24] or linearly normalized distance value [2], [7] in a specific direction. In this article, we refer to these input representations of LiDAR readings as conventional representations. Besides, few works [25], [26] utilized the 2-D occupancy grid as the input representation of the LiDAR readings. However, to reduce the dimension of the input, the resolution of 2-D occupancy grid is much lower (0.1 m per cell in [25]) than that of the 1-D representation, which is not suitable in crowded scenarios. In addition, due to the large input space of the 2-D occupancy grid, it requires additional pretraining of a convolutional autoencoder to extract useful features before training the DRL agent. Although the conventional representations have relatively high resolution and small input space, they pose two challenges to the learning agent. First, such representations require the policy network to generate two completely different policies on similar inputs. Second, the major part of input space is occupied by long-distance values. Such values have little impact on obstacle avoidance, but it is necessary for the agent to collect enough training samples containing such values to enhance its performance in relatively open scenarios. To address these two issues, in this work, a novel input representation of LiDAR readings is proposed. The new representation can be obtained by using an input preprocessing (IP) approach named IPAPRec, which utilizes the adaptively parametric reciprocal function to process LiDAR input. With the new input representations, the DRL agents can learn much faster during training and can generalize better in unseen scenarios than their conventional counterparts. To sum up, the contributions of this work are as follows.

1) The limitations of the conventional input representations of LiDAR readings for DRL-based navigation have been proposed.
2) A novel IP approach named IPAPRec has been proposed to accelerate training and enhance the generalization capability of the DRL agent.
3) Extensive experiments have been carried out and the corresponding results have verified the high efficiency of our IPAPRec approach.

The rest of this article is organized as follows. The related works and preliminaries are introduced in Sections II and III, respectively. Afterward, we introduce our IPAPRec approach in Section IV, followed by model training and evaluation in Section V. The results of real-world experiments are presented in Section VI. Finally, Section VII concludes this article.

II. RELATED WORKS

Recently, DRL has been widely employed to solve mapless navigation problems for mobile robots. As the interaction between the robot and environment takes up most of the training time, improving the learning speed of the DRL agent has received the most attention in prior works. The most straightforward idea to speed up training is to improve the DRL algorithm, such as changing the deep deterministic policy gradient (DDPG) [27] algorithm to a more powerful algorithm named soft actor critic (SAC) [28], [29], adopting intrinsic reward to encourage the robot to explore more unvisited regions [20], or using asynchronous training [7]. These approaches are highly dependent on the development of DRL algorithms and are not specific to robot navigation.

To accelerate training in the context of solving robot navigation problems, transferring the expert skills to the DRL agent is a feasible option [2], [24]. For example, Pfeiffer et al. [2] used millions of expert data to pretrain the DRL agent in a supervised manner. With pretrained skills, the agent could learn faster than the agent purely trained with DRL. However, collecting good demonstrations requires extensive expert experience, thus the pretrained agent is limited to expert performance. Instead of collecting expert data, Xie et al. [19] verified that using some simple navigation controllers, such as a PID controller and an obstacle-avoidance controller, could facilitate the learning process through switching between the candidate conventional controllers and the DDPG controller.

When learning navigation skills with DRL, as previously introduced in Fig. 1, quick learners are not guaranteed to have good generalization performance in real-world scenarios. So far, only a few works have noticed and aimed to address this issue, and most of them utilize external controllers to assist the DRL agent’s decision-making. To achieve this, a high-level decision-maker needs to assess the current situation and activate the external controllers in cases when the DRL agents fail. For example, to avoid agents’ abnormal behaviors in open scenarios, the PID controller would replace the DDPG controller [23] when a current situation was considered safe (no obstacles nearby). However, choosing a feasible threshold for switching the controllers is nontrivial, which requires fine-tuning based on
the specific behavior of the DRL agent. Besides, by evaluating the uncertainty level of the policy network on the current observation, the high-level switch could monitor, where the DRL agent may fail. Once the model uncertainty reaches a high level, conventional controllers, such as the APF [6] controller, will take charge of the navigation task [8], [30]. Although a high model uncertainty can well predict the poor performance of the corresponding DRL agent, it does not mean that a confident DRL agent can perform correctly. For example, a poorly trained DRL agent may crash into obstacles with high confidence in scenarios similar to its training scenario. For a well-trained DRL agent, it does not mean that a confident DRL agent can perform correctly. For example, a poorly trained DRL agent may crash into obstacles with high confidence in scenarios similar to its training scenario.

III. PRELIMINARIES

A. Limitations of Conventional LiDAR Representations

The conventional representations of LiDAR readings are vectors containing raw laser scans or linearly normalized laser scans. Without loss of generality, as shown in Fig. 2, we refer to raw LiDAR readings as \( d = [d_1, d_2, \ldots, d_n] \), where \( d_i \in [D_i^{\text{min}}, D_i^{\text{max}}] \) is the \( i \)th measured distance value. \( D_i^{\text{max}} \) denotes the maximum measuring distance of the LiDAR sensor, which is a property of the LiDAR sensor and is the same for all laser scans. \( D_i^{\text{min}} \) denotes the minimum distance could be returned by the \( i \)th laser beam, which is decided by the geometry shape of the robot and the installation position of the LiDAR. To reduce the input dimension, the raw laser scans are commonly compressed into \( m \) values through 1-D min-pooling [2] as

\[
y_i = \min(d_{i,k}, d_{i,k+1}, d_{i,k+2}, \ldots, d_{i,k} + s_i) \quad (1)
\]

where \( s_i \) is the sampling window size (\( k = 1 \) means min-pooling is not performed); \( y_i \in [Y_i^{\text{min}}, Y_i^{\text{max}}] \) is the \( i \)th min-pooled distance value (\( Y_i^{\text{min}} = \min(D_i^{\text{min}}(y_1), D_i^{\text{min}}(y_2), \ldots, D_i^{\text{min}}(y_m)) \)). We refer to the ref-pooled version as \( y = [y_1, y_2, \ldots, y_m] \) and the linearly normalized version of \( y \) as \( \mathcal{L}N(y) = [\mathcal{L}N(y_1), \mathcal{L}N(y_2), \ldots, \mathcal{L}N(y_m)] \), where \( \mathcal{L}N(y) : \mathbb{R} \rightarrow \mathbb{R} \) denotes a linear mapping. When \( y_i \) is close to \( Y_i^{\text{min}} \), the robot is considered to be too close to an obstacle, and the agent must focus on obstacle avoidance. We use a threshold \( Y_i^{T} \) to determine whether the distance value \( y_i \) is a short-distance value. If \( y_i < Y_i^{T} \), the distance value \( y_i \) is considered as a short-distance value, otherwise, it is considered as a long-distance value.

When learning navigation skills with \( y \) or \( \mathcal{L}N(y) \) as the input, the DRL agent faces two challenges. First, the agent is required to generate completely different outputs on similar laser scans, which is challenging for DNNs. Since the short-distance values in LiDAR readings indicate that there are obstacles nearby, small changes in such values may lead to completely different navigation strategies. For example, as shown in Fig. 3, the laser scans in Fig. 3(a) are very similar to their counterparts in Fig. 3(b). If one of the observations has been used to train the agent, the well-trained policy network is expected to output a similar policy on the other observation, because the two observations are similar. However, the navigation strategies for the two robots differ a lot. The first robot should move through the obstacle gate, while the second one should bypass the gate. Similarly, when a robot navigates in a scenario more crowded than its training scenario, it may crash into obstacles based on the experience learned from a relatively open scenario.

Second, the major proportion of input space of LiDAR readings is occupied by the long-distance values. Due to the high-dimensional observation space, it is nontrivial for the agent to collect training samples covering the entire observation space during training. Moreover, to learn effective obstacle-avoidance skills, crowded scenarios are usually preferred for training the agent [18], [20]. Since these scenarios are crowded, collected observations may contain a small fraction of the full observation space. When tested in relatively open scenarios, the agent may fail to complete navigation tasks because the received LiDAR observations are outside the training distribution.

B. Problem Formulation

Due to the limitations of conventional input representations of laser scans, in this work, we aim to design a new input representation that can improve the generalization performance and speed up training of the DRL agent. Robot mapless navigation problem can be modeled as a sequential decision-making process. As shown in Fig. 4, a robot, carrying a 2-D LiDAR, is required to reach its goal location without colliding with obstacles. At step \( t \), the relative position of goal in robot coordinate frame...
part of this work is to find a representation $\mathbf{p}_t$ that can reduce the training steps and the $\mathbf{p}_t$-conditioned optimal policy $\pi'$ that can maximize the discounted total rewards $G_t = \sum_{t=\tau}^{T} \gamma^{t-\tau} r_{\tau}$, where $\gamma \in [0, 1)$ is a discount factor. In this article, $c_1 = 2$, $r_s = 10$, $r_c = -10$ and $\lambda = 0.99$.

### C. Soft Actor Critic

In this article, SAC is chosen as the DRL algorithm for learning navigation skills, because of its superior performance in DRL-based robot navigation [29]. It aims to maximize the entropy-regularized expected discounted cumulative reward. In SAC, the Q-function $Q^\pi(x, a)$ denotes the expected return from performing action $a$ on input $x$

$$Q^\pi(x, a) = \mathbb{E}_{\pi} \left[ G_{t=0} + \alpha \sum_{t=0}^{T} \gamma^t H(\pi(x_t)) \mid x_0 = x, a_0 = a \right]$$

where $H(\pi(x_t)) = -\int_{\mathcal{A}} \pi(a|x_t) \log \pi(a|x_t) da$ denotes the entropy of the action; the factor $\alpha > 0$ controls the contributions of the discounted cumulative reward and the entropy. SAC utilizes two critic (Q) networks (parameterized by $\phi_1$ and $\phi_2$) to approximate the Q value. As an off-policy DRL algorithm, it holds a replay buffer $\mathcal{B}$ to save the past state transitions $(x, a, r, x', d)$, where $d \in \{0, 1\}$ is the termination signal. Sampling a mini-batch $\mathcal{M}$ from the replay buffer, the loss function $L(\phi_{1,2})$ for the Q function is

$$L(\phi_{1,2}) = \frac{1}{|\mathcal{M}|} \sum_{(x,a,r,x',d) \in \mathcal{M}} \left( Q(x,a|\phi_{1,2}) - \tilde{Q}(x,a) \right)^2$$

$$\tilde{Q}(x,a) = r + \gamma (1-d) \left( \min_{j=1,2} Q(x', \bar{a}^j|\phi_j) - \alpha \log \pi(\bar{a}'|x') \right)$$

where $\tilde{Q}(x,a)$ denotes the target Q value, and $\bar{a}'$ is sampled from $\pi(\cdot|x')$. The policy network is optimized to minimize the following loss function $L(\theta)$

$$L(\theta) = \frac{1}{|\mathcal{M}|} \sum_{x \in \mathcal{M}} \left( \alpha \log \pi(\bar{a}|x, \theta) - \min_{j=1,2} Q(x, \bar{a}|\phi_j) \right).$$

During model training, the parameters of the critic and policy networks are updated to minimize $L(\phi_{1,2})$ and $L(\theta)$. In this article, $\alpha = 0.01$ and $|\mathcal{M}| = 100$.

### IV. APPROACH

The overall scheme of proposed approach is shown in Fig. 5. As shown, the laser scans are first preprocessed by IPAPRec. Afterward, the preprocessed LiDAR representations, goal position, and robot velocities are sent to policy and critic networks for decision making.

#### A. IP of Laser Scans

In this work, we focus on designing an efficient input representations of LiDAR readings that can alleviate the detrimental effects of the conventional representations. To achieve this, an element-wise IP function $P_i(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is utilized to map each $y_i$ to $P_i(y_i)$. With threshold $Y_i^T$ (see Section III-A), we introduce a ratio $P^\text{PoS}(P_i(y_i))$ named PoS (proportion of short-distance range) to weigh the proportion of the short-distance range on the whole measuring range of $y_i$ in the space mapped by $P_i(\cdot)$ as follows:

$$\rho^\text{PoS}(P_i(y_i)) = \frac{P_i(Y_i^T) - P_i(Y_i^\text{min})}{P_i(Y_i^\text{max}) - P_i(Y_i^\text{min})}.$$

When no preprocessing or linear mapping $L(\cdot)$ are performed, $\rho^\text{PoS}(y_i) = \rho^\text{PoS}(L(y_i)) = \frac{Y_i^T - Y_i^\text{max}}{Y_i^\text{max} - Y_i^\text{min}}$. PoS can well reflect two characteristics of the LiDAR input. First, a small PoS value indicates the proportion of short-distance values in $P_i(y_i)$ is small, which results in relatively little difference between two short-distance values and makes it difficult for DNNs to differentiate such a small difference. Second, a small PoS value indicates the range of long-distance values in $P_i(y_i)$ is large, which suggests more training data containing various long-distance values are needed for maintaining the agent’s performance in relatively open scenarios. Therefore, increasing the PoS value can help address two issues of conventional input representations presented in Section III-A.

To increase the PoS value of the distance representation, the following two conditions of $P_i(y_i)$ are proposed:

$$|P_i'(y_i)| > 0$$

$$P_i''(y_i) P_i''(y_i) < 0.$$
These two conditions ensure \( \rho_{\text{pos}}(P_i(y_i)) > \rho_{\text{pos}}(y_i) \), and the corresponding proof is as follows:

\[
\rho_{\text{pos}}(P_i(y_i)) = \left| \frac{\mathcal{P}_i(Y_i^T) - \mathcal{P}_i(Y_i^{\text{min}})}{\mathcal{P}_i(Y_i^{\text{max}}) - \mathcal{P}_i(Y_i^{\text{min}})} \right|
\]

\[
= \left| \frac{\int_{Y_i^{\text{min}}}^{Y_i^{\text{max}}} P_i'(\delta) d\delta}{\int_{Y_i^{\text{min}}}^{Y_i^{\text{max}}} P_i'(\delta) d\delta} \right|
\]

\[
= \left| \frac{1}{1 + \left| \frac{\int_{Y_i^{\text{min}}}^{Y_i^{\text{max}}} P_i'(\delta) d\delta}{\int_{Y_i^{\text{min}}}^{Y_i^{\text{max}}} P_i'(\delta) d\delta} \right|} \right|
\]

\[
> \left| \frac{1}{1 + \left| \frac{\int_{Y_i^{\text{max}}}^{Y_i^{\text{max}} - Y_i^{\text{min}}} P_i'(\delta) d\delta}{\int_{Y_i^{\text{max}}}^{Y_i^{\text{max}} - Y_i^{\text{min}}} P_i'(\delta) d\delta} \right|} \right|
\]

\[
= \left| \frac{\int_{Y_i^{\text{max}}}^{Y_i^{\text{max}} - Y_i^{\text{min}}} P_i'(\delta) d\delta}{\int_{Y_i^{\text{max}}}^{Y_i^{\text{max}} - Y_i^{\text{min}}} P_i'(\delta) d\delta} \right|
\]

\[
= \rho_{\text{pos}}(y_i). \tag{8}
\]

Since \( \rho_{\text{pos}}(P_i(y_i)) > \rho_{\text{pos}}(y_i) \), the proportion of long-distance values in the preprocessed representation \( P_i(y_i) \) is smaller than its counterpart in the conventional representation of \( y_i \). Accordingly, fewer training samples containing long-distance values are needed. Moreover, after mapped by \( P_i(\cdot) \), the differences between the preprocessed inputs have the following characteristics:

\[
|P_i(y_i + \Delta y) - P_i(y_i)| \gg |P_i(y_i + \Delta y) - P_i(y_i)| \tag{9}
\]

where \( y_i \) and \( y_{i,1} < y_{i,2} \) are two valid distance values in \( y_i \), and \( \Delta y \) is the distance interval. As shown, after mapped by \( P_i(\cdot) \), the difference between two shorter distance values in \( y_i \) is magnified relative to the difference between two longer distance values. Therefore, this characteristic makes it easier for policy networks to learn different policies from the preprocessed representations of two LiDAR readings with similar small distance values.

Fortunately, many functions satisfy the two conditions presented in (7). In this work, three common functions, i.e., exponential function \( P_i^E(\cdot) \), logarithmic function \( P_i^L(\cdot) \), and reciprocal function \( P_i^R(\cdot) \), are chosen as the IP functions and as follows:

\[
p_i^E = P_i^E(y_i) = \lambda_i^y \tag{10}
\]

\[
p_i^L = P_i^L(y_i) = \ln(y_i - \eta_i) \tag{11}
\]

\[
p_i^R = P_i^R(y_i) = \frac{1}{y_i - \beta_i} \tag{12}
\]

where \( p_i^E, p_i^L, \) and \( p_i^R \) denote the preprocessed value of \( y_i \); \( \lambda_i \in (0, 1) \) and \( \eta_i, \beta_i \in (-\infty, Y_i^{\text{min}}) \) are parameters of these IP functions. We refer to \( p = \{p_1, p_2, \ldots, p_m\} \) as the preprocessed LiDAR input.

### B. Automating IP Function Adjustment

For \( P_i^E(\cdot), P_i^L(\cdot) \) and \( P_i^R(\cdot) \), the suitable function parameters \( \lambda_i, \eta_i, \) and \( \beta_i \) can be obtained by trial and error, but this is quite time-consuming. Instead of setting these parameters through trial and error, we can automate this procedure by treating those parameters as trainable variables and learning them through training. Without loss of generality, we refer to the IP function with trainable parameters as \( P_{\eta_i}(\cdot) \), where \( \eta_i \) denotes trainable parameters. The parameters of the critic and policy networks are rewritten as \( \theta = \theta \cup \eta_i \) and \( \phi_{1,2} = \phi_{1,2} \cup \eta_i \), and the gradient for updating the critic networks is

\[
\nabla_{\phi_{1,2}} \mathcal{L}(\phi) = \nabla_{\phi_{1,2}} \frac{1}{|M|} \sum_{(s,a,r,s') \in M} \left( Q(s,a) - Q(s,a) \right)^2 . \tag{13}
\]

Besides, the gradient for updating the policy network is

\[
\nabla_{\theta} \mathcal{L}(\theta) = \nabla_{\theta} \frac{1}{|M|} \sum_{x \in M} \left( \alpha \log \pi(a|x, \theta) - \min_{j=1,2} Q(x, a) \right) . \tag{14}
\]

Using (13) and (14), the optimal parameters of these IP functions can be learned simultaneously with the optimal policy.

### C. Neural Network Models

To assess the effect of the proposed IP approach on different neural network structures, three public neural network models shown in Fig. 5, namely Model_0 [2], Model_1 [7], Model_2 [23], were selected for training. As shown, these three models contain two fully connected (FC) Model and one convolutional-neural-network (CNN) model. Besides, a four-layer FC model [Model_3, see Fig. 5(d)] with leaky rectified linear unit (LReLU) as activation function is presented. Its policy is regularized by Dropout, which helps to enhance the generalization performance of the DRL agent [33]. With the specific network structure and SAC algorithm, the DRL agent can learn to navigate in simulation, and its training procedure is given in Algorithm 1.

### V. IMPLEMENTATION AND TESTS IN SIMULATION

In this section, we evaluated the proposed IP approaches using three case studies. First, we trained a circular robot to navigate in a relatively open scenario. In this case, the LiDAR was mounted on the top center of the robot, and hence all distance values shared the same IP function. Second, we trained a rectangular robot to navigate in a complex scenario. In this case, the IP function is unique for the distance value measured from each direction, which is more common in real-world applications. Finally, we trained a circular robot to navigate in a challenging scenario, and the learned navigation controller would be directly deployed to a real robot for real-world testing. The descriptions of all the IP functions used in the following case studies are summarized in Table I. The learning rates for actor and critic networks were both 10^{-3}; the initial value of IPAPRec trainable parameter \( \beta_i = 0 \); the number of episodes for choosing random action was 100.

The DRL agent for the mobile robot was trained in simulation environments built on ROS Stage [15], a commonly used simulator for mobile robots. Each training scenario was generated...
using a 2-D map, with black areas representing areas occupied by obstacles. In the simulated scenario, a robot model was built, and the collision checker constantly monitored the robot for collisions with obstacles. At each time step, the DRL agent received the laser scans from the 2-D LiDAR, and the DNN controller output the control command, i.e., the linear and angular velocities, to the robot. Afterward, the robot performed the command and received a reward based on the reward function. The control frequency of the robot was 5 Hz, and the maximum time steps per episode $T_{\text{max}}$ was 200.

### A. Case Study 1: Training a Circular Robot to Navigate

In the first case study, we evaluated our IP approaches by training a circular robot to navigate. As shown in Fig. 6, the training scenario Env_0 [2] was a $10 \times 10$ m² room, which contained multiple thin obstacles. In this room, a simulated differential robot (the black circle), with a radius of 0.2 m, learned how to reach its target (the red circle). Its maximum linear and angular velocities were 0.5 m/s and $\pi$ rad/s, respectively. It carried a 2-D LiDAR on the top center for obstacle detection. The LiDAR had a FOV, angular resolution and scanning range of 270°, 0.25° (1080 laser beams) and 30 m, respectively. For the DRL agent, its DNN model was Model_0 given in Fig. 5(a), and the input size of laser scans was reduced to 36 through min-pooling.

At the beginning of each episode, the agent started from a randomly chosen obstacle-free location. Each episode terminated once the robot reached its goal, hit obstacles, or timed out. For evaluation, every 5000 training steps, the agent was required to perform 50 different tasks in Env_0 and in each unseen testing scenario, namely Env_1, Env_2, and Env_3 (see Fig. 7), respectively. Env_1 was an empty room, Env_2 was an office-like room and Env_3 was a room with high obstacle density. These three scenarios differed widely in the degree of crowdedness. Env_1 was chosen to investigate whether the agent can choose near-optimal paths during the goal-reaching process, while Env_2 and Env_3 were used to test the obstacle-avoidance performance of the DRL agent. The number of total training steps and replay buffer size were both 10^5.

Three adaptively parametric IP functions, i.e., IPAPExp, IPAPLog and IPAPRec (see Table I), were implemented to preprocess the LiDAR input. For comparison, two conventional IP methods named Raw and LNorm were also implemented. LNorm [7] linearly compressed the distance range into [0,1] as follows:

$$L_N(y_i) = \frac{y_i}{y_{i,\text{max}}}. \tag{15}$$

In addition, a normalized version of IPAPRec, namely IPAPRecN, was implemented as follows:

$$P_{\text{R}}^N(y_i) = \frac{y_{i,\text{min}} - \beta_i}{y_i - \beta_i}. \tag{16}$$

Each model was trained five times using different random seeds to assess the stability of the learning algorithm. The metric used for evaluation was the success rate of the agent in 50 runs in each scenario, and the learning curves were plotted in Fig. 8. As shown, all the proposed IP approaches outperformed the two conventional approaches in terms of success rate. Among the three IP approaches, IPAPRec performed the best in all scenarios: it achieved the highest success rate and learned the fastest. Hence, we chose IPAPRec as our default IP approach in the following two cases studies.

### B. Case Study 2: Training a Rectangular Robot to Navigate

In this case study, we evaluated the performance of our IPAPRec/IPAPRecN approaches in a more general case, i.e., training a rectangular robot to navigate. As the robot was rectangular and the LiDAR was mounted on the top front of the robot ($y_l = 0.1$ m, see Fig. 2), the minimum measuring range $D_{\text{min}}$ and its min-pooled value $Y_{i,\text{min}}$ varied with the direction index $i$. Hence, the parameter $\zeta_i$ of each IP function $P_{\zeta_i}(\cdot)$ was unique for each $y_i$ in this case. As shown in Fig. 9, the training scenario was Env_4 [19], and the robot had the same size as the Pioneer3-DX robot, with a size of 0.455 $\times$ 0.381 m². The equipped LiDAR had a FOV, angular resolution, and scanning range of 240°, 0.47° (512 laser beams) and 5.6 m, respectively. The speed limits of the

### Algorithm 1: Learn to Navigate with Adaptively Parametric IP

1. Initialize parameters of policy network (with trainable IP parameters) $\theta$, parameters Q-value function (with trainable IP parameters) $\hat{\phi}_1, \hat{\phi}_2$, empty replay buffer $B$ ;
2. for episode = 1, 2, ..., do
   1. Reset the training environment and initialize $t = 0$;
   2. Obtain initial observation $x_0$;
   3. while $t < T_{\text{max}}$ and not terminate do
     1. if training then
     2. Sample action $a_t = \pi_{\theta}(x_t)$;
     3. else
     4. Sample a random action $a_t$;
   5. end
   6. Execute $a_t$ in simulation;
   7. Obtain next observation $x_{t+1}$, reward $r_t$ and the termination signal $d_t$ in $B$;
   8. Store $\{x_t, a_t, r_t, x_{t+1}, d_t\}$ in $B$;
   9. if training then
   10. Sample a mini-batch $M$ from $B$;
   11. Update $\hat{\phi}_1, \hat{\phi}_2$ using (13);
   12. Update $\theta$ using (14);
   13. end
   14. end
end

### Table I

| IP Methods | Descriptions |
|------------|--------------|
| Raw        | Raw laser scans |
| LNorm      | Linearly normalized into [0, 1], see (15) |
| IPAPExp    | IP with adaptively parametric exponential function, see (10) |
| IPAPLog    | IP with adaptively parametric logarithmic function, see (11) |
| IPAPRec    | IP with adaptively parametric reciprocal function, see (12) |
| IPAPRecN   | Normalized version of IPAPRec, see (16) |
Fig. 6. Neural network architectures used for evaluating the IP approaches. (a) Model 0 [2]. (b) Model 1 [7]. (c) Model 2 [23]. (d) Model 3.

Fig. 7. Simulated scenarios used for training. (a) Env_0 [2]: the simulated scenario used in Case Study 1. (b) Env_4 [19]: the simulated scenario used in Case Study 2. (c) Env_5: the simulated scenario used in Case Study 3.

Fig. 8. Simulated scenarios used for testing, namely Env_1, Env_2 [2], and Env_3 [9] (left to right).

Fig. 9. Learning curves of DRL agents trained in Env_0 with Model_0 using different IP functions.

Fig. 10. Learning curves of DRL agents trained in Env_4 with Model_1 using different IP functions.

robot remained the same as in the first case. The adopted DNN model was Model_1 [see Fig. 5(b)], where the input size of laser scans was reduced to 32 by min-pooling. With this model, four IP approaches, i.e., Raw, LNorm, IPAPRec, and IPAPRecN, were implemented and evaluated.

The training and testing details were the same as in the first case, except the room size of Env_3 was increased into 10 \times 10 m^2 due to the increased size of the new robot. As shown in Fig. 10, at the end of training, all approaches achieved a success rate close to 100% in the training scenario. However, in the testing scenarios, only our IPAPRec and IPAPRecN approaches maintained the high performance.

As 1-D CNN structures were also commonly used in DRL-based navigation [18], [23], we also investigated the effect of our IPAPRec/IPAPRecN approaches on 1-D CNN models. Following [23], the adopted 1D CNN model was Model_2 [see Fig. 5(c)]. Its LiDAR input was stacked laser scans received from the last three measures with a format of $[3, m]$, where $m$ is the number of laser beams. For CNN models, the value of $m$ is usually greater than their counterparts in FC models. Hence, in this case, $m$ was set as 512 (without min-pooling, the same as [23]) and 128 (a min-pooled version), respectively.
Fig. 11. Learning curves of DRL agents trained in Env_4 with Model_2 using different IP functions.

Fig. 12. Learning curves of DRL agents trained in Env_5 with Model_3 using different IP functions, DWA and APF.

The training and testing details were the same as for Model_1. As shown in Fig. 11, for CNN models, our IPAPRecN (128) approach performed the best, which was the only one that achieved 100% success rate in Env_1 and more than 80% success rate in Env_2 and Env_3.

C. Case Study 3: Training a Robot to Navigate in a Complex Scenario

In this case study, we trained a DRL agent with the capability to navigate in real-world crowded scenarios. The robot and LiDAR used were the same as in Case Study 1. Due to the relatively simple training scenario in Case Study 1, the DRL agent failed to collect enough samples covering the crowded situation and performed relatively poorly in unseen crowded scenarios such as Env_3. To improve the agent’s performance in crowded scenarios, we designed a challenging training scenario, i.e., Env_5 (see Fig. 12), which was much more crowded than Env_0. Besides, to help enhance the agent’s generalization capability, we used the four-layer FC model, i.e., Model_3, with dropout-based policy regularization [33]. For this model, the input size of laser scans was reduced to 30 through min-pooling. With this model, four IP approaches, i.e., Raw, LNorm, IPAPRec, and IPAPRecN, were implemented and evaluated. In addition, we compared them with two traditional local-planning methods, namely DWA and APF.

The training and testing details were the same as in the first case, except that the replay buffer size, the total number of training steps, and model testing period were increased to $2 \times 10^5$, $2 \times 10^5$, and $10^4$ steps, respectively. The learning curves are plotted in Fig. 12. Since DWA and APF did not need training, their success rates in each test scenario remained unchanged with the increase of training steps. As shown, both IPAPRec and IPAPRecN outperformed their conventional counterparts in terms of success rate and learning speed in all scenarios. It is noteworthy that IPAPRec and IPAPRecN achieved over 80% success rate in Env_3 due to the complex training scenario and new DNN model, which was a great improvement compared to Case Study 1. Compared with APF and DWA, IPAPRec achieved much higher success rates in complex scenarios, such as Env_3 and Env_5. To investigate the specific navigation behavior of the DRL agents in the open scenario, the trajectories of agents trained with Raw and IPAPRec were plotted in Fig. 13. As shown, in the empty scenario, the agent trained with IPAPRec navigated with near-optimal paths (straight lines). In sharp contrast, the agent trained with Raw chose much longer paths and sometimes even circled around the targets, which
was consistent with the observations in [23]. In addition, we tested the agents trained with Raw and IPAPRec in the scenarios introduced in Fig. 3. As shown in Fig. 14(a), the agent trained with Raw moved through the obstacle gate and reach its target, but it also tried to move through the narrow obstacle gate in the other scenario [see Fig. 14(b)] and crashed into the obstacle. In contrast, the agent trained with IPAPRec could well distinguish the difference between the two scenarios and successfully completed the two tasks.

D. Overall Performance Comparison

In this section, we summarized the effect of IPAPRec and IPAPRecN on the DRL agents using the results obtained from the above three case studies. The DNN models to be evaluated are Model_0, Model_1, Model_2 ($m = 128$), and Model_3. Two metrics named maximum success rate (MSR) and maximum average navigation score (MANS) were utilized to evaluate the agent’s navigation performance. MSR denotes the agent’s maximum success rate during training. It measures the proportion of tasks that can be solved by the agent. MANS represents the maximum average navigation score received by the agent during training, and the score function [9] is as follows:

$$S = \begin{cases} 1 - \frac{T_s}{T_{max}}, & \text{if success} \\ -1, & \text{otherwise} \end{cases}$$

(17)

where $T_s$ denotes the navigation steps spent by the agent. This metric takes into account both navigation time and task completion, which provides a good measure of how fast an agent can complete a task. The comparison results based on these two metrics are summarized in Table II. As shown, the agents trained with IPAPRec and IPAPRecN substantially increased the MSR and MANS values of their conventional counterparts in all cases. On average, in testing scenarios, IPAPRecN increased the success rate of the agents trained with Raw from 62.2% to 90.3%, which is a remarkable improvement. It is noteworthy that IPAPRecN showed a significant advantage when integrated with CNN models, while IPAPRec demonstrated great performance improvement in terms of MANS for cases using FC models.

VI. REAL-WORLD PERFORMANCE EVALUATION

In this section, we evaluated the real-world performance of the DRL model trained with our IPAPRec method. The model used for testing was Model_3 (IPAPRec) introduced in Case Study 3 (see Section V-C), because it achieved the highest MANS in simulation. For comparison, Model_3 (Raw) was selected as the benchmark.

A. Hardware Setup

As shown in Fig. 15, the robot used for testing was the Turtlebot2 robot. Its sensors and on-board computer are listed as follows:

1) LiDAR: The adopted LiDAR was Hokuyo UTM-30LX LiDAR. It had a FOV of 270°, a maximum measuring range of 30 m, and an angular resolution of 0.25°.

2) Target localization: Since we did not have a target localization sensor, such as the UWB localization system used in [23], the same as [7], [19], we prebuilt a map of the testing scenario for target localization. Specifically, we used ROS GMapping [34] to build a map of the testing scenario and used ROS AMCL [35] to localize the robot in this map. The target position in robot frame could be calculated using robot and goal coordinates in the map. It should be noted that this map was only used to calculate the target position and was not utilized for motion planning.

3) On-Board Computer: The on-board computer was a laptop with an i7-7600 U CPU. GPU was not used.

B. Testing Scenarios and Task Description

The robot was tested in three real-world scenarios shown in Fig. 16. The three scenarios, including a crowded indoor scenario, a corridor scenario and an outdoor scenario, differed widely in the degree of crowdedness and were good choices to evaluate the generalization performance of the DRL agents. In each testing scenario, as shown in Fig. 17, the robot started from the point “S” and needed to reach several targets in succession. The targets were labeled as “G_i” and marked with red crosses markers on the floor (see Fig. 16). After reaching one target, the robot would wait for two seconds to show it successfully reached this target rather than occasionally traversing this target when moving to the other target. If the robot failed to reach its target in the former task, it would be placed at the former target point and faced the new target before the new task started.
Fig. 16. Real-world testing scenarios. (a) REnv_0: a crowded indoor scenario; (b) REnv_1: a corridor scenario; (c) REnv_2: an outdoor scenario.

Fig. 17. Trajectories of robot trained with Raw and IPAPRec when tested in indoor, corridor and outdoor scenarios. The experimental videos can be found in the supplementary file or in https://youtu.be/slRbEXioGd4. (a) Raw in REnv 0. (b) IPAPRec in REnv 0. (c) Raw in REnv 1. (d) IPAPRec in REnv 1. (e) Raw in REnv 2. (f) IPAPRec in REnv 2.

C. Experimental Results

The robot trajectories and testing results are plotted in Fig. 17 and summarized in Table III, respectively. As shown, trained with IPAPRec, the DRL agent completed all the tasks in the three scenarios and the resulted trajectories were near-optimal and smooth. In shape contrast, the agent trained with Raw crashed in the crowded scenario REnv_0 (G1 → G2), generated jagged trajectories in REnv_1 and failed to reach its destinations in REnv_2. Moreover, as shown in Table III, compared to Model_3 (Raw), the total navigation time and distance were considerably reduced when IPAPRec is applied. Furthermore, we assessed the agility of the robot controlled by Model_3 (IPAPRec). As shown in the videos, dynamic obstacles would suddenly appear in front of the robot during its navigation, and the robot could quickly respond to unforeseen changes and successfully completed the tasks.

VII. Conclusion

In this work, we discuss why conventional input representation of LiDAR readings can cause performance degradation of DRL agents and propose IPAPRec/IPAPRecN approaches to address this issue. With the LiDAR representations processed by IPAPRec/IPAPRecN, the DRL agent can learn navigation skills efficiently. Extensive experiments have been carried out, and the comparison results verify that the IPAPRec/IPAPRecN approaches can significantly increase the learning speed of the DRL agent and substantially enhance the agent’s performance in unseen crowded or open scenarios. In testing scenarios, IPAPRecN improves the highest success rate from 62.2% to 90.3%. Due to the excellent performance and ease of implementation, in the future, we plan to apply our IPAPRec method to robots navigating in 3-D scenarios, such as quadrotors.

TABLE III

| Metric   | In REnv_0 | In REnv_1 | In REnv_2 |
|----------|-----------|-----------|-----------|
| TND (m)  | 13.6      | 35.9      | 29.7      |
| TNT (s)  | 37.9      | 105.9     | 68.0      |
| NCT      | 4         | 4         | 0         |
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