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Abstract

The effectiveness of predicting the dynamics of the coronavirus pandemic for Russia as a whole and for Moscow is studied for a two-year period beginning March 2020. The comparison includes well-proven population models and statistic methods along with a new data-driven model based on the LSTM neural network. The latter model is trained on a set of Russian regions simultaneously, and predicts the total number of cases on the 14-day forecast horizon. Prediction accuracy is estimated by the mean absolute percent error (MAPE). The results show that all the considered models, both simple and more complex, have similar efficiency. The lowest error achieved is 18% MAPE for Moscow and 8% MAPE for Russia.
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Introduction

Over the past two years, the coronavirus itself has mutated, the strength of its virulence has changed due to vaccination, which has led to a change in the dynamics of the pandemic and therefore requires additional study of the accuracy of prediction models.

The literature presents a number of methods to solve this problem based on SIR or SEIR models [1, 2, 3] and their modifications [4, 5, 6, 7], statistical models like ARIMA and Holt’s trend models [8, 9, 10], regression type of machine learning models [11, 12], and its combinations [13, 14, 15]. For a number of countries, such as USA and Japan, available data by regions, population composition, migration and quarantine decisions gave possibility to build complex models [16].
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In our previous works [15, 17] on studying the accuracy level of predicting the dynamics of the pandemic for Russia as a whole and for individual regions, a comparative analysis of possible approaches was carried out using data for one year (2020-2021). It was shown that on the same initial data, machine learning models and population models have a relatively small advantage over statistical methods, and in cases of a limited amount of data, they are inferior to them. We therefore use statistical methods of time series forecasting as a baseline against which to compare. A number of papers explore different prediction depths: 7 days [18], 14 [17], 28 days [16]. Following the prior work of 2021 [17], the horizon of 14 days has been chosen for the forecast.

At the moment, time series of data on the Covid-19 pandemic dynamic for more than two years have been accumulated. This data allows for an extended assessment of the effectiveness of the predictive ability of models, taking into account the large variability in the dynamics of the pandemic. Based on the accumulated history, this paper analyzes the current level of accuracy of some newly-proposed models and some well-proven models for forecasting the dynamics of Covid-19 development for Russia [17] and Moscow [15].

1. Data

We used statistical data on the number of cases, recoveries and deaths taken from the Yandex DataLens project\(^1\) for the period from March 2021 to February 2022. The final data set contains values for 706 days from 03/12/2020 to 02/16/2022 for 85 regions (Federal subjects) of Russia and Russia as a whole.

In order to evaluate the efficiency of the prediction methods at various stages of the epidemic and on regions with different population and different scale of the epidemic, the data was preprocessed as follows:

- the data – time-series of the numbers of Covid-19 cases, recoveries, and deaths – was normalized per 100 thousand population as \( v_{\text{norm}} = v \cdot 10^5 / P_{\text{region}} \), where \( v \) is the value for the current day, \( P_{\text{region}} \) is the population of the region taken from the Yandex DataLens;
- the observation duration available in the dataset was divided into 5 parts (folds) of equal duration, out of which 4 splits into training and testing data are formed. The separation was performed in the data-accumulating manner for the training part, as shown in Figure 1: when some fold is chosen for testing, all preceding ones are used for training.

\(^{\text{1}}\) Yandex DataLens project: https://datalens.yandex.ru/
2. Methods

2.1. Statistical model

We used the Holt-Winters exponential smoothing method from the “statsmodels” library\(^2\) (with the following parameters: trend = additive, damped_trend = true, seasonal = None, seasonal_periods = None, use_boxcox = true), which proved itself efficient on the data from the first year of the pandemic [15, 17]. The output of prediction was the total number of new Covid-19 cases over 14 days. Two ways of applying exponential smoothing to obtain the prediction output have been tested:

- take the numbers of new cases for each day from the training part as input, predict the number of new cases for the 14 days ahead, and sum up the predicted values (further referred to as ES\(_{\text{daily}}\));
- take as input the total number of new cases over 14 days for each 14-day interval from the training part, and predict the total number of cases for the 14 days ahead (further referred to as ES\(_{\text{sum}}\)).

2.2. Population models

We use two population models, Susceptible-Infected-Removed (SIR) and Susceptible-Exposed-Infected-Removed (SEIR).

In the SIR model, the dynamics of the numbers of susceptible \(S\), infected \(I\), and recovered and dead \(R\) is defined by Equations 1.

\[
\begin{align*}
\frac{dS}{dt} &= -\frac{\beta IS}{N}, \\
\frac{dI}{dt} &= \frac{\beta IS}{N} - \gamma I, \\
\frac{dR}{dt} &= \gamma I
\end{align*}
\]

(1)

Here the total population \(N = S + I + R\) is taken equal to the population of the region, which equals \(10^5\) after the preprocessing described in Section 1. The propagation rate \(\beta\) and the recovery rate \(\gamma\) are calculated from the dynamics of \(S\), \(I\), and \(R\) on the last day \(t\) before the starting date of the prediction, by applying Equations 1 with the time step of 1 day (see Equations 2).

\[
\begin{align*}
S(t) - S(t-1) &= -\frac{\beta I(t-1)S(t-1)}{N}, \\
I(t) - I(t-1) &= \frac{\beta I(t-1)S(t-1)}{N} - \gamma I(t-1), \\
R(t) - R(t-1) &= \gamma I(t-1),
\end{align*}
\]

(2)

The values of \(S\), \(I\), and \(R\) for the days \(t\) and \(t-1\) are obtained from the statistical data (preprocessed as described in Section 1): \(R(t)\) is the sum of the cumulative numbers of recovered and deceased accumulated by the day \(t\), \(I(t)\) is the cumulative number of cases by the day \(t\) minus \(R(t)\), and \(S(t) = N - I(t) - R(t)\).

As a result of iterative application of Equation 2, the values of \(S\), \(I\), and \(R\) for the days following \(t\) are calculated. The predicted number of new cases over the next 14 days was defined as \(S(t+1) - S(t+15)\). This model is further referred to as SIR\(_{\text{static}}\).

As a basic model for comparison, we also use the modified SEIR model that was previously successfully applied to data from March 2020 to February 2021 [15]. In this model, \(\beta = R_0(t) * \gamma\), where \(R_0(t)\) is predicted by a regression

\(^2\) https://www.statsmodels.org/stable/
2.3. ML model

The proposed model was based on an architecture consisting of a combination of Long short-term memory (LSTM) and fully connected (FC) layers (see Figure 2). The input for the model was a vector of numbers of new daily cases during the preceding 28 days, additionally divided by 1000, and the region identifier, which was processed by the vector representation layer (Embedding). The output was the total number of cases in 14 days divided by 1000.

The model was trained on data from all regions of Russia and Russia as a whole, which was considered as a separate region. For validation, 20% samples randomly selected from the training dataset were used. The MSE was used as the loss function. Such an organization of the learning process has made it possible to build a single predictive model for all regions. However, for subsequent comparison, this model was adjusted for the target region, which determines the boundaries of the division into training and test parts when implementing the cross-validation procedure. This was due to the different start of data collection in different regions.

The best performance was shown by the model with the following combination of hyperparameters: 2 neurons of the LSTM layer, 6 values of embedding layer for vectorization of the region index, 8 neurons with a hyperbolic tangent activation function in a fully connected layer, 1 neuron with a linear activation function in the output layer, as well as parameters batch_size = 21, learning_rate = 0.003, optimizer: Adam. TensorFlow version 2.6 was used to implement the model.

3. Experiments and results

In this work, the forecast accuracy was estimated using the Mean Absolute Percentage Error (MAPE) metric:

\[
MAPE = \frac{100}{n} \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right|,
\]

where \( n \) is the number of days in the test part, \( A_t \) and \( F_t \) are true and predicted values of the total 14-day number of cases (preprocessed as described in Section 1) for the day \( t \).

Tables 1 and 2 present the accuracies for Russia and Moscow by the MAPE metric. The “Fold” columns present accuracies calculated for the testing parts of the corresponding folds. The “Mean” columns present accuracies calculated for the concatenation of the predicted time series of the testing parts from all folds. For the column “Mean Mar 2020 - Feb 2022”, the models were trained and tested on the folds depicted in Figures 3 and 4, while for the column

---

3 https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVR.html
Table 1. MAPE of prediction of Covid-19 cases for Russia

| Method     | 2020-2022 | Mean (Mar 2020 - Feb 2021) | Mean (Mar 2020 - Feb 2022) |
|------------|-----------|---------------------------|---------------------------|
|            | Fold_1    | Fold_2        | Fold_3 | Fold_4 |                   |                   |
| SEIR SVR   | 9         | 6            | 8       | 17      | 9                 | 10                |
| SIR_static | 9         | 7            | 9       | 14      | 9                 | 10                |
| ES_daily   | 6         | 6            | 8       | 14      | 6                 | 8                 |
| ES_sum     | 6         | 5            | 8       | 14      | 6                 | 8                 |
| LSTM.FC    | 32        | 18           | 7       | 16      | 16                | 18                |

Table 2. MAPE of prediction of Covid-19 cases for Moscow

| Method     | 2020-2022 | Mean (Mar 2020 - Feb 2021) | Mean (Mar 2020 - Feb 2022) |
|------------|-----------|---------------------------|---------------------------|
|            | Fold_1    | Fold_2        | Fold_3 | Fold_4 |                   |                   |
| SEIR SVR   | 16        | 22           | 25     | 29      | 16                | 23                |
| SIR_static | 18        | 18           | 21     | 29      | 18                | 21                |
| ES_daily   | 13        | 15           | 20     | 26      | 15                | 18                |
| ES_sum     | 13        | 14           | 19     | 27      | 15                | 18                |
| LSTM.FC    | 36        | 16           | 16     | 23      | 30                | 23                |

“Mean Mar 2020 - Feb 2021”, the models were trained and tested on the data from March 2020 to February 2021 divided into 4 folds in the same way.

Examples of the predictive ability of models are presented in Figures 3 and 4.

The tables show that, though all models show similar accuracy, LSTM.FC is inferior to other models during the first fold, probably because of the lack of training data, but can compete with other models on later folds.

4. Conclusion

The calculations carried out on the data set accumulated by today demonstrate the stability of the prediction accuracy relative to the first year. The error level of forecasting the total number of new cases over 14 days for Moscow and Russia is 18% MAPE and 8% MAPE, respectively. The achieved values are in agreement with those shown in foreign sources: for example, the average forecast of cases in the US states for 28 days is 37.8%. The use of more complex models (SEIR SVR with time-varying parameters, LSTM.FC trained on data from all regions) does not lead to a meaningful increase in prediction accuracy compared to SIR with constant parameters and to exponential smoothing.
meaningful increase in prediction accuracy compared to SIR with constant parameters and to exponential smoothing.

Table 2. MAPE of prediction of Covid-19 cases for Moscow

Table 1. MAPE of prediction of Covid-19 cases for Russia

Russia is 18% MAPE and 8% MAPE, respectively. The achieved values are in agreement with those shown in foreign
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