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Abstract

Adversarial robustness is considered as a required property of deep neural networks. In this study, we discover that adversarially trained models might have significantly different characteristics in terms of margin and smoothness, even they show similar robustness. Inspired by the observation, we investigate the effect of different regularizers and discover the negative effect of the smoothness regularizer on maximizing the margin. Based on the analyses, we propose a new method called bridged adversarial training that mitigates the negative effect by bridging the gap between clean and adversarial examples. We provide theoretical and empirical evidence that the proposed method provides stable and better robustness, especially for large perturbations.

1. Introduction

Deep neural networks are vulnerable to adversarial examples, which are intentionally perturbed to cause misclassification (Szegedy et al., 2013). Since deep neural networks can be applied to various fields, defense techniques against adversarial attacks are now considered an important research area. To improve the robustness of neural networks against adversarial attacks, many defense methods have been proposed (Goodfellow et al., 2014; Madry et al., 2017; Tramèr et al., 2017; Zhang et al., 2019). Among these, adversarial training (AT) (Madry et al., 2017) and TRADES (Zhang et al., 2019) are considered powerful base methods to achieve high adversarial robustness (Gowal et al., 2020; Wu et al., 2020). In this paper, while AT and TRADES have similar robustness, we discover that they have totally different margin and smoothness.

Margin, in general, corresponds to the distance from an example to the decision boundary. For example, given a clean example $x$ and its probability output $p(x)$, the adversarial margin can be defined as the difference between the probability with respect to the true label $y$ and the other most probable class, $p(x)_y - \max_{i \neq y} p(x)_i$ (Carlini & Wagner, 2017) as shown in Figure 1. Larger distance indicates better margin. AT tries to maximize the margin of an adversarial example $x^*$, which corresponds to the red arrow in Figure 1.

Smoothness corresponds to the insensitiveness of the output to the input perturbation. The $L_2$ distance $\|p(x) - p(x^*)\|_2$ (Kannan et al., 2018) or the Kullback-Leibler divergence KL$(p(x)||p(x^*))$ (Zhang et al., 2019) can be easily used to estimate smoothness. TRADES tries to maximize the margin of a clean example $x$ (green arrow), while minimize the smoothness between $p(x)$ and $p(x^*)$ (red and blue arrows).

Inspired by the observation, we investigate the characteristics of the regularizers of AT and TRADES, and find that there exists the negative effect of the smoothness regularizer on maximizing the margin. From the analyses, we propose a novel method to mitigate the negative effect and provide stable performance by bridging the gap between clean and adversarial examples.
2. Related Work and Background

2.1. Notations

We consider a c-class classification task with a neural network \( f_\theta : \mathcal{X} \to \mathbb{R}^c \). The network \( f_\theta \) classifies a sample \( x \in \mathcal{X} \) as \( \underset{y \in Y}{\text{arg max}} \{ f_\theta(x) \}_y \), where \( Y = \{0, \cdots, c-1\} \). We denote the true label with respect to \( x \) by \( y \). The corresponding one-hot representation by \( y \in \{0, 1\}^c \). That is, \( y_i = 1 \{ i = y \} \), \( \forall i \in Y \), with an indicator function \( 1 \{ C \} \) which outputs 1 if the condition \( C \) is true and 0 otherwise. Then the probability function \( p_\theta = \text{softmax} \circ f_\theta : \mathcal{X} \to [0, 1]^c \) outputs a c-dimensional probability vector whose elements sum to 1.

Given two probability vectors \( p, q \) in the c-dimensional probability simplex, we define the following values:

\[
H_p(q) = -p^T \log q \quad \text{and} \quad \text{KL}(p \parallel q) = p^T \log \frac{p}{q}.
\]

These are called the cross-entropy and Kullback-Leibler (KL) divergence between \( p \) and \( q \), respectively. In addition, we denote the entropy of \( p \) as \( H(p) = H_p(p) = -p^T \log p \).

Note that for a one-hot vector \( y \in \{0, 1\}^c \), \( \text{KL}(y \parallel q) = \sum_{i \in Y} y_i \log \frac{y_i}{q_i} = -y^T \log q \) is equivalent to the well-known cross-entropy, \( H_y(q) \).

2.2. Adversarial Robustness

Since Szegedy et al. (2013) identified the existence of adversarial examples, most defenses are broken by adaptive attacks (Athalye et al., 2018; Tramer et al., 2020) and the state-of-art performance is still observed from variants of adversarial training (Madry et al., 2017) and TRADES (Zhang et al., 2019) utilizing the training tricks (Pang et al., 2020; Gowal et al., 2020), weight averaging (Wu et al., 2020), and using more data (Carmon et al., 2019; Rebuffi et al., 2021).

Adversarial Training (AT) (Madry et al., 2017) is one of the most effective defense methods. Given a perturbation set \( \mathbb{B}(x, \epsilon) \), which denotes a ball around an example \( x \) with a maximum perturbation \( \epsilon \), it encourages the worst-case probability output over the perturbation set \( \mathbb{B}(x, \epsilon) \) to directly match the label \( y \) by minimizing the following loss:

\[
\ell_{\text{AT}}(x, y; \theta) = \max_{x' \in \mathbb{B}(x, \epsilon)} H_y(p_\theta(x')) = \max_{x' \in \mathbb{B}(x, \epsilon)} \text{KL}(y \parallel p_\theta(x')).
\] (1)

TRADES (Zhang et al., 2019) was proposed based on the analysis of the trade-off between adversarial robustness and standard accuracy. TRADES minimizes the following loss:

\[
\ell_{\text{TRADES}}(x, y; \theta) = \text{KL}(y \parallel p_\theta(x)) + \beta \max_{x' \in \mathbb{B}(x, \epsilon)} \text{KL}(p_\theta(x') \parallel p_\theta(x')).
\] (2)

where \( \beta \) is the regularization hyper-parameter. Here, the first term aims to maximize the margin of clean examples, while the second term encourages the model to be smooth.

To solve this highly non-concave optimization in (1) and (2), an iterative projected gradient descent (PGD) with \( n \) steps is widely used:

\[
x^{t+1} = \Pi_{\mathbb{B}(x, \epsilon)} \left( x^t + \alpha \cdot \text{sign}(\nabla_x \ell_{\text{inner}}(x, y)) \right)
\] (3)

where \( \Pi_{\mathbb{B}(x, \epsilon)} \) refers to the projection to the \( \mathbb{B}(x, \epsilon) \) and \( \alpha \) is a step size for each step. Here, \( x^0 \) is the original example and \( x^n \) is used an adversarial example \( x^* \). We denote this as \( \text{PGD}^\alpha \). For example, AT aims to minimize the loss in (1) so that \( \text{KL}(y \parallel p_\theta(x^*)) \) is used as \( \ell_{\text{inner}}(x, y) \).

2.3. Margin and Smoothness

To achieve a higher accuracy, margin and smoothness have been considered as important characteristics of deep neural networks (Elsayed et al., 2018; Sokolić et al., 2017; Anil et al., 2019; Fazlyab et al., 2019). Following prior works, the concept of margin and smoothness also has been adopted in the adversarial training framework.

In the case of margin, max-margin adversarial training (MMA) (Ding et al., 2019) trains adversarial examples for the correctly classified examples, and clean examples for the misclassified examples to maximize the input space margin, which is the distance to the decision boundary in the input space. Wang et al. (2019) outperformed MMA by emphasizing the regularization of the misclassified examples. Note that Wang et al. (2019) used the output space margin that is the distance to the decision boundary in the output space, which we use in this paper. Sanyal et al. (2020) discovered that adversarial training models have a larger margin than naturally trained models, and connected it to the complexity of decision boundaries. Yang et al. (2020a) focused on the boundary thickness, an extended concept of the margin, and connected it to adversarial robustness.

In the case of smoothness, although there are several methods such as the Parseval network (Cisse et al., 2017), input gradient regularization (Ross & Doshi-Velez, 2017), and adversarial logit pairing (Kannan et al., 2018), TRADES outperforms any other methods. Hein & Andriushchenko (2017) connected the instance-based local Lipschitz to adversarial robustness. Yang et al. (2020b) also concluded that local Lipschitzness is correlated with adversarial robustness.

However, while the correlation between the margin and smoothness in standard training has been discussed (von Luxburg & Bousquet, 2004; Xu et al., 2009), none of the works analyzed both margin and smoothness together in the adversarial training framework. Note that provable defensive methods have discussed the trade-off between the margin and smoothness (Salman et al., 2019; Chen et al., 2020), however, they are in a different direction from the adversarial training frameworks. Thus, we analyze the margin and smoothness of different adversarial training frameworks, and connect it to their regularization terms.
Figure 2. Margin and smoothness of AT and TRADES. (a) \( M(x) \) for estimating margin (higher is better). (b) \( \text{KL}(p_\theta(x)||p_\theta(x^*)) \) for estimating smoothness (lower is better). Each plot used 10,000 test examples. Although they show similar robustness, the characteristics are entirely different.

3. Understanding Margin and Smoothness in Adversarial Training

We will start by introducing the difference in margin and smoothness between AT and TRADES. Then, we explore the cause of the difference by analyzing their regularizers.

3.1. Similar robustness, but different margin and smoothness

To illustrate the difference between AT and TRADES in terms of margin and smoothness, we first define a measure for margin and smoothness. To estimate margin, we use \( M(\cdot) \) following (Carlini & Wagner, 2017):

\[
M(x) := p_\theta(x)_y - \max_{i \neq y} p_\theta(x),
\]

Thus, \( M(x) > 0 \) indicates that the model correctly predicts the label of \( x \). On the contrary, the model outputs a wrong prediction when \( M(x) < 0 \). To estimate smoothness, we use \( \text{KL}(p_\theta(x)||p_\theta(x^*)) \) as in (Zhang et al., 2019), where \( x^* \) is an adversarial example of a clean example \( x \). We note that sliced Wasserstein distance and Jensen–Shannon divergence also can be used to measure smoothness, and we observed that the overall results are similar to the ones with the KL divergence.

Figure 2 illustrates the difference between AT and TRADES in terms of margin and smoothness. We generated adversarial examples with PGD\(^{30}\) for models trained on CIFAR10. Detailed settings are presented in Section 5. Although AT and TRADES have similar robustness, they show totally different characteristics. AT shows a larger margin that is distributed close to 1, whereas it has a poor smoothness than TRADES. On the contrary, TRADES shows a smaller margin with only a few examples around 1, whereas it has a better smoothness than AT.

3.2. Effect of regularizers for margin and smoothness

To analyze the cause of these different characteristics, we take a closer look at the regularization terms of AT and TRADES. First, AT directly increases the margin of adversarial examples \( x^* \) as in (1). However, as there is no loss term for controlling the distance between clean and adversarial examples, AT is difficult to attain smoothness, which is observed in Figure 2. Moreover, it is recently discovered that the regularization term for maximizing the margin of adversarial examples has some drawbacks in convergence (Shaeiri et al., 2020; Liu et al., 2020; Dong et al., 2021; Sitawarin et al., 2020; Shaeiri et al., 2020). Indeed, following (Sitawarin et al., 2020; Shaeiri et al., 2020), when we evaluate the robustness against a wide range of the maximum perturbation \( \epsilon \) on MNIST, AT fails to achieve sufficient standard and robust accuracy for \( \epsilon > 0.35 \) as shown in Figure 3.

In contrast, TRADES adopts the regularization term \( \text{KL}(p_\theta(x)||p_\theta(x^*)) \) for smoothness in (2). By doing so, TRADES gains a better smoothness as shown in Figure 2. However, TRADES fails to achieve a high margin even though TRADES has a regularization term for maximizing the margin. Another interesting point regards a poor adversarial robustness and high clean accuracy for \( \epsilon \geq 0.4 \) on MNIST in Figure 3 even with a smaller weight \( \beta = 1 \). In summary, TRADES has advantages compared to AT in that it shows more stable performance with high clean accuracy, but still has trouble optimizing (2) which maximizes the margin and minimizes the KL divergence simultaneously.
3.3. Negative effect of smoothness regularizer on maximizing the margin

The degraded margin of TRADES and its failure cases for a larger perturbations lead us to postulate the hypothesis that there is a conflict between KL$(y∥p_θ(x))$ and KL$(p_θ(x)∥p_θ(x^*))$. Now, we mathematically prove that the regularizer for smoothness KL$(p_θ(x)∥p_θ(x^*))$ in (2) has a negative effect on training a large margin. This is formalized in the following proposition.

**Proposition 1.** Let $p=p_θ(x)$, $p^*=p_θ(x^*)$, $\nabla = \nabla_θ$, and $t = \max_{c\neq y} p_i$. If log $α_y > 0$ and log $α_t < 0$ for log $α_i = \log \frac{t_i}{p_i}$, then the gradient descent direction of KL$(p∥p^*)$ is aligned with the gradient direction that minimizes the margin $M(x) = p_y - p_i$ by penalizing $p_i$ with the scale of log $α_i$.

$$-\nabla KL(p∥p^*) = -(\nabla p_y)^T \log α_y - (\nabla p_t)^T \log α_t + c$$

where $c$ is a linear combination of other gradient directions.

The proof is provided in Appendix A. Note that the assumption, log $α_y > 0$ and log $α_t < 0$, is generally acceptable under the characteristic of adversarial attack as shown in Figure 5. The proposition tells us that the regularization term for smoothness KL$(p_θ(x)∥p_θ(x^*))$ hinders the model from maximizing the margin.

To provide an empirical evidence of the negative effect, we visualize the effect of each loss term of TRADES on the margin in Figure 4. The $x$-axis denotes the gradient direction that maximizes the margin, $\nabla M(x)$. The blue and green arrows are obtained using the cosine similarity between $\nabla M(x)$. While the gradient descent direction of KL$(y∥p)$ is aligned with $\nabla M(x)$, the gradient descent of the other term KL$(p∥p^*)$ is in the opposite direction. The result confirms that minimizing the regularization term KL$(p∥p^*)$ has a negative effect on maximizing the margin.

Moreover, as proved in Proposition 1, the negative effect is proportional to the maximum perturbation $\epsilon$. If we set a larger maximum perturbation $\epsilon = 16/255$, the value of log $α_i$ tends to have a larger deviation from 0 than that of $\epsilon = 8/255$. This can be guaranteed because, for $\epsilon_1 < \epsilon_2$, $B(x,\epsilon_1) \subseteq B(x,\epsilon_2)$ so that $\max_{B(x,\epsilon_1)} \log(p_θ(x)/p_θ(x^*)) \leq \max_{B(x,\epsilon_2)} \log(p_θ(x)/p_θ(x^*))$. Thus, minimizing KL$(p∥p^*)$ with large $\epsilon$ comes with a prohibitive negative effect on maximizing the margin. This is consistent with the fact that TRADES suffers the convergence problem for a larger perturbation in Figure 3. Thus, from above observation, we expect to enable the model to converge to a better local minima by mitigating the negative effect.

4. Bridged Adversarial Training

In this section, to mitigate the negative effect of the smoothness regularization term KL$(p∥p^*)$ on maximizing the margin, we propose a new adversarial training loss. Then, we extend the proposed method and prove that it provides an upper bound on the robust error.

4.1. Mitigating the negative effect by bridging

The key idea to alleviate the negative effect of $-(\nabla p_i)^T \log α_i$ is bridging the gap between $p$ and $p^*$. Suppose we have an intermediate probability $\tilde{p}$. Then, the gradient of KL$(p∥\tilde{p}) + KL(\tilde{p}∥p^*)$ can be calculated by using...
Algorithm 1: Generalized Bridged Adversarial Training

**Input:** training data \( D \); a continuous path \( \gamma(\cdot) \); a model with parameter \( \theta \); an adversarial attack \( A_{\theta} : \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \); the number of bridge \( m \).

**for** \((x, y) \sim D\) **do**

\[
x^* \leftarrow A_{\theta}(x, y)
\]

\[
\gamma(0) \leftarrow x \text{ and } \gamma(1) \leftarrow x^*
\]

\[
\ell \leftarrow \text{KL}(y | p_{\theta}(x)) + \sum_{k=0}^{m-1} \text{KL}(\gamma(k | p_{\theta}(x)))|p_{\theta}(\gamma(\frac{k+1}{m})))
\]

\[
\theta \leftarrow \theta - \nabla_{\theta} \ell
\]

**end for**

Proposition 1 as follows:

\[
\nabla (\text{KL}(p||\tilde{p}) + \text{KL}(\tilde{p}||p^*)) = \nabla p^T \log \alpha^{(1)} + (\nabla p)^T (\alpha^{(1)} + \log \alpha^{(2)}) - (\nabla p^*)^T \alpha^{(2)}.
\]

where \( \alpha^{(1)}_i = \frac{p_i}{\tilde{p}_i}, \alpha^{(2)}_i = \frac{\tilde{p}_i}{p_i}, \) and \( \alpha^{(1)}, \alpha^{(2)} \in \mathbb{R}^c \) are the vector whose ith elements are \( \alpha^{(1)}_i \) and \( \alpha^{(2)}_i \), respectively. By controlling \( |\alpha^{(1)}| \) with the intermediate probability \( \tilde{p} \), we can mitigate the negative effect of the KL divergence loss term. In other words, minimizing the new loss \( \text{KL}(p||\tilde{p}) + \text{KL}(\tilde{p}||p^*) \) achieves the smoothness between \( p \) and \( p^* \) with the reduced negative effect on maximizing the margin by using \( \tilde{p} \) as a bridge. Thus, we name a new adversarial training method, which minimizes \( \text{KL}(p||\tilde{p}) + \text{KL}(\tilde{p}||p^*) \) instead of \( \text{KL}(p||p^*) \), bridged adversarial training (BAT).

Intuitively, the more intermediate probabilities induce the less negative effect of \( \text{KL}(p||\tilde{p}) \). For a given sample \( x \), let \( \gamma : [0, 1] \rightarrow \mathcal{X} \) be a continuous path from \( \gamma(0) = x \) to \( \gamma(1) = x^* \), where \( x^* \) is an adversarial example of \( x \). Now, we minimize the bridged loss \( \sum_{k=0}^{m-1} \text{KL}(p_{\theta}(\gamma(k | x))|p_{\theta}(\gamma(\frac{k+1}{m}))) \) instead of \( \text{KL}(p_{\theta}(x)|p_{\theta}(x^*)) \). Here, \( m \) is a hyper-parameter for the number of intermediate probabilities. The generalized bridged adversarial training procedure is presented in Algorithm 1. Unless otherwise specified, we uses \( m = 2 \), a simple linear path \( \gamma(t) = (1-t)x + tx^* \) for generating the intermediate probability, and the cross-entropy loss as the inner maximization objective.

4.2. Bound on the robust error

Following Zhang et al. (2019), we provide theoretical evidence that the proposed loss serves as an upper bound on the robust error of the model under the binary classification setting. In the binary classification case, a model can be denoted as \( f : \mathcal{X} \rightarrow \mathbb{R} \). Given a sample \( x \in \mathcal{X} \) and a label \( y \in \{-1, 1\} \), we use sign\((f(x))\) as a prediction value of \( y \).

Formally, given a surrogate loss \( \phi \) and \( \eta \in [0, 1] \), the conditional \( \phi \)-risk can be denoted as \( H(\eta) := \inf_{\alpha \in \mathbb{R}} (\eta \phi(\alpha) + (1 - \eta) \phi(-\alpha)) \). Similarly, we can define \( H^{-1}(\eta) := \inf_{\alpha_2(2\eta - 1) \leq \alpha \leq (1 - \eta) \phi(-\alpha)} \). Then, we assume the surrogate loss \( \phi \) is classification-calibrated, so that \( H^{-1}(\eta) > H(\eta) \) for any \( \eta \neq 1/2 \). Then, the \( \psi \)-transform of a loss function \( \phi \), which is the convexified version of \( \psi(\theta) = H^{-1}(\frac{1+\theta}{2}) - H(\frac{1-\theta}{2}) \), is continuous convex function on \( \theta \in [-1, 1] \).

Then, \( R_{\text{rob}}(f) := E_{(x,y)} \mathbf{1}\{\exists x' \in \mathbb{B}(x, \epsilon) \text{ s.t. } f(x')y < 0\} \) is the robust error. Similarly, \( R_{\text{nat}}(f) := E_{(x,y)} \mathbf{1}\{f(x)y \leq 0\} \) is the natural classification error.

Then, \( R_{\text{adv}}(f) := E_{(x,y)} \mathbf{1}\{f(x)y > 0, \exists x' \in \mathbb{B}(x, \epsilon) \text{ s.t. } f(x)f(x') < 0\} \) is the boundary error by (7). Given a classification-calibrated surrogate loss function \( \phi \) and a surrogate loss \( R_{\phi}(f) := E_{(x,y)} \phi(f(x)y) \), the following theorem is demonstrated.

**Theorem 1.** Given a sample \( x \) and a positive \( \beta \), let \( \gamma : [0, 1] \rightarrow \mathcal{X} \) be a continuous path from \( \gamma(0) = x \) to \( \gamma(1) = x^* \) where \( x^* = \arg \max_{x' \in \mathbb{B}(x, \epsilon)} \mathbf{1}\{\beta f(x')f(x) < 0\} \). Then, we have

\[
R_{\text{rob}}(f) - R_{\text{nat}} \leq \psi^{-1}(R_{\phi}(f) - R_{\phi}^*) + E_{(x,y)} \sum_{k=0}^{m-1} \phi(\beta f(\gamma(\frac{k}{m}))f(\gamma(\frac{k+1}{m})))
\]

where \( R_{\text{nat}} := \inf f R_{\text{nat}}(f), R_{\phi}^* := \inf f R_{\phi}(f) \) and \( \psi^{-1} \) is the inverse function of the \( \psi \)-transform of \( \phi \).

The proof is presented in Appendix A. Theorem 1 tells us that our proposed method provides an upper bound on the robust error of the model. To push further, we prove that the suggested loss is tighter than that of TRADES under a weak assumption on the path \( \gamma(\cdot) \) in Appendix A.

5. Experiments

In this section, we describe a set of experiments conducted to verify the advantages of the proposed method.

5.1. Experimental setup

For MNIST, we train LeNet (LeCun et al., 1998) for 50 epochs with the Adam optimizer. The initial learning rate is 0.001 and it is divided by 10 at 30 and 40 epoch. We use PGD40 to generate adversarial examples in the training session with a step-size of 0.02. No preprocessing or input transformation is used. For CIFAR10, we train a WideResNet (WRN-28-10) (He et al., 2016) for 100 epochs using SGD with momentum of 0.9 and weight decay of \( 5 \times 10^{-4} \). We use cyclic learning rate schedule (Smith, 2017). We use 0.3 as the maximum learning rate and a total of 30 epochs for training. PGD10 to generate adversarial examples in the training session with a step-size of 2/255. Horizontal flip and cropping are used for data augmentation. For both
datasets, the robustness regularization hyper-parameter is set to $\beta = 5$ for TRADES and the proposed method. We use PyTorch (Paszke et al., 2019) and Torchattacks (Kim, 2020) for all experiments. For more additional experiments including the results on CIFAR100 and different model architectures, please refer to Appendix B.

5.2. Reduced negative effect and benefits

To verify whether the proposed regularizer mitigates the negative effect in Section 3, we first observe the effect of the gradient of the loss on the margin, $-\nabla_\theta M(x) \cdot \nabla_\theta \ell$. This indicates the expected margin increase by the weight update with the loss $\ell$. Then, we measure the actual margin $M(x)$. Figure 6 shows that the proposed method mitigates the negative effect of the regularization term during training. Compared to TRADES, the proposed method shows a higher expected increase in the margin, and this enables the model to learn a large margin. Thus, by introducing the intermediate probability $p$, we successfully encourage the model to reduce the negative effect of the regularization term on maximizing the margin.

The norm of gradient also serves to explain the advantage of the proposed method. As prior works discovered (Liu et al., 2020; Dong et al., 2021), a larger gradient norm in the initial training phase enables the model to escape the suboptimal region. To provide a fair comparison for different training methods, we normalize the norm of gradient by the L2 norm of the loss as follows:

$$\|\nabla_\theta \ell(x, y)\|_2 = \frac{\|\nabla_\theta \ell(x, y)\|_2}{\|\ell(x, y)\|_2}$$

(6)

As shown in Figure 7, the gradients of AT shows the smallest normalized gradient norm among different training methods. This implies that AT has difficulty escaping from initial suboptimal region (Liu et al., 2020). It is also supported by the experiments for a larger maximum perturbation in Figure 3. Compared to AT, TRADES shows a higher norm of the gradients. This is consistent to the observation that TRADES provides more gradient stability with the continuous loss landscape (Dong et al., 2021). However, TRADES has difficulty reaching the global optima in Figure 3. This can imply that a higher norm of the gradient is still required. The proposed method shows the highest normalized gradient norm and stands out in having stable convergence even for a larger perturbation conditions in Section 5 from the advantage of mitigating the negative effect.

5.3. Balanced margin and smoothness

In the previous section, we verified that the proposed method successfully mitigates the negative effect during the initial training phase. Now, we investigate whether the proposed method achieves sufficient smoothness while mitigates the negative effect until the end of training. To illustrate margin and smoothness of the proposed method in more detail, we plot pairs of the margins of clean examples and corresponding adversarial examples with their KL divergence in Figure 8. In each plot, the upper and the right histogram shows the distribution of $M(x)$ and $M(x^*)$, respectively. We generated an adversarial example $x^*$ with PGD\(^{50}\). Then, we colored each point by the KL divergence $\text{KL}(p_\theta(x)||p_\theta(x^*))$ to measure the smoothness. The red points have high KL divergence (poor smoothness) and the blue points have low KL divergence (better smoothness). Note that there is no point in the second quadrant (Quadrant II) because adversarial attacks generally do not make incorrect examples ($M(x) < 0$) correctly classified ($M(x^*) > 0$).

In summary, each quadrant corresponds to:

- **Quadrant I:** $M(x^*) > 0$.
  $\rightarrow$ Adversarial robustness (1 - $R_{\text{rob}}$).

- **Quadrant III:** $M(x) < 0$.
  $\rightarrow$ Natural classification error ($R_{\text{nat}}$).
Table 1. Robustness accuracy (%) on MNIST.

| Method   | Clean | PGD$^{50}$ | AutoAttack |
|----------|-------|------------|------------|
| **MNIST ($\epsilon = 0.3$)** |       |            |            |
| AT       | 98.79±0.23 | 91.69±1.25 | 88.64±0.61 |
| TRADES   | **98.89±0.01** | 93.70±0.01 | **92.31±0.21** |
| MART$^+$ | 98.78±0.16 | 92.37±1.21 | 89.62±1.44 |
| BAT      | 98.79±0.06 | **93.97±0.16** | 92.19±0.13 |
| **MNIST ($\epsilon = 0.45$)** |       |            |            |
| AT       | 11.35±0.00 | 11.35±0.00 | 11.35±0.00 |
| TRADES   | **99.42±0.05** | 11.34±0.01 | 0.53±0.26  |
| MART$^+$ | 13.13±2.54 | 7.80±3.73  | 0.93±1.32  |
| BAT      | 97.72±0.26 | **88.20±0.57** | **76.09±1.65** |

$^+$ SGD with the initial learning rate 0.01 is used following Wang et al. (2019) because MART converges to a constant function with Adam.

5.4. Robustness

In this section, we verify the robustness of the proposed method. In addition to AT and TRADES, we consider MART (Wang et al., 2019), which aims to maximize the margin and recently achieved the best performance by focusing on misclassified examples. Here, we use PGD$^{50}$ with 10 random restarts. The step-size is fixed to 0.01 and 2/255 for MNIST and CIFAR10, respectively. Furthermore, we also consider AutoAttack (Croce & Hein, 2020), which is a combination of three white-box attacks (Croce & Hein, 2020; 2019) and one black-box attack (Andriushchenko et al., 2019). Note that AutoAttack is by far the most reliable attack to measure robustness. Each experiment was repeated over 3 runs with different random seeds.

As shown in Table 1, for MNIST with $\epsilon = 0.3$, all defenses show high robustness. However, for a large $\epsilon = 0.45$, all comparison methods converge to a constant function or fail to gain robustness. In other words, the existing methods have difficulty converging to the global optimal. For the cases of AT and MART, they have the term that maximizes the margin of adversarial examples so that it can...
have difficulty in convergence (Dong et al., 2021). In contrast, TRADES also fails to achieve stable robustness, because a larger perturbation brings stronger negative effect of KL(p||p*) as we discussed in Section 3. However, the proposed method shows stable results even for $\epsilon = 0.45$. Considering that the difference between TRADES and the proposed method is that the usage of bridging, this result tells us that the convergence becomes much more easier by using the proposed bridged loss.

The proposed method also shows the best robustness on CIFAR10 (Table 2). Specifically, for $\epsilon = 16/255$, the proposed method achieves 77.56% of standard accuracy with 5% higher than AT. Compared to TRADES and MART, it is 6% and 12% higher, respectively. Simultaneously, it also achieves the best robustness 25.06% against AutoAttack. Note that the robustness of TRADES is only 14.63%, which shows the weakness of TRADES for a larger perturbation.

### Robust self-training

Recently, it has been found that using additional unlabeled data can greatly improve the standard accuracy and robustness (Carmon et al., 2019; Uesato et al., 2019; Zhai et al., 2019; Najafi et al., 2019). Thus, following Carmon et al. (2019), we use the additional data (500K images) and the cosine learning rate annealing (Loshchilov & Hutter, 2016) without restarts for 200 epochs.

Table 3 shows the results of the experiment with unlabeled data. For $\epsilon = 8/255$, the proposed method shows the best robustness against AutoAttack. Especially, for $\epsilon = 16/255$, the proposed method outperforms the other methods by a large margin. In particular, compared to TRADES, the proposed method shows an approximately 6% improvement in the standard accuracy, while the robustness is also greatly increased (3%).

### 6. Conclusion

In this paper, we investigated the existing adversarial training methods from the perspective of margin and smoothness of the network. We found that AT and TRADES have different characteristics in terms of margin and smoothness due to their different regularizers. We mathematically proved that the regularization term designed for smoothness has a negative effect on training a larger margin. To this end, we proposed a new method that mitigates the negative effect by bridging the gap between clean and adversarial examples and achieved stable and better performance. Our investigation on margin and smoothness can provide a new perspective to better understand the adversarial robustness and to design a robust model.
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A. Proofs of theoretical results

A.1. Proof of Proposition 1

Proposition 1 (reformulated). Let \( p = p_0(x), p^* = p_0(x^*), \nabla = \nabla_{\theta}, \) and \( t = \max_{i \neq y} p. \) If \( \log \alpha_y > 0 \) and \( \log \alpha_t < 0 \) for \( \log \alpha_i = \log \frac{p_i}{p_t}, \) then the gradient descent direction of \( KL(p||p^*) \) is aligned with the gradient direction that minimizes the margin \( M(x) = p_y - p_t \) by penalizing \( p_i \) with the scale of \( \log \alpha_i. \)

\[-\nabla KL(p||p^*) = -(\nabla p_y)^T \log \alpha_y - (\nabla p_t)^T \log \alpha_t + c\]

where \( c \) is a linear combination of other gradient directions.

Proof.

\[
\begin{align*}
\nabla KL(p||p^*) &= \nabla (p^T \log p - p^T \log p^*) \\
&= (\nabla p)^T \log p + (\nabla p)^T 1 - (\nabla p)^T \log p^* - (\nabla p^*)^T \frac{P}{p^*} \\
&= (\nabla p)^T \log \frac{P}{p^*} - (\nabla p^*)^T \frac{P}{p^*} \\
&= (\nabla p)^T \log \alpha - (\nabla p^*)^T \alpha. \quad (A.1)
\end{align*}
\]

A.2. Proof of Theorem 1

To give a self-contained overview, we follow (Bartlett et al., 2006). In the binary classification case, given a sample \( x \in \mathcal{X} \) and a label \( y \in \{-1, 1\}, \) a model can be denoted as \( f : \mathcal{X} \to \mathbb{R}. \) We use \( \text{sign}(f(x)) \) as a prediction value of \( y. \) Given a surrogate loss \( \phi, \) the conditional \( \phi \)-loss for \( \eta \in [0, 1] \) can be denoted as \( H(\eta) := \inf_{\alpha \in \mathbb{R}} (\eta \phi(\alpha) + (1 - \eta) \phi(-\alpha)) \).

Similarly, we can define \( H^-(\eta) := \inf_{\alpha - (2\eta - 1) \leq 0} (\eta \phi(\alpha) + (1 - \eta) \phi(-\alpha)). \) Now, we assume the surrogate loss \( \phi \) is classification-calibrated, so that \( H^-(\eta) > H(\eta) \) for any \( \eta \neq 1/2. \) Then, the \( \psi \)-transform of a loss function \( \phi, \) which is the convexified version of \( \psi(\theta) = H^-(\frac{\theta+\eta}{2}) - H(\frac{\theta+\eta}{2}). \) is continuous convex function on \( \theta \in [-1, 1]. \)

In the adversarial training framework, we train a model to reduce the robust error \( \mathcal{R}_{rob}(f) := \mathbb{E}_{(x,y)} 1_{\exists x' \in B(x,\varepsilon) \text{ s.t. } f(x') y \leq 0} \) where \( B(x,\varepsilon) \) is a ball around an example \( x \) with a maximum perturbation \( \varepsilon. \) Here, \( 1\{C\} \) denotes an indicator function which outputs 1 if the condition \( C \) is true and 0 otherwise. As Zhang et al. (2019) proposed, \( \mathcal{R}_{rob}(f) \) can be decomposed as follows:

\[
\mathcal{R}_{rob}(f) = \mathcal{R}_{nat}(f) + \mathcal{R}_{bdy}(f) \quad (A.2)
\]

where the natural classification error \( \mathcal{R}_{nat}(f) := \mathbb{E}_{(x,y)} 1_{\{f(x)y \leq 0\}} \) and boundary error \( \mathcal{R}_{bdy}(f) := \mathbb{E}_{(x,y)} 1_{\{f(x)y > 0, \exists x' \in B(x,\varepsilon) \text{ s.t. } f(x)f(x') \leq 0\}} \).

By definition, following inequality is satisfied:

\[
\begin{align*}
\mathcal{R}_{bdy}(f) &= \mathbb{E}_{(x,y)} 1_{\{x \in BD(f,\varepsilon), f(x) y > 0\}} \\
&\leq \mathbb{E}_{(x,y)} 1_{\{x \in BD(f,\varepsilon)\}} \\
&= \mathbb{E} \max_{x' \in B(x,\varepsilon)} 1_{\{f(x') \neq f(x)\}} \\
&= \mathbb{E} \max_{x' \in B(x,\varepsilon)} 1_{\{\beta f(x') f(x) < 0\}}. \quad (A.3)
\end{align*}
\]

Let, \( \mathcal{R}_{nat}^* := \inf_f \mathcal{R}_{nat}(f) \) and \( \mathcal{R}_{\phi}^* := \inf_f \mathcal{R}_{\phi}(f) \) where \( \mathcal{R}_{\phi}(f) := \mathbb{E}_{(x,y)} \phi\{f(x)y \leq 0\} \) is a surrogate loss with a surrogate loss function \( \phi. \) Then, under Assumption 1, following inequality is satisfied by \((A.2)\) and \((A.3)\).

\[
\mathcal{R}_{rob}(f) - \mathcal{R}_{nat}^* \leq \psi^{-1}(\mathcal{R}_{\phi}(f) - \mathcal{R}_{\phi}^*) + \mathbb{E} \max_{x' \in B(x,\varepsilon)} 1_{\{\beta f(x') f(x) < 0\}}. \quad (A.4)
\]

We push further the analysis by considering generalized intermediate value theorem.
Assumption 1.

Theorem 1 (restated). Given a sample \( x \) and a positive \( \beta \), let \( \gamma : [0, 1] \to \mathcal{X} \) be a continuous path from \( \gamma(0) = x \) to \( \gamma(1) = x^* \) where \( x^* = \arg\max_{x \in [0, 1]} \) the correct label.

Then, we have

\[
\mathcal{R}_{\text{rob}}(f) - \mathcal{R}_{\text{nat}}^* \leq \psi^{-1}(\mathcal{R}_\phi(f) - \mathcal{R}_{\phi}^*) + \mathbb{E}_{(x,y)} \sum_{k=0}^{m-1} \phi(\beta f(\gamma(\frac{k}{m})) f(\gamma(\frac{k+1}{m})))
\]

where \( \mathcal{R}_{\text{nat}}^* := \inf_f \mathcal{R}_{\text{nat}}(f) \), \( \mathcal{R}_{\phi}^* := \inf_f \mathcal{R}_\phi(f) \) and \( \psi^{-1} \) is the inverse function of the \( \psi \)-transform of \( \phi \).

Proof. By (A.4), the second inequality holds. Similarly, the third inequality holds by (A.5), and the last inequality holds because we choose a classification-calibrated loss \( \phi \).

\[
\mathcal{R}_{\text{rob}}(f) - \mathcal{R}_{\text{nat}}^* \leq \psi^{-1}(\mathcal{R}_\phi(f) - \mathcal{R}_{\phi}^*) + \mathbb{E}_{(x,y)} \sum_{k=0}^{m-1} \phi(\beta f(\gamma(\frac{k}{m})) f(\gamma(\frac{k+1}{m})))
\]

Following (Zhang et al., 2019), we use KL divergence loss (KL) as a classification-calibrated loss. To do this, we define \( p(x) := \sigma(f(x)) \) where \( \sigma \) is a sigmoid function. Then, a model output with softmax can be denoted as \( p(x) := [p(x), 1 - p(x)] \). In this setting, we can prove that the suggest loss is tighter than that of TRADES under a weak assumption on \( \gamma(\cdot) \).

Assumption 1. \( [p(\gamma(t))]_y \) is a decreasing function of \( t \in [0, 1] \), where \( [p(\cdot)]_y \) indicates the probability corresponding to the correct label \( y \).

Theorem 3. Under Assumption 1, the KL divergence loss has the following property:

\[
\sum_{k=0}^{m-1} KL(p(\gamma(\frac{k}{m})))|p(\gamma(\frac{k+1}{m}))| \leq KL(p(\gamma(0)))|p(\gamma(1))|.
\]

Proof. Let \( p_1(x) \), \( p_2(x) \), and \( p_3(x) \) denotes three different distribution with possible outcomes \( x = \{-1, 1\} \) and \( 0 <
Figure B.1. Distribution of the margins $M(x)$ and $M(x^*)$ on MNIST. Each point indicates each test example, and the color of each point indicates the KL divergence loss $KL(p||p^*)$. The darker red ones indicate a higher KL divergence loss.

\[ p_1(x = 1) \leq p_2(x = 1) \leq p_3(x = 1) < 1. \]  
Then,  
\[
KL(p_1||p_2) + KL(p_2||p_3) - KL(p_1||p_3) \\
= \sum_{x \in \{0, 1\}} p_1(x) \ln \frac{p_1(x)}{p_2(x)} + \sum_{x \in \{0, 1\}} p_2(x) \ln \frac{p_2(x)}{p_3(x)} - \sum_{x \in \{0, 1\}} p_1(x) \ln \frac{p_1(x)}{p_3(x)} \\
= \sum_{x \in \{0, 1\}} (p_2(x) - p_1(x)) \ln p_2(x) + \sum_{x \in \{0, 1\}} (p_1(x) - p_2(x)) \ln p_3(x) \\
= -\sum_{x \in \{0, 1\}} (p_1(x) - p_2(x))(\ln p_2(x) - \ln p_3(x)) \\
\leq 0
\]

The last inequality holds because $p_1(x) - p_2(x)$ and $p_2(x) - p_3(x)$ have the same sign regardless of $x$. Likewise, for $0 < p_1(x = -1) \leq p_2(x = -1) \leq p_3(x = -1) < 1$, the statement also holds true. Thus, by mathematical induction,  
\[
\sum_{k=0}^{m-1} KL(p(\gamma(\frac{k}{m})))||p(\gamma(\frac{k+1}{m}))) \leq KL(p(\gamma(0)))||p(\gamma(1)))
\]

under Assumption 1. \[\square\]

For the multi-class problem, we can extend Theorem 3 by assuming $[p(\gamma(u))]|_i$ as a monotonic function for each individual component $i \in \mathcal{Y}$.

B. Additional experiments

B.1. Achieving both good margin and smoothness on MNIST

As Figure 8, we check the quadrant plots for each method on MNIST. We note that for $\epsilon = 0.3$, all methods output near 98.8% of the standard accuracy so that it is hard to distinguish. Thus, we perform the experiment on $\epsilon = 0.35$ which is the maximum perturbation that AT does not converge to a constant function. All the other settings are remained the same. The result is demonstrated in Figure B.1. Here again, AT shows a less smoothness than TRADES and the proposed method. In addition, it also shows the highest boundary error $R_{bdy}$, 8.4%. The proposed method shows the highest robust accuracy 94.4% and the lowest boundary error 4.3%. Compared to TRADES, the proposed method shows better margin. Specifically, the ratio of clean examples with the margin $M(x)$ over 0.9 is 91.88% which is higher than that of TRADES (91.71%). Moreover, the proposed method also shows higher ratio of adversarial examples with the margin (79.71%) than that of TRADES (75.94%).

B.2. Experiment on CIFAR10

Step-wise learning rate decay. For more reliable verification, we also perform an evaluation with step-wise learning rate decay. The learning rate is divided by 10 at epochs 40, 60, and 80. Furthermore, considering the recent work that uncovered the overfitting phenomenon in adversarial training (Rice et al., 2020), we select the best checkpoint by PGD$$^{10}$$ accuracy on
Table B.1. Robustness accuracy (%) on CIFAR10. Each top line indicates the performance of the model at the end of training, and each bottom line (ES) indicates the performance of the best checkpoint by using early stopping.

| Method    | CIFAR10 ($\epsilon = 8/255$) | CIFAR10 ($\epsilon = 12/255$) | CIFAR10 ($\epsilon = 16/255$) |
|-----------|-------------------------------|-------------------------------|-------------------------------|
|           | Clean FGSM PGD               | Clean FGSM PGD               | Clean FGSM PGD               |
| AT        | 86.85±0.14 57.33±0.23 45.33±0.49 44.61±0.45 | 84.46±0.17 47.73±0.08 29.97±0.04 27.98±0.15 | 79.10±0.35 41.31±0.71 19.05±0.03 16.15±0.11 |
| (ES)      | 84.59±0.01 59.19±0.45 53.09±0.13 50.39±0.06 | 78.29±0.05 49.75±0.41 39.77±0.35 35.82±0.17 | 72.43±0.01 42.48±0.18 28.78±0.16 24.23±0.53 |
| TRADES    | 86.37±0.36 61.24±0.30 51.81±0.04 50.05±0.03 | 81.06±0.59 50.59±0.19 33.86±1.44 25.21±1.92 | 76.69±2.60 40.29±1.94 23.83±6.12 18.68±4.65 |
| (ES)      | 82.85±0.71 57.73±0.35 52.24±0.59 49.25±0.37 | 78.17±2.02 48.00±2.03 37.27±0.65 30.35±3.30 | 75.01±0.46 41.30±0.28 28.03±0.06 21.86±0.18 |
| MART      | 84.79±0.11 59.81±0.73 49.91±0.36 46.16±0.08 | 79.11±0.23 51.23±0.16 37.86±0.85 31.74±0.56 | 76.04±0.00 45.14±0.18 41.82±0.31 34.09±0.87 |
| (ES)      | 78.02±0.99 57.19±0.73 53.45±0.14 48.19±0.28 | 72.04±0.32 48.45±1.03 41.82±0.31 34.09±0.87 | 81.53±0.38 48.64±0.23 33.42±0.62 30.73±0.42 |
| BAT       | 85.36±0.01 57.53±0.41 47.64±0.20 46.28±0.28 | 80.65±0.04 49.47±0.27 41.08±0.40 36.03±0.21 | 81.35±0.43 42.12±0.16 23.61±0.43 19.95±0.48 |
| (ES)      | 84.02±0.35 58.92±0.03 55.13±0.06 51.68±0.31 | 81.53±0.38 48.64±0.23 33.42±0.62 30.73±0.42 | 76.06±0.01 41.03±0.43 30.91±0.35 25.06±0.34 |
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Table B.2. Robustness accuracy (%) on CIFAR10 with ResNet-18.

| Method | Clean | FGSM | PGD\(^{50}\) | AutoAttack |
|--------|-------|------|---------------|------------|
| **CIFAR10** (\(\epsilon = 8/255\)) | | | | |
| AT | 82.36 | **57.48** | 51.87 | 48.06 |
| TRADES | 80.91 | 55.45 | 51.94 | 47.88 |
| BAT | **83.56** | 56.27 | **52.20** | **48.44** |
| **CIFAR10** (\(\epsilon = 16/255\)) | | | | |
| AT | 69.75 | **40.17** | 29.47 | 23.02 |
| TRADES | 68.26 | 35.23 | 26.13 | 18.01 |
| BAT | **77.02** | 36.64 | 27.22 | 21.78 |
| BAT (\(\beta = 10\)) | 73.17 | 37.73 | **29.98** | **23.65** |

Table B.3. Robustness accuracy (%) on CIFAR100.

| Method | Clean | FGSM | PGD\(^{50}\) | AutoAttack |
|--------|-------|------|---------------|------------|
| AT | **55.92** | **30.13** | 26.51 | 23.70 |
| TRADES | 54.56 | 29.82 | 26.48 | 23.28 |
| BAT | 53.67 | 29.96 | **27.76** | **23.98** |

the first batch of the test set. We summarize the performance of the final model and the best checkpoint model. We denote the best checkpoint model with early stopping as ES. As in Table B.1, almost all methods show improved performance against AutoAttack. TRADES with \(\epsilon = 8/255\) is the only case which shows accuracy drop against AutoAttack. We presume that this is caused by using PGD accuracy to early stopping not AutoAttack.

TRADES shows better performance than AT without early stopping. This result is consistent with the results of the recent work (Rice et al., 2020). MART achieves the best robustness against PGD\(^{50}\). However, against AutoAttack, MART shows a large decrease in robustness. Here, we note that MART seems to be overfitted to PGD. For \(\epsilon = 8/255\), MART shows 53.2% accuracy against PGD with the best checkpoint. Nevertheless, when we consider untargeted APGD\(_{DLR}\) and targeted APGD\(_{DLR}\) (Croce & Hein, 2020), the robustness decreases to 49.6% and 47.9%, respectively. This tendency becomes progressively worse as \(\epsilon\) increases. The proposed model shows the best robust accuracy against AutoAttack as shown in Table B.1. Especially, for \(\epsilon = 12/255\) and 16/255, the proposed method achieves the highest accuracy not only on the robustness but also on the standard accuracy.

**Different network architecture.** Table B.2 shows the results with different network architecture, ResNet-18 (He et al., 2016). We use the same setting in Section 5 for other settings. Similar to the results with WRN-28-10, the proposed method shows the best performance on clean examples and AutoAttack adversarial examples. For \(\epsilon = 16/255\), the proposed method with \(\beta = 5\) (BAT) achieves the highest standard accuracy with 77.02% which is overwhelmingly higher than other methods. However, it shows insufficient robustness against AutoAttack. Thus, we also test the proposed method with \(\beta = 10\) (BAT (\(\beta = 10\)), and it achieves the best robustness among the all methods. In addition, except the proposed method with \(\beta = 5\), the proposed method with \(\beta = 10\) also achieves the best standard accuracy.

**B.3. Experiment on CIFAR100**

For CIFAR100, we use ResNet-18 (He et al., 2016). We train the network for 100 epochs with SGD with an initial learning rate of 0.1, momentum of 0.9, and weight decay of \(5 \times 10^{-4}\). We use \(\epsilon = 8/255\) and PGD\(^{10}\) to generate adversarial examples in the training session with a step-size of 2/255. Similar to CIFAR10, we use the best checkpoint. We use step-wise learning rate decay divided by 10 at epochs 100 and 150. Horizontal flip and cropping are used for data augmentation. The robustness regularization hyper-parameter is set to \(\beta = 5\) for TRADES, MART. For the proposed method, we choose the best \(\beta\) over \(\{1, 2, 3, 5, 10\}\).

As shown in Table B.3, the proposed method achieves highest robustness against PGD\(^{50}\) and AutoAttack. However, in
contrast to the result on CIFAR10, the proposed method could not achieve a better standard accuracy. We expect that it is difficult to satisfy Assumption 1 for CIFAR100, because it has a higher output dimension. This may be a possible reason for the result with the proposed method.