A VR-based user study on the effects of vision impairments on recognition distances of escape-route signs in buildings
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Abstract
In workplaces or publicly accessible buildings, escape routes are signposted according to official norms or international standards that specify distances, angles and areas of interest for the positioning of escape-route signs. In homes for the elderly, in which the residents commonly have degraded mobility and suffer from vision impairments caused by age or eye diseases, the specifications of current norms and standards may be insufficient. Quantifying the effect of symptoms of vision impairments like reduced visual acuity on recognition distances is challenging, as it is cumbersome to find a large number of user study participants who suffer from exactly the same form of vision impairments. Hence, we propose a new methodology for such user studies: By conducting a user study in virtual reality (VR), we are able to use participants with normal or corrected sight and simulate vision impairments graphically. The use of standardized medical eyesight tests in VR allows us to calibrate the visual acuity of all our participants to the same level, taking their respective visual acuity into account. Since we primarily focus on homes for the elderly, we accounted for their often limited mobility by implementing a wheelchair simulation for our VR application.
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1 Introduction
In this work, we investigate the influence of vision impairments on the recognizability of escape-route signs. For this, we use a virtual reality (VR) application (see Fig. 1) to simulate certain levels of loss of visual acuity. The results of the conducted user study suggest that current norms specifying the positioning of escape-route signage should be adapted for certain buildings like homes for the elderly, where a larger average loss of visual acuity can be expected among the residents than in the general population. Escape-route signs are planned during building design and construction in a way that ensures people can easily find and follow predefined escape routes in case of an emergency. They are placed according to norms or standards that specify both the maximum recognition distance (MRD) and viewing angles of a sign as well as important areas where they have to be placed. The planned signage is evaluated, and its compliance with the norms is manually checked on site. According to the international standard ISO 3864-1 [12], at least 85% of all people have to be able to recognize the signs at the given distance and angle. However, in places like retirement homes, where one can expect an increased percentage of people to have impairments that reduce their visual MRD, the standards provided by the norms might not be sufficient to allow for successful emergency response. To ensure the safety in case of emergency situations in such buildings, it may help to verify that current standards still apply, and, if this is not the case, to adjust them accordingly, decreasing the chances for casualties and also reducing costs in terms of time and money for necessary adaptations later on.

It is very challenging to properly investigate the effects of a vision impairment on recognition distances without conducting a user study with participants that all have the same characteristic of the same symptoms. Since the severity of the symptoms of people with vision impairments differs, finding
In our VR-based user study, participants indicate from which distance they can recognize escape-route signs. Top left: a simulated wheelchair reduces motion sickness. Top right: participant sees an escape-route sign in the upper right. Bottom left: participants are also asked to find an escape route through this building from the visual perspective and means of locomotion of an elderly person, using our virtual wheelchair. Bottom right: blurred vision caused by simulated vision impairments.

A sufficiently large number of participants is challenging. In this paper, we describe a new methodology to conduct a valid user study with enough participants that experience the same symptoms of vision impairment: we use people with normal vision (or corrected vision using glasses or contact lenses), and only simulate the vision impairment in a VR application. This is made possible by calibrating all participants to the same level of visual acuity, taking into account their measured visual acuity as well as deficiencies of the display system. Using this methodology, we conducted a user study to measure the MRDs of participants for signs of various sizes and at different viewing angles. We also let participants perform interactive walkthroughs through building models to allow users to experience an emergency scenario like an elderly person, trying to follow an escape route out of the building. For this, we developed a new type of locomotion for VR environments simulating a wheelchair, since this is a common form of movement in our chosen use case: a home for the elderly. The main contributions of this paper can be summarized as follows:

- A realistic simulation of vision impairments (based on scientific medical findings) that can be calibrated to any level of visual acuity, and allows the combination of different symptoms to create a certain disease pattern. Our simulation of loss of visual acuity is calibrated relative to the actual visual acuity of the user and takes into account display deficiencies, for the first time allowing to adjust the perceived visual acuity of different users to the same level.
- A user study based on this methodology to investigate recognition distances of escape-route signs. To provide a highly immersive environment, we introduce an interactive, controlled test environment including a wheelchair-based type of locomotion, and use high-quality lighting simulation.
- Finally, we provide an analysis of the data obtained from our user study in comparison with the values prescribed by international standards and European norms.

The remainder of this paper is organized as follows: In Sect. 2 we first give some background information on measurements of visual acuity in medicine and summarize the regulations given by international standards and European norms on escape-route signage. Then, we discuss related work regarding the simulation of vision impairments and locomotion techniques in VR. Section 3 describes our approach to simulate vision impairments and calibrate the simulated reduced visual acuity of each participant in our user study. Details about the user study we conducted are presented in Sect. 4, and the results of the study are listed in Sect. 5. In Sect. 6, we discuss and interpret these results and compare them to the regulations provided by international standards and European norms. Finally, Sect. 7 gives a conclusion based on the presented findings and an outlook on future work.

2 Background and related work

The National Eye Institute (NEI) provides data on the prevalence of vision impairments and age-related eye diseases in America [19] in 2010. The data show that the most common eye diseases in the US population above 40 years of age (142,648,393 people) are cataract (24,409,978 people), diabetic retinopathy (7,685,237 people), glaucoma (2,719,379 people), and age-related macular degeneration above age 50 (2,069,403 people). The projections of the NEI for the years to come predict a steady rise of the numbers of people suffering from one of these eye diseases until they will have approximately doubled in 2050, which is not surprising given that the older US population (over 65) is predicted to double from 40.2 million in 2010 to 88.5 million in 2050 [30]. Since we can expect more people to have some form of vision impairment, there is a need for studies on their effects. A complete analysis of the mentioned eye diseases requires extensive research and multiple studies. As a first step, we decided to focus on the most common symptom associated with age-related vision impairments and eye diseases, which
also greatly influences the maximum recognition distance: loss of visual acuity.

2.1 Measuring visual acuity

The ISO standard ISO 8596 [11] defines test symbols and procedures to determine a subject’s visual acuity under daytime conditions. Among the test symbols is the so-called Landolt ring or Landolt C (see Fig. 2). To test for a visual acuity of 20/20 or 1.0 decimal, the diameter of the ring should be chosen such that the gap in the ring spans 1 angular minute when viewed from the selected test distance. The angular extent of the gap is the reciprocal of the decimal acuity value. Thus, to test for other visual acuity levels, the rings can simply be scaled according to the decimal acuity value. The position of the gap should be horizontally left or right, vertically up or down or diagonally in-between for a total of eight possible positions. ISO 8596 suggest to use at least five rings per acuity level to be tested, with random positions of the gap. A test subject has reached the limit of visual acuity when less than 60% of rings can be correctly identified. The actual visual acuity of the test subject corresponds to that of the previous correct row of test symbols in the Landolt chart. Other common notations beside decimal acuity are the Snellen fraction [21] and the LogMAR acuity [11]. The angular extent of the gap in the Landolt ring used for testing a certain visual acuity level can be directly converted to these three common measures for visual acuity and vice versa.

2.2 Legal regulations, standards and norms

Laws and regulations are in place for the use and placement of emergency and escape-route signs in buildings. The European norm EN 1838 [6] covers all aspects of emergency lighting: general emergency lighting, anti-panic lighting, emergency lighting for dangerous workplaces and escape-route signs. In terms of vision conditions, EN 1838 notes that factors like eyesight, required illumination level, or adaptation of the eyes differ between individuals. Furthermore, elderly people in general are regarded as requiring a higher level of illumination and a longer time to adapt to the conditions present in emergency scenarios. For escape-route signs to be effective, EN 1838 states that they should not be mounted higher than 2 m above floor level, and, where possible, also not higher than 20° above the horizontal viewing direction at maximum recognition distance of a sign. The MRD is defined as the maximum distance from which a sign should still be recognized by a normal-sighted observer. This distance is specified by the norm as the sign’s height times a distance factor, which is assumed to be 100 for illuminated and 200 for luminescent signs. Let $z$ be the distance factor and $h$ the height of a sign, then the MRD $l$ is calculated as $l = z \times h$. According to ISO 3864-1 [12] distance factors are calculated based on the angle under which a sign is observed and its brightness. ISO 7010:2011 [9] provides specifications for standardized safety signs, which we also used in our user study. In relation to visual acuity, the informal appendix of ISO 3864-1 suggests to scale the MRD by an observer’s decimal visual acuity value. If a person has a visual acuity of 20/20, it is scaled by 1.0. If a person has a visual acuity of 20/80, the distance should be scaled by 0.25. The informal appendix of the standard also defines the MRD (as described by EN 1838) to be sufficient for at least 85% of observers.

2.3 Previous work on simulating vision impairments

Several approaches to simulating visual impairments and evaluating their impacts have been proposed: Xie et al. [33] investigated the effectiveness of signs by determining the visibility catchment area (VCA) of a sign, i.e., the region of space from where a sign can be seen. The authors conducted a user study where participants were asked to walk down a corridor and approach a sign until they were able to read at least 50% of the letters on that sign. During different runs, the sign was tilted to different angles, rather than letting participants approach the sign from different directions. The results of this study showed that the MRD is dependent on the viewing angle and decreases in a nonlinear fashion as the angle between observer and sign increases. Xie et al. [34] further investigated the influence of smoke on evacuation scenarios. However, since the authors only had participants with normal vision or wearing glasses or contact lenses in their studies, the influence of vision impairments was not investigated. In our work, we designed our experiments according to the setup proposed by Xie et al. [33], but as a VR simulation with simulated vision impairments.

Based on the concept of serious games, Almeida et al. [1] used Unity3D [26] to develop a game for conducting experiments on eliciting human behavior in emergency situations. The authors claim that their game gives a sense of realism due to elaborated 3D renderings. We also chose a game engine (Unreal Engine 4 [8]) to implement our application. However, to achieve a more realistic situation than a typical computer game played on a standard monitor could provide, we deemed it vital to use VR for our study, especially in order to be able to measure distances and angles that can be compared to real-world measurements. Cosma et al. [5] also used Unity3D to conduct a study, but in VR, and evaluated the impact of way-finding lighting systems in a rail-tunnel evacuation scenario. They only compared dif-
different types of luminescent stripes as guidance system and did not include signage in their study, though workspaces or public buildings mostly rely only on signage to signpost escape routes.

Apart from investigations of emergency scenarios, there has also been research on simulating eye diseases in recent years, albeit primarily for educational purposes: Zagar et al. [35] developed individual sets of (non-VR) goggles to simulate glaucoma, cataracts, macular degeneration, diabetic retinopathy, and retinitis pigmentosa, and used them to rate the presence and severity of disease-specific characteristics. Similarly, Wood et al. [32] used modified goggles in a study to investigate the effects of simulated visual impairments on nighttime driving performance and pedestrian recognition under real-road conditions. However, real goggles limit the experiment environment to the real world. Lewis et al. used the Unreal Engine 3 [15] and in later work the Microsoft XNA framework [16] to apply post-processing effects to simulate common eye diseases in a 3D game or explorable environment. The systems were evaluated by opticians, specialists and test users, and even though the simulated symptoms are not fully accurate, they are still suitable to raise awareness and gain a good understanding of the effects of visual impairments. Yet the severity of symptoms is not controllable. Also, the vision impairments are not adjusted to each individual user’s visual acuity. Note that there is also much research on color vision deficiency, which we will not cover in this paper, but plan to include in future work.

The goal of the study conducted by Hogorvorst et al. [10] was to give unimpaired persons insight into the problems faced by visually impaired people, by modifying 2D images according to a visual impairment. When measuring the visual acuity with eyesight tests using the Landolt C, the authors found a linear correlation between visual acuity and a just recognizable threshold for blurring an image. We build upon these findings in our calibration procedure, using a blur filter to adapt a user’s vision to a certain level of visual acuity. Jin et al. [13] provide a complex eye anatomy model for simulating visual impairments in VR based on medical measurements. A scotoma texture, created from perimetry exam data from real patients, defines regions where vision is deteriorated. This texture is the same for every user and does not account for a users’ vision capabilities. Furthermore, the authors used specialized hardware from 2002, based on a CAVE-derived, projection-based VR display in combination with shutter glasses as compared to modern VR HMDs. Using the Oculus Rift HMD and a PlayStation 4 Camera as AR setup, Ates et al. [2] conducted a user study with focus on accessibility inspection of user interfaces. Their simulation of vision impairments is based on photographs of the NEI [19] and implemented through a VR media player which can render stereoscopic video files. The level of intensity of the simulated impairments can be adjusted via keyboard. However, unlike in our approach, the existing visual acuity of the user is not taken into account when calibrating the visual impairment. Similarly, Váyrynen et al. [29] also used the Oculus Rift and Unity3D to create a system for evaluating the effect of visual impairments in path-finding tasks in a 3D city model. They state that their approach is targeted toward giving architectural designers a general idea of challenges of visual impairments. Impairments are simulated based on images from online simulators or hardware-based simulations and implemented using standard effects in Unity3D. This is similar to our implementation of macular degeneration and cataract (which serve to create some task variety between MRD tests rather than being used for the actual evaluation) in Unreal Engine 4. However, by applying our calibration technique, we are able to adapt the reduced visual acuity, one of the major symptoms of these diseases, to the actual vision capacities of each individual user. Therefore, unlike in previous work, we can provide a consistent experience for each user regarding reduced visual acuity.

In summary, the actual influence of vision impairments on the MRD has not yet been thoroughly investigated or quantified. Hence, legal regulations and norms only provide informal recommendations based on assumptions derived from medical definitions of visual acuity.

2.4 Previous work on locomotion techniques in VR

In order to measure MRDs in VR, it is vital to provide a locomotion technique for continuous movement toward an escape-route sign in a large environment. Hence, all forms of teleportation in VR are not applicable for such measurements. Research on natural walking [28] in virtual environments has shown positive effects on the immersion in VR. Redirected walking techniques [22], manipulate the mapping between physical and virtual motions to enable users to navigate through vast virtual environments. However, these techniques require significantly more physical space than the tracking space of a typical HTC Vive setup. Other walking approaches, like change blindness illusions [23], self-overlapping architecture [25] or flexible spaces [27], manipulate the architectural layout of a VR environment to fit into the tracked space. Although these techniques work well to create an immersive experience [28], the need for specific layouts or manipulations of the VR environment prohibits the evaluation of escape-route signage of models of real-world buildings. Locomotion devices [27] like shoe-based devices, omnidirectional treadmills or robotic elements allow navigations through arbitrary building models without any manipulations of the building architecture or the need for a large physical workspace, but the acquisition of this specialized hardware increases the costs of a project significantly. Other inexpensive locomotion techniques that require a lot of physical movement, like jumping up and down to run
in VR, would be too tiresome if performed for 30 min. Techniques that simulate walking while the person does not move in the real world—such as pressing buttons on a controller or navigating via joystick—are known to cause motion sickness for many people due to the discrepancy between visual and vestibular cues. Therefore, we implemented a form of locomotion that provides continuous movement and also minimizes this discrepancy: a wheelchair simulation. Nybakke et al. [20] compared different locomotion techniques in a series of search tasks in VR. They found that people performed best with real walking as compared to virtual translation via joystick with real rotation while standing. The performance with real movement in a motorized wheelchair was intermediate and only slightly better than rotating a swivel chair and using a joystick for translation. Chowdhury et al. [3] did a study on information recall in a VR disability simulation and concluded that their wheelchair interface (using a real non-motorized wheelchair) with an Oculus HMD induced the highest sense of presence in the virtual environment, when compared to non-VR or game-pad navigation. Since real walking is not possible in VR environments that exceed the physical tracking space and a real wheelchair results in additional costs, we designed our wheelchair simulation similar to the swivel chair model of Nybakke et al. [20].

3 Simulation of vision impairments

The most common symptom present in vision impairments is the reduction of visual acuity. Hogervorst et al. [10] determined a relation between the $\sigma$ parameter of a just recognizable Gaussian blur and the visual acuity of a person. Following these findings, we simulate a reduced visual acuity by applying a Gaussian blur to the image, the size of which we determine in a calibration phase. Similar to Lewis et al. [16], we can also apply post-processing effects to simulate common eye diseases like cataract or macular degeneration (see Fig. 3), but we combine these effects with our calibrated reduced visual acuity to adapt the simulation of these eye diseases for every user.

3.1 Calibration for reduced visual acuity

Different (even normal-sighted) people have different visual acuity. Furthermore, the display device may limit the maximum achievable visual acuity. Therefore, we devised a calibration procedure to calibrate all users to the intended visual acuity of an experiment. The user first performs an eyesight test on the target display device, which allows us to calculate the correct strength of the blur to achieve the desired visual acuity.

3.1.1 Eyesight test

For calibration, the user is placed in a virtual room with Landolt chart [11] lines on the wall at 4 m distance. The Landolt C optotype (see Fig. 2) is a ring with a gap at one of eight possible angles. Five of these Landolt Cs are displayed at a time. The user’s task is to indicate the correct angle of the gap in each Landolt C using a controller, in our case by pressing the corresponding position on the Vive controller touch pad. The test shows successively smaller optotypes until a recognition threshold (in our test less than half the signs in one row) is reached. The last optotype size which was recognized above the threshold determines the visual acuity in angular minutes.

3.1.2 Determination of blur strengths

Next, we determine the parameters we need in order to calibrate the vision of a user $u$ to a reduced level of visual acuity. Building upon the findings of Hogorvorst et al. [10], we can reduce the visual acuity by blurring the image. To determine the strength of the blur, we perform the eyesight test again, but this time use a fixed size for the Landolt C with a gap corresponding to the desired level of acuity $a$ in angular minutes. We apply a Gaussian blur to the image and increase this blur in each iteration as long as the participant is able to recognize more than half of the optotypes in a row correctly. This gives us a factor $f_n^a$ for the width of the blur needed to calibrate the vision of user $u$ to the reduced visual acuity $a$ (note that in the case of a Gaussian blur, $f$ is simply the standard deviation of the respective Gaussian).

There are a number of factors that have an impact on our calibration procedure and the resulting blur factors. Even though our study participants claimed to have normal sight or corrected sight (wearing contact lenses or glasses), some might still have a reduced visual acuity. The resolution of the display and discretization of the images also influence a user’s ability to perceive details shown at small sizes. Additionally, the HMD introduces a fixed focal distance to the eyes, which can create a vergence-accommodation conflict that can have negative effects on a user’s vision [14]. A possible misplacement of the HMD can also reduce the perceived sharpness of the images and therefore the visual acuity. All these circumstances create an already reduced visual acuity for the user once she puts on the HMD. From this unknown level of reduced visual acuity, caused by any or multiple of

![Fig. 3 Vision impairments visualized in our simulation: cataract (left), mild form of macular degeneration (middle), normal sight (right)](image)
the factors mentioned above, we start decreasing a user’s vision further, by applying and increasing the Gaussian blur until a certain size of the Landolt C (at 4 m distance) cannot be correctly recognized anymore. This size and distance of the last recognizable row of optotypes directly correspond to a certain level of visual acuity in the real world, according to established medical eyesight tests. Note that because we use the HTC Vive with Steam VR in UE 4 in a room-scale setup, distances and sizes in VR match real-world measurements. This methodology allows us to have people with different levels of visual acuity participating in an experiment that assumes participants with similar levels of visual acuity. Furthermore, we can use the blur factors determined in the calibration phase in combination with other symptoms to simulate vision impairments like macular degeneration and cataract to create a similar impression for each participant during the walkthroughs with these impairments. However, it will not be perceived exactly the same by every user, since we only calibrate one of the symptoms (visual acuity) to the user’s actual vision and combine it with a fixed level of other symptoms (e.g., contrast loss), using the same value for everyone. In future work, more calibration steps could be added to also calibrate other symptoms that influence contrast, color perception, or field of vision, for example.

3.2 Hardware limitations of VR displays

While for desktop displays the user can be placed at the appropriate distance such that any desired visual acuity can be reached, the distance for VR displays is fixed. Therefore, at a certain size the significant details of the optotypes are smaller than a pixel and can not be properly rendered and displayed. The HTC Vive HMD we use has a resolution of 2160 × 1200 pixels. Even though our participants have corrected or normal sight, this resolution made it impossible for any of our participants to recognize a visual angle smaller than 2.5 angular minutes (∼ 0.4 logMAR). According to the International Council of Ophthalmology [4], visual acuity less or equal to 0.1 logMAR, corresponding to a maximum perceivable angle of 1.25 angular minutes, is considered normal vision. This means that just by putting on the VR headset, a person with normal sight will experience a loss of visual acuity that is already considered to be a mild visual impairment. Consequently, we were not able to measure MRDs with normal sight and have to take the specifications given by existing norms as base for our comparisons. However, it is still feasible to use a HTC Vive for our study, since most elderly people suffering from vision impairments have a more severe reduction in visual acuity than the one induced by the HMD.

4 User study

We chose to apply our new methodology to determine the maximum recognition distance for escape-route signs. In a user study, we present participants with two tasks of different complexity: first, indicating when an escape-route sign becomes recognizable when moving straight toward it, and second, finding a given escape route in a building in a simulated emergency situation. The first task constitutes the actual quantitative experiment, while the second task serves to make the study more interesting for participants, and presents first experiments toward studying participant behavior in simulated emergency situations in future work. We also restrict the formal analysis to the study of visual acuity, while in the second task, we also include symptoms of other visual impairments. Since the more complex simulations of eye diseases, used in our second task, need further evaluation and consultations of experts (like ophthalmologists) before meaningful measurements can be derived from them, we do not include data from the second task in our current statistical analysis. To avoid fatigue, which can be caused by a vergence-accommodation mismatch when using a HMD, we designed our study to not exceed 30 min/participant.

4.1 Participants

For this work, we conducted a user study with 30 participants (10 female, 20 male) between 23 and 42 years of age. All but one participant had experience with computer games in general, and two thirds had already tried a virtual reality headset before participating in our study. 50% of our participants have normal vision. The other, mostly shortsighted participants (some having astigmatism) were wearing either glasses or contact lenses—with the exception of two shortsighted participants who did not wear any sight-correcting aid during the experiments. One of our participants got motion sick and could not complete the study. Some of the other participants reported minor feelings of dizziness after the study, but overall, the feedback (gathered from informal interviews) of our implemented locomotion technique was very positive. Most participants stated they liked our wheelchair simulator and had fun using it to navigate through the building model.

4.2 Experiment protocol

Each participant starts with the calibration phase as described in Sect. 3. We calibrated for two visual acuity conditions: weak blur, corresponding to 5 angular minutes, and strong blur, corresponding to 8 angular minutes. We then carry out two rounds of experiments in order to test for learning effects. In each round, we perform the actual MRD experiment with no, weak and strong blur conditions. For each condition, we
show 3 escape-route signs of 15 cm height and 3 of 30 cm height. The angle between sign and observer is set to 0, 30 and 60 degrees, respectively. In total, we obtain 36 measurements for each observer (18 per round of experiments).
Interspersed with the MRD experiment, we let the participant do walkthroughs through the test environment with the task of finding the exit, with different vision impairment symptoms. In the first round, the first two conditions (no blur, weak blur) serve to acquaint the participant with the experimental environment. The experiment protocol is as follows:

1. Calibration phase
   - Eyesight test
   - Determine blur factor: weak blur
   - Determine blur factor: strong blur

2. First round of test runs
   - Recognition distances measurements: no blur
   - Walkthrough: no blur
   - Recognition distances measurements: weak blur
   - Recognition distances measurements: strong blur
   - Walkthrough: weak blur

3. Second round of test runs
   - Recognition distances measurements: no blur
   - Walkthrough: cataract (with weak blur)
   - Recognition distances measurements: weak blur
   - Recognition distances measurements: strong blur
   - Walkthrough: macular degeneration (with weak blur)

4.3 Task description

4.3.1 Maximum recognition distance measurements

In our study, we aim to determine the maximum distance a user can be away from an escape-route sign such that she can still recognize the direction the sign is pointing to. This is measured by placing the user at the beginning of a 40-m-long corridor (shown in Fig. 4) with an escape-route sign at the far end and asking her to advance in the direction of the sign. As soon as she recognizes its label, the user indicates the recognized direction by pressing on the corresponding direction of the Vive controller touch pad. This can be up, down, left or right. The controller vibrates if the input was wrong. In that case, the user has to proceed by moving further toward the escape-route sign until she correctly recognizes the displayed direction on the sign and presses on the correct position of the touch pad. After a correct input, the scene is reset for the next sample.

4.3.2 Walkthroughs

Between the MRD measurements, the participant is presented with a more realistic escape scenario. The user moves in a large building consisting of multiple furnished rooms and corridors with luminaires and escape-route signs, as shown in Fig. 5. For each walkthrough, a different path is signposted with escape-route signs, and the task for the user is to follow this path out of the virtual building. We aimed for a high level of realism for our VR environments, using realistic geometry and physically plausible lighting, as described in Sect. 4.4.2. Walkthroughs are performed with different conditions: with clear vision, with a weak blur, with simulated cataract and with simulated macular degenerations.

These walkthroughs serve two purposes: First, to provide a break between numerous recognition distance tests and increase the variety of tasks, which makes the whole experiment more interesting for the participants and keeps them motivated and concentrated. Second, to gather more information about the behavior of users in virtual escape scenarios, as we also measure the time participants take for each walkthrough, and record their movements, which we plan to evaluate in future work.

4.4 Experiment implementation

4.4.1 Wheelchair simulation

A primary objective of our project is to improve escape-route signage in homes for the elderly, but simulating navigation
of elderly people in VR is a complicated topic and challenge in itself. Elderly people are usually not as fast as the younger population and often have to use canes, walkers or wheelchairs. By simulating a wheelchair in VR, we target the most constraining form of movement for elderly people. At the same time, we manage to keep the discrepancy between visual and vestibular cues to motion low, while providing continuous movement (which allows measuring MRDs) in arbitrary large virtual environments. We implemented a wheelchair simulation similar to Nybakke et al. [20], but with a HTC Vive, using a form of torso-directed travel [24]. Our physical wheelchair consist of a swivel office chair with a Vive controller mounted on its back and a 3D model of a wheelchair that users see in VR (see Fig. 6). When turning the real-world office chair, the rotation is tracked by the Vive controller on its back and translated to a rotation of the user and the virtual wheelchair in the VR environment. With the trigger of the other Vive controller, users are able to control the speed of the forward movement. Typical mechanical wheelchairs have a maximum speed of about 1.8–2.2 m/s, so we decided to restrict the maximal movement speed of our simulated wheelchair to 1.8 meters per second. Although turning an office chair has a different haptic feeling than counter-rotating the wheels of a real wheelchair, our simulator is a cheap and easy-to-build emulation that lets participants experience a VR environment from the visual perspective of a person in a wheelchair. Except for one participant, who got motion sick shortly after the start of the experiment and had to abort, all other participants reported no uncomfortable motion sickness or the need to take a break or preliminarily terminate the experiment. Some participants mentioned slight dizziness after the end of the experiment, which is not uncommon after the use of any VR application. Although our informal interviews already gave a good indication that our wheelchair simulator is a suitable solution for the task at hand, providing continuous movement while avoiding any severe motion sickness, we plan to conduct structured interviews in future research to further support this claim.

4.4.2 Realistic environments

Simulating emergency situations in VR places high demands on the quality of the virtual environment, both in terms of modeling and realistic rendering. While the MRD task only requires a simple scene, even there the lighting simulation should be accurate to reproduce illumination of the signs comparable to international standards or norms. The walkthrough scenario, on the other hand, should also present a realistically modeled building. To achieve high realism in both modeling and rendering, we implemented a tool chain consisting of a 3D interior design software (pCon.planner [7]), a light-planning software (HILITE [31]) and a game engine (Unreal Engine 4 [8]). Using an interior design software allows us to model rooms with realistically looking furnishings. After importing these 3D scenes into HILITE, we are able to insert luminaires and render the scenes with physically plausible lighting, using a realistic material model [18] and the many-light global-illumination solution of Luksch et al. [17].

5 Results

The results of our user study comprise data collected from MRD measurements as well as a questionnaire completed by each participant.

5.1 Measured recognition distances and angles

Table 1 shows the average measured maximum recognition distances over all observations for each test, as well as the corresponding standard deviation (see Fig. 7 or supplementary material for a boxplot visualization of this data). We can see that a doubling of the size of an escape-route sign also on average approximately doubles its MRD. Increasing angles between the surface normal of a sign and the viewing direction of a user decrease the MRD. Our data suggest that this decrease is nonlinear, which is consistent with the observations of Xie et al. [33]. However, more measurements of different angles would be necessary to determine the exact nature of this angle-dependent decrease in MRDs and the influence of a reduced visual acuity on it.

5.2 Outlier detection

To prevent technical errors from compromising our data, we need to find outliers in our measurements and remove them from the dataset. First, we look at the blur factors that have been calculated for each participant for weak blur (corresponding to a visual angle of 5.0) and strong blur (corresponding to a visual angle of 8.0) during the calibration phase. The data show one participant with very low blur
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Table 1 Measured data during the first and second test run

| Sign size and rotation | First test run | Second test run |
|------------------------|---------------|-----------------|
|                        | Weak blur | Strong blur | Weak blur | Strong blur |
|                        | $\bar{x}$ | $\sigma$ | $\bar{x}$ | $\sigma$ | $\bar{x}$ | $\sigma$ |
| 15 cm, 0°              | 783      | 148      | 622      | 174      | 847      | 197      | 570      | 141      |
| 15 cm, 30°             | 778      | 223      | 521      | 128      | 747      | 162      | 507      | 109      |
| 15 cm, 60°             | 598      | 163      | 371      | 95       | 590      | 89       | 388      | 101      |
| 30 cm, 0°              | 1675     | 340      | 1028     | 226      | 1665     | 381      | 1069     | 251      |
| 30 cm, 30°             | 1550     | 264      | 1009     | 266      | 1570     | 312      | 1065     | 256      |
| 30 cm, 60°             | 1112     | 242      | 761      | 191      | 1189     | 214      | 833      | 258      |

The table shows mean and standard deviation over all observations per test.

![Graph showing MRDs for 15 and 30 cm size signs and rotation](image)

Fig. 7 The comparison shows the MRDs for 15 and 30 cm size signs and rotations according to (1) EN 1838 (not taking visual acuity into account), (2) ISO 3864-1 (directly scaled by calculated visual acuity) underestimating MRDs, and (3) ISO 3864-1 (calculated for an unknown percentage of normal-sighted people, reducing normal MRDs by 40%) overestimating MRDs when compared to (4) our measured results (valid for 85% of our study participants). The distributions of our measurement are depicted as box-plots.

Factors for weak blur and strong blur and corresponding high recognition distances for all measurements, compared to other participants. We assume that the low blur factors were caused by a technical problem and decided to remove all data from this participant from the data set. For another participant, blur factors for weak and strong blur had the same value, which also indicates a technical error during the calibration phase. Therefore, the data from this participant were removed from the dataset as well. One of our participants had to stop the experiment after the first few measurements due to motion sickness, so we also excluded her data from our analysis.

Although we asked our participants to avoid random guessing during the MRD measurements, some very high values in the measurements suggest that some participants guessed correctly, leading to an outlier in the observations. Another cause for outliers are cases where participants were inattentive or accidentally pressed the wrong button. Pressing the wrong button leads to a short vibration of the controller indicating a wrong input. The participant then needs to advance further toward the sign until she can recognize the direction and press the correct button. However, if a participant accidentally presses the wrong button without noticing, she might think that she got the direction wrong, even if just her input was wrong, and might move a lot closer to the sign than necessary. To exclude single observations from the data set that are considered as outliers, we calculate the standard deviation for each test and remove all observations that deviate more than 3 standard deviations from the mean.

5.3 Validity checks

We performed several tests to validate the correctness of our data. The resulting values of our statistical analyses can be found in the supplementary material.

5.3.1 Learning effect

Each test person performed our MRD tests with the mild vision impairment introduced by the Vive headset, with a weak blur and with a strong blur. After some time (∼10 to 15 min) spent navigating through a building in VR, the recognition tests were performed for a second time. Using the $t$-test, we compared the measurements (see Table 1) of the first and the second runs. Since all our $p$-values are above the standard $\alpha = 0.05$ cutoff value, we conclude that there is no evidence for a learning effect.

5.3.2 Comparison of normal sight and corrected sight

We compared the MRD measurements of people with normal sight to those of people wearing contact lenses or glasses to correct shortsightedness and/or astigmatism, in order to show that there are no significant differences and all participants perform similar when calibrated to the same level of visual acuity. We used Welch’s $t$-test to analyze our data. Note that we refrained from doing any correction (like Bonferroni correction), because this would increase the probability of false negatives, thus obscure our results by hiding potentially sig-
nificant values that could be indicators for a problem with our method. Our analysis of the first run of measurements under weak and strong blur shows a significant difference between normal-sighted people and people with corrected sight for half the tests with weak blur and one of the tests with strong blur. However, when analyzing the measurements of our second run, the performed t-tests show no evidence for a significant difference in recognition distance and angle for people with normal sight and people with corrected sight. Therefore, we can conclude that there is no systematic error in our system. A table with all p-values and a boxplot visualization of the similarities and differences of the compared distributions are provided in the supplementary material. The 4 (out of 12) t-tests that show significant differences between the compared distributions could be false positives, the consequence of a too small sample size or other, yet unknown parameters. Further analyses and experiments are needed to identify the cause of these results in future work.

5.3.3 Influence of gender or previous VR experience

The performed statistical test shows no evidence for a significant difference between the distributions of recognition distances of people with prior VR experience and people without. Similarly, we could not find any evidence of the influence of gender on the performance in our test.

6 Discussion and recommendation for extensions of norms

According to the International Council of Ophthalmology [4], people with normal sight are able to recognize a visual angle of 1.25 angular minutes or less. Our weak blur represents a vision impairment corresponding to a minimum recognizable visual angle of 5.0 angular minutes, which is a reduction of the visual acuity by a factor of 4. EN 1838:2013-07 [6] states that the maximum recognition distance of an escape-route sign of size 15 cm is 15 m, which according to ISO 3864-1 [12] is true for 85% of all people. Looking at the results of our study, as shown in Fig. 7 (see supplementary material for numerical values), we observe that a visual acuity reduced by a factor of 4 translates to a reduction of the MRD by a factor of approximately 2.25–2.27 (calculated from the average of both test runs for 15 cm signs and 30 cm signs, respectively). Our strong blur, corresponding to a visual acuity of 8.0 angular minutes, represents a reduction of a factor of 6.4 in visual acuity. The results show that this visual acuity reduces the MRD by a factor of 3.5 (for 15 cm signs) or 3.4 (for 30 cm signs).

In future work, we would like to conduct a study with more tests of different levels of visual acuity to obtain a more detailed quantification of the influence of vision impairment on the recognizability of escape-route signs. However, our results already suggest that a reduced visual acuity has a significant impact on the MRD of escape-route signs, which differs from the recommendations or assumptions of current norms and standards. The specifications of EN 1838 do not provide guidelines on how to take vision impairments into account, nor on how to consider the dependency of the MRD on the viewing angle. Compared to the informal appendix of ISO 3864-1, which assumes a reduction of the MRD by a factor equal to the decimal acuity of the observer, our results show a lower impact on the MRD. Figure 7 shows that ISO 3864-1 underestimates the MRDs recorded during our study, while EN 1838 generally overestimates the MRDs. Appendix of ISO 3864-1 further states that if the amount of normal-sighted people is unknown, the distance factor as calculated for normal-sighted people for illuminated escape-route signs should be reduced by 40%. As our results show (see Fig. 7), this is insufficient for people that are only able to perceive a minimum visual angle of 5.0 or more. Considering that about half the population of the USA over the age of 75 suffered from some form of cataract in 2010, and the total number of cases is expected to double until 2050, according to the NEI [19], it is reasonable to assume that the informal recommendation (reducing the distance of escape-route signs by 40%) of ISO 3864-1 is insufficient. Therefore, we recommend further in-depth studies on the impact of vision impairments on the recognition distance to derive more specific information to be included in norms and standards. Additionally, a more conservative recommendation for the distance between escape-route signs in places like homes for the elderly, where a high percentage of residents are expected to suffer from vision impairments, may be advisable.

7 Conclusion and future work

In this paper, we have presented the first step toward the evaluation and quantification of the effects of vision impairments on recognition distances of escape-route signs, which got little attention in scientific research until now. We have found that informal recommendations for the placement of escape-route signs are insufficient for buildings where a larger number of residents with vision impairments can be found, and provide first steps toward adapting international standards and norms. To achieve this, we have introduced a new methodology to conduct user studies investigating the effects of vision impairments in VR. The key idea is to calibrate all participants to the same (reduced) visual acuity, hence making it much easier to find a suitable number of participants for experiments investigating vision impairments.

There are several avenues for future work in this direction. Many aspects we have already discussed could be studied in more depth: taking more levels of visual acuity into account,
studying other symptoms of visual impairment, or investigating why some conditions show differences between corrected and normal-sighted participants. While we have taken care to provide a realistic lighting simulation, we do not yet account for environmental conditions specific for emergency situations, like flickering light, smoke and haze. This is especially interesting when doing more formal studies for the walkthrough settings, where the additional question arises whether a sign is noticed by the user at all (independent of whether the content of the sign is recognized). Recently announced eye-tracking VR headsets will be helpful in evaluating this question. In the current study, we only focused on unlit signs, while many modern buildings feature incandescent emergency signs. We would also investigate further the influence of the angle under which a sign is seen on recognizability, especially for grazing angles. Finally, we believe our general methodology can be used to investigate smart lighting systems in VR, which are specifically designed to aid people with impaired vision, since we can provide vision impairment simulations and realistic environments with a physically plausible lighting simulation.
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