1. Introduction

Transition metal disilicides (TMSi₂) have spurred significant interest because of their high electrical conductivity, thermal stability, excellent high-temperature oxidation resistance, strength, etc.¹⁻³ These properties can be exploited in a variety of applications in the microelectronics industry, such as ohmic contacts, interface diffusion barriers and interconnections.⁴⁻⁸ In addition to these applications, TMSi₂ also exhibits great advantages in the field of lithium-ion batteries. For example, a number of transition metal disilicides, such as MoSi₂, CrSi₂, TiSi₂, NiSi₂, TaSi₂ and VSi₂, are used as anode materials or anode coating materials for lithium-ion batteries.⁹⁻¹²

Previous studies have reported that there are four typical crystal structures in transition metal disilicides, i.e., hexagonal C11b (space group I4/mmm, no. 139), tetragonal C40 (space group P6_322, no. 180), orthorhombic C54 (space group Fdd2, no. 70) and orthorhombic C49 (space group Cmcm, no. 63) structures.¹³⁻¹⁶ MoSi₂ and WSi₂ have C11b and C40 structures under different temperature, and the differences between C11b structure and C40 structure in performance are great.¹⁷,¹⁸ CrSi₂, TaSi₂, NbSi₂ and VSi₂ are the hexagonal C40 structure while ZrSi₂ and HfSi₂ have C54 structure.¹⁹⁻²² TiSi₂ has the C49 structure and high pressure can result in phase transition from C49 structure to C54 structure.²³

Among these transition metal disilicides, NbSi₂ is known as the hexagonal C40 structure.²⁴,²⁵ In recent years, the physical properties of hexagonal NbSi₂ have been widely investigated.²⁶⁻²⁹ For example, Xu et al. have studied the electronic, elastic and thermodynamic properties of NbSi₂ under high temperature and pressure using first-principle calculations.²⁸ Gottlieb et al. have investigated some transport properties of NbSi₂ single crystal.³¹ Specifically, our recent studies indicated that vacancy can influence the structural and elastic properties of NbSi₂.³² In addition, Lasjaunias et al. have shown that the obtained Debye temperature of hexagonal NbSi₂ was 579 ± 10 K from low-temperature specific heat measurement.³³ As mentioned by Antonov et al., the optical properties of NbSi₂ are studied theoretically and experimentally.³⁴ However, the other phases of NbSi₂ are rarely studied until now. Hence, we attempt to design three new phases (C11b, C54 and C49) for NbSi₂. Importantly, our recent work has indicated these three phases for NbSi₂ are stables at the ground state. Unfortunately, the electronic and thermodynamic properties of NbSi₂ with these new structures are unknown.

Herein we investigate the electronic and thermodynamic properties of NbSi₂ with four crystal structures (C40, C11b, C54 and C49) using the first-principle calculation. Firstly, we compare the energy band structure and density of state of these new phases with that of C40-NbSi₂. To better understand the origin of internal bonding, we study the valence electron configuration of Nb-Si bond and Si-Si bond. Then, their thermodynamic properties (including Debye temperature, heat capacity, enthalpy and entropy) are calculated and discussed in detail. Finally, in order to explore the nature of thermodynamic properties of these phases, we also calculate and analyze their phonon DOSs.
2. Models and theoretical methods

Our calculations were carried out within the density function theory (DFT), as implemented in the CASTEP packages. The exchange–correlation functions were treated by using the Perdew–Burke–Ernzerhof (PBE) generalized gradient approximation (GGA) functional. The valence electronic configurations of Nb and Si atoms were selected as 4p⁶4d⁰5s¹ and 3s²3p².

Fig. 1 Calculated band structure of various NbSi₂ phases.

Fig. 2 Calculated total and partial DOS profile of various NbSi₂ phases.
respectively. The cutoff energy with plane-wave basis was 450 eV for all structures. The Monkhorst-Pack k-point grids of 17 × 17 × 10, 20 × 20 × 8, 8 × 14 × 8 and 18 × 4 × 18 were chosen for C40, C11b, C54 and C49 structures, respectively. In the process of structural optimization, the energies, maximum ionic displacement and maximum stress were converged within 1 × 10⁻⁵ eV per atom, 1 × 10⁻⁵ Å and 0.05 GPa, respectively.

3. Results and discussion

To investigate the electronic properties of NbSi₂ with four structures, the calculated band structure along the high symmetric direction within the Brillouin zone have been plotted in Fig. 1. The pink dashed line at zero represents the Fermi level (E_F). It is found that the high symmetric direction of C40–NbSi₂ is G → A → H → K → G → M → L → H direction while that of C11b–NbSi₂ is Z → A → M → G → Z → R → X → G direction. For orthorhombic C54– and C49–NbSi₂, their high symmetric direction is G → Z → T → Y → S → X → U → R. Furthermore, as with C40–NbSi₂ (see Fig. 1(a)), although there is no band overlap between the valence band (VB) and the conduction band (CB). In particular, the energy of electrons at the top of the valence band is higher than that of the bottom of the conduction band. Thus, the electron in valence band can enter the conduction band through the Fermi level so as to make C40–NbSi₂ exhibit metallic behavior. For the other three structures, there is the band overlap between the valence band and the conduction band, indicating that they have metallic behavior. Compared with C40–NbSi₂, we can see that the predicted three phases exhibit the better electronic properties.

To gain more insight into the origin of electronic properties of various NbSi₂ phases, the total and partial density of states (DOSs) are calculated and displayed in Fig. 2. It is clearly observed that the total DOS of four structures at the Fermi level are positive, indicating that they exhibit metallic behavior in their crystal phases. Furthermore, we find that the DOS of these phases are characterized by a small peak close to the Fermi level. The hybridized orbital of this peak are composed of Nb-4d and Si-3p orbital. This is to say, there is the formation of Nb–Si bond at the Fermi level. Hence, we can conclude that their metallic behavior may be attributed to the strong metallic interaction between Nb atom and Si atom. Moreover, the existence of a pseudogap, i.e., a deep valley through the Fermi level, differentiates the bonding state from the anti-bonding/non-bonding state.³⁷

In the valence band zone, we can see that the DOS of C40–, C11b– and C54–NbSi₂ located from about −5−0 eV mainly come from Nb-4d and Si-3p orbital. Moreover, the hybridized orbital in the range from about −13 eV to −5 eV is mainly composed of Si-3s and Si-3p orbital, which will drive the formation of Si–Si covalent bond. However, for C49–NbSi₂, its DOS in the valence band zone is almost made up of Nb-4d and Si-3p orbitals. Furthermore, the significant hybridization peak below the Fermi level in the DOS of these phases manifests that the strong chemical bond is formed between Nb atoms and Si atoms. The Mulliken population can reflect the bond strength to some extent.³⁶ Hence, in this article, the calculated bond lengths of Nb–Si bond with the largest Mulliken population are 2.743 Å, 2.706 Å, 2.689 Å and 2.577 Å for C40–, C11b–, C54– and C49–NbSi₂, respectively. The calculated bond length of Nb–Si bond in C40–NbSi₂ is in good agreement with experimental data (2.770 Å).³³ This result also reflects that the electronic properties of these predicted phases better than C40–NbSi₂. As mentioned above, we conclude that the electronic properties of various NbSi₂ phases are mainly derived from Nb–Si metallic bond, and Si–Si covalent bond makes a little contribution to their electronic properties.

![Fig. 3 Valence electron configuration for (a) interaction between Si atoms and (b) interaction between Nb atom and Si atom.](image)

![Fig. 4 Calculated the Debye temperature (θ_D) of various NbSi₂.](image)
Previous studies have shown that there are Nb–Si and Si–Si bonds in C40–NbSi2 phases.\textsuperscript{24,29,38} To further reveal the nature of these bonds in various NbSi\textsubscript{2}, Fig. 3 depicts the valence electron configuration for Si–Si and Nb–Si bonds, and the bond with an asterisk exhibits anti-bonding behavior. From Fig. 3(a), it is clearly found that an electron of Si-3s orbital jumps to Si-3p orbital, producing four hybridized orbitals, which forms the normal tetrahedron sp\textsuperscript{3} hybridization. This sp\textsuperscript{3} hybridization can be called σ\textsubscript{sp} bond. The interaction between Si-3p orbitals can form π\textsubscript{3p} bond. However, the interaction between Nb and Si atoms, i.e., the overlap between sp and d orbital, is very complicated. Here, we simplify their bonding model and just predict that the possible bonding styles. We can see from Fig. 3(b) that the bonding and antibonding orbitals are formed between the hybridized orbitals of Si atom and the atomic orbital of Nb atom. Besides, there is a non-bonding orbital in the atomic orbital on Nb atom. Therefore, we suggest that the structural stability of various NbSi\textsubscript{2} phases is mainly attributed to the Nb–Si bond and Si–Si covalent bond.

Furthermore, both sp and d orbital can carry the electronic current in NbSi\textsubscript{2} with the overlap between them. To our knowledge, the conductivity of each orbital is a proportional to the velocity of electron on the corresponding orbital at the Fermi level. Hence, the sp orbitals composed of s and p orbital are expected to carry larger current than d orbitals characterized by a lower electron velocity. Besides, the effective mass of sp orbital is higher than d orbital in NbSi\textsubscript{2} phase. As mentioned above, it is essential to take the valence electron configuration into account for analyzing the calculated electronic properties of NbSi\textsubscript{2} phases in the present study.

### 3.1 Thermodynamic properties

To examine the thermodynamic properties of various NbSi\textsubscript{2} phases, the quasiharmonic Debye model at finite temperature is used.\textsuperscript{39} In this quasiharmonic Debye model, the Gibbs function \( G \) is obtained by \( G(V, P, T) = E(V) + PV + F_{\text{Vib}}(\theta(V), T) \), where \( E(V) \) represents the total energy of NbSi\textsubscript{2} per unit cell and can be calculated by density function theory (DFT). \( \theta(V) \) is the Debye temperature and \( F_{\text{Vib}} \) indicates the vibrational Helmholtz free energy.
Fig. 4 displays the calculated the Debye temperature ($\theta_D$) as a function of temperature (0–2500 K). As is well-known, the higher Debye temperature of a material, the stronger interactions between atoms. From Fig. 4, it is observed that the calculated Debye temperature of various NbSi$_2$ increases sharply at low-temperature. We suggest this phenomenon may be due to the fact that the vibration of atoms in crystals is very sensitive to temperature under low-temperature. Furthermore, the Debye temperature of various NbSi$_2$ tends to be a constant to some degree under high-temperature. The calculated Debye temperature of C40–NbSi$_2$ is 522 K, which is slightly lower than previous experimental result.$^{33}$ The order of obtained Debye temperature for these structures is: C54 > C49 > C40 > C11b. The calculated Debye temperature of C54 structure is about 548 K. It is worth mentioned that the Debye temperature of C54 and C49 structures is very similar. We can conclude that C54–NbSi$_2$ exhibits the best thermal stability among considered structures.

In addition to the Debye temperature, the calculated isochoric heat capacity ($C_v$) curves of various NbSi$_2$ are illustrated in Fig. 5. It is observed clearly that the $C_v$ of NbSi$_2$ with four structures is a proportional to $T^3$ at temperature close to 0 K and then retains a constant when the temperature increases above 500 K. This trend satisfies the Dulong–Petit limit$^{40}$ ($C_v = 3nR$, where $n$ represents the number of atoms per unit cell). The obtained $C_v$ constants of C40, C11b, C54 and C49 structures are 53.54 J mol$^{-1}$ K$^{-1}$, 35.70 J mol$^{-1}$ K$^{-1}$, 142.73 J mol$^{-1}$ K$^{-1}$ and 71.37 J mol$^{-1}$ K$^{-1}$, respectively. In particular, the calculated $C_v$ value of C40–NbSi$_2$ is in good consistent with previous theoretical value (52.21 J mol$^{-1}$ K$^{-1}$ at 300 K).$^{39}$ We suggest the discrepancies are attributed to the fact that the different structural characteristics affect the vibration of internal atoms under high-temperature. Importantly, C54–NbSi$_2$ possesses the largest $C_v$ value in comparison to other phases, implying it exhibits best thermal stability in our considered structures. However, the $C_v$ value of C11b structure is smallest among all phases. As mentioned above, C54 structure is expected to a new phase for NbSi$_2$ used as electronic material in future high-temperature application.

Fig. 6 depicts the other thermodynamic functions of various NbSi$_2$ phases, i.e., enthalpy ($H$), entropy ($S$) and free energy. Enthalpy of a material can be calculated by $H = F + TS$. From Fig. 6, we can find that the thermal electronic contributions (TEC) can significantly influence enthalpy and entropy. For four NbSi$_2$ phases, $H$ exhibits an approximately linear relationship with the temperature (>300 K), and their average slopes of C40, C11b, C54 and C49 structures are 0.22 kJ mol$^{-1}$ K$^{-1}$, 0.14 kJ mol$^{-1}$ K$^{-1}$, 0.60 kJ mol$^{-1}$ K$^{-1}$ and 0.30 kJ mol$^{-1}$ K$^{-1}$. The result also confirms the analysis of heat capacity.

To deeper understand the mechanism of dynamic stability, we carefully calculated the full and partial phonon density of state (DOS) of various NbSi$_2$ phases, the results are shown in Fig. 7. It is observed that various NbSi$_2$ are mechanically stable due to there is no negative frequency. With the increase of temperature, the vibration of atoms intensifies. Therefore, it can be seen clearly from Fig. 7 that the low frequency zone (below about 7.0 THz) mainly composed of the vibration of Nb atom, indicating that the structural stability of various NbSi$_2$ under low-temperature are determined by the Nb atoms.

![Fig. 7](image-url)  
Calculated full and partial phonon DOS of various NbSi$_2$ phases.
However, the high frequency zone (about 7.0–15.0 THz $^{-1}$) is almost all made up of the vibration of Si atoms. Hence, the structural stability of various NbSi$_2$ under high-temperature is dominated by the Nb–Si bond and Si–Si covalent bond. It is worth pointing out that the vibration of Nb atoms is almost identical to that of Si atoms with the range from 6.30–8.50 THz $^{-1}$ in Phonon DOS of C54–NbSi$_2$ (see Fig. 7(c)), which indicates the structural stability in this range are caused of Nb–Si bond.

4. Conclusion

In summary, on the basis of density functional theory (DFT), the electronic and thermodynamic properties of various NbSi$_2$ are systematically investigated. Firstly, the analyses of band structure and density of states show that NbSi$_2$ with four structures exhibits metallic behavior, which is mainly derived from the Nb–Si metallic bond and some Si–Si covalent bonding in these phases. The three new phases exhibit better electronic properties in comparison to C40–NbSi$_2$. Based on the molecular hybridization theory, we also explore the mechanism of Si–Si and Nb–Si bonds using the valence electron configuration. Furthermore, it is found that the sp orbital composed of s and p orbitals are expected to carry more current than the d orbital. Finally, we calculate the thermodynamic properties of these phases, including Debye temperature, heat capacity, enthalpy and entropy. The calculated Debye temperature and heat capacity of C54–NbSi$_2$ are 547.8 K and 142.7 J mol$^{-1}$ K$^{-1}$ under high-temperature, respectively, which indicate C54–NbSi$_2$ exhibits better thermal stability than the other three phases. The thermal stability of C11$_5$–NbSi$_2$ is the worst in the considered phases.
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