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Abstract

We study a family of integrable systems of nonlinearly coupled harmonic oscillators on the classical and quantum levels. We show that the integrability of these systems follows from their symmetry characterized by algebras, here called Kummer shape algebras. The resolution of identity for a wide class of reproducing kernels is found. A number of examples, illustrating this theory, are also presented.
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1. Introduction

It is a commonly accepted point of view that systems of nonlinearly coupled harmonic oscillators provide good models for the description of a wide class of physical phenomena. First of all, they appear naturally in optics where light modes interact through the medium, in which polarization depends on the electromagnetic field in a nonlinear way [21, 24]. One can also use them for modeling the dynamics of various classical mechanical systems, see for example [12]. The oscillations of some modes in molecular dynamics can also be described in this manner [4].

In Kummer’s paper [17] a Hamiltonian system, in which the interaction between harmonic oscillators is described by the Hamiltonian (2.3), where $h_0$ is a polynomial of degree smaller than $|l_0| + \ldots + |l_n|$ and $g_0$ is a constant, was integrated. The method of integration is based on the reduction of the system to a Hamiltonian system on $\mathbb{R}^3$ with a Poisson–Nambu bracket defined by a circularly symmetric function $C$. In this way one obtains the trajectories...
of the reduced system as intersections of the 0-level surface $\mathcal{C}^{-1}(0)$ of $\mathcal{C}$, called in [12] the Kummer shape, with the level sets of the reduced Hamiltonian. Next, using this system, the KAM theory is applied for the extraction of rigorous information for a class of more general Hamiltonians.

In this paper we integrate the Hamiltonian (2.3) without any restriction on the functions $h_0$ and $g_0$. We pass to the canonical coordinates (2.5) and (2.6) writing the Hamiltonian (2.3) in the form (2.16), where $I_1, \ldots, I_N$ are integrals of motion; thereby we integrate the system in quadratures. As a result we obtain a Poisson subalgebra of the standard Poisson algebra $C^\infty(\mathbb{R}^{2N+2})$, which reduces to the Poisson algebra on the Kummer shape, see (2.38) and (2.39). We call this reduced algebra the classical Kummer shape algebra.

The above method of integration also works when one passes to the corresponding quantum system (3.1) of non-linearly coupled harmonic oscillators. After quantum reduction we obtain the operator algebra described by the relations (3.25)–(3.27) with the structural function $G_0$ depending on $g_0$ and exponents $l_0, \ldots, l_N$. This is known in physics literature as the so-called bosonic oscillator algebra (see [26, 27] and references therein). In this paper we call this algebra a quantum Kummer shape algebra since, similarly to the classical Kummer shape algebra, it describes a symmetry of the considered system.

Using Berezin covariant symbols (4.3) defined by Glauber coherent states (4.1) we show in section 4 that the quantum Kummer shape algebra corresponds to the classical Kummer shape algebra in the limit $\hbar \to 0$. Next, combining the classical reduction procedure with the quantum one we show that one can obtain the coherent states of quantum Kummer shape algebra by the reduction of Glauber coherent states, see proposition 4.2. At the end of section 4 we show (in proposition 4.5) that passing to the classical limit $\hbar \to 0$ intertwines classical and quantum reduction procedures.

As a by-product of our investigation we find the explicit formula (see proposition 5.1) for a wide class of reproducing kernels presented in (5.9).

The quantum Kummer shape algebras were investigated in a systematic way in [6, 13, 14], where the authors had in mind their applications to nonlinear phenomena in quantum optics. We believe it was Karassiòv who first applied these structures to quantum optics problems [15, 16]. They were also discussed in numerous papers by different authors as so-called deformed bosonic oscillator algebras, e.g. see [26, 27] and references therein.

The connection of these algebras with the coherent state method of quantization and the theory of $q$-special functions was investigated in [23].

In section 6 we discuss the integrability of the quantum Hamiltonian (3.1) and the correspondence of the Heisenberg equations defined by (3.1) to the Hamilton equations (2.42)–(2.44) if $\hbar \to 0$.

In section 7, several examples of Kummer shapes are presented which show their importance for various questions of mathematical physics.

The three mode case corresponding to $l_0 = 1, l_1 = -1$ and $l_2 = -1$ was investigated in a series of papers [1–5] on the classical level as a model for the resonant three-wave interaction. It also has important applications in non-linear quantum optics, e.g. see [21, 24, 27]. Because of the importance of the three mode case in various problems of classical as well as quantum physics we will return to it in a subsequent publication. In our opinion, the methods investigated in the paper could be used for the semiclassical description of the three-wave case.
2. Classical Kummer shape algebra

We will investigate a Hamiltonian system consisting of non-linearly coupled $N + 1$ harmonic oscillators. The phase space of such a system is $\mathbb{C}^{N+1}$ equipped with the standard Poisson bracket

$$\{f, g\} = -i \sum_{n=0}^{N} \left( \frac{\partial f}{\partial z_n} \frac{\partial g}{\partial \bar{z}_n} - \frac{\partial g}{\partial z_n} \frac{\partial f}{\partial \bar{z}_n} \right),$$

(2.1)

of $f, g \in C^\infty(\mathbb{C}^{N+1})$. So, for the coordinate functions we have

$$\{z_i, z_j\} = -i \delta_{ij}, \quad \{z_i, \bar{z}_j\} = 0, \quad \text{and} \quad \{\bar{z}_i, \bar{z}_j\} = 0.$$  

(2.2)

We will take

$$H = h_0(|z_0|^2, |z_1|^2, \ldots, |z_N|^2) + g_0(|z_0|^2, |z_1|^2, \ldots, |z_N|^2)z_0^{l_0}z_1^{l_1} \cdots z_N^{l_N}$$

$$+ g_0(|z_0|^2, |z_1|^2, \ldots, |z_N|^2)z_0^{-l_0}z_1^{-l_1} \cdots z_N^{-l_N}$$

(2.3)

as a Hamiltonian of the system, where the following convention is used

$$z_i^l = \begin{cases} z_i^l & \text{if } l_i \geq 0 \\ \bar{z}_i^{-l_i} & \text{if } l_i < 0 \end{cases}.$$  

(2.4)

$z_i \in \mathbb{C}$ and $l_i \in \mathbb{Z}$. We will also assume that $h_0$ and $g_0$ are smooth functions on $\mathbb{C}^{N+1} \cong \mathbb{R}^{2N+2}$ and that $g_0$ is positive valued. Additionally, without loss of generality, we exclude the case when all exponents $l_0, \ldots, l_N$ are negative.

In our investigation we will follow Kummer’s paper [17], where the Hamiltonian (2.3), with the coupling function $g_0$ as a real positive constant and $h_0$ as a polynomial of degree smaller than $|l_0| + \ldots + |l_N|$, was considered.

In order to integrate the system given by Hamiltonian (2.3) we pass to the new canonical coordinates $(I_0, \ldots, I_N, \psi_0, \ldots, \psi_N)$ defined by

$$I_i := \sum_{j=0}^{N} \rho_{ij} |z_j|^2,$$

(2.5)

$$\psi_j := \sum_{j=0}^{N} k_{ij} \phi_j,$$

(2.6)

where the real $(N + 1) \times (N + 1)$ matrix $\rho = (\rho_{ij})$ satisfies

$$\det \rho \neq 0 \quad \text{and} \quad \sum_{j=0}^{N} \rho_{ij} l_j = \delta_{0i}$$

(2.7)

and $\phi_j$ is the argument of $z_j = |z_j| e^{i \phi_j}$. The matrix $K = (k_{ij})$ is the inverse of $\rho = (\rho_{ij})$.

In the sequel, we will restrict our considerations to the open subset $\Omega^{N+1} := \{ (z_0, \ldots, z_N)^T \in \mathbb{C}^{N+1} : |z_k| > 0, \text{ for } k = 0, 1, \ldots, N \}$ of $\mathbb{C}^{N+1}$, which is invariant with respect to the Hamiltonian flows

$$\sigma_r(t)(z_0, \ldots, z_N) = (e^{i \omega_0 t}z_0, \ldots, e^{i \omega_N t}z_N),$$

(2.8)

generated by $I_0$, where $t \in \mathbb{R}$ and $r = 0, 1, \ldots, N$. The resonance condition (2.7) implies that the flows $\sigma_r$ are periodic

$$\sigma_r(t + T_r) = \sigma_r(t)$$

(2.9)
for \( r = 1, 2, \ldots, N \). We will assume that \( T_0, \ldots, T_N \) are minimal periods. Expressing \( \sigma_r(t) \) in the coordinates \((I_0, \ldots, I_N, \psi_0, \ldots, \psi_N)\) we find that

\[
\sigma_r(t)(I_0, \ldots, I_N, \psi_0, \ldots, \psi_N) = (I_0, \ldots, I_N, \psi_0, \ldots, \psi_r + t, \ldots, \psi_N).
\] (2.10)

From the above it follows that, for \( r = 1, 2, \ldots, N \), one can assume

\[
0 < \psi_r \leq T_r.
\] (2.11)

Because of (2.7) the variable \( \psi_0 \) depends on \( \phi_0, \ldots, \phi_N \) as follows

\[
\psi_0 = \sum_{j=0}^{N} I_j \phi_j.
\] (2.12)

In particular

\[
2\pi \sum_{i \in N_r} I_i < \psi_0 \leq 2\pi \sum_{i \in N_r} I_i,
\] (2.13)

where \( N_r := \{0 \leq i \leq N : I_i < 0\} \) and \( N_r := \{0 \leq i \leq N : I_i > 0\} \).

According to (2.5) the coordinates \((I_0, \ldots, I_N)\) belong to the cone \( \Lambda^{N+1} \subset \mathbb{R}^{N+1} \) defined by inequalities

\[
l_0 I_0 + \sum_{j=1}^{N} \kappa_j I_j > 0, \\
\ldots \\
l_N I_N + \sum_{j=1}^{N} \kappa_j I_j > 0.
\] (2.14)

In coordinates (2.5), (2.6) the Poisson bracket (2.1) and the Hamiltonian (2.3) assumes the form

\[
\{f, g\} = \sum_{n=0}^{N} \left( \frac{\partial f}{\partial I_n} \frac{\partial g}{\partial \psi_n} - \frac{\partial g}{\partial I_n} \frac{\partial f}{\partial \psi_n} \right)
\] (2.15)

and

\[
H = H_0(I_0, \ldots, I_N) + 2\sqrt{\mathcal{G}_0(I_0, \ldots, I_N)} \cos \psi_0,
\] (2.16)

respectively. The functions \( H_0(I_0, \ldots, I_N) \) and \( \mathcal{G}_0(I_0, \ldots, I_N) \) are defined as the superposition of functions \( h_0(|z_0|^2, \ldots, |z_N|^2) \) and \( g_0(|z_0|^2, \ldots, |z_N|^2)^2 (|z_0|^{2|I_0|} \ldots |z_0|^{2|I_0|}) \) with the linear map

\[
|z_j|^2 = \sum_{k=0}^{N} \kappa_{jk} I_k,
\] (2.17)

i.e.

\[
\mathcal{G}_0(I_0, \ldots, I_N) = \mathcal{G}_0 \left( \sum_{j=0}^{N} \kappa_{0j} I_j, \ldots, \sum_{j=0}^{N} \kappa_{Nj} I_j \right)^{|I_0|} \left( \sum_{j=0}^{N} \kappa_{0j} I_j \right)^{|I_0|} \ldots \left( \sum_{j=0}^{N} \kappa_{Nj} I_j \right)^{|I_N|}.
\] (2.18)

Hence, the Hamilton equations defined by (2.15) and (2.16) come out as

\[
\frac{dI_0}{dr} = 2\sqrt{\mathcal{G}_0(I_0, \ldots, I_N)} \sin \psi_0
\] (2.19)
where \( k = 1, 2, \ldots, N \). Since,
\[
\{ I_k, H \} = 0,
\]
for \( k = 1, \ldots, N \), we will consider the integrals of motion \( I_0, \ldots, I_N \) as the components of the momentum map
\[
J(I_0, \ldots, I_N, \psi_0, \ldots, \psi_N) = \begin{pmatrix} I_1 \\ \vdots \\ I_N \end{pmatrix},
\]
where we identified \( \mathbb{R}^N \) with the dual of Lie algebra of the \( N \)-dimensional torus \( S^1 \times \cdots \times S^1 \).

It is a consequence of (2.7) that the momentum map \( J: \Omega^{N+1} \rightarrow \mathbb{R}^N \) is a submersion. So, the level set \( J^{-1}(c_1, \ldots, c_N) \) of \( (c_1, \ldots, c_N)^T \in J(\Omega^{N+1}) \) is a real submanifold of \( \Omega^{N+1} \). In order to describe the structure of \( J^{-1}(c_1, \ldots, c_N) \) we note that from (2.14) it follows that
\[
a < I_0 < b,
\]
where
\[
a = \max_{i \in \mathbb{N}} \left\{ -1 \frac{N}{I_j} \sum_{j=1}^{N} \frac{c_j}{\gamma_{ij}} \right\}, \quad b = \min_{i \in \mathbb{N}} \left\{ -1 \frac{N}{I_j} \sum_{j=1}^{N} \frac{c_j}{\gamma_{ij}} \right\},
\]
if \( (I_0, I_1, \ldots, I_N, \psi_0, \psi_1, \ldots, \psi_N) \in J^{-1}(c_1, \ldots, c_N) \). Recall here that \( \psi_0 \) and \( \psi_1, \ldots, \psi_N \) are limited by (2.13) and (2.11), respectively. So, we have \( J^{-1}(c_1, \ldots, c_N) \cong ]a, b[ \times S^1 \times \mathbb{T}^N \) and thus, \( J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N \cong ]a, b[ \times S^1 \). Summarizing, we observe that \( J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N \) is a trivial \( \mathbb{T}^N \)-principal bundle over the reduced symplectic manifold \( J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N \).

We note that \( (I_0, \psi_0) \) are canonical coordinates on \( J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N \), i.e. the reduced Poisson bracket of \( F, G \in C^\infty(J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N) \) is given by
\[
\{ F, G \} = \frac{\partial F}{\partial I_0} \frac{\partial G}{\partial \psi_0} - \frac{\partial F}{\partial \psi_0} \frac{\partial G}{\partial I_0}.
\]
Therefore, the Hamilton equations (2.19)–(2.22) reduce to
\[
\frac{dI_0}{dt} = 2\sqrt{\mathcal{G}_0(I_0, c_1, \ldots, c_N)} \sin \psi_0,
\]
\[
\frac{d\psi_0}{dt} = \frac{\partial H_0}{\partial \psi_0}(I_0, c_1, \ldots, c_N) + \frac{\partial \mathcal{G}_0}{\partial I_0}(I_0, c_1, \ldots, c_N) \frac{\cos \psi_0}{\sqrt{\mathcal{G}_0(I_0, c_1, \ldots, c_N)}},
\]
and one can integrate them by quadratures using
\[
H_0(I_0, c_1, \ldots, c_N) + 2\sqrt{\mathcal{G}_0(I_0, c_1, \ldots, c_N)} \cos \psi_0 = E = \text{const}.
\]
Namely, from (2.28) and (2.30) one obtains the differential equation
\[
\left( \frac{d \eta_0}{dt} (t) \right)^2 = 4 \mathcal{G}_0 (I_0 (t), c_1, \ldots, c_N) - (E - H_0(I_0(t), c_1, \ldots, c_N))^2, \tag{2.31}
\]
on \(I_0(t)\), which could be solved by the separation of variables. Next, substituting \(I_0(t)\) into (2.29) we find \(\psi_0(t)\). Having obtained \(I_0(t)\) and \(\psi_0(t)\) we find \(\psi_k(t)\) integrating both sides of (2.22).

In order to visualize the geometry of the reduced symplectic manifold \(J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N\) let us introduce a map \(\mathcal{F}: \mathcal{O}^{N+1} \to \mathbb{C}\) given by
\[
z = x + iy = \mathcal{F}(z_0, \ldots, z_N) := g_0(|z_0|^2, |z_1|^2, \ldots, |z_N|^2) z_0^l \cdots z_N^l = \sqrt{g_0}(I_0, \ldots, I_N) \exp{\psi_0}, \tag{2.32}
\]
which is constant on the orbits of \(\mathbb{T}^N\) and thus, can be considered as a function of arguments \(I_0, \ldots, I_N, \psi_0\). We observe that the variables \(I_0, I_1, \ldots, I_N\), \(x\), and \(y\) are functionally closed with respect to the Poisson bracket (2.1), i.e. one has
\[
\{I_0, x\} = -y, \tag{2.33}
\]
\[
\{I_0, y\} = x, \tag{2.34}
\]
\[
\{x, y\} = \frac{1}{2} \frac{\partial \mathcal{G}_0}{\partial I_0}(I_0, I_1, \ldots, I_N), \tag{2.35}
\]
\[
\{I_k, x\} = \{I_k, y\} = 0, \tag{2.36}
\]
for \(k, l = 1, 2, \ldots, N\).

Therefore, the variables \(I_0, \ldots, I_N, x, y\) generate a Poisson subalgebra \(\mathcal{K}_{g_0}(\Omega^{N+1})\) of the standard Poisson algebra \((C^\infty(\Omega^{N+1}), \{\cdot, \cdot\})\) of all smooth functions on \(\Omega^{N+1}\). Let us note here that \(\mathcal{K}_{g_0}(\Omega^{N+1})\) is determined by the function \(g_0 \in C^\infty(\Omega^{N+1})\) which depends on the choice of \(g_0 \in C^\infty(\mathbb{R}^{N+1})\) and \((I_0, \ldots, I_N)^T \in \mathbb{Z}^{N+1}\). The Hamiltonian (2.3) belongs to \(\mathcal{K}_{g_0}(\Omega^{N+1})\) and integrals of motion \(I_0, \ldots, I_N\) generate the center of \(\mathcal{K}_{g_0}(\Omega^{N+1})\).

Since functions \(x, y, I_0 \in C^\infty(\Omega^{N+1})\) are invariants of \(\mathbb{T}^N\), they define the corresponding functions on the reduced phase space \(J^{-1}(c_1, \ldots, c_N)/\mathbb{T}^N\). Hence, there is a map
\[
\Phi_{c_1, \ldots, c_N}(I_0, \psi_0) := \begin{pmatrix} \sqrt{g_0(I_0, c_1, \ldots, c_N)} \cos \psi_0 \\ \sqrt{g_0(I_0, c_1, \ldots, c_N)} \sin \psi_0 \\ I_0 \end{pmatrix}, \tag{2.37}
\]
of \([a, b] \times \mathbb{S}^1\) onto the circularly symmetric surface \(C^{-1}(0)\) in \(\mathbb{R}^2 \times [a, b]\) given by the equation
\[
C(x, y, I_0) := - \frac{1}{2} (x^2 + y^2 - g_0(I_0, c_1, \ldots, c_N)) = 0 \tag{2.38}
\]
on \((x, y, I_0)^T \in \mathbb{R}^2 \times [a, b]\). It follows from (2.13) that \(\Phi_{c_1, \ldots, c_N}\) is a \(\sum_{i=0}^{N} |I|\)-fold covering of \(C^{-1}(0)\). Following [12] we will call \(C^{-1}(0)\) the Kummer shape. The special case \(H_0 = 0\), \(g_0 = \text{const}\) and \((I_0, I_1, l_2) = (1, -1, 1)\) was investigated in [1–3], where \(C^{-1}(0)\) was called a three-wave surface.

Taking the Poisson algebra \((C^\infty(\mathbb{R}^3), \{\cdot, \cdot\}_{C})\) with the Nambu bracket
\[
\{f, g\}_C := \det[\nabla C, \nabla f, \nabla g] \tag{2.39}
\]
as the Poisson bracket, where \( f, g \in C^\infty(\mathbb{R}^3) \) and \( \nabla f = \left( \frac{\partial f}{\partial r}, \frac{\partial f}{\partial \theta}, \frac{\partial f}{\partial \phi} \right)^T \), we find that

\[
\Phi_{\mathcal{C}}: \mathbb{R}^3 \rightarrow \mathbb{R}^3
\]

is a Poisson map. This fact is a direct consequence of the relations (2.33)–(2.35) and the reduction procedure. Note that \( \mathcal{C} \) is a Casimir for the Poisson bracket \( \{ \cdot, \cdot \}_\mathcal{C} \). So, the Kummer shape \( \mathcal{C}^{-1}(0) \) is a symplectic leaf and \( \Phi_{\mathcal{C}}: \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) is a symplectic map. We recall that \( \mathcal{G}_0(I_0, c_1, \ldots, c_N) > 0 \), which implies that \( \mathcal{C}^{-1}(0) \) does not have singular points, i.e. it is a submanifold of \( \mathbb{R}^3 \).

The functions \( x, y, I_0 \in \mathcal{K}_{\mathcal{G}_0}(\Omega^{N+1}) \) after reduction to \( \mathcal{J}^{-1}(c_1, \ldots, c_N)/\mathbb{R}^N \) satisfy (2.33), (2.34) as well as

\[
\{ x, y \} = \frac{1}{2} \frac{\partial \mathcal{G}_0}{\partial I_0}(I_0, c_1, \ldots, c_N). \tag{2.40}
\]

Thus and from the definition of \( \{ \cdot, \cdot \}_\mathcal{C} \) it follows that they generate a Poisson algebra \( \mathcal{K}_{\mathcal{G}_0}(\Omega^{N+1}) \) isomorphic to \( (C^\infty(\mathbb{R}^3), \{ \cdot, \cdot \}_\mathcal{C}) \). This Poisson algebra is the reduction of the Poisson subalgebra \( \mathcal{K}_{\mathcal{G}_0}(\Omega^{N+1}) \subset C^\infty(\Omega^{N+1}) \). We shall call \( \mathcal{K}_{\mathcal{G}_0}(c_1, \ldots, c_N) \) the classical Kummer shape algebra.

The Hamiltonian (2.16) in coordinates \( x, y, I_0 \) has the form

\[
H = H_0(I_0, c_1, \ldots, c_N) + 2x \tag{2.41}
\]

and the corresponding Hamilton equations for \( x, y \) and \( I_0 \) are

\[
\frac{dx}{dt} = -y \frac{\partial H_0}{\partial I_0}(I_0, c_1, \ldots, c_N) \tag{2.42}
\]

\[
\frac{dy}{dt} = x \frac{\partial H_0}{\partial I_0}(I_0, c_1, \ldots, c_N) + \frac{\partial \mathcal{G}_0}{\partial I_0}(I_0, c_1, \ldots, c_N). \tag{2.43}
\]

They lead to the dependences:

\[
x(t) = \frac{1}{2} (E - H_0(I_0(t), c_1, \ldots, c_N)) \tag{2.45}
\]

\[
y(t) = \frac{1}{2} \frac{dI_0}{dt}(t), \tag{2.46}
\]

where \( I_0(t) \) is the solution of equation (2.31).

Let us note also that the trajectory \( \mathbb{R} \ni t \mapsto (x(t), y(t), I_0(t))^T \in \mathcal{C}^{-1}(0) \), defined by (2.42)–(2.44), can also be obtained as the intersection \( \mathcal{C}^{-1}(0) \cap H^{-1}(E) \) of the Kummer shape \( \mathcal{C}^{-1}(0) \) with the level set \( H^{-1}(E) \) of the Hamiltonian (2.41).

3. Quantum Kummer shape algebra

Following [13], we will repeat the considerations of the previous section in the case of a quantum analogue of the classical Hamiltonian system presented there. As the quantum counterpart of the Hamiltonian (2.3) we take
\[ H = \hbar \sum_{i=0}^{N} (a^*_i a_i + a^*_i a_i \varphi_i a^*_i a_i + a_i a^*_i) + \hbar \sum_{i=0}^{N} \sum_{j=0}^{N} \kappa_{ij} a^*_i a_j, \]  
(3.1)

where, similarly to (2.4), we have employed the convention
\[ a^*_i = \begin{cases} a^*_i & \text{if } L_i \geq 0 \\ (a^*_i)^{-L_i} & \text{if } L_i < 0. \end{cases} \]

(3.2)

Everywhere below we will keep Planck’s constant \( \hbar \) in the canonical commutation relations
\[ [a_i, a^*_j] = \hbar \delta_{ij}, \quad [a_i, a_j] = 0, \quad [a^*_i, a^*_j] = 0, \]
(3.3)

for the annihilation and creation operators.

Following the classical case (see (2.5) and (2.32)), we introduce the operators
\[ A := \sum_{i=0}^{N} \rho_i a^*_i a_i, \]
(3.4)

\[ A_i := \sum_{j=0}^{N} \rho_{ij} a^*_j a_i, \]
(3.5)

where \( i = 0, 1, \ldots, N \), and \( \rho = \rho_{ij} \) is the matrix defined in (2.7). The operators \( A_0, A_1, \ldots, A_N, A^* \) satisfy the commutation relations
\[ [A_0, A] = -\hbar A, \quad [A_0, A^*] = \hbar A^*, \]
(3.6)
\[ [A_0, A_i] = [A^*_i, A] = 0, \]
(3.7)

where \( i = 1, 2, \ldots, N \), and
\[ [A_i, A_j] = 0, \]
(3.8)

where \( i, j = 0, 1, \ldots, N \). From (3.3) and (3.4) one obtains
\[ A^* A = |g_0(\rho_0 a^*_0 a_0 - \hbar \delta_0, \ldots, \rho_N a^*_N a_N - \hbar \delta_N)|^2 \sum_{j=0}^{N} \rho_{ij}^2 (a^*_i a_j - \hbar \delta_{ij}), \]
(3.9)

\[ \sum_{j=0}^{N} \rho_{ij} (a^*_i a_j - \hbar \delta_{ij})^2 \sum_{j=0}^{N} \rho_{ij} a^*_i a_j, \]
(3.10)

where the polynomials \( \mathcal{P}_l \) are defined by
\[ \mathcal{P}_l(a, a^*) := \begin{cases} a^*_l (a^*)^l & \text{if } L_l > 0 \\ 1 & \text{if } L_l = 0 \end{cases} \]
(3.11)

\[ (a^*)^{L_l} a^*_l = a^*_l a_i (a^*_i a_i - \hbar) \text{ and } (a^*_i a_i - (L_l - 1) \hbar) \text{ if } L_l < 0 \]

Replacing in (3.9) and (3.10) the occupation number operators \( a^*_0 a_0, \ldots, a^*_N a_N \) by the operators \( A_0, A_1, \ldots, A_N \) one finds
\[ A^* A^* = \mathcal{G}_0(A_0, A_1, \ldots, A_N), \]
(3.12)
\[ A^* A = \mathcal{G}_0(A_0 - \hbar, A_1, \ldots, A_N), \]
(3.13)

where the function \( \mathcal{G}_0 \) is defined by
\[ \mathcal{G}_0(A_0, \ldots, A_N) \]
(3.14)

\[ := g_0 \left( \sum_{j=0}^{N} \kappa_{0j} A_j, \ldots, \sum_{j=0}^{N} \kappa_{nj} A_j \right) \mathcal{P}_0 \left( \sum_{j=0}^{N} \kappa_{0j} A_j \right) \ldots \mathcal{P}_n \left( \sum_{j=0}^{N} \kappa_{nj} A_j \right). \]
In terms of the operators $A_0, A_1, ..., A_N, A, A^*$ the Hamiltonian (3.1) is written as follows

$$H = H_0(A_0, A_1, ..., A_N) + A + A^*,$$

(3.15)

where the function $H_0$ is defined as the superposition of the function $h_0$ with the linear map inverse to (3.5).

One can easily see that $[A_i, H] = 0$ for $i = 1, 2, ..., N$. So we have commuting integrals of motion: $A_1, ..., A_N$, which also commute with $A_0$. Notice here that the operators $A_0, A_1, ..., A_N$ are diagonalized in the standard Fock basis

$$|n_0, n_1, ..., n_N\rangle := \frac{1}{\sqrt{n_0! ... n_N!}} h^{-\frac{1}{2}(n_0^* + ... + n_N^*)} (a_0^* a_1^* ... a_N^*)^n_0 |0, ..., 0\rangle,$$

(3.16)

where $n_i \in \mathbb{Z}_+ \cup \{0\}$, with the eigenvalues $c_0, c_1, ..., c_N$ related to $n_0, n_1, ..., n_N$ by

$$c_i = \hbar \sum_{j=0}^{N} \rho_{ij} n_j, \quad i = 0, 1, ..., N.$$

(3.17)

We will use them for a new parametrization $\{|c_0, c_1, ..., c_N\rangle\}$ of the Fock basis $\{|n_0, n_1, ..., n_N\rangle\}$.

Taking into account the above, we can reduce the quantum system described by the Hamiltonian (3.1) to the Hilbert subspace $\mathcal{H}_{\tilde{c}_0, ..., \tilde{c}_N} \subset \mathcal{H}$ spanned by the eigenvectors $\{|c_0, c_1, ..., c_N\rangle\}$ of $A_0$, with fixed eigenvalues $c_1, ..., c_N$ of the operators $A_1, ..., A_N$. Let us describe the dependence of $|c_0, c_1, ..., c_N\rangle \in \mathcal{H}_{\tilde{c}_0, ..., \tilde{c}_N}$ on the choice of the exponents $l_0, l_1, ..., l_N \in \mathbb{Z}$. First we recall that the vectors $|n_0, n_1, ..., n_N\rangle$, where $n_0, n_1, ..., n_N \in \mathbb{N} \cup \{0\}$, form the set of all common eigenvectors for the operators $A_0, A_1, ..., A_N$. It follows from (2.7) and (3.17) that if $|n_0, n_1, ..., n_N\rangle, |v_0, v_1, ..., v_N\rangle \in \mathcal{H}_{\tilde{c}_0, ..., \tilde{c}_N}$, then there exists $n \in \mathbb{Z}$ such that

$$\begin{pmatrix} n_0 \\ n_1 \\ \vdots \\ n_N \end{pmatrix} = \begin{pmatrix} v_0 \\ v_1 \\ \vdots \\ v_N \end{pmatrix} + \begin{pmatrix} l_0 \\ l_1 \\ \vdots \\ l_N \end{pmatrix}.$$

(3.18)

From (2.7) and the equations (3.17) and (3.18) we find that the eigenvalues $\tilde{c}_0, \tilde{c}_1, ..., \tilde{c}_N$ and $c_0, c_1, ..., c_N$ of $A_0, A_1, ..., A_N$ corresponding to $|n_0, n_1, ..., n_N\rangle$ and $|v_0, v_1, ..., v_N\rangle$, respectively, are related by

$$\begin{pmatrix} \tilde{c}_0 \\ \tilde{c}_1 \\ \vdots \\ \tilde{c}_N \end{pmatrix} = \begin{pmatrix} c_0 + \frac{\hbar}{n} \\ c_1 \\ \vdots \\ c_N \end{pmatrix},$$

(3.19)

where the parameters $c_1, ..., c_N$ are fixed after reduction to $\mathcal{H}_{\tilde{c}_0, ..., \tilde{c}_N}$.

In the following we assume that $c_0$ satisfies

$$G_0(c_0 = \hbar, c_1, ..., c_N) = 0,$$

(3.20)

which is equivalent to the assumption that $|c_0, c_1, ..., c_N\rangle$ is a vacuum state of the annihilation operator $A$, i.e. one has

$$A |c_0, c_1, ..., c_N\rangle = 0.$$

(3.21)

The equivalence of the conditions (3.20) and (3.21) can be easily seen from the relation (3.13). Let us note that the basis of Hilbert subspace $\mathcal{H}_{c_0, c_1, ..., c_N}$ is generated from $|c_0, c_1, ..., c_N\rangle$ by the creation operator $A^*$. 


The condition (3.21) forces \( n \) to be non-negative. The upper bound on \( n \) depends on the choice of \((l_0, l, \ldots, l_N)^T \in \mathbb{Z}^{N+1}\) in the following way. If \( l_k \geq 0 \) for all \( k \in \{0, 1, \ldots, N\} \), then \( n \) runs over all \( \mathbb{N} \cup \{0\} \) and thus, \( \dim \mathcal{H}_{c_0, c_1, \ldots, c_N} = \infty \). In the opposite case one has \( 0 \leq n \leq L \), where \( L \in \mathbb{N} \), so \( \mathcal{H}_{c_0, c_1, \ldots, c_N} \) is isomorphic to \( \mathbb{C}^{L+1} \). We mention here that \( L \) depends on the choice of the vacuum vector \( |c_0, c_1, \ldots, c_N \rangle \). We refer to [13], where more detailed discussion of the above facts can be found.

It follows from the above that the operators \( A_0, A, A^* \) after reduction to \( \mathcal{H}_{c_0, c_1, \ldots, c_N} \) are given by

\[
A_0 |c_0 + \hbar n, c_1, \ldots, c_N \rangle = (c_0 + \hbar n) |c_0, c_1, \ldots, c_N \rangle
\]

(3.22)

\[
A |c_0 + \hbar n, c_1, \ldots, c_N \rangle = \sqrt{\hbar} (c_0 + \hbar (n - 1), c_1, \ldots, c_N) |c_0 + \hbar (n - 1), c_1, \ldots, c_N \rangle
\]

(3.23)

\[
A^* |c_0 + \hbar n, c_1, \ldots, c_N \rangle = \sqrt{\hbar} (c_0 + \hbar n, c_1, \ldots, c_N) |c_0 + \hbar (n + 1), c_1, \ldots, c_N \rangle.
\]

(3.24)

We denote by \( \mathcal{Q}_\mathcal{H}(\mathcal{H}_{c_0, c_1, \ldots, c_N}) \) the operator algebra generated by the reduced operators \( A, A^* \) and \( A_0 \). In accordance with the classical case, we will call this algebra a quantum Kummer shape algebra.

After reduction to \( \mathcal{H}_{c_0, c_1, \ldots, c_N} \), the relations (3.6), (3.12) and (3.13) for \( A_0 \), the annihilation \( A \) and the creation \( A^* \) operators are given now by

\[
[A_0, A] = -\hbar A, \quad [A_0, A^*] = \hbar A^*,
\]

(3.25)

\[
A^* A = \mathcal{Q}_\mathcal{H}(A_0 - \hbar, c_1, \ldots, c_N)
\]

(3.26)

\[
A A^* = \mathcal{Q}_\mathcal{H}(A_0, c_1, \ldots, c_N).
\]

(3.27)

After reduction to \( \mathcal{H}_{c_0, c_1, \ldots, c_N} \), the Hamiltonian (3.1) is expressed by \( A_0, A \) and \( A^* \) as follows

\[
\mathcal{H} = H_0(A_0, c_1, \ldots, c_N) + A + A^*.
\]

(3.28)

As we have shown, two complementary subcases are possible:

i. the vector \((l_0, l, \ldots, l_N)^T \in \mathbb{Z}^{N+1}\) has at least two components of the different sign;

ii. all nonzero components of \((l_0, l, \ldots, l_N)^T \) are positive.

In the case (i) one has the splitting

\[
\mathcal{H} = \bigoplus_{c_0, \ldots, c_N} \mathcal{H}_{c_0, c_1, \ldots, c_N}
\]

(3.29)

of the Hilbert space \( \mathcal{H} \) into finite dimensional Hilbert subspaces which are invariant with respect to the Hamiltonian (3.28), i.e. \( \mathcal{HH}_{c_0, c_1, \ldots, c_N} \subset \mathcal{H}_{c_0, c_1, \ldots, c_N} \). Hence, one can reduce the spectral decomposition of the Hamiltonian \( \mathcal{H} \) to the spectral decompositions of three-diagonal hermitian matrices \( \mathcal{H}_{H_0, c_0, c_1, \ldots, c_N} : \mathbb{C}^{L+1} \rightarrow \mathbb{C}^{L+1} \). The Hamiltonians of this type describe various non-linear phenomena in quantum optics, e.g. see [6, 14]. See also example 7.2, which is presented in section 7.

Finally, let us note that in this case the quantum Kummer shape \( \mathcal{Q}_\mathcal{H}(\mathcal{H}_{c_0, c_1, \ldots, c_N}) \) is isomorphic to the algebra of \((L + 1) \times (L + 1)\) complex matrices.

In the case (ii) all components of the splitting (3.29) are infinite dimensional Hilbert subspaces. Therefore, Hamiltonian (3.1) splits now into the Jacobi operators, see [28]. Hence, in some special cases, it can be integrated using the theory of orthogonal polynomials, e.g. see section V in [14].
The operator algebra $\mathcal{Q}_g(\mathcal{H}_{c_0, ..., c_N})$ is defined by the choice of the coupling function $g_0$ and vector $(l_0, l_1, ..., l_N)^T \in \mathbb{R}^{N+1}$, which determine the structural function $\mathcal{G}_0$. Having fixed the structural function $\mathcal{G}_0$ and Hilbert subspace $\mathcal{H}_{c_0, ..., c_N}$, one can forget about the previous steps of our construction and consider $\mathcal{Q}_g(\mathcal{H}_{c_0, ..., c_N})$ as an object depending only on the choice of $\mathcal{G}_0$.

As we see from (3.22), if $\dim \mathcal{H}_{c_0, ..., c_N} = \infty$ then $A_0$ is an unbounded operator. However, depending on the choice of $\mathcal{G}_0$, the annihilation and creation operators $A$ and $A^*$ can both be bounded. For example, one can assume that

$$\mathcal{G}_0(A_0, c_1, ..., c_N) = \mathcal{R}(q^{\frac{1}{2}(A_0 - c_0)})$$

where $0 < q < 1$ and $\alpha$ is a constant which has dimension of an action. If $\mathcal{R}$ is bounded on the interval $q^{-\frac{1}{2n+1}}[0, 1]$, then $A$ and $A^*$ are bounded operators. Taking the bounded operator $Q := q^{\frac{1}{2}(A_0 - c_0)}$ instead of $A_0$ we rewrite the relations (3.25)–(3.27) as follows

$$AQ = q^2 QA, \quad QA^* = q^2 A^* Q,$$

$$A^* A = \mathcal{R}(q^{-\frac{1}{2}Q}), \quad AA^* = \mathcal{R}(Q).$$

The operator $\mathbb{C}^*$-algebras defined by the above relations were investigated in [23]. They are strictly related to the theory of the basic hypergeometric series and have many interesting applications. We will illustrate this in section 7 presenting a suitable example. Taking in (3.33) the quadratic polynomials as the structural function $\mathcal{R}$ we obtain various Podleś hemispheres [25].

### 4. Coherent states, star product and reduction

In this section we will discuss the correspondence between classical and quantum Kummer shape algebras. Our consideration will be based on the notion of a coherent state map, see [22], i.e. a symplectic map $\mathcal{K} : M \rightarrow \mathbb{CP}(\mathcal{H})$ of the classical phase space $M$ (a symplectic manifold) into the quantum phase space $\mathbb{CP}(\mathcal{H})$, as well as on the related notion of a covariant symbol of an operator. In particular, we will show that this correspondence is consistent with the procedures of classical and quantum reduction.

In the beginning we recall the definition of the Glauber coherent states for a system of $N + 1$ non-interacting modes (harmonic oscillators):

$$|z_0, ..., z_N \rangle := \sum_{n_0, ..., n_N=0}^{\infty} \frac{\langle n_0 \ldots n_N \rangle}{\sqrt{n_0! \ldots n_N!}} a_{n_0}^{\dagger n_0} \ldots a_N^{\dagger n_N} |n_0, ..., n_N \rangle,$$

where $z_0, ..., z_N \in \mathbb{C}$ and $|n_0, ..., n_N \rangle$ are the elements of the Fock basis of the Hilbert space $\mathcal{H}$, defined in (3.16).

The covariant symbol $F : \mathbb{C}^{N+1} \rightarrow \mathbb{C}$ of an operator

$$F = \sum_{m_0, ..., m_N, n_0, ..., n_N=0} f_{m_0, ..., m_N, n_0, ..., n_N} (a_0^{\dagger n_0})^{m_0} (a_N^{\dagger n_N})^{m_N} a_0 n_0 \ldots a_N n_N$$

is a function of the commuting operators $a_0, ..., a_N$ and $a_0^{\dagger}, ..., a_N^{\dagger}$.
is defined by the mean value
\[
\langle F \rangle (\zeta_0, \ldots, \zeta_N, z_0, \ldots, z_N) := \frac{\langle z_0, \ldots, z_N | F | z_0, \ldots, z_N \rangle}{\langle z_0, \ldots, z_N | z_0, \ldots, z_N \rangle}
\]
\[
= \sum_{m_0, \ldots, m_N, n_0, \ldots, n_N=0}^\infty f_{m_0, m_N, n_0, \ldots, n_N} (\zeta_0)^{m_0} (\zeta_N)^{m_N} z_0^{n_0} \ldots z_N^{n_N} \tag{4.3}
\]
of \( F \) on the coherent states. We have assumed in (4.3) that the coherent states (4.1) belong to the domain of \( F \). For brevity we will write \( f \) instead of \( F \langle \rangle \) in the sequel.

The \( \ast_h \)-product of covariant symbols \( f, g \in C^\infty(\mathbb{C}^{N+1}) \) of the operators \( F \) and \( G \) is defined in the following way:
\[
(f \ast_h g)(\zeta_0, \ldots, \zeta_N, z_0, \ldots, z_N) := \langle FG \rangle (\zeta_0, \ldots, \zeta_N, z_0, \ldots, z_N). \tag{4.4}
\]

Using the resolution
\[
\int_{\mathbb{C}^{N+1}} \frac{[w_0, \ldots, w_N]}{[w_0, \ldots, w_N]|w_0, \ldots, w_N\rangle} d^2 \theta (\bar{w}_0, \ldots, \bar{w}_N, w_0, \ldots, w_N) = 1, \tag{4.5}
\]
of identity \( \mathbb{1} \), where
\[
d^2 \theta (\bar{w}_0, \ldots, \bar{w}_N, w_0, \ldots, w_N) = \frac{1}{(2\pi\hbar)^N} d (\text{Re } w_0) \ldots d (\text{Re } w_N) d (\text{Im } w_0) \ldots d (\text{Im } w_N)
\]
is the Liouville measure of the symplectic manifold \( \mathbb{C}^{N+1} \) normalized by a factor, one obtains from (4.4) the standard formula for \( \ast_h \)-product
\[
(f \ast_h g)(\zeta_0, \ldots, \zeta_N, z_0, \ldots, z_N)
\]
\[
= \int_{\mathbb{C}^{N+1}} f (\bar{z}_0, \ldots, \bar{z}_N, w_0, \ldots, w_N) g (\bar{w}_0, \ldots, \bar{w}_N, z_0, \ldots, z_N)
\times e^{-\frac{i}{\hbar} |z_0-w_0|^2 + \ldots + |z_N-w_N|^2} d^2 \theta (\bar{w}_0, \ldots, \bar{w}_N, w_0, \ldots, w_N)
\]
\[
= \sum_{j_0, \ldots, j_N=0}^\infty \frac{\hbar^{j_0+\ldots+j_N}}{j_0! \ldots j_N!} \left( \frac{\partial h}{\partial \bar{z}_0^{j_0}} \ldots \frac{\partial h}{\partial \bar{z}_N^{j_N}} \right) f (\bar{z}_0, \ldots, \bar{z}_N, z_0, \ldots, z_N)
\times g (\bar{z}_0, \ldots, \bar{z}_N, z_0, \ldots, z_N). \tag{4.6}
\]

Note here that
\[
f \ast_h g \underset{\hbar \to 0}{\longrightarrow} f \cdot g \tag{4.7}
\]
and
\[
\lim_{\hbar \to 0} \frac{1}{\hbar} (f \ast_h g - g \ast_h f) = \{f, g\}. \tag{4.8}
\]
i.e. in the limit \( \hbar \to 0 \) we come back to the Poisson algebra of real smooth functions on \( \mathbb{C}^{N+1} \).

Using the above notions, after simple calculations, one obtains the following correspondences
\[
\langle A_k \rangle = I_k, \tag{4.9}
\]
\[
\langle A \rangle \underset{\hbar \to 0}{\longrightarrow} z, \tag{4.10}
\]
\[
\langle H \rangle \underset{\hbar \to 0}{\longrightarrow} H, \tag{4.11}
\]
between the suitable quantum and classical quantities defined in (3.1), (3.4), (3.5) and (2.3), (2.5), (2.32), respectively. Note that when \( g_0 \) is constant then one has the equality \( \langle A \rangle = z \). See (2.32) for the definition of the variable \( z \).
It follows from (4.9) and (4.10) that after taking the covariant symbols (4.3) for the commutation relations (3.6)–(3.8) and the relation
\[ -\frac{i}{\hbar} [A, A^\dagger] = -\frac{i}{\hbar} (G_0(A_0, A_1, \ldots, A_N) - G_0(A_0 - \hbar, A_1, \ldots, A_N)) \] (4.12)
in the limit \( \hbar \to 0 \) one obtains the relations (2.33–2.36) for the corresponding classical quantities which define classical Kummer shape algebra. Summing up, we state that the system of \( N + 1 \) quantum harmonic oscillators, considered in section 3, converges in the classical limit \( \hbar \to 0 \) to its classical counterpart presented in section 2.

Now we will apply the classical and quantum reduction procedures discussed in section 2 and section 3 to the construction of the reduced coherent state map
\[ K_{c_1, \ldots, c_N} : \mathbf{J}^{-1}(c_1, \ldots, c_N) / \mathbb{T}^N \to \mathbb{C}P(\mathcal{H}_{c_1, \ldots, c_N}). \] (4.13)
Note that the Glauber coherent state map \( K_G : \Omega^{N+1} \to \mathcal{H} \), defined in (4.1), has equivariance property
\[ \sigma(t)(z_0, \ldots, z_N) = e^{ib(t)}|z_0, \ldots, z_N\rangle, \] (4.14)
where \( r = 1, \ldots, N \) and \( t \in \mathbb{R} \), with respect to the classical and quantum actions of \( \mathbb{T}^N \). We also recall that \( I_0, I_1, \ldots, I_N \) are invariants of the Hamiltonian flows (2.8). Hence, passing in (4.14) from the complex canonical coordinates \((z_0, \ldots, z_N)\) to the real canonical coordinates \((l_0, l_1, \ldots, l_N, \psi_0, \psi_1, \ldots, \psi_N)\) we find that, for \( r = 1, \ldots, N \), one has
\[ P_{c_1, \ldots, c_N}|l_0, c_1, \ldots, c_N, \psi_0, \psi_1, \ldots, \psi_N\rangle = e^{i\pi r/l_0}|l_0, c_1, \ldots, c_N, \psi_0, \psi_1, \ldots, \psi_N\rangle, \]
if \((z_0, \ldots, z_N)^T \in \mathbf{J}^{-1}(c_1, \ldots, c_N)\), where \( P_{c_1, \ldots, c_N} : \mathcal{H} \to \mathcal{H}_{c_1, \ldots, c_N} \) is the orthogonal projection of \( \mathcal{H} \) on \( \mathcal{H}_{c_1, \ldots, c_N} \).

Let us notice that according to (3.18) the Hilbert subspace \( \mathcal{H}_{c_1, \ldots, c_N} \) is spanned by the vectors \(|v_0 + nl_0, v_1, \ldots, v_N + nl_N\rangle\rangle_{n=0}^{l=0}, \) where the vector \(|v_0, \ldots, v_N\rangle\rangle \) satisfies \( A|v_0, \ldots, v_N\rangle\rangle = 0 \). If all the exponents \( l_0, \ldots, l_N \) are non-negative, then \( L = \infty \), and otherwise \( L = \min_{i\in\mathbb{N}} \left\{ \left[ \frac{N}{i} \right] \right\} \).

Further, in order to simplify our investigations, we will consider only the case when \( g_0 \) is a constant function.

Let us define the complex analytic map \( K_{c_1, \ldots, c_N} : \mathbb{C} \ni z \mapsto |z; c_1, \ldots, c_N\rangle \in \mathcal{H}_{c_1, \ldots, c_N} \) of the complex plane \( \mathbb{C} \) into Hilbert space \( \mathcal{H}_{c_1, \ldots, c_N} \) by
\[ |z; c_1, \ldots, c_N\rangle = \sum_{n=0}^{\infty} \left( \frac{1}{\sqrt{l_0! \cdots l_N!}} \right) |v_0 + nl_0, v_1, \ldots, v_N + nl_N\rangle\rangle, \] (4.16)
where \( L + 1 = \dim \mathcal{H}_{c_1, \ldots, c_N} \). From (4.1) and (4.16) we have
\[ P_{c_1, \ldots, c_N}|z_0, \ldots, z_N\rangle = \left( \frac{z_0^{v_0} \cdots z_N^{v_N}}{\sqrt{l_0! \cdots l_N!}} \right) |z; c_1, \ldots, c_N\rangle = \frac{e^{\sum_{j=0}^{N} \kappa_j l_j} \left( \sum_{j=0}^{N} \kappa_j l_j \right)^{1/2}}{\sqrt{\sum_{j=0}^{N} \kappa_j l_j^{1/2}}} \left( \sum_{j=0}^{N} \kappa_j l_j^{1/2} \right) |z; c_1, \ldots, c_N\rangle, \] (4.17)
where
\[ z = g_0 \prod_{j \in N_0} \frac{\varepsilon_j^l_i}{\varepsilon_j^l} = \prod_{j \in N_0} \left( \sum_{k=0}^{N} \kappa_{jk} l_i \right)^{l|j|} \sqrt{\mathcal{G}_0(I_0, \ldots, I_N)} e^{i\psi_0} \]
\[ =: \sqrt{\mathcal{G}_0(I_0, \ldots, I_N)} e^{i\psi_0}. \tag{4.18} \]

\( \mathcal{G}_0(I_0, \ldots, I_N) \) is defined by (2.18) for \( g_0 = \text{const} \) and \( c_0, \ldots, c_N \) are related to \( v_0, \ldots, v_N \) by (3.17).

From (4.18) and (2.17) we obtain the dependences
\[ |z|^2 = g_0^2 \prod_{j \in N_0} \left( I_j I_0 + \sum_{k=1}^{N} \kappa_{jk} k \right)^{2l|j|} = \mathcal{G}_0(I_0, \ldots, I_N) \tag{4.19} \]
and
\[ \mathcal{G}_0(I_0, \ldots, I_N) = \prod_{j \in N_0} \left( I_j I_0 + \sum_{k=1}^{N} \kappa_{jk} k \right)^{2l|j|} \mathcal{G}_0(I_0, \ldots, I_N). \tag{4.20} \]

So, substituting \( \mathcal{G}_0 \) and \( \mathcal{G}_0 \tilde{=} \) into (2.38) we obtain the corresponding Kummer shapes \( C^{-1}(0) \) and \( \tilde{C}^{-1}(0) \). We also mention that since of (4.20) one has the diffeomorphism \( I_{c_0, \ldots, c_N} : C^{-1}(0) \rightarrow \tilde{C}^{-1}(0) \) defined by
\[ I_{c_0, \ldots, c_N} : C^{-1}(0) \ni \left( \frac{z}{I_0} \right) \mapsto \left( \prod_{j \in N_0} \left( I_j I_0 + \sum_{k=1}^{N} \kappa_{jk} k \right)^{l|j|} \right)^{-1} z \in \tilde{C}^{-1}(0). \tag{4.21} \]

**Proposition 4.1.** If \( I_0 \) satisfies (2.14) then
\[ \frac{\partial \mathcal{G}_0}{\partial I_0}(I_0, \ldots, I_N) > 0. \tag{4.22} \]

Additionally one has
\[ \mathcal{G}_0(a, I_1, \ldots, I_N) = 0, \tag{4.23} \]
\[ \mathcal{G}_0(b, I_1, \ldots, I_N) = +\infty, \tag{4.24} \]
for \( a = \max_{i \in N} \left\{ -\frac{1}{l_i} \sum_{j=1}^{N} \kappa_{ij} I_j \right\} \) and \( b = \min_{i \in N} \left\{ -\frac{1}{l_i} \sum_{j=1}^{N} \kappa_{ij} I_j \right\} \).

**Proof.** Denoting by \( \delta_i = -\frac{1}{l_i} \sum_{j=1}^{N} \kappa_{ij} I_j \) one has
\[ \mathcal{G}_0(I_0, \ldots, I_N) = g_0^2 \prod_{j \in N_0} \left( I_j (I_0 - \delta_j) \right)^{l|j|}. \tag{4.25} \]
Then one can easily see that the derivative
\[
\frac{\partial \tilde{G}_0}{\partial I_0}(I_0, \ldots, I_N) = g_0^2 \prod_{i \in N_N} I_i^\delta_i (I_0 - \delta_i)^{\delta_i} \left( \sum_{i \in N_N} \frac{I_i}{I_0} + \sum_{j \in N_N} \frac{|j|}{I_0} \right)
\]
(4.26)
is positive since \(a = \max_{i \in N_N} \delta_i < I_0 < \min_{i \in N_N} \delta_i = b\).

Substituting \(I_0 = a, I_0 = b\) into (4.25) one gets (4.23) and (4.24), respectively. \(\square\)

From this proposition we conclude that \(\tilde{G}_0\) is invertible as a function of \(I_0\) and thus, \(I_0 = \tilde{G}_0^{-1}(|\mathbf{z}|^2, c_1, \ldots, c_N)\). Because of this the projection \(p: \tilde{C}^{-1}(0) \subset \mathbb{C} \times ]a, b[ \to \mathbb{C}\) on the complex plane \(\mathbb{C}\) defines the diffeomorphism \(\Pi: \tilde{C}^{-1}(0) \to \mathbb{C}\). The interval \([a, b]\) is defined like in proposition 4.1, where \(c_1, \ldots, c_N\) are substituted instead of \(I_1, \ldots, I_N\).

Summing up the above facts we have

**Proposition 4.2.** *The map*
\[
K_{c_1, \ldots, c_N} \circ \Pi \circ J_{c_1, \ldots, c_N} \circ \Phi_{c_1, \ldots, c_N} : J^{-1}(c_1, \ldots, c_N)/\mathbb{N}^N \to \mathcal{H}_{c_1, \ldots, c_N}
\]
(4.27)*taken up to a complex factor defines the reduced coherent state map (4.13).*

Let us now go back to the general case in which the structural function \(G_0\) is given by (3.14), i.e. \(g_0\) is any positive function.

One easily verifies that if \(\dim_{\mathbb{C}} \mathcal{H}_{c_1, \ldots, c_N} = \infty\), then the coherent states (4.16) can be generalized in the following way.
Here, in order to simplify the notation, we put 
\[ \mathcal{F} \cdot \mathcal{G} \] instead of 
\[ \mathcal{F} \mathcal{G} \mathcal{P} \] where

\[ \mathcal{P}_i (h (v_i + n |l_i|)) = \begin{cases} h^{l_i} (v_i + n |l_i| + 1)_{l_i} & \text{if } l_i > 0 \\ 1 & \text{if } l_i = 0 \\ h^{l_i} (-1)^{l_i} (-v_i - n |l_i|)_{l_i} & \text{if } l_i < 0 \end{cases} \]

Equivalently the coherent states (4.28) could be defined as eigenvectors of the annihilation operator \( A \), i.e.

\[ A |z; c_1, \ldots, c_N\rangle = z |z; c_1, \ldots, c_N\rangle. \] (4.31)

From (4.28) we find that \( \langle z; c_1, \ldots, c_N | z; c_1, \ldots, c_N \rangle < \infty \) if \( z \in \mathcal{D}_R = \{ z \in \mathbb{C} : |z| < R_0 = \limsup_{n \to \infty} \mathcal{G}_0 (n) \} \). In the case when function \( g_0 \) is constant one has \( R_0 = \infty \). Notice also that the coherent states (4.28) form an over-complete set of vectors in \( \mathcal{H}_{c_1, \ldots, c_N} \) when \( z \) runs over the disc \( \mathbb{D}_R \).

In the subsequent considerations we will postulate the existence of the resolution

\[ \mathcal{I}_{c_1, \ldots, c_N} = \int_\mathcal{D} |z; c_1, \ldots, c_N\rangle \langle z; c_1, \ldots, c_N| \, d \mu_{c_1, \ldots, c_N} (\xi, z) \] (4.32)

for \( \mathcal{I}_{c_1, \ldots, c_N} = \mathcal{P}_{c_1, \ldots, c_N} |_{\mathcal{H}_{c_1, \ldots, c_N}} \) with respect to some measure \( d \mu_{c_1, \ldots, c_N} (\xi, z) \).

Similarly to (4.5) we define the covariant symbol

\[ (\mathcal{F}) (\xi, z) = \frac{\langle z; c_1, \ldots, c_N | \mathcal{F} | z; c_1, \ldots, c_N \rangle}{\langle z; c_1, \ldots, c_N | z; c_1, \ldots, c_N \rangle}, \] (4.33)

for an operator \( \mathcal{F} : \mathcal{D} (\mathcal{F}) \to \mathcal{H}_{c_1, \ldots, c_N} \), if its domain \( \mathcal{D} (\mathcal{F}) \subset \mathcal{H}_{c_1, \ldots, c_N} \) contains all coherent states defined in (4.28).

Since one has one-to-one correspondence between the operators \( \mathcal{F}, \mathcal{G} \) and their symbols, we can define the \( \hbar \)-product

\[ ((\mathcal{F}) *_{\hbar} (\mathcal{G})) (\xi, z) = \frac{\langle z; c_1, \ldots, c_N | \mathcal{F} \mathcal{G} | z; c_1, \ldots, c_N \rangle}{\langle z; c_1, \ldots, c_N | z; c_1, \ldots, c_N \rangle}, \] (4.34)

of symbols. Everywhere below we will assume that operators have a common invariant domain \( \mathcal{D} \), which contains the set of all coherent states. The dependence of star product on \( \hbar \) is through the coherent states.
From (4.34) and (4.32) we obtain
\[
((\mathbf{F}) \ast_{h} \langle \mathbf{G} \rangle) (\tilde{z}, z) = \int_{\mathcal{S}_k} \frac{\langle \tilde{z}; c_1, \ldots, c_N | \mathbf{F} | w; c_1, \ldots, c_N \rangle}{\langle \tilde{z}; c_1, \ldots, c_N | w; c_1, \ldots, c_N \rangle} \times \frac{\langle w; c_1, \ldots, c_N | \mathbf{G} | \tilde{z}; c_1, \ldots, c_N \rangle}{\langle w; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle} |a_{c_1, \ldots, c_N}(\tilde{z}, w)|^2 d\mu_{c_1, \ldots, c_N}(\tilde{w}, w),
\]
where \(a_{c_1, \ldots, c_N}(\tilde{z}, w)\) is transition amplitude between the coherent states \(\mathbb{C}[\tilde{z}; c_1, \ldots, c_N]\) and \(\mathbb{C}[w; c_1, \ldots, c_N]\) defined by
\[
a_{c_1, \ldots, c_N}(\tilde{z}, w) := \frac{\langle \tilde{z}; c_1, \ldots, c_N | w; c_1, \ldots, c_N \rangle}{\langle \tilde{z}; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle} \frac{\langle w; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle}{\langle w; c_1, \ldots, c_N | w; c_1, \ldots, c_N \rangle}.
\]
and
\[
d\mu_{c_1, \ldots, c_N}(\tilde{w}, w) = \langle w; c_1, \ldots, c_N | w; c_1, \ldots, c_N \rangle d\mu_{c_1, \ldots, c_N}(...).
\]
From (4.31) we see that the covariant symbols of the operators \(\mathbf{F}\) and \(\mathbf{G}\) defined by
\[
\mathbf{F} := \sum_{k,l=0}^{\infty} f_{k,l} A^k A^l \quad \text{and} \quad \mathbf{G} := \sum_{r,s=0}^{\infty} g_{r,s} A^r A^s.
\]
are the following
\[
f(\tilde{z}, z) = \sum_{k,l=0}^{\infty} f_{k,l} z^k \bar{z}^l \quad \text{and} \quad g(\tilde{z}, z) = \sum_{k,l=0}^{\infty} g_{k,l} z^k \bar{z}^l.
\]
The \(\ast_{h}\)-product \(f \ast_{h} g\) of these covariant symbols is presented below in (4.40). See also [23].

**Proposition 4.3.** The \(\ast_{h}\)-product (4.34) of the covariant symbols (4.39) is given by
\[
(f \ast_{h} g)(\tilde{z}, z) = \frac{1}{\langle \tilde{z}; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle} f(\tilde{z}, \tilde{\partial}_{G\tilde{z}}) (g(\tilde{z}, z) \langle \tilde{z}; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle),
\]
where, by definition, the operator \(\partial_{G\tilde{z}}\) acts on the monomial \(z^n\) in the following way
\[
\partial_{G\tilde{z}} z^n := \tilde{G}(n-1) z^{n-1},
\]
if \(n \geq 1\) and \(\partial_{G\tilde{z}} z^n = 0\) if \(n = 0\). The operator \(f(\tilde{z}, \tilde{\partial}_{G\tilde{z}})\) is defined by
\[
f(\tilde{z}, \tilde{\partial}_{G\tilde{z}}) := \sum_{k,l=0}^{\infty} f_{k,l} z^k \bar{z}^l \tilde{\partial}_{G\tilde{z}}
\]
and acts on the complex coordinate \(\tilde{z}\) only.

**Proof.** In order to prove (4.40) we note that from (4.28) and (4.31) it follows that
\[
\partial_{\tilde{G}\tilde{z}} \langle w; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle = \tilde{w} \langle w; c_1, \ldots, c_N | \tilde{z}; c_1, \ldots, c_N \rangle.
\]
Using (4.31) and (4.43) we have
\[
\langle z; c_1, \ldots, c_N | z; c_1, \ldots, c_N \rangle \langle f^g | g \rangle(z, \bar{z}) = \langle z; c_1, \ldots, c_N | \mathcal{F} \mathcal{G} | z; c_1, \ldots, c_N \rangle
\]
\[
= \sum_{k,l,r,s} f_{k,l}^s \delta_{r,s} \langle z; c_1, \ldots, c_N | \mathcal{A}^k \mathcal{A}^s \mathcal{A}^l | z; c_1, \ldots, c_N \rangle
\]
\[
= \sum_{k,l,r,s} f_{k,l}^s \delta_{r,s} \langle z; c_1, \ldots, c_N | \mathcal{A}^k \mathcal{A}^s \mathcal{A}^l | z; c_1, \ldots, c_N \rangle
\]
\[
= \sum_{k,l,r,s} f_{k,l}^s \delta_{r,s} \langle z; c_1, \ldots, c_N | \mathcal{A}^k \mathcal{A}^s \mathcal{A}^l | z; c_1, \ldots, c_N \rangle
\]
\[
= f(z, \bar{z}) (g(z, \bar{z})(z; c_1, \ldots, c_N | z; c_1, \ldots, c_N)). \tag{4.44}
\]

Now using the \(\hbar\)-product (4.34) we will show that the quantum Kummer shape algebra corresponds to the classical case when \(\hbar \to 0\). For this purpose let us formulate the following proposition.

**Proposition 4.4.** Let us assume that the quantum structural function \(\mathcal{G}_0(\cdot, z; c_1, \ldots, c_N)\) is invertible. Then in the case when exponents \(l_0, \ldots, l_N\) are non-negative one has:

i. 
\[
\lim_{\hbar \to 0} \langle \varphi(A^A) \rangle = \lim_{\hbar \to 0} \langle \varphi(A^A) \rangle = \varphi(\bar{z}z), \tag{4.45}
\]
where \(\varphi\) is such analytic function for which the operators \(\varphi(A^A)\) and \(\varphi(A^A)\) are correctly defined.

ii. 
\[
\langle A_0^n \rangle = \lim_{\hbar \to 0} \langle (\mathcal{G}_0^{-1}(A^A, c_1, \ldots, c_N))^n \rangle = (\mathcal{G}_0^{-1}(\bar{z}z, c_1, \ldots, c_N))^n = I_0^n, \tag{4.46}
\]
where \(\mathcal{G}_0^{-1}(\cdot, c_1, \ldots, c_N)\) and \(\mathcal{G}_0^{-1}(\cdot, c_1, \ldots, c_N)\) are functions inverse to the structural functions \(\mathcal{G}_0(\cdot, c_1, \ldots, c_N)\) and \(\mathcal{G}_0(\cdot, c_1, \ldots, c_N)\), respectively.

**Proof.**

i. Since
\[
\lim_{\hbar \to 0} \langle (\mathcal{G}_0(A_0, c_1, \ldots, c_N))^n \rangle = \lim_{\hbar \to 0} \langle (\mathcal{G}_0(A_0 - \hbar, c_1, \ldots, c_N))^n \rangle, \tag{4.47}
\]
from (3.26) and (3.27) we have
\[
\lim_{\hbar \to 0} \langle (A^A)^n \rangle = \lim_{\hbar \to 0} \langle (A^A)^n \rangle, \tag{4.48}
\]
for \(n \in \mathbb{N}\). Let us assume that
\[
\lim_{\hbar \to 0} \langle (A^A)^n \rangle = (\bar{z}z)^n. \tag{4.49}
\]
Then
\[
\langle (A^A)^{n+1} \rangle = \bar{z}z \langle (A^A)^n \rangle \tag{4.50}
\]
and (4.49) imply that
So, we obtain (4.45) by linearity.

ii. In order to obtain (4.46) we apply (4.45) to $\mathcal{G}_{\hbar}^{-1}$ and note that $\lim_{\hbar \to 0} \mathcal{G}_{\hbar} = \mathcal{G}_0$. \hfill \Box

Let us note here that if $g_0$ is a constant, then the assumptions of the above proposition are satisfied.

One defines the Lie bracket $\{f, g\}_{\mathcal{G}_0}$ of the covariant symbols $f$ and $g$ defined in (4.39) by

$$\{f, g\}_{\mathcal{G}_0} := \lim_{\hbar \to 0} \frac{-1}{\hbar} (f \ast_{\hbar} g - g \ast_{\hbar} f).$$  \hfill (4.52)

From proposition 4.4 we find that the covariant symbols of $A$, $A^*$ and $A_0$ are $z$, $\bar{z}$ and $I_0$, respectively. Thus, using the relations (3.25)–(3.27), we find the relations

$$\{I_0, z\}_{\mathcal{G}_0} = iz,$$  \hfill (4.53)

$$\{I_0, \bar{z}\}_{\mathcal{G}_0} = -i\bar{z},$$  \hfill (4.54)

$$\{z, \bar{z}\}_{\mathcal{G}_0} = -i \frac{\partial \mathcal{G}_0}{\partial I_0}(I_0),$$  \hfill (4.55)

which are the reduced versions of the ones presented in (2.33)–(2.35).

From (4.53)–(4.55) we see that the bracket (4.52) is the Nambu bracket defined in (2.33)–(2.35). So, $\{f, g\}_{\mathcal{G}_0}$ is the Poisson bracket of the covariant symbols $f$ and $g$ of the operators $F$ and $G$ belonging to the quantum Kummer shape algebra $\mathcal{Q}_{\mathcal{G}_0}(\mathcal{H}_{\mathcal{G}_0}, \ldots, \mathcal{G}_0)$.

Therefore, in the classical limit $\hbar \to 0$ the quantum Kummer shape, i.e. the operator algebra defined by the operators (3.25)–(3.27), corresponds to the classical Kummer shape (2.33)–(2.35) with the Nambu bracket $\{\cdot, \cdot\}_C$ defined by structural function $\mathcal{G}_0$, see (2.38) and (2.39).

We summarize our considerations in the following proposition.
Proposition 4.5. The passing to the classical limit $\hbar \to 0$ intertwines both reduction procedures, quantum and classical, see figure 2.

5. Reproducing measure for the reduced coherent states

In the previous section in order to construct the coherent state map for a classical Kummer shape we have defined, see (4.16), the complex analytic map $K_{c_1,\ldots,c_N}: \mathbb{C} \to \mathcal{H}_{c_1,\ldots,c_N}$ of $\mathbb{C}$ into reduced Hilbert space $\mathcal{H}_{c_1,\ldots,c_N}$. Now we will derive a measure $d\mu_{c_1,\ldots,c_N}(\xi, \zeta)$ which gives the resolution (4.32) of identity for the coherent states map (4.16).

Equivalently one can rewrite (4.32) as

$$\psi(w) = \int_{\mathbb{C}} \psi(z) K_{c_1,\ldots,c_N}(\xi, w) d\mu_{c_1,\ldots,c_N}(\xi, \zeta),$$

(5.1)

where

$$\psi(w) := \langle \psi| w; c_1,\ldots,c_N \rangle$$

(5.2)

for $|\psi\rangle \in \mathcal{H}_{c_1,\ldots,c_N}$, and

$$K_{c_1,\ldots,c_N}(\xi, w) = \langle \xi| c_1,\ldots,c_N| w; c_1,\ldots,c_N \rangle.$$  

(5.3)

Therefore, (5.3) is a reproducing kernel for the complex analytic functions defined by (5.2). One can express this kernel in terms of the hypergeometric function

$$F \left[ \begin{array}{c} \alpha_1, \alpha_2, \ldots, \alpha_r \\ \beta_1, \beta_2, \ldots, \beta_s \\ \end{array} \right| \frac{\xi w}{\prod_{l=0}^{N} h^{l_{l'}}} \right] = \frac{h^{n+nl_i}(v_i + nl_i)!}{\prod_{l=0}^{N} (h^{l_{l'}})^{v_i}} \left[ F \left[ \begin{array}{c} \alpha_1, \alpha_2, \ldots, \alpha_r \\ \beta_1, \beta_2, \ldots, \beta_s \\ \end{array} \right| \frac{\xi w}{\prod_{l=0}^{N} h^{l_{l'}}} \right]$$

(5.5)

where

$$(\alpha_1, \alpha_2,\ldots,\alpha_r) = \left( 1, \frac{v_h}{l_h}, \ldots, \frac{v_{l_{l'}} - (l_{l'} - 1)}{l_{l'}}, \frac{v_{l_{l'} - 1} - (l_{l'} - 1)}{l_{l'} - 1} \right)$$

(5.6)

and

$$(\beta_1, \beta_2,\ldots,\beta_s) = \left( v_h + 1, \frac{v_{l_{l'}} + 1}{l_{l'}}, \ldots, \frac{v_{l_{l'}} + l_{l'}}{l_{l'}}, \frac{v_{l_{l'} - 1} + 1}{l_{l'} - 1}, \ldots, \frac{v_{l_{l'} - 1} + l_{l'}}{l_{l'} - 1} \right)$$

(5.7)

Note here that in the case when $N = \emptyset$, i.e. when $\dim_{\mathbb{C}} \mathcal{H}_{c_1,\ldots,c_N} < +\infty$, the kernel (5.5) is a polynomial function of the variable $\xi w$.

Proposition 5.1. The reproducing measure in (5.1) has the following form

$$d\mu_{c_1,\ldots,c_N}(\xi, \zeta) = \rho_{c_1,\ldots,c_N}(|z|^2) d|z|^2 d\psi = i \rho_{c_1,\ldots,c_N}(|z|^2) dzd\xi,$$

(5.8)
where $z = |z|e^{i\theta}$ and

$$
\rho_{c_0, \ldots, c_N}(|z|^2) := \frac{1}{2\pi l_0^2/h^{N+1+\nu_0+\ldots+\nu_N}} \left| z \right|^{2(N+1)h} \times \int_{[0, +\infty)^N} x_1^{(N+1)\nu_0} \ldots x_N^{(N+1)\nu_N} e^{-\frac{1}{2h}|z|^2} \delta(x_0^0 + \ldots + x_N^0) \, dx_1 \ldots dx_N.
$$

(5.9)

**Proof.** Applying the projection $P_{c_0, \ldots, c_N}$ on the both sides of (4.5) we find that

$$
\mathbb{I}_{c_0, \ldots, c_N} = \int_{\mathbb{C}^{N+1}} \frac{P_{c_0, \ldots, c_N}|z_0, \ldots, z_N\rangle\langle z_0, \ldots, z_N|P_{c_0, \ldots, c_N}}{\langle z_0, \ldots, z_N|z_0, \ldots, z_N\rangle} \, dx_0 \ldots dx_N = e^{-\frac{1}{2h}|z|^2} \delta(x_0^0 + \ldots + x_N^0) \, dx_0 \ldots dx_N,
$$

where $x_k = |z_k|^2$. From (2.12) and (4.18) we have

$$
\phi_0 = \frac{1}{l_0} \left( \psi_0 - \sum_{j=1}^N l_j \phi_j \right),
$$

$$
x_0 = x^\pi (g_0^0 x_1^0 \ldots x_N^0)^{-\frac{1}{h}},
$$

(5.12)

where $x := |z|^2$. Thus, one has

$$
dx_0 \wedge d\phi_0 \wedge dx_1 \wedge d\phi_1 \wedge \ldots \wedge dx_N \wedge d\phi_N = \frac{1}{l_0^2} x^{\pi-1} (g_0^0 x_1^0 \ldots x_N^0)^{-\frac{h}{2}} dx \wedge d\psi_0 \wedge dx_1 \wedge d\phi_1 \wedge \ldots dx_N \wedge d\phi_N.
$$

(5.13)

Changing in (5.10) the variables $(x_0, \phi_0)$ on the variables $(x, \psi_0)$ we find that the density function in (5.8) is given by (5.9). Note here that $dx \wedge d\psi_0 = idz \wedge dz$.

In such a way we have found the family of reproducing kernels indexed by the vacuum states $|c_0, \ldots, c_N\rangle$, see (3.20) or (3.21), where $(c_0, \ldots, c_N)^T \in \mathbb{R}^{N+1}$ are related to $(\nu_0, \ldots, \nu_N)^T \in \mathbb{Z}^{N+1}$ by (3.17). The reproducing measures for this kernels are given explicitly by the integral formula (5.9). The examples presented below shows that this family of reproducing kernels includes the known reproducing kernels as well as the new ones. Let us mention also that for the exponents $(l_0, \ldots, l_N)^T \in \mathbb{Z}^{N+1}$ assuming positive and negative values we obtain the reproducing kernels in the finite dimensional Hilbert spaces realized by the polynomials of the complex variable $z \in \mathbb{C}$. 
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In the case \( N = 1, g_0 = 1 \) if \( l_0, l_1 \) are non-negative one has
\[
K_{c_i}(\xi, w) = \frac{1}{v_0!v_1!} e^{iF_{l_0+l_1}} \left[ \frac{v_0 + 1}{l_0}, \ldots, \frac{v_0 + l_0}{l_0}, \frac{v_1 + 1}{l_1}, \ldots, \frac{v_1 + l_1}{l_1}, \frac{\xi w}{4} h \right]. \tag{5.14}
\]
and if \( l_0 \geq 0, l_1 < 0 \) one has
\[
K_{c_i}(\xi, w) = \frac{1}{v_0!v_1!} e^{iF_{l_0+l_1}} \left[ \frac{v_0}{l_0}, \ldots, \frac{v_0 - (l_0 - 1)}{l_0}, \frac{v_1 + l_0}{l_0}, \ldots, \frac{v_1 + l_0 + l_1}{l_0 + l_1}, \frac{\xi w}{4} h \right]. \tag{5.15}
\]
The reproducing measure for the above kernels is given by the density function
\[
\rho_{c_i}(|z|^2) = \frac{1}{2\pi h v_0 + v_1 + 2l_0^2} |z|^{v_0 + v_1 + 1} \int_0^\infty x^{v_0 - 2(v_0 + 1)}} e^{-\frac{|z|^2}{4h\bar\xi^2}} d\xi. \tag{5.16}
\]

At the end of this paper we present two examples.

**Example 5.2.** For \( l_0 = l_1 = 1 \) and \(|0, v_1\rangle\) as a vacuum state, \( v_1 \in \mathbb{N} \), the reproducing kernel (5.14) takes the form
\[
K_{c_i}(\xi, w) = \frac{1}{v_1!} \left[ -; v_1 + 1; \frac{\xi w}{h} \right]. \tag{5.17}
\]
The density function (5.16) is given by
\[
\rho_{c_i}(|z|^2) = \frac{1}{2\pi h v_0 + v_1 + 2l_0^2} \int_0^\infty x^{v_0 - 2(v_0 + 1)}} e^{-\frac{|z|^2}{4h\bar\xi^2}} d\xi = \frac{1}{2\pi h} \left( \frac{|z|^2}{h} \right)^{v_0} K_{v_0} \left( \frac{2|z|}{h} \right), \tag{5.18}
\]
where \( K_{v_0} \) is the modified Bessel function of the second kind. For the last formula see entry 3.471.9 in [10]. Note that the density function (5.18) is the same as the one presented in [9].

**Example 5.3.** Assuming \( l_0 = 1, l_1 = -1 \) and choosing \(|0, v_1\rangle\) as the vacuum state, one can rewrite (5.15) in the following form
\[
K_{c_i}(\xi, w) = \frac{1}{v_1!} \left( 1 + \bar\xi w \right)^{v_1}. \tag{5.19}
\]
From (5.16) one has
\[
\rho_{c_i}(|z|^2) = \frac{1}{2\pi h v_0 + v_1 + 2l_0^2} \int_0^\infty x^{v_0 + 1} e^{-\frac{|z|^2}{4h\bar\xi^2}} d\xi = \frac{1}{2\pi} \frac{(v_1 + 1)!}{(1 + |z|^2)^{v_1 + 2}}. \tag{5.20}
\]
These examples are related to the examples 7.1 and 7.2 presented in section 7.
6. Quantum integrability

In section 2 we have shown that the Hamiltonian system of $N+1$ harmonic oscillators described by the Hamiltonian (2.3) is integrable in quadratures after reduction to the classical Kummer shape. The natural question arises: whether the quantum system described by the quantum Hamiltonian (3.1) is integrable in the similar way.

Let us mention here that the integration of any quantum system is equivalent to finding the spectral resolution of its Hamiltonian $H$. Hence, one can obtain the corresponding unitary flow $\mathbb{R} \ni t \mapsto e^{iHt} \in \text{Aut}(\mathcal{H})$ in the Hilbert space $\mathcal{H}$, which defines the time evolution $|\psi(t)\rangle = e^{iHt}|\psi\rangle$ and $F(t) = e^{-iHt}Fe^{iHt}$ of a state $|\psi\rangle \in \mathcal{H}$ and an operator $F$, respectively.

Treating the quantum system (3.1) in the Heisenberg picture one finds that the operators $A_0,...,A_N$ form an involutive system of quantum integrals of motion with the discrete set of common eigenvalues defined in (3.17). The other three observables $A_0(t)$, $X(t) \equiv \frac{1}{2}(A(t) + A'(t))$ and $Y(t) \equiv \frac{1}{2i}(A(t) - A'(t))$ satisfy the Heisenberg equations:

\[
\begin{align*}
\frac{d}{dt}A_0(t) &= [H, A_0(t)] = 2[X(t), A_0(t)] = 2i\hbar Y(t), \quad (6.1) \\
\frac{d}{dt}X(t) &= [H, X(t)] = [H_0(A_0(t), c_1, ..., c_N), X(t)], \quad (6.2) \\
\frac{d}{dt}Y(t) &= [H, Y(t)] = [H_0(A_0(t), c_1, ..., c_N), Y(t)] + i(\mathcal{G}_0(A_0(t), c_1, ..., c_N) - \mathcal{G}_0(A_0(t) - \hbar, c_1, ..., c_N)), \quad (6.3)
\end{align*}
\]

where $H$ is defined by (3.28). Additionally, from (3.28) and (6.1) one has

\[
\begin{align*}
X(t) &= \frac{1}{2}[H - H_0(A_0(t), c_1, ..., c_N)], \quad (6.4) \\
Y(t) &= \frac{1}{2}\frac{d}{dt}A_0(t). \quad (6.5)
\end{align*}
\]

Since, $H(t) = H$ is an integral of motion, the equations (6.4) and (6.5) allow us to express $X(t)$ and $Y(t)$ by $A_0(t)$ which is the solution of the operator equation

\[
\left(\frac{d}{dt}A_0(t) \right)^2 = 2[\mathcal{G}_0(A_0(t), c_1, ..., c_N) + \mathcal{G}_0(A_0(t) - \hbar, c_1, ..., c_N)] - [H - H_0(A_0(t), c_1, ..., c_N)]^2. \quad (6.6)
\]

In the case when $l_0, ..., l_N$ are positive integer numbers, taking mean values of both sides of Heisenberg equations (6.1) and (6.2) on the coherent states (4.28), one obtains equations on the symbols $(A_0(t)), (X(t))$ and $(Y(t))$ of the operators $A_0(t)$, $X(t)$ and $Y(t)$, which in the limit $\hbar \to 0$ tend to the Hamilton equations (2.33)–(2.35).

The above shows the correspondence between the Hamiltonian considered within the framework of the quantum and classical Kummer shape algebras. However, unlike the reduced Heisenberg equation (6.6) its classical counterpart (2.31) is integrated in quadratures, thus allowing us to solve the Hamilton equations (2.42)–(2.44). As already mentioned, the solution of (6.6) is found by solving the spectral problems for the reduced Hamiltonians (3.28) indexed by the eigenvalues $c_1, ..., c_N$. The operators (3.28) are three-diagonal, so, one of the methods of their ‘diagonalization’ is the given relation of the theory of Jacobi operators to the orthogonal polynomials theory, including the finite orthogonal polynomials case. Recall that the last case occurs when the exponents $l_0, ..., l_N$ have mixed signs. The examples of
integrable Hamiltonians of the form (3.28), which describe some quantum optical processes, can be found in [14]. Other examples are presented in the next section of the paper.

7. Examples

We will present three examples which exhibit the usefulness of Kummer shape algebra concept. In choosing these examples first of all we were motivated by their importance in nonlinear optics (classical and quantum), e.g. see [21]. Secondly, we want to stress the importance of quantum Kummer shape algebras for the spectral theory of Jacobi operators [28] and the theory of special functions [8, 23].

Examples 7.1 and 7.2 are related to Laguerre and Krawtchouk polynomials, respectively. The corresponding Hamilton operators, see (7.26) and (7.50), model the interactions between two modes and describe a rich variety of quantum optical phenomena since they give the possibility of correlations between these modes, see [6, 21].

Example 7.3 will concern the q-deformed Heisenberg–Weyl algebra as well as the polynomials which are a q-deformation of the Hermite polynomials. We chose this case in order to illustrate the connection of quantum Kummer shape algebras with the theory of q-special functions.

Example 7.1  (Laguerre polynomials case). We will assume $N = 1$ and $(l_0, l_1)^T = (1, 1)^T$.

As Hamiltonian (2.3) we take

$$H = |z_0|^2 + |z_1|^2 + z_0 \bar{z}_1 + \bar{z}_0 z_1.$$  (7.1)

In order to define the variables $l_0, l, \psi_0, \psi_1$ we choose the $\rho$ matrix in the form

$$\rho = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix},$$

what gives

$$l_0 = \frac{1}{2} (|z_0|^2 + |z_1|^2), \quad \psi_0 = \phi_0 + \phi_1,$$  (7.2)

$$l_1 = \frac{1}{2} (|z_1|^2 - |z_0|^2), \quad \psi_1 = \phi_1 - \phi_0.$$  (7.3)

Thus, coordinates $l_0, l_1$ go through the cone in $\mathbb{R}^2$ defined by

$$l_0 - l_1 > 0,$$

$$l_0 + l_1 > 0,$$  (7.4)

while for $(\psi_0, \psi_1)$ one has $0 < \psi_0 < 4\pi$ and $0 < \psi_1 < 4\pi$.

Hamiltonian (7.1) in terms of the canonical coordinates $l_0, l_1, \psi_0, \psi_1$ has the form

$$H = 2l_0 + 2\sqrt{(l_0 - l_1)(l_0 + l_1)} \cos \psi_0.$$  (7.5)

and Hamilton equations (2.19)–(2.22) for (7.5) are

$$\frac{dl_0}{dt} = 2\sqrt{(l_0 - l_1)(l_0 + l_1)} \sin \psi_0,$$  (7.6)

$$\frac{dl_1}{dt} = 0,$$  (7.7)

$$\frac{d\psi_0}{dt} = 2 + \frac{2l_0}{\sqrt{(l_0 - l_1)(l_0 + l_1)}} \cos \psi_0,$$  (7.8)
\[
\frac{d\psi_1}{dt} = \frac{-2I_1}{\sqrt{(I_0 - I_1)(I_0 + I_1)}} \cos \psi_0. \quad (7.9)
\]

For a fixed value \( c_1 \in \mathbb{R} \) of \( I_1 \), from (7.4) one finds that \( I_0 > \max \{ -c_1, c_1 \} \). So, the level \( J^{c_1} \) of the momentum map (2.24) is isomorphic to \( \mathbb{R} \times S^1 \). On the reduced phase space \( J^{c_1} / S^1 \cong \mathbb{R} \times S^1 \) Hamilton equations (7.6)–(7.9) reduce to

\[
\frac{dl_0}{dt} = 2\sqrt{(l_0 - c_1)(l_0 + c_1)} \sin \psi_0 \quad (7.10)
\]

\[
\frac{d\psi_0}{dt} = 2 + \frac{2l_0}{\sqrt{(l_0 - c_1)(l_0 + c_1)}} \cos \psi_0. \quad (7.11)
\]

In considered case the classical structural function \( G_0 \) is given by

\[
G_0(l_0, I_1) = (l_0 - I_1)(l_0 + I_1) \quad (7.12)
\]

and the function \( F \) defined in (2.32) is

\[
z = x + iy = z_0z = \sqrt{(l_0 - I_1)(l_0 + I_1)}e^{i\psi_0}. \quad (7.13)
\]

Hence, the Kummer shape is the upper half of two-sheeted hyperboloid:

\[
l_0^2 - x^2 - y^2 = c_1^2. \quad (7.14)
\]

Functions \( x, y \) and \( l_0 \) satisfy relations

\[
\{l_0, x\} = -y, \quad \{l_0, y\} = x, \quad \{x, y\} = l_0. \quad (7.15)
\]

So, the classical Kummer shape algebra \( K^{c_1}_{\mathbb{R}}(c_1) \) is the Lie algebra of the group \( SO(2, 1) \).

In terms of \( x, y \) and \( l_0 \) Hamiltonian (7.5) simplifies to

\[
H = 2(l_0 + x) \quad (7.16)
\]

and the corresponding Hamilton equations are linear:

\[
\frac{dl_0}{dt} = 2y, \quad \frac{dx}{dt} = -2y, \quad \frac{dy}{dt} = 2x + 2l_0. \quad (7.17)
\]

Therefore, they can be integrated in an elementary way. One can also obtain the trajectories of (7.17) as intersections of the planes defined in (7.16) with the upper half of the two-sheeted hyperboloid (7.14).

The quantum counterpart of the Hamiltonian (7.1) is

\[
\hat{H} = a_0^* a_0 + a_1^* a_1 + a_0 a_1 + a_0^* a_1^* + \hbar \quad (7.18)
\]

and the quantum Kummer shape algebra \( Q_{\mathbb{R}}(H) \) is generated by operators \( A_0, A \) and \( \hat{A}^\ast \):

\[
A_0|c_0 + \hbar n, c_1 \rangle = (c_0 + \hbar n)|c_0 + \hbar n, c_1 \rangle = \left( \hbar \left( \frac{\nu_1}{2} + n \right) \right) |n, \nu_1 + n \rangle. \quad (7.19)
\]
\[ A | c_0 + \hbar n, c_0 \rangle = \sqrt{c_0 - c_1 + \hbar n} (c_0 + c_1 + \hbar n)^{n/2} | c_0 + \hbar (n - 1), c_1 \rangle \\
= \hbar \sqrt{n(v_1 + n)} | n - 1, v_1 + n - 1 \rangle, \]  
(7.20)

\[ A^a | c_0 + \hbar n, c_0 \rangle = \sqrt{c_0 - c_1 + \hbar (n + 1)} (c_0 + c_1 + \hbar (n + 1))^{n/2} | c_0 + \hbar (n + 1), c_1 \rangle \\
= \hbar \sqrt{(n + 1)(v_1 + n + 1)} | n + 1, v_1 + n + 1 \rangle, \]  
(7.21)

where we have chosen \(|0, v_1\rangle, v_1 \in \mathbb{N}\), as the vacuum for the reduced Hilbert space \( \mathcal{H}_{c_0} \). The quantum structural function \( \mathcal{G}_0 \) is the following

\[ \mathcal{G}_0 (A_0, A_1) = (A_0 - A_1 + \hbar) (A_0 + A_1 + \hbar) \]  
(7.22)

and in the limit \( \hbar \to 0 \) gives the classical structural function \( \mathcal{G}_0 \). Operators \( A_0, A \) and \( A^a \) satisfy the relations

\[ [A_0, A] = -\hbar A, \]  
(7.23)

\[ [A_0, A^a] = \hbar A^a, \]  
(7.24)

\[ [A, A^a] = 2\hbar A_0 + \hbar^2. \]  
(7.25)

So, the quantum Kummer shape algebra is a central extension of the classical Kummer shape algebra (7.15).

The reduced quantum Hamiltonian (3.28) in this case is

\[ H = 2A_0 + A + A^a + \hbar. \]  
(7.26)

In the basis \(|n, v_1 + n\rangle, n \in \mathbb{N} \cup \{0\}\), the above operator has three-diagonal form which is the same as the three-term recurrence operator for the Laguerre polynomials. So, it is unitarily equivalent to the operator of multiplication by \( x \) in the Hilbert space \( L^2([0, +\infty), x^n e^{-x} dx) \), see [13, 14].

Now, having obtained classical and quantum Kummer shape algebras, we will show the correspondence between them.

Using (4.16) and (4.17) we find that the reduced coherent states in this case are given by

\[ P_{\alpha} | z_0, \hat{z}_0 \rangle = \frac{z_0^{v_1}}{\sqrt{\hbar^{v_1}}} | z; 0, v_1 \rangle, \]  
(7.27)

where

\[ | z; 0, v_1 \rangle = \frac{1}{\sqrt{v_1!}} \left( |0, v_1\rangle + \sum_{n=1}^{\infty} \hbar^n \left( \frac{z^n}{n!} \right) |n, v_1 + n\rangle \right) \]  
(7.28)

and \( (a)_n := a(a + 1) \ldots (a + n - 1) \).

Using the coherent states (7.28) we can compute the covariant symbols of the reduced operators \( A_0, A \) and \( A^a \) obtaining

\[ \langle A \rangle = z, \quad \langle A^a \rangle = \hat{z}, \quad \langle A_0 \rangle \xrightarrow{\hbar \to 0} I_0. \]  
(7.29)

The Lie bracket (4.52) in the limit \( \hbar \to 0 \) satisfies the relations (7.15).

The reduced Heisenberg equations:

\[ \frac{d}{dt} A_0 (t) = 2Y (t), \]  
(7.30)
\[ \frac{d}{dt} \mathbf{X}(t) = -2 \mathbf{Y}(t), \tag{7.31} \]

\[ \frac{d}{dt} \mathbf{Y}(t) = 2 \mathbf{X}(t) + 2A_0(t) = \mathbf{H}, \tag{7.32} \]

defined by the Hamiltonian (7.26) are linear, hence, they can be integrated in an elementary way. In the limit \( \hbar \to 0 \) covariant symbols of \( A_0(t) \), \( \mathbf{X}(t) \) and \( \mathbf{Y}(t) \) satisfy the Hamiltonian equations (7.17).

**Example 7.2** (Krawtchouk polynomials case). As the Hamiltonian (2.3) for \( N = 1 \) and \( (l_0, l) = (1, -1)^T \) we choose

\[ H = (1 - p)|z_0|^2 + p |z|^2 + \sqrt{p(1 - p)}(z_0z_1 + z_1z_0), \tag{7.33} \]

where \( p \in (0, 1) \), and

\[ \rho = \frac{1}{2} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}, \tag{7.34} \]

as the \( \rho \) matrix. Thus, we find that

\[ I_0 = \frac{1}{2}(|z_0|^2 - |z|^2), \quad \psi_0 = \phi_0 - \phi_1, \tag{7.35} \]

\[ I_1 = \frac{1}{2}(|z_0|^2 + |z|^2), \quad \psi_1 = \phi_0 + \phi_1, \tag{7.36} \]

where according to (2.14) \( I_0, I_1 \) satisfy

\[ I_0 + I_1 > 0, \]
\[ -I_0 + I_1 > 0, \tag{7.37} \]

while for \( \psi_0, \psi_1 \) one has \( 0 < \psi_1 < 4\pi \) and \( -2\pi < \psi_0 < 2\pi \).

Expressing the Hamiltonian (7.33) in terms of the canonical coordinates \( I_0, I_1, \psi_0, \psi_1 \):

\[ H = (1 - 2p)I_0 + I_1 + 2\sqrt{p(1 - p)}(I_1 - I_0) \cos \psi_0 \tag{7.38} \]

and reducing system to \( J^{-1}(c_1)/T \), \( c_1 > 0 \) we conclude that the reduces Hamilton equations are:

\[ \frac{dl_0}{dr} = 2\sqrt{p(1 - p)}(c_1 - l_0)(c_1 + l_0) \sin \psi_0, \tag{7.39} \]

\[ \frac{d\psi_0}{dr} = 1 - 2p - \frac{2\sqrt{p(1 - p)}l_0}{\sqrt{(c_1 - l_0)(c_1 + l_0)}} \cos \psi_0, \tag{7.40} \]

where \(-c_1 < l_0 < c_1\).

The classical structural function \( G_0 \) is the following

\[ G_0(l_0, l_1) = p(1 - p)(l_1 + l_0)(l_1 - l_0). \tag{7.41} \]

Thus, the Kummer shape is the circularly symmetric ellipsoid:

\[ x^2 + y^2 + p(1 - p)l_0^2 = p(1 - p)c_1^2 \tag{7.42} \]
and the classical Kummer shape algebra is isomorphic to the Lie algebra of the group $SO(3)$:
\[ \{I_0, x\} = -y, \]
\[ \{I_0, y\} = x, \]
\[ \{x, y\} = -p(1 - p)I_0. \]

Writing (7.33) in terms of $x, y$ and $I_0$ one finds
\[ H = (1 - 2p)I_0 + c_1 + 2x \]
and thus
\[ \frac{dI_0}{dt} = 2y, \]
\[ \frac{dx}{dt} = -(1 - 2p)y, \]
\[ \frac{dy}{dt} = (1 - 2p)x - 2p(1 - p)I_0. \]

So, similarly to the previous example, the Hamilton equations are linear.

Quantum version of (7.33) and the quantum structural function $\mathcal{G}_0$ are

\[ \mathcal{H} = (1 - p)a_0^*a_0 + pa_1^*a_1 + \sqrt{p(1 - p)}(a_0a_1^* + a_0^*a_1) \]
\[ = (1 - 2p)A_0 + A_1 + A + A^* \]
and
\[ \mathcal{G}_0(A_0, A_1) = p(1 - p)(A_1 + A_0 + \hbar)(A_1 - A_0), \]
respectively.

For the vacuum state $|0, v_1\rangle$, where $c_1 = \frac{\hbar}{2}v_1$ and $v_1 \in \mathbb{N}$, see definition (3.21), the reduced Hilbert space $\mathcal{H}_{c_1}$ has dimension $v_1 + 1$. The generators of the quantum Kummer shape algebra act on the elements $|n, v_1 - n\rangle, n = 0, 1, \ldots, n_1$, of the orthonormal basis of $\mathcal{H}_{c_1}$ in the following way

\[ A_0|n, v_1 - n\rangle = \hbar \left(n - \frac{v_1}{2}\right)|n, v_1 - n\rangle, \]
\[ A|n, v_1 - n\rangle = \hbar \sqrt{p(1 - p)n(v_1 - n + 1)}|n - 1, v_1 - n + 1\rangle, \]
\[ A^*|n, v_1 - n\rangle = \hbar \sqrt{p(1 - p)(n + 1)(v_1 - n)}|n + 1, v_1 - n - 1\rangle. \]

and satisfy $SO(3)$ Lie algebra relations

\[ [A_0, A] = -\hbar A, \]
\[ [A_0, A^*] = \hbar A^*, \]
\[ [A, A^*] = -2p(1 - p)\hbar A_0. \]

Applying the reduction procedure described in section 4, see formulas (4.16) and (4.17), we find that
\[ P_{\zeta^0, \zeta^0}|z_0, z_0\rangle = \frac{\zeta^0_n}{\sqrt{\hbar v_1}}|z; 0, v_1\rangle, \]
where
\[
|z; 0, v_1⟩ = \sum_{n=0}^{v_1} \frac{z^n}{\sqrt{(p(1-p))^n!(v_1-n)!}} |n, v_1-n⟩
\]  
(7.59)
and the complex variable \(z\) is given by \(z = \sqrt{p(1-p)z_0z_1^{-1}}\). The resolution of identity (7.59) with respect to the measure \(d\mu_{\xi_1}(z, z) = \rho_{\xi_1}(|z|^2)\) is obtained by the formula (5.15). Note also that
\[
\langle z; c_1|w; c_1⟩ = \frac{1}{v_1!} \left(1 + \frac{\xi w}{p(1-p)}\right)^{v_1}
\]  
(7.61)
is the reproducing kernel for \(d\mu_{\xi_1}(\xi, z)\).

Heisenberg equations assume the form:
\[
\frac{d}{dt} A_0(t) = 2Y(t)
\]
(7.62)
\[
\frac{d}{dt} X(t) = -(1-2p)Y(t)
\]
(7.63)
\[
\frac{d}{dt} Y(t) = (1-2p)X(t) - 2p(1-p)A_0(t).
\]
(7.64)

Example 7.3 (q-deformed Heisenberg–Weyl algebra). Here we consider the one-mode case, i.e. \(N = 0\) and \(l_0 = 1\) with quantum Hamiltonian (3.1) of the form
\[
H = g(a_0^*a_0)a_0 + a_0^* g(a_0^*a_0),
\]
(7.65)
where the function \(g : [0, +\infty[ \to \mathbb{R}\) is given by
\[
g(A_0)^2 = \frac{\hbar}{1-q^{b_0}} \cdot \frac{1-q^{b_0}}{A_0 + \hbar},
\]
(7.66)
for \(0 < q < 1\), \(\alpha > 0\). Note that for \(N = 0\) and \(l_0 = 1\) one has \(A_0 = a_0^* a_0\). Hence, the operator
\[
A = g(a_0^*a_0)a_0
\]
(7.67)
defined in (3.4) satisfy (3.25) and the relations
\[
A^\alpha A = \hbar \frac{1-q^{b_0}}{1-q^{a_0}} \equiv c_0(A_0 - \hbar),
\]
(7.68)
\[
AA^\alpha = \hbar \frac{1-q^{b_0}}{1-q^{a_0}} \equiv c_0(A_0),
\]
(7.69)
equivalent to the relations
\[
AA^\alpha - A^\alpha A = \hbar q^{b_0},
\]
(7.70)
\[ AA^* - q^\alpha A^* A = \hbar. \] (7.71)

The Hamilton operator expressed in terms of the operators \( A, A^* \) and \( A_0 \) takes the form
\[ H = A + A^*. \] (7.72)

Since in the limit \( \alpha \to \infty \) we obtain Heisenberg–Weyl algebra, it is reasonable to consider the quantum Kummer shape algebra defined by (3.25), (7.68) and (7.69) as the \( q^\alpha \)-deformation of the Heisenberg–Weyl algebra.

One has \( \| A \| = \left( \frac{\hbar}{1 - \theta \eta} \right)^2 \) and thus, the coherent states
\[ |z\rangle = |0\rangle + \sum_{n=1}^{\infty} \frac{1}{\phi \eta^{\hbar n}} |n\rangle \] (7.73)
are defined for \( z \in \mathbb{C} : |z| < \left( \frac{\hbar}{1 - \theta \eta} \right)^2 \), where \([n] \equiv \frac{1 - \theta \eta^n}{1 - \theta \eta} \).

One has the resolution of identity
\[ 1 = \int_{\mathbb{C}} \frac{|z\rangle \langle z|}{|z||\rangle} d\mu_{q}(z, z), \] (7.74)
where
\[ d\mu_{q}(z, z) = \frac{1}{1 - (1 - \theta \eta)^2} \frac{1}{2\pi} \sum_{n=0}^{\infty} q^{\alpha n} \left( |z|^2 - \frac{\hbar q^\alpha}{1 - \theta \eta} \right) d|z|^2 d\psi, \] (7.75)
see [20].

Now let us pass to the classical case. From (7.68) we have
\[ A_0 = \frac{\alpha}{\ln q} \ln \left( 1 - \frac{1 - q^\alpha}{\hbar} A^* A \right) = \frac{\alpha}{\ln q} \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{1 - q^\alpha}{\hbar} \right)^n (A^* A)^n. \] (7.76)

From
\[ \lim_{\hbar \to 0} \frac{|z\langle (A^* A)^n|z\rangle}{|z||z\rangle} = (zz)^n \] (7.77)
we find
\[ \lim_{\hbar \to 0} \langle A_0^n \rangle = I_0^n, \] (7.78)
where
\[ I_0 = \frac{\alpha}{\ln q} \ln \left( 1 + \frac{\ln q}{\alpha} zz \right). \] (7.79)

So, the classical structural function is the following
\[ G_0(I_0) = \frac{\alpha}{\ln q} (q^{\frac{\hbar}{\alpha}} - 1). \] (7.80)
Classical Hamiltonian (2.3) takes the form
\[
H = \frac{\alpha}{\ln q} \frac{q^{b/2} - 1}{|z_0|^2} (z_0 + \bar{z}_0) = 2 \frac{\alpha}{\ln q} (q^{b/2} - 1) \cos \psi_0
\]  
(7.81)
and the corresponding Hamilton equations are
\[
\frac{dI_0}{dr} = 2 \frac{\alpha}{\ln q} (q^{b/2} - 1) \sin \psi_0,
\]
(7.82)
\[
\frac{d\psi_0}{dr} = \frac{q^{b/2}}{\sqrt{\alpha \ln q (1 - q^{b/2})}}.
\]
(7.83)
In considered example the classical Kummer shape algebra is given by the relations
\[
\{I_0, x\} = -y,
\]
(7.84)
\[
\{I_0, y\} = x,
\]
(7.85)
\[
\{x, y\} = \frac{1}{2} q^{b/2}.
\]
(7.86)
Note that the Kummer shape
\[
x^2 + y^2 = \frac{\alpha}{\ln q} (q^{b/2} - 1),
\]
(7.87)
in the limit \(q \to 1\) takes the form
\[
x^2 + y^2 = I_0,
\]
(7.88)
so, (7.87) is a \(q\)-deformation of the elliptic paraboloid.
Hamilton equations corresponding to the Hamiltonian (7.81) expressed in terms of \(x, y\) and \(I_0\)
\[
H = 2x,
\]
(7.89)
are the following
\[
\frac{dI_0}{dr} = 2y,
\]
\[
\frac{dx}{dr} = 0,
\]
\[
\frac{dy}{dr} = q^{b/2}.
\]
(7.90)
One can easily verify that solutions of the Heisenberg equations
\[
\frac{d}{dt} A_0(t) = 2Y(t),
\]
\[
\frac{d}{dt} X(t) = 0,
\]
\[
\frac{d}{dt} Y(t) = q^{b/2}
\]
(7.91)
defined by Hamiltonian (7.72), in the limit \(\hbar \to 0\) satisfy equations (7.90).
Let us stress that there are many other important examples which can be considered through the theory presented in this paper. The case \((l_0, l_1, l_2)^T = (1, -1, -1)^T\) and \(g_0 = \text{const}\), which describes non-linear interaction between three modes, plays an important role in non-linear optics. On the classical level it was considered in [1, 2, 3], for its quantum counterpart see e.g. [27]. In order to see the importance of the quantum Kummer shape algebras in various problems of mathematical physics, besides the quantum optics, see e.g. [7, 11, 18], where the applications of these algebras to factorization method and the Kepler problem on the \(N\)-sphere, respectively, were considered.
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