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In order to exploit the femtosecond pulse duration of X-ray Free-Electron Lasers (XFEL) operating in the hard X-ray regime for ultrafast time-resolved protein crystallography experiments, critical parameters that determine the crystallographic signal-to-noise (I/σI) must be addressed. For single-crystal studies under low absorbed dose conditions, it has been shown that the intrinsic pulse intensity stability as well as mode structure and jitter of this structure, significantly affect the crystallographic signal-to-noise. Here, geometrical parameters are theoretically explored for a three-beam scheme: X-ray probe, optical pump, X-ray probe (or “probe-pump-probe”) which will allow experimental determination of the photo-induced structure factor amplitude differences, ΔF, in a ratiometric manner, thereby internally referencing the intensity noise of the XFEL source. In addition to a non-collinear split-beam geometry which separates un-pumped and pumped diffraction patterns on an area detector, applying an additional convergence angle to both beams by focusing leads to integration over mosaic blocks in the case of well-ordered stationary protein crystals. Ray-tracing X-ray diffraction simulations are performed for an example using photoactive yellow protein crystals in order to explore the geometrical design parameters which would be needed. The specifications for an X-ray split and delay instrument that implements both an offset angle and focused beams are discussed, for implementation of a probe-pump-probe scheme at the European XFEL. We discuss possible extension of single crystal studies to serial femtosecond crystallography, particularly in view of the expected X-ray damage and ablation due to the first probe pulse. © 2015 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4906354]

I. BACKGROUND

Structural dynamics in the crucial early time scales of biological activation are directly linked to macromolecular function. Traditionally, our knowledge of photo-induced coherent wavepacket motion in biological materials has come from ultrafast spectroscopy. It would be a genuine breakthrough to directly observe such processes in proteins in real time and in real coordinate space, using X-ray crystallography. This manuscript addresses the technical question how x-ray free-electron lasers (XFEL) sources may be successfully used to directly visualise coherent femtosecond excited state nuclear dynamics by X-ray diffraction. An example of such coherent wavepacket motion in a biological photoreceptor is the photoisomerisation of the p-coumaric acid chromophore of the Photoactive Yellow Protein (PYP).1 The associated time-constant ~500 fs is on the order, or shorter than, vibrational dephasing and its fundamental frequency is close to that of the torsional mode which has significant projection on the reactive

---
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The experimental ability to achieve femtosecond time resolved protein X-ray crystallography yet needs to be demonstrated. In order to realize this capability, successful pump-probe X-ray crystallography studies done at synchrotron stations with picosecond time resolution must be extended to the femtosecond time regime at XFELs. Opportunities for theory development in this area are compelling. It is now well established that protein X-ray crystallography with near atomic resolution is possible with XFELs, although currently primarily focused on microcrystals and Monte-Carlo crystallographic integration approaches, referred to as Serial Femtosecond Crystallography (SFX). Several studies have pioneered the Coulombic explosion and radiation damage and peak power tolerance of small, micron sized, and also large crystals. SFX can allow radiation-damage free measurements which can be critical for instance in cases where proteins include redox active transition metal centers such as photosystem II.

Recently, successful time resolved applications of SFX have been reported. A key characteristic has been the use of nanosecond photolysis, which significantly increases concentrations of reaction intermediates as compared to femtosecond optical excitation. A femtosecond time resolved SFX measurement of light sensitive protein crystals will therefore require increased accuracy of the measured photo-induced structure factor amplitude differences as compared to nanosecond photolysis. Published experimental evidence has demonstrated that a Monte-Carlo method can be successfully used to detect anomalous scattering, requiring no further monochromatisation when used in Self-Amplified Spontaneous Emission (SASE) mode, if a sufficient number of frames (millions) are collected and merged. Through extensive averaging a Monte-Carlo integration of many observations overcomes the uncertainty in photon energy and its spread, intensity, and mode structure as well as partiality. Considering however the phasing power of the data collected having intensity differences on the order of 20%, the higher signal-to-noise ratio required for a successful femtosecond pump-probe measurement suggests that many more frames would need to be processed. An alternative approach seeks to apply monochromatic X-ray crystallography using large single crystals under conditions of low absorbed dose. In order to select the energy in SASE mode a monochromator should be used, or alternatively the XFEL can be used in self-seeded mode. This paper considers such low dose conditions, which have already been characterized.

In this manuscript, we explore an internally referenced crystallography method which uses two angular offset beams (non-collinear) to record both un-pumped and pumped diffraction patterns in single frames that can be integrated separately because the shifted beam centers spatially separate the Bragg spots. In Sec. II, we review the critical issue of accuracy of the ΔF determination when pump-probe measurements are made using an XFEL source. Section III discusses the basic geometry of an internally referenced split-beam non-collinear method. We show that additionally applying the Convergent Beam Method (CBM), ratiometric detection of photoinduced structure factor differences can be improved following post-refinement of partiality. Section IV deals with the explicit simulation of an existing experimental single crystal dataset that was collected with a weakly converging LCLS beam. The subsequent addition of source convergence, or “cross-fire,” is simulated for a range of angles in order to evaluate overlap of orders for single and double pattern measurements. Section V simulates and processes a complete probe-pump-probe dataset by the Convergent Beam Method, based on synthetic coordinate-based structure factor amplitudes for a ground state and an intermediate state structure of PYP. Section VI discusses the required physical parameters for X-ray optics and the detector which are under development at the MID station at the European XFEL in order to implement the proposed experimental scheme. Finally, Sec. VII includes discussion of a possible extension of the three-pulse probe-pump-probe geometry to nanocrystals using SFX.

II. CRYSTALLOGRAPHIC DETECTION OF FEMTOSECOND POPULATION TRANSFER REQUIRES HIGH SIGNAL-TO-NOISE

Based on the data analysis of successful pump-probe experiments conducted at synchrotrons, it can be argued that the signal-to-noise ratio of the crystallographic data would need to
be matched or exceeded at XFEL sources in order to develop the ability of detecting a femtosecond transient population. A primary concern is that femtosecond population transfer is intrinsically limited by the photoisomerisation quantum yield, in contrast to nanosecond excitation of protein crystals performed at synchrotrons which may generate yields that can be several times the primary photoisomerisation quantum yield. Experimental approaches to maximize the femtosecond photolysis of protein crystals have been described earlier. For instance, we have reported a femtosecond spectroscopy and (passive) pulse shaping study, which was aimed at characterization and optimization of femtosecond population transfer of the photoactive yellow protein specifically for XFEL experiments.\textsuperscript{20} Within the available signal-to-noise of the crystallographic detection, successful femtosecond pump-probe experiments must very likely include such careful pulse shaping approaches. We have shown that photochemical yields may differ by orders of magnitude depending on the details of peak power, second order dispersion, wavelength, pulse duration, and penetration in anisotropic media. A second concern is that the crystallographic data quality can be limited by X-ray source noise at XFELs. For single crystal studies, crystallographic analysis of monochromatic X-ray diffraction data of PYP collected in SASE mode with monochromation indicated that the signal-to-noise ratio of the merged data is dominated by pulse-to-pulse intensity fluctuation and has additional noise contributions from structure in the incident beam intensity and jitter of this structure.\textsuperscript{22} By applying the rotation method for single crystal experiments, the resulting signal-to-noise was found to be at least an order of magnitude worse than for typical synchrotron data.\textsuperscript{22} From this analysis, it was possible to estimate the resulting crystallographic merging statistics based on the measured pulse intensities during data collection in combination with known average rocking curve profiles. For example, one multi-crystal dataset which merged reflections from 96 rotation images led to a multiplicity of 4.8 and a signal-to-noise ratio of 3.2, which is in agreement with a value that was modeled on the basis of the source noise statistics.\textsuperscript{22} This approach shows that the potentially increased stability obtained in self-seeded mode might improve the statistics, but specifically for crystals which have large mosaic spread (thus excluding the photoactive yellow protein). Yet even under such more optimal conditions, it may not be possible to reach the required signal-to-noise levels for a single pump-probe delay within the time-frame of a typical scheduled experiment. An alternative to single crystal studies considers time resolved pump-probe application of SFX, which has been shown to provide sufficient signal-to-noise to detect intermediates when nano-second photolysis is used.\textsuperscript{15,16}

### III. A SPLIT BEAM PROBE-PUMP-PROBE SCHEME IS PROPOSED IN ORDER TO INTERNALLY REFERENCE THE SOURCE INTENSITY NOISE OF THE XFEL

A focused, non-collinear split-beam geometry is proposed in order to address the issues of (1) pulse-to-pulse intensity fluctuation and (2) partiality of reflections when monochromatic radiation is used. A pulse replica is created with a beam splitter, either by a thin Bragg crystal used as optical splitter with 1:1 ratio between the reflected and transmitted beams or by a Bragg crystal positioned halfway into the beam (geometrical splitter), such as already established for soft X-ray experiments using mirrors at the AMO beamline at LCLS\textsuperscript{23} or at FLASH at DESY.\textsuperscript{24,25} By introducing a sufficient angle (approximately 0.5$^\circ$) and delay (>1 ps) between the pulse replicas, it is possible to create a “probe-pump-probe” pulse sequence where diffraction of pumped and unpumped signals are collected at different positions on an area detector (see simulation in Figure 5). As these will be conducted with a stationary crystal, additional focusing of the beams is proposed as the most practical method to address partiality. The three beam probe-pump-probe experiment should hence allow a ratiometric measurement of the photo-induced structure factor differences $\Delta F$.

It is noted that a related approach has been suggested by Fournier and Coppens,\textsuperscript{26} which is different however as these authors report the use of photo-induced differences between the same Bragg reflections. Equation (1) defines the photo-induced ratiometric intensity difference for Bragg reflection $A$. 

\begin{equation}
\Delta F = \Delta I / I_0
\end{equation}
where $\Delta I_A = \left( \frac{p_B^{\text{PUMPED}} - p_B^{\text{UNPUMPED}}}{p_A^{\text{PUMPED}} - p_A^{\text{UNPUMPED}}} \right)$

(1)

whereas the use of an offset angle in a three-pulse probe-pump-probe experiment determines the ratios of Bragg reflections A and B as in Eq. (2) if the offset angle exceeds the mosaic spread. However, this assumes that “full” reflections are being measured

$$\frac{\Delta I_A}{I_B} = \left( \frac{p_A^{\text{PUMPED}}}{p_B^{\text{PUMPED}_{\text{frame}1}}} - \frac{p_A^{\text{UNPUMPED}}}{p_B^{\text{UNPUMPED}_{\text{frame}2}}} \right) \left( \frac{p_A^{\text{PUMPED}}}{p_B^{\text{PUMPED}_{\text{frame}1}}} - \frac{p_A^{\text{UNPUMPED}}}{p_B^{\text{UNPUMPED}_{\text{frame}2}}} \right)$$

(2)

Here, $I_B^{\text{UNPUMPED}}$ is measured twice in a stationary geometry, in two different frames, to serve as an internal reference. For Bragg reflections that are partially measured, the full intensity of reflection A, $I_A^{\text{full}}$, is given by

$$I_A^{\text{full}} = \frac{I_A^{\text{partial}}}{p_A L_A}$$

(3)

where $p_A$ is the partiality and $L_A$ is the Lorentz-polarisation factor, which for the oscillation method corrects for the velocity by which the reciprocal volume traverses the Ewald sphere, in addition to correcting for the polarization of the incident X-rays. In the case of a stationary crystal measurement by the Convergent Beam method, which is the proposed geometry for the probe-pump-probe scheme discussed below, the “pseudo” Lorentz factor still contains a $(\sin 2\theta)^{-1}$ geometrical factor, as well as a polarization correction, but in addition includes a source factor “S” which contains the non-uniform source angular distribution including the sources $S_0$, $S_C$, and $S_1$ (Figure 1), taken as

$$S = \int_C I(\gamma', \varphi) dC$$

(4)

A ratiometric photoinduced difference measurement of partial reflections are thus determined as

$$\frac{\Delta I_A}{I_B} = \frac{p_B L_B}{p_A L_A} \left( \frac{I_A^{\text{PUMPED}_{\text{frame}1}}}{I_A^{\text{PUMPED}_{\text{frame}2}}} - \frac{I_A^{\text{UNPUMPED}_{\text{frame}1}}}{I_A^{\text{UNPUMPED}_{\text{frame}2}}} \right)$$

(5)

The principal motivation for selecting the convergent beam method is to reduce differences in partiality of $I_A$ and $I_B$ in both unpumped and pumped frames. Both shot-to-shot source jitter of the spatial overlap of the non-collinear X-ray beams as well as shock-induced reorientation (“twitching”) of the crystal are expected to lead to large errors of the measured quantities in Eqs. (2) and (5) if non-converging beams are used. An experimental demonstration of such sensitivity was obtained at LCLS by repeated stationary measurements which showed considerable variation of the shot-to-shot intensity ratios of Bragg peaks.

Thus, increasing the angle of convergence to be bigger than the mosaic spread will lead to an effective integration over the rocking curve and many reflections will be measured as “fulls.” In order to apply the convergent beam method to a probe-pump-probe experiment, post-refinement of partiality is needed. Under such conditions and with a ratiometric detection of the simultaneously measured unpumped and pumped reflections, noise contributions from the intensity fluctuations are significantly reduced. This is also true if the experiments are conducted in a stroboscopic manner, i.e., summing over several pump-probe cycles. Thus, in the absence of other errors, the resulting data quality of photo-induced difference measurements becomes limited by the dynamic range of the detector and the accuracy of post-refinement of partiality. In SASE mode at 9 keV and employing a Si(111) monochromator reflection, the resulting intensity noise was measured and characterized by a distribution having an $I/\sigma I$ value of 1.2. This value would represent the accuracy by which differences are measured in the
absence of the internal referencing that is proposed here. Considering, for example, the dynamic range of a MAR165 detector, which is 16 bit, requiring measurements up to 6 orders of intensity range, the mean distribution would be measured at an effective dynamic range of approximately 14 bit. Since different Bragg reflections are measured in each image (Eqs. (2) and (5)), a ratiometric dataset will be constructed after merging of multiple ratiometric observations, where the final merged ΔF values are determined with accuracies depending on the multiplicity as well as the number of individual Bragg peak ratios that are included.

The convergent beam method and geometry for macromolecular X-ray crystallography has been described earlier for incoherent sources\(^3\) and coherent sources\(^3\). It has been pointed out that for beam diameters larger than the unit cell and smaller than the crystal, the source coherence should have no contribution to the diffraction pattern.\(^3\) While the geometry is well known for the convergent beam method, there are different approaches to calculating partiality in the literature. It is additionally useful to briefly review the contributions of beam convergence (or “cross-fire”) \(\gamma\), mosaic spread \(\eta\), and spectral dispersion \(\delta\lambda/\lambda\).

For a convergent beam with focusing angle \(\gamma\) and focal point on the reciprocal origin where the nest of Ewald spheres cross over (Figure 1(a)), the point sources (S) for reciprocal lattice points (P) are located in a line on the source spherical cap (Figure 1(b)). Therefore, in the presence of a focusing angle \(\gamma\) diffraction spots become elongated on the area detector, and may result in overlapping of orders for large values of \(\gamma\).\(^3\) The Bragg condition is met within the two limiting conditions as given by the following equation:\(^3\)

\[
\cos \left( \beta + \frac{\gamma}{2} \right) \leq \frac{\lambda d^*}{2} \leq \cos \left( \beta - \frac{\gamma}{2} \right)
\]  \(6\)

where \(\gamma\) is the maximal convergence angle, \(d^* = |OP|\), \(\sin \beta = P_0 d^*/d^*\), and \(\lambda\) is the wavelength. It has been shown (Refs. 27–29, 32, 35–37, and references therein) that the contributions of \(\gamma\) and \(\eta\) to the Bragg condition equations are equivalent and hence can be summed to find the reciprocal lattice volume radius as

\[
\Omega = \gamma + \eta
\]  \(7\)

Including the spectral dispersion \(\delta\lambda/\lambda\), a \(\Omega_\delta\) has been defined as\(^3\)
\[ \Omega_0 = \gamma + \eta + \frac{\delta \lambda}{\lambda} \tan \theta \]  
(8)

where \( \theta \) is the Bragg angle. The reflection range (Figure 1(b)) is approximated by Greenhough and Helliwell as

\[ \varphi_R \approx L \left( \Omega d^* \cos \theta + \frac{\delta \lambda}{\lambda} d^* \sin \theta \right) \]  
(9)

The partiality is generally obtained from calculation of the intersection of the Ewald spheres with the reciprocal lattice point volume. In the case of still images collected at XFEL’s with nano-crystals and a non-divergent source, partiality is analysed to calculate both the minimal and maximal radius for the Ewald sphere volume that intersects the reciprocal sphere volume, as implemented in the CrystFEL code for SFX data reduction.\(^\text{32}\) Subsequent post-refinement of many partial observations improves the estimate of the full intensity. In the case of a convergent beam method where the convergence angle exceeds the average mosaic spread and many, but not all, reflections are recorded as “fulls.” Subsequent calculation of partiality may be done by retrieving the outside and inside conditions of the reciprocal sphere volume, analogous to the rotation method. The partiality \( p \) is shown to be well approximated by

\[ p \approx \frac{1}{2} \left( q_{\varphi1} + 3q_{\varphi1}^2 - 2q_{\varphi0}^3 \right) \]  
(10)

where the inside condition “\( q_{\varphi1} \)” and outside condition “\( q_{\varphi0} \)” are the fractions of paths travelled by the reciprocal lattice point \( P \), and are given by

\[ q_{\varphi0} = \frac{1}{2} \left( 1 - \frac{\beta - \theta}{\Omega_0/2} \right) \]  
(11)

\[ q_{\varphi1} = \frac{1}{2} \left( 1 + \frac{\beta - \theta}{\Omega_0/2} \right) \]  
(12)

It should be noted that a recent simulation study of weakly converging conditions, \( \gamma \) up to 2.5 mrad (\( \sim 0.1^\circ \)) was reported for SFX.\(^\text{33,39}\) Although the value of the mosaic spread was not discussed, the resulting data processing and post refinement indeed showed both a considerable increase in the values of partiality as well as a significant improvement of the (SFX-specific) “\( R_{\text{split}} \)” value.\(^\text{33,39}\) This also confirms that data reduction including post-refinement of partiality should yield better measurements of (2) and (5) in the case of the convergent beam method.

**IV. SIMULATION OF MONOCHROMATIC X-RAY DIFFRACTION OF P63 CRYSTALS OF PYP WITH A WEAKLY CONVERGING XFEL BEAM REPLICATING EXPERIMENTAL FRAMES AND SUBSEQUENT SIMULATION OF ADDITIONAL BEAM FOCUSING**

We now consider which angle of convergence could be used in order not to cause too much lengthening of the Bragg spots and avoid overlapping orders in single and double patterns. Here, ray tracing simulations first replicate an experimental monochromatic XFEL dataset which was previously reported.\(^\text{22}\) The dataset in question originate from a single crystal study of PYP crystals conducted at the XPP station at LCLS, April 2012. The experimental diffraction images were taken under conditions of very weak convergence of the XFEL beam (0.007\(^\circ\)) and under conditions of low absorbed dose. Both still images and rotation images were analysed.\(^\text{22}\) The simulations were done using the program SIM_MX from Kay Diederichs\(^\text{40}\) and use input parameters from experimental conditions including the mosaic spread taken from rocking curve measurements.\(^\text{22}\) The simulations were found to replicate the spot sizes and their separations well. Next, the effect of increasing beam focusing, or convergence, on the simulated spot sizes and their lengthening is explored, which takes into account a realistic point spread
function in the ray tracing simulations. We note that it is insufficient to consider only the overlap of orders within a single diffraction pattern for which analytical expression can be written, because two patterns are collected on a detector, as simulated and described in Sec. V.

The experimental conditions were as follows: sample-detector distance (59.1 mm), detector parameters (detector radius 165 mm; 0.079 mm pixel size, 2048 × 2048 pixels, MAR165 detector, MarResearch), wavelength (1.3099 Å), bandwidth (ΔE/E = 1.6 × 10^{-4}), and unit cell parameters (66.9 Å, 66.9 Å, 40.8 Å, 90°, 90°, 120°, P63). Figure 2 shows on the left an experimental diffraction pattern collected using the rotation method with a 0.1° oscillation, including an average of approximately 200 Bragg spots per image, extending to 1.5 Å resolution at the detector edge. For the rocking curve measurements, fifty X-ray pulses were used for each image, having up to five pulses probing the average rocking curve of each reflection, and it was estimated that the I/I value of a single Bragg reflection was 1.47 under these conditions. In order to obtain an average value for the mosaic spread measured under such conditions of significant noise, a series of individually measured rocking curves of a PYP crystal were obtained, which provided a distribution between 0.01° and 0.07° with an average value of 0.04° (FWHM).

The first objective was to determine simulation parameter values in order to replicate the experimental diffraction patterns in detail, specifically replicating the spot dimensions and separations. For the ground state, amplitudes were calculated using sfall36,41 from the coordinates taken from 2PHY.pdb,1 using a resolution cut-off at 1.5 Å. Reflections were expanded to space-group P1 using sftools36 and expanded to full sphere including Friedel pairs using a custom program. It was found that in order to simulate the same Bragg spots from identically indexed orientations on a single frame required using a simulated rotation image with a 0.2° oscillation rather than the experimental 0.1° oscillation. Similarly, we found that replicating the same Bragg peaks by simulations of stationary diffraction patterns collected under conditions of weak beam convergence required specifying a small oscillation in addition, typically 0.1°. This is potentially due to the simple mosaic block model used by SIM_MX taking as input an average and isotropic value for the standard deviation of the mosaic spread. Experimentally, a mosaic spread is observed that is anisotropic and includes line defects. Therefore, all presented simulations below included an oscillation range of at least 0.1°, also when stationary patterns were calculated.

![FIG. 2.](image-url)

**FIG. 2.** Left: Experimental X-ray diffraction pattern of a PYP crystal using the rotation method over a 0.1° oscillation. The edge of the detector corresponds to 1.5 Å resolution. Right: Simulation of X-ray diffraction in the same indexed orientation and geometric parameters as the experimental image. A beam convergence more than 10 times greater than the experimental conditions (0.1°), also giving larger spot sizes, is used in order to emphasize the close correspondence between experimental and simulated patterns. The realistic ray tracing simulations were done with the following parameters: Unit cell 66.37 Å, 66.37 Å, 40.67 Å, 90°, 90°, 120°, P63, Mosaic spread 0.04° (isotropic), Beam divergence 0.1°, ΔE/E = 1.6 × 10^{-4}, wavelength 1.3099 Å, and detector-sample distance 51.9 mm. Detector: Mar165, 165 mm diameter, 2048 × 2048 pixels. Simulated resolution range of 1000–1.5 Å. The simulation was performed with the SIM_MX program.
Specific simulation parameters used were root mean square deviation for the unit cell dimensions 0.04 Å, 0.04 Å, and 0.04 Å (for a, b, and c), and standard deviation for the average isotropic mosaic spread 0.04°. Cell dimensions, wavelength, band-width, and detector distance and geometry were as used in the experiment. In addition, simulations for large crystals result in larger spots distributed over four pixels accounting for a finite size beam and a finite size crystal. It is noted that the experimentally determined average value of FWHM = 0.04°, which corresponds to a standard deviation of 0.017°, may not fully explain the need for a larger oscillation range in the simulations in order to replicate the Bragg spots. However, the primary aim to first reproduce the experimental images by simulation in terms of replicating spot positions, sizes, and separations, is achieved with only minor differences from actual physical values. While the positions and dimensions are reproduced very well by the simulations, there are clear differences in the relative spot intensities compared with experiments (compare Figures 3(a) and 3(b)). The intensity noise of the LCLS contributes to these differences. In addition, since the simulated data are computed from coordinates deposited in the PDB database, systematic errors also lead to differences between experimental and simulated intensities (Figure 3, Table I).

For Figure 2, the simulation used a 0.1° beam divergence in order to increase the spot size facilitating a visual comparison of the reproduced pattern with the experimental image. It is seen in Figures 3(a) and 3(b) that the experimental spot size (with a convergence angle of 0.007°) corresponds closely to a simulated image with divergence angle of 0.01°. The intensity traces shown below Figures 3(a) and 3(b) illustrate the experimental images and the simulated ones, respectively, and have a typical cross section of three pixels in this geometry. It is noted that this average spot size was representative for all resolution ranges and Figure 3(a) shows the intermediate resolution range as an example. The effective point spread function arising from the ray-tracing simulation parameters therefore resulted in a realistic reproduction of the experimental data, which then allows simulation of additional focusing. Hence, subsequent simulations varied the value of the convergence angle from 0.01° to 0.25° (in both directions).

The simulated patterns highlight the resulting increase in spot size and lengthening that will result in overlapping. The overlaps will become more prevalent at larger focusing angles if a second set of spots from an identical unit cell is present (probe-pump-probe geometry), of course depending on the separation of their origins.

V. SIMULATIONS AND PROCESSING OF A SPLIT BEAM “PROBE-PUMP-PROBE” DATASET

A simulated “probe-pump-probe” dataset containing two patterns is now generated using SIM_MX on the basis of coordinates for the ground state (2PHY.pdb) and a photo-intermediate determined using the pump-probe Laue method (3UME.pdb). Coordinate based structure factor amplitudes were thus used to create the overlaid diffraction patterns, which are subsequently processed to retrieve the individual data from the mixed patterns. This demonstration shows that realistic parameters for the proposed multi-beam experiment will enable femtosecond time resolved X-ray crystallography of protein single crystals in this manner (Eqs. (2) and (5)). From the simulated spot sizes, a value of 0.12° for the convergence angle was chosen in order to simulate the “probe-pump-probe” dataset. This value exceeds the average mosaic spread of PYP crystals and hence applies the convergent beam method effectively, but minimizes the resulting spot lengthening. In order to spatially separate the “unpumped” and “pumped” patterns on the area detector, an offset angle of 0.5° is chosen which allows sufficient spot separation. In the chosen geometry, this results in a shift of the direct beam center by 0.516 mm, corresponding to 6.5 pixels. As shown in Figure 4, the introduced offset angle is in the vertical plane orthogonal to the goniometer rotation axis. In this way, ratiometric measurements can be made twice for each reflection if single crystals are rotated between stationary CBM measurements: once for the “unpumped” measurement and once for the “pumped,” but relative to different reflections (Eqs. (2) and (5)). This will allow an improved data correlation.
for the ratiometric datasets, additionally taking advantage of the short time delay between collecting the two measurements thus ameliorating radiation and laser induced damage as well.

A “pumped” dataset was generated from coordinates for a time-resolved intermediate with an isomerised chromophore and various structural differences in protein and solvent conformation, taken from 3UME pdb.\textsuperscript{42} It is noted that this “pB” intermediate of PYP is developed 200 µs after excitation, and therefore in practice not suitable for a split-and-delay experiment proposed here. The intermediate was selected as a proof-of-principle to demonstrate that, using the coordinates of a well refined time resolved intermediate of PYP, the ΔF’s can subsequently
be retrieved from processing the synthetic probe-pump-probe dataset. The “pumped” dataset (3UME) was generated in the identical indexed orientation as the “unpumped” dataset (2PHY), additionally specifying a 0.5° angle of incidence for the “pumped” simulation. Since the indexed orientation shown in Figure 2 had only a very small angle between the crystallographic c-axis and the rotation axis, a different indexed orientation was chosen which had a larger angular offset. A full 180° dataset was then generated with 0.2° rotation steps, having intensities on the same scale for the 2PHY and 3UME datasets. 0.2° rotation images were chosen to be included in the merged probe-pump-probe dataset.

### Table I. Data processing of the individual simulated data-sets (columns 2 and 3) and the merged probe-pump-probe data-set (columns 4 and 5).

| Dataset          | 2PHY-sim | 3UME-sim | 2PHY-probe-pump-probe | 3UME-probe-pump-probe |
|------------------|----------|----------|-----------------------|-----------------------|
| Refined cell     | 66.36, 66.36, 40.66, 90, 90, 120 P63 | 66.37, 66.37, 40.65, 90, 90, 120 P63 | 66.37, 66.37, 40.66, 90, 90, 120 P63 | 66.37, 66.37, 40.66, 90, 90, 120 P63 |
| Refined beam     | 1024.02, 1023.96, 59.088 | 1024.04, 1030.97, 59.091 | 1023.98, 1030.97, 59.081 | 1024.04, 1030.97, 59.091 |
| Refined incident | −2.9 × 10⁻⁵ | −7.1 × 10⁻⁵, 0.0087 | 3.5 × 10⁻⁵ | 2.8 × 10⁻⁵ |
| beam direction (X,Y,Z) | 4.6 × 10⁻⁵, 1 | 0.9996 | −4.5 × 10⁻⁵, 1 | 0.0092, 0.9996 |
| No. spots/unique | 173017/16398 | 177711/16382 | 160186/16393 | 169732/16415 |
| Completeness     | 99.9%/99.9% | 99.9%/99.9% | 99.7%/99.7% | 99.9%/99.9% |
| I/I₀¹ | 145.3/40.9 | 218.8/51.6 | 61.0/23.8 | 101.6/38.5 |
| R-merge¹ | 1.2%/5.7% | 0.9%/4.6% | 2.5%/8.8% | 1.6%/6.0% |
| R-meas² | 1.3%/5.9% | 1.0%/4.9% | 2.6%/9.3% | 1.7%/6.3% |
| R-cryst         | 1.7% | 1.1% | 2.1% | 0.9% |
| R-free          | 1.6% | 1.1% | 2.0% | 0.9% |

¹$R_{merge}(I) = \frac{1}{\sum_{hkl} n} \sum_{i} |I_{i}(hkl) - \langle I(hkl) \rangle| / \sum_{hkl} n |I(hkl)|$.  

²$R_{meas}(I) = \frac{1}{\sum_{hkl} n} \sum_{i} \left( \frac{\Delta n}{n} \right)^{1/2} |I_{i}(hkl) - \langle I(hkl) \rangle| / \sum_{hkl} n |I(hkl)|$.  

FIG. 4. Two-beam geometry used for the X-ray ray-tracing simulations. An angle of 0.5° is introduced between probe beams with an additional time delay of >1 ps allowing for a stretched or shaped optical pulse in between the two X-ray pulses. Both beams are in a plane orthogonal to the goniometer rotation axis, and both have a 0.12° convergence angle.
for this simulation according to the discussion above and with regard to the number of spots it would correspond to two, or more, subsequent stationary CBM diffraction patterns measured in one frame. One frame of the full probe-pump-probe simulation is shown in Figure 5.

It was found that even for the increased number of spots in each frame relative to a single stationary CBM exposure, spot overlap was not problematic. This is demonstrated by the data in Table I. The individual datasets “2PHY” and “3UME” were individually integrated, scaled, and merged (Table I, columns 2 and 3) before the images were added together. To create the full probe-pump-probe dataset, 900 pumped and unpumped images were summed using the merge2cbf program from the XDS crystallography software suite. The two lattices were then separately integrated from the synthetic dataset after indexing and geometry refinement (Table I, columns 4 and 5), using XDS.

The integration of the synthetic dataset did result in fewer observations (Table II, columns 4 and 5) than the individually processed datasets (Table I, columns 2 and 3), thus indicating some spot rejection due to overlaps or too small spot separations. The geometrical parameters, however, correspond very closely with the individually processed data (Table I). The I/σI values for the merged and scaled data are approximately half that of the individual datasets, which is likely caused by the amplitude normalization performed by merge2cbf. As expected, R-merge, R-meas, R-cryst, and R-free are very small, reflecting mostly the numerical accuracy of the ray traced intensities. More informative though is the correlation between the integrated, merged, and scaled amplitudes for the individual and the synthetic datasets. Figure 6 illustrates that the correlations between the individually processed 2PHY and 3UME datasets and the separated probe-pump-probe datasets is close to unity and is likely within the numerical accuracy of the simulation and processing software. A final validation of the simulation is provided by the fact that chromophore-omit electron density maps show only density for the cis (2PHY) and trans (3UME) conformations, respectively. To illustrate this further, a Fourier difference electron density map is shown for the retrieved ΔF’s from the synthetic probe-pump-probe data, applying ground state phase angles (from 2PHY) (Table I, columns 4 and 5, and Figure 7).

FIG. 5. One frame of the full simulated “probe-pump-probe” dataset on the Mar165 detector. Parameters were the same as used for Figures 3(e) and 4, except for using a different indexed orientation. The resolution extends to 1.5 Å at the edge. Black spots are for the “unpumped” structure generated from the 2PHY PDB coordinates, the red spots are from the “pumped” structure calculated from 3UME. Right: a zoomed region highlights the spot separation achieved by the dual-beam geometry. The angles of convergence for both datasets were 0.12°, and the offset angle between replicas was 0.5°, as in Figure 4.
It should be noted that these simulations did not vary the incident intensity, which would be expected to affect the effective dynamic range of the numerical accuracy. Rather, it is shown here that realistic beam parameters can be chosen (see details about the split-and-delay instrument in Sec. VI) that, in addition to focusing provided by suitable X-ray optics, will result in spatially separated diffraction patterns which can be individually integrated. An actual probe-pump-probe experiment could be either single stationary CBM images or alternatively rotate between measurements and sum several stationary CBM experiments (in the case that the X-ray

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
 & Single crystal application & SFX application & SDL/MID (XFEL.EU) \\
\hline
Convergence angle (both beams) & 0.12° (optimized value; 0.15° max, no convergence potentially tolerable) & 0-0.12° (non-convergent beam acceptable for high-throughput SFX measurement) & Up to ~0.12°, depending on the focusing optics \\
\hline
Angle between beams & 0.5° (based on MAR165 detector, and experimental parameters used during XPP44112), Control of the value would allow big and small unit cells (0.1°–0.8° range) & 0.5° & Up to ~0.6°, depending on the mirror material chosen (Si/Pt) \\
\hline
Time delay between pulses & >1 ps. Ideally controlled 1–10 ps & >1 ps & Design specs: 0–800 ps +/- 3 fs \\
\hline
Bandwidth & 1.6 eV & 1.6 eV & ~6 × 10^{-5} (0.3–0.6 eV) (Si 220 reflection) \\
\hline
Photon energy & 9–9.5 keV & 9–9.5 keV & 5–10 keV (adjustable) \\
\hline
Photons/pulse & >10^{10}–10^{11} each beam & 10^{10}–10^{11} each beam (non-destructive) & 10^8–10^{11} per pulse, adjustable, depending on SASE/seeding \\
\hline
Source stability & Not intrinsically required & Not intrinsically required & Desirable \\
\hline
Repetition rate & Up to full machine rate (LCLS = 120 Hz), For PYP: 2 Hz & Detector limited & 3.5 kHz, detector limited \\
\hline
Spot size on target & 40 μm, round or up to 150 × 40 μm aperture & ~1–10 μm & <1–100 μm, variable \\
\hline
Overlap between beams on target & Better than 5 μm precision & Better than 100 nm precision & Design specs: better than 80% overlap area \\
\hline
\end{tabular}
\caption{Proposed parameters for three-beam probe-pump-probe measurements.}
\end{table}

FIG. 6. Cross correlation and R-factor for the individually processed simulated datasets 2PHY (a) and 3UME (b) and the synthetic probe-pump-probe dataset. (a) Columns 2 and 4 of Table I. (b) Columns 3 and 5 of Table I. Left y-axis (red squares) are the R-factors, right y-axis (black circles) are the degree of correlation.
repetition rate exceeds the detector frame rate; Table II) to collect an extended range of reciprocal space on a single frame.

VI. SIMULATION OF PROBE-PUMP-PROBE X-RAY DIFFRACTION AT THE EUROPEAN XFEL AND PHYSICAL PARAMETERS FOR A SINGLE ENERGY SPLIT AND DELAY INSTRUMENT

The Materials Imaging and Dynamics (MID) experimental station being constructed at the European XFEL (XFEL.EU) combines a state-of-the-art hard X-ray split and delay unit (developed in collaboration with the Technical University of Berlin) with a custom made high frame rate area detector (AGIPD). The AGIPD has been designed to operate at 4.5 MHz frame rate in order to record an image for each X-ray pulse. The XFEL.EU will generate 10 macropulses/s each of them containing 2700 pulses with 220 ns spacing (4.5 MHz), thus allowing a maximum of 27 000 frames/s to be used by the experiments but AGIPD can only record about 350 images per macropulse due to limitations in internal storage. The AGIPD consists of 4 pixelated tiles that can be moved individually, e.g., to accommodate a hole or a slit in the middle through which the direct beam is transmitted without damage to the detector. In total, the detector has 1M pixels each of 200 × 200 μm² size, a full well capacity of 34 Me⁻, and a dynamical range of about 100 k. This will allow detection of more than 10⁴ photons/pixel/pulse at 9 keV and the rms noise is well within the limits of single-photon sensitivity. For comparison, the full well depth and dynamic range of a MAR 165 detector are 400 ke⁻ and 45 000, respectively, and like for any other commercially available area detector, it cannot operate at 4.5 MHz frame rate. Taking 9 keV X-ray energy and a sample-detector distance of 200 mm as simulation parameters, the diffraction in the corners of the detector in fully open configuration amounts to 2.0 Å resolution, see simulation in Figure 8. However, the simulation of a synthetic dataset for this geometry (performed using ΔE/E = 1.68 × 10⁻³ to compare with results in Sec. V, but noting that the SDL in Figure 9 will deliver ΔE/E = 6.1 × 10⁻⁵) had an effective resolution of 2.5 Å, with only very few observations contributing to higher resolution.
A schematic drawing of the principle behind a crystal based hard X-ray split and delay line (SDL) for MID is shown in Figure 9. First, the beam is passed through a high-heatload cryo-cooled crystal monochromator to reach an energy bandwidth similar to the SDL acceptance. Alternatively, monochromatisation may be obtained by tailoring the SASE process which in the hard X-ray range can be achieved by self-seeding, as previously predicted and demonstrated. The beam splitter crystal is marked by “1” and can be either a geometrical splitter or a four-bounce crystal-cut monochromator.
as drawn in Figure 9, or a thin crystal operating in symmetric Bragg reflection geometry with equal intensities of the diffracted and the forward scattered beams. It has been discussed that the Bragg geometry results in replica pulses with conserved temporal and spatial structures.\textsuperscript{52}

The performance of the thin crystal beam splitter, crystal “1,” is the most critical component for successful implementation of a probe-pump-probe measurement. Primarily, the stability of the ratio of transmitted and diffracted pulse intensities will determine the signal-to-noise of the photo-induced $\Delta F$ measurement if it exceeds the detector-limited noise. Recently, improved fabrication of thin Si crystals were reported which performed with uniform wavefront ($<\lambda/50$) and low spatial intensity variations ($<5\%$).\textsuperscript{52} Lack of thickness uniformity and poor mechanical and temporal stability degrade the performance of the beam splitter when illuminated with intense femtosecond X-ray beams.\textsuperscript{43} In the presence of shot-to-shot variations of pointing, mode structure, intensity, temperature, and possibly also remaining spectral fine structure after the monochromator, or from self-seeding, the ratios of transmitted and diffracted beams will be altered as a result of the instabilities in acceptance conditions. If the SDL with a thin optical beam splitter crystal proves to be insufficiently stable, another strategy is to use a geometrical beamsplitter with a thicker perfect Si crystal that is driven halfway into the beam from below. This is actually the situation drawn in Figure 9.

The crystals marked “2” and “3” are positioned to control the beam delay and the beam is sent back to be parallel with the directly transmitted beam, but vertically displaced by an amount that later allows introducing an angular offset. At this moment, the delayed beam has experienced four Bragg reflections while the direct beam has gone straight through. This could create an asymmetry in the spectral purity and hence a four-bounce crystal arrangement is introduced in the direct beam (lower beam path), as indicated in Figure 9. This will also allow compensating the temporal offset between the two beams and, if desired, a temporal overlap ($\Delta t = 0$) can be achieved by lowering crystals 1 and 2. Finally, an X-ray mirror used at grating angle incidence is reflecting the delayed beam upwards to overlap with the direct beam at the sample position. The angular offset between the two beams is given by two times the incidence angle on the mirror. In order to have 100% reflectivity, it is necessary to operate at or below the critical angle of total external reflection $\alpha_C$ which is 0.20° (0.54°) for a Si (Pt) mirror at 9 keV. Hence, the maximum angular offset can be varied from 0.4° to $\sim0.6°$ depending on the mirror coating and geometrical constraints. The angular convergence of the beams can for instance be achieved by focusing with compound refractive lenses (CRL) made in beryllium. They have the advantage of being in-line optics and hence provide a minimum of disturbance to the complex SDL beam geometry. The angular convergence is then given as two times the numerical aperture (NA) and for CRLs the NA in radians is approximately $2\left(\frac{\delta f}{\mu f}\right)$, where $\delta = 1 - n$ with $n$ as the refractive index of X-rays, $f$ is the focal length, and $1/\mu$ is the X-ray attenuation length in beryllium. For 9 keV, one finds $\text{NA} \sim 0.06°$ for $f = 100\text{mm}$ and hence the value used in the simulations for the convergence angle (0.12°) is within reach. Obviously, both beams will need a CRL lens unit and with a focal length of only 100 mm special lens designs are required to accommodate them in the available space in the vertical direction. Alternatively, the focal length can be longer (0.5 m) but with an unavoidable reduction in numerical aperture and hence in angular convergence ($\sim0.06°$).

**VII. POTENTIAL FOR A SFX APPLICATION OF THE SPLIT BEAM PROBE-PUMP-PROBE GEOMETRY**

A SFX application of the proposed probe-pump-probe geometry would need to use the highest possible pulse intensities that still allow a second X-ray diffraction measurement. For both single crystal and SFX applications, the absorbed dose will need to be significantly below the $\sim20\text{ MGy}$ level (known as the “Henderson limit”).\textsuperscript{17,53,54} However, the tolerated absorbed dose from a single pulse may be higher for SFX than for single crystal applications. While single crystal studies would include multiple pump-probe cycles for each crystal volume over a period of seconds or minutes, in the SFX case only two probes would occur with only picosecond or nanosecond delays. Because of the smaller number of pulses and the shorter time...
elapsing between the pulses, SFX experiments may potentially allow a higher absorbed dose for each pulse. There are two considerations for evaluating upper limits for the absorbed dose. First, even a limited level of radiation damage may prevent the successful measurement of photo-induced $\Delta F$. Second, the dose rate may become limiting and will result in explosion of protein crystals when the ablation limit is reached.17

Because of the background of radiation damage occurring during repeated stroboscopic pump-probe measurements of the same crystal volume, the ability to detect photo-induced differences can become compromised. Typically, time resolved protein X-ray crystallography data are collected at synchrotron stations at or near room temperature using the Laue technique.2,5,5 The 14-ID BioCARS beamline at the Advance Photon Source (Argonne, USA) equipped with two in vacuum undulators in series delivers $4 \times 10^{10}$ photons per pulse in a $95 \mu m \times 30 \mu m$ spot in hybrid mode.5,5 Using large, well-ordered crystals, a single 100 ps (pink) X-ray pulse at 12 keV is sufficient to saturate a $80 \mu m$ pixel of the integrating MAR 165 CCD detector with a low resolution Bragg spot.5,5 An estimate of the absorbed dose under such conditions is approximately 20 kGy,17 which is three orders of magnitude smaller than the $\sim 20$ MGy “Henderson limit,” i.e., the theoretical dose that reduces diffraction intensities by a factor of two under cryo-cooled conditions, as derived from cryo-electron microscopy.5,5,5 Under conditions of room temperature and including long waiting times between pump-probe cycles which allows radiation damage to further develop, up to a maximum of $\sim 50$ exposures for each fully illuminated crystal volume is characteristically possible, delivering an absorbed dose of $\sim 1$ MGy in typically a few minutes (depending on the repetition rate) before diffraction is degraded. However, the ability to resolve photo-induced $\Delta F$s rapidly reduces after only a few frames under such conditions.

An estimate for the minimum tolerated absorbed dose that allows a second probe using SFX would be $\sim 20$ kGy, which is approximately equivalent to a single synchrotron exposure that saturates the detector. This would imply approximately $7 \times 10^6$ incident photons in a $1 \mu m$ focus. This estimate is based on the reported $\sim 1$ MGy dose determined at 9 keV with $3.5 \times 10^{10}$ incident photons in a $10 \times 10 \mu m$ spot for micron sized lysozyme crystals,12 and takes into account the reported absorption length of $1/\mu = 308 \mu m$.17 Although Bragg photons may then only be weakly resolved at high resolution even with single photon detection sensitivity, the high frame rate of the European XFEL may still allow successful and sensitive measurement of probe-pump-probe data under such conditions. Certainly, a probe-probe “dark” measurement would also establish a background for radiation induced differences due to changes in atomic cross section, ionization induced displacement, and loss of order. In addition, at increased pulse intensities, the experiment could be conducted in a time-resolved X-ray pump, X-ray probe manner.

It has been established that XFEL experiments closely matching the above mentioned synchrotron geometry and absorbed dose, allow repeated measurements of the same crystal volume and display a rate of radiation damage that also resembles that seen under picosecond illumination at synchrotrons.22 Measurements that use large crystals (typical dimensions of $40 \times 40 \times 400 \mu m$), and use illumination with a defocused and attenuated beam from LCLS allow many frames (>60 frames with 5 X-ray exposures/frame) to be collected on the same crystal volume using the full dynamic range of the MAR 165 detector.22 In contrast, large crystals that were exposed to the full flux of LCLS without attenuation caused full ablation of the exposed crystal volume and shock induced disorder of the remaining (not illuminated) sample volume.22

Detailed studies have shown that with intense XFEL pulses the femtosecond pulse duration “out-runs” radiation damage, and diffraction becomes “self-gated.”12,14,17,18 It was estimated that for a $1 \mu m^3$ protein crystal volume, which contains approximately $10^{11}$ atoms, $2.5 \times 10^9$ ionisation events occur and 50,000 photons are scattered, at 6 keV and $10^{12}$ photons $\mu m^{-2}$.17 Recent high resolution SFX of lysozyme microcrystals reported the statistics, flux, dose, and dose rate for both 5 fs and 40 fs bunch duration.12 For the 5 fs dataset, $3.5 \times 10^{10}$ photons with 9 keV energy were incident on each crystal in a $10 \times 10 \mu m$ spot, delivering a dose of 2.9 MGy.12 The resolution limit of this data, 1.9 Å, was comparable to synchrotron datasets, thus
providing sufficient photon counting statistics. A comparison between the 5 fs and 40 fs data concluded essentially that no damage was observed within the longer pulse duration. A systematic study of pulse duration on the radiation damage of SFX measurements of lysozyme microcrystals showed that pulses longer than 100 fs were damaging. These measurements were however done under conditions of high absorbed dose on the GGy level. Therefore, the lowest dose conditions that have been reported for successful high resolution SFX measurements were still at the ~MGy level. However, measurements with a second X-ray pulse which is time delayed by >1 ps has not been performed with SFX of micro-crystals. Whether radiation damage would develop on the picosecond time scale needed for a probe-pump-probe pulse sequence at the MGy level is yet to be determined. We therefore identify the ~20 kGy dose as a dose that is likely to allow a second diffraction pattern to be collected, but experimental tests up to ~MGy (but below the ~10 MGy ablation threshold) should be performed.

An additional consideration is that the beam overlap will be particularly critical in the case of SFX, which typically uses protein crystals with dimensions of 1–2 μm, which are comparable with the focus size. In this case, the I/I value for a ratiometric measurement of Bragg reflection intensities is expected to degrade from a small jitter or a drift of the overlap. Such sub-micron precision challenges the mechanical stability of the SDL thus requiring stabilization through optical interferometric measurements (Table II).

VIII. SUMMARY AND DISCUSSION

A ratiometric measurement of the photo-induced structure factor amplitude differences ΔF done with a probe-pump-probe geometry as outlined in this article will be noise limited by photon counting statistics, provided that the replica beams stimulate the same mosaic blocks, and also provided that the split and delay lines perform stably on a shot-to-shot basis. It is concluded that XFEL experiments can be conducted under conditions of low absorbed dose that corresponds to those that are used at synchrotron stations. The detection of femtosecond population transfer additionally depends on accurate and optimal coherent optical control. Optical parameters for femtosecond photolysis of PYP crystals were previously investigated and implemented. The experiment will require a split-and-delay unit for femtosecond hard X-rays with a number of special characteristics, summarized in Table II and discussed in Sec. VI above. Currently, LCLS, SACLA, SwissFEL, and the European XFEL have hard X-ray split-and-delay units proposed or under design/commissioning. At LCLS, a focussing and dual mirror geometry has been established for soft X-ray experiments at the AMO beamline, which is however not suitable for hard X-rays and delays longer than 200 fs. A hard X-ray split-and-delay unit based on thin crystals and high-order reflections has been developed and is under commissioning at LCLS. The throughput of the device is about 2% in SASE mode and the outgoing beams are nearly collinear (54 μrad at 8.4 keV reported), which is not enough for the experiment proposed here. At SACLA, a Si(220) based split-and-delay unit is under construction with specifications very similar to the ones presented above for the MID instrument. However, the SACLA design currently does not feature a suitable angular beam offset. A mirror-based SDL for the HED instrument at XFEL.EU is also in progress. It is designed for photon energies of 5–20 keV and uses Mo/B4C and Ni/B4C multilayers as X-ray splitter, mirrors, and mixers, but also provides a co-linear geometry only. The MID station at XFEL.EU is therefore unique in its capability of accommodating the proposed probe-pump-probe scheme, additionally featuring high throughput allowing both single crystal and SFX studies. In terms of throughput, the requirement for a probe-pump-probe protein crystallography experiment using single crystals is approximately 1010 X-ray photons in each pulse replica (Table II, second column). If the transmission of a crystal based beam splitter is too low, the diffraction intensities would be too weak to allow stroboscopic measurements with a limited number of pump-probe cycles for each frame. The self-seeding scheme that will be implemented at the European XFEL will lead to a much larger throughput of the SDL than in SASE mode and transmissions of 10% or higher can be expected.
The following considers a simple model to estimate the accuracy by which the photo-induced structure factor differences may be determined. While it was previously shown for applying the rotation method at XPP/LCLS, the crystallographic $R_{\text{meas}}$ and signal-to-noise ratio $I/r_I$ may be estimated on the basis of source noise intensity measurements. An internally referenced measurement proposed here would theoretically be limited by the dynamic range of the detector. Therefore, a theoretical crystallographic R factor, in the absence of source noise and other noise contributions, would correspond to the $R_{\text{meas}}$ in the case of a single integrated Bragg reflection observation, which would be collected in this scheme in a single frame. In this case, the $I/r_I$ value would correspond to the dynamic range and would estimate the $R_{\text{meas}}$ value according to the following relationship:

$$R_{\text{meas}} = \left( \frac{2}{\pi} \right)^{1/2} \frac{\langle \sigma_I \rangle}{\langle I_0 \rangle} \approx \frac{0.7979}{\langle I_0 \rangle / \langle I_I \rangle}$$

(13)

This model predicts an R value of 0.02% for the MAR 165 detector, and would be similar for the AGIPD detector, provided that the full well capacity is used entirely. As discussed, instabilities of the pulse intensity ratio due to pointing, mode, and energy fluctuation of the split and delay unit would rapidly dominate the effective $I/r_I$ overshadowing the detector’s dynamic range. Therefore, the use of dynamic range should be taken as the detector limited value only. Assuming, for example, an $I/r_I$ of 20 describing the intensity fluctuation assuming a Gaussian distribution, predicting an R value of 4% (see Eq. (13)).

The requirements for single crystal data collection under conditions of low absorbed dose, room temperature, and X-ray energy of 9 keV are satisfied by the design specifications of the SDL (Table II), which allow multiple diffraction events as the attenuated conditions are non-destructive under sufficient attenuation. The main questions to be addressed in considering whether a SFX application may be possible, concerns the absorbed dose and dose rate of the first pulse as well as the stability of the spatial overlap of the two micron-sized focused beam spots. We include SFX as a possible application because this may be favoured if high repetition rate measurements (available at the European XFEL) of weak signals give better statistics than low repetition rate measurements (for example, at LCLS, SwissFEL, and SACLA) of strong signals in the single crystal case.

Finally, it is noteworthy that a different type of “probe-pump-probe” experimental configuration was proposed for the ESC station at SwissFEL, but specifically for X-ray absorption spectroscopy.

In conclusion, this manuscript has considered the experimental requirements for femtosecond time resolved X-ray protein crystallography, with an emphasis on internally referencing the SASE noise contributions of the XFEL in the experimental signal-to-noise of $\Delta F$ measurements. It is shown that there will be distinct advantage of this scheme not only just because of the expected high signal-to-noise but also because of the high experimental data correlation between unpumped and pumped dual-pattern frames.
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