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Abstract

Specially customised Entropies are widely applied in measuring the degree of uncertainties existing in the frame of discernment. However, all of these entropies regard the frame as a whole that has already been determined which dose not conform to actual situations. In real life, everything comes in an order, so how to measure uncertainties of the dynamic process of determining sequence of propositions contained in a frame of discernment is still an open issue and no related research has been proceeded. Therefore, a novel ordinal entropy to measure uncertainties of the frame of discernment considering the order of confirmation of propositions is proposed in this paper. Compared with traditional entropies, it manifests effects on degree of uncertainty brought by orders of propositions existing in a frame of discernment. Besides, some numerical examples are provided to verify the correctness and validity of the proposed entropy in this paper.
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1. Introduction

How to properly handle uncertainty of given information has been a hot topic. A variety of theories have been proposed to extract useful information from uncertainty, such as D numbers \cite{1-3}, fuzzy set theory \cite{4-7}, Z number \cite{8} and so on \cite{9-11}. On the basis of proposed theories, lots of corresponding applications have been made, like target recognition \cite{10}, pattern classification \cite{12-14}, decision making \cite{15-18} and so on \cite{19-21}.

Before processing uncertain information, it is necessary to measure level of uncertainty of given information. One of the efficient way is utilizing entropy, the most representative work is Shannon entropy \cite{22}, which reflects a volume of information, namely amount of uncertainty contained in provided information. Although some related entropies also have been proposed, such as interval-valued entropy \cite{23}, motion entropy \cite{24} and non-additive entropy \cite{25}, the Shannon entropy is still regarded as the most effective.
tool to judge conditions of given information. In order to describe every incident systematically, an efficient theory, Dempster-Shafer evidence theory (D-S evidence theory) [26, 27], is developed to offer a more adaptable solution to handle relations and conflicts among propositions existing in frames of discernment. Utilizing Dempster-Shafer evidence theory, as a generalization of Shannon entropy, Deng entropy [28] is proposed to measure conditions of uncertainty of frames of discernment, which considers constitution of each proposition and build a bridge on measuring method between informatics and D-S evidence theory.

However, all of the previous work ignore a crucial factor which is the order of confirmation of propositions. What should be pointed out is that an ascertainment of a proposition has an effect on values of other propositions contained in the same frame of discernment. Some worthy work has considered the difference between sets and orderly sets [29, 30] which firstly notice the influences of orders of propositions. Therefore, it is necessary to take sequences of propositions into consideration in D-S evidence theory. Nevertheless, how to measure degrees of uncertainty of an ordinal frame of discernment is still an open issue. To address this problem, an ordinal relative belief entropy is proposed, which considers effects brought by sequences of propositions in frames of discernment. Compared with previously proposed entropies, it indicates fluctuations of uncertainty of the whole system of discernment.

This paper is organized as follows. Some related concepts are briefly introduced in the section of preliminaries. In the next section, the definition of proposed entropy is explained in details. Some numerical examples are offered to verify correctness and validity of the proposed entropy. In the last, the whole passage is summarized in the section of conclusion.

2. Preliminaries

In this section, some related concepts are briefly introduced. Lots of relative meaningful researches have been made, such as generalized D-S structures [31, 32] and fuzzy linguistic approach [33].

2.1. Dempster-Shafer evidence theory

Dempster-Shafer evidences theory (D-S theory) [26, 27] has been widely accepted in handling multi-source information. Due to its prominent effectiveness, the theory has been applied in many fields, such as complex mass function [34, 35], Bayesian network [36], negation theory [37–39] and so on [40–42].

**Definition 1. (Frame of discernment)**

Let Θ be a non-empty and mutually exclusive set which is consist of n random values. Then, set Θ is named as frame of discernment which is defined as [26, 27]:

$$\Theta = \{P_1, P_2, ..., P_n\}$$ (1)
And the power set of $\Theta$ composed of $2^n$ distinctive elements is denoted as $2^\Theta$ defined as:

$$2^\Theta = \{\emptyset, \{P_1\}, \{P_2\}, ..., \{P_1, P_2\}, ..., \{P_1, P_2, ..., P_n\}, ..., \Theta\} \quad (2)$$

**Definition 2. (Mass function)**

On the base of the definition of frame of discernment, a mapping $m$ is also a mass function from $2^\Theta$ to $[0, 1]$ which is defined as [26, 27]:

$$m : 2^\Theta \rightarrow [0, 1] \quad (3)$$

Besides, the mass function also satisfies:

$$\sum_{A \in 2^\Theta} m(A) = 1 \quad (4)$$

$$m(\emptyset) = 0 \quad (5)$$

The mass function is also named as basic probability assignment (BPA) according to D-S evidence theory. If $A$ is a proposition existing in the frame of discernment, then the value of proposition $A$ indicates the support provided by evidences to proposition $A$. Besides, if $m(A) > 0$, $A$ is also called as a focal element.

Due to effectiveness of D-S evidence theory in handling uncertainties, the theory is also extended to the field of quantum [43] which alleviates uncertainties at a completely new level.

### 2.2. Some entropy theories

To figure out what is truly contained in uncertainties, it is necessary to find effective ways to measure the degree of uncertainties. Driven by this kind of motivation, entropy theory has been widely utilized to offer a solution to solve this problem [44, 45].

**Definition 3. (Dubois & Prade’s weighted Hartley entropy)**

When a frame of discernment is given, Dubois & Prade’s weighted Hartley entropy is defined as [46]:

$$E_{dp}(m) = \sum_{A \in 2^\Theta} m(A) \log_2 |A| \quad (6)$$

Where $m$ represents a mass function developed on the basis of the definition of a frame of discernment and $A$ is a proposition existing in the frame. Besides, the value of $m(A)$ denotes the level of support to the proposition $A$ and $|A|$ indicates the cardinality of the proposition.

**Definition 4. (Deng entropy)**
When a frame of discernment is given, Deng entropy is defined as [28]:

\[
E_d(m) = - \sum_{A \in 2^\Theta} m(A) \log_2 \frac{m(A)}{2^{|A|} - 1}
\]

(7)

Where \( m \) is a mass function according to the definition of frame of discernment and \( A \) is a focal element. The cardinality of proposition \( A \) is denoted as \( |A| \). Besides, the mass of \( m(A) \) represents the support offered by evidences to proposition \( A \).

3. Proposed ordinal relative belief entropy

However, entropies have been widely utilized to measure uncertainty of a system [47–50], but none of them take orders of propositions into consideration. The proposed entropy regards the orders of proposition as a crucial factor in determining the degree of uncertainty to present actual conditions, because occurrences of things are involved with their sequences.

**Definition 5.** (Ordinal frame of discernment)

All of the elements contained in the ordinal frame of discernment are associated with an order. For a ordinal set \( \Theta_{order} = \{P_1^1, P_2^2, ..., P_n^n\} \), the subscript represents the number of propositions existing in the frame of discernment and the superscript denotes the sequence of propositions. Then, the properties all the elements satisfy are listed as follows:

- The proposition \( P_1^1 \) is supposed to be ascertained before \( P_2^2 \) and the rest of propositions can be confirmed in the same manner.
- All the propositions existing in the frame of discernment only have the relations mentioned in the last point. Except for that, the definitions of the propositions remains consistent with the ones defined in the classic D-S evidence theory.
- In the process of determining every proposition, uncertainty of the whole system is further confirmed.

**Note:** Subscripts are not supposed to be the same as superscripts. In order to simplify the process of calculation, a constraint that subscript is equal to superscript is made.

**Case 1:** Assume three propositions \( P_1^1, P_2^2, P_3^3 \) are contained in an ordinal frame of discernment which can be presented as \( \Theta_{order} = \{\{P_1^1\}, \{P_2^2\}, \{P_3^3\}\} \). Compared to classic D-S evidence theory, the difference is that the proposition \( P_1^1 \) must come first, then \( P_2^2 \) is confirmed and \( P_3^3 \) is ascertained in the last. Proposition \( P_2^2 \) or \( P_3^3 \) is not allowed to take the first place. Similarly, Proposition \( P_1^1 \) is also not expected to take the place of \( P_2^2 \) or \( P_3^3 \). If the order is disorganized, then the whole system may obtain a completely new status.

**Definition 6.** Distributed weights for proposed entropy
Because the frame of discernment is ordinal, the uncertainty of systems is further confirmed with every step of ascertaining a proposition. It is necessary to regard the degrees of importance of determining the whole system of propositions are different. Therefore, assume the number of propositions existing in the ordinal frame of discernment is \( n \) and the sequence of a proposition is represented by \( m \). Then the process of obtaining the modified values is defined as:

1. Weights of propositions is \( n - m + 1 \), the calculation is expressed as:
   
   \[
   \text{Weight}_{P_j} = n - m + 1 
   \]
   
   (8)

2. Original mass of propositions is denoted as \( \text{Mass}_{P_j} \). Contemporary intermediate values of propositions are expressed as:
   
   \[
   \text{Value}_{P_j} = \text{Mass}_{P_j} \times \text{Weight}_{P_j} 
   \]
   
   (9)

3. The step of normalization of intermediate values is expressed as:
   
   \[
   \text{Value}_{P_j}^{\text{final}} = \frac{\text{Value}_{P_j}}{\sum_{i=1}^{n} \text{Value}_{P_i}} 
   \]
   
   (10)

**Definition 7. (Relative belief entropy)**

It is impractical to utilize previously proposed entropy to measure the level of uncertainty of ordinal frames of discernment. Because all of the entropies consider every proposition as an independent unit, which is acceptable in classic frame of discernment. However, determination of every proposition in ordinal frame of discernment affects conditions and values of propositions which are expected to be ascertained in the following. According to conditions described, it is necessary to manifest relations among propositions in the expression of proposed entropy instead of considering each of them solely and ignoring effects single individual has on the whole. Therefore, a relative belief entropy is proposed to solve the problem mentioned above and it is expressed as:

\[
U(P_j, P_a) = \text{Value}_{P_j}^{\text{final}} \times \ln \left( \frac{\text{Value}_{P_j}^{\text{final}}}{\text{Value}_{P_a}^{\text{final}}} + \epsilon \right) 
\]

(11)

The denominators of each minimum division expression is dependent on the number of elements contained in propositions, which is also called the cardinality of a proposition. For example, proposition \( \{P_1, P_2, P_3\} \) has three elements, so the value of corresponding denominator is \( 2^{3 \cdot 1} - 1 = 7 \).

**Case 2:** Assume there are three propositions \( P_1, P_2, P_3 \) and the ordinal frame of discernment is defined as \( \{\{P_1\}, \{P_2\}, \{P_3\}\} \). Besides, their values after modification are listed as: \( \text{Value}_{P_1}^{\text{final}} = \frac{1}{3}, \text{Value}_{P_2}^{\text{final}} = \frac{5}{3} \).
\( \frac{1}{3}, Value_{P_3}^{\text{Final}} = \frac{1}{3} \). Then, with respect to proposition \( P_1 \), the mass of relative belief entropy can be expressed as:

\[
IU(P_1, P_2) = Value_{P_1}^{\text{Final}} \times \ln \left( \frac{Value_{P_1}^{\text{Final}}}{2^{[P_1]_{-1}}} / \left( \frac{Value_{P_2}^{\text{Final}}}{2^{[P_2]_{-1}}} \right)^+ \right) = \frac{1}{3},
\]

\[
IU(P_1, P_3) = Value_{P_1}^{\text{Final}} \times \ln \left( \frac{Value_{P_1}^{\text{Final}}}{2^{[P_1]_{-1}}} / \left( \frac{Value_{P_3}^{\text{Final}}}{2^{[P_3]_{-1}}} \right)^+ \right) = \frac{1}{3}.
\]

**Definition 8. (Individual ordinal relative belief entropy)**

In the ordinal frame of discernment, an order exists among propositions, so the calculation of a value of relative belief entropy of a certain proposition is unidirectional. For instance, for proposition \( P_1 \), the mass about \( P_1 \rightarrow P_2 \) and \( P_1 \rightarrow P_3 \) can be calculated. Besides, with respect to proposition \( P_3 \), only the mass about \( P_2 \rightarrow P_3 \) can be calculated. The calculation of individual ordinal relative belief entropy is defined as:

\[
IU(P_i, P_u) = \sum_{b=j+1}^{n} IU(P_i, P_u^b)
\]

(12)

Where \( n \) is the sequence of the last proposition. The individual ordinal relative belief entropy can be also considered as a staged entropy, because only one proposition is confirmed at this stage and conditions of other propositions are not taken into account. An example is provided to offered the process of calculation.

**Note:** As for the last proposition, the value of entropy of it is regarded as 0. Because when all the preceding propositions is determined, the whole system of frame of discernment is also determined. In other words, relations exist among propositions and an ascertainment of a proposition affects situations of other propositions.

**Case 3:** Assume there are three propositions \( P_1, P_2, P_3 \) and the ordinal frame of discernment is defined as \( \{P_1\}, \{P_2\}, \{P_3\}\). Besides, their values after modification are listed as: \( Value_{P_1}^{\text{Final}} = \frac{1}{3}, Value_{P_2}^{\text{Final}} = \frac{1}{2}, Value_{P_3}^{\text{Final}} = \frac{1}{3} \). And the process of calculation of values of propositions is expressed as:

\[
IU(P_1, P_u^b) = \sum_{b=j+1}^{n} IU(P_1, P_u^b) = Value_{P_1}^{\text{Final}} \times \ln \left( \frac{Value_{P_1}^{\text{Final}}}{2^{[P_1]_{-1}}} / \left( \frac{Value_{P_2}^{\text{Final}}}{2^{[P_2]_{-1}}} \right)^+ \right) + Value_{P_1}^{\text{Final}} \times \ln \left( \frac{Value_{P_1}^{\text{Final}}}{2^{[P_1]_{-1}}} / \left( \frac{Value_{P_3}^{\text{Final}}}{2^{[P_3]_{-1}}} \right)^+ \right)
\]

\( = \frac{1}{3} + \frac{1}{3} = \frac{2}{3} \)

\[
IU(P_2, P_u^b) = \sum_{b=j+1}^{n} IU(P_2, P_u^b) = Value_{P_2}^{\text{Final}} \times \ln \left( \frac{Value_{P_2}^{\text{Final}}}{2^{[P_2]_{-1}}} / \left( \frac{Value_{P_3}^{\text{Final}}}{2^{[P_3]_{-1}}} \right)^+ \right) = \frac{1}{3}
\]

\[
IU(P_3, P_u^b) = 0
\]

Because the frame of discernment is ordinal, the process of calculation is unidirectional which also conforms to the definition of ordinal frame of discernment. Every value of ordinal relative belief entropy manifest uncertainty at the stage of confirming current propositions. With increase of the number of propositions confirmed, degree of uncertainty of the whole system is further confirmed which is presented by
the values of ordinal relative belief entropy. The proposed entropy properly measures conditions of every
component in the whole system.

**Definition 9. (Integral ordinal relative belief entropy)**

The integral ordinal relative belief entropy is a synthesis of individual ordinal relative belief entropy
which measures conditions of the whole system. In other words, integral ordinal relative belief entropy
considers every stage of the complete frame. The process of calculation is defined as:

\[
INU(P_j^i, P_b^a) = \sum_{j=1}^{n} IU(P_j^i, P_b^a)
\] (13)

**Case 4:** Assume there are three propositions \(P_1, P_2, P_3\) and the ordinal frame of discernment is defined
as \(\{P_1\}, \{P_2\}, \{P_3\}\). Besides, their values after modification are listed as: \(Value_{P_1}^{final} = \frac{1}{3}\), \(Value_{P_2}^{final} = \frac{1}{3}\), \(Value_{P_3}^{final} = \frac{1}{3}\). And the process of calculation of values of propositions is expressed as:

\[
INU(P_j^i, P_b^a) = \sum_{j=1}^{n} IU(P_j^i, P_b^a) = IU(P_1, P_1^a) + IU(P_2, P_2^a) + IU(P_3, P_3^a) = 1
\]

Then, this is a final description of level of uncertainty about the system.

3.1. **Measurement about classic frame of discernment using ordinal relative belief entropy**

In the last section, a new entropy is proposed to measure degree of uncertainty of ordinal frame of
discernment \([51]\) which manifests an important role order plays in influencing degrees of uncertainty of
the whole system \([52]\). However, the proposed entropy can be also utilized to describe conditions about a
classic frame of discernment considering every kind of order of a certain frame. For example, if there are
three propositions existing in a frame of discernment, then every place corresponding to an order can be
held by each of propositions. Therefore, it is necessary to find out all kinds of combinations and get an
average utilizing sums of values from different combinations. Therefore, a measurement of classic frame
of discernment is made. The process of calculation is defined as:

(1) Find out all kinds of the possible combinations.
(2) Get a sum of values from combinations using definition of ordinal relative belief entropy.
(3) Calculate an average of the sum according to the number of kinds of combinations to get a final mass.

**Case 5:** Assume there are three propositions \(P_1, P_2, P_3\) and the frame of discernment is defined as
\(\{\{P_1\}, \{P_2\}, \{P_3\}\}\). Besides, their values are listed as: \(P_1 = \frac{1}{6}, P_2 = \frac{1}{2}, P_3 = \frac{1}{4}\). In this case, in order
to conform to usage of previously proposed entropy, the superscript is concealed to focus on effects brought
by sequences. All the possible combinations are listed below:

\(\{P_1, P_2, P_3\}, \{P_1, P_3, P_2\}, \{P_2, P_1, P_3\}, \{P_2, P_3, P_1\}, \{P_3, P_1, P_2\}, \{P_3, P_2, P_1\}\).
In all, there are six different combinations, which also means there are six different ordinal frame of discernment. Using ordinal relative belief entropy, their values calculated are listed below:

\[\text{INU}_{\text{Frame } 1}(p^1_i, p^b) = 1.6624, \quad \text{INU}_{\text{Frame } 2}(p^1_i, p^b) = 1.3267, \quad \text{INU}_{\text{Frame } 3}(p^1_i, p^b) = 2.9388, \quad \text{INU}_{\text{Frame } 4}(p^1_i, p^b) = 3.1569, \quad \text{INU}_{\text{Frame } 5}(p^1_i, p^b) = 2.0190, \quad \text{INU}_{\text{Frame } 6}(p^1_i, p^b) = 2.6049.\]

Note: All of the superscript is concealed to be consistent to environment of application.

Because the number of combinations is six, the final description about the unordered frame of discernment is the sum of six values of \(\text{INU}\) divides six.

\[\text{INU}_{\text{Final}} = \frac{\text{INU}_{\text{Frame } 1}(p^1_i, p^b) + \text{INU}_{\text{Frame } 2}(p^1_i, p^b) + \text{INU}_{\text{Frame } 3}(p^1_i, p^b) + \text{INU}_{\text{Frame } 4}(p^1_i, p^b) + \text{INU}_{\text{Frame } 5}(p^1_i, p^b) + \text{INU}_{\text{Frame } 6}(p^1_i, p^b)}{6} = 2.1181\]

Utilizing two entropies mentioned above, two degrees of uncertainty about frame of discernment provided are calculated. The results are listed in Table 1.

| Dubois & Prade’s weighted Hartley entropy | Deng entropy | Proposed entropy |
|-----------------------------------------|--------------|------------------|
| 0                                      | 1.0113       | 2.1181           |

In this case, the effectiveness of proposed ordinal entropy in measuring degrees of uncertainty of classic frame of discernment is verified, which considers every kind of order to obtain a proper description about unordered frame of discernment.

4. Numerical examples

In this section, some examples are provided to verify effectiveness of proposed entropy in illustrating how an order of a ordinal frame of discernment affects levels of uncertainty of whole systems.

Example 1: Assume there are three propositions \(P_1, P_2, P_3\) and the ordinal frame of discernment is defined as \(\{\{P_1\}, \{P_2\}, \{P_3\}\}\). Besides, their values after modification are listed as: \(\text{Mass}_{P_1} = \frac{1}{3}, \text{Mass}_{P_2} = \frac{2}{3}, \text{Mass}_{P_3} = \frac{1}{3}\). The process of calculation with respect to the sequence \(\{P_1, P_2, P_3\}\) is given as:

First, obtain weights corresponding to propositions.

\[\text{Weight}_{P_1} = n - m_{P_1} + 1 = 3, \quad \text{Weight}_{P_2} = 2, \quad \text{Weight}_{P_3} = 1\]

Second, get values of propositions after modification utilizing weights.

\[\text{Value}_{P_1} = \text{Mass}_{P_1} \times \text{Weight}_{P_1} = 1, \quad \text{Value}_{P_2} = \frac{2}{3}, \quad \text{Value}_{P_3} = \frac{1}{3}\]

Third, gain values after normalization.

\[\text{Value}_{P_1}^{\text{Final}} = \frac{\text{Value}_{P_1}^{\text{Final}}}{\sum_{j=1}^{n} \text{Value}_{P_j}^{\text{Final}}} = \frac{1}{2}, \quad \text{Value}_{P_2}^{\text{Final}} = \frac{1}{3}, \quad \text{Value}_{P_3}^{\text{Final}} = \frac{1}{6}\]

Forth, obtain the final value according to definition of ordinal relative belief entropy.

\[\text{INU}(p^1_i, p^b) = \sum_{j=1}^{n} \text{INU}(p^1_i, p^b) = 2.1087\]
Then, 2.1087 is the value of measurement of degree of uncertainty of the provided ordinal frame of discernment, which takes the factor of order into consideration.

Example 2: Assume there are three propositions \( P_1, P_2, P_3 \). Besides, their values are listed as: \( \text{Mass}_{P_1} = \frac{1}{4}, \text{Mass}_{P_2} = \frac{1}{5}, \text{Mass}_{P_3} = \frac{2}{12} \). In this example, all six cases are taken into account and the measurement of the ordinal frame of discernment in different situations are listed in Table 2.

| Sequence | \( \text{IU}(P_a, P_b) \) | \( \text{INU}(P_a, P_b) \) | Deng entropy | DP entropy |
|---------|----------------|----------------|-------------|-------------|
| \( P_1, P_2, P_3 \) | 1.3456 | 0.2381 | 0 | 1.3844 | 0 |
| \( P_1, P_3, P_2 \) | 1.1480 | 1.2734 | 0 | 1.3844 | 0 |
| \( P_2, P_1, P_3 \) | 0.8170 | 0.4023 | 0 | 1.3844 | 0 |
| \( P_2, P_3, P_1 \) | 0.7037 | 1.2170 | 0 | 1.3844 | 0 |
| \( P_1, P_2, P_3 \) | 3.1927 | 0.3607 | 0 | 1.3844 | 0 |
| \( P_3, P_1, P_2 \) | 3.2621 | 0.1998 | 0 | 1.3844 | 0 |

It can be easily concluded that the mass obtained by proposed ordinal relative belief entropy is changing according to the sequence of proposition. On the contrary, values of the two previously proposed entropy do not change no matter how the sequence of propositions is. It is necessary to take orders of propositions into consideration due to inner connections among propositions, which means any occurrence of certain incident has an influence on evaluations of other ones.

Example 3: Assume there are three propositions \( P_1, P_2, P_3 \). Besides, their values are listed as: \( \text{Mass}_{P_1} = \frac{1}{4}, \text{Mass}_{P_2} = \frac{5}{12}, \text{Mass}_{P_3} = \frac{1}{12} \). In this example, all six cases are taken into account and the measurement of the ordinal frame of discernment in different situations are listed in Table 3.

| Sequence | \( \text{IU}(P_a, P_b) \) | \( \text{INU}(P_a, P_b) \) | Deng entropy | DP entropy |
|---------|----------------|----------------|-------------|-------------|
| \( P_1, P_2, P_3 \) | 2.8174 | 0.8769 | 0 | 3.6943 | 1.3250 | 0 |
| \( P_1, P_3, P_2 \) | 3.0993 | 0.9093 | 0 | 3.1903 | 1.3250 | 0 |
| \( P_2, P_1, P_3 \) | 2.2783 | 1.1524 | 0 | 3.4308 | 1.3250 | 0 |
| \( P_2, P_3, P_1 \) | 2.5932 | 0.0970 | 0 | 2.6902 | 1.3250 | 0 |
| \( P_3, P_1, P_2 \) | 0.3431 | 0.9796 | 0 | 1.3228 | 1.3250 | 0 |
| \( P_3, P_2, P_1 \) | 0.3376 | 0.7111 | 0 | 1.0488 | 1.3250 | 0 |

It can be also easily obtained that sequence plays an important role in affecting values of measurement of uncertainty. Meanwhile, previously proposed can not present these kinds of differences.

Example 4: Assume there are three propositions \( P_1, P_2, P_3 \). And \( P_4 = P_1, P_2 \) represents the union set of \( P_1, P_2 \). Besides, their values are listed as: \( \text{Mass}_{P_1} = \frac{4}{12}, \text{Mass}_{P_2} = \frac{5}{12}, \text{Mass}_{P_3} = \frac{5}{12}, \text{Mass}_{P_4, P_2} = \frac{1}{12} \). In this
example, all six cases are taken into account and the measurement of the ordinal frame of discernment in different situations are listed in Table 4.

| Sequence | $I(U(P_i^1, P_i^2))$ | $I(N(U(P_i^1, P_i^2))$ | Deng entropy [28] | DP entropy [46] |
|----------|-----------------|----------------------|-------------------|-----------------|
| $P_1^1, P_2^1, P_3^1, P_4^1$ | 3.0632 | 1.1694 | 0.9688 | 0 | 5.2015 | 1.8262 | 0.0769 |
| $P_1^1, P_2^2, P_3^4, P_4^1$ | 3.2833 | 1.2077 | 0.0654 | 0 | 4.5565 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^2, P_4^1$ | 2.9225 | 2.1779 | 0.4785 | 0 | 5.5790 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^4, P_4^1$ | 2.9787 | 2.1963 | 0.0599 | 0 | 5.2350 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 3.4086 | 0.2130 | 0.2731 | 0 | 3.8948 | 1.3250 | 0.0769 |
| $P_1^1, P_2^3, P_3^4, P_4^1$ | 2.8173 | 0.2266 | 0.5626 | 0 | 3.6065 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^4, P_4^1$ | 2.1720 | 1.7218 | 0.9965 | 0 | 4.8904 | 1.8262 | 0.0769 |
| $P_1^1, P_2^1, P_3^4, P_4^1$ | 2.3137 | 1.8053 | 0.0676 | 0 | 4.1866 | 1.8262 | 0.0769 |
| $P_1^1, P_2^1, P_3^4, P_4^1$ | 2.1179 | 2.2458 | 0.7300 | 0 | 2.8004 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^4, P_4^1$ | 2.1936 | 2.3156 | 0.0642 | 0 | 4.5735 | 1.8262 | 0.0769 |
| $P_1^1, P_2^4, P_3^1, P_3^4$ | 2.4691 | 0.2267 | 0.4179 | 0 | 3.1138 | 1.8262 | 0.0769 |
| $P_1^1, P_2^4, P_3^1, P_3^4$ | 2.3993 | 0.2197 | 0.5697 | 0 | 3.1887 | 1.8262 | 0.0769 |
| $P_1^1, P_2^4, P_3^1, P_3^4$ | 3.8036 | 1.6023 | 0.4663 | 0 | 5.8723 | 1.8262 | 0.0769 |
| $P_1^1, P_2^4, P_3^1, P_3^4$ | 3.8947 | 1.6008 | 0.0583 | 0 | 5.5538 | 1.8262 | 0.0769 |
| $P_1^1, P_2^1, P_3^4, P_4^1$ | 3.8885 | 1.1221 | 0.6916 | 0 | 5.7024 | 1.8262 | 0.0769 |
| $P_1^1, P_2^1, P_3^4, P_4^1$ | 4.0737 | 1.1286 | 0.0605 | 0 | 5.2629 | 1.8262 | 0.0769 |
| $P_1^1, P_2^4, P_3^1, P_3^4$ | 4.1261 | 0.1906 | 0.3961 | 0 | 4.7129 | 1.8262 | 0.0769 |
| $P_1^1, P_2^4, P_3^1, P_3^4$ | 4.2224 | 0.1952 | 0.2617 | 0 | 4.6794 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 0.4758 | 1.4152 | 0.3034 | 0 | 2.1945 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 0.4932 | 0.9880 | 0.4501 | 0 | 1.9314 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 0.4932 | 0.9880 | 0.4501 | 0 | 1.9314 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 0.4765 | 0.9630 | 0.6119 | 0 | 2.0514 | 1.8262 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 0.4324 | 1.7840 | 0.4489 | 0 | 2.6654 | 1.3250 | 0.0769 |
| $P_1^1, P_2^3, P_3^5, P_4^1$ | 0.4450 | 1.8202 | 0.2978 | 0 | 2.5630 | 1.8262 | 0.0769 |

It can easily concluded that the values obtained from proposed entropy are changing from the orders of confirmations of propositions. On the contrary, when applying classic entropies to measure the condition of ordinal frame of discernment, the mass obtained does not change with the variation of orders.

**Example 5:** Assume there are three propositions $P_1, P_2, P_3$. Besides, their values after modification are listed as: $Mass_{p_1} = \frac{1}{7}, Mass_{p_2} = \frac{1}{7}, Mass_{p_3} = \frac{1}{7}$. In this example, all six cases are taken into
account and the measurement of different situations are listed in Table 5.

Table 5: Results of six conditions

| Sequence | \( IU(P_i^1, P_b^1) \) | \( IU(P_i^0, P_b^0) \) | Deng entropy | DP entropy |
|----------|----------------|----------------|--------------|------------|
| \( P_1^1, P_2^2, P_3^3 \) | 2.1534 | 0.4402 | 0 | 2.5936 | 1.5485 | 0.4117 |
| \( P_1^1, P_2^2, P_3^3 \) | 2.0867 | 1.0039 | 0 | 3.0906 | 1.5485 | 0.4117 |
| \( P_1^2, P_2^1, P_3^3 \) | 1.3065 | 0.7981 | 0 | 2.1046 | 1.5485 | 0.4117 |
| \( P_1^2, P_2^3, P_3^1 \) | 1.2898 | 0.9948 | 0 | 2.2846 | 1.5485 | 0.4117 |
| \( P_1^3, P_2^1, P_3^2 \) | 2.5047 | 0.7982 | 0 | 3.3029 | 1.5485 | 0.4117 |
| \( P_1^3, P_2^2, P_3^3 \) | 2.5544 | 0.4353 | 0 | 2.9898 | 1.5485 | 0.4117 |

The proposed ordinal relative belief entropy manifest effects brought by orders of propositions in an ordinal frame of discernment. Previously proposed entropies cannot indicate changes brought by orders.

5. Conclusion

In practical situations, everything comes in an order. Previously proposed work does not take this factor into consideration. The main contribution of this paper is that a completely new entropy to measure degrees of uncertainty of ordinal frame of discernment is proposed. Compared with classic entropies, it is able to manifest influences brought by sequence of propositions. Without doubt, the proposed entropy provides a reasonable idea in improving results of disposing uncertainties to better be adaptive to real life. Numerical examples also prove the efficiency and rationality of the proposed ordinal relative belief entropy.
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