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Abstract—Deep self-expressiveness-based subspace clustering methods have demonstrated effectiveness. However, existing works only consider the attribute information to conduct the self-expressiveness, limiting the clustering performance. In this paper, we propose a novel adaptive attribute and structure subspace clustering network (AASSC-Net) to simultaneously consider the attribute and structure information in an adaptive graph fusion manner. Specifically, we first exploit an auto-encoder to represent input data samples with latent features for the construction of an attribute matrix. We also construct a mixed signed and symmetric structure matrix to capture the local geometric structure underlying data samples. Then, we perform self-expressiveness on the constructed attribute and structure matrices to learn their affinity graphs separately. Finally, we design a novel attention-based fusion module to adaptively leverage these two affinity graphs to construct a more discriminative affinity graph. Extensive experimental results on commonly used benchmark datasets demonstrate that our AASSC-Net significantly outperforms state-of-the-art methods. In addition, we conduct comprehensive ablation studies to discuss the effectiveness of the designed modules. The code is publicly available at https://github.com/ZhihaoPENG-CityU/AASSC-Net.
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I. INTRODUCTION

Clustering, which aims to partition samples into multiple groups, is broadly employed in many real-world applications, such as image recognition [1]–[5], object segmentation [6]–[9], and text clustering [10]–[13]. In the last decade, numerous researchers have paid attention to the self-expressiveness (SE)-based subspace clustering, which includes two main steps. First, the SE prior is exploited to learn an affinity graph by assuming each sample can be expressed as a linear combination of other samples within the same subspace. Then, spectral clustering [14] is applied to the resulting affinity graph to seek the clustering results. Obviously, learning a clustering-friendly affinity graph plays a critical role in clustering, and accordingly, a family of approaches based on different kinds of regularization were proposed. For example, Elhamifar et al. [15] employed the sparse regularization to find a nontrivial sparse representation. Ji et al. [16] designed the Tikhonov regularization to yield dense connections within each cluster. Liu et al. [17] developed the low-rank regularization to explore the lowest rank representation. You et al. [18] further designed the elastic net regularization to balance the subspace-preserving (sparse solutions) and connectivity (dense solutions). Although these works have achieved impressive clustering performance, one primary limitation is that they cannot handle data with complex nonlinearity well. To this end, some kernel extensions of the existing subspace clustering algorithms [19]–[21] were investigated to explore the nonlinearity of data. Unfortunately, the clustering performance of these methods heavily relies on the choice of the kernel function, while a confident rule for selecting the kernel function is still absent in practice.

Benefiting from the powerful representation ability of deep learning, deep SE-based subspace clustering has a tremendous step, effectively handling the issues mentioned above. For example, Hinton et al. [22] designed the auto-encoder (AE) method to map the raw data to a nonlinear latent space, in which the clustering results can be obtained by imposing a traditional subspace clustering (e.g., sparse subspace clustering [23]) on the latent feature representations. Ji et al. [24] developed a deep subspace clustering (DSC) framework by inserting a fully-connected layer between the encoder and the decoder to mimic the SE priori. Afterward, numerous
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DSC-based works were proposed by introducing additional regularization terms, such as adversarial learning [25] and pseudo-supervision [26]. All these deep SE-based approaches construct an affinity graph for clustering by performing the SE on the attribute information of latent feature representations. However, we argue that the geometric structure information underlying data samples is also valuable for clustering, i.e., for two samples belonging to an identical subspace, their similarity relationships with the other samples are typically similar [27]. Thus, it is expected that the clustering performance can be boosted by exploring such geometric structure information.

In this paper, we propose a novel deep SE-based subspace clustering framework to simultaneously consider the attribute and structure information of data in an adaptive graph fusion manner, as shown in Figure 1 (b). Specifically, we first adopt an AE to extract a latent feature representation as the attribute matrix. We also exploit the extracted latent representation to construct a structure matrix to capture the local geometric structure underlying data samples. Since the underlying geometric structure of a sample is generally similar to those of other samples within the same subspace, our method performs the SE on not only the attribute matrix but also the structure matrix to learn their affinity graphs. Precisely, we achieve these two SE-based reconstructions via two fully-connected layers without the bias and activation function. Finally, we propose an attention-based fusion module to adaptively leverage those two affinity graphs to construct a more discriminative one. We validate the superiority of the proposed method over state-of-the-art methods by conducting quantitative and qualitative results on five commonly used benchmark datasets. In addition, to better understand the proposed network, we conduct comprehensive ablation studies of the designed modules.

The rest of this paper is organized as follows. We review some related works in Section II and introduce our method in Section III. Section IV presents the experimental results and analyses. Finally, we conclude this paper in Section V.

## II. RELATED WORK

We summarize the main notations in Table I, where operators are denoted by calligraphy ones, matrices by bold upper case ones, vectors by bold lower case letters, and scalars by italic lower case letters, respectively. Given a matrix \( A \in \mathbb{R}^{m \times n} \), \( \| A \|_F \) denotes the Frobenius norm, i.e.,

\[
\| A \|_F = \sqrt{\sum_{i=1}^m \sum_{j=1}^n |a_{i,j}|^2}.
\]

### A. Traditional SE-Based Methods

Let \( X = [x_1, ..., x_n] \in \mathbb{R}^{d \times n} \) be the raw data with \( d \) and \( n \) being the dimension and number of samples, respectively. We can generally formulate the traditional SE-based models as

\[
\min_{C} f(C) \quad \text{s.t.} \quad X = X C, \quad \text{diag}(C) = 0, \tag{1}
\]

where \( C \in \mathbb{R}^{n \times n} \) is a learned affinity matrix, \( \text{diag}(C) = 0 \) is used to prevent the trivial solution \( C = I \) with \( I \) being the identity matrix, and \( f(C) \) is used to regularize \( C \) to promote a unique and meaningful solution. By imposing different kinds of regularization on \( C \), a family of works were proposed [15], [16], [18], [28]–[35]. For example, Elhamifar et al. [15] exploited a nontrivial sparse representation for \( C \). You et al. [36] improved SSC by introducing an orthogonal matching pursuit. Ji et al. [16] proposed an efficient dense subspace clustering (EDSC) method to yield dense connections within each cluster. Liu et al. [17] developed a low-rank representation (LRR) method to seek the lowest rank representation among samples. You et al. [18] designed an elastic net subspace clustering (ENSC) to balance the subspace-preserving (sparse solutions) and connectivity (dense solutions) by leveraging the geometric structure. Although these methods can produce a meaningful \( C \), they only investigate the linear relationship among samples. To this end, Patel et al. [19] explored the nonlinear relationship in the input space by kernel sparse subspace clustering (KSSC). However, determining the kernel function with the associated hyperparameters is generally challenging [37].

### B. Deep SE-based Methods

Deep SE-based methods [22], [38]–[41] aim to achieve clustering by exploiting the deep nonlinear representation ability. For example, Hinton et al. [22] proposed the auto-encoder (AE) method to extract a latent feature representation, in which the clustering can be achieved by imposing SSC on the latent feature representation. Ji et al. [24] designed a deep subspace clustering network framework (DSC-Net) to mimic the SE priori and developed the DSC-Net-L1 method with the sparse regularization and the DSC-Net-L2 method with the Tikhonov regularization. Zhou et al. [25] proposed deep adversarial subspace clustering (DASC) to supervise the deep representation learning with adversarial learning. Lv et al. [26] used a pseudo-supervised deep subspace clustering (PSSC) approach to weigh the AE reconstruction by integrating the
local structure-preserving, SE rule, and pseudo-supervision. However, these previous deep SE-based approaches only focus on the attribute information and barely the geometric structure information to conduct the SE, which inevitably depresses the discriminative ability of the learned affinity graph, as both those two kinds of information are of great importance.

In this paper, we propose an adaptive attribute and structure subspace clustering network to learn a discriminative affinity graph, which simultaneously models the attribute information and the structure information via the self-expressiveness module and subsequently exploits the attention-based fusion module to integrate the learned self-expressiveness graphs.

III. PROPOSED METHOD

As shown in Figure 2, the proposed framework consists of three key modules, i.e., a feature representation module, a dual self-expressiveness (SE)-based module, and an attention-based fusion module, which will be detailed one by one as follows.

A. Feature Representation Module

We use an auto-encoder (AE) composed of a series of encoders and decoders to project the raw data $X$ into a nonlinear latent feature space. Let $\Theta_E$ and $\Theta_D$ be the encoder and decoder parameters, respectively, the optimization problem of the AE can be written as

$$\min_{\Theta} \frac{1}{2} \left\| X - \hat{X} \right\|_F^2 \quad \text{s.t.} \quad \hat{X} = f_{AE}(X),$$

where $\hat{X} \in \mathbb{R}^{d \times n}$ is the extracted latent feature representation that reshaped as a data matrix $Z \in \mathbb{R}^{d \times n}$, $\hat{X} = f_D(Z; \Theta_D)$ is the output of the decoder, $f_{AE}()$ denotes the nonlinear mapping function of the AE, and $\left\| X - \hat{X} \right\|_F^2$ measures the AE-based reconstruction loss between the input $X$ and the output $\hat{X}$.

B. Dual SE-based Module

As aforementioned, previous deep SE-based methods only explore the attribute information of $Z$, while neglecting the underlying geometric structure information, which is also of great importance, and thus, the discriminative ability of the learned affinity graph is still limited. To this end, we propose the dual SE-based module to simultaneously explore both the attribute and structure information of $Z$.

1) Attribute SE Formulation: To learn an affinity graph from the attribute information, we use a fully-connected layer without the bias and activation function to mimic the SE process. By imposing the Frobenius norm, the attribute SE formulation can be written as

$$\min_{C_A} \| C_A \|_F^2 + \gamma \| Z_A - Z_A C_A \|_F^2,$$

where $Z_A$ is the attribute matrix, $C_A \in \mathbb{R}^{n \times n}$ is the learned affinity graph from $Z_A$, $\| Z_A - Z_A C_A \|_F^2$ measures the attribute SE loss. Here, as the AE already owns excellent low-dimensional feature representation ability, we set $Z_A = Z$. In addition, we drop the constraint $\text{diag}(C_A) = 0$ since here we minimize the Frobenius norm of $C_A$, and the identity matrix $I$ has large values of the Frobenius norm. That is, the optimization problem in Eq. (3) automatically prevents the trivial solution $C_A = I$.

2) Structure SE Formulation: As $C_A$ obtained from Eq. (3) naturally encodes the relationships among samples, we empirically construct a structure matrix $Z_S$ for capturing the underlying geometric structure information of $Z$, i.e.,

$$Z_S = \frac{C_A + C_A^T}{2},$$

where the reason for the symmetrization strategy is to make sure that nodes $i$ and $j$ get connected to each other if either $x_i$ or $x_j$ is in the representation of the other, the reason for the mixed-signs strategy is that the negative values in the coefficient matrix include the discriminative information among...
samples. Since the manner of constructing the structure matrix $Z_S$ is critical, we investigate various construction methods in Section IV-F. In addition, based on the observation that the geometric structure information of a typical sample can be reconstructed by those of other samples within the same subspace, we argue that $Z_S$ should also meet the SE priori. Therefore, we introduce another fully-connected layer without the bias and activation function to mimic the SE process on $Z_S$. By imposing the Frobenius norm, the structure SE formulation can be written as

$$\min_{C_S} \lambda_1 \|C_S\|_F^2 + \lambda_2 \|Z_S - Z_S C_S\|_F^2,$$  \hspace{1cm} (5)

where $C_S \in \mathbb{R}^{n \times n}$ is the learned affinity graph from $Z_S$, $\|Z_S - Z_S C_S\|_F^2$ measures the structure SE loss, and $\lambda_1$ and $\lambda_2$ are trade-off parameters. Here, we drop the constraint $\text{diag}(C_S) = 0$, whose reason is the same as that in Eq. (3).

### C. Attention-based Fusion Module

After obtaining $C_A$ and $C_S$, we fuse them together to construct the final affinity graph for spectral clustering. Here, we propose a novel attention-based fusion module. Specifically, we first concatenate $C_A$ and $C_S$ as $[C_A \ C_S] \in \mathbb{R}^{n \times 2n}$, and then introduce a weight matrix $W \in \mathbb{R}^{2n \times 2}$ by learning their attentional coefficients to capture the relationship between $C_A$ and $C_S$, where $W$ is initialized with the all-ones initialization to endow the same weight to $C_A$ and $C_S$ at the beginning of training. After that, the LeakyReLU [42] activation is applied to the product of $[C_A \ C_S]$ and $W$, where the negative input slope of LeakyReLU is set as 0.2. We then normalize the output of the LeakyReLU unit via a softmax function and an $\ell_2$ normalization. The overall process is written as

$$M = \ell_2(\text{softmax} (\text{LeakyReLU} ([C_A \ C_S] W))),$$ \hspace{1cm} (6)

where $M = [m_1 \ m_2] \in \mathbb{R}^{n \times 2}$ is a weight matrix with entries being greater than 0, and $m_1 \in \mathbb{R}^{n \times 1}$ and $m_2 \in \mathbb{R}^{n \times 1}$ are the weight vectors for measuring the importance of $C_A$ and $C_S$, respectively. Accordingly, we adaptively fuse $C_A$ and $C_S$ as

$$C_F = f_{AF}(C_A, C_S) = (m_1 1) \odot C_A + (m_2 1) \odot C_S,$$ \hspace{1cm} (7)

where $C_F \in \mathbb{R}^{n \times n}$ is the fused affinity matrix, $1 \in \mathbb{R}^{1 \times n}$ is a vector with all entries being one, and $\odot$ denotes the Hadamard product of matrices. Afterward, we exploit $C_F$ to construct a similarity matrix $S = f_1(C_F)$ with its element

$$s_{i,j} = \begin{cases} \frac{(c_{i,j} + c_{j,i})}{2 c_{sum}} & \text{if } i \neq j, \\ 1 & \text{otherwise}, \end{cases}$$ \hspace{1cm} (8)

where $c_{i,j}$ is the $(i,j)$-th element of $C_F$, and $c_{sum}$ is the sum of off-diagonal entries of the current row. Similar to [43], we use the high-confidence elements of $C_F$ to train the attention-based fusion module by constructing an auxiliary target distribution $P = f_2(C_F)$ with its element

$$p_{i,j} = \left( \frac{s_{i,j}^2}{\sum_i s_{i,j}} \right) / \left( \sum_j s_{i,j}^2 / \sum_i s_{i,j} \right).$$ \hspace{1cm} (9)

We regard $S$ as a special distribution and minimize the Kullback-Leibler (KL) divergence between $P$ and $S$, i.e.,

$$KL(P, S) = KL(f_2(C_F), f_1(C_F)) = \sum_i \sum_j p_{i,j} \log \frac{p_{i,j}}{s_{i,j}},$$ \hspace{1cm} (10)

to guide network training. We can finally utilize $C_F$ to conduct the spectral clustering to obtain the clustering results.

### D. Training Settings

Similar to [25], [26], we first pre-train the proposed network and then fine-tune it.

1) Pre-training Stage: As the network is unsupervised and challenging to infer its parameters, we first singly pre-train the feature representation module (i.e., without the dual SE-based module and the attention-based fusion module) to obtain a good initialization for the network parameters. Specifically, we only minimize the AE reconstruction loss function in Eq. (2) with a gradient descent method (i.e., ADAM [44]).

2) Fine-tuning Stage: After pre-training, we combine Eqs. (2), (3), (5), (7), and (10) to form the overall loss function:

$$\min_{C_F} \frac{1}{2} \left( \|X - \hat{X}\|^2_F + \|C_A\|^2_F + \gamma \|Z_A - Z_A C_A\|^2_F + \lambda_1 \|C_S\|^2_F \\
+ \lambda_2 \|Z_S - Z_S C_S\|^2_F + \beta KL(f_2(C_F), f_1(C_F)) \right) + \beta KL(f_2(C_F), f_1(C_F)),$$

s.t. $Z_A = f_{AE}(X), Z_S = \frac{C_A + C_S}{2}, C_F = f_{AF}(C_A, C_S),$ \hspace{1cm} (11)

and fine-tune the complete network by optimizing Eq. (11).

### IV. EXPERIMENTS

We quantitatively and qualitatively compared the proposed method with eighteen state-of-the-art methods on five commonly used benchmark datasets. In addition, we performed extensive ablation studies of the designed modules and examined the influence of the hyperparameters.

### A. Datasets

We conducted the experiments on UMIST\textsuperscript{1}, ORL\textsuperscript{2}, MNIST\textsuperscript{3}, COIL\textsuperscript{20}\textsuperscript{4}, and COIL\textsuperscript{40}\textsuperscript{5}, and the detailed descriptions of these datasets are as follows.

- **UMIST** [45]. The University of Manchester Institute of science and technology (UMIST) database contains 564 images of 20 individuals, in which each individual presents a range of poses from profile to frontal views. In this paper, we used 480 images of 20 people and downsampled each image to $32 \times 32$.

- **ORL** [46]. The Olivetti research ltd database contains 40 individuals with 400 images, in which each image is captured at different scenes (e.g., the lighting condition).

- **MNIST** [47]. The modified national institute of standards and technology database contains ten digits with 60000

\textsuperscript{1}http://eprints.lincoln.ac.uk/id/eprint/16081/  
\textsuperscript{2}http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html  
\textsuperscript{3}http://yann.lecun.com/exdb/mnist  
\textsuperscript{4}http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php  
\textsuperscript{5}https://github.com/sckangz/L2SP
training examples and 10000 test examples. In this paper, we used the first 100 images of each digit to conduct experiments.

- **COIL20, COIL40** [25]. The Columbia object image library dataset contains COIL20 and COIL40, in which COIL20 has 1440 images of 20 objects, and COIL40 has 2880 images of 40 objects. Here, each object has 72 views, and all images are down-sampled to 32 × 32.

### B. Compared Methods

We compared the proposed method with eighteen state-of-the-art methods, and the detailed descriptions of these methods are as follows.

- **SSC** [15], [23] imposes a sparse regularization to seek a subspace-preserving data affinity.
- **EDSC** [16] yields dense connections within each cluster.
- **KSSC** [19] extends SSC to nonlinear manifold by employing a kernel function.
- **SSC-OMP** [36] introduces the orthogonal matching pursuit to SSC.
- **ENSC** [18] balances the subspace-preserving (sparse solutions) and the connectivity (dense solutions) by using an elastic net.
- **LRR** [17] seeks the lowest rank representation by exploiting a low rank regularization.
- **LRSC** [48] introduces the low rank regularization to the subspace clustering to solve the corrupted data (e.g., noise or errors).
- **FLSR, FTRR** [49] inject graph similarity into data features based on least square regression [53] and thresholding ridge regression [54], respectively.
- **AE+SSC** conducts SSC on a pre-trained auto-encoder (AE) [22] feature.
- **DEC** [43] partitions data points in a jointly optimized feature space.
- **DKM** [50] achieves clustering by jointly learning a deep representation and performing k-means [55], respectively.
- **DCCM** [51] learns feature representation by mining comprehensive structures for deep unsupervised clustering.
- **DEPICT** [52] conducts a nonlinear projection and predicts cluster assignments with a regularized relative entropy loss function.
- **DSC-Net-L1, DSC-Net-L2** [24] are two deep subspace clustering networks with sparse [23] and Tikhonov [53] regularization, respectively.
- **DASC** [25] supervises sample representation learning and subspace clustering in an adversarial learning manner.
- **PSSC** [26] conducts the subspace clustering by integrating locality preserving, self-expression, and self-supervision.

### C. Evaluation Metrics

We used three commonly used metrics (i.e., accuracy (ACC), normalized mutual information (NMI), and purity (PUR)) to quantitatively evaluate clustering performance. The larger the values of these metrics, the better the clustering performance. Specifically, ACC is calculated by

\[
	ext{ACC} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\{y_i = m(c_i)\},
\]

where \(y_i\) denotes the ground truth, \(c_i\) denotes the predicted assignment, \(m(\cdot)\) enumerates the mapping between \(y_i\) and \(c_i\) with the Kuhn-Munkres algorithm [56], and \(\mathbf{1}\{\cdot\}\) denotes the indicator function with 1 or 0. NMI is calculated by

\[
\text{NMI} = \frac{\sum_{y, \hat{y} \in \hat{Y}} p(y, \hat{y}) \log \left( \frac{p(y, \hat{y})}{p(y)p(\hat{y})} \right)}{\max \left( H(Y), H(\hat{Y}) \right)},
\]

where \(y\) and \(\hat{y}\) denote two clusters labels, \(Y\) and \(\hat{Y}\) are their clusters sets, \(p(\cdot, \cdot)\) is a marginal probability mass function, \(p(y, \hat{y})\) denotes a joint probability mass function of \(Y\) and \(\hat{Y}\), and \(H(\cdot)\) represents an entropy function [57]. PUR is calculated by

\[
\text{PUR} = \frac{1}{n} \sum_{i=1}^{k} \max_{j} |c_i \cap t_j|,
\]

where \(t_j\) denotes the segmentation which has the max count for \(c_i\), \(\max_{j} |c_i \cap t_j|\) counts the number of data points from the most common class in \(c_i\), \(k\) denotes the number of clusters.

### D. Implementation Details

Table II lists the detailed network settings of our method on each dataset. In addition, we set the kernel stride of both horizontal and vertical directions to be 2 and used a rectified linear unit (ReLU) [58] activation function. We implemented the proposed method with TensorFlow 2.1.0 and initialized the neural network parameters by the ‘he_normal’ initializer [59]. We followed the decoupling design in [12] to construct our overall framework. Besides, we set \(\gamma\) as the same as the optimal parameter of [24]. After training, we performed spectral clustering on the fused affinity graph. For a fair comparison, we used the normalized cut algorithm [60] as in [24]–[26], [49].

### TABLE II

**The details of the network architecture on five datasets.**

| Dataset | Layers | Encoder | Decoder |
|---------|--------|---------|---------|
| UMIST   | Kernel size Channel (5 × 5, 3 × 3, 3 × 3) (15, 10, 5) | (5 × 3, 3 × 3, 5 × 5) | (5, 10, 15) |
| ORL     | Kernel size Channel (3 × 3, 3 × 3, 3 × 3) (3, 3, 5) | (3 × 3, 3 × 3, 3 × 3) | (5, 3, 3) |
| MNIST   | Kernel size Channel (5 × 5, 3 × 3, 3 × 3) (10, 20, 30) | (5 × 3, 3 × 3, 3 × 3) | (30, 20, 10) |
| COIL20  | Kernel size Channel 5 × 3 | 5 × 3 | 15 |
| COIL40  | Kernel size Channel 3 × 3 | 3 × 3 | 20 |

- COIL20, COIL40 [25]. The Columbia object image library dataset contains COIL20 and COIL40, in which COIL20 has 1440 images of 20 objects, and COIL40 has 2880 images of 40 objects. Here, each object has 72 views, and all images are down-sampled to 32 × 32.
TABLE III
CLUSTERING RESULTS ON BENCHMARK DATASETS. THE BEST AND SECOND-BEST RESULTS ARE BOLDED AND UNDERLINED, RESPECTIVELY.

| Datasets | UMIST | ORL | MNIST | COIL20 | COIL40 |
|----------|-------|-----|-------|--------|--------|
|          | ACC   | NMI | PUR   | ACC    | NMI    | PUR   |
| SSC [34] | 0.6904| 0.7498| 0.6554| 0.7425| 0.8459| 0.7875|
| EDSC [16]| 0.9373| 0.7522| 0.6683| 0.7038| 0.7799| 0.7118|
| KSSC [19]| 0.6531| 0.7377| 0.6256| 0.7143| 0.8070| 0.7513|
| SSC-OMP [36]| 0.6438| 0.7068| 0.6171| 0.7100| 0.7952| 0.7463|
| ENSSC [35]| 0.6931| 0.7569| 0.6628| 0.7525| 0.8540| 0.7950|
| LRR [17]| 0.6979| 0.7630| 0.6670| 0.8100| 0.8603| 0.8225|
| LRSC [46]| 0.6729| 0.7498| 0.6562| 0.7200| 0.8156| 0.7542|
| FLSR [40]| 0.6000| 0.7082| 0.6188| 0.7775| 0.8661| 0.7900|
| FTRR [49]| 0.7667| 0.8509| 0.7917| 0.8600| 0.9151| 0.8725|
| AE [22] + SSC | 0.7042| 0.7515| 0.6785| 0.7565| 0.8555| 0.7950|
| DEC [28] | 0.5521| 0.7125| 0.5917| 0.5175| 0.7449| 0.5400|
| DCM [50] | 0.5106| 0.7249| 0.5865| 0.4682| 0.7332| 0.4752|
| DEPICT [32]| 0.4521| 0.6329| 0.4167| 0.2800| 0.5764| 0.4150|
| DSC-Net-L1 [24]| 0.7242| 0.7556| 0.7204| 0.8550| 0.9023| 0.8585|
| DSC-Net-L2 [24]| 0.7312| 0.7662| 0.7276| 0.8600| 0.9034| 0.8625|
| DASC [25]| 0.7680| 0.8042| 0.7688| 0.8825| 0.9315| 0.8925|
| PSSE [26]| 0.7037| 0.8650| 0.7686| 0.8675| 0.9349| 0.8925|
| Our | **0.6485** | **0.7900** | **0.8500** | **0.8075** | **0.9431** | **0.9175** |

**E. Clustering Results**

Table III lists the quantitative results of all methods over five benchmark datasets, where we have the following conclusions.

- The deep SE-based methods achieve better clustering performance than the traditional SE-based methods, indicating that the nonlinear projection is helpful to extract a more clustering-friendly representation to deal with complex real-world datasets. For example, on MNIST, our method improves the ACC, NMI, and PUR values of the best traditional SE-based approach FTRR by 13.90%, 9.37%, and 13.90%, respectively.

- Structure information contributes to achieving better clustering performance. Specifically, FTRR, which exploits structure information to enhance the feature representation, produces the best performance among those traditional SE-based methods, e.g., on COIL40, FTRR obtains 4.32% ACC improvement over the second-best traditional SE-based method MESC. In addition, our method performs best among all deep SE-based methods, e.g., on COIL40, our AASSC-Net improves the ACC value of the second-best method PSSC by 3.61%.

- Simultaneously considering the attribute and structure information is beneficial to clustering, which is validated by comparing DSC-Net-L2 and our method.

- Our AASSC-Net almost always obtains the best clustering performance among all comparisons. For example, on UMIST, our approach achieves 4.37%, 2.32%, and 3.54% improvements in terms of ACC, NMI, and PUR, respectively, compared with the second-best method PSSC. Such impressive performance is credited to the simultaneous consideration of the attribute and structure information via the attention-based fusion module.

**TABLE IV
ABLATION STUDIES, WHERE THE BOLD HIGHLIGHTS THE BEST RESULTS.**

| Method | ACC  | NMI  | PUR   |
|--------|------|------|-------|
| (I)    | 0.8104| 0.8730| 0.8333|
| (II)   | 0.5708| 0.7297| 0.6000|
| (III)  | 0.8104| 0.8756| 0.8333|
| Ours   | 0.8554| 0.8902| 0.8500|
| (I)    | 0.8650| 0.9204| 0.8700|
| (II)   | 0.8525| 0.9217| 0.8650|
| (III)  | 0.9000| 0.9343| 0.9000|
| Ours   | **0.9075**| **0.9431**| **0.9175**|
| (I)    | 0.7890| 0.7371| 0.7890|
| (II)   | 0.7370| 0.7211| 0.7840|
| (III)  | 0.7900| 0.7335| 0.7900|
| Ours   | **0.8460**| **0.7609**| **0.8460**|
| (I)    | 0.9569| 0.9584| 0.9569|
| (II)   | 0.9535| 0.9589| 0.9535|
| (III)  | 0.9806| 0.9803| 0.9806|
| Ours   | **0.9840**| **0.9829**| **0.9840**|
| (I)    | 0.8250| 0.9223| 0.8465|
| (II)   | **0.8774**| **0.9382**| **0.8868**|
| (III)  | 0.8608| 0.9306| 0.8767|
| Ours   | 0.8719| 0.9343| 0.8899|

**F. Ablation Study**

1) **Adaptive Graph Fusion:** To deeply understand the proposed method, we conducted comprehensive ablation studies on five benchmark datasets. The experimental results are listed in Table IV, where the first row (I) denotes a variant of our model that only considers the module with $C_A$ to conduct spectral clustering. The second row (II) denotes a variant of our model that exploits the dual self-expressiveness (SE)-based module to obtain $C_b$ to conduct spectral clustering. The third row (III) denotes a variant of our model that simply averages $C_A$ and $C_S$, i.e., $0.5C_A + 0.5C_S$, instead of using the attention-based fusion module, to conduct spectral clustering. The fourth row is our full model, i.e., **Ours**. From Table IV, we have the following observations.

- By comparing the results of each dataset in (I) and (II), we can observe that $C_A$ and $C_S$ have their own advan-
Fig. 3. Visual comparison of the affinity matrices $C_A$ and $C_S$ respectively learned from attribute and structure information on the synthetic dataset, as well as the fused one $C_F$.

Fig. 4. Quantitative comparison of $C_A$, $C_S$ and $C_F$ on the synthetic dataset, where the below column summaries the precision, the right row summaries the recall.

We also visually compared the learned affinity graphs on a synthetic dataset constructed by randomly selecting ten categories from the ORL dataset. As shown in Figure 3, it can be seen that the three affinity graphs have an approximate block-diagonal structure; however, $C_S$ and $C_F$ contain fewer error connections than $C_A$. In addition, Figure 4 shows the corresponding confusion matrices, in which we can observe that $C_F$ obtains higher clustering accuracy than $C_A$ and $C_S$, benefiting from the adaptive utilization of both the attribute and structure information.

2) Structure Matrix Construction: In addition to the method for constructing $Z_S$ in Section III-B2, we also investigated another three construction manners:

- **The advantage of the attention-based graph fusion strategy could be validated by comparing the results of (III) and Ours of each dataset, where it can be seen that the adaptive graph learning strategy produces a 1% to 6% performance improvement.**

We constructed $Z_S$ by using the cosine similarity, i.e.,

\[ Z_S = \frac{Z^T Z}{\|Z^T\|_F \|Z\|_F}. \]  

- We directly utilized $C_A$ as the structure matrix:

\[ Z_S = C_A. \]  

- We further enforced $Z_S$ to satisfy the symmetric and non-negative properties, i.e.,

\[ Z_S = \frac{|C_A| + |C_A^T|}{2}. \]

Table V lists the corresponding results of different construction methods on the ORL dataset, where we have the following observations.

**TABLE V**

| Case | $Z_S$ | ACC | NMI | PUR |
|------|-------|-----|-----|-----|
| 1    | $Z^T Z$/$\|Z^T\|_F \|Z\|_F$ | 0.8675 | 0.9177 | 0.8750 |
| 2    | $C_A$ | 0.8925 | 0.9357 | 0.9000 |
| 3    | $|C_A| + |C_A^T|/2$ | 0.7450 | 0.8818 | 0.7975 |
| 4    | $C_A + C_A^T/2$ | 0.9075 | 0.9431 | 0.9175 |

- **We constructed $Z_S$ by using the cosine similarity, i.e.,**

\[ Z_S = \frac{Z^T Z}{\|Z^T\|_F \|Z\|_F}. \]  

- We directly utilized $C_A$ as the structure matrix:

\[ Z_S = C_A. \]  

- We further enforced $Z_S$ to satisfy the symmetric and non-negative properties, i.e.,

\[ Z_S = \frac{|C_A| + |C_A^T|}{2}. \]
Fig. 5. Visualization of the learned representations by (a) ground truth, (b) DSC-Net-L2 [24], (c) PSSC [26], and (d) Our method, where the digit in the bracket refers to the ACC value. Different colors represent different clusters.

Fig. 6. Clustering of the proposed model versus parameters $\lambda_1$ and $\lambda_2$ on five benchmark datasets with the ACC metric.

Fig. 7. Clustering of the proposed model versus parameters $\lambda_1$ and $\lambda_2$ on five benchmark datasets with the NMI metric.

Fig. 8. Clustering of the proposed model versus parameters $\lambda_1$ and $\lambda_2$ on five benchmark datasets with the PUR metric.

- **Case 4** outperforms the others in terms of all the metrics considerably. For example, it improves the ACC, NMI, and PUR of the second-best way (i.e., Case 2) by 1.50%, 0.74%, and 1.75%, respectively. In particular, the comparison with **Case 3** validates the effectiveness of preserving the negative values of $C_A$ as the negative values can also indicate the discriminative information among samples.

- **Case 1** performs poorly compared with **Cases 2 and 4**. This phenomenon suggests that the cosine similarity is not a good choice for constructing the structure matrix in our framework. The reason may be that the cosine similarity only considers the angle between two vectors while ignoring the magnitude, which is important to indicate the similarity of two samples.

**G. Visual Comparison**

We used the 2D t-distributed stochastic neighbor embedding (t-SNE) technique [61] to visualize the encoder output representations of our method and two representative deep clustering methods on one generated dataset constructed by
randomly selecting ten categories from COIL20. From Figure 5, we can observe that the produced embedding by our method has the best accuracy and separability for different clusters, indicating that our AASSC-Net could learn a more discriminative representation than the compared methods.

H. Parameter Analysis

In the loss function Eq. (11), there are four hyperparameters (i.e., $\gamma$, $\lambda_1$, $\lambda_2$, and $\beta$) used to balance the contributions of the attribute SE, the structure affinity graph, the structure SE, and the attention-based fusion respectively. We first set the same $\gamma$ as the optimal parameter of [24]. Then, we selected $\lambda_1$ and $\lambda_2$ from the set $S = \{0.001, 0.01, 0.1, 1, 10, 100, 1000\}$ to evaluate their influence. Figures 6, 7 and 8 show the values of ACC, NMI, and PUR w.r.t. different $\lambda_1$ and $\lambda_2$. We finally tuned $\beta$ from the set $S$ by fixing other parameters and the results are shown in Figure 9. From those figures, we have the following observations.

- On UMIST, the relatively small $\lambda_1$ and large $\lambda_2$ lead to low values of ACC, NMI, and PUR. The reason may be that the UMIST dataset includes similar face images, and thus when conducting the SE, the regularization term of learning the structure affinity matrix is vital for keeping the connectivity within the same subspace.
- On ORL, MNIST, and COIL20, our method is capable of achieving almost optimal performance in terms of the three metrics in a wide range of $\lambda_1$ and $\lambda_2$, illustrating that our method is robust to $\lambda_1$ and $\lambda_2$.
- On COIL40, the relatively small values of $\lambda_1$ and $\lambda_2$ produce an apparent performance degradation on all metrics. Such a phenomenon indicates the importance of $\lambda_1$ and $\lambda_2$.
- The proposed model is relatively sensitive to $\beta$. Generally, a relatively small $\beta$ can significantly improve the clustering performance, while a relatively large one will harm the clustering performance.

V. Conclusion

We presented a novel deep self-expressiveness-based subspace clustering framework. Specifically, we first constructed the attribute and structure matrices separately after nonlinearly projecting the raw data into the latent feature space. Then, we employed the SE priori to learn affinity graphs from the constructed attribute and structure matrices separately. Afterward, we exploited an attention-based strategy to fuse the two learned affinity graphs. We quantitatively and qualitatively validated the advantage of the proposed method over eighteen state-of-the-art methods on five commonly-used benchmark datasets. In addition, we performed comprehensive ablation studies to validate the effectiveness of the designed modules. In the future, we will investigate the potential of our method on large-scale datasets by using the parametric approximation of the self-expressiveness matrices [41].

**References**

[1] Z. Zhang, F. Li, M. Zhao, L. Zhang, and S. Yan, “Robust neighborhood preserving projection by nuclear/f2, 1-norm regularization for image feature extraction,” IEEE Transactions on Image Processing, vol. 26, no. 4, pp. 1607–1622, 2017.

[2] C. Zhang, Y. Liu, and H. Fu, “A2e-nets: Autoencoder in autoencoder networks,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 2577–2585.

[3] S. Park, S. Han, S. Kim, D. Kim, S. Park, S. Hong, and M. Cha, “Improving unsupervised image clustering with robust learning,” in CVPR, June 2021, pp. 12278–12287.

[4] Y. Jia, H. Liu, J. Hou, and Q. Zhang, “Clustering ensemble meets low-rank tensor approximation,” in AAAI, vol. 35, no. 9, 2021, pp. 7970–7978.

[5] Y. Li, P. Hu, Z. Liu, D. Peng, J. T. Zhou, and X. Peng, “Contrastive clustering,” in AAAI, 2021.

[6] H. Li, Y. Jia, R. Cong, W. Wu, S. Kwong, and C. Shen, “Superpixel segmentation based on spatially constrained subspace clustering,” IEEE Transactions on Industrial Informatics, 2020.

[7] Y. Jia, J. Hou, and S. Kwong, “Constrained clustering with dissimilarity propagation-guided graph-laplacian pca,” IEEE Transactions on Neural Networks and Learning Systems, pp. 1–13, 2020.

[8] J. Huang, S. Gong, and X. Zhu, “Deep semantic clustering by partition confidence maximization,” in CVPR, 2020, pp. 8849–8858.

[9] J. Y. Chou, U. Mall, K. Bala, and B. Hariharan, “Picic: Unsupervised semantic segmentation using invariance and equivariance in clustering,” in CVPR, June 2021, pp. 16794–16804.

[10] C. Zhang, Q. Hu, H. Fu, P. Zhu, and X. Cao, “Latent multi-view subspace clustering,” in CVPR, 2017, pp. 4279–4287.

[11] C. Zhang, H. Fu, Q. Hu, X. Cao, Y. Xie, D. Tao, and D. Xu, “Generalized latent multi-view subspace clustering,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 42, no. 1, pp. 86–99, 2018.

[12] Z. Peng, Y. Jia, H. Liu, J. Hou, and Q. Zhang, “Maximum entropy subspace clustering network,” IEEE Transactions on Circuits and Systems for Video Technology, 2021.

[13] Y. Jia, H. Liu, J. Hou, S. Kwong, and Q. Zhang, “Multi-view spectral clustering tailored tensor low-rank representation,” IEEE Transactions on Circuits and Systems for Video Technology, 2021.

[14] A. Y. Ng, M. I. Jordan, and Y. Weiss, “On spectral clustering: Analysis and an algorithm,” in NIPS, 2002, pp. 849–856.

[15] E. Elhamifar and R. Vidal, “Sparse subspace clustering: Algorithm, theory, and applications,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 11, pp. 2765–2781, 2013.

[16] P. Jia, M. Salzmann, and H. Li, “Efficient dense subspace clustering,” in WACV, 2014, pp. 461–468.

[17] G. Liu, Z. Lin, S. Yan, J. Sun, Y. Yu, and Y. Ma, “Robust recovery of subspace structures by low-rank representation,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 1, pp. 171–184, 2012.

[18] C. You, C.-G. Li, D. P. Robinson, and R. Vidal, “Oracle based active set algorithm for scalable elastic net subspace clustering,” in CVPR, 2016, pp. 3928–3937.

[19] V. M. Patel and R. Vidal, “Kernel sparse subspace clustering,” in ICIP. IEEE, 2014, pp. 2849–2853.
IEEE TRANSACTIONS ON IMAGE PROCESSING

10

[20] M. Yin, Y. Guo, Z. He, and S. Xie, “Kernel sparse subspace clustering on symmetric positive definite manifolds,” in CVPR, 2016, pp. 5157–5164.

[21] G. Xia, B. Chen, H. Sun, and Q. Liu, “Nonconvex low-rank kernel sparse subspace learning for keyframe extraction and motion segmentation,” IEEE Transactions on Neural Networks and Learning Systems, vol. 32, no. 10, pp. 1612–1626, 2020.

[22] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of data with neural networks,” Science, vol. 313, no. 5786, pp. 504–507, 2006.

[23] E. Elhamifar and R. Vidal, “Sparse subspace clustering,” in CVPR, 2009, pp. 2790–2797.

[24] P. Ji, T. Zhang, H. Li, M. Salzmann, and I. Reid, “Deep subspace clustering networks,” in NIPS, 2017, pp. 23–33.

[25] P. Zhou, Y. Hou, and J. Feng, “Deep adversarial subspace clustering,” in CVPR, 2018, pp. 1596–1604.

[26] J. Lv, Z. Kang, X. Lu, and Z. Xu, “Pseudo-supervised deep subspace clustering,” IEEE Transactions on Image Processing, 2021.

[27] R. Vidal, Y. Ma, and S. S. Sastry, Generalized principal component analysis. Springer, 2016, vol. 5.

[28] B. Li, H. Lu, Y. Zhang, Z. Lin, and W. Wu, “Subspace clustering under complex noise,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 29, no. 4, pp. 930–940, 2019.

[29] C. You, C.-G. Li, D. P. Robinson, and R. Vidal, “Is an affine constraint needed for affine subspace clustering?” in ICCV, 2019, pp. 9915–9924.

[30] G. Liu, Z. Zhang, Q. Liu, and H. Xiong, “Robust subspace clustering with compressed data,” IEEE Transactions on Image Processing, vol. 28, no. 10, pp. 5161–5170, 2019.

[31] X. Zhang, Z. Liu, X. Xue, Q. Wang, S. Zheng et al., “Robust subspace clustering based on automatic weighted multiple kernel learning,” Information Sciences, 2021.

[32] L. Wei, F. Ji, H. Liu, R. Zhou, C. Zhu, and X. Zhang, “Subspace clustering via structured sparse representation relation,” IEEE Transactions on Neural Networks and Learning Systems, 2021.

[33] H. Tao, C. Hou, Y. Qian, J. Zhu, and D. Yi, “Latent complete row space recovery for multi-view subspace clustering,” IEEE Transactions on Image Processing, vol. 29, pp. 8083–8096, 2020.

[34] Y. Chen, S. Wang, C. Peng, Z. Hua, and Y. Zhou, “Generalized nonconvex low-rank tensor approximation for multi-view subspace clustering,” IEEE Transactions on Image Processing, vol. 30, pp. 4022–4035, 2021.

[35] Y. Chen, X. Xiao, C. Peng, G. Lu, and Y. Zhou, “Low-rank tensor graph learning for multi-view subspace clustering,” IEEE Transactions on Circuits and Systems for Video Technology, 2021.

[36] C. You, D. Robinson, and R. Vidal, “Scalable sparse subspace clustering by orthogonal matching pursuit,” in CVPR, 2016, pp. 3918–3927.

[37] Z. Kang, C. Peng, and Q. Cheng, “Twin learning for similarity and clustering: a unified kernel approach,” in AAAI, 2017, pp. 2080–2086.

[38] J. Butepage, M. J. Black, D. Kragic, and H. Kjellstrom, “Deep representation learning for human motion prediction and classification,” in CVPR, 2017, pp. 6158–6166.

[39] H. Yao, S. Zhang, R. Hong, Y. Zhang, C. Xu, and Q. Tian, “Deep representation learning with part loss for person re-identification,” IEEE Transactions on Image Processing, vol. 28, no. 6, pp. 2860–2871, 2019.

[40] G. Zhong and C.-M. Pun, “Nonnegative self-representation with a fixed rank constraint for subspace clustering,” Information Sciences, vol. 518, pp. 127–141, 2019.

[41] S. Zhang, C. You, R. Vidal, and C.-G. Li, “Learning a self-expressive network for subspace clustering,” in CVPR, 2021, pp. 12393–12403.

[42] A. L. Maas, A. Y. Hannun, and A. Y. Ng, “Rectifier nonlinearities improve neural network acoustic models,” in ICML, vol. 30, Atlanta, USA: Citeseer, 2013, pp. 3.

[43] J. Jie, R. Girshick, and A. Farhadi, “Unsupervised deep embedding for clustering analysis,” in ICML, PMLR, 2016, pp. 478–487.

[44] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.

[45] D. B. Graham and N. M. Allinson, “Characterising virtual signatures for general purpose face recognition,” in Face Recognition. Springer, 1998, pp. 446–456.

[46] F. S. Samaria and A. C. Harter, “Parameterisation of a stochastic model for human face identification,” in WACV. IEEE, 1994, pp. 138–142.

[47] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to document recognition,” Proceedings of The IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.

[48] R. Vidal and P. Favaro, “Low rank subspace clustering (lsc),” Pattern Recognition Letters, vol. 43, pp. 47–61, 2014.

[49] Z. Ma, Z. Kang, G. Luo, L. Tian, and W. Chen, “Towards clustering-friendly representations: Subspace clustering via graph filtering,” in ACM MM, 2020, pp. 3081–3089.

[50] M. M. Fard, T. Thonet, and E. Gaussier, “Deep k-means: Jointly clustering with k-means and learning representations,” Pattern Recognition Letters, vol. 138, pp. 185–202, 2020.

[51] W. Fu, K. Long, F. Wang, C. Qian, C. Li, Z. Lin, and H. Zha, “Deep comprehensive correlation mining for image clustering,” in ICCV, 2019, pp. 8150–8159.

[52] K. Ghasedi Dizaji, A. Herandi, C. Deng, W. Cai, and H. Huang, “Deep clustering via joint convolutional autoencoder embedding and relative entropy minimization,” in ICCV, 2017, pp. 5736–5745.

[53] C.-Y. Lu, H. Min, Z.-Q. Zhao, L. Zhu, D.-S. Huang, and S. Yan, “Robust and efficient subspace segmentation via least squares regression,” in ECCV. Springer, 2012, pp. 347–360.

[54] X. Peng, Z. Yi, and H. Tang, “Robust subspace clustering via thresholding ridge regression,” in AAAI, vol. 29, no. 1, 2015.

[55] J. A. Hartigan and M. A. Wong, “Algorithm as 136: A k-means clustering algorithm,” Journal of The Royal Statistical Society. Series C (Applied Statistics), vol. 28, no. 1, pp. 100–108, 1979.

[56] J. Munkres, “Algorithms for the assignment and transportation problems,” Journal of The Society for Industrial and Applied Mathematics, vol. 5, no. 1, pp. 32–38, 1957.

[57] C. E. Shannon, “A mathematical theory of communication,” The Bell System Technical Journal, vol. 27, no. 3, pp. 379–423, 1948.

[58] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in NIPS, 2012, pp. 1097–1105.

[59] K. He, X. Zhang, S. Ren, and J. Sun, “Delving deep into rectifiers: Surpassing human-level performance on imagenet classification,” in ICCV, 2015, pp. 1026–1034.

[60] J. Shi and J. Malik, “Normalized cuts and image segmentation,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 8, pp. 888–905, 2000.

[61] L. v. d. Maaten and G. Hinton, “Visualizing data using t-sne,” Journal of Machine Learning Research, vol. 9, no. Nov, pp. 2579–2605, 2008.
Yuheng Jia received the B.S. degree in automation and the M.S. degree in control theory and engineering from Zhengzhou University, Zhengzhou, China, in 2012 and 2015, respectively, and the Ph.D. degree in computer science from the City University of Hong Kong, SAR, China, in 2019. He is currently an associate professor with the School of Computer Science and Engineering, Southeast University, China. His research interests include machine learning, Bayesian method, spectral clustering and low-rank modeling.

Junhui Hou (Senior Member) is an Assistant Professor with the Department of Computer Science, City University of Hong Kong since Jan. 2017. He received the B.Eng. degree in information engineering (Talented Students Program) from the South China University of Technology, Guangzhou, China, in 2009, the M.Eng. degree in signal and information processing from Northwestern Polytechnical University, Xian, China, in 2012, and the Ph.D. degree in electrical and electronic engineering from the School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore, in 2016. His research interests fall into the general areas of multimedia signal processing, such as image/video/3D geometry data representation, processing and analysis, semi/un-supervised data modeling, and data compression.

He received the Chinese Government Award for Outstanding Students Study Abroad from China Scholarship Council in 2015 and the Early Career Award (3/381) from the Hong Kong Research Grants Council in 2018. He is an elected member of MSA-TC and VSPC-TC, IEEE CAS, and MMSP-TC; IEEE SPS. He is currently an Associate Editor for IEEE Transactions on Image Processing, IEEE Transactions on Circuits and Systems for Video Technology, Signal Processing: Image Communication, and The Visual Computer. He also served as the Guest Editor for the IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing and as an Area Chair of ACM MM’19/20/21/22, IEEE ICME’20, VCIP’20/21, and WACV’21.