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Abstract

Using the canonical Arnowitt-Deser-Misner Hamiltonian formalism, a “first law of mechanics” is established for binary systems of point masses moving along generic stable bound (eccentric) orbits. This relationship is checked to hold within the post-Newtonian approximation to general relativity, up to third (3PN) order. Several applications are discussed, including the use of gravitational self-force results to inform post-Newtonian theory and the effective one-body model for eccentric-orbit compact binaries.
I. INTRODUCTION

The direct observation of gravitational waves would have a tremendous impact on physics, astrophysics and cosmology [1]. Binary systems composed of compact objects, namely black holes and neutrons stars, are highly promising sources of gravitational waves [2]. The orbital dynamics of these systems can be investigated by means of various approximation methods in general relativity, such as post-Newtonian (PN) theory [3–6], the perturbative gravitational self-force (GSF) approach [7–10] and the effective one-body (EOB) framework [11–13]. These approximation methods are complementary to fully nonlinear numerical simulations of the late inspiral and merger of compact binaries. Recent years have seen a spur of activity at the multiple interfaces of these various techniques. Such cross-cultural studies have contributed to improving our knowledge of the two-body dynamics and wave emission [14].

Some of this progress stems from the “first law of binary mechanics” of Le Tiec et al. [15] (hereafter Paper I), a variational formula that relates small changes in the bodies’ masses to those of the total mass-energy and angular momentum of a binary system moving along a circular orbit. This variational relationship is a particular case, valid when one assumes the existence of a global helical Killing field and a point-particle model for the compact objects,\(^1\) of the generalized first law of mechanics of Friedman et al. [16]. More recently, Blanchet et al. [17] have extended to spinning point particles the first law of Paper I, for spins aligned or anti-aligned with the orbital angular momentum.

The first law of Paper I was successfully applied to (i) the determination of the numerical values of some previously unknown PN coefficients (at 4PN, 5PN and 6PN orders) that enter the expressions for the binding energy and angular momentum as functions of the circular-orbit frequency [15], (ii) the derivation of the exact expressions for the binding energy and orbital angular momentum at linear order in the mass ratio [18], and (iii) the computation of the frequency shift of the Schwarzschild innermost stable circular orbit (ISCO) frequency induced by the conservative piece of the GSF [18, 19]. Moreover, it was used in Refs. [19, 20] to compute one of the potentials that enters the EOB effective metric, exactly, at linear order in the mass ratio.

The first laws of Refs. [15–17] were established for compact binaries moving along circular orbits. In this paper, we shall extend the first law of Paper I to binary systems of nonspinning compact objects moving along generic stable bound (eccentric) orbits. There are multiple reasons to do so. First, although most stellar-mass compact binaries would have completely circularized by the time they enter the observable frequency band of ground-based detectors such as Advanced LIGO, Advanced Virgo and KAGRA, there are scenarii where eccentricity effects could become observable and would give access to much interesting physics [21–26]. Second, eccentric inspirals with extreme mass ratios are promising sources for a future mHz-band gravitational-wave antenna in space such as the proposed eLISA mission [27–31]. Third, eccentric orbits give access to new degrees of freedom in the EOB model [32].

The remainder of this paper is organized as follows. The first law of binary mechanics for eccentric-orbit binaries is derived in Sec. II, while some of its consequences are explored in Sec. III. This relationship is checked to hold true, in the context of the PN approximation, up to 3PN order, in Sec. IV. Finally, Sec. V is devoted to applications, such as the use of GSF results to inform PN theory and the EOB model for eccentric-orbit compact binaries. Throughout this paper we use “geometrized units” where \( G = c = 1 \).

\(^1\) Mathematically, the approximation of an exactly closed circular orbit translates into the existence of a helical Killing vector field, along the orbits of which the spacetime geometry is invariant.
II. DERIVATIONS OF THE FIRST LAW

In this section, building upon the canonical Arnowitt-Deser-Misner (ADM) Hamiltonian formalism (Sec. II A), we derive a first law of mechanics for binary systems of compact objects moving along eccentric orbits. The first proof relies on an orbital averaging (Sec. II B), while the second proof makes use of action-angle type variables (Sec. II C).

A. Canonical Hamiltonian of point-particle binaries

Our starting point is the application of the ADM canonical formulation of general relativity \[^{33}\] to a binary system of nonspinning compact objects, modelled as point particles with constant masses \(m_a\) (with \(a = 1, 2\)), as recently reviewed in Refs \[^{4,34}\]. The orbital dynamics of this binary system is assumed to derive from an autonomous Hamiltonian \(H(x_a, p_a; m_a)\), where \(x_a(t)\) and \(p_a(t)\) are the canonical positions and momenta of the two particles, defined in some fixed gauge. Such a Hamiltonian has been computed, up to 4PN order, \[^{2}\] using the ADM transverse-traceless (TT) gauge \[^{35-37}\]. The phase-space coordinates \(x_a(t)\) and \(p_a(t)\) obey Hamilton’s equations

\[
\dot{x}_a = \frac{\partial H}{\partial p_a}, \quad \dot{p}_a = -\frac{\partial H}{\partial x_a}, \tag{2.1}
\]

where Euclidean three-vectors are denoted in bold font, and an overdot stands for the derivative \(d/dt\) with respect to coordinate time \(t\).

In general relativity, asymptotically flat spacetimes possess ten conserved quantities, given as surface integrals at spatial infinity, that are associated—via Noether’s theorem—with the continuous symmetries of the Poincaré group \[^{38,39}\]. These quantities are the total energy \(H\), total linear momentum \(P\), total angular momentum \(L\), and boost vector \(K = G - Pt\), where \(G\) is the center-of-mass vector. These act as “generators” of time translations, spatial translations, spatial rotations, and Lorentz boosts, respectively. For binary point-particle spacetimes, the global Poincaré symmetry is realized by the Poincaré algebra satisfied by the ten generators \(H, P, L\) and \(K\), viewed as functions on the two-body phase space \((x_a, p_a)\) \[^{40}\]. If the coordinate system used to define the canonical Hamiltonian manifestly respects the Euclidean group, such as the usual ADM-TT gauge conditions, then \(H(x_a, p_a; m_a)\) must be translationally and rotationally invariant, which implies \[^{40}\]

\[
P = \sum_a p_a, \quad L = \sum_a x_a \times p_a. \tag{2.2}
\]

Thereafter, we shall consider only the relative motion of the binary system with respect to the center-of-mass frame, which is defined by the condition \(G = 0\), implying \(P = G = 0\). This restriction decreases by six the number of degrees of freedom of the dynamical system. Because of translational invariance, the center-of-mass Hamiltonian \(H(r, p; m_a)\) is a function of the relative position \(r \equiv x_1 - x_2\) and the relative momentum \(p \equiv p_1 = -p_2\) only. Thus, in the center-of-mass frame, the conserved orbital angular momentum simply reads \(L = r \times p\), such that the orbital motion is confined to the coordinate plane orthogonal to \(L = L \hat{L}\) and spanned by \(r(t)\) and \(p(t)\) at any given time \(t\). Introducing polar coordinates in this plane,

\[^{2}\] Starting at 4PN order, the binary Hamiltonian involves some nonlocal-in-time contribution, such that \(H\) becomes a functional of the phase-space variables \(x_a(t)\) and \(p_a(t)\).
such that \( \mathbf{r} = (r \cos \varphi, r \sin \varphi, 0) \) with \( r = |\mathbf{x}_1 - \mathbf{x}_2| \) the separation and \( \varphi \) the orbital phase, we have \( L = p_\varphi = \text{const.} \). Therefore, Hamilton’s equations (2.1) reduce to

\[
\dot{r} = \frac{\partial H}{\partial p_r}, \quad \dot{p}_r = -\frac{\partial H}{\partial r}, \quad \dot{\varphi} = \frac{\partial H}{\partial L}, \quad \dot{L} = -\frac{\partial H}{\partial \varphi} = 0,
\]

and the center-of-mass Hamiltonian \( H(r, p_r, L; m_a) \) is independent of the cyclic coordinate \( \varphi \).

Henceforth, we shall consider only bound (and stable) orbits, for which the radial motion is bounded: \( r \in [r_{\min}, r_{\max}] \), where \( r_{\min} \) and \( r_{\max} \) denote the coordinate separation at periastron and apastron, respectively. These two turning points of the radial motion correspond to the two largest (real, positive, and finite) roots of the equation \( \dot{p}_r = -\partial H(r, p_r, L; m_a)/\partial r = 0 \), evaluated at \( p_r = 0 \). Since the binary dynamics is conservative, the radial motion of a bound orbit must be periodic in time, such that \( r(t + P) = r(t) \) and \( p_r(t + P) = p_r(t) \) for all time \( t \), where \( P \) denotes the coordinate time period of the radial motion.

## B. First law from an orbital averaging

Under infinitesimal changes \( \delta r, \delta p_r, \delta L \) and \( \delta m_a \) of the phase-space coordinates and mass parameters, the Hamiltonian undergoes a variation

\[
\delta H = \frac{\partial H}{\partial r} \delta r + \frac{\partial H}{\partial p_r} \delta p_r + \frac{\partial H}{\partial L} \delta L + \sum_a \frac{\partial H}{\partial m_a} \delta m_a,
\]

where to simplify the notation we do not indicate that the partial derivatives with respect to \( r, p_r, L \) and \( m_a \) are computed while keeping the other variables fixed.

For two point particles interacting only through (Einsteinian) gravitation, it was shown in Ref. [17] that the partial derivatives of the canonical ADM Hamiltonian with respect to the particle’s masses, holding the phase-space coordinates fixed, are simply given by

\[
\frac{\partial H}{\partial m_a} = \tau_a \equiv z_a,
\]

where \( \tau_a(t) \) is the proper time elapsed along the worldline of particle \( a \). The functions \( z_a(t) \) are referred to as the redshift variables, e.g. [41–50]. The proof of Eq. (2.5) involves three main steps: (i) the construction of a Fokker Lagrangian [51] for the binary system by eliminating the gravitational field degrees of freedom in the total (matter plus field) Lagrangian, (ii) a perturbative redefinition of the particle’s coordinate positions to remove all accelerations and higher-order time derivatives from this Fokker Lagrangian [52], (iii) a Legendre transform to obtain an ordinary Hamiltonian; see Sec. III of Ref. [17] for more details. These steps are analogous to those followed to compute, in the context of the post-Newtonian approximation, an ordinary (Fokker-type) Hamiltonian for two point masses.\(^3\)

If the changes \( \delta r(t), \delta p_r(t) \) and \( \delta L \) map two neighboring solutions of the binary dynamics, then Hamilton’s equations (2.3) must be satisfied, and we obtain

\[
\delta M = -\dot{p}_r \delta r + \dot{r} \delta p_r + \dot{\varphi} \delta L + \sum_a z_a \delta m_a,
\]

\(^3\) After imposing the usual ADM-TT gauge conditions, the field variables \( h_{ij}^{TT} \) and \( h_{ij}^{TT} \) are eliminated from a Routh functional \( R(\mathbf{x}_a, \mathbf{p}_a, h_{ij}^{TT}, h_{ij}^{TT}) \) constructed from the total (matter plus field) ADM Hamiltonian, yielding a (matter only) higher-order Hamiltonian \( H(\mathbf{x}_a, \mathbf{p}_a, \mathbf{x}_a, \mathbf{p}_a, \cdots) \) that can be reduced to an ordinary Hamiltonian \( H(\mathbf{x}_a, \mathbf{p}_a) \) through a canonical transformation; see e.g. Refs. [35, 53, 54].
where we used Eq. (2.5) and the fact that, “on shell,” the Hamiltonian is numerically equal to the ADM mass $M$. Since $\dot{r}(t)$, $\dot{\phi}(t)$, $\dot{p}_r(t)$, $z_a(t)$, $\delta r(t)$ and $\delta p_r(t)$ are not constant, the relation (2.6) is not particularly useful.

However, we may get rid of these orbital variations by taking the average of Eq. (2.6) over one radial period of the motion. Introducing the notation $\langle f \rangle \equiv \frac{1}{P} \int_{0}^{P} f(t) \, dt$ for the time average of any function $f$ (recall that $P$ is the coordinate time period of the radial motion), and using the fact that $M$, $L$ and $m_a$ are constants of the motion, we get

$$\delta M = \langle \dot{\phi} \rangle \delta L + \langle \dot{r} \delta p_r - \dot{p}_r \delta r \rangle + \sum_{a} \langle z_a \rangle \delta m_a .$$

This variational relationship is clearly reminiscent of the first law of mechanics established in Paper I for circular motion [see Eq. (1.1) there], with the constant circular-orbit frequency and the constant redshifts replaced by their orbit-averaged counterparts $\langle \dot{\phi} \rangle$ and $\langle z_a \rangle$. These averaged quantities carry clear physical interpretations. Indeed,

$$\langle \dot{\phi} \rangle = \frac{1}{P} \int_{0}^{P} \dot{\phi}(t) \, dt = \frac{1}{P} \int_{0}^{\Phi} d\phi = \frac{\Phi}{P} ,$$

$$\langle z_a \rangle = \frac{1}{P} \int_{0}^{P} \tau_a(t) \, dt = \frac{1}{P} \int_{0}^{T_a} d\tau_a = \frac{T_a}{P} ,$$

where $\Phi \equiv 2\pi + \Delta \Phi$ is the accumulated azimuthal angle (or orbital phase) per radial period, with $\Delta \Phi$ the relativistic periastron advance, and $T_a$ is the proper time period of the radial motion of particle $a$. Notice that $P$ also coincides with the proper time period of the radial motion for a distant inertial observer, where the geometry is essentially flat.

The radial contribution in Eq. (2.7), which vanishes for circular motion, can also be given a simple physical interpretation. Integrating by parts and using the periodicity of $p_r(t) \delta r(t)$, with period $P$, we obtain

$$\langle \dot{r} \delta p_r - \dot{p}_r \delta r \rangle = \langle \dot{r} \delta p_r + p_r \delta \dot{r} \rangle = \langle \delta (\dot{r} p_r) \rangle = n \delta R ,$$

where $n \equiv 2\pi / P$ is the radial frequency and $R \equiv \frac{1}{P} \int_{0}^{P} p_r \, dr = \frac{1}{2\pi} \int_{r_{\text{max}}}^{r_{\text{min}}} p_r \, dr$ the radial action integral. (The last step in Eq. (2.9) made use of the change of variable $t \to r$ in the integral.) Finally, introducing the notation $\omega \equiv \langle \dot{\phi} \rangle$ for the average azimuthal frequency, we obtain the variational relationship

$$\delta M = \omega \delta L + n \delta R + \sum_{a} \langle z_a \rangle \delta m_a .$$

This is our first law of mechanics for binary systems of nonspinning compact objects moving along nearby eccentric orbits. Equation (2.10) generalizes to generic (bound) orbits the first law of Paper I, previously established for circular motion. In order to emphasize the structure (time period or angular period) $\times$ (variation of the “conjugate variable”), Eq. (2.10) may also be written as

$$P \delta M = \Phi \delta L + 2\pi \delta R + \sum_{a} T_a \delta m_a .$$

The occurrence of the action integrals $L = \frac{1}{2\pi} \int_{0}^{P} p_\phi d\phi$ and $R = \frac{1}{2\pi} \int_{r_{\text{max}}}^{r_{\text{min}}} p_r \, dr$ suggests an alternative proof of the first law of binary mechanics, based on the use of action-angle variables.
C. First law from action-angle variables

In the previous section, we studied a 4-dimensional dynamical system with a Hamiltonian $H(r, \varphi, p_r, p_\varphi; m_\alpha)$ that depends on two external parameters $m_\alpha$. In this section, we shall now consider an extended, 8-dimensional phase space with 4 generalized coordinates $(r, \varphi, \tau_1, \tau_2)$ and 4 conjugate momenta $(p_r, p_\varphi, p_{\tau_1}, p_{\tau_2})$. In particular, the proper times $\tau_a$ elapsed along the worldlines of the particles now play the role of two additional (non-compact) coordinates. Therefore, in addition to Eqs. (2.3) we have the extra canonical equations

$$\tau_a = \frac{\partial H}{\partial p_{\tau_a}} , \quad p_{\tau_a} = -\frac{\partial H}{\partial \tau_a} . \quad (2.12)$$

Since the Hamiltonian does not depend explicitly on the proper times $\tau_a$, the momenta $p_{\tau_a}$ must be constants of the motion. Comparing (2.12) with (2.5), it is clear that $p_{\tau_a} = m_\alpha$.

Now, this 8-dimensional dynamical system possesses 4 first integrals $P_\alpha \equiv (M, L, m_1, m_2)$ that are independent (for non-degenerate orbits) and in involution, i.e., which have vanishing Poisson brackets.\(^4\) Therefore, this dynamical system is completely integrable [55]. For bound orbits, the motion in phase space is bounded in the $r$ and $\varphi$ directions; however it is not bounded in the $\tau_a$ directions, such that the Liouville-Arnol’d theorem does not guarantee the existence of action-angle type variables [55]. Nevertheless, a generalization of this theorem by Fiorani et al. [56] ensures the existence of generalized action-angle variables $(q_\alpha, J_\alpha)$ for completely integrable dynamical systems with non-compact level sets; see Secs. II A and B of Ref. [57] for a nice summary, given in the language of symplectic geometry.

Thus, for our dynamical system we can define the generalized action variables [56, 57]

\[
\begin{align*}
J_r &\equiv \frac{1}{2\pi} \oint p_r \, \mathrm{d}r = R , \\
J_\varphi &\equiv \frac{1}{2\pi} \oint p_\varphi \, \mathrm{d}\varphi = L , \\
J_{\tau_a} &\equiv \frac{1}{2\pi} \int_0^{2\pi} p_{\tau_a} \, \mathrm{d}\tau_a = m_\alpha .
\end{align*}
\]

Since the Hamiltonian $H(r, p_r, L, m_\alpha) = M$ does not depend on the coordinates $\varphi, \tau_1$ and $\tau_2$, the radial momentum $p_r$ can be expressed solely as a function of $r$ and the first integrals $P_\alpha$. Hence the action variables $J_\alpha = (J_r, J_\varphi, J_{\tau_1}, J_{\tau_2})$ are functions of the first integrals only. The generalization of the Liouville-Arnol’d theorem for non-compact level sets [56] guarantees that these relationships can be inverted, yielding the expressions $P_\alpha(J_\beta)$ of the first integrals in terms of the action variables.

Then, the complete solution of the Hamilton-Jacobi equation for the action $S(t, s_\alpha, P_\alpha) = -\int_0^t M \, \mathrm{d}t + W(s_\alpha; P_\alpha)$ of the two-body system can easily be found by separation of the variables $s_\alpha \equiv (r, \varphi, \tau_1, \tau_2)$, yielding the following expression for Hamilton’s characteristic function:

$$W(s_\alpha; P_\alpha) = \int_0^r p_r(r'; P_\alpha) \, \mathrm{d}r' + L \varphi + \sum_\alpha m_\alpha \tau_a . \quad (2.14)$$

From the characteristic function $W$ we define a generating function $G(s_\alpha, J_\alpha) \equiv W(s_\alpha; P_\alpha(J_\beta))$ that generates a Type II canonical transformation, yielding a new Hamiltonian $H'$ expressed

\(^4\) This is obvious from the triviality of the first integrals $P_\alpha = (H, p_\varphi, p_{\tau_1}, p_{\tau_2})$.\]
in generalized action-angle variables \((q_\alpha, J_\alpha)\). Since \(G\) does not depend explicitly on time \(t\), we have \(H'(q_\alpha, J_\alpha) = H(s_\alpha, p_\alpha)\). The generalized angle variables can be computed from the relation \(q_\alpha = \partial G/\partial J_\alpha\). On the other hand, \(p_\alpha = \partial G/\partial s_\alpha\) is already satisfied from Eq. (2.14).

In generalized action-angle variables, Hamilton’s equations take on the simple form

\[
\dot{q}_\alpha = \frac{\partial H'}{\partial J_\alpha} \equiv \omega_\alpha, \quad \dot{J}_\alpha = -\frac{\partial H'}{\partial q_\alpha} = 0. \tag{2.15}
\]

Because the Hamiltonian \(H'(J_\alpha)\) does not depend on the generalized angles \(q_\alpha(t)\), the actions \(J_\alpha\) are constants of the motion, as expected from the fact that they are functions of the first integrals \(P_\alpha\) only. Thus the fundamental frequencies \(\omega_\alpha\) are also constants of the motion, such that \(q_\alpha(t) = q_{\alpha,0} + \omega_\alpha t\), where \(q_{\alpha,0}\) are four constants that reflect a choice of “initial phase.”

The wide class of coordinate transformations that leave the \(\omega_\alpha\) unchanged is discussed, e.g., in Ref. [57] (see also [58, 59]). While \(\omega_r\) and \(\omega_\varphi\) are true angular frequencies, the quantities \(\omega_\tau\) and \(\omega_\tau\) are dimensionless.

Now, by varying the Hamiltonian \(H'\) and using the equations of motion (2.15), we immediately get \(\delta H' = \sum_\alpha \omega_\alpha \delta J_\alpha\). Then, using Eqs. (2.13) and the fact that \(H' = M\) “on shell,” we obtain the variational relation

\[
\delta M = \omega_r \delta R + \omega_\varphi \delta L + \sum_\alpha \omega_{\tau_\alpha} \delta m_\alpha. \tag{2.16}
\]

Moreover, since the fundamental frequencies associated with the (generalized) angle variables \(q_r, q_\varphi\) and \(q_{\tau_\alpha}\) read \(\omega_r = 2\pi/P = n\), \(\omega_\varphi = \Phi/P = \omega\) and \(\omega_{\tau_\alpha} = T_\alpha/P = \langle z_\alpha\rangle\), we recover the first law (2.10). Notice also that the averaging over one radial period is already taken care of when using action-angle type variables.

Finally, we discuss the special case of circular orbits, which are characterized by a vanishing radial action integral: \(R = 0\). For such degenerate orbits, the constants of the motion \(M\) and \(L\) are no longer independent, and the motion becomes simply periodic with constant angular frequency \(\omega\). In that limit, an interesting coordinate-invariant relationship is given by the reduced periastron advance \(K \equiv \omega/n = \Phi/(2\pi)\) as a function of the circular-orbit frequency \(\omega\) (see, e.g., Refs. [54, 59–65]), computed from the zero-eccentricity limit of \(K = -\partial R/\partial L\), evaluated at fixed \(M\), \(m_1\) and \(m_2\).

### III. CONSEQUENCES OF THE FIRST LAW

We now explore some straightforward consequences of the first law for eccentric-orbit binaries. In particular, in section III A we derive various partial differential equations relating the coordinate-invariant relationships \(M(\omega, n, m_\alpha), L(\omega, n, m_\alpha), R(\omega, n, m_\alpha)\) and \(\langle z_\alpha\rangle(\omega, n, m_\alpha)\), and we establish a “first integral” associated with the variational law (2.10) in section III B.

#### A. Partial differential equations

For given particles’ masses \(m_\alpha\), the action integrals \(L\) and \(R\) uniquely specify an orbit up to initial conditions. Using \((L, R, m_1, m_2)\) as independent variables, the variational first law (2.10) thus yields the following set of partial differential equations:

\[
\frac{\partial M}{\partial L} = \omega, \quad \frac{\partial M}{\partial R} = n, \quad \frac{\partial M}{\partial m_\alpha} = \langle z_\alpha\rangle. \tag{3.1}
\]
In words, the partial derivatives of the ADM mass $M$ with respect to the generalized action variables $L, R, m_1$ and $m_2$ are simply given by the fundamental frequencies $\omega, n, \langle z_1 \rangle$ and $\langle z_2 \rangle$. However, it is often more convenient to parameterize the motion using the two frequencies $\omega$ and $n$ instead of the action integrals $L$ and $R$. Using $(\omega, n, m_1, m_2)$ as independent variables, Eq. (2.10) is equivalent to the relationships

$$\frac{\partial M}{\partial \omega} = \omega \frac{\partial L}{\partial \omega} + n \frac{\partial R}{\partial \omega}, \quad (3.2a)$$

$$\frac{\partial M}{\partial n} = \omega \frac{\partial L}{\partial n} + n \frac{\partial R}{\partial n}, \quad (3.2b)$$

$$\frac{\partial M}{\partial m_a} = \omega \frac{\partial L}{\partial m_a} + n \frac{\partial R}{\partial m_a} + \langle z_a \rangle. \quad (3.2c)$$

By taking partial derivatives of (3.2c) with respect to $m_1$ and $m_2$, and using the commutation of partial derivatives, we obtain the simple result

$$\frac{\partial \langle z_1 \rangle}{\partial m_2} = \frac{\partial \langle z_2 \rangle}{\partial m_1}, \quad (3.3)$$

which can be seen as reflecting some average equilibrium state of the binary under the mutual gravitational attraction of its components. This generalizes a similar result established for circular motion in Paper I [see Eq. (2.42) there].

Next, by taking partial derivatives of Eqs. (3.2), we shall derive relationships between the functions $M(\omega, n, m_a), L(\omega, n, m_a)$ and $\langle z_a \rangle(\omega, n, m_a)$, while eliminating $R(\omega, n, m_a)$. First, we can express $\partial^2 R/\partial \omega \partial m_a$ in two independent ways by computing the derivative of (3.2a) with respect to $m_a$ and the derivative of (3.2c) with respect to $\omega$, yielding

$$\frac{\partial L}{\partial m_a} = -\langle z_a \rangle \omega. \quad (3.4)$$

Similarly, we can express $\partial^2 R/\partial n \partial m_a$ in two ways by computing the derivative of Eq. (3.2b) with respect to $m_a$ and the derivative of Eq. (3.2c) with respect to $n$. Combined with (3.4), the resulting expression yields

$$\frac{\partial M}{\partial m_a} = \langle z_a \rangle - \omega \frac{\partial \langle z_a \rangle}{\partial \omega} - n \frac{\partial \langle z_a \rangle}{\partial n}. \quad (3.5)$$

The relationships (3.4) and (3.5) generalize to eccentric orbits Eqs. (4.7) and (4.9) of Paper I. These results should prove useful when applied in the context of black hole perturbation theory. Indeed, existing gravitational self-force computations already provide numerical data for the invariant function $\langle z_1 \rangle(\omega, n)$ for a particle of mass $m_1$ on a generic bound (eccentric) orbit around a Schwarzschild black hole of mass $m_2 \gg m_1$ [59, 66, 67]. Combining such results with Eqs. (3.4) and (3.5), crucial information regarding the total energy $M(\omega, n)$ and orbital angular momentum $L(\omega, n)$ of the binary system could be inferred, similarly to what has been done in Refs. [15, 18, 20] for circular motion; see Secs. V B and V C below.

Finally, we can express $\partial^2 R/\partial n \partial \omega$ in two ways by computing the derivative of Eq. (3.2a) with respect to $n$ and the derivative of Eq. (3.2b) with respect to $\omega$, yielding

$$\frac{\partial M}{\partial \omega} = \omega \frac{\partial L}{\partial \omega} + n \frac{\partial L}{\partial n}. \quad (3.6)$$
This expression extends to eccentric orbits the so-called thermodynamic relation commonly used in PN theory for quasi-circular orbits (see, e.g., Refs. [54, 68], or in the construction of sequences of quasi-equilibrium initial data for binary black holes and neutron stars [69–73].

Finally, by combining Eqs. (3.2c), (3.4) and (3.5), we can relate the rates of change of the radial action with respect to the particles’ masses to the rates of change of the averaged redshifts with respect to the radial frequency via

$$\frac{\partial R}{\partial m_a} = -\frac{\partial \langle z_a \rangle}{\partial n}.$$  \hfill (3.7)

**B. First integral relation**

Since Einstein’s equation does not involve any privileged mass scale, the ADM mass $M$ must be a homogeneous function of degree 1 in the four variables $L^{1/2}, R^{1/2}, m_1$ and $m_2$, i.e., $M(\lambda L^{1/2}, \lambda R^{1/2}, \lambda m_1, \lambda m_2) = \lambda M(L^{1/2}, R^{1/2}, m_1, m_2)$ for any $\lambda \neq 0$. Therefore, applying Euler’s theorem together with Eqs. (3.1) immediately yields the first integral relation

$$M = 2(\omega L + nR) + \sum \limits_a m_a \langle z_a \rangle.$$ \hfill (3.8)

This generalizes a similar result established for circular motion in Paper I. Loosely speaking, the total mass-energy $M$ is given by the sum of a “azimuthal energy” $2\omega L$, a “radial energy” $2nR$, and the redshifted masses $m_a \langle z_a \rangle$. Since Einstein’s equation is nonlinear, it is remarkable that the total mass-energy of the binary system can be written in such a simple way in terms of the individual masses of the particles and other invariant quantities characterizing the orbit.

Alternatively, using the time average introduced in Sec. II B above, the first integral (3.8) can be recast in the form

$$M = \left\langle 2 (\dot{r} p_r + \dot{\phi} p_\phi) + \sum \limits_a m_a z_a \right\rangle.$$ \hfill (3.9)

However, the different terms in the right-hand side do not possess simple physical interpretations in terms of kinetic energy $E_k$ and gravitational potential energy $U$. Indeed, in the Newtonian limit $c^{-1} \to 0$, the first term gives $2\langle \dot{r} p_r + \dot{\phi} p_\phi \rangle = 4\langle E_k \rangle$ while the second term yields $\sum \limits_a m_a \langle z_a \rangle = m - \langle E_k \rangle + 2\langle U \rangle$. The Newtonian virial theorem implies $\langle U \rangle = -2\langle E_k \rangle$, and we recover the total energy $M = m - \langle E_k \rangle = m + \langle U \rangle/2$ of a Keplerian elliptic orbit.

**IV. VERIFICATION OF THE FIRST LAW**

By making use of available results for the conservative PN dynamics of two point masses, we shall now check that the first law of binary mechanics (2.10) and the first integral relation (3.8) are indeed satisfied up to 3PN order.

We use the result of Ref. [54] for the 3PN-accurate expression of the radial action $R(\hat{E}, \hat{L})$ as a function of the reduced binding energy $\hat{E} \equiv (M - m)/\mu$ and the dimensionless angular momentum $\hat{L} \equiv L/(m\mu)$, where $m = m_1 + m_2$ is the total mass and $\mu = m_1 m_2/m$ is the reduced mass. Following Ref. [74], we choose instead to parameterize the orbit in terms of the dimensionless variables

$$\varepsilon \equiv -2\hat{E}, \quad j \equiv -2\hat{E}\hat{L}^2,$$ \hfill (4.1)
such that in the Newtonian limit $\varepsilon \sim m/a$ and $j \sim 1 - e^2$, where $a$ and $e$ are the semi-major axis and eccentricity of a Keplerian orbit. In terms of the variables $\varepsilon$ and $j$, the ADM mass, orbital angular momentum and radial action are given by [40, 54, 75] 

$$M = m - \frac{m\nu}{2} \varepsilon,$$  \hspace{0.5cm} (4.2a)  

$$L = m^2 \nu \sqrt{\frac{j}{\varepsilon}},$$  \hspace{0.5cm} (4.2b)  

$$R = \frac{m^2 \nu}{\sqrt{\varepsilon}} \left\{ 1 - \sqrt{j} + \left( -\frac{15}{8} + \frac{\nu}{8} + \frac{3}{\sqrt{j}} \right) \varepsilon 
+ \left( \frac{35}{128} \nu + \frac{15}{64} \nu^2 + \left( -\frac{15}{4} - \frac{3}{2} \nu \right) \frac{1}{\sqrt{j}} + \left( \frac{35}{4} - \frac{5}{2} \nu \right) \frac{1}{j^{3/2}} \right) \varepsilon^2 
+ \left( \frac{21}{1024} - \frac{105 \nu}{1024} + \frac{15}{64} \nu^2 - \frac{105}{1024} \nu^3 + \left( -\frac{105}{4} - \frac{109}{3} \nu + \frac{41}{128} \pi^2 \nu + \frac{15}{4} \nu^2 \right) \frac{1}{j^{3/2}} \right) \varepsilon^3 + o(\varepsilon^3) \right\},$$  \hspace{0.5cm} (4.2c)  

where $\nu \equiv \mu/m = m_1 m_2/m^2$ is the symmetric mass ratio, such that $\nu = 1/4$ for equal-mass binaries and $\nu \rightarrow 0$ in the extreme mass-ratio limit.

The observables of the orbital motion, namely the periastron-to-periastron period $P$ and the angular advance per radial period $\Phi$ then follow from the first two relations in Eqs. (3.1), which can be combined to give $P/2\pi = \partial R/\partial M|_L$ and $\Phi/2\pi = -\partial R/\partial L|_M$. By computing the ratio of these expressions we recover $\omega = \Phi/P = \partial M/\partial L|_R$. Performing the change of variables $(M, L) \rightarrow (\varepsilon, j)$ and using the chain rule while computing the partial derivatives of (4.2c), we obtain the following 3PN-accurate expansions for the frequencies of the motion:

$$n = \frac{\varepsilon^{3/2}}{m} \left\{ 1 + \left( -\frac{15}{8} + \frac{\nu}{8} \right) \varepsilon 
+ \left( \frac{555}{128} \nu + \frac{11}{64} \nu^2 - \left( -\frac{15}{2} - 3 \nu \right) \frac{1}{\sqrt{j}} \right) \varepsilon^2 
+ \left( -\frac{9795}{1024} - \frac{1665}{1024} \nu - \frac{105}{1024} \nu^2 + \frac{45}{1024} \nu^3 + \left( \frac{255}{8} - \frac{135}{8} \nu + \frac{15}{4} \nu^2 \right) \frac{1}{\sqrt{j}} \right.
- \left. \left( \frac{105}{2} - \frac{218}{3} \nu + \frac{41}{64} \pi^2 \nu + \frac{15}{2} \nu^2 \right) \frac{1}{j^{3/2}} \right) \varepsilon^3 + o(\varepsilon^3) \right\},$$ \hspace{0.5cm} (4.3a)  

$$\omega = \frac{\varepsilon^{3/2}}{m} \left\{ 1 + \left( -\frac{15}{8} + \frac{\nu}{8} + \frac{3}{j} \right) \varepsilon 
+ \left( \frac{555}{128} \nu + \frac{11}{64} \nu^2 - \left( -\frac{15}{2} - 3 \nu \right) \frac{1}{\sqrt{j}} - \left( \frac{75}{8} - \frac{15}{8} \nu \right) \frac{1}{j} + \left( \frac{105}{4} - \frac{15}{2} \nu \right) \frac{1}{j^2} \right) \varepsilon^2 
+ \left( \frac{9795}{1024} + \frac{1665}{1024} \nu + \frac{105}{1024} \nu^2 + \frac{45}{1024} \nu^3 + \left( \frac{255}{8} - \frac{135}{8} \nu + \frac{15}{4} \nu^2 \right) \frac{1}{\sqrt{j}} \right.
+ \left. \left( \frac{2685}{128} - \frac{225}{64} \nu + \frac{153}{128} \nu^2 \right) \frac{1}{j} - \left( \frac{75}{3} - \frac{245}{64} \nu + \frac{41}{64} \pi^2 \nu + \frac{15}{2} \nu^2 \right) \frac{1}{j^{3/2}} \right)
- \left( \frac{4095}{32} - \frac{4043}{32} \nu + \frac{123}{128} \pi^2 \nu + \frac{195}{16} \nu^2 \right) \frac{1}{j^2} \right\}.$$  
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Here, $\Delta \equiv \langle \text{period}, \text{they obtained the following 3PN-accurate expression for the average redshift:}
\langle \Phi \rangle = 0$, which is to say no periastron advance. As is well known, bound Keplerian orbits are closed ellipses.

The formulas (4.2c) and (4.3) were derived from the expression for the 3PN binary Hamiltonian, in the center-of-mass frame, in ADM-TT coordinates [54]. The coordinate-invariant relations ($z_\alpha$)($\varepsilon, j$) were, on the other hand, recently computed, up to 3PN order, by following an entirely different route. Indeed, the near-zone metric $g_{\alpha\beta}(y_1) \equiv g_{\alpha\beta}(t, y_1)$ evaluated at the coordinate location $y_1(t)$ of the particle 1 was computed up to 3PN order, in harmonic coordinates [43]. Akcay et al. [66] then obtained the redshift $z_1 = (-g_{\alpha\beta}(y_1) v_1^\alpha v_1^\beta)^{1/2}$ of this particle by contracting the near-zone metric with the coordinate velocity $v_1^\alpha \equiv dy_1^\alpha/dt = (v_1^t, v_1^i)$. Specializing the resulting expression to the center-of-mass frame, using the 3PN generalized quasi-Keplerian representation of the motion [76], and performing an average over one radial period, they obtained the following 3PN-accurate expression for the average redshift:

$$
\langle z_1 \rangle = 1 + \left( -\frac{3}{4} - \frac{3}{4} \Delta + \frac{\nu}{2} \right) \varepsilon 
+ \left( \frac{15}{8} + \frac{15}{8} \Delta - \frac{3}{16} \nu - \frac{3}{16} \Delta \nu + \frac{\nu^2}{4} - \frac{3 + 3\Delta}{\sqrt{J}} \right) \varepsilon^2 
+ \left( -65 \frac{\Delta - 3 \nu^2}{16} - \frac{3 \nu^2}{8} \right) \varepsilon^3 
+ \left( \frac{291}{32} + \frac{291}{32} \Delta - \frac{65}{64} \nu + \frac{65}{64} \Delta \nu + \frac{15}{128} \nu^2 + \frac{15}{128} \Delta \nu^2 - \frac{3}{64} \nu^3 - \frac{3}{64} \Delta \nu^3 + \frac{\nu^4}{16} \right) \varepsilon^4 
- \left[ \frac{5625}{128} + \frac{5625}{128} \Delta - \frac{1125}{64} \nu - \frac{1125}{64} \Delta \nu + \frac{1125}{64} \nu^2 + \frac{1749}{128} \Delta \nu^2 - \frac{3}{64} \nu^3 - \frac{3}{64} \Delta \nu^3 + \frac{\nu^4}{16} \right] \varepsilon^5 
- \left[ \frac{9391}{96} + \frac{287}{256} \pi^2 \right] \Delta \nu + \left[ \frac{875}{16} + \frac{41}{64} \pi^2 \right] \nu^2 + \left[ -\frac{875}{16} + \frac{41}{64} \pi^2 \right] \Delta \nu^2 - \frac{125}{8} \nu^3 \right] \varepsilon^6 + o(\varepsilon^7).
$$

Here, $\Delta \equiv (m_2 - m_1)/m = (1 - 4\nu)^{1/2}$ is the reduced mass difference. (We assume $m_1 \leq m_2$.) The expression for $\langle z_2 \rangle (\varepsilon, j)$ is easily found by setting $\Delta \rightarrow -\Delta$ in Eq. (4.4).

Reference [66] computed instead the average of $u_1' = 1/z_1$ with respect to proper time (denoted $\langle U \rangle$ there); we simply have $\langle z_1 \rangle = 1/\langle U \rangle$. 

5 Reference [66] computed instead the average of $u_1' = 1/z_1$ with respect to proper time (denoted $\langle U \rangle$ there); we simply have $\langle z_1 \rangle = 1/\langle U \rangle$. 
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Now it is straightforward to check that the 3PN results (4.2)–(4.4) do indeed obey the first integral relation (3.8), as well as the partial differential equations (3.2) with the substitutions \( \frac{\partial}{\partial \omega}, \frac{\partial}{\partial n} \rightarrow \frac{\partial}{\partial \varepsilon}, \frac{\partial}{\partial j} \). This verification provides a powerful check of the intricate calculations that resulted in the expression for the 3PN Hamiltonian in ADM-TT coordinates \([54]\), of the 3PN near-zone metric in harmonic coordinates \([43]\), and of the first law itself. Moreover, if the redshift \( \langle z_1 \rangle \) were computed up to 4PN order, the verification of Eq. (2.10) would provide a powerful test of the recently derived 4PN binary Hamiltonian \([35–37]\).

Finally, we discuss the reduction to the case of circular orbits; degenerate orbits for which the frequencies \( \omega \) and \( n \) are not independent. By definition, a circular orbit has a vanishing radial action integral. Setting \( R = 0 \) in Eq. (4.2c) yields a relationship between \( \varepsilon \) and \( j \) (or equivalently between \( M \) and \( L \)) that reads, up to 3PN order \([54, 74]\),

\[
j = 1 + \left(\frac{9}{4} + \frac{\nu}{3}\right) \varepsilon + \left(\frac{81}{16} - 2\nu + \frac{\nu^2}{16}\right) \varepsilon^2 + \left[\frac{2835}{192} - \frac{7699}{392} - \frac{41}{32}\pi^2\right] \nu + \frac{\nu^2}{2} + \frac{\nu^3}{64}\right) \varepsilon^3 + o(\varepsilon^3).
\]

Substituting for this \( j \) into (4.3b), and inverting the resulting formula, we recover the well-known 3PN-acurate expression for the total mass-energy \( M \) as a function of the circular-orbit frequency \( \omega \). By inserting this expansion into Eqs. (4.5) and (4.4), we also recover the known 3PN results for \( L(\omega) \) and \( z_1(\omega) \) for circular orbits; see, e.g., Eqs. (2.35)–(2.37) of Ref. \([15]\).

V. APPLICATIONS OF THE FIRST LAW

In this section we discuss several applications of the first law of binary mechanics, starting with the gravitational-wave driven adiabatic inspiral of compact binary systems (Sec. VA). We then explain how this relation could be used, together with existing and/or forthcoming GSF calculations (Sec. VB), to get strong-field information about the conservative dynamics of compact binaries, especially regarding the binding energy, angular momentum and radial action of such systems (Secs. VC andVD). Finally, we illustrate how our results can be used to inform the conservative part of the EOB dynamics beyond circular motion (Sec. VE).

A. Gravitational-wave driven adiabatic evolution

The variational first law relates the total energy, orbital angular momentum, radial action integral, and averaged redshifts of two physically distinct binary systems under small changes of the orbital frequencies \( \omega, n \) and of the particles’ masses \( m_1, m_2 \). In the problem of building template waveforms for inspiralling compact-object binaries, we wish to follow the evolution of a single system as it gradually inspirals under the effect of gravitational radiation reaction. In this case, the quantities \( M, L, R \) and \( m_a \) are no longer constants of the motion.

Nevertheless, if the characteristic timescale \( T_{r,r} \) of gravitational radiation reaction is much larger than the typical orbital timescale \( P \), then the time evolution of \( M(t), L(t), R(t) \) and \( m_a(t) \) is well approximated as an adiabatic process. We may then identify the two physically distinct systems compared in the first law with two nearby states of a single binary system. This approximation is commonly adopted while computing sequences of quasi-equilibrium initial data for binary systems of black holes and neutrons stars \([69–73]\). The variations \( \delta M \)
and $\delta L$ appearing in Eq. (2.10) are then interpreted as the secular changes in the mechanical energy and angular momentum of the binary during an interval $P \lesssim \delta t \ll T_{\text{r.r.}}$, and similarly for $\delta R$ and $\delta m_a$. Dividing (2.10) by $\delta t$ and averaging over a radial period, the average rates of change of $M(t)$, $L(t)$, $R(t)$ and $m_a(t)$ must then obey

$$\langle \dot{M} \rangle = \omega \langle \dot{L} \rangle + n \langle \dot{R} \rangle + \sum_a \langle z_a \rangle \langle \dot{m}_a \rangle. \quad (5.1)$$

Notice that the frequencies $\omega$, $n$ and $\langle z_a \rangle$ were factored out from the averaging because they are already averaged over one radial period and they do not vary over a dynamical timescale.

We may then appeal to the usual argument of balance of energy and angular momentum, $\langle \dot{M} \rangle = - F$ and $\langle \dot{L} \rangle = - G$, where the gravitational-wave fluxes of energy $F$ and angular momentum $G$ can be computed from the far-zone gravitational field [77, 78]. These (heuristic) balance equations are motivated by the (exact) Bondi-Sachs mass-loss formula [79, 80]; see e.g. Sec. II E of Paper I for a discussion. Moreover for a neutron star the conservation of the baryonic mass implies $\langle \dot{m}_a \rangle = 0$, while for a black hole tidal heating [81, 82] is responsible for an increase in the irreducible mass, the average rate of which is given by the flux of energy $H_a$ through the horizon: $\langle \dot{m}_a \rangle = H_a$ [83, 84]. Therefore, Eq. (5.1) becomes

$$n \langle \dot{R} \rangle = - F + \omega G - \sum_a \varepsilon_a \langle z_a \rangle H_a, \quad (5.2)$$

where $\varepsilon_a = 0$ for a neutron star and $\varepsilon_a = 1$ for a black hole.

For a nonspinning black hole, the tidally induced flux of energy $H_a$ through the horizon is a small, 4PN effect relative to the leading-order (Newtonian) fluxes $F$ and $G$ [85], and will thus be neglected here. Using the known expressions for the leading-order fluxes of energy and angular momentum [86, 87], we get for any binary system of compact objects

$$\langle \dot{R} \rangle = - \frac{32}{5} m \nu^2 x^{7/2} \left\{ \frac{1}{(1-e^2)^{7/2}} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right) - \frac{1 + \frac{x}{e^2}}{(1-e^2)^2} \right\} + O(x^{9/2}), \quad (5.3)$$

where $x \equiv (m \omega)^{2/3}$ is the usual, dimensionless, frequency-related PN parameter, and $e$ is the eccentricity parametrizing the Keplerian orbit. At this order of approximation, $j = 1 - e^2$ and $n = \omega$. Now let $f(e)$ denote the factor in curly brackets in Eq. (5.3). It is positive for all $0 \leq e < 1$ and has the asymptotic behaviors $f(e) \sim \frac{11}{3} e^2$ and $f(e) \sim \frac{425}{768 \sqrt{2}} (1 - e)^{-7/2}$ in the limits where $e \to 0$ and $e \to 1$, respectively. Hence $\langle \dot{R} \rangle \leq 0$ and we recover the known result that, in the weak-field regime, gravitational radiation reaction decreases the noncircularity of the orbit, all the more so if the eccentricity is large [87]. Of course $\langle \dot{R} \rangle$ vanishes in the limit $e \to 0$. For circular orbits, the “adiabatic first law” (5.2) shows that the fluxes of energy and angular momentum must be proportional: $F = \omega G$. By using available PN expressions for these fluxes, this relationship can be checked up to 3PN order [74, 78].

For completeness, we note that the average rates of change $\langle \dot{n} \rangle$ and $\langle \dot{\omega} \rangle$ of the frequencies entering Eq. (5.1) are given by

$$\langle \dot{n} \rangle = - \frac{\partial n}{\partial M} F - \frac{\partial n}{\partial L} G + \sum_a \frac{\partial n}{\partial m_a} H_a, \quad (5.4a)$$

$$\langle \dot{\omega} \rangle = - \frac{\partial \omega}{\partial M} F - \frac{\partial \omega}{\partial L} G + \sum_a \frac{\partial \omega}{\partial m_a} H_a, \quad (5.4b)$$

where the partial derivatives with respect to $M$, $L$ and $m_a$ can easily be computed by means of the chain rule, together with Eqs. (4.1) and (4.3).
B. Conservative dynamics beyond the geodesic approximation

The derivations of the first law of binary mechanics given in section II did not rely on any small-velocity or weak-field expansion. However, they both relied on several key assumptions that are typically met by PN spacetimes, such as (i) a well-defined conservative/dissipative split of the binary dynamics, (ii) the existence of an autonomous Hamiltonian describing the conservative dynamics, (iii) a point-particle description of the compact objects, and (iv) the implicit use of a regularization scheme to subtract off the divergent self-fields of the particles. Therefore the applicability of the formula (2.10) to modelling compact-object binaries in the strong-field regime, for which the PN approximation breaks down, is not guaranteed.

However, several results suggest that Eq. (2.10) does indeed hold in this context. First, by making use of the circular-orbit first law of Paper I, the authors of Refs. [18, 19] could recover the exact (numerical) value of the shift of the Schwarzschild ISCO frequency induced by the conservative part of the GSF [88, 89]. Moreover, Eq. (2.10) is formally identical to the (nonspinning limit of the) first law-type relations of Refs. [90, 91], which were derived in the context of black hole perturbation theory. In particular, Isoyama et al. [91] have devised a Hamiltonian formulation of the dynamics of a self-gravitating particle subject to the conservative GSF, for bound orbits in a Kerr background; the restriction of their first law relationship to circular equatorial orbits was used to compute the GSF-induced frequency shift of the Kerr ISCO [92]. Independently, Vines and Flanagan [93] have recently proved that, for generic stable bound orbits in a Schwarzschild background, the dynamics of a pointlike object subject to the conservative piece of the osculating-geodesic-sourced GSF [94] is Hamiltonian and integrable.

Thereafter, we shall thus assume that the first law (2.10) (with \( \delta m_2 \to 0 \)) can be applied, together with perturbative GSF calculations, to obtain new information about the conservative dynamics of nonspinning compact binaries, even in a strong-field regime. Alternatively, one might adopt the viewpoint that the formula (2.10) defines, in the perturbative context, some physically motivated notions of binding energy, angular momentum and radial action.

C. Binding energy, angular momentum and radial action

Before we proceed to discuss these applications, let us first establish a few useful formulas. Introducing the variable \( \mathcal{M} \equiv M - \omega L - n R \), the relationships (3.4)–(3.7) can be combined to express \( M, L, R \) and \( \langle z_a \rangle \) solely in terms of \( \mathcal{M} \) and its partial derivatives with respect to \( \omega, n \) and \( m_a \) as

\[
M = \mathcal{M} - \omega \frac{\partial \mathcal{M}}{\partial \omega} - n \frac{\partial \mathcal{M}}{\partial n}, \\
L = -\frac{\partial \mathcal{M}}{\partial \omega}, \\
R = -\frac{\partial \mathcal{M}}{\partial n}, \\
\langle z_a \rangle = \frac{\partial \mathcal{M}}{\partial m_a}.
\]

Thereafter it will prove convenient to introduce the dimensionless quantities \( \hat{E} \equiv (M - m)/\mu \), \( \hat{L} \equiv L/(m\mu) \), \( \hat{R} \equiv R/(m\mu) \) and \( \hat{\mathcal{M}} \equiv (\mathcal{M} - m)/\mu \), and to perform the change of variables
that Eqs. (5.5a)–(5.5c) and (5.7a)–(5.7c) yield the following relations between the leading-order contributions to the average redshift, binding energy, angular momentum and radial action integral:

\[
E_0 = \langle z \rangle_0 - \frac{\partial \langle z \rangle_0}{\partial \hat{\omega}} - \hat{n} \frac{\partial \langle z \rangle_0}{\partial \hat{n}} - 1 ,
\]

\[
L_0 = -\frac{\partial \langle z \rangle_0}{\partial \hat{\omega}} , \quad R_0 = -\frac{\partial \langle z \rangle_0}{\partial \hat{n}} .
\]

Adjusting notations, these formulas agree with Eqs. (A2)–(A3) and (A7) of Ref. [66]. At the next-to-leading order, Eq. (5.6) implies

\[
E_1 = \frac{1}{2} \left( \langle z \rangle_1 - \hat{\omega} \frac{\partial \langle z \rangle_1}{\partial \hat{\omega}} - \hat{n} \frac{\partial \langle z \rangle_1}{\partial \hat{n}} + 2E_0 \right) + \left( \hat{\omega}^2 \frac{\partial^2 \langle z \rangle_0}{\partial \hat{\omega}^2} + 2\hat{\omega} \hat{n} \frac{\partial^2 \langle z \rangle_0}{\partial \hat{\omega} \partial \hat{n}} + \hat{n}^2 \frac{\partial^2 \langle z \rangle_0}{\partial \hat{n}^2} \right) ,
\]

Note that this parameter appears naturally in the PN expansions of quantities that are symmetric under the exchange 1 ↔ 2 of the bodies’ labels; see e.g. Eqs. (4.2c) and (4.3).

In particular, 1 + E_0 and L_0 coincide with the usual conserved (specific) energy and angular momentum associated with the stationarity and axisymmetry of the background Schwarzschild geometry.
\[ L_{(1)} = -\frac{1}{2} \left( \frac{\partial \langle z \rangle_{(1)}}{\partial \hat{\omega}} + \frac{\partial \langle z \rangle_{(0)}}{\partial \hat{\omega}} - \hat{\omega} \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \hat{n} \partial \hat{\omega}} - \hat{n} \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \hat{\omega} \partial \hat{n}} \right), \]  
\[ R_{(1)} = -\frac{1}{2} \left( \frac{\partial \langle z \rangle_{(1)}}{\partial \hat{n}} + \frac{\partial \langle z \rangle_{(0)}}{\partial \hat{n}} - \hat{\omega} \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \hat{n}^2} - \hat{n} \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \hat{\omega} \partial \hat{n}} \right). \]  

These relationships generalize Eqs. (4) of Ref. [18] to generic bound (eccentric) orbits. Hence, if the function \( \langle z \rangle_{(1)}(\hat{\omega}, \hat{n}) \) is known, the leading-order corrections \( E_{(1)}(\hat{\omega}, \hat{n}), L_{(1)}(\hat{\omega}, \hat{n}) \) and \( R_{(1)}(\hat{\omega}, \hat{n}) \) to the geodesic values can be computed for any bound orbit. Such GSF data for \( \langle z \rangle_{(1)} \) is already available for a range of orbits with eccentricities \( 0 \lesssim e \lesssim 0.4 \) [59, 66, 67].

The relationships (5.9) could easily be generalized up to second (or higher) order, yielding the expressions for the \( O(\nu^2) \) contributions to the binding energy, angular momentum and radial action integral in (5.7), say \( E_{(2)}(\hat{n}, \hat{\omega}), L_{(2)}(\hat{n}, \hat{\omega}) \) and \( R_{(2)}(\hat{n}, \hat{\omega}) \), in terms of the second order GSF contribution to the average redshift, say \( \langle z \rangle_{(2)}(\hat{n}, \hat{\omega}) \), and its frequency derivatives (as well as geodesic and first-order GSF quantities). Thanks to recent progress in formulating the second-order GSF [101–107], numerical results for the second-order contribution \( z_{(2)}(\hat{\omega}) \) to the redshift for circular orbits should soon become available [108]. Combining these data with the first law of binary mechanics would then yield the fully relativistic expressions for the functions \( E_{(2)}(\hat{\omega}) \) and \( L_{(2)}(\hat{\omega}) \), to be added to the geodesic and first-order contributions that were obtained in Ref. [18].

D. Schwarzschild separatrix and singular curve

Interestingly, Eqs. (5.8) and (5.9) could be used to explore some conservative GSF effects on the motion of a self-gravitating particle on a bound orbit around a nonspinning black hole. For instance, one could compute the GSF-induced shift in the location of the Schwarzschild separatrix, the curve that separates—in the relevant parameter space—between stable bound (eccentric) orbits and unstable (plunging) ones [109]. (Along the separatrix, the radial period \( P \) and the angular advance per orbit \( \Phi \) both diverge, while their ratio \( \Phi/P \) remains finite; therefore these orbits are characterized by a vanishing radial frequency \( n \) at a fixed \( \omega \).) Since all of the orbits that lie along the separatrix are marginally unstable, this calculation would generalize to eccentric orbits that of the shift of the Schwarzschild ISCO frequency induced by the conservative GSF [18, 19, 88, 89, 92]. Especially interesting would be the calculation of the GSF-induced shift in the frequency of the Schwarzschild innermost bound stable orbit (IBSO). Indeed, the ISCO and the IBSO are the end points of the separatrix.

However we note that, in order to compute the binding energy and angular momentum of such marginally unstable orbits, it may not be necessary to rely on eccentric-orbit GSF data for \( \langle z \rangle_{(1)}(\hat{\omega}, \hat{n}) \), in the limit where \( \hat{n} \to 0 \) at fixed \( \hat{\omega} \). Indeed, in the test-mass approximation, it is known that to each orbit along the separatrix corresponds an unstable circular timelike geodesic (homoclinic orbit [110]) that shares the same binding energy and angular momentum. Assuming that this property still holds while taking into account the effect of self-interaction, one could simply combine the (circular-orbit restriction of the) first law of binary mechanics with the circular-orbit GSF data for \( z_{(1)}(\hat{\omega}) \) that is provided in Table IX of Ref. [19].

Another key property of bound timelike geodesic orbits around a Schwarzschild black hole is the existence of a singular curve in the parameter space, along which the Jacobian matrix of the transformation \((E_{(0)}, L_{(0)}) \leftrightarrow (\omega, n)\) becomes singular [59]. This strong-field feature is closely related to the existence of a separatrix, and is responsible for the recently discovered
phenomenon of \textit{isofrequency pairing} \cite{111}, namely, the existence of physically distinct orbits (having different $E_{(0)}$ and $L_{(0)}$) that share the same frequencies $\omega$ and $n$. Going beyond the test-particle approximation, we find using Eqs. (5.7)--(5.9) that the Jacobian determinant of the transformation $(\hat{E}, \hat{L}) \leftrightarrow (\hat{\omega}, \hat{n})$ is given by

\[ J \equiv \left| \frac{\partial (\hat{E}, \hat{L})}{\partial (\hat{\omega}, \hat{n})} \right| = \hat{n} \left\{ \left( \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \omega \partial \hat{n}} \right)^2 - \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \omega^2} \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \hat{n}^2} \right\} + \nu \hat{n} \left\{ \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \omega \partial \hat{n}} \left( \frac{\partial^2 \langle z \rangle_{(1)}}{\partial \omega \partial \hat{n}} - \hat{\omega} \frac{\partial^3 \langle z \rangle_{(0)}}{\partial \omega^2 \partial \hat{n}} - \hat{n} \frac{\partial^3 \langle z \rangle_{(0)}}{\partial \omega \partial \hat{n}^2} \right) \right. \\
- \frac{1}{2} \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \omega^2} \left( \frac{\partial^2 \langle z \rangle_{(1)}}{\partial \hat{n}^2} - \hat{\omega} \frac{\partial^3 \langle z \rangle_{(0)}}{\partial \omega \partial \hat{n}^2} - \hat{n} \frac{\partial^3 \langle z \rangle_{(0)}}{\partial \hat{n}^3} \right) \right\} + \mathcal{O}(\nu^2). \quad (5.10) \]

In the test-mass limit $\nu \to 0$, the Schwarzschild singular curve $\hat{\omega} = \hat{\omega}_s(\hat{n})$ along which $J \to \infty$ can be computed from the condition $\left[ \left( \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \omega \partial \hat{n}} \right)^2 - \left( \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \omega^2} \right) \left( \frac{\partial^2 \langle z \rangle_{(0)}}{\partial \hat{n}^2} \right) \right]^{-1} = 0$. Moreover, once the second-order partial derivatives of $\langle z \rangle_{(1)}(\hat{n}, \hat{\omega})$ evaluated along the curve $\hat{\omega} = \hat{\omega}_s(\hat{n})$ are known, it will become straightforward, thanks to Eq. (5.10), to compute the GSF-induced shift in the location of the Schwarzschild singular curve.

Carrying out the applications outlined above requires obtaining GSF data for $\langle z \rangle_{(1)}(\hat{n}, \hat{\omega})$ (as well as its partial derivatives) in a region of the parameter space that remains challenging for state-of-the-art GSF codes, namely for strong-field geodesic orbits that lie deep in the “zoom-whirl” \cite{112} regime. Nevertheless recent work suggests that such computations could become tractable in the foreseeable future, for instance by using a method relying on Green functions and worldline integrations \cite{114}.

\section{E. Noncircular conservative EOB dynamics}

As pointed out in Ref. \cite{32}, GSF results can be used to inform the EOB model, including for strong-field orbits, by providing the exact expressions for the $\mathcal{O}(\nu)$ contributions to the metric potentials that enter the conservative piece of the EOB dynamics. By construction, the conservative part of the EOB dynamics derives from the Hamiltonian \cite{11}

\[ H_{\text{EOB}} = m \sqrt{1 + 2\nu \left( \hat{H}_{\text{eff}} - 1 \right)}, \quad (5.11) \]

where $m = m_1 + m_2$ is the total mass of the binary, while $\hat{H}_{\text{eff}} = H_{\text{eff}}/\mu$ denotes the “effective Hamiltonian” of an “effective particle” of mass $\mu = m_1 m_2 / m$ that follows a timelike geodesic (modulo quartic and higher-order terms in the momentum) in the “effective metric”

\[ ds_{\text{eff}}^2 = g_{\alpha\beta}^{\text{eff}}(x) dx^\alpha dx^\beta = -A(r; \nu) dt^2 + B(r; \nu) dr^2 + r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right). \quad (5.12) \]

\textsuperscript{8} Unbound orbits close to the separatrix also play an important role in a scenario that explores the possibility of overspinning a nearly extremal Kerr black hole by means of a particle plunging from infinity \cite{113}.
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We shall now show how, by combining Eqs. (5.9) to the EOB potential order in $p$ (for mildly eccentric orbits), the function $q$ is entirely unconstrained (except for the leading 3PN and subleading 4PN terms when considering slightly noncircular orbits, the GSF contribution to the invariant relationship holds true at higher PN orders; see also [20]. Moreover, we shall restrict our analysis to mildly eccentric orbits, for which the contribution $\mathcal{O}(\hat{p}_r^6)$ (and higher orders) to $\hat{Q}$ can be neglected.

Now, in the extreme mass-ratio limit $\nu \ll 1$, the potentials $A(u; \nu)$, $B(u; \nu)$ and $\hat{Q}(u, \hat{p}_r; \nu)$ that enter the conservative EOB dynamics can be expanded as

\begin{align}
A &= 1 - 2u + \nu a(u) + \mathcal{O}(\nu^2), \\
\bar{D} &= 1 + \nu \bar{d}(u) + \mathcal{O}(\nu^2), \\
\hat{Q} &= \nu q(u) \hat{p}_r^4 + \mathcal{O}(\nu^2),
\end{align}

where $u \equiv 1/\hat{r}$ is a dimensionless measure of the gravitational potential, and $\bar{D} \equiv (AB)^{-1}$. For circular orbits, all of the information about the conservative EOB dynamics is encoded in the metric coefficient $g_{tt}^{\text{eff}} = -A$. By combining the first law of Paper I with GSF data for the redshift variable, Refs. [18, 20] could compute the function $a(u)$ for all $0 < u \leq 1/5$. Making use of additional GSF data for circular orbits, all the way down to the Schwarzschild light-ring, Akcay et al. [19] then completed the determination of the exact linear-in-$\nu$ contribution to the EOB potential $A(u; \nu)$ for all $0 < u < 1/3$. Moreover, Damour [32] showed that, for slightly noncircular orbits, the GSF contribution to the invariant relationship $\bar{K}(\omega)$ is related to a linear combination of the functions $a(u)$ and $\bar{d}(u)$. This GSF effect was later computed numerically in Ref. [60], which allowed to determine the linear-in-$\nu$ contribution to the EOB potential $\bar{D}(u; \nu)$ [and hence $B(u; \nu)$] for all $0 < u \leq 1/6$ [19, 20]. However, the function $q(u)$ that encodes the $\mathcal{O}(\nu \hat{p}_r^4)$ contribution to the EOB potential $\hat{Q}(u, \hat{p}_r; \nu)$ has, so far, remained entirely unconstrained (except for the leading 3PN and subleading 4PN terms when $u \to 0$). We shall now show how, by combining Eqs. (5.9) with GSF data for the relation $(z)_{(1)}(\hat{n}, \hat{\omega})$ (for mildly eccentric orbits), the function $q(u)$ can be determined.

Having neglected terms $\mathcal{O}(\hat{p}_r^6)$ (and higher) in the EOB potential $\hat{Q}$, and working to linear order in $\nu$, the effective EOB Hamiltonian (5.13) squared can be expressed as a quadratic polynomial in the radial momentum squared as

$$
\hat{H}_{\text{eff}}^2(u, \hat{p}_r, \hat{L}_0) = A(u; \nu) \left(1 + u^2 \hat{L}_0^2 + A(u; \nu) \bar{D}(u; \nu) \hat{p}_r^2 + \nu q(u) \hat{p}_r^4\right).
$$

Inserting the expansions (5.14), and solving for the radial momentum yields $\hat{p}_r$ as a function of $u = 1/\hat{r}$ and the conserved quantities $\hat{E}_0 \equiv \hat{H}_{\text{eff}}$ and $\hat{L}_0 \equiv \hat{L}_0/(m\mu)$. Splitting the resulting
expression into $\mathcal{O}(\nu^0)$ and $\mathcal{O}(\nu)$ contributions, i.e., $\dot{p}_r = \dot{p}^{(0)}_r + \nu \dot{p}^{(1)}_r + \mathcal{O}(\nu^2)$, we find

$$\dot{p}^{(0)}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) = \frac{\sqrt{\hat{\mathcal{E}}^2_0 - (1 - 2u)(1 + u^2 \hat{L}^2_0)}}{1 - 2u}, \quad (5.16a)$$

$$2\dot{p}^{(1)}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) = - \frac{\hat{\mathcal{E}}^2_0}{\dot{p}^{(0)}_r} \frac{a(u)}{(1 - 2u)^3} - \dot{p}^{(0)}_r \left( \ddot{d}(u) + \frac{a(u)}{1 - 2u} + \left( \dot{p}^{(0)}_r \right)^2 \frac{q(u)}{1 - 2u} \right), \quad (5.16b)$$

As expected, Eq. (5.16a) coincides with the well-known expression for the radial momentum of a test particle of energy $\dot{\mathcal{E}}_0$ and angular momentum $\hat{L}_0$ in orbit around a nonspinning black hole of mass $m$. The correction term (5.16b) involves, additionally, the known functions $a(u)$ and $\ddot{d}(u)$, as well as the unknown function $q(u)$ that we intend to constrain.

For bound orbits, the turning points of the radial motion correspond to the two smallest real, positive and finite roots of the equation $\dot{p}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) = 0$, say $u_- = 1/\hat{r}_+$ and $u_+ = 1/\hat{r}_-$. To linear order in $\nu$, these can be written as

$$u_\pm = u^{(0)}_\pm + \nu u^{(1)}_\pm + \mathcal{O}(\nu^2), \quad (5.17)$$

where the geodesic values $u^{(0)}_\pm$ are known, for any given $\hat{\mathcal{E}}_0, \hat{L}_0$, by solving $\dot{p}_r(u^{(0)}_\pm; \hat{\mathcal{E}}_0, \hat{L}_0) = 0$. Expanding $\dot{p}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) = 0$ to linear order in $\nu$, the mass-ratio corrections $\nu u^{(1)}_\pm$ are found to be solutions of $u^{(1)}_\pm (\partial \dot{p}_r^{(0)}/\partial u)(u^{(0)}_\pm) + \dot{p}^{(1)}_r(u^{(0)}_\pm) = 0$, the expression of which requires the knowledge of the unknown values for $q(u^{(0)}_\pm)$. However, as we shall see shortly the knowledge of $u^{(1)}_\pm$ will not be necessary to constrain the function $q(u)$.

For any given $\hat{\mathcal{E}}_0$ and $\hat{L}_0$, we may now integrate the radial momentum (5.16) over a radial period to obtain the reduced EOB radial action (recall that $u = 1/\hat{r}$)

$$\hat{R}_{\text{EOB}} = \frac{1}{2\pi} \oint \dot{p}_r \, d\hat{r} = \frac{2}{2\pi} \int_{u_-}^{u_+} \left( \dot{p}^{(0)}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) + \nu \dot{p}^{(1)}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) \right) \frac{du}{u^2} + \mathcal{O}(\nu^2). \quad (5.18)$$

Using the formula (5.17), this integral splits into three contributions, the ranges of integration of which vary from $u^{(0)}_+ + \nu u^{(1)}_+$ to $u^{(0)}_+$, from $u^{(0)}_-$ to $u^{(0)}_+$, and from $u^{(0)}_+$ to $u^{(0)}_+ + \nu u^{(1)}_+$. Expanding to linear order in $\nu$, the first and last integrals will contribute terms proportional to $\nu u^{(1)}_- \dot{p}^{(0)}_r(u_-)$ and $\nu u^{(1)}_+ \dot{p}^{(0)}_r(u_+)$, respectively. But these vanish by virtue of the definition of the radial turning points in the test-mass limit, such that the EOB radial action (5.18) can be computed by integrating over the geodesic interval between $u^{(0)}_-(\hat{\mathcal{E}}_0, \hat{L}_0)$ and $u^{(0)}_+(\hat{\mathcal{E}}_0, \hat{L}_0)$. Hence, for any given $\hat{\mathcal{E}}_0$ and $\hat{L}_0$, the reduced EOB radial action may be written in the form $\hat{R}_{\text{EOB}} = R^{(0)} + \nu \Delta R + \mathcal{O}(\nu^2)$, where $R^{(0)}$ is the radial action for a test particle orbiting a Schwarzschild black hole of mass $m$, and

$$\Delta R = \frac{1}{\pi} \int_{u_-}^{u_+} \dot{p}^{(1)}_r(u; \hat{\mathcal{E}}_0, \hat{L}_0) \frac{du}{u^2}. \quad (5.19)$$

Next, recall that the EOB model is (by construction) built upon the identification of the “on-shell” Hamiltonian (5.11) with the total mass-energy of the binary, $H_{\text{EOB}} = M$, as well as the identification of the EOB angular momentum entering the effective EOB Hamiltonian (5.13) with that of the real two-body system, i.e., $L_0 = L^{(11)}$. Therefore, in terms of reduced
variables, we find by inverting (5.11) with $M = m + u \hat{E}$ that the EOB and real radial actions must obey

$$\hat{R}_{\text{EOB}}(\hat{E}_0, \hat{L}_0) = \hat{R}(\hat{E}, \hat{L}), \quad \text{where} \quad \begin{cases} \hat{E}_0 = 1 + \hat{E} + (\nu/2) \hat{E}^2, \\ \hat{L}_0 = \hat{L}. \end{cases}$$

(5.20)

The perturbative equalities $\hat{R} = \hat{R}_{\text{EOB}} + (\nu/2)\hat{E}^2(\partial \hat{R}/\partial \hat{E}) + \mathcal{O}(\nu^2)$ and $\hat{R}_{\text{EOB}} = R_{(0)} + \nu \Delta R + \mathcal{O}(\nu^2)$ can be combined, together with the relationship $\partial \hat{R}/\partial \hat{E} = \hat{n}^{-1}$ and $\partial \hat{R}/\partial \hat{L} = -\Phi/2\pi$, as well as Eqs. (5.7a) and (5.7b) to expand $\hat{R}(\hat{E}, \hat{L})$ at fixed frequencies $\hat{n}$ and $\hat{\omega}$, to obtain

$$\hat{R} = R_{(0)} + \nu \left\{ \frac{1}{\hat{n}} (E_{(1)} - \hat{\omega} L_{(1)}) + \frac{E_{(0)}^2}{2\hat{n}} + \Delta R \right\} + \mathcal{O}(\nu^2).$$

(5.21)

Combining Eqs. (5.8a) and (5.9) yields $E_{(1)} - \hat{\omega} L_{(1)} = \hat{n} R_{(1)} + \frac{1}{2} \left( (\hat{z})_{(1)} + (\hat{z})_{(0)} + E_{(0)} - 1 \right)$. Hence, using Eq. (5.7c) we note that the sum of the first two terms in the right-hand side of Eq. (5.21) cancels out the left-hand side. Since the $\mathcal{O}(\nu)$ contribution must vanish identically, we obtain the key identity

$$2\hat{n} \Delta R + (\hat{z})_{(1)} + (\hat{z})_{(0)} + E_{(0)} + E_{(0)}^2 = 1.$$  

(5.22)

In summary, we have shown that—for any given $\hat{n}$ and $\hat{\omega}$—the definite radial integral (5.19), which involves the functions $a(u), d(u)$ and $q(u)$, is equal to a known function of the fundamental frequencies (assuming that the GSF contribution $(\hat{z})_{(1)}(\hat{n}, \hat{\omega})$ is known). In particular, Eq. (5.22) shows that, for mildly eccentric orbits, all of the information about the linear-in-$\nu$ contributions to the EOB potentials is encoded in the function $(\hat{z})_{(1)}(\hat{n}, \hat{\omega})$. Using Eqs. (5.16) and (5.22), we can now easily deduce explicit expressions for $a(u), d(u)$ and $q(u)$.

To do so, it is quite convenient to parameterize the orbit in terms of a “semi-latus rectum” $p$ and an “eccentricity” $e$, instead of the frequencies $\hat{n}$ and $\hat{\omega}$, and to perform an expansion in the limit $e \to 0$, which is well adapted to the mildly eccentric orbits that we are considering. Following Darwin [117], we parameterize the radial motion using the “relativistic anomaly” $\chi$ via

$$\hat{r}(\chi) = \frac{p}{1 + e \cos \chi} \iff u(\chi) = v (1 + e \cos \chi),$$

(5.23)

where $v \equiv 1/p$ is the inverse semi-latus rectum and $0 \leq e < 1$ the eccentricity. In terms of the parameters $(v, e)$, the boundaries of the integral (5.19) simply read $u_{(0)}^0 = v (1 \pm e)$. Adjusting notations, the expressions for $\hat{n}(v, e), \hat{\omega}(v, e), (\hat{z})_{(0)}(v, e), \bar{E}_{(0)}(v, e)$ and $L_{(0)}(v, e)$ are given, e.g., in Eqs. (2.4)–(2.10) of Ref. [66]. All of these relationships can be computed analytically, as perturbative expansions in powers of $e$. Moreover, performing the change of variable $u \to \chi$ and substituting for (5.23) in Eq. (5.19) [with (5.16)], the integral $\Delta R(E_{(0)}(v, e), L_{(0)}(v, e))$ can also be computed analytically, in the small-eccentricity limit. The result, which we have obtained up to $\mathcal{O}(e^4)$, is too cumbersome to be displayed here. Finally, in the small-$e$ limit, the GSF contribution to the generalized redshift can be expanded as

$$(\hat{z})_{(1)}(v, e) = z_{(1)}(v) + \frac{e^2}{2} (\hat{z})_{(1)}^{(2)}(v) + \frac{e^4}{4!} (\hat{z})_{(1)}^{(4)}(v) + \mathcal{O}(e^4),$$

(5.24)

where we used the notations $z_{(1)}(v) \equiv \lim_{e \to 0} (\hat{z})_{(1)}(v, e), (\hat{z})_{(1)}^{(2)}(v) \equiv \lim_{e \to 0} \partial^2 (\hat{z})_{(1)}(v, e)/\partial e^2,$ and $(\hat{z})_{(1)}^{(4)}(v) \equiv \lim_{e \to 0} \partial^4 (\hat{z})_{(1)}(v, e)/\partial e^4.$ The terms $\mathcal{O}(e)$ and $\mathcal{O}(e^3)$ must vanish, as can be checked explicitly from the absence of such contributions in the identity (5.22).
Equations (5.16) show that \( p_r^{(0)} \sim e \) and \( p_r^{(1)} \sim 1/e \) in the limit where \( e \to 0 \). Therefore, the leading-order contribution in Eq. (5.19) is \( \mathcal{O}(e^0) \). Similarly, the variables \( \hat{n}, \langle z \rangle_{(0)}, \langle z \rangle_{(1)} \) and \( E_{(0)} \) all contribute at leading \( \mathcal{O}(e^0) \). At that order, the identity (5.22) implies

\[
a(v) = \sqrt{1 - 3v} \langle z \rangle_{(1)}(v) - v \left( 1 + \frac{1 - 4v}{\sqrt{1 - 3v}} \right). \tag{5.25}
\]

This formula agrees with the result obtained in [20] (see (2.14) therein). While the derivation given in Ref. [20] required integrating an ordinary differential equation, our derivation yields in a straightforward manner the algebraic relation between \( a \) and \( \langle z \rangle_{(1)} \).

At the next \( \mathcal{O}(e^2) \), the identity (5.22) provides a relationship between the functions \( d(v), a(v), a'(v) \equiv da/dv, a''(v) \equiv d^2a/dv^2 \) and \( \langle z \rangle_{(1)}^{e^2}(v) \). Substituting for Eq. (5.25), we find

\[
d(v) = \frac{v(7 - \frac{141}{4} v + 45 v^2)}{2(1 - 3v)^{5/2}} - \frac{1 - \frac{21}{8} v}{(1 - 3v)^{3/2}} \langle z \rangle_{(1)}(v) + \frac{2 - \frac{51}{2} v + 101v^2 - 132v^3}{(1 - 6v)^2 \sqrt{1 - 3v}} \langle z \rangle_{(1)}'(v)
\]

\[- \frac{v(1 - 2v) \sqrt{1 - 3v}}{2(1 - 6v)} \langle z \rangle_{(1)}''(v) + \frac{(1 - 2v) \sqrt{1 - 3v}}{v(1 - 6v)} \langle z \rangle_{(1)}^{e^2}(v). \tag{5.26}
\]

By making use of Eqs. (4.49)–(4.50) and (B1) of Ref. [66], one can determine the expressions for \( \langle z \rangle_{(1)}(v) \) and \( \langle z \rangle_{(1)}^{e^2}(v) \) in the weak-field limit \( v \ll 1 \), and then check that Eq. (5.26) provides the correct 3PN expansion for the linear-in-\( \nu \) contribution to the EOB potential \( \tilde{D} \), namely \( \tilde{D}(v) = 6v^2 + 52v^3 + \mathcal{O}(v^4) \). Moreover, a comparison of the formula (5.26) with Eqs. (5.21)–(5.25) of Ref. [32] (together with (5.25) here) yields a relation between the GSF contribution to the ratio \( W \equiv (\hat{n}/\hat{\rho})^2 \) (denoted \( \rho \) in Ref. [32]), and the quantities \( \langle z \rangle_{(1)} \) and \( \langle z \rangle_{(1)}^{e^2} \). It would be interesting to use GSF data for \( \rho, \langle z \rangle_{(1)} \) and \( \langle z \rangle_{(1)}^{e^2} \) to check this prediction.

At the next \( \mathcal{O}(e^4) \), we obtain a relation between \( q(v), d(v), d'(v), d''(v), a(v), a'(v), a''(v), a'''(v), a''''(v) \) and \( \langle z \rangle_{(1)}^{e^4}(v) \). Substituting for Eqs. (5.25) and (5.26), we get

\[
q(v) = \frac{9 v (1 - 2v)^2}{8 (1 - 3v)^{3/2}} \left( 1 - \frac{47}{9} v + \frac{1349}{144} v^2 - \frac{71}{12} v^3 \right) - \frac{5 v (1 - 2v)^2}{16 (1 - 3v)^{5/2}} \left( 1 - \frac{15}{8} v \right) \langle z \rangle_{(1)}(v)
\]

\[- \frac{7}{6 v (1 - 6v)^4 \sqrt{1 - 3v}} \left( 1 - \frac{99}{4} v + \frac{3097}{14} v^2 - \frac{5214}{7} v^3 + 828v^4 \right) \langle z \rangle_{(1)}^{e^2}(v) \]

\[
+ \frac{7 (1 - 2v)^4 (1 - 3v)^{3/2}}{9v^2 (1 - 6v)^2} \langle z \rangle_{(1)}^{e^4}(v) + \frac{2 (1 - 2v)^2}{v (1 - 3v)^2 (1 - 6v)^5} \left( 1 - \frac{100}{3} v + \frac{22963}{48} v^2 \right)
\]

\[- \frac{372085}{96} v^3 + \frac{467057}{24} v^4 - \frac{185935}{3} v^5 + \frac{243789}{2} v^6 - \frac{269793}{2} v^7 + 64188v^8 \right) \langle z \rangle_{(1)}'(v)
\]

\[- \frac{(1 - 2v)^4 \sqrt{1 - 3v}}{v (1 - 6v)^3} \left( 1 - \frac{8}{3} v \right) \left( 1 - \frac{15}{2} v \right) \langle z \rangle_{(1)}''(v) - \frac{(1 - 2v)^4 (1 - 3v)^{3/2}}{6 (1 - 6v)^2} \langle z \rangle_{(1)}'''(v) \]

\[- \frac{7}{12 v (1 - 6v)^4 \sqrt{1 - 3v}} \left( 1 - \frac{285}{28} v - \frac{299}{14} v^2 + \frac{1851}{7} v^3 - \frac{2790}{7} v^4 \right) \langle z \rangle_{(1)}'''(v)
\]

\[- \frac{v}{6 \sqrt{1 - 3v}} \frac{(1 - 2v)^4}{(1 - 6v)^3} \left( 1 - \frac{25}{2} v + 24v^2 \right) \langle z \rangle_{(1)}(v) + \frac{v^2 (1 - 2v)^4 (1 - 3v)^{3/2}}{24 (1 - 6v)^2} \langle z \rangle_{(1)}''''(v). \tag{5.27}
\]
We checked that this expression reproduces the known 3PN result for the linear-in-$\nu$ contribution to the EOB potential $Q$, namely $q(v) = 8v^2 + \mathcal{O}(v^3)$. Using GSF data for $z_{(1)}$ and $\rho$, the authors of Refs. [19, 60] devised accurate global fits for the functions $a(v)$ and $d(v)$, that are based on simple analytic models. While $a(v)$ is known for all $0 < v < 1/3$, the function $d(v)$ has only been determined over the range $0 < v \leq 1/6$. Using additional GSF data for $\langle z \rangle_{e^2}$ and $\langle z \rangle_{e^4}$, together with Eq. (5.27), one could similarly construct a global fit for $q(v)$.

Finally, we note that the knowledge of the GSF contributions to the invariant relationships $M(n, \omega)$ and $L(n, \omega)$ [from Eq. (5.9) and GSF data for $\langle z \rangle_{(1)}(\hat{n}, \hat{\omega})$] could be used to determine the exact, linear-in-$\nu$ contribution to the EOB potential $\hat{Q}(u, \hat{p}_r; \nu)$ for generic bound orbits, and not merely the function $q(u)$ that encodes the $\mathcal{O}(\hat{p}_r^4)$ contribution therein [32]. This task is left to future work.

ACKNOWLEDGMENTS

It is a pleasure to thank L. Barack, T. Hinderer and J. Vines for useful discussions. This research was supported by a Marie Curie FP7 Integration Grant (PCIG13-GA-2013-630210).

[1] B. S. Sathyaprakash and B. F. Schutz, Living Rev. Relativity 12, 2 (2009), arXiv:0903.0338 [gr-qc].
[2] A. Buonanno and B. S. Sathyaprakash, in General relativity and gravitation: A centennial perspective, edited by A. Ashtekar, B. K. Berger, J. Isenberg, and M. MacCallum (Cambridge University Press, Cambridge, 2015) p. 287, arXiv:1410.7832 [gr-qc].
[3] T. Futamase and Y. Itoh, Living Rev. Relativity 10, 2 (2007).
[4] G. Schäfer, in Mass and motion in general relativity, Fundamental Theories of Physics, Vol. 162, edited by L. Blanchet, A. Spallicci, and B. Whiting (Springer, New York, 2011) p. 167, arXiv:0910.2857 [gr-qc].
[5] S. Foffa and R. Sturani, Class. Quant. Grav. 31, 043001 (2014), arXiv:1309.3474 [gr-qc].
[6] L. Blanchet, Living Rev. Relativity 17, 2 (2014), arXiv:1310.1528 [gr-qc].
[7] L. Barack, Class. Quant. Grav. 26, 213001 (2009), arXiv:0908.1664 [gr-qc].
[8] E. Poisson, A. Pound, and I. Vega, Living Rev. Relativity 14, 7 (2011), arXiv:1102.0529 [gr-qc].
[9] J. Thornburg, GW Notes 5, 3 (2011), arXiv:1102.2857 [gr-qc].
[10] L. Barack, in General relativity, cosmology and astrophysics, Fundamental Theories of Physics, Vol. 177, edited by J. Bičák and T. Ledvinka (Springer, New York, 2014) p. 147.
[11] A. Buonanno and T. Damour, Phys. Rev. D 59, 084006 (1999), arXiv:gr-qc/9811091.
[12] A. Buonanno and T. Damour, Phys. Rev. D 62, 064015 (2000), arXiv:gr-qc/0001013.
[13] T. Damour, in General relativity, cosmology and astrophysics, Fundamental Theories of Physics, Vol. 177, edited by J. Bičák and T. Ledvinka (Springer, New York, 2014) p. 111, arXiv:1212.3169 [gr-qc].
[14] A. Le Tiec, Int. J. Mod. Phys. D 23, 1430022 (2014), arXiv:1408.5505 [gr-qc].
[15] A. Le Tiec, L. Blanchet, and B. F. Whiting, Phys. Rev. D 85, 064039 (2012), arXiv:1111.5378 [gr-qc].
[16] J. L. Friedman, K. Uryū, and M. Shibata, Phys. Rev. D 65, 064035 (2002), Erratum: Phys. Rev. D 70, 129904(E) (2004), arXiv:gr-qc/0108070.
[17] L. Blanchet, A. Buonanno, and A. Le Tiec, Phys. Rev. D 87, 024030 (2013), arXiv:1211.1060 [gr-qc].
[18] A. Le Tiec, E. Barausse, and A. Buonanno, Phys. Rev. Lett. 108, 131103 (2012), arXiv:1111.5609 [gr-qc].
[19] S. Akcay, L. Barack, T. Damour, and N. Sago, Phys. Rev. D 86, 104041 (2012), arXiv:1209.0964 [gr-qc].
[20] E. Barausse, A. Buonanno, and A. Le Tiec, Phys. Rev. D 85, 064010 (2012), arXiv:1111.5610 [gr-qc].
[21] L. Wen, Astrophys. J. 598, 419 (2003), arXiv:astro-ph/0211492.
[22] R. M. O’Leary, B. Kocsis, and A. Loeb, Mon. Not. R. Astron. Soc. 395, 2127 (2009), arXiv:0807.2638 [astro-ph].
[23] T. A. Thompson, Astrophys. J. 741, 82 (2011), arXiv:1011.4322 [astro-ph.HE].
[24] B. Kocsis and J. Levin, Phys. Rev. D 85, 123005 (2012), arXiv:1109.4170 [astro-ph.CO].
[25] F. Antonini and H. B. Perets, Astrophys. J. 757, 27 (2012), arXiv:1203.2938 [astro-ph.GA].
[26] J. Samsing, M. MacLeod, and E. Ramirez-Ruiz, Astrophys. J. 784, 71 (2014), arXiv:1308.2964 [astro-ph.HE].
[27] P. Amaro-Seoane et al., GW Notes 6, 4 (2013), arXiv:1201.3621 [astro-ph.CO].
[28] T. Damour, in 9th LISA Symposium, ASP Conference Series, Vol. 467, edited by G. Auger, P. Binétruy, and E. Plagnol (Astronomical Society of the Pacific, San Francisco, 2013) p. 173, arXiv:1210.8066 [gr-qc].
[29] P. Amaro-Seoane et al., “The gravitational universe,” (2013), arXiv:1305.5720 [astro-ph.CO].
[30] P. Amaro-Seoane, J. R. Gair, A. Pound, S. A. Hughes, and C. F. Sopuerta, J. Phys.: Conf. Ser. 610, 012002 (2015), arXiv:1410.0958 [astro-ph.CO].
[31] E. Barausse et al., J. Phys.: Conf. Ser. 610, 012001 (2015), arXiv:1410.2907 [astro-ph.HE].
[32] T. Damour, Phys. Rev. D 81, 024017 (2010), arXiv:0910.5533 [gr-qc].
[33] R. Arnowitt, S. Deser, and C. W. Misner, in Gravitation: An introduction to current research, edited by L. Witten (John Wiley, New York, 1962) p. 227, reprinted in Gen. Rel. Grav. 40, 1997 (2008), arXiv:gr-qc/0405109.
[34] G. Schäfer, in General relativity, cosmology and astrophysics, Fundamental Theories of Physics, Vol. 177, edited by J. Bičák and T. Ledvinka (Springer, New York, 2014) p. 169.
[35] P. Jaranowski and G. Schäfer, Phys. Rev. D 86, 061503(R) (2012), arXiv:1207.5448 [gr-qc].
[36] P. Jaranowski and G. Schäfer, Phys. Rev. D 89, 064058 (2014), arXiv:1401.4548 [gr-qc].
[37] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 89, 064058 (2014), arXiv:1401.4548 [gr-qc].
[38] T. Regge and C. Teitelboim, Ann. Phys. 88, 286 (1974).
[39] A. Hanson, T. Regge, and C. Teitelboim, Constrained Hamiltonian Systems (Accademia Nazionale dei Lincei, Rome, 1976).
[40] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 62, 021501(R) (2000), Erratum: Phys. Rev. D 63, 029903(E) (2000), arXiv:gr-qc/0003051.
[41] S. Detweiler, Phys. Rev. D 77, 124026 (2008), arXiv:0804.3529 [gr-qc].
[42] N. Sago, L. Barack, and S. Detweiler, Phys. Rev. D 78, 124024 (2008), arXiv:0810.2530 [gr-qc].
[43] L. Blanchet, S. Detweiler, A. Le Tiec, and B. F. Whiting, Phys. Rev. D 81, 064004 (2010), arXiv:0910.0207 [gr-qc].
[44] L. Blanchet, S. Detweiler, A. Le Tiec, and B. F. Whiting, Phys. Rev. D 81, 084033 (2010), arXiv:1002.0726 [gr-qc].
[45] D. Bini and T. Damour, Phys. Rev. D 89, 064063 (2014), arXiv:1312.2503 [gr-qc].
[46] L. Blanchet, G. Faye, and B. F. Whiting, Phys. Rev. D 89, 064026 (2014), arXiv:1312.2975 [gr-qc].
[47] L. Blanchet, G. Faye, and B. F. Whiting, Phys. Rev. D 90, 044017 (2014), arXiv:1405.5151 [gr-qc].
[48] A. G. Shah, J. L. Friedman, and B. F. Whiting, Phys. Rev. D 89, 064042 (2014), arXiv:1312.1952 [gr-qc].
[49] D. Bini and T. Damour, Phys. Rev. D 91, 064050 (2015), arXiv:1502.02450 [gr-qc].
[50] N. K. Johnson-McDaniel, A. G. Shah, and B. F. Whiting, Phys. Rev. D 92, 044007 (2015), arXiv:1503.02638 [gr-qc].
[51] A. D. Fokker, Z. Phys. 58, 386 (1929).
[52] T. Damour and G. Schäfer, J. Math. Phys. 32, 127 (1991).
[53] P. Jaranowski and G. Schäfer, Phys. Rev. D 57, 7274 (1998), Erratum: Phys. Rev. D 63, 029902(E) (2000), arXiv:gr-qc/9712075.
[54] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 62, 044024 (2000), arXiv:gr-qc/9912092.
[55] V. I. Arnol'd, *Mathematical Methods of Classical Mechanics* (Springer, New York, 1995).
[56] E. Fiorani, G. Giachetta, and G. Sardanashvily, J. Phys. A 36, L101 (2003), arXiv:math/0210346.
[57] T. Hinderer and É. É. Flanagan, Phys. Rev. D 78, 064028 (2008), arXiv:0805.3337 [gr-qc].
[58] W. Schmidt, Class. Quant. Grav. 19, 2743 (2002), arXiv:gr-qc/0202090.
[59] L. Barack and N. Sago, Phys. Rev. D 83, 084023 (2011), arXiv:1101.3331 [gr-qc].
[60] L. Barack, T. Damour, and N. Sago, Phys. Rev. D 82, 084036 (2010), arXiv:1008.0935 [gr-qc].
[61] A. H. Mroué, H. P. Pfeiffer, L. E. Kidder, and S. A. Teukolsky, Phys. Rev. D 82, 124016 (2010), arXiv:1004.4697 [gr-qc].
[62] A. Le Tiec et al., Phys. Rev. Lett. 107, 141101 (2011), arXiv:1106.3278 [gr-qc].
[63] F. Foucart et al., Phys. Rev. D 88, 064017 (2013), arXiv:1307.7685 [gr-qc].
[64] A. Le Tiec et al., Phys. Rev. D 88, 124027 (2013), arXiv:1309.0541 [gr-qc].
[65] T. Hinderer et al., Phys. Rev. D 88, 084005 (2013), arXiv:1309.0544 [gr-qc].
[66] S. Akcay, A. Le Tiec, L. Barack, N. Sago, and N. Warburton, Phys. Rev. D 91, 124014 (2015), arXiv:1503.01374 [gr-qc].
[67] M. van de Meent and A. G. Shah, Phys. Rev. D 92, 064025 (2015), arXiv:1506.04755 [gr-qc].
[68] L. Blanchet, Phys. Rev. D 65, 124009 (2002), arXiv:gr-qc/0112056.
[69] E. Gourgoulhon, P. Grandclément, and S. Bonazzola, Phys. Rev. D 65, 044020 (2002), arXiv:gr-qc/0106015.
[70] P. Grandclément, E. Gourgoulhon, and S. Bonazzola, Phys. Rev. D 65, 044021 (2002), arXiv:gr-qc/0106016.
[71] M. Shibata, K. Uryū, and J. L. Friedman, Phys. Rev. D 70, 044044 (2004), Erratum: Phys. Rev. D 70, 129901(E) (2004), arXiv:gr-qc/0407036.
[72] M. Caudill, G. B. Cook, J. D. Grigsby, and H. P. Pfeiffer, Phys. Rev. D 74, 064011 (2006), arXiv:gr-qc/0605053.
[73] A. Tsokaros, K. Uryū, and L. Rezzolla, Phys. Rev. D 91, 104030 (2015), arXiv:1502.05674 [gr-qc].
[74] K. G. Arun, L. Blanchet, B. R. Iyer, and M. S. S. Qusailah, Phys. Rev. D 77, 064035 (2008), arXiv:0711.0302 [gr-qc].
[75] T. Damour, P. Jaranowsk, and G. Schäfer, Phys. Lett. B 513, 147 (2001), arXiv:gr-qc/0105038.
[76] R.-M. Memmesheimer, A. Gopakumar, and G. Schäfer, Phys. Rev. D 70, 104011 (2004), arXiv:gr-qc/0407049.
[77] L. Blanchet, Phys. Rev. D 54, 1417 (1996), Erratum: Phys. Rev. D 71, 129904(E) (2005), arXiv:gr-qc/9603048.
[78] K. G. Arun, L. Blanchet, B. R. Iyer, and S. Sinha, Phys. Rev. D 80, 124018 (2009), arXiv:0908.3854 [gr-qc].
[79] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Lett. B 513, 147 (2001), arXiv:gr-qc/0105038.
[80] R. K. Sachs, Proc. R. Soc. Lond. A 270, 103 (1962).
[81] S. Taylor and E. Poisson, Phys. Rev. D 78, 084016 (2008), arXiv:0806.3052 [gr-qc].
[82] E. Poisson and I. Vlasov, Phys. Rev. D 81, 024029 (2010), arXiv:0910.4311 [gr-qc].
[83] K. Alvi, Phys. Rev. D 64, 104020 (2001), arXiv:gr-qc/0107080.
[84] H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner, Proc. R. Soc. Lond. A 269, 21 (1962).
[85] S. Isoyama, R. Fujita, A. Le Tiec, H. Nakano, N. Sago, and T. Tanaka, unpublished (2015).
[86] J. Vines and É. Flanagan, (2015), arXiv:1503.04727 [gr-qc].
[87] A. Le Tiec, Class. Quant. Grav. 31, 097001 (2014), arXiv:1311.3836 [gr-qc].
[88] S. Isoyama, R. Fujita, A. Le Tiec, H. Nakano, N. Sago, and T. Tanaka, unpublished (2015).
[89] A. Pound and E. Poisson, Phys. Rev. D 78, 084021 (2010), arXiv:1002.2386 [gr-qc].
[90] S. Isoyama et al., Phys. Rev. Lett. 113, 161101 (2014), arXiv:1404.6133 [gr-qc].
[91] L. Smarr, in Sources of gravitational radiation, edited by L. Smarr (Cambridge University Press, Cambridge, 1979) p. 211.
[92] L. Smarr, in Sources of gravitational radiation, edited by L. Smarr (Cambridge University Press, Cambridge, 1979) p. 245.
[93] M. J. Fitchett and S. Detweiler, Mon. Not. R. Astron. Soc. 211, 933 (1984).
[94] A. Pound, Phys. Rev. D 86, 084019 (2012), arXiv:1206.6538 [gr-qc].
[95] S. Detweiler, in Sources of gravitational radiation, edited by L. Smarr (Cambridge University Press, Cambridge, 1979) p. 211.
[96] U. Sperhake, V. Cardoso, C. D. Ott, E. Schnetter, and H. Witek, Phys. Rev. D 84, 084038 (2011), arXiv:1105.5391 [gr-qc].
[97] M. Favata, S. A. Hughes, and D. E. Holz, Astrophys. J. 607, L5 (2004), arXiv:astro-ph/0402056.
[98] A. Pound, Phys. Rev. D 88, 121501(R) (2013), arXiv:1306.6299 [gr-qc].
[99] E. Rosenthal, Phys. Rev. D 74, 084018 (2006), arXiv:gr-qc/0609069.
[100] S. Detweiler, Phys. Rev. D 85, 044048 (2012), arXiv:1107.2098 [gr-qc].
[101] S. E. Gralla, Phys. Rev. D 85, 124011 (2012), arXiv:1203.3189 [gr-qc].
[102] A. Pound, Phys. Rev. Lett. 109, 051101 (2012), arXiv:1201.5089 [gr-qc].
[103] A. Pound, Phys. Rev. D 86, 084019 (2012), arXiv:1206.6538 [gr-qc].
[104] A. Pound and J. Miller, Phys. Rev. D 89, 104020 (2014), arXiv:1403.1843 [gr-qc].
[105] A. Pound, Phys. Rev. D 90, 084039 (2014), arXiv:1404.1543 [gr-qc].
[106] C. Cutler, D. Kennefick, and E. Poisson, Phys. Rev. D 50, 3816 (1994).
[110] J. Levin and G. Perez-Giz, Phys. Rev. D 79, 124013 (2009), arXiv:0811.3814 [gr-qc].
[111] N. Warburton, L. Barack, and N. Sago, Phys. Rev. D 87, 084012 (2013), arXiv:1301.3918 [gr-qc].
[112] K. Glampedakis and D. Kennefick, Phys. Rev. D 66, 044002 (2002), arXiv:gr-qc/0203086.
[113] M. Colleoni and L. Barack, Phys. Rev. D 91, 104024 (2015), arXiv:1501.07330 [gr-qc].
[114] B. Wardell, C. R. Galley, A. Zenginoğlu, M. Casals, S. R. Dolan, and A. C. Ottewill, Phys. Rev. D 89, 084021 (2014), arXiv:1401.1506 [gr-qc].
[115] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 62, 084011 (2000), arXiv:gr-qc/0005034.
[116] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 91, 084024 (2015), arXiv:1502.07245 [gr-qc].
[117] C. Darwin, Proc. R. Soc. Lond. A 263, 39 (1961).