Validation and Completion of Initial Data of Hydrocarbon Reservoirs Development Based on 3D Models
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Abstract: The validation of initial data is an important process to reduce the risk of errors in calculations. The large amount of heterogeneous data in the area of hydrocarbon reservoirs development leads to a significant increasing in complexity and calculation time of data validation. Here, we consider the problem of validation and completion of the initial data for the task of hydrocarbon reservoirs development. A validation and completion method, based on the use of 3D visual models and searching of analogies, is proposed. The results of testing the proposed method on the data of reservoirs of the Tomsk region of the Russian Federation are shown. The results showed that the time of the procedure of validation and completion of the initial data was reduced by 22.2% for projects of reserve calculation and by 32.2% for projects of development forecast in comparison with standard manual validation procedure. During the validation, experts identified 18% and 13.5% more errors with the proposed method for projects of reserve calculation and development forecast, respectively, showing that the proposed method could be an effective tool for data validation and completion.

Keywords: hydrocarbon reservoir; data validation; data analysis; visual analysis; 3D models

1. Introduction

The validation of initial data is an important process to reduce the risk of errors in calculations, that is a necessary step to be performed with calculated data. When it is required to provide a lot of complex calculation steps in the course of solving a specific practical task of assessment, planning, or management, then errors in the initial data provide more significant negative impact on the final result, and the process of their validation becomes more difficult.

There are general methodologies and approaches to data verification and validation [1], but not all areas of activity apply these approaches with full effectiveness because of the task complexity and the large amount of data, that leads to significant complications and an increasing in the time of data validation [2].

One such task is the development of hydrocarbon (HC) reservoirs [3], which have a complex hierarchical structure in terms of the relationship of administrative, infrastructural, and economic components of development. The composition of this system includes such elements as...
underground oil reservoirs, ground infrastructure (pipelines, power plants, living and working space, roads, etc.), as well as drilled wells (production, injection, and measurement).

The planning task in the management of reservoirs becomes critical, when it takes into account the volume of capital investments (the cost of drilling and developing of wells, conducting of research, and field work) and the operating costs of reservoirs developing, as well as the degree of uncertainty in plans implementation. The solution of this task is a long-term strategy for the functioning of the HC reservoirs.

The technology for HC reservoirs development includes many calculations and building of models based on initial data [4,5]. At the same time, the development planning process itself is quite long, and each subsequent step most often actively uses the information obtained at the previous stage. This explains the importance of the correctness of the initial data for development and their influence on the final result. Errors in the initial data accumulate during the transition to the next stages of modeling, and a small error can grow multiple times after several iterations. If the project of developing is approved according to incorrect initial data, this can lead to significant losses in material and time. Considering that the initial information is arrays of a large volume and various types of data, validation and completion of the initial data becomes one of the most priority ways of increasing the efficiency of the planning management process of reservoir development.

Validation and completion of initial data at the current level of development of analytical technologies requires the involvement of the cognitive abilities of experts in the process of HC reservoirs development. This leads to an increase in the influence of the human factor on the development planning process, and makes it more unpredictable as well as the process of reservoir functioning following it. This unpredictability leads to a decrease in efficiency, which is fully based on the approved forecasts and plans.

The study of important issues of increasing the efficiency of HC reservoirs development has been and is being done by many scientists [6–9].

An analysis of the studies on the subject of HC reservoirs development let us suggest that the tasks of current interest are tasks of reducing the planning time in HC reservoir management, increasing of adequacy of reservoir models and the effectiveness of decision-making by reducing the human factor in the development process.

The method of the initial data validation and completion, that can be applied to large amounts of data and aimed at increasing the speed of perception of this information by the end user (an expert), will improve the decision-making mechanism in the HC reservoirs development and reduce the planning time as well as the number of errors in the data.

A good solution for improving the perception of the information and identifying anomalies in the data is the construction of visual models and their analysis [10–12]. Visualization is focused on obtaining new information and knowledge as a result of identifying patterns, connections, or anomalies in visual data images. Visualization, or, in other word, visual research, is a process that combines the creation of a visual model of the initial data and its interpretation [13]. Examples of visual 2D models are graphs and charts, examples of visual 3D models are geological grids and surfaces [14]. A visual representation of higher-dimensional data is possible using special conventions or perception capabilities to interpret the generated images. For example, multidimensional visual models were used for the task of analysis of empirical data on the current state of the study of processes for producing nitrogen carbide by the electric arc method [10], task of visualization, and presentation of components of an undergraduate educational program [13] and others.

The potential advantages of visualization form the conditions for the use of visualization tools in solving urgent problems in many areas of human activity: medicine, technology, economics, law, etc. Controlled performance visualization tools are widely used as an applied tool for scientific research [15–23].

In this regard, it is proposed to improve the expert approach to data validation using the capabilities of automation, scientific visualization and construction of visual data models.

In the process of solving the task of data validation and completion the main advantage of visual analysis based on flexible 3D model is expert’s opportunity to see and control the entire array
of available data. This approach (visual analysis of the flexible 3D model) allows the expert to change the criteria for finding a solution at any data processing stage. In comparison, statistical analysis (that could be defined as the traditional way of data analysis) provides a strict set of criteria, without the possibility of changing them at internal stages. Use of such 3D models will reduce the burden on experts, and increase the degree and speed of understanding of information through the use of spatial visual perception.

2. Modelling Procedure

Existing approaches to validate and complete of initial data can be divided in two directions: automated validation of compliance with formal requirements and restrictions [24] and manual expert analysis at various stages of interaction with data [25]. The second direction allows not only to validate the initial data, but also to determine how probable they look in the context of the task being solved. The predictability and accuracy of the result of manual validation is difficult to forecast, while the time and human resources spent on it grows exponentially with increasing dimensions and volume of the initial data.

Three key directions can be distinguished in the task of the initial data validation and completion:

1. Check for boundary values. The initial data may contain errors made during digitization or input. If the data goes beyond the boundaries of possible values, their validation and adjustment is quite easy to automate. The automated approach requires explicitly specifying boundary conditions for the data. The construction of visual models taking into account such checks allows not only to eliminate errors in the data, but also to increase the general understanding of the correctness level of the initial data by the expert.

2. Search for outliers. Outliers may not cross the boundaries of the permissible values of any parameter, but significantly distort in the same time the picture of the data array as a whole. It is almost impossible to validate such data in automatic mode, except in cases where the distribution law of this data in the array is approximately known. It is possible to quickly and with high reliability identify such anomalies in the case of an examination, and especially in the case of an examination based on visual models.

3. Comparison with analogues. A part of the initial data required by the conditions for solving the task may be missed. In this case, the only acceptable solution is often search of analogues among known data, after which we can extrapolate these known data to the array under study. This allows us to synthesize new data that is suitable for formal validation criteria and relatively reliably reflects the nature of changes in known values, filling in the missing elements of the data array. Automated validation in this situation requires knowledge of many parameters, which in the case of visual analysis can be chosen by experts more or less intuitively.

The initial data may also contain hidden errors due to gaps in their structural and formal presentation, or due to the fundamental impossibility of their formal structured presentation.

In general, the proposed method of validation and completion can be described by the following algorithm:

1. Formalization and preparation of data. At the initial stage, it is important to convert all the data used in the analysis into a form suitable for further processing. In this case, the reduction of all data to a strictly discrete form is not mandatory, but the general structure of the data array is important. Each logical data element must be in the correct address position and be extractable from the array by a specific request [26,27].

2. Building of a visual model of the data array, that takes into account and including three key areas of validation and completion of data:
   a. Check for boundary values;
   b. Search for outliers;
c. Comparison with analogues.

3. Data redundancy check. Data can be duplicated for a number of parameters, replaced with repeated investigations or flaws in the planning of the research process and workflow. Redundancy can also include data that are linearly dependent on each other and do not affect further estimates and calculations, the so-called deadlock data branches. The selection of suitable data and redundancy elimination within the framework of the proposed algorithm are provided with the method of search of analogies [28].

4. Logical validation (validation of suitability of data with the boundaries of permissible values, expected values distribution functions, etc.).

5. Data conflicts resolving. Important data can be marked as incorrect or unreliable after identifying internal or external contradictions. These data should be excluded from further analysis, which leads either to a next transition to the data completeness check, or to the classification of the entire data array as unreliable. A method of search of analogies in the context of cross-validation is used for this step.

6. Data completeness check. Some of the data may be missing due to data entry errors, insufficient research of the development object, changes in measurement procedures during the course of the project, and many other reasons. In the traditional validation methods, the incompleteness of the data is compensated only on the basis of the previous experience of the expert. Within the framework of the proposed algorithm, the method of search of analogies from previously investigated projects is used for this task.

7. Arrays of adjusted data based on conducted validation and completion procedures forming. Formulation of the conclusion about the level of data sufficiency for reliable project of reservoir development on their basis and recommendations for the search of analogies among data of other reservoirs in the case of insufficient conclusion about available data.

The described algorithm of data validation and completion includes elements of the method of search of analogies at three different stages: the stage of data redundancy check, the stage of data completeness check and the stage of data conflicts elimination.

Assessment of the complexity of the validation and completion process can be carried out optionally at the data preparation stage. It checks such parameters as the volume and structure of the evaluated information (it effects on the automation capabilities); computational complexity (it depends on logical rules for compliance with which data will be checked); cohesion (interdependence) of data and rules of their validation.

The steps of the proposed algorithm of visual validation and completion of the initial data are shown in Figure 1.
In the context of the task of HC reservoirs development, it is possible to specify the most complex step of the proposed algorithm, in particular, the method of search of analogies.

The method of search of analogies, which was presented earlier in the work [28], basically contains the idea of finding similar HC reservoirs that are selected in accordance with the following formula:

\[ k = \tilde{C} \cdot \tilde{W}, \]

where \( k \) is a final grade characterizing the level of similarity of the compared objects, \( \tilde{C} = \{c_1, c_2, \ldots, c_n\} \) is the vector of covariance of compared parameter (e.g., the level of proximity to a given reservoir; the similarity in depth disposition; the similarity of the reservoir layers; the similarity of the HC properties); \( \tilde{W} = \{w_1, w_2, \ldots, w_n\} \) is the vector of weight coefficients of these parameters; \( n \) is a total number of the considered parameters depended on the task condition (it
could vary significantly, since reservoirs contain tens and hundreds of heterogeneous parameters by which a comparison is possible to made). Usually, the number of parameters is limited due to the complexity of calculating the final grade (including setting weights and determining the covariance). In this work the total number of parameters is limited to 13.

The parameter covariance always lies in the range from 0 to 1, where $c = 0$ is the total independence of values of the compared parameter, $c = 1$ is the completely coinciding values of the parameter (or the identical vector of values, if the parameter is not a scalar quantity). The weight coefficient may be a dimensionless quantity, but in the case of its normalization from 0 to 1, the final similarity grade will also lie in this range, and by the proximity of this estimate to 0 or to 1 it will be possible to estimate the overall level of similarity of the compared objects. According to the studies [29], when a $k$ value is more than 0.8, then the considered reservoirs can be marked as similar in terms of disposition. Then some parameters of the considered reservoir can be taken when its own researches are unavailable at an early stage of development.

During such an analysis, reservoir must be compared with each reservoir in the available set, and then the most suitable one should be selected with the maximum value of $k$ coefficient. In this work the total number of compared HC reservoirs is limited to 14.

Within the framework of the proposed method, the selection of the closest analogue-reservoir is carried out using a visual data model, a conceptual scheme of which is presented in Figure 2. This method allows us to avoid the numerical calculation of weight coefficients and covariance of compared parameters replacing them by work with visual model.

Figure 2. Conceptual scheme of a visual data model: (a) 2D mode; (b) 3D mode
The parameters of candidate reservoirs in the visual model are arranged in accordance with their weight coefficients for better visual perception of importance of each parameter. In the 2D mode (Figure 2a), the model makes it possible to analyze an array of absolute values (by the X-axis), taking into account weight coefficients (by the Y-axis); the parameters are scaled for better visual perception. The third measurement of the model (Figure 2b) implements a mode for comparing the deviations of the parameters of candidate reservoirs from the chosen reservoir; the permissible deviation is limited to a confidence interval (marked as “tolerance” in figure). In this mode, the expert performs a visual assessment and search for the most suitable reservoir analog by the criterion of proximity of the parameter curve (from the expert’s point of view) to the central line (chosen reservoir).

An example of 3D model for a visual data analysis is presented in Figure 3. Parameter values are marked in the left side of the 2D model (Figure 3a), horizontal axes correspond to the selected parameters and are located in accordance with their weight coefficients. A 2D mode for comparing absolute values shows the missed connection between some data due to the fact that the sample contains values of the parameters of various reservoir layers (collector rocks containing HC). The 3D mode of search of analogies is shown in Figure 3b (the central axis is the chosen reservoir, the color curves are deviations of the candidate parameters from the chosen reservoir in one or another direction, the confidence interval is indicated by a parallelepiped). The curve of the parameters of the best analog reservoir, chosen by an expert as the closest solution to the studying reservoir for the entire set of parameters, can be indicated here (e.g., by line with a larger thickness).

![Figure 3](image)

**Figure 3.** Visual data model for the search of analogies task: (a) 2D comparison mode; (b) 3D search of analogies mode.

The presented approach combines in one 3D visual model:

- 2D analysis of the absolute values of the parameters;
- Analysis of deviations of parameters from the reference value;
- Ranking of parameters by weight coefficients;
- Use of confidence interval;
- Scaling of parameter values for a better user perception.

All of the above, as well as the interactivity of the 3D model (the ability to change the angle and scale of both the entire model and its individual parameters for estimating of local effects) provide
an intuitive experience of large amounts of information to user and reduce the time of the visual model analysis and decisions making.

Using a complex 3D model for a visual data analysis of reservoirs makes it possible to quickly find a solution to the task of analogies search. This solution fills in the missing data and build the correct geological and hydrodynamic models of the reservoirs (in accordance with the current regulatory documents [30–32]), as well as performs predictive development modeling.

Such a model is the equivalent of an array of 2D models that the expert has to analyze with the standard (traditional) approach. This approach involves the use of table editors or specialized software (such as Schlumberger, Roxar, etc. as viewers for geophysics and inclinometry, data visualizers for development projects) to build charts, graphs, histograms of deviations, etc.

The numerical solution of the validation task is based on a set of rules [33,34]. An example of rules for the considered Jurassic reservoirs of Tomsk Region in Russian Federation (location and lithography example is presented in Figure 4) is given in Table 1. The restrictions in such rules depend on the conditions of the reservoir and the type of reservoir.

![Figure 4. Location of considered hydrocarbon (HC) reservoirs on a map of Russian Federation and lithography description of one of them.](image)

| Parameter                  | Condition      |
|----------------------------|----------------|
| Porosity coefficient, u.f. | Min | Max | Average |
|                            | 0.1 | 0.25| 0.13    |
| Permeability coefficient, mD| 1   | 30  | 5       |
| Oil saturation coefficient, u.f. | 0.45 | 0.65 | 0.55    |

Table 1. Example of rules for initial data validation.

A sample of real data of HC reservoir development projects was used in test of the proposed method of the initial data validation and completion. The data includes 23 projects of reservoirs in the Tomsk Region of Russian Federation. 14 of data set projects relate to the reserve calculation and nine relate to the development forecast. Inclinometry (depth, angle, and azimuth) and well logging (porosity, reservoir, permeability, etc.) were verified for wells in reserve calculation projects. Data on the history of reservoir development in wells (oil and water production by months, pressure measurements) were estimated in development forecast modeling. A portion of the projects relate to
the same reservoirs, but differ in initial data, which were updated at different time periods according to the results of additional investigations.

A group of 11 experts in the area of oil and gas reservoirs development projects took part in the testing. The competence of experts is confirmed by the experience of successful implementation of more than 50 projects of reserve calculation and development forecasts for a period of more than 10 years. Experts performed some of the stages associated with the validation of the initial data using the developed method. The proposed method was implemented in the form of a software visual model [28]. The results were compared with the available data on the implementation of approved projects for the same reservoirs.

Validation and completion by the proposed method on the basis of visual data models was carried out using data of similar objects. The assessment of the correctness of the initial data was calculated from a comparison of the data arrays with their analogues from the existing set.

Testing according to the criteria of redundancy, incompleteness and inconsistency was carried out on data of HC reservoirs without their own core investigations, which are necessary to predict development. Such investigations from one of the similar reservoirs can be used for chosen reservoir. It is necessary to find in the initial sample of candidates an analogous reservoir that is closest to the chosen one in key parameters. The initial sample included 18 candidate reservoirs. 13 key geological and physical characteristics—water density (t/m³); average depth of bedding (m); net-to gross (u.f.); initial formation pressure (MPa); average net productive formation thickness (m); average net oil thickness (m); oil viscosity in reservoir conditions (mPa·sec); oil density in surface conditions (t/m³); oil-formation volume factor (u.f.); gas content of in-place oil (m³/t); porosity (u.f.); oil saturation (u.f.); permeability (D) (Figure 5)— were identified as important for the reservoir from the entire data set by experts. They assigned weight coefficients and allowable deviations from the chosen reservoir for each of key characteristics.

![Figure 5. Initial data sampling for testing the search of analogies method.](image)

The method of search of analogies was estimated by the time it took to search for similar reservoirs, which can be used to make up for missing data that required for a project.

Comparison of the results was carried out on 14 reserve calculation projects. Development forecast projects were excluded from the test data set, as they do not contain new information on the geological and geophysical characteristics of the reservoirs.

Testing results were evaluated by two quantitative indicators: the runtime and the number of errors and conflicts found in the data.

We used both standard software tools (Excel, Schlumberger Petrel) and software that implements a 3D model of initial data (3D Max) to conduct tests of proposed method.
3. Results

3.1. Analogy Search Method

The measurement of the runtime was carried out without taking into account the time for preparation and processing of the initial data, since in this case it was the same for the entire set. Time of search of analogues were calculated with standard approach (with statistical and 2D visualization tools like Schlumberger Petrel), which is used in real development projects, and with proposed approach (3D models of initial data built in 3D Max) by 11 experts in semiautomatic mode. The results of the evaluation of the average runtime for the search procedure of analogues are presented in Table 2 and Figure 6.

| Number of Test Data Set | Time of Search of Analogues, min. | Difference, % |
|-------------------------|-----------------------------------|---------------|
|                         | Standard Approach | Proposed Approach |               |
| 1                       | 15                 | 12.6           | 16.0          |
| 2                       | 17                 | 14.4           | 15.3          |
| 3                       | 12                 | 9.0            | 25.0          |
| 4                       | 15                 | 9.0            | 40.0          |
| 5                       | 17                 | 10.8           | 36.5          |
| 6                       | 20                 | 12.6           | 37.0          |
| 7                       | 15                 | 9.0            | 40.0          |
| 8                       | 10                 | 6.3            | 37.0          |
| 9                       | 15                 | 12.6           | 16.0          |
| 10                      | 15                 | 10.8           | 28.0          |
| 11                      | 18                 | 10.8           | 40.0          |
| 12                      | 20                 | 12.6           | 37.0          |
| 13                      | 12                 | 9.0            | 25.0          |
| 14                      | 12                 | 7.2            | 40.0          |

Figure 6. Measurement results of search of analogues runtime by experts.
The use of search of analogues method allowed to reduce the execution time of this operation by 30.9% on average. An average impact of proposed approach in speed up of search of HC reservoir analogues by 11 experts is stable positive for all considered cases. The minimum increase in speed was 15.3% (for the data set No. 2), the maximum increase was 40% (for data sets No. 4, No. 7, No. 11, and No. 14).

These results make it possible to conclude that proposed approach is useful in considered task in comparison with standard approach that uses statistical evaluation and 2D visualization with charts and graphs.

3.2. **Method of Initial Data Validation and Completion**

The obtained measurements on the time of validation and completion of the initial data for test projects are presented in Table 3 and Figure 7. In these tests proposed approach is compared with standard approach the same way as analogy search method.

| Project Type             | Number of Test Data Set | Time of Validation, min. | Difference, % |
|--------------------------|-------------------------|--------------------------|---------------|
|                          |                         | Standard Approach        | Proposed Approach |               |
| Reserve Calculation      | 1                       | 80                       | 55.8           | 30.3          |
|                          | 2                       | 90                       | 72             | 20.0          |
|                          | 3                       | 55                       | 46.8           | 14.9          |
|                          | 4                       | 60                       | 39.6           | 34.0          |
|                          | 5                       | 40                       | 30.6           | 23.5          |
|                          | 6                       | 70                       | 52.2           | 25.4          |
|                          | 7                       | 70                       | 52.2           | 25.4          |
|                          | 8                       | 60                       | 45             | 25.0          |
|                          | 9                       | 65                       | 43.2           | 33.5          |
|                          | 10                      | 40                       | 36             | 10.0          |
|                          | 11                      | 50                       | 39.6           | 20.8          |
|                          | 12                      | 30                       | 27             | 10.0          |
|                          | 13                      | 30                       | 23.4           | 22.0          |
|                          | 14                      | 30                       | 25.2           | 16.0          |
| Development Forecast     | 1                       | 130                      | 87.4           | 32.7          |
|                          | 2                       | 145                      | 94.5           | 34.8          |
|                          | 3                       | 110                      | 80.4           | 26.9          |
|                          | 4                       | 140                      | 91.5           | 34.7          |
|                          | 5                       | 100                      | 71.4           | 28.6          |
|                          | 6                       | 160                      | 93.5           | 41.6          |
|                          | 7                       | 140                      | 91.5           | 34.7          |
|                          | 8                       | 100                      | 74.4           | 25.6          |
|                          | 9                       | 120                      | 83.4           | 30.5          |

From Table 3 we can conclude that the application of the method of the initial data validation led to a reduction in the validation time by 22.2% in reserve calculation, and by 32.2% in the development forecast on average.

An average impact of proposed approach in speed up of validation of HC reservoir initial data by 11 experts is stable positive for all considered cases. For reserve calculation projects the minimum increase in speed was 10% (for data sets No.10 and No.12), the maximum increase was 34% (for the data set No.4). For development forecast projects the minimum increase in speed was 25.6% (for the data set No.8), the maximum increase was 41.6% (for the data set No.6).
In Figure 7 it should be noticed, that the projects with minimal effect on validation speed have the smallest time of validation with standard approach too. Probably these projects had more structured data set then others that could explain such an effect. In a whole proposed approach makes times of project calculation more homogeneous and, consequently, more predictable.

The quality of validation was also evaluated with the average number of errors by 11 experts. The results on the number of errors and conflicts found by experts in the initial data are presented in Table 4 and Figure 8.

Table 4. The number of errors identified by experts during the initial data validation.

| Project Type          | Number of Test Data Set | The Average Number of Errors | Difference, % |
|-----------------------|-------------------------|------------------------------|---------------|
|                       |                         | Standard Approach            | Proposed Approach |          |
| Reserve Calculation   | 1                       | 55                           | 57.7           | 4.9         |
|                       | 2                       | 101                          | 126.7          | 25.4        |
|                       | 3                       | 30                           | 30.9           | 3.0         |
|                       | 4                       | 27                           | 29.9           | 10.6        |
|                       | 5                       | 44                           | 58.7           | 33.4        |
|                       | 6                       | 36                           | 37.1           | 3.0         |
|                       | 7                       | 24                           | 25.8           | 7.3         |
|                       | 8                       | 78                           | 86.5           | 10.9        |
|                       | 9                       | 67                           | 73.1           | 9.1         |
|                       | 10                      | 54                           | 56.7           | 4.9         |
|                       | 11                      | 31                           | 31.9           | 3.0         |
|                       | 12                      | 38                           | 41.2           | 8.4         |
|                       | 13                      | 25                           | 40.2           | 60.7        |
|                       | 14                      | 16                           | 26.8           | 67.4        |
| Development Forecast  | 1                       | 5                            | 5.2            | 4.0         |
|                       | 2                       | 1                            | 1.0            | 4.0         |
|                       | 3                       | 7                            | 10.4           | 48.6        |
|                       | 4                       | 11                           | 13.5           | 22.9        |
|                       | 5                       | 22                           | 22.9           | 4.0         |
|                       | 6                       | 4                            | 5.2            | 30.0        |
|                       | 7                       | 6                            | 6.2            | 4.0         |
|                       | 8                       | 2                            | 2.0            | 0.0         |
|                       | 9                       | 9                            | 9.4            | 4.0         |
As it can be seen from the results presented in Table 4, the application of the method of the initial data validation allowed us to identify by 18% more errors in reserve calculation and 13.5% more in development forecast on average compared to standard statistic methods. Moreover, the negative effect of the application of the method did not be revealed in any of the tests.

An average impact of proposed approach in number of detected errors in HC reservoir initial data by 11 experts is mostly positive for all considered cases. For reserve calculation projects the minimum increase in number of errors was 3% (for data sets №3, №6, and №11), the maximum increase was 67.4% (for the data set №14). For development forecast projects the minimum increase in number of errors was 0% (for the data set №8), the maximum increase was 48.6% (for the data set №3).

The number of errors found (two errors for the entire data set) was the same with the use of the method and without it in only one data set (№8, development forecast). That supposedly can indicate the high quality of this initial data set.

![Figure 8](image.png)

Figure 8. The number of errors identified by experts in the initial data validation in the task of: (a) reserve calculation; (b) development forecast in comparison with approved projects

In Figure 8 there are no any significant differences between proposed approach and standard approach for data validation, but the average number of detected errors slightly higher in proposed approach with using visual analysis of 3D model of initial data set.

4. Conclusion

The method of validation and completion of data, proposed as part of this work, implemented as a software system, and including the method of search of analogies, was evaluated by the criterion of runtime and the number of identified discrepancies in the data.

The application of the method of search of analogies led to a reduction in the time required to complete this operation in reserve calculation by 30.9% on average according to the results of testing and comparison on 14 development projects in the Tomsk Region in Russian Federation.

The application of the method of the initial data validation and completion reduced the processing time of the initial data of reserve calculation by 22.2% on average and by 32.2% with the initial data of development forecast.

The proposed method allowed us to identify 18% more errors in the initial data of reserve calculation and 13.5% more errors in the initial data of development forecast on average compared to standard manual statistic methods.

The positive effect of the application of the developed method of the initial data validation and completion in the area of HC reservoirs development allows us to conclude that the software tool for visual analysis and obtaining new information created as part of this research has advantages in data validation tasks when automation of the data array analysis process is difficult due to heterogeneity, multiscale, and large amounts of data. In the context of the task of HC reservoirs development, the proposed method makes it possible to save a lot of time and human resources in the process of initial data expertise and makes results of data analysis more perceptible for experts.
Using the developed visual model makes it possible to quickly detect objects close to each other in the studied data from the point of view of the observer and principles recognized by him. This approach, involving visual modeling, evaluates, analyzes, and compares large volumes of heterogeneous data faster and more efficiently than standard (traditional) statistical and 2D visual methods of analysis.
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