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Abstract Energy limitation is a major issue in WSN where a high volume of redundant data is collected periodically and transmitted through the network. Therefore, efficient energy consumption is the key solution to maximize the network lifetime. This paper proposes an adaptive sampling approach based on spatio-temporal correlation of collected data and on nodes residual energy. This approach aims to optimize sampling rates of sensor nodes while ensuring a high quality of the collected data. In addition, a data reconstruction method based on linear regression is adopted in the sink to reconstruct the missing samples due to sampling rate reduction and adaptation compared to the case of a constant maximal sampling rate. We compare our approach with recently proposed adaptive sampling benchmark methods in different scenarios of data temporal correlation. Simulation results show the effectiveness of our proposed method in optimizing energy consumption by reducing sampling rate while maintaining data quality.
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1 Introduction

Thanks to their several challenges, Wireless Sensor Networks (WSN) have significant interest for researchers nowadays. A WSN is composed of a large number of sensor nodes which are limited in terms of power and processing capabilities. They are usually deployed randomly over the area to be sensed in severe conditions where no power source to aliment batteries. Those small
devices should perform their functions by measuring and transmitting a high volume of data despite the energy constraints. Therefore, a variety of energy conservation techniques are studied in the literature to optimize the data collection and transmission and then maximize the network lifetime.

One popular energy efficient approach is the adaptive sampling technique where the sampling rate of each sensor node is adapted in time for the sake of energy conservation while keeping sufficiently good reconstruction performance at the sink node. The quantity of sampled data will be reduced when the correlation of data is important. In consequence, this method reduces redundant data transmission by collecting less data when correlated.

In this paper, we propose a Spatio-Temporal Adaptive Sampling approach based on Residual Energy (STASRE) in Long Range Wide Area Network (LoRaWAN). The gateway (sink) will be responsible for collecting data from Long Range (LoRa) End nodes in its range of communication. Then, it calculates the spatial correlation in terms of geographical proximity of nodes and the spatial and temporal correlation among sensor nodes data. The new sampling rate should increase when a low spatio-temporal correlation of data is detected to acquire enough information, and, should decrease when there is a high spatio-temporal correlation among data and/or when the node residual energy reaches a critical low level.

We compare our approach to Spatial-Temporal Correlation based Approach for Sampling and Transmission rate Adaptation (STCSTA) [1], Aggregation and Adaptive Sampling approach (AAS) [2] and fixed sampling rate method where data will be sampled and sent to the gateway directly at the same maximal rate without any processing operation.

The rest of the paper is organized as follows: Sect. 2 provides a survey on the work related to energy conservation within WSN. Sect. 3 describes the system network model and the energy model that manages the energy consumption. Sect. 4 details the proposed spatio-temporal adaptive approach based on residual energy (STASRE). Sect. 5 describes the used data reconstruction method. The performance evaluation and analysis are discussed in Sect. 6. Finally, Sect. 7 summarizes the contribution and opens some perspectives.

2 Related works

Several energy saving strategies are studied to manage the scarce energy resource of WSN [3]. Those strategies can be categorized as: duty cycling schemes, energy efficient routing and data driven approaches that optimize either the collected data volume or the data acquisition process itself.

Duty cycling is one of sleep/wake trading schemes where sensor nodes operate at low power and enter in sleep mode for most of the time whenever there is no task to be performed [4]. The radio tranceiver then is switched off to save energy. The authors in [5] propose a duty cycle energy management scheme based on medium access control (MAC) protocol. One part of the
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duty cycle is allocated for transmitting the data of the sensor node itself and another part is allocated for receiving/transmitting data of neighbor nodes. The node turns off in sleep mode when no data is available in order to conserve energy. In[6], a dynamic duty cycle (DDC) scheme is proposed to minimize the transmission delay and, then, maximize the network lifetime.

In energy efficient routing technique [7], the distance between sensor nodes and their sink is a key factor to choose the optimal path to route the collected data. This energy efficient routing path should minimize the communication cost. Low-Energy Adaptive Clustering Hierarchy protocol (LEACH), proposed in [8], is one among the most popular clustering-based routing approaches in WSN which is based on two main steps. For the first step, which is the setup phase, the selection of cluster heads and the cluster formation are performed based on energy and probability function. In steady state phase, cluster heads collect data from nodes in their respective clusters using a Time Division Multiple Access (TDMA) scheduling and perform data aggregation before transmitting to the base station. This method ensures energy load distribution in all nodes of each cluster. A clustering and routing approach based on genetic algorithm for multi objective optimization (CRMOGA) is proposed in [9]. The goal is to find a near optimal network configuration by selecting optimal cluster heads, and, finding the optimal path to route the collected data. The multi objective fitness function aims to reduce the energy consumption of the network.

Data driven approaches are based on the exploitation of spatio-temporal correlation between sensor nodes’ data. Two techniques of data reduction in WSN are compression and aggregation [10] where data will be reduced before being transmitted to the sink. For compression techniques, a recovery process will be performed in the base station [11], [12]. In[13], an energy-efficient data collection based on compressive sensing technique (CCS) in cluster-based network is proposed. This method uses block diagonal matrices as measurements matrices. Then, the base station performs recovery process to reconstruct data. In [14], an energy efficient compressed data collection method based on compressive sensing theory and quantized compressed sensing is proposed. The authors in [15] propose a data aggregation method based on clustering network topology. The clustering approach is divided into two steps. The first step consists in dividing the sensed region into correlated contiguous regions on the basis of position and data correlation. The second step consists in performing clustering on each region on the basis of residual energy. Each cluster head collects, aggregates data and routes it toward the sink. This method allows an energy load distribution among sensor nodes in each cluster. In [16], authors introduce a method based on fuzzy logic model in two levels for energy efficient clustering (FLTLC) using similarity, distances and residual energy as input fuzzy logic parameters.

Considering that sampling is one of the most consuming activities in addition to transmission and processing, one of the efficient data acquisition techniques is the adaptive sampling method where sensor nodes adapt their sampling rate on the basis of data changes detection. This method reduces the
number of collected data, and then, reduces the energy consumption when the
data is highly correlated. In [2], authors propose a new method, AAS, to adapt
sensor sampling rate in two steps to reduce data collection and, thus, reduce
the energy consumption. This method is applied at two levels: sensor node level
for the aggregation phase and cluster head level for adaptive sampling phase.
The sensor node data collection is performed periodically. In the first step,
each sensor node calculates the similarity between the collected data in order
to eliminate redundancy and reduce the amount of collected data. Then, the
cluster head determines the new sampling rate on the basis of spatial and temp-
oral correlation of collected data. In [1], authors propose a spatial-temporal
correlation method in cluster-based network to adapt sampling and transmis-
sion rates. According to the correlation degree between sensor nodes’ data,
calculated using Pearson correlation coefficient, the sampling rate will be ei-
ther increased or decreased. In [17], a data driven adaptive sampling algorithm
(DDAS) is proposed. This method is based on a revised sigmoid function that
allows to dynamically change the sampling frequency, depending on a number
of the most recent data and the last two detected data.

Some researchers combine adaptive sampling approach and data prediction
techniques. A prediction model is then built in the sink to reconstruct and pre-
pdict the data using the historical collected measurements. In [18], a data
prediction with cubic adaptive sampling method is proposed. This method
combines an adaptive sampling technique, based on TCP CUBIC protocol,
with a prediction model based on the simple exponential smoothing model. The
authors in [19] propose a data reduction method based on adaptive sampling
combined with a transmitted data reduction based on a prediction model. This
method reduces the energy consumption by reducing the sensed data and the
radio communication burden.

In this paper, we propose an adaptive sampling approach based first on
spatio-temporal correlation of periodically collected data and based second on
residual energy. The proposed scheme is developed in LoRa/LoRaWAN based
architecture network. The algorithm is performed at the gateway level.

Notations

Table 1 contains the notations used hereafter in this paper.

3 Network description and energy model

3.1 Network description

3.1.1 LoRaWAN-Based IoT Architecture

LoRa/LoRaWAN is one of the mostly used protocols in Low Power Wide
Area Network (LPWAN) [20], it provides a very low power consumption and
Table 1 Notations

| Notation | Description |
|----------|-------------|
| $s_i$   | Sensor node $s_i$ |
| $SR_p^i$ | Sampling rate of sensor $s_i$ at period $p$ |
| $SR_{max}$ | Maximal sampling rate |
| $M_{s_i}$ | Set of sensor nodes spatio-temporally correlated with $s_i$ |
| $v_p^i$ | Vector of measurements of $s_i$ at period $p$ |
| $v_{ij}^p$ | $j^{th}$ measurement of $s_i$ at period $p$, $j = 1 \ldots SR_i$ |
| $\mu_{v_i}$ | Mean of measurements of node $s_i$ |
| $\sigma_{v_i}$ | Standard deviation of measurements of node $s_i$ |
| $R_s$ | Neighboring range |
| $d_{ij}$ | Euclidian distance between node $s_i$ and node $s_j$ |

a long range transmission. LoRaWAN uses a star topology illustrated in Fig. 1 where sensor nodes transmit the collected data to the gateway. Each received packet is relayed to the LoRaWAN network server. The latter checks the received packets to authenticate the nodes before transmitting them to the corresponding application server.

![LoRa Network Architecture](image)

**Fig. 1** LoRa Network Architecture.

3.1.2 System model and assumptions

We consider a LoRaWAN WSN composed of $N$ sensor nodes randomly distributed in a monitored field and a gateway. We consider a periodic data collection in sensor network illustrated in Fig. 2 for sensor node $s_i$.

During the first period, $N$ sensor nodes collect data using the maximal sampling rate $SR_{max}$. This data is stored in a matrix $D$. Each row corresponds to one sensor measurements during the period.
Then, the sampling rate will be updated through periods according to data dynamics. The stored matrix $D$ during the period is given by the following equation:

$$D = \begin{bmatrix} v_{11} & v_{12} & \ldots & v_{1SR_{\text{max}}} \\ v_{21} & v_{22} & \ldots & v_{2SR_{\text{max}}} \\ \vdots & \vdots & \ddots & \vdots \\ v_{N1} & v_{N2} & \ldots & v_{NSR_{\text{max}}} \end{bmatrix},$$

(2)

where ‘$\text{Nan}$’ corresponds to missing samples whenever the sampling rate decreases with respect to its maximal value $SR_{\text{max}}$. Such non sampled data of the matrix $D$ are reconstructed at the sink at each period using a reconstruction method. The possible herein envisaged reconstruction methods are the mean and median imputation in space or time and the regression imputation [25].

3.2 Energy model description

In order to compute the energy consumption of each sensor node, the energy consumption model based on LoRa/LoRaWAN architecture is presented in [21]. This model states that for a given node, the consumed energy $E$ is given by:

$$E = E_{\text{active}} + E_{\text{sleep}}.$$  

The total energy consumption $E_{\text{active}}$ is the sum of dissipated energy by the sensor unit, the processing unit and the communication unit.

$$E_{\text{active}} = E_{\text{wu}} + E_{m} + E_{\text{proc}} + E_{\text{wut}} + E_{T} + E_{R},$$  

(4)
where $E_{wu}$, $E_m$, $E_{proc}$, $E_{wut}$, $E_T$ and $E_R$ are respectively, energies dissipated in the system wake-up, the data measurements, the microcontroller processing, the wake-up of the LoRa tranceiver, and the transmission and reception modes.

We assume that $E_{sleep}$, $E_{wu}$, $E_{proc}$ and $E_{wut}$ are negligible with respect to other energy components. In this way, Equation (3) reduces to

$$E = E_m + E_T + E_R,$$

where $E_m$ is the energy dissipated by measuring $SR$ values of the considered period.

$$E_m = SR(P_mT_m),$$

where $P_m$ and $T_m$ are the power consumption and the time duration of one measurement.

$$E_T = P_TT_T,$$

where $P_T$ and $T_T$ are the power consumption and the duration of transmission mode.

$$E_R = P_RT_R,$$

where $P_R$ and $T_R$ are the power consumption and the duration of reception mode.

4 Proposed Spatio-temporal Adaptive Sampling based on residual energy (STASRE)

In this section, we will firstly detail how the spatial and temporal correlation between sensor nodes’ measurements and the residual energy level are exploited in our proposed adaptive approach. Then, we will give a description of the sampling rate updating through data collection periods. For this aim, we will start by computing the spatial correlation between sensor nodes and measuring the data similarity.

4.1 Calculating spatial correlation between sensors

In WSN generally, the closer neighbor nodes are, the more spatially correlated are their collected data. To this end, we introduce the overlap area between sensor nodes to calculate the degree of correlation between collected data of sensor nodes. The overlap area $A(s_i, s_j)$ between two neighbor nodes $s_i$ and $s_j$ with spacing verifying $d_{ij} < 2R_s$, as shown in Fig. 3, is defined by the following equation [22]:

$$A(s_i, s_j) = \frac{2}{\pi} \arccos \left( \frac{d_{ij}}{2R_s} \right) - \frac{d_{ij}}{\pi R_s^2} \sqrt{R_s^2 - \frac{d_{ij}^2}{4}},$$

(9)
The parameter $R_s$ is defined as the neighboring range, which is half the lower range with zero overlapping area. Two sensor nodes are spatially correlated when the overlap area between them is greater than a predefined threshold $a$.

The set of spatially correlated nodes with $s_i$ is defined as:

$$spatial_{\text{Corr}}(s_i) = \{s_j, d_{ij} < 2R_s \text{ and } A(s_i, s_j) \geq a \}. \quad (10)$$

### 4.2 Data similarity measure

There are a variety of similarity functions that we can use to measure the similarity between collected data of different sensor nodes, such as Cosine similarity, Jaccard similarity, Pearson correlation coefficient \cite{23}, \cite{24}.

We define in Equation (11) the cosine similarity function $Similar(s_i, s_j)$ which measures the degree of similarity between two vectors of measurements of two sensor nodes $s_i$ and $s_j$ measured at the same period and maximal sampling rate $SR_{\text{max}}$.

$$Similar(s_i, s_j) = \frac{\sum_{k=1}^{SR_{\text{max}}} v_{ik}v_{jk}}{\sqrt{\sum_{k=1}^{SR_{\text{max}}} v_{ik}^2} \sqrt{\sum_{k=1}^{SR_{\text{max}}} v_{jk}^2}}. \quad (11)$$

The set of correlated nodes with sensor node $s_i$ is defined as:

$$data_{\text{Corr}}(s_i) = \{s_j, Similar(s_i, s_j) > s \}, \quad (12)$$

where $s$ is the threshold for the correlation between sensor nodes.

After evaluating the spatial correlation and measuring the data similarity, a set of spatially-temporally correlated sensor nodes denoted as $M_{si}$ is extracted for sensor node $s_i$ by:

$$M_{si} = spatial_{\text{Corr}}(s_i) \cap data_{\text{Corr}}(s_i). \quad (13)$$
4.3 Proposed adaptive sampling scheme

The different steps of our proposed adaptive sampling approach are presented by Algorithm 1 starting by the data acquisition until the sampling rate updating. Indeed, at each period the gateway adjusts the sampling rate of each sensor node taking into account the degree of temporal correlation between the nodes in the set $M_s$ evaluated in Equation (13) and the level of residual energy $E_r$ of the considered node. Hereafter, we give a detailed description of the three phases of our proposed STASRE scheme.

- **Phase 1: Initialization**
  At the first period, all the sensor nodes have the same initial energy equal to the maximal energy, $E_r = E_{max}$. The sampling rate takes the maximum value as follows:

$$SR_{s_i}^1 = SR_{max}, i = 1, \ldots, N.$$  \hfill (14)

- **Phase 2: Sampling rate updating**
  We here discuss the update of the sampling rate at each period according to the residual energy $E_{r,s_i}^p$ of node $s_i$ at period $p$. In such way, two cases can be distinguished.

- **Case 1:** $E_{min} < E_{r,s_i}^p < E_{max}$
  When the residual energy $E_{r,s_i}^p$ of sensor node $s_i$ at period $p$ decreases and does not reach the minimum energy level $E_{min}$, its sampling rate is changed by exploiting both the spatial and temporal correlations. More precisely, its updated value at period $p + 1$ is expressed as a weighted sum of a part related to spatial correlation and a part related to temporal correlation denoted respectively as $SC_{s_i}^{p+1}$ and $TC_{s_i}^{p+1}$. In such way, the updated sampling rate for sensor node $s_i$ at period $p + 1$ combines $SC_{s_i}^{p+1}$ and $TC_{s_i}^{p+1}$ as:

$$SR_{s_i}^{p+1} = \alpha SC_{s_i}^{p+1} + (1 - \alpha) TC_{s_i}^{p+1},$$  \hfill (15)

where $\alpha \in [0, 1]$ is a ponderation coefficient. As already mentioned, the $SC$ term depends on neighboring sensors spatial correlation. Therefore, if sensor $s_i$ has one correlated node $s_j$, then $SC_{s_i,1}^{p+1}$ is expressed as:

$$SC_{s_i,1}^{p+1} = SR_{max} (1 - \tilde{\rho}_S^{p}(s_i, s_j)), \hfill (16)$$

where $\tilde{\rho}_S^{p}(s_i, s_j)$ is the estimated spatial correlation between the two spatially-temporally correlated sensor nodes $s_i$ and $s_j$ given by the following equation:

$$\tilde{\rho}_S^{p}(s_i, s_j) = \frac{1}{SR_{max}} \sum_{k=1}^{SR_{max}} \left( \frac{|v_{ik}^p - \mu_{v_i}^p|}{\sigma_{v_i}^p} \right) \left( \frac{|v_{jk}^p - \mu_{v_j}^p|}{\sigma_{v_j}^p} \right), \hfill (17)$$
If sensor node $s_i$ has two correlated sensor nodes $s_j$ and $s_k$, then $SC_{p,i}^{+1}$ is expressed as:

$$SC_{p,i}^{+1} = SC_{p,i}^{+1}(1 - \tilde{\rho}_S(s_i, s_j)) = SR_{\text{max}}(1 - \tilde{\rho}_S(s_i, s_j))(1 - \tilde{\rho}_S(s_i, s_k)), \quad (18)$$

If sensor node $s_i$ has more than two correlated sensor nodes, the expression of $SC_{p,i}^{+1}$ is given by:

$$SC_{p,i}^{+1} = SR_{\text{max}} \prod_{s_j \in M_{s_i}} (1 - \tilde{\rho}_S(s_i, s_j)) \quad (19)$$

The expression of $SC_{p,i}^{+1}$ is inspired from the AAS method [2].

For $TC$ temporal correlation term, we take into account the correlation between data collected by the same node in successive periods. Therefore, $TC_{p,i}^{+1}$ for sensor $s_i$ at period $p + 1$ is expressed as:

$$TC_{p,i}^{+1} = SR_p s_i (1 - \tilde{\rho}_T(s_i)), \quad (20)$$

where $\tilde{\rho}_T(s_i)$ is the estimated temporal correlation between measurements of sensor node $s_i$ in two successive periods $p - 1$ and $p$ given by the following equation:

$$\tilde{\rho}_T(s_i) = \frac{1}{SR_{\text{max}}} \sum_{k=1}^{SR_{\text{max}}} \left(\frac{|v_{ik}^p - \mu_{v_i}^p|}{\sigma_{v_i}^p}\right) \left(\frac{|v_{p-1}^{p-1} - \mu_{v_i}^{p-1}|}{\sigma_{v_i}^{p-1}}\right). \quad (21)$$

In summary, the updated sampling rate $SR_{p,i}^{+1}$ of sensor node $s_i$ is then expressed as:

$$SR_{p,i}^{+1} = \alpha SR_{\text{max}} \prod_{s_j \in M_{s_i}} (1 - \tilde{\rho}_S(s_i, s_j)) + (1 - \alpha)SR_p s_i (1 - \tilde{\rho}_T(s_i)) \quad (22)$$

**Case 2: $0 < E^p_{r,s_i} \leq E_{\text{min}}$**

When the residual energy of sensor $s_i$ decreases enormously under a threshold energy level $E_{\text{min}}$, its new sampling rate will decrease according to the level of its residual energy. More precisely, its sampling rate update is discussed according to its mean spatial correlation $\rho_{s_i}^{\text{mean}}$ as follows:

- If $\rho_{s_i}^{\text{mean}} \leq \epsilon$ then

  $$SR_{p,i}^{+1} = \frac{E^p_{r,s_i}}{E_{\text{max}}} SR_{\text{max}}, \quad (23)$$

- If $\rho_{s_i}^{\text{mean}} > \epsilon$ then

  $$SR_{p,i}^{+1} = \frac{E^p_{r,s_i}}{E_{\text{max}}} SR_p s_i, \quad (24)$$
where
\[
\rho_{s_i}^{\text{mean}} = \frac{1}{M_{s_i}} \sum_{s_j \in M_{s_i}} \tilde{\rho}_S(s_i, s_j),
\] (25)

and \( \epsilon \) is a predefined threshold, \( \pi \) indicates the cardinal of the set.
Throughout the different phases, the gateway calculates and sends the new sampling rate of each sensor node to be taken into account in the next period.

**Algorithm 1: Proposed Adaptive Sampling Scheme STASRE**

**Input:** \( SR_{\text{max}}, E_{\text{max}}, E_{\text{min}} \)

\( p \leftarrow 1; \)

\textbf{while} Alive nodes \textbf{do}

\textbf{#Data acquisition}

\( k \leftarrow 1; \)

\textbf{while} Period not end \textbf{do}

\textbf{for} (each sensor node \( s_i \)) \textbf{do}

\textbf{if} Nothing is received \textbf{then}

\( \text{Data}[i][k] \leftarrow \text{Nan}; \)

\textbf{else}

\( \text{Data}[i][k] \leftarrow v_{ik}; \)

\( k \leftarrow k + 1; \)

\( \text{Data} \leftarrow \text{reconstruction(missing Samples)}; \)

\textbf{#Spatio-temporal correlation evaluation}

\textbf{for} each sensor node \( s_i \) \textbf{do}

\( \text{spatialCorr}(s_i) \leftarrow \text{find_similar(Data)}; \)

\( \text{dataCorr}(s_i) \leftarrow \text{find_temp_corr(Data)}; \)

\( M(s_i) \leftarrow \text{spatialCorr} \cap \text{dataCorr}; \)

\textbf{#Sampling rate update}

\textbf{for} each sensor node \( s_i \) \textbf{do}

\( \tilde{\rho}_S \leftarrow \text{SpatialCorr_degree}(M(s_i), \text{Data}); \)

\( \tilde{\rho}_T \leftarrow \text{TemporalCorr_degree(\text{Data});} \)

\textbf{if} \( E_{p,s_i}^{r} = E_{\text{max}} \) \textbf{then}

\( SR_{p,s_i}^{r} \leftarrow \text{SR}_{\text{max}}; \)

\textbf{else}

\textbf{if} \( E_{\text{min}} \leq E_{p,s_i}^{r} < E_{\text{max}} \) \textbf{then}

\( SR_{p,s_i}^{r} \leftarrow \text{newSR}(\tilde{\rho}_S, \tilde{\rho}_T, \alpha); \)

\textbf{else}

\textbf{if} mean(\( \rho \)) \leq \( \epsilon \) \textbf{then}

\( SR_{p,s_i}^{r} \leftarrow \text{newSR}(SR_{\text{max}}, E_{p,s_i}^{r-1}, E_{\text{max}}); \)

\textbf{else}

\( SR_{p,s_i}^{r} \leftarrow \text{newSR}(SR_{p,s_i}^{r-1}, E_{p,s_i}^{r-1}, E_{\text{max}}); \)

\( p \leftarrow p + 1 \)

- **Phase 3: Data Acquisition**

Once the sampling rate is updated according to the previous discussions, each sensor node collects data using its own already updated sampling rate
and transmits these readings to the gateway. The non-sampled data is replaced by ‘Nan’ when filling the sampled data in matrix $D$. However, in order to guarantee a good estimation of the spatial and temporal correlations given respectively by Equations (17) and (21), each Nan value is estimated by the mean imputation where the missing value is replaced by the mean value of the samples measurements.

5 Missing data reconstruction

In this section, we describe the spatial correlation based data estimation method used in the gateway to reconstruct the missing data. Indeed, the missing data is the data that is not sampled as could be the case if the maximal sampling rate were used. This estimation method adopts the multiple linear regression model [25] to describe the data correlation among multiple neighbor nodes. Indeed, the data sensed by the sensor nodes whose locations are nearby are similar or have some relationships. For example, as shown in Fig. 4, we can see that the data sensed by node 1 and node 30 which are neighbor nodes have similar variation curves. Therefore, when some sensor nodes data are missed, we can estimate them using its neighbor nodes data.

Equation (26) illustrates the linear regression model.

$$v_{it} = \beta_{i0} + \beta_{i1}v_{1t} + \beta_{i2}v_{2t} + \cdots + \beta_{im}v_{mt} + \mu_t,$$  

(26)

where $v_{it}$ is the data measurement of $s_i$ at time $t$, and $v_{kt}$ is the data measurement of neighbor node $s_k$ ($k = 1, \ldots, m$) at the same time, $\beta_{ik}$ is the partial correlation coefficient corresponding to $v_{kt}$, $\beta_0$ represents a basic lag of the value at time $t$ and $\mu_t$ is the random error.
In order to estimate the missing data, we collect the data in matrix $X$ from $h$ sets of $m$ neighbor nodes measurements $v_{ij}$, $1 \leq i \leq m$ and $1 \leq j \leq h$, where $h - m \geq 2$, $j = 1, \ldots, h$ corresponds to time index.

$$X = \begin{pmatrix}
1 & v_{11} & v_{21} & \cdots & v_{m1} \\
1 & v_{12} & v_{22} & \cdots & v_{m2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & v_{1h} & v_{2h} & \cdots & v_{mh}
\end{pmatrix}. \quad (27)$$

such that $X\beta = V$, where $V = (v_{i1}, \ldots, v_{ih})^T$ and $\beta = (\beta_{i0}, \ldots, \beta_{im})^T$.

After a learning phase about the sensed data of neighbor nodes, it is possible to estimate the coefficients as given:

$$(\tilde{\beta}_{i0}, \tilde{\beta}_{i1}, \ldots, \tilde{\beta}_{im}) = (X^TX)^{-1}X^TV. \quad (28)$$

Therefore, the missing data can be estimated as follows:

$$\tilde{v}_{it} = \tilde{\beta}_{i0} + \tilde{\beta}_{i1}v_{1t} + \tilde{\beta}_{i2}v_{2t} + \cdots + \tilde{\beta}_{im}v_{mt}. \quad (29)$$

### 6 Performance Evaluation and Analysis

#### 6.1 Scenario description

We consider a WSN composed of $N$ sensor nodes randomly deployed in a squared field $(L \times L)m^2$ and one gateway placed in the center of the sensed field.

In our scenario, we assume that sensing nodes serve to collect environmental parameters such as temperature, humidity, light, pressure, which are generally highly correlated both in space and time domains. Also, we consider a periodic WSN where sensor nodes collect and store data during a predefined period $p$. After each period, they aggregate data and send a set of measurements to the gateway. The gateway receives data measurements and performs the adaptive sampling algorithm to determine the new sampling rate of each sensor node to apply at the next period.

We assume that all the sensor nodes have the same neighboring range, transmitting range and initial energy.

The parameters setting are fixed in TABLE 2.

#### 6.2 Spatio-temporal correlated synthetic data generation

##### 6.2.1 Spatial correlation MODELS

To generate correlated readings of the sensors according to the spatial dimension, we adopt the most conventional correlation model, the exponential model.
Sensed field (3000x3000) m^2
Gateway in the center of the sensed field

Table 2 Simulation parameters.

| Parameter   | Value         |
|-------------|---------------|
| N           | 30            |
|              | (3000x3000) m^2 |

\[ E_T \] [21] 0.59 mJ
\[ E_R \] [21] 0.27 mJ
\[ E_m \] [21] 0.26 mJ
\[ E_{init} \] 0.5 J
\[ SR_{max} \] 20 samples per period
\[ R_s \] 500 m

From this correlation model, a network correlation matrix \( B \) is generated with \((i, j)^{th}\) element given by \( \rho_S(s_i, s_j) \). Then, to generate correlated random variable, we use the Cholesky decomposition. The vector of correlated variables is given by \( Cx \) where \( C \) is the Cholesky decomposition of \( B \), with \( B = CC^T \) and \( x \) is a vector of uncorrelated Gaussian random variables.

### 6.2.2 Space time correlated signal model

To enforce the temporal correlation, we adopt the autoregressive filter [26] according to which the \( i^{th} \) node measurement evolves after a time interval \( \Delta T \) as:

\[
v_i(t_0 + k\Delta T) = \rho_T(\Delta T)v_i(t_0 + (k - 1)\Delta T) + \sqrt{1 - \rho_T^2(\Delta T)^2}\epsilon(t_0 + k\Delta T), \tag{31}
\]

where \( \epsilon(t_0 + k\Delta T) \) is an i.i.d. random Gaussian Noise, \( k = 1, 2, \ldots, SR_{max}, \Delta T \) denotes the duration of one period of time and \( \rho_T(\Delta T) \) is a temporal correlation coefficient to be fixed according to requirements. If we are in the case of important correlation, \( \rho_T \) should take high values and for low correlation, \( \rho_T \) should have low values. In our study, we focus on evaluating the performance of our proposed adaptive sampling approach for different scenarios of temporal correlation. For this, three scenarios, low, medium and high temporal correlation have been discussed by conserving the same spatial correlation degree. In such way, Fig.5 illustrates an estimate of the considered spatial correlation versus normalized distance evaluated according to Equation (17). Also, as shown in Fig. 6, an estimated temporal correlation is displayed for each scenario with a mean spatial correlation equal to 0.7. The displayed temporal correlation is evaluated according to Equation (21).
6.3 Simulation results: comparison to benchmarks

We compare our proposed adaptive sampling method to two recently published methods AAS and STCSTA and to the Fixed SR method where all data will be sent to the gateway directly at a maximal rate and without any processing operation. We evaluate the performance of the proposed scheme and of the benchmark methods in different scenarios by varying the temporal correlation of generated data. In particular, we envisage 3 scenarios: high, medium and low temporal correlation as shown in Fig. 6.
6.3.1 Scenario 1: High temporal correlation

The first scenario represents the case of high temporal correlation of data generated of each sensor node through periods. The estimated temporal correlation corresponds to the curve High in Fig. 6.

We evaluate the energy efficiency by studying the lifetime of the network in terms of total energy consumption and number of dead nodes per period. We vary the minimum residual energy threshold $E_{\min}$ for our proposed algorithm. We also compare the efficiency of each algorithm in reducing the number of sampled data in percentage. Figs. 7 and 8 display respectively the total residual energy of sensor nodes and the number of dead nodes through periods. The performances of our proposed method and STCSTA are close. After around 250 periods of communication, the network still has alive nodes while the AAS and the Fixed SR networks are totally disconnected respectively at around period 160 and period 80. Our proposed method outperforms all the other methods for all values of threshold energy level $E_{\min}$. Fig. 9 represents the percentage of reduction of samples number at a period $p$ with respect to processing at a maximal sampling rate $SR_{max}$, and is calculated as:

$$\%Samples_p = \frac{\sum_{k=1}^{N_{alive}} SR_{p,k}^p \times 100}{N_{alive} \times SR_{max}}. \quad (32)$$

In addition to the data correlation, our proposed method uses the residual energy level as a factor to decrease the sampling rate when the nodes don’t have enough residual energy to work at full capacity. This factor prolongs the network lifetime. Figures shows that AAS has the lowest percentage of samples

Fig. 7 Scenario 1: Sum of residual energy vs. period.
volume reduction through periods. STCSTA has almost steady percentage of samples throughout periods whereas our scheme has a decreasing percentage of samples through periods as it accounts for energy depletion. Fig. 10 represents the percentage of reduction of samples number throughout $P_{\text{max}}$ periods with respect to full maximal sampling rate $SR_{\text{max}}$, for a given $i^{th}$ node, and is evaluated as:

$$\% Samples_i = \sum_{p=1}^{P_{\text{max}}} \frac{SR_{p}^i}{P_{\text{max}} \times SR_{\text{max}}} \times 100$$  \hspace{1cm} (33)
where $P_{\text{max}}$ is the number of periods of the network lifetime. Fig. 10 shows that AAS has the lowest percentage of samples volume reduction for different sensors throughout the network lifetime.

### 6.3.2 Scenario 2: Low temporal correlation

The second scenario represents the case of low temporal correlation of data generated of each sensor node through periods. The estimated temporal correlation corresponds to the curve Low in Fig. 6. Our proposed method outperforms AAS, Fixed SR method and STCSTA in terms of energy preservation.
This is due to the use of additional criteria to adapt the sampling rate such as the correlation of collected data by the same sensor in successive periods and the residual energy of sensor nodes. Fig. 11 illustrates the total residual energy of sensor nodes. The network is totally disconnected after around 170 periods for STCSTA, 180 periods for AAS and remains alive until more than 200 periods for our proposed method. In Fig. 13, the percentage of sampling rate for our proposed method is higher than the other methods because of the low correlation between data measurements. However, its number of dead nodes illustrated in Fig. 12 is lower. This is due to the use of the residual energy criterion to compute the sampling rate when the residual energy of a sensor node decreases under a threshold level. This allows to maximize the
node lifetime and manage the remaining little amount of energy. It is better to collect a low number of measurements than not to collect any information.

6.3.3 Scenario 3: Medium temporal correlation

The third scenario represents the case of medium temporal correlation of data generated by each sensor node through periods. The estimated temporal correlation corresponds to the curve Medium in Fig. 6. Our proposed method outperforms STCSTA, AAS ans Fixed SR methods in terms of energy efficiency as illustrated in Figs. 14 and 15. In TABLE 3, we have summarized the percentage of sampling rate $\%SR$ calculated using Equation (32) for the first 100 periods and the number of collected data $SR_{tot}$ of our proposed method for the three scenarios where the temporal correlation of the generated data varies. Higher is the temporal correlation of data, lower is the percentage of sampling rate, which reduces the number of collected data, and then, reduces the energy consumption of the network.

![Scenario 3: Sum of residual energy.](image)

**Fig. 14** Scenario 3: Sum of residual energy.

| Proposed method | Temporal correlation | $\%SR$ | $SR_{tot}$ |
|-----------------|---------------------|-------|-----------|
| High            | 45                  | 39218 |
| Medium          | 50                  | 39837 |
| Low             | 58                  | 40935 |

**Table 3** Summary of sampling rate of the proposed method.
Data reconstruction performance

Data quality is a crucial factor that trades off with the sampling rate reduction. In this way we evaluate for node $s_i$ the normalized squared error denoted by reconstruction error (RE) given by the following equation to validate the accuracy of the estimated data at the sink level:

$$RE(s_i) = \frac{||v_i - \hat{v}_i||^2}{||v_i||^2},$$  \hspace{1cm} (34)

where $v_i$ is the vector of effective measurements of sensor node $s_i$ and $\hat{v}_i$ is the estimated vector of measurements, reconstructed at the sink level.

To study the impact of the sampling rate adaptation, we consider a periodic

![Fig. 15 Scenario 3: Dead Nodes vs Period.](image)

![Fig. 16 Scenario 3: Percentage of samples per period.](image)
WSN using a maximum sampling rate $SR_{max} = 100$ and a low temporal correlation among sensing data.

In Fig.17, we present an example in 2D of the obtained sampling rate of each sensor node for a given period of our proposed adaptive sampling through the samples index. In such representation, the black color indicates that the sensor is in sleep mode, whereas in white zone the acquisition and then the sampling steps are done. In order to exploit the linear regression for missing data estimation, a learning phase is required. For this aim, we use a mean based imputation approach to recover the missing points. In such way, three illustrations based on linear regression are presented.

- **Illustration 1**: We here assume that we have only one sensor node with missing data and therefore we have a knowledge of the exact data transmitted by the other nodes. This case is the ideal case for missing data recovery, and is therefore studied here as a reference benchmark.

- **Illustration 2**: During each period, the missing data of each sensor node at time $t$ are estimated according to the Equation (29). In such case, the mean based imputation is called to estimate the non sampled data of all the other sensor nodes still with missed points.

- **Illustration 3**: This illustration is similar to illustration 2 but we consider only the neighbor nodes of the considered sensor to estimate the non sampled points with Equation (29).

Fig.18 shows the reconstruction error, RE, of the estimated data of our proposed method using the regression imputation as described above, and the mean and median imputation that respectively replace the missing data by the mean and the median value of sampled measurements in space and time. The regression imputation presents a better signal reconstruction than the other methods. In the following simulations, we choose the case of regression imputation of illustration 2 referred to “Regression imputation 2” in Fig.18 to compare it with the reconstruction error of benchmark methods.

In Fig.19, we present the reconstruction error for the different adaptive sampling rate methods evaluated as the mean of the formula presented in...
Adaptive sampling based on Spatio-Temporal Correlation and Residual Energy

Fig. 18 Reconstruction error of our proposed method.

Fig. 19 Reconstruction error of benchmark methods.

Fig. 20 Missing rate percentage vs Period.
Equation (34) over nodes. The three methods have an acceptable recovery error around 0.1 while STASRE allows longer network lifetime as proved earlier. Fig.20 represents the percentage of missing samples through periods which is the complementary percentage with $\% \text{Samples}_p$ given by Equation (32). The curve increases when the nodes die. Fig.21 illustrates the reconstructed signal of our proposed method during 4 successive periods. The linear regression imputation used to reconstruct the signal is able to exploit spatial correlation and achieve a satisfactory reconstructed signal where the error signal is near to zero.

In conclusion, according to the last simulation, sensor nodes can reduce their sampling rate without losing significant data while the gateway reconstructs the missing samples. The integrity of the data will be recuperated in the gateway.

7 Conclusion

In this paper, we propose an adaptive sampling rate algorithm for data acquisition reduction in periodic WSN. This algorithm is performed in the gateway using the spatio-temporal correlation of sampled data and residual energy of sensor nodes. After a number of periods, a reconstruction method based on linear regression is performed to reconstruct missing data. We compare our proposed method with recent benchmark methods. The simulation results prove its efficiency in minimizing energy consumption and maximizing the network lifetime while satisfying data quality witnessed by recovered data at the gateway.

In future work, we aim to introduce compressive sampling (CS) for spatial domain compression which allows to disactivate the sensing for some nodes until the active nodes attain a residual energy threshold. In this way, the sampling rate will be adaptive not only in time but also in space, and CS also allows the recovery of missing spatial data.
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