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Abstract—This paper addresses the cell association problem in the downlink of a multi-tier heterogeneous network (HetNet), where base stations (BSs) have finite number of resource blocks (RBs) available to distribute among their associated users. Two problems are defined and treated in this paper: sum utility of long term rate maximization with long term rate quality of service (QoS) constraints, and global outage probability minimization with outage QoS constraints. The first problem is well-suited for low mobility environments, while the second problem provides a framework to deal with environments with fast fading. The defined optimization problems in this paper are solved in two phases: cell association phase followed by the RB distribution phase. We show that the cell association phase of both problems have the same structure. Based on this similarity, we propose a unified distributed algorithm with low levels of message passing to for the cell association phase. This distributed algorithm is derived by relaxing the association constraints and using Lagrange dual decomposition method. In the RB distribution phase, the remaining RBs after the cell association phase are distributed among the users. Simulation results show the superiority of our distributed cell association scheme compared to schemes that are based on maximum signal to interference plus noise ratio (SINR).
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I. INTRODUCTION

C ONVENTIONAL cellular networks are homogeneous networks composed of similar base stations (BSs) which are carefully planned in a given geographical area. The similarity of the BSs in homogeneous networks is in having high transmit power and the number of users they can support. Coverage holes in conventional networks are expected because of the random behaviour of wireless channels in urban and rural areas. Moreover, the number of mobile subscribers and mobile data demand have been showing an unprecedented growth in recent years [1]. In order to cope with this explosive growth, 3GPP LTE has been studying heterogeneous networks (HetNet) which are cellular in nature, and increase spectral efficiency per unit area [2]–[4]. HetNets are composed of macro BSs overlaid with lower tier BSs (BSs with lower powers) such as pico, femto, and relay BSs. Macro BSs with their high transmit power cover large geographical areas, while randomly scattered lower tier BSs serve users in coverage holes and hot spots.

HetNets, with their increased diversity in type and number of BSs, re-open the conventional challenges in cellular wireless networks. Among these challenges are cell association, resource allocation, and intercell interference management (ICIC) [4]. Cell association rules, which are the focus of this paper, are a set of rules that determine which BS serves a particular user. The cell association rule in conventional cellular networks, and up to LTE release-8, has been based on the strongest signal to interference plus noise ratio (SINR) seen by the user; each user associates itself with the BS that provides the best SINR [5]. Following this rule in HetNets may deviate the performance from optimality because macro BSs have higher power and attract more users than low tier BSs. Since the resources available at a BS are limited, more users associated with a BS translates into less resources available for a given user, which in turn reduces the throughput seen by that user. Although the users associated with overloaded BSs are experiencing high levels of SINR, their throughput is reduced. Therefore, achieving load balancing among BSs in cell association phase becomes as important as providing high levels of SINR. Cell association problem, although well-studied for conventional networks, has not been thoroughly addressed in the context of HetNets.

Formulating the cell association problem naturally falls into the scope of integer or mixed integer programming since each user is to be mapped to a BS. There are several approaches to cope with these integer programs to achieve load balancing in the cell association phase. Solving the integer program directly by exploiting the structure of the problem [6], [7], relaxing the association constraints and using Lagrange dual decomposition method [8]–[10], Markov decision process frameworks [11],[12], game theoretic frameworks [13],[14], and stochastic geometry frameworks [15]–[18] are examples of these approaches among others. In the next two paragraphs, we focus on the first two approaches as they are more relevant to the work presented in this paper.

Authors of [6] focus on flow level cell load balancing and association under spatially inhomogeneous traffic distributions. A unified distributed and iterative algorithm is proposed that adapts to traffic loads and converges to the optimal point. The objective function of the defined optimization problem in [6] can be selected from a family of objective functions; each of which directs the solution towards a rate, throughput, delay, or load balance optimal point. In [2], an online algorithm is developed based on the idea of associating users with BSs that provide the best expected throughput instead of associating users with the best SINR providing BS. Considerable interference avoidance and load balancing gains are achieved through...
the online algorithm proposed in [7]. In these two works, the association constraints are not relaxed and the proposed algorithms produce binary decision variables.

In many cases, formulating the cell association problem leads to NP-hard assignment problems. Relaxing the association constraints and applying Lagrange dual decomposition method is a popular method to cope with these cases. This is because relaxing the association constraints usually converts the optimization problem into a convex or linear program, for which efficient algorithms exist. Additionally, dual decomposition methods usually lead to distributed algorithms, where the nodes in the network decide based on their local information, as opposed to centralized solutions which require global information access at one central node or all the nodes.

Examples of distributed cell association algorithms can be found in [8]–[10]. In all these works, the resources at each BS is distributed evenly among the users associated with that BS. In [8], with which our paper has the most correlation to a given BS is optimal for a logarithmic objective function. Based on this observation, a distributed algorithm is proposed that converges to a near optimal point to improve the long term rate. Range expansion technique by biasing the SINR of lightly loaded BSs to make them more attractive to the users is also incorporated in the distributed algorithm in [8]. It is worth noting that cell range expansion through cell biasing is a simple and effective load balancing scheme that is being discussed by the 3GPP in the context of LTE-Advanced [3]. Extending over [8], in [9], the joint optimization of load balancing and enhanced intercell interference coordination (referred to as eICIC by 3GPP) via almost blank subframes (ABS) is considered. Lastly, [10] is another work in which a dynamic cell association and cell range expansion algorithm for load balancing through relaxation of association constraints is proposed. The algorithm presented in [10] is in a centralized fashion.

In recent standards such as LTE, the resources at BSs are distributed among users in the form of resource blocks (RBs). An RB spans over a certain frequency range and time duration. Depending on the total channel bandwidth available at a BS and the scheduling interval of the scheduler, the number of RBs at different BSs can be different. The RB-based structure in standards such as LTE-Advanced results in more flexible resource allocation schemes, thus higher spectral efficiency [12]. RBs are assigned to users to satisfy their quality of service (QoS) requirements. Most of the works on cell association problem in the literature, including the aforementioned works in this section, have not considered the RB-based structure of the BS resource budget in their system models. In an attempt to follow the LTE system model, in this paper, we consider finite number of RBs at each BS as its resource budget.

The accomplished works in this paper are briefly described here. This paper addresses the cell association problem in the downlink of a multi-tier HetNet, where BSs have finite number of RBs available to distribute among their associated users. We investigate distributed algorithms where users and BSs decide based on their local measurements of the wireless environment. We also focus on providing QoS in terms of minimum achievable long term rate or maximum outage probability. Two problems are defined and treated in this paper: sum utility of long term rate maximization with long term rate QoS constraints, and global outage probability minimization with outage QoS constraints. The first problem is well-suited for low mobility environments, while the second problem provides a framework to deal with environments with fast fading. In defining the optimization problems in this paper, we consider a general scenario where frequency reuse factor of 1 and no interference coordination schemes are assumed. Both problems are to be optimized through cell and RB association. The defined optimization problems in this paper are solved in two phases: cell association phase followed by the optional RB distribution phase. We show that the cell association phase for both problems have the same structure. Based on this similar structure, we design and propose a unified distributed algorithm with low levels of message passing and complexity for the cell association phase. The distributed cell association algorithm is derived by relaxing the association constraints and using Lagrange dual decomposition method. Our distributed cell association algorithm is QoS-driven since users receive only enough number of RBs to satisfy their QoS constraints while maximizing the sum utility of rate or minimizing the global outage probability. In the RB distribution phase, the remaining RBs after the cell association phase are distributed among the users for further improvement of the network performance. The RB distribution phase for the rate problem is a convex program with a closed form solution, while distributing the remaining RBs for the outage problem is a complex non-convex non-linear problem, for which we propose a sub-optimal greedy algorithm. Extensive simulation results that are brought in this paper show that our distributed cell association scheme outperforms the maximum SINR scheme. For instance, rate gains of up to 2.4x have been observed in the simulations for the cell edge users in our distributed cell association algorithm over maximum SINR scheme.

The rest of the paper is organized as follows: In the next section, the chosen system model is described. The cell association problem with QoS constraints is formulated in section III. Our distributed solution to the cell association problem is presented in section IV. Section V will address distributing the remaining RBs after the cell association phase. In section VI, we examine the performance of our proposed algorithms through numerical simulations, and finally, section VII concludes the paper.

II. SYSTEM MODEL

The focus of this paper is on a downlink HetNet consisting of multiple tiers of BSs, where different tiers represent different types of BSs. As an example, tier 1 BSs can be macro BSs with high transmit power and large coverage areas. Tier 2 and 3 BSs (pico and femto BSs) are regarded as smaller BSs with lower powers compared to the tier 1 BSs, but with higher deployment density. Finally, tier 4 BSs model indoor access points with very small transmit powers.
The set of all BSs is denoted by $\mathcal{B} = \{1, \ldots, N_{\mathcal{B}}\}$, and the set of all users is denoted by $\mathcal{U} = \{1, \ldots, N_{\mathcal{U}}\}$. The cardinality of $\mathcal{B}$ is $N_{\mathcal{B}}$, and the cardinality of $\mathcal{U}$ is $N_{\mathcal{U}}$. Each BS $j \in \mathcal{B}$ has a fixed power of $P_j$ Watts available. All the BSs are assumed to be connected by a high speed backhaul through which information exchange with negligible delay is possible.

A. Notion of Resource Blocks

In recent years, data rate hungry applications have derived the wireless network researchers and vendors to develop OFDMA-based LTE-Advanced networks. OFDMA technology makes possible a flexible resource structure, where the time-frequency spectrum is divided into orthogonal resource blocks (RBs). The RB-based structure in LTE-Advanced allows for more flexible resource allocation schemes, thus results in higher spectral efficiency [19].

In LTE [20], OFDMA technology is used in the downlink, where the channel bandwidth is divided into 15kHz OFDM subcarriers. The channel bandwidth is intended to be scalable in LTE, and the wider the channel bandwidth, the higher number of OFDM subcarriers are available at the BS. The aggregation of 12 adjacent OFDM subcarriers and 6 or 7 OFDM symbols is referred to as a resource block (RB). Each RB spans over 180kHz on the frequency axis and 0.5ms on the time axis. An RB is the smallest resource structure that is given to a user for possible transmission. The number of RBs available at a given BS depends on the channel bandwidth and scheduling interval duration at that BS. The number of RBs allocated to each user on the other hand, depends on the quality of service the user requires. For instance, if a user requires a high data rate, the number of RBs allocated to that user is higher than that of a user requiring less data rate. As an another example, if the QoS is defined on the outage probability, higher number of RBs increases the throughput.

Accordingly, the instantaneous and long term spectral efficiency at user $i$, if it is served by BS $j$, denoted by $c_{ij}$ and $\bar{c}_{ij}$ respectively, can be written as

$$c_{ij} = \log_2 (1 + \text{SINR}_{ij}),$$

$$\bar{c}_{ij} = \log_2 (1 + \text{SINR}_{ij}).$$

Without loss of generality, $c_{ij}$ and $\bar{c}_{ij}$ can be regarded as achievable rate and long term achievable rate on one RB. For example, if $c_{ij}$ is multiplied by the RB bandwidth and time duration and divided by the scheduling interval, it will be the achievable rate on one RB.

Given that $n_{ij}$ RBs are given to user $i$ by BS $j$, the instantaneous and long term data rates seen by user $i$ are

$$r_{ij} = n_{ij} c_{ij},$$

$$\bar{r}_{ij} = n_{ij} \bar{c}_{ij}.$$ 

We define the outage event of a single user $i$ served by BS $j$ to be the event where the instantaneous rate seen by user $i$ drops below a certain threshold $\gamma_i$. We denote the probability of this event by $P_{ij}^{\text{out}}$ and formally define it as

$$P_{ij}^{\text{out}} = \Pr\{r_{ij} < \gamma_i\} = \Pr\left\{n_{ij} \log_2 \left(1 + \frac{P_j \gamma_i}{\sum_{k \in \mathcal{B} \setminus \mathcal{B}_j} P_k H_{ik} + B N_0}\right) \leq \gamma_i\right\},$$

where $\Pr\{\cdot\}$ denotes the probability of the input argument. This probability of outage is derived in [22], [23] (an easy to
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### C. Rate and outage QoS constraints

In this paper, we define two QoS constraints, namely long term rate QoS and outage QoS constraints. We refer to the long term QoS constraint simply as rate QoS constraint hereafter. In the case of rate QoS constraint, each user intends to keep its long term rate above its requested rate threshold. In the beginning phase of cell association, each user $i$ requests a certain rate QoS class in terms of minimum required long term rate $\gamma_i$. Therefore, if the user $i$ is associated with BS $j$, it is the duty of the BS to satisfy the following rate QoS constraint

$$\bar{r}_{ij} \geq \gamma_i.$$  

(12)

By substituting (8) in the above equation, we have

$$n_{ij} \geq \frac{\gamma_i}{c_{ij}}.$$  

(13)

We indicate the smallest integer greater than the right hand side of the above equation by $\bar{n}_{ij}$ as follows

$$\bar{n}_{ij} = \lceil \frac{\gamma_i}{c_{ij}} \rceil,$$  

(14)

where $\lceil \cdot \rceil$ represents the ceiling function. Inequalities (12) and (13) and equality (14) indicate that if user $i$ requires rate QoS class of minimum rate $\gamma_i$, BS $j$ will be obliged to allocate at least $\bar{n}_{ij}$ RBs to that user, i.e.,

$$n_{ij} \geq \bar{n}_{ij}.$$  

(15)

In the case of outage QoS constraint, each user intends to keep its instantaneous rate above its requested rate threshold with a certain probability. In the beginning of cell association phase, each user requests a certain outage QoS class. An outage QoS class is defined in terms of user’s rate threshold $\gamma_i$, and probability of user’s rate dropping below that threshold $T_i$. Therefore, if user $i$ is associated with BS $j$, it is the duty of BS $j$ to satisfy the following constraint for that user:

$$\left( P_{ij}^{\text{out}} = \Pr \{ r_{ij} \leq \gamma_i \} \right) \leq T_i.$$  

(16)

The probability of outage is given in (10) as a function of $n_{ij}$. Since this probability is a strictly decreasing function of $n_{ij}$, a lower bound on $n_{ij}$ exists above which the outage QoS constraint is satisfied. Since $n_{ij}$s can take only positive integer values, this lower bound can easily be found numerically by setting $n_{ij} = 1$ in (10) and incrementing it until the constraint is satisfied. We indicate the smallest integer for which (16) is satisfied by $\bar{n}_{ij}$.

$$n_{ij} \geq \bar{n}_{ij}.$$  

(17)

### III. Problem formulation

Two optimization problems are considered in this paper: sum utility of long term rate maximization with rate QoS constraints (referred to as P1), and global outage probability minimization with outage QoS constraints (referred to as P2), both through cell association and RB allocation. We formulate these two problems in the rest of this section. Before proceeding further, we define binary association indices $x_{ij} \in \{0,1\}, \forall (i,j) \in U \times B$, where $x_{ij} = 1$ indicates that user $i$ is associated with BS $j$, and $x_{ij} = 0$ indicates the opposite.

#### A. Sum utility of long term rate maximization with rate QoS constraints

In this problem, the objective is to maximize a function of long term rate while satisfying the rate QoS constraints. Since we are working with the notion of long term rate, this framework is well-suited for environments with users with low mobility so that the channels remain unchanged in one resource allocation period. We select the sum utility of users’ long term rate to be our objective function. Utility of rate can be regarded as a measure of user’s satisfaction with the rate it gets. A utility function, in general, is a strictly increasing and concave function. For instance, logarithm function is a suitable candidate. However, in order to preserve generality, the notion of $U(\cdot)$ is used as a general strictly increasing and concave utility function. The sum utility of long term rate maximization problem with rate QoS provision (P1) is

P1 : maximize $\sum x_{ij} U(\bar{r}_{ij})$  
subject to (RC) : $\sum_{i \in U} x_{ij} n_{ij} \leq N_j, \forall j \in B$  
(AC) : $\sum_{j \in B} x_{ij} \leq 1, \forall i \in U$  
(19)

$$x_{ij} \in \{0,1\}, \forall (i,j) \in U \times B, \sum_{i \in B} x_{ij} \geq \gamma_i, \forall i \in U$$  

(20)

$$n_{ij} \in \{0,1,\ldots,N_j\}, \forall (i,j) \in U \times B.$$  

(21)

In the above optimization problem, $x$ and $n$ are matrices containing $x_{ij}$ and $n_{ij}$ elements. Furthermore, the first constraint is referred to as the resource constraint (RC). This constraint ensures that the number of RBs given to the associated users does not exceed the resource budget of that BS. The second constraint is referred to as association constraint (AC). This constraint guarantees that each user is connected to at most one BS. The third constraint (19) is the rate QoS constraint which
Comparing the constraints in (20) and (21) indicate that the association indices are binary variables, and \( n_{ij} \)s can take integer values between zero and the maximum number of RBs at BS \( j \).

B. Global outage probability minimization with outage QoS constraints

The motivation behind formulating this problem is to take into account the stochastic behaviour of wireless channels without adding signalling overhead to the system. Guaranteeing a constant instantaneous rate to users in wireless environments that suffer from fast fading is not achievable. However, it is possible to guarantee a certain rate with a certain probability, which suggests formulating the problem in the context of outage probability. In the context of outage probability, the eventual goal is to associate the users with BSs in the context of outage probability. In the context of outage, i.e., if at least one user experiences an instantaneous outage event as the event where one or more users experience no users experiencing outage is derived based on inequality (12). In the end, constraints (20) and (21) indicate that the association indices are binary variables, and \( n_{ij} \) are the minimum number of RBs required by user \( i \) from BS \( j \) to satisfy the rate QoS and outage QoS constraints, respectively.

From another perspective, if we replaced \( n_{ij} \)s by constant 1 in the (RC), it could be shown that both problems would become a two dimensional assignment problem with respect to \( x_{ij} \)s, and algorithms such as Hungarian method would solve them efficiently in a centralized fashion. However, optimizing over \( x_{ij} \) is an NP-hard problem because of the (RC) constraint (25). In order to change the combinatorial nature of the problem into a continuous one, and hopefully a convex program, we relax the constraints (20) in both optimization problems, i.e., we replace the constraints (20) by 0 ≤ \( x_{ij} \) ≤ 1 for all \( (i, j) \in \mathcal{U} \times \mathcal{B} \).

Next, we show that by fixing \( n_{ij} \)s, problems \( P1 \) and \( P2 \) become equivalent optimization problems. After the aforementioned modifications, the problem \( P1 \) transforms into problem \( P1_x \) as follows

\[
\text{P}1_x: \text{maximize } \sum_{i \in \mathcal{U}} \sum_{j \in \mathcal{B}} x_{ij} a_{ij}^R \quad (25)
\]

subject to (RC), (AC),

\[
\sum_{j \in \mathcal{B}} (1 - P_{out}^{ij})^{x_{ij}} \leq c_{ij}, \quad \forall i \in \mathcal{U}. \quad (26)
\]

Comparing the constraints in \( P2 \) and \( P1 \), the only different constraint is the QoS constraint; in \( P2 \) the outage QoS constraint has replaced the rate QoS constraint in \( P1 \) for each user. Constraint (24) is derived based on the inequality (16).

IV. CELL ASSOCIATION PHASE

Optimization problems \( P1 \) and \( P2 \) are combinatorial problems in \( x \) and \( n \) which are involved to solve. In order to make the problem tractable, we solve them in two steps. First, we fix \( n_{ij} \)s and find association indices \( x_{ij} \)s. This step is equivalent to solving the association problem. In the next step, given the association indices, we solve the optimization problem with respect to \( n_{ij} \)s. In this section, we address the association problem, while optimizing with respect to \( n_{ij} \)s is addressed in the next section. It should be noted that \( n_{ij} \)s can not be fixed at arbitrary values since the QoS constraints need to be satisfied in the cell association phase. Therefore, we replace the rate QoS constraints in \( P1 \) by \( n_{ij} = \bar{n}_{ij}^R \), and outage QoS constraints in \( P2 \) by \( n_{ij} = \hat{n}_{ij}^O \), for all \( (i, j) \in \mathcal{U} \times \mathcal{B} \). According to inequalities (15) and (17), \( \bar{n}_{ij}^R \) and \( \hat{n}_{ij}^O \) are a function of \( a_{ij}^R \), \( a_{ij}^O \), \( \bar{n}_{ij}^R \), and

\[
a_{ij}^R \text{ is also treated as a constant since } \bar{n}_{ij}^R \text{ is a constant.}
\]

It seems that the objective function in \( P2 \) has a different structure compared to the objective function in \( P1 \). However, applying the following changes unifies these two objective functions. Inspecting the objective function (23), it can be seen that the first term is a constant and can be removed. Moreover, removing the negative sign changes the minimization to a maximization problem. Finally, taking the natural logarithm of the objective function does not change the optimum argument and transforms multiplication to addition. After these modifications, the problem \( P2 \) transforms into problem \( P2_x \) as follows

\[
\text{P}2_x: \text{maximize } \sum_{i \in \mathcal{U}} \sum_{j \in \mathcal{B}} x_{ij} a_{ij}^O \quad (28)
\]

subject to (RC), (AC),

\[
n_{ij} = \hat{n}_{ij}^O, \quad \forall (i, j) \in \mathcal{U} \times \mathcal{B}, \quad (29)
\]

\[
0 \leq x_{ij} \leq 1, \quad \forall (i, j) \in \mathcal{U} \times \mathcal{B}, \quad (30)
\]

where

\[
a_{ij}^O = \log (1 - P_{out}^{ij}).
\]

\( a_{ij}^O \) is also treated as a constant since \( P_{out}^{ij} \) is a function of \( n_{ij} \) which is set to \( \hat{n}_{ij}^O \).

By comparing \( P1_x \) and \( P2_x \), it is trivial that these two optimization problems have the same structure. Therefore, we remove the superscripts \( R \) and \( O \) from \( a_{ij}^R \), \( a_{ij}^O \), \( \bar{n}_{ij}^R \), and
\( \bar{n}_{ij}^O \) and replace them by \( a_{ij} \) and \( \bar{n}_{ij} \) to have the unified optimization problem \( \mathbf{P}_x \) as follows

\[
\mathbf{P}_x : \text{maximize} \quad \sum_{i \in \mathcal{U}} \sum_{j \in \mathcal{B}} x_{ij} a_{ij} \\
\text{subject to} \quad \sum_{i \in \mathcal{U}} x_{ij} \bar{n}_{ij} \leq N_j, \; \forall j \in \mathcal{B}, \\
\sum_{j \in \mathcal{B}} x_{ij} \leq 1, \; \forall i \in \mathcal{U}, \\
0 \leq x_{ij} \leq 1, \; \forall (i,j) \in \mathcal{U} \times \mathcal{B}.
\]  

The objective function of \( \mathbf{P}_x \) is a linear function in \( x_{ij} \)'s, and all the constraints are linear and affine in \( x_{ij} \)'s. Therefore, \( \mathbf{P}_x \) is a convex optimization problem with respect to \( x_{ij} \)'s \[26\].

### A. Cell association solution

In order to devise a distributed solution to the \( \mathbf{P}_x \), we use a similar to the approach suggested in \[8\], that is employing the Lagrange dual decomposition method \[27\]. Note that the strong duality property holds for \( \mathbf{P}_x \), that is the optimum value of \( \mathbf{P}_x \) is equal to the optimum value of its Lagrange dual function. According to Slater’s theorem, strong duality holds for a convex optimization problem if Slater’s condition holds for the constraints of that problem. Moreover, if the problem is convex and all the equality and inequality constraints are linear and affine, Slater’s condition reduces to feasibility condition \[26\]. As discussed in the previous subsection, \( \mathbf{P}_x \) is a convex optimization problem with linear and affine constraints. Therefore, if a set of \( x_{ij} \)'s exists for which \( \mathbf{P}_x \) is feasible, then the strong duality holds. For instance, \( x_{ij} = 0 \), for all \( (i,j) \in \mathcal{U} \times \mathcal{B} \) is always a feasible point in \( \mathbf{P}_x \), thus, strong duality always holds for \( \mathbf{P}_x \).

We define the Lagrangian of \( \mathbf{P}_x \) by taking the resource constraint \[32\] inside the objective function and indicate it by \( \mathcal{L}(x, \mu) \). The Lagrangian of \( \mathbf{P}_x \) is

\[
\mathcal{L}(x, \mu) = \sum_{i \in \mathcal{U}} \sum_{j \in \mathcal{B}} x_{ij} a_{ij} - \sum_{j \in \mathcal{B}} \mu_j \left( \sum_{i \in \mathcal{U}} x_{ij} \bar{n}_{ij} - N_j \right),
\]  

where \( \mu_j \)'s are Lagrange multipliers associated with resource constraints at BSs. Then, the Lagrange dual function represented by \( g(\mu) \) is

\[
g(\mu) = \sup_x \sum_{i \in \mathcal{U}} \sum_{j \in \mathcal{B}} x_{ij} (a_{ij} - \mu_j \bar{n}_{ij}) + \sum_{j \in \mathcal{B}} \mu_j N_j \\
\text{subject to} \quad 0 \leq x_{ij} \leq 1, \; \forall (i,j) \in \mathcal{U} \times \mathcal{B}, \\
\sum_{j \in \mathcal{B}} x_{ij} \leq 1, \; \forall i \in \mathcal{U}.
\]  

The strong duality holds, therefore, we can first maximize over \( x \) and then minimize over \( \mu \). In order to find \( g(\mu) \) for fixed \( \mu_j \)'s, we rewrite the Lagrange dual function as

\[
g(\mu) = \sum_{i \in \mathcal{U}} g_i(\mu) + \sum_{j \in \mathcal{B}} \mu_j N_j,
\]  

where \( g_i(\mu) \) is defined for all \( i \in \mathcal{U} \) as

\[
g_i(\mu) = \sup_{x_{ij} \in \mathcal{B}} \sum_{j \in \mathcal{B}} x_{ij} (a_{ij} - \mu_j \bar{n}_{ij}) \\
\text{subject to} \quad 0 \leq x_{ij} \leq 1, \; j \in \mathcal{B}, \\
\sum_{j \in \mathcal{B}} x_{ij} \leq 1.
\]  

It can be seen that for fixed \( \mu_j \)'s, \( g(\mu) \) is separable with respect to users \( i \) as in \[40\]. Therefore, each user \( i \) needs to solve the optimization problem \[40\]. For a given user \( i \), the objective function in \[40\] is a weighted average of \( (a_{ij} - \mu_j \bar{n}_{ij}) \), where the weights are between 0 and 1 and they sum up to unity. Therefore, \[40\]'s unique solution is yielded by keeping the maximum argument of \( (a_{ij} - \mu_j \bar{n}_{ij}) \) over \( j \)'s and diminishing the contribution of other elements. We call the term \( (a_{ij} - \mu_j \bar{n}_{ij}) \) the qualification index of BS \( j \) from user’s \( i \) point of view and indicate it by \( QI_{ij} \) as follows

\[
QI_{ij} = a_{ij} - \mu_j \bar{n}_{ij},
\]  

Accordingly, \[40\]'s unique solution for each user \( i \)

\[
x_{ij} = \begin{cases} 
1 & \text{if } j = j^*, \\
0 & \text{if } j \neq j^*, \forall i \in \mathcal{U},
\end{cases}
\]  

where

\[
j^* = \arg\max_{j \in \mathcal{B}} (QI_{ij}), \forall i \in \mathcal{U}.
\]  

After finding \( x_{ij} \)'s for fixed \( \mu_j \)'s, we update the vector \( \mu \) by using gradient descent method \[26\]. The partial derivative of the Lagrange dual function with respect to \( \mu_j \) is

\[
\frac{\partial \mathcal{L}(x, \mu)}{\partial \mu_j} = N_j - \sum_{i \in \mathcal{U}} x_{ij} n_{ij}, \; \forall j \in \mathcal{B}.
\]  

Therefore, the updating rule for \( \mu \) is

\[
\mu_j(t + 1) = \left[ \mu_j(t) - \beta(t) \left( N_j - \sum_{i \in \mathcal{U}} x_{ij} n_{ij} \right) \right]^+, \forall j \in \mathcal{B},
\]  

where the operator \([\cdot]^+\) indicates the maximum of the argument of the operator and 0. We applied the operator \([\cdot]^+\) on \( \mu_j \)'s because the Lagrange multipliers are non-negative parameters \[26\]. Furthermore, the \( \beta(t) \) is some step size that satisfies the following two conditions

\[
\lim_{t \to \infty} \beta(t) = 0, \text{ and } \sum_{t=1}^{\infty} \beta(t) = \infty.
\]  

According to proposition 6.3.4 in \[28\], if the step size \( \beta(t) \) satisfies the above conditions, the convergence of the gradient descent method will be guaranteed assuming that the association indices are continuous variables of the form \( 0 \leq x_{ij} \leq 1 \). These conditions do not guarantee the convergence for the binary association indices. However, we have used \( \beta(t) = 0.5/t \) in our simulations, and in all cases the distributed algorithm converged in less than 25 iterations; most of the times the convergence was reached in less than 10 iterations.
We iteratively update the association variables according to (42), and the Lagrange multipliers according to (45), until the convergence is reached. Note that updating rule for the association variables automatically generates binary values. Consequently, no further approximations is required.

B. Feasibility problem and admission control

In the cell association procedure described in the previous subsection, the users find their desired BS through (43). The users are not aware of how many other users are associating themselves with the desire BS and how much resources that BS has access to. As a result, many users may associate themselves with a BS and exhaust its resources, leading to violating the resource constraint (32). This condition not only affects the convergence of the algorithm, but also takes the solution out of the feasible set. As it is described in [26], the Lagrange dual function is an upper bound on the original maximization problem only if we are in the feasible set of the problem defined by the constraints. Beyond the feasible set, not only the Lagrange dual function may not be an upper bound on the original problem, but also iterating with gradient descent method may divert the solution from the desired optimal point. Therefore, once an iteration is out of the feasible set, it needs to be projected back to the feasible set, i.e., gradient projection method [29] should be used.

In the context of cell association in HetNets, we use a heuristic to project the iteration back to the feasible set once one or more BSs receive association requests from too many users. First, we require all the users $i \in U$ to sort the BSs in their range in descending order based on their qualification index $Q_1_{ij}$ given in (41), and send this sorted list to the BS they want to connect to (BS $j^*$ in 43). Let us say BS $j$ receives too many association requests, i.e., upon acceptance of all those requests the resource constraint at BS $j$ is violated. Then, BS $j$ finds the users who are consuming the highest number of RBs (highest number of $n_{ij}$), and removes them until its resource constraint is satisfied. BS $j$ sends those removed users’ requests to the second best BSs the users have requested. If the resource constraints are satisfied at all BSs now, the projection is accomplished. Otherwise, this procedure continues until the solution is back to the feasible set. As we have mentioned before, it is assumed that BSs are connected through a high speed back-haul, and the message passings required for projecting the solution back to the feasible set takes place in negligible time period. Moreover, the admission control described here achieves load balancing in the network since it avoids over populating the BSs.

C. Distributed cell association protocol design

The proposed distributed algorithm of cell association described in previous sections is summarized here:

**Step 1: Initialization** All BSs $j \in B$ initialize their associated Lagrange multiplier $\mu_j$ and broadcast them in the network.

**Step 2: User request** In this step, all users $i \in U$ listen to the pilot signals broadcasted by BSs and measure the SINR from each BS and channel gains between themselves and all the BSs. Based on these measurements and the desired QoS, user $i$ calculates the number of RBs it needs from each BS. Then, user $i$ calculates the $Q_1_{ij}$ in equation (41) for all the BSs in its range and sorts the BSs in descending order. A request containing this sorted list along with the required number of RBs from the BSs in the list is sent to the BS with the best $Q_1_{ij}$.

**Step 3: User admission** BSs process the requests they have received. If BS $j$ can accommodate all the requests it has received, an admission message is sent to all those users finding BS $j$ to be the best candidate. Otherwise, BS $j$ forwards the requests from users consuming the highest amount of resources to the next best BS the users have requested. This procedure continues until the solution is feasible.

**Step 4: BS Lagrange multiplier update** After all the users are accommodated, BSs update their Lagrange multipliers according to (45) and broadcast the new multipliers. The algorithm continues by going back to step 2.

This algorithm solves the cell association problem in a distributed fashion for either of the rate maximization with rate QoS constraints problem, or global outage probability minimization with outage QoS constraints problem ($P1_x$ or $P2_x$).

V. RB DISTRIBUTION PHASE

After the cell association phase is completed, some of the BSs may have extra RBs not allocated to any users. In this section, in order to allocate the remaining RBs, given the association indices $x_{ij}s$ we solve the optimization problems $P1$ and $P2$ for $n_{ij}$ with fixed $x_{ij}s$. Before addressing either of $P1$ and $P2$, we define $U_j$ as the set of users associated with BS $j$

$$U_j = \{i | x_{ij} = 1\}, \forall j \in B. \quad (47)$$

A. Sum utility of rate maximization

Assuming fixed $x_{ij}s$, problem $P1$ is reduced to the following optimization problem at each BS $j$

$$P1_{n_{ij}} : \text{maximize} \sum_{i \in U_j} U(n_{ij}c_{ij}) \quad (48)$$

subject to

$$\sum_{i \in U_j} n_{ij} = N_j, \quad (49)$$

$$n_{ij} = \bar{n}_{ij}^R + n_{ij}', \quad (50)$$

where $\bar{n}_{ij}^R$ is the number of already allocated RBs to user $i$ by BS $j$ satisfying the rate QoS constraint of user $i$, and $n_{ij}'$ is the share of user $i$ from the remaining RBs available at BS $j$. The above problem is a convex problem that can be solved through Karush-Kuhn-Tucker (KKT) conditions [26]. Using the Lagrange multiplier $\nu$ for the resource constraint (49), the solution is

$$n_{ij}' = \frac{1}{c_{ij}} (U')^{-1} (\nu \bar{c}_{ij} - \bar{n}_{ij}^R)' \quad (51)$$

where $\nu$ is the unique solution of the following equation

$$\sum_{i \in U_j} \max \left\{ \frac{1}{c_{ij}} (U')^{-1} \left( \frac{\nu}{c_{ij}}, \bar{n}_{ij}^R \right) \right\} = N_j, \quad (52)$$
and \((U')^{-1}(\cdot)\) is the inverse of the derivative of \(U(\cdot)\) with respect to \(n_{ij}\). The solution of the above equation is unique since \(U(\cdot)\) is a concave and strictly increasing function, hence, \((U')^{-1}(\cdot)\) is a strictly increasing (monotonic) function of \(\nu\). This equation can be solved efficiently through a numerical search method. In the end, the optimal solution of the \(P_1n_{ij}\) is rounded to the closest integer value since the the procedure described here does not necessarily produce integer values for \(n_{ij}\).

In our simulations, we chose \(U(x) = \log(1 + x)\). In this case, \(n'_{ij} = \left[1/\nu - 1/\bar{c}_{ij} - \bar{n}_{ij}^O\right]^+\).

B. Global outage probability minimization

Assuming fixed \(x_{ij}\)'s, removing the constant 1 in the objective function of \(P_2\), flipping the negative sign to positive sign, and taking the logarithm of the remaining term, \(P_2\) reduces to the following optimization problem at each BS \(j\)

\[
P_{2,n,j} : \text{maximize} \sum_{i \in U_j} \log (1 - P_{ij}^\text{out}) \quad (53)
\]

subject to \(\sum_{i \in U_j} n_{ij} = N_j\), \(n_{ij} = \bar{n}_{ij}^O + n'_{ij}\), \(i \in U_j\), \(\bar{n}_{ij}^O\) is the number of already allocated RBs to user \(i\) by BS \(j\) satisfying the outage QoS constraint of user \(i\), and \(n'_{ij}\) is the share of user \(i\) from the remaining RBs available at BS \(j\). The optimization problem \(P_{2,n,j}\) is a non-convex problem, and finding the closed form solution to it is involved. However, it can be shown that the objective function in \(P_{2,n,j}\) is strictly increasing in \(n_{ij}\)'s. In other words, increasing each of \(n_{ij}\)'s or a subset of \(n_{ij}\)'s increases the objective function. As this problem is a monotonic combinatorial optimization problem, applying a greedy algorithm is a natural approach to solving it \([30]\). We propose a greedy algorithm where in each iteration one RB is given to the user that benefits the most in terms of the outage probability (the user that has the highest decrement in \(P_{ij}^\text{out}\) given in \([10]\)) until the RBs at BS \(j\) are exhausted. At BS \(j\), given that there are \(K_j = (N_j - \sum_{i \in U_j} \bar{n}_{ij}^O)\) RBs left, the algorithm terminates in \(K_j\) iterations.

VI. Numerical results

In this section, we evaluate the performance of our distributed cell association algorithm and the effects of distributing the remaining RBs through numerical simulations. Three tiers of BSs are considered to exist in the HetNet. The transmitting powers of macro, micro and femto BSs are set to 46, 35 and 20 dBm, respectively. The macro BSs’ locations are assumed to be fixed and for each macro BS, 5 micro BSs, 10 femto BSs, and 200 users are randomly located in a square area of 1000 m \(\times\) 1000 m, unless stated otherwise. Regarding the channel model, large scale path loss and small scale Rayleigh multi-paths fading are considered. The path loss between the macro or micro BSs, and the users is modelled as \(L(d) = 34 + 40 \log_{10}(d)\), and the pass loss between femto BSs and users is \(L(d) = 37 + 30 \log_{10}(d)\), where \(d\) is the distance between users and BSs in meters. The small scale fading is modelled by statistically independent exponentially distributed random variables with unit variance. The noise power at all the receivers is set to \(-111.45\) dBm, which corresponds to thermal noise at room temperature and bandwidth of 180 kHz (Bandwidth of an RB in LTE standard). The mobile users in their SINR and channel gain measurements average out the Rayleigh multi-paths fading and see the effects of large scale path loss, while their instantaneous rate depends on both the large scale and small scale fading. The number of RBs available at macro, micro and femto BSs are \(N_{\text{macro}} = 200\), \(N_{\text{micro}} = 100\), and \(N_{\text{femto}} = 50\). Without loss of generality, the scheduling interval of 1 second is considered in the simulations.

A. Rate cumulative distribution functions

Fig. 1 shows the cumulative distribution function (CDF) of the long term rate for the Max-SINR and the distributed cell association algorithms for the rate problem in a static simula-
tion environment. The simulation environment is static in the sense that the Rayleigh multi-path fading is not considered, and only large scale path loss is taken into account. Fig. 2 shows the CDFs of instantaneous rate for the Max-SINR and the distributed cell association algorithms for the rate problem in a stochastic setting where both large scale and small scale fading are taken into account. In both figures, the results for the rate threshold of $\gamma = 1.2$, and $3$ bits/s are shown. In the case of Max-SINR scheme, some of the BSs may get overloaded when users associated with a BS require more RBs than the BS budget; thus, those users are needed to be scheduled in the next scheduling interval. The rate reduction caused by the over-loaded BSs is taken into account in the simulations. As it can be seen in Fig. 1, the long term rate of the users never drops below the rate threshold in the case of the distributed algorithm, while Max-SINR algorithm is not able to satisfy the rate QoS constraints in a static setting. Furthermore, the rate CDFs of the distributed algorithm always lie below the corresponding CDFs resulted by employing the Max-SINR algorithm, especially for the cell edge users (worst 10% users). The rate gain for the cell edge users obtained by using the distributed algorithm over the Max-SINR algorithm increases by increasing the rate threshold. To be more specific, rate gains of $\alpha = 2.4, 1.6, \text{and } 1.1$ are observed for minimum thresholds of $\gamma = 3.2$, and 1 bits/s, respectively, in a static setting. Likewise, in a stochastic setting, as it can be seen in Fig. 2, the rate CDFs of the distributed algorithm always lie below the corresponding CDFs obtained by employing the Max-SINR algorithm. In this case, the rate gains for the cell edge users of $\alpha = 1.75, 1.3, \text{and } 1.08$ are observed for minimum thresholds of $\gamma = 3.2$, and 1 bits/s. However, the instantaneous rate seen by the users can go below the rate threshold since the users’ measurements are based on the average channel gains, while the instantaneous rate is dictated by both the average channel gain and the small scale Rayleigh fading. Since lower rates than the rate threshold are also achievable, the average rates and the rate gain of the cell-edge users drop in the stochastic setting compared to the static setting.

The CDFs of the instantaneous rate for the Max-SINR and the distributed cell association algorithms for the outage problem is shown in Fig. 3. Only a stochastic setting is considered for the outage problem since outage probability cannot be defined in a static setting. The maximum outage probability is set to $T = 10\%$ for all the users. By zooming in this figure, it can be seen that the outage probability for the distributed algorithm and the cases of $\gamma = 0.8, 1, \text{and } 1.2$ bits/s is $T = 7.9\%, 8.4\%, \text{and } 8.1\%$, respectively, which are less than the required outage probability of $T = 10\%$; thus, the outage constraints are always satisfied. This is while the Max-SINR algorithm does not necessarily satisfy the outage constraints. Moreover, similar to the rate problem, the CDFs of rate resulted by the distributed algorithm always lie below the CDFs of rate from the Max-SINR algorithm. The rate gain for the cell edge users is $\alpha = 1.4, 1.23, \text{and } 1.1$ for minimum thresholds of $\gamma = 1.2, 1, \text{and } 0.8$ bits/s, respectively.

Fig. 4 demonstrates the effectiveness of the distributed cell association algorithm for the rate problem in a stochastic setting. The cell association problem $P_a$ introduced in section LV can be solved by three different methods. First one is solving the problem directly as a linear program using the simplex method [31]. This method does not necessarily produce binary values for the association indices, however, provides an upper bound to all the other methods. We call this method the optimal method. The second method is obtained by rounding the solution of the optimal linear program method to the closest integer value, producing 0s and 1s for the association indices. We call this method the rounding method. Finally, we have the distributed algorithm introduced in this paper. In Fig. 4, the rate gain $\alpha_{\alpha} = \frac{r_{\alpha} (\text{Probability})}{\text{Max-SINR (Probability)}}$ is plotted against the probability, where $\alpha \in \{\text{Optimal, Rounding, Distributed}\}$. For instance, at probability 0.2, $\alpha$ of the optimal algorithm is the ratio of the rate for which 20% of the users experience rates below that rate when the problem is solved by the optimal algorithm, over the rate for which 20% of the users experience rates below that rate when the problem is solved by the Max-
SINR algorithm. It can be seen that the rate gains for the optimal and rounding methods are close, meaning that the solution of the optimal linear program is mostly composed of 0s and 1s. Also, the rate gains of the distributed algorithm is close to the rounding algorithm, which proves the effectiveness of our distributed algorithm. We have observed similar trends for the rate problem in a static setting, and outage problem in a stochastic setting.

B. The effect of number of femto BSs

The effects of number of femto BSs per macro BS on the performance of the distributed and Max-SINR algorithms are demonstrated in Figures 5 and 6. In a stochastic setting, Fig. 5 shows the average sum utility of instantaneous rate for the rate problem (problem $P_{1x}$) and rate thresholds of $\gamma = 1, 2$, and 3 bits/s, while Fig. 6 shows the logarithm of the probability of no users experiencing outage $\log_{10}(1 - P_{\text{out}})$ for the outage problem (problem $P_{2x}$) and rate thresholds of $\gamma = 0.8, 1$, and 1.2 bits/s and outage probability of $T = 10\%$. It can be seen that the distributed algorithm outperforms the Max-SINR algorithm in all the cases. It is also observed that the performance of the distributed algorithm slightly worsens by increasing the number of femto BSs, which is attributed to introducing more interference in the network.

Moreover, for the rate problem in Fig. 5, the performance of the Max-SINR algorithm first improves as the number of femto BSs increases, which is because more resources become available per unit area and the likelihood of having overloaded BSs decreases. As the number of femto BSs surpasses a threshold, the performance of Max-SINR saturates then worsens, similar to the distributed algorithm, since the effect of more interference dominates the more availability of resources. As for the outage problem in Fig. 6, the performance of the Max-SINR algorithm for the cases of $\gamma = 1$ and 1.2 bits/s shows a decreasing trend since the effect of more available RBs never dominates the interference. However, in the case of $\gamma = 0.8$ bits/s, first the interference worsens the performance and then the availability of more resources boosts the performance.

C. The effect of number of users

The effects of number of users per macro BS on the performance of the distributed and Max-SINR algorithms are demonstrated in Figures 7 and 8. In a stochastic setting, Fig. 7 shows the average sum utility of instantaneous rate for the rate problem (problem $P_{1x}$) and rate thresholds of $\gamma = 1, 2$, and 3 bits/s, while Fig. 8 shows the logarithm of the probability of no users experiencing outage $\log_{10}(1 - P_{\text{out}})$ for the outage problem (problem $P_{2x}$) and threshold rates of $\gamma = 0.8, 1$, and 1.2 bits/s and outage probability of $T = 10\%$. It can be seen that the distributed algorithm outperforms the Max-SINR algorithm in all the cases.

For the rate problem, as it can be seen in Fig. 7, the distributed algorithm keeps the average sum utility around a constant value, which is because of the load balancing it achieves. The distributed algorithm provides each user with only enough number of RBs to satisfy the rate constraints. This is why the performance does not vary with the number of users, and increases with increasing the rate threshold. As for the outage problem in Fig. 8, $\log_{10}(1 - P_{\text{out}})$ decreases almost linearly. This trend occurs because the distributed algorithm provides users with only enough number of RBs to keep the outage probability of each link slightly below the required outage probability. Besides, more users translates into more multiplicative terms in $1 - P_{\text{out}} = \prod_{i \in U} \prod_{j \in B} (1 - P_{\text{out}}^{ij})^{x_{ij}}$, causing the logarithm of $1 - P_{\text{out}}$ to decrease almost linearly. In an intuitive fashion, when there are more users in the system, the likelihood of at least one user going into outage increases. Therefore, the probability of no users experiencing outage decreases.

As for the performance of the Max-SINR algorithm, increasing the number of users leads to less availability of resources and decline of the performance in both rate and outage problems.
Fig. 7. The average sum utility of instantaneous rate against number of users for the rate problem in a stochastic setting.

Fig. 8. The probability of no users being in outage against number of users for the outage problem and outage probability of $T = 10\%$

D. The effect of distributing the remaining RBs

By far, in all our simulations we have considered only the distributed cell association algorithm solving the optimization problem $P_x$. The effect of distributing the remaining RBs after the cell association phase for the rate (solving $P_{1_{n,j}}$ on top of the cell association problem $P_1$) and outage (solving $P_{2_{n,j}}$ on top of the cell association problem $P_2$) problems is demonstrated in figures 9 and 10, respectively. In Fig. 9, we can see the average sum utility of instantaneous rate for the distributed algorithm solving the cell association problem, and the distributed algorithm with the remaining RBs, against the rate threshold in a stochastic setting. In Fig. 10, we can see the logarithm of the probability of no users experiencing outage for the distributed algorithm, and the distributed algorithm with the remaining RBs, against the rate threshold and link outage probability of $T = 10\%$. In both figures, the curves corresponding to 150 and 200 users per macro BS are plotted. The first observation on these two figures is that the distributed algorithm with the remaining RBs significantly outperforms the results obtained through the distributed cell association algorithm only. Secondly, with lower number of users, the performance of the distributed algorithm with the remaining RBs improves. This is because for a given rate threshold, the cell association algorithm first provides users with only enough number of RBs to satisfy the QoS constraints. Therefore, less users require less overall number of RBs to have their QoS constraints satisfied, leaving more RBs unused. More unused RBs trivially translates into a stronger boost in the performance after distributing them among the users. Finally, by increasing the rate threshold, the performance of the distributed cell association only algorithm gets close to the performance of the distributed algorithm with the remaining RBs. This trend is seen since more RBs are required to satisfy QoS constraints with higher rate thresholds, leaving less overall unused RBs in the network. Distributing less unused RBs among users leads to a less improvement over distributed cell association algorithm.

VII. Conclusions

This paper addressed the cell association problem in the downlink of a multi-tier HetNet, where BSs have finite number of RBs available to distribute among their associated users. We proposed a QoS-driven distributed cell association algorithm where users receive only enough number of RBs to satisfy their QoS constraints while maximizing the sum utility of long term rate or minimizing the global outage probability. The option of distributing the remaining RBs is also given to the BSs after the cell association phase. The algorithms derived in this paper are of low complexity, and low levels of message passing is required to render them distributed. Extensive simulation results that are brought in this paper show the superiority of our distributed cell association scheme compared to maximum SINR scheme. For instance, rate gains of up to 2.4x have been observed in the simulations for the cell edge users in our distributed cell association algorithm.
over maximum SINR scheme. Most importantly, we provided a general framework for jointly associating users to BSs and RBs in LTE systems where frequency reuse factor of 1 and no interference coordination are assumed. Resource partitioning and incorporating interference avoidance techniques in this framework are among possible future research venues.
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