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Abstract
A free field representation of the Zamolodchikov-Faddeev algebra of the SU(N) $\times$ SU(N) principal chiral field model is constructed, and used to derive an integral representation for form factors of a multi-parameter family of exponential fields.
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1. Introduction
Form factors of a two-dimensional quantum field theory model are matrix elements between the vacuum, $|\text{vac}\rangle$, and $\text{in}$-states

$$F_{K_1\ldots K_n}(\theta_1, \ldots, \theta_n) = \langle \text{vac}|O(0)|\theta_1, \ldots, \theta_n\rangle^{(\text{in})}_{K_1\ldots K_n},$$

(1.1)

where $K_i$ is a flavour index of the $i$th particle, and $\theta_i$ is its rapidity variable related to its energy and momentum by $E_i = m_i \cosh \theta_i$, $p_i = m_i \sinh \theta_i$. In a crossing invariant theory one can express a generic matrix element, $\langle \text{out}|O(x)|\text{in}\rangle$, of a local operator $O$ between $\text{in}$- and $\text{out}$-states in terms of the analytically continued form factors.

The form factors of integrable two-dimensional relativistic models satisfy certain axioms [1–3] which have been solved for some models, see e.g. [3–11]. Finding a solution to the axioms is highly nontrivial and requires an extensive use of the form factors’ analytic properties. An important observation by Lukyanov [12] (following the ideas in [13]) is that for a given model form factors can be found by constructing a free field representation of its Zamolodchikov–Faddeev (ZF) algebra [14, 15]. Lukyanov’s approach has been successfully
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applied to several models [12, 16–27], in particular in [26, 27] to the SU(N) Gross–Neveu (GN) model [28]. An advantage of this approach is that the analytic properties of form factors follow from a free field representation. This might be helpful for nonrelativistic but crossing invariant models where analytic properties of form factors are not completely understood. An important example of such a model is provided by the AdS$_5 \times S^5$ superstring sigma model in the light-cone gauge [29]. Even though most of the form factors axioms can be generalised to the case [30]$^2$, no solution has been found yet because the analytic properties of the AdS$_5 \times S^5$ form factors are unknown. One may hope that Lukyanov’s approach might be more efficient in the AdS$_5 \times S^5$ case.

Another complication of the AdS$_5 \times S^5$ model is that its symmetry algebra is a sum of two algebras (which are in addition centrally-extended super Lie algebras sharing a central element). The only model of such a type for which a free field representation has been constructed is the two-parameter family of integrable models (the SS model) [32]. This representation was found by Fateev and Lashkevich [19]. A generalisation of their results to other models is not straightforward.

The goal of this paper is to extend Lukyanov’s approach to the SU(N) $\times$ SU(N) principal chiral field (PCF) model. The symmetry algebra of the model is obviously $\mathfrak{su}(N) \oplus \mathfrak{su}(N)$. The ‘elementary’ particles of the model transform in the rank-1 bi-fundamental representation of SU(N) $\times$ SU(N), and they form $r$-particle bound states transforming in the rank-$r$ bi-fundamental representations of SU(N) $\times$ SU(N) [33]. The exact S-matrix of the PCF model up to a CDD factor [34] is a direct product of the S-matrices of the chiral GN model [35–39], and can be found from the usual requirements of unitarity, analyticity, crossing symmetry and the bound state structure [33]. Similarly to the chiral GN model [36], anti-particles of elementary particles are bound states of $N-1$ elementary particles, and in general anti-particles of rank-$r$ particles are rank-$(N-r)$ particles.

Nothing is known about form factors of the PCF model for finite $N \geq 3$ except the two-particle form factor of the current operator found in [40]. At infinite $N$ multi-particle form factors of the renormalised field operator were found in [41], and those of the current and energy-momentum tensor operators in [42, 43]. Since up to a twist the SU(2) $\times$ SU(2) = O(4) model can be obtained from the SS model in a special limit $p_1, p_2 \to \infty$, much more is known about the $N = 2$ case. The form factors of the SS model for a large class of local operators which includes the U(1) currents and energy-momentum tensor where determined in [4] by solving the form factor axioms, and those for a 3-parameter family of exponential fields in [32] by constructing a free field representation of the ZF algebra.

In this paper a free field representation of the ZF algebra of the SU(N) $\times$ SU(N) PCF model for elementary particles and their bound states is constructed. It can be used to derive an integral representation for form factors of a multi-parameter family of exponential fields through Lukyanov’s trace formula [12]. The determination of the precise form of the exponential fields and their relation to the fields which appear in the Lagrangian of the PCF model is outside the scope of the paper. For $N = 2$ the free field representation and the integral representation should be equivalent to those found by Fateev and Lashkevich [19]. However, the O(4) limit of their representation is subtle, and in this paper a proof of the equivalence is not attempted.

The outline of the paper is as follows. In section 2 the properties of the scattering matrix, and the particles content of the PCF model are reviewed. Here, the general idea of the free field representation approach to form factors is also explained. In section 3 the construction of a representation of the extended ZF algebra and angular Hamiltonian for the PCF model
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is considered, Green’s functions and relations between free fields are listed, and the main properties of the representation are discussed. Next, it is proven in section 4 that the vertex operators constructed in section 3 indeed satisfy the ZF algebra relations. Then, the derivation of the highest weight bound state vertex operators and bound states is performed in section 5. Finally, form factors are discussed in section 6, where general formulae for constructing form factors are established. In the appendices the necessary functions are collected and the derivations of some results stated in the main text are presented.

2. Generalities

2.1. The S-matrix of the model

The spectrum of particles of the SU(N) \times SU(N) PCF model consists of elementary particles of mass m transforming in the rank-1 bi-fundamental representation of SU(N) \times SU(N), and their r-particle bound states of mass \( m_r = m \sin \frac{\pi}{N} / \sin \frac{\pi}{r} \) transforming in the rank \( r = 2, \ldots, N - 1 \) bi-fundamental representation of SU(N) \times SU(N). A rank-r particle with rapidity \( \theta \) is created by a ZF operator \( \mathcal{A}^r_{\mathbf{K}}(\theta) \), and annihilated by \( \mathcal{A}^r_{\mathbf{K}}(\theta) \) where \( \mathbf{K} = (k_1, \ldots, k_r) \) and \( \mathbf{K} = (\bar{k}_1, \ldots, \bar{k}_r) \) have integer-valued components ordered as \( 1 \leq k_1 < k_2 < \cdots < k_r \leq N \), and \( 1 \leq \bar{k}_1 < \bar{k}_2 < \cdots < \bar{k}_r \leq N \). The left and right SU(N) groups act on the undotted and dotted indices respectively.

The S-matrix for the elementary particles of the PCF model is \[ S\text{PCF}(\theta) = \chi_{\text{CDD}}(\theta) \cdot S(\theta) R(\theta) \otimes S(\theta) R(\theta) = S\text{PCF}(\theta) R(\theta) \otimes R(\theta), \] \[ S(\theta) = \frac{\Gamma \left( \frac{\theta}{2\pi} \right) \Gamma \left( \frac{1}{2} - \frac{\theta}{2\pi} \right)}{\Gamma \left( \frac{-\theta}{2\pi} \right) \Gamma \left( \frac{1}{2} + \frac{\theta}{2\pi} \right)}, \quad \chi_{\text{CDD}}(\theta) = \frac{\sinh \left( \frac{\theta}{2} + \frac{i\pi}{N} \right)}{\sinh \left( \frac{\theta}{2} - \frac{i\pi}{N} \right)}. \] Here the standard SU(N)-invariant R-matrix is \[ R(\theta) = \frac{\theta I - 2\pi i \mathbb{P}}{\theta - \frac{2\pi i}{N}} = \mathbb{P}_a + \theta + \frac{2\pi i}{N} \mathbb{P}_a, \] where \( \mathbb{P} \) is the permutation operator and \( \mathbb{P}_a = \frac{1}{2} (I + \mathbb{P}), \mathbb{P}_a = \frac{1}{2} (I - \mathbb{P}) \), are the projection operators onto the symmetric and antisymmetric parts of the tensor product of two fundamental representations. The S-matrix \( S\text{PCF}(\theta) \) has a single pole at \( \theta = \frac{2\pi i}{N} \) due to the pole of \( R(\theta) \) in the antisymmetric part and the zero of \( S\text{PCF}(\theta) \) at \( \theta = \frac{2\pi i}{N} \) which leads to the existence of the rank-r bound states. The \((N-1)\)-particle bound states are identified with anti-particles of the elementary particles. In general a rank-r and a rank-(N-r) particles created by \( \mathcal{A}^r_{\mathbf{K}} \) and \( \mathcal{A}^{N-r}_{\mathbf{K}} \) form a particle-antiparticle pair if \( \mathbf{K} \) and \( \mathbf{K} \) are such that \( \mathbf{K} \cup \mathbf{K} = \mathcal{P}(1, 2, \ldots, N) \) and \( \mathbf{K} \cup \mathbf{K} = \mathcal{P}(1, \bar{2}, \ldots, \bar{N}) \) where \( \mathcal{P} \) and \( \mathcal{P} \) are some permutations of \( 1, 2, \ldots, N \), and \( 1, \bar{2}, \ldots, \bar{N} \), respectively. In what follows in such a pair a bound state of smaller rank (that is \( r < N/2 \)) is considered as a particle. If \( N \) is even, \( N = 2p \), then a bound state with the label \( \mathbf{K} = (k_1, k_2, \ldots, k_p) \) is considered as a particle. The ZF operators can be normalised in such a way that for a particle \( \mathcal{A}^r_{\mathbf{K}} \) and antiparticle \( \mathcal{A}^r_{\mathbf{K}} \), the charge conjugation matrix \( C^r_{\mathbf{K}, \mathbf{L}} = \epsilon_{\mathbf{K}, \mathbf{L}} \) is skew-symmetric, and \( \epsilon_{1, \ldots, N} = 1 \), and similarly for \( \epsilon_{\mathbf{KL}} \). The S-matrices of the bound states are obtained from the S-matrix for elementary particles by the fusion procedure. The creation and annihilation operators satisfy the ZF algebra [14, 15].
Up to a CDD factor the SU(N) × SU(N) PCF model can be thought of as the tensor product of two chiral SU(N) Gross–Neveu models due to the following relation between their S-matrices for the elementary particles

\[ S_{\text{PCF}}^\theta = (S_{\text{GN}}^\theta \otimes S_{\text{GN}}^\theta) \chi_{\text{CDD}}(-\theta), \]

where

\[ S_{\text{GN}}^\theta = S(\theta) R(\theta), \]

\[ S(\theta) = S(\theta) \chi_{\text{CDD}}(\theta) = \frac{\Gamma \left( \frac{i\theta}{2\pi} \right) \Gamma \left( \frac{N-1}{N} \frac{\theta}{\pi} - i\frac{\theta}{2\pi} \right)}{\Gamma \left( \frac{N-1}{N} \frac{\theta}{\pi} + i\frac{\theta}{2\pi} \right)}. \]

The Gross–Neveu S-matrix satisfies the crossing symmetry condition

\[ \prod_{k=-\frac{N}{2}}^{-1} S_{\text{GN}}(\theta + 2\pi k N) = (-1)^{N-1} \frac{\theta - i\pi \frac{N-1}{N}}{\theta + i\pi \frac{N-1}{N}}, \]

and has the large \( \theta \) asymptotics \( S(\pm \infty) = e^{\pm i \pi \frac{N-1}{N}} \). It admits the nice integral form

\[ S_{\text{GN}}(\theta) = \exp \left( -2i \int_0^\infty \frac{dt}{t} \frac{\sinh \left( \frac{(N-1)\pi t}{N} \right) \sin \theta t}{\sin \pi t} \right), \]

Writing an integral representation of the CDD factor, one finds

\[ \chi_{\text{CDD}}(\theta) = -\exp \left( -2i \int_0^\infty \frac{dt}{t} \frac{\sin \left( \frac{\pi t}{2} \right) (1 - \frac{\theta}{N}) \sin \theta t}{\sin \pi t} \right), \]

and therefore

\[ S_{\text{PCF}} = S_{\text{GN}}^{\text{I} \text{I} \text{I} \text{I} \text{I} \text{I} \text{I}}(\theta) = \exp \left( -4i \int_0^\infty \frac{dt}{t} \frac{\sin \left( \frac{\pi t}{2} \right) \sin \left( \frac{(N-1)\pi t}{N} \right) \sin \theta t}{\sin \pi t} \right) = \frac{g_{\text{PCF}}(-\theta)}{g_{\text{PCF}}(\theta)}. \]

Here

\[ g_{\text{PCF}}(\theta) = \frac{\Gamma \left( \frac{i\theta}{2\pi} - \frac{1}{2} \right) \Gamma \left( \frac{i\theta}{2\pi} + \frac{1}{2} \right)}{\Gamma \left( \frac{i\theta}{2\pi} \right) \Gamma \left( \frac{i\theta}{2\pi} + 1 \right)} \]

is the Green’s function which will appear in the free field representation of the PCF model to be constructed in this paper.

### 2.2. Form factors

The ZF operators are used to create the \textit{in-} and \textit{out-}states as follows

\[ |\theta_1, \theta_2, \ldots, \theta_n \rangle_\text{\textit{in}1,\ldots,n} = A_{\theta_1}^\dagger \cdots A_{\theta_n}^\dagger |\text{vac} \rangle, \quad \theta_1 < \theta_2 < \cdots < \theta_n, \]

\[ |\theta_1, \theta_2, \ldots, \theta_n \rangle_\text{\textit{out}1,\ldots,n} = A_{\theta_1}^\dagger \cdots A_{\theta_n}^\dagger |\text{vac} \rangle, \quad \theta_1 < \theta_2 < \cdots < \theta_n, \]

where \( \Pi \) is a multi-index \( \Pi \equiv \hat{n} \), and the vacuum state \(|\text{vac} \rangle\) is annihilated by \( A_{\theta}^\dagger(\theta) \), and has the unit norm, \( |\text{vac} \rangle \langle \text{vac}| = 1 \).
Thus, form factors (1.1) of a local operator $O(x)$ can be written as
\[ F_{I_1, \ldots, I_n}(\theta_1, \ldots, \theta_n) = \langle \text{vac}|O(0)\mathcal{A}_{I_n}^\dagger(\theta_n)\cdots\mathcal{A}_{I_1}^\dagger(\theta_1)|\text{vac}\rangle. \tag{2.12} \]
According to Lukyanov [12], the determination of form factors can be reduced to the problem of finding a representation of a so-called extended ZF algebra which is generated by vertex operators $Z_\lambda(\theta)$, the angular Hamiltonian $\mathcal{K}$, and the central elements $\Omega$ obeying the defining relations
\[ Z_\lambda(\theta)Z_\varsigma(\theta') = Z_\varsigma(\theta)Z_\lambda(\theta')S^\mathcal{K}_{\lambda\varsigma}(\theta', \theta), \tag{2.13} \]
\[ Z_\lambda^+(\theta)Z_\lambda^-(\theta) = -i\mathcal{C}_{\lambda\varsigma} + \mathcal{O}(1), \quad \theta \rightarrow i\pi, \tag{2.14} \]
\[ \frac{d}{d\theta}Z_\lambda(\theta) = -[\mathcal{K}, Z_\lambda(\theta)] - i\Omega Z_\lambda(\theta), \tag{2.15} \]
where the notation $\theta_\lambda \equiv \theta_1 - \theta_2$ is used. The bootstrap conditions (2.16) are required if the particles $A^I_{\lambda\varsigma}$ of the same mass with $\mathcal{K} \in \mathcal{K}$ are bound states of particles $A^I_{\lambda\varsigma}$ and $A^J_{\mu\nu}$ with $I \in \mathcal{I}$ and $J \in \mathcal{J}$. The mass of the bound state $A^I_{\lambda\varsigma}$ is equal to $m_{\mathcal{K}} = m_1 \cos u_+ + m_2 \cos u_-$ where $u_\pm$ are found from the equations
\[ u_+ + u_- = u^0, \quad m_1 \sin u_+ = m_2 \sin u_- \tag{2.17}. \]

The scattering matrix of the particles $A^I_{\lambda\varsigma}$ and $A^J_{\mu\nu}$ must have a simple pole at $\theta = iu^0$. $\mathcal{K}^I_{\lambda\varsigma}$ are some constants, and the relations (2.16) can be used to derive the vertex operators for the bound states from the vertex operators for elementary particles.

Notice that due to (2.13) and (2.14), $Z_\lambda(\theta)$ and $C^\mathcal{K}_{IJ}Z_\lambda(\theta + i\pi)$, $C^\mathcal{K}_{IJ} = \delta^\mathcal{K}_{IJ}$ can be thought as representing the ZF creation and annihilation operators, respectively.

An important observation of Lukyanov is that any representation $\pi_\mathcal{O}$ of the extended ZF algebra corresponds to a local operator $O$, and the form factors (2.12) of this operator are given by the formula
\[ F_{I_1, \ldots, I_n}(\theta_1, \ldots, \theta_n) = \mathcal{N}_\mathcal{O} \left[ \text{Tr}_{\pi_\mathcal{O}} \left[ e^{2i\mathcal{K}} Z_{I_n}(\theta_n) \cdots Z_{I_1}(\theta_1) \right] \right] / \left[ \text{Tr}_{\pi_\mathcal{O}} \left[ e^{2i\mathcal{K}} \right] \right], \tag{2.18} \]
where the normalisation constant $\mathcal{N}_\mathcal{O}$ depends only on the local operator $O$ and has to be fixed by other means. It can be shown that if (2.18) satisfies the necessary analyticity properties, then the form factor axioms, see appendix A, follow from the cyclicity of the trace and the extended ZF algebra\(^4\).

In addition, if one finds a linear operator $\Lambda(\tilde{O})$ acting in $\pi_\mathcal{O}$ which satisfies
\[ e^{\mathcal{K}}\Lambda(\tilde{O})e^{-\mathcal{K}} = e^{\partial \Lambda(\tilde{O})}\Lambda(\tilde{O}), \quad \Lambda(\tilde{O})Z_\lambda(\theta) = e^{2i\Omega(\tilde{O})}Z_{\lambda}(\theta). \tag{2.19} \]
\(^4\)For the SU(2p) chiral GN model the relations (2.14) are modified by replacing $G_{I\mathcal{G}}$ with $G_{I\mathcal{G}} \Gamma$ where $\Gamma$ is an auxiliary element satisfying $\Gamma^2 = i\mathcal{I}$ which (anti-)commutes with $Z_\lambda$ [27].
\(^5\)A relation between the representation $\pi_A$ of the ZF algebra given by the linear space of asymptotic states and the representation $\pi_\mathcal{O}$ of the extended ZF algebra was discussed in [18] where it was argued that $\pi_A$ can be embedded into the tensor product $\pi_\mathcal{O} \otimes \pi_\mathcal{O}$ where $\pi_\mathcal{O}$ is a dual space to $\pi_\mathcal{O}$.
then it corresponds to some local operator $\tilde{O}(x)$ with the spin $s(\tilde{O})$, and the form factors of the operator: $\tilde{O}(x)O(x)$: are given by

$$F^{\tilde{O}O}_{\theta_1,\ldots,\theta_n}(\theta_1,\ldots,\theta_n) = \mathcal{N}_{\tilde{O}O} \frac{\text{Tr}_{\pi_0} \left[ e^{2\pi i K} \Lambda(\tilde{O})Z_{\theta_1}(\theta_n) \cdots Z_{\theta_n}(\theta_1) \right]}{\text{Tr}_{\pi_0}[e^{2\pi i K}]}.$$  (2.20)

Notice that $\Omega(\tilde{O},1)$ appears in (2.19) if the particle $A_1^I$ has nontrivial statistics with respect to $\tilde{O}(x)$.

### 2.3. Free fields and basic vertex operators

The second important result by [12] is that for many models the extended ZF algebra can be realised in terms of free bosons. In what follows free fields $\phi_\mu(\theta)$ which satisfy the following relations

$$[\phi_\mu(\theta_1), \phi_\nu(\theta_2)] = \ln S_{\mu\nu}(\theta_{21}), \quad \langle \phi_\mu(\theta_1)\phi_\nu(\theta_2) \rangle = -\ln g_{\mu\nu}(\theta_{21}),$$  (2.21)

are used. The S-matrices $S_{\mu\nu}$ and Green’s functions $g_{\mu\nu}$ are related to each other as

$$S_{\mu\nu}(\theta) = \frac{g_{\mu\nu}(-\theta)}{g_{\mu\nu}(\theta)} = \frac{1}{S_{\nu\mu}(-\theta)}.$$  (2.22)

The fields $\phi_\mu$ are used to construct the basic vertex operators

$$V_\mu(\theta) := e^{i\phi_\mu(\theta)} \equiv e^{\phi_\mu(\theta)},$$  (2.23)

which obey the following relations

$$V_\mu(\theta_1)V_\nu(\theta_2) = g_{\nu\mu}(\theta_{21}) : V_\mu(\theta_1)V_\nu(\theta_2) :; \quad V_\mu(\theta_1)V_\nu(\theta_2) = S_{\mu\nu}(\theta_{12})V_\nu(\theta_2)V_\mu(\theta_1).$$  (2.24)

The free fields can be written in the form

$$\phi_\mu(\theta) = Q_\mu + \int_{-\infty}^{\infty} \frac{dt}{i^t} A_\mu(t) e^{it\theta},$$  (2.25)

where the creation $A_\mu(-t)$, $t > 0$ and annihilation operators $A_\mu(t)|0\rangle = 0$, $t > 0$ have the commutation relations

$$[A_\mu(t), A_\nu(t')] = \mathcal{I} f_{\mu\nu}(t)\delta(t + t'), \quad f_{\mu\nu}(-t) = f_{\nu\mu}(t).$$  (2.26)

The zero mode operators $Q_\mu$ commute with $A_\mu(t)$, and are introduced to guarantee that the ZF operators have correct eigenvalues with respect to the Cartan generators $P_\mu$ which annihilate the vacuum: $P_\mu|0\rangle = 0$. Their commutation relations will not be important for this paper.

The S-matrices $S_{\mu\nu}$ and Green’s functions $g_{\mu\nu}$ are related to $f_{\mu\nu}$ as follows

$$S_{\mu\nu}(\theta) = \exp \left( \int_{-\infty}^{\infty} \frac{dt}{\mathcal{I}} f_{\mu\nu}(t) e^{-it\theta} \right), \quad g_{\mu\nu}(\theta) = \exp \left( -\int_{0}^{\infty} \frac{dt}{\mathcal{I}} f_{\mu\nu}(t) e^{-it\theta} \right),$$  (2.27)

where it is assumed that the integral representation for $S_{\mu\nu}(\theta)$ is well-defined for some $\theta$’s. If it is not defined then one should analytically continue Green’s functions $g_{\mu\nu}(\theta)$ and $g_{\nu\mu}(-\theta)$ to a common domain and calculate their ratio to find $S_{\mu\nu}(\theta)$.

The annihilation and creation parts of $\phi_\mu(\theta)$ will be denoted as follows

$$\phi_\mu^-(\theta) = \int_{0}^{\infty} \frac{dt}{\mathcal{I}} A_\mu(t) e^{it\theta}, \quad \phi_\mu^+(\theta) = \int_{-\infty}^{0} \frac{dt}{\mathcal{I}} A_\mu(t) e^{it\theta} = -\int_{0}^{\infty} \frac{dt}{\mathcal{I}} A_\mu(-t) e^{-it\theta}.$$  (2.28)
It is also important to mention that the integrals of the form
\[ \int_{0}^{\infty} dt F(t) \]
will be always understood as [44]
\[ \int_{0}^{\infty} dt F(t) \equiv \int_{C_0} \frac{dr}{2\pi i} F(t) \ln(-t), \]
where the integration contour \( C_0 \) is shown in figure 1.

3. Free field representation

The ZF operators for the elementary particles of the PCF model are \( A_{1k} \), \( \dot{A}_{1\dot{k}} \), \( k = 1, \ldots, N \), \( \dot{k} = 1, \ldots, \dot{N} \). The SU(\( N \)) \( \times \) SU(\( N \)) charges \( R^a_b \) and \( \dot{R}^\dot{a}_{\dot{b}} \) act on the ZF operators as follows
\[ R^a_b A_{1k} \dot{A}_{1\dot{k}} = \delta^a_b A_{1k} \dot{A}_{1\dot{k}}, \]
\[ \dot{R}^\dot{a}_{\dot{b}} A_{1k} \dot{A}_{1\dot{k}} = \delta^\dot{a}_{\dot{b}} A_{1k} \dot{A}_{1\dot{k}}. \]
(3.1)

It is natural to use \( A_{11} \) as the highest weight operator, and charges \( J_k \equiv R_{k+1} \) and \( \dot{J}_{\dot{k}} \equiv \dot{R}_{k+1} \) as the lowering operators which produce all elementary particles ZF operators from \( A_{11} \).

3.1. Charges and free fields in the large \( N \) limit

To motivate the free field representation which is described in the next section it is useful to consider the large \( N \) limit. In this limit the S-matrix goes to the identity matrix, and the ZF algebra for the ZF operators becomes the usual Heisenberg algebra of the annihilation and creation operators \( a^m_{\theta_1} \) and \( a^\dagger_{m\theta_1} \), whose nontrivial commutation relations are
\[ a^{\dagger m}_{\theta_1}(\theta_1) a^m_{\theta_2}(\theta_2) - a^m_{\theta_2}(\theta_2) a^{\dagger m}_{\theta_1}(\theta_1) = \delta^m_n \delta(\theta_1 - \theta_2). \]
(3.2)

These operators and relations depend on the rapidities but the dependence will be often omitted to simplify the expressions below. The charges of the two copies of \( su(N) \)'s are built from the operators.

Figure 1. The integration contour \( C_0 \) in the integral \( \int_{C_0} \frac{dr}{2\pi i} F(t) \ln(-t). \)

The dotted and undotted indices are obviously different \( \dot{k} \neq k \). However, in some formulae they are identified which will be clearly stressed out.
\[ V_{mr}^n ≡ a^\dag_{mr} a^{n\dag}, \quad \tilde{V}_{mr}^n ≡ a^\dag_{rm} a^n, \]  

(3.3)

These operators satisfy the commutation relations
\[ V_{mr}^n v_{kq}^l - V_{kq}^l v_{mr}^n = \delta^n_l \delta^r_q V_{mr}^k + \delta^r_m \delta^q_n V_{kq}^l, \]  

\[ \dot{V}_{mr}^n v_{kq}^l - \dot{V}_{kq}^l v_{mr}^n = \delta^n_l \delta^r_q \dot{V}_{mr}^k + \delta^r_m \delta^q_n \dot{V}_{kq}^l, \]  

\[ V_{mr}^n \dot{v}_{kq}^l - \dot{v}_{kq}^l v_{mr}^n = (\delta^n_l \delta^r_q - \delta^r_m \delta^q_n) a^{l\dag} a^m. \]  

(3.4)  

(3.5)  

(3.6)

One sees from the last relation that the operators
\[ R_m^\mu ≡ \sum_{r=1}^N \int d\alpha V_{mr}^\mu(\alpha), \quad \tilde{R}_k^\mu ≡ \sum_{q=1}^N \int d\alpha \dot{V}_{kq}^\mu(\alpha), \]  

(3.7)

commute
\[ R_m^\mu \tilde{R}_k^\nu - \tilde{R}_k^\nu R_m^\mu = 0, \]  

(3.8)

and it is not difficult to check that they form the \( u(N) \oplus u(N) \) algebra.

The charges \( R_{k+1}^k \) and \( R_{k+1}^k \) are linear combinations of \( V_{k+1}^k \) and \( \dot{V}_{k+1}^k \) whose nontrivial relations are
\[ V_{k+1}^k v_{nq}^{k-1} = \delta_{kn} \delta_{q1} V_{k+1,1}^{k-1} + : V_{k+1,1}^{k-1} :. \]  

(3.9)  

(3.10)  

(3.11)  

(3.12)

where Kronecker’s deltas are multiplied by Dirac’s delta of the difference of the rapidities the operators depend on.

In terms of free fields it is therefore reasonable to assume that the charges \( \tilde{J}_k^\nu \) and \( \tilde{J}_k^\nu \) are linear combinations of the following vertex operators
\[ V_{k+1,1}^k(\alpha) \sim e^{i\phi_\nu(\alpha)}, \quad \dot{V}_{k+1,1}^k(\alpha) \sim e^{i\dot{\phi}_\nu(\alpha)}. \]  

(3.13)

Moreover, it is natural to expect that a delta-function term in the product \( V_\nu(\theta_1) V_\epsilon(\theta_2) \) of two \( V \)'s in (3.9)–(3.12) implies that the corresponding Green’s function \( g_{\nu\epsilon}(\theta_2) \) has a pole at \( \theta_2 = 0 \). On the other hand even if the product of two \( V \)'s in (3.9)–(3.12) is regular it does not mean that the corresponding Green’s function is equal to \( 1 \) because these relations are only valid in the large \( N \) limit.

Thus, the appearance of the delta-function terms in the products
\[ V_{k+1,1}^k v_{kr}^{k-1}, \quad \dot{V}_{k+1,1}^k v_{kr}^{k-1}, \quad V_{k+1,n+1}^k v_{n+1,k}^{n+1} \quad \text{and} \quad \dot{V}_{n+1,k+1}^n v_{k+1,n}^{k+1}, \]  

implies that the Green’s functions
\[ g_{k-1,l|l|k}(\theta), \quad g_{k-1,l|l|k}(\theta), \quad g_{n|k,n+1}(\theta) \quad \text{and} \quad g_{n|k,n+1}(\theta) \]  

have a simple pole at \( \theta = 0 \).
Then, the commutativity of the left and right charges suggests that not all of the $2(N - 1)N$ free fields are independent, and one should have the following relations

$$
\phi_{k,n} + \phi_{k,n+1} = \phi_{k,n+1} + \phi_{k,n}, \quad k = 1, \ldots, N - 1, \quad n = \hat{1}, \ldots, \hat{N} - \hat{1}.
$$

Thus, it is expected that the number of independent fields is $N^2 - 1$ which matches the number of fields in the $SU(N)$ PCF Lagrangian.

Notice that the zero modes $Q_k$, $Q_k^r$, $P_k$, and $P_k^r$ should satisfy

$$
Q_k = Q_k, \quad P_k = P_k, \quad Q_k^r = Q_k^r, \quad P_k^r = P_k^r,
$$

where the zero modes $P_k$, $Q_k$ and $P_k^r$, $Q_k^r$ commute with the oscillators in the fields, and satisfy the algebra

$$
[P_k, Q_n] = i\alpha_{nn}, \quad [Q_k, Q_n] = [P_k, P_n] = 0, \quad k, n = 0, 1, \ldots, N.
$$

Here $\alpha_{ij} = 2\delta_{ij} - \delta_{i,j-1} - \delta_{i+1,j}$ is the Cartan matrix of type $A_{N-1}$. Similar relations hold between $P_k, Q_k^r$. In addition the dotted and undotted zero modes commute.

### 3.2. Ansatz for ZF operators and charges

The ZF operators $A_{kj}^\dagger$ and the lowering operators $J_{kj}^-, \tilde{J}_{kj}^-$ will be represented by the ZF vertex operators $Z_{kj}$ and charges $\chi_k^-, \tilde{\chi}_k^-$. According to the discussion above, a rather general ansatz is

$$
Z_{kj}(\theta) = \rho(\theta)e^{i\phi_{kj}(\theta)},
$$

$$
\chi_k^- = \sum_{r=1}^{N} \int_{C_\alpha} \frac{d\alpha_{kr}}{2\pi} c_{kr}(\alpha_{kr}) e^{i\phi_{kr}(\alpha_{kr})}, \quad \tilde{\chi}_k^- = \sum_{r=1}^{N} \int_{C_\alpha} \frac{d\alpha_{kr}}{2\pi} c_{kr}(\alpha_{kr}) e^{i\phi_{kr}(\alpha_{kr})},
$$

$$
Z_{k+1,j}(\theta) = \chi_k^- Z_{kj}(\theta) - Z_{kj}(\theta) \chi_k^-, \quad k = 1, \ldots, N - 1,
$$

$$
Z_{k,j+1}(\theta) = \tilde{\chi}_k^- Z_{kj}(\theta) - Z_{kj}(\theta) \tilde{\chi}_k^-, \quad j = 1, \ldots, \hat{N} - \hat{1},
$$

where the functions $\rho(\theta)$, $c_{ij}(\alpha)$ and $c_{ij}(\alpha)$ satisfy the relations (3.38) and (5.46) which will be determined in the following sections. The free field $\phi_0$ can be expressed in terms of $\phi_{kj}$, $\phi_{kj}^r$ due to the relations (2.15) of the extended ZF algebra, see (5.42). The integration contour $C$ in any operator $\chi$ which involves integration is fixed as follows [12]. The product of all vertex operators in a monomial containing $\chi$ is normal ordered. This produces a product of various Green’s functions. The contour $C$ runs from Re $\alpha = -\infty$ to Re $\alpha = +\infty$ and it lies above all poles due to operators to the right of $\chi$ but below all poles due to operators to the left of $\chi$. The contour $C$ should be additionally deformed according to the procedure described if one then acts by the resulting monomial operator on other operators.

Recall, that

$$
V_\mu(\theta_1)V_\nu(\theta_2) = g_{\mu\nu}(\theta_2 - \theta_1) : V_\mu(\theta_1)V_\nu(\theta_2) :,
$$

and $\mu$, $\nu$ can be 0, or $k\hat{r}$ or $\hat{k}\hat{r}$. Thus, one has the following Green’s functions

$$
g_{00} = GFP, \quad g_{0|a\hat{r}}, g_{a\hat{0}|\hat{r}}, g_{0|kr}, g_{kr|0}, g_{kr|\hat{q}}, g_{kr|\hat{q}}^{\hat{q}|k}, g_{kr|\hat{q}}^{\hat{q}|k},
$$

and the corresponding S-matrices. The Green’s functions are listed in section 3.3, and their derivation is sketched in appendix B. In what follows $\phi_{kj}$ and $\phi_{kj}^r$ are sometimes referred to as
the left and right sector fields, respectively. Their Green’s functions \( g_{kr|\eta} \cdot g_{\sigma k|\eta} \cdot g_{kr|\eta} \cdot g_{\eta k|kr} \) are referred to as the left–left, right–right, left–right, and right–left functions.

By using these formulæ, one finds in particular

\[
Z_{21}(\theta) = \chi_1^{\ast}Z_{11}(\theta) - Z_{11}(\theta)\chi_1 = \rho(\theta) \sum_{r} \int_{C_{ir}} \frac{d\alpha_{ir}}{2\pi} c_{ir}(\alpha_{ir}) g_{0|i}\bar{r}(\theta - \alpha_{ir})e^{i\phi_{ir}(\alpha_{ir})},
\]

\[
(3.20)
\]

\[
Z_{12}(\theta) = \chi_1^{\ast}Z_{11}(\theta) - Z_{11}(\theta)\chi_1 = \rho(\theta) \sum_{r} \int_{C_{ir}} \frac{d\alpha_{ir}}{2\pi} c_{ir}(\alpha_{ir}) g_{0|r}\bar{r}(\theta - \alpha_{ir})e^{i\phi_{ir}(\alpha_{ir})},
\]

\[
(3.21)
\]

where the integration contours run above the poles of \( g_{0|A} \) functions, and below the poles of \( g_{A|0} \) functions, and for any Green’s function one defines

\[
g_{A|B}(\alpha - \beta) \equiv g_{AB}(\alpha - \beta) - g_{B|A}(\beta - \alpha).
\]

(3.22)

To simplify formulæ the summation symbols and the differentials \( \frac{d\alpha_{ir}}{2\pi}, \frac{d\alpha_{lr}}{2\pi} \), and the dependence of free fields and Green’s functions on their arguments are often dropped: \( \phi_A \equiv \phi_A(\alpha_A) \), \( g_{A|B} \equiv g_{AB}(\alpha_A - \alpha_B) \), e.g.

\[
\phi_0 \equiv \phi_0(\theta), \quad \phi_{kr} \equiv \phi_{kr}(\alpha_{kr}), \quad \phi_{kr} \equiv \phi_{kr}(\alpha_{kr})
\]

(3.23)

\[
g_{0|ir} \equiv g_{0|i}(\theta - \alpha_i), \quad g_{k|qr} \equiv g_{k|qr}(\alpha_{kr} - \alpha_{qr}),
\]

unless there is an ambiguity.

The ZF operator \( Z_{m|n} \) then can be symbolically written as follows

\[
Z_{m|n}(\theta) = \rho(\theta) \prod_{i=1}^{m-1}\sum_{k=\dot{r}_1,\ldots,\dot{r}_k} \prod_{k=1}^{n-1} c_{kr_i} g_{k|\dot{r}_k-1,\ldots,\dot{r}_{k-1}|\dot{r}_k} \prod_{k=1}^{m-1} g_{\dot{r}_{k}|\dot{r}_{k+1}}
\]

\[
\times \exp(\sum_{k=1}^{m-1} \phi_{kr_i} + i \sum_{k=1}^{n-1} \phi_{kr_k}),
\]

\[
(3.24)
\]

\[
\]

where \( g_{0|i}|1 \equiv g_{0|i,\dot{r}} \), the sum over \( \dot{r}_k \) and \( r_k \) is taken, and in each term of the sum the integration contours run according to the rule described above.

### 3.3. List of Green’s functions

Here are all nontrivial Green’s functions collected. The Green’s functions which are not in the list are equal to 1.

\[
g_{0|1|1}(\theta) = g_{0|1|1}(\theta) = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad g_{1|0|1}(\theta) = g_{1|0|1}(\theta) = 1,
\]

\[
g_{0|1|\dot{r}}(\theta) = g_{0|1|\dot{r}}(\theta) = 1, \quad g_{1|0|\dot{r}}(\theta) = g_{1|0|\dot{r}}(\theta) = \frac{\theta}{\theta + \frac{2\pi i}{N}}, \quad \dot{r} \leq \dot{r} + 1, \quad r \leq r + 1.
\]

\[
g_{kr|\dot{q}}(\theta) = g_{kr|\dot{q}}(\theta) = 1, \quad g_{k|\dot{r}\dot{q}}(\theta) = g_{k|\dot{r}\dot{q}}(\theta) = \frac{\theta + \frac{2\pi i}{N}}{\theta - \frac{2\pi i}{N}}, \quad \dot{r} < \dot{q}, \quad r < q.
\]

(3.25)
\begin{equation}
g_{k_{ j}, k_{ i}}(\theta) = g_{k_{ i}, k_{ j}}(\theta) = \frac{\theta}{\theta - \frac{2\pi i}{N}}, \quad \hat{k}, \hat{i}, k, r \geq 1, \tag{3.27}
\end{equation}

\begin{align}
g_{k_{ j} + 1, q_{ i}}(\theta) &= g_{k_{ i} + 1, q_{ j}}(\theta) = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad g_{k_{ i} + 1, q_{ j}}(\theta) = g_{k_{ i} + 1, q_{ j}}(\theta) = 1, \quad \hat{r} \geq \hat{q}, r \geq q, \tag{3.28} \\
g_{k_{ j} + 1, q_{ i}}(\theta) &= g_{k_{ i} + 1, q_{ j}}(\theta) = 1, \quad g_{k_{ i} + 1, q_{ j}}(\theta) = g_{k_{ i} + 1, q_{ j}}(\theta) = \frac{\theta}{\theta + \frac{2\pi i}{N}}, \quad \hat{r} < \hat{q}, r < q,
\end{align}

\begin{equation}
g_{k_{ j}, k_{ i} + 1}(\theta) = g_{k_{ i}, k_{ j} + 1}(\theta) = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad g_{k_{ i}, k_{ j} + 1}(\theta) = g_{k_{ i}, k_{ j} + 1}(\theta) = \frac{\theta + \frac{2\pi i}{N}}{\theta}. \tag{3.29}
\end{equation}

The Green’s functions satisfy the following equations

\begin{equation}
g_{\alpha_{ j}, \beta_{ i}}(\theta) g_{\alpha_{ i}, \beta_{ j} + 1}(\theta) = g_{\alpha_{ i}, \beta_{ j}}(\theta) g_{\alpha_{ j}, \beta_{ i} + 1}(\theta), \quad g_{\alpha_{ j}, \beta_{ i}}(\theta) g_{\alpha_{ j} + 1, \beta_{ i}}(\theta) = g_{\alpha_{ j} + 1, \beta_{ i}}(\theta) g_{\alpha_{ j}, \beta_{ i} + 1}(\theta), \tag{3.30}
\end{equation}

where \( \alpha \) is any of the indices of the fields. These equations are obtained from the following constraints between the free fields

\begin{equation}
\phi_{\alpha_{ j}}(\theta) + \phi_{\alpha_{ j} + 1}(\theta) = \phi_{\alpha_{ j}}(\theta) + \phi_{\alpha_{ j} + 1}(\theta). \tag{3.31}
\end{equation}

Then, the functions \( c_{k_{ j}}(\alpha) \) and \( c_{k_{ i}}(\alpha) \) satisfy the equations

\begin{equation}
c_{k_{ i}}(\alpha) c_{k_{ j} + 1}(\theta) = c_{k_{ i}}(\theta) c_{k_{ j} + 1}(\theta). \tag{3.32}
\end{equation}

Both (3.31) and (3.32) are derived from the commutativity of the left and right algebras charges.

The constraints (3.31) are solved in appendix C, and the fields \( \phi_{\alpha_{ j}} \), \( \phi_{\alpha_{ j}} \) and \( \phi_{0} \) are expressed in terms of the \( N^2 - 1 \) elementary free fields defined in (C.31).

It is worthwhile to mention that shifting the variables \( \alpha_{k_{ j}} \) as

\begin{equation}
\alpha_{k_{ j}} \rightarrow \alpha_{k_{ j}} - \frac{\pi i}{N} k, \quad \alpha_{k_{ i}} \rightarrow \alpha_{k_{ i}} - \frac{\pi i}{N} k, \tag{3.33}
\end{equation}

one can transform all left–left and right–right functions to the ones which have zeroes and poles at the same locations as the Gross–Neveu functions. However, the left–right Green’s functions would have zeroes and poles at positions which depend on their indices. To be precise

\begin{align}
g_{k_{ j}, k_{ i} + 1}(\theta) &\rightarrow \frac{\theta - \frac{\pi i}{N}(2 + k + \hat{r})}{\theta - \frac{\pi i}{N}(k + \hat{r})}, \quad g_{k_{ i} + 1, k_{ j}}(\theta) \rightarrow \frac{\theta + \frac{\pi i}{N}(2 + k + \hat{r})}{\theta + \frac{\pi i}{N}(k + \hat{r})}, \tag{3.34} \\
g_{k_{ j}, k_{ i} + 1}(\theta) &\rightarrow \frac{\theta - \frac{\pi i}{N}(2 + \hat{r} - k)}{\theta - \frac{\pi i}{N}(\hat{r} - k)}, \quad g_{k_{ i} + 1, k_{ j}}(\theta) \rightarrow \frac{\theta + \frac{\pi i}{N}(2 + \hat{r} - k)}{\theta + \frac{\pi i}{N}(\hat{r} - k)}. \tag{3.35}
\end{align}

3.4. The angular Hamiltonian

An important step in constructing a free field representation is to find an angular Hamiltonian. The most general Hamiltonian is of the form
\[ K = i \int_0^\infty dt \sum_{A,B} h_{BA}(t) a_A(-t) a_B(t), \] (3.36)

where the sum runs over all independent elementary operators. The relations to be satisfied are
\[ \frac{d}{d\theta} \Omega_{\mu \mu}(\theta) = -[K, \Omega_{\mu \mu}(\theta)] - i \Omega_{\mu \mu} \Omega_{\mu \mu}(\theta). \] (3.37)

Computing the derivative of (3.24) with respect to \( \theta \) it is straightforward to show that if
\[ \rho(\theta) = e^{i\varphi} \theta, \quad c_{ki}(\theta) = e^{i\varphi_{ki}} \tilde{c}_{ki}, \quad c_{ki}(\theta) = e^{i\varphi_{ki}} \tilde{c}_{ki}, \] (3.38)

then
\[ \frac{d}{d\theta} \Omega_{\mu \mu}(\theta) = -i \Omega_{\mu \mu} \Omega_{\mu \mu}(\theta) \]

\[ + \rho(\theta) \sum_{k=1}^m \frac{\partial}{\partial \varphi_{ki}} \sum_{k=1}^n \frac{\partial}{\partial \varphi_{ki}} \exp \left( i \varphi_0 + i \sum_{k=1}^m \sum_{k=1}^n \varphi_{ki} \right), \] (3.39)

where \( \varphi, \varphi_k, \varphi_{ki}, \tilde{c}_{ki}, \tilde{c}_{ki} \) are constants, and
\[ \Omega_{\mu \mu} = -\left( \varphi + \sum_{k=1}^m \varphi_k + \sum_{k=1}^n \varphi_{ki} \right). \] (3.40)

Thus it is sufficient to find \( K \) such that
\[ [K, V_\mu(\theta)] = -\frac{d}{d\theta} V_\mu(\theta), \] (3.41)

where \( V_\mu \) is any vertex operator
\[ V_\mu(\theta) = e^{i\phi_\mu(\theta)}, \quad \phi_\mu(\theta) = \int_{-\infty}^\infty \frac{dt}{t} \Phi_\mu(t) a_A(t) e^{it\theta} \] (3.42)

where the index \( A \) runs over the indices of the \( N^2 - 1 \) independent elementary operators. One gets
\[ -\frac{d}{d\theta} V_\mu(\theta) = -i \int_{-\infty}^\infty dt e^{it\theta} : \Phi_\mu(t) a_A(t) e^{i\phi_\mu(\theta)} :. \] (3.43)

and
\[ [K, V_\mu(\theta)] = [K, i \phi_\mu(\theta)] e^{i\phi_\mu(\theta)} : = -i \int_{-\infty}^0 dt e^{it\theta} \Phi_\mu(t) h_Ba(-t) : a_A(t) e^{i\phi_\mu(\theta)} : \]

\[ - i \int_0^\infty dt e^{it\theta} \Phi_\mu(t) h_A(t) : a_A(t) e^{i\phi_\mu(\theta)} :. \] (3.44)
\[ K = i \int_0^\infty \sum_A a_A(-t) a_A(t). \] (3.45)

3.5. Commutativity relations

The charges and ZF operators must satisfy the commutativity relations

\[ [\chi_k^-, \chi_{n^-}] = 0, \quad |k - n| \neq 1, \] (3.46)

\[ [[\chi_k^-, \chi_{k+1}^-], \chi_{k}^-] = 0, \quad [[\chi_k^-, \chi_{k+1}^-], \chi_{k+1}^-] = 0, \] (3.47)

\[ [\chi_k^-, \tilde{\chi}_n^-] = 0, \quad |\hat{k} - \hat{n}| \neq \hat{1}, \] (3.48)

\[ [[\chi_k^-, \tilde{\chi}_{k+1}^-], \tilde{\chi}_k^-] = 0, \quad [[\tilde{\chi}_k^-, \tilde{\chi}_{k+1}^-], \tilde{\chi}_{k+1}^-] = 0, \] (3.49)

\[ [\chi_k^-, \tilde{\chi}_n^-] = 0, \quad \forall k, \hat{n}, \] (3.50)

\[ \chi_k^- Z_{m\mu}(\theta) = Z_{m\mu}(\theta) \chi_k^-, \quad \hat{i} \leq \hat{n} \leq \hat{N}, \quad \text{unless} \quad m = k, \] (3.51)

\[ \tilde{\chi}_k^- Z_{m\mu}(\theta) = Z_{m\mu}(\theta) \tilde{\chi}_k^-, \quad 1 \leq n \leq N, \quad \text{unless} \quad \hat{m} = \hat{k}, \] (3.52)

which follow from the \( su(N) \oplus su(N) \) symmetry algebra of the model.

The relations (3.46) and (3.48) just imply that the Green’s functions \( g_{k\ell|lq}(\theta) = g_{k\ell|lq}(-\theta) \) have no poles unless \( |k - l| = 1, |\hat{k} - \hat{l}| = \hat{1} \). Then, the commutativity (3.50) of the left and right charges leads to the relations (3.31) and (3.32), and together with (3.46) and (3.48) guarantees that (3.51) and (3.52) hold as soon as the relations

\[ \chi_k^- Z_{k+1,1}(\theta) = Z_{k+1,1}(\theta) \chi_k^-; \quad \chi_k^- Z_{k+2,1}(\theta) = Z_{k+2,1}(\theta) \chi_k^-; \]

\[ \tilde{\chi}_k^- Z_{1,k+1}(\theta) = Z_{1,k+1}(\theta) \tilde{\chi}_k^-; \quad \tilde{\chi}_k^- Z_{1,k+2}(\theta) = Z_{1,k+2}(\theta) \tilde{\chi}_k^-, \] (3.53)

are satisfied. The relations (3.53) for \( k > 1 \) follow from (3.47) and (3.49) which can be easily verified. The commutativity of \( \chi_{1^-} \) with \( Z_{21^+} \) and \( \tilde{\chi}_{1^-} \) with \( Z_{12^-} \) is proven in next section.

4. The ZF algebra

4.1. The ZF relations

The ZF algebra relations for \( Z_{k\ell}, Z_{lq} \) take the form

\[
Z_{k\ell}(\theta_1)Z_{lq}(\theta_2) = S(\theta_12) \left[ s_{12}^2 Z_{k\ell}(\theta_2) Z_{lq}(\theta_1) + s_{21}^2 Z_{k\ell}(\theta_2) Z_{lq}(\theta_1) \right. \\
+ \left. s_{12}s_{21} (Z_{k\ell}(\theta_2) Z_{lq}(\theta_1) + Z_{k\ell}(\theta_2) Z_{lq}(\theta_1)) \right].
\] (4.1)

where

\[
s_{12} = - \frac{2\pi i}{\theta_{12} - \frac{2\pi}{N}}, \quad s_{21} = \frac{\theta_{12}}{\theta_{12} - \frac{2\pi}{N}}, \quad s_{12} + s_{21} = 1.
\] (4.2)
The relations simplify for $\dot{q} = \dot{r}$
\[ Z_{k}(\theta_{1})Z_{\bar{k}}(\theta_{2}) = S(\theta_{12}) [s_{12}Z_{k}(\theta_{2})Z_{\bar{k}}(\theta_{1}) + s_{21}Z_{\bar{k}}(\theta_{2})Z_{k}(\theta_{1})], \tag{4.3} \]
and for $l = k$
\[ Z_{k}(\theta_{1})Z_{\bar{k}}(\theta_{2}) = S(\theta_{12}) [s_{12}Z_{k}(\theta_{2})Z_{\bar{k}}(\theta_{1}) + s_{21}Z_{\bar{k}}(\theta_{2})Z_{k}(\theta_{1})], \tag{4.4} \]
and they take the simplest form for $l = k$, $\dot{q} = \dot{r}$
\[ Z_{k}(\theta_{1})Z_{\bar{k}}(\theta_{2}) = S(\theta_{12})Z_{k}(\theta_{2})Z_{\bar{k}}(\theta_{1}). \tag{4.5} \]
Up to the S-matrix $S(\theta_{12})$, the relations (4.3) or (4.4) are the same as the ZF algebra relations of the Gross–Neveu model.

All these ZF relations follow from the commutativity relations discussed in section 3.5, and the ZF algebra relations for $Z_{11}$, $Z_{21}$, $Z_{12}$, $Z_{22}$. Indeed, assume that the ZF relations (4.1) have been proven for all indices which are less or equal to $k, l, \dot{r}, \dot{q}$. It is then easy to prove that the ZF relations hold for $k + 1, l, \dot{r}, \dot{q}$. Indeed, for $l \neq k$ one gets
\[ Z_{k+1,l}(\theta_{1})Z_{\bar{k}l}(\theta_{2}) = (\chi_{k}^{-}Z_{k}(\theta_{1}) - Z_{\bar{k}}(\theta_{1})\chi_{k}^{-})Z_{\bar{k}}(\theta_{2}) = \chi_{k}^{-}Z_{k}(\theta_{1})Z_{\bar{k}}(\theta_{2}) - Z_{\bar{k}}(\theta_{1})Z_{k}(\theta_{2})\chi_{k}^{-} = S(\theta_{12})\left[s_{12}Z_{k+1,l}(\theta_{2})Z_{\bar{k}}(\theta_{1}) + s_{21}Z_{\bar{k}}(\theta_{2})Z_{k+1,l}(\theta_{1})\right] \]
\[ + s_{12}s_{21}(Z_{k+1,l}(\theta_{2})Z_{\bar{k}}(\theta_{1}) + Z_{\bar{k}}(\theta_{2})Z_{k+1,l}(\theta_{1})) \right], \tag{4.6} \]
while if $l = k \geq 2$ then
\[ Z_{k+1,k}(\theta_{1})Z_{\bar{k}k}(\theta_{2}) = Z_{k+1,k}(\theta_{1})(\chi_{k}^{-}Z_{k-1,k}(\theta_{2}) - Z_{k-1,k}(\theta_{2})\chi_{k}^{-}) = \chi_{k}^{-}Z_{k+1,k}(\theta_{1})Z_{\bar{k}k}(\theta_{2}) - Z_{\bar{k}k}(\theta_{1})Z_{k+1,k}(\theta_{2})\chi_{k}^{-} = \left[\chi_{k}^{-}S(\theta_{12})\left[s_{12}Z_{k+1,k}(\theta_{2})Z_{\bar{k}k}(\theta_{1}) + s_{21}Z_{\bar{k}k}(\theta_{2})Z_{k+1,k}(\theta_{1})\right] \right] \]
\[ + s_{12}s_{21}(Z_{k+1,k}(\theta_{2})Z_{\bar{k}k}(\theta_{1}) + Z_{\bar{k}k}(\theta_{2})Z_{k+1,k}(\theta_{1})) \right]. \tag{4.7} \]
Obviously, the consideration of the other indices follows the same line. Thus, it is sufficient to prove that $Z_{11}$, $Z_{21}$, $Z_{12}$, $Z_{22}$ satisfy the ZF algebra.

### 4.2. Integration contours and the ZF operators $Z_{21}$ $Z_{12}$ $Z_{22}$

To simplify the computations it is often convenient to choose a particular ordering of integration contours in $Z_{mn}(\theta)$ operators. In what follows in each $Z_{mn}(\theta)$ all the integration contours $C_{ij}$ and $C_{\bar{i}j}$ are shifted below $\theta^-- = \theta - 2\pi i/N$. Then, the contours are arranged as follows
\[ Z_{mn}(\theta) : \quad \theta^{-} / C_{1l}/C_{1r}/C_{2l}/C_{2r}/\cdots/C_{m-1,l}/C_{m-1,r}/\cdots/C_{n-1,l}/C_{n-1,r}/\cdots/C_{m-1,n}/C_{m-1,n}, \quad m \leq \tilde{n}, \]
\[ Z_{mn}(\theta) : \quad \theta^{-} / C_{1l}/C_{1r}/C_{2l}/C_{2r}/\cdots/C_{n-1,l}/C_{n-1,r}/\cdots/C_{m-1,n}/C_{m-1,n}, \quad m > \tilde{n}, \tag{4.8} \]
where $\tilde{n}$ and $n$ are identified, and the notation $C_{1l}/C_{1r}$ means that the contour $C_{1l}$ is a bit above $C_{1r}$. Then, the contours $C_{ij}$ and $C_{\bar{i}j}$ are separated by $2\pi i/N$. Finally, for all $k, \tilde{l}, \tilde{q}, r, q$ one takes $C_{k\tilde{l}} = C_{k\tilde{l}}$ and $C_{\tilde{k}l} = C_{\tilde{k}l}$. This choice makes convenient to use the specific path to any ZF operator, see (4.9).
It is also particularly useful to analyse the highest weight $r$-particle bound state vertex operators discussed in section 5.

All integration contours in the formulae below are canonically ordered, and the notation $R_{A|B} \equiv i r_{A|B}$ is used where $r_{A|B}$ is the residue of $g_{A|B}$. Since any of the Green’s functions has no more than one pole there is no ambiguity in the definition.

The derivation of the ZF operators $Z_{21}, Z_{12}, Z_{22}$ is given in appendix D.

One gets $Z_{21}$ and $Z_{12}$

$$Z_{21}(\theta) = Z_{21}^{(1)}(\theta) + Z_{21}^{(2)}(\theta)$$

$$= \rho(\theta) \int_{\theta - /C_{\nu}/C_{i\nu}} c_{1r} G_{0|r}^{\alpha} e^{i\theta_{i\nu} + i\phi_{i\nu}} + \rho(\theta) c_{1i} R_{0|i} e^{i\theta_{i\nu} + i\phi_{i\nu}},$$

$$Z_{12}(\theta) = Z_{12}^{(1)}(\theta) + Z_{12}^{(2)}(\theta)$$

$$= \rho(\theta) \int_{\theta - /C_{\nu}/C_{i\nu}} c_{1r} G_{0|r}^{\alpha} e^{i\theta_{i\nu} + i\phi_{i\nu}} + \rho(\theta) c_{1i} R_{0|i} e^{i\theta_{i\nu} + i\phi_{i\nu}},$$

Note that there is no pole at $\theta_{12} = \theta_2$ in the products $Z_{11}(\theta)Z_{21}(\theta)$ and $Z_{11}(\theta_1)Z_{12}(\theta_2)$ because, e.g. $R_{0|i} = \delta_{1\nu} R_{0|i1}$ but $g_{1|0} = 1$.

The operator $Z_{22}$ is given by

$$Z_{22}(\theta) = \sum_{a=1}^{6} Z_{22}^{(a)}(\theta),$$

$$Z_{22}^{(1)}(\theta) = \rho(\theta) \int_{\theta - /C_{\nu}/C_{i\nu}} c_{1r} c_{1q} G_{0|r}^{\alpha} g_{0|q} G_{1|q}^{\alpha} e^{i\theta_{i\nu} + i\phi_{i\nu}} + i\phi_{i\nu},$$

$$Z_{22}^{(2)}(\theta) = \rho(\theta) \int_{\theta - /C_{\nu}/C_{i\nu}} c_{1r} c_{1q} R_{0|i} g_{0|q} G_{1|q}^{\alpha} (\alpha_{1q} - \theta) e^{i\theta_{i\nu} + i\phi_{i\nu} + i\phi_{i'\nu}},$$

$$Z_{22}^{(3)}(\theta) = \rho(\theta) \int_{\theta - /C_{\nu}/C_{i\nu}} c_{1r} c_{1q} R_{0|i} g_{0|q} G_{1|q}^{\alpha} (\alpha_{1r} - \theta) e^{i\theta_{i\nu} + i\phi_{i\nu} + i\phi_{i'\nu}},$$

$$Z_{22}^{(4)}(\theta) = \rho(\theta) \int_{\theta - /C_{\nu}/C_{i\nu}} c_{1r} c_{1q} (\alpha_{1r}) g_{0|q} R_{0|i} g_{0|q} G_{1|q}^{\alpha} (\theta - \alpha_{1r}) e^{i\theta_{i\nu} + i\phi_{i\nu} + i\phi_{i'\nu}}(\alpha_{i\nu}).$$
\[ Z_{22}^{(5)}(\theta) = \rho(\theta) c_{11}(\theta) c_{11}(\theta) R_{0|11} R_{0|11} e^{i\phi_0 + i\phi_1(\theta) + i\phi_1(\theta)}, \]  
(4.17)

\[ Z_{22}^{(6)}(\theta) = \rho(\theta) c_{11}(\theta) c_{12}(\theta) R_{0|11} R_{11|12} e^{i\phi_0 + i\phi_1(\theta) + i\phi_2(\theta)}. \]  
(4.18)

### 4.3. The ZF algebra for \( Z_{11} \), \( Z_{21} \), \( Z_{12} \), \( Z_{22} \)

It is not difficult to show that all ZF relations for \( Z_{11} \), \( Z_{21} \), \( Z_{12} \), \( Z_{22} \) follow from the commutativity of the left and right charges

\[ \chi_1^- \chi_1^- = \chi_1^- \chi_1^-, \]  
(4.19)

the commutativity of the charges with the following ZF operators

\[ \chi_1^- Z_{2k}(\theta) = Z_{2k}(\theta) \chi_1^-, \quad \chi_1^- Z_{2k}(\theta) = Z_{2k}(\theta) \chi_1^-, \quad k = 1, 2, \]  
(4.20)

and the basic relations

\[ Z_{11}(\theta_1)Z_{11}(\theta_2) = S(\theta_2)Z_{11}(\theta_1)Z_{11}(\theta_2), \]  
(4.21)

\[ Z_{11}(\theta_1)Z_{21}(\theta_2) = S(\theta_2) [s_{12}Z_{11}(\theta_2)Z_{21}(\theta_1) + s_{21}Z_{21}(\theta_2)Z_{11}(\theta_1)], \]  
(4.22)

\[ Z_{11}(\theta_1)Z_{12}(\theta_2) = S(\theta_2) [s_{12}Z_{11}(\theta_2)Z_{12}(\theta_1) + s_{21}Z_{12}(\theta_2)Z_{11}(\theta_1)]. \]  
(4.23)

\[ Z_{11}(\theta_1)Z_{22}(\theta_2) = S(\theta_2) \left[ s_{12}Z_{11}(\theta_2)Z_{22}(\theta_1) + s_{21}Z_{22}(\theta_2)Z_{11}(\theta_1) + s_{12}s_{21} (Z_{21}(\theta_2)Z_{12}(\theta_1) + Z_{12}(\theta_2)Z_{21}(\theta_1)) \right]. \]  
(4.24)

It is easy to verify all these relations by using the formulae for the ZF operators from the previous section. As was mentioned before, the commutativity of charges follows from the relations (3.31) and (3.32). As an example, let us prove the commutativity of the charge \( \chi_1^- \) with \( Z_{21} \).

One has (dropping \( \rho(\theta) \))

\[ \chi_1^- Z_{21}^{(1)}(\theta) \sim \int_{C_{\gamma}/\theta - - /C_{\alpha}} c_{1\alpha} c_{1\gamma} g_{0|1\gamma} g_{0|1\gamma} g_{1\gamma|1\gamma} \ e^{i\phi_0 + i\phi_1 + i\phi_2}, \]

\[ = \int_{\theta - - /C_{\alpha}} c_{1\alpha} c_{1\gamma} g_{0|1\gamma} g_{0|1\gamma} g_{1\gamma|1\gamma} \ e^{i\phi_0 + i\phi_1 + i\phi_2} + \int_{\theta - - /C_{\alpha}} c_{1\alpha} c_{1\gamma} g_{0|1\gamma} R_{0|1\gamma} g_{1\gamma|1\gamma} (\alpha - \theta) \ e^{i\phi_0 + i\phi_1(\theta) + i\phi_2}, \]  
(4.25)

\[ \chi_1^- Z_{21}^{(2)}(\theta) \sim \int_{C_{\gamma}/\theta} c_{1\alpha} c_{1\gamma} g_{0|1\gamma} R_{0|1\gamma} g_{1\gamma|1\gamma} (\theta - \alpha), \]  
(4.26)

where one used that \( g_{11|11}(\theta) = 0 \). One also has

\[ Z_{21}^{(1)}(\theta) \chi_1^- \sim \int_{\theta - - /C_{\alpha}} c_{1\alpha} c_{1\gamma} g_{0|1\gamma} g_{0|1\gamma} g_{1\gamma|1\gamma} \ e^{i\phi_0 + i\phi_1 + i\phi_2}, \]  
(4.27)
where there is no need to shift the integration contour $C_{\alpha r}$. It is easy to check that the integrands of the double integrals are equal to each other after symmetrisation with respect to $r$, $q$, and that the integrands of the single integrals also add up to 0.

5. Bound states

The ordering of integration contours discussed in the previous section is particularly useful to analyse the highest weight $r$-particle bound state vertex operators. The highest weight multi-particle bound state vertex operators of the chiral GN model [27], any rank-"r" bound state vertex operator is generated from the highest weight vertex operator $Z_{12...r}$ by acting on it with the lowering symmetry operators.

The highest weight multi-particle bound state vertex operators $Z_{12...r}$ can be found from the terms in ZF operators which have no integration after the integration contours have been reduced to the canonical form.

5.1. Highest weight 2-particle bound state

It is easy to see that the products $Z_{11}(\theta_{1})Z_{22}(\theta_{2})$, $Z_{23}(\theta_{1})Z_{21}(\theta_{2})$, $Z_{12}(\theta_{1})Z_{12}(\theta_{2})$ and $Z_{12}(\theta_{1})Z_{12}(\theta_{2})$ have a pole at $\theta_{12} = 2\pi i / N$ which means that for $N \geq 3$ these operators form a bound state, while for $N = 2$ the pole shows that $Z_{11}$, $Z_{22}$, and $Z_{12}$, $Z_{21}$ are particle-antiparticle pairs.

To find $Z_{1212}$ let us consider $Z_{11}(\theta_{1})Z_{22}(\theta_{2})$ in the limit $\theta_{12} \to u_{2}$. Since the canonically-ordered integration contours in $Z_{22}$ run below all poles and $g_{1110} = g_{1110} = 1$, only the last term in (4.12) produces the bound state pole. Introducing the notation

\[ U_{22}(\theta) = N_{22}Z_{22}(\theta) e^{i\phi_{0}(\theta)+i\phi_{1}(\theta)+i\phi_{2}(\theta)}, \quad N_{22}(\theta) = \rho(\theta) c_{11}(\theta) c_{12}(\theta) R_{911} R_{1112}, \]

one finds

\[
Z_{11}(\theta_{1})U_{22}(\theta_{2}) = \rho(\theta_{1})N_{22}(\theta_{2}) g_{110}(\theta_{21}) g_{210}(\theta_{21}) e^{i\phi_{0}(\theta_{1})+i\phi_{1}(\theta_{2})+i\phi_{2}(\theta_{2})} \\
= -\frac{g_{00}(-u_{2})r_{120}}{\theta_{12} - u_{2}} \rho(\theta_{1})N_{22}(\theta_{2}) e^{i\phi_{0}(\theta_{1})+i\phi_{1}(\theta_{2})+i\phi_{2}(\theta_{2})+i\phi_{1}(\theta_{2})+i\phi_{2}(\theta_{2})} + O(1) \\
= i \frac{Z_{1212}(\theta)}{\theta_{12} - u_{2}} + O(1), \quad \theta_{1} \to \theta^{+} \equiv \theta + u_{1}, \quad \theta_{2} \to \theta^{-} \equiv \theta - u_{1}.
\]

\(^{6}\)In this section the dotted and undotted indices are identified that is if $r$ is equal to a number then $\dot{r}$ is equal to the same number with a dot, e.g. if $r = 3$ then $\dot{r} = \dot{3}$.
Here the highest weight 2-particle bound state vertex operator \( Z_{(2)} \equiv Z_{12,12} \) is given by
\[
Z_{(2)}(\theta) = \mathcal{N}_{(2)}(\theta) e^{i\phi_0(\theta^+)+i\phi_1(\theta^-)+i\phi_{11}(\theta^-)},
\]
\[
\mathcal{N}_{(2)}(\theta) = i g_00 (-u_2) r_{12} \rho(\theta^+) \mathcal{N}_{22}(\theta^-).
\]  
(5.4)

Thus, up to a normalisation the vertex operator
\[
V_{(2)}(\theta) = e^{i\phi_{(2)}(\theta)}, \quad \phi_{(2)}(\theta) = \phi_0(\theta^+) + \phi_0(\theta^-) + \phi_{11}(\theta^-) + \phi_{12}(\theta^-),
\]  
(5.5)

creates the highest weight 2-particle bound state. All the other 2-particle bound states are obtained from \( Z_{(2)} \) by acting on it with the charges \( \chi^\pm_1, \chi^\pm_2 \). It is easy to check that the fields \( \phi_{11} \) and \( \phi_{12} \) have trivial Green’s functions with the 2-particle bound state free field \( \phi_{(2)} \)
\[\langle \phi_{11}(\alpha) \phi_{(2)}(\theta) \rangle = \langle \phi_{12}(\theta) \phi_{12}(\alpha) \rangle = \langle \phi_{(2)}(\theta) \phi_{11}(\alpha) \rangle = 1.\]  
(5.6)

Thus, the charges \( \chi^\pm_1, \chi^\pm_2 \) commute with \( Z_{(2)} \)
\[
[\chi^\pm_1, Z_{(2)}(\theta)] = [\chi^\pm_2, Z_{(2)}(\theta)] = 0,
\]  
(5.7)

which is a necessary condition for \( Z_{(2)} \) to be the highest weight 2-particle bound state.

For \( N = 2 \) the operators \( Z_{11} \) and \( Z_{22} \) form a particle-antiparticle pair, and the operator \( Z_{(2)}(\theta) \) must be equal to \(-C_{11,22} = -1\) where \( C_{k\ell mn} = \epsilon_{kmn} \epsilon^{\ell}_{00} \) is the charge conjugation matrix. Thus, one finds the following relation between the free fields
\[
\phi_0(\theta^+) + \phi_0(\theta^-) + \phi_{11}(\theta^-) + \phi_{12}(\theta^-) = 0,
\]  
(5.8)

which together with
\[
\phi_{11}(\theta) + \phi_{12}(\theta) = \phi_{11}(\theta) + \phi_{11}(\theta),
\]  
(5.9)

reduces the number of independent fields to 3. Then, the normalisation condition \( \mathcal{N}_{(2)}(\theta) = -1 \) leads to
\[
g_{00} (-u_2) R_{12|0} R_{0|11} R_{11|12} \rho(\theta^+) \rho(\theta^-) c_{11}(\theta^-) c_{12}(\theta^-) = -1.
\]  
(5.10)

Taking into account that for \( N = 2 \)
\[
g_{00} (-u_2) = \frac{2}{\pi}, \quad R_{12|0} = R_{0|11} = R_{11|12} = \pi,
\]  
(5.11)

one gets
\[
2\pi^2 \rho(\theta^+) \rho(\theta^-) c_{11}(\theta^-) c_{12}(\theta^-) = -1.
\]  
(5.12)

Now, according to (3.38)
\[
\rho(\theta) = e^{i \alpha \theta} \tilde{\rho}, \quad c_{k\ell}(\theta) = e^{i \alpha \theta} \tilde{c}_{k\ell}, \quad c_{k}(\theta) = e^{i \alpha \theta} \tilde{c}_{k},
\]  
(5.13)

and therefore the equation (5.12) splits into the following two relations
\[
2\pi \alpha + \chi_1 + \chi_1 = 0, \quad 2\pi^2 e^{-\pi \alpha} \tilde{y}^2 \tilde{c}_{11} \tilde{c}_{12} = -1.
\]  
(5.14)

These two relations together with the equation (3.32) provide 3 constraints on the 8 parameters. In addition, it is clear that for \( N = 2 \) the extended ZF algebra is invariant under the following scaling transformations

\(^7\) Obviously, \( \phi_{(2)} \) and \( \phi_{(3)} \) for \( k \geq 3 \) also have trivial Green’s functions with \( \phi_{(2)} \).
\[ Z_{1i} \rightarrow \sigma_{1i} Z_{1i}, \quad \chi_{1i} \rightarrow \sigma_{1i} \chi_{1i}, \quad \hat{\chi}_{1i} \rightarrow \frac{1}{\sigma_{1i}} \sigma_{1i} \hat{\chi}_{1i}, \quad \] (5.15)

where \( \sigma_{1i} \) and \( \sigma_{1} \) are arbitrary constants. Thus, one can set \( \hat{c}_{1i} \) and \( \hat{c}_{12} \) to any values, and therefore the number of independent parameters leading to physically distinct results is 3 which agrees with [19]. For example, choosing \( \hat{c}_{11} = e^{-\pi \kappa_{1}/2}, \hat{c}_{12} = e^{-\pi \kappa_{1}/2} \), one gets \( \hat{\rho} = \frac{1}{\sqrt{2\pi}} \) and the following two constraints on the remaining five parameters

\[ 2\pi + \kappa_{1} + \kappa_{2} = 0, \quad e^{-\pi \kappa_{1}} \hat{c}_{12} \hat{c}_{11} = 1. \quad \] (5.16)

**5.2. Highest weight 3-particle bound state**

As was mentioned above, the 2-particle bound state field \( \phi_{(2)} \) has trivial Green’s functions with \( \phi_{k}, \phi'_{k}, \) for \( k \neq 2, k \neq \hat{2} \). It is easy to find that it has the following Green’s functions with \( \phi_{0}, \phi_{2k}, \phi'_{2k} \)

\[ g_{0(2)}(\theta) = g_{(2)0}(\theta) = \frac{\Gamma\left(\frac{m}{2\pi} - \frac{1}{\kappa} \right)\Gamma\left(\frac{m}{2\pi} + \frac{1}{\kappa} \right)}{\Gamma\left(\frac{m}{2\pi}\right)}, \quad \] (5.17)

\[ g_{2q(2)}(\theta) = g_{2q(2)}(\theta) = \frac{\theta + u_{1}}{\theta + u_{3}}, \quad g_{(2)2q}(\theta) = g_{(2)2q}(\theta) = 1, \quad q \geq 3, \hat{q} \geq \hat{3}, \] (5.18)

\[ g_{2q(2)}(\theta) = g_{2q(2)}(\theta) = 1, \quad g_{(2)2q}(\theta) = g_{(2)2q}(\theta) = \frac{\theta - u_{3}}{\theta - u_{1}}, \quad q \leq 2, \hat{q} \leq \hat{2}. \] (5.19)

Thus, one can get a pole in \( Z_{12,12}(\theta_{1})Z_{33}(\theta_{2}) \) at \( \theta_{12} = \bar{u}_{3} \) only if \( Z_{33}(\theta_{2}) \) contains a term with \( \phi_{23} \) or \( \phi'_{23} \). The terms in \( Z_{33} \) without integration are obtained from

\[ \hat{X}_{1} \hat{X}_{2} U_{22} = \hat{N}_{22}(\theta) \int \tilde{c}_{2} \tilde{c}_{2} g_{11}|2r| g_{12}|2r| g_{11}|2q| g_{12}|2q| g_{22}|2q| \ e^{i\phi(\theta)+i\phi_{1}(\theta)+i\phi_{2}(\theta)+i\phi_{23}+i\phi_{23}}. \] (5.20)

If \( \hat{r} = \hat{3} \) then the function \( g_{11}|2r, g_{12}|2r \) has no pole, and taking the contour \( C_{2r} \) below \( \theta^{-} \) would not produce any term without integration. Thus, \( q = 3 \) and therefore \( \hat{r} = \hat{2} \), and the term of interest is

\[ U_{33}(\theta) = \hat{N}_{33}(\theta) e^{i\phi(\theta)+i\phi_{1}(\theta)+i\phi_{2}(\theta)+i\phi_{23}(\theta)}, \quad \hat{N}_{33}(\theta) = \hat{N}_{22}(\theta) c_{23}(\theta) c_{23}(\theta) R_{12}|22| R_{22}|23| \] (5.21)

Then, the highest weight 3-particle bound state vertex operator \( Z_{(3)} \equiv Z_{123,123} \) appears in the residue of the product \( Z_{(2)}(\theta_{1})U_{33}(\theta_{2}) \) at \( \theta_{12} = 3\pi i/N \)

\[ Z_{(3)}(\theta) = \lim_{\epsilon \rightarrow 0} \epsilon Z_{(2)}(\theta + \epsilon u_{1})U_{33}(\theta - u_{2} + \epsilon) \]

\[ = \hat{N}_{33}(\theta) e^{i\phi(\theta)+i\phi_{1}(\theta)+i\phi_{2}(\theta)+i\phi_{23}(\theta)} \]

\[ \hat{N}_{33}(\theta) = i g_{0(2)}(-u_{3}) r_{23(2)} N_{2}(\theta + u_{1}) N_{33}(\theta - u_{2}) \] (5.22)

Thus, up to a normalisation the vertex operator

\[ V_{(3)}(\theta) = e^{i\phi(\theta)}, \quad \phi(\theta) = \phi_{0}(\theta^{++}) + \phi_{0}(\theta^{--}) + \phi_{11}(\theta) + \phi_{11}(\theta^{--}) \]

\[ + \phi_{12}(\theta) + \phi_{12}(\theta^{--}) + \phi_{22}(\theta^{--}) + \phi_{23}(\theta^{--}) \] (5.23)
creates the highest weight 3-particle bound state for \( N > 3 \), while for \( N = 3 \) the operator \( Z_{(2)} \) creates the anti-particle of \( Z_{(3)} \), and therefore \( V_{(3)} \) must be equal to 1

\[
V_{(3)}(\theta) = 1, \quad N = 3,
\]

leading to the relation

\[
\phi_0(\theta^+) + \phi_0(\theta^+) + \phi_1(\theta^+) + \phi_1(\theta^-) \\
+ \phi_2(\theta^+) + \phi_2(\theta^-) + \phi_{23}(\theta^-) = 0, \quad N = 3.
\]

Then, the normalisation condition \( N_{(3)}(\theta) = -1 \) leads again to two equations on the parameters \( \alpha, \beta, \gamma, \delta, \epsilon, \zeta, \eta \), which will be discussed later for the general \( N \) case.

5.3. Highest weight 4-particle bound state

It is easy to verify that the 3-particle bound state field \( \phi_{(3)} \) has trivial Green’s functions with \( \phi_{kj}, \phi_{lk} \), for \( k \neq 3, l \neq 3 \), and it has the following Green’s functions with \( \phi_0, \phi_{34}, \phi_{3q} \)

\[
g_{0(3)}(\theta) = g_{(3)0}(\theta) = \frac{\Gamma \left( \frac{i}{\theta^2} - \frac{i}{2} + 1 \right) \Gamma \left( \frac{i}{\theta^2} + \frac{i}{2} \right)}{\Gamma \left( \frac{i}{\theta^2} - \frac{i}{4} + 1 \right) \Gamma \left( \frac{i}{\theta^2} + \frac{i}{4} \right)},
\]

\[
g_{3q(3)}(\theta) = g_{(3)3q}(\theta) = \frac{\theta + u_2}{\theta + u_4}, \quad g_{(3)3q}(\theta) = g_{(3)3q}(\theta) = 1, \quad q \geq 4, \dot{q} \geq 4.
\]

\[
g_{3q(3)}(\theta) = \frac{\theta - u_2}{\theta - u_4}, \quad q \leq 3, \dot{q} \leq 3.
\]

Thus, one can get a pole in \( Z_{1234(3)}(\theta)Z_{44}(\theta) \) at \( \theta_{12} = -u_4 \) only if \( Z_{44}(\theta) \) contains a term with \( \phi_{34} \) or \( \phi_{3q} \). The terms in \( Z_{44} \) without integration are obtained from

\[
\dot{\chi}_{1234}^* U_{33} = N_{33}(\theta) \int c_{34} c_{3q} g_{1234} g_{234} g_{234} g_{34} g_{34} g_{34}
\]

\[
\times e^{i\phi(\theta) + i\phi_s(\theta) + i\phi_1(\theta) + i\phi_2(\theta) + \phi_{23}(\theta) + \phi_{24}(\theta) + \phi_{24}(\theta) + \phi_{24}(\theta) + \phi_{24}(\theta)},
\]

and the term without integration is obtained for \( q = 4 \) and \( r = 3 \)

\[
U_{44}(\theta) = N_{44}(\theta) e^{i\phi(\theta) + i\phi_s(\theta) + i\phi_1(\theta) + i\phi_2(\theta) + \phi_{23}(\theta) + \phi_{24}(\theta) + \phi_{24}(\theta) + \phi_{24}(\theta) + \phi_{24}(\theta)}.
\]

(5.30)

Then, the highest weight 4-particle bound state vertex operator \( Z_{(4)}(\theta) \equiv Z_{1234,1234} \) appears in the residue of the product \( Z_{(3)}(\theta)U_{44}(\theta) \) at \( \theta_{12} = 4\pi N \)

\[
Z_{(4)}(\theta) = \lim_{\epsilon \to 0} i e Z_{(3)}(\theta + u_3) U_{44}(\theta - u_3 + \epsilon) = N_{(4)}(\theta) e^{i\phi(\theta)},
\]

\[
N_{(4)}(\theta) = i g_{0(3)}(-u_4) r_{34(3)} N_{(3)}(\theta + u_3) N_{44}(\theta - u_3),
\]

\[
\phi_{(4)}(\theta) = \sum_{k=-\frac{1}{2}}^{\frac{1}{2}} \phi_0(\theta + u_{2k}) + \sum_{n=1}^{3} \sum_{k=-\frac{3}{2}}^{\frac{3}{2}} \left( \phi_{mn}(\theta + u_{2k}) + \phi_{n,m+1}(\theta + u_{2k}) \right).
\]

(5.31)

Thus, up to a normalisation the vertex operator \( V_{(4)}(\theta) = e^{i\phi_{(4)}(\theta)} \) creates the highest weight 4-particle bound state for \( N > 4 \), while for \( N = 4 \) the operator \( Z_{(3)} \) creates the anti-particle of \( Z_{44} \), and therefore \( V_{(4)} \) satisfies
Moreover, for any \( N \) the 4-particle bound state \( \phi_{(4)} \) has trivial Green’s functions with with \( \phi_{2k}, \phi_{2k} \) for \( k \neq 4, \tilde{k} \neq \tilde{4} \).

### 5.4. Highest weight \( r \)-particle bound state

The formulae above can be easily generalised, and the highest weight \( r \)-particle bound state vertex operator \( Z_{(r)} \equiv Z_{12 \ldots r, i2 \ldots r} \) is given by

\[
Z_{(r)}(\theta) = \lim_{\epsilon \to 0} i \epsilon Z_{(r-1)}(\theta + u_1) U_{\hat{r}}(\theta - u_{r-1} + \epsilon) = N_{(r)}(\theta) e^{i\phi_{(r)}(\theta)},
\]

\[
N_{(r)}(\theta) = i g_{0(\theta-1)} (-u_i) r_{-1,i} r_{(r-1)} N_{(r-1)}(\theta + u_1) N_{(r)}(\theta - u_{r-1}),
\]

\[
N_{(r)}(\theta) = N_{(r-1,1)}(\theta) c_{r-1,1}(-\theta) c_{r-1,1}(\theta) R_{2 \ldots r-1} R_{r-2 \ldots r-1} R_{r-1,i-1} R_{r-1,i-1} R_{r-1,i-1},
\]

\[
\phi_{(r)}(\theta) = \sum_{k=1}^{r-1} \phi_0(\theta + u_{2k}) + \sum_{n=1}^{r-1} \sum_{k=-n}^{r-1} \left( \phi_{nm}(\theta + u_{2k}) + \phi_{n,m+1}(\theta + u_{2k}) \right).
\]

The \( r \)-particle bound state field \( \phi_{(r)} \) commutes with \( \phi_{2k}, \phi_{2k} \) for \( k \neq r, \tilde{k} \neq \tilde{r} \), and it has the following Green’s functions with \( \phi_0, \phi_{2q}, \phi_{2q} \)

\[
g_{0(\theta)}(\theta) = g_{(r)0}(\theta) = \frac{\Gamma \left( \frac{n}{2\pi} + \frac{1}{2} + 1 \right) \Gamma \left( \frac{n}{2\pi} + \frac{r+1}{2} + 1 \right)}{\Gamma \left( \frac{n}{2\pi} + \frac{1}{2} + 1 \right) \Gamma \left( \frac{n}{2\pi} + \frac{r+1}{2} + 1 \right)},
\]

\[
g_{0(\theta)}(-u_{r+1}) = \frac{r \Gamma \left( \frac{1}{2} + \frac{r}{2\pi} \right)}{\Gamma \left( \frac{1}{2} \right) \Gamma \left( 1 + \frac{r}{2\pi} \right)}.
\]

\[
g_{(r)}(\theta) = g_{(r)0}(\theta) = \frac{\theta + u_{r+1}}{\theta - u_{r+1}}, \quad g_{(r)}(\theta) = g_{(r)0}(\theta) = 1, \quad \hat{q} > \tilde{r}.
\]

\[
g_{(r)}(\theta) = g_{(r)}(\theta) = 1, \quad g_{(r)}(\theta) = g_{(r)0}(\theta) = \frac{\theta - u_{r+1}}{\theta - u_{r+1}}, \quad \hat{q} < \tilde{r}.
\]

Explicit formulae expressing \( \phi_0 \) and \( \phi_{(r)} \) in terms of the elementary fields are collected in appendix \( C \).

The normalisation functions \( N_{(r)}(\theta) \) can be found explicitly. First, one expresses them in terms of \( N_{kk} \)

\[
N_{(r)}(\theta) = R^{-1}_{0|1} \prod_{k=1}^{r-1} g_{0(k)}(-u_{k+1}) \prod_{k=1}^{r} N_{kk}(\theta - u_{2k-r-1}),
\]

where \( N_{ij}(\theta) \equiv \rho(\theta) \), and one takes into account that the residues of all the functions in the formula (5.33) are equal to \( r_{0|1} = -2\pi i / N \). Next, one gets

\[
N_{kk}(\theta) = \rho(\theta) R^{2(k-1)}_{0|1} \prod_{m=1}^{k-1} c_{m+1}(\theta) c_{m,m+1}(\theta),
\]

\[
\prod_{k=1}^{r-1} g_{0(k)}(-u_{k+1}) = \frac{\Gamma \left( \frac{r}{2\pi} \right)}{\Gamma \left( \frac{1}{2} \right) \Gamma \left( 1 + \frac{r}{2\pi} \right)}.
\]
and therefore

\[ N_{(r)}(\theta) = \frac{\Gamma\left(\frac{r}{2}\right)}{\Gamma\left(\frac{r}{2}\right) \Gamma\left(1 + \frac{1}{N}\right)^{r-1}} e^{\frac{1}{2} \rho(\theta - u_{2k-1}) \rho(\theta - u_{2k-1})} \times \prod_{k=1}^{r-k-1} \prod_{m=1}^{r} c_{mn}(\theta - u_{2k-1}) c_{mn+1}(\theta - u_{2k-1}). \]

(5.40)

Finally, taking into account (3.38), one gets

\[ N_{(r)}(\theta) = \frac{\Gamma\left(\frac{r}{2}\right)}{\Gamma\left(\frac{r}{2}\right) \Gamma\left(1 + \frac{1}{N}\right)^{r-1}} \left(\frac{2\pi}{N}\right)^{r-1} e^{\frac{1}{2} \rho(\theta - u_{2k-1}) \rho(\theta - u_{2k-1})} \times \prod_{m=1}^{r-1} \left(e^{\frac{\pi m e\theta}{c_{min}}} \right)^{r-m} \left(e^{\frac{\pi m e\theta}{c_{mn+1}}} \right)^{r-m}. \]

(5.41)

The vertex operator \( Z_{(N-1)} \) creates the anti-particle of \( Z_{N-1} \), and therefore \( Z_{(N)} \) must be equal to \(-1\). This leads to the relation \( \phi_{(N)} = 0 \), which allows one to express \( \phi_{0} \) in terms of the other fields

\[ \sum_{k=-N+1}^{N-1} \phi_{0}(\theta + u_{2k}) + \sum_{n=1}^{N-1} \sum_{k=-N+1}^{N-1} (\phi_{mn}(\theta + u_{2k}) + \phi_{n+1}(\theta + u_{2k})) = 0, \]

(5.42)

and to the normalisation condition

\[ N_{(N)}(\theta) = -1. \]

(5.43)

It is important to stress that (5.42) leads to the following nontrivial crossing-type equation for Green’s function \( g_{00} \)

\[ \prod_{k=-N+1}^{N-1} g_{00}(\theta + u_{2k}) = \frac{\theta + (1 - \frac{1}{N}) \pi i}{\theta - (1 + \frac{1}{N}) \pi i}, \]

(5.44)

which is indeed satisfied.

By using (5.41), the normalisation condition takes the form

\[ N_{(N)}(\theta) = \frac{1}{\Gamma\left(\frac{r}{2}\right) \Gamma\left(1 + \frac{1}{N}\right)^{N-1}} \left(\frac{2\pi}{N}\right)^{N-1} e^{\frac{1}{2} \rho(\theta - u_{2k-1}) \rho(\theta - u_{2k-1})} \times \prod_{m=1}^{N-1} \left(e^{\frac{\pi m e\theta}{c_{min}}} \right)^{N-m} \left(e^{\frac{\pi m e\theta}{c_{mn+1}}} \right)^{N-m} = -1, \]

(5.45)

which splits into the following two equations

\[ N_{\pi} + \sum_{k=1}^{N-1} (N - k) (\pi c_{k} + \pi d_{k}) = 0, \]

\[ \frac{1}{\Gamma\left(\frac{r}{2}\right) \Gamma\left(1 + \frac{1}{N}\right)^{N-1}} \left(\frac{2\pi}{N}\right)^{N-1} e^{\frac{1}{2} \rho(\theta - u_{2k-1}) \rho(\theta - u_{2k-1})} \times \prod_{m=1}^{N-1} \left(e^{\frac{\pi m e\theta}{c_{min}}} \right)^{N-m} \left(e^{\frac{\pi m e\theta}{c_{mn+1}}} \right)^{N-m} = -1. \]

(5.46)
Adding these two constraints to the \((N-1)^2\) constraints on \(\tilde{c}_{mn}\) and \(\tilde{c}_{nk}\), one gets \(N^2 - 2N + 3\) constraints on the \(2N^2\) parameters \(\varkappa_i, \varkappa_k, \tilde{\varkappa}_i, \tilde{\varkappa}_k, \tilde{\rho}, \tilde{\varepsilon}_{k\ell}, \tilde{\epsilon}_{k\ell}\). The number of physically inequivalent parameters is however less then \(N^2 + 2N - 3\) because the extended ZF algebra is invariant under the following scaling transformations

\[
Z_{11} \rightarrow \sigma_1 Z_{11}, \quad \chi_k \rightarrow \sigma_k \chi_k, \quad \tilde{\chi}_k \rightarrow \sigma_k \tilde{\chi}_1,
\]

where \(\sigma_1, \sigma_k\) and \(\sigma_l\) are constants satisfying the constraint

\[
\sigma_1 \prod_{m=1}^{N-1} (\sigma_m \sigma_m)^{N-m} = 1.
\]

Thus, one can choose the values of \(2N - 2\) parameters, and the number of independent parameters leading to physically distinct results is \(N^2 - 1\) which is equal to the number of fields in the SU(N) \times SU(N) PCF model. For example, choosing

\[
\tilde{c}_{mn} = e^{-\frac{\pi}{2} m \varkappa_n}, \quad \tilde{c}_{m,m+1} = e^{-\frac{\pi}{2} m \varkappa_n},
\]

one finds \(\tilde{\rho}\)

\[
\tilde{\rho}^N = -\Gamma \left( \frac{1}{N} \right) \Gamma \left( 1 + \frac{1}{N} \right) \frac{N}{2\pi} \frac{N^2 - 1}{2\pi}.
\]

To conclude this section, it is worth mentioning that the normalisation condition \(\mathcal{N}(N) = -1\) allows one to obtain the following expression for \(\mathcal{N}(N-1)\)

\[
\mathcal{N}(N-1)(\theta) = \Gamma \left( 1 - \frac{1}{N} \right) \Gamma \left( 1 + \frac{1}{N} \right) \frac{2\pi}{N} \frac{1}{N} e^{-\pi\theta} e^{-iN-1(\varkappa_{k-1} + \varkappa_{k-1})\theta} \\
\times \prod_{m=1}^{r-1} (e^{\frac{\pi}{N} m \varkappa_n} \tilde{c}_{mn})^{-1} (e^{\frac{\pi}{2} m \varkappa_n} \tilde{c}_{m,m+1})^{-1}.
\]

6. Form factors

According to Lukyanov [12], up to an overall normalisation constant the form factors of the exponential operator \(O\) corresponding to the constructed representation \(\pi_O\) of the ZF algebra are

\[
\langle \langle Z_{i_1} \cdots Z_{i_n} (\theta_1, \ldots, \theta_n) \rangle \rangle = \langle \langle Z_{i_1} (\theta_n) \cdots Z_{i_1} (\theta_1) \rangle \rangle,
\]

where for any operator \(W\) acting in \(\pi_O\) the quantity \(\langle \langle W \rangle \rangle\) is defined by

\[
\langle \langle W \rangle \rangle = \frac{\text{Tr}_{\pi_O} [e^{2\pi i K} W]}{\text{Tr}_{\pi_O} [e^{2\pi i K}]}.\]

Due to the SU(N) \times SU(N) symmetry the form factors do not vanish only for the states which do not carry charges with respect to the Cartan generators \(P_k\) and \(P_{k'}\).

It is clear that the form factors (6.1) are sums of multiple integrals with integrands of the form

\[
R_{\mu_1, \ldots, \mu_q} (\beta_1, \ldots, \beta_q) = \langle \langle V_{\mu_n} (\beta_q) \cdots V_{\mu_1} (\beta_1) \rangle \rangle,
\]

where the set \{\(\beta_1, \ldots, \beta_q\)\} contains \(\theta_j\)-rapidities. It is shown in appendix E that for any operator \(W\) which is the product of free field exponents
\[ W = V_n(\theta_n) \cdots V_1(\theta_1), \quad V_j(\theta) = e^{i\phi_j(\theta)} := e^{i\phi_j^+(\theta) - i\phi_j^-(\theta)}, \]

one obtains \( \langle\langle W \rangle\rangle \) by applying the Wick theorem

\[
\langle\langle V_n(\theta_n) \cdots V_1(\theta_1) \rangle\rangle = \prod_{j=1}^n C_{V_j} \prod_{k<j} G_{V_k V_j}(\theta_k - \theta_j),
\]

where

\[
C_{V_j} = \langle\langle V_j(\theta_j) \rangle\rangle = \exp\left(-\langle\langle \phi_j^-(0)\phi_j^+(0) \rangle\rangle\right),
\]

\[
G_{V_k V_j}(\theta_k - \theta_j) = \exp\left(-\langle\langle \phi_j(\theta_j)\phi_k(\theta_k) \rangle\rangle\right).
\]

The constants \( C_{V_n} \) and the functions \( G_{\mu\nu} \equiv G_{V_n V_n} \) are computed in appendix E. It is worth mentioning that some of the functions \( G_{\mu\nu} \) are minimal two-particle form factors. In particular, \( G_{(N-1)(1)} \) is the particle-antiparticle minimal form factor which determines the two-particle form factor of the current operator calculated in [40].

The integration contours in (6.1) are similar to the ones for the vacuum expectation values

\[
\langle\langle 0|Z_{M_n}(\theta_n) \cdots Z_{M_1}(\theta_1)|0 \rangle\rangle.
\]

However, \( G_{\mu|\nu} \)-functions have more poles, and the rule for choosing an integration contour is modified as follows. In addition to the usual requirements, one also requires that an integration contour \( C_{\chi} \) due to the operator \( \chi = \int_C e^{i\phi^A} \) is in the simply-connected region which contains all the poles of \( g_{\mu|\nu} \)-functions due to the vertex operators \( V_\mu \) to the right of \( \chi \), and all the poles of \( g_{A|\nu} \)-functions due to the vertex operators \( V_\nu \) to the left of \( \chi \) but no other poles of \( G_{\mu|A} \) and \( G_{A|\nu} \). For example, the integration contour \( C_{\chi} \) in \( \chi_k \) runs from \( \text{Re} \alpha_{k\nu} = -\infty \) to \( \text{Re} \alpha_{k\nu} = +\infty \), and it lies above a pole of the \( g_{\mu|kr} \)-function due to the vertex operator \( V_\mu \) to the right of \( \chi_k \) and above all the poles of the \( G_{\mu|kr} \)-function which are below this pole of \( g_{\mu|kr} \). However, \( C_{\chi} \) runs below all the poles of the \( G_{\mu|kr} \)-function which are above this pole of \( g_{\mu|kr} \). If \( g_{\mu|kr} \) has no pole then \( C_{\chi} \) just runs below all the poles of the \( G_{\mu|kr} \)-function. Similarly, the contour \( C_{\chi} \) runs below a pole of the \( g_{kr|\nu} \)-function due to the vertex operator \( V_\nu \) to the left of \( \chi_k \) and below all the poles of \( G_{kr|\nu} \) which are above this pole of \( g_{kr|\nu} \) but above all the poles of \( G_{kr|\nu} \) which are below this pole of \( g_{kr|\nu} \). If \( g_{kr|\nu} \) has no pole then \( C_{\chi} \) just runs above all the poles of \( G_{kr|\nu} \), see appendix E for explicit examples.

7. Conclusion

In this paper, a free field representation for the ZF algebra of the SU(N) \( \times \) SU(N) PCF model was found. Similarly to the Fateev-Lashkevich representation [19] for the ZF algebra of the SS model, this representation allows one to construct form factors of \( (N^2-1) \)-parameter family of exponential fields of the SU(N) \( \times \) SU(N) PCF model. The precise form of the exponential fields and their relation to the fields which appear in the Lagrangian of the model remain to be determined.

It is also useful to construct the operators \( \Lambda(\hat{O}) \) which satisfy the equations (2.19). They describe in particular the current and energy-momentum tensor operators. The construction of Lukyanov [12] of these operators does not seem to work for the PCF model.

The approach developed should be applicable to any two dimensional relativistic integrable model invariant under a direct sum of two simple Lie or q-deformed algebras. It would be interesting to apply it to the other PCF models [45].

An important problem which can be now addressed is to construct a free field representation for the ZF algebra of the AdS5 \( \times \) S5 superstring sigma model in the light-cone gauge.
The model is crossing invariant [46] but it is not relativistic invariant which complicates its analytic properties. The most difficult question is to find Green’s function $g_{00}$. The results of this paper show that it would satisfy an extra crossing-type equation similar to (5.44), and hopefully one might be able to solve it. Since Green’s functions $g_{\mu\nu}$ determine functions $G_{\mu\nu}$ some of which play the role of minimal form factors, it is hoped that this approach may shed some light on the $\text{AdS}_5 \times S^5$ form factors and their analytic properties.
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Appendix A. Form factors axioms

For reader’s convenience we copy here appendix A from [27] which contains all form factor axioms.

We give here the axioms for form factors as appeared in [3], the first four of which we present in a slightly generalised form similar to [30] to cover nonrelativistic models possessing the crossing symmetry invariance. First, we define a form factor for an operator $O$ with in-states as in (1.1) or, equivalently, (2.12)

$$F_{a_1 \ldots a_n} (\alpha_1, \ldots, \alpha_n) = \langle \text{vac} | O(0) A^\dagger_{a_n} (\alpha_n) \cdots A^\dagger_{a_1} (\alpha_1) |\text{vac} \rangle \quad (A.1)$$

from which we construct all matrix elements through the crossing symmetry

$$F_{b_1 \ldots b_m} (\beta_1, \ldots, \beta_m) = C^{c_1 \ldots c_m} F_{a_1 \ldots a_n} (\alpha_1, \ldots, \alpha_n, \alpha_1 + i \pi, \ldots, \alpha_n + i \pi), \quad (A.2)$$

where $C^{ab}$ is the charge conjugation matrix.

Then, these form factors must satisfy the following axioms:

1. Permutation symmetry (Watson’s theorem):

$$F_{a_1 \ldots a_{j+1} \ldots a_n} (\alpha_1, \ldots, \alpha_{j+1}, \alpha_j, \ldots, \alpha_n) = S_{j, j+1} (\alpha_j, \alpha_{j+1}) F_{a_1 \ldots a_{j+1} \ldots a_n} (\alpha_1, \ldots, \alpha_j, \alpha_{j+1}, \ldots, \alpha_n). \quad (A.3)$$

Here $S_{j, j+1} (\alpha_j, \alpha_{j+1})$ is the S-matrix which for relativistic models depends only on the difference $\alpha_j - \alpha_{j+1}$.

2. Double-crossing or quasi-periodicity condition:

$$F_{a_1 \ldots a_n} (\alpha_1, \ldots, \alpha_n, \alpha_n + 2 \pi i) = e^{2 \pi i \Omega (O, a_n)} F_{a_1 \ldots a_n} (\alpha_1, \ldots, \alpha_n). \quad (A.4)$$

The quantity $\Omega (O, a_n)$ appears if the $n$th particle $A^\dagger_{a_n}$ has nontrivial statistics with respect to operator $O(x)$.

---

In a nonrelativistic model with the crossing symmetry invariance, e.g. the $\text{AdS}_5 \times S^5$ superstring, the rapidity variable $\alpha$ should be chosen so that the energy and momentum of the corresponding particle are meromorphic functions on the rapidity plane, and the crossing symmetry transformation is realised as in any relativistic theory as the shift of $\alpha$ by $i \pi$: $\alpha \rightarrow \alpha + i \pi$. 

---
3. Simple poles: The form factors have simple poles at the points $\alpha_j = \alpha_i + i\pi$. Due to the property (A.3) it is sufficient to consider only $j = n$, and $i = n - 1$. Then the form factors must have the expansion

$$i F_{a_i...a_n}(\alpha_1, ..., \alpha_{n-1}, \alpha_n) = C_{\alpha_1...\alpha_{n-1}} \frac{F_{a_n...a_1}(\alpha_1, ..., \alpha_{n-2})}{\alpha_n - \alpha_{n-1} - \pi i} \left( \delta_{\alpha_i}^{\alpha_i'} \cdots \delta_{\alpha_{n-1}}^{\alpha_{n-1}'} \right)$$

$$- e^{2\pi i \Omega(\omega_{n-1})} S_{\alpha_{n-1}}^{\alpha_1}(\alpha_{n-1}, \alpha_1) \cdots S_{\alpha_{n-3}}^{\alpha_{n-3}}(\alpha_{n-3}, \alpha_{n-2}) S_{\alpha_{n-1}}^{\alpha_n}(\alpha_{n-1}, \alpha_n) + O(1)$$

(A.5)

at $\alpha_n \to \alpha_{n-1} + i\pi$.

4. Bound state poles: Let particles $A_K^I$ with $K \in \mathcal{K}$ be bound states of particles $A_I^J$ with $I \in \mathcal{I}$ and $J \in \mathcal{J}$. The rapidities $\alpha_I$ and $\alpha_J$ of $A_I^J$ and $A_J^I$ are known functions $f_I^J$ and $f_J^I$ of the rapidity $\alpha_K$ of the bound states $A_K^I$, and the scattering matrix $S_{IJ}^K(\alpha_I, \alpha_J)$ of $A_J^I$ with $\alpha_I = f_J^I(\alpha_K)$ and $\alpha_J = f_I^J(\alpha_K + \epsilon)$ has a pole at $\epsilon = 0$. Then the form factors with $A_K^I$ and $A_J^I$ as external particles are related to those with $A_K^I$ as external particles through the small $\epsilon$ expansion

$$F_{\epsilon \alpha_{n-1}...a_n}^{\alpha_J, \alpha_I, \alpha_3, ..., \alpha_n} = i \sum_{K \in \mathcal{K}} \Gamma_I^K F_{\epsilon \alpha_{n-1}...a_n}^{\alpha_K, \alpha_3, ..., \alpha_n} + O(1),$$

(A.6)

where $\Gamma_I^K$ are some constants determined by the consistency of (A.6) with itself and the previous form factor axioms. The relations (A.6) can be used to express the form factors of bound states through the form factors of the elementary particles.

For a relativistic theory $\alpha_I = \alpha_K + i u_+$, $\alpha_J = \alpha_K - i u_-$ ($u_+$ depend on the indices $I, J, K$), the scattering matrix $S_{IJ}^K(\alpha)$ of $A_I^J$ and $A_J^I$ has a pole at $\alpha = i u_+$, and $u_+$ are found from the equations

$$u_+ + u_- = u_0^I, \quad m_I \sin u_+ = m_J \sin u_-,$$

(A.7)

where $m_I$ and $m_J$ are masses of $A_I^J$ and $A_J^I$, and the mass of the bound state $A_K^I$ is equal to $m_K = m_I \cos u_+ + m_J \cos u_-$. The last two axioms are valid only for relativistic models and to stress this we use the letter $\theta$ for the rapidity variable.

5. Due to relativistic invariance, form factors should satisfy the equation

$$F_{a_i...a_n}(\theta_1 + \zeta, \theta_2 + \zeta, ..., \theta_n + \zeta) = \exp(\zeta \xi(O)) F_{a_i...a_n}(\theta_1, ..., \theta_n),$$

(A.8)

where $\xi(O)$ is the spin of the local operator $O(x)$.

6. Form factors $F_{a_i...a_n}(\theta_1, ..., \theta_n)$ must be analytic in each variable $\theta_i - \theta_j$ in the strip $0 \leq \text{Im} \theta \leq 2\pi$ except for simple poles.

Appendix B. Green’s functions derivation

Green’s function $g_{\alpha\alpha}(\theta)$ is found from the requirement that it has a simple zero at $\theta = 0$ and no poles or zeroes for $\text{Im}(\theta) < 0$, and is given by (2.11)
\[ g_{0\theta}(\theta) = g_{PCF}(\theta) = \frac{\Gamma \left( \frac{\mu}{2\pi} + \frac{1}{2} \right) \Gamma \left( \frac{\mu}{2\pi} + \frac{1}{2} \right)}{\Gamma \left( \frac{\mu}{2\pi} \right) \Gamma \left( \frac{\mu}{2\pi} + 1 \right)}, \quad f_{0\theta}(t) = \frac{2 \sinh (N-1)\pi t}{N} \sinh \pi t \frac{\pi t}{N}. \]  

(B.1)

**B.1. Left–left and right–right Green’s functions**

Since up to an overall multiplier the operators \( Z_{\pm 1} \) (and \( Z_{\pm k} \)) form the ZF algebra of the Gross–Neveu model, the S-matrices \( S_{0j|\nu}(\theta - \alpha_{ik}) \), \( S_{0j|q}(\alpha_{ik} - \alpha_{jq}) \) and \( S_{0j|k}(\theta - \alpha_{ik}) \), \( S_{kr|q}(\alpha_{ik} - \alpha_{jq}) \) are the same as the S-matrices \( S_{0k} \) and \( S_{k\ell} \) of the Gross–Neveu model, up to signs and shifts of \( \alpha_{ij} \). It is easy to determine the most general solution for the S-matrices from the ZF relations (4.3) or (4.4) and show that up to shifts of \( \alpha_{ij} \) it is unique. It is convenient to choose the following S-matrices for \( S_{01|\nu} \): \( \hat{r} = 1, \ldots, \hat{N} \)

\[ S_{0|\nu}(\theta) = \frac{\theta}{\theta - \frac{2\pi i}{N}}, \]  

for \( S_{|k|q}, k = 1, \ldots, N, \hat{r} = 1, \ldots, \hat{N} \),

\[ S_{|k|q}(\theta) = \frac{\theta - \frac{2\pi i}{N}}{\theta + \frac{2\pi i}{N}}, \]  

and finally for \( S_{|k+1|\hat{q}}, k = 1, \ldots, N - 1, \hat{r}, \hat{q} = 1, \ldots, \hat{N} \),

\[ S_{|k+1|\hat{q}}(\theta) = \frac{\theta}{\theta - \frac{2\pi i}{N}}, \]  

and the same expressions for \( S_{|\nu|\hat{q}} \). All the other S-matrices are either related to the listed ones by unitarity or are equal to 1. This choice leads to a simple pole structure of the left–right Green’s functions consistent with the discussion in section 3.1.

The functions \( g_{0|1}, g_{1|0} \) and \( g_{|k|1}, g_{|k+1|0}, g_{k+1|\hat{k}\hat{r}}, \) however, cannot be the same as \( g_{k,k+1} = g_{k+1,k} \) functions for the Gross–Neveu model because it would lead to the appearance of a pole at \( \theta_{12} = 2\pi i/N \) in the products \( Z_{11}(\theta_1)Z_{21}(\theta_2) \) and \( Z_{11}(\theta_1)Z_{12}(\theta_2) \), and, say, \( Z_{21}(\theta_1)Z_{31}(\theta_2) \) and \( Z_{13}(\theta_1)Z_{13}(\theta_2) \) due to a pole in \( g_{k,k+1} \) and \( g_{k+1,k} \). Thus, one has to assume that only one of these functions has a pole.

Since \( A_{21}^{\dagger}(\alpha)A_{11}^{\dagger}(\alpha)A_{11}(\theta) \sim \delta_{1r}\delta(\theta - \alpha) \), one expects \( g_{011}(\theta) \) to have a pole at \( \theta = 0 \) while \( g_{0|1}(\theta), r \geq 2 \) to be regular at \( \theta = 0 \). Then, the general ansatz for \( g_{01|A} \) and \( g_{A|0} \) functions is

\[ g_{011}(\theta) = \frac{\theta - \frac{2\pi i}{N}}{\theta} h_{011}(\theta), \quad g_{110}(\theta) = \frac{\theta}{\theta + \frac{2\pi i}{N}} h_{011}(\theta), \]  

\[ g_{01|r}(\theta) = h_{0|1}(\theta), \quad g_{1|0}(\theta) = \frac{\theta}{\theta + \frac{2\pi i}{N}} h_{011}(\theta), \quad r \geq 2, \]  

\[ g_{0|1}(\theta), g_{1|0}(\theta) = \frac{\theta}{\theta + \frac{2\pi i}{N}} h_{011}(\theta), \quad r \geq 2, \]  

where \( h_{01|1}(\theta) \) cannot have poles and cannot have a zero at \( \theta = 0 \).
Similarly, the general ansatz for the left–left and right–right Green’s functions is

\[ g_{k\ell,\ell} (q) = h_{k\ell,\ell} (q), \quad g_{k\ell,\ell} (\hat{q}) = \frac{\theta + \frac{2\pi i}{N}}{\theta - \frac{2\pi i}{N}} h_{k\ell,\ell} (\hat{q}), \quad \hat{r} < \hat{q}, \quad (B.7) \]

\[ g_{k\ell,\ell} (q) = \frac{\theta}{\theta - \frac{2\pi i}{N}} h_{k\ell,\ell} (q), \quad h_{k\ell,\ell} (-\theta) = h_{k\ell,\ell} (\theta), \quad (B.8) \]

\[ g_{k\ell,\ell} (q) = h_{k\ell,\ell} (q), \quad g_{k\ell,\ell} (\hat{q}) = \frac{\theta + \frac{2\pi i}{N}}{\theta - \frac{2\pi i}{N}} h_{k\ell,\ell} (\hat{q}), \quad r < q, \quad (B.9) \]

\[ g_{k\ell,\ell} (q) = \frac{\theta}{\theta - \frac{2\pi i}{N}} h_{k\ell,\ell} (q), \quad h_{k\ell,\ell} (-\theta) = h_{k\ell,\ell} (\theta), \quad (B.10) \]

\[ g_{k\ell,\ell+1,\ell} (q) = \frac{\theta}{\theta - \frac{2\pi i}{N}} h_{k\ell,\ell+1,\ell} (q), \quad g_{k\ell,\ell+1,\ell} (\hat{q}) = h_{k\ell,\ell+1,\ell} (\hat{q}), \quad \hat{r} \geq \hat{q}, \quad (B.11) \]

\[ g_{k\ell,\ell+1,\ell} (q) = h_{k\ell,\ell+1,\ell} (q), \quad g_{k\ell,\ell+1,\ell} (\hat{q}) = \frac{\theta}{\theta + \frac{2\pi i}{N}} h_{k\ell,\ell+1,\ell} (\hat{q}), \quad \hat{r} < \hat{q}, \quad (B.12) \]

The analytic properties of the $h$-functions will be discussed later.

All the other Green’s functions which are not listed above have no poles. This follows from the commutativity relations discussed in section 3.5. They are set to 1.

### B.2. Left–right and right–left Green’s functions

The commutativity of left and right algebras charges implies that the corresponding Green’s functions satisfy

\[ g_{k\ell,\eta} (\alpha_l - \beta_r) = g_{\eta l,k\ell} (\beta_r - \alpha_l) \Rightarrow g_{k\ell,\eta} (\alpha_l - \beta_r) = 1. \quad (B.13) \]

Some of these functions have no poles. The simplest choice is to take all nonsingular left–right functions to be equal to 1. However, according to the discussion in section 3.1, the functions (grouped according to the relations below)

\[ (g_{k,\ell+1,\ell}, g_{\ell+1,k,\ell}), \quad (B.14) \]

have a pole at $\alpha_l = \beta_l$,

\[ g_{k,\ell+1,\ell} (\alpha) = \frac{\alpha + \frac{2\pi i}{N}}{\alpha} h_{k,\ell+1,\ell} (\alpha) = g_{\ell+1,k,\ell} (\alpha), \quad (B.15) \]
where $h$’s are functions which have no poles, and have no zero at $\alpha = 0$. It is easy to show that the commutativity of left and right algebras charges then leads to the relations of the form

$$
\phi_{k,\alpha+1} + \phi_{\alpha k} = \phi_{k\alpha} + \phi_{\alpha k+1},
$$

$$
c_{k,\alpha+1}(\alpha)c_{\alpha k}(\alpha) = c_{k\alpha}(\alpha)c_{\alpha k+1}(\alpha)\rho_{\alpha k,\alpha k+1}, \quad 1 \leq k \leq N - 1, \quad 1 \leq \alpha \leq N - 1,
$$

where $\rho_{\alpha k,\alpha k+1} \equiv \text{Res}(g_{\alpha k,\alpha k+1}(\alpha))|_{\alpha = 0}$. $\rho_{\alpha k,\alpha k+1} \equiv \text{Res}(g_{\alpha k,\alpha k+1}(\alpha))|_{\alpha = 0}$.

These relations lead to a huge number of the following additional relations between various Green’s functions

$$
g_{A/k,\alpha+1}(\alpha)g_{A/k}(\alpha) = g_{A/k}(\alpha)g_{A/k+1}(\alpha),
$$

$$
g_{k,\alpha+1}(\alpha)g_{k,\alpha}(\alpha) = g_{k,\alpha}(\alpha)g_{k,\alpha+1}(\alpha),
$$

where $A$ is any of the indices of the fields. Taking the ratio of these equations, one gets the following relations between the S-matrices

$$
S_{A/k,\alpha+1}(\alpha)S_{A/k}(\alpha) = S_{A/k}(\alpha)S_{A/k+1}(\alpha),
$$

which are indeed satisfied. Thus, it is sufficient to consider just one set of these equations.

Now, taking $A = 0$, one gets

$$
g_{0,\alpha+1}(\alpha)g_{0,\alpha}(\alpha) = g_{0,\alpha}(\alpha)g_{0,\alpha+1}(\alpha).
$$

Nontrivial relations can appear only for $k = 1$ or $\alpha = 1$. One gives for $k = 1$ and $\alpha \geq 2$

$$
g_{0,1,\alpha+1}(\alpha) = g_{0,1,\alpha}(\alpha) \Rightarrow h_{0,1,\alpha}(\alpha) = h_{0,12}(\alpha), \quad \alpha \geq 2.
$$

Similarly, for $k \geq 2$ and $\alpha = 1$

$$
g_{0,1,\alpha}(\alpha) = g_{0,1,\alpha+1}(\alpha) \Rightarrow h_{0,1,\alpha}(\alpha) = h_{0,12}(\alpha), \quad \alpha \geq 2.
$$

Finally, for $k = 1$ and $\alpha = 1$

$$
g_{0,12}(\alpha)g_{0,11}(\alpha) = g_{0,11}(\alpha)g_{0,12}(\alpha) \Rightarrow h_{0,12}(\alpha)h_{0,11}(\alpha) = h_{0,11}(\alpha)h_{0,12}(\alpha),
$$

and therefore there are three independent functions $h_{0,1}$.

Next, taking $A = m r$, one gets the following relations between Green’s functions

$$
g_{m r,\alpha+1}(\alpha)g_{m r,\alpha}(\alpha) = g_{m r,\alpha}(\alpha)g_{m r,\alpha+1}(\alpha),
$$

There are several cases to be considered.

1. $m \leq k - 2$ or $m \geq k + 2$

The equations are satisfied because all these Green’s functions are equal to 1.

2. $m = k - 1$: $g_{k-1,1,\alpha+1}(\alpha)g_{k-1,1,\alpha}(\alpha) = g_{k-1,1,\alpha}(\alpha)$. Then,

$$
g_{k-1,1,\alpha+1}(\alpha)g_{k-1,1,\alpha}(\alpha) = g_{k-1,1,\alpha}(\alpha) \Rightarrow h_{k-1,1,\alpha+1}(\alpha)h_{k-1,1,\alpha}(\alpha) = h_{k-1,1,\alpha}(\alpha),
$$

$$
h_{k-1,1,\alpha+1}(\alpha) = g_{k-1,1,\alpha+1}(\alpha) \Rightarrow h_{k-1,1,\alpha+1}(\alpha) = h_{k-1,1,\alpha}(\alpha) \quad \text{if} \quad r \neq \alpha.
$$

3. $m = k + 1$: $g_{k+1,1,\alpha+1}(\alpha) = g_{k+1,1,\alpha}(\alpha)g_{k+1,1,\alpha+1}(\alpha)$. Then,

$$
g_{k+1,1,\alpha+1}(\alpha)g_{k+1,1,\alpha}(\alpha)g_{k+1,1,\alpha+1}(\alpha) \Rightarrow h_{k+1,1,\alpha+1}(\alpha) = h_{k+1,1,\alpha+1}(\alpha)h_{k+1,1,\alpha+1}(\alpha) = h_{k+1,1,\alpha+1}(\alpha) + h_{k+1,1,\alpha+1}(\alpha) - h_{k+1,1,\alpha+1}(\alpha).$$
Thus

\[ h_{k|\bar{r}+1}(\alpha) = h_{k|\bar{r}+1,\bar{r}}(\alpha) = h_{k|\bar{r}+1,\bar{r}}(\alpha) \quad \text{if} \quad \bar{r} \neq \bar{n} + \bar{1}. \quad \text{(B.27)} \]

4. \( m = k \):

\[ g_{k|\bar{k}+1}(\alpha) g_{k\bar{k}|\bar{\alpha}}(\alpha) = g_{k|\bar{k}+1}(\alpha) g_{k\bar{k}|\bar{\alpha}}(\alpha). \]

Then,

\[ g_{k|\bar{k}+1}(\alpha) = g_{k|\bar{k}+1}(\alpha) \Rightarrow h_{k|\bar{k}+1}(\alpha) = h_{k|\bar{k}+1}(\alpha), \quad \text{(B.29)} \]

\[ g_{k+1|\bar{k}+1}(\alpha) = g_{k+1|\bar{k}+1}(\alpha) \Rightarrow h_{k+1|\bar{k}+1}(\alpha) = h_{k+1|\bar{k}+1}(\alpha). \quad \text{(B.30)} \]

The functions \( h_{k|\bar{k}} \) satisfy similar relations. The simplest solution used in the paper is obviously \( h_{A|B} = 1 \) for any \( A, B \).

Appendix C. Constraints and elementary free fields

C.1. Solving the constraints

The constraints

\[ \dot{\phi}_k(\theta) + \ddot{\phi}_{k+1}(\theta) = \dot{\phi}_{k}(\theta) + \ddot{\phi}_{k+1}(\theta) \quad \text{(C.1)} \]

between the fields can be easily solved. In terms of the new fields

\[ \varphi_{k\bar{r}} = \dot{\phi}_{k\bar{r}} - \phi_{k\bar{r}-1}, \quad \varphi_{k0} = 0, \quad k = 1, \ldots, N - 1, \quad \bar{r} = \bar{1}, \ldots, \bar{N}, \quad \text{(C.3)} \]
\begin{align}
\phi_{k_1} &= \varphi_{k_1}, \quad \phi_{k_2} = \varphi_{k_2} + \varphi_{k_1}, \quad \phi_{k_3} = \varphi_{k_3} + \varphi_{k_2} + \varphi_{k_1}, \ldots, \\
\phi_{k_r} &= \sum_{q=1}^{k} \varphi_{kq}, \quad k = 1, \ldots, N - 1, \quad k = 1, \ldots, N.
\end{align}

(\text{C.4})

(\text{C.5})

\begin{align}
\dot{\phi}_{k_1} &= \dot{\varphi}_{k_1}, \quad \dot{\varphi}_{k_2} = \dot{\varphi}_{k_2} - \dot{\varphi}_{k_1}, \quad \dot{\varphi}_{k_3} = \dot{\varphi}_{k_3} - \dot{\varphi}_{k_2}, \ldots, \quad \dot{\varphi}_{k_N} = \dot{\varphi}_{k_N} - \dot{\varphi}_{k_{N-1}}. \\
\dot{\varphi}_{k_r} &= \dot{\varphi}_{k_{r-1}}, \quad \dot{\varphi}_{k_0} = 0, \quad k = \hat{1}, \ldots, \hat{N} - 1, \quad r = 1, \ldots, N.
\end{align}

(\text{C.6})

(\text{C.7})

\begin{align}
\dot{\phi}_{k_1} &= \dot{\varphi}_{k_1}, \quad \dot{\varphi}_{k_2} = \dot{\varphi}_{k_2} + \dot{\varphi}_{k_1}, \quad \dot{\varphi}_{k_3} = \dot{\varphi}_{k_3} + \dot{\varphi}_{k_2} + \dot{\varphi}_{k_1}, \ldots, \\
\dot{\varphi}_{k_r} &= \sum_{q=1}^{r} \dot{\varphi}_{kq}, \quad k = \hat{1}, \ldots, \hat{N} - \hat{1}, \quad r = 1, \ldots, \hat{N}.
\end{align}

(\text{C.8})

the constraints take the form

\begin{align}
\varphi_{k,r+1} = \psi_{k,r} &\equiv \psi_{k,r}, \quad k = 1, \ldots, N - 1, \quad r = 1, \ldots, N - 1.
\end{align}

(\text{C.9})

(\text{C.10})

and the solution is written in terms of \( \phi_{k_1}, \dot{\phi}_{k_1}, \) and \( \psi_{k_1} \)

\begin{align}
\phi_{k_r} &= \phi_{k_1} + \sum_{q=1}^{r-1} \psi_{kq} = \sum_{q=0}^{r-1} \psi_{kq}, \quad \dot{\phi}_{k_r} = \dot{\phi}_{k_1} + \sum_{q=1}^{r-1} \psi_{kq},
\end{align}

(\text{C.11})

where

\begin{align}
\psi_{k_0} \equiv \phi_{k_1}, \quad \psi_{k_{\hat{1}}} \equiv \dot{\phi}_{k_1}.
\end{align}

(\text{C.12})

Green’s functions of 2 functions are given by

\begin{align}
\begin{cases}
\psi \phi \quad \varphi \psi \\
\psi \phi \quad \varphi \psi
\end{cases}
\end{align}

(\text{C.13})

(\text{C.14})

(\text{C.15})

(\text{C.16})

The functions different from 1 are

\begin{align}
\begin{cases}
\psi \psi \quad \varphi \psi \\
\psi \psi \quad \varphi \psi
\end{cases}
\end{align}

(\text{C.17})

(\text{C.18})
\[ g_{k,r+1|k+1,r}^\psi(\theta) = \frac{g_{k,r+1|k+1,r}(\theta) g_{k,r+1|k+1,r}(\theta)}{g_{k+1,r+1|k+1,r}(\theta) g_{k+1,r+1|k+1,r}(\theta)} = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad k \geq 1, \quad \hat{r} \geq \hat{0}, \quad (C.19) \]

\[ g_{k+1,r|k,r}^\psi(\theta) = \frac{g_{k+1,r+1|k,r}(\theta) g_{k+1,r+1|k,r}(\theta)}{g_{k+1,r+1|k,r}(\theta) g_{k+1,r+1|k,r}(\theta)} = \frac{\theta + \frac{2\pi i}{N}}{\theta}, \quad k \geq 1, \quad \hat{r} \geq 1, \quad (C.20) \]

\[ g_{k,r+1|k+1,r}^\psi(\theta) = \frac{g_{k,r+1|k+1,r}(\theta) g_{k,r+1|k+1,r}(\theta)}{g_{k+1,r+1|k+1,r}(\theta) g_{k+1,r+1|k+1,r}(\theta)} = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad k \geq 1, \quad \hat{r} \geq 0, \quad (C.21) \]

\[ g_{k+1,r+1|k+1,r}^\psi(\theta) = \frac{g_{k+1,r+1|k+1,r}(\theta) g_{k+1,r+1|k+1,r}(\theta)}{g_{k+1,r+1|k+1,r}(\theta) g_{k+1,r+1|k+1,r}(\theta)} = \frac{\theta + \frac{2\pi i}{N}}{\theta}, \quad k \geq 1, \quad \hat{r} \geq 0, \quad (C.22) \]

\[ g_{k,r+1|k+1,r}^\psi(\theta) = \frac{g_{k,r+1|k+1,r}(\theta) g_{k+1,r+1|k+1,r}(\theta)}{g_{k+1,r+1|k+1,r}(\theta) g_{k+1,r+1|k+1,r}(\theta)} = \frac{\theta^2}{\theta^2 + \frac{4\pi^2}{N}}, \quad k \geq 1, \quad \hat{r} \geq \hat{1}, \quad (C.23) \]

\[ g_{k+1,r+1|k+1,r}^\psi(\theta) = g_{k+1,r+1|k+1,r}(\theta) = \frac{\theta}{\theta - \frac{3\pi i}{N}}, \quad k \geq 1, \quad (C.24) \]

\[ g_{0,r+1|1,r}^\psi(\theta) = g_{0,r+1|1,r}(\theta) = \frac{g_{0,r+1|1,r}(\theta)}{g_{0,r+1|1,r}(\theta)} = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad \hat{r} \geq \hat{1}, \quad (C.25) \]

\[ g_{1,r+1|0,r}^\psi(\theta) = g_{1,r+1|0,r}(\theta) = \frac{g_{1,r+1|0,r}(\theta)}{g_{1,r+1|0,r}(\theta)} = \frac{\theta + \frac{2\pi i}{N}}{\theta}, \quad \hat{r} \geq \hat{1}, \quad (C.26) \]

\[ g_{0,r+1|1,r}^\psi(\theta) = g_{0,r+1|1,r}(\theta) = \frac{g_{0,r+1|1,r}(\theta)}{g_{0,r+1|1,r}(\theta)} = \frac{\theta - \frac{3\pi i}{N}}{\theta}, \quad \hat{r} \geq \hat{1}, \quad (C.27) \]

\[ g_{1,r+1|0,r}^\psi(\theta) = g_{1,r+1|0,r}(\theta) = \frac{g_{1,r+1|0,r}(\theta)}{g_{1,r+1|0,r}(\theta)} = \frac{\theta + \frac{3\pi i}{N}}{\theta}, \quad \hat{r} \geq \hat{1}, \quad (C.28) \]

\[ g_{0,r+1|0,r}^\psi(\theta) = g_{0,r+1|0,r}(\theta) = \frac{\theta - \frac{2\pi i}{N}}{\theta}, \quad \hat{r} \geq \hat{1}, \quad (C.29) \]

\[ g_{0,r+1|0,r}^\psi(\theta) = g_{0,r+1|0,r}(\theta) = \frac{\theta + \frac{2\pi i}{N}}{\theta}, \quad \hat{r} \geq \hat{1}, \quad (C.30) \]

It is interesting that the only Green’s functions with S-matrices different from 1 are \( g_{0,r+1|0,r}^\psi \), \( g_{0,r|0,r}^\psi \), \( g_{k+1,r+1|0,r}^\psi \), \( g_{k+1,r+1|0,r}^\psi \).

C.2. Elementary free fields

It seems that the best way to handle the free fields is to introduce \( N^2 - 1 \) elementary fields \( \xi_{kr}(\theta) \), \( k, r = 0, 1, \ldots N - 1 \), \( \xi_{00}(\theta) = 0 \), which satisfy the simplest commutation relations.
\[\xi_{kr}(\theta) = \int_{-\infty}^{\infty} \frac{dt}{i!} a_{kr}(t) e^{i\theta t} = \xi_{kr}^-(\theta) + \xi_{kr}^+(\theta), \quad [a_{kr}(t), a_{mr}(t')] = i\delta_{km}\delta(t-t'), \quad (C.31)\]

\[(\xi_{mr}(\theta_1)\xi_{kr}(\theta_2)) = -\log g_{kr|mr}(\theta_2) = -\delta_{km}\delta\log i e^{\gamma i\theta_2}, \quad g_{kr|kr}(\theta) = i e^{\gamma\theta}, \quad (C.32)\]

where \(\gamma\) is Euler’s constant.

There are infinitely many different ways to represent \(\psi_{kr}\) in terms of the elementary fields. By using the ansatz

\[\psi_{kr}^+(\theta) = \xi_{kr}^+(\theta), \quad \psi_{kr}^- (\theta) = \sum_A \left( d_{krA} (\xi_A^- (\theta - u_2) - \xi_A^+ (\theta)) + f_{krA} (\xi_A^+ (\theta + u_2) - \xi_A^- (\theta)) \right), \quad (C.33)\]

where \(\xi_A\) are the \(N^2 - 1\) elementary fields, one finds the following representation

\[\psi_{kr}^- (\theta) = 2\xi_{kr}^- (\theta - u_2) - \xi_{kr}^- (\theta + u_2) + \xi_{k-1,r-1}^- (\theta) - \xi_{k-1,r+1}^- (\theta - u_2) - \xi_{k+1,r+1}^- (\theta - u_2) - \xi_{k-1,r+1}^- (\theta + u_2) \quad (C.34)\]

\[\psi_{00}^- (\theta) = \xi_{00}^- (\theta - u_2) - \xi_{00}^- (\theta + u_2) + \xi_{11}^- (\theta - u_2) - \xi_{11}^- (\theta + u_2) \quad (C.35)\]

\[\psi_{10}^- (\theta) = \xi_{10}^- (\theta - u_2) - \xi_{10}^- (\theta + u_2) + \xi_{21}^- (\theta - u_2) - \xi_{21}^- (\theta + u_2) \quad (C.36)\]

\[\psi_{r1}^- (\theta) = 2\xi_{r1}^- (\theta - u_2) - \xi_{r1}^- (\theta + u_2) + \xi_{0r-1}^- (\theta) - \xi_{0r+1}^- (\theta - u_2) - \xi_{2r+1}^- (\theta - u_2) - \xi_{2r-1}^- (\theta + u_2) \quad (C.37)\]

\[\psi_{11}^- (\theta) = 2\xi_{11}^- (\theta - u_2) - \xi_{11}^- (\theta + u_2) + \xi_{12}^- (\theta - u_2) - \xi_{12}^- (\theta + u_2) \quad (C.38)\]

\[\psi_{0r}^- (\theta) = \xi_{0r}^- (\theta - u_2) + \xi_{r1}^- (\theta - u_2) - \xi_{0r+1}^- (\theta - u_2) - \xi_{0r-1}^- (\theta + u_2) \quad (C.39)\]
\[ \psi_{01}^-(\theta) = \xi_{01}^- \left( \theta - \xi_{11}^- (\theta - u_2) \right) \]
\[ \psi_{01}^+(\theta) = \xi_{01}^+ (\theta). \]

(C.40)

These formulae are used to express \( \phi_{kj} \) and \( \phi_{kr} \) in terms of the elementary fields
\[ \phi_{kj}^- (\theta) = \xi_{k,j-1}^-(\theta) - \xi_{k,j}^-(\theta + u_2) - \xi_{k,j-1}^- (\theta + u_2) + \xi_{k,j-1}^- (\theta + u_2), \]
\[ + \xi_{k+1,j-1}^-(\theta) - \xi_{k,j}^- (\theta - u_2) - \xi_{k,j}^- (\theta - u_2), \]
\[ \phi_{kr}^- (\theta) = \xi_{r,j-1}^- (\theta) - \xi_{r,j}^- (\theta + u_2) - \xi_{r,j-1}^- (\theta + u_2), \]
\[ \phi_{kr}^+ (\theta) = \sum_{q=0}^{r-1} \xi_{kj}^+(\theta), \quad \phi_{kr}^+ (\theta) = \sum_{q=0}^{r-1} \xi_{kr}^+(\theta). \]

(C.41)

and therefore (summing over \( m, n \))
\[ \phi_{kj}^-(\theta) = \int_0^\infty \frac{du}{iu} \Phi_{kj, mn}^-(t) e^{iut}, \]
\[ \Phi_{kj, mn}^-(t) = \left( 1 - e^{-\frac{2\pi}{\xi}} \right) \delta_{km} \delta_{t-1.6} - \delta_{k-1.6} \delta_{t-1.6} + \left( 1 - e^{-\frac{2\pi}{\xi}} \right) \delta_{k+1.6} \delta_{t-1.6} - \delta_{k-1.6} \delta_{t-1.6}, \]
\[ \phi_{kr}^-(\theta) = \int_0^\infty \frac{dt}{iu} \Phi_{kr, mn}^-(t) e^{iut}, \quad \Phi_{kr, mn}^-(t) = \Phi_{kj, mn}^-(t), \]
\[ \phi_{kr}^+(\theta) = \int_0^\infty \frac{du}{iu} \Phi_{kr, mn}^+(t) e^{iut}, \quad \Phi_{kr, mn}^+(t) = \delta_{km} (1 - u(n - r)), \]
\[ \phi_{kr}^+(\theta) = \int_0^\infty \frac{du}{iu} \Phi_{kr, mn}^+(t) e^{iut}, \quad \Phi_{kr, mn}^+(t) = \delta_{km} (1 - u(m - r)), \]

(C.42)

where \( u(x) \) is the unit step function
\[ u(x) = \begin{cases} 0 & \text{for } x < 0 \\ 1 & \text{for } x \geq 0 \end{cases}. \]

(C.44)

C.3. \( \phi_0 \) and \( \phi_{r}(\theta) \) in terms of elementary free fields

Then one gets \( \tilde{\phi}_{r}(\theta) \) which appears in the rank-\( r \) highest weight bound state operator
\[ \phi_r(\theta) = \sum_{k=-\infty}^{r-1} \phi_{r+1} (\theta + u_{2k}) + \tilde{\phi}_{r}(\theta), \]
\[ \tilde{\phi}_{r}(\theta) = \sum_{n=1}^{r-1} \sum_{k=-\infty}^{r-1-n} \left( \phi_{kn} (\theta + u_{2k}) + \phi_{kn+1} (\theta + u_{2k}) \right), \]
\[ \tilde{\phi}_{r}(\theta) = \xi_{11}^- (\theta - u_{r+1}) - \xi_{11}^- (\theta + u_{r+1}) + \xi_{r}^- (\theta - u_{r+1}) - \xi_{r}^- (\theta + u_{r+1}), \]
\[ \tilde{\phi}_{r}(\theta) = \int_0^\infty \frac{du}{iu} \tilde{\Phi}_{r, mn}^-(t) e^{iut}, \]
\[ \tilde{\Phi}_{r, mn}^-(t) = e^{i(\xi - \xi_j^-)} \delta_{km} \delta_{t-1} + e^{i(\xi - \xi_j^-)} \delta_{km} \delta_{t-1}. \]

(C.45)
Taking into account that
\[
\sum_{k=\frac{-n}{2}}^{\frac{n}{2}} \phi_k(\theta + u_k) = \int_{-\infty}^{\infty} dt \frac{e^{\pi t}}{i} \sinh \frac{\pi t}{N} \Phi_{\mu \lambda}(t) a_\lambda(t) e^{i\theta t}, \tag{C.46}
\]
one gets
\[
\tilde{\phi}_r(\theta) = \int_{-\infty}^{0} dt \frac{e^{\pi t}}{i} \tilde{\phi}_r^{+}(t) a_{mn}(t) e^{i\theta t},
\]
\[
\tilde{\Phi}_r^{+}(t) = e^{\frac{\pi t}{N}} \frac{\sinh \pi t}{\sinh \frac{\pi t}{N}} u(r-1-m)u(r-1-n)u(m-1-n)
\]
\[+ e^{\frac{\pi t}{N}} \frac{\sinh \pi t}{\sinh \frac{\pi t}{N}} u(r-1-m)u(r-1-n)u(n-m), \tag{C.47}
\]
and therefore
\[
\tilde{\phi}_r(\theta) = \int_{-\infty}^{0} dt \frac{e^{\pi t}}{i} \sum_{m,n=0}^{r-1} f_{mn}^{(r)}(t) a_{mn}(t) e^{i\theta t},
\]
\[
f_{mn}^{(r)}(t) = \begin{cases} e^{\frac{\pi t}{N}} \frac{\sinh \pi t}{\sinh \frac{\pi t}{N}} & \text{for } n < m < r \\ e^{\frac{\pi t}{N}} \frac{\sinh \pi t}{\sinh \frac{\pi t}{N}} & \text{for } m \leq n < r \end{cases}, \tag{C.48}
\]
\[
\phi_r(\theta) = \int_{-\infty}^{\infty} dt \frac{\sinh \pi t}{i} \frac{\sinh \frac{\pi t}{N}}{A_0(t) e^{i\theta t} + \tilde{\phi}_r(\theta)}. \tag{C.49}
\]
Then the relation \( V_{(N)} = 1 \) becomes \( \phi_{(N)} = 0 \), and allows one to express \( \phi_0^+ \) in terms of \( \xi^+ \).

Taking into account that \( \xi_{N\xi} = 0 \), and that
\[
\sum_{k=\frac{-n}{2}}^{\frac{n}{2}} \phi_k(\theta + u_k) = \int_{-\infty}^{\infty} dt \frac{\sinh \pi t}{i} \frac{\sinh \frac{\pi t}{N}}{A_0(t) e^{i\theta t} = \int_{-\infty}^{\infty} dt \frac{\sinh \pi t}{i} \frac{\sinh \frac{\pi t}{N}}{A_0(t) a_\lambda(t) e^{i\theta t},} \tag{C.50}
\]
one gets
\[
\Phi_{0,0}(t) = -2e^{\frac{\pi t}{N}} \sinh \frac{\pi t}{N} \delta_{10} \delta_{10} \Rightarrow A_0(t) = -2e^{\frac{\pi t}{N}} \sinh \frac{\pi t}{N} a_{11}(t). \tag{C.51}
\]
\[
\Phi_{0,0}(t) = -\frac{\sinh \frac{\pi t}{N}}{\sinh \pi t} f_{mn}^{(N)}(t) = \begin{cases} -\frac{e^{\frac{\pi t}{N}} \sinh \pi t}{\sinh \pi t} & \text{for } n < m \\ -\frac{e^{\frac{\pi t}{N}} \sinh \pi t}{\sinh \pi t} & \text{for } n \geq m \end{cases} \tag{C.52}
\]
Thus,
\[
[A_0(t), A_0(t')] = \Phi_{0,0}(t) \Phi_{0,0}^+(t) \delta(t + t') = tf_{00}(t) \delta(t + t'),
\]
\[
f_{00}(t) = \Phi_{0,0}^-(t) \Phi_{0,0}(t) = 2 \frac{\sinh \frac{\pi t}{N}}{\sinh \pi t}, \quad t > 0, \tag{C.53}
\]
as required. Moreover, by using the formulae for $A_0$, one gets

$$
\phi_{(r)}(\theta) = \int_0^\infty \frac{dr}{i} \Phi_{(r),mn}^+(t) a_{mn}(t) e^{i\delta r},
$$

$$
\Phi_{(r),mn}^+(t) = -2e^{\frac{\pi i}{N}} \sinh \frac{\pi t}{N} \delta_{m \delta_{rr}} \Rightarrow A_{(r)}(t) = -2e^{\frac{\pi i}{N}} \sinh \frac{\pi t}{N} a_{rr}(t),
$$

$$
\Phi_{(r),mn}^-(t) = \frac{\sinh \frac{\pi t}{N}}{\sinh \frac{\pi t}{N}} f_{mn}^{(N)}(t) + \Phi_{(r),mn}^+(t).
$$

Notice that $\phi_{(1)} = \phi_0$, and these formulae are consistent with the equality. In particular, one gets

$$
[A_{(r)}(t), A_{(r')}^+(t')] = \Phi_{(r),mn}^-(t) \Phi_{(r'),mn}^+(t - t') \delta(t + t') = f_{(r)}(t) \delta(t + t'), \quad t > 0,
$$

$$
f_{(r)}(t) = \Phi_{(r),mn}^-(t) \Phi_{(r),mn}^+(t - t) = \frac{2 \sin \frac{\pi t}{N} \sinh \frac{\pi t}{N}}{\sinh \frac{\pi t}{N}}, \quad t > 0,
$$

and in general

$$
[A_{(r)}(t), A_{(q)}(t')] = \Phi_{(r),mn}^-(t) \Phi_{(q),mn}^+(t - t') \delta(t + t') = f_{(q)}(t) \delta(t + t'), \quad t > 0,
$$

$$
f_{(q)}(t) = \Phi_{(q),mn}^-(t) \Phi_{(q),mn}^+(t - t) = \begin{cases} 
\frac{2 \sin \frac{\pi t}{N} \sinh \frac{\pi t}{N}}{\sinh \frac{\pi t}{N}} & \text{for } r \geq q, \\
\frac{2 \sin \frac{\pi t}{N} \sinh \frac{\pi t}{N}}{\sinh \frac{\pi t}{N}} & \text{for } r < q,
\end{cases}
$$

(C.57)

where it is used that

$$
\frac{2 \sin \frac{\pi t}{N} \sinh \frac{\pi t}{N}}{\sinh \frac{\pi t}{N}} - 2 \sin \pi t \frac{q - r}{N} = \frac{2 \sin \frac{\pi t}{N} \sinh \frac{\pi t}{N}}{\sinh \frac{\pi t}{N}}.
$$

(C.58)

Then, one gets

$$
g_{(r)}(q)(\theta) = g_{(q)}(r)(\theta), \quad g_{(r)}(q)(\theta) = \frac{\Gamma \left( \frac{i\theta}{\pi} - \frac{r+q}{2N} + 1 \right) \Gamma \left( \frac{i\theta}{\pi} + \frac{r+q}{2N} \right)}{\Gamma \left( \frac{i\theta}{\pi} - \frac{q+q}{2N} + 1 \right) \Gamma \left( \frac{i\theta}{\pi} + \frac{q+q}{2N} \right)}, \quad r \geq q.
$$

(C.59)

**Appendix D. **ZF operators $Z_{2l^r}$, $Z_{12}$, $Z_{22}$

It is easy to get $Z_{21}$ and $Z_{12}$

$$
Z_{21}(\theta) = Z_{21}^{(1)}(\theta) + Z_{21}^{(2)}(\theta)
$$

$$
= \rho(\theta) \int_{\theta-\arctan N} \psi^r(\theta) e^{i\psi^r_{\theta} + i\psi^r_{\theta}} + \rho(\theta) C_{1r}^r(\theta) R_{01}^{(1)} e^{i\psi^r_{\theta} + i\psi^r_{\theta}}.
$$

(D.1)

$$
Z_{12}(\theta) = Z_{12}^{(1)}(\theta) + Z_{12}^{(2)}(\theta)
$$

$$
= \rho(\theta) \int_{\theta-\arctan N} \psi^r(\theta) e^{i\psi^r_{\theta} + i\psi^r_{\theta}} + \rho(\theta) C_{1r}^r(\theta) R_{01}^{(2)} e^{i\psi^r_{\theta} + i\psi^r_{\theta}}.
$$

(D.2)

Taking into account that $R_{01}^{(1)} = \delta_{11} R_{01}^{(1)}$ and $R_{01}^{(2)} = \delta_{11} R_{01}^{(2)}$, one obtains (4.10) and (4.11). Before shifting the contours the operator $Z_{22}$ is given by
\( Z_{22}(\theta) = \dot{\chi}_1^- Z_{21}(\theta) - Z_{21}(\theta) \dot{\chi}_1^- \). \tag{D.3}

The second term does not require any shifting of the contours, and is given by
\[
-Z_{21} \dot{\chi}_1^- = -\rho(\theta) \int_{\theta - /C_{1\ell}} c_{1\ell} c_{i,q} g_{0|1\ell} g_{1|q} g_{1|q}\, e^{i\phi_u + i\phi_v + i\phi_w} \\
- \rho(\theta) \int_{\theta - /C_{i_q}} c_{1\ell} c_{1\ell}(\theta) R_{0|1\ell} g_{1|q} g_{1|q}(\alpha_{1\ell} - \theta) e^{i\phi_u + i\phi_v + i\phi_w}. \tag{D.4}
\]

The first term is given by
\[
\dot{\chi}_1^- Z_{21} = \dot{\chi}_1^- Z^{(1)}_{21}(\theta) + \dot{\chi}_1^- Z^{(2)}_{21}(\theta) \\
= \rho(\theta) \int_{C_{1\ell}/\theta - /C_{1\ell}} c_{1\ell} c_{i,q} g_{0|1\ell} g_{1|q} g_{1|q}\, e^{i\phi_u + i\phi_v + i\phi_w} \\
+ \rho(\theta) \int_{\theta - /C_{i_q}} c_{1\ell} c_{1\ell}(\theta) R_{0|1\ell} g_{1|q} g_{1|q}(\theta - \alpha_{1\ell}) g_{1|q}(\theta - \alpha_{1\ell}) e^{i\phi_u + i\phi_v + i\phi_w}. \tag{D.5}
\]

Shifting \( C_{i_q} \) down, one gets
\[
\dot{\chi}_1^- Z^{(1)}_{21}(\theta) = \rho(\theta) \int_{\theta - /C_{1\ell}/C_{i_q}} c_{1\ell} c_{i,q} g_{0|1\ell} g_{1|q} g_{1|q}\, e^{i\phi_u + i\phi_v + i\phi_w} \\
+ \rho(\theta) \int_{\theta - /C_{i_q}} c_{1\ell} c_{1\ell}(\theta) g_{1|q} g_{1|q}(\alpha_{1\ell} - \theta) e^{i\phi_u + i\phi_v + i\phi_w} \\
+ \rho(\theta) \int_{\theta - /C_{i_q}} c_{1\ell} c_{1\ell}(\alpha_{1\ell}) g_{0|1\ell} g_{1|q}(\theta - \alpha_{1\ell}) R_{1|q} g_{1|q} e^{i\phi_u + i\phi_v + i\phi_w}. \tag{D.6}
\]

Here and in what follows the replacement \( g_{1|q} \rightarrow g_{1|q} \) is done to stress that the contour \( C_{i_q} \) is below \( C_{1\ell} \). Finally, \( \dot{\chi}_1^- Z^{(2)}_{21} \) is given by
\[
\dot{\chi}_1^- Z^{(2)}_{21}(\theta) = \rho(\theta) \int_{\theta - /C_{i_q}} c_{1\ell}(\theta) c_{1\ell} g_{1|q} g_{1|q}(\theta - \alpha_{1\ell}) g_{1|q}(\alpha_{1\ell} - \theta) e^{i\phi_u + i\phi_v(\theta) + i\phi_v} \\
+ \rho(\theta) c_{1\ell}(\theta) c_{1\ell}(\theta) R_{0|1\ell} g_{1|q} g_{1|q} e^{i\phi_u(\theta) + i\phi_v(\theta) + i\phi_v} \\
+ \rho(\theta) c_{1\ell}(\theta) c_{1\ell}(\theta) R_{0|1\ell} R_{1|q} g_{1|q} e^{i\phi_u(\theta) + i\phi_v(\theta) + i\phi_v}. \tag{D.7}
\]

where in the last two terms one used that \( R_{0|1\ell} = \delta_{\ell 1} R_{0|1\ell} \) and \( R_{1|q} = \delta_{q1} R_{1|q} \), and \( g_{0|12} = g_{1|11} = 1 \). Summing up the terms, and taking into account that \( R_{0|1\ell} = \delta_{\ell 1} R_{0|1\ell} \) and \( R_{0|1\ell} = \delta_{\ell 1} R_{0|1\ell} \), one gets (4.12).

**Appendix E. Traces of vertex operators**

**E.1. General formula**

To compute traces of products of vertex operators defined as
\[
V(\theta) =: \exp(i\phi(\theta)) :,
\]
where \( \phi(\theta) \) is a linear combination of the \( N^2 - 1 \) elementary oscillators \( a_{\mu}(t) \)
\[
\phi(\theta) = \int_{-\infty}^{\infty} \frac{dt}{it} \Phi_A(t) a_A(t) e^{i\theta t} = \int_{0}^{\infty} \frac{dt}{it} \bar{a}_A(t) a_A(t) - \int_{0}^{\infty} \frac{dt}{it} \bar{a}_A(t)^\dagger \beta_A(t),
\]
\[\tag{E.2}\]
where
\[
\bar{a}_A(t) = \Phi_A(t) e^{i\theta t}, \quad \beta_A(t) = \Phi_A(-t) e^{-i\theta t}, \quad a_A(t) = a_A(-t),
\]
\[\tag{E.3}\]
it is sufficient to know how to compute
\[
\text{Tr}_F (\exp(2\pi i K) V), \quad K = iH = i \int_{0}^{\infty} dt \sum_A a_A(t)^\dagger a_A(t),
\]
\[\tag{E.4}\]
where \(F\) is the Fock space where \(a_A(t)\) act, and
\[
V = e^{i\phi}, \quad \phi = \int_{0}^{\infty} \frac{dt}{it} \bar{a}_A(t) a_A(t) - \int_{0}^{\infty} \frac{dt}{it} \bar{a}_A(t)^\dagger \beta_A(t).
\]
\[\tag{E.5}\]
The formula takes the following form
\[
\frac{\text{Tr}_F (\exp(2\pi i K) V)}{\text{Tr}_F (\exp(2\pi i K))} = \exp \left( \int_{0}^{\infty} \frac{dt}{t} \bar{a}_A(t) \beta_A(t) \right),
\]
\[\tag{E.6}\]
and its derivation can be found in e.g. [27]. This formula agrees with the prescription in [19]. To show this let’s consider
\[
\text{Tr}_F (\exp(2\pi i K) V_2 V_1),
\]
\[\tag{E.7}\]
where
\[
V_k = : \exp(i \phi_k) :, \quad \phi_k = \int_{0}^{\infty} \frac{dt}{it} \bar{a}_A^{(k)}(t) a_A(t) - \int_{0}^{\infty} \frac{dt}{it} \bar{a}_A^{(k)}(t)^\dagger \beta_A^{(k)}(t).
\]
\[\tag{E.8}\]
Then one gets
\[
V_2 V_1 = g_{12} : V_2 V_1 :, \quad g_{12} = \exp \left( - \int_{0}^{\infty} \frac{dt}{t} \bar{a}_A^{(2)}(t) \beta_A^{(1)}(t) \right),
\]
\[\tag{E.9}\]
and
\[
\frac{\text{Tr}_F (\exp(2\pi i K) V_2 V_1)}{\text{Tr}_F (\exp(2\pi i K))} = \exp \left( \int_{0}^{\infty} \frac{dt}{t} \left( -\bar{a}_A^{(2)}(t) \beta_A^{(1)}(t) + \bar{a}_A(t) \beta_A(t) \right) \right),
\]
\[\tag{E.10}\]
where
\[
\bar{a}_A = \bar{a}_A^{(1)} + \bar{a}_A^{(2)} , \quad \beta_A(t) = \beta_A^{(1)} + \beta_A^{(2)}.
\]
\[\tag{E.11}\]
Thus,
\[
\frac{\text{Tr}_F (\exp(2\pi i K) V_2 V_1)}{\text{Tr}_F (\exp(2\pi i K))} = C_1 C_2 G_{12},
\]
\[\tag{E.12}\]
where
\[
C_k = \frac{\text{Tr}_F (\exp(2\pi i K) V_k)}{\text{Tr}_F (\exp(2\pi i K))},
\]
\[\tag{E.13}\]
and
\[
G_{12} = \exp \left( - \int_{0}^{\infty} \frac{dt}{t} \left( \frac{\bar{a}_A^{(1)}(t) \beta_A^{(2)}(t) (t) + \bar{a}_A^{(2)}(t) \beta_A^{(1)}(t)}{1 + e^{2\pi i} - 1} \right) \right),
\]
\[\tag{E.14}\]
Introducing
\[ \langle\langle a_A(t)a_B(t') \rangle\rangle = \frac{i\delta_{AB}}{1 - e^{-2\pi it}} \delta(t + t'), \]  
(E.15)
one finds
\[ \langle\langle \phi_2\phi_1 \rangle\rangle = -\log G_{12}. \]  
(E.16)
The generalisation to the product of \( n \) vertex operators
\[ U_j(\theta) := e^{i\phi_j(\theta)} = e^{i\phi_j^+(\theta)} e^{i\phi_j^-(\theta)}, \]  
(E.17)
is straightforward, and one gets
\[ \langle\langle U_n(\theta_n) \cdots U_1(\theta_1) \rangle\rangle = \prod_{j=1}^{n} C_{U_j} \prod_{k<j} G_{U_kU_j}(\theta_k - \theta_j), \]  
(E.18)
where
\[ C_{U_j} = \langle\langle U_j(\theta_j) \rangle\rangle = \exp \left(-\langle\langle \phi_j^- (0)\phi_j^+(0) \rangle\rangle \right), \]  
(E.19)
\[ G_{U_kU_j}(\theta_k - \theta_j) = \exp \left(-\langle\langle \phi_j(\theta_j)\phi_k(\theta_k) \rangle\rangle \right). \]  
(E.20)

### E.2. Traces of single \( V \)’s

The traces of the vertex operators of the fields \( \phi_0, \phi_r, \phi_k, \phi_{kr} \) are given by
\[ C_\mu = \frac{\text{Tr}_F \left( e^{2\pi iK V_\mu} \right)}{\text{Tr}_F \left( e^{2\pi iK} \right)} = \exp \left( \int_0^\infty \frac{dt}{t} \left( \frac{\Phi_{\mu A}^- (t)\Phi_{\mu A}^+ (-t)}{1 - e^{2\pi it}} \right) \right) \]  
\[ = \exp \left( \int_0^\infty \frac{dt}{t} \left( f_{\mu|\mu}(t) \right) \right), \]  
(E.21)
where
\[ f_{\mu|\mu}(t) \equiv \Phi_{\mu A}^- (t)\Phi_{\mu A}^+ (-t), \quad t > 0. \]  
(E.22)
The functions \( f_{\mu|\mu}(t) \) are given by
\[ f_{0|0}(t) = \Phi_{00}^- (t)\Phi_{00}^+ (-t) = 2 \sinh \frac{3}{2} \pi t \sinh \frac{N-1}{N} \pi t, \]  
(E.23)
\[ f_{(r)|(r)}(t) = \Phi_{(r),mn}^- (t)\Phi_{(r),mn}^+ (-t) = 2 \sinh \frac{3}{2} \pi t \sinh \frac{N-1}{N} \pi t, \]  
(E.24)
\[ f_{kr|kr}(t) = \Phi_{kr,mn}^- (t)\Phi_{kr,mn}^+ (-t) = 1 - e^{-2\pi t/N}, \]  
(E.25)
\[ f_{kr|kr}(t) = \Phi_{kr,mn}^- (t)\Phi_{kr,mn}^+ (-t) = 1 - e^{-2\pi t/N}. \]  
(E.26)

Notice that all these functions asymptote to 1 at large \( t \), and therefore the integrals are well-defined, and can be computed explicitly by using formulae from Appendix B of [27].
E.3. Traces of $V_{\mu}V_{\nu}$ and functions $G_{\mu\nu}$

To compute the traces one uses (E.12), and (E.14) which takes the form

$$G_{\nu;\mu}(\beta_2 - \beta_1) = \exp \left(-\langle \phi_{\mu}(\beta_1)\phi_{\nu}(\beta_2) \rangle \right),$$

(E.27)

and therefore

$$G_{\nu;\mu}(\beta) = \exp \left(-\int_0^\infty \frac{dt}{i} \left( f_{\nu;\mu}(t)e^{-i\beta t} + f_{\mu;\nu}(t)e^{i\beta t} \right) \right).$$

(E.28)

These satisfy the relations

$$G_{\mu;\nu}(\beta - 2\pi i) = G_{\nu;\mu}(-\beta), \quad S_{\mu;\nu}(\beta) = \frac{G_{\nu;\mu}(\beta)}{G_{\mu;\nu}(\beta)} = \frac{G_{\mu;\nu}(\beta - 2\pi i)}{G_{\nu;\mu}(\beta)},$$

(E.29)

which are necessary to satisfy the form factors axioms.

If $f_{\nu;\mu}(t) = f_{\mu;\nu}(t)$, in particular, for $\nu = \mu$, one gets the familiar representation

$$G_{\nu;\mu}(\beta) = G_{\nu;\mu}(\beta) = \exp \left(-\int_0^\infty \frac{dt}{i} \frac{f_{\nu;\mu}(t)(\beta + i\pi)N}{\sinh \pi t} \right), \quad f_{\nu;\mu}(t) = f_{\mu;\nu}(t).$$

(E.30)

Thus, taking into account that $f_{(r)(q)}(t) = f_{(q)(r)}(t)$, one gets the following representations for $G_{(r)(q)}$ (note that $G_{0(q)} = G_{(1)(q)}$)

$$G_{(r)(q)}(\beta) = \exp \left(-2\int_0^\infty \frac{dt}{i} \frac{\beta q\sinh \frac{\pi t}{N} \sinh \frac{N q - \pi \beta \sin \beta t}{\pi t}}{\sinh \beta t} \right), \quad r \geq q,$$

(E.31)

which is well-defined for

$$-2\pi - \frac{|r - q|}{N} < \text{Im}(\beta) < \frac{|r - q|}{N} - \pi.$$  

(E.32)

The functions $G_{k\ell;k\epsilon}$ and $G_{kr;k\epsilon}$ are equal to each other

$$G_{k\ell;k\epsilon}(\beta) = G_{kr;k\epsilon}(\beta) = \exp \left(-\int_0^\infty \frac{dt}{i} \frac{(1 - e^{-2\pi i/N})\cos(\beta + i\pi)N}{\sinh \pi t} \right),$$

(E.33)

and computing them by using formulae from appendix B of [27], one gets

$$G_{k\ell;k\epsilon}(\beta) = e^{2\gamma N/2}(2\pi)^{2/N}i\frac{1}{\pi} \Gamma \left(1 + \frac{i\beta}{2\pi} \right) \Gamma \left(1 + \frac{1}{N} - \frac{i\beta}{2\pi} \right) \sinh \frac{\beta}{2}.$$  

(E.34)

The function has poles at

$$\beta = \frac{2\pi}{N} i + 2\pi m \quad \text{and} \quad \beta = -\frac{2\pi(N + 1)}{N} i - 2\pi m, \quad m = 0, 1, 2, \ldots,$$

(E.35)

and the integration contour in $\beta$ should run below the poles $\beta = 2\pi i/N + 2\pi i m$ but above $\beta = -\frac{2\pi(N + 1)}{N} i - 2\pi m$ because the only pole of the function $g_{k\ell;k\epsilon}(\beta)$ is at $\beta = \frac{2\pi}{N} i$.

One also finds
\[ f_{0|1}(t) = f_{0|1}(t) = e^{-2\pi i/N} - 1, \quad f_{1|0}(t) = f_{1|0}(t) = 0, \]
\[ G_{0|1}(\beta) = G_{0|1}(\beta) = \exp \left( -\int_0^\infty \frac{dt}{t} \frac{(e^{-2\pi i/N} - 1)e^{-i\beta t}}{1 - e^{-2\pi i}} \right) \]
\[ = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma \left( \frac{\text{i} \beta}{2\pi} \right)}{\Gamma \left( \frac{1}{N} + \frac{\text{i} \beta}{2\pi} \right)}, \tag{E.36} \]

\[ G_{0|1}(\beta) \] has poles at \( \beta = 2\pi m, \) and in the product of Green’s functions containing \( G_{0|1}(\theta - \alpha_{11}) \) the integration contour \( C_{\alpha_{11}} \) runs above the poles at \( \alpha_{11} = \theta - 2\pi m. \)

\[ G_{1|0}(\beta) = G_{1|0}(\beta) = \exp \left( -\int_0^\infty \frac{dt}{t} \frac{(e^{-2\pi i/N} - 1)e^{i\beta t}}{e^{2\pi i} - 1} \right) \]
\[ = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma \left( -\frac{\text{i} \beta}{2\pi} \right)}{\Gamma \left( 1 + \frac{1}{N} + \frac{\text{i} \beta}{2\pi} \right)}. \tag{E.37} \]

\[ G_{1|0}(\beta) \] has poles at \( \beta = -2\pi m, \) \( m = 1, 2, \ldots, \) and in the product of Green’s functions containing \( G_{1|0}(\alpha_{11} - \theta) \) the integration contour \( C_{\alpha_{11}} \) runs above all these poles at \( \alpha_{11} = \theta - 2\pi m. \) Then

\[ G_{0|1}(\beta) = G_{0|1}(\beta) - G_{1|0}(\beta) = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma \left( \frac{\text{i} \beta}{2\pi} \right)}{\Gamma \left( \frac{1}{N} + \frac{\text{i} \beta}{2\pi} \right)}, \tag{E.38} \]

and the integration contour \( C_{\alpha_{11}} \) runs above its poles at \( \alpha_{11} = \theta - 2\pi m. \)

\[ f_{0|1}(t) = f_{0|1}(t) = 0, \quad f_{1|0}(t) = f_{1|0}(t) = 1 - e^{2\pi i/N}, \quad r, \hat{r} \geq 2, \]
\[ G_{1|0}(\beta) = G_{1|0}(\beta) = \exp \left( -\int_0^\infty \frac{dt}{t} \frac{(1 - e^{2\pi i/N}) e^{-i\beta t}}{1 - e^{-2\pi i}} \right) \]
\[ = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma \left( -\frac{1}{N} + \frac{\text{i} \beta}{2\pi} \right)}{\Gamma \left( \frac{\text{i} \beta}{2\pi} \right)}. \tag{E.39} \]

\[ G_{1|0}(\beta) \] has poles at \( \beta = -2\pi N + 2\pi m, \) and in the product of Green’s functions containing \( G_{1|0}(\alpha_{11} - \theta) \) the integration contour \( C_{\alpha_{11}} \) runs below all these poles at \( \alpha_{11} = \theta - 2\pi N + 2\pi m. \)

\[ G_{0|1}(\beta) = G_{0|1}(\beta) = \exp \left( -\int_0^\infty \frac{dt}{t} \frac{(1 - e^{2\pi i/N}) e^{i\beta t}}{e^{2\pi i} - 1} \right) \]
\[ = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma \left( 1 - \frac{1}{N} + \frac{\text{i} \beta}{2\pi} \right)}{\Gamma \left( 1 - \frac{\text{i} \beta}{2\pi} \right)}, \tag{E.40} \]

\[ G_{0|1}(\beta) \] has poles at \( \beta = -2\pi (N - 1)/N = 2\pi m, \) and in the product of Green’s functions containing \( G_{0|1}(\theta - \alpha_{11}) \) the integration contour \( C_{\alpha_{11}} \) runs below all these poles at \( \alpha_{11} = \theta + 2\pi (N - 1)/2 + 2\pi m. \) Then

\[ G_{0|1}(\beta) = G_{0|1}(\beta) - G_{1|0}(\beta) = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma \left( -\frac{1}{N} + \frac{\text{i} \beta}{2\pi} \right)}{\Gamma \left( \frac{\text{i} \beta}{2\pi} \right)}, \tag{E.41} \]

and the integration contour \( C_{\alpha_{11}} \) in \( G_{0|1}(\theta - \alpha_{11}) \) runs below its poles at \( \alpha_{11} = \theta - 2\pi N + 2\pi m. \)
\[ f_{kq}(t) = f_{kq}(t) = 0, \quad f_{k(q)}(t) = f_{k(q)}(t) = e^{2\pi i/N} - e^{-2\pi i/N}, \quad r < q, r < q. \]

\[ G_{kq}(r) = G_{kq}(r) = \exp \left( - \int_0^\infty \frac{dt}{t} \left( \frac{e^{2\pi i/N} - e^{-2\pi i/N}}{e^{2\pi t} - 1} \right) \right), \quad r < q, \]

\[ = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma(\frac{1}{2} + \frac{1}{2\pi})}{\Gamma(1 - \frac{1}{2\pi})}, \quad (E.42) \]

\[ G_{kq}(r), \quad r < q \] has poles at \( r = 2\pi i(N - 1)/N - 2\pi i m \), and in the product of Green’s functions containing \( G_{kq}(\alpha_{k} - \alpha_{q}) \) the integration contour \( C_{\alpha_{k}} \) runs below all these poles at \( \alpha_{k} = \alpha_{q} + 2\pi i(N - 1)/N + 2\pi i m. \)

\[ G_{kq}(r) = G_{kq}(r) = \exp \left( - \int_0^\infty \frac{dt}{t} \left( \frac{e^{2\pi i/N} - e^{-2\pi i/N}}{1 - e^{-2\pi t}} \right) \right), \quad (E.43) \]

\[ G_{kq}(r), \quad r < q \] has poles at \( r = 2\pi i/N + 2\pi i m \), and in the product of Green’s functions containing \( G_{kq}(\alpha_{k} - \alpha_{q}) \) the integration contour \( C_{\alpha_{k}} \) runs below all these poles at \( \alpha_{k} = \alpha_{q} + 2\pi i(N - 1)/N + 2\pi i m. \)

\[ \begin{align*}
G_{kq}(\beta) &= G_{kq}(\beta) = G_{011}(\beta), \\
G_{kq}(\beta) &= G_{kq}(\beta) = G_{110}(\beta), \\
& \quad \hat{r} > \hat{q}, \quad r > q. \\
\end{align*} \quad (E.44) \]

\[ \begin{align*}
G_{kq}(\beta) &= G_{kq}(\beta) = G_{012}(\beta), \\
G_{kq}(\beta) &= G_{kq}(\beta) = G_{120}(\beta), \\
& \quad \hat{r} < \hat{q}, \quad r < q. \\
\end{align*} \quad (E.45) \]

\[ f_{k+j+1}(t) = f_{k+j+1}(t) = e^{-2\pi i/N} - 1, \quad f_{k+j+1}(t) = f_{k+j+1}(t) = e^{2\pi i/N} - 1. \]

\[ G_{k+j+1}(\beta) = G_{k+j+1}(\beta) = \exp \left( - \int_0^\infty \frac{dt}{t} \left( \frac{(e^{-2\pi i/N} - 1)e^{-i\beta t}}{1 - e^{-2\pi t}} + \frac{(e^{2\pi i/N} - 1)e^{i\beta t}}{e^{2\pi t} - 1} \right) \right), \]

\[ = \frac{G_{011}(\beta)}{G_{012}(\beta)} = \frac{\sinh \left( \frac{\beta}{2} - \frac{\pi i}{N} \right)}{\sinh \left( \frac{\beta}{2} \right)}, \]

\[ G_{k+j+1}(\beta) = G_{k+j+1}(\beta) = \exp \left( - \int_0^\infty \frac{dt}{t} \left( \frac{(e^{-2\pi i/N} - 1)e^{-i\beta t}}{1 - e^{-2\pi t}} + \frac{(e^{2\pi i/N} - 1)e^{i\beta t}}{e^{2\pi t} - 1} \right) \right), \]

\[ = \frac{\sinh \left( \frac{\beta}{2} + \frac{\pi i}{N} \right)}{\sinh \left( \frac{\beta}{2} \right)}. \quad (E.46) \]

These functions have poles at \( \beta = 2\pi i m, \quad m \in \mathbb{Z} \). The contour should run below the poles with nonpositive imaginary part but above the poles with negative imaginary part.

\[ f_{qij}(t) = f_{qij}(t) = e^{(r+1)\pi i/N} - e^{r\pi i/N}, \quad f_{qij}(t) = f_{qij}(t) = 0, \quad \hat{q} > \hat{r}, \]

\[ G_{qij}(\beta) = G_{qij}(\beta) = \exp \left( - \int_0^\infty \frac{dt}{t} \left( \frac{e^{(r+1)\pi i/N} - e^{r\pi i/N}}{1 - e^{-2\pi t}} \right) \right), \]

\[ = e^{-\gamma/N}(2\pi)^{-1/N} \frac{\Gamma(\frac{1}{2} + \frac{1}{2\pi})}{\Gamma(1 - \frac{1}{2\pi})}, \quad (E.47) \]
\[ G_{\alpha q}(\beta), \beta = -\pi i(r + 1)/N + 2\pi i m, \text{ and in the product of Green’s functions containing } G_{\alpha q}(\alpha q - \theta) \text{ the integration contour } C_{\alpha q} \text{ runs below all these poles at } \alpha q = \theta - \pi i(r + 1)/N + 2\pi i m. \]

\[ G_{(r)q}(\beta) = G_{(r)iq}(\beta) = \exp \left( -\int_0^\infty \frac{dt}{\beta} \left( e^{(r-1)\pi/N} - e^{(r+1)\pi/N}e^{i\beta t} \right) \right) \]

\[ = e^{-\gamma/(2\pi)^{-1/2}} \frac{\Gamma(1 - \frac{r+1}{2N} - \frac{\beta^2}{2\pi})}{\Gamma(1 - \frac{r-1}{2N} - \frac{\beta^2}{2\pi})}, \tag{E.48} \]

\[ G_{(r)q}(\gamma), \gamma > \tilde{r} \text{ has poles at } \beta = \pi i(r + 1)/N - 2\pi i m, \text{ and in the product of Green’s functions containing } G_{(r)q}(\theta - \alpha q) \text{ the integration contour } C_{\alpha q} \text{ runs below all these poles at } \alpha q = \theta - \pi i(r + 1)/N + 2\pi i m. \]

\[ f_{\tilde{r}q}(t) = f_{\tilde{r}i}(t) = 0, \quad f_{(r)q}(t) = f_{(r)i}(t) = e^{-(r+1)\pi/N} - e^{-(r-1)\pi/N}, \quad \tilde{r} < \gamma \leq r, \]

\[ G_{(r)q}(\gamma) = G_{(r)i}(\gamma) = \exp \left( -\int_0^\infty \frac{dt}{\gamma} \left( e^{(r-1)\pi/N} - e^{-(r-1)\pi/N}e^{i\beta t} \right) \right) \]

\[ = e^{-\gamma/(2\pi)^{-1/2}} \frac{\Gamma(1 + \frac{r-1}{2N} - \frac{\beta^2}{2\pi})}{\Gamma(1 - \frac{r+1}{2N} - \frac{\beta^2}{2\pi})}, \tag{E.49} \]

\[ G_{(r)q}(\gamma), \gamma < \tilde{r} \text{ has poles at } \beta = -\pi i(r - 1)/N + 2\pi i m, \text{ and in the product of Green’s functions containing } G_{(r)q}(\theta - \alpha q) \text{ the integration contour } C_{\alpha q} \text{ runs above all these poles at } \alpha q = \theta - \pi i(r - 1)/N - 2\pi i m. \]

\[ G_{(r)q}(\gamma) = G_{(r)i}(\gamma) = \exp \left( -\int_0^\infty \frac{dt}{\gamma} \left( e^{-(r+1)\pi/N} - e^{-(r-1)\pi/N}e^{-i\beta t} \right) \right) \]

\[ = e^{-\gamma/(2\pi)^{-1/2}} \frac{\Gamma(\frac{r+1}{2N} + \frac{\beta^2}{2\pi})}{\Gamma(\frac{r-1}{2N} + \frac{\beta^2}{2\pi})}, \tag{E.50} \]

\[ G_{(r)q}(\gamma), \gamma < \tilde{r} \text{ has poles at } \beta = \pi i(r - 1)/N + 2\pi i m, \text{ and in the product of Green’s functions containing } G_{(r)q}(\theta - \alpha q) \text{ the integration contour } C_{\alpha q} \text{ runs above all these poles at } \alpha q = \theta - \pi i(r - 1)/N + 2\pi i m. \]
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