Limits of Entrainment of Circadian Neuronal Networks
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Circadian rhythmicity lies at the center of various important physiological and behavioral processes in mammals, such as sleep, metabolism, homeostasis, mood changes and more. It has been shown that this rhythm arises from self-sustained biomolecular oscillations of a neuronal network located in the Suprachiasmatic Nucleus (SCN). Under normal circumstances, this network remains synchronized to the day-night cycle due to signaling from the retina. Misalignment of these neuronal oscillations with the external light signal can disrupt numerous physiological functions and take a long-lasting toll on health and well-being. In this work, we study a modern computational neuroscience model to determine the limits of circadian synchronization to external light signals of different frequency and duty cycle. We employ a matrix-free approach to locate periodic steady states of the high-dimensional model for various driving conditions. Our algorithmic pipeline enables numerical continuation and construction of bifurcation diagrams w.r.t. forcing parameters. We computationally explore the effect of heterogeneity in the circadian neuronal network, as well as the effect of corrective therapeutic interventions, such as that of the drug molecule Longdaysin. Lastly, we employ unsupervised learning to construct a data-driven embedding space for representing neuronal heterogeneity.

It is long known that the human brain not only keeps time, but adapts its own clock to the day-night (circadian) cycle. This is achieved when an internal, “default” rhythm synchronizes with the external, forcing cycle of alternating light and darkness. In this work, this synchronization phenomenon is computationally studied, using a detailed model of the group of neurons that constitute the circadian clock. We employ tools from nonlinear dynamics to estimate the limiting conditions under which such synchronization is possible; and what happens when it is not. We also investigate how a certain drug molecule can affect the ability of the circadian clock to synchronize. The algorithms employed are well suited for the complexity of this problem: matrix free simulator-based solvers that efficiently handle high-dimensional equation systems and unsupervised learning techniques that explore heterogeneity in such networks.

I. INTRODUCTION

The principal circadian pacemaker is located in the two Suprachiasmatic Nuclei of the anterior hypothalamus. The SCN directly receives input from photosensitive cells of the retina via the retinohypothalamic tract[13] while it is also connected to the pineal gland, inducing melatonin production during the night.[13] The SCN also coordinates secondary cellular pacemakers across the body by controlling biochemical (e.g. neuroendocrine) signals that entrain them[12].

This orchestrating role puts SCN neuronal networks at the center of numerous physiological processes and, consequently, its dysfunction gives rise to numerous disorders. Circadian desynchrony is linked to sleep disorders (jet lag disorder, shift work disorder, advanced sleep phase disorder, delayed sleep phase disorder, free-running disorder, irregular sleep-wake rhythm[15], cardiovascular disease, obesity, hypertension[5], nephropathy[6], cancer[7], depression and bipolar disorder[8]).

Many pharmacological interventions have been suggested to correct misalignments of the circadian rhythm with the external day-night signal. Benzodiazepines and melatonin have been popular choices[10,11]. As the understanding of the exact biochemical processes involved deepens, more targeted therapies are developed. Small molecules like Longdaysin (CAS No. : 1353867-91-0) have been extensively studied (in vitro and in silico) as therapeutics in circadian rhythm disorders, as they directly intervene to the gene regulatory network giving rise to the oscillation[12,13].

In this work, we use advanced algorithms from numerical analysis/scientific computation and nonlinear dynamics to investigate the ability of SCN neurons and SCN neuronal networks to synchronize with the external day-night signal (in dynamics terms, with the external forcing). Specifically, we explore entrained periodic solutions of high dimensional dynamical systems arising from computational biology models, with respect to different:

1. Forcing angular frequencies \( \omega_f \), where \( \omega_f = \frac{2\pi}{T_f} \), for a forcing period \( T_f \) of the day-night (light-dark) cycle.
2. Forcing duty cycles \( \phi \), where \( \phi = \frac{T_{light}}{T_f} \) for a day duration of \( T_{light} \).
3. Simulated Longdaysin effects.
4. Network Heterogeneity extents.

For this purpose, several informative bifurcation diagrams are constructed and the extracted bifurcation points demarcate the
limits of entrainment of circadian neurons or neuronal networks. Moreover, we construct a reduced, data-driven “emergent space” description of neuronal behavior heterogeneity using unsupervised learning.

The rest of the manuscript is organized as follows: Section II includes all necessary information for the computational model used. Then, in Section III the main algorithms used are outlined and put into the context of circadian entrainment. Section IV presents our results, and Section V our conclusions.

II. COMPUTATIONAL MODEL

The computational model used here is adapted from the work of Vasalou et al.13,15 They constructed a state-of-the-art computational model of circadian neuronal networks by coupling three components:

1. Biomolecular clock: The computational model of the biomolecular clock was developed by Leloup and Goldbeter16,17 and describes the regulatory loops involving the Per, Cry, Bmal1, Clock and Erv-ErbA genes. The interaction of these loops gives rise to circadian oscillations.

2. Electrophysiology dynamics: This component describes the membrane dynamics of circadian neurons and the way they are coupled with neurotransmitter signaling i.e. with γ-aminobutyric acid (GABA) and vasoactive intestinal polypeptide (VIP) signaling.6,19 The firing frequency is incorporated in the model by associating membrane voltage and ion conductances with circadian gene expression.20

3. Network connectivity: An ensemble of 425 neurons was chosen for a realistic representation of the SCN circadian network.16 All neurons are linked via VIP and GABA neurotransmitter networks generated from a small-world architecture resembling neuron connectivities in the SCN.12 (see Fig. 1 for example).

Henson21 provides a review comparing this model with others in the literature. There is also experimental evidence supporting the model’s validity.22,23

In this model, the day-night (light-dark) cycle is modeled as a step function with period $T_F = T_{light} + T_{dark}$ and duty cycle $\phi = T_{light}/T_F$. Light forcing is incorporated in the dynamical system implicitly, by assuming that during the light phase, the AMPA/NDMA and VPAC2 receptors are saturated (in term of model functions: $b_{Glut}(t) = 1, b_{VIP}(t) = 1$ for $t \in [0, T_{light}]$).15 In contrast to Vasalou et al.,15 we assume that the photic effect is uniform across all SCN (both core and shell) neurons.

The effect of Longdaysin can also be incorporated in the model. Longdaysin is a small drug molecule acting as a casein kinase I (CKI) inhibitor. It is hypothesized to increase the time required before the Per-Cry complex can enter the nucleus to repress transcription.11,14 In our model, this effect can be simulated by different values of the parameter $k_1$, the nuclear entry rate of phosphorylated Per-Cry complex. Therefore, in our studies, increased values of Longdaysin translate to lower values of $k_1$. Note that, here, we assume that the concentration of Longdaysin is constant and not subject to pharmacodynamics.

The realization of the circadian network studied here includes heterogeneity in the parameter $\nu_{Rho}$, the basal transcription rate of the Per mRNA, across the neurons. This parameter has been shown to strongly affect the ability of circadian neurons to sustain intrinsic oscillations, while the rhythmic phenotype of Per has been shown experimentally to vary.22 Specifically, $\nu_{Rho}$ has been sampled from $\mathcal{N}(1.2, \sigma^2)$, similarly to (see Fig. 1 for example). It is important to mention, that for reproducibility, the random seed used to generate $\nu_{Rho}$ and the small-world networks is always fixed.

Putting all components together, each circadian neuron is described by 21 Ordinary Differential Equations (ODEs), each of which describes the time evolution of a relevant chemical species. When the entire network is simulated, the resulting system is 8925-dimensional.

III. ALGORITHMS FOR COMPUTING SYNCHRONIZATION OF LARGE OSCILLATING NETWORKS

A. Stroboscopic Map

The studied model is a periodically forced dynamical system, and computations are performed using a stroboscopic map, i.e., we evaluate the periodic solution at a selected, fixed phase of the forcing term.23 This acts as a natural pinning condition: the period of forced oscillations is, by necessity, an integer multiple of the period of the forcing term. This is why the term “entrainment” (of the oscillator by the forcing) is used.

The dynamics of the problem are described by a system of ODEs, which has the general form:

$$\frac{dX}{dt} = f(X(t); \lambda),$$

where $X$ denotes the state vector, and $\lambda$ is a parameter of the system. To compute a periodic solution at a given period $T_f$, we seek $X(0)$ satisfying:

$$R := X(0) - X(T_f) = X(0) - \Phi_{T_f}(X(0); \lambda),$$

with $\Phi_{T_f}$ denoting the temporal evolution operator of the system that reports the solution after a time interval $T_f$.

One converges computationally to a periodic solution employing the Newton-Raphson iterative technique, which solves at each iteration the linearized system:

$$\left[ I - \frac{\partial \Phi_{T_f}}{\partial X(0)} \right] \delta X(0) = - \left[ X(0) - \Phi_{T_f}(X(0)) \right]$$

and updates $X(0)$ with $X(0) + \delta X(0)$ until convergence. Here, the computation of the variational matrix, $V(t) := \frac{\partial \Phi_{T_f}}{\partial X(0)}$ requires the solution of the following set of ODEs:
where $J$ is the Jacobian of $f$, $J := \frac{\partial f}{\partial X}$, and initial condition: $V(t = 0) = I$. When the Jacobian’s analytical derivation is nontrivial, one can resort to numerical approximations by calling the time stepper $\Phi_{t_j}$ at appropriately perturbed values of the unknowns. This approach would be, however, impractical for large-scale problems. For this reason, Eq. (3) is solved with matrix-free iterative solvers, such as the Newton-GMRES (Generalized Minimum Residual) method.

B. Matrix-Free Newton-GMRES

The decisive advantage of Newton-GMRES is that the explicit calculation and storage of the Jacobian of the fixed point problem is not required; instead, the action of the Jacobian on systematically selected vectors is approximated numerically. We only require matrix-vector multiplications, that can be estimated at low cost by calling $\Phi_{t_j}$ from appropriately perturbed initial conditions. In particular, to solve Eq. (3) iteratively with GMRES, one estimates the directional derivative of $\Phi_{t_j}$ on known vectors, $q$:

$$\frac{\partial \Phi_{t_j}}{\partial X(0)} q \approx \Phi_{t_j} (X(0) + \epsilon q) - \Phi_{t_j} (X(0)) \approx \frac{\Phi_{t_j} (X(0) + \epsilon q)}{\epsilon},$$

where $\epsilon$ is a small and appropriately chosen scalar. Such matrix-vector multiplications are required to construct the $j$-th Krylov subspace, which for this problem is:

$$K_j = K_j(A, r_0) = \text{span} \{r_0, Ar_0, \ldots, A^{j-1} r_0\},$$

where:

$$A = I - \frac{\partial \Phi_{t_j}}{\partial X(0)}, \quad r_0 = - \left[ X(0) - \Phi_{t_j} (X(0)) \right],$$

with $r_o$ being the initial error given that the initial guess to solve Eq. (3) is $\delta X(0) = 0$. In practice, GMRES applies the Arnoldi iteration to find an orthonormal basis for $K_j$, by systematically evaluating matrix-vector products as described in Eq. (5).

C. Pseudo-arclength continuation

To trace entire periodic-solution branches by variation of a system parameter, $\lambda$, we apply the pseudo-arclength method. The solution $X(0)$ and the parameter $\lambda$ are expressed as functions of a new parameter, $s$, the branch (pseudo-) arclength, i.e.: $X(0) = [X(0)](s)$, and $\lambda = \lambda(s)$. By expressing the solution as a function of the arclength parameter, $\lambda$ is also an unknown and we require an additional equation, the so-called arclength constraint, which has the general form: $N(X(0), \lambda) = 0$. This results in an augmented system of non-linear equations, and the relevant linearized system at each Newton iteration is:

$$\left[ I - \frac{\partial \Phi_{t_j}}{\partial X(0)} - \frac{\partial \Phi_{t_j}}{\partial \lambda} \right] \left[ \delta X(0) \right] = - \left[ X(0) - \Phi_{t_j} (X(0)) \right] N(X(0), \lambda).$$

In our computations the arclength constraint has the following form:

$$N(X(0), T_j, \lambda) = \left[ \frac{\partial N(X(0), T_j, \lambda)}{\partial X(0)} \right] \frac{\delta X(0)}{\delta s} + \left[ \frac{\partial N(X(0), T_j, \lambda)}{\partial \lambda} \right] \delta \lambda,$$

where $\left( [X(0)]_0, \lambda_0 \right)$ and $\left( [X(0)]_1, \lambda_1 \right)$ represent two previously computed periodic solutions, and $\delta s$ is the magnitude of the pseudo-arclength continuation step.
FIG. 2: Timeseries of steady state oscillations of the (left) unforced system with natural period $T_0 = 22.04\text{h}$, and (right) forced system with $T_f = 24\text{h}$. $C_i$ denotes the concentration of chemical species, $i$.

IV. RESULTS

A. Single Neuron studies

When all neurons in a connected network are homogeneous, the network can in principle behave as each one of its individual neurons. We, therefore, begin our analysis by studying the behavior of a single circadian neuron.

As can be seen from Fig. 2, in the absence of a photic stimulus, the circadian neuron will oscillate with its intrinsic frequency, while, in the presence of a photic stimulus, the neuron can get entrained. Notice that at the frequency locked “periodic steady state”, all the chemical species’ concentrations (normalized by 1nM for simplicity) will oscillate with the same frequency but will not necessarily be at the same phase (e.g. not all species reach their maximum concentration simultaneously).

To explore entrained periodic solutions of a single circadian neuron, we perform pseudo-arclength continuation w.r.t the forcing angular frequency $\omega_f$ (reminder: $\omega_f = \frac{2\pi}{T_f}$), resulting in bifurcation diagrams like the one in Fig. 3.

In bifurcation studies of entrainment problems, such loops are common when continuing solutions w.r.t. the forcing angular frequency and are termed isolas. Each point of the isola corresponds to a fixed point of the stroboscopic map, or, equivalently, to a periodic steady state of the original 21-dimensional ODE system. The limiting values of the bifurcation diagram w.r.t. the forcing angular frequency define the limits of entrainment and constitute saddle-node bifurcations of limit cycles. That is why the periodic solutions exchange stability at these points (see Fig. 3). Along the unstable branch (red) two additional saddle-node bifurcations are observed, further destabilizing the (already unstable) entrained solution.

To simulate the effect of the drug Longdaysin, we investigate how the synchronization limits change for different values of $k_1$ (normalized by $1\text{h}^{-1}$ for simplicity). As suggested in [13], we expect decreasing values of $k_1$ (which correspond to higher doses of Longdaysin) to lead to longer intrinsic (unforced) periods and larger oscillation amplitudes for the non-driven neurons. First, we perform continuation of the unforced system w.r.t. $k_1$ and examine the limit cycles at the two

FIG. 3: Bifurcation diagram for periodic steady states under photic stimulus for one circadian neuron. Here, the $MP$ (Per mRNA) projection is shown. For reference: $\omega_f = 0.262\text{rad/h}$ for $T_f = 24\text{h}$.
For higher $k_1$ values it is expected that different phenomena arise. Indeed, for $k_1 = 0.49$ and $\omega_f = 0.2446\text{rad/h}$ a period-6 solution arises (frequency locking) after crossing the left bifurcation at $\omega_f = 0.2447\text{rad/h}$ (left panel, Fig. 7). Crossing the other limit of entrainment for $k_1 = 0.49$ (saddle-node bifurcation at $\omega_f = 0.3638\text{rad/h}$), chaos is observed to emerge for $\omega_f = 0.3639\text{rad/h}$ (right panel, Fig. 7).

Figs 6-7 stand as evidence that periodically forced circadian neurons demonstrate the entire gamut of dynamic responses typical of periodically forced dynamical systems.

Subsequently, we perform continuation of the periodic steady states w.r.t the duty cycle ($\phi$) for a fixed period (here, $T_f = 24h$ or, equivalently, $\omega_f = 0.268\text{rad/h}$). In other words, we investigate entrainment of circadian neurons when the ratio of the length of the day (and, correspondingly, the duration of the night) changes.

As seen in Fig 8, there are entrainment limits w.r.t to the duty cycle as well. As anticipated, circadian neurons are unable to synchronize when the day/night phases become highly unbalanced. However, entrainment is not always lost in exactly the same way as the typical isolas we have encountered thus far.

For high day/night phase ratios, a saddle-node bifurcation marks the upper boundary of entrainment; but at low day/night ratios, the system undergoes a period doubling bifurcation (both the stable and the unstable branch). This means that the circadian neurons will return to the same state after two forcing periods. Interestingly, for some region, stable period-1 and period-2 solutions coexist, which means that circadian neurons are briefly bi-stable (Fig. 9a). It is worth noting that the period-2 branches undergo an additional period-doubling bifurcation, leading to period-4 solutions. We hypothesize that this is the beginning of a period-doubling route to chaos (Fig. 9b) through a cascade of period-doubling bifurcations.

Note that integration of the ODEs describing neuronal dynamics of a single neuron was performed in Python’s `scipy` platform, using the default `RK23` integrator (Explicit Runge-Kutta method of order 3(2)), with absolute and relative tolerance at $10^{-8}$. Results were confirmed against MATLAB using the `ode23` solver with relative tolerance at $10^{-7}$. Newton-Krylov GMRES was performed with our Python own code with tolerance $10^{-5}$, implemented as in [23]. Pseudo-arclength continuation was performed with our own Python code similarly to [24] with an adaptive step, $\delta s$ (in the range $10^{-3} - 10^{-1}$). The numerics for the neuronal network, results of which are presented in Section V B, are in similar ranges.
FIG. 5: Bifurcation diagram for periodic steady states under photic stimulus for varying angular frequency $\omega_f$ and Longdaysin effect ($k_1$ value) in the case of a single circadian neuron. At the bottom subfigure, a collection of isolas is shown for discrete values of $k_1$. At the top figure, the resonance horn is approximated in the $\omega_f - k_1$ space.
FIG. 6: Loss of entrainment for $k_1 = 0.05, \omega_f = 0.16746 \text{rad/h}$. Near the tip of the resonance horn (low $k_1$), quasiperiodicity is observed outside, but close to the entrainment limits. This can be confirmed by plotting iterates of the stroboscopic map (here, shown in the $MC - MP$ projection), where an invariant circle is observed (left). In the phase portrait representation (right), trajectories are attracted to a torus (here, the $MP - PC_C - PC$ projection is shown, along with stroboscopic map iterates). Note that $MP$: Per mRNA, $MB$: Bmal1 mRNA, $MC$: Cry mRNA, $PC$: nonphosphorylated Cry protein in the cytosol, $PC_C$: nonphosphorylated Per-Cry protein complex in the cytosol.

FIG. 7: Loss of entrainment for $k_1 = 0.49 : \omega_f = 0.2446 \text{rad/h}$. (left panel) $\omega_f = 0.3639 \text{rad/h}$ (right panel). Stroboscopic map iterates reveal frequency-locking and chaos respectively (here in the $MC - MP$ projection).
FIG. 8: Bifurcation diagram for periodic steady states w.r.t the duty cycle $\phi$ under photic stimulus of fixed angular frequency $\omega_f = 0.268$ rad/h and without drug intervention ($k_1 = 0.49$) in the case of a single circadian neuron. Notice the additional bifurcations (leading to complex dynamics) towards lower day/night ratios.

FIG. 9: Phase portraits at low $\phi$ values where bistability as well as chaos is observed.

B. Heterogeneity in the Neuronal Network

In a realistic neuronal network each neuron is expected to be unique, or, in terms of computational modeling, to have its own intrinsic parameter values. As described in Section II, here we consider networks of 425 neurons that are heterogeneous w.r.t. the values of the parameter $v_{0P_i}$, for each neuron. The effect of heterogeneity can be seen when plotting pro-
jections of the (now, 8925—dimensional) limit cycle for two variables of each neuron (Fig. 10). We plot these limit cycles for two extents of heterogeneity (variance of the -here, normal- distribution of the heterogeneous parameter) and for five different simulated Longdaysin effects ($k_1$). As seen in Figs. 10 and 11 increasing heterogeneity causes the trajectories of different neurons to move further apart. However, all neurons follow qualitatively similar trajectories since the neuronal network is entrained.
FIG. 10: 2D projections of the 8925−dimensional limit cycles ($i = 1, \ldots, 8925$), for $k_1$ in $\{0.2, 0.35, 0.49 \text{ (nominal value)}\}, \{0.65, 0.8\}$, for heterogeneity variance $10^{-3}$ or $10^{-4}$, with forcing angular frequency equal to the intrinsic one (for each $k_1$) and for $\phi = 0.5$. Here the variables $PC_i$ and $MP_i$ are reported for every neuron, $i$. 
FIG. 11: 2D projections of the 8925-dimensional limit cycle for an even higher value of heterogeneity variance studied here ($\sigma^2 = 4 \cdot 10^{-2}$), for comparison purposes. Here the variables $PC_i$ and $MP_i$ are reported for every neuron, $i$. This limit cycle was calculated for $k_1 = 0.49, \phi = 0.5$ with forcing period $T_f = 24h$. This figure should be qualitatively compared to Figs. [10e][10f].

FIG. 12: Loss of entrainment due to the emergence of a single “rogue” oscillator. Three panels show oscillation “snapshots” along a long trajectory. Initially (left panel), all neurons seem to be oscillating in synchrony. After some time (middle panel), the trajectory of one neuron slowly diverges from the rest, and for longer times (right panel) it starts oscillating erratically. Variable $MP_i$ is reported for every neuron $i$, while each neuron is colored by its heterogeneity $\nu_{v_i}$ value; the rogue oscillator has the highest. Forcing parameters and heterogeneity variance value are mentioned in the text.

By analogy with Fig.5 we can computationally construct a resonance horn for each heterogeneity extent (Fig. 13). The entrainment limits do not change much with increasing neuron heterogeneity. This would seem to suggest robustness of the neuronal network to heterogeneity variations.

As in the case of single neuron studies, we can explore how entrainment is lost in the neuronal network. As can be seen in Fig. 12 after crossing the right saddle-node bifurcation for $(k_1 = 0.49$ and $\sigma^2 = 10^{-2}, \omega_f = 0.2455 \text{rad/h})$ a single “rogue” oscillator emerges. By that, we mean that even though most neurons appear to oscillate in synchrony, one of them gradually desynchronizes and starts oscillating “on its own” with varying amplitude. The emergence of such a “rogue” oscillator can be attributed to large variance of the heterogeneity parameter and is associated with bifurcations of the autonomous dynamical system. In the dynamical systems literature a simple caricature of such a bifurcation is provided by the SNIPER (saddle-node infinite period) bifurcation.

Similarly to Fig. 8 we can also continue periodic solutions...
of the high dimensional, heterogeneous neuronal network w.r.t. $\phi$, the day/night ratio. As expected, the bifurcation diagram for a single circadian neuron is again qualitatively similar to the large, mildly heterogeneous network diagram.

C. A Data-Driven Embedding Space for Neuronal Heterogeneity.

Realistic neuronal networks are characterized by heterogeneity with respect to multiple physical properties. Enumeration and identification of such heterogeneities (and respective parameters for a computational model) from observed neuronal oscillation data is highly nontrivial, and is clearly affected by: (a) the quality and quantity of data; (b) stochasticity/noise inherent to measurements of biological systems; and (c) the complexity of the computational model and assumptions used in its formulation.

With increasing model complexity, it is clear that increasing parameter heterogeneity and variability (both for intrinsic kinetic parameters, and for structural network connectivity parameters) becomes important. When these parameters are not explicitly known, it is the variability of the neuronal behav-

FIG. 13: Superimposed resonance horns for the case of a single circadian neuron, and neuronal networks with varying extents of heterogeneity.

FIG. 14: Continuation branch of periodic steady states solutions for the neuronal network w.r.t. the duty cycle $\phi$ for heterogeneity variance of value $\sigma^2 = 10^{-3}$ and $k_1 = 0.49, T_f = 24h$. Here the variable $MP_i$ is reported for every neuron $i$ at the initial phase of the forcing. This should be compared to the lower branch in Fig. 8.
ior itself that encodes it; and so one can obtain a sense of the parameter heterogeneity from the neuronal time-series variability itself. In other words, it should be possible to infer the effective parametric heterogeneity/variability of the entire network by the richness of the variability of the observed oscillations of individual neurons. Here, we employ a data-driven approach to uncover an effective heterogeneity space purely from observed oscillation data. The algorithm we employ is Diffusion Maps (a nonlinear, manifold learning technique), to embed oscillation data in an effective, data-driven heterogeneity space\(^{40-42}\). The idea of creating such data-driven emergent spaces purely from observations was proposed in\(^{42,43}\) and it was used in the simple case of Kuramoto-type oscillators\(^{41}\).

As in\(^{42}\) we select data from a single phase of the limit cycle (the exact phase does not matter); the dataset therefore consists of 425 data points (number of neurons) in a 21-dimensional space (number of variables per neuron). As shown in Fig. 15 diffusion maps reveals that the (synchronized) neuronal states are effectively one-dimensional, as \(\psi_1\) seems to be the only independent eigenvector. The right panel of Fig. 15 confirms that the observed data-based emergent heterogeneity descriptor \(\psi_1\) in indeed one-to-one with the (true) intrinsic heterogeneity \(v_{sP}\); the data-driven heterogeneity parametrization is one-to-one with the true physical one.

V. CONCLUSIONS

This work was aimed at computationally exploring the limits of entrainment of circadian neurons and circadian neuronal networks. We employ modern techniques from scientific computing, such as matrix-free time-stepper based algorithms, to circumvent limitations inherent in high-dimensional dynamical systems. These algorithms enable the exploration of the simulated effect of (i) forcing frequency, (ii) forcing duty cycle, (iii) Longdaysin dosing level, and (iv) neuronal heterogeneity, on the ability of circadian neurons to entrain to the day/night cycle. Lastly, an unsupervised learning algorithm is used to discover an effective neuronal heterogeneity space from observed oscillation data.

A wealth of responses to different day/night cycle conditions is demonstrated, such as entrainment, quasiperiodicity, phase-locking and chaos. Linking fundamental concepts of nonlinear dynamics to computational neuroscience can lead to a holistic understanding of circadian dynamics and motivate real world applications. Especially in the case of simulated pharmacological effects, such a model can be thought as a computational “sandbox” for therapeutic (possibly, personalized) interventions to the SCN. Furthermore, combining scientific computing with machine learning can provide significant insights into the underlying degrees of freedom of systems as complex as the body’s own clock.
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FIG. 15: (left) Data from a single phase of the limit cycle plotted on the space defined by the first two nontrivial diffusion maps eigenvectors. All datapoints are colored by the a priori known heterogeneity parameter \(v_{sP}\). Data are chosen from the case of \(\phi = 0.5, k_1 = 0.49, \sigma^2 = 10^{-3}\) for forcing angular velocity equal to the intrinsic one. (right) The first nontrivial diffusion maps eigenvector plotted against the heterogeneity parameter.
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