Efficient calculation of excitonic effects in solids including approximated quasiparticle energies
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Abstract

In this work we present a new procedure to compute optical spectra including excitonic effects and approximated quasiparticle corrections with reduced computational effort. The excitonic effects on optical spectra are included by solving the Bethe–Salpeter equation, considering quasiparticle eigenenergies and respective wavefunctions obtained within DFT-1/2 method. The electron–hole ladder diagrams are approximated by the screened exchange. To prove the capability of the procedure, we compare the calculated imaginary part of the dielectric functions of Si, Ge, GaAs, GaP, GaSb, InAs, InP, and InSb with experimental data. The energy position of the absorption peaks are correctly described. The good agreement with experimental results together with the very significant reduction of computational effort makes the procedure suitable on the investigation of optical spectra of more complex systems.
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1. Introduction

The density functional theory (DFT) is one of the most powerful and popular theoretical techniques to obtain groundstate and electronic properties of materials. However, it is well known that the excited spectra obtained from standard DFT suffer with the underestimation of energy transitions between Kohn–Sham (KS) eigenvalues. On the other hand, a good description of optical properties requires the knowledge of the excited states and a proper description of many-body effects. In this sense, solving the Bethe–Salpeter equation (BSE) for pair excitations and local-field contributions to the optical response can be taken into account [1–3] to describe spectroscopic properties. Moreover, in some cases, such as the calculation of absorption spectra of low-dimensional materials, the inclusion of excitonic effects may dramatically affect the calculated results due to very large excitonic binding energy [4, 5].

In order to treat excited states, realistic quasiparticle (QP) energies are obtained by applying self-energy corrections to the KS energies, usually evaluated in the very demanding GW approximation [6]. The calculation of absorption spectra is often made in two steps. First, the QP energies and the RPA screened Coulomb interaction $W$ need to be obtained. In a second step the calculated eigenfunctions, together with the QP energies and $W$, are then used in the exciton calculation [1]. The computation of the QP energies within the expensive GW method and the approximation of the electron–hole ladder diagrams by static screened Coulomb interaction, $W(\omega \to 0)$, dramatically increase the time computational requirements and time. Therefore, large numerical effort is required to solve the BSE, restricting such calculations to the interaction of relatively few electron–hole pairs. Therefore, the study of low computational cost methods for obtaining an accurate optical spectrum considering excitonic effects is of great importance, and could open an avenue for studying more...
complex systems. For example, good results are found using an approach including LDA + U and scissor operator with parameter U and scissor operator Δ determined such that the corresponding binding energies and resulting band gaps resemble the HSE + G0W0 values. This is a low cost method however a previous HSE + G0W0 is necessary to set the U and scissor parameters [7].

In order to reduce the computational cost of the first step of the described procedure, in this work, we propose as an alternative the substitution of the GW QP energies by those obtained within DFT-1/2 method [8, 9]. The DFT-1/2 method was developed to improve computational efficiency while keeping a good compromise with accuracy. This method is able to predict the energy gap results with precision similar to GW and HSE, but with the same computational effort of standard DFT calculations. It is worth mentioning, that this formalism is also free of adjusted parameters. In the sequence, the electron–hole ladder diagrams is then approximated by the screened exchange, provided by the hybrid HSE06 [10–12] scheme. The reduction in the computational effort obtained by this methodology resides basically on time and memory requirements during the calculation of quasiparticle eigenvalues. This time and memory are reduced by around 2 or 3 orders of magnitude in comparison with a hybrid HSE06 or single shotG0W0 calculation, respectively [13].

To prove the accuracy of this methodology, we compute the imaginary part of dielectric function of a set of semiconductors, namely, Si, Ge, GaAs, GaP, GaSb, InAs, InP and InSb, and compare the obtained results with available experimental data. The article is organized as follows. In section 2, we describe the methods adopted and computational details of our calculations. In section 3, we present and discuss the results. Finally, in section 4 we briefly summarize the paper and present our conclusions.

2. Computational details

We perform DFT calculations employing a semi-local approach including a second-order gradient coefficient for the exchange energy named PBEsol [14, 15]. The PBEsol is employed to determine the theoretical lattice parameters and relaxed positions of ions. The Kohn–Sham equations are solved self-consistently within the projector augmented wave (PAW) for generation of wavefunctions and pseudopotentials [16], as implemented in VASP. For the plane wave expansion of the electronic wave functions we use an energy cutoff of 245 eV, 174 eV, 209 eV, 255 eV, 283 eV, 209 eV, 255 eV and 172 eV for Si, Ge, GaAs, GaP, GaSb, InAs, InP and InSb, respectively. Spin–orbit coupling was taken into account for all structures including Sb atoms, in calculation of band structures. The Brillouin zone (BZ) integrations are carried out with a $15 \times 15 \times 15 \Gamma$-centered k-point mesh.

The general rule for the inclusion of the self-energy correction in the DFT-1/2 approach is to distribute the half-ionization between the atomic orbitals forming the valence band maximum (VBM) according to the percentage of each orbital contribution [8]. For GaAs, GaSb and InSb around 90% of the VBM is formed by the p orbital of the correspondent anion atom in each case. Therefore an accurate result is achieve with all the half-ionization included for the corresponding orbital. In Si and Ge, a p character of VBM states and covalent bonds between atoms of same species are observed. In these cases the half-ionization is shared for each pair of atoms, so the atomic potential is generated with only 1/4 ionization to avoid the overestimation of the self-energy correction on the QP eigenenergies. As described in the papers introducing the DFT-1/2 [8, 9], the true band gap is a result of a sum of the standard DFT Kohn–Sham band gap plus the self-energy contribution relative to the VBM, $\Delta E_V$, minus the self-energy contribution relative to the conduction band minimum (CBM), $\Delta E_C$.

For three-dimensional compounds in general, the contribution relative to the CBM can be ignored and a good description of the band gap already achieved by considering only corrections on the valence states. However, in the case of cubic germanium compound and GaP, the self-energy contribution relative to the CBM could not be ignored, mainly due the known existence of an indirect band gap. The self-energy $\Delta E_C$ correction is then made in this case applying the DFT-1/2 procedure for the Ge(s), Ga(s) and P(s) orbitals forming the CBM. To adjust the sign of the contribution, in order to consider the addition of half electron to the unoccupied band, a negative amplitude is used [17]. For InAs and InP, the half electron ionization is shared between both species according to the VBM composition. This is controlled by the amplitude parameter included in the generation of the DFT-1/2 Paw potential [18]. The details for the generation of the Paw corrected potentials used in this work are listed in table 2.

Then, the DFT-1/2 QP eigenenergies and respective wavefunctions are used to build a two-particle Hamiltonian of singlet excitations to describe excitonic effects. For given sets of valence bands, conduction bands, and k-points we solve the eigenvalue problem of the two-particle Hamiltonian, the homogeneous Bethe–Salpeter equation [19]. The dielectric functions are calculated considering both the independent quasiparticle and excitonic effects for comparison.

3. Results and discussion

Lattice constants calculated using PBEsol exchange–correlation functional are listed in table 1. A very good agreement between the calculated results and experimental findings is observed, only exhibiting overestimations not much larger

|                | $a_{\text{PBEsol}}$ (Å) | $a_{\text{EXP}}$ (Å) |
|----------------|------------------------|----------------------|
| Si             | 5.439                  | 5.431                |
| Ge             | 5.704                  | 5.658                |
| GaAs           | 5.685                  | 5.653                |
| GaP            | 5.477                  | 5.450                |
| GaSb           | 6.115                  | 6.096                |
| InAs           | 6.123                  | 6.058                |
| InP            | 5.932                  | 5.869                |
| InSb           | 6.543                  | 6.479                |
than 1%. The resulting relaxed structures were used for the calculation of electronic and optical properties.

Table 2 shows the electronic band gaps calculated considering PBEsol functional and DFT-1/2 method, together with experimental data. As expected, the PBEsol band gaps are underestimated in comparison with experiment, including the wrong prediction of metallic behavior for Ge, GaSb, InAs, and InSb. After the inclusion of the self-energy correction following the DFT-1/2 method, no prediction of metallic behavior is observed and more accurate band gaps are obtained for the semiconductor materials. Good agreement between calculated and experimental results is achieved.

In figure 1 are show the band structures calculated using PBEsol and DFT-1/2 approaches. We clear see the opening of the band gaps due the inclusion of the DFT-1/2 correction, corroborating the data of table 1. Also, a known characteristic of DFT-1/2 can be observed, the trend to flattening the bands. The effect occurs mainly on the valence bands since are the ones formed by the atomic orbitals subject to the applied half- ionization (see last column of table 2).

The imaginary part of the dielectric function, calculated using PBEsol functional (PBEsol), PBEsol functional including excitonic effects (PBEsol + BSE), DFT-1/2 functional (DFT-1/2), DFT-1/2 functional including excitonic effects (DFT-1/2 + BSE), and HSE functional including excitonic effects (HSE + BSE), are shown in figure 2 in comparison with experimental results (EXP). At least four valence and four conducting bands are included in the calculation of optical spectra, which guarantee that transitions up to 10 eV are included, as can be inferred from band structures in figure 1. The obtained optical spectra are all depicted in 2. A common characteristic observed in all spectra is that the curves obtained without inclusion of QP corrections (PBEsol) are severe redshifted with respect to the experimental results. This behavior is justified by the underestimation of the fundamental band gap, since the imaginary part of the dielectric function is strictly related with the interband transitions from the valence to conduction bands. Considering the green curves in figure 1, one observes that the inclusion of the DFT-1/2 QP correction shifts the previous PBEsol results to greater energies in the same rate that the ones observed for the increasing in the band gaps shown in table 2. As for the band gaps, the inclusion of the QP correction resulted in imaginary dielectric functions in very good agreement with the experimental results when looking only for the position in energy of the main peaks present in the spectra. The exception, although improvement is achieved, occurs for the silicon case. As can be observed in table 2 the direct gap of silicon is still 0.4 eV underestimated in comparison with the experiment. This difference is approximately the same observed in the absorption spectra of silicon (figure 1(a)). Better agreement of silicon dielectric function in comparison with experiment is obtained only with BSE plus GW approach [1, 21] or with time-dependent density-functional theory (TDDFT), however, still with a small blueshift for low frequencies [22]. The inclusion of the excitonic effects on the other hand yields in a small blueshift of the spectra. This is expected and can be associated with the decrease in band gap due the influences of the bound energy of the electron–hole pair (exciton) generated by the excitation of an electron from the valence to conduction band. Peaks in spectra related to bound excitons are not visible but could appear below the onset of the absorption if a much more refined k-point meshes is used [3, 21, 23]. Another consequence of the inclusion of the excitonic effects is related with the intensities. Peaks located in the lowest energy of the spectra (to the left side) have their intensities decreased while peaks located in the highest energy of spectra (to the right side) have their intensities increased. The spectra of GaAs, GaSb, InAs, InP and InSb presents a double peak centered at about 3.1, 2.5, 2.8, 3.4, and 2.5 eV, respectively. The inclusion of the excitonic effects increase the intensity of both peaks, however, the left one that before had lower intensity becomes more pronounced than the right one, in better agreement with experimental results, except for InP that presents only one peak at the refereed energy position. In this case we argue that possibly the second peak in InP spectra do not appear in experiment due the small number of observed points.

| Atom (orbital) fraction | CUT amplitude |
|-------------------------|---------------|
| Si(p) 1/4 3.78 1.00     |               |
| S(p) 1/4 3.78 1.00      |               |
| Ge(p) 1/4 4.23 1.00     |               |
| Ge(s) 1/4 2.27 –1.00    |               |
| As(p) 1/2 3.84 1.00     |               |
| Sh(p) 1/2 4.27 1.00     |               |
| In(p) 1/2 4.14 0.86     |               |
| In(p) 1/2 1.36 0.14     |               |
| Sb(p) 1/2 4.53 1.00     |               |

Table 2. PBEsol (E\textsubscript{PBEsol}), DFT-1/2 (E\textsubscript{DFT-1/2}) and experimental [20] (E\textsubscript{EXP}) electronic band gaps. The last column show detailed information about the DFT-1/2 correction. The plus(minus) sign means correction applied to the valence(conduction) level. 0.5 and 0.25 are the amount of electronic ionization in the atomic calculation applied to p or s orbitals. The superscript d and i stands for direct and indirect gap, respectively.
A common feature observed in all DFT-1/2 spectra depicted in figure 1 is the decrease of the intensities in relation with both PBEsol and experimental results in the medium energy region of the transition spectra. As already pointed out the dielectric function is directly related with electronic transitions between valence to conduction bands. Peaks or increase of intensity occurs when the valence and conduction bands exhibit parallel segments in the energy–momentum band dispersion, i.e., the same amount of energy produce excitation of electrons with different momenta in the $k$-space. In this sense, slight modification of the bands participating of the transitions, in such a way there is a decrease in the parallelism, will cause a reduction of the intensity of absorbance for the corresponding excitation energy. The DFT-1/2 correction in general tends to slightly change the shape of the bands derived from the orbitals for which the self-energy is included. In the most cases only the valence bands are affected, therefore decreasing the parallelism of the bands participating of the transitions which by consequence decrease the intensity of the spectra. Looking the last column of table 2 we can see that except for Ge and GaP the self-energy correction is applied only for orbitals forming the valence band (positive amplitude), resulting in a decrease in intensities. For Ge and GaP we also include self-energy correction for orbitals forming the conduction bands (negative amplitude). For these two cases there is some compensation, i.e., also the bands in the conduction part are modified in such a way that the reduction in intensities of the spectra is less pronounced. Moreover, one verifies in figure 1 a similar performance of DFT-1/2 + BSE and HSE + BSE approaches. The later methodology is a cheaper alternative to GW + BSE state-of-art approach, but still orders of magnitude more expensive than former one.

To explain why the intensities are in better agreement with experiment for high energy regions we have to regard to an intrinsic characteristic of the DFT-1/2 method, the ability to well describe the eigenvalues near the band edges. Far from this region the bands are in general not affected, except by an energy shift, which do not change the parallelism of the bands and consequently not affect the intensities.
the other hand, for low energy region, the transitions occur for $k$-points around the valence band maximum (VBM) and conduction band minimum (CBM). As the DFT-1/2 method is calibrated by the orbital character of VBM and/or CBM, the intensities of the beginning of the spectra is also well described.
4. Conclusions

In summary, we propose a new procedure to calculate the absorption spectra of semiconductors including quasiparticle energies and excitonic effects with significant reduction in computational effort and in good agreement with experimental results. It consist in use the DFT-1/2 method to generate an approximated quasiparticle spectra which serves as input to solve the Bethe–Salpeter equation responsible to take into account the excitonic effects. The methodology was tested for a series of semiconductors, namely, Si, Ge, GaAs, GaP, GaSb, InAs, InP and InSb, and result in very good agreement with experimental results.

The calculated intensities of absorption spectra in the medium energy region are slight lower than experimental and standard DFT functional results, which can be explained by the stronger localization of valence bands in the DFT-1/2 picture. Although the intensities of the spectra do not exactly fit the experimental results, their qualitative behavior and the energy positions of the peaks of absorption present a very good agreement. Being DFT-1/2 a low-cost quasiparticle correction method with respect to computational resources, this combination (DFT-1/2 + BSE) can be used to obtain optical spectra including excitonic effects for systems in which GW + BSE approach is unfeasible.
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