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Abstract

We prove an operator level limit for the circular Jacobi $\beta$-ensemble. As a result, we characterize the counting function of the limit point process via coupled systems of stochastic differential equations. We also show that the normalized characteristic polynomials converge to a random analytic function, which we characterize via the joint distribution of its Taylor coefficients at zero and as the solution of a stochastic differential equation system. We also provide analogous results for the real orthogonal $\beta$-ensemble.

1 Introduction

We study two families of finite point processes on the circle: the circular Jacobi $\beta$-ensemble (CJ$\beta$E) and the real orthogonal $\beta$-ensemble (RO$\beta$E).

For a given integer $n \geq 1$, $\beta > 0$, and $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$ the size $n$ circular Jacobi $\beta$-ensemble with parameters $\beta, \delta$ is the joint distribution of $n$ distinct points $\{e^{i\theta_1}, \ldots, e^{i\theta_n}\}$ with $\theta_j \in [-\pi, \pi)$, where the joint density function of the angles $\theta_j$ is given by

$$p_{n, \beta, \delta}^{C\beta}(\theta_1, \ldots, \theta_n) = \frac{1}{Z_{n, \beta, \delta}^{C\beta}} \prod_{j<k \leq n} |e^{i\theta_j} - e^{i\theta_k}|^{\beta} \prod_{k=1}^{n} (1 - e^{-i\theta_k})^{\delta}(1 - e^{i\theta_k})^{\delta}, \quad \theta_j \in [-\pi, \pi). \quad (1)$$

Here $Z_{n, \beta, \delta}^{C\beta}$ is an explicitly computable normalizing constant (see e.g. Section 4.1 of [10]).

We write $\Lambda_n \sim \text{CJ}_{n, \beta, \delta}$ to denote that the random set $\Lambda_n = \{\theta_1, \ldots, \theta_n\}$ has joint density given by (1). This family of distributions extends several other named ensembles. For $\beta = 2$ the distribution was studied by Hua [16] and Pickrell [23], and is known as the Hua-Pickrell measure in the literature. For $\delta = 0$ the distribution is called the circular $\beta$-ensemble. In particular, when $\beta = 2$ and $\delta = 0$ we get the circular unitary ensemble, which gives the joint eigenvalue distribution of an $n \times n$ Haar unitary matrix. For $k \in \mathbb{Z}_+$ with $\delta = \frac{k}{2}$ the measure given by (1) can also be realized as a conditioned version of the size $n + k$ circular
\( \beta \)-ensemble, conditioned to have \( k \) points at 1 (i.e. \( \theta = 0 \)). See \[5\], \[12\], Section 3.12 of \[10\], and the references within for additional information about the ensemble.

The real orthogonal \( \beta \)-ensemble is a family of distributions describing an even number of points on the unit circle in a reflection symmetric configuration. If we parametrize the points as \( \{ \pm e^{i\theta_1}, \ldots, \pm e^{i\theta_n} \} \) with \( \theta_j \in (0, \pi) \) then the joint density for \((\theta_1, \ldots, \theta_n)\) is given by

\[
p_{n,\beta,a,b}^o(\theta_1, \ldots, \theta_n) = \frac{1}{Z_{n,\beta,a,b}^o} \prod_{j<k \leq n} |\cos(\theta_j) - \cos(\theta_k)|^\beta \\
\times \prod_{k=1}^n |1 - \cos(\theta_k)|^{(a+1)/2} |1 + \cos(\theta_k)|^{(b+1)/2}.
\]

(2)

Here \( \beta > 0, a > -1, b > -1 \) are real parameters, and \( Z_{n,\beta,a,b}^o \) is an explicitly computable normalizing constant (see \[17\]). The ensemble was introduced in \[18\] and \[17\] as a generalization of the joint eigenvalue distributions of some of the classical ensembles on the orthogonal and special orthogonal group of matrices. E.g. with \( \beta = 2, a = b = \frac{1}{\beta} - 1 \), we get the joint eigenvalue distribution of a \( 2n \times 2n \) special orthogonal matrix chosen according to Haar measure on \( SO(2n) \). (Note that our choice of parameters are slightly different from the one used in \[18\] and \[17\].) We write \( \Lambda_{2n} \sim RO_{2n,\beta,a,b} \) to denote that the random set \( \Lambda_{2n} = \{ \pm \theta_1, \ldots, \pm \theta_n \} \) has a distribution determined by the joint density given by (2).

The real orthogonal \( \beta \)-ensemble can be connected to another named ensemble on the real line via a change of variables. Suppose that the joint distribution of \( \{ \theta_1, \ldots, \theta_n \} \) is determined by the density (2), and introduce

\[
x_j = \frac{1}{2}(1 - \cos(\theta_j)).
\]

(3)

Then \( \{x_1, \ldots, x_n\} \in (0,1)^n \) has joint density function

\[
\frac{1}{Z_{n,\beta,a,b}^o} \prod_{j<k \leq n} |x_j - x_k|^\beta \prod_{k=1}^n x_k^{(a+1)-1} (1 - x_k)^{(b+1)-1},
\]

(4)

and the corresponding distribution is called the real Jacobi \( \beta \)-ensemble. The real Jacobi \( \beta \)-ensemble also arises from the study of multivariate analysis of variance (MANOVA) in statistics: if \( \beta = 2 \) and \( a, b \in \mathbb{Z}_{\geq 0} \), then (4) is the joint eigenvalue density of an \( n \times n \) MANOVA model with parameters \( n_1 = n + a \) and \( n_2 = n + b \).

We study point process limits of the CJ\( \beta \)E and RO\( \beta \)E, together with the scaling limits of some related objects, in particular the limits of the normalized characteristic polynomials. Our approach follows the framework introduced in \[34\] and \[35\]. This framework, together with a high level description of our main results is summarized in the following outline.
1. **Differential operators from probability measures.** [34] describes how the spectral information (the modified Verblunsky coefficients) of a finitely supported probability measure on the unit circle can be used to construct a differential operator (a Dirac operator) with a pure point real spectrum. The spectrum of the constructed differential operator is the periodic lifting of the angles corresponding to the support of the probability measure, see Proposition 3 for the precise statement. We summarize the background and the relevant results in Section 2.

2. **Random Dirac operators.** [6] and [18] provide constructions for random probability measures on the unit circle where the support of the measure is given by the CJ$\beta$E and RO$\beta$E, respectively, and the distribution of the modified Verblunsky coefficients can be explicitly described, see Theorems 6 and 7. These constructions together with Proposition 3 lead to the construction of the random differential operators CJ$\beta$E and RO$\beta$E with pure point spectrum. The spectrum of CJ$\beta$E is distributed as $n\Lambda_n + 2\pi n\mathbb{Z}$ with $\Lambda_n \sim \text{CJ}_{n,\beta,\delta}$, and the spectrum of RO$\beta$E is distributed as $2n\Lambda_{2n} + 4\pi n\mathbb{Z}$ where $\Lambda_{2n} \sim \text{RO}_{2n,\beta,a,b}$, see Section 3.1. The inverses of these differential operators (after a change of basis) are denoted by $r\text{CJ}_{n,\beta,\delta}$ and $r\text{RO}_{2n,\beta,a,b}$, these are random Hilbert-Schmidt integral operators acting on $L^2$ functions of the form $[0,1) \rightarrow \mathbb{R}^2$.

3. **Operator level convergence.** The operators CJ$\beta$E and RO$\beta$E and their inverses can be parameterized in terms of certain random walks in the hyperbolic plane. Under the appropriate scaling these random walks converge to diffusions in the hyperbolic plane. As shown in [34], one can construct random differential operators in terms of these diffusions, these will be called HP$\beta,\delta$ and Bess$\beta,a$, respectively. (See Section 3.2.) Both of these random differential operators have pure point spectra, the distribution of the point processes of eigenvalues are denoted by HP$\beta,\delta$ and Bess$\beta,a$, respectively. The process HP$\beta,\delta$ for $\delta = 0$ is the process Sine$\beta$ introduced in [32] as the bulk scaling limit of the Gaussian $\beta$-ensemble. The process Bess$\beta,a$ is just a symmetrized (and scaled) version of the square root of the hard edge process Bessel$\beta,a$ introduced in [26].

We will prove that in appropriate couplings we have the operator level convergence

\[
\|r\text{CJ}_{n,\beta,\delta} - r\text{HP}_{\beta,\delta}\|_{HS} \rightarrow 0 \text{ almost surely as } n \rightarrow \infty, \quad (5)
\]

\[
\|r\text{RO}_{2n,\beta,a,b} - r\text{Bess}_{\beta,a}\|_{HS} \rightarrow 0 \text{ almost surely as } n \rightarrow \infty. \quad (6)
\]

The precise version of these results are stated in Theorems 14 and 16 in Section 4.1. These results identify the point process scaling limits of the ensembles CJ$\beta$E and RO$\beta$E as the point processes HP$\beta,\delta$ and Bess$\beta,a$. (See Corollaries 15 and 17.) The distribution
of the point process $\text{HP}_{\beta,\delta}$ can be characterized via its counting function using coupled systems of stochastic differential equations. Two equivalent characterizations are given in Theorems 18 and 19 in Section 4.2.

4. Convergence of characteristic polynomials. [35] introduced the secular function for a Dirac operator $\tau$ which is an entire function with zero set given by the spectrum of $\tau$. This is a generalization of the normalized characteristic polynomial of a unitary matrix. We review the definition in Section 2. [35] also showed that results of the form of (5) and (6) (together with similar statements on the so-called integral trace) imply that the scaled and normalized characteristic polynomials of $\text{CJ}_\beta E$ and $\text{RO}_\beta E$ converge to the secular functions of the operators $\text{HP}_{\beta,\delta}$ and $\text{Bess}_{\beta,a}$. These results are stated as part of Corollaries 15 and 17. Theorems 22 and 23 provide two separate characterizations of the limiting random entire functions: by describing the joint distribution of the Taylor coefficients, and a characterization using entire function valued stochastic differential equations.

For the circular Jacobi $\beta$-ensemble the operators $\text{CJ}_{n,\beta,\delta}$ and $\text{HP}_{\beta,\delta}$ were introduced in [34], and the convergence (5) was stated as a conjecture. (More precisely: as a statement to be proved in a future paper.) In [1] Assiotis and Najnudel showed the existence of the point process limit of the circular Jacobi $\beta$-ensemble by providing a coupling of the scaled finite ensembles so that they posses an a.s. point process limit. However their result does not provide an explicit characterization for the limiting point process.

Our main new contributions for the study of the scaling limits of $\text{CJ}_\beta E$ are the operator level convergence of Theorem 14, the various characterizations of the limit point process $\text{HP}_{\beta,\delta}$ (Theorems 18 and 19), and the description and characterization of the limit of the normalized characteristic polynomials (Corollary 15 and Theorem 22). We also state results on the large gap asymptotics of the point process $\text{HP}_{\beta,\delta}$, a central limit theorem on the counting function of $\text{HP}_{\beta,\delta}$, and a process level transition from $\text{HP}_{\beta,\delta}$ to the Sine$_\beta$ process (see Theorems 20 and 21). Some of our results are extensions and generalizations of corresponding results for the circular $\beta$-ensemble and the Sine$_\beta$ process proved in [19], [34], [36], [35].

In the $\beta = 1, 2, 4$ cases the limiting point processes have been described via their $n$-point correlation functions in [12]. In [20] the limiting correlation functions were derived in the case when $\beta$ is an even integer, together with exact formulas for expectations of products of characteristic polynomials. (Note that the normalization for the characteristic polynomials in [20] is different from ours.) [11] provides corrections to these results in the case when $\beta$ is an even integer or equal to 1. Scaling limits of characteristic polynomials of classical random matrix ensembles were also studied in [8] and [7].
A version of the first three steps of the outline above was carried out by Holcomb and Moreno Flores in [15] for the real Jacobi $\beta$-ensemble. Using the change of variables of (3), their results also imply the point process level convergence of RO$\beta$E. The proof in [15] relies on a tridiagonal representation of the real Jacobi $\beta$-ensemble together with the operator convergence approach for studying the hard edge limit, introduced in [26] for the Laguerre $\beta$-ensemble. [34] provided a representation of the hard edge limit operator as a random Dirac operator. [14] provides various descriptions and properties of the limiting (hard edge) point process. Our main new contributions for the study of RO$\beta$E are the existence and description of the limit of the normalized characteristic polynomials (Corollary 17 and Theorem 23), and a new approach to prove the point process limit via operator convergence (Theorem 16).

Outline of the paper

In Section 2 we outline the used operator theoretic framework, the presentation will mostly follow that of [34] and [35]. In Section 3 we introduce the random differential operators corresponding to the finite ensembles and their limits. Section 4 states our precise results, including the description of the limiting point processes and random analytic functions. Sections 5, 6, and 7 provide the proofs for the operator convergence results, while Section 8 contains the proofs of the statements of the properties and characterizations of the limiting objects.

2 The operator theoretic framework

This section collects all the deterministic operator theoretic ingredients. We describe the type of differential and integral operators we consider, the definition of the secular function, and how these objects can be used to study finitely supported probability measures on the unit circle.

2.1 Dirac operators

We start by collecting some basic facts about differential operators of the form

$$\tau : f \rightarrow R^{-1}(t)Jf', \quad f : [0, 1) \rightarrow \mathbb{R}^2, \quad J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},$$

where $R(t)$ is a positive definite real symmetric $2 \times 2$ matrix valued function on $[0, 1)$. These differential operators are called Dirac operators, for more details see [37] or [34].
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We consider differential operators of the form $[4]$ where the matrix valued function $R(t)$ is defined from a locally bounded measurable function $x + iy : [0, 1) \rightarrow \mathbb{H} = \{ z \in \mathbb{C} : \Re z > 0 \}$ as follows:

$$R = \frac{1}{2} X^t X, \quad X = \frac{1}{\sqrt{y}} \begin{pmatrix} 1 & -x \\ 0 & y \end{pmatrix}. \quad (8)$$

We call $R$ the weight function, and $x + iy$ the generating path of $\tau$.

The boundary conditions for $\tau$ at 0 and 1 are given by nonzero, non-parallel $\mathbb{R}^2$ vectors $u_0, u_1$. We will assume that these vectors are normalized so that they satisfy the condition

$$u_0^t J u_1 = 1. \quad (9)$$

We will also have the following integrability assumption for the boundary conditions:

**Assumption 1.**

$$\int_0^1 \| R(s) u_1 \| ds < \infty \quad \text{and} \quad \int_0^1 \int_0^t u_0^t R(s) u_0 u_1^t R(t) u_1 ds dt < \infty. \quad (10)$$

Under these conditions $\tau$ will be self-adjoint on the following domain:

$$\text{dom}(\tau) = \{ v \in L^2_\mathbb{R} \cap AC : \tau v \in L^2_\mathbb{R}, \lim_{s \rightarrow 0} v(s)^t J u_0 = 0, \lim_{s \rightarrow 1} v(s)^t J u_1 = 0 \}. \quad (11)$$

Here $L^2_\mathbb{R}$ is the $L^2$ space of functions $f : [0, 1) \rightarrow \mathbb{R}^2$ with the $L^2$ norm $\| f \|_R^2 = \int_0^1 f^t R f ds$, and $AC([0,1))$ is the set of absolutely continuous real functions on $[0,1)$. We will use the notations $\text{Dir}(R, u_0, u_1)$ or $\text{Dir}(x + iy, u_0, u_1)$ for the the operator $\tau$ defined via (7) and (8) with boundary conditions $u_0, u_1$ on the domain (11). We sometimes replace the $\mathbb{R}^2$ vector by the element in $\mathbb{R} \cup \{ \infty \}$ corresponding to the ratio of its two coordinates: $[a, b]^t$ corresponds to $a/b$ if $b \neq 0$ and $\infty$ if $b = 0$.

The inverse of $\tau = \text{Dir}(x + iy, u_0, u_1)$ is a Hilbert-Schmidt integral operator on $L^2_\mathbb{R}$ with kernel given by

$$K_{\tau^{-1}}(s, t) = (u_0 u_1^t 1_{s < t} + u_1 u_0^t 1_{s \geq t}) R(t). \quad (12)$$

This means that if $f \in \text{dom}(\tau)$ and $g = \tau f$ then $f(s) = \int_0^1 K_{\tau^{-1}}(s, t) g(t) dt$. The fact that the integral operator is Hilbert-Schmidt follows from the second inequality of (10), and implies that $\tau$ has a discrete pure point spectrum with nonzero real eigenvalues $\lambda_k, k \in \mathbb{Z}$ that satisfy $\sum_k \lambda_k^{-2} < \infty$. We label the eigenvalues so that they are in an increasing order with $\lambda_{-1} < 0 < \lambda_0$.

After the change of variables $\hat{\tau} = X \tau X^{-1}$, the inverse $r \tau := \hat{\tau}^{-1}$ is an integral operator on the $L^2$ space of functions $f : [0, 1) \rightarrow \mathbb{R}^2$ with norm $\| f \|_r^2 = \int_0^1 f^t f ds$, and its kernel is given by

$$K_{r \tau}(s, t) = \frac{1}{2} (a(s) c(t)^t 1_{s < t} + c(s) a(t)^t 1_{s \geq t}), \quad a(s) = X(s) u_0, \quad c(s) = X(s) u_1. \quad (13)$$
We define the *integral trace* of $\tau$ as the integral of the trace of the kernel $K_{\tau\tau}$, and denote it by $t_{\tau}$:

$$t_{\tau} = \int_0^1 \text{tr} K_{\tau\tau}(s,s)ds = \frac{1}{2} \int_0^1 (a(s)^{\dagger}c(s))ds = \int_0^1 u_0^t R(s)u_1 ds. \quad (14)$$

By the first inequality of (10) the integral trace is finite.

We define the *secular function* of $\tau$ with the expression

$$\zeta_{\tau}(z) = e^{-zt_{\tau}} \det_2(I - z\tau) = e^{-\frac{z}{2} \int_0^1 a(s)^{\dagger}c(s)ds} \prod_k (1 - z/\lambda_k) e^{z/\lambda_k}. \quad (15)$$

Here $\det_2$ is the second regularized determinant, see [30]. The secular function $\zeta_{\tau}$ is an entire function with zero set given by $\lambda_k, k \in \mathbb{Z}$, it is an analogue of the normalized characteristic polynomial of a square matrix. (See [34] for details.)

The next statement provides comparisons for the spectra and secular functions of two Dirac operators.

**Proposition 2.** Let $\tau_1, \tau_2$ be two Dirac operators on $[0,1)$ satisfying assumptions (9) and (10). Denote by $\lambda_{k,i}, \zeta_i, r_i, t_i$ the eigenvalues, secular function, resolvent and integral trace of $\tau_i$. Let $\| \cdot \|$ denote the Hilbert-Schmidt norm. Then

$$\sum_k \left| \lambda_{k,1}^{-1} - \lambda_{k,2}^{-1} \right|^2 \leq \| r_1 - r_2 \|^2, \quad (16)$$

and there is a universal constant $a > 1$ so that for all $z \in \mathbb{C}$

$$|\zeta_1(z) - \zeta_2(z)| \leq \left( e^{\left| z \right| \| r_1 - r_2 \|} - 1 + |z| \| r_1 - r_2 \| \right) a |z|^2 (\| r_1 \|^2 + \| r_2 \|^2) + |z| (|r_1| + |r_2|) + 1. \quad (17)$$

The inequality (16) is just the Hoffman-Wielandt inequality in infinite dimensions (see e.g. [3]), the bound (17) follows from standard properties of the regularized determinant [30] (see Proposition 21 in [35] for additional details). Proposition 2 shows that the Hilbert-Schmidt convergence of Dirac operators implies the convergence of the spectra, and if the integral traces converge as well then we have uniform on compacts convergence of the secular functions.

The end points of a Dirac operator can be classified as limit circle or limit point based on the integrability of the solutions of $(\tau - \lambda)u = 0$ near that end point. By the Weyl’s alternative theorem (e.g. Theorem 5.6 in [37]) the integrability of the solutions does not depend on $\lambda$. Hence one can choose $\lambda = 0$, and just check the integrability of the constant vectors. Since $R(t)$ is locally bounded near 0, the left endpoint of the interval $[0,1)$ is *limit circle* with respect to the weight function $R$: for any $v \in \mathbb{R}^2$ the function $v^t R v$ is integrable.
near 0. Assumption (10) shows that $v_Rv$ is integrable near 1 if $v \parallel u_1$, but that might not be the case if $v \not\parallel u_1$. This shows that the right endpoint could be limit circle or limit point.

For certain applications of the limiting objects, it is more convenient to consider operators that have 0 as the endpoint that could possibly be limit point. In this case the domain of the operator is $(0, 1]$, and we have to modify the setup and assumptions. This reversed framework will be introduced in Section 8.1 where we also discuss other transformations of Dirac operators.

### 2.2 Dirac operators for finitely supported probability measures on the unit circle

We review the construction given Section 3 of [35] that shows how a finitely supported probability measure on the unit circle can be represented using a Dirac operator of the form (7). (See also Section 5 of [34].)

Let $\mu$ be a probability measure whose support is a set of $n$ distinct points $e^{i\lambda_j}, 1 \leq j \leq n$ on the unit circle, and assume $\mu(\{1\}) = 0$. The characteristic polynomial of $\mu$, normalized at 1, is defined as

$$p_\mu(z) = \prod_{j=1}^{n} \frac{z - e^{i\lambda_j}}{1 - e^{i\lambda_j}}. \quad (18)$$

For $0 \leq k \leq n$, the $k$th orthogonal polynomial $\Phi_k(z)$ is defined as the unique polynomial with main coefficient 1 of degree $k$ that is orthogonal to $1, \ldots, z^{k-1}$ in $L^2(\mu)$. We denote by $\Psi_k(z) = \frac{\Phi_k(z)}{\Phi_k(1)}$ the normalized orthogonal polynomials. Note that we have $\Phi_0 = \Psi_0 = 1$ and $p_\mu = \Psi_n$. For $0 \leq k \leq n$ we define $\Phi^*_k, \Psi^*_k$ as the reversed polynomials

$$\Phi^*_k(z) = z^k \Phi_k(1/z), \quad \Psi^*_k(z) = z^k \Psi_k(1/z).$$

The vector $\left(\begin{array}{c} \Phi_k \\ \Phi^*_k \end{array}\right)$ satisfies the Szegő recursion [29]:

$$A_k \left(\begin{array}{c} \Phi_{k+1}(z) \\ \Phi^*_{k+1}(z) \end{array}\right) = \left(\begin{array}{cc} z & 0 \\ 0 & 1 \end{array}\right) \left(\begin{array}{c} \Phi_k(z) \\ \Phi^*_k(z) \end{array}\right), \quad 0 \leq k \leq n - 1. \quad (19)$$

Here $A_k = \left(\begin{array}{cc} 1 & -\alpha_k \\ -\alpha_k & 1 \end{array}\right)$, the complex numbers $\alpha_0, \ldots, \alpha_{n-1}$ are called the Verblunsky coefficients. They satisfy $|\alpha_k| < 1$ for $0 \leq k \leq n - 1$ and $|\alpha_{n-1}| = 1$. The normalized orthogonal polynomials $\Psi_k, \Psi^*_k$ satisfy a similar recursion as (19), with the matrix

$$\tilde{A}_k = \left(\begin{array}{cc} \frac{1}{1-\gamma_k} & -\frac{\gamma_k}{1-\gamma_k} \\ -\frac{\gamma_k}{1-\gamma_k} & \frac{1}{1-\gamma_k} \end{array}\right)$$
in place of $A_k$. The complex numbers $\gamma_k$, $0 \leq k \leq n - 1$ are called the modified or deformed Verblunsky coefficients (see [6]). They satisfy

$$\gamma_k = \bar{\alpha}_k \prod_{j=0}^{k-1} \frac{1 - \gamma_j}{1 - \gamma_j}, \quad 0 \leq k \leq n - 1,$$

(20)

from which it follows that $|\gamma_k| = |\alpha_k|$.

Define $w_k, v_k \in \mathbb{R}$ with

$$\frac{2\gamma_k}{1 - \gamma_k} = w_k - iv_k.$$  

(21)

Set $x_0 = 0$, $y_0 = 1$, and define recursively

$$x_{k+1} = x_k + v_k y_k, \quad y_{k+1} = y_k (1 + w_k), \quad 0 \leq k \leq n - 1.$$  

(22)

Note that $|\gamma| \leq 1$ implies $\Re \frac{2\gamma}{1 - \gamma} \geq -1$, and we have equality if and only if $|\gamma| = 1$, $\gamma \neq 1$. Hence $y_k > 0$ for $1 \leq k \leq n - 1$ and $y_n = 0$. The following proposition was proved in [35].

**Proposition 3 ([35]).** Set $x(t) + iy(t) = x_{\lfloor nt \rfloor} + iy_{\lfloor nt \rfloor}$ for $t \in [0, 1]$. Let

$$\tau = R^{-1} \left( 0 -1 \\ 1 0 \right) \frac{d}{dt}, \quad R = \frac{X^t X}{2 \det X}, \quad X = \left( \begin{array}{cc} 1 & -x \\ 0 & y \end{array} \right),$$

(23)

with boundary conditions $u_0 = [1, 0]^t$, $u_1 = [-x(1), -1]^t$.

Then $\tau$ satisfies our assumptions, the spectrum of $\tau$ is given by the set

$$\text{spec } \tau = \{ n\lambda_k + 2\pi nj : 1 \leq k \leq n, j \in \mathbb{Z} \},$$

and the secular function of $\tau$ satisfies

$$\zeta_\tau(z) = p_\mu(e^{iz/n})e^{-iz/2} = \prod_{j=1}^n \frac{\sin(\lambda_j/2 - z/(2n))}{\sin(\lambda_j/2)}.$$  

(24)

## 3 Random Dirac operators

This section introduces the random Dirac operators corresponding to the finite ensembles and to their limits.

### 3.1 Operators for the finite ensembles

The results of this section provide descriptions of random probability measures with support given by the CJ$\beta E$ and RO$\beta E$, respectively, where the joint distribution of the modified Verblunsky coefficients can be described explicitly.
Definition 4. For $a > 0$ and $\Re \delta > -1/2$ we denote by $\Theta(a + 1, \delta)$ the distribution on $\{|z| < 1\}$ that has probability density function

$$c_{a,\delta}(1 - |z|^2)^{a/2-1}(1 - z)\delta(1 - \bar{z})\delta,$$

where $c_{a,\delta} = \frac{\Gamma(a/2+1+\delta)\Gamma(a/2+1+\delta)}{\pi^{1/2}\Gamma(a/2+1+\delta)}$.

We extend the definition for the $a = 0, \Re \delta > -1/2$ case as follows: $\Theta(1, \delta)$ is the distribution on $\{|z| = 1\}$ with probability density function

$$\frac{\Gamma(1+\delta)\Gamma(1+\delta)}{\Gamma(1+\delta+\delta)}(1 - z)\delta(1 - \bar{z})\delta.$$

Definition 5. For $s, t > 0$ let $\widetilde{B}(s, t)$ denote the scaled (and flipped) beta distribution on $(-1, 1)$ that has probability density function

$$\frac{2^{1-s-t}\Gamma(s+t)}{\Gamma(s)\Gamma(t)}(1 - x)^{s-1}(1 + x)^{t-1}.$$

Theorem 6 (Theorems 3.2 and 3.3 of [6]). For given $\beta > 0, \Re \delta > -1/2$ and $n \geq 1$ let $\mu = \mu_{n, \beta, \delta}^{\text{cj}}$ be the random probability measure $\mu = \sum_{k=1}^{n} r_k \delta_{e^{i\theta_k}}$ on the unit circle where $(\theta_1, \ldots, \theta_n)$ and $(r_1, \ldots, r_n)$ are independent, the joint density of $\theta_k, 1 \leq k \leq n$ is given by (1), and the joint density of $r_k, 1 \leq k \leq n - 1$ is given by $\frac{1}{c_{n,\beta}} \prod_{k=1}^{n} r_k^{\beta/2-1}$. In other words, $\mu$ is a probability measure where the support has distribution CJ$\beta$E, and the weights are Dirichlet($\beta/2, \ldots, \beta/2$) distributed, independently of the support.

Then the modified Verblunsky coefficients $\gamma_0, \ldots, \gamma_{n-1}$ of $\mu$ are independent, and $\gamma_k$ has distribution $\Theta(\beta(n - k - 1) + 1, \delta)$ for $0 \leq k \leq n - 1$.

Theorem 7 (Theorem 2 of [18], Proposition 4.5 in [17]). For given $\beta > 0, a, b > -1$ and $n \geq 1$ let $\mu = \mu_{n, \beta, a, b}^{\text{cj}}$ be the random probability measure $\mu = \sum_{k=1}^{n} \frac{1}{2} r_k (\delta_{e^{i\theta_k}} + \delta_{e^{-i\theta_k}})$ on the unit circle where $(\theta_1, \ldots, \theta_n)$ and $(r_1, \ldots, r_n)$ are independent, the joint density of $\theta_k, 1 \leq k \leq n$ is given by (2), and the joint density of $r_k, 1 \leq k \leq n - 1$ is given by $\frac{1}{c_{n,\beta}} \prod_{k=1}^{n} r_k^{\beta/2-1}$.

Then the Verblunsky coefficients $\alpha_0, \ldots, \alpha_{2n-1}$ corresponding to $\mu$ are real, independent of each other. We have $\alpha_{2n-1} = -1$, and the distribution of $\alpha_k, 0 \leq k \leq 2n - 2$ is given by

$$\alpha_k \sim \begin{cases} \widetilde{B}(\frac{\beta}{2}(2n - k + 2a), \frac{\beta}{4}(2n - k + 2b)), & \text{if } k \text{ is even}, \\ \widetilde{B}(\frac{\beta}{2}(2n - k + 2a + 2b + 1), \frac{\beta}{4}(2n - k - 1)), & \text{if } k \text{ is odd}. \end{cases}$$

Since all the Verblunsky coefficients are real, we have $\gamma_k = \alpha_k$ for all $0 \leq k \leq 2n - 1$.

Theorems 6 and 7 together with Proposition 3 provide random Dirac operator representations for the CJ$\beta$E and RO$\beta$E.
Definition 8. We denote by $CJ_{n,\beta,\delta}$ the random Dirac operator constructed from the random probability measure $\mu_{n,\beta,\delta}$ of Theorem 6 using Proposition 3. We denote by $RO_{2n,\beta,a,b}$ the random Dirac operator constructed from the random probability measure $\mu_{2n,\beta,a,b}$ of Theorem 7 using Proposition 3.

The modified Verblunsky coefficients are independent for both $\mu_{n,\beta,\delta}$ and $\mu_{2n,\beta,a,b}$. Hence the sequence $x_k + iy_k$ defined by the recursion (22) is a Markov chain for both of these random measures. The generating paths of the $CJ_{n,\beta,\delta}$ and $RO_{2n,\beta,a,b}$ operators are just these Markov chains embedded into continuous time.

3.2 The limiting operators

As we show below, the generating paths of both $CJ_{n,\beta,\delta}$ and $RO_{2n,\beta,a,b}$ approximate certain diffusions in $\mathbb{H}$, and the operators themselves approximate the Dirac operators built from these diffusions. In this section we introduce the two limiting operators.

For the rest of the paper, we set $\nu_\beta(t) = -\frac{4}{\beta} \log(1-t)$. (27)

Hua-Pickrell operator

Fix $\beta > 0$ and $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$. Let $B_1, B_2$ be independent standard Brownian motion, and let $x_t + iy_t, t \geq 0$ be the strong solution of the SDE

$$dy = (-\Re \delta dt + dB_1) y, \quad dx = (\Im \delta dt + dB_2) y, \quad y(0) = 1, \quad x(0) = 0.$$ (28)

Proposition 9 (Proposition 31 of [34]). Let $x(t) + iy(t)$ be defined via (28). The limit $q = \lim_{t \to \infty} x(t)$ exists, and it is non-zero with probability one. Define $\tilde{x}(t) = x(v_\beta(t)), \tilde{y}(t) = y(v_\beta(t))$, and set $u_0 = [1, 0]^t$, $u_1 = [-q, -1]^t$. Then the random Dirac operator $HP_{\beta,\delta} = \text{Dir}(\tilde{x} + i\tilde{y}, u_0, u_1)$ satisfies the assumptions of Section 2.7.

We record the following estimates for $\tilde{x}, \tilde{y}$ from the proof of Proposition 31 of [34]. For any $\varepsilon > 0$ small there exists a random finite $C = C(\varepsilon)$ such that

$$C^{-1}(1-t)^{\frac{1}{2}(\Re \delta + \frac{1}{2} + \varepsilon)} \leq \tilde{y}(t) \leq C(1-t)^{\frac{1}{2}(\Re \delta + \frac{1}{2} - \varepsilon)}, \quad |q - \tilde{x}(t)| \leq C(1-t)^{\frac{1}{2}(\Re \delta + \frac{1}{2} - \varepsilon)}.$$ (29)

The distribution of $q = \lim_{t \to \infty} x(t)$ was identified in [2].

Definition 10. For $m > 1/2$ and $\mu \in \mathbb{R}$ we denote by $P_{IV}(m, \mu)$ the distribution of the (unscaled) Pearson type IV distribution on $\mathbb{R}$ that has density function

$$\frac{2^{2m-2} |\Gamma(m + \frac{\mu i}{2})|^2}{\pi \Gamma(2m - 1)} (1 + x^2)^{-m} e^{-\mu \arctan x}. \quad (30)$$
Theorem 11. The random variable \( q \) in Proposition \( \Box \) has \( P_{IV}(\mathbb{R} \delta + 1, -23 \delta) \) distribution.

There is an interesting connection between the distributions \( P_{IV} \) and \( \Theta \): the map \( z(e^{i\theta}) = -\cot(\theta/2) \) transforms \( \Theta(1, \delta) \) into \( P_{IV}(\mathbb{R} \delta + 1, -23 \delta) \). The map \( z \) can be extended to the conformal map \( w \to i \frac{w+1}{w+1} \) from \( \{|w| \leq 1\} \) to \( \{\mathbb{I}z > 0\} \), which provides an isometry between the unit disk and half-plane representations of the hyperbolic plane. In other words, \( \Theta(1, \delta) \) and \( P_{IV}(\mathbb{R} \delta + 1, -23 \delta) \) are different representations of the same distribution on the boundary of the hyperbolic plane.

Hard edge operator

The point process scaling limit of the Laguerre \( \beta \)-ensemble near the hard edge was identified by Ramírez and Rider in [26] as the spectrum of the following random Sturm-Liouville differential operator:

\[
\mathcal{G}_{\beta,a} f(x) = -e^{(a+1)x+\frac{2}{\sqrt{\beta}}W(x)} \partial_x \left( e^{-ax-\frac{2}{\sqrt{\beta}}W(x)} \partial_x f(x) \right). \tag{31}
\]

Here \( W(x) \) is a standard Brownian motion, and the operator acts on functions \( [0, \infty) \to \mathbb{R} \) with Dirichlet boundary condition at 0 and Neumann boundary condition at \( \infty \).

[34] provided a Dirac operator representation for \( \mathcal{G}_{\beta,a} \), we summarize the result below.

Proposition 12 (Theorem 30 of [34]). Fix \( \beta > 0, a > -1, \) and let \( B \) be a standard Brownian motion. We set \( y(t) = e^{-\frac{2}{\sqrt{\beta}}(2a+1)t-B(2t)}, \tilde{y}(t) = y(v_{\beta}(t)), u_0 = [1, 0]^t, \) and \( u_1 = [0, -1]^t. \)

Then the operator \( \text{Bess}_{\beta,a} := \text{Dir}(i\tilde{y}, u_0, u_1) \) satisfies the assumptions of Section 2.1 and its spectrum is symmetric about 0: \( \lambda_{-k} = -\lambda_{k-1}, k \geq 1. \)

Moreover, the set \( \{\frac{1}{16} \lambda_0^2, \frac{1}{16} \lambda_1^2, \ldots\} \) has the same distribution as the spectrum of the hard edge operator \( \mathcal{G}_{\beta,a} \) defined in [31].

Remark 13. Theorem 30 of [34] is stated in a slightly different (but equivalent) way. With the notations of Proposition 12 the statement of that theorem is about the operator \( \text{Bessel}_{\beta,a} = \text{Dir}(i\tilde{y}^{-1}, u_1, u_0) \). Note however that conjugating \( \text{Bess}_{\beta,a} \) with the permutation matrix transposing the first and second coordinate in \( \mathbb{R}^2 \) gives \( -\text{Bessel}_{\beta,a} \), and since the spectra of \( \text{Bess}_{\beta,a} \) and \( \text{Bessel}_{\beta,a} \) are symmetric about 0, the statement of the proposition follows.

4 Precise results

We are ready to state our results in a precise form.
4.1 Convergence of random operators and normalized characteristic polynomials

**Theorem 14.** Fix $\beta > 0$ and $\Re \delta > -\frac{1}{2}$. Then there is a coupling of the random operators $CJ_{n,\beta,\delta}, n \geq 1$ and $HP_{\beta,\delta}$ so that $\| rCJ_{n,\beta,\delta} - rHP_{\beta,\delta} \|_{HS}$ and $t_{CJ_{n,\beta,\delta}} - t_{HP_{\beta,\delta}}$ both converge to 0 almost surely as $n \to \infty$.

From Theorem 14 and Proposition 2 we immediately get the following corollary.

**Corollary 15.** Consider the coupling of Theorem 14. Denote by $\Lambda_n$ the eigenangles of $CJ_{n,\beta,\delta}$ inside $(-\pi, \pi]$, and let $\lambda_{k,n}, k \in \mathbb{Z}$ be the sequence of ordered elements of the set $n\Lambda_n + 2\pi n\mathbb{Z}$ with $\lambda_{-1,n} < 0 < \lambda_{0,n}$. Let $p_n(z)$ be the normalized characteristic polynomial of $\Lambda_n$ defined via (18). Denote by $HP_{\beta,\delta} = \{\lambda_{k,HP}, k \in \mathbb{Z}\}$ the ordered spectrum of the operator $HP_{\beta,\delta}$, and by $\zeta_{\beta,\delta}$ the secular function of $HP_{\beta,\delta}$. Then

\[
\sum_k |\lambda_{k,n}^{-1} - \lambda_{k,HP}^{-1}|^2 \to 0 \quad \text{almost surely as } n \to \infty,
\]

\[
|p_n(e^{iz/n})e^{-iz/2} - \zeta_{\beta,\delta}(z)| \to 0 \quad \text{almost surely, uniformly on compacts as } n \to \infty.
\]

In particular, if $\Lambda_n \sim CJ_{n,\beta,\delta}$ then $n\Lambda_n \Rightarrow HP_{\beta,\delta}$.

The following theorem and its corollary state the corresponding result for the real orthogonal ensemble.

**Theorem 16.** Fix $\beta > 0$ and $a, b > -1$. Then there is a coupling of the random operators $RO_{2n,\beta,a,b}, n \geq 1$ and $Bess_{\beta,a}$ so that $\| rRO_{2n,\beta,a,b} - rBess_{\beta,a} \|_{HS}$ converges to 0 almost surely as $n \to \infty$.

Note that since the driving paths are purely imaginary, we have $t_{RO_{2n,\beta,a,b}} = t_{Bess_{\beta,a}} = 0$.

**Corollary 17.** Consider the coupling of Theorem 16. Denote by $\Lambda_{2n}$ the eigenangles of $RO_{2n,\beta,a,b}$ inside $(-\pi, \pi]$, and let $\lambda_{k,2n}, k \in \mathbb{Z}$ be the ordered elements of the set $2n\Lambda_{2n} + 4\pi n\mathbb{Z}$ with $\lambda_{-1,2n} < 0 < \lambda_{0,2n}$. Let $p_{2n}(z)$ be the normalized characteristic polynomial of $\Lambda_{2n}$ defined via (18). Denote by $Bess_{\beta,a} = \{\lambda_{k,B}, k \in \mathbb{Z}\}$ the ordered spectrum of the operator $Bess_{\beta,a}$, and by $\zeta_{\beta,a}$ the secular function of $Bess_{\beta,a}$. Then

\[
\sum_k |\lambda_{k,2n}^{-1} - \lambda_{k,B}^{-1}|^2 \to 0 \quad \text{almost surely as } n \to \infty,
\]

\[
|p_{2n}(e^{iz/(2n)})e^{-iz/2} - \zeta_{\beta,a}(z)| \to 0 \quad \text{almost surely, uniformly on compacts as } n \to \infty.
\]

Moreover, if $\Lambda_{2n} \sim RO_{2n,\beta,a,b}$ then $2n\Lambda_{2n} \Rightarrow Bess_{\beta,a}$.
4.2 Characterization of the limiting point processes

The point process $\text{HP}_{\beta,\delta}$ is a generalization of the Sine$_\beta$ process: $\text{HP}_{\beta,0} = \text{Sine}_\beta$. The Sine$_\beta$ process has various descriptions via its counting function using stochastic differential equations, we will show that these descriptions can be extended to the process $\text{HP}_{\beta,\delta}$ as well.

**Theorem 18.** Let $\beta > 0$, $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$. Let $Z = B_1 + iB_2$ be a standard complex Brownian motion, and let $\theta \in (-\pi, \pi]$ be a random variable independent of $Z$ so that $e^{i\theta}$ has distribution $\Theta(1, \delta)$.

There is a unique process $\psi_\lambda(t)$ with $t \in (0, 1]$, $\lambda \in \mathbb{R}$ that is continuous in both variables, and for each $\lambda \in \mathbb{R}$ the process $t \to \psi_\lambda(t)$ is a strong solution of

$$d\psi_\lambda = \lambda dt + \Re[(e^{-i\psi_\lambda} - 1)(\frac{2}{\sqrt{\beta t}}dZ - i\delta \frac{4}{\beta t}dt)], \quad \lim_{t \to 0} \psi_\lambda(t) = 0.$$  \hspace{1cm} (36)

The point process $\text{HP}_{\beta,\delta}$ has the same distribution as the random set

$$\Xi = \{\lambda \in \mathbb{R} : \psi_\lambda(1) \in \theta + 2\pi Z\}. \hspace{1cm} (37)$$

Note that this is an extension of the Killip-Stoiciu characterization of the Sine$_\beta$ process, see [19], [34]. The following theorem provides another, equivalent characterization of $\text{HP}_{\beta,\delta}$, which is an extension of the description of Sine$_\beta$ given in Proposition 4 of [32].

**Theorem 19.** Let $\beta > 0$, $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$. Let $Z = B_1 + iB_2$ be a standard complex Brownian motion. Then the following SDE system has a unique strong solution on $t \in [0, \infty)$, $\lambda \in \mathbb{R}$

$$d\alpha_\lambda = \lambda e^{-\frac{\delta}{4t}}dt + \Re[(e^{-i\alpha_\lambda} - 1)(dZ - i\delta dt)], \quad \alpha_\lambda(0) = 0.$$  \hspace{1cm} (38)

With probability one the process $\lambda \to \alpha_\lambda(t)$ is increasing for all $t > 0$. For each $\lambda \in \mathbb{R}$ the limit $\lim_{t \to \infty} \frac{1}{2\pi} \alpha_\lambda(t)$ exists almost surely, and it has the same distribution as the number of points of $\text{HP}_{\beta,\delta}$ in $[0, \lambda]$ for $\lambda \geq 0$ (and in $[\lambda, 0]$ for $\lambda < 0$). Moreover, if $N(\lambda)$ is the right-continuous version of the function $\lambda \to \lim_{t \to \infty} \frac{1}{2\pi} \alpha_\lambda(t)$, then $N(\cdot)$ has the same distribution as the counting function of the $\text{HP}_{\beta,\delta}$ process.

The diffusion description given in Theorem 19 allows us to study various properties of the counting function of the $\text{HP}_{\beta,\delta}$ process via the SDE (38). For a given $\lambda \in \mathbb{R}$ the process $\alpha_\lambda$ given by (38) has the same distribution as the unique strong solution of

$$d\alpha_\lambda = \lambda e^{-\frac{\delta}{4t}}dt + (3\delta(\cos \alpha_\lambda - 1) - \Re \delta \sin \alpha_\lambda) dt + 2\sin(\alpha_\lambda) dW, \quad \alpha_\lambda(0) = 0.$$  \hspace{1cm} (39)

Here $W$ is a standard Brownian motion (which also depends on $\lambda$).
A similar diffusion description for the square root of the hard edge process (spectrum of the operator $G_{\beta,a}$ given in (31)) was proved by Holcomb in [14], building on the results of [26]. Let $M_{a,\beta}(\lambda)$ be the counting function of the Bessel$_{\beta,a}$ process and $B$ a standard Brownian motion. Then, by Theorem 1.4 of [14], the function $\lambda \to M_{a,\beta}(\lambda)$ has the same distribution as the right continuous version of the function $\lambda \to \lim_{t \to \infty} \frac{1}{4\pi} \psi_{a,\lambda}(t)$, where $\psi_{a,\lambda}$ solves the SDE

$$d\psi_{a,\lambda} = \frac{\beta}{2} (a + \frac{1}{2}) \sin(\frac{\psi_{a,\lambda}}{2}) dt + \lambda \frac{\beta}{4} e^{-\beta t/8} dt + \frac{\psi_{a,\lambda}}{2} dt + 2 \sin(\frac{\psi_{a,\lambda}}{2}) dB, \quad \psi_{a,\lambda}(0) = 2\pi. \quad (40)$$

As an application of Theorem 19 one can study the asymptotics of large gap probabilities of the HP$_{\beta,\delta}$ process. For $\beta > 0, \Re \delta > -1/2$ let

$$\text{GAP}_{\lambda} = P(\text{HP}_{\beta,\delta} \cap [0, \lambda] = \emptyset), \quad \lambda > 0,$$

be the probability of HP$_{\beta,\delta}$ having no points in the interval $[0, \lambda]$. Then $\text{GAP}_{\lambda}$ is the probability that $\alpha_{\lambda}(t) \to 0$ as $t \to \infty$. The asymptotics of $\text{GAP}_{\lambda}$ as $\lambda \to \infty$ can be studied with a change of measure argument, by comparing $\alpha_{\lambda}$ to a similar diffusion which converges to 0 a.s. This approach was carried out in [33] for the Sine$_{\beta}$ process. The proof in [33] can be extended to cover the HP$_{\beta,\delta}$ process with a bit of extra work, we state the result without proof.

**Theorem 20.** Fix $\beta > 0$ and $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$. Then as $\lambda \to \infty$ we have

$$\text{GAP}_{\lambda} = (\kappa_{\beta,\delta} + o(1)) \lambda^{\gamma_{\beta,\delta}} \exp \left( -\frac{\beta}{64} \lambda^2 + \left( \frac{\beta}{8} - \frac{1}{4} + \frac{1}{2} 3\delta \right) \lambda \right),$$

where

$$\gamma_{\beta,\delta} = \frac{1}{4} \left( \frac{\beta}{2} - \frac{2}{\beta} - 3 \right) - \Re \delta + \frac{2}{\beta} \Re (\delta + \delta^2).$$

A similar type of result is proved in [25] for the asymptotic gap probability of the hard edge process. Note also that for the square root of the hard edge process, various properties (for example a transition to Sine$_{\beta}$ process and a Central Limit Theorem) have been proved by Holcomb [14] by analyzing the coupled system of SDEs (40). With small modifications of the proofs therein, we get similar results for the HP$_{\beta,\delta}$ process. Again we will only record the statements without proofs.

**Theorem 21.** Fix $\beta > 0$ and $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$. Then as $\lambda \to \infty$, we have

$$(\text{HP}_{\beta,\delta} - \lambda) \Rightarrow \text{Sine}_{\beta}. \quad (41)$$

Let $N(\cdot)$ be the counting function of the HP$_{\beta,\delta}$ process, as $\lambda \to \infty$ we have

$$\frac{1}{\sqrt{\log \lambda}} (N(\lambda) - \frac{\lambda}{2\pi}) \Rightarrow \mathcal{N}(0, \frac{2}{\beta \pi}),$$

where $\mathcal{N}(\mu, \sigma^2)$ is the mean $\mu$, variance $\sigma^2$ normal distribution.
4.3 Characterization of the limiting random analytic functions

**Theorem 22** (Characterization of \( \zeta_{\beta,\delta}^{\text{HP}} \)). Fix \( \beta > 0 \) and \( \delta \in \mathbb{C} \) with \( \Re \delta > -1/2 \). Let \( B_1, B_2 \) independent copies of two-sided Brownian motion, and let \( q \) be an independent random variable with distribution \( P_1 \mathbb{V}(\Re \delta + 1, -2\Im \delta) \). Denote by \( \text{HP}_{\beta,\delta} \) the spectrum of the operator \( \text{HP}_{\beta,\delta} \), and by \( \zeta_{\beta,\delta}^{\text{HP}} \) its secular function. Then \( \zeta_{\beta,\delta}^{\text{HP}} \) has the same distribution as the random analytic function \( [1, -q] \mathcal{H}_0 \) where \( \mathcal{H}_u(z) \) is the unique analytic solution of the system of stochastic differential equations

\[
d\mathcal{H} = \begin{pmatrix} 0 & -dB_1 \\ 0 & dB_2 \end{pmatrix} \mathcal{H} + \begin{pmatrix} 0 & -\Im \delta du \\ 0 & -\Re \delta du \end{pmatrix} \mathcal{H} - z \frac{\beta}{8} e^{\beta u/4} J \mathcal{H} du, \quad u \in \mathbb{R} \tag{41}
\]

with the boundary condition \( \lim_{u \to -\infty} \sup_{|z| < 1} |\mathcal{H}_u(z) - (1, 0)_0)| = 0 \). Moreover, \( \zeta_{\beta,\delta}^{\text{HP}}(z) \) has the same distribution as the random power series \( \sum_{n=0}^{\infty} (A_0^{(n)} - q B_0^{(n)}) z^n \) where \( A_u^{(n)}, B_u^{(n)} \) are processes satisfying the recursion

\[
B_u^{(n)} = -e^{B_2(u)-(1/2+\Re \delta)u} \int_{-\infty}^{u} \frac{\beta}{8} e^{-B_2(s)+(1/2+\Re \delta)s} A_s^{(n-1)} ds, \tag{42}
\]

\[
A_u^{(n)} = \int_{-\infty}^{u} \left( \frac{\beta}{8} e^{\beta s/4} B_s^{(n-1)} - \Im \delta B_s^{(n)} \right) ds - \int_{-\infty}^{u} B_s^{(n)} dB_1. \tag{43}
\]

with \( A^{(0)} \equiv 1, B^{(0)} \equiv 0 \).

**Theorem 23** (Characterization of \( \zeta_{\beta,a}^{B} \)). Fix \( \beta > 0, a > -1 \). Let \( B \) be a two-sided Brownian motion on \( \mathbb{R} \), \( y(t) = \exp(-\frac{\beta}{8}(2a+1)t + B(2t)) \) and \( \hat{y}(t) = y(\frac{\beta}{8} \log t) \). Denote by \( \text{Bess}_{\beta,a} \) the spectrum of the operator \( \text{Bess}_{\beta,a} \), and by \( \zeta_{\beta}^{B} = \zeta_{\beta,a}^{B} \) its secular function. Then \( \zeta_{\beta}^{B} \) has the same distribution as \( 1 + \sum_{k=1}^{\infty} r_k z^{2k} \), where

\[
r_k = (-1)^k 2^{2k} \int_{0<s_1<s_2<\cdots<s_{2k}<1} \frac{\hat{y}(s_2)\hat{y}(s_4)\cdots\hat{y}(s_{2k})}{\hat{y}(s_1)\hat{y}(s_3)\cdots\hat{y}(s_{2k-1})} ds_1 \cdots ds_{2k}. \tag{44}
\]

Moreover, \( \zeta_{\beta}^{B}(z) \) has the same distribution as \([1, 0] \mathcal{H}_0(z)\), where \( \mathcal{H}_u(z) \) is the unique strong solution of the SDE

\[
d\mathcal{H} = \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{2} dB + (1 - \frac{\beta}{8}(2a+1)) du \end{pmatrix} \mathcal{H} - z \frac{\beta}{8} e^{\beta u/4} J \mathcal{H} du \tag{45}
\]

with boundary conditions \( \lim_{u \to -\infty} \sup_{|z| < 1} |\mathcal{H}_u(z) - (1, 0)_0)| = 0 \).

**Remark 24.** The random analytic function \( \zeta_{\beta,a}^{B} \) can also be represented in a product form as follows:

\[
\zeta_{\beta,a}^{B}(z) = \lim_{r \to -\infty} \prod_{\lambda \in \text{Bess}_{\beta,a}, 0 < \lambda < r} \left( 1 - \frac{z^2}{\lambda^2} \right). \tag{46}
\]
This follows from definition (15), the fact that the integral trace of the operator $\text{Bess}_{\beta,a}$ is zero, and the fact that point process $\text{Bess}_{\beta,a}$ is symmetric about 0.

The random analytic function $\zeta_{\beta,\delta}(z)$ should also have a similar representation in terms of its zeros, it should be equal to the principal value product

$$\lim_{r \to \infty} \prod_{\lambda \in \text{HP}_{\beta,\delta}, |\lambda| < r} \left(1 - \frac{z}{\lambda}\right).$$

(47)

For $\delta = 0$ this statement was proved in [35]. Using the results of the current paper one should be able to extend the proof in [35] for the general $\delta$ case.

5 Convergence of discrete Dirac operators

This section collects some of the tools that will be used to prove Theorems 14 and 16. We first prove a general convergence result for the resolvents and integral traces of Dirac operators where the driving paths converge pointwise and are also ‘regular’ in a certain sense. Then we review some probabilistic tools: a standard result on the convergence of Markov chains to diffusions, and an iterated logarithm type result for products of independent random variables.

5.1 Convergence of resolvents and secular functions of Dirac operators

The following proposition gives a sufficient condition for the convergence of the resolvents and integral traces of deterministic Dirac operators.

**Proposition 25.** Suppose that the Dirac operators $\tau^{(n)}, n \in \mathbb{Z}_{+} \cup \{\infty\}$ are parametrized by paths $x^{(n)} + iy^{(n)}$ and boundary conditions $u_{0} = [1,0]^{t}$, $u^{(n)}_{1} = [-q^{(n)},-1]^{t}$. Introduce the notation $[t]_{n} = [nt]/n$ with the understanding that $[t]_{\infty} = t$. Assume that there are constants $c_{1}, c_{2} > -1$, $c_{3} > 0$, and $\kappa > 0$ so that the following bounds hold for all $0 \leq t < 1,$

$$\kappa^{-1}(1 - [t]_{n})^{c_{2}} \leq y^{(n)}(t) \leq \kappa(1 - [t]_{n})^{c_{1}}, \quad |q^{(n)} - x^{(n)}(t)| \leq \kappa(1 - [t]_{n})^{c_{3}}$$

(48)

uniformly in $n \in \mathbb{Z}_{+} \cup \{\infty\}$ with

$$c_{3} > c_{2} - 1, \quad c_{1} > c_{2} - 2.$$  

(49)

Assume that $x^{(n)} + iy^{(n)} \to x^{(\infty)} + iy^{(\infty)}$ point-wise on $[0,1)$.

Then

$$\lim_{n \to \infty} \|\mathbf{r} \tau^{(n)} - \mathbf{r} \tau^{(\infty)}\|_{HS} = 0, \quad \text{and} \quad \lim_{n \to \infty} |t_{\tau^{(n)}} - t_{\tau^{(\infty)}}| = 0.$$  

(50)
Proof. From the second inequality of (18) and the triangle inequality we have \( q(n) \rightarrow q(\infty) \).
Denote by \( R(n) \) the weight function of \( \tau(n) \), and by \( X(n) \) the \( 2 \times 2 \) matrix defined in (8).
Recall that \( r \tau(n), n \in \mathbb{Z}_+ \cup \{ \infty \} \) is an integral operator with kernel given by (13).
From \( q(n) \rightarrow q(\infty) \) and the pointwise convergence of \( x(n) + iy(n) \) we get the pointwise convergence of the integral kernels of \( r \tau(n) \) on \([0, 1)^2\).

The bounds (18) and the conditions on the constants \( c_1, c_2, c_3 \) provide integrable upper bounds for the functions

\[
\text{tr} K_{r \tau(n)}(s, s) = u_0^t R(n)(s) u_1^n = \frac{x(n)(s) - q(n)}{2y(n)(s)},
\]

\[
\text{tr} K_{r \tau(n)}(s, t)^t K_{r \tau(n)}(s, t) = \frac{1}{4} \| X(n)(s \lor t) u_1^n \|^2 \| X(n)(s \land t) u_0^n \|^2
= \frac{1}{4} \left( \frac{|q(n) - x(n)(s \lor t)|^2}{y(n)(s \lor t)^2} + 1 \right) \frac{y(n)(s \lor t)}{y(n)(s \land t)},
\]

on \([0, 1)\) and \([0, 1)^2\), respectively. This shows that condition (10) is satisfied for \( \tau(n) \) for each \( n \in \mathbb{Z}_+ \cup \{ \infty \} \). Moreover, the General Dominated Convergence Theorem (see e.g. Theorem 1.4.19 in [28]) and the point-wise convergence of the kernels lead to (50).

As an immediate consequence we have the following corollary for random Dirac operators.

**Corollary 26.** Suppose that \( \tau(n), n \in \mathbb{Z}_+ \cup \{ \infty \} \) are random Dirac operators built from the processes \( x(n) + iy(n) \), and boundary conditions \( u_0 = [1, 0]^t \) and \( u_1^n = [-q(n), -1] \), with random variables \( q(n) \). Assume that the following conditions are satisfied:

1. \( x(n) + iy(n) \rightarrow x(\infty) + iy(\infty) \) in distribution on \([0, 1)\) with respect to the Skorohod topology.

2. There exists constants \( c_1, c_2 > -1, c_3 > 0 \) satisfying (19), and a sequence of tight positive random variables \( \kappa(n), n \in \mathbb{Z}_+ \cup \{ \infty \} \) so that for \( 0 \leq t < 1 \)

\[
(\kappa(n))^{-1}(1 - [t]_n)^{c_2} \leq y(n)(t) \leq \kappa(n)(1 - [t]_n)^{c_1}, \tag{51}
\]

\[
|q(n) - x(n)(t)| \leq \kappa(n)(1 - [t]_n)^{c_3}. \tag{52}
\]

Then there is a coupling of \( \tau(n), n \in \mathbb{Z}_+ \cup \{ \infty \} \) so that almost surely both \( \| r \tau(n) \rightarrow r \tau(\infty) \|_{HS} \)

and \( |t_{\tau(n)} - t_{\tau(\infty)}| \) converge to 0 as \( n \rightarrow \infty \).

**Proof.** We will show that the quadruple \( (x(n) + iy(n), q(n), r \tau(n), t_{\tau(n)}) \) converges jointly in distribution to \( (x(\infty) + iy(\infty), q(\infty), r \tau(\infty), t_{\tau(\infty)}) \) in the appropriate product space. Since both the space of cadlag functions on \([0, 1)\) under the Skorohod topology and the space of \( L^2 \) bounded integral operators on \( \mathbb{R}^2 \) are separable, the statement follows by Skorohod’s representation theorem (see e.g. Theorem 1.6.7 in [4]).
We have to show that for any subsequence \( n_j, j \in \mathbb{Z}_+ \) we can choose a further subsequence \( n_{j(m)} \) along which the appropriate convergence in distribution holds. By the tightness of \( \kappa^{(n)}, n \in \mathbb{Z}_+ \) we may choose \( n_{j(m)} \) so that \( (x^{(n_{j(m)})} + iy^{(n_{j(m)})}, k^{(n_{j(m)})}) \Rightarrow (x^{(\infty)} + iy^{(\infty)}, k^{(\infty)}) \) with an a.s. finite \( \kappa^{(\infty)} \). Using Skorohod’s representation theorem there is a coupling where this convergence in distribution holds in the a.s. sense with \( x + iy \) converging pointwise on \([0,1]\). We can now use Proposition 25 to conclude that in this coupling the quadruple \( (x^{(n_{j(m)})} + iy^{(n_{j(m)})}, q^{(n_{j(m)})}, r \tau^{(n_{j(m)})}, t \tau^{(n_{j(m)})}) \) converges a.s. to \( (x^{(\infty)} + iy^{(\infty)}, q^{(\infty)}, r \tau^{(\infty)}, t \tau^{(\infty)}) \) in the appropriate product metric. This also implies convergence in distribution along the subsequence \( n_{j(m)} \), finishing the proof.

\[ \square \]

5.2 Probabilistic tools

The following two results will allow us to check the conditions in Corollary 26. The first is a special case of a classical result about the diffusion limit of discrete time Markov chains due to Ethier and Kurtz.

**Proposition 27.** Suppose that for each \( n \in \mathbb{Z}_+ \) the the sequence of pairs of random variables \( Z_k^{(n)} = (v_k^{(n)}, w_k^{(n)}) \), \( 0 \leq k \leq n - 1 \) are independent. For a given \( n \) let \( (x_k^{(n)}, y_k^{(n)}) \), \( 0 \leq k \leq n \) be the solution of the recursion (22) built from \( (v_k^{(n)}, w_k^{(n)}) \), and introduce the notation \( (x^{(n)}(t), y^{(n)}(t)) := (x_{[nt]}^{(n)}, y_{[nt]}^{(n)}). \)

Assume that there exist continuous functions \( a_1, a_2, \sigma_1^2, \sigma_2^2 \) on \([0,1]\) such that

\[
n\mathbb{E}(Z_k^{(n)}) = \begin{pmatrix} a_1(k/n) \\ a_2(k/n) \end{pmatrix} + \text{err}_1(k,n), \tag{53}
\]

\[
n\text{Cov}(Z_k^{(n)}, Z_k^{(n)}) = \begin{pmatrix} \sigma_1^2(k/n) & 0 \\ 0 & \sigma_2^2(k/n) \end{pmatrix} + \text{err}_2(k,n), \tag{54}
\]

and

\[
n\mathbb{E}(|v_k^{(n)}|^4 + |w_k^{(n)}|^4) = \text{err}_3(k,n), \tag{55}
\]

where the error terms satisfy

\[
\limsup_{n \to \infty} \max_{k/n \leq 1 - \delta} |\text{err}_j(k,n)| = 0
\]

for any \( \delta \in (0,1) \), \( 1 \leq j \leq 3 \).

Then \( x^{(n)} + iy^{(n)} \) converges in distribution to \( x + iy \), the solution of the stochastic differential equation

\[
dx = (a_1(t)dt + \sigma_1(t)dB_1)y, \quad dy = (a_2(t)dt + \sigma_2(t)dB_2)y, \quad x(0) = 0, y(0) = 1, \tag{56}
\]

on \([0,1]\) with respect to the Skorohod topology. Here \( B_1 \) and \( B_2 \) are independent standard Brownian motion.
Proof. The proposition follows from Theorem 7.4.1 and Corollary 7.4.2 of [9] (see Section 11.2 in [31] as well).

Our next statement provides a sufficient condition to check the inequality (51) for our models. The proposition is a straightforward extension of Lemma 5 of [26], we do not present the proof here. (See (2.4)-(2.5) of Lemma 5 and also Claim 10 in [26].)

Proposition 28. Let \( \xi_{nk}, 0 \leq k \leq n-1, 1 \leq n \) be a positive triangular array with independent entries for any given \( n \). Define \( y_{nj} = \prod_{k=0}^{j-1} \xi_{nk} \). Assume that there are constants \( \lambda_0 > 0, c_1 \in \mathbb{R} \) and \( c_2, c_3 > 0 \), so that for \( |\lambda| < \lambda_0 \) and \( 0 \leq j \leq n-1 \) we have

\[
\log \mathbb{E}[\exp(\lambda \log y_{nj})] = c_1 \lambda \log (1 - \frac{j}{n}) - c_2 \lambda^2 \log (1 - \frac{j}{n}) + \text{err}_n(j), \tag{57}
\]

where \( |\text{err}_n(j)| \leq c_3 \) for all \( j, n \). Then for any \( \varepsilon > 0 \) small, there exists a sequence of tight positive random variables \( \kappa^{(n)} = \kappa^{(n)}(\varepsilon) \) such that for all \( 0 \leq k \leq n-1 \) we have

\[
(\kappa^{(n)})^{-1}(1 - \frac{k}{n})^{c_1+\varepsilon} \leq y_{nk} \leq (\kappa^{(n)}) (1 - \frac{k}{n})^{c_1-\varepsilon}.
\]

6 Path convergence for the discrete models

In this section, we prove that the driving paths of the operators \( \mathcal{CJ}_{n,\beta,\delta} \) and \( \mathcal{RO}_{2n,\beta,a,b} \) converge in distribution to the driving paths of the operators \( \mathcal{HP}_{\beta,\delta} \) and \( \mathcal{Bess}_{\beta,a} \), respectively. For this we will check that the discrete models satisfy the conditions in Proposition 27.

6.1 Circular Jacobi ensemble

Recall the definition of the distributions \( \Theta(a+1,\delta) \) and \( P_{IV}(m,\mu) \) from Definitions 4 and 10. We also introduce an additional distribution.

Definition 29. For \( s, t > 0 \) let \( B'(s,t) \) denote the ‘beta prime’ distribution on \( (0,\infty) \) that has the probability density function

\[
\frac{\Gamma(s+t)}{\Gamma(s)\Gamma(t)} y^{s-1}(1+y)^{-s-t}.
\]

Note that if \( X_i, i = 1, 2 \) are independent Gamma distributed random variables with density \( \Gamma(\alpha_i)^{-1} x^{\alpha_i-1} e^{-x} \) on \( (0,\infty) \) then \( \frac{X_1}{X_2} \) has \( B'(\alpha_1,\alpha_2) \) distribution, and \( \frac{X_1 X_2}{X_1+X_2} \) has \( \tilde{B}(\alpha_1,\alpha_2) \) distribution.

The following statement follows by a simple change of variables.
**Fact 30.** Suppose that \( \gamma \in \mathbb{C} \) is distributed as \( \Theta(a + 1, \delta) \) with \( a \geq 0 \) and \( \Re \delta > -1/2 \). Define \( w, v \in \mathbb{R} \) with \( \frac{2\gamma}{1 - \gamma} = w - iv \). Then the random variables \( w \) and \( \frac{v}{2+w} \) are independent, and

\[
1 + w \sim B'(\frac{\alpha}{2}, \frac{\alpha}{2} + 2\Re \delta + 1), \quad \frac{v}{2+w} \sim P_{IV}(\frac{\alpha}{2} + \Re \delta + 1, -23\delta).
\]

In the \( \alpha = 0 \) case \( w \) degenerates to \(-1\), and hence \( \frac{v}{2+w} = v \).

We record here the following facts of the beta prime and Pearson type IV distributions.

**Fact 31.** Let \( s, t > 0 \), and \( Y \sim B'(s, t) \). Then for any \(-s < k < t\),

\[
\mathbb{E}[Y^k] = \frac{\Gamma(s+k)\Gamma(t-k)}{\Gamma(s)\Gamma(t)}.
\]

Let \( m > 5/2 \), \( \mu \in \mathbb{R} \), and \( Z \sim P_{IV}(m, \mu) \). Then we have

\[
\mathbb{E}[Z] = -\frac{\mu}{2m-2}, \quad \mathbb{E}[Z^2] = \frac{2m-2+\mu^2}{(2m-2)(2m-3)}, \quad \mathbb{E}[Z^4] = \frac{12(m+(\mu^2-3)/2)^2-2\mu^4-2\mu^2-3}{(2m-5)(2m-4)(2m-3)(2m-2)}.
\]

We are now ready to prove that the driving paths of the operators \( CJ_{n,\beta,\delta} \) converge to the driving path of the operator \( \mathcal{HP}_{\beta,\delta} \).

**Proposition 32.** Fix \( \beta > 0 \) and \( \delta \in \mathbb{C} \) with \( \Re \delta > -1/2 \). Let \( \{\gamma_k^{(n)}, 0 \leq k \leq n-1\} \) be random variables that are independent for a fixed \( n \), and have distributions \( \gamma_k^{(n)} \sim \Theta(\beta(n-k-1)+1, \delta) \). Define \( v_k^{(n)}, w_k^{(n)} \in \mathbb{R} \) via (21) using \( \gamma_k = \gamma_k^{(n)} \), and let \( x_k^{(n)}, y_k^{(n)}, 0 \leq k \leq n \) be the solution of the recursion (22) using \( v_k = v_k^{(n)} \), \( w_k = w_k^{(n)} \). Set \( (x_k^{(n)}(t), y_k^{(n)}(t)) = (x_{[nt]}^{(n)}, y_{[nt]}^{(n)}) \). Let \( \tilde{x} + i\tilde{y} \) be the process defined in Proposition 2. Then \( x_k^{(n)} + iy_k^{(n)} \) converges in distribution to \( \tilde{x} + i\tilde{y} \) on \([0, 1)\) with respect to the Skorohod topology.

**Proof.** Let \( N_\delta = [\frac{2}{\beta}(2-\Re \delta)] \vee 0 \).

Set \( z_k^{(n)} = v_k^{(n)}/(2 + w_k^{(n)}) \). By Fact 30 we have that \( 1 + w_k^{(n)} \) and \( z_k^{(n)} \) are independent with distributions

\[
1 + w_k^{(n)} \sim B'(\frac{\beta}{2}(n-k-1), \frac{\beta}{2}(n-k-1) + 2\Re \delta + 1), \quad z_k^{(n)} \sim P_{IV}(\frac{\beta}{2}(n-k-1) + \Re \delta + 1, -23\delta).
\]

From Fact 31 we get that for \( 0 \leq k \leq n - N_\delta - 1 \)

\[
\mathbb{E}[w_k^{(n)}] = \frac{-4\Re \delta}{\beta(n-k-1) + 16\Re \delta}, \quad \mathbb{E}[w_k^{(n)}^2] = \frac{4\beta(n-k-1) - 8\Re \delta + 16(\Re \delta)^2}{(\beta(n-k-1) + 16\Re \delta)^2},
\]

\[
\mathbb{E}[v_k^{(n)}] = \frac{4\Re \delta}{\beta(n-k-1) + 16\Re \delta}, \quad \mathbb{E}[v_k^{(n)}^2] = \frac{4\beta(n-k-1) + 16\Re \delta + 32(\Re \delta)^2}{(\beta(n-k-1) + 16\Re \delta)^2}.
\]

Moreover, there exists a constant \( c > 0 \) so that for \( 0 \leq k \leq n - N_\delta - 1 \) we have

\[
\left| \mathbb{E}[v_k^{(n)} w_k^{(n)}] + \mathbb{E}[(v_k^{(n)})^4] + \mathbb{E}[(w_k^{(n)})^4] \right| \leq c(n-k)^{-2}.
\]
This means that the conditions (33) and (35) of Proposition 27 are satisfied with the functions
\( a_1(t) = \Im \delta \nu_\beta'(t), \ a_2(t) = -\Re \delta \nu_\beta'(t), \ \sigma_1^2(t) = \sigma_2^2(t) = \nu_\beta'(t) \), with \( \nu_\beta(t) = -\frac{1}{\beta} \log(1-t) \).
Hence the processes \( x^{(n)}(t) + iy^{(n)}(t) \) converge in distribution to the solution of the sde
\[
\begin{align*}
    dx &= \left( \Im \delta \nu_\beta'(t) dt + \sqrt{\nu_\beta'(t)} dB_1 \right) y, \\
    dy &= \left( -\Re \delta \nu_\beta'(t) dt + \sqrt{\nu_\beta'(t)} dB_2 \right) y
\end{align*}
\]
with independent Brownian motions \( B_1, B_2 \) and initial values \( x(0) = 0, y(0) = 1 \). The
distribution of the process in (62) is the same as that of the SDE (28) with the time change 
\( t \rightarrow \nu_\beta(t) \), which is completes the proof of the proposition.

\[\Box\]

### 6.2 Real orthogonal ensemble

Now we turn to the path convergence of the real orthogonal ensemble. By Theorem 7, the
modified Verblunsky coefficients of the real orthogonal ensemble are all real. Hence (21) and
Proposition 33.

**Proposition 33.** Fix \( a, b > -1, \beta > 0 \). Let \( \{\gamma_k^{(2n)}\}, 0 \leq k \leq 2n - 1 \) be random variables
that are independent for a fixed \( n \) with the following distributions: \( \gamma_{2n-1}^{(2n)} = -1 \), and for
\( 0 \leq k \leq 2n - 2 \)
\[
\gamma_k^{(2n)} \sim \begin{cases} 
    \tilde{B}(\frac{\beta}{4}(2n - k + 2a), \frac{\beta}{4}(2n - k + 2b)), & \text{if } k \text{ is even}, \\
    \tilde{B}(\frac{\beta}{4}(2n - k + 2a + 2b + 1), \frac{\beta}{4}(2n - k - 1)), & \text{if } k \text{ is odd}.
\end{cases}
\]

Define \( y^{(2n)}(t) = \prod_{k=0}^{2n-1} \frac{1+\gamma_k^{(2n)}}{1-\gamma_k^{(2n)}} \) for all \( 0 \leq t < 1 \). Let \( \tilde{y} \) be the process defined in Proposition 12. Then \( y^{(2n)}(t) \) converges in distribution to \( \tilde{y} \) on \([0, 1]\) with respect to the Skorohod topology.

**Proof.** We first consider the multiplicative random walk with step size 2 and define \( y_1^{(2n)}(t) := \prod_{k=0}^{2n-1} \frac{1+\gamma_k^{(2n)}}{1-\gamma_k^{(2n)}} \). We will check the conditions in Proposition 27 for \( y_1^{(2n)}(t) \) (with \( x_1^{(2n)}(0) = 0 \)).

If \( y \sim \tilde{B}(s_1, s_2) \) then \( \frac{1+y}{1-y} \sim B'(s_2, s_1) \). Using the moment formulas of Fact 31 one readily checks that with
\[
\begin{align*}
    v_k^{(2n)} &= 0, & \quad w_k^{(2n)} &= \frac{1+\gamma_k^{(2n)}}{1-\gamma_k^{(2n)}}, \\
    \sigma_1^2(t) &= \frac{1+\gamma_k^{(2n)}}{1-\gamma_k^{(2n)}}, & \quad \sigma_2^2(t) &= \frac{1+\gamma_k^{(2n)}}{1-\gamma_k^{(2n)}},
\end{align*}
\]
the conditions (33) and (35) of Proposition 27 are satisfied with \( a_1 = 0, a_2(t) = \frac{4\beta - (2a + 1)}{1-t} \) and \( \sigma_2^2(t) = \frac{8}{\beta(1-t)} \). Hence the limit in distribution of \( y_1^{(2n)}(\cdot) \) exist and it has the
distribution of the strong solution of the diffusion
\[
\begin{align*}
    d\tilde{y} &= \frac{4\beta - (2a + 1)}{1-t} \tilde{y} dt + \sqrt{\frac{8}{\beta(1-t)}} \tilde{y} dB, \\
    \tilde{y}(0) &= 1,
\end{align*}
\]
where \( B \) is a standard Brownian motion.

22
The solution of this SDE has the same distribution as the process \( \tilde{y} \) in Proposition 32. By Fact 31, for \( r > r(x) \), for any \( \beta > \beta_0 \) there is a \( C \in \mathbb{R} \) such that for all \( 0 < \epsilon < c_\beta = \frac{1}{2} (\Re \delta + \frac{1}{2}) \), there exists a sequence of tight random variables \( \kappa(n) = \kappa(n)(\epsilon) \) such that for all \( 0 \leq k \leq n - 1 \),

\[
(\kappa(n))^{-1} (1 - \frac{k}{n})^{c_\delta + \epsilon} \leq y_k(n) \leq \kappa(n) (1 - \frac{k}{n})^{c_\delta - \epsilon}.
\]

Proof. Using the definition of \( y_k(n) \) together with Fact 30 we get that

\[
y_k(n) = \prod_{j=0}^{k-1} (1 + w_k(n)),
\]

where for a fixed \( n \) the random variables \( w_k(n), 0 \leq k \leq n-1 \) are independent with distribution given in (58). By Fact 31 for \( |\lambda| < \Re \delta + 1/2 \) and \( 0 \leq k \leq n - 1 \) we have

\[
\log E[(y_k(n))^\lambda] = \sum_{j=0}^{k-1} \log \left( \frac{\Gamma(s_j(n)^{\lambda}) \Gamma(t_j(n)^{\lambda})}{\Gamma(s_j(n)) \Gamma(t_j(n))} \right),
\]

where \( s_j(n) = \frac{\alpha_j}{2}(n-j-1), t_j(n) = \frac{\alpha_j}{2}(n-j-1) + 2\Re \delta + 1 \). By the asymptotics of the Gamma function for any \( r > 0 \) there is a \( c_r > 0 \) so that

\[
|\log \Gamma(x) - ((x - \frac{1}{2}) \log x + x - \frac{\log 2\pi}{2} - \frac{1}{12} x^{-1})| \leq c_r x^{-2} \quad \text{for } x \geq r.
\]

From this (and some basic Taylor expansion estimates) it follows that \( y_k(n) \) satisfies condition (57) of Proposition 28 with \( c_1 = c_\delta \) and \( c_2 = \frac{2}{\beta} \), and the statement follows by Proposition 28.

Proposition 35. Fix \( \beta > 0, \delta \in \mathbb{C} \) with \( \Re \delta > -1/2 \). Let \( x_k(n) + iy_k(n), 0 \leq k \leq n \) be defined as in Proposition 32. Then for any \( 0 < c' < c_\delta = \frac{4}{\beta} (\Re \delta + \frac{1}{2}) \), there exist tight random constants \( \kappa_1(n) > 0 \) such that

\[
|x_n(n) - x_j(n)| \leq \kappa_1(n) (1 - \frac{j}{n})^{c'} \quad \text{for all } 0 \leq j \leq n - 1.
\]

7 Proofs of the operator limit theorems

We are ready to prove Theorem 14. We will do that by applying Corollary 26 to the processes described in Propositions 32 for this we need to prove the path bounds (51) and (52). This is the content of Propositions 34 and 35 below.

Proposition 34. Fix \( \beta > 0, \delta \in \mathbb{C} \) with \( \Re \delta > -1/2 \). Let \( x_k(n) + iy_k(n), 0 \leq k \leq n \) be defined as in Proposition 32. Then for any \( 0 < \varepsilon < c_\delta = \frac{4}{\beta} (\Re \delta + \frac{1}{2}) \), there exists a sequence of tight random variables \( \kappa(n) = \kappa(n)(\varepsilon) \) such that for all \( 0 \leq k \leq n - 1 \),

\[
(\kappa(n))^{-1} (1 - \frac{k}{n})^{c_\delta + \varepsilon} \leq y_k(n) \leq \kappa(n) (1 - \frac{k}{n})^{c_\delta - \varepsilon}.
\]

Proof. Using the definition of \( y_k(n) \) together with Fact 30 we get that

\[
y_k(n) = \prod_{j=0}^{k-1} (1 + w_k(n)),
\]

where for a fixed \( n \) the random variables \( w_k(n), 0 \leq k \leq n-1 \) are independent with distribution given in (58). By Fact 31 for \( |\lambda| < \Re \delta + 1/2 \) and \( 0 \leq k \leq n - 1 \) we have

\[
\log E[(y_k(n))^\lambda] = \sum_{j=0}^{k-1} \log \left( \frac{\Gamma(s_j(n)^{\lambda}) \Gamma(t_j(n)^{\lambda})}{\Gamma(s_j(n)) \Gamma(t_j(n))} \right),
\]

where \( s_j(n) = \frac{\alpha_j}{2}(n-j-1), t_j(n) = \frac{\alpha_j}{2}(n-j-1) + 2\Re \delta + 1 \). By the asymptotics of the Gamma function for any \( r > 0 \) there is a \( c_r > 0 \) so that

\[
|\log \Gamma(x) - ((x - \frac{1}{2}) \log x + x - \frac{\log 2\pi}{2} - \frac{1}{12} x^{-1})| \leq c_r x^{-2} \quad \text{for } x \geq r.
\]

From this (and some basic Taylor expansion estimates) it follows that \( y_k(n) \) satisfies condition (57) of Proposition 28 with \( c_1 = c_\delta \) and \( c_2 = \frac{2}{\beta} \), and the statement follows by Proposition 28.

Proposition 35. Fix \( \beta > 0, \delta \in \mathbb{C} \) with \( \Re \delta > -1/2 \). Let \( x_k(n) + iy_k(n), 0 \leq k \leq n \) be defined as in Proposition 32. Then for any \( 0 < c' < c_\delta = \frac{4}{\beta} (\Re \delta + \frac{1}{2}) \), there exist tight random constants \( \kappa_1(n) > 0 \) such that

\[
|x_n(n) - x_j(n)| \leq \kappa_1(n) (1 - \frac{j}{n})^{c'} \quad \text{for all } 0 \leq j \leq n - 1.
\]
Proof. Fix $\varepsilon > 0$ so that $c' + 2\varepsilon < c_\delta$. By Proposition \ref{p:1}, there is a sequence of tight random variables $\kappa^{(n)}$ so that \eqref{eq:p:1} holds, and the sequence $\kappa^{(n)}$ is measurable with respect to the sigma-field generated by the random variables $y_k^{(n)}, 0 \leq k \leq n - 1$.

Set $z_k^{(n)} = v_k^{(n)}/(2 + w_k^{(n)})$. Then from \eqref{eq:p:1} we get

$$x_{k+1}^{(n)} = x_k^{(n)} + z_k^{(n)}(2 + w_k^{(n)})y_k^{(n)} = x_k^{(n)} + z_k^{(n)}(y_{k+1}^{(n)} + y_k^{(n)}),$$

and

$$x_{n}^{(n)} - x_{j}^{(n)} = \sum_{k=j}^{n-1} z_k^{(n)}(y_k^{(n)} + y_{k+1}^{(n)}).$$

Introduce

$$A^{(n)} := \max_{0 \leq j \leq \tilde{n}-1} \left| \sum_{k=j}^{\tilde{n}-1} z_k^{(n)}(y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{\tilde{n}})^{-c'},$$

the statement will follow once we show that the sequence $A^{(n)}, n \geq 1$ is tight. We will do that by first separating finitely many terms in the maximum, and then splitting the sum using centered versions of $z_k^{(n)}$.

Set $N_\delta = \lceil 2\delta(4 - 2\varepsilon) \rceil$ \& $\tilde{n} = n - N_\delta - 1$. Note that by Fact \ref{f:1}, the fourth moment of $z_k^{(n)}$ is finite for $j \leq \tilde{n}$. By \eqref{eq:p:1} the distribution of $z_k^{(n)}$ only depends on $n - k$, hence the path bounds \eqref{eq:p:1} on $y_k^{(n)}$ (together with $c_\delta - 2\varepsilon - c' > 0$) imply that the following sequence of random variables is tight:

$$A_0^{(n)} := \max_{\tilde{n}+1 \leq j \leq n-1} \left| \sum_{k=j}^{\tilde{n}-1} z_k^{(n)}(y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{\tilde{n}})^{-c'}. \tag{66}$$

Since the sequence $A_0^{(n)}, n \geq 1$ is tight, it suffices to show the tightness of the following sequence:

$$\tilde{A}^{(n)} := \max_{0 \leq j \leq \tilde{n}} \left| \sum_{k=j}^{\tilde{n}} z_k^{(n)}(y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{\tilde{n}})^{-c'}. \tag{67}$$

We introduce

$$A_1^{(n)} = \max_{0 \leq j \leq \tilde{n}} \left| \sum_{k=j}^{\tilde{n}} \mathbb{E}[z_k^{(n)}](y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{\tilde{n}})^{-c'},$$

$$A_2^{(n)} = \max_{0 \leq j \leq \tilde{n}} \left| \sum_{k=j}^{\tilde{n}} z_k^{(n)}(y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{\tilde{n}})^{-c'},$$

where $\mathbf{X} = X - \mathbb{E}[X]$. Note that $\tilde{A}^{(n)} \leq A_1^{(n)} + A_2^{(n)}$. 
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By (59) and Fact 31 we have

$$\mathbb{E}[z_k^{(n)}] = \frac{2\beta \delta}{\beta(n-k-1) + 2\beta \delta}.$$  

Using the bounds in (64) with $\varepsilon < c_\delta - c'$ we get

$$A_1^{(n)} \leq \max_{0 \leq j \leq \tilde{n}} \left\{ (1 - \frac{j}{n})^{-c'} \left( \sum_{k=j}^{\tilde{n}} 4K^{(n)} (1 - \frac{k}{n})^{c_\delta - \varepsilon} \right) \right\} \leq cK^{(n)}, \quad (68)$$

with a deterministic constant $c$ that only depends on $\delta$ and $\beta$. This shows that the sequence $A_1^{(n)}$, $n \geq 1$ is tight.

Next we turn to the tightness of the sequence $A_2^{(n)}$. Choose $1 < \theta < (c_\delta - \frac{\delta}{2\varepsilon})/c'$. Define

$$m = m^{(n)} = \inf \{ i \in \mathbb{Z}^+ : \theta^i \geq \log((\frac{n}{\delta \varepsilon} + 1) \},$$

$$\sigma_0 = \sigma_0^{(n)} = 0, \quad \sigma_i = \sigma_i^{(n)} = \min(\{ n(1 - e^{-\theta^i}] \), \tilde{n}) \quad \text{for } 1 \leq i \leq m.$$  

Note that $\sigma_0 = 0 \leq \sigma_1 \leq \cdots \leq \sigma_m = \tilde{n}$. In order to bound the tail of $A_2^{(n)}$ we will split the index set of the sums into blocks $\{ \sigma_i, \sigma_i + 1, \cdots, \sigma_{i+1} \}$ to control the term $(1 - j/n)^{-c'}$, and then control the fluctuations within each block. Fix $K > 0$, then we have

$$P(A_2^{(n)} \geq K) \leq \sum_{i=0}^{m-1} P \left( \max_{\sigma_i \leq j \leq \sigma_{i+1}} \left| \sum_{k=j}^{\tilde{n}} z_k^{(n)} (y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{n})^{-c'} \geq K, \kappa^{(n)} \leq \sqrt{K} \right)$$

$$+ P(\kappa^{(n)} > \sqrt{K}). \quad (69)$$

Since $\kappa^{(n)}$ are tight, we have

$$\lim_{K \to \infty} \lim_{n \to \infty} P(\kappa^{(n)} > \sqrt{K}) = 0.$$  

We now estimate the terms in the sum in (69) for each $0 \leq i \leq m - 1$.  We have

$$P \left( \max_{\sigma_i \leq j \leq \sigma_{i+1}} \left| \sum_{k=j}^{\tilde{n}} z_k^{(n)} (y_k^{(n)} + y_{k+1}^{(n)}) \right| (1 - \frac{j}{n})^{-c'} \geq K, \kappa^{(n)} \leq \sqrt{K} \right)$$

$$\leq P \left( \left| \sum_{k=\sigma_i}^{\tilde{n}} z_k^{(n)} (y_k^{(n)} + y_{k+1}^{(n)}) \right| \geq \frac{K}{2} (1 - \frac{\sigma_{i+1}}{n})^{c'}, \kappa^{(n)} \leq \sqrt{K} \right)$$

$$+ P \left( \max_{\sigma_i \leq j \leq \sigma_{i+1}} \left| \sum_{k=\sigma_i}^{j} z_k^{(n)} (y_k^{(n)} + y_{k+1}^{(n)}) \right| \geq \frac{K}{2} (1 - \frac{\sigma_{i+1}}{n})^{c'}, \kappa^{(n)} \leq \sqrt{K} \right).$$

Note that the sequence $\kappa^{(n)}$ is measurable with respect to $y_k^{(n)}, 0 \leq k \leq n$ and $z_k^{(n)}$ are independent of $y_k^{(n)}$. Hence by conditioning on $y_k^{(n)}, 0 \leq k \leq n$, using Doob’s maximal
inequality, and the path bound \((\ref{path_bound})\) we get

\[
P\left( \max_{\sigma_i \leq \sigma_i + 1} \left\{ \sum_{k=\sigma_i}^{\sigma_i+1} \left( y_k^{(n)} + y_{k+1}^{(n)} \right) \right\} \geq \frac{K}{2} \left( 1 - \frac{\sigma_{i+1}}{n} \right)^{c'}, \kappa^{(n)} \leq \sqrt{K} \right) 
\leq \mathbb{E} \left[ 1(\kappa^{(n)} \leq \sqrt{K}) \sum_{k=\sigma_i}^{\sigma_i+1} \frac{4\mathbb{E}\left[ (\hat{z}_k^{(n)})^2 \right]}{K^2 (1 - \sigma_{i+1}/n)^{2c'}} \right] 
\leq \mathbb{E} \left[ 1(\kappa^{(n)} \leq \sqrt{K}) \sum_{k=\sigma_i}^{\sigma_i+1} \frac{16(\kappa^{(n)})^2 \mathbb{E}\left[ (\hat{z}_k^{(n)})^2 \right] (1 - k/n)^{2(c_3 - \varepsilon)}}{K^2 (1 - \sigma_{i+1}/n)^{2c'}} \right] 
\leq \sum_{k=\sigma_i}^{\sigma_i+1} \frac{16\mathbb{E}\left[ (\hat{z}_k^{(n)})^2 \right] (1 - k/n)^{2(c_3 - \varepsilon)}}{K(1 - \sigma_{i+1}/n)^{2c'}}.
\]

Using \((\ref{path_bound})\) and Fact \(31\) one can show that there exists an absolute constant \(c\) such that

\[
\sum_{k=\sigma_i}^{\sigma_i+1} \frac{16\mathbb{E}\left[ (\hat{z}_k^{(n)})^2 \right] (1 - k/n)^{2(c_3 - \varepsilon)}}{K(1 - \sigma_{i+1}/n)^{2c'}} \leq cK^{-1}(1 - \frac{\sigma_{i+1}}{n})^{-2c'}(1 - \frac{\sigma_i}{n})^{2(c_3 - \varepsilon)} \leq cK^{-1}e^{-2\theta'(c_3 - \varepsilon - c')}. \]

Similarly, Chebyshev’s inequality, conditioning, and the path bound \((\ref{path_bound})\) give the upper bound

\[
P\left( \mid \sum_{k=\sigma_i}^{\bar{n}} \hat{y}_k^{(n)} + \hat{y}_{k+1}^{(n)} \mid \geq \frac{K}{2} \left( 1 - \frac{\sigma_{i+1}}{n} \right)^{c'}, \kappa^{(n)} \leq \sqrt{K} \right) \leq cK^{-1}e^{-\theta_i}. \]

This shows that the sum on the right of \((\ref{inequality_1})\) can be bounded from above by

\[
2 \sum_{i=0}^{m} cK^{-1}e^{-\theta_i} \leq c_1K^{-1},
\]

with an absolute constant \(c_1\). This proves the tightness of the sequence \(A_2^{(n)}, n \geq 1\), and completes the proof of the proposition.

Now we have all the pieces for the proof of Theorem \(13\).

**Proof of Theorem 13.** Consider the random variables \(x_k^{(n)} + iy_k^{(n)}, 0 \leq k \leq n\) defined in Proposition \(32\), and define \((x^{(n)}(t), y^{(n)}(t)) := (x_{[nt]}^{(n)}, y_{[nt]}^{(n)})\). Let \(\tilde{x} + i\tilde{y}\) be the process defined in Proposition \(9\). Set \(q^{(n)} = x_{\infty}^{(n)}\) and \(q = \lim_{t \to \infty} \tilde{x}(t)\). Define \(\tau^{(n)}, n \in \mathbb{Z}_+\) using \((x^{(n)} + iy^{(n)}, q^{(n)})\), and \(\tau^{(\infty)}\) using \((\tilde{x} + i\tilde{y}, q)\). Then \(\tau^{(n)} \sim \mathbb{C}J_{\alpha,\beta,\delta}^{n}\) and \(\tau^{(\infty)} \sim \mathbb{H}P_{\beta,\delta}\).

By Propositions \(34\) and \(35\) there exists a tight sequence \(\kappa^{(n)}, n \in \mathbb{Z}_+\) so that the inequalities \((\ref{inequality_2})\) and \((\ref{inequality_3})\) are satisfied for \(n \in \mathbb{Z}_+\) with \(c_1 = c_{\delta} - \varepsilon, c_2 = c_{\delta} + \varepsilon, c_3 = c_{\delta} - \varepsilon\). Here \(c_{\delta} = \frac{4}{\beta}(\Re\delta + 1/2)\) and \(\varepsilon \in (0, \min(c_{\delta}, \frac{1}{2}))\) is arbitrary. By \((\ref{finite_random})\) there is a finite random variable
κ^(∞) so that (51) and (52) are satisfied for \( \tilde{x} + i\tilde{y} \) with the just defined \( c_1, c_2, c_3 \). Together with Proposition 32 this means that the conditions of Corollary 26 are satisfied, and hence the statement of the theorem follows.

The proof of Theorem 16 follows along the same line.

**Proposition 36.** Fix \( \beta > 0, a, b > -1 \). Let \( y_k^{(2n)}, 0 \leq k \leq 2n \) be defined as in Proposition 33. Then for any \( \varepsilon > 0 \) small, there exists a sequence of tight random variables \( \kappa^{(2n)} = \kappa^{(2n)}(\varepsilon) \) such that for all \( 0 \leq k \leq 2n - 1 \),

\[
(k^{(2n)})^{-1}(1 - \frac{k}{2n})^{2a+1+\varepsilon} \leq y_k^{(2n)} \leq k^{(2n)}(1 - \frac{k}{2n})^{2a+1-\varepsilon}.
\]

**Proof.** One can just mimic the steps of the proof of Proposition 34 using the parameters

\[
(s_k^{(2n)}, t_k^{(2n)}) = \begin{cases}
(\frac{\beta}{4}(2n - k + 2a), \frac{\beta}{4}(2n - k + 2b)) & \text{if } k \text{ is even}, \\
(\frac{\beta}{4}(2n - k + 2a + 2b + 1), \frac{\beta}{4}(2n - k - 1)) & \text{if } k \text{ is odd},
\end{cases}
\]

and \( c_1 = 2a + 1, c_2 = \frac{4}{\beta} \).

**Proof of Theorem 16.** Consider the random variables \( y_k^{(2n)}, 0 \leq k \leq n \) defined in Proposition 33 and define \((x^{(2n)}(t), y^{(2n)}(t)) := (0, y^{(2n)}_{2nt})\). Let \( \tilde{y} \) be the process defined in Proposition 12 and set \( \tilde{x} = 0 \). Set \( q^{(2n)} = q = 0 \), and define \( \tau^{(2n)}, n \in \mathbb{Z}_+ \) using \((x^{(2n)} + i y^{(2n)}, q^{(2n)})\), and \( \tau^{(\infty)} \) using \((\tilde{x} + i \tilde{y}, q)\). Then \( \tau^{(2n)} \sim \text{RO}_{2n, \beta, a, b} \) and \( \tau^{(\infty)} \sim \text{Bess}_{\beta, a} \).

By Propositions 36 there exists a tight sequence \( \kappa^{(2n)}, n \in \mathbb{Z}_+ \) so that the inequalities (51) and (52) are satisfied for \( n \in \mathbb{Z}_+ \) with \( c_1 = 2a + 1 - \varepsilon, c_2 = 2a + 1 + \varepsilon, c_3 = \max(c_1, 1) \). (Note that since \( x^{(2n)} = q^{(2n)} = 0 \) the inequality (52) holds for any positive \( c_3 \).) Here \( \varepsilon \in (0, \frac{1}{2}) \) is chosen so that \( c_1 > -1 \). By the sublinearity of Brownian motion there is a finite random variable \( \kappa^{(\infty)} \) so that (51) and (52) are satisfied for \( \tilde{x} + i \tilde{y} \) with the just defined \( c_1, c_2, c_3 \). Together with Proposition 33 this means that the conditions of Corollary 26 are satisfied, and hence the statement of the theorem follows.

**8 Proofs of the theorems related to the limiting operators**

In this section we provide the proofs for our results on the properties and characterizations of the limiting point processes and random analytic functions arising from the circular Jacobi \( \beta \)-ensemble and the real orthogonal \( \beta \)-ensemble (Theorems 18, 19, 22 and 23).
8.1 Simple transformations of Dirac operators

For some of our results it will be more convenient to consider Dirac operators that live on $(0, 1]$, with a potential limit point at 0. (In fact this is the framework used in [35].) In order to do this, the framework introduced in Section 2.1 has to be extended to also include the following setup (we call this the reversed framework):

a) Both the generating path $x + iy$ and the weight function $R$ (defined via (8)) are defined on $(0, 1]$. The operator $\tau$ in (7) acts on $(0, 1] \rightarrow \mathbb{R}^2$ functions.

b) In Assumption 1 the first integral condition is replaced with $\int_0^1 \|R(s)u_0\|ds < \infty$.

Otherwise we have the same assumptions: $x + iy$ is measurable and locally bounded on its domain, the boundary conditions $u_0, u_1$ satisfy (9). Then $\tau$ is self-adjoint on the domain $\text{dom}(\tau)$ given by (11), its inverse is a Hilbert-Schmidt integral operator with the kernel given in (12). The operator $\tau$, the integral trace $t_\tau$, and the secular function $\zeta_\tau$ can be defined the same way as before (see Section 2.1).

There is a simple way to move between the two frameworks. Introduce the time reversal operator $\rho f(t) := f(1 - t)$ acting on functions defined on $[0, 1)$ or $(0, 1]$. Let $\iota : \mathbb{H} \rightarrow \mathbb{H}$ be defined as the reflection $x + iy \rightarrow -x + iy$, and set

\[ S = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]

If a weight function $R$ is generated by the path $z = x + iy$, then $SRS$ is the weight function corresponding to the path $\iota z$.

The statements of the following two lemmas are contained in Lemma 36 of [35].

**Lemma 37 ([35]).** Assume that the Dirac operator $\tau = \text{Dir}(R, u_0, u_1)$ satisfies the assumptions (9) and (10) with boundary conditions $u_0, u_1$, weight function $R$, and generating path $z = x + iy$. Then the operator $\rho^{-1}S\tau S\rho$ satisfies the assumptions of the reversed framework with boundary conditions $-u_1, -u_0$, weight function $\rho SRS$, and generating path $\iota \rho z$. The operators $\tau$ and $\rho^{-1}S\tau S\rho$ are orthogonally equivalent in the respective $L^2$ spaces, they have the same integral traces and secular functions.

**Lemma 38 ([35]).** Let $Q$ be a $2 \times 2$ orthogonal matrix with determinant 1. Let $Q : \overline{\mathbb{H}} \rightarrow \overline{\mathbb{H}}$ be the corresponding linear isometry of $\overline{\mathbb{H}}$ mapping $z \in \mathbb{H}$ to the ratio of the entries of $Q[z, 1]^t$.

Suppose that the Dirac operator $\tau$ satisfies the assumptions (9) and (10) with boundary conditions $u_0, u_1$ and generating path $x + iy$. Then the operator $Q\tau Q^{-1}$ also satisfies the same assumptions, with boundary conditions $Qu_0, Qu_1$ and generating path $Q(x + iy)$. The two operators are orthogonally equivalent, they have the same integral traces and secular functions. The same statement holds if $\tau$ satisfies the assumptions of the reversed framework.
8.2 Proofs of the theorems related to $\mathbb{HP}_{\beta,\delta}$

Our first step is to produce a unitary equivalent form of the operator $\mathbb{HP}_{\beta,\delta}$ where the driving path is independent of the boundary conditions. In order to do that, we use the following factorization lemma for the diffusion (28). This is a generalization of Proposition X.3.1 in [13] which treats the $\delta = 0$ case, i.e. the hyperbolic Brownian motion.

We recall that in the Poincaré half plane model of the hyperbolic plane the isometries are of the form $z \to \frac{az + b}{cz + d}$ with $a, b, c, d \in \mathbb{R}$ and $ad - bc \neq 0$. For $r \in \mathbb{R}$ we set

$$T_r(z) = \frac{rz + 1}{r - z}.$$  (70)

$T_r$ is the hyperbolic rotation about the point $i$ taking $r$ to $\infty$ and $\infty$ to $-r$.

**Theorem 39.** Fix $\delta \in \mathbb{C}$ with $\Re \delta > -1/2$. Consider the diffusion $w = x + iy$ defined in (28), and denote by $w_\infty$ the a.s. limit as $t \to \infty$. Then the process $\tilde{w}_t = T_{w_\infty}w_t$ satisfies the diffusion

$$d\tilde{w} = \Im \tilde{w}(d\tilde{Z} + i(1 + \bar{\delta})dt), \quad \tilde{w}_0 = i.$$  (71)

where $\tilde{Z}$ is standard complex Brownian motion.

Moreover, if a process $\tilde{w}$ satisfies the SDE (71), and $q$ is a random variable with distribution $P_{IV}(\Re \delta + 1, -2\Im \delta)$ then the process $x_t + iy_t = T_q^{-1}\tilde{w}_t$ satisfies the SDE (28) with $B_1, B_2$ being independent copies of standard Brownian motion.

**Proof.** By Theorem 11 the distribution of $w_\infty$ is given by $P_{IV}(\Re \delta + 1, -2\Im \delta)$. The SDE (28) is invariant under affine transformations of the form $z \to a + bz$ with $a \in \mathbb{R}, b > 0$. Hence for $a \in \mathbb{R}, b > 0$ the solution of (28) with initial condition $a + ib$ will converge in distribution to $a + bw_\infty$ where $w_\infty \sim P_{IV}(\Re \delta + 1, -2\Im \delta)$. Now using either Doob’s $h$-transform or the technique of enlargement of filtrations (c.f. [27], or [21]) one can show that for a given $r \in \mathbb{R} \cup \{\infty\}$ the process $w$ conditioned on the event $\{w_\infty = r\}$ satisfies the diffusion

$$dz^{(r)} = \Im z^{(r)} \left( dZ + i(1 + \bar{\delta})\frac{z^{(r)} - r}{z^{(r)} - \bar{z}^{(r)}} dt \right), \quad z^{(r)}(0) = i.$$  (72)

Here $Z$ is a standard complex Brownian motion, and in the $r = \infty$ case the $\frac{z^{(r)} - r}{z^{(r)} - \bar{z}^{(r)}}$ term in the drift is replaced by the constant one. In particular, $z^{(\infty)}$ has the same distribution as the process $\tilde{w}$ from (71), and it hits $\infty$ with probability one. Using Ito’s formula one can readily check that for $r \in \mathbb{R}$ the rotated process $\tilde{w}^{(r)} = T_r(z^{(r)}) = \frac{rz^{(r)} + 1}{r - z^{(r)}}$ satisfies the SDE (71), in particular, its distribution does not depend on $r$. This shows that the rotated process $t \to T_{w_\infty}w_t$ has the same distribution as $\tilde{w}$ from (71), and that it is independent of $w_\infty$. Using $w_\infty \sim P_{IV}(\Re \delta + 1, -2\Im \delta)$ the second half of the theorem follows as well. \hfill \qed
We will now construct a reversed and transformed version of $\mathbb{H}_\beta,\delta$. Let $B_1, B_2$ be independent two-sided real Brownian motion. Consider the two-sided version of $x + iy$ from (28) defined using $B_1, B_2$, i.e.,

$$y_s = e^{B_2(s) - (\Re \delta + 1)s}, \quad x_s = \begin{cases} -\int_0^s y(t)dB_1 - \Im \delta \int_0^s y(t)dt & s \leq 0, \\ \int_0^s y(t)dB_1 + \Im \delta \int_0^s y(t)dt & s \geq 0. \end{cases}$$  \tag{73}$$

We also introduce the time change

$$u_\beta(t) = -v_\beta(1 - t) = \frac{4}{\beta} \log t.$$

**Definition 40.** Let $q$ be a random variable with distribution $P_{IV}(1 + \Re \delta, -2\Im \delta)$ independent of $B_1, B_2$. Set $\hat{x}(t) + i\hat{y}(t) = x(u_\beta(t)) + iy(u_\beta(t))$ for $t \in (0, 1]$. Define the reversed and transformed version of the $\mathbb{H}_\beta,\delta$ operator as

$$\tau^{\mathbb{H}}_{\beta,\delta} = \text{Dir}(\hat{x} + i\hat{y}, u_0, u_1),$$

where $u_0 = [1, 0]^t; u_1 = [-q, -1]^t$.

In this section we will use the simplified notation $\tau_{\beta,\delta}$ for $\tau^{\mathbb{H}}_{\beta,\delta}$, and denote the secular function of $\tau_{\beta,\delta}$ by $\zeta_{\beta,\delta}$.

**Lemma 41.** The operator $\tau_{\beta,\delta}$ is orthogonal equivalent to an operator which has the same distribution as the $\mathbb{H}_\beta,\delta$ operator. In particular, the random analytic function $\zeta_{\beta,\delta}$ has the same distribution as $\zeta^{\mathbb{H}}_{\beta,\delta}$.

**Proof.** Recall the transformations $\iota, S$ and $\rho$ defined in and around Lemma 37. Let $T_q$ be the hyperbolic rotation defined in (70). Consider the Dirac operator

$$\tilde{\tau} = \rho^{-1} S \text{Dir}(T_q(\hat{x} + i\hat{y}), T_q u_0, T_q u_1) S \rho = \text{Dir}(\rho \iota T_q(\hat{x} + i\hat{y}), -T_q u_1, -T_q u_0).$$

Here we identify the boundary condition $u = [a, b]^t$ with its projection $a/b$ onto the real axis so that $T_q u_0, T_q u_1$ are well defined:

$$-T_q u_1 = \infty, \quad -T_q u_0 = q.$$

By Lemmas 37 and 38 the operator $\tilde{\tau}$ is orthogonal equivalent to $\tau_{\beta,\delta}$, hence we just have to show that $\tilde{\tau}$ has the same distribution as $\mathbb{H}_\beta,\delta$.

Note that $T_q = T_q^{-1}$ and $-q \sim P_{IV}(\Re \delta + 1, 2\Im \delta)$. From the definition (73) it follows that the reversed process $(x_{-s} + iy_{-s}), s \geq 0$ satisfies the SDE (71) with drift $i(1 + \delta)$ in place of $i(1 + \tilde{\delta})$. Hence by Theorem 39, the process $T_q(x_{-s} + iy_{-s}), s \geq 0$ satisfies the SDE

$$dw = \Im w(dZ - i\tilde{\delta}ds), \quad w(0) = i,$$
with standard complex Brownian motion $Z$, and the path converges to $T_q \infty = -q$ as $s \to \infty$. From this it follows that

$$
\rho T_q(x u(\cdot) + iy u(\cdot)) = \rho (x_{u(\cdot)} + iy_{u(\cdot)}) = (x_{v_\beta(\cdot)} + iy_{v_\beta(\cdot)}),
$$
with $\lim_{t \to 1} \rho T_q(x u(t) + iy u(t)) = q$. This shows that the driving path and boundary conditions of $\tilde{\tau}$ match up (in distribution) with the corresponding ingredients of the $\mathbb{HP}_{\beta,\delta}$ operator, proving the statement of the lemma.

The independence of the boundary point and the driving path in the reversed operator $\tau_{\beta,\delta}$ allows us to prove Theorem [22]. Our proof follows the proof of Theorem 1 of [35], which can be considered the $\delta = 0$ case of our theorem.

**Proof of Theorem 22.** By Lemma [41] the random analytic function $\zeta_{\beta,\delta}$ has the same distribution as $\zeta_{\mathbb{HP}_{\beta,\delta}}$. Hence we can work with the reversed operator $\tau_{\beta,\delta}$, and prove the statements of the theorem for $\zeta_{\beta,\delta}$.

By Proposition 13 in [35] the secular function of $\tau_{\beta,\delta}$ can be characterized as follows. Let $R(t)$ be the weight function built from the driving path of the reversed $\tau_{\beta,\delta}$ operator according to (8). Then there exists a unique function $H : (0, 1] \times \mathbb{C} \mapsto \mathbb{C}^2$ so that for every $z \in \mathbb{C}$ the function $H(t, z)$ solves the ODE

$$
J \frac{d}{dt} H(t, z) = z R(t) H(t, z), \quad \lim_{t \to 0} H(t, z) = u_0 = [1, 0]^t.
$$
(74)
The secular function $\zeta_{\beta,\delta}$ can be obtained from $H$ using the formula $\zeta_{\beta,\delta}(z) = [1, -q]H(1, z)$.

Consider the process $X_u = \begin{pmatrix} 1 & -x_u \\ 0 & y_u \end{pmatrix}$, $u \leq 0$, where $x_u + iy_u$ is defined in (73). Define $\mathcal{H}_u(z) = X_u H(t(u), z)$ with $t(u) = e^{\beta u}$ being the inverse of $u(t) = \frac{4}{\beta} \log t$. Since $X_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, we have $\zeta_{\beta,\delta}(z) = [1, -q]\mathcal{H}_0(z)$. A direct computation using Itô’s formula shows that $\mathcal{H}_u$ solves the SDE (11). To be precise, one first has to consider approximations of $\mathcal{H}_u$ that are defined on $[\varepsilon, 1]$, for this one has to use the approximation method introduced in Propositions 20 and 43 in [35]. A simple extension of those arguments also shows the characterization of $\mathcal{H}_u(z)$ as the unique solution of (11) with the conditions given.

Now write $\mathcal{H}_u = [A_u, B_u]^t$. The functions $A_u, B_u$ are entire functions on $\mathbb{C}$, we denote their Taylor coefficients at 0 by $A_u^{(n)}, B_u^{(n)}$. Since the SDE system (11) depends analytically on its parameter $z$, Itô’s formula can be applied to get SDEs for derivatives in this parameter as well, see e.g. Section V.7 of [21]. Differentiating (11) $n$ times in $z$ and considering $z = 0$
shows that the Taylor coefficients $A^{(n)}$, $B^{(n)}$ satisfy the following system of SDEs
\[
\begin{align*}
    dB^{(n)} &= B^{(n)} dB_2 - \Re \delta B^{(n)} du - \frac{\beta}{8} e^{\beta u/4} A^{(n-1)} du, \\
    dA^{(n)} &= -B^{(n)} dB_1 - \Im \delta B^{(n)} du + \frac{\beta}{8} e^{\beta u/4} B^{(n-1)} du,
\end{align*}
\]
with initial conditions $B^{(0)} \equiv 0$, $A^{(0)} \equiv 1$. Mimicking the proof of Propositions 45 and 47 in [35] one can prove that the solution of the above system exist, and it is given by equations (42), (43).

Using the SDE characterization of $\zeta_{\beta,\delta}^{\HP}$ given in Theorem 22 we are able to prove Theorem 18.

**Proof of Theorem 18.** As in the proof of Theorem 22 we work with the operator $\tau_{\beta,\delta}$. The spectrum of this operator has the same distribution as the $\HP_{\beta,\delta}$ process.

Consider the random analytic function valued processes $A_u$, $B_u$ introduced in the proof of Theorem 22. Recall that $\zeta_{\beta,\delta} = [1, -q] H_0 = A_0 - q B_0$, with $q$ given in the definition of $\tau_{\beta,\delta}$, see Definition 40.

We introduce the structure function $E(u, z) = A_u(z) - i B_u(z)$, note that this can also be expressed as $[1, -i] H(u, z)$ with $H_u$ defined in the proof of Theorem 22. For $\lambda \in \mathbb{R}$ we define $2 \log E(u, \lambda) = L_{\lambda}(u) + i \alpha_{\lambda}(u)$ with $L_{\lambda}, \alpha_{\lambda} \in \mathbb{R}$, where for each $u \in \mathbb{R}$ the function is chosen so that it is continuous in $\lambda$ and $\alpha_0(u) = 0$. (This is possible because $H_u(z)$ is continuous in $z$ and it is never equal to $[0, 0]^t$.) By (41) and Itô’s formula we get
\[
    d\alpha_{\lambda} = \lambda^2 e^{\frac{\beta}{4} u} du + \Re [(e^{-i \alpha_{\lambda}} - 1)(dZ - i \delta du)], \quad \alpha_{\lambda}(-\infty) = 0. \tag{75}
\]
The process $\psi_{\lambda}(t) = \alpha_{\lambda}(u(t))$ with $u(t) = \frac{1}{\beta} \log t$ satisfies the SDE (36), and simple coupling arguments show that it is the unique solution of (36) with the conditions given in Theorem 18. (See e.g. [19] for more details in the $\delta = 0$ case.)

Set $\theta = -2 \arccot q$. By the comment following Theorem 11 we have $e^{i \theta} \sim \Theta(1, \delta)$, and $\theta$ is independent of the complex Brownian motion $Z$ in (75). The eigenvalues of $\tau_{\beta,\delta}$ are given by the zeros of $\zeta_{\beta,\delta}$. By definition we have $\zeta_{\beta,\delta}(\lambda) = 0$ if and only if $E(0, \lambda)$ is a real multiple of $q - i$, or equivalently $\alpha_{\lambda}(0) = \psi_{\lambda}(1) = 2 \log(q - i) = \theta \mod 2 \pi$. Using $\text{spec}(\tau_{\beta,\delta}) \equiv \HP_{\beta,\delta}$ finishes the proof.

Now we turn to the proof of Theorem 19. We first isolate the statements regarding the SDE (38) in a separate lemma.

**Lemma 42.** The SDE system (38) has a unique strong solution on $t \in [0, \infty)$, $\lambda \in \mathbb{R}$. With probability one the process $\lambda \rightarrow \alpha_{\lambda}(t)$ is increasing for all $t > 0$. For each $\lambda \in \mathbb{R}$ the limit
\[ \lim_{t \to \infty} \frac{1}{2\pi} \alpha_{\lambda}(t) \text{ exists almost surely and it is an integer. Moreover, if } \beta \leq 4(\Re \delta + \frac{1}{2}) \text{ and } \lambda > 0 \text{ then a.s. } \frac{1}{2\pi} \alpha_{\lambda}(t) \text{ converges to an integer from above.} \]

Note that for \( \delta = 0 \) these statements were proved in Theorem 7 and Proposition 9 of [32].

**Proof.** The fact that the system (38) has a unique strong solution follows from standard theory, the monotonicity property is a consequence of the monotone dependence of the drift function of the parameter \( \lambda \).

For a fixed \( \lambda \in \mathbb{R} \) the process \( \alpha_{\lambda} \) solves the SDE

\[ d\alpha_{\lambda} = \frac{\lambda \beta}{4} e^{-\beta t/4} dt + (\Im \delta (\cos \alpha_{\lambda} - 1) - \Re \delta \sin \alpha_{\lambda}) dt + 2 \sin \left( \frac{\alpha_{\lambda}}{2} \right) dW, \quad \alpha_{\lambda}(0) = 0, \quad (76) \]

where \( W \) is a standard real Brownian motion depending on \( \lambda \).

For \( \lambda = 0 \) we have \( \alpha_{\lambda}(t) = 0 \). It is sufficient to show the statement for \( \lambda > 0 \), since \( -\alpha_{-\lambda} \) solves the same SDE as \( \alpha_{\lambda} \) with \( \tilde{\delta} \). From the monotonicity in \( \lambda \) it follows that for \( \lambda > 0 \) we have \( \alpha_{\lambda}(t) > 0 \) for \( t > 0 \) almost surely, and if \( t_0 > 0, m \in \mathbb{Z} \) then on the event \( \alpha_{\lambda}(t_0) > 2m\pi \) one has \( \alpha_{\lambda}(t) > 2m\pi \) for all \( t > t_0 \) with probability one. (See Proposition 9 in [32] for the proof of these statements in the \( \delta = 0 \) case.)

Fix \( \lambda > 0 \), and introduce the diffusion

\[ X(t) = \begin{cases} 
  \log(\tan(\alpha_{\lambda}(t)/4)), & \text{if } \alpha_{\lambda}(t) \in [4k\pi, (4k + 2)\pi), \\
  -\log(-\tan(\alpha_{\lambda}(t)/4)), & \text{if } \alpha_{\lambda}(t) \in [(4k + 2)\pi, (4k + 4)\pi). 
\end{cases} \]

By Itô’s formula, this diffusion satisfies the SDE

\[ dX = \frac{\lambda \beta}{8} e^{-\beta t/4} \cosh X dt + (\Im \delta (\cos \alpha_{\lambda} - 1) - \Re \delta \sin \alpha_{\lambda}) \tanh X dt + \Im \delta \sech X dt + dW, \quad X(0) = -\infty, \quad (77) \]

with a \( W \) standard Brownian motion that is a simple transformation of the \( W \) from (76).

Note that the diffusion might blow up to \( \infty \) in finite time, in which case it restarts immediately from \( -\infty \). To prove the convergence statement for \( \frac{1}{2\pi} \alpha_{\lambda}(t) \) we need to show that with probability one \( \lim_{t \to \infty} X(t) \) exists and it is an element of \( \{-\infty, \infty\} \). This can be proved with fairly straightforward coupling arguments, we will only give a sketch of the proof.

For given \( t_0 > 0, x \in \mathbb{R} \) we can consider the solution of (77) on \( [t_0, \infty) \) with \( X(t_0) = x \).

We denote the distribution of the process by \( P_{t_0,x} \).

Denote the drift term in the SDE (77) by

\[ R(x, t) = \frac{\lambda \beta}{8} e^{-\beta t/4} \cosh x + (\Im \delta + \frac{1}{2}) \tanh x - \Im \delta \sech x. \]

Note that when \( |x| \leq 2M \), the function \( |R(x, t)| \) could be bounded from above by a constant \( c = c(M, \delta, \beta, \lambda) \) that is independent of \( t \). By coupling \( R \) with a Brownian motion with drift
c, it follows that for any fixed $M > 0$ there is an $\varepsilon \in (0, 1)$ so that
\[
\sup_{t_0 > 0, |x| \leq M} P_{t_0, x} \left( |X(t)| \leq M \text{ for all } t \in [t_0, t_0 + 1] \right) \leq 1 - \varepsilon.
\]
Using the strong Markov property it now follows that for any $t_0 > 0$, $x \in [-M, M]$ we have
\[
P_{t_0, x} (|X(t)| \leq M \text{ for all } t \geq t_0) = 0. \tag{78}
\]
We will show that there is a positive constant $c_1$, so that
\[
\lim_{M \to \infty} \inf_{t_0 \geq c_1 M} P_{t_0, x} \left( \lim_{t \to \infty} X(t) \in \{-\infty, \infty\} \right) = 1. \tag{79}
\]
This statement together with (78) implies that with probability one $\lim_{t \to \infty} X(t) \in \{-\infty, \infty\}$.

Fix $x \geq M$, $t_0 > 0$. For any fixed $0 < c_+ < \Re \delta + \frac{1}{2}$, we could choose $M$ large so that $R(x, t) \geq c_+$ for all $x \geq M/2, t \geq 0$. Under the distribution $P_{t_0, x}$, the coupling
\[
X(t) - M \geq W_{c_+}(t_0, t) := W(t) - W(t_0) + c_+(t - t_0)
\]
holds on $[t_0, \sigma]$ where
\[
\sigma := \inf_{t \geq t_0} \{ X(t-) = \infty \text{ or } W_{c_+}(t_0, t) \leq -M/2 \}.
\]
Since $c_+ > 0$, the random variable $-\inf_{t \geq t_0} W_{c_+}(t_0, t)$ is distributed as an exponential random variable with parameter $2c_+$ (see e.g. [22]). Thus,
\[
P_{t_0, x}(W_{c_+}(t_0, t) > -\frac{M}{2}, \forall t \geq t_0) = 1 - e^{-c_+ M}.
\]
Using the sublinearity of Brownian motion we get that
\[
\inf_{t_0 > 0, x \geq M} P_{t_0, x} \left( \lim_{t \to \infty} X(t) = \infty \text{ or } X(t) \text{ blows up in finite time} \right) \geq 1 - e^{-c_+ M}. \tag{80}
\]
Next we fix the constants $c_-, c_2$ with $0 < c_- < c_2 < \min\{\Re \delta + \frac{1}{2}, \frac{\beta}{4}\}$, and fix $t_0 \geq 2c_2^{-1} M, x_0 \leq -M$. The bound $R(x, t) \leq -c_-$ holds in the region
\[
\mathcal{R} := \{(t, x) : -M/2 \geq x \geq -c_2 t, t \geq t_0 \},
\]
if $M$ is larger than a fixed constant that only depends on $\lambda, \delta$ and $\beta$. Thus under $P_{t_0, x_0}$ we can couple $X(t) - x_0$ on $[t_0, \infty)$ from above with the process
\[
W_{-c_-}(t_0, t) := W(t) - W(t_0) - c_-(t - t_0),
\]
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on the event that \((t, -M + W_{c-}(t_0, t))\) stays in the region \(\mathcal{R}\). Note that by our assumption \((t_0, -M + W_{c-}(t_0, t_0)) \in \mathcal{R}\). Note that both

\[
\sup_{t \geq t_0} W_{c-}(t_0, t) \quad \text{and} \quad -\inf_{t \geq t_0} W_{c-}(t_0, t) + c_2(t - t_0)
\]

are exponentially distributed, with parameters \(2c_-\) and \(2(c_2 - c_-)\), respectively. Hence the probability of \((t, -M + W_{c-}(t_0, t))\) not staying in the region \(\mathcal{R}\) is exponentially small in \(M\). Since \(-M + W_{c-}(t_0, t)\) converges to \(-\infty\) as \(t \to \infty\), we get

\[
\lim_{M \to \infty} \inf_{t_0 > 2c_-^{-1}M} \inf_{x_0 \leq -M} P_{t_0, x_0}(\lim_{t \to \infty} X(t) = -\infty) = 1. \tag{81}
\]

From (80) and (81), we get (79), which implies that a.s. \(X\) converges to either \(\infty\) or \(-\infty\).

In the case \(\beta \leq 4(\Re \delta + \frac{1}{2})\), the \(\mathcal{H}_{\beta, \delta}\) operator is limit point at \(t = 1\). In this case, for \(\lambda > 0\) one can show that the limit of \(X(t)\) has to be \(-\infty\). This generalizes Theorem 7 of [32] which proves the statement for \(\delta = 0\). The idea is that for any fixed \(\delta\) with \(\Re \delta + 1/2 > 0\) one can choose \(M\) large so that the term \(-3\delta \sech x\) in \(R(x, t)\) is negligible on the event \(\{X(t) \geq M \text{ for } t \geq t_0\}\). After dropping that term, one can just mimic the proof of the \(\delta = 0\) case from Theorem 7 of [32]. This proves that a.s. \(X\) converges to \(-\infty\) when \(\beta \leq 4(\Re \delta + \frac{1}{2})\) and hence a.s. \(\alpha_\lambda\) converges from above for any fixed \(\lambda > 0\).

We now have all the ingredients to prove Theorem 19.

**Proof of Theorem 19.** The statements about the SDE (38) are proved in Lemma 42. The rest of the proof will follow along the lines of the proof of Theorem 26 in [34], where the \(\delta = 0\) case is handled.

Consider the operator \(\mathcal{H}_{\beta, \delta}\) defined in Proposition 9. Let \(v = v_\lambda = [v_1, v_2]^t\) be the solution of the differential equation \(\mathcal{H}_{\beta, \delta}v = \lambda v\) with \(v(0) = [1, 0]^t\). Then the ratio of the two components \(r_\lambda(t) = \frac{v_1(\lambda, t)}{v_2(\lambda, t)}\) satisfies the ODE

\[
r'_{\lambda} = \frac{\lambda y^2 + (\tilde{x} - r_{\lambda})^2}{2y}, \tag{82}
\]

with initial condition \(r_\lambda(0) = \infty\). Consider the hyperbolic angle \(\tilde{\alpha}_\lambda = \tilde{\alpha}_{\lambda, \delta}\) between the points \(\infty, \tilde{x} + i y, r_\lambda\), this is given by \(\tilde{\alpha}_\lambda = 2 \arccot\left(\frac{\tilde{x} - r_{\lambda}}{y}\right)\). More precisely, we can define a “lifted” version of this function on \(\mathbb{R}\) that is continuous in \(\lambda\) and \(t\), satisfies \(\tilde{\alpha}_\lambda(0) = 0\) and \(\cot(\tilde{\alpha}_\lambda/2) = \frac{\tilde{x} - r_{\lambda}}{y}\).

By Itô’s formula, together with a change of variable \(\alpha_\lambda(t) = \tilde{\alpha}_{\lambda, \delta}(e^{-\beta t/4})\), we get the SDE system

\[
d\alpha_\lambda = \lambda^2_\alpha e^{-\beta^2 t/4} dt + \Re[(e^{-i\alpha_\lambda} - 1)(dZ - i\delta dt)], \quad \alpha_\lambda(0) = 0.
\]
Let $N(\lambda)$ be the right-continuous version of the limit $\lim_{t \to \infty} \frac{1}{2\pi} \alpha_\lambda(t)$. It remains to prove that $N(\cdot)$ has the same distribution as the counting function of the spectrum of the $\text{HP}_{\beta,\delta}$ operator. The proof relies on the oscillation theory of Dirac operators, see Section 4 in [34], and it can be done exactly the same way as in Theorem 26 in [34]. The only ingredients that are needed to cover the general $\Re \delta + 1/2 > 0$ case are the following: (1) the right endpoint of the $\text{HP}_{\beta,\delta}$ operator is limit point if $\beta \leq 4(\Re \delta + 1/2)$ and limit circle otherwise (see Proposition 31 in [34]), and (2) for $\beta \leq 4(\Re \delta + 1/2)$ in the $\lambda > 0$ case $\alpha_\lambda(t)$ converges to its limit from above a.s. by Lemma 42.

**8.3 Proofs of the theorems related to $\text{Bess}_{\beta,a}$**

**Proof of Theorem 23.** It will be more convenient to work with a time reversed version of the operator $\text{Bess}_{\beta,a}$. Let $y(u) = \exp(-\frac{\beta}{4}(2a+1)u + B(2u))$ and $\hat{y}(t) = y(u(\bar{t}))$ with $u(t) = \frac{4}{\beta} \log t$. We consider the reversed Dirac operator

$$\tau_{\beta,a}^R = \text{Dir}(i\hat{y}(t), u_0, u_1), \quad t \in (0,1],$$

where $u_0 = [1,0]^t, u_1 = [0,-1]^t$. Within this proof we use the simplified notation $\tau_{\beta,a}$ for $\tau_{\beta,a}^R$, and denote the secular function of $\tau_{\beta,a}$ by $\zeta_{\beta,a}$. By the symmetry of $\text{Bess}_{\beta,a}$, Lemmas 37 and 38, we have

$$\rho \int_{\tau_{\beta,a}} J \rho^{-1} \frac{d}{d\beta} = \text{Bess}_{\beta,a}.$$

Hence $\tau_{\beta,a}$ is orthogonal equivalent to $\text{Bess}_{\beta,a}$, its eigenvalues have the same law of the $\text{Bess}_{\beta,a}$ process, and $\zeta_{\beta,a}^R$ has the same distribution as $\zeta_{\beta,a}$.

The statement about the Taylor expansion of $\zeta_{\beta,a}$ follows from Proposition 9 in [35], which shows that the $n$th Taylor coefficient of $\zeta_{\beta,a}$ can be evaluated using the multiple integral

$$-\int_0^1 \int \int \frac{R(s_1)R(s_2)R(s_n)u_1 \cdots ds_1 \cdots ds_n}{R(s)} = \frac{1}{2} \begin{pmatrix} \hat{y}(s)^{-1} & 0 \\ 0 & \hat{y}(s) \end{pmatrix}.\]

Noting that the multiple integral is 0 when $n$ is odd, the statement about the Taylor expansion of $\zeta_{\beta,a}$ follows.

The SDE representation of $\zeta_{\beta,a}$ can be shown similarly as the analogue statement for $\zeta_{\beta,\delta}^{\text{HP}}$. By Proposition 13 in [35], we have $\zeta_{\beta,a}(z) = [1,0]H(1, z)$, where $H : (0,1] \times \mathbb{C} \mapsto \mathbb{C}^2$ is the unique function that solves the ODE

$$J \frac{d}{dt} H(t, z) = zR(t)H(t, z), \quad \lim_{t \to 0} H(t, z) = u_0.$$
Introduce \( X_u = \begin{pmatrix} 1 & 0 \\ 0 & y(u) \end{pmatrix} \), \( u \leq 0 \). Then we have \( \zeta_{\beta,a}(z) = [1,0]H_0(z) \) where \( H_u(z) = X_uH(e^{u/2},z) \). The fact that \( H \) satisfies the SDE (45) can be checked using Itô’s formula and an adaptation of the approximating scheme described in Propositions 20 and 43 in [35].

Note that the Taylor coefficients of \( \zeta_{\beta,a} \) can also be expressed by differentiating the SDE (45) and solving the resulting system of SDEs. This gives another way to derive (44).
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