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Abstract

Objectives: This research study presents a forecasting model that integrates an efficient discrete wavelet transform and a Backpropagation Neural Network (BPNN) for predicting financial time series. Methods/Statistical analysis: The presented model uses the wavelet transform at several time instances based on local smooth B-Spline wavelets of order d(BSd) to decompose the financial time series data. So, an approximation (long-term trends) component and several details (short-term deviations) components are obtained. Since the details components act as a complementary part of the approximation component, to prepare a prediction model which applies all decomposed components is very advantageous. Therefore, all components are used as smooth input samples of the neural network to forecast the future of the financial time series. Findings: The proposed model is designed to forecast the stock prices of five different companies, and according to the obtained results, the presented model outperforms a conventional model that uses only the approximation component as a wavelet de-noising-based model. The numerical results have shown the prediction accuracy. Applications/Improvements: The proposed model can predict future stock prices better than the de-noised based model in nearly 70% cases.

Keywords: B-Spline Wavelets Multiresolution, Back Propagation Neural Network, Financial Time Series, Stock Market Prediction

1. Introduction

Stock price time series analysis is one of the most considerable topics for financial researchers, and risk managers. Specially predicting the future is an important factor for managing of the capitals. Investors and managers require of making many essential decisions based on the future forecasts, because every day an abundant wealth is traded through the stock markets across the globe and investors are eagerly looking for efficient tools to trace and predict the market to maximize their profits at lower risks. Therefore, financial researchers have extensively proposed more complex forecasting methods to cope with the uncertainty of the future stock prices. Generally, not having a mathematical model for stock price time series analysis will cause minute mistakes, indiscernible errors, and misunderstandings, which could not be ignored by financial analysts and economists. Recently, researchers and financial analysts with the assistance of mathematicians and economists have become able to design new models via advanced mathematical techniques.

From years ago, financial analysts have designed various predicting models in which the wavelet transform has
been used as a signal processing technique which decomposes a time series into a de-noised component (the approximate data set), and a noisy component (the detail data set), to extract the hidden detail features of the original time series, such as high volatility (Figure 1). Although in forecasting the future of a financial time series, choosing the approximation data set as predictive inputs is not appropriate when there is important local hidden information, previous models, due to the weaknesses in their structure, were only able to predict de-noised datasets. In 1-3 proposed recently, financial researchers postulate that the detail features could improve the forecasting models. 4-7 Therefore, we design a new forecasting model in which the details are used.

Figure 1. Illustration of WIPRO daily stock price chart S, for 4 years (2013-2016) and its local decomposition by using BSd of order d = 3 (BS3). Observe the small range of detail data set (-20 to 20).

Figure 2. Multiresolution of the financial time series Cj = S by using BSd of order d = 3 in j = 3 levels.
In this paper, our proposed model integrates the B-Spline wavelet transform as the preprocessing tool, and neural network as the predicting tool for stock price time series. For this purpose, first by applying a B-Spline wavelet multiresolution of order d each stock price time series is decomposed into a smooth approximate component, and several smooth details components (Figure 2). Then, all components are simultaneously used as a new structure of network inputs to design a new BPNN model.

The novel contributions of the present paper are in the following two aspects:

- We have prepared an improved combined forecasting model which has a new design in the structure of the neural network inputs.
- As far as we know, we are the first ones who have used B-Spline wavelets transform of order d for decomposing stock time series into several data sets, and all of which are simultaneously used in predicting process of the original time series.

Note that BSd is implemented since B-Splines have been extensively used in curve and surface modeling, as well as in approximation theory. Moreover, smoothness, local support, and the existence of efficient linear algorithms make B-Spline wavelets a good choice for scaling functions in constructing the wavelets.

The rest of the study is organized as follows: Section 2 describes some backgrounds and related works in some details. The methodology of the proposed model is demonstrated in Section 3. Performance matrices which are used to evaluate the prediction models are described in Section 4. Section 5 represents the capability of the model in predicting the different stock markets. Section 6 summarizes the results and compares the reliability of the proposed model with a wavelet de-noised-based forecasting models. Finally, Section 7 describes our conclusions.

2. Background and Related Works

2.1 B-Spline Wavelet Multiresolution

AB-Spline wavelets transform of order d (BSd) is defined as a local, and discrete wavelet transform. B-Spline wavelet Transform of order d = 1 (BS1) is known as Haar wavelet transform with discontinuous wavelets, while a B-Spline wavelet transform of order d>1, is generated by continuous wavelets. In this article, we have adopted a notation for representing multiresolution operations used by Samavati and Bartels, for which they had found simple matrix forms of B-Spline wavelet transform of order d used in decomposition and reconstruction of any curves and surfaces in computer graphic models. They have denoted [it analysis filter] matrices by A and B, and synthesis filter matrices by P and Q, where the subscript j is used as the level of resolution. These matrices are related as follows:

\[
\begin{bmatrix}
A_j \\
B_j
\end{bmatrix}
\begin{bmatrix}
P_j & Q_j
\end{bmatrix}
= 
\begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix}
\]

(2.1)

In the matrix form of BSd, the given data vector Cj is decomposed into two parts: C_{j-1} (lower-resolution vector) and D_{j-1} (details vector), which are generated by using filters of Aj and Bj as follows:

\[
C_{j-1} = A_j C_j
\]

(2.2)

\[
D_{j-1} = B_j C_j
\]

(2.3)

and the reconstruction process are prepared by using filters P and Q, as follows:

\[
C_j = P_j C_{j-1} + Q_j D_{j-1}
\]

(2.4)

Therefore, applying wavelet transform process on a time series Cj by BSd, for j levels, decompose it into several parts, C_0, C_1, ..., C_j, approximation data sets with
lower-resolution, and the corresponding $D_0, D_1, ..., D_{j-1}$, details data sets. These are defined as B-Spline wavelet multiresolution of a high-resolution sample vector $C_0$ and the sequence $C_0, D_0, D_1, ..., D_{j-1}$ is known as a wavelet transform.

B-Spline wavelets are often used as scaling functions, since their matrix filters are very simple and efficient. Conventionally, B-Spline wavelets of higher order are constructed with the goal of semi orthogonality, which results in full matrices analysis. An alternative approach for generating multiresolution matrices is the reverse subdivision, which has been originally introduced by Bartels and Samavati. By using this approach, it is possible to obtain banded matrices for biorthogonal B-Spline wavelets whose bands are narrower than the ones conventionally produced by B-Spline wavelets. Olsen and Samavati used the reverse subdivision as a discrete approach for constructing scheme of many curves and surfaces.

Multiresolution analysis has proven itself as a very powerful mathematical framework in many applications. Decomposition of a high-resolution signal to low resolution and details signals, for multiple times, provides an effective tool for better compression and also model synthesize. In proposed exploited multiresolution analysis to achieve curve synthesis by capturing and reusing artistic styles. In used multiresolution in iris synthesis and contextual void patching in terrains. In proposed used reverse subdivision for optimizing line-of-sight queries in real-time navigation in large terrains. As far as we know in contrast to Haar wavelet transform as a B-Spline wavelet transform of order one, B-Spline wavelet transforms of order $d > 1$ have not yet been used for preprocessing of financial time series.

In the present study, we have employed BSd in order to achieve more accurate prediction of stock market. We particularly use reverse subdivision multiresolution filters since they are simple and efficient to implement for stock price prediction. Finally, we use Matlab for the coding of BSd.

### 2.2 An ANN Model for Forecasting of Stock Market

Artificial Neural Network (ANN) is a computational method which is designed to work like the brain. An ANN has two parts: the structure and the training. There are different structures and arrangements of neurons in an ANN. For example, a kind of ANNs is a feed forward Multilayer Perceptron which includes perceptrons arranged in several layers, like BPNN. The simplest ANN consists of three layers: Input, hidden, and output layers. The first layer (Input layer) takes normalized input data vectors, in the standard range $[-1; 1]$, for sending to the second layer (hidden layer) in which there are several neurons.

Finally, the second layer sends its outputs to the last layer (Output layer) in which there is only one neuron which produces the network output. Each connection from one layer to the next layer has a weight. These weights are coefficients (parameters) of the ANN model. The size of each weight represents the relative strength of the connection. The most important aspect of an ANN is its ability to address the problem of learning. The learning process finds the optimum weights and biases (they are parameters regarding to each neuron) from a given training set. In backpropagation learning method, the weights are adjusted for each training sample to achieve a desired output. Optimization methods (e.g. gradient descent method) are used for updating weights. An ANN with backpropagation learning ability, which is commonly used in prediction of stock price time series, is called a BPNN.

The relationship between the output of the network $O(t)$ and its input $I(t)$ is given by:

$$O(t) = w_0 + \sum_{q=1}^{Q} w_q \cdot f \left( w_{0,q} + \sum_{p=1}^{P} W_{p,q} \cdot I(t) \right)$$

(2.5)
where, $W_{p,q}$’s are the connection weight vectors, each of which has $m$ components for the $p$th input node and the $q$th neuron in the hidden layer, $w_0$ is the bias for output neuron, $w_{0,q}$ is the bias for $q$th neurons in the hidden layer, $P$ is the number of input nodes, $Q$ is the number of hidden neurons, and $f$ is a nonlinear activation function that enables the system to learn nonlinear relationships.

3. Methodology of BSd-BPNN Model for Prediction of the Stock Market

The proposed automated stock price time series prediction system consists of three steps:

(1) The original stock price time series $S$ is preprocessed by BSd.

(2) The approximation, and all details components are then used for the predicting of the time series. These components are used as the inputs of a BPNN. The structure of the proposed model is shown in Figure 3, and then the performance measures are described in more detail. For comparison purposes, a similar prediction system is simulated in which details components are excluded from predictors.

In this section, we bring forward a combined model BSd-BPNN, which integrates BSd multiresolution and the back propagation neural network. The BSd-BPNN model is employed to predict the future term in the stock price time series $S = (s_1, s_2, ..., s_N)$, $l$ steps ahead (i.e. $s_{N+l}$). The vector $S$ shows all the historical prices, where $N$ is usually a large number and $s_i = s_{t_i}$ is the price at time instance $t_i$, $i = 1, 2, ..., N$. For this purpose, first B-Spline multiresolution is applied on the financial time series at $j$th level, and according to recursivity of (2.4), we obtain the matrix form of the B-spline multiresolution representation of the signal $C_j = S = (s_1, s_2, ..., s_N)$, as the high resolution sample, which is given by:

$$C_j = G_1 + H_1 + H_2 + \cdots + H_P$$

(3.1)

where, $G_j = P_j P_{j-1} \cdots P_1 C_0$, $H_k = P_k P_{k-1} \cdots P_1 Q_k D_{k-1}$, $k = 1, 2, ..., j-1$ and $H_j = Q_j D_j$. Therefore, $C_j = S$ decomposed into several parts by BSd: the low-resolution sample of stock

Figure 3. The structure of BSd-BPNN model.
Forecasting the Stock Price Time Series via All Components of Multi Resolution

price time series, $G_1 = (g_{11}, g_{12}, ..., g_{1N})$ and the details price data sets $H_k = (h_{k1}, h_{k2}, ..., h_{kN})$, $k=1, 2, ..., j$, see Figure 2. Then, we simultaneously use $G_1$, and all $H_k$'s, $k=1, 2, ..., j$ to design a new structure for every $S_p$, $p=1, 2, ..., P$, as the new inputs of BPNN model, as follows:

$$S_p = G_{1p} + H_{1p} + H_{2p} + \cdots + H_{jp}$$

(3.2)

where,

$$G_{1p} = (g_{1p1}, g_{1p2}, ..., g_{1p+m-1})$$

And

$$H_{kp} = (h_{kp1}, h_{kp2}, ..., h_{kp+m-1})$$

(3.3)

and the given target output for every $S_p$ is:

$$OUT_p = S_{p+m-1+}$$

(3.4)

According to (3.1) and (3.2), the relationship between every output of the network $OUT_{net_p}$ and the input $S_p$ in (2.5) is given by:

$$OUT_{net_p} = \omega_0 + \sum_{q=1}^{Q} w_{0q} f\left(\omega_{0q} + \sum_{p=1}^{P} (w_{pq1} G_{1p} + \sum_{k=1}^{N} w_{pqk} H_{kp})\right)$$

(3.5)

where, $W_{kq}$’s are the connection weight vectors, each of which has $m$ members relating to kth detail data sets and $W_{pq}$’s are the connection weight vectors each of which has $m$ members relating to approximation data sets for the $p$th input node and the $q$th neuron in the hidden layer, $\omega_0$ is a bias for output neuron, $\omega_{0q}$ is a bias for the $q$th neuron in the hidden layer, $P$ is the number of input nodes, $Q$ is the number of the hidden neurons, and for the hidden neurons $f(x) = (1 - e^{-2x})/(1 + e^{-2x})$ is the hyperbolic tangent activation function which is called tansig. A large subset of $\{(S_p, \text{OUT}_p), p = 1, 2, ..., P\}$ can be used to train the BPNN for predicting the future price $s_{N+1}$ for stock price time series. The remaining elements of $\{(S_p, \text{OUT}_p), p = 1, 2, ..., P\}$ are used for testing the method. This process is shown in Figure 3.

For instance, in back propagation training method, at the beginning, some arbitrary small values are assigned as the weights and biases. Then they are modified by minimizing the error function

$$MSE_{net} = \frac{1}{P} \sum_{p=1}^{P} (OUT_{net_p} - \text{OUT}_p)^2$$

by moving in the direction of gradient decent of the activation function. After training the network, the modified weights and biases are calculated. The BPNN is repeatedly simulated for each testing $S_p$ input to obtain $OUT_{net_p}$.

4. Performance Metrics

4.1 Error Metrics and Loss Functions

Several error metrics, such as: The Mean Square Error (MSE), The Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE) and Mean Absolute Error (MAE) are used to measure the performance of the models in predicting the time series datasets. These error metrics are respectively defined by:

$$MSE = \frac{1}{N} \sum_{k=1}^{N} (r_k - \hat{r_k})^2$$

$$RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (r_k - \hat{r_k})^2}$$

$$MAPE = \frac{1}{N} \sum_{k=1}^{N} \left|\frac{r_k - \hat{r_k}}{r_k}\right| \times 100$$

where $r_k$ is the real value and $\hat{r_k}$ is the predicted value.
where, \( r_k \) and \( \hat{r}_k \) are respectively the actual closing price and the predicted closing price on kth day, and \( N \) is number of data. Also \( L(.) \)'s which denote the loss functions corresponding to errors are respectively defined by:

\[
\begin{align*}
L(\text{MSE}) &= (r_k - \hat{r}_k)^2 \\
L(\text{MAPE}) &= \left| \frac{r_k - \hat{r}_k}{r_k} \right| \\
L(\text{MAE}) &= \left| r_k - \hat{r}_k \right|.
\end{align*}
\]

### 4.2 Superior Predictive Ability (SPA) Test

The forecasting performances of various predicting models can be assessed in a better way by using the superior predictive ability (SPA) test, instead of the error metric values like MAPE, etc. This test helps to identify, in terms of expected loss, whether any of the competing models, \( M_m \), \( m=1, 2, \ldots, M \) is better than the benchmark model \( M_0 \). For this purpose, the null hypothesis, \( H_0 \) is specified as: “None of the models is better than the benchmark model”, against the alternative one: “Among the competing models at least one is significantly better than the benchmark model”. A supremum over the standardized performance values has been applied by Hansen to test the null hypothesis as:

\[
H_0 = \max_{m=1, 2, \ldots, M} \frac{\delta_m}{\sqrt{\hat{\Omega}_m^2/N}} \leq 0
\]

where, \( \delta_m \) are the loss functions at time \( t \) for the benchmark \( M_0 \) model and the \( m \)th model, respectively. Also \( \hat{\Omega}_m^2 = \text{var}(\delta_m) \) is an estimate for the variance of \( \delta_m \) obtained by using the bootstrapping technique. The distribution of the test statistics, \( T_{b}^{\text{SPA}} \), \( b=1, 2, \ldots, B \), where \( B \) is the total number of bootstraps, and \( \delta_{m,b}^* = N^{-1} \sum_{t=1}^{N} \delta_{m,b,t}^* \) their average. Using the bootstrap sample, we can compute the statistic:

\[
T_{b}^{\text{SPA}} = \max_{m=1, 2, \ldots, M} \frac{\delta_{m,b}^* - \delta_m}{\sqrt{\hat{\Omega}_m^2/N}}
\]

and then we can compute the p-values as the percentage of the bootstrapped maxima which are larger than the sample maximum:

\[
P^{\text{SPA}} = \frac{1}{B} \sum_{b=1}^{B} I[T_{b}^{\text{SPA}} > T^{\text{SPA}}]
\]

where,

\[
P^{\text{SPA}} = \max_{m=1, 2, \ldots, M} \frac{\delta_m}{\sqrt{\hat{\Omega}_m^2/N}} \leq 0
\]

A high \( P^{\text{SPA}} \) value indicates that the Null hypothesis cannot be rejected, which means that the benchmark model is not outperformed by the competing models. On the other hand, a lower \( P^{\text{SPA}} \) value signifies the rejection of the Null hypothesis, clearly indicating that
the benchmark has been outperformed by at least one of the other competing models.

5. Experimental Forecasting Results of BSd-BPNN

In this section, firstly, we have selected the daily closing prices of five stock price time series. These are stock prices of TATASTEEL, WIPRO, SBI, TCS, and INFOSYS companies. They have been predicting their future stock prices at 1, 2, and 3 days (l=1D, 2D & 3D) and 1 week (l=1W) ahead, as short-term forecasting, and at 1 month (l=1M) ahead, as long-term forecasting. All the historical prices have been downloaded from yahoofinance.com website, which is a standard reference for financial data. We have considered the prices for the time period from Dec 12, 2010 to Dec 12, 2016. In this period, there were about 1500 closing prices, where we have selected 80% of which as the training samples and the rest of them have been used as the testing samples. The learning method is back propagation and the learning rate and the momentum parameter are arbitrarily set to 0.1 and 0.9, respectively. The training of the BPNN will stop when the error MSE(net) becomes less or equal to 0.0001 or when the number of epochs reaches 1000.

Secondly, in order to demonstrate the effectiveness of the BSd-BPNN model of different orders (d=1,2,3 and d=4), the models BS1-BPNN, BS2-BPNN, BS3-BPNN, and BS4-BPNN have predicted the above stocks, and the results have been compared to the ones predicted by BPNN model itself via SPA test.

Results of SPA test, which are obtained by loss function MAPE, applied on the BSd-BPNN models for the forecasting of five stock companies are tabulated in Table 1. As it is shown, the ranking of predictive ability (R) for BSd-BPNN models are almost all superior to BPNN model. For example, in the stock price forecasting at l=1M ahead for INFOSYS stock market, the ranking of BS4-BPNN model is R=1, and the ranking of BS3-BPNN model is R=2, while the ranking of BPNN model is R=3. In summary, percentage of superiorities of these models is as follows: BS3-BPNN model in 36% of cases is able to predict stock prices more accurate than the others. Moreover, BS4-BPNN model in 28%, BS1-BPNN model in 20% and BS2-BPNN model in 8% of cases.

![Figure 4](image.png)

**Figure 4.** A: The percentage of superior predictive ability of different models at l = 1M ahead for INFOSYS stock market. B: The percentage of superior predictive ability of different models at l = 1W ahead for all stock markets.
Table 1. Results of SPA test on several BSd-BPNN models (d=1,2,3,4) for the forecasting of five stock companies at different l’s ahead

| Company Names | Methods | Results of SPA test |
|---------------|---------|---------------------|
|               |         | l = 1D   | l = 2D   | l = 3D   | l = 1W   | l = 1M   |
|               |         | P-value | R       | P-value  | R       | P-value  | R       | P-value | R       |
|               | BPNN    | 0:3259  | 0:4636  | 0:4144  | 0:3494  | 0:4608  |
|               | BS1-BPNN| 0:9228  | 1       | 0:9039  | 1       | 0:8890  | 2       | 0:7301  | 2       | 0:7946  | 2       |
| TATASTEEL     | BS2-BPNN| 0:8871  | 2       | 0:7744  | 3       | 0:6154  | 3       | 0:6842  | 3       | 0:4900  | 3       |
|               | BS3-BPNN| 0:5318  | 3       | 0:8213  | 2       | 0:8974  | 1       | 0:8978  | 1       | 0:9883  | 1       |
|               | BS4-BPNN| 0:3875  | 0:3911  | 0:5341  | 0:4479  | 0:4357  |
|               |          |          |         |         |         |         |         |         |         |         |         |
|               | BPNN    | 0:4787  | 0:3059  | 0:3364  | 0:4270  | 0:3559  | 1       |
|               | BS1-BPNN| 0:7300  | 2       | 0:7880  | 1       | 0:7415  | 2       | 0:8229  | 1       | 0:0127  |
| WIPRO         | BS2-BPNN| 0:3355  | 0:7359  | 2       | 0:5215  | 0:5068  | 0:3059  | 2       |
|               | BS3-BPNN| 0:7982  | 1       | 0:6511  | 0:6727  | 3       | 0:6106  | 2       | 0:1523  |
|               | BS4-BPNN| 0:5831  | 3       | 0:5054  | 3       | 0:8207  | 1       | 0:5465  | 3       | 0:2646  | 3       |
|               |          |          |         |         |         |         |         |         |         |         |         |
|               | BPNN    | 0:4409  | 0:3209  | 0:5260  | 0:5694  | 3       | 0:5425  | 1       |
|               | BS1-BPNN| 0:7270  | 3       | 0:5617  | 0:6094  | 0:0158  | 0:3443  |
| SBI           | BS2-BPNN| 0:8249  | 1       | 0:7505  | 3       | 0:7168  | 2       | 0:6517  | 1       | 0:3901  | 2       |
in 20% and BPNN model only in 8% of cases have better predictive ability than the others. Therefore, BS3-BPNN model and BS4-BPNN have superior predictive abilities, respectively, (Figure 4 part A).

Results of percentage of SPA test (PSPA) on the BSd-BPNN models for the forecasting of five stock companies are shown in Figure 5. As it is seen, for example, in the stock price forecasting at \( l = 1 \)W ahead for any stock markets, the PSPA for all models, which have \( R = 1 \) are as follows: For BPNN model, PSPA is 0%, for BS1-BPNN model, PSPA is 20%, and respectively, for BS2-BPNN, BS3-BPNN, and BS4-BPNN models, the PSPAs are 20%, 40%, 20%, see Figure 4 part B.

### Table 1 Continued

|       | BS3-BPNN |  | BS4-BPNN |  | BS1-BPNN |  | BS2-BPNN |  | BS3-BPNN |  | BS4-BPNN |  |
|-------|----------|---|----------|---|----------|---|----------|---|----------|---|----------|---|
|       | 0.7533   | 2 | 0.7793   | 2 | 0.8115   | 1 | 0.0105   |   | 0.3890   |   | 3        |   |
|       | 0.4681   | 0 | 0.8373   | 1 | 0.7007   | 3 | 0.5943   |   | 2        |   | 0.2801   |   |
|       | 0.6817   | 2 | 0.5889   |   | 0.5283   |   | 0.5516   |   | 3        |   | 0.0817   |   |
|       | 0.7128   | 1 | 0.6830   | 2 | 0.4550   |   | 0.0322   |   | 0.1985   |   | 3        |   |
|       | 0.5188   | 0.3798 | 0.5425   | 3 | 0.6683   | 2 | 0.3451   | 2 | BS2-BPNN |  |
|       | 0.6192   | 3 | 0.8107   | 1 | 0.5682   | 2 | 0.2607   |   | 0.1005   |   | BS3-BPNN |  |
|       | 0.5761   | 0.6379 | 3        |   | 0.6126   |   | 0.8317   | 1 | 0.4917   |   | BS4-BPNN |  |
|       | 0.5423   | 0.0925 | 0.6359   |   | 0.6004   |   | 0.4211   |   | BS1-BPNN |  |
|       | 0.5929   | 3 | 0.6345   | 2 | 0.6404   | 2 | 0.2175   |   | 0.3931   |   | INFOSYS  |  |
|       | 0.4144   | 0.1481 | 0.5117   |   | 0.7093   |   | 0.2898   |   | BS2-BPNN |  |
|       | 0.6727   | 2 | 0.8119   | 1 | 0.7447   | 1 | 0.7350   | 1 | 0.4977   |   | BS3-BPNN |  |
|       | 0.7564   | 1 | 0.5734   | 3 | 0.1873   |   | 0.0794   |   | 0.6455   |   | BS4-BPNN |  |
Therefore, BS3-BPNN has the highest percentage of superior predictive ability for the stock price forecasting at \( l = 1 \text{W} \) ahead. According to Figure 5, we can arrange the best model for the forecasting of the above stock markets. For the forecasting at \( l = 1 \text{D} \) ahead, the best model is BS1-BPNN model, at \( l = 2 \text{D} \) ahead the best models are BS1-BPNN and BS3-BPNN, at both \( l = 3 \text{D} \) and \( l = 1 \text{W} \) ahead, the best model is BS3-BPNN model, and finally, for the stock price forecasting at \( l = 1 \text{M} \) ahead, the best model is BPNN model for all stocks. Therefore, BS3-BPNN model is more efficient than the others. In order to test the effectiveness of the BS3-BPNN model, this model was also applied for prediction of the above stocks and the performance errors are tabulated in Table 2. Accuracy of

**Table 2.** Performance errors of the BS3-BPNN model on different stocks for the forecasting at \( l \) steps ahead

| Company Names | \( l \) steps ahead | \( l = 1 \text{D} \) | \( l = 2 \text{D} \) | \( l = 3 \text{D} \) | \( l = 1 \text{W} \) | \( l = 1 \text{M} \) |
|---------------|-----------------------|----------------|----------------|----------------|----------------|----------------|
| MSE           | RMSE                  | MAE            | MAPE          | MSE            | RMSE           | MAE            | MAPE          |
| \( l = 1 \text{D} \) | 0.0006                | 0.0236         | 0.0171        | 0.0992         | 0.0010         | 0.0323         | 0.0220        | 0.2831        |
| \( l = 2 \text{D} \) | 0.0009                | 0.0305         | 0.0224        | 0.1281         | 0.0026         | 0.0514         | 0.0292        | 0.5111        |

*Figure 5.* The comparison among the results of percentage of SPA test (PSPA) on the BSd-BPNN models for the forecasting of different stock markets.
### Table 2 Continued

| Stock | $l = 3D$ | $l = 1W$ | $l = 1M$ | $l = 1D$ | $l = 2D$ | WIPRO | $l = 3D$ | $l = 1W$ | $l = 1M$ | $l = 1D$ | $l = 2D$ | SBI | $l = 3D$ | $l = 1W$ | $l = 1M$ | $l = 1D$ | $l = 2D$ | TCS | $l = 3D$ | $l = 1W$ |
|-------|---------|---------|---------|---------|---------|-------|---------|---------|---------|---------|---------|-----|---------|---------|---------|---------|---------|-----|---------|---------|
| TATASTEEL | 0.0017 | 0.0019 | 0.0000 | 0.0004 | 0.0006 | 0.0007 | 0.0010 | 0.0056 | 0.0001 | 0.0002 | 0.0003 | 0.0013 | 0.0006 | 0.0007 | 0.0012 | 0.0001 | 0.0006 | 0.0017 | 0.0410 |
|         | 0.0408 | 0.0439 | 0.1000 | 0.0206 | 0.0243 | 0.0274 | 0.0313 | 0.0746 | 0.0092 | 0.0126 | 0.0166 | 0.0354 | 0.0246 | 0.0268 | 0.0339 | 0.0410 | 0.0297 | 0.0417 | 0.0002 | 0.0012 |
|         | 0.0256 | 0.0297 | 0.1000 | 0.0155 | 0.0182 | 0.0207 | 0.0239 | 0.0593 | 0.0066 | 0.0092 | 0.0117 | 0.0275 | 0.0171 | 0.0189 | 0.0324 | 0.0410 | 0.0408 | 0.0417 | 0.0002 | 0.0017 |
|         | 0.1724 | 0.1865 | 0.5000 | 0.1167 | 0.1372 | 0.1539 | 0.1756 | 0.4016 | 0.0119 | 0.0163 | 0.0215 | 0.0458 | 0.2657 | 0.2842 | 0.3526 | 0.4173 | 0.0171 | 0.0189 | 0.0002 | 0.0017 |
|         | 0.0035 | 0.0047 | 0.5000 | 0.0047 | 0.0043 | 0.0081 | 0.0150 | 0.0013 | 0.0001 | 0.0001 | 0.0002 | 0.0013 | 0.0001 | 0.0001 | 0.0001 | 0.0002 | 0.0096 | 0.0082 | 0.0002 | 0.0012 |
|         | 0.0590 | 0.0683 | 0.5000 | 0.0689 | 0.0656 | 0.0900 | 0.1225 | 0.6583 | 0.0076 | 0.0105 | 0.0133 | 0.0458 | 0.0035 | 0.0082 | 0.0089 | 0.0127 | 0.0080 | 0.0060 | 0.0002 | 0.0017 |
|         | 0.0314 | 0.0354 | 0.5000 | 0.0464 | 0.0486 | 0.0699 | 0.1225 | 0.8114 | 0.0056 | 0.0123 | 0.0101 | 0.0345 | 0.0171 | 0.0105 | 0.0089 | 0.0127 | 0.0080 | 0.0060 | 0.0002 | 0.0017 |
|         | 0.5838 | 0.6511 | 0.5000 | 0.1054 | 0.0102 | 0.1427 | 0.2014 | 0.6898 | 0.0089 | 0.0123 | 0.0154 | 0.0406 | 0.0124 | 0.0107 | 0.0117 | 0.0167 | 0.0080 | 0.0060 | 0.0002 | 0.0017 |
|         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
|         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
the proposed model has been investigated by using the following common criteria: MSE, RMSE, MAE, and MAPE. Since it is possible that the network becomes involved with local minimum errors, the errors of the models are averaged for 100 times. As Table 2 shows, for example, the BS3-BPNN model is employed for predicting the TCS, and the obtained MSE errors at $l=1D, 2D, 3D, 1W, and 1M$ ahead are $0.0006, 0.0007, 0.0012, 0.0017$ and $0.0098$ in the training samples of network, and $0.0001, 0.0001, 0.0001, 0.0002$ and $0.0007$ in the testing samples, respectively. It means that using new inputs in the proposed model are applied to train the network with more accuracy. Similar results are obtained for the other stock markets. Hence, the proposed model is able to predict the future stock prices with a higher accuracy.

6. Comparison between Results of the New Model with other BPNN Models

The combined ANN models which have been utilized in forecasting the financial time series integrate with various kinds of wavelets, for instance, Haar, Daubechies wavelets, and Meyer wavelets. Haar wavelets are more popular than others because they are simple, local, and discrete. There are many advantages for time series analysis via Haar wavelet transform, since they are capable of capturing fluctuations between adjacent prices in detail data sets, so we have compared the BS1-BPNN (Haar-BPNN) model with de-noised-based Haar-BPNN (D-Haar-BPNN) model. In this stage some points are remarkable:

- BPNN model predicts the original stock price time series without any preprocessing, See subsection 2.2.
- D-Haar-BPNN model only uses the approximation component of multiresolution process based on Haar wavelets for prediction of stock price time series.
- BS1-BPNN model uses all decomposed multiresolution components based on BS1 (Haar) wavelets, See section 3.
Table 3. Comparison results of SPA test for predicting five stock markets at different l’s ahead by different models

| Company Names | Benchmark model | Results of SPA test |
|---------------|-----------------|---------------------|
|               |                 | l = 1D   | l = 2D   | l = 3D   | l = 1W   | l = 1M   |
|               | P-value | R   | P-value | R   | P-value | R   | P-value | R   |
| BPNN          | 0.4931  | 3   | 0.4260  | 3   | 0.3868  | 3   | 0.4223  | 3   | 0.1367  | 2   |
| TATASTEEL     | 0.9252  | 1   | 0.7318  | 1   | 0.6162  | 1   | 0.7523  | 1   | 0.5111  | 1   |
| D-Haar-BPNN   | 0.6062  | 2   | 0.6198  | 2   | 0.5888  | 2   | 0.6926  | 2   | 0.0491  | 3   |
|               | 0.5389  | 3   | 0.3107  | 3   | 0.3444  | 2   | 0.4561  | 2   | 0.5095  | 2   |
| WIPRO         | 0.7841  | 1   | 0.7112  | 1   | 0.5598  | 1   | 0.6557  | 1   | 0.0197  | 3   |
| D-Haar-BPNN   | 0.7251  | 2   | 0.3412  | 2   | 0.3393  | 3   | 0.3477  | 3   | 0.7075  | 1   |
|               | 0.4154  | 3   | 0.3527  | 2   | 0.5023  | 1   | 0.5649  | 1   | 0.2836  | 1   |
| SBI           | 0.6226  | 1   | 0.5141  | 1   | 0.3477  | 2   | 0.4236  | 3   | 0.2720  | 2   |
| D-Haar-BPNN   | 0.5262  | 2   | 0.3405  | 3   | 0.3025  | 3   | 0.4939  | 2   | 0.1677  | 3   |
|               | 0.5423  | 3   | 0.6116  | 2   | 0.5774  | 3   | 0.6069  | 1   | 0.1022  | 3   |
| TCS           | 0.5922  | 1   | 0.6548  | 1   | 0.5956  | 2   | 0.3775  | 3   | 0.3467  | 1   |
In order to demonstrate the effectiveness of using detail component of multiresolution process on stock price time series in BS1-BPNN model, their forecasting results have been compared to the results of D-Haar-BPNN model via SPA test. Comparison results of SPA test which used MAPE loss function on the forecasting results of five stock companies are tabulated in Table 3. As it is shown, the ranking of predictive ability (R) for BS1-BPNN model is almost always superior to the others. For example, in the stock price forecasting at $l=1$M ahead for TCS company, the ranking of BS1-BPNN model is R=1, and the ranking of D-Haar-BPNN model is R=2, while the ranking of BPNN model is R=3.

In general, percentage of superior ability for all models are as follows: BS1-BPNN model in 64% of cases is able to predict the future stocks prices more accurate than the others, D-Haar-BPNN model in 12%, and BPNN model only in 24% of cases have better predictive ability than the others. Therefore, BS1-BPNN model has the superior predictive ability than others. In summary, the back propagation neural network for prediction of stock time series is well trained with high accuracy by using all decomposed multiresolution components in the proposed model.

So, according to all tables, the BSd-BPNN model can be employed to predict the stock price time series at short and long-terms with the highest accuracy.

### 7. Conclusion

The forecasting accuracy of a model for predicting the behavior of a time series can be improved by preprocessing the original data set, optimizing the model, or both. In the present paper, we have proposed a forecasting model with both improvements. In our proposed model, BSd-BPNN, first the stock price time series is preprocessed by local and smooth BSd. Then, we can design a new structure for the inputs of BPNN. So, B-Spline wavelet transform is remarkable from two aspects: Firstly, because the use of tridiagonal matrices in constructing them, culminates to linear algorithms which increases the efficiency of the model. Secondly, because all decomposed components which are obtained from the BSd are local and smooth, BSd enables us to design a new structure for BPNN inputs which can be explained as an innovative method to prepare continuous samples for the training of ANN models.

Based on practical findings, the BSd-BPNN model can be used as an efficient and innovative model for fore-
Forecasting the stock prices and is applicable even in long-terms. The proposed model can predict future stock prices better than the de-noised based model in nearly 70% cases.
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