Detection and Classification of Different Weapon Types Using Deep Learning
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Abstract: Today, with the increasing number of criminal activities, automatic control systems are becoming the primary need for security forces. In this study, a new model is proposed to detect seven different weapon types using the deep learning method. This model offers a new approach to weapon classification based on the VGGNet architecture. The model is taught how to recognize assault rifles, bazookas, grenades, hunting rifles, knives, pistols, and revolvers. The proposed model is developed using the Keras library on the TensorFlow base. A new model is used to determine the method required to train, create layers, implement the training process, save training in the computer environment, determine the success rate of the training, and test the trained model. In order to train the model network proposed in this study, a new dataset consisting of seven different weapon types is constructed. Using this dataset, the proposed model is compared with the VGG-16, ResNet-50, and ResNet-101 models to determine which provides the best classification results. As a result of the comparison, the proposed model’s success accuracy of 98.40% is shown to be higher than the VGG-16 model with 89.75% success accuracy, the ResNet-50 model with 93.70% success accuracy, and the ResNet-101 model with 83.33% success accuracy.
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1. Introduction

In the age of modern science and technology, people use surveillance cameras in different areas to prevent crime [1]. Numerous camera systems are installed in different areas, and security guards need to monitor all of these cameras at the same time [2,3]. Generally, after a crime occurs, security guards arrive at the scene, then after checking the recorded images they analyze the images and collect the necessary evidence [4]; therefore, it is necessary to establish a proactive system at the crime scene [3,5,6]. In this context, if the software alerts the security guards immediately after detecting threatening objects, prompt action can be taken to stop the potential criminal from committing a crime [4,7]. As such, it is very important to create a system that can learn to detect threatening objects [8].

The role of deep learning in improving task performance in security control systems is considered indisputable [3]. Deep learning is a sub-field of machine learning [9]. It uses many layers of non-linear processing units for deep learning and feature extraction and conversion [10]. The deep learning structure is based on the learning of more than one feature level of data. Deep learning is based on learning from the representation of the main data [11]. The representation of an image can be considered to comprise a vector of density values per pixel or features such as clusters of edges and custom shapes, with some representing the data better [12]. The basic architecture of the deep learning concept is the convolutional neural network (CNN), which consists of convolution, pooling, activation function, dropout, fully connected, and classification layers [13]. In the last few years, deep learning has become a mainstay in the field of object detection [14] and classification and...
image segmentation. To date, CNNs have achieved the best results for classical image processing problems, such as image segmentation, classification, and detection [15,16].

Today, most criminal activities are carried out using handheld weapons [16]. Many studies have revealed that handheld weapons [17] are the most important criminal elements used for various crimes, such as theft, illegal hunting, and terrorism. The solution to reduce such criminal activities is installing a surveillance system [18,19] or control cameras [20] so that security units can take appropriate measures at early stages [16]. Weapon detection is challenging due to the various subtleties associated with it. The most important problems in weapon detection are self-occlusion and the similarities between objects and background structures. Self-occlusion occurs when a part of the gun is blocked on one side. Similarity between objects occurs when different objects such as hands and clothes look like weapons. Background problems [15] refer to those related to the background against which the gun is located [16].

This study proposes a new model to detect seven different weapon types (assault rifles, bazookas, grenades, hunting rifles, knives, pistols, and revolvers) based on the deep learning method. In order to evaluate the classification performance of the proposed model, it is compared to the Visual Geometry Group (VGG-16) model [21] and Residual Network (ResNet50 and ResNet101) models [22], which are accepted in the literature. As a result of this comparison, it is seen that the proposed model has higher accuracy and a lower loss rate than the VGG-16, Resnet-50, and Resnet-101 models.

The remainder of the study is organized as follows. In Section 2, the literature on the subject is presented. The material and methods are explained in Section 3 and the results are presented in Section 4. In Section 5, the discussion is presented. Lastly, Section 6 concludes the study.

2. Related Works

A study investigating an automatic pistol detection system in videos for surveillance and security purposes [18] created basic training data using the results of deep CNN classification. The best classification model was explored to minimize false positives by evaluating two classification models based on the sliding window and region proposal approaches, and it was seen that the best results were obtained from the faster region-based CNN model [18].

In an image-fusion-based study [23], imbalance map calculation and selection of candidate regions from input frames were performed. A low-cost, symmetrical dual-camera system was installed to take advantage of this information. According to the results, the number of false positives decreased and the detection of objects in surveillance videos became more convenient [23]. Brightness-guided preprocessing, known as darkening and contrasting at learning and test stages, was proposed to improve detection quality in surveillance videos and a cold steel weapon detection model was presented [24]. In a hybrid weapon detection study using fuzzy logic, a system was developed to detect harmful objects such as guns and knives using additional parameters that improved correct results and reduced false alarm rates [25].

In a weapon classification study developed using a deep CNN, two new approaches were presented. In the proposed approach, the weights of the pre-trained VGG-16 model were taken. Using this model, the effects of changing the number of neurons in the fully connected layer on classification were investigated [26]. In a study aiming to detect firearms in surveillance videos, the focus was placed only on only areas where human beings were found [5] and a weapon detection system was implemented using the separate components of the weapons [27].

A study on multilevel security management presented a system for the management of multimedia security in Internet of Things systems. This system automatically analyzed multimedia events and calculated security levels [28]. In another real-time object detection study, the authors detected handheld weapons (pistols and rifles). In that study, a TensorFlow-based application of Overfeat, a CNN-based image classifier and feature
extractor, was used to detect and classify weapons in the image [20]. In another study on the automatic detection of firearms and knives, algorithms were proposed to warn human operators when guns or knives were detected in the closed-circuit television system. In the same study, in order to apply the system in real life, the number of false alarms was reduced and a system that was capable of real time warning when a dangerous situation was detected was developed [29].

Clustering algorithm and color-based segmentation were also previously used to eliminate irrelevant objects from an image for the purpose of automatic visual weapon detection. The Harris detector of interest points and the fast retina keypoint descriptor were used to detect the relevant object (weapon) in segmented images. By applying this system to the collected weapon sample images, the partial jamming, scaling, rotation and presence of multiple weapons were detected [30].

Another study undertaken to identify people in danger focused on handheld weapons. In that study, by introducing the human object interaction model, methods and systems were established to recognize dangerous events. This system was based on the identification of dangerous objects concealed in possible parts of the human body [31].

In brief, in the literature, studies have generally attempted to classify concealed weapons, firearms, knives, and handheld weapons; however, to the best of our knowledge, no study has shown the detection and discrimination of different weapon types. The current study proposes a weapon detection model that both detects more weapon classes compared to other studies and has very high accuracy.

3. Materials and Methods

3.1. Dataset and Pre-Processing

Because there is no standard dataset for weapon detection and recognition, 5214 weapon images were prepared by downloading them from the internet. Downloaded weapon images must be of good quality images with different angles in order to be successful in detecting and recognizing real-life weapons. In addition, in order to achieve higher success accuracy from the developed neural network model, irrelevant objects in each weapon image were removed. As such, downloaded weapon images were examined individually and different computer application programs were used to make changes to the images, such as padding, masking, background cleaning, sizing, and rotation, according to the content.

After preparing separate images for each weapon class, they were converted into a dataset. The weapon types and numbers of images belonging to the dataset used in the study are given in Table 1. The dataset comprised images of assault rifles, bazookas, grenades, hunting rifles, knives, pistols, and revolvers (Figure 1). The images used in the dataset were transformed into gray color format at $144 \times 144$ pixels using the Python programming language. Then, the images belonging to the dataset were labeled under the weapon class to which they belonged and grouped.

Table 1. Weapon dataset classes and numbers of images.

| Weapon Class      | Number of Images |
|-------------------|------------------|
| Assault rifle     | 927              |
| Bazooka           | 211              |
| Grenade           | 507              |
| Hunting rifle     | 849              |
| Knife             | 1076             |
| Pistol            | 1170             |
| Revolver          | 474              |
| **Total**         | **5214**         |
Figure 1. Sample dataset of different classes: (a) assault rifles; (b) bazookas; (c) grenades; (d) hunting rifles; (e) knives; (f) pistols; (g) revolvers.

3.2. CNN Model

In object recognition applications, the most used deep learning algorithm is the CNN algorithm [32,33]. This algorithm showed outstanding success in the ImageNet Large-Scale Visual Recognition Competition held in 2012 and has been used in the development of new models in many areas since then [21]. In the current study, a new model (Figure 2) is proposed based on the VGG-16 model (Figure 3) [21]. The model shown in Figure 2 consists of a total of 25 layers (convolution ($n = 7$), pooling ($n = 4$), dropout ($n = 4$), rectified linear units (ReLU) ($n = 7$), flatten ($n = 1$), fully connected ($n = 1$), and classification ($n = 1$)) and 337,671 parameters.

Figure 2. Developed convolution neural network model (f: filter size, s: stride, p: padding, FC: fully connected).
The number of layers when designing a model network and the parameter values used in these layers significantly affect the training time of the neural network, the cost of processing, and the choice of device to be applied. In this study, the model we proposed was preferred for the problem of weapon detection and recognition due to the small number of layers compared to the classic VGGNet model, the ability to train on low-cost computers, the low training time, and the high success accuracy.

In the model presented in Figure 2, two convolution layers and a maximum pooling layer are applied to the input image in gray color format. In the pooling layer, the two-step $2 \times 2$ filter matrix is shifted over the input matrix to create a new matrix value. Maximum pooling holds the new matrix value by taking the maximum value of each block to better estimate the image. In addition, the ReLU activation function is used in convolution layers. This is a non-linear function that replaces all negative pixel values with a zero value, which ensures that the network is more efficient and faster [34]. Using a 25% dropout layer after each pooling layer, memorization is prevented [35]. Convolution, pooling, and forgetting processes are repeated with different parameters and different filter channel values in later layers. Then, neurons are formed into an array by flattening and fully connecting layers. As a result of the straightening process, 2048 neurons are obtained by forming a fully connected layer. In the last layer of the model is the classification layer with the softmax activation function. In this layer, the output value is obtained by classifying the number of classes determined in the dataset. As a result of the classification, seven different weapon types take a value in the range of 0–1 and the weapon type with the highest value presents the estimated value.

3.3. Media and Libraries Used

The model proposed in this study was developed using the Keras library based on TensorFlow. In writing the codes, the NumPy, Matplotlib, PIL, Os, OpenCV, Sklearn, and Imageio libraries were also utilized. TensorFlow is an interface for training and implementing machine learning algorithms. It is also an open source software library that performs numerical calculations using data flow graphics. Computation using TensorFlow is undertaken in many systems ranging from mobile devices to large-scale distributed systems, and it is also used to express various algorithms developed for CNN models. TensorFlow can be set up with two different processors for graphics processing unit (GPU) or central processing unit (CPU) support. TensorFlow programs generally run faster on GPUs than on CPUs. In this study, the model was trained on a computer equipped with an Intel Core i7-9750H 2.60 GHz processor with the 896 Compute Unified Device Architecture, Nvidia GeForce GTX 1650 graphics card, and 8 GB RAM. The study aimed to propose a model with a focus on providing the highest accuracy, sensitivity, and specificity rates, while the lowest loss rates were obtained using CNN.

Using the new model, the method required for training was determined, model layers were created, the training process was applied and recorded in the computer environment, the success rate of the training was determined, and the trained model was tested. In addition, the model was implemented by writing codes in the Python programming language.

4. Results

In the study, experiments were conducted for seven different weapon types and the proposed model was compared with the VGG-16, ResNet-50, and ResNet-101 models. In all four models, the dataset that was used in the training of the network was divided into three
groups, 60% as training, 20% as testing, and 20% as the validation dataset. This situation is shown in Table 2. The training and testing datasets were used during the training of the network. The success rate of the network was obtained by testing the model with a validation dataset that it had never seen during training.

Table 2. Weapon dataset.

| Weapon Dataset | Training | Test | Validation | Total |
|----------------|----------|------|------------|-------|
|                | 3128     | 1043 | 1043       | 5214  |

During the training processes in all four models, the parameter values of the activation function (ReLU) [34], mini batch size (32), dropout (0.25) [35], optimization algorithm (Adamax) [36], and epochs (30) were used the same. The input image size for these four model tutorials was set to 144 × 144 pixels in gray color format. In all four models, “accuracy”, “loss”, “sensitivity”, and “specificity” change graphs determine the success of the network during training, which are shown in Figure 4.

When the graphs of the VGG-16 model given in Figure 4a were examined, it was seen that the model network did not learn during the first 6 epochs and learned with a 90.12% success accuracy as a result of 30 epochs. Similar results can also be observed in the loss, sensitivity, and specificity graphs. Figure 4b shows that the ResNet-50 model began to learn the model network after the first epoch and reached a success accuracy of 94.25% as a result of 30 epochs. As shown in Figure 4c, The ResNet-101 model reached a success accuracy of 84.43% as a result of 30 epochs and had a lower success accuracy than the ResNet-50 model. In Figure 4d, it can be seen that the model network began to learn after the first epoch for the proposed model and reached a success accuracy of 98.32% as a result of 30 epochs. Similar results can also be observed in the loss, sensitivity, and specificity graphs for this model. The success of the model network depends on the layers and parameter values used in the neural network. In the proposed convolutional neural network model, it is important to process the data and extract the necessary features. For these purposes, the layers and parameter values used in the model are selected according to the model network, which increases the success rate. In the proposed model, the number of layers used was less than for other models, and accordingly the number of parameters was reduced; however, the proposed model is able to process, train, and test data faster than other models. As such, the proposed model appears to have higher success accuracy and a lower loss rate than the VGG-16, ResNet-50, and ResNet-101 models. In addition, with the proposed model, model networks were tested using 1043 weapon images in the network validation cluster to analyze the efficiency of the VGG-16, ResNet-50, and ResNet-101 models, with the “accuracy”, “sensitivity”, “specificity”, and “loss” values for all four models given in Table 3.

When the graphs given in Figure 4 and the values given in Table 3 are examined, it can be seen that the proposed model learned faster starting from the first epochs and had a higher success rate.

A confusion matrix was also created to analyze the classification efficacy of the proposed model (Figure 5). According to this graph, the most successful classification rates were obtained for assault rifles at 99.45% and hunting rifles at 99.45%, while the classification rates were least successful for revolvers at 94.62% and bazookas at 97.72%. Although the number of datapoints for the bazooka weapon type was less than available for the remaining weapon types in the dataset, it was still more successfully classified than the revolver type. This can be attributed to the visual similarities between revolvers and pistols in many aspects.

Table 3. Training success rates of the VGG-16, ResNet-50, and ResNet-101 models and the proposed model.

| Measures     | VGG-16 Values | ResNet-50 Values | ResNet-101 Values | Proposed Model Values |
|--------------|---------------|------------------|-------------------|-----------------------|
| Accuracy     | 89.75%        | 93.70%           | 83.33%            | 98.40%                |
| Sensitivity  | 89.71%        | 76.48%           | 41.05%            | 92.89%                |
| Specificity  | 98.84%        | 96.55%           | 90.44%            | 99.28%                |
| Loss         | 0.638         | 0.279            | 1.615             | 0.052                 |
Figure 4. Graphs of changes throughout training: (a) the VGG-16 model; (b) ResNet-50 model; (c) ResNet-101 model; (d) proposed model.
In Table 3 and Figures 4 and 5, it can be seen that the proposed model, with a success rate of 98.40% in terms of classification accuracy, was better than the VGG-16 model with an 89.75% success rate, ResNet-50 with a 93.70% success rate, and ResNet-101 with an 83.33% success rate.

**Performance Evaluation**

In order to evaluate the performance of the new developed model, test data were prepared from images of different weapon classes on humans. The images in the test data were created by downloading them from the Internet [37]. One of the difficulties encountered in weapon detection is the possibility of the weapon being located in any part of the input image; therefore, it is necessary to identify areas where a weapon can be located, then the weapon classification process should be performed. In order to test the accuracy of the model network proposed in this study, the region proposal approach [38], one of the selective search techniques, was used (Figure 6).

The region proposal approach proposed by Girshick et al. is widely used in object detection [38]. This approach was used in the current study to show the usability and adaptability of the proposed model in real life. Since different objects in the image to be tested in the proposed model were similar to the weapon class, new images were obtained using the region proposal approach. The aspect ratios were rearranged by taking the coordinates of the new images obtained. In order to classify the images obtained, those belonging to the weapon class with the region proposal approach were ranked according to the success rate, while the weapon in the region with the highest success rate was predicted.

In addition, the coordinates of the weapon were found and shown in a rectangular frame. In real life, assault rifle, bazooka, hunting rifle, grenade, pistol, and revolver variants have similarities in many cases; therefore, it is very easy to confuse them during classification, resulting in some errors. A dataset containing a sufficient number of images
of weapons was prepared for the detection of weapons. The mean average precision (mAP) metric was used in the evaluation of the weapon images in the dataset, as given in Table 4. In addition, the images of real-life quality that were used in performance evaluation are given in Figure 7.

Table 4. Mean average precision (mAP) of the weapon images used in the dataset.

| Weapon Class     | Number of Images | AP  | mAP     |
|------------------|------------------|-----|---------|
| Assault rifle    | 123              | 0.917 |         |
| Bazooka          | 96               | 0.875 |         |
| Grenade          | 105              | 0.892 |         |
| Hunting rifle    | 112              | 0.908 |         |
| Knife            | 88               | 0.825 |         |
| Pistol           | 128              | 0.883 |         |
| Revolver         | 90               | 0.808 |         |
| **Total**        | **742**          |      | **0.873 mAP@0.5 IoU** |

Figure 7. Cont.
5. Discussion

In this study, a deep-learning-based artificial intelligence model was developed for use in autonomous security control, which can determine whether there are weapons on humans and also distinguish which of the 7 different classes the weapon it detects belongs to.
The data used in the dataset for the developed model training process were divided into training, validation, and test datasets at certain percentages. In the first stage, the model was trained using the training and validation dataset. In order to test the accuracy of the model trained in the second stage, it was tested using a test dataset that the model could not see and a satisfactory rate of classification success was achieved. In our study, the proposed model identified more types of weapons compared to other studies in the literature. For example, Olmos et al. studied an automatic gun detection system for us in videos for surveillance and control purposes. In this study, the pistol was only detected using a pre-trained VGG-16-based classification model [18,23]. In a previous study, the weapon detection model was improved and only a knife was detected [24]. Grega et al. proposed algorithms to alert human operators when a weapon or knife is detected [29].

The accuracy of the proposed model (98.40%) has an excellent success rate compared to studies in the literature. For example, Ineneji et al. developed a system that detects weapons and knives with a success rate of 94.64%, which is lower than the accuracy value in our study [25]. For Romero et al. the success accuracy rate in their study was lower (86%) than the value we obtained [5]. In the real-time object detection study by Lai et al. they detected handheld weapons (pistols and rifles) [20]. A pre-trained VGG-16 based classification model was used and 93% training and 89% test accuracy were obtained [20]. In another study, using the weights of the pre-trained VGG-16 model, knife, pistol, and non-weapon classes were used and the success rate for the weapon classification (98.41%) was similar to our study [26]. Additionally, multiple weapons were detected with a success accuracy rate of 84.26% [30]. Xu et al. focused on identifying weapons in people’s hands to alert endangered people. In this study, the model was trained using a dataset containing images of people holding weapons and people not holding weapons, obtaining a success accuracy of 74% [31].

In addition, our model has also been tested on images of different classes of weapons found on people to assess the real-life availability and classification performance of the developed model. Overall, the newly developed model performed very well, detecting images of weapons against different backgrounds within about 3 s.

6. Conclusions

In today’s conditions, where criminal activities are increasing, it is very important to detect and recognize whether there is a weapon on a person based on images taken from security cameras, without requiring human intervention. Weapon detection and recognition are important to prevent criminal activities before they occur and so that the appropriate parties can take necessary action. Most criminal activities are carried out using handheld or carried weapons. Handheld or carried weapons are the most important elements used for various crimes, such as theft, illegal hunting, and terrorism. It is necessary to determine the types of weapons that may constitute a criminal element in order to predict whether there will be any criminal element in the images taken from security cameras and to take the necessary precautions beforehand.

In this study, a new model was developed to detect and classify seven different weapon types based on the VGGNet architecture. In addition, a new dataset consisting of seven different weapon types was constructed. The developed model was compared to the VGG-16 (89.75% success accuracy), ResNet-50 (93.70% success accuracy), and ResNet-101 (83.33% success accuracy) models, showing a very high success rate of 98.40% in comparison. The developed model was also tested using images of weapons carried on human beings. Since the different objects in the tested images were similar to the weapon class, new images were obtained using the region proposal approach. The aspect ratios were rearranged using the coordinates of the new images. The images obtained as a result of the region proposal approach were classified and those belonging to the weapon class
were ranked according to success rate to ensure that the model could predict the weapon class located in the region with the highest success rate. As a result of the classification, the weapon coordinates were found in the tested images. These coordinates were placed into a rectangular frame and the weapon class and percentage success rate were determined. The newly developed model showed very good performance by successfully detecting weapon images with different backgrounds.

In conclusion, the model proposed in this study will contribute to the elimination of many security gaps by increasing the task effectiveness and efficiency of security forces in security applications. In this respect, the fact that the results can be directly transferred to new applications increases the original value of the study. It is expected that the results of the study will lead and contribute to similar studies being undertaken, especially regarding autonomous security units.

In future studies, an infrastructure investigation could be done on robot soldiers that can automatically monitor and analyze input data and send alerts to security forces in order to process data in real time using security control systems and to increase classification accuracy. In addition, studies should be developed to detect coated guns.
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