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Sensor deployment is an important issue in wireless sensor network (WSN), which is a typical nonlinear system. Conditions of both area coverage and point coverage should be considered in research studies on sensor coverage. It is generally necessary to ensure high coverage ratio of area when controlling sensor locations, and covering specific point targets to ensure long lifetime is also important sometimes. In current studies, swarm intelligence algorithms such as particle swarm optimization (PSO) are widely used to solve the sensor deployment problem in WSN. In this paper, coverage rate and network life indicators are analyzed comprehensively with establishment of a more general K-coverage model. In related calculation examples with different coverage requirements including target coverage, area coverage, and boundary coverage, several improved algorithms based on PSO are applied to solve the problem in the paper. Simulation results show that the improved algorithms can achieve a good performance and deployment effect.

1. Introduction

Wireless sensor network (WSN) is generally composed of a large number of sensor nodes distributed in a specific area whose main task is to jointly monitor the region [1]. WSN can be used in many scenarios such as battlefield surveillance using UAV [2, 3], security management with early warning, big data of IoT [4], and so on, which plays significant roles in both military and civil fields. However, sensor nodes have their own limitations such as small sense range and weak processing power [5, 6]. When evaluating the deployment of sensor nodes in WSN, the following two performance indicators should be generally considered: one is the coverage ability of the sensor and the other is the life cycle of the whole network [7].

The coverage problem of the sensor node deployment can be divided into two types: area coverage and target coverage. The area coverage problem focuses on monitoring the entire space, while the target coverage problem focuses on some specific points in the monitoring area. The main index of area coverage is coverage rate, which can measure the service quality of wireless sensor networks. Sometimes, it is necessary to monitor several specific points in the study of the sensor coverage problem, which is called the target coverage problem [8] that usually consists of simple coverage and Q-coverage. Each target only needs one sensor to cover itself in the simple coverage problem. As to Q-coverage, target \( i \) is set to be monitored by at least \( q_i \) sensor nodes, and the \( q_i \) of each target can be the same or different.

Due to the energy limitation of WSN, the entire network has a life cycle. The lifetime of WSN, which refers to the duration until it is unable to monitor the required area or point, is an important criterion for determining the efficiency of WSN [9]. Sensor nodes are generally powered by batteries, which cannot be recharged or replaced due to the condition of coverage area. Therefore, the sensor placement should also be optimized to extend the network lifetime.

The problem of determining the location of sensor nodes so that the network has good properties is called optimal deployment of sensors, which is a typical NP-hard problem [10]. So far, many kinds of methods are proposed to solve it, such as particle swarm optimization (PSO) [11], constrained
control policy [12, 13], and neuroadaptive dynamic theory [14, 15]. In fact, there is no precise polynomial-time algorithm to solve NP-hard problems, and the only hope is to find a better feasible solution. In this paper, several improved PSO algorithms are proposed to solve the sensor deployment problem. The main features and contributions of this paper are highlighted as follows:

Based on the comprehensive analysis of both coverage ratio and network lifetime, a more general K-coverage problem is summed up, and the sensor optimal deployment model considering point target and regional coverage is established.

A new PSO-based improvement method is proposed, and simulation experiments are carried out for three conditions with other two typical improved PSO algorithms to verify the effectiveness of the algorithm.

The remaining part of this paper is arranged as follows: related work is introduced in Section 2. K-coverage problem is analyzed and the corresponding sensor coverage model is established in Section 3. In Section 4, a new improved PSO algorithm and solution to the K-coverage problem is described. Simulation experiments and comparison results are given in different cases in Section 5. Finally, there are conclusion and prospects in Section 6.

2. Related Works

A variety of approaches have been proposed to address the sensor deployment problem in WSN so far, but the PSO algorithm has become one of the most widely used methods due to its high search efficiency [16, 17]. Mini et al. [18] have comprehensively studied the coverage problem in WSN by comparing a variety of improved PSO algorithms; however, the optimization goal is only to maximize the network lifetime. As to the target coverage problem, Yarinezhad and Hashemi [19] have transformed network lifetime condition into requirements of target points, which must be covered by multiple sensor nodes, using an improved PSO algorithm using fuzzy logic [20] to obtain a long network lifetime without taking regional coverage rate likewise.

Yu et al. [21] uses centralized and distributed protocols, which take the remaining energy into consideration, but do not consider how to determine the location of sensor nodes to solve the coverage problem in WSN. Deploying a large number of sensor nodes in a random manner will cause a lot of sensing overlap areas; so, it is necessary to optimize the location of nodes to improve the coverage ratio. Zhang et al. [22] uses standard particle swarm optimization (SPSO) to adjust the position of nodes so that node distribution is more even, the perception blind area is significantly reduced, and the coverage of the entire network is greatly improved after optimization. Aiming at the shortcomings of basic PSO, such as slow convergence speed and easy local optimality, Wang et al. [23] regard improving coverage ratio as the main optimization goal and introduced logistic chaos into a quantum-behaved particle swarm optimization (QPSO) algorithm in solving the coverage problem in WSN.

Due to the characteristics of less control parameters, simple implementation, and good robustness, the PSO algorithm can often obtain the approximate optimal solution when solving search problems, which has become a popular swarm intelligence optimization method [24]. To have a better control over the search scope, standard particle swarm optimization (SPSO) with an inertia weight factor w is put forward by Shi and Eberhart, which can achieve better results in the application of some certain issues [25]. In SPSO framework, each particle, represented as a potential solution for the problem, is evaluated by a function called fitness function. To achieve the best solution, every particle moves to search in a D-dimension space, and the velocity $v_i$ and the position $x_i$ are updated as follows:

$$
\begin{align*}
  v_i(t + 1) &= w \cdot v_i(t) + c_1 r_1 (p_i - x_i) + c_2 r_2 (g - x_i), \\
  x_i(t + 1) &= x_i(t) + v_i(t + 1),
\end{align*}
$$

where $x_i = (x_i^1, x_i^2, \ldots, x_i^D)$ is the position of $i^{th}$ particle, $v_i = (v_i^1, v_i^2, \ldots, v_i^D)$ is the velocity of particle $i$, $t$ represents the generation number, $c_1$ and $c_2$ are local and global learning factors, respectively, $r_1, r_2$ are random numbers between 0 and 1, $p_i = (p_i^1, p_i^2, \ldots, p_i^D)$, or called $p_{best}$, stands as the previous best position for particle $i$, and $g = (g_1, g_2, \ldots, g_D)$, also named $g_{best}$, is the global best position found so far in the entire swarm. The updates will be iterated until an acceptable amount for $g_{best}$ is reached or the number of iterations reach a fixed amount called $t_{max}$.

Theoretical research shows that the inertia weight factor $w$ can balance the “exploration” and “exploitation” of particles. When $w$ is selected as some specific values, such as $w = 0.7298$, $c_1 = c_2 = 1.494$, SPSO can ensure convergence and get good results in many benchmark functions [26, 27]. However, SPSO is easy to fall into local optimal state prematurely in many optimization problems. Therefore, adaptive inertia weight SPSO with variable inertia weight factor appears. Many scholars believe that global search ability is strong when $w$ is large and local search ability is strong when $w$ is small. The common $w$ adaptation mechanism usually decreases with the iteration time [28] as shown in the following:

$$
 w(t) = \frac{t_{max} - t}{t_{max}} (w_0 - w_1) + w_1.
$$

The particle motion state in the SPSO algorithm needs to be expressed by both velocity and position. In quantum space, motion state of the particle with momentum and energy can be directly expressed by its wave function, and the properties of particle are completely different from Newton space. Sun et al. [29] proposed quantum behaved particle swarm optimization (QPSO) from the perspective of quantum mechanics. Based on the $\delta$ potential well, the model considers that particles have quantum behavior and can search in the whole space of feasible solutions, with high swarm intelligence and strong collaborative ability. According to the uncertainty principle proposed by Heisenberg, particle position and velocity cannot be accurately determined at the same time, but the statistical significance of the wave function can be used to determine the occurrence of a particle at a certain position and a certain moment by the probability density function. Results of the standard
test function show that the global search performance of the QPSO algorithm is better than that of the SPSO algorithm. In order to ensure its convergence, each particle in the QPSO algorithm must converge to its own $Q_i$ point, which is expressed as follows:

$$Q_i = \left( \frac{\varphi_1 \times p_i + \varphi_2 \times g}{\varphi_1 + \varphi_2} \right),$$

where $\varphi_1 = r$ and $(0, 1)$, and $\varphi_2 = r$ and $(0, 1)$. At the same time, a global point $m_{best}$ is introduced to calculate the next generation of particles, which is defined as an average value of the best local positions of all particles:

$$m_{best} = \sum_{i=1}^{p_s} p_i,$$

where $p_s$ means the particle number, and iterative equation of particle $i$ is as follows:

$$x_i(t + 1) = Q_i \pm \beta \cdot m_{best} - x_i(t) \cdot \ln \left( \frac{1}{u} \right),$$

where $u = r$ and $(0, 1)$, and $\beta$ is called shrinkage-expansion coefficient, which controls the convergence speed. In many cases, value of $\beta$ is often given as follows:

$$\beta(t) = 0.5 + (1.0 - 0.5) \times \frac{t_{max} - t}{t_{max}}.$$

The initial distribution of particles also affects the convergence speed and solution quality of algorithm. If the initial particles are randomly distributed in the solution space, the speed of optimization and the quality of the solution will be naturally improved. The traditional logistic chaos has good distribution characteristics [30], and its iterative equation is as follows:

$$x_{n+1} = \mu x_n(1 - x_n),$$

where $\mu$ is the control parameter and $\mu \in [0, 4]$; $x_n$ is the iterative state value and $x_n \in (0, 1)$; and system is in a chaotic state when $\mu = 4$. Using the logistic chaotic map in the initialization of the algorithm, it makes the particle distribution cover a wide area and helps to prevent premature convergence of the population.

In order to study the sensor placement problem under complex conditions, it is necessary to comprehensively analyze network lifetime and coverage ratio index so as to establish a general optimization model. At the same time, several algorithms are needed to carry out many times of simulations to achieve a better deployment effect. A new improved PSO algorithm is put forward in this paper, and two typical algorithms of SPSO and QPSO are seen as a benchmark for their good generality.

3. Problem Description

Complex sensor coverage problems usually have resource conditions of sensing range, network lifetime, node quantity, and so on whose practical application includes different scene conditions such as target coverage, area coverage, and boundary coverage. However, it is generally required to maximize the coverage ratio. In the following part, coverage problem considering network lifetime is analyzed, and the corresponding sensor model is given.

3.1. K-Coverage Problem. Suppose there are $M$ sensor nodes $\{s_1, s_2, \ldots, s_M\}$ and $N$ targets $\{T_1, T_2, \ldots, T_N\}$ in the monitoring area. If the distance between the sensor node $s_i$ and target point $T_j$ is shorter than $R_i$, $s_i$ will cover $T_j$. Thus, the following covering matrix can be defined:

$$C_{ij} = \begin{cases} 1, & \text{if } s_i \text{ covers } T_j, \\ 0, & \text{otherwise}, \end{cases}$$

where $i = 1, \ldots, M$, and $j = 1, \ldots, N$.

The network lifetime of WSN is mainly related to the location and energy of sensor nodes. We define $b_i = (b_i/e_i)$ to present the lifetime of the battery, where $b_i$ is the initial battery power, and $e_i$ is the energy consumption rate of the node $s_i$. The upper bound of the lifetime can be calculated as follows [31]:

$$U = \min \sum_{i} \frac{C_{ij}b_i}{q_j},$$

where $q_j$ is a positive integer, and it can be set according to the importance of the target $T_j$, $j = 1, 2, \ldots, N$.

Suppose that the region is deployed with homogeneous sensor nodes, which means that $R_i$ and $b_i$ have a fixed value for every sensor node. If each target is equally important (i.e., $q_j$ is also the same) and network lifetime $U$ is given, it will be equivalent that $C_{ij}$ must satisfy the corresponding K-coverage constraint where $K$ is a positive integer calculated through lifetime condition.

3.2. Sensor Model. In order to optimize sensor deployment problems under different conditions, we assume that the monitoring area is a two-dimensional plane. The wireless sensor nodes adopt the Boolean sensing model, i.e., probability of the target point in the sensing range is 1; otherwise, it is 0, to simplify the coverage problem. When the number of sensors is large, the total coverage rate of all nodes to the monitoring area is difficult to be solved by formula. Therefore, the region is divided into grid points of equal size, which can be further equivalent to pixels with a discrete accuracy of 1 [32].

The common sensing range is like a disk centered on the location of the sensor node. The Boolean sensing model can be described mathematically as that the coordinates of the sensor node is $(x_i, y_i)$, and the sensing radius is $R_i$ in a configured Euclid space at this time. Then, the probability of pixel point $a$ with coordinates $(x, y)$, which can be perceived, is as follows:
where \( p(a, s_i) = \begin{cases} 1, & d(a, s_i) \leq R_i, \\ 0, & \text{otherwise}, \end{cases} \) 

\( (10) \)

Assuming that the monitoring area is equivalent to \( u \times v \) pixel points, the coverage ratio \( f \) of the sensor deployment area can be defined as follows:

\[ f = \frac{\sum_{s=1}^{m} \sum_{p=1}^{n} p(a, s)}{u \times v} \tag{12} \]

The above definition of the coverage rate is the main general objective function for optimal deployment of sensors. For K-coverage problems with different requirements, only specific constraints need to be added. When \( K = 0 \), it is an unconstrained coverage optimization problem; when \( K = 1 \), it indicates that some key targets must be covered; and when \( K \geq 2 \), it may have K-coverage constraint with specific network lifetime conditions, to ensure that each important point must be within the coverage range of \( K \) sensor nodes.

### 4. Proposed Method

In this paper, we consider that the sensor nodes can be determined before deployed. In this section, we propose another improved PSO method to solve the sensor deployment approach for the K-coverage problem, and the task is mainly to choose location points of the sensor nodes in the area.

#### 4.1. CLPSO Algorithm and Its Improvement

Original PSO algorithm is easy to fall into local extremum when solving complex multimodal problems, leading to premature convergence. Each particle learns from its own optimal value and global optimal value at the same time, and all particles will be affected if the global optimal value falls into a local extreme value. In addition, each particle learns from all dimensions of its own optimal value in the speed formula of the original PSO algorithm, but the own optimal value is usually not optimal in all dimensions. Liang et al. [33] put forward the comprehensive learning particle swarm optimization (CLPSO) algorithm, in which the social part of particles learning from the global optimal value is not used. It introduces a comprehensive learning strategy, using \( \text{pbest} \) of all particles to construct learning samples, which can effectively promote the information exchange between particles in different dimensions and avoid trapping in the local extremum. The velocity update formula of particle \( i \) is as follows:

\[ v_i^d = \omega v_i^d + c_1 r_1^d (p_{\text{best}}^d - x_i^d) + c_2 r_2^d (gbest^d - x_i^d), \tag{13} \]

where \( p_{\text{best}}^d \) represents the optimal value of particle \( i \) in the \( d \)-th dimension of the learning sample. \( f_i = [f_i(1), f_i(2), \ldots, f_i(D)] \), which is a set of learning samples constructed by particles randomly selected based on the learning probability parameter \( Pf_i \). \( Pf_i \) can be calculated by the following formula:

\[ Pf_i = 0.05 + 0.45 \cdot \frac{(\exp(10(i-1)/ps - 1) - 1)}{(\exp(10) - 1)}, \tag{14} \]

where \( i \in (1, ps) \), and \( ps \) is the number of particles. Suppose that \( p_i \) of particle \( i \) has not been updated after \( m \) generation evolution, learning samples are constructed according to the following steps:

**Step 1:** As to particle \( i \), generate a random number \( r \) and with uniform distribution within \((0, 1)\) in a dimension and compare it with \( Pf_i \).

**Step 2:** If \( r > Pf_i \), particle \( i \) will learn from its historical optimal value. Otherwise, it learns from the historical optimal value of other particles.

**Step 3:** When learning from the historical optimal value of other particles, a selection operator of tournament mechanism is added. Choose two particles whose speed has not been updated in the current dimension randomly, and then select the particle with better fitness value as the learning sample.

**Step 4:** Choose another dimension and repeat Step 1–Step 3 until all dimensions obtained learning samples.

With each particle’s potential search space increased, the diversity increases. As each particle is possibly a good area, the search of CLPSO is neither blind nor random. Compared to the original PSO, CLPSO searches more promising regions to find the global optimum [33].

However, global and local exploration ability of the swarm intelligence algorithm should be balanced in different ways. The other ability will usually decrease when one ability is improved. For example, the SPSO algorithm has fast convergence speed and strong local search ability, while the CLPSO algorithm promotes the full exchange of information among particles and enhances the global exploration ability, with the local search ability decreasing and the convergence speed slowing down [34]. To solve this dilemma, we further improve the CLPSO algorithm and call it the ICLPSO algorithm.

First, the global optimal value is also added into population evolution, which can help to improve the convergence speed of particles. The new speed update formula is as follows:

\[ v_i^d = \omega v_i^d + c_1 r_1^d (p_{\text{best}}^d - x_i^d) + c_2 r_2^d (gbest^d - x_i^d). \tag{15} \]

Furthermore, introduction of particle mutation strategy usually helps particles escape from the local optimal value and improves the global exploration ability. Yao et al. [35] have found that the offspring of particles after Cauchy
mutation are farther away from their parents than Gaussian mutation, which can effectively help particles escape from the local optimal value. Therefore, Cauchy mutation is introduced into the CLPSEO algorithm in this paper. In this regard, the standard Cauchy mutation strategy of \( t = 1 \) is adopted, and it applies disturbance mutation to particles whose evolution has stagnated for more than \( m \) generations. The specific mutation formula is as follows [36]:

\[
x^{\text{new}}_i = x_i + \text{Cauchy}(0, 1),
\]

where \( \text{Cauchy}(0, 1) \) is the standard Cauchy distribution. Its generating function of random variable is \( y = \tan((\pi \cdot (N - 0.5))) \) and \( N \) is the random variable obeying the standard normal distribution within \((0, 1)\).

The complete flowchart of ICLPSEO is given in Figure 1.

### 4.2. Solving K-Coverage Problem of Sensor Deployment

We use the PSO-based sensor deployment method in this paper. It mainly consists of particle encoding scheme, fitness function of optimization objective, and update and constraint followed by termination criteria.

#### 4.2.1. Particle Encoding Scheme

To solve the sensor deployment problem by using different PSO algorithms, we suppose that each particle is a feasible solution. Assume we have a WSN with \( M \) nodes and a sensor deployment area of size \( u \times v \). Two dimensions are required to deploy each sensor node. Hence, each feasible solution for the problem is a particle, which is equal to \( M \) pairs as \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_M, y_M)\} \), where \( 0 \leq x_i \leq u \) and \( 0 \leq y_i \leq v \) for each \( i \in \{1, 2, \ldots, M\} \), and \( (x_i, y_i) \) is the location of the \( i \)-th sensor node. Every swarm is a collection of particles. In other words, when solving the sensor deployment problem by using the above algorithms, a swarm of size \( l \) is indeed a collection of \( l \) different deployments of the sensor nodes in the area.

#### 4.2.2. Fitness Function of Optimization Objective

Optimization objective here can be divided into two parts. One is constraint of K-coverage, which includes target coverage requirement and network lifetime condition. The other is coverage rate of the monitoring area because it can be optimized by selecting different node locations.

In order to achieve a good performance of WSN, the main goal in this paper is to determine the location of the sensor nodes, so that the required conditions are satisfied, and the coverage area is maximized. Therefore, the fitness function is \( f \) in equation (12), which presents the coverage ratio.

#### 4.2.3. Update and Constraint

The position and velocity of each particle are updated in each iteration (QPSO only has position updating). However, the algebraic steps of addition and subtraction operations in these equations may cause the new position of the particles to be out of range (not in \( u \times v \)). Therefore, the proposed algorithm handles the positions of the particles in such a way that they fall in the desired range. Three following rules handle these scenarios for a particle \( (x_j, y_j) \):

1. If \( x_j \) or \( y_j \) are negative, replace it with a new random number
2. If \( x_j > u \), then \( x_j = u \)
3. If \( y_j > v \), then \( y_j = v \)

It must be noted that the process of updating \( g_{\text{best}} \) need to consider its specific condition. In fact, it should update so that it becomes a feasible solution for the problem. In other words, \( g_{\text{best}} \) must be updated such that it satisfies the K-coverage constraint caused by WSN lifetime. In order to achieve this goal, in each step where a particle is updating, the required condition is checked; if it is not met, then another particle satisfying the condition will be updated to the fitness function.

#### 4.2.4. Termination Criteria

The iterations keep running until the termination criteria are met. A predefined iteration number is the termination criterion in our algorithm, and the convergence results can be analyzed after the algorithm is terminated.

### 5. Simulation and Analysis

In order to further evaluate the performance of different algorithms, a series of simulations are carried out in this section.

#### 5.1. Target Coverage

Consider the simple coverage problem of target points which means \( K = 1 \). Assume that there is an area of size \( 32 \times 32 \text{m}^2 \) with 100 targets whose locations are set randomly, and there are 4 sensor nodes with a same sensing range of 12 m.

Parameters set in four different algorithms are as follows: \( p_s = 30 \) and \( t_{\text{max}} = 300 \). As to CLPSEO and ICLPSEO, \( m = 5 \). After many times of simulations, optimization results of sensor deployment given by these four algorithms are nearly the same, as shown in Figure 2. However, SPSO sometimes may fall into local optimum. To compare performance of convergence, a convergence curve of each algorithm is selected, as shown in Figure 3, where cover index is defined as the coverage rate of target points.

#### 5.2. Area Coverage

We assume that the deployment area size is \( 800 \text{m} \times 800 \text{m} \), and there is a condition with several important points (\( M = 5 \)), which must be covered. The number of the sensor nodes is 25, and sensing range of each node is fixed and equals to 88 m. Relevant parameters in this part are given in Table 1, and the four algorithms mentioned above are all executed.

After 20 runs in the same configuration, we find different sensor deployment schemes using different algorithms. And the average results of coverage ratio given by every algorithm are shown in Table 2.
According to the results, the ICLPSO algorithm can get a better performance, while the optimization result of CLPSO is the poorest. In fact, CLPSO is found difficult to meet the coverage condition in some experiments resulting from its slow convergence. For further comparison, best locations of sensor nodes calculated by the four algorithms are shown in Figure 4 with coverage ratio number in brackets.

5.3. Boundary Coverage. In this part, boundary covering condition is considered and converted to K-coverage problem. Sense nodes sometimes are required to cover a certain boundary, and we can simplify the problem into coverage of a series of targets. As shown in Figure 5, there are 16 target points, which form a square boundary, and the circles with dotted line show that these targets can communicate with each other. In this way, it is reasonable that these 16 points can approximately represent the whole boundary.

As to the boundary points above, they may be important targets, which require a certain condition of WSN lifetime, and we can set different kinds of lifetime requirements according to equation (9). Therefore, this kind of problem can also be solved by the K-coverage model built in this paper. Assume that the deployment area is also 800 m × 800 m, while the boundary is a square with side
length 320 m. Specific simulation parameters are summarized in Table 3, and algorithms of SPSO, QPSO, and ICLPSO are conducted to have a comparison due to the difficult convergence of CLPSO.

In order to compare the three algorithms in different K-coverage conditions, we suppose different positive integer values of $K$, which are 2, 3, and 4 in this paper, and the corresponding sensor nodes number $N$ are, respectively, 32, 48, and 64. The coverage range of each sensor node is fixed and equals to 88 m. To execute these improved PSO algorithms, we considered an initial population of 10 particles, and the value of the parameter $m$ in ICLPSO is chosen to be 10. The termination criterion of every run of each algorithm is the maximum number of iterations, which is equal to 5000.

Table 1: Parameters of wide area coverage.

| Parameter          | Value          |
|--------------------|----------------|
| Region size        | 800 m × 800 m  |
| Sensor nodes number $N$ | 25             |
| Sensing range      | 88 m           |
| $ps$               | 10             |
| $m$                | 5              |
| $t_{max}$          | 1000           |

Table 2: Average results of coverage ratio.

| Condition | SPSO   | QPSO   | CLPSO  | ICLPSO |
|-----------|--------|--------|--------|--------|
| $K = 1$   | 0.8027 | 0.8013 | 0.7904 | 0.8477 |

Figure 2: Optimization results of sensor deployment.

Figure 3: Selected convergence curve of each algorithm.
in this section. Among the simulations in this part, it is assumed that K-coverage conditions must be fully met for each case. In fact, K-coverage condition is set by the requirement of network lifetime, and evaluation of coverage ratio is meaningful only when all the target points are covered.

Results are reported from an average of 20 runs in each configuration of every algorithm, and they are shown in

Figure 4: Locations of sensor nodes optimized by different algorithms. (a) SPSO (0.8366). (b) QPSO (0.8456). (c) CLPSO (0.8240). (d) ICLPSO (0.8660).

Figure 5: Target points representing the boundary.

Table 3: Simulation parameters.

| Parameter               | Value          |
|-------------------------|----------------|
| Region size             | 800 m × 800 m  |
| Target points number    | 16             |
| Sensing range           | 88 m           |
| \( p_s \)               | 30             |
| \( c_1 \)               | 1.494          |
| \( c_2 \)               | 1.494          |
| \( w_0 \)               | 0.9            |
| \( w_1 \)               | 0.4            |
| \( m \)                 | 10             |
| \( t_{max} \)           | 5000           |
Table 4: In this table, \( C \) stands for the mean value of coverage ratio, and \( S \) means the corresponding standard deviation. For the K-coverage problem in this section, ICLPSO has a better performance than SPSO, and it still works best when \( K \geq 2 \). However, QPSO conducts best in values of both \( C \) and \( S \) when \( K = 4 \). Figure 6 shows sensor deployment of the best result calculated by each algorithm when \( K = 4 \). It can be seen that QPSO really get a better optimization than the other two.

The success of ICLPSO may be due to the way it creates the global best position. To be concrete, the global best particle is replaced with a particle, in which the value of each dimension is selected based on a tournament selection mechanism, and it adds variation to improve the exploration in solution space. As to QPSO, only the position vector is needed in the evolution equation, which makes the form of the iteration equation easier to control. Therefore, QPSO may behave well in both convergence and accuracy in some situations.

6. Conclusion and Future Works

Sensor deployment problem considering both WSN lifetime constraint and coverage ratio index is studied in this paper. A general sensor model of K-coverage condition is established, and several improved PSO algorithms have been applied in order to get a better optimization effect of deployment. Different cases of sensor deployment problem such as target coverage, area coverage, and boundary coverage are simulated by different algorithms. Many experiments show that ICLPSO proposed in this paper is effective and conducts well in all these conditions, and QPSO also has a better performance than SPSO.

As a future work, we would like to suggest developing these algorithms for solving the K-coverage problem with cost optimization. That is to say, the number of sensor nodes should also be reduced, so that it can achieve better utilization. Moreover, we wish to use these algorithms for mobile targets, which can be an interesting line of research.
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