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Abstract

We consider a Cahn-Hilliard equation which is the conserved gradient flow of a nonlocal total free energy functional. This functional is characterized by a Helmholtz free energy density, which can be of logarithmic type. Moreover, the spatial interactions between the different phases are modeled by a singular kernel. As a consequence, the chemical potential $\mu$ contains an integral operator acting on the concentration difference $c$, instead of the usual Laplace operator. We analyze the equation on a bounded domain subject to no-flux boundary condition for $\mu$ and by assuming constant mobility. We first establish the existence and uniqueness of a weak solution and some regularity properties. These results allow us to define a dissipative dynamical system on a suitable phase-space and we prove that such a system has a (connected) global attractor. Finally, we show that a Neumann-like boundary condition can be recovered for $c$, provided that it is supposed to be regular enough.
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1 Introduction

The Cahn-Hilliard equation was proposed long ago as a diffuse interface model for phase separation in binary alloys subject to a cooling process (see [11, 12], cf. also [18, 28, 29] and references therein). Since then it has been studied theoretically by many authors (see the pioneering contributions [15, 16, 17, 27], cf. also the review paper [13]). More recently, it has been observed that a physically more rigorous derivation leads to a nonlocal equation (see [22, 23]). In this case, one can still view the Cahn-Hilliard equation as a conserved gradient flow of the first variation of a suitable total free energy functional $E$. However, $E$ has the following form

$$E(c) = \frac{1}{2} \int_\Omega \int_\Omega (c(x) - c(y))^2 k(x,y,x-y) \, dx \, dy + \int_\Omega f(c(x)) \, dx.$$  

Here $c$ denotes the (relative) concentration difference of the two components, $\Omega \subset \mathbb{R}^n$ is a bounded domain with a $C^2$-boundary $\partial \Omega$ (where $n \in \{1, 2, 3\}$ in applications), $k$ is the interaction kernel and $f$ is the Helmholtz free energy density. The latter, which accounts for the entropy of the system, is given by (see [12])

$$f(c) = \frac{\theta}{2} ((1+c) \ln(1+c) + (1-c) \ln(1-c)) - \frac{\theta c^2}{2}, \quad (1.1)$$

where $\theta, \theta_c > 0$ are given constants. We remind that $f$ is usually approximated in the literature by a more tractable fourth-order polynomial double well. Moreover, we note that $f$ is convex if and only if $\theta \geq \theta_c$. In this case the mixed phase is stable. On the other hand, if $0 < \theta < \theta_c$, the mixed phase is unstable and phase separation occurs.

The chemical potential $\mu$ is the first variation of $E$ and the Cahn-Hilliard equation can be then written as follows

$$\partial_t c = \nabla \cdot (m(c) \nabla \mu), \quad (1.2)$$

where $m(c)$ is the so-called mobility. Here we assume for simplicity that $m(c)$ is independent of $c$ and, for simplicity, equal to one. When $k(x, y, x - y) = J(x - y)$ and $J : \mathbb{R}^n \to \mathbb{R}$ is a sufficiently smooth (and even) function, equation (1.2) has been analyzed in [20, 21, 23, 24, 25] (see also [6, 7, 14] for constant mobility and/or regular $f$). But in this case the mathematical properties of solutions are very different from the usual so-called local Cahn-Hilliard equation. More precisely a second order differential operator in the equation for the chemical potential is replaced by a compact operator in this case. As far as we know, such an equation has never been studied when $k$
is singular (see, however, [20] for a fractional Allen-Cahn equation). This
is the goal of the present contribution. Therefore we consider the following
problem

\[ \partial_t c = \Delta \mu \quad \text{in } \Omega \times (0, \infty), \quad (1.3) \]

\[ \mu = \mathcal{L}c + f'(c) \quad \text{in } \Omega \times (0, \infty), \quad (1.4) \]

\[ \partial_{\nu}\mu = 0 \quad \text{on } \partial\Omega \times (0, \infty), \quad (1.5) \]

\[ c|_{t=0} = c_0 \quad \text{in } \Omega, \quad (1.6) \]

where \( \mathcal{L} \) is a non-local linear operator defined as follows

\[ \mathcal{L}u(x) = \text{p. v.} \int_{\Omega} (u(x) - u(y))k(x, y, x - y)dy \quad (1.7) \]

and \( k: \mathbb{R}^n \times \mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}) \to \mathbb{R} \) is \((n + 2)\)-times continuously differentiable
and satisfies the following conditions (see [1]):

\[ k(x, y, z) = k(y, x, -z), \quad (1.8) \]

\[ |\partial_\beta^\gamma \partial_\gamma^\delta k(x, y, z)| \leq C_{\beta, \gamma, \delta}|z|^{-n-\alpha-|\delta|}, \quad (1.9) \]

\[ c_0|z|^{-n-\alpha} \leq k(x, y, z) \leq C_0|z|^{-n-\alpha}. \quad (1.10) \]

for all \( x, y, z \in \mathbb{R}^n, z \neq 0 \) and \( \beta, \gamma, \delta \in \mathbb{N}_0^n \) with \(|\beta| + |\gamma| + |\delta| \leq n + 2 \) where \( \alpha \) is the order of the operator. Unless specified otherwise, throughout this paper we will always consider the case \( \alpha \in (1, 2) \). An example for \( k(\cdot, \cdot, \cdot) \) is given by \( k(x, y, z) = \omega(x, y)|z|^{-n-\alpha} \) and \( \omega \in C^{n+2}_b(\mathbb{R}^n) \). Note that the
definition of the operator \( \mathcal{L} \) depends on \( \Omega \). Formally, in the case \( \Omega = \mathbb{R}^n \) and \( k(x, y, z) = |z|^{-n-\alpha} \) one has \( \mathcal{L} = \text{const} \times (-\Delta)^{\frac{\alpha}{2}} \) where \( (-\Delta)^{\frac{\alpha}{2}} \) is a fractional
power of the Laplace operator. If \( \Omega \) is a bounded domain, the operator \( \mathcal{L} \)
has the same form as the generator of a censored stable process (cf., e.g., [9])
and it is also known as regional fractional Laplacian.

Our main result is the well-posedness of the weak formulation of problem (1.3)-(1.6) together with a natural boundary condition for \( c \), which will be part of the weak formulation. In the above (strong) formulation (1.3)-(1.6), a boundary condition for the variable \( c \) is missing. A further result is concerned with the characterization of such a condition, provided that the weak solution is smooth enough (say, \( c \in C^{1,\beta}(\overline{\Omega}) \)) and \( k \) fulfills suitable
assumptions. More precisely, we prove that

\[ \nabla c(x_0) \cdot n_{x_0} = 0, \]
where \( n_{x_0} \) depends on the interaction kernel \( k \) (see (6.2) below).

This condition reduces to the usual homogeneous Neumann boundary condition for \( c \) for symmetric kernels (cf. Theorem 6.1 and Remarks 6.2 and 6.3 below). Unfortunately, we are unable to prove that a weak solution is indeed as regular as it is required for this characterization. Nonetheless, our weaker regularity results allow us to prove that the dissipative dynamical system generated by (1.3)-(1.6) has a (connected) global attractor.

The paper is organized as follows. In Section 2 we introduce some basic notation and function spaces as well as we account for some preliminary results. Section 3 is essentially devoted to the computation of the subgradient of the (convex) functional

\[
F(c) = \frac{1}{2} \int_{\Omega} \int_{\Omega} (c(x) - c(y))^2 k(x, y, x - y) \, dx \, dy + \int_{\Omega} \phi(c(x)) \, dx
\]

and to the characterization of its domain. Here \( \phi \) is the convex part of \( f \) (see Assumption 2.1 below). Combining the results of Sections 2 and 3 we give the proof of the well-posedness theorem in Section 4. The existence of the global attractor is established in Section 5. Finally, in Section 6 we show that a regular weak solution \( c \) does satisfy the above boundary condition.

2 Basic tools and well-posedness

Given a set \( M \), its power set will be denoted by \( \mathcal{P}(M) \). Moreover, we denote \( \mathbb{R}_n^+ = \{ x \in \mathbb{R}^n : x_n > 0 \} \) and \( \mathbb{R}_+^1 = \mathbb{R}_+^1 \). If \( X \) is a (real) Banach space and \( X^* \) is its dual, then

\[
\langle f, g \rangle \equiv \langle f, g \rangle_{X^*, X} = f(g), \quad f \in X^*, g \in X,
\]

denotes the duality product. Moreover, if \( H \) is a (real) Hilbert space, \( (\cdot, \cdot)_H \) will indicate its inner product. In the following, all Hilbert spaces will be separable.

2.1 Function spaces

Throughout the paper \( \Omega \subseteq \mathbb{R}^n \) will be a bounded domain with \( C^2 \)-boundary. Let \( L^p(\Omega) \), \( 1 \leq p \leq \infty \), be the set of \( p \)-integrable (or essentially bounded) functions \( f : \Omega \rightarrow \mathbb{R} \) and set \( \| \cdot \|_p \equiv \| \cdot \|_{L^p(\Omega)} \). Moreover, \( H^m(\Omega) \), \( m \in \mathbb{N} \), indicates the usual \( L^2 \)-Sobolev space of order \( m \) and \( H^m_0(\Omega) \) is the closure of \( C_0^\infty(\Omega) \) in \( H^m(\Omega) \).
Given $f \in L^1(\Omega)$, we set

$$m(f) = \frac{1}{|\Omega|} \int_{\Omega} f(x) \, dx$$

and, for $m \in \mathbb{R}$ we define

$$L^2_{(m)}(\Omega) := \{ f \in L^2(\Omega) \mid m(f) = m \},$$

so that $P_0 f = f - m(f)$ denotes the orthogonal projection onto $L^2_{(0)}(\Omega)$.

We then introduce

$$H^1_{(0)}(\Omega) := \{ c \in H^1(\Omega) \mid m(c) = 0 \}$$

equipped with the inner product

$$(c, d)_{H^1_{(0)}(\Omega)} = (\nabla c, \nabla d)_{L^2(\Omega)}, \quad c, d \in H^1_{(0)}(\Omega),$$

i.e., $R = -\Delta_N$ is the Laplacian with Neumann boundary conditions in the variational sense. Therefore we equip $H^{-1}_{(0)}(\Omega)$ with the inner product

$$(f, g)_{H^{-1}_{(0)}(\Omega)} = (\nabla \Delta_N^{-1} f, \nabla \Delta_N^{-1} g)_{L^2(\Omega)} = (\Delta_N^{-1} f, \Delta_N^{-1} g)_{H^1_{(0)}(\Omega)}.$$ 

Moreover, we embed $H^1_{(0)}(\Omega)$ and $L^2_{(0)}(\Omega)$ into $H^{-1}_{(0)}(\Omega)$ in the canonical way, that is,

$$(c, \varphi)_{H^{-1}_{(0)}(\Omega)} = \int_{\Omega} c(x) \varphi(x) \, dx, \quad \forall \varphi \in H^1_{(0)}(\Omega), c \in L^2_{(0)}(\Omega).$$

Finally, we need to introduce the so-called fractional $L^2$-Sobolev-Slobodeckii spaces as follows. Let $s \in (0, 1)$. Then, for any $u \in L^2(\Omega)$, set

$$\|u\|^2_{H^s(\Omega)} \doteq \|u\|^2_2 + \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dx \, dy$$

and

$$H^s(\Omega) \doteq \{ f \in L^2(\Omega) \mid \|f\|_{H^s(\Omega)} < \infty \}.$$ 

Let us denote by $H^s_0(\Omega)$ the closure of $C^\infty_0(\Omega)$ in $H^s(\Omega)$, while $H^{-s}(\Omega)$ and $H^{-s}_0(\Omega)$ will be the dual spaces of $H^s(\Omega)$ and $H^s_0(\Omega)$, respectively. We refer the reader to [3] for the interpolation results for such spaces which will be used hereafter.
2.2 Weak formulation and main result

Before introducing a weak formulation of our problem we state our assumptions on \( f \) which are satisfied by the physically relevant case (1.1). Namely, we suppose

**Assumption 2.1.** \( f : [a, b] \to \mathbb{R} \), \( a < 0 < b \), is a continuous function, which is twice continuously differentiable in \( (a, b) \), such that

\[
\lim_{s \to a} f'(s) = -\infty, \quad \lim_{s \to b} f'(s) = \infty,
\]

and \( f''(s) \geq -d \) for some \( d \geq 0 \).

Since \( f \) is defined on an interval \([a, b]\), we also extend \( f(x) \) by \( +\infty \) if \( x \notin [a, b] \). Hence \( E(c) < \infty \) implies \( c(x) \in [a, b] \) for almost every \( x \in \Omega \). Note that, although \( f \) is in general non-convex, it can be considered as a perturbation of a convex potential. Indeed, thanks to Assumption 2.1, we have that there exists a positive number \( d > 0 \) and a continuous, convex and twice continuously differentiable in \((a, b)\) function \( \phi : [a, b] \to \mathbb{R} \) such that the potential \( f \) can be decomposed as \( f(s) = \phi(s) - \frac{d}{2}s^2 \). This will be the key point in the following analysis, which is based on a decomposition of the associated operators in a monotone operator plus a Lipschitz perturbation.

Let us introduce the symmetric bilinear form associated to \( \mathcal{L} \)

\[
\mathcal{E}(u, v) = \frac{1}{2} \int_{\Omega} \int_{\Omega} (u(x) - u(y))(v(x) - v(y))k(x, y, x - y) \, dx \, dy
\]

for all \( u, v \in H^{\alpha/2}(\Omega) \).

The notion of weak solution to problem (1.3)-(1.4) is given by

**Definition 2.1.** Let \( c_0 \in H^{\alpha/2}(\Omega) \) such that \( E(c_0) < \infty \) be given. A pair \((c, \mu)\) is a global (weak) solution to (1.3)-(1.6) if \( \mu \in L^2(0, T; H^1(\Omega)) \) for all \( T > 0 \), \( c \in L^\infty(\mathbb{R}^+; H^{\alpha/2}_0(\Omega)) \) and \( \partial_t c \in L^2(\mathbb{R}^+; H^{1}_{0}(\Omega)) \) hold, if \((c, \mu)\) satisfies

\[
\langle \partial_t c(t), \eta \rangle_{H^{-1}_0(\Omega)} = -\langle \nabla \mu(t), \nabla \eta \rangle_{L^2} \quad \text{(2.1)}
\]

\[
\langle \mu(t), \varphi \rangle_{L^2} = \mathcal{E}(c(t), \varphi) + \langle f'(c(t)), \varphi \rangle_{L^2} \quad \text{(2.2)}
\]

for all \( \eta \in H^1_0(\Omega) \), all \( \varphi \in H^{\alpha/2}(\Omega) \) and a.e. \( t > 0 \), and if

\[
\lim_{t \to 0} c(t) = c_0 \quad \text{in} \quad H^{\alpha/2}(\Omega).
\]
The main result of this paper is the following.

**Theorem 2.2.** Let Assumption 2.1 hold. For every $c_0 \in H^{\alpha/2}(\Omega)$ with $E(c_0) < \infty$, there is a unique (global) solution $c \in BC([0, \infty); H^{\alpha/2}(\Omega))$ to (1.3)-(1.6) in the sense of Definition 2.1 which satisfies the energy identity

$$E(c(T)) + \int_0^T \| \nabla \mu(t) \|^2_{L^2(\Omega)} \, dt = E(c_0) \quad (2.3)$$

for all $T > 0$. Furthermore, the following regularity properties hold

- $\kappa \phi'(c) \in L^\infty(\mathbb{R}^+; L^2(\Omega))$,
- $\kappa \mu \in L^\infty(\mathbb{R}^+; H^1(\Omega))$, and
- $\kappa \partial_t c \in L^\infty(\mathbb{R}^+; H^{-1}_0(\Omega)) \cap L^2(\mathbb{R}^+; H^{\alpha/2}(\Omega))$,

where $\kappa(t) = \left( \frac{t}{1+t} \right)^{\frac{1}{2}}$. In addition, if $n \leq 3$, then there is some $\beta > 0$ depending only on $n$, such that

$$\kappa c \in L^\infty(\mathbb{R}^+; C^\beta(\overline{\Omega})).$$

Finally, setting $Z_m \doteq \{ \tilde{c} \in H^{\alpha/2}(\Omega) \mid E(\tilde{c}) < \infty, m(\tilde{c}) = m \}$, where $m \in (a, b)$ is given, the mapping $Z_m \ni c_0 \mapsto c(t) \in H^{\gamma}_m(\Omega)$, $\gamma < \frac{\alpha}{2}$ is strongly continuous.

### 2.3 Evolution equations with monotone operators

We refer, e.g., to Brézis [10] and Showalter [31] for results in the theory of monotone operators. In the following we just summarize some basic facts and definitions. Let $H$ be a real-valued and separable Hilbert space. Recall that $\mathcal{A} : H \to \mathcal{P}(H)$ is a monotone operator if

$$(w - z, x - y)_H \geq 0 \quad \text{for all } w \in \mathcal{A}(x), z \in \mathcal{A}(y).$$

Moreover, $\mathcal{D}(\mathcal{A}) = \{ x \in H : \mathcal{A}(x) \neq \emptyset \}$. Now let $\varphi : H \to \mathbb{R} \cup \{+\infty\}$ be a convex function. Then $\text{dom}(\varphi) = \{ x \in H : \varphi(x) < \infty \}$ and $\varphi$ is called proper if $\text{dom}(\varphi) \neq \emptyset$. Moreover, the subgradient $\partial \varphi : H \to \mathcal{P}(H)$ is defined by $w \in \partial \varphi(x)$ if and only if

$$\varphi(\xi) \geq \varphi(x) + (w, \xi - x)_H \quad \text{for all } \xi \in H.$$
Theorem 2.3. Let $H_0, H_1$ be real, separable Hilbert spaces such that $H_1$ is densely embedded into $H_0$. Moreover, let $\varphi : H_0 \to \mathbb{R} \cup \{+\infty\}$ be a proper, convex and lower semicontinuous functional such that $\varphi = \varphi_1 + \varphi_2$, where $\varphi_2 \geq 0$ is convex and lower semicontinuous, $\text{dom} \varphi_1 = H_1$, and $\varphi_1|_{H_1}$ is a bounded, coercive, quadratic form on $H_1$ and set $A = \partial \varphi$. Furthermore, assume that $B : H_1 \to H_0$ is a globally Lipschitz continuous function. Then for every $u_0 \in D(A)$ and $f \in L^2(0,T; H_0)$ there is a unique $u \in W^{1,2}(0,T; H_0) \cap L^\infty(0,T; H_1)$ with $u(t) \in D(A)$ for a.e. $t > 0$ solving

$$\frac{du}{dt}(t) + A(u(t)) \ni B(u(t)) + f(t) \quad \text{for a.e. } t \in (0,T) \quad (2.4)$$

$$u(0) = u_0 \quad (2.5)$$

Moreover, $\varphi(u) \in L^\infty(0,T)$.

2.4 Results on the nonlocal operator $L$

Assumptions (1.8)–(1.10) allow us to deduce the following norm equivalence results.

Lemma 2.4. Let $u \in H^{\alpha/2}(\Omega)$. Then there exist two positive constants $c$ and $C$ such that

$$c\|u\|^2_{H^{\alpha/2}(\Omega)} \leq |m(u)|^2 + \mathcal{E}(u,u) \leq C\|u\|^2_{H^{\alpha/2}(\Omega)} \quad \forall u \in H^{\alpha/2}(\Omega).$$

Corollary 2.5. The following norm equivalences hold:

$$\mathcal{E}(u,u) \sim \|u\|^2_{H^{\alpha/2}(\Omega)} \quad \forall H^{\alpha/2}(\Omega), \quad (2.6)$$

$$\mathcal{E}(u,u) + |m(u)|^2 \sim \|u\|^2_{H^{\alpha/2}(\Omega)} \quad \forall H^{\alpha/2}(\Omega). \quad (2.7)$$

We now consider the variational extension of the nonlocal linear operator $L$ (see (1.7)). More precisely, abusing the notation, we define $L : H^{\alpha/2}(\Omega) \to H^{-\alpha/2}(\Omega)$ by setting

$$\langle Lu, \varphi \rangle_{H^{-\alpha/2},H^{\alpha/2}} = \mathcal{E}(u, \varphi) \quad \text{for all } \varphi \in H^{\alpha/2}(\Omega).$$

In particular we have

$$\langle Lu, 1 \rangle = \mathcal{E}(u, 1) = 0$$

by definition.

Remark 2.1. This definition of $L$ agrees with (1.7) as soon as $u \in H^{\alpha}_{\text{loc}}(\Omega) \cap H^{\alpha/2}(\Omega)$ and $\varphi \in C_0^\infty(\Omega)$, cf. [1, Lemma 4.2].
We will also need the following regularity result, which essentially states that the operator $L$ is of lower order with respect to the usual Laplace operator.

**Lemma 2.6.** Let $g \in L^2_{(0)}(\Omega)$ and $\theta > 0$. Then the unique solution $u$ the problem

$$-\theta \int_{\Omega} \nabla u \cdot \nabla \varphi + \mathcal{E}(u, \varphi) = (g, \varphi)_{L^2} \quad \text{in } \Omega,$$

for all $\varphi \in H^1_{(0)}(\Omega)$, belongs to $H^2_{loc}(\Omega) \cap H^1_{(0)}(\Omega)$ and satisfies the estimate

$$\theta \|\nabla u\|^2_{L^2} + \|u\|^2_{H^{\alpha/2}} \leq C \|g\|^2_{L^2},$$

where $C$ is independent of $\theta > 0$.

**Proof.** Existence and uniqueness of a solution $u \in H^1_{(0)}(\Omega)$ to (2.8) easily follow from the continuity and coercivity of the bilinear form $\mathcal{E}(\cdot, \cdot)$ through the Lax-Milgram theorem. Also, the estimate can be obtained by choosing $\varphi = u$. The claimed inner regularity $u \in H^2_{loc}(\Omega)$ can be shown by arguing as in [1, Lemma 4.3]. □

The following regularity result is more involved. Its proof is obtained by using ideas of the proof of [1, Lemma 5.4].

**Lemma 2.7.** Let $\partial \Omega$ of class $C^2$ and let $u \in H^2(\Omega)$ such that $\phi'(u) \in L^2(\Omega)$ and

$$\mathcal{E}(u, \varphi) + \int_{\Omega} \phi'(u) \varphi \, dx = \int_{\Omega} g \varphi \, dx \quad \forall \varphi \in H^2(\Omega)$$

for some given $g \in H^1(\Omega)$. Then $u \in C^\beta(\overline{\Omega})$ for some $\beta \in (0, 1)$ depending only on $n$ and there is a constant $C > 0$ independent of $u$ and $g$ such that

$$\|u\|_{C^\beta(\overline{\Omega})} \leq C \left( \|g\|_{H^1(\Omega)} + \|u\|_{H^{\alpha/2}(\Omega)} + \|\phi'(u)\|_{L^2(\Omega)} \right).$$

**Proof.** Let us consider first the case of a half-space $\Omega = \mathbb{R}^n_+$. We will prove that $u \in H^{2,1}(\mathbb{R}^n_+; H^1(\mathbb{R}^{n-1})) \cap L^2(\mathbb{R}^n_+; H^{1+\alpha/2}(\mathbb{R}^{n-1}))$ by approximating the tangential derivatives by difference quotients. Then, using the interpolation inequality

$$\|f\|_{H^{1+s}(\mathbb{R}^{n-1})} \leq C \|f\|_{H^{1+\frac{\alpha}{2}}(\mathbb{R}^{n-1})} \|f\|_{H^{1+\frac{\alpha}{2}}(\mathbb{R}^{n-1})}^{1-\frac{\alpha}{2}}$$

and direct estimates, one obtains

$$u \in H^{2,1}(\mathbb{R}^n_+; H^1(\mathbb{R}^{n-1})) \cap L^2(\mathbb{R}^n_+; H^{1+\alpha/2}(\mathbb{R}^{n-1}))$$

$$\hookrightarrow H^{2-s}(\mathbb{R}^n_+; H^{1+s}(\mathbb{R}^{n-1})) \hookrightarrow C^\beta(\mathbb{R}^n_+, H^{1+s}(\mathbb{R}^{n-1})) \hookrightarrow C^\beta(\mathbb{R}^n_+).$$
for any $0 < s' < s < \frac{\alpha}{2} - \frac{1}{2}$, where we have used [22] Corollary 26.

We denote

$$
\tau_{j,s} f(x) = f(x + se_j), \quad \Delta^+_{j,h} f(x) = \tau_{j,h} f(x) - f(x), \quad \Delta^-_{j,h} f(x) = f(x) - \tau_{j,-h} f(x),
$$

for $h > 0$, where $e_j$ is the $j$-th canonical unit vector, $j = 1, \ldots, n - 1$. Replacing $\varphi$ by $-h^{-s} \Delta^-_{j,h} \varphi$ with $s \in [0, 1]$, $j \in \{1, \ldots, n - 1\}$ in [22], we obtain that $v_h = h^{-s} \Delta^+_{j,h} u$ solves

$$
\mathcal{E}(v_h, \varphi) + h^{-s} \int_\Omega \Delta^+_{j,h} (\varphi'(u)) \varphi \, dx = -\mathcal{E}_{j,h}(\tau_{j,h} u, \varphi) - \int_\Omega g h^{-s} \Delta^-_{j,h} \varphi \, dx
$$

for all $\varphi \in C_0^\infty(\Omega)$, where $\mathcal{E}_{j,h}$ is the bilinear form with kernel $h^{-s}(k(x + he_j, y + he_j, z) - k(x, y, z))$. Note that by [19] the latter kernel is bounded by $C|z|^{-d-\alpha}$ uniformly in $h > 0$.

First we discuss an auxiliary estimate, which will be needed to deal with some terms in the localization procedure. To this end let $s \in \left(\frac{\alpha}{2}, \frac{\alpha}{2}\right)$. Then choosing $\varphi = v_h$, using [2.7] and

$$
\int_\Omega \Delta^+_{j,h} (\varphi'(u)) \Delta^+_{j,h} u \, dx = \int_\Omega (\varphi'(u(x + he_j)) - \varphi'(u(x))) (u(x + he_j) - u(x)) \, dx \geq 0
$$

we conclude

$$
\|v_h\|_{H^\frac{\alpha}{2}(\mathbb{R}^n_+)}^2 \leq C \left( \|g\|_{L^2(\mathbb{R}^n_+)} \|h^{-s} \Delta^-_{j,h} v_h\|_{L^2(\mathbb{R}^n_+)} + \|v_h\|_{L^2(\mathbb{R}^n_+)}^2 + \|u\|_{H^{\alpha/2}(\mathbb{R}^n_+)}^2 \right)
$$

We now use the inequality

$$
\|h^{-s} \Delta^+_{j,h} w\|_{L^2(\mathbb{R}^n_+)} \leq C \|w\|_{H^{\alpha/2}(\mathbb{R}^n_+)} \leq C \|w\|_{H^{\frac{\alpha}{2}}(\mathbb{R}^n_+)},
$$

which follows from interpolation of $\|h^{-1} \Delta_{j,h} w\|_{L^2(\mathbb{R}^n_+)} \leq C \|w\|_{H^1(\mathbb{R}^n_+)}$ and $\|\Delta_{j,h} w\|_{L^2(\mathbb{R}^n_+)} \leq 2 \|w\|_{L^2(\mathbb{R}^n_+)}$. Hence, we have

$$
\sup_{j=1, \ldots, n-1} \|h^{-2s}(\Delta^+_{j,h})^2 u\|_{L^2(\mathbb{R}^n_+)} \leq \|v_h\|_{H^\frac{\alpha}{2}(\mathbb{R}^n_+)} \leq C \left( \|g\|_{L^2(\mathbb{R}^n_+)} + \|u\|_{H^{\alpha/2}(\mathbb{R}^n_+)} \right),
$$

which implies that $u \in L^2(\mathbb{R}_+; B_{2,\infty}^{2\alpha}(\mathbb{R}^{n-1})) \hookrightarrow L^2(\mathbb{R}_+; H^1(\mathbb{R}^{n-1}))$ (cf. [8 Theorem 6.2.5]). Also, we get

$$
\sup_{j=1, \ldots, n-1} \|\partial_j u\|_{L^2(\mathbb{R}^n_+)} \leq C \left( \|g\|_{L^2(\mathbb{R}^n_+)} + \|u\|_{H^{\alpha/2}(\mathbb{R}^n_+)} \right)
$$
Next we choose \( s = 1 \) in the definition of \( \nu_h \) and we obtain similarly

\[
\| \nu_h \|_{H^s(\mathbb{R}^n_+)} \leq C \left( \sup_{j=1,\ldots,n-1} \left\| \partial_{x_j} g \right\|_{L^2(\mathbb{R}^n_+)} + \| \nu_h \|_{L^2(\mathbb{R}^n_+)} + \| u \|_{H^{s/2}(\mathbb{R}^n_+)} \right)
\]

\[
\leq C \left( \sup_{j=1,\ldots,n-1} \left\| (\partial_{x_j} g, \partial_{x_j} u) \right\|_{L^2(\mathbb{R}^n_+)} + \| u \|_{H^{s/2}(\mathbb{R}^n_+)} \right).
\]

Hence \( \nu_h = h^{-1} \Delta_{j,h} u, h > 0 \), is uniformly bounded in \( H^s(\mathbb{R}^n_+) \) and therefore \( \partial_{x_j} u \in H^s(\mathbb{R}^n_+) \).

In order to prove the statement for a bounded domain \( \Omega \), it is sufficient to show that for every \( x \in \overline{\Omega} \) and for some open neighborhood \( U \) of \( x \) we have that \( u \in C^2(\overline{\Omega} \cap U) \). Let \( U_0 \) be an open neighborhood of \( x \) and \( F : \mathbb{R}^n \to \mathbb{R}^n \) be a \( C^2 \)-diffeomorphism which maps \( U_0 \cap \overline{\Omega} \) onto \( \mathbb{R}^n_+ \cap V_0 \) for some open set \( V_0 \). Moreover, let \( \psi \in C^\infty_0(U_0) \) with \( \psi \equiv 1 \) on some neighborhood \( U_1 \subseteq U_0 \) of \( x \), let \( V_1 \) be an open set such that \( V_1 \cap \mathbb{R}^n_+ = F(U_1 \cap \overline{\Omega}) \) and let \( F^*l(x) = l(F(x)) \) denote the pull-back of \( l \) by \( F \). For \( \varphi \in C^\infty_0(\mathbb{R}^n_+) \) we obtain that

\[
v := F^*(-1)(\psi u) \in H^0_0(\mathbb{R}^n_+) \text{ solves}
\]

\[
\tilde{\mathcal{E}}(v, \varphi) + \int_{\mathbb{R}^n_+} \varphi'(v) \varphi \omega dx
\]

\[
= \mathcal{E}(\psi u, F^*(\varphi)) = \mathcal{E}(u, \psi F^*(\varphi)) + ([\mathcal{L}, \psi]u, F^*(\varphi))_{L^2(\Omega)}
\]

\[
= (g, \psi F^*(\varphi))_{L^2(\Omega)} + ([\mathcal{L}, \psi]u, F^*(\varphi))_{L^2(\Omega)}
\]

\[
= (\tilde{g}, \varphi)_{L^2(\mathbb{R}^n_+)} + ([\mathcal{L}, \psi]u, F^*(\varphi))_{L^2(\Omega)}
\]

where

\[
\tilde{\mathcal{E}}(\varphi, \psi) = \int_{\mathbb{R}^n_+} \int_{\mathbb{R}^n_+} (\varphi(x) - \varphi(y)) (\psi(x) - \psi(y)) \tilde{k}(x, y, x - y) dxdy \tag{2.11}
\]

\[
\tilde{k}(x, y, z) = k(F^{-1}(x), F^{-1}(y), A(x, y) z) \omega(x) \omega(y), \tag{2.12}
\]

and

\[
A(x, y) = \int_0^1 DF^{-1}((1 - s)y + sx) ds,
\]

\[
\tilde{g}(x) = g(F^{-1}(x)) \omega(x), \quad \omega(x) = \det DF^{-1}(x).
\]

Moreover, \( \tilde{\mathcal{L}} \) denotes the integral operator associated to \( \tilde{\mathcal{E}} \). It is not difficult to prove that \( \tilde{k} \in K^\alpha(R') \) for some \( R' = R'(R, F) \). Now all terms on the right-hand side of the equation above define a functional on \( L^2(\mathbb{R}^n_+) \) (see [1], Lemma 3.6). Hence \( v \in L^2(\mathbb{R}_+; H^1(\mathbb{R}^{n-1})) \) by the first arguments in the
is uniformly bounded. Finally, since
\[ \eta_h \]
where
\[ h \]
and by (1.9) the latter kernel is bounded by \( C |z|^{-d-\alpha} \) uniformly in \( h > 0 \). This implies that
\[ \| [h^{-1} \Delta_{j,h}^{-}, \tilde{\mathcal{L}}] \varphi \|_{L^2(\mathbb{R}^n_+)} \leq C \| \varphi \|_{H^{\alpha/2}(\Omega)} \]
uniformly in $h > 0$. Hence choosing $\varphi = h^{-1} \Delta^+_{j,h} v$ one obtains arguing as in the half-space case that $\partial x_j v \in H^\alpha(\mathbb{R}^n_+)$, $j = 1, \ldots, n-1$. This entails H"older continuity of $u$ in a neighborhood of $x$. Estimate (2.10) thus follows from the estimates obtained in this proof.

3 Subgradients

Let $\phi: [a, b] \to \mathbb{R}$ be a continuous function and set $\phi(x) = +\infty$ for $x \notin [a, b]$. Then fix $\theta \geq 0$ and consider the functional

$$F_\theta(c) = \frac{\theta}{2} \int_\Omega |\nabla c|^2 \, dx + E(c, c) + \int_\Omega \phi(c(x)) \, dx$$

(3.1)

where

$$\text{dom } F_0 = \left\{ c \in H^{\alpha/2}(\Omega) \cap L^2_{(m)}(\Omega) : \phi(c) \in L^1(\Omega) \right\},$$

$$\text{dom } F_\theta = H^1(\Omega) \cap \text{dom } F_0 \quad \text{if } \theta > 0.$$

for a fixed $m \in (a, b)$. Moreover, let

$$E_\theta(u, v) = \theta \int_\Omega \nabla u \cdot \nabla v \, dx + E(u, v)$$

for all $u, v \in H^1(\Omega)$ if $\theta > 0$ and $u, v \in H^{\alpha/2}(\Omega)$ if $\theta = 0$.

We denote by $\partial F_\theta(c): L^2_{(m)}(\Omega) \to \mathcal{P}(L^2_{(0)}(\Omega))$ the subgradient of $F_\theta$ at $c \in \text{dom } F$ in the sense that $w \in \partial F_\theta(c)$ if and only if

$$(w, c' - c)_{L^2} \leq F_\theta(c') - F_\theta(c) \quad \forall c' \in L^2_{(m)}(\Omega).$$

Note that $L^2_{(m)}(\Omega)$ is an affine subspace of $L^2(\Omega)$ with tangent space $L^2_{(0)}(\Omega)$. Therefore the standard definition of $\partial F$ for functionals on Hilbert spaces does not apply. But the definition above is the obvious generalization to affine subspaces of Hilbert spaces.

First of all let us prove the following

**Lemma 3.1.** Let $\phi: [a, b] \to \mathbb{R}$ be a continuous and convex function. Then, for any $\theta \geq 0$, $F_\theta$ defined as in (3.1) is a proper, lower semicontinuous, convex functional.

**Proof.** We only need to prove the lower semicontinuity. The case $\theta > 0$ may be handled as in [2, Lemma 4.1]. On the other hand, if $\theta = 0$, let $c_k \in L^2_{(m)}(\Omega)$ be such that $\lim_{k \to \infty} c_k = c$ in $L^2(\Omega)$ and $\liminf_{k \to \infty} F_\theta(c_k) < \infty$. By adding a suitable constant to $\phi$, we can reduce to the case $\phi \geq 0$. Up
to a subsequence, we can assume that $c_k \in \text{dom} F_\theta$ and $c_k \to c^*$ in $H^{\alpha/2}(\Omega)$. Hence $c_k \to c^*$ in $L^2(\Omega)$ and almost everywhere in $\Omega$. Thus we get $c = c^*$. Moreover, Fatou’s lemma and the (weak) continuity of $\mathcal{E}$ imply $c \in \text{dom} F_\theta$ and $F_\theta(c) \leq \liminf_{k \to \infty} F_\theta(c_k)$.

**Corollary 3.2.** Let $\phi$ and $F_\theta$ be as in Lemma 3.1 and let $m = 0$. Then, for any $\theta \geq 0$, $\partial F_\theta$ is a maximal monotone operator on $H = L^2(\Omega)$. 

**Proof.** In view of Lemma 3.1, this fact follows from Corollary 1.2 and Lemma 1.3 in [31, Chapter IV]. 

We now state our main result on the following characterization of $\partial F(c)$:

**Theorem 3.3.** Let $\phi : [a, b] \to \mathbb{R}$ be a convex function that is twice continuously differentiable in $(a, b)$ and satisfies $\lim_{x \to a} \phi'(x) = -\infty$, $\lim_{x \to b} \phi'(x) = +\infty$. Moreover, we set $\phi'(x) = +\infty$ for $x \not\in (a, b)$ and let $F_\theta$ be defined as in (3.1). Then

$$
\mathcal{D}(\partial F_0) = \left\{ c \in H^\alpha_{\text{loc}}(\Omega) \cap H^{\alpha/2}(\Omega) \cap L^2_m(\Omega) : \phi'(c) \in L^2(\Omega), \exists f \in L^2(\Omega) : \mathcal{E}(c, \varphi) + \int_\Omega \phi'(c) \varphi \, dx = \int_\Omega f \varphi \, dx \quad \forall \varphi \in H^{\alpha/2}(\Omega) \right\}
$$

if $\theta = 0$ and

$$
\mathcal{D}(\partial F_\theta) = \left\{ c \in H^2_{\text{loc}}(\Omega) \cap H^1(\Omega) \cap L^2_m(\Omega) : \phi'(c) \in L^2(\Omega), \exists f \in L^2(\Omega) : \mathcal{E}_\theta(c, \varphi) + \int_\Omega \phi'(c) \varphi \, dx = \int_\Omega f \varphi \, dx \quad \forall \varphi \in H^1(\Omega) \right\}
$$

if $\theta > 0$ as well as

$$
\partial F_\theta(c) = -\theta \Delta c + Lc + P_0 \phi'(c) \quad \text{in } \mathcal{D}'(\Omega) \quad \text{for } \theta > 0.
$$

Moreover, the following estimates hold

$$
\theta \|c\|^2_{H^1} + \|c\|^2_{H^{\alpha/2}} + \|\phi'(c)\|^2_2 \leq C \left( \|\partial F_\theta(c)\|^2_2 + \|c\|^2_2 + 1 \right)
$$

(3.2)

$$
\int_\Omega \int_\Omega (\phi'(c(x)) - \phi'(c(y))) (c(x) - c(y)) k(x, y) \, dx \, dy \leq C \left( \|\partial F_\theta(c)\|^2_2 + \|c\|^2_2 + 1 \right)
$$

$$
\theta \int_\Omega \phi''(c)|\nabla c|^2 \, dx \leq C \left( \|\partial F_\theta(c)\|^2_2 + \|c\|^2_2 + 1 \right)
$$

for some constant $C > 0$ independent of $c \in \mathcal{D}(\partial F_\theta)$ and $\theta > 0$. 
Proof. We will follow the same strategy as in [2, Theorem 4.3]. Let us introduce first some technical tools and simplifications. If we replace \( c(x) \) by \( \bar{c}(x) = c(x) - m \) and \( \phi \) by \( \bar{\phi}(c) = \phi(c + m) \), we can assume w.l.o.g. that \( m = 0 \in (\bar{a}, \bar{b}) \). Moreover, replacing \( \phi(c) \) by \( \bar{\phi}(c) = \phi(c) + b_1c(x) + b_2 \), \( b_j \in \mathbb{R} \) means changing \( F \) only by an affine linear functional, for which the subgradient is trivial. In this way, we may also assume that \( \phi'(0) = \phi(0) = 0 \). Furthermore, we define

\[
\phi_+(c) = \phi(c) \quad \text{if} \quad c > 0, \quad \phi_+(c) = 0 \quad \text{if} \quad c \leq 0 \quad \text{and} \quad \phi_-(c) = \phi(c) - \phi_+(c).
\]

Then \( \phi_{\pm} : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) are convex functions, which are continuously differentiable in \((a, b)\).

In the following, we would like to evaluate the directional derivative of \( F_\theta(c) \) along \( \phi'(c) \). Formally, this requires the estimate of \( \|\phi'(c)\|_2 \), but we cannot do this directly due to the singular behavior of \( \phi \). Therefore we approximate \( \phi'_+ \) (and analogously \( \phi'_- \)) from below by a sequence \( f_n^+ \) of smooth potentials as follows. Since \( \phi' \) is continuous and monotone, \( \phi'(0) = 0 \), and \( \lim_{c \to b} \phi'(c) = +\infty \), for every \( n \in \mathbb{N} \) sufficiently large there is some \( c_n \in (\frac{b}{2}, b) \) such that \( \phi'(c_n) = n \). Therefore we can define

\[
f_n^+(c) = \begin{cases} 
\phi'(c) & \text{for } c \in [\frac{b}{2}, c_n) \\
n + \phi''(c_n)(c - c_n) & \text{for } c \geq c_n \\
0 & \text{for } c \leq 0
\end{cases}
\]

for \( c \not\in (0, \frac{b}{2}) \). Moreover, we can extend \( f_n^+ \) to \( \mathbb{R} \) such that \( f_n^+ : \mathbb{R} \to \mathbb{R} \) are \( C^1 \)-functions with \( 0 \leq f_n^+ \leq \phi'_+ \) and with first derivative bounded by \( M_n := \sup_{0 \leq x \leq c_n} \phi''(x) \).

We have to work in the subspace \( L^2_{\{0\}}(\Omega) \). Then we will use “bump functions” supported in suitable sets to correct the mean value of functions. For this let \( c \in H^1_{\{0\}}(\Omega) \) be fixed and let \( I \subset [a, b] \) be an interval such that \( \{c(x) \in I\} > 0 \). We say that \( \varphi \) is a bump function supported in \( \{c \in I\} \) if \( \varphi \in H^1(\Omega) \cap L^\infty(\Omega), \varphi \geq 0, \varphi(x) = 0 \) if \( c(x) \not\in I \) and if \( m(\varphi) = 1 \). Such a function can be constructed as follows. Choose a smooth function \( \psi : \mathbb{R} \to [0, 1] \) with bounded first derivative such that \( \psi(s) = 0 \) if \( s \not\in I \) and \( \psi(s) > 0 \) otherwise. Then \( \varphi = \frac{\psi(c)}{m(\psi(c))} \) has the stated properties. Furthermore, we note that, if \( I = [a, a'] \) with \( a' \in (a, b) \), then we can choose \( \psi \) such that \( \psi'(s) \leq 0 \). This implies that the constructed function \( \varphi \) has the property

\[
(\nabla c, \nabla \varphi)_{L^2(\Omega)} = \frac{1}{m(\psi(c))} \int_{\Omega} \psi'(c)|\nabla c|^2 \, dx \leq 0 \tag{3.3}
\]
as well as
\[
\mathcal{E}(c, \varphi) = \frac{1}{2m(\psi(c))} \int_\Omega \int_\Omega (c(x) - c(y))(\psi(c(x)) - \psi(c(y)))k(x, y, x - y) \, dx \, dy
\]
\[
= \frac{1}{2m(\psi(c))} \int_\Omega \int_\Omega \psi'(\xi)(c(x) - c(y))^2k(x, y, x - y) \, dx \, dy \leq 0 \tag{3.4}
\]
where \(\xi(x, y)\) is a measurable function which is bounded above and below by \(\max\{c(x), c(y)\}\) and \(\min\{c(x), c(y)\}\) respectively. Given such a bump function \(\varphi\), we define \(M_\varphi : L^2(\Omega) \to H^1(\Omega) \cap L^\infty(\Omega)\) by
\[
(M_\varphi f)(x) = m(f)\varphi, \quad f \in L^2(\Omega).
\]
Then \(f - M_\varphi f \in L^2_{(0)}(\Omega)\) and
\[
\|M_\varphi f\|_{H^1} \leq C \left| \int_\Omega f(x) \, dx \right| \quad \forall \ f \in L^2(\Omega). \tag{3.5}
\]
Observe now that
\[
|\{c(x) - a \geq t\}| \leq \frac{1}{t} \int_\Omega (c(x) - a) \, dx = \frac{|a||\Omega|}{t}
\]
for \(t > 0\) since \(c \in L^2_{(0)}(\Omega)\). This implies that \(|\{c < \frac{b}{2}\}| \geq \frac{b - \frac{b^2}{2|\Omega|}}{b + 2|\Omega|}|\Omega| > 0\). Hence the interval \(I = [a, \frac{b}{2}]\) is admissible for the construction of bump functions supported in \(\{c \in (a, \frac{b}{2})\}\).

After these preliminary considerations, let \(c \in D(\partial F_\theta)\). We define \(\tilde{c}_t(x)\), \(0 < t \leq \frac{1}{2m_n}, \ x \in \Omega\), as solution of
\[
\tilde{c}_t(x) = c(x) - tf^+_n(\tilde{c}_t(x)), \tag{3.6}
\]
which exists by the contraction mapping principle. Then \(\tilde{c}_t(x) = c(x)\) if \(c(x) < 0\) since \(f^+_n(\tilde{c}_t(x)) = 0\) in this case. Moreover, we have that \(0 \leq \tilde{c}_t(x) = c(x) - tf^+_n(\tilde{c}_t(x)) \leq c(x)\) if \(c(x) \geq 0\). More formally, \(\tilde{c}_t\) can be expressed in the form \(\tilde{c}_t(x) = F^t_n(c(x))\), where \(F^t_n : [a, b] \to [a, b]\) is a continuous differentiable mapping with \(F^t_n(x) \to x\), \((F^t_n)'(x) \to 1\) as \(t \to 0^+\) uniformly in \([a, b]\). Hence, if \(\theta > 0\), \(\tilde{c}_t \in H^1(\Omega)\) and \(\tilde{c}_t \to_{t \to 0} c\) in \(H^{\alpha/2}(\Omega)\) and almost everywhere. If else \(\theta = 0\), we deduce \(\tilde{c}_t \in H^{\alpha/2}(\Omega)\) and \(\tilde{c}_t \to_{t \to 0} c\) in \(H^{\alpha/2}(\Omega)\) and almost everywhere.

Since, in general, \(\tilde{c}_t(x) \not\in L^2_{(0)}(\Omega)\), we set \(c_t = \tilde{c}_t + tM_\varphi(f^+_n(\tilde{c}_t))\), where \(\varphi\) is a bump function supported in \(\{c(x) < \frac{b}{2}\}\) satisfying (3.3) and (3.4). Then \(c_t \in L^2_{(0)}(\Omega)\). Furthermore, \(c_t(x) = \tilde{c}_t(x)\) and \(f^+_n(c_t(x)) = f^+_n(\tilde{c}_t(x))\).
Therefore, we deduce

Hence the definition of

Moreover, if \( c(x) = \tilde{c}_t(x) + tM^+(f_n^+(c_t)) \in [a, \frac{3}{2}] \) if \( c(x) \leq \frac{b}{2} \) and if \( 0 < t < \frac{\lambda}{M^+} \) where \( M_n = \sup_{0 \leq t \leq h} f_n^+(t)\|\varphi\|_{\infty} \). We denote \( d_t = M_f(f_n^+(\tilde{c}_t)) \).

We now assume that \( w \in \partial F_\theta(c) \). Thus we have

Moreover, if \( t > 0 \) is sufficiently small, a direct computation involving the definition of \( F \) and the above construction gives

Therefore, we deduce

Hence

\[
F_\theta(c) - F_\theta(c_t) \\
\geq t \int_{\{c(x) > \frac{1}{2}\}} \phi'(c_t(x)) f_n^+(c_t(x)) \, dx + t \int_{\{c(x) \leq \frac{1}{2}\}} (\phi(c(x)) - \phi(c(x) + td_t)) \, dx \\
+ \int_{\{\frac{1}{2} \leq c(x) \leq \frac{3}{2}\}} (\phi(c(x)) - \phi(c_t(x) + td_t)) \, dx + \theta t(\nabla c, \nabla f_n^+(\tilde{c}_t)) \\
+ t \int_{\Omega} \int_{\Omega} (f_n^+(\tilde{c}_t(x)) - f_n^+(\tilde{c}_t(y))) (c(x) - c(y)) k(x, y, x - y) \, dx \, dy \\
- E(c - c_t, c - c_t) - \theta t^2 \frac{1}{2} \|\nabla (f_n^+(\tilde{c}_t) - d_t)\|_{L^2}^2.
\]

\[
F_\theta(c) - F_\theta(c_t) \\
\geq t \int_{\{c(x) > \frac{1}{2}\}} f_n^+(c_t(x)) \, dx + \theta t(\nabla c, \nabla f_n^+(\tilde{c}_t)) - \theta t^2 \frac{1}{2} \|\nabla (f_n^+(\tilde{c}_t) - d_t)\|_{L^2}^2 \\
+ \int_{\{\frac{1}{2} \leq c(x) \leq \frac{3}{2}\}} (\phi(c(x)) - \phi(c(x) + td_t)) \, dx - E(c - c_t, c - c_t) \\
+ t \int_{\Omega} \int_{\Omega} (f_n^+(\tilde{c}_t(x)) - f_n^+(\tilde{c}_t(y))) (c(x) - c(y)) k(x, y, x - y) \, dx \, dy.
\]
where we have used that \( \phi(c) - \phi(c_t) \geq \phi'(c_t)(c - c_t) \) and \( c_t < c \) if \( c > \frac{b}{2} \), \( \phi'(c_t) \geq f^+_n(c_t) \) as well as \([3.3],[3.4]\) and \( \phi(c) - \phi(c + td_t) \geq 0 \) if \( c \leq \frac{b}{2} \) and \( t \leq \frac{a}{2M_n} \). Hence we deduce

\[
(w, f^+_n(\tilde{c}_t) - d_t)_{L^2(\Omega)} \\
\geq \int_{\{c(x) > \frac{a}{4}\}} f^+_n(c_t(x))^2 \, dx + \theta(\nabla c, \nabla f^+_n(\tilde{c}_t)) - \frac{t}{2} \| \nabla(f^+_n(c_t) - d_t) \|^2_{L^2} \\
+ \int_{\Omega} \int_{\Omega} (f^+_n(\tilde{c}_t(x)) - f^+_n(\tilde{c}_t(y)))(c(x) - c(y))k(x, y, x - y) \, dx \, dy \\
- \frac{t}{2} \mathcal{E}(f^+_n(\tilde{c}_t) - d_t, f^+_n(\tilde{c}_t) - d_t) \\
+ \int_{\{\frac{a}{4} < c(x) < \frac{b}{2}\}} \frac{1}{t} (\phi(c(x)) - \phi(\tilde{c}_t(x) + td_t)) \, dx,
\]

which yields for \( t \to 0 \)

\[
(w, f^+_n(c) - M_\varphi(f^+_n(c)))_{L^2(\Omega)} \\
\geq \int_{\{c(x) > \frac{b}{2}\}} f^+_n(c(x))^2 \, dx \\
+ \int_{\{\frac{a}{4} < c(x) < \frac{b}{2}\}} \phi'(c(x))(f^+_n(c(x)) - M_\varphi(f^+_n(c))) \, dx \\
+ \theta(\nabla c, \nabla f^+_n(c))_{L^2} \\
+ \int_{\Omega} \int_{\Omega} (f^+_n(c(x)) - f^+_n(c(y)))(c(x) - c(y))k(x, y, x - y) \, dx \, dy
\]

since \( \lim_{t \to 0} \tilde{c}_t = c \) in \( H^1(\Omega) \) for \( \theta > 0 \) (in \( H^{\alpha/2}(\Omega) \) for \( \theta = 0 \) and almost everywhere and since \( \phi(c) \) is continuously differentiable in \([a, b]\). Observe now that

\[
\theta(\nabla c, \nabla f^+_n(c))_{L^2} = \theta \left( \int_{\Omega} (f^+_n(c(x))(\nabla c(x))^2 \, dx \right) \geq 0,
\]

\[
\int_{\Omega} \int_{\Omega} (f^+_n(c(x)) - f^+_n(c(y)))(c(x) - c(y))k(x, y, x - y) \, dx \, dy
\]

\[
= \int_{\Omega} \int_{\Omega} (f^+_n(c(x))(\xi(x) - c(y))^2k(x, y, x - y) \, dx \, dy \geq 0,
\]

where \( \xi(x, y) \) is a measurable function which is bounded above and below by \( \max\{c(x), c(y)\} \) and \( \min\{c(x), c(y)\} \), respectively, and use the fact that
\[ \| M_{\varphi}(f_n^+(c)) \|_2 \leq C \| f_n^+(c) \|_2 \] on account of (3.5). Therefore, we get
\[
\begin{align*}
\| f_n^+(c) \|_{L^2(\Omega)}^2 + \theta & \int_{\Omega} (f_n^+(c(x))|\nabla c(x)|^2 \, dx \\
+ & \int_{\Omega} \int_{\Omega} (f_n^+(c(x)) - f_n^+(c(y))) (c(x) - c(y)) k(x,y,x-y) \, dx \, dy \\
\leq & C \left( \| w \|_{L^2(\Omega)}^2 + \int_{\{\frac{1}{2} \leq c(x) \leq \frac{1}{2}\}} |\phi'(c(x))|^2 \, dx + 1 \right) \\
\leq & C' \left( \| w \|_{L^2(\Omega)}^2 + \int_{\Omega} |c(x)|^2 \, dx + 1 \right)
\end{align*}
\]
by Young’s inequality and letting \( n \to \infty \) we infer
\[
\begin{align*}
\| \phi'_+(c) \|_{L^2(\Omega)}^2 + \theta & \int_{\Omega} \phi''_+(c(x))|\nabla c(x)|^2 \, dx \\
+ & \int_{\Omega} \int_{\Omega} (\phi'_+(c(x)) - \phi'_+(c(y))) (c(x) - c(y)) k(x,y,x-y) \, dx \, dy \\
\leq & C \left( \| w \|_{L^2(\Omega)}^2 + \| c \|_2^2 + 1 \right) \quad (3.7)
\end{align*}
\]
by Fatou’s lemma. By symmetry the same is true for \( \phi_- \) instead of \( \phi_+ \) and therefore also for \( \phi \).

In particular, \( \phi'(c) \in L^2(\Omega) \) implies \( c(x) \in (a, b) \) almost everywhere in \( \Omega \). Thus \( \{|c(x) \in (a + \delta, b - \delta)| > 0 \) for sufficiently small \( \delta > 0 \). Because of this, we can use a bump function \( \varphi \) supported in \( \{c(x) \in (a + \delta, b - \delta)\} \) for some fixed \( \delta > 0 \). Moreover, let \( \psi_M : \mathbb{R} \to [0,1], M \in \mathbb{N}, \) be smooth functions such that \( \psi_M(s) = 0 \) if \( |s| \geq M + 1, \psi_M(s) = 1 \) if \( |s| \leq M, \) and \( |\psi_M'(s)| \leq 2 \). Set \( \chi_M(x) = \psi_M(\phi'(c(x))) \). Then \( \chi_M \in H^1(\Omega) \) and \( \chi_M(x) = 0 \) if \( \phi'(c(x)) \geq M + 1 \). Moreover, \( \chi_M \to M \to \infty 1 \) almost everywhere and in \( L^p(\Omega), 1 \leq p < \infty \). On the other hand, we have
\[
(\nabla c, \nabla (\chi_M \psi))_{L^2(\Omega)} = (\nabla c, \chi_M \nabla \psi)_{L^2(\Omega)}
\]
\[
+ \int_{\Omega} \phi''_+(c(x)) |\nabla c(x)|^2 \psi(x) \psi'_M(\phi'(c(x))) \, dx
\]
for all \( \psi \in C^\infty(\overline{\Omega}) \) if \( \theta > 0 \). Since \( \phi''_+(c)|\nabla c|^2 \in L^1(\Omega) \) due to (3.7) and \( \psi'_M(\phi'(c(x))) \to M \to \infty 0 \) almost everywhere, we conclude
\[
\lim_{M \to \infty} (\nabla c, \nabla (\chi_M \psi))_{L^2(\Omega)} = (\nabla c, \nabla \psi)_{L^2(\Omega)} \quad \forall \psi \in C^\infty(\overline{\Omega}) \quad (3.8)
\]
as soon as $\theta > 0$. Analogously, for all $\psi \in C^\infty(\overline{\Omega})$, we also have
\[
\mathcal{E}(c, \chi_M \psi) = \frac{1}{2} \int_\Omega \int_\Omega (c(x) - c(y)) (\chi_M(x) \psi(x) - \chi_M(y) \psi(y)) k(x, y, x - y) \, dx \, dy
\]
\[
= \frac{1}{2} \int_\Omega \int_\Omega (c(x) - c(y)) \chi_M(x) (\psi(x) - \psi(y)) k(x, y, x - y) \, dx \, dy
\]
\[
+ \frac{1}{2} \int_\Omega \int_\Omega (c(x) - c(y)) (\chi_M(x) - \chi_M(y)) \psi(y) k(x, y, x - y) \, dx \, dy.
\]
Recalling that $\phi'$ is monotone and $|\psi'_M(s)| \leq 2$, for any positive and bounded $\psi$ we have
\[
|(c(x) - c(y)) (\chi_M(x) - \chi_M(y)) \psi(y) k(x, y, x - y)|
\]
\[
\leq 2(c(x) - c(y))(\phi'(c(x)) - \phi'(c(y))) \psi(y) k(x, y, x - y)
\]
and therefore we deduce
\[
(c(x) - c(y)) (\chi_M(x) - \chi_M(y)) \psi(y) k(x, y, x - y) \in L^1(\Omega \times \Omega).
\]
Moreover, $\chi_M(x) - \chi_M(y) \to 0$ almost everywhere in $\Omega \times \Omega$ and $\chi_M(x) \to 1$ almost everywhere in $\Omega$, so that by the dominated convergence theorem we obtain, for all $\theta \geq 0$,
\[
\lim_{M \to \infty} \mathcal{E}(c, \chi_M \psi) = \mathcal{E}(c, \psi) \quad \forall \psi \in C^\infty(\overline{\Omega}). \tag{3.9}
\]
We now set $c^M_t = c - t \chi_M \psi + tM \varphi(\chi_M \psi), \psi \in C^\infty(\overline{\Omega}), t > 0, M \in \mathbb{N}$. Then $c^M_t \in \text{dom } F_\theta$ for sufficiently small $t > 0$ (depending on $M$) and
\[
t (w, \chi_M \psi - M \varphi(\chi_M \psi))_{L^2}
\]
\[
\geq F_\theta(c) - F_\theta(c^M_t)
\]
\[
= \int_{\{\psi'(c(x)) \leq M+1\}} (\phi(c(x)) - \phi(c^M_t(x))) \, dx + \theta t (\nabla c, \nabla (\chi_M \psi - M \varphi(\chi_M \psi)))_{L^2}
\]
\[
- \frac{\theta t^2}{2} \|\nabla (\chi_M \psi - M \varphi(\chi_M \psi))\|_2^2
\]
\[
- t^2 \mathcal{E}(\chi_M \psi - M \varphi(\chi_M \psi), \chi_M \psi - M \varphi(\chi_M \psi))
\]
\[
+ t \int_\Omega \int_\Omega (\chi_M(x) \psi(x) - \chi_M(y) \psi(y))(c(x) - c(y)) k(x, y, x - y) \, dx \, dy
\]
\[
- t m(\chi_M \psi) \int_\Omega \int_\Omega (\varphi(x) - \varphi(y))(c(x) - c(y)) k(x, y, x - y) \, dx \, dy.
\]
Dividing by $t$ and passing to the limit $t \to 0$, we conclude

$$
(w, \chi_M \psi - M\varphi(\chi_M \psi))_{L^2} \\
\geq \int_{\Omega} \phi'(c(x))(\chi_M \psi - M\varphi(\chi_M \psi)) \, dx + \theta(\nabla c, \nabla(\chi_M \psi - M\varphi(\chi_M \psi)))_{L^2} \\
+ \int_{\Omega} \int_{\Omega} (\chi_M(x)\psi(x) - \chi_M(y)\psi(y))(c(x) - c(y))k(x, y, x - y) \, dx \, dy \\
- m(\chi_M \psi) \int_{\Omega} \int_{\Omega} (\varphi(x) - \varphi(y))(c(x) - c(y))k(x, y, x - y) \, dx \, dy
$$

for all $\psi \in C^\infty(\overline{\Omega})$. Replacing $\psi$ by $-\psi$, we obtain equality in the above inequality. Finally, letting $M \to \infty$, we get

$$
(w, \psi)_{L^2(\Omega)} = (\phi'(c), \psi)_{L^2(\Omega)} + \theta(\nabla c, \nabla \psi)_{L^2(\Omega)} + \mathcal{E}(c, \psi)
$$

for all $\psi \in C^\infty(\overline{\Omega})$, $m(\psi) = 0$, where we have used (3.5), (3.8), and (3.9), and

$$
\lim_{M \to \infty} \int_{\Omega} \chi_M \psi \, dx = \lim_{M \to \infty} \int_{\Omega} (\chi_M - 1)\psi \, dx = 0 \quad \text{if } m(\psi) = 0.
$$

Hence $-\theta \Delta_N c + \mathcal{L}c = w - P_0 \phi'(c) \in L^2(\Omega)$. Using Lemma 2.6, we deduce $\theta^{1/2}c \in H^2_{\text{loc}}(\Omega)$, $c \in H^\alpha_{\text{loc}}(\Omega) \cap H^{\alpha/2}(\Omega)$ and

$$
\theta^{1/2} \|c\|_{H^1} + \|c\|_{H^{\alpha/2}} \leq C\|\phi'\|_2 + C\|w\|_2.
$$

Using this and (3.7), we obtain (3.2). Moreover, the previous observations imply that $\partial \tilde{F}_\theta(c) = -\theta \Delta c + \mathcal{L}c + P_0 \phi'(c)$ is single-valued and $\partial \tilde{F}_\theta$ is contained in the set on the right-hand side of the identities for $\partial \tilde{F}_\theta$ (see statement of this theorem).

Conversely, recalling the definition of subdifferential, the properties of coercive bilinear forms $(\nabla u, \nabla v)_{L^2}$ and $\mathcal{E}(u, v)$ as well as the convexity of $\phi$, it can be easily checked that $-\theta \Delta c + \mathcal{L}c + P_0 \phi'(c) \in \partial \tilde{F}_\theta(c)$ for any $c$ in the set on the right-hand side of the identities for $\partial \tilde{F}_\theta$. This finishes the proof.

**Corollary 3.4.** Let $\theta > 0$ and let $F_\theta$ be defined as above. Extend $F_\theta$ to a functional $\tilde{F}_\theta$: $H^1_{(0)}(\Omega) \to \mathbb{R} \cup \{+\infty\}$ by setting $\tilde{F}_\theta(c) = F_\theta(c)$ if $c \in \text{dom} \, F_\theta$ and $\tilde{F}_\theta(c) = +\infty$ else. Then $\tilde{F}_\theta$ is a proper, convex, and lower semicontinuous functional, $\partial \tilde{F}_\theta$ is a maximal monotone operator with $\partial \tilde{F}_\theta(c) = -\Delta_N \partial F_\theta(c)$ and

$$
\mathcal{D}(\partial \tilde{F}_\theta) = \{c \in \mathcal{D}(\partial F_\theta) \mid \partial F_\theta(c) = -\theta \Delta c + \mathcal{L}c + P_0 \phi'(c) \in H^1_{(0)}(\Omega)\}. \quad (3.10)
$$
Proof. The lower semicontinuity is proved in the same way as in Lemma 3.1. Then the fact that \( \partial \tilde{F}_\theta \) is a maximal monotone operator follows from Corollary 1.2 and Lemma 1.3 in [31, Chapter IV].

First, let \( c \in D(\partial \tilde{F}_\theta) \) and \( w \in \partial \tilde{F}_\theta(c) \), i.e.,

\[
(w, c' - c)_{H^{-1}_0(\Omega)} \leq \tilde{F}_\theta(c') - \tilde{F}_\theta(c) \quad \text{for all } c' \in H^{-1}_0(\Omega).
\]

Then let \( \mu_0 = -\Delta_N w \) and choose \( c' \in L^2(\Omega) \). Thus we have

\[
(\mu_0, c' - c)_{L^2} = - (\nabla \mu_0, \nabla \Delta_N^{-1}(c' - c))_{L^2} = (\nabla \Delta_N^{-1} w, \nabla \Delta_N^{-1}(c' - c))_{L^2}
\]

for all \( c' \in L^2(\Omega) \). Hence \( \mu_0 = -\theta \Delta c + \mathcal{L}c + P_0 \phi'(c) \in D(\partial F_\theta) \). On the other hand, \( \mu_0 = -\Delta_N^{-1} w \in H^1_0(\Omega) \). This implies that \( \partial \tilde{F}_\theta(c) = -\Delta_N \partial F_\theta(c) \) and

\[
D(\partial \tilde{F}_\theta) \subseteq \{ c \in D(\partial F_\theta) \mid \mu_0 = -\theta \Delta c + \mathcal{L}c + P_0 \phi'(c) \in H^1_0(\Omega) \}.
\]

Conversely, let \( c \in D(\partial F_\theta) \) such that \( \mu_0 = -\theta \Delta c + \mathcal{L}c + P_0 \phi'(c) = \partial F_\theta(c) \in H^1_0(\Omega) \). Then one easily verifies that \( w = -\Delta_N \mu_0 \) satisfies (3.11) arguing as above. Hence \( c \in D(\partial F_\theta) \) and (3.10) follows. \( \square \)

4 Proof of Theorem 2.2

We first prove the existence of a weak solution. Let us consider the regularized (formal) problem

\[
\begin{cases}
\frac{\partial c_\theta}{\partial t} = \Delta c_\theta & \text{in } \Omega \times (0, \infty) \\
\mu_\theta = -\theta \Delta c_\theta + \mathcal{L}c_\theta + f'(c_\theta) & \text{in } \Omega \times (0, \infty) \\
\partial_c \mu_\theta = \partial_c c_\theta = 0 & \text{on } \partial \Omega \times (0, \infty) \\
\left. c_\theta \right|_{t=0} = c_{0\theta} & \text{in } \Omega
\end{cases}
\]

where \( \theta > 0 \) is a (small) positive real number.

Without loss of generality we suppose

\[
m(c_{0\theta}) = \frac{1}{|\Omega|} \int_\Omega c_{0\theta} \, dx = 0.
\]

As in the previous section we can reduce to this case by a simple shift. Since (4.2) and the definition of \( \mathcal{L} \) imply that any solution of (4.1) as in Theorem 2.2 satisfies

\[
\frac{d}{dt} \int_\Omega c_\theta(x, t) \, dx = \int_\Omega \Delta \mu_\theta \, dx = 0,
\]
we conclude \( m(c_\theta(t)) = 0 \) for almost all \( t > 0 \).

Problem (4.1) can be formulated as follows (see [2, Theorem 1.2])

\[
\begin{align*}
\partial_t c_\theta + A_\theta(c_\theta) + Bc_\theta &= 0, \quad t > 0, \\
\langle A_\theta(c_\theta), \varphi \rangle_{H^{-1}_0, H^1_0(\Omega)} &= \langle \nabla \mu_\theta, \nabla \varphi \rangle_{L^2} \\
\langle Bc_\theta, \varphi \rangle_{H^{-1}_0, H^1_0(\Omega)} &= \langle \nabla c_\theta, \nabla \varphi \rangle_{L^2}
\end{align*}
\]

for all \( \varphi \in H^1_0(\Omega) \) and

\[
\mathcal{D}(A_\theta) = \{ c \in H^2_{loc}(\Omega) \cap H^1(\Omega) \mid c(x) \in [a, b] \ \forall \ x \in \Omega, \ \phi'(c) \in L^2(\Omega), \\
\int_\Omega \int_\Omega (\phi'(c(x)) - \phi'(c(y))(c(x) - c(y))k(x, y, x - y) \ dx dy < \infty, \\
\phi''(c)|\nabla c|^2 \in L^1(\Omega), \ \partial F_\theta(c) \in H^1(\Omega), \ \partial_{c\theta}c|_{\partial \Omega} = 0 \}
\]

\[
\mathcal{D}(B) = H^1_0(\Omega) \subset H^{-1}_0(\Omega).
\]

In other words

\[
A_\theta(c) = -\Delta_N(-\theta \Delta c - Lc + P_0 \phi'(c)), \quad Bc = -d\Delta_N c,
\]

where \( \Delta_N : H^1_0(\Omega) \subset H^{-1}_0(\Omega) \rightarrow H^{-1}_0(\Omega) \) is the Laplace operator with Neumann boundary conditions as above, which is considered as an unbounded operator on \( H^1_0(\Omega) \). Moreover, the initial datum \( c_{0\theta} \) appearing in (4.1) is a regularization of the given original datum for problem (1.3)-(1.6). In particular, we need \( c_{0\theta} \) to satisfy

\[
m(c_{0\theta}) = m(c_0), \quad \lim_{\theta \rightarrow 0} \| c_{0\theta} \|_{H^1} = 0 \quad \text{and} \quad \lim_{\theta \rightarrow 0} c_{0\theta} = c_0 \ in \ H^{\alpha/2}(\Omega).
\]

This can be obtained by considering \( c_{0\theta} = \Psi_{\epsilon(\theta)} * c_0 \) where \( \Psi_{\epsilon} \) is a suitable mollifier (e.g., a gaussian kernel) and \( \epsilon(\theta) \) is chosen to be sufficiently slowly convergent to 0 if \( \theta \rightarrow 0 \). Finally, we also introduce a suitable regularized energy for system (4.1), namely,

\[
E_\theta(c) = \mathcal{E}_\theta(c, c) + \int_\Omega f(c(x)) \ dx.
\]

In order to apply Theorem [2,3] for \( \theta \) strictly positive we recall that, on account of Corollary 3.4. \( \mathcal{A} = \partial F_\theta \) is a maximal monotone operator with
\[ F_\theta = \varphi_1 + \varphi_2, \]
\[ \varphi_1(c) = \frac{\theta}{2} \int_\Omega |\nabla c(x)|^2 \, dx + E(c, c), \quad \text{dom} \, \varphi_1 = H^1_0(\Omega), \]
\[ \varphi_2(c) = \int_\Omega \phi(c(x)) \, dx, \quad \text{dom} \, \varphi_2 = \text{dom} \, \varphi = \{ c \in H^1_0(\Omega) \mid c \in [a, b] \text{ a.e. in } \Omega \} \]

Obviously, \( \varphi_1|_{H^1_0(\Omega)} \) is a bounded, coercive quadratic form on \( H^1_0(\Omega) \).

We apply Theorem 2.3 with \( H_1 = H^1_0(\Omega), H_0 = H^{-1}_0(\Omega), \) \( f = 0, \) and \( \varphi_1, \varphi_2 \) as above, where we assume that \( \phi(c) \geq 0 \) without loss of generality. As a consequence there exists a unique solution \( c: [0, \infty) \to H_0 \) to (1.3)-(1.4) such that \( c \in W^1_2(0, T, H_0) \cap L^\infty(0, T; H_1), \) \( \varphi(c) \in L^\infty(0, T) \) for every \( T > 0 \) and \( c(t) \in D(A_0^2) \) for almost all \( t > 0. \)

In order to prove the equivalence of (2.3), namely

\[ E_\theta(c_\theta(t)) + \int_0^t \| \nabla \mu_\theta(s) \|^2_2 \, ds = E_\theta(c_\theta) \quad \text{for all } t > 0, \quad (4.5) \]

we take advantage of the identity

\[ E_\theta(c_\theta(t)) = F_\theta(c_\theta(t)) - \frac{d}{2} \| c_\theta(t) \|^2_2. \]

Because of Lemma 4.3 in [31, Chapter IV], we have

\[ \frac{d}{dt} F_\theta(c_\theta(t)) = (\partial F_\theta(c_\theta(t)), \partial_t c_\theta(t))_{H^{-1}_0} = -\| \partial_t c_\theta(t) \|^2_{H_0^{-1}} - (B c_\theta(t), \partial_t c_\theta(t))_{H^{-1}_0}. \]

Moreover, we have

\[ (B c_\theta(t), \partial_t c_\theta(t))_{H^{-1}_0} = -d(\Delta N c_\theta(t), \partial_t c_\theta(t))_{H^{-1}_0} = d(\nabla c_\theta(t), \nabla \Delta^{-1}_N \partial_t c_\theta(t))_{L^2} \]
\[ = -d(\partial_t c_\theta(t), c_\theta(t))_{H^{-1}_0} = -\frac{d}{2} \frac{d}{dt} \| c_\theta(t) \|^2_2 \]

due to [33, Proposition 23.23] and \( \| \partial_t c_\theta(t) \|_{H^{-1}_0} = \| \Delta_N \mu_\theta(t) \|_{H^{-1}_0} = \| \mu_\theta(t) \|_{H^1_0}. \)

Hence an integration over \([0, t]\) yields

\[ E(c_\theta(t), c_\theta(t)) + \frac{\theta}{2} \| \nabla c_\theta(t) \|^2_2 + \int_\Omega f(c_\theta(x, t)) \, dx + \int_0^t \| \nabla \mu_\theta(s) \|^2_2 \, ds \]
\[ = E(c_\theta, c_\theta) + \frac{\theta}{2} \| \nabla c_\theta \|^2_2 + \int_\Omega f(c_\theta(x)) \, dx. \]
In particular, this implies
\[ \partial_t c_\theta = \Delta_N u_\theta \in L^2(\mathbb{R}^+; H^{-1}_0(\Omega)), \quad \theta^{1/2} c_\theta \in L^\infty(\mathbb{R}^+; H^{-1}_0(\Omega)). \]

In order to derive higher regularity, we apply \( \partial_t^h \) to \((4.3)\) and take the inner product with \( \partial_t^h c_\theta \) in \( H^{-1}_0(\Omega) \), where \( \partial_t^h f(t) = \frac{1}{h}(f(t+h) - f(t)), \ t,h > 0 \).

For any \( 0 < s < t \), this gives

\[
\frac{1}{2}\| \partial_t^h c_\theta(t) \|_{H^{-1}(0)}^2 + \theta \int_s^t (\nabla \partial_t^h c_\theta(t), \nabla \partial_t^h c_\theta(\tau))_{L^2} \, d\tau + \int_s^t \mathcal{E}(\partial_t^h c_\theta(t), \partial_t^h c_\theta(\tau)) \, d\tau \\
\leq d \int_s^t \| \partial_t^h c_\theta(\tau) \|_{L^2}^2 \, d\tau + \frac{1}{2} \| \partial_t^h c_\theta(s) \|_{H^{-1}(0)}^2 \\
\leq \frac{c_0}{2} \int_s^t \| \partial_t^h c_\theta(\tau) \|_{H^1_0}^2 \, d\tau + C \int_s^t \| \partial_t^h c_\theta(\tau) \|_{H^{-1}(0)}^2 \, d\tau + \frac{1}{2} \| \partial_t^h c_\theta(s) \|_{H^{-1}(0)}^2,
\]

where we have used Ehrling’s Lemma applied to \( H^{\sigma/2}_0(\Omega) \hookrightarrow L^2_\ast(\Omega) \hookrightarrow H^{-1}_0(\Omega) \) and

\[
(\partial_t^h \Phi_\theta(c_\theta(\tau)), \partial_t^h c_\theta(\tau))_{H^{-1}_0} \geq \theta(\partial_t^h c_\theta(\tau), \partial_t^h c_\theta(\tau))_{H^1} + \mathcal{E}(\partial_t^h c_\theta(\tau), \partial_t^h c_\theta(\tau)).
\]

Here \( c_0 > 0 \) is such that \( \mathcal{E}(u,u) \geq c_0 \| u \|_{H^{\sigma/2}_0}. \) Furthermore, since \( \partial_t c_\theta \in L^2(\mathbb{R}^+; H^{-1}_0(\Omega)) \), there holds

\[
\| \partial_t^h c_\theta(s) \|_{H^{-1}_0} \leq \frac{1}{h} \int_s^{s+h} \| \partial_t c_\theta(\tau) \|_{H^{-1}_0} \, d\tau \rightarrow h \rightarrow 0 \| \partial_t c_\theta(s) \|_{H^{-1}_0}
\]

for almost every \( s > 0 \) and \( \| \partial_t^h c_\theta \|_{L^2(\mathbb{R}^+; H^{-1}_0)} \leq \| \partial_t c_\theta \|_{L^2(\mathbb{R}^+; H^{-1}_0)}. \) Hence \( \theta \| \partial_t^h c_\theta \|_{L^2(\mathbb{R}^+; H^{-1}_0)}, \| \partial_t^h c_\theta \|_{L^2(s,t; H^{\sigma/2}_0)} \) and \( \| \partial_t^h c_\theta(t) \|_{H^{-1}_0} \) are uniformly bounded in \( h > 0, \) for all \( 0 < s < t \). On the other hand, we have

\[
\partial_t^h c_\theta \rightarrow_{h \rightarrow 0} \partial_t c_\theta
\]

in \( L^2(\mathbb{R}^+; H^{-1}_0(\Omega)). \) Thus the uniform (w.r.t. \( h > 0 \)) bounds on \( \partial_t^h c_\theta \) yield that \( \partial_t c_\theta \in L^2(\mathbb{R}^+; H^{\sigma/2}_0(\Omega)) \cap L^\infty(\mathbb{R}^+; H^{-1}_0(\Omega)) \) for every \( 0 < s < t \).

In order to derive the estimate near \( t = 0 \), we again apply \( \partial_t^h \) to \((4.3)\) and take the inner product with \( t \partial_t^h c_\theta \). This gives

\[
\frac{t}{2} \| \partial_t^h c_\theta(t) \|_{H^{-1}_0}^2 + \theta \int_0^t \tau \| \nabla \partial_t^h c_\theta(\tau) \|_{L^2}^2 \, d\tau + \int_0^t \tau \mathcal{E}(\partial_t^h c_\theta(\tau), \partial_t^h c_\theta(\tau)) \, d\tau \\
\leq C \int_0^t (1 + \tau) \| \partial_t^h c_\theta(\tau) \|_{H^{-1}_0}^2 \, d\tau.
\]
Proceeding as above, we get
\[ t^{1/2} \partial_t c_\theta \in L^2(0, 1; H^{\alpha/2}_0(\Omega)) \cap L^\infty(0, 1; H^{-1}_0(\Omega)). \]
This implies \( \kappa \mu_\theta = \kappa \Delta_N^{-1} \partial_t c_\theta \in L^\infty(\mathbb{R}^+; H^1_0(\Omega)) \). Thus (3.2) yields \( \kappa \phi'(c_\theta) \in L^\infty(\mathbb{R}^+; L^2(\Omega)) \) since \( \kappa \partial F_\theta(c) = \kappa \mu_\theta + \kappa d c_\theta \in L^\infty(\mathbb{R}^+; L^2(\Omega)) \). All these norms are uniformly bounded in \( \theta \in (0, 1] \).

We are now ready to pass to the limit for \( \theta \to 0 \) in (4.3). Indeed, for any \( \theta > 0 \) we have proven that there exist (unique) functions \( c_\theta(t) \) and \( \mu_\theta(t) \) satisfying
\[
\begin{cases}
\partial_t c_\theta = \Delta_N \mu_\theta \\
(\mu_\theta, \psi)_{L^2} + \theta(\nabla c_\theta, \nabla \psi)_{L^2} + \mathcal{E}(c_\theta, \psi) + (\phi'(c_\theta), \psi)_{L^2} = d(c_\theta, \psi)_{L^2}
\end{cases}
\tag{4.6}
\]
for all \( \psi \in H^1_0(\Omega) \) and for almost every \( t > 0 \). Moreover, from the previous estimates, for all \( \theta \in (0, 1] \), we have
\[
\begin{align*}
c_\theta &\in L^\infty(\mathbb{R}^+; H^{\alpha/2}_0(\Omega)) \\
\theta^{1/2} c_\theta &\in L^\infty(\mathbb{R}^+; H^1(\Omega)) \\
\kappa \partial_t c_\theta &\in L^\infty(\mathbb{R}^+; H^{-1}_0(\Omega)) \cap L^2(\mathbb{R}^+; H^{\alpha/2}_0(\Omega)) \\
\mu_\theta &\in L^2(0, T; H^1(\Omega)) \quad \text{for all } T > 0 \\
\kappa \mu_\theta &\in L^\infty(\mathbb{R}^+; H^1(\Omega)) \\
\kappa \phi'(c_\theta) &\in L^\infty(\mathbb{R}^+; L^2(\Omega))
\end{align*}
\]
where all the bounds deduced are uniform with respect to \( \theta \). Therefore, there exists a sequence \( \{ \theta_n \}_{n \in \mathbb{N}} \), \( \theta_n \to n \to \infty 0 \) such that \( c_{\theta_n}, \mu_{\theta_n} \) and \( \phi'(c_{\theta_n}) \) converge weakly (or weakly*) in the above spaces to \( c, \mu \) and \( \chi \) respectively as \( \theta \) vanishes. More precisely, by a suitable diagonal argument on intervals of the form \([0, m]\), we can assume that also \( \mu_{\theta_n} \to \mu \) in \( L^2(0, m; H^1(\Omega)) \) for any \( m \in \mathbb{N} \). We can easily pass to the limit in the first equation of (4.6) deducing
\[ \partial_t c(t) = \Delta \mu(t) \quad \text{in } H^{-1}_0(\Omega), \text{ for a.e. } t > 0 \]
Let \( \psi \in C^\infty(\overline{\Omega}) \) and let \( s > 0 \). Thanks to the convergences listed above, for almost any \( t > s \) we can pass to the limit for \( \theta \to 0 \) in the second equation in (4.6) to find
\[ (\mu(t), \psi)_{L^2(\Omega)} + \mathcal{E}(c(t), \psi) + (\chi(t), \psi)_{L^2(\Omega)} = d(c(t), \psi)_{L^2(\Omega)} \]
for almost all \( t > 0 \) since \( s \) can be taken arbitrarily small.
In order to prove the existence of a weak solution for (1.3)–(1.6) on \( \mathbb{R}^+ \), we only have to identify the (weak) limit \( \chi = \lim_{n \to \infty} \phi'(c_{\theta_n}) \). Let \( 0 < s < t \) and \( m \in \mathbb{N} \) be fixed. Thanks to Aubin-Lions Lemma, \( \partial_t c_{\theta_n} \in L^2(0, T; H^{-1}_0(\Omega)) \) and \( c_{\theta_n} \in L^\infty(0, T; H^{n/2}_0(\Omega)) \) uniformly in \( n \) for all \( T > 0 \) imply the convergence \( c_{\theta_n} \to c_{\theta_n} \) (up to a subsequence) in \( C([0, T); L^2_0(\Omega)) \) for any \( T > 0 \).

Therefore, we deduce \( c_{\theta_n}(t) \to c(t) \) almost everywhere in \( \Omega \). On the other hand, thanks to Egorov’s theorem, there exists a set \( \Omega_m \subset \Omega \) such that \( |\Omega_m| \geq |\Omega| - \frac{1}{2m} \) and on which \( c_{\theta_n} \to c \) uniformly. We now use the (uniform with respect to \( \theta > 0 \)) estimate on \( \phi'(c_{\theta_n}(t)) \) in \( L^2(\Omega) \). By definition, the quantity

\[
M_{\delta,n} = |\{ x \in \Omega \mid |c_{\theta_n}(x)| > 1 - \delta \}|
\]

is decreasing in \( \delta \) for all \( n \in \mathbb{N} \). Since \( \phi'(y) \) is unbounded for \( y \to \pm 1 \), we set \( c_\delta = \inf_{|c| > 1 - \delta} |\phi'(c)| \to \delta \to 0 \infty \), and we have the uniform Tchebychev inequality

\[
\int_\Omega |\phi'(c_{\theta_n})|^2 \, dx \geq c_\delta^2 |M_{\delta,n}|.
\]

From the uniform (with respect to \( \theta \)) estimate on the norm of \( \phi'(c_{\theta_n}) \) in \( L^2(\Omega) \) we obtain

\[
|M_{\delta,n}| \to 0 \quad \text{for} \quad \delta \to 0, \quad \text{uniformly in} \quad n \in \mathbb{N}.
\]

Therefore, we deduce

\[
\lim_{\delta \to 0} |\{ x \in \Omega \mid |c_{\theta_n}(x)| > 1 - \delta \}| = 0 \quad \text{uniformly in} \quad n \in \mathbb{N}.
\]

Thus there exists \( \delta = \delta(m) \), independent of \( n \), such that

\[
|\{ x \in \Omega \mid |c_{\theta_n}(x)| > 1 - \delta \}| \leq \frac{1}{2m} \quad \forall n \in \mathbb{N}.
\]

Consider now \( N \in \mathbb{N} \) so large that by uniform convergence we have \( |c_{\theta_n} - c| < \frac{\delta}{2}, \forall n > N \) on \( \Omega_m \) and let \( \Omega'_m \subset \Omega_m \) be defined by

\[
\Omega'_m \doteq \Omega_m \cap \{ x \in \Omega \mid |c_{\theta_n}(x)| < 1 - \delta \}.
\]

By the above construction we immediately deduce that \( |\Omega'_m| > |\Omega| - \frac{1}{m} \) and that \( |c_{\theta_n}(x)| < 1 - \frac{\delta}{2} \) for all \( n \geq N \) and for all \( x \in \Omega'_m \). Therefore, by the regularity assumptions on the potential \( \phi' \) we deduce that \( \phi'(c_{\theta_n}) \to \phi'(c) \) uniformly on \( \Omega'_m \). Since \( m \) and \( s \) are arbitrary we have \( \phi'(c_{\theta_n}) \to \phi'(c) \) almost
everywhere in $\Omega \times \mathbb{R}^+$. Finally, the uniqueness of weak and pointwise limits gives $\chi = \phi'(c)$ as claimed.\footnote{Let $\{f_n\}_{n \in \mathbb{N}}$ be a sequence of functions such that $f_n \rightarrow f$ in $L^p(\Omega)$ and that $f_n(x) \rightarrow g(x)$ for a.e. $x \in \Omega$. Assume that $f \neq g$ on a set of finite positive measure $\Omega_0 \subset \Omega$ on which $g$ is bounded. By Egorov’s theorem there exists a set of positive measure $\Omega_1 \subset \Omega_0$ such that $f_n \rightarrow g$ uniformly in $\Omega_1$. Therefore, $f_n \rightarrow g$ in $L^p(\Omega_1)$ and hence $f_n \rightarrow g$ in $L^p(\Omega_1)$. This contradicts the uniqueness of weak limits and therefore implies $f = g$ throughout $\Omega$.}

We now prove uniqueness of weak solutions. To this end let $c_0^j \in Z_0$, $j = 1, 2$, and let $c_j(t)$ be weak solutions to (1.3) with initial values $c_j(0) = c_0^j$. Set $c = c_1 - c_2$ and $\mu = \mu_1 - \mu_2$. Then multiplying the equation

$$\partial_t c = \Delta N \mu$$

by $c(t)$ in $H^{-1}_0(\Omega)$ we deduce

$$\frac{1}{2} \frac{d}{dt} \|c(t)\|_{H^{-1}_0}^2 + \mathcal{E}(c(t), c(t)) + (\phi'(c(t)), c(t))_{L^2} = d\|c(t)\|_{L^2}^2.$$

Using the inequality

$$\|w\|_{L^2}^2 \leq \|w\|_{H^{-1}_0}^{\theta(2+\alpha)} \|w\|_{H^1_0}^{2\alpha(2+\alpha)} \leq C \|w\|_{H^{-1}_0}^2 + \epsilon \|w\|_{H^{\alpha/2}_0}^2$$

and the coercivity of $\mathcal{E}$, that is,

$$\frac{1}{C} \|c(t)\|_{H^{\alpha/2}_0}^2 \leq \mathcal{E}(c(t), c(t)) + (\phi'(c(t)), c(t))_{L^2},$$

we infer

$$\frac{1}{2} \frac{d}{dt} \|c(t)\|_{H^{-1}_0}^2 + \frac{1}{C} \|c(t)\|_{H^{\alpha/2}_0}^2 \leq C \|c(t)\|_{H^{-1}_0}^2.$$

Hence Gronwall’s lemma implies

$$\|c(t)\|_{H^{-1}_0}^2 \leq e^{2CT} \|c_0\|_{H^{-1}_0}^2, \quad (4.7)$$

which entails uniqueness whenever $c_0^1 = c_0^2$.\footnote{Let $\{f_n\}_{n \in \mathbb{N}}$ be a sequence of functions such that $f_n \rightarrow f$ in $L^p(\Omega)$ and that $f_n(x) \rightarrow g(x)$ for a.e. $x \in \Omega$. Assume that $f \neq g$ on a set of finite positive measure $\Omega_0 \subset \Omega$ on which $g$ is bounded. By Egorov’s theorem there exists a set of positive measure $\Omega_1 \subset \Omega_0$ such that $f_n \rightarrow g$ uniformly in $\Omega_1$. Therefore, $f_n \rightarrow g$ in $L^p(\Omega_1)$ and hence $f_n \rightarrow g$ in $L^p(\Omega_1)$. This contradicts the uniqueness of weak limits and therefore implies $f = g$ throughout $\Omega$.}

Let us now prove the energy identity (2.3). First we observe that by taking

$$\eta = (-\Delta)\eta \in Z_0$$

and

$$\phi = c$$

respectively we deduce (2.3) for almost any $t > 0$ in the same way as in [2, Proof of Theorem 1.2]. In order to obtain the energy identity for all times, we observe that any weak solution can be approximated by a family of functions $\{c_\theta\}_{\theta > 0}$ defined by (1.1). From the regularity of the solution $c$, we know that $c \in C([0, T]; H^3(\Omega))$ for all $\beta < \frac{3}{2}$. Moreover, for all positive times $t$, we have $c_\theta \in C([0, T]; H^\beta(\Omega))$ and therefore $c_\theta(t) \in H^{\beta/2}(\Omega)$ with uniform bound in $\theta$. Passing to the limit for
\( \theta \to 0 \) and arguing by contradiction, we deduce \( c(t) \in H^{\alpha/2}(\Omega) \) for all positive times. Finally, since solution departing from \( c(t) \in H^{\alpha/2}(\Omega) \) are unique and since we already know that the energy identity holds for almost all times, for any \( t > 0 \) we can find \( \overline{t} > t \) such that the two following identities hold

\[
E(c(\overline{t})) + \int_0^{\overline{t}} \| \nabla \mu(s) \|^2_2 \, ds = E(c(0))
\]

\[
E(c(t)) + \int_t^{\overline{t}} \| \nabla \mu(s) \|^2_2 \, ds = E(c(t)).
\]

Taking the difference we deduce for any time \( t \)

\[
E(c(t)) + \int_0^{t} \| \nabla \mu(s) \|^2_2 \, ds = E(c(0)),
\]

which is the desired energy identity for all \( t > 0 \).

We still have to prove the continuity of the map \( c_0 \mapsto c(t) \). Observe that the strong continuity in \( H^{-1}(\Omega) \) is an immediate consequence of the continuous dependence estimate (4.7). Moreover, since \( \{0, \infty \} \ni t \mapsto c(t) \in H^{\alpha}_{(0)}(\Omega) \cap H^{\alpha/2}_{(0)}(\Omega) \) is a bounded mapping, interpolation yields the continuity \( c_0 \mapsto c(t) \) with respect to the \( H^{\alpha}_{(0)}(\Omega) \)-norm with \( \gamma < \frac{\alpha}{2} \). Because of the boundedness of \( [0, \infty) \ni t \mapsto c(t) \in H^{\alpha}_{(0)}(\Omega) \), this mapping is also weakly continuous.

Finally, note that the energy equality holding for all \( t > 0 \) entails the continuity of solutions \( c(t) \) with values in \( H^{\alpha/2}_{(0)}(\Omega) \) so that \( c(t) \to_{t \to 0} c_0 \in H^{\alpha/2}_{(0)}(\Omega) \) using that weak convergence plus convergence of norms imply strong convergence. This finishes the proof.

5 Long-time behavior

Here we describe the global asymptotic behavior of the dynamical system associated with (2.1)–(2.2). As above we can reduce to the case that \( c_0 \) has mean value zero by adding a suitable constant. Let us define the (metric) phase-space

\[
\mathcal{X} = \left\{ z \in H^{\alpha/2}_{(0)}(\Omega) : \int_{\Omega} f(z) \, dx < \infty \right\}
\]

endowed with the metric

\[
d_{\mathcal{X}}(z_1, z_2) = \| z_1 - z_2 \|_{H^{\alpha/2}_{(0)}(\Omega)} + \left| \int_{\Omega} f(z_1) \, dx - \int_{\Omega} f(z_2) \, dx \right|.
\]
Thanks to Theorem 2.2 and inequality (4.7), we can define a closed semigroup (see [30]) on $X$ by setting $S(t)c_0 = c(t)$, where $c$ is the unique weak solution to (2.1)–(2.2) with initial datum $c_0$.

Our result is the following

**Theorem 5.1.** The dynamical system $(X, S(t))$ has a (connected) global attractor.

**Proof.** Let us show first that the dynamical system has a bounded absorbing set. Consider equation (2.2) defining the chemical potential and choose $c$ as test function. From this we deduce that

$$E(c(t), c(t)) + (f'(c(t)), c(t))_{L^2} = (\mu(t), c(t))_{L^2} = (\mu(t) - m(\mu(t)), c(t))_{L^2}$$

$$\leq C \int_{\Omega} |\nabla \mu(x, t)| \, dx \leq \frac{1}{2} \| \nabla \mu \|_{L^2}^2 + C \quad (5.1)$$

holds for almost every $t \geq 0$. Here we used the fact that $c(t)$ has zero mean and that it is pointwise bounded. Moreover, from the assumptions on the potential $f$ we have

$$f(c) = \phi(c) - \frac{d}{2} c^2$$

where $\phi$ is convex. By the convexity of $\phi$ we deduce

$$(\phi'(s)s \geq \phi(s) - \phi(0) \quad \forall s$$

and therefore we can write

$$(f'(c(t)), c(t))_{L^2} = (\phi'(c), c)_{L^2} - d\|c(t)\|_2^2$$

$$\geq \int_{\Omega} \phi(c(t)) \, dx - |\Omega|\phi(0) - d\|c(t)\|_2^2 = \int_{\Omega} f(c(t)) \, dx - C.$$}

Substituting this estimate from below in the inequality (5.1) above we get

$$E(c(t), c(t)) + \int_{\Omega} f(c(t)) \, dx \leq \frac{1}{2} \| \nabla \mu(t) \|_{L^2}^2 + C.$$}

We now consider the energy identity (2.3) and differentiate it with respect to time. This gives

$$\frac{d}{dt} \left( E(c(t), c(t)) + \int_{\Omega} f(c(t)) \, dx \right) + \| \nabla \mu(t) \|_{L^2}^2 \leq 0.$$}

Summing the last two inequalities together, we infer

$$\frac{d}{dt} \left( E(c(t), c(t)) + \int_{\Omega} f(c(t)) \, dx \right) + E(c(t), c(t)) + \int_{\Omega} f(c(t)) \, dx \leq C.$$
for almost every \( t \geq 0 \). Gronwall’s Lemma thus gives

\[
\mathcal{E}(c(t), c(t)) + \int_{\Omega} f(c(t)) \, dx \leq e^{-t} \left( \mathcal{E}(c_0, c_0) + \int_{\Omega} f(c_0) \, dx \right) + C
\]

where the constant \( C \) appearing on the right hand side is independent of the initial datum \( c_0 \). This proves that there is a bounded absorbing set \( B \) in \( \mathcal{X} \).

On account of [30, Thm. 2], we only need to prove that there exists a divergent sequence \( \{t_n\} \) such that \( \alpha(S(t_n)B) = 0 \) as \( n \) goes to \( \infty \). Here \( \alpha(E) \) denotes the Kuratowski measure of noncompactness. Actually we prove more, that is, \( \alpha(S(t)B) = 0 \) for all \( t > 0 \).

Let \( \{c_{0n}\} \subset \mathcal{X} \) be bounded and set \( c_n(t) = S(t)c_{0n} \). From estimates analogous to those deduced in our proof of existence of solutions in Section 4 and thanks to the existence of the absorbing set deduced above, we have the following (uniform with respect to \( n \)) estimates:

- \( c_n \in L^\infty(0, T; H^{\alpha/2}_0(\Omega)) \) for all \( T > 0 \)
- \( \partial_t c_n \in L^2(s, T + s; H^{\alpha/2}_0(\Omega)) \) uniformly in \( s \geq \varepsilon > 0 \), for all \( T > 0 \)
- \( \mu_n \in L^2(s, T + s; H^1(\Omega)) \) uniformly in \( s \geq 0 \), for all \( T > 0 \)
- \( f'(c_n) \in L^\infty(\varepsilon, T; L^2(\Omega)) \) for all \( T > \varepsilon > 0 \).

Arguing as in the proof of existence, up to a subsequence, we deduce that there exist functions \( c, \mu \) satisfying for any fixed \( \varepsilon \) and \( T \)

\[
\begin{align*}
\partial_t c_n & \to \partial_t c \quad \text{in } L^2(s, T + s; H^{\alpha/2}_0(\Omega)) \\
\mu_n & \to \mu \quad \text{in } L^2(s, T + s; H^1(\Omega)) \\
f'(c_n) & \to f'(c) \quad \text{in } L^\infty(\varepsilon, T; L^2(\Omega))
\end{align*}
\]

as \( n \to \infty \). Here \( c \) and \( \mu \) satisfy (2.1)–(2.2). On the other hand we also know that \( c_n \in C([0, T]; H^{\alpha/2}_0(\Omega)) \) for all \( T > 0 \)

with a uniform bound in \( n \). Moreover, the estimate on \( \partial_t c_n \) implies that the family \( \{c_n\}_{n \in \mathbb{N}} \) is also equicontinuous with values in \( H^{\alpha/2}_0(\Omega) \). Indeed, this follows from the following simple computation

\[
\|c_n(t) - c_n(s)\|_{H^{\alpha/2}_0(\Omega)} \leq \int_s^t \|\partial_t c_n(\tau)\|_{H^{\alpha/2}_0(\Omega)} \, d\tau \leq (t - s)^{1/2} \left( \int_s^t \|\partial_t c_n(\tau)\|_{H^{\alpha/2}_0(\Omega)}^2 \, d\tau \right)^{1/2}.
\]
Moreover, we know that

$$\mathcal{L}c(t) = \mu(t) - f'(c(t)) \in L^2_{(0)}(\Omega)$$

holds for almost any $t > 0$. In particular, in the last expression, the right hand side is uniformly bounded for all $t \geq \epsilon > 0$. Since $L^2_{(0)}(\Omega) \subset H^{-\alpha/2}_{(0)}(\Omega)$ and since $\mathcal{L}^{-1}$ is continuous as an operator from $H^{-\alpha/2}_{(0)}(\Omega)$ to $H^{\alpha/2}_{(0)}(\Omega)$ we deduce that

$$c(t) \in K_\epsilon \subset H^{\alpha/2}_{(0)}(\Omega) \quad \text{for a.e. } t \geq \epsilon > 0$$

holds with $K_\epsilon$ independent of $t$. Moreover, thanks to the continuity of the solutions $c_n$ taking values in $H^{\alpha/2}_{(0)}(\Omega)$ this is true for all $t \geq \epsilon > 0$. Appealing to the Ascoli-Arzelà Theorem (see, for instance, [19, Theorem 4.43]), this implies that, up to a subsequence, $c_n \to c$ in $C([\epsilon, T]; H^{\alpha/2}_{(0)}(\Omega))$ uniformly on the interval $[\epsilon, T]$. Applying the above argument to intervals of the form $[m^{-1}, m]$, $m \in \mathbb{N}$ and performing a diagonal selection procedure, we finally obtain

$$c_n(t) \to c(t) \quad \text{in } H^{\alpha/2}_{(0)}(\Omega), \text{ for all } t > 0.$$ 

We now consider the convergence

$$\int_\Omega f(c_n(t)) \, dx \to \int_\Omega f(c(t)) \, dx \quad \text{for all } t > 0.$$ 

This follows as a consequence of the dominated convergence on account of the boundedness of $f$ and pointwise convergence almost everywhere in $\Omega$ of $\{f(c_n(\cdot, t))\}$. The latter is implied by the strong convergence of $c_n(t)$ in $H^{\alpha/2}_{(0)}(\Omega)$. Summing up we have that, up to a subsequence, $c_n(t)$ converges to $c(t)$ in $\mathcal{X}$ for any $t > 0$. Therefore we are in a position to apply [30, Thm. 2 and Prop. 4] to conclude the proof.

**Remark 5.1.** In order to prove the connectedness of the attractor, in [30] (see comments after Theorem 2) it is assumed that balls of the phase space $\mathcal{X}$ are connected. However, connectedness of the attractor can be obtained by assuming only that the whole phase space is connected as was shown in [4, Thm. 4.2 and Cor. .3] (cf. also [5]). In our case, although connectedness of the balls of $\mathcal{X}$ does not seem evident, nonetheless the $d$-convexity of $F$ implies that $\mathcal{X}$ is connected.
6 Boundary conditions for variational solutions

In this section we want to discuss the natural boundary condition satisfied by the weak solution \( u \) to the problem

\[
E(u, \psi) = (g, \psi)_{L^2} \quad \forall \psi \in H^{\alpha/2}_{(0)}(\Omega).
\]

(6.1)

Here \( g \) is a given function with \( m(g) = 0 \). Of course, we can confine ourselves to consider the linear nonlocal equation neglecting the derivative of the potential \( f \). Note that (6.1) also holds true for all \( \psi \in H^{\alpha/2}(\Omega) \) since both sides vanish on constants. For simplicity we only consider the case \( \Omega = \mathbb{R}^n_+ \). But the case of a bounded sufficiently smooth domain can be reduced to this case by standard techniques.

The main theorem is a conditional result, namely,

**Theorem 6.1.** Let \( \Omega = \mathbb{R}^n_+ \) and \( 1 \leq p \leq \infty \) such that \( \alpha - 1 > \frac{n}{p} \). Let \( \alpha > \frac{3}{2} \) and let \( u \in H^{\alpha/2}_{(0)}(\Omega) \cap H^1_{\text{loc}}(\Omega) \) be a solution to (6.1) with \( g \in L^p_{1}(\Omega) \). Suppose that \( u \in C^{1,\beta}(\Omega) \). If \( n \geq 2 \), we assume that the following limit exists

\[
n_{x_0} = \lim_{\delta \to 0} \delta^{-1-n+\alpha} \int_{\Omega} \int_{\Omega} (x - y)(\varphi_\delta(x) - \varphi_\delta(y))k(x, y, x - y) \, dx \, dy
\]

(6.2)

and is non-zero, where

\[
\varphi_\delta(x) = \begin{cases} 
1 - \frac{|x - x_0|}{\delta} & \text{if } |x - x_0| < \delta \\
0 & \text{otherwise.}
\end{cases}
\]

If \( n = 1 \), let \( n_{x_0} = 1 \). Then we have

\[
\nabla u(x_0) \cdot n_{x_0} = 0 \quad \forall x_0 \in \partial \Omega.
\]

(6.3)

**Remark 6.1.** Observe that (6.1) holds in particular for any \( \psi \in C^\infty_0(\Omega) \). Arguing as in [1, Lemma 4.2] (see also [1, Lemma 3.5]), we have

\[
E(u, \psi)
= \lim_{\epsilon \to 0} \frac{1}{2} \int_{\{|x-y|>\epsilon\} \cap \Omega} (u(x) - u(y))(\psi(x) - \psi(y))k(x, y, x - y) \, dx \, dy
\]

\[
= \lim_{\epsilon \to 0} \frac{1}{2} \int_{\Omega} \int_{\Omega \setminus B_\epsilon(x)} (u(x) - u(y))\psi(x)k(x, y, x - y) \, dx \, dy
\]

\[+ \lim_{\epsilon \to 0} \frac{1}{2} \int_{\Omega} \int_{\Omega \setminus B_\epsilon(x)} (u(x) - u(y))\psi(x)k(y, x - y) \, dx \, dy
\]

\[= \lim_{\epsilon \to 0} \int_{\Omega \setminus B_\epsilon(x)} (u(x) - u(y))k(x, y, x - y) \, dy \, \psi(x) \, dx
\]

\[= \int_{\Omega} \mathcal{L}u(x)\psi(x) \, dx
\]
provided that \( u \in H_{\text{loc}}^\alpha(\Omega) \cap H^{\alpha/2}(\Omega) \). Therefore,

\[
(\mathcal{L}u, \psi)_{L^2} = (g, \psi)_{L^2}
\]
holds for all \( \psi \in C_0^\infty(\Omega) \). This implies that the weak solution \( u \) to (6.1) satisfies the equation

\[
\mathcal{L}u(x) = g(x) \quad \text{a.e. } x \in \Omega.
\]

Hence \( \mathcal{L}u \in L^p(\Omega) \) since \( g \in L^p(\Omega) \). Unfortunately, we cannot say anything on the boundary condition due to the lack of information about the regularity of \( u \). More precisely, we cannot answer to the question: Does \( u \) belong to \( H^\alpha_{(0)}(\Omega) \) with \( \alpha > \frac{3}{2} \)? In addition, assuming that the limit (6.2) exists, we do not know if

\[
\nabla u(x_0) \cdot \mathbf{n}_{x_0} = 0
\]
holds on \( \partial \Omega \) in the sense of traces under general assumptions.

We can thus just conjecture that \( u \) should satisfy (6.3).

Remark 6.2. The limit (6.2) exists in many examples of interaction kernel which are interesting for applications. Among them there are kernels given by a homogeneous principal part of order \( \alpha \) perturbed by lower order terms. For instance

\[
k(x, y, x - y) = \frac{C}{|x - y|^{n+\alpha}} + o(|x - y|^{-n-\alpha}) \tag{6.4}
\]
or, more generally,

\[
k(x, y, x - y) = \frac{g(x, y)}{|x - y|^{n+\alpha}} + o(|x - y|^{-n-\alpha})
\]
with \( g \in C(\overline{\Omega} \times \overline{\Omega}) \). In the latter cases a simple calculation using the homogeneity of \( |x - y|^{-n-\alpha} \) and the continuity of \( g \) in \( (x_0, x_0) \) yields

\[
\mathbf{n}_{x_0} = \int_{\mathbb{R}_+^n} \int_{\mathbb{R}_+^n} (x - y)(\varphi_1(x) - \varphi_1(y))k(x_0, x_0, x - y) \, dx \, dy.
\]

Remark 6.3. In the case (6.4), using the higher-order term symmetry, we have

\[
\mathbf{n}_{x_0} = \int_{\mathbb{R}_+^n} \int_{\mathbb{R}_+^n} (x - y)(\varphi_1(x) - \varphi_1(y))k(x_0, x_0, x - y) \, dx \, dy = C \mathbf{\nu}
\]
where \( \mathbf{\nu} \) is the unit outward normal to the boundary and \( C \neq 0 \). Therefore, in this case we recover the usual Neumann boundary conditions.
6.1 Proof of Theorem 6.1: case $n = 1$

Before proving Theorem 6.1 in the case $n \geq 2$, we first discuss the simpler one-dimensional case. For $\mathbb{R}_+^n$ with $n \geq 2$ the same general strategy applies with the required changes (see Section 6.2). Throughout this section we assume that $u$ is as in the assumption of Theorem 6.1 and $n = 1$.

Consider the cut-off function at $x = 0$ defined by

$$\varphi_\delta(x) = \begin{cases} 1 - \frac{x}{\delta} & \text{for } x \in [0, \delta), \\ 0 & \text{otherwise.} \end{cases}$$

Observe also that the function $\varphi_\delta$ is Lipschitz continuous and hence belongs to $H^\gamma(\Omega)$ for any $\gamma \in [0, 1]$ and thus to $H^{\alpha/2}(\Omega)$.

Using (6.1), we obtain

$$|\mathcal{E}(u, \varphi_\delta)| = \left| \int_{0}^{\infty} g(x) \varphi_\delta(x) \, dx \right| \leq \|g\|_p \|\varphi_\delta\|_{p'} \leq C \|g\|_p \delta^{1/p'} = O(\delta^{1/p'}) \quad \text{as } \delta \to 0.$$

We now consider the quantity $\mathcal{E}(u, \varphi_\delta)$ in more detail. We have

$$\mathcal{E}(u, \varphi_\delta) = \frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} (u(x) - u(y))(\varphi_\delta(x) - \varphi_\delta(y))k(x, y, x - y) \, dx \, dy$$

$$= \frac{1}{2} \int_{0}^{\infty} \int_{0}^{\delta} (u(x) - u(y)) \left( \left( 1 - \frac{x}{\delta} \right) - \left( 1 - \frac{y}{\delta} \right) \right) k(x, y, x - y) \, dx \, dy$$

$$+ \frac{1}{2} \int_{0}^{\infty} \int_{\delta}^{\infty} (u(x) - u(y)) \left( 1 - \frac{x}{\delta} \right) k(x, y, x - y) \, dx \, dy$$

$$- \frac{1}{2} \int_{0}^{\delta} \int_{\delta}^{\infty} (u(x) - u(y)) \left( 1 - \frac{y}{\delta} \right) k(x, y, x - y) \, dx \, dy$$

$$= I_1 + I_2 + I_3. \quad (6.5)$$

The first integral reduces to

$$I_1 = \frac{1}{2\delta} \int_{0}^{\delta} \int_{0}^{\delta} (u(x) - u(y))(y - x)k(x, y, x - y) \, dx \, dy.$$

By using Taylor series expansion near 0 for $u$, this integral can be estimated
with

\[
I_1 \sim \frac{1}{2\delta} \int_0^\delta \int_0^\delta u'(0)(x - y)(y - x)k(x, y, x - y) \, dx \, dy
\]

\[
+ \frac{C}{\delta} \int_0^\delta \int_0^\delta (x - y)^{1+\beta}(y - x)k(x, y, x - y) \, dx \, dy
\]

\[
= -\frac{1}{2\delta} u'(0) \int_0^\delta \int_0^\delta (x - y)^2k(x, y, x - y) \, dx \, dy + O(\delta^{2+\beta-\alpha}),
\]

Here the notation \( A \sim B \) means that the quantities \( A \) and \( B \) are equivalent for \( \delta \to 0 \), i.e., that, for \( \delta \) sufficiently small, there exist two positive constants \( c \) and \( C \) such that \( cB \leq A \leq CB \). Indeed, notice that by assumption (1.10), \((x - y)^{1+\gamma}k(x, y, x - y)\) is uniformly bounded away from zero from below and from above.

In the sequel, \( \omega(\delta^\gamma) \) indicates a quantity which is asymptotical to \( \delta^\gamma \) in the following sense

\[
g(\delta) \in \omega(\delta^\gamma) \text{ if } c \leq \liminf_{\delta \to 0} \frac{g(\delta)}{\delta^\gamma} \leq \limsup_{\delta \to 0} \frac{g(\delta)}{\delta^\gamma} \leq C, \quad c, C > 0.
\]

From the above computations we deduce

\[
I_1 = -u'(0)\omega(\delta^{2-\alpha}) + O(\delta^{2+\beta-\alpha}).
\]

The remaining two terms \( I_2 \) and \( I_3 \) in (6.5) are equivalent. Thus it suffices to observe that

\[
I_3 = \int_0^\delta \int_0^\infty (u(y) - u(x) + u'(y)(y - x)) \left(1 - \frac{y}{\delta}\right) k(x, y, x - y) \, dx \, dy
\]

\[
+ \int_0^\delta \left( \int_0^\infty (y - x)k(x, y, x - y) \, dx \right) u'(y) \left(1 - \frac{y}{\delta}\right) \, dy.
\]

However, the first of these two terms are of order \( O(\delta^{2+\beta-\alpha}) \), while we can easily estimate the inner integral appearing in the second one as

\[
\int_0^\infty (y - x)k(x, y, x - y) \, dx \sim \int_0^\infty (y - x)|x - y|^{-1-\alpha} \, dx
\]

\[
\sim -\int_0^\infty (x - y)^{-\alpha} \, dx \sim -(\delta - y)^{1-\alpha},
\]
where we used the fact that \( x > y \) always when \( I_3 \) will be computed. Therefore we deduce

\[
I_3 \sim - \int_0^\delta (\delta - y)^{1-\alpha} u'(y) \left( 1 - \frac{y}{\delta} \right) dy + O(\delta^{2+\beta-\alpha})
\]

\[
\sim - \frac{1}{\delta} \int_0^\delta (\delta - y)^{2-\alpha} u'(0) dy + O(\delta^{2+\beta-\alpha})
\]

\[
\sim \frac{1}{\delta} u'(0) \int_0^\delta \left( \frac{\delta - y}{3-\alpha} \right) dy + O(\delta^{2+\beta-\alpha}) \sim -u'(0) \delta^{2-\alpha} + O(\delta^{2+\beta-\alpha}).
\]

Combining all the above estimates we obtain, for some positive constants \( c \) and \( C \),

\[
-C u'(0) \delta^{2-\alpha} - C \delta^{2+\beta-\alpha} \leq \mathcal{E}(u, \varphi_\delta) \leq -c u'(0) \delta^{2-\alpha} + C \delta^{2+\beta-\alpha}.
\]

Because of (6.1), we have

\[
\mathcal{E}(u, \varphi_\delta) = \int_0^\infty g(x) \varphi_\delta(x) dx
\]

so that

\[
-u'(0) \delta^{2-\alpha} + O(\delta^{2+\beta-\alpha}) = O(\delta^{\frac{1}{p'}}) \quad \text{as } \delta \to 0.
\]

However, since \( \alpha - 1 > \frac{1}{p} \), one readily sees that this is possible only if \( u'(0) = 0 \).

6.2 Proof of Theorem 6.1: case \( n \geq 2 \)

Here we consider the case \( n \geq 2 \) in the statement of Theorem 6.1. In this section, unless otherwise stated, we will denote by \( B^+_{\delta} \) the half ball of center \( x_0 \in \partial \mathbb{R}^n_+ \) contained in the half-space \( \mathbb{R}^n_+ \) and having radius \( \delta \). Before giving the details of the proof we prove a useful technical lemma.

Lemma 6.2. Let \( r \) be a real number such that \( r > -1-n \). Then the following relation holds

\[
I_r \doteq \int_{B^+_\delta} \int_{B^+_{\delta'}} |x-y|^r \left( ||x-x_0|| - ||y-x_0|| \right) \, dx \, dy = \omega(\delta^{1+r+2n}) \quad \text{for } \delta \to 0.
\]

Proof. First of all by a simple translation we can reduce to the case \( x_0 = 0 \). Then using the change of variable \( x = \delta \tilde{x}, y = \delta \tilde{y} \) we obtain

\[
I_r = \delta^{1+r+2n} \int_{B^+_1} \int_{B^+_{\delta'}} |x-y|^r \left( ||x|| - ||y|| \right) \, dx \, dy,
\]
where the last integral can be estimate as
\[
\int_{B^+_1} \int_{B^+_1} |x - y|^r \left| |x| - |y| \right| \, dx \, dy \leq \int_{B^+_1} \int_{B^+_1} |x - y|^{r+1} \, dx \, dy < \infty
\]
since \( r+1 > -n \). Since the integral on the left-hand side is obviously positive, the statement follows.

The main idea of our proof is to consider an appropriate family of test functions concentrating at one point of the boundary. Let us consider the bilinear form
\[
\mathcal{E}(u, v) = \frac{1}{2} \int_{\mathbb{R}^n_+} \int_{\mathbb{R}^n_+} (u(x) - u(y))(v(x) - v(y)) k(x, y, x - y) \, dx \, dy.
\]
Let \( x_0 \) be a point belonging to the boundary of \( \mathbb{R}^n_+ \) and consider the test function \( \varphi_\delta \in C(\mathbb{R}^n_+) \cap H^1(\mathbb{R}^n_+) \subset H^{\alpha/2}(\mathbb{R}^n_+) \) defined by
\[
\varphi_\delta(x) = \begin{cases} 
1 - \frac{x - x_0}{\delta} & \text{if } |x - x_0| < \delta \text{ and } x \in \mathbb{R}^n_+, \\
0 & \text{otherwise}.
\end{cases}
\]
In particular, we have by (6.1)
\[
|\mathcal{E}(u, \varphi_\delta)| = \left| \int_{\mathbb{R}^n_+} g(x) \varphi_\delta(x) \, dx \right| \leq \|g\|_{L^p(\mathbb{R}^n_+)} \|\varphi_\delta\|_{L^{p'}(\mathbb{R}^n_+)}.\]
Moreover, there holds
\[
\|\varphi_\delta\|_{L^p(\mathbb{R}^n_+)} = \left( \int_{B^+_\delta} \left( 1 - \frac{|x - x_0|}{\delta} \right)^{p'} \, dx \right)^{\frac{1}{p'}} \sim \delta^{\alpha/p'}.
\]
Observe now that
\[
\mathcal{E}(u, \varphi_\delta) = \frac{1}{2} \int_{\mathbb{R}^n_+} \int_{\mathbb{R}^n_+} (u(x) - u(y))(\varphi_\delta(x) - \varphi_\delta(y)) k(x, y, x - y) \, dx \, dy
\]
\[
= \frac{1}{2\delta} \int_{B^+_\delta} \int_{B^+_\delta} (u(x) - u(y)) \left( |x - x_0| - |y - x_0| \right) k(x, y, x - y) \, dx \, dy
\]
\[
+ \frac{1}{2} \int_{B^+_\delta} \int_{B^+_\delta} (u(x) - u(y)) \left( 1 - \frac{|x - x_0|}{\delta} \right) k(x, y, x - y) \, dx \, dy
\]
\[
+ \frac{1}{2} \int_{B^+_\delta} \int_{B^+_\delta} (u(x) - u(y)) \left( 1 - \frac{|y - x_0|}{\delta} \right) k(x, y, x - y) \, dx \, dy
\]
\[
= J_1 + J_2 + J_3.
\]
Here $B^+_{>\delta}$ denotes the set

$$B^+_{>\delta} = \{ x \in \mathbb{R}_+^n \mid |x - x_0| > \delta \}.$$

We must evaluate the asymptotic behavior of $J_1$, $J_2$ and $J_3$ as $\delta \to 0$. Concerning the first one, using Taylor expansion, up to the first order we can write

$$u(x) - u(y) = \nabla u(x_0) \cdot (x - y) + O(\delta^3)|x - y|$$

for $x, y \in B_\delta$ where we have used

$$u(x) - u(y) - \nabla u(x_0) \cdot (x - y) = \int_0^1 (\nabla u(x + s(y - x)) - \nabla u(x_0)) \cdot (x - y) \, ds = O(\delta^3)|x - y|$$

for all $x, y \in B_\delta$. Therefore, we obtain

$$J_1 = \frac{1}{2\delta} \nabla u(x_0) \cdot \int_{B^+_{>\delta}} \int_{B^+_{>\delta}} (x - y) \left( |x - x_0| - |y - x_0| \right) k(x, y, x - y) \, dx \, dy + O(\delta^{1+3+\alpha-n}).$$

We are now left to analyze $J_2$ and $J_3$ (see (6.6)). This can be done similarly as in the case $n = 1$. Indeed, we have

$$J_2 = \frac{1}{2} \int_{B^+_{>\delta}} \int_{B^+_{>\delta}} (u(x) - u(y)) \left( 1 - \frac{|x - x_0|}{\delta} \right) k(x, y, x - y) \, dx \, dy$$

$$= \frac{1}{2} \nabla u(x_0) \cdot \int_{B^+_{>\delta}} \left( \int_{B^+_{>\delta}} (x - y) \left( 1 - \frac{|x - x_0|}{\delta} \right) k(x, y, x - y) \, dy \right) \, dx$$

$$+ O(\delta^3) \int_{B^+_{>\delta}} \left( \int_{B^+_{>\delta}} |x - y| \left( 1 - \frac{|x - x_0|}{\delta} \right) k(x, y, x - y) \, dx \right) \, dy$$

$$\equiv J_{2,1} + J_{2,2}$$

Thus, in this case, we only have to bound integrals of the form

$$J_4 = \int_{B^+_{>\delta}} \left( \int_{B^+_{>\delta}} |x - y|^{1-\alpha-n} \left( 1 - \frac{|x - x_0|}{\delta} \right) \, dy \right) \, dx$$

$$= \int_{B^+_{>\delta}} \left( 1 - \frac{|x - x_0|}{\delta} \right) \left( \int_{B^+_{>\delta}} |x - y|^{1-\alpha-n} \, dy \right) \, dx.$$
Let us set

\[ J_x = \int_{B^+_{\delta|x|}} |x - y|^{1 - \alpha - n} \, dy \]

and observe that

\[ J_x \leq \int_{B^+_{\delta - |x|}} |y|^{1 - \alpha - n} \, dy = \int_{\delta - |x|}^{+\infty} \rho^{-\alpha} \, d\rho \sim (\delta - |x|)^{1 - \alpha}. \]

Then we have

\[ J_4 \leq C_1 \int_{B^+_{\delta|x|}} (\delta - |x|)^{2 - \alpha} \, dx = C_1 \delta^{1 + n - \alpha} \int_0^1 (1 - t)^{2 - \alpha} t^{n-1} \, dt \sim \delta^{1 + n - \alpha}. \]

From such estimates we deduce

\[ J_2 = J_{2,1} + O(\delta^{1 + \beta + n - \alpha}). \]

The quantity \( J_3 \) is controlled in the same way, just interchanging the role of \( x \) and \( y \).

Recalling that

\[ \mathcal{E}(u, \varphi_\delta) = \int_{\mathbb{R}^n_+} \mathcal{L}u(x) \varphi_\delta(x) \, dx \]

and using the above estimates for \( J_1, J_2 \) and \( J_3 \), we get

\[
\nabla u(x_0) \cdot \int_{\mathbb{R}^n_+} \int_{\mathbb{R}^n_+} (x - y)(\varphi_\delta(x) - \varphi_\delta(y)) k(x, y, x - y) \, dx \, dy \\
+ O(\delta^{1 + \beta + n - \alpha}) = O(\delta^{n/p'}). 
\]

Since the double integral belongs to \( \omega(\delta^{1 + n - \alpha}) \) by Lemma 6.2 on account of (6.2), and \( 1 + n - \alpha < \frac{n}{p} \) (which is equivalent to \( \alpha - 1 > \frac{n}{p} \)), we finally deduce

\[ \nabla u(x_0) \cdot \mathbf{n}_{x_0} = 0. \]

References

[1] H. Abels and M. Kassmann. An analytic approach to purely nonlocal Bellman equations arising in models of stochastic control. *J. Differential Equations*, 236:29–56, 2007.

[2] H. Abels and M. Wilke. Convergence to equilibrium for the Cahn-Hilliard equation with a logarithmic free energy. *Nonlinear Anal.*, 67:3176–3193, 2007.
[3] R. A. Adams. *Sobolev Spaces*. Academic Press, New York, San Francisco, London, 1975.

[4] J. M. Ball. Continuity properties and global attractors of generalized semiflows and the Navier-Stokes equations. *J. Nonlinear Sci.*, 7(5):475–502, 1997.

[5] J. M. Ball. Erratum: “Continuity properties and global attractors of generalized semiflows and the Navier-Stokes equations”. *J. Nonlinear Sci.*, 8(2):233, 1998.

[6] P. W. Bates and J. Han. The Dirichlet boundary problem for a nonlocal Cahn-Hilliard equation. *J. Math. Anal. Appl.*, 311:289–312, 2005.

[7] P. W. Bates and J. Han. The Neumann boundary problem for a nonlocal Cahn-Hilliard equation. *J. Differential Equations*, 212:235–277, 2005.

[8] J. Bergh and J. Löfström. *Interpolation Spaces*. Springer, Berlin - Heidelberg - New York, 1976.

[9] K. Bogdan, K. Burdzy and Z.-Q. Chen. Censored stable processes. *Probab. Theory Related Fields*, 127:89–152, 2003.

[10] H. Brézis. *Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert*. North-Holland Publishing Co., Amsterdam, 1973. North-Holland Mathematics Studies, No. 5. Notas de Matemática (50).

[11] J. W. Cahn. On spinodal decomposition. *Acta Metall.*, 9:795–801, 1961.

[12] J. W. Cahn and J. E. Hilliard. Free energy of a nonuniform system. I. Interfacial energy. *J. Chem. Phys.*, 28:258–267, 1958.

[13] L. Cherfils, A. Miranville, and S. Zelik. The Cahn-Hilliard equation with logarithmic potentials. *Milan J. Math.*, 79:561–596, 2011.

[14] P. Colli, P. Krejčí, E. Rocca, and J. Sprekels. Nonlinear evolution inclusions arising from phase change models. *Czechoslovak Math. J.*, 57:1067–1098, 2007.

[15] A. Debussche and L. Dettori. On the Cahn-Hilliard equation with a logarithmic free energy. *Nonlinear Anal.*, 24(10):1491–1514, 1995.

[16] C. M. Elliott and H. Garcke. On the Cahn-Hilliard equation with degenerate mobility. *SIAM J. Math. Anal.*, 27:404–423, 1996.
[17] C. M. Elliott and S. Zheng. On the Cahn-Hilliard equation. Arch. Rational Mech. Anal., 96:339–357, 1986.

[18] P. C. Fife. Models for phase separation and their mathematics. Electron. J. Differential Equations, pages No. 48, 26 pp. (electronic), 2000.

[19] G. B. Folland. Real analysis. Pure and Applied Mathematics (New York). John Wiley & Sons Inc., New York, second edition, 1999. Modern techniques and their applications, A Wiley-Interscience Publication.

[20] H. Gajewski and K. Zacharias. On a nonlocal phase separation model. J. Math. Anal. Appl., 286:11–31, 2003.

[21] C. G. Gal and M. Grasselli. Longtime behavior of nonlocal Cahn-Hilliard equations. Discrete Contin. Dyn. Syst. Ser. A, 34:145–179, 2014.

[22] G. Giacomin and J. L. Lebowitz. Phase segregation dynamics in particle systems with long range interactions. I. Macroscopic limits. J. Statist. Phys., 87:37–61, 1997.

[23] G. Giacomin and J. L. Lebowitz. Phase segregation dynamics in particle systems with long range interactions. II. Interface motion. SIAM J. Appl. Math., 58:1707–1729, 1998.

[24] S.-O. Londen and H. Petzeltová. Convergence of solutions of a non-local phase-field system. Discrete Contin. Dyn. Syst. Ser. S, 4:653–670, 2011.

[25] S.-O. Londen and H. Petzeltová. Regularity and separation from potential barriers for a non-local phase-field system. J. Math. Anal. Appl., 379:724–735, 2011.

[26] A. A. Nec, Y. Nepomnyashchy and A. A. Golovin. Front-type solutions of fractional Allen-Cahn equation. Phys. D, 237:3237–3251, 2008.

[27] B. Nicolaenko, B. Scheurer, and R. Temam. Some global dynamical properties of a class of pattern formation equations. Comm. Partial Differential Equations, 14:245–297, 1989.

[28] A. Novick-Cohen. The Cahn-Hilliard equation: mathematical and modeling perspectives. Adv. Math. Sci. Appl., 8:965–985, 1998.

[29] A. Novick-Cohen. The Cahn-Hilliard equation. In Handbook of differential equations: evolutionary equations. Vol. IV, Handb. Differ. Equ., pages 201–228. Elsevier/North-Holland, Amsterdam, 2008.
[30] V. Pata and S. Zelik. A result on the existence of global attractors for semigroups of closed operators. *Commun. Pure Appl. Anal.*, 6:481–486, 2007.

[31] R. E. Showalter. *Monotone Operators in Banach Space and Nonlinear Partial Differential Equations*, volume 49 of *Mathematical Surveys and Monographs*. American Mathematical Society, Providence, RI, 1997.

[32] J. Simon. Sobolev, Besov and Nikol’skii fractional spaces: imbeddings and comparisons for vector valued spaces on an interval. *Ann. Mat. Pura Appl. (4)*, 157:117–148, 1990.

[33] E. Zeidler. *Nonlinear functional analysis and its applications. II/A*. Springer-Verlag, New York, 1990.