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Abstract

We consider the evolution of a closed convex hypersurface under a volume-preserving curvature flow. The speed is given by a power of the $m$th mean curvature plus a volume preserving term, including the case of powers of the mean curvature or of the Gauss curvature. We prove that if the initial hypersurface satisfies a suitable pinching condition, the solution exists for all times and converges to a round sphere.

1 Introduction and main results

Let $M$ be a closed oriented $n$-dimensional manifold, with $n \geq 2$, and let $X_0 : M \to \mathbb{R}^{n+1}$ be a smooth immersion of $M$ into the Euclidean space. We consider a family of immersions $X : M \times [0, T) \to \mathbb{R}^{n+1}$ which satisfies the partial differential equation

$$\frac{\partial X}{\partial t} (\cdot, t) = (h(t) - \sigma(\cdot, t)) N_t, \quad t \in [0, T)$$

with initial value

$$X(\cdot, 0) = X_0(\cdot).$$

Here

- $N_t$ is the unit normal vector field along the immersion which induces on $M$ the given positive orientation. When $X(M)$ encloses a compact domain $\Omega$, the orientation is chosen so that $N$ points outward;
• $\sigma$ is a symmetric function of the principal curvatures of $M_t := X(M, t)$;

• $h(t)$ stands for the averaged $\sigma$:

$$h(t) = \frac{1}{|M_t|} \int_M \sigma \, d\mu_t,$$

where $|M_t| := \int_M d\mu_t$ gives the area ($n$-dimensional volume) of $M_t$. With this definition, the flow (1.1) preserves the volume of the domain $\Omega_t$ enclosed by $M_t$ (when such an $\Omega_t$ exists).

In order to specify the class of speeds $\sigma$ we are going to consider, let us introduce some notation. We set $X_t := X(\cdot, t)$ and we denote by $M_t$ both the immersion $X_t : M \rightarrow \mathbb{R}^{n+1}$ and the image $X_t(M)$, as well as the Riemannian manifold $(M, g_t)$ with the metric $g_t$ induced by the immersion. We call $k_1 \leq k_2 \leq \ldots \leq k_n$ the principal curvatures of $M_t$. We use the letters $H$ and $K$ for the mean curvature and Gauss curvature respectively, i.e. $H = k_1 + \cdots + k_n$ and $K = k_1 \cdots k_n$. In addition, for any integer $m \in \{1, \ldots, n\}$, we denote by $H_m$ the $m^{th}$ mean curvature, defined as

$$H_m = \frac{m!(n-m)!}{n!} \sum_{1 \leq i_1 < \ldots < i_m \leq n} k_{i_1}k_{i_2} \cdots k_{i_m}.$$  

(1.4)

Observe that $H_1 = H/n$ and $H_n = K$; in addition, $H_2$ coincides, up to a constant factor, with the scalar curvature. Thus, the $m^{th}$ mean curvatures can be regarded as generalizations of these quantities. Various problems involving these curvatures have been considered in the literature on geometric analysis, such as finding hypersurfaces with prescribed $H_m$ curvature, see e.g. [12, 21].

In this paper we consider the flow (1.1) with the speed $\sigma$ given by a power of an $m^{th}$ mean curvature, namely

$$\sigma(k_1, \ldots, k_n) = H_m(k_1, \ldots, k_n)^\beta$$

(1.5)

for some $\beta > 1/m$. In this way $\sigma$ is a homogeneous function of the curvatures with a degree $m\beta > 1$. We call the flow (1.1) with this choice of speed volume-preserving flow by powers of the $m^{th}$ mean curvature. Our analysis is focused on the behavior of convex hypersurfaces. The main results of our paper are summarized in the statement below.

**Theorem 1.1** Given $m \in \{1, \ldots, n\}$ and $\beta > 1/m$ there exists a constant $C_p = C_p(n, m, \beta) \in (0, 1/n^n)$ such that, if the initial immersion $X_0$ satisfies at every point

$$K > C_p H^n > 0,$$

(1.6)

then problem (1.1)–(1.2), with $\sigma$ given by (1.5), has a unique solution, which satisfies the following properties:
(a) Inequality (1.6) holds everywhere on $M_t$ for all $t > 0$ such that the flow exists.

(b) $M_t$ exists for all $t \in [0, \infty)$.

(c) The $M_t$'s converge, exponentially in the $C^\infty$-topology, to a round sphere enclosing the same volume as $M_0$.

It is easy to check (see Section 4) that if $K > CH^n > 0$ on a closed hypersurface then the principal curvatures are positive everywhere and satisfy $k_1 \geq \varepsilon k_n$ for a suitable $\varepsilon(C) > 0$ which increases with $C$. Thus, condition (1.6) implies in particular the convexity of $M_t$, but it is a stronger assumption; it can be regarded as a pinching condition on the curvatures. Whereas we are not able to show that convexity is invariant under the flow (1.1), we can prove that condition (1.6) is preserved by the flow for a suitable $C_p$. A similar pinching condition has been considered by Chow [13] and Schulze [33] in the analysis of other flows.

There exists a wide literature about the behavior of convex hypersurfaces under geometric flows of the form (1.1) without the volume-preserving term $h(t)$. A classical result by Huisken [22] states that any closed convex hypersurface evolving by mean curvature flow shrinks to a point in finite time, and it converges to a sphere after an appropriate rescaling. This result was soon followed by similar ones due to K. Tso and B. Chow, in the case where $\sigma$ is a power of the Gauss curvature [36, 13] or of the scalar curvature [14]. After this, many other cases have been investigated where $\sigma$ is a homogeneous symmetric function of the principal curvatures.

Let us remark that an important role in the analysis of the case $h(t) \equiv 0$ is played by the degree of homogeneity of $\sigma$. In fact, the result of [22] has been generalized to a large class of $\sigma$ homogeneous of degree one (see in particular [2]). When the degree is greater than one, the analysis is less complete and often restricted to dimension two, see [6, 5, 34]; the results in general dimension concern specific choices of the speed [13, 33, 1] and all of them require a pinching condition on the initial hypersurface. The case where the degree is less than one is even more difficult. In some case it is known that convex hypersurfaces shrink to a point [7, 32], but some counterexamples show that in general the profile may not become spherical after rescaling.

It is natural to investigate how this behavior changes when we consider the volume-preserving version of these flows, that is, when we add the $h(t)$ term in equation (1.1). Since in this case surfaces cannot shrink to a point, one expects that the flow starting from convex data exists for all times and converges smoothly to a round sphere. In the case of the volume-preserving mean curvature flow, this property was proved, again by Huisken, in [23]. By a different approach, Escher and Simonett [18] proved the same property when the initial hypersurface is a
small perturbation of the sphere (possibly non-convex). Andrews [3] studied the anisotropic version of this flow, while McCoy [28, 29] studied mean curvature flows which preserve other kinds of volume. Recently, the first author and Miquel [9] considered volume-preserving mean curvature flow in hyperbolic space and proved convergence to geodesic spheres.

On the other hand, speeds different from the mean curvature have been treated only by McCoy [30] who proved the convergence to a sphere for a large class of functions $\sigma$ homogeneous of degree one (including the case $\sigma = H^\beta / m$ for $\beta = 1/m$). In this paper we consider instead speeds with a larger degree of homogeneity. The class given by (1.5) is a natural choice, because on one hand it includes the most significant examples and, on the other hand, it allows to use some properties of the elementary symmetric polynomials (parts (b) and (e) of Lemma 2.1) which are essential in the analysis of the PDEs associated to the flow.

As in most of the literature quoted above, a fundamental step in our procedure consists of finding a pinching condition which is invariant under the flow (part (a) of Theorem 1.1). For the class of speeds we consider, we cannot follow the procedure of [30]; instead, we apply the maximum principle to the quotient $K/H_n$, after a careful estimation of the gradient terms in the equation. Once the preservation of the pinching condition has been established, we can prove by similar arguments as in [30] that the curvature remains uniformly bounded as long as the flow exists.

To prove long time existence of the flow (part (b) of Theorem 1.1), we then need uniform bounds on all derivatives of the curvature. This is equivalent to obtaining higher order derivative estimates for a suitable fully nonlinear parabolic equation. Since the homogeneity of the speed is greater than one, the operator is not concave in the second derivatives and the usual theory by Krylov and Safonov [25, 27] cannot be applied. We use instead a technique introduced by Andrews in [4] (see also [35]) based on a regularity result by Caffarelli [10] for elliptic equations.

Another complication due to the higher degree of homogeneity, similar to the one which was pointed out in [33], occurs in the analysis of the asymptotic behavior of our flow (part (c) of Theorem 1.1). Since the coefficients of the second order operator depend on the curvature, the equation may a priori degenerate when time goes to infinity because we lack a positive lower bound on the curvature which is uniform in time. To deal with this problem, we first estimate from below the possible decay rate of the curvature. Then we rewrite the equation satisfied by the speed as a suitable porous medium equation. Finally, as in [33], we prove convergence to a sphere after applying a regularity result on degenerate parabolic equations due to Di Benedetto and Friedman [16].
Some of the results of this paper, corresponding to the case $\sigma = H^\beta_n$ (i.e. a power of the Gauss curvature), were already obtained in [8].

2 Preliminaries

Throughout the paper, we shall use $\bar{g} = \langle \cdot, \cdot \rangle$ and $\nabla$ to represent the metric and covariant derivative, respectively, of $\mathbb{R}^{n+1}$. Then each immersion $X_t$ of $M$ into $\mathbb{R}^{n+1}$ induces the following symmetric 2-covariant tensor fields:

- a metric $g_t$ defined by $g = X^* \bar{g}$, and
- a second fundamental form $\alpha_t$ given by $\alpha(\cdot, \cdot) = \langle \nabla X^* \cdot, X^* \cdot \rangle$.

From here, we can also introduce the shape operator $A$ (or Weingarten map) of $X$ as $\alpha(\cdot, \cdot) = g(A \cdot, \cdot)$; the eigenvalues $k_1 \leq \ldots \leq k_n$ of $A$ are called the principal curvatures. We say that $M_t$ is convex if $k_1 \geq 0$ everywhere and that it is uniformly convex if $k_1 > 0$ everywhere. The mean curvature is given by $H = \text{tr}_g \alpha = \sum k_i$ and the Gauss curvature by $K = \frac{\det \alpha}{\det g} = \prod k_i$. More generally, we call $m^{\text{th}}$ mean curvature of a hypersurface the function $H_m$ defined in (1.4), that is, the $m^{\text{th}}$ elementary symmetric polynomial of the principal curvatures, up to a normalizing factor. Since $H_m$ is homogeneous of degree $m$, the speed $\sigma$ is homogeneous of degree $m\beta$ in the curvatures $k_i$.

We shall often use the symbol $\mathfrak{k}$ to denote the vector $(k_1, k_2, \ldots, k_n)$ whose entries are the principal curvatures or, depending on the context, a generic element of $\mathbb{R}^n$. We denote by $\Gamma_+ \subset \mathbb{R}^n$ the positive cone, i.e.

$$\Gamma_+ = \{ \mathfrak{k} = (k_1, \ldots, k_n) : k_i > 0 \text{ for all } i \}.$$ 

While the polynomials $H_m$ are defined for any $\mathfrak{k} \in \mathbb{R}^n$, $\sigma$ is well defined and smooth for a general $\beta$ only on the cone where $H_m$ is positive; such a cone clearly includes $\Gamma_+$ for any $m$.

Observe that $H, K, H_m, \sigma$, may be regarded as functions of $\mathfrak{k}$, or as functions of $A$, or as functions of $\alpha, g$, or also as functions of space and time on $M_t$. For the sake of simplicity, we denote these functions by the same letters in all cases, since the meaning should be clear from the context. We use the notation

$$\dot{\mathfrak{k}}^i := \frac{\partial \sigma}{\partial k_i}, \quad \text{and} \quad \dot{k}^{ij} := \frac{\partial \sigma}{\partial \alpha_{ij}}, \quad (2.1)$$

and also

$$\text{tr}(\dot{\mathfrak{k}}) := \sum_{i=1}^{n} \frac{\partial \sigma}{\partial k_i} = \frac{\partial \sigma}{\partial \alpha_{ij}} g^{ij}.$$  

In addition, if $B, \bar{B}$ are matrices, we write

$$\dot{\sigma}(B) := \frac{\partial \sigma}{\partial \alpha_{ij}} B_{ij} \quad \text{and} \quad \ddot{\sigma}(B, \bar{B}) = \frac{\partial^2 \sigma}{\partial \alpha_{ij} \partial \alpha_{ls}} B_{ij} \bar{B}_{ls}.$$
Hereafter, we use the Einstein convention of sum over repeated indices.

2.1 Basic properties of the \( m \)th mean curvatures

The following lemma gathers some properties of \( H_m \) which will be used repeatedly throughout the paper.

**Lemma 2.1** For any \( m \in \{1, \ldots, n\} \), the function \( H_m \) satisfies:

(a) \( \frac{\partial H_m}{\partial k_i}(\mathfrak{t}) > 0 \) for all \( i \in \{1, \ldots, n\} \) and \( \mathfrak{t} \in \Gamma_+ \).

(b) \( H_m^{1/m} \) is concave in \( \Gamma_+ \).

(c) \( \text{tr}(\tilde{\sigma}) \geq m \beta \sigma^{1 - \frac{1}{m\beta}} \).

(d) \( H_m^{1/m} \leq \frac{H}{n} \); equivalently, \( \sigma \leq \left( \frac{H}{n} \right)^{m\beta} \).

(e) \( H_m \), as a function of \( \alpha_{ij} \), is also a homogeneous polynomial of degree \( m \); in addition, as a function on \( M \), it satisfies \( \nabla_j \left( \frac{\partial H_m}{\partial \alpha_{ij}} \right) = 0 \) for any \( i \in \{1, \ldots, n\} \), where \( \nabla \) is the covariant derivative on \( M \).

**Proof.** Property (a) is a direct consequence of the definition of \( H_m \). Part (b) is a well known property (see e.g. [27, Theorem 15.16]). Statements (c) and (d) follow from Lemma 4.2 and estimate (3.16) in [37] respectively. Property (e) is also well known (see e.g. Proposition 2.1 (a)-(b) and Proposition 3.3 in [31]). \( \square \)

2.2 Some estimates for convex hypersurfaces

We state here three auxiliary results on convex hypersurfaces. Henceforth we shall denote by \( \rho \) the inradius of \( M = \partial \Omega \) and by \( D \) the outer radius, which are respectively the radius of the biggest ball enclosed by \( M \) and of the smallest ball which encloses \( M \).

The first result was observed by Andrews in [2], Lemma 5.4 and Theorem 5.1; it shows that a pinching inequality on the curvatures implies a bound on the ratio between outer radius and inradius.

**Lemma 2.2** Let \( X : M^n \to \mathbb{R}^{n+1} \) be a smooth, uniformly convex immersion of the compact manifold \( M^n \). If

\[
    k_n(x) \leq B_1 k_1(x)
\]


for every $x \in M^n$ and for some constant $B_1 < \infty$, then we have

$$D \leq B_2 \rho$$

for another constant $B_2$ depending on $n$ and $B_1$.

The next result is a particular case of the Alexandrov-Fenchel inequality for convex sets (see e.g. [28], pp. 28–29, and the references therein).

**Lemma 2.3** There exists a constant $C_n > 0$ such that, for any bounded smooth convex region $\Omega \subset \mathbb{R}^{n+1}$, we have

$$\left( \int_{\partial \Omega} H \, d\mu \right)^{n+1} \geq C_n \text{vol}(\Omega)^{n-1}.$$ 

Finally, we recall an algebraic property proved by Schulze in [33, Lemma 2.5].

**Lemma 2.4** For any $\varepsilon > 0$ there exists $\delta = \delta(\varepsilon, n) > 0$ with the following property: if we have $k_1 \geq \varepsilon H > 0$ at some point of an $n$-dimensional hypersurface, then at the same point we also have

$$\frac{n|A|^2 - H^2}{H^2} \geq \delta \left( \frac{1}{n^n} - \frac{K}{H^n} \right).$$ (2.2)

### 2.3 Hölder estimates for nonlinear PDEs

In our analysis we need some a priori estimates on the Hölder norms of the solutions to elliptic and parabolic partial differential equations in euclidean spaces. We recall that, in the case of a function depending on space and time, there is a suitable definition of Hölder norm which is adapted to the purposes of parabolic equations (see e.g. [27]). In addition to the standard Schauder estimates for linear equations, we use in the paper some more recent results which are collected here. The estimates below hold for suitable classes of weak solutions; for the sake of simplicity, we state them in the case of a smooth classical solution, which is enough for our purposes.

Given $r > 0$, we denote by $B_r$ the ball of radius $r > 0$ in $\mathbb{R}^n$ centered at the origin. First we recall a well known result due to Krylov and Safonov, which applies to linear parabolic equations of the form

$$\left( a^{ij}(x,t)D_i D_j + b^i(x,t)D_i + c(x,t) - \frac{\partial}{\partial t} \right) u = f$$ (2.3)
in \(B_r \times [0, T]\), for some \(T > 0\). We assume that \(a^{ij} = a^{ji}\) and that \(a^{ij}\) is elliptic; that is, there exist two constants \(\lambda, \Lambda > 0\) such that
\[
\lambda |v|^2 \leq a^{ij}(x, t)v_iv_j \leq \Lambda |v|^2
\]
for all \(v \in \mathbb{R}^n\) and all \((x, t) \in B_r \times [0, T]\). Then the following estimate holds [26, Theorem 4.3]:

**Theorem 2.5** Let \(u \in C^2(B_r \times [0, T])\) be a solution of (2.3), where the coefficients are measurable, satisfy (2.4) and
\[
|b^i|, |c| \leq K_1 \quad \text{for all } i = 1, \ldots, n,
\]
for some \(K_1 > 0\). Then, for any \(0 < r' < r\) and any \(0 < \delta < T\) we have
\[
\|u\|_{C^\alpha(B_{r'} \times [\delta, T])} \leq C \left( \|u\|_{C(B_r \times [0, T])} + \|f\|_{L^\infty(B_r \times [0, T])} \right)
\]
for some constants \(C > 0\) and \(\alpha \in (0, 1)\) depending on \(n, \lambda, \Lambda, K_1, r, r'\) and \(\delta\).

Next we quote a result for fully nonlinear elliptic equations, which is due to Caffarelli. We consider the equation
\[
F(D^2u(x), x) = f(x), \quad x \in B_r. \tag{2.5}
\]
Here \(F : \mathcal{S} \times B_r \to \mathbb{R}\), where \(\mathcal{S}\) is the set of the symmetric \(n \times n\) matrices. The nonlinear operator \(F\) is called elliptic if there exist \(\Lambda \geq \lambda > 0\) such that
\[
\lambda \|B\| \leq F(A + B, x) - F(A, x) \leq \Lambda \|B\|
\]
for any \(x \in B_r\) and any pair \(A, B \in \mathcal{S}\) such that \(B\) is nonnegative definite.

**Theorem 2.6** Let \(u \in C^2(B_r)\) be a solution of (2.5), where \(F\) is continuous and satisfies (2.6). Suppose in addition that \(F\) is concave with respect to \(D^2u\) for any \(x \in B_r\). Then there exists \(\bar{\alpha} \in (0, 1)\) with the following property: if, for some \(K_2 > 0\) and \(\alpha \in (0, \bar{\alpha})\), we have that \(f \in C^\alpha(\Omega)\) and that
\[
F(A, x) - F(A, y) \leq K_2|x - y|^\alpha(\|A\| + 1), \quad x, y \in B_r, \ A \in \mathcal{S}
\]
then, for any \(0 < r' < r\), we have the estimate
\[
\|u\|_{C^{2+\alpha}(B_{r'})} \leq C(\|u\|_{C(B_r)} + \|f\|_{C^\alpha(B_r)} + 1)
\]
where \(C > 0\) only depends on \(n, \lambda, \Lambda, K_2, r\) and \(r'\).
The above result follows from Theorem 3 in [10] (see also Theorem 8.1 in [11] and the remarks thereafter). It generalizes, by a perturbation method, a previous estimate, due to Evans and Krylov, about equations with concave dependence on the hessian. In contrast with Evans-Krylov result (see e.g. inequality (17.42) in [20]), Theorem 2.6 gives an estimate in terms of the $C^\alpha$-norm of $f$ rather than the $C^2$-norm, and this is essential for our purposes.

Finally, we recall an interior Hölder estimate, due to Di Benedetto and Friedman [16, Theorem 1.3], for solutions of the degenerate parabolic equation

$$
\frac{\partial v}{\partial t} - D_i \left(a^{ij}(x,t,Dv)D_j v^d\right) = f(x,t,v,Dv),
$$

being $d > 1$.

**Theorem 2.7** Let $v \in C^2(B_r \times [0,T])$ be a nonnegative solution of (2.7), where $a^{ij}$ satisfy (2.4). Let $c_1, c_2, N > 0$ be such that

$$
|f(x,t,v,Dv)| \leq c_1|Dv^d| + c_2,
$$

and

$$
\sup_{0<t<T} \|v(\cdot,t)\|_{L^2(B_r)}^2 + \|Dv^d\|_{L^2(B_r \times [0,T])}^2 \leq N.
$$

Then for any $0 < \delta < T$ and $0 < r' < r$, we have

$$
\|v\|_{C^\alpha(B_r \times [\delta,T])} \leq C,
$$

for suitable $C > 0, \alpha \in (0,1)$ depending only on $n, N, \lambda, \Lambda, \delta, c_1, c_2, r$ and $r'$.

3 Short time existence and evolution equations

As far as short time existence is concerned, the properties of the volume-preserving flows do not differ substantially from the ones of the standard flows without the volume-preserving term, as the result below shows.

**Theorem 3.1** Let $X_0 : M \to \mathbb{R}^{n+1}$ be a smooth, closed and uniformly convex hypersurface. Then there exists a unique smooth solution $X(\cdot,t)$ of problem (1.1)-(1.2), defined on some time interval $[0,T)$, with $T > 0$.

**Proof.** We first note that the above result holds for the flow (1.1) without the volume-preserving term $h(t)$. In fact, it is well known (see e.g. [24, §3]) that a flow of the form

$$
\frac{\partial X}{\partial t}(\cdot,t) = -f(\cdot,t)N_t,
$$

(3.1)
where $f$ is any symmetric function of the curvatures $k_i$, is parabolic on a given hypersurface if the condition $\frac{\partial f}{\partial k_i} > 0$, with $i = 1, \ldots, n$, holds at every point. Then, given any initial immersion $X_0$ satisfying the parabolicity assumption, standard techniques ensure the local existence and uniqueness of a solution to (3.1) with initial value $X_0$. In our case we have $f = \sigma = H_\beta m$ and the condition reads

$$\frac{\partial \sigma}{\partial k_i} = \beta H_\beta^{\beta - 1} \frac{\partial H_m}{\partial k_i} > 0,$$

(3.2)

which is satisfied on any uniformly convex hypersurface, by Lemma 2.1 (a).

It is not difficult to extend this result to the volume-preserving flow (1.1). As it is pointed out in [23], the $h(t)$ term does not influence the parabolicity of the equation and so one can repeat the proof of the previous case with minor modifications. A more detailed argument is given by McCoy in [30, §7]; although the assumptions on the speed in that paper are different, the proof applies to our case as well. \(\square\)

**Remark 3.2** A closed hypersurface satisfying the pinching assumption (1.6) for some $C_p > 0$ is uniformly convex. In fact, any closed hypersurface has at least one point where all curvatures are positive. Since $K > 0$ by (1.6), the curvatures cannot vanish and therefore are positive everywhere. This shows that the above existence result applies to the class of initial data considered in Theorem 1.1.

The rest of this section is devoted to collect some basic evolution formulae under the flow (1.1). The following lemma, as Lemma 3.5 below, can be obtained by computations similar to those in Section 3 of [22] (see also [13, 30, 8]).

**Lemma 3.3** If $M_t$ is a solution of (1.1), the following evolution equations hold:

(a) $\frac{\partial g}{\partial t} = 2(h - \sigma)\alpha$

(b) $\frac{\partial g^{ij}}{\partial t} = -2(h - \sigma)g^{il}g^{js}\alpha_{ls}$

(c) $\frac{\partial N}{\partial t} = \nabla \sigma$

(d) $\frac{\partial}{\partial t} d\mu_t = (h - \sigma) H d\mu_t$

(e) $\frac{d}{dt}|M_t| = \int_M (h - \sigma) H d\mu_t$,

where $\nabla$ denotes the covariant derivative induced by $g$.

Notice that the flow is defined so that we get the volume-preserving property:

**Lemma 3.4** The enclosed volume satisfies $V := \text{vol}(\Omega_0) = \text{vol}(\Omega_t)$ for all $t$ such that the solution of (1.1) is well-defined, i.e.

$$\frac{d}{dt} \text{vol}(\Omega_t) = 0,$$

where $\partial \Omega_t = M_t$. 
Proof. As in [8], we use \[ \frac{d}{dt} \text{vol}(\Omega_t) = \int_M \left\langle \frac{\partial X}{\partial t}, N \right\rangle \, d\mu_t = \int_M (h - \sigma) \, d\mu_t = 0. \]

Hereafter, given any \((2,0)\)-tensor \(a\), we shall denote \[ \Delta_a := a^{ij} \nabla_i \nabla_j \quad \text{and} \quad |B|^2_a := a^{ij} B_i B_j. \]

(also \(\Delta = \Delta_{g^{-1}}\) and \(| \cdot |^2 = | \cdot |_{g^{-1}}^2\)). A tensor which occurs repeatedly in the analysis of our flow is \(\dot{\sigma} = (\dot{\sigma}^{ij})\) introduced in (2.1). The following equations also follow from a direct computation.

Lemma 3.5 Under (1.1), we have the evolution formulae listed below.

(a) \[ \frac{\partial \sigma}{\partial t} = \Delta \dot{\sigma} \sigma + (\sigma - h) \text{tr}_\dot{\sigma}(\alpha A). \quad (3.3) \]

(b) \[ \frac{\partial \alpha}{\partial t} = \Delta \dot{\alpha} + \dot{\sigma}(\nabla \alpha, \nabla \alpha) + \text{tr}_\dot{\sigma}(\alpha A) \alpha + (h - (m\beta + 1)\sigma) \alpha A. \]

(c) \[ \frac{\partial H}{\partial t} = \Delta \dot{H} + \text{tr}_{g^{-1}}[\dot{\sigma}(\nabla \alpha, \nabla \alpha)] - (h + (m\beta - 1)\sigma) |A|^2 + H \text{tr}_{\dot{\sigma}}(\alpha A). \]

(d) \[ \frac{\partial K}{\partial t} = \Delta \dot{K} - \frac{|\nabla K|^2}{K} + K \left( \text{tr}_{b}[\dot{\sigma}(\nabla \alpha, \nabla \alpha)] - \text{tr}_{\dot{\sigma}}(\nabla b^j \nabla \alpha_{ij}) \right) \\
- (h + (m\beta - 1)\sigma) HK + nK \text{tr}_{\dot{\sigma}}(\alpha A), \]

where \(b := \alpha^{-1}\).

(e) For the position vector field \(X(\cdot, t) - \bar{x}\) (with origin \(\bar{x}\)) on \(M_t\):
\[ \frac{\partial}{\partial t} \langle X, N \rangle = \Delta \dot{\sigma} \langle X, N \rangle + \text{tr}_\dot{\sigma}(\alpha A) \langle X, N \rangle + (h - (m\beta + 1)\sigma). \quad (3.4) \]

Next, with the purpose of writing the evolution equation for \(H_m\), we set \[ c^{ij} = \frac{\partial H_m}{\partial \alpha_{ij}}. \quad (3.5) \]

Recall (cf. part (e) of Lemma 2.1) that the symmetric tensor \(c\) is divergence-free. With this notation, we obtain

Lemma 3.6 If \(M_t\) is a hypersurface in \(\mathbb{R}^{n+1}\) evolving under (1.1), the \(m^{th}\) mean curvature \(H_m\) and its \(\beta^{th}\) power \(\sigma\) satisfy the following evolution equations:
\[ \frac{\partial H_m}{\partial t} = \beta H_m^{\beta - 1} \left( \Delta_c H_m + (\beta - 1) \frac{|\nabla H_m|^2}{H_m} \right) + (\sigma - h) \text{tr}_c(\alpha A) \]

and
\[ \frac{\partial \sigma}{\partial t} = \beta H_m^{\beta - 1} \Delta_c \sigma + \beta \frac{\sigma - h}{H_m} \text{tr}_c(\alpha A) \sigma. \quad (3.6) \]
Proof. From (3.5), we can write $\dot{\sigma}^{ij} = \beta H_m^{\beta-1} c^{ij}$; thus the evolution equation for $H_m$ becomes
\[
\frac{\partial H_m}{\partial t} = \frac{1}{\beta H_m^{\beta-1}} \frac{\partial \sigma}{\partial t} = \Delta_c \sigma + (\sigma - h) \text{tr}_c(\alpha A).
\] (3.7)
So the first formula in the statement follows by applying the product rule for $\Delta_c$.
Arguing in a similar way, we obtain (3.6). \hfill \square

In the next statement we use the notation $|T|_{a,b}^2 := a^{ij} b^{rs} b^{lp} T_{isl} T_{jrp}$ for any 3-tensor $T$.

Lemma 3.7 The quantity $q := K/H^n$ evolves under (1.1) satisfying
\[
\frac{\partial q}{\partial t} = \Delta_{\dot{\sigma}} q + \frac{(n+1)}{nH^{2n}} \langle \nabla H^n, \nabla q \rangle_{\dot{\sigma}} - \frac{(n-1)}{nK} \langle \nabla K, \nabla q \rangle_{\dot{\sigma}} - \frac{H^n}{nK} \langle \nabla q \rangle_{\dot{\sigma}}^2 + \frac{q}{H^2} [H \nabla \alpha - \nabla H \alpha_{\dot{\sigma}}^2]_{\sigma,b} + q \text{tr}_{b^{rs} b^{lp}} [\dot{\sigma}^2 - (\nabla \alpha, \nabla \alpha)] + \frac{(h + (m\beta - 1)\sigma)}{H^2} \langle |A|^2 n - H^2 \rangle.
\] (3.8)

Proof. The above formula follows from parts (c) and (d) of Lemma 3.5 by a straightforward computation similar to Lemma 2.2 in [33]. To express the gradient terms in the desired form, we use the identity
\[
\text{tr}_{\dot{\sigma}} \left[ \frac{\nabla K \nabla K}{K^2} + \nabla b^{kl} \nabla \alpha_{kl} \right] = \frac{(n-1)}{nK^2} \langle \nabla K \rangle_{\dot{\sigma}}^2 + \frac{H^{2n}}{nK^2} \langle \nabla K \rangle_{\dot{\sigma}}^2 - \frac{H^n}{nK} \langle \nabla \alpha - \nabla H \alpha_{\dot{\sigma}}^2 \rangle_{\sigma,b} \frac{H^2}{H^2}
\]
which follows by taking traces with $\dot{\sigma}^{ij}$ in the formula at the bottom of p. 121 in [13]. \hfill \square

4 The pinching estimate and its consequences

In this section we prove a monotonicity property for the quotient $q = K/H^n$. Such a quotient, which was also considered in [13, 33], is a natural quantity to deal with in the study of our flow. Observe that, by the arithmetic-geometric mean inequality, we have $q \leq 1/n^n$, with equality only if $k_1 = \cdots = k_n$, i.e. at an umbilical point. Thus, the only hypersurfaces such that $q \equiv 1/n^n$ are the spheres. In addition, a lower bound of the form $K/H^n \geq C > 0$ implies a pinching condition on the curvatures of the form $k_1 \geq \varepsilon k_n$ which has various useful consequences for the analysis of our problem.

In order to apply the maximum principle to equation (3.8), we first derive some preliminary inequalities. The following result, pointed to us by G. Huisken, is a stronger version of Lemma 2.3 (ii) in [22].
**Lemma 4.1** If for some $\varepsilon > 0$ the inequality $\alpha \geq \varepsilon H g > 0$ holds at a point of a hypersurface immersed in $\mathbb{R}^{n+1}$, then $\varepsilon \leq 1/n$ and at the same point we also have
\[ |H \nabla \alpha - \alpha \nabla H|^2 \geq \frac{n - 1}{2} \varepsilon^2 H^2 |\nabla A|^2. \] (4.1)

**Proof.** The assumption is equivalent to $k_1 \geq \varepsilon H > 0$. Using this, we first observe that
\[ H = k_1 + \cdots + k_n \geq nk_1 \geq n\varepsilon H > 0, \]
which implies that $\varepsilon \leq 1/n$. Again using that $k_1 \geq \varepsilon H$, we also deduce
\[ A_i^j A^i_j \nabla^i H \nabla^i H \leq k_n^2 |\nabla H|^2 \leq (|A|^2 - (n-1)k_1^2) |\nabla H|^2 \]
\[ \leq (|A|^2 - (n-1)\varepsilon^2 H^2) |\nabla H|^2 \leq (1 - (n-1)\varepsilon^2) |A|^2 |\nabla H|^2. \] (4.2)

Now we can write
\[ |H \nabla \alpha - \alpha \nabla H|^2 = |\nabla A|^2 H^2 + |\nabla H|^2 |A|^2 - 2H \langle \alpha \nabla H, \nabla \alpha \rangle \] (4.3)
whose last term, in local coordinates, is equal to
\[-2H \nabla_i \alpha_{jl} \nabla^i H \alpha^j_l = -H \nabla_i \alpha_{jl} \left( \nabla^i H \alpha^j_l + \nabla^j H \alpha^i_l \right), \]
by the Codazzi equations. Taking this into account and using the inequality $\langle T, V \rangle \leq 2 - \varepsilon^2 |T|^2 + \frac{1}{2(1 - \varepsilon)} |V|^2$, with $T = H \nabla_i \alpha_{jl}$, $V = \nabla^i H \alpha^j_l + \nabla^j H \alpha^i_l$ and $\varepsilon' = (n-1)\varepsilon^2$, we estimate
\[ 2H \langle \alpha \nabla H, \nabla \alpha \rangle \leq 2 - \varepsilon^2 |A|^2 + \frac{1}{2(1 - \varepsilon')} |\nabla^i H \alpha^j_l + \nabla^j H \alpha^i_l|^2 \]
\[ = \left( 1 - \frac{\varepsilon'}{2} \right) H^2 |\nabla A|^2 + \frac{1}{2 - \varepsilon'} \left( |\nabla H|^2 |A|^2 + \nabla_i H \alpha_{jl} \nabla^j H \alpha^i_l \right) \]
\[ \leq \left( 1 - \frac{\varepsilon'}{2} \right) H^2 |\nabla A|^2 + |\nabla H|^2 |A|^2, \]
which implies (4.1) by means of (4.3). \qed

We also need the following elementary property.

**Lemma 4.2** Given any $\varepsilon \in (0, 1/n)$, there exists $C = C(\varepsilon, n) \in (0, 1/n^n)$ such that, for any $\mathbf{k} = (k_1, \ldots, k_n) \in \mathbb{R}^n$ with $k_i \geq 0$ for all $i = 1, \ldots, n$, we have
\[ K(\mathbf{k}) > C H^n(\mathbf{k}) \implies \min_{1 \leq i \leq n} k_i > \varepsilon H(\mathbf{k}), \]
where $K(\mathbf{k}) = k_1 \cdots k_n$ and $H(\mathbf{k}) = k_1 + \cdots + k_n$. 

Proof. Given any $\varepsilon \in (0,1/n)$, we define
\[
A_\varepsilon = \{ \mathbf{t} = (k_1, \ldots, k_n) : 0 \leq \min_{1 \leq i \leq n} k_i \leq \varepsilon H(t) \},
\]
\[
C_\varepsilon = \{ \mathbf{t} \in A_\varepsilon : |\mathbf{t}| = 1 \}.
\]
We have $H(t) > 0$ on any nonzero element of $A_\varepsilon$; hence, the quotient $K/H^n$ is defined everywhere on $C_\varepsilon$. Let us call $M_\varepsilon$ the maximum of $K/H^n$ on $C_\varepsilon$, which exists because $C_\varepsilon$ is compact. Observe that $M_\varepsilon < 1/n^n$. In fact, $K/H^n(\mathbf{t}) = 1/n^n$, then $\mathbf{t}$ satisfies $k_i = H(t)/n$ for all $i$ and does not belong to $C_\varepsilon$ because we assume $\varepsilon < 1/n$.

By homogeneity, the inequality $K \leq M_\varepsilon H^n$ is also satisfied by the elements of $A_\varepsilon$. Therefore, if $\mathbf{t} = (k_1, \ldots, k_n)$ with $k_i \geq 0$ for all $i$ is such that $K > M_\varepsilon H^n$, then $\mathbf{t}$ does not belong to $A_\varepsilon$. The lemma follows by choosing $C = M_\varepsilon$. \qed

We are now ready to prove a pinching estimate for our flow, which is one of the key steps in the proof of our main result.

**Theorem 4.3** There exists a constant $C_p = C_p(n, m, \beta) \in (0,1/n^n)$ with the following property: if $X : M \times (0,T) \to \mathbb{R}^{n+1}$, with $t \in (0,T)$, is a smooth solution of (1.1)-(1.2), with $\sigma$ given by (1.5) for some $\beta > 1/m$, such that

- the initial immersion $X_0$ satisfies (1.6) with the constant $C_p$,
- the solution $M_t = X(M,t)$ satisfies $H > 0$ for all times $t \in (0,T),$

then the minimum of $K/H^n$ on $M_t$ is nondecreasing in time.

**Remark 4.4** We will see later in Corollary 6.2 that the above theorem is still valid without requiring that $H > 0$ for $t \in (0,T)$.

**Proof.** The assumption that $H > 0$ ensures that the quotient $q(\cdot,t) = K/H^n(\cdot,t)$ is well-defined for $t \in (0,T)$. Let us denote $q(t) := \min_M q(\cdot,t)$.

Observe that it suffices to prove the theorem under the additional hypothesis that all principal curvatures are positive on $M_t$ for any $t \in (0,T)$. In fact, this holds for $t = 0$ by (1.6). If there exists a first time $t_0 > 0$ at which $k_1 = 0$ at some point, we have $q(t_0) = 0$. On the other hand, if the theorem holds in the convex case, $q$ is nondecreasing in $(0,t_0)$; so it cannot decrease from $C_p$ to zero. Thus, we can assume that the curvatures of $M_t$ are positive.

Now recall the well known fact (see e.g. [15, §10.3]) that
\[
D_+ q(t) \geq \inf_{M(t)} \frac{\partial q}{\partial t}
\]
where $\mathcal{M}(t) := \{ p \in M/q(p, t) = q(t) \}$ and $D_+$ denotes the lower right Dini derivative. Since $\Delta_{\dot{\sigma}}q \leq 0$ and $\nabla q = 0$ on $\mathcal{M}(t)$, thanks to (3.8) we get

$$D_+ q \geq q \left( \frac{1}{H^2} |H\nabla \alpha - \nabla H \alpha|_2^2, b + \text{tr}_{b - \frac{n}{H}g^{-1}} [\dot{\sigma}(\nabla, \nabla, \alpha)] \right) \geq q \left( \frac{1}{H^2} |H\nabla \alpha - \nabla H \alpha|_2^2, b - \frac{n}{H}g^{-1} |\dot{\sigma}(\nabla A, \nabla A)| \right), \quad (4.4)$$

where we have also used that the last term in (3.8) is nonnegative (by convexity and the elementary inequality $|A|^2 \geq H^2/n$).

We want to show that the above expression is nonnegative provided the second fundamental form is suitably pinched. To this purpose we need to bound from below the positive term. Doing computations at a point where we choose an orthonormal basis which diagonalizes $\alpha$, we first deduce

$$|H\nabla \alpha - \nabla H \alpha|_2^2 = \sum_{i,j,l} \dot{\sigma}^i \frac{1}{k_j k_l} (H\nabla_i \alpha_{jl} - \alpha_{jl} \nabla_i H)^2 \geq \frac{1}{|A|^2} \sum_{i,j,l} \dot{\sigma}^i (H\nabla_i \alpha_{jl} - \alpha_{jl} \nabla_i H)^2, \quad (4.5)$$

since by convexity $0 < k_j < |A|$ for all $j$.

We now use the property that each $\dot{\sigma}^i$ is positive in the interior of the positive cone. More precisely, let us set, for any $\varepsilon \in (0, 1/n]$

$$\mathcal{K}_\varepsilon := \{ \mathbf{t} = (k_1, \ldots, k_n) \in \mathbb{R}^n : \min_{1 \leq i \leq n} k_i \geq \varepsilon (k_1 + \cdots + k_n) > 0 \},$$

$$M_1(\varepsilon) = \min \{ \dot{\sigma}^i(\mathbf{t}) : 1 \leq i \leq n, \mathbf{t} \in \mathcal{K}_\varepsilon, |\mathbf{t}| = 1 \}.$$  

Observe that $\dot{\sigma}^i > 0$ on $\mathcal{K}_\varepsilon$ for all $i$, by Lemma 2.1 (a). Therefore $M_1(\varepsilon) > 0$, being the minimum of a finite family of positive smooth functions on a compact set. In addition, since the cone $\mathcal{K}_\varepsilon$ becomes smaller as $\varepsilon$ increases, $M_1(\varepsilon)$ is an increasing function of $\varepsilon$. By homogeneity, we conclude

$$\dot{\sigma}^i(\mathbf{t}) \geq M_1(\varepsilon)|\mathbf{t}|^{m\beta-1}, \quad \mathbf{t} \in \mathcal{K}_\varepsilon.$$  

Substituting this in (4.5) and using Lemma 4.1 we obtain that, on a hypersurface satisfying $\alpha \geq \varepsilon Hg$, we have

$$|H\nabla \alpha - \nabla H \alpha|_2^2, b \geq \frac{n-1}{2} M_1(\varepsilon)\varepsilon^2 |A|^{m\beta-3}H^2 |\nabla A|^2. \quad (4.6)$$

We now want to estimate from above the term $|\dot{\sigma}(\nabla A, \nabla A)|$. Observe that the quantity $\dot{\sigma}(\nabla A, \nabla A)$ is homogeneous of degree $m\beta - 2$ in the curvatures and
quadratic in $\nabla A$. It is smooth as long as the curvatures are all positive, while it may be in general not defined when one or more curvatures vanish. With an argument similar to the previous one, we see that, for any $\varepsilon \in (0, 1/n]$, there exists a constant $M_2(\varepsilon)$ such that, at any point where $\alpha \geq \varepsilon H g$,

$$|\tilde{s}(\nabla A, \nabla A)| \leq M_2(\varepsilon)|A|^{m\beta-2}|
abla A|^2. \quad (4.7)$$

The constant $M_2(\varepsilon)$ is decreasing in $\varepsilon$, since it gives a bound from above.

To conclude, we show that $|b - \frac{n}{H} g^{-1}|$ is small if the second fundamental form is pinched enough. Clearly, we have

$$|b - \frac{n}{H} g^{-1}| \leq \max \left\{ \sqrt{n} \left( \frac{1}{k_1} - \frac{n}{H} \right), \sqrt{n} \left( \frac{n}{H} - \frac{1}{k_n} \right) \right\}.$$  

If $\alpha \geq \varepsilon H g$ for some $\varepsilon \in (0, 1/n]$, then $k_1 \geq \varepsilon H$ and $k_n \leq (1 - (n - 1)\varepsilon)H$. It follows

$$\frac{1}{k_1} - \frac{n}{H} = \frac{H - nk_1}{k_1H} \leq \frac{1 - n\varepsilon}{\varepsilon H},$$

$$\frac{n}{H} - \frac{1}{k_n} = \frac{nk_n - H}{k_nH} \leq \frac{(n - 1)(1 - n\varepsilon)}{k_n} \leq \frac{n(n - 1)(1 - n\varepsilon)}{H}.$$  

Since $\varepsilon \leq 1/n$, we deduce that

$$|b - \frac{n}{H} g^{-1}| \leq (1 - n\varepsilon)\frac{n^{3/2}(n - 1)}{H}. \quad (4.8)$$

Plugging (4.6), (4.7) and (4.8) into (4.4), we obtain

$$D_+ q \geq \frac{n - 1}{2} q |A|^{m\beta-3}|
abla A|^2 \left( M_1(\varepsilon)\varepsilon^2 - 2n^{3/2}(1 - n\varepsilon)\frac{|A|}{H}M_2(\varepsilon) \right)$$

$$\geq \frac{n - 1}{2} q |A|^{m\beta-3}|
abla A|^2 \left( M_1(\varepsilon)\varepsilon^2 - 2n^{3/2}(1 - n\varepsilon)M_2(\varepsilon) \right). \quad (4.9)$$

To apply the maximum principle, we need that $M_1(\varepsilon)\varepsilon^2 - 2n^{3/2}(1 - n\varepsilon)M_2(\varepsilon) \geq 0$ on our hypersurface. Since $M_1(\varepsilon)$ is increasing and $M_2(\varepsilon)$ is decreasing, such a quantity is a strictly increasing function of $\varepsilon$; in addition, it is negative for $\varepsilon$ close to zero and positive for $\varepsilon$ close to $1/n$. The optimal condition is obtained if we fix $\varepsilon \in (0, 1/n)$ to be the unique value such that

$$M_1(\varepsilon)\varepsilon^2 - 2n^{3/2}(1 - n\varepsilon)M_2(\varepsilon) = 0. \quad (4.10)$$

By Lemma 4.2 there exists a constant $C_p \in (0, 1/n^n)$ such that $K/H^n > C_p$ implies $\alpha > \varepsilon H g$, with $\varepsilon$ given by (4.10). Then, if $K/H^n > C_p$ everywhere on our hypersurface, we have $D_+ q \geq 0$ by (4.9). By the maximum principle, this proves that, for any $C > C_p$, the property $K/H^n \geq C$ is invariant under the flow. \(\square\)
Remark 4.5 The quantities $M_1(\varepsilon), M_2(\varepsilon)$ introduced in the previous proof depend, in addition to $\varepsilon$, only on the dimension $n$ and on the parameters $m, \beta$ which appear in the definition (1.5) of the speed. Therefore the value of $\varepsilon$ such that (4.10) holds, and the constant $C_p$, only depend on $n, m, \beta$.

Theorem 4.3 states that inequality $K/H^n \geq C_p$ holds for all $t \in [0, T)$; in addition, by the definition of $C_p$, we have that

$$k_i \geq \varepsilon H \quad \text{on} \quad M \times [0, T) \quad \text{for each} \quad i$$

with $\varepsilon$ given by (4.10). In particular, the solution is convex for all $t$ and therefore satisfies

$$k_j \leq H \quad \text{on} \quad M \times [0, T) \quad \text{for each} \quad j.$$  \hspace{1cm} (4.12)

Actually, property (4.11) implies the sharper inequality $k_j \leq (1 - (n - 1)\varepsilon)H$, but for our purposes it will suffice to use the simpler one (4.12).

Another consequence of the theorem is a uniform double side bound for the inradius and outer radius of the evolving hypersurfaces.

Corollary 4.6 Under the assumptions of Theorem 4.3, there are constants $c_i = c_i(n, m, \beta, V)$, $i \in \{1, 2\}$, such that

$$c_1 \leq \rho_t \leq D_t \leq c_2 \quad \text{for every} \quad t \in [0, T).$$ \hspace{1cm} (4.13)

Proof. If we denote by $\Omega_t$ the region enclosed by $M_t$, we have by the volume-preserving property of the flow and the definitions of $\rho_t, D_t$,

$$\omega_{n+1}\rho_t^{n+1} \leq \text{vol}(\Omega_t) \leq \omega_{n+1}D_t^{n+1},$$

where $\omega_{n+1}$ denotes the volume of the unit ball in $\mathbb{R}^{n+1}$. Since $\text{vol}(\Omega_t) \equiv V$, we deduce

$$\rho_t \leq \left( \frac{V}{\omega_{n+1}} \right)^{\frac{1}{n+1}} \leq D_t.$$ \hspace{1cm} (4.14)

On the other hand, by (4.11) and (4.12), we have that $k_n \leq \varepsilon^{-1}k_1$ on $M_t$. Consequently, Lemma 2.2 implies that $D_t \leq B\rho_t$ for some constant $B = B(\varepsilon, n)$. Combining this with (4.14), we reach the conclusion. \hfill \Box

5 Uniform bound for the velocity of the flow

In this section we show that the pinching estimate implies a uniform bound from above for the speed of the flow and for the curvature of the hypersurface.
Throughout the section, we assume that the flow satisfies the assumptions of Theorem 4.3. As usual, we denote by $\Omega_t \subset \mathbb{R}^{n+1}$ the region enclosed by $M_t$. Following the procedure of [29, 30], we first prove a result about the existence of a ball with fixed center enclosed by our hypersurface on a suitable time interval.

**Proposition 5.1** Given any $\bar{t} \in [0,T)$, let $\bar{x} \in \Omega_{\bar{t}}$ be such that $B(\bar{x}, \bar{\rho}) \subset \Omega_{\bar{t}}$, where $\bar{\rho} := \rho_{\bar{t}}$ is the inradius of $M_{\bar{t}}$. Then we have

$$B(\bar{x}, \bar{\rho}/2) \subset \Omega_t \quad \text{for every} \quad t \in [\bar{t}, \min\{T, \bar{t} + \tau\}). \quad (5.1)$$

for some constant $\tau$ depending only on $n, \beta, m, V$.

**Proof.** Given $\bar{x}, \bar{\rho}$ such that $B(\bar{x}, \bar{\rho}) \subset \Omega_{\bar{t}}$, let us denote by $X(\cdot, t) = X(\cdot, t) - \bar{x}$ the position vector field (with origin $\bar{x}$) on the evolving manifold $M_t$ and define $r(\cdot, t) := |X(\cdot, t)|$. Notice that $r^2$ evolves under (1.1) according to

$$\frac{\partial r^2}{\partial t} = \frac{\partial}{\partial t} \langle \mathbf{x}, \dot{\mathbf{x}} \rangle = 2 \left\langle \mathbf{x}, \frac{\partial \mathbf{x}}{\partial t} \right\rangle = 2(h - \sigma) \langle \mathbf{x}, N \rangle.$$

It is easy to check that $\Delta r^2 = -2H \langle \mathbf{x}, N \rangle + 2n$. Thus we can write

$$\left(\frac{\partial}{\partial t} - \frac{\sigma}{H} \Delta\right) r^2 = 2h \langle \mathbf{x}, N \rangle - 2n \frac{\sigma}{H} \geq 2h \langle \mathbf{x}, N \rangle - 2n \frac{H^{m\beta-1}}{n^{m\beta}}, \quad (5.2)$$

where we have used part (d) of Lemma 2.1.

We set $t_1 = \inf\{t > \bar{t} / \bar{x} \notin \Omega_t\}$ provided this set is nonempty; we set $t_1 = T$ otherwise. We then have

$$t_1 < T \implies \bar{x} \in M_{t_1} = \partial \Omega_{t_1}. \quad (5.3)$$

In addition, by convexity, we have $\langle N, \mathbf{x} \rangle \geq 0$ on $M_t$ for all $t \in [\bar{t}, t_1)$. Then the evolution equation for $r$ on $[\bar{t}, t_1)$ becomes

$$\left(\frac{\partial}{\partial t} - \frac{\sigma}{H} \Delta\right) r = \frac{1}{2r} \left(\frac{\partial}{\partial t} - \frac{\sigma}{H} \Delta\right) r^2 + \frac{1}{r} \frac{\sigma}{H} |\nabla r|^2 \geq \frac{1}{r} \langle \mathbf{x}, N \rangle h - \frac{1}{r} \left(\frac{H}{n}\right)^{m\beta-1} \geq - \frac{1}{r} \left(\frac{H}{n}\right)^{m\beta-1}. \quad (5.4)$$

Next, we define $r(t) := \min_M r(\cdot, t)$ for any $t \in [\bar{t}, t_1)$ and set $Y(t) := \{p \in M / r(p, t) = r(t)\}$. Now (5.4) allows us to deduce

$$D_+ r(t) \geq \inf_{Y(t)} \frac{\partial r}{\partial t} \geq \inf_{Y(t)} \left[ - \frac{1}{r} \left(\frac{H}{n}\right)^{m\beta-1} \right].$$
Observe that at any point where the minimum is attained the hypersurface is tangent to an inball of radius \( r(t) \), which implies that \( H \leq n/r(t) \) on any point of \( Y(t) \). As, in addition, \( r(\cdot, t) \) is constantly equal to \( r(t) \) on \( Y(t) \), we conclude

\[
D_t r(t) \geq -\frac{1}{r(t)^{m\beta}}.
\]

Using a standard comparison principle (cf. [15, §10.3]), we obtain

\[
\tau(t) \geq R(t), \quad \text{for } t \in [\bar{t}, t_1),
\]

being \( R \) the solution to \( R' = -R^{-m\beta} \) with the initial value \( R(\bar{t}) = \bar{\rho} \). Notice that \( R(t) \) can be regarded as the radius of a geodesic sphere \( \partial B(x, R(t)) \) contracting under the ordinary \( H^\beta_m \)-flow (that is, (1.1) setting \( h = 0 \)) with initial condition \( \partial B(\bar{x}, \bar{\rho}) \).

Setting \( d := m\beta + 1 \), from the explicit expression of \( R \), we conclude that

\[
R(t) = \left( \bar{\rho}^d - d(t - \bar{t}) \right)^{\frac{1}{d}} \geq \frac{\bar{\rho}}{2} \quad \text{if and only if} \quad t - \bar{t} \leq \frac{2d - 1}{d} \left( \frac{\bar{\rho}}{2} \right)^d.
\]

and thus

\[
R(t) \geq \frac{\bar{\rho}}{2} \quad \text{if} \quad t - \bar{t} \leq \frac{2d - 1}{d} \left( \frac{c_1}{2} \right)^d =: \tau,
\]

where \( c_1 \) is the constant coming from the lower bound of Corollary 4.6.

To complete the proof, assume that \( t_1 < \min\{\tau + \bar{t}, T\} \). By (5.5), we have

\[
r(q, t_1 - \eta) = |X(q, t_1 - \eta) - \bar{x}| \geq R(t_1 - \eta) \quad \text{for all } q \in M_{t_1 - \eta}, \ \eta \in (0, t_1 - \bar{t}].
\]

Hence

\[
0 = \lim_{\eta \to 0^+} \text{dist}(M_{t_1}, \bar{x}) = \lim_{\eta \to 0^+} \text{dist}(M_{t_1 - \eta}, \bar{x}) \geq R(t_1) \geq \frac{\bar{\rho}}{2} > 0,
\]

which is a contradiction. In conclusion, \( t_1 \geq \min\{\tau + \bar{t}, T\} \) which, together with (5.5) and (5.6), leads to

\[
\tau(t) \geq \frac{\bar{\rho}}{2} \quad \text{on} \quad [\bar{t}, \min\{\bar{t} + \tau, T\}],
\]

which proves our assertion. \( \square \)

The above result allows us to obtain a uniform bound on the speed of the flow using a technique that was first introduced by Tso [36].

**Proposition 5.2** There exists a constant \( C = C(n, m, \beta, M_0) \) such that

\[
H_m(\cdot, t) \leq C \quad \text{for all} \quad t \in [0, T).
\]

(5.7)
Moreover, the upper bounds
\[
h(t) \leq C^\beta \quad \text{and} \quad H(\cdot, t) \leq C_1 = C_1(C, \varepsilon)
\]
hold for every \( t \in [0, T) \).

Proof. For any fixed \( \bar{t} \in [0, T) \), let \( \bar{x} \) and \( \bar{\rho} \) be as in Proposition 5.1. For brevity, let us set \( u = \langle X, N \rangle \), where \( X \) is the position vector field with origin \( \bar{x} \).

Using (5.1) and the convexity of the \( M_t \)'s, and choosing \( c := \frac{\bar{\rho}}{4} \), we achieve
\[
u - c \geq \frac{\bar{\rho}}{2} - \frac{\bar{\rho}}{4} = c > 0 \quad \text{on } [\bar{t}, \min\{\bar{t} + \tau, T\})
\]
which ensures that the function \( W = \frac{\sigma}{u - c} \) is well-defined. A routine computation (as in [29], [9]) using (3.3) and (3.4) gives
\[
\left( \frac{\partial}{\partial t} - \Delta_{\sigma} \right) W = 2 \langle \nabla W, \nabla u \rangle_{\sigma} + (m\beta + 1)W^2 - \frac{h}{u - c} W + \frac{\sigma}{u - c} (\alpha A) - cW \frac{\sigma}{u - c} (\alpha A).
\]

As strict convexity holds for each \( M_t \), we have that \( h, \sigma \) and \( k_i \) are all positive, which together with (5.9) allow us to disregard the term containing \( h \). In this way, we obtain the following estimate:
\[
\left( \frac{\partial}{\partial t} - \Delta_{\sigma} \right) W \leq 2 \langle \nabla W, \nabla u \rangle_{\sigma} + (m\beta + 1)W^2 - c m\beta \varepsilon H W^2 \quad (5.10)
\]
on \( [\bar{t}, \min\{\bar{t} + \tau, T\}) \), where we have also used that
\[
\text{tr}_{\sigma}(\alpha A) = \hat{\sigma}^i k_i^2 \geq \varepsilon H \hat{\sigma}^i k_i = \varepsilon m\beta \sigma
\]
since \( \sigma \) is homogeneous of degree \( m\beta \).

Using (5.9) and Lemma 2.1 (d), we have
\[
W \leq \frac{\sigma}{c} \leq \frac{1}{c} \left( \frac{H}{n} \right)^{m\beta},
\]
which, together with (5.10), yields
\[
\left( \frac{\partial}{\partial t} - \Delta_{\sigma} \right) W \leq 2 \langle \nabla W, \nabla u \rangle_{\sigma} + \left( m\beta + 1 - c^{1+\frac{1}{m\beta}} \frac{1}{mn\beta \varepsilon W^{\frac{1}{m\beta}}} \right) W^2.
\]
From (5.11), using a maximum principle argument as in Corollary 4.5 in [29], we obtain (5.7).
The bound (5.7) on $H_m$ implies that $h \leq C\beta$ by the definition of $h$. Next, by homogeneity and the inequality (c) in Lemma 2.1, we have

$$m\beta\sigma = \dot{\sigma}^i k_i \geq (4.11) \varepsilon H \text{tr}(\dot{\sigma}) \geq \varepsilon H m\beta \sigma^{1-1/m\beta}.$$ 

Then

$$H \leq \frac{1}{\varepsilon} \sigma^{1/m\beta} = \frac{1}{\varepsilon} H_m^{1/m},$$

and so $H \leq \varepsilon^{-1} C^{1/m} =: C_1$ again by application of (5.7).

Since our hypersurfaces are convex, the bound on $H$ we have just obtained implies a bound on all principal curvatures. As a consequence, one can prove that $M_t$ can be locally written as a graph with uniformly bounded $C^2$ norm (see e.g. the proof of Lemma 3.4 in [33]):

**Corollary 5.3** There exist $r, \eta > 0$ (depending only on $\max H$) with the following property. Given any $(\bar{p}, \bar{t}) \in M \times (0, T)$, there is a neighborhood $U$ of the point $\bar{x} := X(\bar{p}, \bar{t})$ such that $M_t \cap U$ coincides with the graph of a smooth function $u : B_r \times J \rightarrow \mathbb{R}$, for all $t \in J$.

Here $B_r \subset T_{\bar{p}}M_t$ is the ball of radius $r$ centered at $\bar{x}$ in the hyperplane tangent to $M_t$ at $\bar{x}$, and $J$ is the time interval $J = (\max\{\bar{t} - \eta, 0\}, \min\{\bar{t} + \eta, T\})$. In addition, the $C^2$ norm of $u$ is uniformly bounded (by a constant depending only on $\max H$).

For future reference, it is useful to recall here some basic formulae relating quantities over $M_t$ with the function $u$ giving the local parametrization of $M_t$ as a graph over a hyperplane. Using $D_i$ to denote the derivatives with respect to these local coordinates, and choosing as positive normal the one which points below, we have (cf. [38], [17])

$$g_{ij} = \delta_{ij} + D_i u D_j u, \quad g^{ij} = \delta^{ij} - \frac{D^i u D^j u}{1 + |Du|^2},$$

and

$$\alpha_{ij} = \frac{D_{ij} u}{(1 + |Du|^2)^{1/2}}.$$ 

In addition, the Christoffel symbols have the expression:

$$\Gamma^k_{ij} = \left(\delta^{kl} - \frac{D^k u D^l u}{1 + |Du|^2}\right) D_{ij} u D_l u.$$
6 Long time existence

In this section we prove that the solution of problem (1.1)–(1.2) exists for all times if the initial immersion satisfies the pinching condition (1.6). Let us denote by \([0, T_{\text{max}})\) the maximal interval of existence of the solution, with \(T_{\text{max}} \in (0, +\infty]\). As usual, we shall prove that \(T_{\text{max}} = +\infty\) by a contradiction argument, showing that, if \(T_{\text{max}}\) is finite, then the solution can be continued for some times larger than \(T_{\text{max}}\). To this purpose, we need suitable estimates on the solution on any finite interval which guarantee that \(M_t\) converges to a smooth limiting hypersurface as \(t \to T_{\text{max}}\). In addition, we have to show that the solution remains uniformly convex on \([0, T_{\text{max}})\), to ensure that the limit still satisfies the parabolicity assumption.

We first consider the issue of the preservation of convexity. Observe that Theorem 4.3 implies the uniform convexity of our hypersurfaces; however, that result was obtained under the additional apriori assumption that \(H > 0\). Such an assumption is certainly valid for \(t\) close to zero, by (1.6), but there may be some positive time at which both \(\min K\) and \(\min H\) go to zero, at a rate such that \(K/H^n\) remains bounded. To exclude such a behavior, we have to complement Theorem 4.3 with a lower bound on \(H\) on any finite time interval, which is given by the next lemma.

Lemma 6.1 Under the hypotheses of Theorem 4.3, there exist \(C_2, C_3 > 0\) depending on \(n, m, \beta, M_0\) such that

\[
\min_{M_t} H \geq C_2 e^{-C_3 t} \quad \forall t \in [0, T). \tag{6.1}
\]

Proof. Since we are under the hypotheses of Theorem 4.3, we know that our hypersurfaces \(M_t\) are convex for every \(t \in [0, T)\). Here we want to show that \(H\) satisfies the lower bound (6.1), which in particular implies that \(\min H\) cannot tend to zero as \(t \to T\).

We first derive a bound from below for \(\sigma\). At a point where the minimum \(\varsigma(t) := \min_{M_t} \sigma(\cdot, t)\) is attained, we deduce from (3.3)

\[
D_{\varsigma} \varsigma \geq (\sigma - h) \text{tr}_{\sigma}(\alpha A) \geq -h H m^2 \beta \varsigma \geq -C^3 C_1 m^2 \beta \varsigma =: -\tilde{C}\varsigma,
\]

where we have used that \(\sigma \text{tr}_{\sigma}(\alpha A) \geq 0\) (by convexity) and the computation

\[
\text{tr}_{\sigma}(\alpha A) = \dot{\sigma}^i k_i^2 \leq H \dot{\sigma}^i k_i = H m^2 \beta \sigma, \tag{6.2}
\]

which follows by homogeneity of \(\sigma\). Then, a scalar maximum principle leads us to

\[
\varsigma(t) \geq \varsigma(0) e^{-\tilde{C} t}. \tag{6.3}
\]
By Lemma 2.1 (d) we conclude that
\[
\min_{M_t} H \geq n s(t)^{1/m\beta} \geq n (\min_{M_0} \sigma)^{1/m\beta} e^{-(\bar{C}/m\beta)t},
\]
which implies the assertion. \(\square\)

**Corollary 6.2** Let \(X : M \times [0, T_{\text{max}}) \to \mathbb{R}^{n+1}\) be the solution of (1.1) with an initial value which satisfies the pinching condition (1.6). Then, the hypersurfaces \(M_t\) are uniformly convex on any finite time interval; that is, for any \(T < +\infty, T \leq T_{\text{max}}\), we have
\[
\inf_{M \times [0, T]} k_i > 0, \quad \forall i = 1, \ldots, n.
\]
Therefore, Theorem 4.3 is valid also without the hypothesis that \(H > 0\) for \(t \in (0, T)\). The same holds for the other results that have been obtained until here under the same assumptions of Theorem 4.3.

**Proof.** The pinching condition (1.6) implies that the initial immersion is uniformly convex. Therefore for \(T\) small enough the corollary is true by continuity. If the corollary is not true in general, there exists a smallest time \(T_0 > 0\) such that \(\inf_{M \times [0, T_0]} k_i = 0\) for some curvature \(k_i\). But then \(H > 0\) for \(t \in [0, T_0)\); therefore we can apply Theorem 4.3 and Lemma 6.1 on this time interval to conclude that
\[
\inf_{M \times [0, T_0]} k_i \geq \varepsilon \inf_{M \times [0, T_0]} H \geq \varepsilon C_2 e^{-C_3 T_0} > 0,
\]
which is a contradiction. \(\square\)

We now have to show that, on any finite time interval \([0, T]\), the hypersurfaces \(M_t\) satisfy uniform estimates on the curvature and all its derivatives, in order to guarantee that, if \(T_{\text{max}}\) is finite, then they converge to a smooth limit as \(t \to T_{\text{max}}\). This part is technically more complicated. It will be convenient to represent locally \(M_t\) as the graph of a function \(u\) and obtain uniform estimates on the derivatives of \(u\). We already have a \(C^2\) estimate on \(u\) coming from the curvature bounds obtained in the previous section. It is well known that the crucial step is to derive uniform \(C^{2,\alpha}\) estimates for some \(\alpha > 0\), since such a property allows us to deduce all the higher order estimates by using standard linearization and bootstrap techniques. However, the parabolic equation solved by our hypersurface is fully nonlinear and in this case \(C^{2,\alpha}\) estimates are known in general only for operators with concave dependence on the second derivatives [25, 27]. In our case, instead, the operator is not concave, as it can be clearly seen from the property that it is homogeneous with degree larger than one.

However, our operator is not too far from being concave because it is, roughly speaking, a power of a concave operator. In fact, the speed \(\sigma\) can be written as
the \( m\beta \)-th power of \( H_{m}^{1/m} \) which is a concave function, as we have recalled in Lemma 2.1 (b). This allows us to use a technique inspired by the work of B. Andrews [4], D. Tsai [35] and J. McCoy [30], where the crucial step is to prove space regularity at a fixed time by applying Theorem 2.6. We prove this step separately in the following lemma.

**Lemma 6.3** Let \( M \subset \mathbb{R}^{n+1} \) be an embedded hypersurface satisfying at every point \( H_{0} < H < H_{1}, \ k_{1} \geq \varepsilon H \) for given positive constants \( H_{0}, H_{1}, \varepsilon \). Given any \( p \in M \), let \( u \) be a local graph representation of \( M \) over a ball \( B_{r} \subset T_{p}M \) (as in Corollary 5.3 applied at a fixed time). Then \( u \) satisfies

\[
\|u\|_{C^{2,\alpha}(B_{r})} \leq C(1 + \|\sigma\|_{C^{\alpha}(B_{r})})
\]

for some \( C > 0 \) and \( 0 < \alpha < 1 \) depending only on \( n, H_{0}, H_{1}, \varepsilon \) and the parameters \( \beta, m \) in the definition of \( \sigma \).

**Proof.** The hypotheses imply that the principal curvatures of \( M \) at every point are contained between two fixed positive constants. We know from Corollary 5.3 that \( M \) can be written locally as the graph of a function \( u \) with \( \|u\|_{C^{2}} \) bounded in terms of \( H_{1} \). To show that \( u \) satisfies a \( C^{2,\alpha} \) estimate as well, we want to apply Theorem 2.6 to the function \( u \), choosing as \( F \) the function expressing \( \sigma \) in the graph representation of \( M \).

Let us observe that Theorem 2.6 is stated for operators defined for arbitrary values of the hessian, while \( \sigma \) in general is well-defined and elliptic only if \( D^{2}u \) is positive definite. However, this is not a substantial difficulty since we are assuming a priori uniform convexity of our hypersurface. An easy way to handle this problem is replacing \( \sigma \) by another function \( \tilde{\sigma} \), which is defined everywhere and coincides with \( \sigma \) on a set containing the possible values of the curvatures of \( M \). To this purpose, let us first define

\[
\mathcal{C} = \{ \xi = (k_{1}, \ldots, k_{n}) : H_{0} \leq H(\xi) \leq H_{1}, \ \min_{1 \leq i \leq n} k_{i} \geq \varepsilon H(\xi) \},
\]

which is a compact symmetric subset of the positive cone \( \Gamma_{+} \). For simplicity of notation, let us set \( \phi := H_{m}^{1/m} \). We know from Lemma 2.1 that \( \phi \) is homogeneous of degree one and is concave in \( \Gamma_{+} \). This implies that, given any \( h, \xi \in \Gamma_{+} \), we have

\[
\phi(\xi) \leq \phi(h) + D\phi(h) \cdot (\xi - h) = D\phi(h) \cdot \xi,
\]

since \( D\phi(h) \cdot h = \phi(h) \) by Euler’s theorem on homogeneous functions. Let us now define

\[
\tilde{\phi}(\xi) = \min_{h \in \mathcal{C}} D\phi(h) \cdot \xi, \quad \xi \in \mathbb{R}^{n}.
\]

The minimum is attained for any \( \xi \in \mathbb{R}^{n} \) because \( \mathcal{C} \) is a compact set. The function \( \tilde{\phi} \) is (positively) homogeneous of degree one, by definition, and is concave,
since it is the minimum of linear functions. Using (6.4) and the property that $D\phi(\eta) \cdot h = \phi(\eta)$, we see that $\phi$ coincides with $\phi$ on $C$; in addition, $\phi$ is symmetric, because $\phi$ and $C$ are both symmetric. Let us also observe that, since $\partial \phi / \partial k_i(\xi) > 0$ for any $\xi \in C$, and $C$ is compact, there exist $m_2 > m_1 > 0$ such that

$$m_1 \leq \partial \phi / \partial k_i(\xi) \leq m_2, \quad i = 1, \ldots, n, \xi \in C.$$  

This implies easily, using the definition of $\tilde{\phi}$, that

$$m_1 |l| \leq \tilde{\phi}(\xi + l) - \tilde{\phi}(\xi) \leq \sqrt{n} m_2 |l|, \quad \text{for all } \xi, l \in \mathbb{R}^n, l \geq 0, \quad (6.6)$$

where $l \geq 0$ means that all components of $l$ are nonnegative.

Now let $u : B_r \rightarrow \mathbb{R}$ be a local graph representation of $M$ over its tangent plane at a given point, and let the coordinate in $B_r$ be denoted by $x = (x_1, \ldots, x_n)$. Let us consider the function $\tilde{\phi}(k(x))$, where $k(x)$ are the principal curvatures of $M$ at the point $(x, u(x))$. Since $k(x)$ are the eigenvalues of a matrix depending on $Du, D^2 u$ (see (5.13), (5.14)), we have that $\tilde{\phi}(k(x))$ can be expressed as $\tilde{\Phi}(Du(x), D^2 u(x))$ for a suitable function $\tilde{\Phi} = \tilde{\Phi}(p, A)$, with $(p, A) \in \mathbb{R}^n \times S$, $S$ being the set of symmetric $n \times n$ matrices. The dependence of $\tilde{\Phi}$ on $A$ is related to the dependence of $\tilde{\phi}$ on $k$. In fact, it is well known (see e.g. [12, 38, 19]) that the concavity of $\tilde{\phi}$ with respect to $k$ implies the concavity of $\tilde{\Phi}$ with respect to $D^2 u$, and that (6.6) implies the ellipticity condition (2.6) for $\tilde{\Phi}$. In addition, $\tilde{\Phi}$ is homogeneous of degree one with respect to $D^2 u$.

Now let us further set $F(x, A) := \tilde{\Phi}(Du(x), A)$ and $f(x) = \tilde{\Phi}(Du(x), D^2 u(x))$. Then, $u$ can be regarded as a solution of the equation

$$F(x, D^2 u(x)) = f(x), \quad x \in B_r.$$  

The above remarks show that all hypotheses of Theorem 2.6 are satisfied and that there exists $\alpha \in (0, 1)$ such that

$$\|u\|_{C^{2+\alpha}(B_r/2)} \leq C(1 + \|f\|_{C^{\alpha}(B_r)}),$$

where $C$ depends on $H_0, H_1, \varepsilon, \beta, n$.

By our assumptions, $k(x)$ belongs for every $x$ to the set $C$ where $\tilde{\phi}$ and $\phi$ coincide. Therefore, $f$ coincides with $H_{1/m} = \sigma^{1/\beta m}$ evaluated at $k(x)$. Observe that our assumptions on the curvatures imply that $\sigma$ is contained between two positive values depending only on $H_0, H_1, \varepsilon, n, \beta$. Therefore $\|\sigma^{1/\beta m}\|_{C^\alpha}$ is estimated by $\|\sigma\|_{C^\alpha}$ times a constant depending only on these quantities. This completes the proof.

The function $\tilde{\phi}$ was used also in [30], where it was called Bellman’s extension of $\phi$. However, we have slightly changed the definition because of the following
problem. In [30] the function $\tilde{\phi}$ is defined as in (6.5) with $C$ replaced by the positive cone. However, functions of the form $H^{1/m}_m$ are in general not differentiable on the boundary of the positive cone. In fact, $H_m$ vanishes at some points of the boundary and the gradient of $H^{1/m}_m$ becomes unbounded as such points are approached. Consequently, if $C$ is replaced by the positive cone the minimum in (6.5) is in general not attained and $\tilde{\phi}$ is equal to $-\infty$ in some regions.

**Theorem 6.4** Let $M_t$ be a solution of (1.1), defined for $t \in [0,T_{\text{max}})$, with initial condition satisfying (1.6). Then, for any $0 < \delta < T \leq T_{\text{max}}$, with $T < +\infty$ and any integer $l \geq 0$, there exists $C = C(n,m,\beta,l,\delta,T,M_0)$ such that

$$\sup_{M \times [\delta,T)} |\nabla^l A| \leq C.$$

**Proof.** The case $l = 0$ follows from the curvature bounds of the previous sections. To consider a general $l$, we write locally $M_t$ as the graph of a function $u$ as in Corollary 5.3. Then $u$ satisfies the equation

$$\frac{\partial u}{\partial t} = \sqrt{1 + |Du|^2} (\sigma - h(t)).$$

(6.7)

The function $\sigma$ depends on the Weingarten operator associated to $M_t$; hence, in the coordinate system under consideration, it is a function of $D^2 u$ and $Du$. The right hand side is a fully nonlinear operator; as we have already observed, it is an elliptic operator, thanks to property (a) of Lemma 2.1. The higher order regularity does not follow by the general theory of Krylov and Safonov [25, 27] because the operator is not a concave function of $D^2 u$. We use instead the procedure of [4, 35, 30], which consists of proving first regularity in space at a fixed time and then regularity in time.

We start by deriving a $C^\alpha$-estimate for $\sigma$. To do so, let us denote by $D_i$ the derivatives with respect to the local coordinates in the graph representation of $M_t$. Then equation (3.6) can be written as

$$\frac{\partial \sigma}{\partial t} = a^{ij} D_i D_j \sigma + b^i D_i \sigma + e \sigma, \quad (x,t) \in B_r \times J,$$

(6.8)

with $B_r, J$ as in Corollary 5.3, and the coefficients given by

$$a^{ij} = \beta H_m^{3-1} c^{ij}, \quad b^i = \beta H_m^{3-1} c^i j^i\Gamma_{ij} \quad \text{and} \quad e = \beta (\sigma - h) H_m^{-1} \text{tr}_c (\alpha A).$$

Since we have uniform bounds on the curvatures both from above and from below on any finite time interval, equation (6.8) is uniformly parabolic with uniformly bounded coefficients. Then we are in position to apply Theorem 2.5 and obtain

$$\|\sigma\|_{C^\alpha(B_r \times J^*)} \leq C \|\sigma\|_{C^0(M \times [0,T))} \leq C'$$

(6.9)
for any $B_{r'} \subset B_r$, and a suitable $\alpha \in (0, 1)$, where $J^*$ is the interval $J$ minus its initial part of length $\delta$. By covering $M_t$ with graphs over balls of radius $r'$, we obtain an estimate on $\|\sigma\|_{C^\alpha(M \times [\delta, T])}$. Thus, if we fix any time $t \in [\delta, T)$, we can apply Lemma 6.3 to $M_t$ and conclude that any graph representation $u(\cdot, t)$ of $M$ satisfies a uniform $C^{2, \alpha}$ estimate in space.

From this estimate on $u(\cdot, t)$ for any fixed $t$, we can deduce a $C^{2, \alpha}$ estimate for $u$ with respect to both space and time following the procedure of [4, §3.3, 3.4] or [35, Th. 2.4] to equation (6.7). Once $C^{2, \alpha}$ regularity is established, standard parabolic theory yields uniform $C^k$ estimates for any integer $k > 2$. Since this holds for any graph representation of $M_t$, we deduce that any derivative $|\nabla^l A|$ of the Weingarten map is uniformly bounded on any finite time interval.

With the above result, standard continuation techniques yield (see e.g. Theorem 8.1 in [22]):

**Theorem 6.5** Let $M$ be a closed $n$-dimensional smooth manifold and $X : M \to \mathbb{R}^{n+1}$ be an immersion pinched in the sense of (1.6). If $M_t = X_t(M)$ is the solution to (1.1) with initial condition $X_0 = X$, then $M_t$ exists on $[0, \infty)$.

The above result, together with Theorem 4.3 and Corollary 6.2, completes the proof of part (a) and (b) of our main Theorem 1.1. It remains to prove the convergence to a sphere, which will be done in the next section.

7 Convergence to a round sphere

Henceforth, $M_t = \partial \Omega_t$ stands for a solution of the flow (1.1) on $[0, \infty)$, and with initial condition satisfying (1.6). By our previous results, we know that the solution is smooth and uniformly convex on any finite time interval, but we cannot completely control its behavior as $t \to \infty$. In fact, since the lower bound for $H$ given by Lemma 6.1 depends on $t$, we cannot exclude at this stage that $\min_{M_t} H \to 0$ as $t \to \infty$ so that uniform convexity is lost. Since the regularity estimates depend on uniform convexity, some additional argument is needed to ensure the existence of a smooth limit as $t \to \infty$.

Our strategy will consist of showing first that, if a smooth limit exists, it has to be a round sphere; the existence of the limit will be proved afterwards. To address the first step, we consider again the quotient $K/H^n$ that we have used for the proof of the preservation of pinching, and prove that it converges uniformly to $1/n^n$, which is the value assumed on a sphere.
7.1 Asymptotic behavior of the quotient $K/H^n$

In order to analyze the behavior of $K/H^n$, we need to ensure that the global term $h(t)$ is bounded from below by a positive constant.

**Lemma 7.1** There exists a constant $h_0 = h_0(n, m, \beta, V) > 0$ such that $h(t) \geq h_0$ for all $t \geq 0$.

**Proof.** As our evolving manifolds are convex, we can use Lemma 2.3 to estimate

$$
\left( C_n V^{n-1} \right)^{1/\alpha} \leq \int_M H d\mu_t \leq \frac{1}{\varepsilon} \int_M \left( H_m^\beta \right)^{1/\alpha} d\mu_t
$$

$$
\leq \frac{1}{\varepsilon} \left( \int_M H_m^\beta d\mu_t \right)^{1/\alpha} |M_t|^{1 - \frac{1}{\alpha}},
$$

where $V = \text{vol}(\Omega_0)$ and we have applied a Hölder inequality. Hence

$$
h = \frac{1}{|M_t|} \int_M H_m^\beta d\mu_t \geq \varepsilon \left( C_n V^{n-1} \right)^{m/\alpha} |M_t|^{-m}. \tag{7.1}
$$

Now, by (4.13), we know that the area of $M_t$ is not greater than the area of a sphere of radius $c_2$. The use of this in (7.1) gives the desired lower bound for $h$. $\square$

As we mentioned above, we are not yet able at this stage to exclude that $\min_{M_t} H \to 0$ asymptotically. However, we show in the next lemma that $\min H$ does not decay too fast, and this will be enough for our purposes.

**Lemma 7.2** We have

$$
\int_0^\infty H_{\min}(t) dt = +\infty, \tag{7.2}
$$

where we have set $H_{\min}(t) = \min_{M_t} H(\cdot, t)$.

**Proof.** Let us first estimate $s(t) := \min_{M_t} \sigma(\cdot, t)$. At a point where the minimum is attained, from (3.3) we get

$$
D_+ s \geq (\sigma - h) \text{tr}_{\sigma}(\alpha A).
$$

As $\sigma \text{tr}_{\sigma}(\alpha A)$ is always nonnegative because $M_t$ is convex, we obtain

$$
D_+ s \geq -h \text{tr}_{\sigma}(\alpha A) \geq \frac{m \beta}{\varepsilon} C^\beta H s \geq \frac{m \beta}{\varepsilon} C^\beta \frac{s^{1+1/m}}{s^{1+1/m}} =: -C s^{1+1/m},
$$

where $C$ is a positive constant. This completes the proof.
being $C^\beta$ the upper bound for $h$ coming from Proposition 5.2. Now the application of a maximum principle to the above inequality yields

$$s \geq \left( C_0 + \bar{C} \frac{t}{m \beta} \right)^{-m \beta}, \quad \text{with} \quad C_0 := s(0)^{-\frac{1}{m \beta}},$$

which, together with part (d) of Lemma 2.1, leads to

$$\int_0^\infty H_{\text{min}}(t) \, dt \geq \lim_{s \to \infty} \int_0^s n \tilde{s}^{\frac{1}{m \beta}}(t) \, dt \geq \lim_{s \to \infty} \int_0^s n \left( C_0 + \bar{C} \frac{t}{m \beta} \right)^{-1} = \infty.$$

\[\square \quad \square\]

**Proposition 7.3** The quotient $K/H^n$ converges to $1/n^n$ uniformly on $M$ as $t \to \infty$.

**Proof.** We consider the evolution equation for $q(\cdot, t) := K/H^n$ given in (3.8). First, applying Lemma 7.1, Lemma 2.4 and inequality (1.6), we estimate the term containing $h$ as follows:

$$h \frac{q}{H}(\frac{|A|^2 n - H^2}{H}) \geq h_0 q \frac{|A|^2 n - H^2}{H^2} \geq B H_{\text{min}}(t) \left( n^{-n} - q \right), \quad (7.3)$$

with $B := h_0 C_p \delta$. Let us now define $\vartheta(t) = \sup_M (n^{-n} - q) (\cdot, t)$. Then $\vartheta$ is a locally Lipschitz continuous function and satisfies

$$D^+ \vartheta(t) \leq \sup_{\mathcal{M}(t)} \frac{\partial}{\partial t} (n^{-n} - q) = \sup_{\mathcal{M}(t)} \frac{\partial}{\partial t} (-q),$$

where $\mathcal{M}(t) = \{ p \in M : \vartheta(t) = n^{-n} - q(p, t) \}$, and $D^+$ stands for the upper right Dini derivative (cf. [15, §10.3]). Using (3.8), we obtain

$$D^+ \vartheta(t) \leq \sup_{\mathcal{M}(t)} \left[ -B H_{\text{min}}(t) \left( n^{-n} - q \right) \right] = -B H_{\text{min}}(t) \vartheta(t),$$

since the sum of the gradient terms in the second row of (3.8) is nonnegative, as shown in the proof of Theorem 4.3. By the maximum principle, we deduce that

$$\ln \vartheta(t) \leq \ln \vartheta(0) - B \int_0^t H_{\text{min}}(\tau) d\tau \to -\infty,$$

where we have used Lemma 7.2. This allows us to conclude that $\lim_{t \to \infty} \vartheta(t) = 0$, from which the proposition follows. \[\square \quad \square\]

The above result guarantees that the limiting hypersurface, if it exists, has to be umbilical everywhere, and therefore is a round sphere. Accordingly, our remaining task consists of showing that a smooth limit actually exists, by proving that the principal curvatures cannot become zero in the limit.
7.2 Interior Hölder estimate for the m\textsuperscript{th} mean curvature

In order to prove our result, an essential step is the derivation of some kind of estimate on the curvature (e.g. a Harnack inequality, or a Hölder estimate) which is uniform in time. Such an estimate allows us to say that, if the curvature is positive at a given point of our hypersurface, then it also satisfies a uniform lower bound in a whole neighborhood. However, there is a difficulty in deriving this type of inequalities, which has been pointed out in [33] and is related to the fact that the speed we are considering has a homogeneity degree larger than one in the curvatures; namely, we cannot ensure a priori that the evolution equations for the curvatures are uniformly parabolic. In fact, the operators $\Delta_c$ and $\Delta_\sigma$ which appear in the equations, in contrast with the standard laplacian $\Delta$, become degenerate if the curvatures go to zero, and this is exactly the behavior we are not able to exclude at this stage.

Consequently, we will make use of the regularity theory for degenerate parabolic equations. Following [33], we will prove a uniform $C^\alpha$-estimate for the $m$-th mean curvature $H_m$ by means of Theorem 2.7, valid for equations of porous medium type. The procedure here is more complicated than in [33]; in particular, it is necessary to rewrite the evolution formula (3.7) for $H_m$ in a particular form (see the following lemma) which suits to the hypotheses of the regularity theorem.

**Lemma 7.4** In a local coordinate system, the evolution equation for the $m$\textsuperscript{th} mean curvature $H_m$ under (1.1) can be written as

$$ \frac{\partial H_m}{\partial t} = D_i \left( \frac{\beta}{d} H_m^{1-m} c^{ij} D_j H_m^d \right) + \Gamma^j_{ji} c^{lj} D_l H_m^\beta + (H_m^\beta - h) \text{tr}_c(\alpha A), \quad (7.4) $$

where $d = \beta + \frac{m-1}{m}$ and $D_i$ denote derivatives with respect to the coordinates.

**Proof.** First, the goal is to write the leading term of (3.7) in a divergence form using the derivatives $D_i$. To do so, let us begin by writing the laplacian $\Delta_c$ in local coordinates:

$$ \Delta_c = c^{ij} \left( D_i D_j - \Gamma^l_{ij} D_l \right) = D_i (c^{ij} D_j) - (D_i c^{ij}) D_j - c^{ij} \Gamma^l_{ij} D_l $$

$$ = D_i (c^{ij} D_j) + (\Gamma^j_{li} c^{lj} + \Gamma^j_{il} c^{jl} - \nabla_i c^{lj}) D_j - c^{ij} \Gamma^l_{ij} D_l $$

$$ = D_i (c^{ij} D_j) + \Gamma^j_{il} c^{lj} D_l, \quad (7.5) $$

where we have used part (e) in Lemma 2.1.

On the other hand, if we set $d = \beta + \frac{m-1}{m}$, we have

$$ D_j \sigma = \beta H_m^{\beta-1} D_j H_m = \frac{\beta}{d} H_m^{1-m} D_j H_m^d. \quad (7.6) $$
Hence, by (7.5),

$$\Delta c\sigma = \frac{\beta}{d} D_i \left( c^{ij} H^{1/m} D_j H^d_m \right) + \Gamma^i_{jl} c^{ij} D_j \sigma.$$ 

By substitution of this in (3.7), we reach formula (7.4) in the statement. □

It is useful to estimate the tensor $c^{ij}$ introduced in (3.5). This is done conveniently in a coordinate system such that $g$ is the identity and $\alpha$ is diagonal at a given point. Then it is easy to see that

$$c^{ij} = \frac{\partial H^m}{\partial k_i} \delta^{ij}.$$ 

By definition of $H_m$, the derivative $\partial H^m / \partial k_i$ is a sum of products of $m - 1$ principal curvatures. Hence we find, for any vector $\xi \in \mathbb{R}^n$,

$$B'_{m,n} k^{m-1} |\xi|^2 \leq c^{ij} \xi_i \xi_j \leq B''_{m,n} k^{m-1} |\xi|^2$$

for suitable constants $B'_{m,n}, B''_{m,n}$ depending only on $m,n$. It follows

$$B'_{m,n}(\varepsilon H)^{m-1} |\xi|^2 \leq c^{ij} \xi_i \xi_j \leq B''_{m,n} H^{m-1} |\xi|^2.$$ 

For short, we express a double bound like the above one by writing $c^{ij} \approx H^{m-1} g^{ij}$. With this notation, we also obtain

$$H^{1/m}_m c^{ij} \approx g^{ij}, \quad (7.7)$$

because $H \approx H^{1/m}_m$ by part (d) of Lemma 2.1 and (5.12). Another useful inequality related to $c$ is

$$\text{tr}_c(\alpha A) = c^{ij} k_i^2 \leq B''_{m,n} H^{m-1} \sum_i k_i^2 = B''_{m,n} H^{m-1} |A|^2 \leq B''_{m,n} C^{m+1}_1, \quad (7.8)$$

which is true thanks to convexity and Proposition 5.2.

We also need the following lemma.

**Lemma 7.5** We can find a constant $\hat{C} = \hat{C}(n,m,\beta,M_0)$ satisfying

$$\int_{t_1}^{t_2} \int_M |\nabla H^d_m|^2 \, d\mu_t \, dt \leq \hat{C}(1 + t_2 - t_1).$$

**Proof.** Let us begin by computing

$$\int_M |\nabla H^d_m|^2 \, d\mu_t \approx \int_M H^{m-1}_m |\nabla H^d_m|^2 \, d\mu_t \quad (7.7) \quad \int_M \frac{\partial H^m}{\partial k_i} \delta^{ij} D_j \sigma \, d\mu_t = -\frac{d}{\beta} \int_M H^d_m \nabla H^d_m \, d\mu_t,$$

$$= -\frac{d}{\beta} \int_M \nabla H^d_m \, d\mu_t,$$
where the last equality follows using integration by parts and Lemma 2.1 (e). Next, we can use the evolution equation (3.7) to deduce
\[
\int_M |\nabla H_m^d|^2 \, d\mu_t \approx -\frac{d}{\beta(d+1)} \int_M \frac{\partial H_m^{d+1}}{\partial t} \, d\mu_t + \frac{d}{\beta} \int_M (\sigma - h) H_m^d \text{tr}_c(\alpha A) \, d\mu_t \\
\leq C \frac{d}{dt} \int_M H_m^{d+1} \, d\mu_t + C
\]
Notice that \(C'\) comes from (7.8), (4.12) and the bounds in Proposition 5.2. Finally, recall that \(0 < H_m \leq C\) and, by (4.13), \(M_t\) is contained in a ball of radius \(c_2\); these facts can be applied (after integrating the above inequality on \([t_1, t_2]\)) to achieve the estimate in the statement. \(\square\)

**Proposition 7.6** For any point \((\bar{x}, \bar{t}) \in M \times (0, \infty)\), we can find a space-time neighborhood, say \(U \subset M \times (0, \infty)\), whose diameter does not depend on the point \((\bar{x}, \bar{t})\) and such that
\[
\|H_m\|_{C^\alpha(U)} \leq C,
\]
for some constants \(C = C(n, m, \beta, M_0) > 0\) and \(\alpha \in (0, 1)\).

**Proof.** We use the local parametrization of \(M_t\) as the graph of a function \(u : B_r \times J \to \mathbb{R}^{n+1}\) coming from Corollary 5.3, where \(J = (\max\{\bar{t} - \tau, 0\}, \bar{t} + \tau)\) for \(\tau\) not depending on \(\bar{t}\). It is not restrictive to assume that \(\bar{t} > \tau\), since the \(C^\alpha\) norm of \(H_m\) on \(M \times [0, \tau]\) is clearly finite by the compactness of \(M\).

If we consider \(\text{tr}_c(\alpha A)\) as a given function of \(x \in B_r\), (7.4) can be regarded as an equation of the form (2.7) for \(v = H_m\), with
\[
a_{ij} = \frac{\beta}{d} H_m^{1-m} c_{ij}, \quad \text{and} \quad f(x, t, v, Dv) = \Gamma^j_{ij} c^{ij} D_i H_m^d + (H_m^d - h) \text{tr}_c(\alpha A).
\]

Next, notice that
\[
a(\xi, \xi) = \frac{\beta}{d} H_m^{1-m} c(\xi, \xi) \approx \frac{\beta}{d} |\xi|^2 \quad \text{for any} \quad \xi \in \mathbb{R}^n, \quad (7.9)
\]
and, setting \(b_2 := 2C_1^{m+1}C^\beta\), a combination of (7.8) and Proposition 5.2 yields
\[
|f| \leq \frac{\beta}{d} |\Gamma^j_{ij} c^{ij} H_m^{1-m} D_i H_m^d| + b_2 \approx \frac{\beta}{d} |\Gamma^j_{ij} g^{ij} D_i H_m^d| + b_2 \leq b_1 |DH_m^d| + b_2,
\]
where \(b_1\) comes from (5.15) and the fact that \(u\) is \(C^2\)-uniformly bounded (cf. Corollary 5.3). Moreover, Lemma 7.5 implies
\[
\iint_{B_r \times J} |DH_m^d|^2 \, d\mu_t \, dt \leq C(\tau).
\]
Therefore, we are in position to apply Theorem 2.7 with $r' = r/2$ and $\delta = \tau/2$ to deduce that
\[
\|H_m\|_{C^\alpha(B_{\frac{r}{2}} \times [\frac{\tau}{2}, \frac{\tau}{2} + \frac{\tau}{2}])} \leq C
\]
for suitable $\alpha \in (0,1)$ and $0 < C < \infty$ depending on $n, M_0, m, \beta$.

\section{Exponential convergence to a round sphere}

\textbf{Theorem 7.7} Under the same hypotheses of Theorem 6.5, the $M_t$'s converge exponentially as $t \to \infty$ to a round sphere in the $C^\infty$-topology.

\textbf{Proof.} Let us take any sequence $\{\tau_j\} \subset [0, \infty)$ with $\tau_j \to \infty$. The uniform bounds on the curvatures imply that there exists a subsequence (again denoted by $\tau_j$) such that, up to translations,
\[
X(\cdot, \tau_j) \longrightarrow X_\infty(\cdot)
\]
in the $C^{1,\alpha}$-topology for any $\alpha < 1$,

and $M_\infty := X_\infty(M)$ is a convex $C^{1,1}$-hypersurface. In addition, by (4.13), at each time $\tau_j$ we can find a point $p_j \in M$ satisfying
\[
H(p_j, \tau_j) \geq \frac{n}{c_2}.
\]
Then (5.12) yields
\[
H_m(p_j, \tau_j) \geq \varepsilon^m H^m(p_j, \tau_j) \geq \left(\frac{\varepsilon n}{c_2}\right)^m =: \tilde{C}(n, m, \beta, V) > 0
\]
for each fixed $j$. Proposition 7.6 implies that $H_m$ cannot decrease too fast in the sense that we can find a $\delta > 0$ (independent of $(p_j, \tau_j)$) satisfying
\[
H_m|_{B_{\delta}(p_j) \times [\tau_j - \delta, \tau_j + \delta]} \geq \frac{\tilde{C}}{2}.
\]
If $\delta$ is small enough, then $M_t \cap B_{\delta}(p_j)$ can be written as the graph of a function $u_j$ for any $t \in [\tau_j - \delta, \tau_j + \delta]$ as in Corollary 5.3. Now, we can repeat the arguments of the proof of Theorem 6.4 on any neighborhood $B_{\delta}(p_j) \times [\tau_j - \delta, \tau_j + \delta]$, but with upper bounds independent of time. In this way we obtain uniform $C^\infty$-estimates on the functions $u_j$ in suitable smaller neighborhoods, say of radius $\delta/2$. Therefore, we have that
\[
B_{\delta/2}(p_j) \cap M_{\tau_j} \longrightarrow B_{\delta/2}(p_\infty) \cap M_\infty \quad \text{in } C^\infty,
\]
where $X(p_j, \tau_j) \to p_\infty \in M_\infty$. 

\qed
Recall that, by Proposition 7.3, the limit must be totally umbilic, and therefore is a portion of a sphere. By (7.10), the sphere has \(H_m\) curvature at least \(\tilde{C}\). Then, in the neighbourhoods \(B_{\delta/2}(p_j) \times [\tau_j - \delta/2, \tau_j + \delta/2]\) the \(H_m\) curvature becomes arbitrarily close to a constant value not smaller than \(\tilde{C}\). Using again the uniform Hölder continuity, we deduce that (7.11) holds, for \(j\) large, in \(B_{(3/2)\delta}(p_j)\) instead of \(B_\delta(p_j)\). Thus we can extend the region where \(M_\infty\) is known to be spherical. After a finite number of iterations, we deduce that \(M_\infty\) is a sphere, whose radius is uniquely determined by the volume-preserving property.

Since the above argument can be applied to any sequence \(\tau_j\), we conclude that the whole family \(M_t\) converges to a sphere as \(t \to \infty\), possibly up to a translation in space. This implies that \(H_m\) tends to a positive constant as \(t \to \infty\), and therefore it is bounded from below by some constant \(\tilde{\delta} > 0\) for long times. Thus, we can repeat the argument in the proof of Proposition 7.3 using

\[
\frac{q}{H}(|A|^2 - nH^2) \geq B \tilde{\delta} (n^{-n} - q)
\]

instead of (7.3). In this way we obtain that the rate of convergence of \(q(\cdot, t)\) to \(n^{-n}\) is exponential. With this property, we can argue exactly as in the proof of Theorem 3.5 in [33] to conclude that the second fundamental form of \(M_t\) converges exponentially in \(C^\infty\) to the one of a sphere. In particular, the \(m\)-th mean curvature satisfies an estimate of the form \(|H_m^p(p, t) - h(t)| \leq Ce^{-Ct}\) for all \(p, t\). Then we have, for any \(0 < \tau_1 < \tau_2\),

\[
\max_M |X(x, \tau_2) - X(x, \tau_1)| \leq \max_M \int_{\tau_1}^{\tau_2} \left| \frac{\partial X}{\partial t}(x, t) \right| dt
\]

\[
\leq \max_M \int_{\tau_1}^{\tau_2} \left| h - H_m^{\beta} \right| dt \leq \frac{C}{C'} (e^{-C\tau_1} - e^{-C\tau_2}),
\]

which shows, by the Cauchy criterion, that \(X(\cdot, t)\) has a limit as \(t \to \infty\). Accordingly, the immersions converge to a round sphere with no need to add a translation. The \(C^\infty\) convergence of the second fundamental form implies the \(C^\infty\) convergence of the immersions and of the metric by standard arguments (see [33, 2]).

\[\square\]
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