Abstract

In this paper we study the conditions for the existence of strong solutions (both local and global) for stochastic bidomain equations. To this end, we use a priori energy estimates and Serrin-type theorems. We further address the asymptotic behavior of the solutions, which includes the analysis of small stochastic perturbations and large deviations. In a separate section we specify the support of the invariant measure, whose existence was established in [15].

1 Introduction.

In this paper we study the existence of strong solutions and the asymptotic behavior of nonlocal reaction diffusion-type system of equations, called the bidomain equation. The bidomain model was first proposed by Tung [27]. It is now the generally accepted model of electrical behavior of cardiac tissue [12]. The heart muscle consists of so-called excitable cells, which react to electrical stimulus by depolarizing. In other words, the potential difference across the cell membrane changes. This depolarization motivates us to consider the tissue consisting of two separate domains: the intracellular and the extracellular. The corresponding electric potentials are denoted with $u_i$ and $u_e$, and the difference between these potentials is the transmembrane potential, denoted with $u := u_i - u_e$. Since the current, which passes from one domain to the other, must pass through the cell membrane, the assumptions on the conductive properties of the cell membrane, combined with the conservation of current principle, yield the system of equations. It consists of a pair of partial differential equations
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of reaction-diffusion type, coupled with an ordinary differential equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} + f(u, w) + A_i u_i &= I_i \text{ in } (0, +\infty) \times D, \\
\frac{\partial u}{\partial t} + f(u, w) - A_e u_e &= -I_e \text{ in } (0, +\infty) \times D, \\
\frac{\partial w}{\partial t} + g(u, w) &= 0 \text{ in } (0, +\infty) \times D, \\
\sigma_i \nabla u_i \cdot n &= \sigma_e \nabla u_e \cdot n = 0 \text{ in } (0, +\infty) \times \partial D, \\
u(0) &= u_i(0) - u_e(0) = u_0, w(0) = w_0 \text{ in } D.
\end{align*}
\]

(1)

Here \( D \subset \mathbb{R}^3 \) is a smooth bounded set representing myocardium, \( A_{i,e} u := -\nabla \cdot (\sigma_{i,e} \nabla u) \), \( \sigma_{i,e} \) are uniformly elliptic conductivity matrices, \( f, g : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) are the functions representing transmembrane ionic currents, and \( s_{i,e} \) are the external current sources.

There is a number of models for the nonlinearities \( f \) and \( g \), which describe the propagation of impulses. The most relevant are the FitzHugh - Nagumo model [9]

\[
\begin{align*}
f(u, w) &= \eta[u(u-a)(u-1) + w], \\
g(u, w) &= bw - cu,
\end{align*}
\]

the Aliev-Panfilov model [1]

\[
\begin{align*}
f(u, w) &= \eta[ku(u-a)(u-1) + wu], \\
g(u, w) &= ku(u - 1 - a) + w,
\end{align*}
\]

and the Rogers-McCulloch model [25]

\[
\begin{align*}
f(u, w) &= \eta[bu(u-a)(u-1) + wu], \\
g(u, w) &= -(cu - dw).
\end{align*}
\]

In these models the coefficients satisfy \( 0 < a < 1 \) and \( \eta, b, c, d, k, \varepsilon > 0 \). Another important example of nonlinear interaction is Allen-Cahn model

\[
\begin{align*}
f(u) &= \eta(u^3 - u), \\
g &\equiv 0,
\end{align*}
\]

in which the system (1) decouples. Following the procedure described, e.g. in [3] and references therein, the system (1) may be written in the form

\[
\begin{align*}
\frac{\partial u}{\partial t} + f(u, w) + A u &= I, \\
\frac{\partial u}{\partial t} + g(u, w) &= 0, \\
u(0) &= u_0, w(0) = w_0
\end{align*}
\]

(2)

where \( A := A_i(A_i + A_e)^{-1}A_e \) is the bidomain operator and \( I := I_i - A_i(A_i + A_e)^{-1}(I_i + I_e) \) is the modified source term. The primary difficulty arising in the analysis of the system (2) is that the operator \( A \) is nonlocal. In particular, it fails to satisfy the maximum principle, and the comparison theorems do not apply. Nevertheless, it was shown in [10] that this operator generates an analytic semigroup in both \( L^p \) and \( L^\infty \). The paper [3] showed that the equation (2) is locally well-posed in the strong sense and globally well-posed in the weak sense for the
nonlinearities $f$ and $g$ described above. The recent result [14] established the existence of strong periodic solutions.

The equation (2) is an important model of cardiac defibrillation [16], [19]. In this model, $I$ is the extracellular stimulation current in the form $I = \sum_{k=0}^{N} u_k(t) \chi_{\Omega_k}(x)$, where $\Omega_k(x)$ are the characteristic functions of electrodes, and $u_k$ are the corresponding pulses. During defibrillation various regions of heart tissue are in different, usually random, phases of electrical activity (excited, refractory, partially recovered etc), and the purpose of defibrillation is to give an electric impulse that stimulates the entire heart and returns it to its normal (e.g. stationary) state. Therefore, understanding long time behavior of problems of type (2) is crucial in order to understand whether such recovery can take place, and how quickly it happens.

In this article we consider the bidomain equations driven by white noise:

$$
\begin{cases}
    du = [-Au - f(u,w) + I]dt + dW, \ t \geq 0, \\
    w_t = -g(u,w), \\
    u(0) = u_0, w(0) = w_0,
\end{cases}
$$

(3)

where is an infinite-dimensional $Q$-Weiner process, defined below.

To the best of our knowledge, the results on stochastic bidomain equation of type (3) are relatively recent, and include [13], [2] and [15]. In [2] the authors established the existence of both martingale and weak solutions under the monotonicity condition on nonlinearity, which holds, in particular, if we pick FitzHugh-Nagumo model. In [15] we established the existence and uniqueness of weak solutions without monotonicity condition. Its worth mentioning that this result is applicable to Rogers-McCulloch and Aliev-Panfilov models, which do not satisfy the monotonicity condition. The existence of stationary solution and the corresponding invariant measures was also obtained in [15]. Finally, in [13] the authors obtained the existence of global strong solution for (3) with FitzHugh-Nagumo nonlinearity.

In the present paper we address the following questions:

- In Section 3 we establish the existence of a local strong solution for a large class of nonlinearities, containing not only FitzHugh-Nagumo and Allen-Cahn, but also Rogers-McCulloch and Aliev-Panfilov nonlinearities;
- Under slightly more restrictive assumptions on the noise, in Section 4 we establish the existence of a global strong solution for the same class of nonlinearities in dimension 2;
- Finally, in Sections 5 and 6 we study the asymptotic behavior of the solutions, such as small stochastic perturbations, large deviations principle, and specify the support of the invariant measure.

2 Preliminaries.

Throughout the paper, $D \subset \mathbb{R}^3$ is a smooth bounded set, $H = L^2(D),$

$$H_0 := \{v \in H, \int_D v dx = 0\},$$

(4)
and \( V = H^1(D) = W^1_2(D) \). The pairing \((u, v)\) stands for the dot product in \( H \), and the pairing \((u, v)\) stands for the dot product in \( V \).

We assume the uniform ellipticity assumption on the conductivities \( \sigma_i \) and \( \sigma_e \), i.e. there are \( \sigma_2 > \sigma_1 > 0 \) such that for all \( x \in D \) and \( \xi \in \mathbb{R}^3 \) we have

\[
\sigma_1 |\xi|^2 \leq \langle \sigma_i e \xi, \xi \rangle \leq \sigma_2 |\xi|^2 \tag{5}
\]

It was shown in [14] and [3] that the bidomain operator \( A \) is well defined on

\( D(A) := \{ u \in H^2(D) \cap H_0, \nabla u \cdot \nu = 0 \text{ on } \partial D \} \).

Furthermore, following [3], one can define the bilinear form \( a(u, v) \) for all \( u, v \in V := H^1(D) \), such that

\[
a(u, v) = (Au, v)
\]

if \( u \) and \( v \) are in \( D(A) \). This bilinear form implicitly defines the bidomain operator in weak sense. Furthermore, under the assumption (5) it is shown, e.g. in [3], that the bilinear form \( a \) is symmetric, continuous and coercive on \( V \), i.e. there are constants \( \alpha > 0 \) and \( M > 0 \) such that

\[
\forall u \in V, \quad \alpha \|u\|_V \leq a(u, u) + \alpha \|u\|^2_H 
\]

and

\[
\forall u, v \in V, \quad |a(u, v)| \leq M \|u\|_V \|v\|_V.
\]

Furthermore, there are \( 0 < \lambda_0 \leq \lambda_1 \leq ... \leq \lambda_i \leq ... \) in \( \mathbb{R} \) and orthonormal (in \( H \)) basis of \( \{ \psi_i, i \geq 1 \} \in V \) s.t.

\[
\forall v \in V, a(\psi_i, v) = \lambda_i(\psi_i, v).
\]

It follows, e.g., from Theorem 13, [3], that \( \psi_i \in D(A) \) for all \( i \geq 1 \), therefore \( A\psi_i = \lambda_i \psi_i \) in \( H \). We may now define the noise as

\[
W(t, x) := \sum_{i=1}^{\infty} \sqrt{\gamma_i} \psi_i(x)W_i(t),
\]

where \( W_i \) are independent standard Wiener processes, and

\[
\gamma := \sum_{i=1}^{\infty} \gamma_i < \infty. \tag{7}
\]

We next describe the class of the nonlinearities \( f \) and \( g \). Following [3], we assume that the nonlinearities \( f(u, w) \) and \( g(u, w) \) are of the form

\[
f(u, w) = f_1(u) + f_2(u)w, \quad g(u, w) = g_1(u) + g_2 w.
\]

Here \( g_2 \in \mathbb{R} \), and \( f_1, f_2 \) and \( g_1 \) are continuous real functions, satisfying the following conditions:

- [C1] there exist constants \( c_i \geq 0 \ (i = 1...6) \) such that for any \( u \in \mathbb{R} \)

\[
|f_1(u)| \leq c_1 + c_2 |u|^3; \\
|f_2(u)| \leq c_3 + c_4 |u|; \\
|g_1(u)| \leq c_5 + c_6 |u|^2.
\]
• [C2] $f_1(u), f_2(u)$ and $g_1(u)$ are locally Lipschitz in $u$;

• [C3] there exist constants $a, b$ and $c \geq 0$ such that for any $(u, w) \in \mathbb{R}^2$ we have

\[ uf(u, w) + wg(u, w) \geq au^4 - b(u^2 + w^2) - c. \]  

(9)

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, and $\mathcal{F}_t$ be a right-continuous filtration such that $W(t, x)$ is adapted to $\mathcal{F}_t$, and $W(t) - W(s)$ is independent of $\mathcal{F}_s$ for all $s < t$.

**Definition 1.** An $\mathcal{F}_t$-adapted random process $(u(t, \cdot), w(t, \cdot)) \in V \times H$ is called a weak solution of (3), if for a.e. $t > 0$, for every $v \in V$ and $y \in H$ we have

\[ (u(t), v) = (u(0), v) - \int_0^t [a(u(\tau), v) + (f(u(\tau), w(\tau)), v) - (I(\tau), v)]d\tau + (v, W(t)) \]

and

\[ (w(t), y) = (w(0), y) - \int_0^t (g(u(\tau), w(\tau)), y) d\tau. \]

**Definition 2.** An $\mathcal{F}_t$-adapted random process $(u(t, \cdot), w(t, \cdot)) \in D(\mathbb{A}) \times H$ is called a strong solution of (3), if for a.e. $t > 0$

\[ u(t) = u(0) - \int_0^t [\mathbb{A}u(\tau) + f(u(\tau), w(\tau)) - I(\tau)]d\tau + W(t), \]

and

\[ w(t) = w(0) - \int_0^t g(u(\tau), w(\tau)) d\tau. \]

Let $S(t)$ be the semigroup generated by the operator $-\mathbb{A}$, i.e.

\[ S(t)u_0(x) := u(t, x), \]

where $u(t, x)$ solves

\[
\begin{cases}
  u_t = -\mathbb{A}u, \\
  u(0, x) = u_0(x).
\end{cases}
\]

It follows from [10] that $S(t)$ is a analytic semigroup in $L^p(D)$ for $p > 1$. Note that by definition of $\lambda_k$ and $\psi_k$ we have

\[ S(t)\psi_k = e^{-\lambda_k t}\psi_k \text{ for } k \geq 1. \]

The semigroup $S(t)$ enables us to define the stochastic convolution

\[ W_A(t, x) := \int_0^t S(t - \tau)dW(\tau) = \sum_{i=1}^{\infty} \gamma_i \int_0^t S(t - \tau)\psi_i(x)dW_i(\tau). \]

Due to Sobolev embedding, $V = H^1(D) \subset L^p(D)$ in $\mathbb{R}^3$ if $2 \leq p \leq 6$ [4].

We conclude this section with the following Lemma regarding the stochastic convolution, which was established in [15]:
Lemma 1. Assume
\[ \sum_{k=1}^{\infty} \gamma_k \lambda_k^{1/2} < \infty. \] (10)
Then

[i] For \( T \geq 0 \) and almost all \( \omega \in \Omega \) we have
\[ \sup_{t \in [0,T]} \| W_A \|_{L^p(D)} \leq C(T,\omega) < \infty. \]

[ii] For all \( t \in [0,T] \) and almost all \( \omega \in \Omega \) we have \( W_A(t,\cdot) \in D(\mathbb{A}) \).

3 Existence of local strong solutions.

In this section, we obtain the existence of a local strong solution for (3) in the most general case, when the nonlinearities \( f \) and \( g \) satisfy the conditions [C1]-[C3]. As follows from Lemma 1, \( W_A(t,x) \in D(\mathbb{A}) \) provided (10) holds. Thus by Lemma 5.13 [6] we have \( W_A(t) = \int_0^t A W_A(s) \, ds + W(t) \). We proceed with the change of variables \( U = u - W_A(t) \).

This way, the pair \( (U,y) \) solves
\[
\begin{align*}
\text{d}U &= (-A U - f(U + W_A(t),y) + I(t)) \, dt; \\
\text{d}w &= -g(U + W_A(t),w) \, dt.
\end{align*}
\] (11)

If \((U,w)\) is a strong solution of (11), then \( U \in D(\mathbb{A}) \), which, in turn, implies that \( u = U + W_A \in D(\mathbb{A}) \), and hence \((u,w)\) is a strong solution of (3). Since \( S_A(t) \) is an analytic semigroup, the Theorem 5.14 [7] for \( \alpha \in (0,1/2) \), the process \( W_A(\cdot) \) has \( \alpha \)-Holder continuous trajectories in \( H = L^2(D) \). Following [3], introduce
\[
Z := H \times B, \quad B = L^\infty(D)
\]
and \( A : D(A) \subset Z \to Z, A z = (-Au, 0) \) for \( z = (u,w) \in Z \). Here \( D(A) = D(\mathbb{A}) \times B \), where
\[
D(\mathbb{A}) = \{ u \in H : \sum_{i=1}^{\infty} \lambda_i^2(u,\Psi_i)^2 < \infty \}.
\]
Next, define
\[
Z^\alpha = \{ u \in H, \sum_{i \geq 0} \lambda_i^{2\alpha}(u,\Psi_i)^2 < \infty \} \times B
\]
and
\[
A^\alpha(u,y) := \left( \sum_{i \geq 0} \lambda_i^\alpha(u,\Psi_i)\Psi_i, 0 \right).
\]
It follows from [12], that for \( 0 \leq \alpha \leq \beta \) we have an embedding \( Z^\beta \subset Z^\alpha \), and if \( \beta = 1 \), then \( D(A) \subset Z^\beta \subset Z^\alpha \). Hence
\[
W_A \in D((-\mathbb{A})^\alpha).
\]
If \( \alpha < 1 \), then \( Z^\alpha \subset B \times B \). Then by Lemma 16 [3] we have
\[
F(z) := (u,w) \to (f(u,w), g(u,w))
\]
is a locally Lipschitz map from \( Z^\alpha \) to \( Z \), provided \( f \) and \( g \) are locally Lipschitz functions.

The main result of this section is the following Theorem:
Theorem 1. Assume \{γ_k, k ≥ 1\} satisfy \eqref{10}. Then for any initial conditions \(u_0, w_0 \in Z^α\) there exists \(T = T(ω) > 0\) such that there exists \((u(t, x, ω), w(t, x, ω))\), which is a strong solution of \eqref{3} on the interval \([0, T(ω))\) in the sense of Definition \ref{def:strong_solution}.

Proof. Using the local Lipschitz condition, we get
\[
\|f(U + W_A(t), w) - f(U_1 + W_A(t_1), w_1)\|_H \\
≤ L(\|U - U_1\|_{Z^α} + \|w - w_1\|_{Z^α} + L_1\|W_A(t) - W_A(t_1)\|_{D(-A)}),
\]
where \(L_1\) is the constant in the embedding \(D(A) \subset Z\). But
\[
\|W_A(t) - W_A(t_1)\|_{D(-A)} = \|W_A(t) - W_A(t_1)\|_H + \|A(W_A(t) - W_A(t_1))\|_H.
\]
Thus it follows from Theorem 5.14 \cite{6} that \(W_A(t)\) is \(α\)-Holder, with \(α \in (0, 1/2)\), i.e.
\[
\|W_A(t) - W_A(t_1)\|_H ≤ C(ω)|t - t_1|^α
\]
with probability 1. Furthermore, since
\[
AW_A = \sum_{k=1}^{∞} γ_k \int_0^t (−λ_k)e^{−λ_k(t−s)}ψ_k(x)dW_k(s),
\]
we have
\[
E\|A(W_A(t) - W_A(t_1))\|_H^2 = \]
\[
E \left( \sum_{k=1}^{∞} γ_k(−λ_k) \left( \int_0^t (−λ_k)e^{−λ_k(t−s)}ψ_k(x)dW_k(s) - \int_0^{t_1} (−λ_k)e^{−λ_k(t_1−s)}ψ_k(x)dW_k(s) \right) \right)^2 \leq \]
\[
E \left( \sum_{k=1}^{∞} \int_0^{t_1} (−λ_k)γ_k(−λ_k)e^{−λ_k(t_1−s)}ψ_k(x)dW_k(s) + \int_0^t γ_k(−λ_k)ψ_ke^{−λ_k(t−s)}dW_k(s) \right)^2 \leq \]
\[
≤ 2 \left( E \sum_{k=1}^{∞} γ_kλ_k \int_0^{t_1} (e^{−λ_k(t−s)} - e^{λ_k(t_1−s)})dW_k(s) \right)^2 + 2E \left( \sum_{k=1}^{∞} γ_kλ_k \int_{t_1}^t e^{−λ_k(t−s)}dW_k \right)^2 := 2J_1 + 2J_2.
\]
Using the properties of the stochastic integrals \(\cite{6}, pp.132-133\), we have the following estimate:
\[
J_1 ≤ \sum_{k=1}^{∞} γ_k^2λ_k^2 \int_0^{t_1} (e^{−λ_k(t−s)} - e^{−λ_k(t_1−s)})^2 ds = \sum_{k=1}^{∞} γ_k^2λ_k^2 \int_0^{t_1} (\int_{t_1−s}^{t−s} −λ_k e^{−λ_kτ}dτ)^2 \]
\[
= \sum_{k=1}^{∞} γ_k^2λ_k^2 \int_0^{t_1} (\int_{t_1−s}^{t−s} \frac{−λ_k e^{−λ_kτ}}{τ} dτ)^2 ds ≤ C_0 \sum_{k=1}^{∞} γ_k^2λ_k^2 \int_0^{t_1} (\int_{t_1−s}^{t−s} \frac{dτ}{τ})^2 ds. \tag{12}
\]
Now, for fixed \(γ \in (0, 1/2)\), we estimate the last term in \eqref{12} as
\[
\int_{t_1−s}^{t−s} \frac{dτ}{τ} = \int_{t_1−s}^{t−s} \frac{τ−1}{τ^γ} dτ ≤ \int_{t_1−s}^{t−s} τ^{γ−1} dτ \int_{t_1−s}^{t−s} \frac{τ}{(t_1−s)^γ} ≤ C_1 \frac{(t−s)^γ}{(t_1−s)^γ} ≤ C_1 \frac{(t−t_1)^γ}{(t_1−s)^γ}. \tag{13}
\]
Combining (12) and (13), we get
\[ J_1 \leq C \sum_{k=1}^{\infty} \gamma_k^2 \lambda_k^2 (t - t_1)^2. \]

Next, estimating \( J_2 \) as
\[ J_2 \leq \sum_{k=1}^{\infty} \gamma_k^2 \lambda_k^2 \int_{t_1}^{t} e^{-2\lambda_k (t-s)} ds \leq C(t - t_1), \]
altogether we have
\[ E \left\| A W_A(t) - A W_A(t_1) \right\|_H^2 \leq C(t - t_1)^{2\gamma}. \]

By Proposition 3.15 [6],
\[ \left\| A W_A(t) - A W_A(t_1) \right\| \leq C(\omega) (t - t_1)^{\alpha}, \quad \alpha \in \left(0, \frac{1}{4\gamma}\right). \]
Hence, by Theorem 20 [3], for any \((u_0, w_0) \in Z^\alpha\) there is \(T(\omega)\) such that the system \(3\) has a strong solution.

4 Existence of global strong solution

We will next use the regularity theory for critical spaces (Serrin-type results) for parabolic semilinear equations. We will need the following notation:

- For \(\beta \in [0, 1]\) the interpolation space \(X_\beta = (X_0, X_1)_\beta := D(A^\beta) \times H\), where \(X_0 = H \times H\) and \(X_1 = D(A) \times H\).

- Time-weighted spaces: if \(Y\) is a Banach space, \(p > 1\), \(a \geq 0\) and \(1 \geq \mu > 1/p\), then
  \[ u \in L^{p,\mu}((0,a), Y) \text{ if } t^{1-\mu} u \in L^p((0,a), Y) \]
and
  \[ u \in W_{p,\mu}^1((0,a), Y) \text{ if } t^{1-\mu} u \in W^{1,p}((0,a), Y). \]

- For \(p \geq 2\), define the space \(X_\mu := W_2^{2/p}(D) \times H\), and \(E_\mu(a) := L^\infty((0,a), H) \cap L^2((0,a), V) \times L^p((0,a), H)\). The Sobolev inequality (see, e.g. [4]) yields \(E_\mu(a) \subset L^p([0,a], X_\mu)\) if \(D \subset \mathbb{R}^2\).

Let \(A\) be a sectorial operator \(A : X_1 \to X_0\), and \(F : X_\beta \to X_0\), where \(\beta \in (0,1)\) is chosen such that \(X_\beta \subset V \times H\). Consider the following evolution equation:

\[
\begin{cases}
v_t + Av = F(v + \varphi(t,x)), \\
v(0) = v_0 \in X_\beta.
\end{cases}
\]  

(14)

Assume

[i] For every \(a \geq 0\), \(\varphi \in L^{2p,\mu}((0,a), X_\beta)\).
There exists $C > 0$ such that
\[ \|F(\cdot)\|_{X_0} \leq C(1 + \| \cdot \|_{X_\beta}^3). \]

Then the following Theorem holds:

**Theorem 2.** Assume the conditions [i] and [ii] hold, and the solution of (14) is defined on the maximal interval of existence $[0, T)$. Then $u \in L^p((0, a), X_\mu)$ for each $0 \leq a < T$, and if $T < \infty$, then $u \notin L^p([0, T), X_\mu)$.

**Proof.** The proof follows the idea from [24], Corollary 2.3. For
\[ \mu - \frac{1}{p} > 2\beta - 1, \] (15)
let
\[ \alpha := \beta - \frac{(\mu - 1/p)}{1 - (\mu - 1/p)}. \]
Assume $T < \infty$. Using the condition [ii], for any $a < T$ we have
\[ \| F(v + \varphi) \|_{L^{p, \mu}((0, a), X_\beta)} \leq C_1(1 + \| v + \varphi \|_{L^{2p, \tau}((0, a), X_\beta)}^3) \leq 4C_1 \| v \|_{L^{2p, \tau}((0, a), X_\beta)}^3 + C_2, \]
(16)
where
\[ C_2 := C_1 + 4C_1 \| \varphi \|_{L^{2p, \tau}((0, T), X_\beta)}^3 < \infty. \]
Next, by interpolation inequality we have
\[ \| v \|_{L^{2p, \tau}((0, a), X_\beta)} \leq C_3 \| v \|_{L^{p, \mu}((0, a), X_\mu)}^{3(1-\alpha)} \| v \|_{E_\mu(0, a)}^{3\alpha}. \]
(17)
Finally, let $M$ be the constant of maximal regularity for the interval $[0, T)$. Combining (16) and (17), we have
\[ \| v \|_{E_\mu(0, a)} \leq M(\| v(0) \|_{X_\mu} + C_2 + C_4 \| v \|_{L^p((0, a), X_\mu)}^{3(1-\alpha)} \| v \|_{E_\mu(0, a)}^{3\alpha}). \]
For the subcritical choice of parameters $\mu$, $\beta$ and $p$, given by (15) such that $3\alpha \leq 1$, we have $\| v \|_{E_\mu(0, a)}$ is bounded uniformly in $a$ for all $a < T$. This means that the solution can be continued beyond $T$, which is a contradiction with the fact that $[0, T]$ is the interval of maximal existence.

The main result of this section is the following Theorem:

**Theorem 3.** Assume
\[ \sum_{k=1}^{\infty} \gamma_k^2 \lambda_k^2 < \infty, \]
and the equation (3) is considered in dimension 2. Then for any initial conditions $(u_0, w_0) \in X_\beta$ there exists a strong solution $(u(t, x, \omega), w(t, x, \omega))$ of (3) in the sense of Definition 2, which is defined for all $t \geq 0$. 
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Proof. Let \( t \in [0, T) \) be the maximal interval of existence of \((u(t, x, \omega), w(t, x, \omega))\). We argue by contradiction, and assume \( T < \infty \). Using generalized Ito’s formula \([18]\), we have the following energy bounds:

\[
\begin{aligned}
\|u(t)\|^2 &= \|u_0\|^2 + 2 \int_0^t \langle -\mathcal{A} u, u \rangle d\tau - \int_0^t (f, u) d\tau + \int_0^t (I, u) d\tau + \gamma t + 2 \int_0^t (u(\tau), dW(\tau)), \\
\|w(t)\|^2 &= \|w_0\|^2 - 2 \int_0^t (g, w) d\tau.
\end{aligned}
\]

It follows from (6) that

\[
\langle -\mathcal{A} u, u \rangle \leq -\alpha \|u\|^2_{V} + \alpha \|u\|^2_{H}.
\]

Combining (18) and the condition (9), we get

\[
\|u(t)\|^2 + \|w(t)\|^2 \leq \|u_0\|^2_{H} + \|w_0\|^2_{H} + 2 \int_0^t \left[ -\alpha \|u(s)\|^2_{V} + \alpha \|u(s)\|^2_{H} - 2a \int_D u^4(x, s) dx + b(\|u(s)\|^2_{H} + \|w(s)\|^2_{H}) + c|D| \right] ds
\]

\[
+ 2 \int_0^t (I, u) d\tau + \gamma t + 2 \int_0^t (u(\tau), dW(\tau)).
\]  

Using Lemma 7.2 \([6]\), we have

\[
\left( \mathbb{E} \sup_{s \in [0,t]} \left| \int_0^s (u(\sigma), dW(\sigma)) \right| \right)^2 \leq \mathbb{E} \left( \sup_{s \in [0,t]} \left| \int_0^s (u(\sigma), dW(\sigma)) \right| \right)^2 \leq C \int_0^t \mathbb{E} \|u(s)\|^2_{H} ds + C \int_0^t \mathbb{E} \sup_{\sigma \in [0,s]} (\|u(\sigma)\|^2_{H} + \|w(\sigma)\|^2_{H}) ds.
\]

Define

\[
\psi(s) := \mathbb{E} \sup_{\sigma \in [0,s]} (\|u(\sigma)\|^2_{H} + \|w(\sigma)\|^2_{H}),
\]

we have

\[
\mathbb{E} \sup_{s \in [0,t]} \left| \int_0^s u(\sigma) dW(\sigma) \right| \leq C \sqrt{\int_0^t \varphi(s) ds} \leq c_1 + c_2 \int_0^t \varphi(s) ds.
\]

It follows from (19) that for \( t \in [0, T] \)

\[
\psi(t) + 2\alpha \mathbb{E} \int_0^t \|u\|^2_{V} ds + 2\alpha \mathbb{E} \int_0^t \int_D u^4 dx ds \leq c_1 + c_2 \int_0^t \psi(s) ds.
\]

Hence, by Gronwall’s inequality,

\[
\psi(t) \leq c_1 e^{c_2 t}, \ t \in [0, T],
\]

as well

\[
\mathbb{E} \int_0^t \|u\|^2_{V} ds + \mathbb{E} \int_0^t \int_D u^4 dx ds < \infty.
\]

Consequently, for almost all \( \omega \in \Omega \),

\[
u \in L^\infty((0, T), H) \cap L^2((0, T), V)
\]  

(20)
and \( w \in L^\infty((0, T), H) \).

Introduce \( z := u - W \). Then \( z \) satisfies
\[
\begin{align*}
dz &= [-\mathbb{A}z - f(z + W, w) + I]dt, \quad t \geq 0, \\
dw &= -g(z + W, w)dt.
\end{align*}
\]

Since
\[
W(t, x) = \sum_{k=1}^{\infty} \gamma_k \Psi_k(x) W_k(t),
\]
we have
\[
\mathbb{A}W(t, x) = \sum_{k=1}^{\infty} \gamma_k \mathbb{A} \Psi_k(x) W_k(t),
\]

hence
\[
W \in D(\mathbb{A}) \iff \sum_{k=1}^{\infty} (\gamma_k \lambda_k)^2 < \infty.
\]

Thus \( W \) belongs to \( V \), and for a.e. \( \omega \in \Omega \) we have
\[
\|W\|_{L^2((0, T), V)} < \infty.
\]

Furthermore, by Theorem 2.5 [5], we have
\[
E \sup_{0 \leq t \leq T} \|W(t)\|_H^2 \leq 4E \|W(T)\|_H^2 < \infty,
\]

thus for a.e. \( \omega \in \Omega \) we have
\[
W \in L^\infty((0, T), H) \cap L^2((0, T), V). \tag{22}
\]

Combining (21) and (22) we get that
\[
z = u - W \in L^\infty((0, T), H) \cap L^2((0, T), V).
\]

We claim that
\[
w \in L^p([0, T], H).
\]

To this end, we represent the solution of
\[
w_t = -g_2 w - g_1(u)
\]
as
\[
w = \frac{1}{e^{g_2 t}} \left(- \int_0^t e^{g_2 s} g_1(u(s)) ds + w_0 \right).
\]

Hence,
\[
\begin{align*}
\int_0^t \|w(s)\|_H^p ds & \leq C_1 + C_2 \int_0^t \left|\int_0^t e^{g_2 \tau} g_1(u(\tau)) d\tau\right|_H^p ds \\
& \leq C_1 + C_2 \int_0^t \left(\int_0^t \|g_1(u(\tau))\|_H d\tau\right) \left(\int_0^t e^{g_2 \tau} g_1(u(\tau)) d\tau\right) d\tau \\
& = C_1 + C_2 t \left(\int_0^t \|g_1(u(\tau))\|_H d\tau\right) \left(\int_0^t e^{g_2 \tau} g_1(u(\tau)) d\tau\right) \\
& \leq C_1 + C_2 t \left(\int_0^t \left(\int_D g_1^2(u(\tau)) dx\right)^{1/2} d\tau\right)^p \\
& \leq C_1 + C_2 t \left(\int_0^t \left(\int_D u^t(\tau) dx\right)^{1/2} d\tau\right)^p < \infty
\end{align*}
\]
a.s., where we used \((20)\). We are now in position to use the embedding for \(d = 2\):

\[
L^\infty((0, T), H) \cap L^2((0, T), V) \subset L^p((0, T), W_2^{2/p}(D)).
\]

This way for \(v = (u, w)\) we have

\[
v \in L^p((0, T), W_2^{2/p}(D) \times L^q(D)) = L^p((0, T), X_\mu).
\]

It remains to verify that \(\varphi(t, x) := [-W(t, x), 0]\) satisfies the condition \([i]\). Note that by Theorem 2.3, ch 6 \([5]\), we have

\[
\mathbb{E} \sup_{0 \leq \tau \leq T} \|W(\tau, x)\|_{X_\beta} \leq \left(\frac{2p}{2p - 1}\right)^{2p} \|W(T, x)\|_{X_\beta} < \infty,
\]

since \(W(t, x) \in D(A)\). Therefore for a.e. \(\omega\)

\[
W(t, x) \in L^\infty((0, T), X_\beta) \subset L^{2p, \mu}((0, T), X_\beta),
\]

thus \([i]\) holds. Hence, by Theorem \([2]\), \(T\) must be equal to \(+\infty\), leading to contradiction. Therefore, we have global existence of the solution.

\[\square\]

5 Support of the invariant measure

The long time behavior of solutions of stochastic evolution equations in some Hilbert space \(H\) is a question of a separate interest. It is often addressed in terms of establishing existence and, in certain cases, uniqueness of invariant measures, which, in turn, is the crucial item in establishing the ergodic behavior of the underlying physical systems. For the reader’s convenience, we briefly remind the concept of invariant measure. Suppose \(v_0 \in H\), and \(B\) is a Borel subset of \(H\). For \(t \geq 0\) define the probability transition semigroup

\[
P_t(v_0, B) := \mathbb{P}(v(t, v_0) \in B).
\]

Furthermore, for any Borel measurable bounded function \(\varphi \in M_b(H)\), define the Markov semigroup

\[
P_t \varphi(v_0) = \mathbb{E} \varphi(v(t, v_0)) = \int_H \varphi(v) P_t(v_0, dv).
\]

**Definition 3.** Let the set \(\Pr(H)\) be the set of probability measures on \(H\). An element \(\mu \in \Pr(H)\) is called an invariant measure for the Markov semigroup \(P_t\) if

\[
\int_H \varphi(v_0) d\mu(v_0) = \int_H P_t \varphi(v_0) d\mu(v_0).
\]

The works \([6, 7]\) provide conditions for the existence and uniqueness of invariant measures in for general evolution equation of reaction-diffusion type. Their approach is based on the results of Krylov and Bogoliubov \([17]\) on the tightness of a family of measures. The key ingredients of this approach include the Feller property and stochastic continuity of the Markov semigroup \(P_t\), and the existence of least one solution which is globally bounded in certain probability sense \([20, 22, 21]\). The existence of invariant measures for bidomain equation \([3]\) using the aforementioned procedure was established in \([15]\). In particular, we
showed that the equation (3) has a stationary solution, which, in turn, implies the existence of invariant measure, defined on the functional space \((u, w) \in H \times H\). The sufficient conditions for the uniqueness of this invariant measure were also derived in [15].

A different approach to establishing the existence of invariant measures and asymptotic behaviour of stochastic evolution equations is based on the coupling method (see e.g. [23], [8] and references therein). The study of the asymptotic behavior based on the exponential behaviour of stochastic evolution equations is based on the coupling method (see e.g. [23], [8] and references therein). The study of the asymptotic behavior based on the exponential

Theorem 4. Assume the conditions of Theorem 5.1 [15] holds. Let \(\mu \in Pr(\tilde{H})\) be the invariant measure for (3). Then

\[
\int_{\tilde{H}} \|v\|^2_{\tilde{V}} d\mu(v) < \infty.
\]

In other words, any invariant measure is supported in \(\tilde{V} = V \times H\).

**Proof.** The idea of the proof was inspired by the work [11], in which the authors derived a similar result for the invariant measure emerging in stochastic primitive equations. As it was shown in [15] (see proof of Theorem 5.1), if \(v = (u, w)\) is a solution of (3), then

\[
\int_0^T \|v\|^2_{\tilde{V}} dt = \int_0^T (\|u\|^2_V + \|w\|^2_H) dt < K_1 \|v_0\|^2_H + K_2 T
\]

for some \(K_1\) and \(K_2\) independent of \(T\). Denote \(f_R(v) := \|v\|^2_{\tilde{V}} \wedge R\). By definition of invariant measure

\[
\int_{\tilde{H}} f(v_0) d\mu(v_0) = \int_{\tilde{H}} \int_0^T \int_0^T P_t(v_0, dv) f(v) dt d\mu(v_0)
\]  \hspace{1cm} (23)

for any \(T > 0\). Now, for any \(\rho \geq 1\) and any \(v_0 \in B_{\tilde{H}}(\rho)\), the ball of radius \(\rho\) about the origin in \(\tilde{H}\), we have

\[
\left| \frac{1}{T} \int_0^T \int_{\tilde{H}} P_t(v_0, dv) f_R(v) dt d\mu(v_0) \right| = \left| \frac{1}{T} \int_0^T \mathbb{E} f_R(v(t, v_0)) dt \right| \leq K_2 + \frac{K_1 \|v_0\|^2_H}{T} \leq K_3 (1 + \frac{\rho^2}{T}).
\]  \hspace{1cm} (24)

Combining (23) and (24) we have

\[
\int_{\tilde{H}} f_R(v_0) d\mu(v_0) \leq \int_{B_{\rho}(\rho)} \frac{1}{T} \left| \int_0^T \int_{\tilde{H}} P_t(v_0, dv) f_R(v) dt d\mu(v_0) \right| d\mu(v_0) + \\
\int_{\tilde{H}\setminus B_{\rho}(\rho)} \frac{1}{T} \left| \int_0^T \int_{\tilde{H}} P_t(v_0, dv) f_R(v) dt d\mu(v_0) \right| d\mu(v_0) \leq K_3 (1 + \frac{\rho^2}{T}) + R\mu(\tilde{H} \setminus B_{\tilde{H}}(\rho)).
\]  \hspace{1cm} (25)
First, for sufficiently large $\rho$, depending on $R$, we have
\[ R\mu(\tilde{H} \setminus B_R(\rho)) \leq 1. \]

Then for such $\rho$ we choose $T$ large enough so that
\[ \frac{\rho^2}{T} \leq 1. \]

Altogether, (25) yields an estimate, which is independent of $R$:
\[ \int_{\tilde{H}} f_R(v_0) d\mu(v_0) \leq 2K_3 + 1. \]

Applying the Monotone Convergence Theorem to (26) we get
\[ \int_{\tilde{H}} \|v_0\|_V^2 d\mu(v_0) < \infty, \]
which completes the proof of the theorem. \qed

6 Small Perturbations and Large Deviations

6.1 Small perturbations

In certain physical problems it is natural to assume that the random perturbations are small compared to the deterministic component of the dynamics (see [28] and references therein). In this section, we consider such perturbations for bidomain equation, which leads to the following equation for any $\varepsilon > 0$:
\[
\begin{cases}
  du_\varepsilon = [-\Delta u_\varepsilon - f(u_\varepsilon, w_\varepsilon) + I]dt + \varepsilon dW, & t \geq 0, \\
  dw_\varepsilon = -g(u_\varepsilon, w_\varepsilon)dt, \\
  u_\varepsilon(0) = u_0, w_\varepsilon(0) = w_0.
\end{cases}
\] (27)

Along with (27), we consider the limiting equation
\[
\begin{cases}
  du = [-\Delta u - f(u, w) + I]dt, & t \geq 0, \\
  dw = -g(u, w)dt, \\
  u(0) = u_0, w(0) = w_0.
\end{cases}
\]

Let $y := (u, w)^T \in \mathbb{R}^2$. Define $\mathcal{F}$ by
\[ \mathcal{F}(y) = \mathcal{F}(u, w) := \begin{pmatrix} -f(u, w) + I \\ -g(u, w) \end{pmatrix}. \]

We assume that there exists constants $c_1 \in \mathbb{R}$ and $c_2 \in \mathbb{R}$ such that for all $(u_1, w_1), (u_2, w_2) \in \mathbb{R}^2$ the function $\mathcal{F}$ satisfies the monotonicity condition
\[ (\mathcal{F}(u_1, w_1) - \mathcal{F}(u_2, w_2)) \cdot ((u_1, w_1) - (u_2, w_2)) \leq -c_1(u_1 - u_2)^2 - c_2(w_1 - w_2)^2. \] (28)
Theorem 5. Assume $f$ and $g$ satisfy the conditions [C1]-[C3], and the monotonicity condition (28). Then there is $C = C(T)$ such that

$$\mathbb{E} \sup_{t \in [0,T]} (\|u_\varepsilon(t) - u(t)\|^2 + \|w_\varepsilon(t) - w(t)\|^2) \leq \varepsilon C(T).$$

Proof. Introduce $v_\varepsilon := u_\varepsilon - u$ and $z_\varepsilon := w_\varepsilon - w$. Then the pair $(v_\varepsilon, z_\varepsilon)$ solves

$$\begin{cases}
dv_\varepsilon &= [-Au_\varepsilon - (f(u_\varepsilon, w_\varepsilon) - f(u, w))]dt + \varepsilon dW, \ t \geq 0,
dz_\varepsilon &= -(g(u_\varepsilon, w_\varepsilon) - g(u, w))dt,
v_\varepsilon(0) = 0, z_\varepsilon(0) = 0.
\end{cases}$$

Using Ito’s formula (see, e.g.,[18]), we have

$$\|v_\varepsilon(t)\|^2 = 2 \int_0^t \langle -Av_\varepsilon, v_\varepsilon \rangle \, ds - 2 \int_0^t (f(u_\varepsilon, w_\varepsilon) - f(u, w), u_\varepsilon - u) \, ds + \varepsilon^2 \gamma t + 2\varepsilon \int_0^t (v_\varepsilon, dW_s)$$

as well as

$$\|z_\varepsilon(t)\|^2 = -2 \int_0^t (g(u_\varepsilon, w_\varepsilon) - g(u, w), w_\varepsilon - w) \, ds.$$ 

Altogether, using the monotonicity condition (28) and the estimate (18),

$$\|v_\varepsilon(t)\|^2 + \|z_\varepsilon(t)\|^2 \leq 2 \int_0^t (-\alpha \|v_\varepsilon\|^2 + \alpha \|v_\varepsilon\|^2) \, ds + C_1 \int_0^t (\|v_\varepsilon\|^2 + \|z_\varepsilon\|^2) \, ds + \varepsilon^2 \gamma t + 2\varepsilon \int_0^t (v_\varepsilon, dW_s).$$

Hence

$$\mathbb{E} \sup_{t \in [0,T]} (\|v_\varepsilon(t)\|^2 + \|z_\varepsilon(t)\|^2) \leq \sigma \int_0^T (\|v_\varepsilon\|^2 + \|z_\varepsilon\|^2) \, ds + \varepsilon^2 \gamma T + 2\varepsilon \mathbb{E} \sup_{t \in [0,T]} \left| \int_0^t (v_\varepsilon, dW_s) \right|,$$

for some $\sigma > 0$. Here

$$\int_0^t (v_\varepsilon, dW_s) = \int_0^t (v_\varepsilon, \sum_i \gamma_i \Psi_i(x) dW_i(s))$$

is a martingale, which can further be estimated as follows:

$$\mathbb{E} \sup_{t \in [0,T]} \left| \int_0^t (v_\varepsilon, dW_s) \right| \leq \sqrt{\mathbb{E} \sup_{t \in [0,T]} \left| \int_0^t (v_\varepsilon, dW_s) \right|^2} \leq C \sqrt{\sum_i \gamma_i^2 \int_0^T \mathbb{E}(v_\varepsilon, \Psi_i)^2 ds} \leq C \sqrt{\int_0^T \mathbb{E}\|v_\varepsilon(s)\|^2 ds} \leq C + C \int_0^T \mathbb{E}\|v_\varepsilon(s)\|^2 ds,$$
where we used the elementary inequality $\sqrt{a} \leq a + 1$. This way, for some $\sigma_1 > 0$, we have

$$
\mathbb{E} \sup_{t \in [0, T]} (\|v_\varepsilon(t)\|^2 + \|z_\varepsilon(t)\|^2) \leq \sigma_1 \int_0^T \sup_{s \in [0, t]} (\|v_\varepsilon(s)\|^2 + \|z_\varepsilon(s)\|^2) dt + \varepsilon^2 \gamma T + 2\varepsilon C.
$$

It follows from Gronwall inequality that

$$
\mathbb{E} \sup_{t \in [0, T]} (\|u_\varepsilon(t) - u(t)\|^2 + \|w_\varepsilon(t) - w(t)\|^2) \leq C(T)\varepsilon.
$$

### 6.2 Large deviations

The influence of small random perturbations on large time intervals is a question of special interest. Generally speaking, in this case small perturbations have a significant influence on the macroscopic behavior of the underlying physical system. In order to study this influence, we have to estimate the probabilities of unlikely events. In other words, we need to study the asymptotic behavior of large deviations for random processes.

Let $C_p$ be the constant in Poincaré’s inequality, i.e.,

$$
\|u\|^2_{H} \leq C_p \|\nabla u\|^2_{H}, \quad u \in V \cap H_0.
$$

with $H_0$ defined in (4). The main result of this subsection is the following Theorem:

**Theorem 6.** Let the conditions [C1], [C2, [C3] and the monotonicity condition (28) holds. Assume, in addition, that the constants $c_1$ and $c_2$, appearing in (28), satisfy $c_2 \geq 0$ and

$$
c_1 \geq -\frac{\alpha}{C_p}
$$

with $\alpha$ and $C_p$ given by (13) and (30) respectively. Then

$$
P\{ \sup_{0 \leq t \leq T} (\|u_\varepsilon(t) - u(t)\|^2 + \|w_\varepsilon(t) - w(t)\|^2) \geq r^2 \} \leq 3 \exp \left[ -\frac{r^2}{4\gamma \varepsilon^2 T} \right],
$$

with $\gamma$ given in (7).

**Proof.** We first note that, using (13), (28), (30) and (31):

$$
\langle -A v_\varepsilon, v_\varepsilon \rangle - \langle f(u_\varepsilon,w_\varepsilon) - f(u,w), u_\varepsilon - u \rangle - \langle g(u_\varepsilon,w_\varepsilon) - g(u,w), w_\varepsilon - w \rangle 
\leq -\alpha \|v_\varepsilon\|^2_H + \alpha \|v_\varepsilon\|^2_H - c_1 \|v_\varepsilon\|^2_H - c_2 \|z_\varepsilon\|^2_H = -\alpha \|\nabla v_\varepsilon\|^2_H - c_1 \|v_\varepsilon\|^2_H - c_2 \|z_\varepsilon\|^2_H 
\leq -\frac{\alpha}{C_p} \|v_\varepsilon\|^2_H - c_1 \|v_\varepsilon\|^2_H - c_2 \|z_\varepsilon\|^2_H \leq 0.
$$

Following [5], introduce the functional

$$
\Phi_\lambda(v, z) = (1 + \lambda(\|v\|^2 + \|z\|^2))^{1/2}, \quad v, z \in H.
$$
Using Ito’s formula, we have

$$
\Phi_\lambda(v_\varepsilon, z_\varepsilon) = 1 + \lambda \int_0^t \Phi_{\lambda}^{-1}(v_\varepsilon, z_\varepsilon)[(-A v_\varepsilon, v_\varepsilon)] ds
$$

$$
- (f(u_\varepsilon, w_\varepsilon) - f(u, w), u_\varepsilon - u) - (g(u_\varepsilon, w_\varepsilon) - g(u, w), w_\varepsilon - w) ds +
$$

$$
+ \lambda \varepsilon \int_0^t \Phi_{\lambda}^{-1}(v_\varepsilon, y_\varepsilon)(v_\varepsilon, dW_s) + \frac{\varepsilon^2}{2} \int_0^t \{ \lambda \Phi_{\lambda}^{-1}(v_\varepsilon, z_\varepsilon) \gamma - \lambda^2 \Phi_{\lambda}^{-3}(v_\varepsilon, z_\varepsilon)(Qv_\varepsilon, v_\varepsilon) \} ds.
$$

Here $Q$ is a trace class covariance operator, such that $Qe_k = \lambda_k e_k$, $Q$ is given in the definition of $W_t$. It follows from (33) and (32) that

$$
\Phi_{\lambda}(v_\varepsilon, z_\varepsilon) \leq 1 + \eta_{\lambda} +
$$

$$
\frac{\varepsilon^2}{2} \int_0^t [\lambda \Phi_{\lambda}^{-1}(v_\varepsilon, z_\varepsilon) \gamma + \lambda^2 (Qv_\varepsilon, v_\varepsilon)(\Phi_{\lambda}^{-2}(v_\varepsilon, z_\varepsilon) - \Phi_{\lambda}^{-3}(v_\varepsilon, z_\varepsilon))] ds,
$$

where $\gamma = Tr(Q)$ and

$$
\eta_{\lambda} = \lambda \varepsilon \int_0^t \Phi_{\lambda}^{-1}(v_\varepsilon, z_\varepsilon)(v_\varepsilon, dW_s) - \frac{1}{2} \lambda^2 \varepsilon^2 \int_0^t \Phi_{\lambda}^{-2}(v_\varepsilon, z_\varepsilon)(Qv_\varepsilon, v_\varepsilon) ds.
$$

Note that $\forall \lambda > 0 \forall \alpha > 0$, with $0 < \Phi_{\lambda}^{-\alpha} \leq 1$, we have

$$
\Phi_{\lambda}^{-2}(v, z)[1 - \Phi_{\lambda}^{-1}(v, z)] \leq 1
$$

and

$$
(Qv, v) \leq \gamma v^2.
$$

Therefore,

$$
\Phi_{\lambda}^{-2}(v, z)(Qv, v) \leq \frac{2}{\lambda} \frac{v^2}{v^2 + z^2},
$$

which for $t \leq T$ implies

$$
\Phi_{\lambda}(v_\varepsilon, z_\varepsilon) \leq 1 + \varepsilon^2 \lambda T \gamma + \eta_{\lambda}.
$$

Therefore,

$$
P\{ \sup_{0 \leq t \leq T} \{ ||u_\varepsilon - u||^2 + ||w_\varepsilon - w||^2 \} \geq r^2 \} = P\{ \sup_{t \in [0,T]} \Phi_{\lambda}(v_\varepsilon, z_\varepsilon) \geq (1 + \lambda r^2)^{\frac{1}{2}} \} \leq
$$

$$
P\{ 1 + \varepsilon^2 \lambda T \gamma + \sup_{t \in [0,T]} \eta_{\lambda} \geq (1 + \lambda r^2)^{\frac{1}{2}} \} = P\{ e^{\sup_{t \in [0,T]} \eta_{\lambda}} \geq e^{(1 + \lambda r^2)^{\frac{1}{2}} - \varepsilon^2 \lambda T \gamma - 1} \}.
$$

It follows from Ito’s formula $e^{\eta_{\lambda}}$ is a martingale, which, in addition, satisfies

$$
Ee^{\eta_{\lambda}} = Ee^{\eta_{\lambda}} = 1.
$$

Now, using Chebyshev inequality, Doob’s martingale inequality, and the fact that $\sup_t e^{\alpha(t)} = e^{\sup_t a(t)}$, we get

$$
P\{ \sup_{0 \leq t \leq T} \{ ||u_\varepsilon(t) - u(t)||^2 + ||w_\varepsilon(t) - w(t)||^2 \} \geq r^2 \} \leq e^{1 + \varepsilon^2 \lambda T \gamma - \lambda r^2}.
$$
It remains to optimize the latter expression in $\lambda$. Setting
\[
\lambda := \left( \frac{r}{2\gamma e^{2T}} \right)^2 - \frac{1}{r^2},
\]
the exponent can be estimated as
\[
1 + (1 + \varepsilon^2\lambda T - \lambda r^2)^\frac{1}{r^2} \leq 1 - \frac{r^2}{4\varepsilon^2\gamma T},
\]
yielding the desired result
\[
P\{ \sup_{0 \leq t \leq T} \{ \| u_e(t) - u(t) \|^2 + \| w_e(t) - w(t) \|^2 \} \geq r^2 \} \leq 3e^{-\frac{r^2}{8\varepsilon^2\gamma T}}. \]

We conclude this subsection with some examples of typical nonlinearities, satisfying the conditions of Theorem 6.

**Example 1.** *Allen-Cahn nonlinearity*

\[
f(u) := \eta(u^3 - u).
\]

The conditions (31) and (28) read as
\[
uf(u) \geq au^4 + bu^2 + K, \quad \text{and} \quad (f(u_1) - f(u_2))(u_1 - u_2) \geq c_1(u_1 - u_2)^2.
\]

Clearly, condition (35) is satisfied. In order to verify (36), note that
\[
(f(u_1) - f(u_2))(u_1 - u_2) \geq \eta(u_1 - u_2)^2(u_1^2 + u_1u_2 + u_2^2 - 1) \geq -\eta(u_1 - u_2)^2.
\]

Thus the coefficient condition (31) in (28) holds, provided $\eta \leq \frac{a}{c_p}.$

**Example 2.** *FitzHugh-Nagumo nonlinearity*

\[
\begin{cases}
    f(u, w) = \eta[u(u - a)(u - 1) + w], \\
g(u, w) = kw - dw,
\end{cases}
\]

with $0 < a < 1$ and $k, d > 0$. Note that
\[
u\eta[u^3 - (a + 1)u^2 + au] + \eta u w + kw^2 - dw \geq \frac{\eta}{2}u^4 + a\eta u^2 - |\eta - d|\left(\frac{1}{2}w^2 + \frac{1}{2}u^2\right) + kw^2.
\]

Hence (9) holds for $\frac{|\eta - d|}{2} \leq k.$ In order to verify the condition (31) in (28), note that
\[
-\eta(-u_1^3 + u_2^3 + (1 + a)(u_1^2 - u_2^2) - a(u_1 - u_2))(u_1 - u_2) + \\
(\eta - d)(w_1 - w_2)(u_1 - u_2) + k(w_1 - w_2)^2 \geq -\eta((1 + a)^2/3 - a)(u_1 - u_2)^2 \\
-|\eta - d|\left(\frac{u_1 - u_2}{2}\right)^2 + (w_1 - w_2)^2 + k(w_1 - w_2)^2 \\
= -(1 + a)^2/3 - a)\eta + \frac{|\eta - d|}{2}(u_1 - u_2)^2 + \left(k - \frac{|\eta - d|}{2}\right)(w_1 - w_2)^2,
\]

where we used the elementary inequality
\[-(u_1^2 + u_1u_2 + u_2^2) + (1 + a)(u_1 + u_2) - a \leq \frac{1}{3}(1 + a)^2 - a \in \left[\frac{1}{4}, \frac{1}{3}\right], 0 < a < 1.
\]

Consequently, (31) holds for $\eta$ and $d$ satisfying $(1 + a)^2/3 - a)\eta + \frac{|\eta - d|}{2} \leq \frac{a}{c_p}$ and $\frac{|\eta - d|}{2} \leq k.$
6.3 Convergence of stationary solutions

\begin{equation}
\begin{aligned}
&du_\varepsilon = [-A u_\varepsilon - f(u_\varepsilon, w_\varepsilon) + I(x)]dt + \varepsilon dW, \ t \geq 0, \\
&dw_\varepsilon = -g(u_\varepsilon, w_\varepsilon)dt.
\end{aligned}
\end{equation}

(37)

Assume the conditions of Theorem 5.2 [15] hold. Then for any \( \varepsilon \geq 0 \) the equation \( (37) \) has a unique stationary solution \( z_\varepsilon^* := (u_\varepsilon^*, w_\varepsilon^*) \).

**Remark 1.** Note that \( z_\varepsilon \) may have different initial conditions for every \( \varepsilon \).

**Theorem 7.** Under the conditions of Theorem 5.2 [15], we have

\[
\sup_{t \in [0, T]} \mathbb{E}\|z_\varepsilon^*(t) - z_0^*(t)\| \to 0, \varepsilon \to 0.
\]

Following the lines of Theorem 6.3.2 of [7], we extend the Wiener process \( W \) for negative \( t \) by

\[
\overline{W}(t) = \begin{cases} 
W(t), & \text{for } t \geq 0, \\
V(-t), & \text{if } t \leq 0,
\end{cases}
\]

and set \( \overline{F}(t) = \sigma(\overline{W}(s), s \leq t) \) for \( t \in \mathbb{R} \), where \( V(t), t \geq 0 \) is another Wiener process, independent of \( W(t) \). For simplicity of our notation, we still denote the process \( \overline{W}(t) \) by \( W(t) \). For \( n \geq 1 \) denote \( z_\varepsilon(t, -n, z_0) \) to be the solution of \( (37) \) with the initial condition \( z_\varepsilon(-n) = z_0 = (u_0, w_0) \in H \times H \). Using the energy estimate from Theorem 5.2 [15], we have

\[
\frac{1}{2} \frac{d}{dt} \mathbb{E}\|z_\varepsilon(t)\|^2 \leq \frac{1}{2} \varepsilon^2 \gamma - \mu \mathbb{E}\|z_\varepsilon(t)\|^2 + K_2,
\]

(38)

which, by Gronwall’s inequality, implies the uniform in \( \varepsilon \in [0, 1] \) bound

\[
\mathbb{E}\|z_\varepsilon\|^2 \leq K_3(1 + \|z(0)\|_H^2).
\]

Furthermore, for \( \varepsilon_1 \geq 0 \) and \( \varepsilon_2 \geq 0 \),

\[
\begin{aligned}
&d(u_{\varepsilon_1} - u_{\varepsilon_2}) = [-A(u_{\varepsilon_1} - u_{\varepsilon_2}) - [f(u_{\varepsilon_1}, w_{\varepsilon_1}) - f(u_{\varepsilon_2}, w_{\varepsilon_2})]dt + (\varepsilon_1 - \varepsilon_2)dW, \ t \geq 0, \\
&d(w_{\varepsilon_1} - w_{\varepsilon_2}) = -(g(u_{\varepsilon_1}, w_{\varepsilon_1}) - g(u_{\varepsilon_2}, w_{\varepsilon_2}))dt.
\end{aligned}
\]

Using the same reasoning as in \( (38) \), we have

\[
\frac{d}{dt} \left( \mathbb{E}\|z_{\varepsilon_1} - z_{\varepsilon_2}\|^2 \right) \leq -\mu \mathbb{E}\|z_{\varepsilon_1} - z_{\varepsilon_2}\|^2 + (\varepsilon_1 - \varepsilon_2)^2 \gamma,
\]

yielding

\[
\mathbb{E}(\|u_{\varepsilon_1}(0, -n, u_0) - u_{\varepsilon_2}(0, -n, u_0)\|^2 + \|w_{\varepsilon_1}(0, -n, u_0) - w_{\varepsilon_2}(0, -n, u_0)\|^2) \\
\leq (\varepsilon_1 - \varepsilon_2)^2 \gamma. \tag{39}
\]

Furthermore, as it was shown in the proof of Theorem 5.2 [15], we have

\[
\mathbb{E}\|u_{\varepsilon_1}(0, -n, u_0) - u_{\varepsilon_2}(0, -n, u_0)\|^2 \to \mathbb{E}\|u_{\varepsilon_1}^*(0) - u_{\varepsilon_2}^*(0)\|^2, \ n \to \infty
\]
and
\[ \mathbb{E}\|w_{\varepsilon_1}(0, -n, u_0) - w_{\varepsilon_2}(0, -n, u_0)\|^2 \to \mathbb{E}\|w^*_{\varepsilon_1}(0) - w^*_{\varepsilon_2}(0)\|^2, \ n \to \infty. \]

Passing to the limit as \( n \to \infty \) in (39), we obtain
\[ \mathbb{E}(\|u^*_{\varepsilon_1}(0) - u^*_{\varepsilon_2}(0)\|^2 + \|w^*_{\varepsilon_1}(0) - w^*_{\varepsilon_2}(0)\|^2) \leq (\varepsilon_1 - \varepsilon_2)^2 \gamma. \]

The bound above implies that the sequence \( \{(u^*_{\varepsilon}(0), w^*_{\varepsilon}(0))\} \) is Cauchy, and therefore
\[ \{(u^*_{\varepsilon}(0), w^*_{\varepsilon}(0))\} \to \{(u^*_0(0), w^*_0(0))\}, \ \varepsilon \to 0. \]

We are now in position to establish
\[ \mathbb{E} \sup_{t \in [0,T]} \|z^*_{\varepsilon}(t) - z^*_0(t)\| \to 0, \ \varepsilon \to 0. \]

To this end, setting \( v_{\varepsilon} = u^*_{\varepsilon} - u^*_0 \) and \( y_{\varepsilon} = w^*_{\varepsilon} - w^*_0 \). Then
\[ \|v_{\varepsilon}(t)\|^2 + \|y_{\varepsilon}(t)\|^2 = \|u^*_{\varepsilon}(0) - u^*_0(0)\|^2 + \|w^*_{\varepsilon}(0) - w^*_0(0)\|^2 + 2 \int_0^t \langle -\Lambda v_{\varepsilon}, v_{\varepsilon} \rangle - (f(u^*_{\varepsilon}, w^*_{\varepsilon}) - f(u^*_0, w^*_0), u^*_{\varepsilon} - u^*_0) - (g(u^*_{\varepsilon}, w^*_{\varepsilon}) - g(u^*_0, w^*_0), w^*_{\varepsilon} - w^*_0) \rangle ds + \varepsilon^2 \gamma t + 2 \varepsilon \int_0^t (v^*_{\varepsilon}, dW_s). \]

We may now proceed with estimating the stochastic analogously to (29), and then use the Gronwall’s inequality the same way as in (38) to conclude that
\[ \mathbb{E} \sup_{t \in [0,T]} (\|u^*_{\varepsilon}(t) - u^*_0(t)\|^2 + \|w^*_{\varepsilon}(t) - w^*_0(t)\|^2) \leq \mathbb{E}(\|u^*_{\varepsilon}(0) - u^*_0(0)\|^2 + \|w^*_{\varepsilon}(0) - w^*_0(0)\|^2) + C_1(T) \varepsilon \to 0, \ \varepsilon \to 0, \]

which completes the proof.
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