GLOBAL AUTOMORPHIC SOBOLEV THEORY
AND THE AUTOMORPHIC HEAT KERNEL

AMY T. DECELLES

Abstract. Heat kernels arise in a variety of contexts including probability, geometry, and functional analysis; the automorphic heat kernel is particularly important in number theory and string theory. The typical construction of an automorphic heat kernel as a Poincaré series presents analytic difficulties, which can be dealt with in special cases (e.g. hyperbolic spaces) but are often sidestepped in higher rank by restricting to the compact quotient case. In this paper, we present a new approach, using global automorphic Sobolev theory, a robust framework for solving automorphic PDEs that does not require any simplifying assumptions about the rank of the symmetric space or the compactness of the arithmetic quotient. We construct an automorphic heat kernel via its automorphic spectral expansion in terms of cusp forms, Eisenstein series, and residues of Eisenstein series. We then prove uniqueness of the automorphic heat kernel as an application of operator semigroup theory. Finally, we prove the smoothness of the automorphic heat kernel by proving that its automorphic spectral expansion converges in the $C^\infty$-topology.

1. Introduction

Heat kernels arise in many contexts in mathematics and physics, so many that Jorgenson and Lang have called the heat kernel “ubiquitous” [23]. Automorphic heat kernels are important in physics and number theory: applications include multiloop amplitudes of certain bosonic strings [8], asymptotic formulas for spectra of arithmetic quotients [7,10,14], a relationship between eta invariants of certain manifolds and closed geodesics using the Selberg trace formula [30], systematic construction of zeta-type functions via heat Eisenstein series [23,26], sup-norm bounds for automorphic forms [2,13,21,22], limit formulas for period integrals and a Weyl-type asymptotic law for a counting function for period integrals, via identities that can be considered as a special cases of Jacquet’s relative trace formula [36,37], and an average version of the holomorphic QUE conjecture for automorphic cusp forms associated to quaternion algebras [3]. Heat asymptotics on spaces of automorphic forms are of continuing interest; see [32] and its references.

Typically, an automorphic heat kernel is constructed as a Poincaré series, obtained by “winding up” or “periodicizing” a heat kernel on a symmetric space $G/K$. 
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by averaging over an arithmetic subgroup \( \Gamma \subset G \). Proving convergence of the resulting series is a non-trivial issue. In special cases, e.g. when \( G \) is of rank one or complex, convergence may be proven using explicit computations [12,24,25,31]. Many of the applications listed above take advantage of such cases. Other applications are obtained when \( \Gamma \backslash G \) is compact; sometimes this assumption is explicit as in [30, 36, 37]; other times results are stated in generality but convergence proofs seem to assume \( \Gamma \backslash G \) is compact, as in [7,10], relying on [9], which treats only the compact quotient case. Another issue with the Poincaré series construction of an automorphic heat kernel is the difficulty of obtaining an automorphic spectral expansion. In particular, this seems to be a significant obstacle in Jorgenson and Lang’s program for systematic construction of zeta-type functions from heat Eisenstein series; see Sections 4.6 and 4.7 of [25].

In this paper, we take an entirely different approach: we construct an automorphic heat kernel on \( \Gamma \backslash G/K \) via its automorphic spectral expansion in terms of cusp forms, Eisenstein series, and residues of Eisenstein series. Here \( G \) is of arbitrary rank, and \( \Gamma \backslash G \) may be noncompact. Having proven existence of an automorphic heat kernel via its spectral expansion, we then prove uniqueness and smoothness. Admittedly, the existence, uniqueness, and smoothness of the automorphic heat kernel are not surprising, and the automorphic spectral expansion is exactly what heuristic arguments predict. What is novel is the framework in which these results are proven. Moreover it is noteworthy that, once in this framework, the results are proven decisively in such generality.

This framework, developed in [5], is global automorphic Sobolev theory, which allows us to solve automorphic PDEs by translating to the spectral side and back again in a completely rigorous way. In this paper, the main theorems about the automorphic heat kernel are all obtained as easy corollaries of the corresponding results on the simpler, spectral side, where the Laplacian is replaced by a multiplication operator (or a family of multiplication operators).

For other applications of global automorphic Sobolev theory to number theory and physics, see [5,6,27]; applications include lattice point counting in symmetric spaces and the behavior the 4-loop supergraviton. The presence of the time parameter in the heat equation adds a layer of complexity not found in these other applications; to construct the automorphic heat kernel, we solve a vector-valued differential equation on the spectral side. We need the theory of differentiation of vector-valued functions due to Groethendick and Schwartz as well as the theory of strongly continuous semigroups of linear operators.

**Preliminaries.** Let \( G \) be a reductive or semi-simple Lie group, with arithmetic subgroup \( \Gamma \) and maximal compact subgroup \( K \). Let \( X = \Gamma \backslash G/K \). Let \( \Delta \) be the Laplacian on \( \Gamma \backslash G \), the image of the Casimir operator for the Lie algebra \( g \); being \( K \)-invariant, the Laplacian descends to \( X \). Let \( \delta \) be the automorphic Dirac delta distribution centered at the basepoint \( x_0 = \Gamma \cdot 1 \cdot K \) in \( X \). An automorphic heat kernel can be heuristically described as a function \( u(x,t) \) on \( X \times (0,\infty) \) satisfying the following two conditions:

\[
(\partial_t - \Delta) u = 0 \quad \text{and} \quad \lim_{t \to 0^+} u(x,t) = \delta(x) .
\]

We will give a precise definition of an automorphic heat kernel as a vector-valued function in §§3.1 after introducing the global automorphic Sobolev spaces where the automorphic heat kernel will take values.
Outline of the paper. We begin, in §2, by reviewing the results that we need from global automorphic Sobolev theory. In §3 we give a precise definition of an automorphic heat kernel as a function taking values in global automorphic Sobolev spaces and construct it via its automorphic spectral expansion. Note that this proves existence of the automorphic heat kernel without needing to discuss the convergence of the series obtained by winding up a heat kernel on a symmetric space. The vector-valued (weak) integrals of Gelfand and Pettis are important here. Then, in §4 we prove the uniqueness of the automorphic heat kernel by proving the uniqueness of its automorphic spectral coefficient function. Here we rely on the theory of strongly continuous semigroups of linear operators. Finally, in §5 we prove the smoothness of the automorphic heat kernel as a function on $X$, for fixed $t > 0$, using a global automorphic Sobolev embedding theorem. Appendices about differentiation and integration of vector-valued functions, unbounded operators on Hilbert spaces, and strongly continuous semigroups are included for reference.

2. Results from Global Automorphic Sobolev Theory

To state precisely and prove the automorphic spectral expansion for the automorphic heat kernel, we will use global automorphic Sobolev theory, developed in [5]. We briefly recall the results needed in this paper. See §2 (especially §§2.3 and 2.4) of [5] and Chapter 12 of [15].

First recall the spectral theory for $X = SL_2(\mathbb{Z}) \backslash \mathfrak{H}$. For $f \in L^2(X)$, we have a spectral expansion in terms of eigenfunctions for the Laplacian $\Delta = y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$, 

$$f \overset{L^2}{=} \sum_F \langle f, F \rangle \cdot F + \langle f, \Phi_0 \rangle \cdot \Phi_0 + \frac{1}{4\pi i} \int_{\mathbb{T} \times \mathbb{R}} \langle f, E_s \rangle \cdot E_s \, ds,$$

where $F$ ranges over an orthonormal basis of cusp forms, $\Phi_0$ is the constant automorphic form with unit $L^2$-norm, and $E_s$ is the real analytic Eisenstein series. Note that the integrals (both the integral over $s$ and the integrals implied by the pairings) are not necessarily uniformly pointwise convergent, but they can be understood as extensions by continuity of continuous linear functionals on $C_\infty^c(X)$.

We can abbreviate (and generalize) this by denoting elements of the spectral "basis" (cusp forms, Eisenstein series, residues of Eisenstein series) uniformly as $\Phi_\xi$ for $\xi$ in a spectral parameter space $\Xi$ with Plancherel measure $d\xi$. Then, for $f \in L^2(X)$, the spectral expansion is written

$$f = \int_{\Xi} \langle f, \Phi_\xi \rangle \cdot \Phi_\xi \, d\xi.$$

We can view $\Xi$ as a finite disjoint union of copies of spaces of the form $\mathbb{Z}^n \times \mathbb{R}^m$ for some $n, m \geq 0$, with the counting measure on each discrete space and the usual Euclidean measure on each Euclidean space.

Let $\lambda_\xi$ be the $\Delta$-eigenvalue of $\Phi_\xi$. Since $\Delta$ is a nonpositive symmetric operator, $\lambda_\xi$ is nonpositive real. Moreover, the map $\Lambda : \Xi \to \mathbb{R}$ by $\xi \mapsto \lambda_\xi$ is differentiable and of moderate growth, by a pre-trace formula. (With suitable coordinates we expect it to be polynomial, up to powers of log, by Weyl’s Law; see [28, 29].)

For positive integer $s$, define an inner product $\langle \cdot, \cdot \rangle_s$ on $C_\infty^c(X)$ by 

$$\langle \varphi, \psi \rangle_s = \langle (1 - \Delta)^s \varphi, \psi \rangle_{L^2}.$$

Let $H^s$ be the Hilbert space completion of $C_\infty^c(X)$ with respect to the topology induced by $\langle \cdot, \cdot \rangle_s$, and let $H^{-s}$ be its Hilbert space dual. Note that $H^0 = L^2(X)$, and
the Sobolev spaces form a nested family, \( H^s \hookrightarrow H^{s-1} \) for all \( s \), with the inclusions being continuous linear maps.

The Laplacian acts nicely: \( \Delta : H^s \to H^{s-2} \) is a continuous linear map. The spectral transform \( \mathcal{F} : f \mapsto \langle f, \Phi_\xi \rangle \) gives a Hilbert space isomorphism to a weighted \( L^2 \)-space \( V^s \) on the spectral side:

\[
V^s = \{ f \text{ measurable} : (1 - \lambda_\xi)^{s/2} f(\xi) \in L^2(\Xi) \}.
\]

These spaces form a nested family with continuous inclusions \( V^s \hookrightarrow V^{s-1} \).

Denoting by \( \mu \) the multiplication-by-\( (1 - \lambda_\xi) \) map, we have the following commutative diagram of Hilbert space isomorphisms:

\[
\begin{array}{cccc}
\cdots & H^{s+2} & H^{s+1} & H^s \\
& \approx & \approx & \\
& \mathcal{F} & \mathcal{F} & \mathcal{F} \\
& \mu & \mu & \mu \\
\cdots & V^{s+2} & V^{s+1} & V^s \\
\end{array}
\]

This allows us to conclude that every \( u \in H^s \) has a spectral expansion, converging in the \( H^s \)-topology:

\[
u = \int_\Xi \mathcal{F} u(\xi) \cdot \Phi_\xi \, d\xi,
\]
where the spectral coefficients \( \mathcal{F} u \) lie in the weighted \( L^2 \)-space \( V^s \).

Moreover, a global automorphic Sobolev embedding theorem, which states that for \( s > k + (\dim X)/2 \), there is a continuous inclusion \( H^s \hookrightarrow C^k \), allows comparison to \( C^k \) convergence, and, in particular, uniform pointwise convergence, if desired. Further, the global automorphic Sobolev embedding theorem implies that

\[
H^\infty = \bigcap_{s \in \mathbb{Z}} H^s \subset \bigcap_{k \in \mathbb{Z}} C^k = C^\infty,
\]
so an element lying in all global automorphic Sobolev spaces is in fact a smooth function on \( X \).

Finally, we note that the automorphic Dirac delta distribution lies in every global automorphic Sobolev space of index strictly less than \( -(\dim X)/2 \) and thus has the following automorphic spectral expansion

\[
\delta = \int_\Xi \overline{\Phi_\xi(x_0)} \Phi_\xi \, d\xi,
\]
converging in the corresponding global automorphic Sobolev topologies.

3. Existence and Spectral Expansion of an Automorphic Heat Kernel

3.1. An automorphic heat kernel as a \( H^s \)-valued function of \( t \). Having defined global automorphic Sobolev spaces, we can now make our notion of automorphic heat kernel more precise, using vector-valued functions. Let \( \ell \) be the smallest integer strictly greater than \( \dim X/2 \), so that \( \delta \) lies in \( H^{-\ell} \) but in no global automorphic Sobolev space of greater integer index. We define an automorphic heat kernel to be a map \( U : (0, \infty) \to H^{-\ell} \) with the following properties.

(i) \( U \) satisfies the “initial condition,” \( \lim_{t \to 0^+} U(t) = \delta \) in the topology of \( H^{-\ell} \).
(ii) For some $s \leq -\ell - 2$, $U$ is strongly differentiable as a $H^s$-valued function and satisfies the “heat equation,” i.e. for $t > 0$,
\[
\frac{d}{dt} U(t) - \Delta U(t) = 0 \quad \text{in } H^s.
\]

**Remark.** When we say that we differentiate $U$ as a $H^s$-valued function, we are really differentiating the function $\iota \circ U : (0, \infty) \to H^s$, where $\iota$ is the inclusion $H^{-\ell} \hookrightarrow H^s$. Moreover, when we say we view $\Delta U(t)$ as a $H^s$-valued function in the differential equation, we are really considering the function $j \circ \Delta U(t)$, where $j$ is the inclusion $H^{-\ell-2} \hookrightarrow H^s$. Both of these inclusions, $\iota$ and $j$, are continuous and linear, so for brevity, we suppress them from the notation.

### 3.2. Translation to the spectral side.

Our strategy is to apply a spectral transform, solve a simpler differential equation on the spectral side, and then apply spectral inversion to obtain our solution on the physical side. The equivalences in the following lemma assert the validity of such translation between the physical and spectral sides. In particular, part (iii) tells us that the $H^s$-valued function $U$ is a solution to the automorphic heat equation if and only if $F \circ U$ is a solution to the differential equation of $V^s$-valued functions: $Y'(t) = (1 - \mu) Y(t)$.

**Lemma 3.1** (Translation Lemma). Consider a vector-valued function $U : (0, \infty) \to H^s$ and an element $\theta \in H^s$. Let $\iota_H$ and $\iota_V$ denote the continuous inclusions $H^s \hookrightarrow H^{s-2}$ and $V^s \hookrightarrow V^{s-2}$ respectively.

(i) $\lim_{t \to 0^+} U(t) = \theta$ in the $H^s$-topology if and only if $\lim_{t \to 0^+} (F \circ U)(t) = F\theta$ in the $V^s$-topology.

(ii) $U$ is weakly (or strongly) differentiable (or $C^1$) if and only if $F \circ U$ is weakly (resp. strongly) differentiable (resp. $C^1$).

(iii) As $H^{s-2}$-valued maps, $\iota_H \circ U' = \Delta \circ U$ if and only if $\iota_V \circ (F \circ U)' = (1 - \mu) \circ (F \circ U)$, as $V^{s-2}$-valued maps.

Here, we use the prime notation to refer both to weak and strong derivatives.

**Proof.** Parts (i) and (ii) follow immediately from the continuity and linearity of $F$ and $F^{-1}$ and Lemma [A.1] in Appendix [A]. To prove part (iii), we apply $F$ to both sides of $\iota_H \circ U' = \Delta \circ U$. Note that $F \circ \iota_H = \iota_V \circ F$. Then since $F$ is continuous and linear, we may use Lemma [A.1] again, and we have
\[
F \circ \iota_H \circ U' = \iota_V \circ F \circ U' = \iota_V \circ (F \circ U)' = (1 - \mu) \circ (F \circ U).
\]

On the other hand, from [5], we know $F \circ \Delta = (1 - \mu) \circ F$. Thus, applying $F$ to both sides of $\iota_H \circ U' = \Delta \circ U$ yields $\iota_V \circ (F \circ U)' = (1 - \mu) \circ (F \circ U)$. Since $F$ is an isomorphism this means that the two equations are equivalent.

### 3.3. Construction of automorphic heat kernel via spectral synthesis.

Next we define a (function-on-$\Xi$)-valued map, which, for fixed “time” $t$, gives the expected automorphic spectral coefficient, as a function of $\xi$, for the automorphic heat kernel: for $t \geq 0$, we define $\tilde{U}(t)$ to be the map $\Xi \to \mathbb{C}$ given by
\[
\tilde{U}(t) : \xi \mapsto \overline{\Phi_\xi}(x_0) e^{\lambda_\xi t}.
\]

Since $\lambda_\xi$ is real and nonpositive, we often write $e^{\lambda_\xi t}$ as $e^{-|\lambda_\xi| t}$, to aid our intuition.

**Proposition 3.2.** The (function-on-$\Xi$)-valued map $\tilde{U}$ defined above has the following two properties.

(i) For $t \geq 0$, $\tilde{U}(t) \in V^{-\ell}$.  

Lebesgue Dominated Convergence implies $F \to V$ where, as above, $(1 - \mu)\xi \in V$. Let $(\cdot, \cdot)$ denote the pairing on $V^s \times V^{-s}$. Take any $f \in V^\ell$. Lebesgue Dominated Convergence implies

$$
\lim_{t \to 0^+} \int_{\mathbb{R}} f(\xi)\mathcal{F}_\xi(x_0)e^{-|\lambda| t} \, d\xi = \int_{\mathbb{R}} f(\xi)\mathcal{F}_\xi(x_0) \, d\xi,
$$
i.e. $(f, U(t)) \to (f, F\delta)$ as $t \to 0^+$. Moreover, by Lebesgue Dominated Convergence,

$$
\lim_{t \to 0^+} \int_{\mathbb{R}} (1 + |\lambda|)^{-\ell}e^{-2|\lambda| t} |\mathcal{F}_\xi(x_0)|^2 \, d\xi = \int_{\mathbb{R}} (1 + |\lambda|)^{-\ell} |\mathcal{F}_\xi(x_0)|^2 \, d\xi,
$$
i.e. $\|U(t)\|_{L^{-\ell},V^{-\ell}}$ approaches $\|F\delta\|_{L^{-\ell},V^{-\ell}}$ as $t \to 0^+$, completing the proof of (ii).

**Proposition 3.3.** When viewed as a $V^{-\ell-3}$-valued map, $U$ is weakly continuously differentiable on $(0, \infty)$, and its weak derivative $(\frac{d}{dt})^w U$ satisfies:

$$(\frac{d}{dt})^w U(t) - (1 - \mu)U(t) = 0 \quad \text{in } V^{-\ell-3},$$

where, as above, $(1 - \mu)$ is the multiplication-by-$\lambda$ map. Moreover, when viewed as a $V^{-\ell-5}$-valued map, $U$ is strongly continuously differentiable on $(0, \infty)$, and its strong derivative $\frac{d}{dt} U$ satisfies

$$\frac{d}{dt} U(t) - (1 - \mu)U(t) = 0 \quad \text{in } V^{-\ell-5}.$$

**Remark.** When we say that we view $U$ as a $V^{-\ell-3}$-valued (or $V^{-\ell-5}$-valued) map, we are really considering the map $t \to U : (0, \infty) \to V^{-\ell-3}$, where $t$ is the inclusion $V^{-\ell} \hookrightarrow V^{-\ell-3}$ (resp. $V^{-\ell} \hookrightarrow V^{-\ell-5}$). Since each of these inclusions is continuous and linear, Lemma [A.1] in Appendix [A] ensures that we do not lose anything by suppressing them from the notation.

**Proof.** We show that $U$ is weakly $C^k$, when viewed as a $V^{-\ell-2N}$-valued function, for $N > k$. In particular, this will show that it is weakly $C^1$, when viewed as a $V^{-\ell-3}$-valued function. To draw conclusions about strong differentiability, we apply the weak-to-strong differentiability principle: weak $C^k$ implies strong $C^{k-1}$; see Appendix [A]. This implies that $U$ is strongly $C^{k-1}$ when viewed as a $V^{-\ell-2N}$-valued function for $N > k > 1$, so in particular, it is strongly $C^1$ when viewed as a $V^{-\ell-5}$-valued function.

Fix $k \geq 1$, and let $s = \ell + 2N$ for some $N > k$. Recall that the continuous linear dual of $V^{-s}$ is $(V^{-s})^* = V^s$. Let $(\cdot, \cdot)$ denote the pairing on $V^s \times V^{-s}$. Take any $f \in V^s$. We will show that

$$t \mapsto \langle f, U(t) \rangle = \int_{\mathbb{R}} f(\xi)\mathcal{F}_\xi(x_0)e^{-|\lambda| t} \, d\xi.$$

is a $C^k$ scalar-valued function. The key is to identify this function with a Gelfand-Pettis integral of a $C^k(0, \infty)$-valued function of $\xi$. (See Appendix [B])
Consider the continuous vector-valued function $\mathcal{W} : \Xi \to C^k(0, \infty)$ given by $\mathcal{W}(\xi) : t \mapsto (1 - \lambda_\xi)^{-N} e^{-|\lambda_\xi| t}$. Since $\mathcal{W}$ is not compactly supported on $\Xi$, we need to compactify $\Xi$ and give it a finite measure, in order to ensure that the Gelfand-Pettis integral of $\mathcal{W}$ exists.

We view $\Xi$ is a finite disjoint union of copies of spaces of the form $\mathbb{Z}^n \times \mathbb{R}^m$ for some $n, m \geq 0$, with the usual metrics on $\mathbb{Z}^n$ and $\mathbb{R}^m$. Let $\hat{\Xi}$ be the compactification of $\Xi$ obtained by taking the disjoint union of all the Cartesian products $(\mathbb{Z}^n) \times \hat{\mathbb{R}}^m$, where the hat denotes the usual one-point compactification of $\mathbb{Z}^n$ or $\mathbb{R}^m$. We adjust $d\xi$ to obtain a finite measure for $\hat{\Xi}$, by

$$d\hat{\xi} = (1 - \lambda_{\hat{\xi}})^N f(\xi) \overline{\Phi}_{\xi}(x_0) d\xi.$$ 

Since $f \in V^{t+2N}$ and $\overline{\Phi}_{\xi}(x_0) \in V^{-\ell}$, the “adjustment” function, $(1 - \lambda_{\hat{\xi}})^N f(\xi) \overline{\Phi}_{\xi}(x_0)$, is in $L^1(\Xi)$, i.e. $d\hat{\xi}$ is a finite measure on $\Xi$ and thus also on $\hat{\Xi}$, since $\Xi$ differs from $\hat{\Xi}$ only by a finite set of points.

We extend $\mathcal{W} : \Xi \to C^k(0, \infty)$ to $\hat{\Xi}$, by the zero function, which is certainly in $C^k(0, \infty)$). The extension $\tilde{\mathcal{W}} : \hat{\Xi} \to C^k(0, \infty)$ is continuous, since, for any compact $C \subset (0, \infty)$ and any nonnegative $n \leq k$,

$$\sup_{t \in C} \left| \partial_t^n (1 - \lambda_\xi)^{-N} e^{-|\lambda_\xi| t} \right| = |\lambda_\xi|^n (1 + |\lambda_\xi|)^{-N} \sup_{t \in C} e^{-|\lambda_\xi| t} \leq |\lambda_\xi|^k (1 + |\lambda_\xi|)^{-N},$$

which approaches zero as $|\lambda_\xi| \to \infty$, since $N > k$.

The extension of $\mathcal{W}$ to $\hat{\Xi}$, which we also denote $\tilde{\mathcal{W}}$, is continuous on $\hat{\Xi}$, which is a compact Hausdorff topological space with a finite positive regular Borel measure $d\hat{\xi}$, and $\mathcal{W}$ takes values in the quasi-complete, locally convex topological vector space $C^k(0, \infty)$. Therefore $\mathcal{W}$ has a $C^k(0, \infty)$-valued Gelfand-Pettis integral. Since evaluation-at-$t$ is a continuous linear functional, call it $E_t$, on $C^k(0, \infty)$, it commutes with the Gelfand-Pettis integral of $\mathcal{W}$, and we have:

$$E_t \left( \int_{\Xi} \mathcal{W}(\xi) d\hat{\xi} \right) = \int_{\Xi} E_t(\mathcal{W}(\xi)) d\hat{\xi} = \int_{\Xi} (1 - \lambda_\xi)^{-N} e^{-|\lambda_\xi| t} d\hat{\xi}$$

$$= \int_{\Xi} (1 - \lambda_\xi)^{-N} e^{-|\lambda_\xi| t} (1 - \lambda_\xi)^N f(\xi) \overline{\Phi}_{\xi}(x_0) d\xi = \int_{\Xi} f(\xi) \overline{\Phi}_{\xi}(x_0) e^{-|\lambda_\xi| t} d\xi.$$ 

Since $\Xi$ and $\hat{\Xi}$ differ only by a finite set,

$$\int_{\Xi} f(\xi) \overline{\Phi}_{\xi}(x_0) e^{-|\lambda_\xi| t} d\xi = \int_{\hat{\Xi}} f(\xi) \overline{\Phi}_{\xi}(x_0) e^{-|\lambda_\xi| t} d\xi = \langle f, \tilde{U}(t) \rangle.$$ 

Thus the map $t \mapsto \langle f, \tilde{U}(t) \rangle$ is precisely the $C^k(0, \infty)$-valued Gelfand-Pettis integral of $\mathcal{W}$ over $\hat{\Xi}$. Since this holds for any $f \in V^{t+2N}$, this completes the proof that $\tilde{U}$ is weakly $C^k$, when considered as a $V^{-t-2N}$-valued function, for $N > k$.

Moreover, since $\frac{d}{dt}$ is a continuous linear operator on $C^k(0, \infty)$, it also commutes with the Gelfand-Pettis integral of $\mathcal{W}$. So for any $f \in V^{t+2N}$,

$$\frac{d}{dt} \left( t \mapsto \langle f, \tilde{U}(t) \rangle \right) = \frac{d}{dt} \left( \int_{\Xi} \mathcal{W}(\xi) d\hat{\xi} \right) = \int_{\Xi} \frac{d}{dt}(\mathcal{W}(\xi)) d\hat{\xi},$$ 

and the derivative is easily computed as

$$\frac{d}{dt}(\mathcal{W}(\xi)) = \frac{d}{dt} \left( (1 - \lambda_\xi)^{-N} e^{\lambda_\xi t} \right) = \lambda_\xi (1 - \lambda_\xi)^{-N} e^{\lambda_\xi t} = \lambda_\xi \cdot \mathcal{W}(\xi),$$
so
\[ \int \frac{d}{dt}(W(\xi)) \, d\xi = \int \lambda_\xi \cdot W(\xi) \, d\xi = \left( t \mapsto \int \lambda_\xi \Phi_\xi(x_0) e^{\lambda_\xi t} \, d\xi \right). \]
On the other hand,
\[ \langle f, (1 - \mu)\tilde{U}(t) \rangle = \int \lambda_\xi \cdot \Phi_\xi(x_0) e^{\lambda_\xi t} \, d\xi. \]
Thus, for all \( f \in V^{t+2N} \),
\[ \frac{d}{dt}(t \mapsto \langle f, \tilde{U}(t) \rangle) = t \mapsto \langle f, (1 - \mu)\tilde{U}(t) \rangle, \]
i.e. \( (1 - \mu)\tilde{U}(t) \) is the weak derivative of \( \tilde{U}(t) \), when \( \tilde{U} \) is considered as a \( V^{-\ell-2N} \)-valued function.

Now suppose \( k > 1 \). In this case, as discussed above, \( \tilde{U} \) is also strongly differentiable, in fact strongly \( C^{k-1} \). Moreover the strong derivative is equal to the weak derivative; thus we have
\[ \frac{d}{dt}\tilde{U}(t) - (1 - \mu)\tilde{U}(t) = 0, \]
which completes the proof of the proposition. \( \square \)

**Remark 3.4.** We have shown that for \( s < -\ell - 4 \), \( \tilde{U} \) is strongly continuous as a \( V^s \)-valued function on \( [0, \infty) \), is strongly differentiable as a \( V^s \)-valued function on \( (0, \infty) \), takes values in \( V^{s+2} \), and solves the initial value problem:
\[ \frac{d}{dt}Y(t) = A Y(t) \quad \text{in} \quad Y(0) = F\delta. \]

Later, we will use semigroup theory to show that \( \tilde{U} \) is the only such solution to this initial value problem. See Propositions 4.4 and 1.5.

We are now ready to prove our first major result, the construction of an automorphic heat kernel via spectral synthesis.

**Theorem 1.** For \( t \geq 0 \), let \( U(t) = (F^{-1} \circ \tilde{U})(t) \), i.e. we define \( U(t) \) by its automorphic spectral expansion,
\[ U(t) = \int \Phi_\xi(x_0) \cdot e^{\lambda_\xi t} \Phi_\xi \, d\xi, \]
converging in the \( H^{-\ell} \)-topology, where, as in the above discussion, \( \ell \) is the smallest integer strictly greater than \( \dim X/2 \), so that \( \delta \) lies in \( H^{-\ell} \) but not \( H^{-\ell+1} \).

(i) For \( t \geq 0 \), \( U(t) \in H^{-\ell}. \)

(ii) \( \lim_{t \to 0^+} U(t) = \delta \) in the topology of \( H^{-\ell}. \)

(iii) For \( s < -\ell - 2 \), viewing \( U \) as a \( H^s \)-valued function, \( U \) is weakly continuously differentiable on \( (0, \infty) \) and satisfies the “weak heat equation,” i.e. for \( t > 0 \),
\[ \left( \frac{d}{dt} \right)^w U(t) - \Delta U(t) = 0 \quad \text{in} \quad H^s, \]
where \( \left( \frac{d}{dt} \right)^w U \) denotes the weak derivative of \( U \).

(iv) For \( s < -\ell - 4 \), viewing \( U \) as a \( H^s \)-valued function, \( U \) is strongly continuously differentiable on \( (0, \infty) \) and satisfies the “heat equation,” i.e. for \( t > 0 \),
\[ \frac{d}{dt} U(t) - \Delta U(t) = 0 \quad \text{in} \quad H^s, \]
where \( \frac{d}{dt} U \) denotes the strong derivative of \( U \).

Thus \( U(t) \) is an automorphic heat kernel, according to the definition in §3.1.
Proof. These results follow immediately from the translation lemma (Lemma 3.1) and the corresponding results (Propositions 3.2 and 3.3) on the spectral side. □

4. Uniqueness of the Automorphic Heat Kernel

We will prove the uniqueness of the automorphic heat kernel \( U \) by proving the uniqueness of its automorphic spectral coefficient function, \( \tilde{U} \). In particular, we will prove the uniqueness of (suitable) solutions to the initial value problem

\[ \frac{d}{dt} Y(t) = (1 - \mu) Y(t) ; \quad Y(0) = \mathcal{F} \delta , \]

where, as above, the map \((1 - \mu)\) is multiplication by \( \lambda_\xi \) and \( \mathcal{F} \delta \) is the automorphic spectral coefficient function for the automorphic delta function at the basepoint: \( \mathcal{F} \delta (\xi) = \mathcal{F}_\xi (x_0) \). Note that \((1 - \mu)\) is a continuous linear map when considered as a map from \( V^{-\ell} \) to \( V^{-\ell-2} \) but not when considered as a map from \( \iota(V^{-\ell}) \) to \( V^{-\ell-2} \), where \( \iota \) is the continuous inclusion \( V^{-\ell} \hookrightarrow V^{-\ell-2} \). Thus we cannot use results about differential equations of vector-valued functions of the form \( \frac{d}{dt} Y(t) = BY(t) \), where \( B \) is a bounded linear operator on a vector space. Instead, we consider \((1 - \mu)\) as an unbounded operator, \( M \), on \( V^{-\ell-2} \) with domain \( V^{-\ell} \) and use semigroup theory to show that the initial value problem has a unique solution. See Appendices C and D for background on unbounded operators on Hilbert spaces and semigroup theory, respectively.

4.1. Multiplication Operators on Weighted \( L^2 \)-spaces. This discussion generalizes and adapts Grubb’s discussion in [18] of multiplication operators on \( L^2(\Omega) \), where \( \Omega \) is an open subset of \( \mathbb{R}^n \). Let \( V = V^s \) for some \( s \), and let \( M \) be the unbounded operator on \( V \) given by

\[ (Mv)(\xi) = \lambda_\xi \cdot v(\xi) \]

with domain \( D = \text{Dom} \; M = \{v \in V : Mv \in V\} \).

Proposition 4.1. The domain \( D \) of \( M \) is equal to \( V^{s+2} \).

Proof. By definition, \( V^{s+2} = \{v \text{ measurable} : (I - M)v \in V\} \). For \( v \in D \), we have \( v \) and \( Mv \) in \( V \) and thus \((I - M)v\) is as well; thus \( D \subset V^{s+2} \). Now take any \( v \in V^{s+2} \), i.e. \( v \) is measurable and \((I - M)v \in V\). To show \( v \in D \), it suffices to show \( v \in V \), since this would imply \( Mv \in V \), by closure. Since \( \lambda_\xi \) is real and nonpositive, \( |(1 - \lambda_\xi) v(\xi)| \geq |v(\xi)| \). Thus the fact that \((I - M)v\) is in \( V^s \) implies that \( v \) is also. Thus \( V^{s+2} \subset D \). □

Proposition 4.2. \( M \) is a densely defined self-adjoint operator on \( V \).

Proof. This proof is an adaptation of the proof of Theorem 12.13 in [18]. Let \( \langle \cdot , \cdot \rangle \) be the inner product on \( V = V^s \), i.e. for \( v, w \in V \),

\[ \langle v, w \rangle = \int_{\Xi} v(\xi) \cdot \overline{w}(\xi) \; (1 - \lambda_\xi)^s \; d\xi . \]

Let \( \Lambda : \Xi \rightarrow \mathbb{C} \) denote the function \( \xi \mapsto \lambda_\xi \). We observe that a function lies in the domain of \( M \) if and only if it is a quotient of the form \( v/(1 - \Lambda) \) for some \( v \in V \). Note also that if \( w \in V \), then \( w/(1 - \Lambda) \in V \) since

\[ \left| \frac{w(\xi)}{1 - \lambda_\xi} \right| = \frac{|w(\xi)|}{1 + |\lambda_\xi|} \leq |w(\xi)| . \]
The domain of $M$ is certainly dense in $V$ for if not, then there would be a nonzero $w \in V$ with $w \perp \mathcal{T}$, i.e.

$$0 = \left\langle \frac{v}{1-\Lambda}, w \right\rangle = \left\langle v, \frac{w}{1-\Lambda} \right\rangle \quad \text{for all } v \in V ,$$

implying $w/(1-\Lambda) = 0$, contradicting $w \neq 0$.

Clearly $M$ is symmetric since $\lambda_{\xi}$ is real. Since $M$ is densely defined, it has a unique adjoint $M^*$, whose domain is

$$\text{Dom } M^* = \{ w \in V : \text{there is } w_1 \in V \text{ with } \langle Mv, w \rangle = \langle v, w_1 \rangle \text{ for all } v \in D \} ,$$

by Remark C.1 Since $M$ is densely defined and symmetric, to show that $M$ is self-adjoint, it suffices to show $\text{Dom } M^* \subset D$, by Remark C.2 Take $w \in \text{Dom } M^*$, and let $w_1$ satisfy

$$\langle Mv, w \rangle = \langle v, w_1 \rangle \quad \text{for all } v \in D .$$

Since any element of $D$ is a quotient of the form $u/(1-\Lambda)$, where $u \in V$, we can rewrite this as

$$\left\langle \frac{\Lambda u}{1-\Lambda}, w \right\rangle = \left\langle \frac{u}{1-\Lambda}, w_1 \right\rangle \quad \text{for all } u \in V .$$

As noted above, $w_1/(1-\Lambda) \in V$ since $w_1$ is. By a similar argument $\Lambda w/(1-\Lambda)$ is also in $V$ since $w$ is. Therefore we have

$$\left\langle u, \frac{\Lambda w}{1-\Lambda} \right\rangle = \left\langle u, \frac{w_1}{1-\Lambda} \right\rangle \quad \text{for all } u \in V ,$$

which implies $Mw = w_1$. Since $w_1 \in V$, we have $Mw \in V$ and thus $w \in D$. We have shown $\text{Dom } M^* \subset D$, completing the proof that $M$ is self-adjoint. \hfill \Box

**Proposition 4.3.** $M$ is negative, and its resolvent set contains $(0, \infty)$.

**Proof.** The negativity of $M$ follows easily from the nonpositivity of $\lambda_{\xi}$. Recall that the resolvent set of $M$ consists of all $C \in \mathbb{C}$ such that the operator $M - CI$ is a bijection $D \to V$ and $(M - CI)^{-1}$ is bounded. Take any positive real number $C$. To show injectivity, consider $v \in D$ in the kernel of $M - CI$. Then

$$0 = (M - CI)v(\xi) = -(|\lambda_{\xi}| + C)v(\xi) \quad \text{a.a. } \xi \in \Xi ,$$

implying $v = 0$ in $V$. To show surjectivity, take $w \in V$, and let $v = w/(\Lambda - C)$. Certainly $(M - CI)v = w$, as long as $v$ is in the domain of $M$. As shown in the proof of Proposition 1.2 to see that $v \in D$, it suffices to show $v = u/(1-\Lambda)$ for some $u \in V$. Taking $u = ((1-\Lambda)/(\Lambda - C))w$ suffices. Finally, the resolvent $(M - CI)^{-1}$ is bounded, since, for any $w \in V$, $\|(M - CI)^{-1}w\| \leq C^{-1}\|w\|$.

\hfill \Box

4.2. **Uniqueness and an improvement on the continuous differentiability of the automorphic heat kernel.** We have shown that the map $(1 - \mu)$, considered as an unbounded operator on $V^s$, is densely-defined, self-adjoint, negative, and has the positive real numbers in its resolvent set. Semigroup theory implies the existence and uniqueness of a suitable solution to the initial value problem:

$$\frac{d}{dt} Y(t) = (1 - \mu) Y(t) ; \quad Y(0) = \mathcal{F}\delta ,$$

as we will explicate and prove below. (See also D.2 on the uniqueness of solutions of initial value problems of this form, in the appendix on semigroup theory.)
Besides allowing us to prove the uniqueness of the spectral coefficient function $\tilde{U}$ for the automorphic heat kernel, this will also allow us to improve Proposition 3.3 by showing that $\tilde{U}$ is strongly continuously differentiable as a $V^{-\ell-2}$-valued function on $[0, \infty)$, not merely as a $V^{-\ell-5}$-valued function on $(0, \infty)$. See Proposition 4.4.

Moreover, translating these results to the physical side will give our second major result, Theorem 2: the automorphic heat kernel $U(t)$ constructed in Theorem 1 via its automorphic spectral expansion is the unique automorphic heat kernel, as defined precisely in 3.1 and, when viewed as a $H^{-\ell-2}$-valued function, is strongly continuously differentiable on $[0, \infty)$. 

**Proposition 4.4.** $\tilde{U}(t)$ is the unique solution to the initial value problem, 
\[
(*) \quad \frac{d}{dt} Y(t) = (1-\mu) Y(t) ; \quad Y(0) = \mathcal{F}\delta ,
\]
in the following sense: for any $s \leq -\ell - 2$, there is no other function besides $\tilde{U}$ that (i) is strongly continuous as a $V^s$-valued function on $[0, \infty)$, (ii) is strongly differentiable as a $V^s$-valued function on $(0, \infty)$, (iii) takes values in $V^s+2$, and (iv) solves the initial value problem $\tilde{U}$ where the differentiation is understood as strong differentiation of $V^s$-valued functions. Moreover, $\tilde{U}$ is in fact strongly continuously differentiable as a $V^{-\ell-2}$-valued function on $[0, \infty)$. 

**Proof.** Since, in this discussion, all continuity, differentiability, and continuous differentiability of vector-valued functions is strong, we simply write “continuous” for strongly continuous, etc.

For any fixed $s \in \mathbb{Z}$, we can view $(1-\mu)$ as an unbounded multiplication operator, $M$, on $V^s$ with domain $V^{s+2}$, by Proposition 4.1. By Propositions 4.2 and 4.3, $M$ is densely defined, self-adjoint, negative, and has a resolvent set containing the positive real numbers. Semigroup theory (see e.g. Corollary 14.11 and Theorem 14.2 in [18], restated below in Appendix D, and Remark D.3) then implies that $M$ is the infinitesimal generator for a strongly continuous contraction semigroup $G(t)$, and for any $v_0 \in V^{s+2}$, the vector-valued function $t \mapsto G(t)v_0$ is continuously $V^s$-differentiable, takes values in $V^{s+2}$, and solves the initial value problem:
\[
\frac{d}{dt} Y(t) = M Y(t) ; \quad Y(0) = v_0 .
\]
Proposition D.5 implies that there is no other solution that is continuous as a $V^s$-valued function on $[0, \infty)$, differentiable as a $V^s$-valued function on $(0, \infty)$, and takes values in $V^{s+2}$. In particular, since $\mathcal{F}\delta \in V^{-\ell}$, this construction yields a $V^{-\ell}$-valued solution, namely $t \mapsto G(t)\mathcal{F}\delta$, to the initial value problem (3) that is continuously differentiable as a $V^{-\ell-2}$-valued function.

On the other hand, by Propositions 4.2 and 4.3, $\tilde{U}$ is continuous on $[0, \infty)$ and continuously differentiable on $(0, \infty)$ when viewed as a $V^{-\ell-5}$-valued function, takes values in $V^{-\ell} \subset V^{-\ell-3}$, and solves the “same” initial value problem, although differentiation must be understood as differentiation of a $V^{-\ell-5}$-valued function. (See Remark 4.4) We claim that $\tilde{U}(t)$ is in fact the same as the solution $t \mapsto G(t)\mathcal{F}\delta$ coming from semigroup theory, and thus is in fact continuously differentiable when viewed as a $V^{-\ell-2}$-valued function on $[0, \infty)$. The key point is that both functions, $t \mapsto G(t)\mathcal{F}\delta$ and $\tilde{U}$, can be viewed as continuous $V^{-\ell-5}$-valued functions on $[0, \infty)$, differentiable $V^{-\ell-5}$-valued functions on $(0, \infty)$, that take values in $V^{-\ell-3}$ and solve the same initial value problem, so they must be equal by the uniqueness of
such solutions (Proposition \[D.3\]). We prove this carefully in the following, slightly more general discussion.

For \( s' \leq s \), let \( M_\ell \) denote the multiplication operator from \( V^{s'+2} \to V^s \), and \( M_\ell \) the multiplication operator from \( V^{s'+2} \to V^{s'} \). Fix \( v_0 \in V^{s'+2} \), and let \( Y_s(t) \) be the unique function that is continuous as a \( V^s \)-valued function on \([0, \infty)\), differentiable as a \( V^s \)-valued function on \((0, \infty)\), takes values in \( V^{s'+2} \), and solves

\[
(\text{IVP}–s) \quad \frac{d}{dt} \ell \circ Y = M_\ell \circ Y; \quad Y(0) = v_0,
\]

where \( \ell \) is the continuous inclusion \( V^{s'+2} \to V^s \). This emphasizes that the implied limit on the left side is taken with respect to the topology on \( V^s \) rather than \( V^{s'+2} \).

Since \( v_0 \in V^{s'+2} \subset V^{s'+2} \), we may define \( Y_{s'} \) as the unique function that is continuous as a \( V^{s'} \)-valued function on \([0, \infty)\), differentiable as a \( V^{s'} \)-valued function on \((0, \infty)\), takes values in \( V^{s'+2} \), and solves the initial value problem

\[
(\text{IVP}–s') \quad \frac{d}{dt} \ell' \circ Y = M_\ell' \circ Y; \quad Y(0) = v_0,
\]

where \( \ell' \) is the continuous inclusion \( V^{s'} \to V^{s'} \). We check that \( Y_{s'} \) is the same as \( Y_s \). This follows from the fact that \( Y_s \) satisfies \((\text{IVP}–s')\), which we now show.

Let \( j_0 \) be the continuous inclusion \( V^s \to V^{s'} \) and \( j_2 \) be the continuous inclusion \( V^{s'+2} \to V^{s'+2} \). Then \( j_2 \circ Y_s \) is continuous as a \( V^{s'} \)-valued function on \([0, \infty)\), differentiable as a \( V^{s'} \)-valued function on \((0, \infty)\), takes values in \( V^{s'+2} \), and

\[
\frac{d}{dt} \ell' \circ (j_2 \circ Y_s) = j_0 \circ \frac{d}{dt} \ell \circ Y_s = j_0 \circ (M_\ell \circ Y_s) = M_{s'} \circ (j_2 \circ Y_s),
\]

i.e. \( j_2 \circ Y_s \) satisfies \((\text{IVP}–s')\). By Proposition \[D.3\] \( j_2 \circ Y_s = Y_{s'} \), and thus for all \( t \), \( Y_s(t) = j_2 \circ Y_s(t) = Y_{s'}(t) \).

Note that this also shows that for any \( s \leq -\ell – 2 \), there is no other function besides \( \tilde{U} \) that is continuous as a \( V^s \)-valued function on \([0, \infty)\), is differentiable as a \( V^s \)-valued function on \((0, \infty)\), takes values in \( V^{s'+2} \), and solves \((\text{IVP}–s')\).

\[ \square \]

Remark. Our two constructions of the spectral coefficient function, explicitly in §3.3 and via semigroup theory in the proof just above, employ contrasting ways of thinking about multiplication by a function in weighted \( L^2 \)-spaces. In the first perspective, the weighted \( L^2 \)-spaces \( V^s \), \( s \in \mathbb{Z} \), form a nested family of Hilbert spaces, with dense continuous inclusions, and the multiplication maps \((1 - \mu)\) are continuous linear maps \( V^{s+2} \to V^s \). In the second perspective, each \( V^{s+2} \) is considered as the dense subspace of \( V^s \), and each multiplication map is a densely defined unbounded operator, which is the infinitesimal generator for a strongly continuous semigroup. To show that the two constructions yield the same function in the proof of the preceding proposition, we needed to consider not just one multiplication operator \( V^{s+2} \to V^s \) but the family of multiplication operators on the nested family of weighted \( L^2 \)-spaces.

Recall from §3.3 that we construct an automorphic heat kernel, \( U \), from \( \tilde{U} \) by spectral synthesis in Theorem [1]. We can now show that \( U \) is the unique automorphic heat kernel.

Theorem 2. The automorphic heat kernel constructed in Theorem [1] is the unique automorphic heat kernel, as defined in §3.1. Moreover it is strongly continuously differentiable as a \( H^{-\ell-2} \)-valued function on \([0, \infty)\).

Proof. This follows immediately from Lemma 3.1 and Proposition 4.3. \[ \square \]
5. Smoothness of the Automorphic Heat Kernel

Our last result is the smoothness of the automorphic heat kernel as a function on $X$, for fixed $t > 0$. We again work on the spectral side, showing that for $t > 0$, $	ilde{U}(t)$ lies in $V^s$, for every index $s$. We will use this to show that, for $t > 0$, the automorphic heat kernel takes values in $H^\infty$ and thus in $C^\infty$, by global automorphic Sobolev embedding.

**Proposition 5.1.** For $t > 0$, for all $s$, $	ilde{U}(t) \in V^s$, i.e. $	ilde{U}(t) \in V^\infty$.

**Proof.** We must show $(1 - \lambda_\xi)^{-s/2} \Phi_\xi(x_0)e^{\lambda_\xi t} \in L^2(\Xi)$, for all $s$. Since $F\delta \in V^{-t}$, we know $(1 - \lambda_\xi)^{-t/2} \Phi_\xi(x_0) \in L^2(\Xi)$. Thus it suffices to show that, for $m = s + \ell$,

$$(1 - \lambda_\xi)^{-m/2} e^{\lambda_\xi t} \in L^\infty(\Xi).$$

Note that this is a continuous function of $\xi$ since the map $\xi \mapsto \lambda_\xi$ is continuous. To see that this function is bounded, consider $\Xi$ as an ascending union of the compact sets $\Xi_T = \{\xi \in \Xi : |\lambda_\xi| \leq T\}$. Let $M_T$ be the maximum on $\Xi_T$, i.e.

$$M_T = \max_{\xi \in \Xi_T} (1 - \lambda_\xi)^{-\ell/2} e^{\lambda_\xi t} = \max_{\xi \in \Xi_T} (1 + |\lambda_\xi|)^{\ell/2} e^{-t|\lambda_\xi|}.$$

Then $\lim_{T \to \infty} M_T < \infty$, since

$$|M_{T+1} - M_T| \leq \max_{\xi \in \Xi_{T+1} - \Xi_T} (1 + |\lambda_\xi|)^{\ell/2} e^{-t|\lambda_\xi|} < (2 + T)^{\ell/2} e^{-tT} \to 0 \quad \text{as} \quad T \to \infty,$$

and $(1 + |\lambda_\xi|)^{\ell/2} e^{-t|\lambda_\xi|}$ is bounded on $\Xi$. \hfill $\Box$

**Theorem 3.** For $t > 0$, the automorphic heat kernel lies in $C^\infty(X)$, and its automorphic spectral expansion

$$U(t) = \int_{\Xi} \Phi_\xi(x_0) \cdot e^{\lambda_\xi t} \cdot \Phi_\xi d\xi$$

converges in the $C^\infty(X)$-topology.

**Proof.** This follows from Proposition 5.1, the fact that $F^{-1}$ maps $V^s$ to $H^s$ for all $s$, and the global automorphic Sobolev embedding theorem. \hfill $\Box$

**Appendix A. Limits and Derivatives of Vector-valued Functions**

We collect results about limits and differentiation of vector-valued and operator-valued functions which are needed in the proofs above or in §§12 below.

**Lemma A.1.** For topological vector spaces $V$ and $W$, a continuous linear map $T : V \to W$, and a $V$-valued function $f$ of a real variable, if $f$ is weakly (or strongly) differentiable, then $T \circ f$ is weakly (resp. strongly) differentiable, as a $W$-valued function, and its weak (resp. strong) derivative satisfies $(T \circ f)' = T \circ f'$. Moreover if $f$ is weakly (or strongly) continuously differentiable, then $T \circ f$ is also.

**Proof.** The proof is a straightforward application of the definitions. \hfill $\Box$

Let $V$ be a Banach space and $B(V)$ the space of bounded linear operators on $V$. 
Lemma A.2. Let $\mathcal{I}$ be a real interval and $\Theta : \mathcal{I} \to \mathcal{B}(V)$ be a strongly continuous operator-valued function that is bounded on compact intervals: for any $[\alpha, \beta] \subset \mathcal{I}$, there is a number $C$ such that $\|\Theta(t)\|_{\text{op}} \leq C$ for all $t \in [\alpha, \beta]$. Let $a \in \mathcal{I}$, and let $v(t)$ be a $V$-valued function on $\mathcal{I}$ such that the limit of $v(t)$ as $t \to a$ exists. Then
\[
\lim_{t \to a} \Theta(t)v(t) = \Theta(a) \left( \lim_{t \to a} v(t) \right),
\]
where both limits are in the topology of $V$.

Proof. This is a standard two epsilon proof. □

Remark. For a uniformly continuous operator-valued function $\Theta(t)$, the hypothesis that $\Theta$ is bounded on compacts is unnecessary and the result is immediate. However, we apply the lemma to translations of strongly continuous semigroups, which are not necessarily uniformly continuous. In fact, a semigroup is uniformly continuous if and only if it has a bounded (everywhere-defined) infinitesimal generator. (See e.g. [11].)

Lemma A.3. Let $v(t)$ be a $V$-valued function such that the limit of $v(t)$ as $t \to a$ exists and $\alpha(t)$ a scalar-valued function such that the limit of $\alpha(t)$ as $t \to a$ exists. Then the limit of $\alpha(t)v(t)$ as $t \to a$ exists in $V$ and
\[
\lim_{t \to a} (\alpha(t)v(t)) = (\lim_{t \to a} \alpha(t)) \cdot (\lim_{t \to a} v(t)).
\]

Proof. This is another standard two epsilon proof. □

Lemma A.4 (Generalized Chain Rule). Let $v$ be a strongly differentiable $V$-valued function on an open interval $\mathcal{I}$ and $g(t)$ a differentiable monotonic scalar-valued function, taking values in $\mathcal{I}$. Then $t \mapsto v(g(t))$ is a strongly differentiable $V$-valued function on the domain of $g$, and its derivative is
\[
d_{\text{str}} v(g(t)) = v'(g(t)) \cdot g'(t).
\]

Proof. Lemma A.3 allows us to prove this as for scalar-valued functions. □

We recall the weak-to-strong differentiability theorem, which is a consequence of the weak-to-strong boundedness principle. These results hold very generally, for $V$ any quasi-complete locally convex vector space. See [15], Chapter 15.

Theorem (15.1.1 in [15]). For $k \geq 1$, a weakly $C^k$ $V$-valued function on a real interval is strongly $C^{k-1}$.

Appendix B. Vector-valued Integrals (Gelfand-Pettis)

We used the vector-valued (weak) integrals of Gelfand [16] and Pettis [34] in the proof of Proposition 3.3. Here we describe the Gelfand-Pettis integral and summarize the key results; see [15], 14.1.

Let $X$ be a compact Hausdorff topological space with finite positive regular Borel measure $\mu$. Let $V$ be a locally convex, quasi-complete topological vector space. The Gelfand-Pettis integral is a vector-valued integral $C^0(X, V) \to V$ denoted:
\[
f \mapsto I_f = \int_X f \, d\mu,
\]
characterized by the property that, for all $\lambda \in V^*$,
\[
\lambda \left( \int_X f \, d\mu \right) = \int_X \lambda \circ f \, d\mu,
\]
where this latter integral is the usual scalar-valued Lebesgue integral.

**Remark.** Alternately we may allow $X$ to be non-compact, as long as it is locally compact and of finite measure; in this case we require $f$ to be compactly supported.

**Remark.** (i) The precise hypothesis on $V$ that is necessary for the existence of the Gelfand-Pettis integral is that the closure of the convex hull of a compact set is compact. Quasicompleteness ensures this. (ii) Hilbert, Banach, Frechet, LF spaces, and their weak duals are locally convex, quasi-complete topological vector spaces; see [15], Chapter 13.

**Theorem.** (i) The Gelfand-Pettis integral exists, is unique, and satisfies the following estimate:

$$I_f \in \mu(X) \cdot \left( \text{closure of convex hull of } f(X) \right).$$

(ii) Any continuous linear operator $T$ from $V$ to another locally convex, quasi-complete topological vector space $W$ commutes with the Gelfand-Pettis integral:

$$T \left( \int_X f \, d\mu \right) = \int_X T \circ f \, d\mu.$$

**Appendix C. Unbounded Operators on Hilbert Spaces**

In this appendix, we give a concise recounting of the definitions and results from the theory of unbounded operators needed for the discussion of multiplication operators on weighted $L^2$-spaces in §4.1 above. See Chapter 9 in Garrett’s book [15] or Chapter 12 in Grubb’s book [18], for more extensive treatments.

Let $V$ be a Hilbert space and $D$ a subspace. A linear map $T : D \rightarrow V$ is called an unbounded operator on $V$. Specifying the domain $D$ is an essential part of defining an unbounded operator. Because of this and for brevity, we sometimes introduce an unbounded operator as a pair $T, D$. The domain of an unbounded operator $T$ is also denoted $\text{Dom}(T)$.

An unbounded operator on $V$ is closed (or graph-closed) if its graph is closed in $V \oplus V$. For everywhere-defined linear operators the notion of closedness coincides with that of continuity: a continuous linear operator has a closed graph, and, by the Closed Graph Theorem, an everywhere-defined linear operator with a closed graph is continuous. In contrast, unbounded operators with closed graphs are not necessarily continuous.

An unbounded operator $T_2$ is an extension of an unbounded operator $T_1$ if it has a larger domain and it agrees with $T_1$ on the domain of $T_1$, i.e.

$$\text{Dom}(T_2) \supset \text{Dom}(T_1) \quad \text{and} \quad T_2|_{\text{Dom}(T_1)} = T_1.$$

The expression $T_2 \supset T_1$ denotes that $T_2$ is an extension of $T_1$. An unbounded operator $T', D'$ is a subadjoint to $T, D$, when

$$\langle Tv, w \rangle = \langle v, T'w \rangle \quad \text{for all } v \in D, \ w \in D'.$$

The adjoint $T^*$ of $T$ is defined as the unique maximal element among all subadjoints. It is only guaranteed to exist if $T$ is densely defined; even so existence and uniqueness of the adjoint require proof.

**Proposition** (9.1.1 in [15]). Let $T, D$ be an unbounded, densely defined operator on a Hilbert space $V$.

(i) There is a unique maximal $T^*, D^*$ among all subadjoints to $T, D$. 

(ii) \( T^* \) is closed, in the sense that its graph is closed in \( V \oplus V \).

(iii) \( T^* \) is characterized by its graph:
\[
\text{Graph}(T^*) = \left(U(\text{Graph}(T))\right)^{\perp},
\]
where \( U \) is the Hilbert space isomorphism \( V \oplus V \to V \oplus V \) given by \( U(v \oplus w) = -w \oplus v \).

Remark C.1. The proof of this result shows that the domain of the adjoint \( T^* \) of \( T \) consists precisely of those vectors \( w \in V \) for which there exists \( w' \in V \) such that \( \langle Tv, w \rangle = \langle v, w' \rangle \) for all \( v \in \text{Dom}(T) \).

For bounded operators, being symmetric and being self-adjoint are equivalent; however in the case of unbounded operators the notions are distinct. For an unbounded operator \( T \) to be symmetric means:
\[
\langle Tv, w \rangle = \langle v, Tw \rangle \quad \text{for all } v, w \in \text{Dom}(T).
\]
In the case where \( T \) is densely defined, so \( T^* \) is guaranteed to exist, an equivalent criterion is that \( T \subseteq T^* \). A densely defined unbounded operator is self-adjoint when \( T = T^* \), i.e. when (i) the domain of its adjoint, which is maximal among domains of subadjoints, is precisely the domain of \( T \) and (ii) \( T \) and its adjoint agree on the domain of \( T \). Clearly, a self-adjoint operator is symmetric. Note that it is also closed, since adjoint operators are closed.

Remark C.2. A densely defined symmetric operator \( T \) is self-adjoint if its domain contains the domain of its adjoint, since in this case we have both \( T \subseteq T^* \) (by symmetry) and \( T \supset T^* \) and thus \( T = T^* \).

A symmetric operator \( T \) is lower semi-bounded if there is a real constant \( c \) such that \( \langle Tv, v \rangle \geq c \langle v, v \rangle \) for all \( v \in \text{Dom}(T) \); positivity is a special case of lower semi-boundedness, with \( c = 0 \). A symmetric operator is upper semi-bounded if there is a real constant \( C \) such that \( \langle Tv, v \rangle \leq C \langle v, v \rangle \) for all \( v \in \text{Dom}(T) \); negativity is a special case of upper semi-boundedness with \( C = 0 \).

The resolvent set of an unbounded operator is the set of \( \lambda \in \mathbb{C} \) for which the operator \( T - \lambda I \) is a bijection of \( \text{Dom}(T) \) onto \( V \) with bounded inverse \( (T - \lambda I)^{-1} \).

Appendix D. Semigroup Theory and the Abstract Cauchy Problem

We summarize the results of semigroup theory that were used in §4 to prove the uniqueness of the automorphic heat kernel, as defined precisely in §3.1.

D.1. Semigroups of linear operators. We mostly follow Grubb’s account in Sections 14.2 and 14.3 of [18], on contraction semigroups in Banach spaces and Hilbert spaces, respectively. Classic references for the theory of semigroups are the books of Hille and Phillips [20] and Dunford and Schwartz [11]. For more modern treatments see, e.g., [33] or [17].

Let \( V \) be a Banach space and \( \mathbf{B}(V) \) the space of bounded linear operators on \( V \). For a function \( G : [0, \infty) \to \mathbf{B}(V) \) to be a semigroup means:
\[
G(0) = I \quad \text{and} \quad G(s + t) = G(s) \cdot G(t) \quad \text{for all } s, t \geq 0.
\]
For a semigroup \( G(t) \) to be strongly continuous means: for each \( v \in V \), the map \( t \mapsto G(t)v \) is continuous as a \( V \)-valued function on \( [0, \infty) \), i.e. \( G \) is strongly continuous as an operator-valued function. For \( G(t) \) to be a contraction semigroup means:
\[
\|G(t)\|_{\text{op}} \leq 1 \quad \text{for all } t \geq 0.
\]
The infinitesimal generator of \( G(t) \) is the unbounded operator \( A \) on \( V \) defined by
\[
Av = \lim_{h \to 0^+} \frac{1}{h} (G(h) - I)v ,
\]
the domain consisting precisely of those \( v \) for which the limit exists.

**Remark.** A contraction semigroup \( G(t) \) is strongly continuous if it is strongly continuous at \( t = 0 \). See Lemma 14.1 in [18]. For this reason, Grubb defines a strongly continuous contraction semigroup to be a contraction semigroup with this additional property.

**Remark.** In fact, any semigroup \( G(t) \) that is strongly continuous at \( t = 0 \) is strongly continuous on \([0, \infty)\). For this reason, some authors only require strong continuity at zero in the definition of strongly continuous semigroup.

While not every strongly continuous semigroup \( G(t) \) is a contraction semigroup, we do have a bound for the operator norm of \( G(t) \) in terms of \( t \), as follows.

**Proposition** (Theorem 2.2 in [33]). Given a strongly continuous semigroup \( G(t) \), there are nonnegative constants \( M \) and \( \omega \) such that
\[
\|G(t)\|_{\text{op}} \leq Me^{\omega t} \quad \text{for all} \ t \geq 0 .
\]

**Remark D.1.** As a consequence, strongly continuous semigroups are bounded on compact intervals: if \( G(t) \) is a strongly continuous semigroup, then for any \( \tau \geq 0 \) there is a constant \( C \) such that \( \|G(t)\|_{\text{op}} \leq C \) for all \( t \in [0, \tau] \).

**Theorem** (Theorem 14.2, [18]). Let \( G(t) \) be a strongly continuous contraction semigroup with infinitesimal generator \( A \), having domain \( D \). For \( v_0 \in D \), the vector-valued function \( t \mapsto G(t)v_0 \) is strongly differentiable, takes values in \( D \), and satisfies
\[
\frac{d}{dt}(G(t)v_0) = G(t)Av_0 = A(G(t)v_0) \quad \text{for all} \ t \geq 0 .
\]

**Remark D.2.** This theorem holds for any strongly continuous semigroup, not only those consisting of contractions. See, e.g. Theorem 10.3.3 in [20], although the proof provided there omits some details. Grubb’s careful proof of her Theorem 14.2 can be modified to prove the analogous result for any strongly continuous semigroup: the property of boundedness on compact intervals (see Remark D.1) can be used instead of the contraction property.

**Remark D.3.** The conclusion of the theorem can be strengthened also: \( t \mapsto G(t)v_0 \) is \( C^1 \), not merely strongly differentiable, since \( Av_0 \in V \) implies \( t \mapsto G(t)Av_0 \) is continuous, by the strong continuity of \( G \).

The converse problem, under what conditions a given unbounded operator is the infinitesimal generator of a strongly continuous semigroup, was solved independently by Hille and Yosida in 1948 [19,38]. We use the following consequence in the proof of Proposition D.1.

**Theorem** (Corollary 14.11, [18]). An unbounded operator \( A \) on a Hilbert space \( H \) is the infinitesimal generator of a strongly continuous contraction semigroup if and only if \( A \) is densely defined, closed, upper semi-bounded with upper bound \( C \leq 0 \) and has the positive real numbers contained in its resolvent set.
The abstract Cauchy problem: uniqueness of solutions. The abstract Cauchy problem (ACP) has been formulated in various ways (see, e.g. §23.7 in [20], §14.4 in [18], §3.1 in [1]), but roughly it is to find a vector-valued solution \( Y(t) \) of an initial value problem of the form

\[
\frac{d}{dt} Y(t) = AY(t) ; \quad Y(0) = v_0 ,
\]

where \( A \) is an unbounded operator on a Banach space \( V \) and \( v_0 \in V \). Different formulations of the ACP impose various additional conditions.

As discussed in the previous subsection, semigroup theory provides a solution in the case that \( A \) is the infinitesimal generator of a strongly continuous semigroup and \( v_0 \) is in the domain of \( A \). This solution is continuously differentiable and takes values in the domain of \( A \). In Proposition D.5 below, we formulate a version of the abstract Cauchy problem and show that it has a unique solution.

Remark. Although there are many theorems on the uniqueness of solutions to the ACP in the literature (see e.g. [35], [4], Theorem 4.1.3 in [33], Theorem II.1.2 in [17]), some use formulations of the ACP which are not suitable for our application and others omit details in their proof. Thus, for the sake of completeness, we include a careful formulation of the ACP and proof of the uniqueness of its solution.

We will need the following lemma, which can perhaps be viewed as a generalization of the Leibniz rule.

Lemma D.4. Let \( G(t) \) be a strongly continuous semigroup with infinitesimal generator \( A \) having domain \( D \). For any \( v(t) \) strongly differentiable on an open interval \( I \subset (0, \infty) \) and taking values in \( D \), the function \( t \mapsto G(t)v(t) \) is strongly differentiable on \( I \), takes values in \( D \), and its derivative is:

\[
\frac{d}{dt} (t \mapsto G(t)v(t)) = t \mapsto G(t)v'(t) + G(t)Av(t) .
\]

Proof. We will consider the left and right difference quotients separately. We will use Lemma [A.2] to evaluate limits involving both operator-valued and vector-valued functions. Note that, since \( G \) is a strongly continuous semigroup, it is strongly continuous as an operator-valued function and also bounded on compact intervals, by Remark D.1. So then, for any real number \( h \), the operator-valued function \( h \mapsto G(t+h) \), although not a semigroup, is also strongly continuous and bounded on compact intervals, i.e. it satisfies the hypotheses of Lemma [A.2].

First consider the difference quotient for \( h > 0 \). Rewrite it as in the proof of the Leibnitz rule for scalar-valued functions, and then make use of one of the semigroup properties of \( G \), namely that for \( t, h \geq 0 \), \( G(t+h) = G(t)G(h) \), to obtain:

\[
\frac{1}{h} (G(t+h)v(t+h) - G(t)v(t)) = G(t+h) \left[ \frac{1}{h} (v(t+h) - v(t)) \right] + G(t) \left[ \frac{1}{h} (G(h) - I) \right] v(t) .
\]

Applying the limit as \( h \to 0^+ \) to the first term, since \( v \) is strongly differentiable, Lemma [A.2] implies

\[
\lim_{h \to 0^+} G(t+h) \left[ \frac{1}{h} (v(t+h) - v(t)) \right] = G(t)v'(t) .
\]
Applying the limit to the second term, we use the fact that $G(t)$ is continuous on $V$, the fact that $v(t) \in D$, and the definition of the infinitesimal generator to conclude:

$$
\lim_{h \to 0^+} G(t) \left[ \frac{1}{h} \left( G(h) - I \right) \right] v(t) = G(t)Av(t) .
$$

Note that since $G(t)$ and $G(h)$ commute, this also shows that the limit,

$$
\lim_{h \to 0^+} \left[ \frac{1}{h} \left( G(h) - I \right) \right] G(t) v(t) ,
$$

exists, i.e. that $G(t) v(t)$ is in the domain of $A$ for all $t$. Thus $t \mapsto G(t)v(t)$ takes values in $D$, as claimed. Moreover, we have shown

$$
\lim_{h \to 0^+} \frac{1}{h}(G(t+h)v(t+h) - G(t)v(t)) = G(t)v'(t) + G(t)Av(t) .
$$

Next we consider the difference quotient for $h < 0$,

$$
\frac{1}{h}(G(t+h)v(t+h) - G(t)v(t)) = G(t+h) \left[ \frac{1}{h} (v(t+h) - v(t)) \right] + \frac{1}{h} \left( G(t+h) - G(t) \right) v(t) .
$$

The limit of the first term as $h \to 0^-$ is $G(t)v'(t)$. Rewriting the second term, with $\eta = -h$, and using the semigroup property, the second term becomes:

$$
\frac{1}{h} \left( G(t-\eta + \eta) - G(t-\eta) \right) v(t) = G(t - \eta) \left[ \frac{1}{\eta} (G(\eta) - I) \right] v(t) .
$$

Taking the limit as $\eta \to 0^+$, we obtain

$$
\lim_{\eta \to 0^+} G(t - \eta) \left[ \frac{1}{\eta} (G(\eta) - I) \right] v(t) = G(t)Av(t) ,
$$

using the strong continuity of $G$, Lemma \[A.2\] the fact that $v(t) \in D$, and the definition of the infinitesimal generator. Thus we have shown

$$
\lim_{h \to 0^-} \frac{1}{h}(G(t+h)v(t+h) - G(t)v(t)) = G(t)v'(t) + G(t)Av(t) .
$$

Therefore $t \mapsto G(t)v(t)$ is strongly differentiable, with derivative $t \mapsto G(t)v'(t) + G(t)Av(t)$, as claimed, and takes values in $D$.

**Proposition D.5.** Let $G(t)$ be a strongly continuous semigroup in a Banach space $V$, let $A$ be the infinitesimal generator for $G(t)$ with domain $D$, and let $v_0$ be an element of $D$. Then there is a unique function $[0, \infty) \to V$ that (i) is strongly continuous on $[0, \infty)$, (ii) is strongly differentiable on $(0, \infty)$, (iii) takes values in $D$, and (iv) solves the initial value problem,

$$
\frac{d}{dt} Y(t) = AY(t) ; \quad Y(0) = v_0 .
$$

Moreover, the solution is strongly continuously differentiable on $[0, \infty)$.

**Proof.** Let $Y_1(t)$ be the known solution $t \mapsto G(t)v_0$, which is in fact $C^1$, and $Y_2(t)$ another strongly differentiable solution taking values in $D$. Fix $\tau > 0$. We will show that $Y_1(\tau) = Y_2(\tau)$. Let $w(t) = G(\tau - t)Y_2(t)$, so that

$$
w(0) = G(\tau)Y_2(0) = G(\tau)v_0 = Y_1(\tau) , \quad \text{and} \quad w(\tau) = G(0)Y_2(\tau) = IY_2(\tau) = Y_2(\tau) .
$$

We claim that $w$ is strongly continuous on $[0, \tau]$. Indeed, since $G$ is a strongly continuous semigroup, it is strongly continuous as an operator-valued function and
also bounded on compact intervals, by Remark D.1 Thus the operator-valued function \( t \mapsto G(\tau - t) \), although not a semigroup, is also strongly continuous and bounded on compact intervals. Applying Lemma A.2 proves that \( w \) is strongly continuous on \([0, \tau]\).

We show that \( w \) is strongly differentiable with identically zero derivative on \((0, \tau)\). Let \( v(t) = Y_2(\tau - t) \). Then \( v \) takes values in \( D \) and, by Lemma A.4, is strongly differentiable on \((0, \tau)\) with derivative \( v'(t) = -Y_2'(\tau - t) \). By Lemma D.1 the function \( t \mapsto G(t)v(t) \) is strongly differentiable on \((0, \tau)\), takes values in \( D \), and has derivative \( t \mapsto G(t)v'(t) + G(t)Av(t) \). Viewing \( w(t) \) as the composition of \( t \mapsto G(t)v(t) \) with \( t \mapsto (\tau - t) \) and applying Lemma A.4 once again, we see that \( w(t) \) is strongly differentiable on \((0, \tau)\), takes values in \( D \) and has derivative

\[
\frac{d}{dt} w(t) = - (G(\tau-t)v'(\tau-t) + G(\tau-t)Av(\tau-t)) = G(\tau-t)Y_2(t) - G(\tau-t)AY_2(t).
\]

Since \( Y_2 \) satisfies the differential equation, \( Y_2'(t) = AY_2(t) \), and thus \( \frac{d}{dt} w(t) \) is identically zero on \((0, \tau)\).

Take any \( v^* \) in \( V^* \). Then the scalar-valued function \( t \mapsto \langle w(t), v^* \rangle \) is continuous on \([0, \tau]\) and has identically zero derivative on \((0, \tau)\), so is constant on \([0, \tau]\). In particular,

\[
\langle w(0), v^* \rangle = \langle w(\tau), v^* \rangle \quad \text{i.e.} \quad \langle Y_1(\tau), v^* \rangle = \langle Y_2(\tau), v^* \rangle.
\]

Since this holds for all \( v^* \in V^* \), the Hahn-Banach theorem implies that \( Y_1(\tau) = Y_2(\tau) \). Further, since \( \tau \) was an arbitrary positive number, we see that \( Y_1 \) and \( Y_2 \) agree on \((0, \infty)\). Since \( Y_1(0) = v_0 = Y_2(0) \), we have \( Y_1 = Y_2 \) on \([0, \infty)\). \( \square \)
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