ATKINSON’S FORMULA FOR THE MEAN SQUARE OF $\zeta(s)$
WITH AN EXPLICIT ERROR TERM

ALEKSANDER SIMONIĆ AND VALERIIA V. STARICHKOVA

Abstract. We provide an explicit $O(\log^2 T)$-term of the celebrated Atkin-
son’s formula for the error term $E(T)$ of the second power moment of the
Riemann zeta-function on the critical line. As an application, we obtain an
explicit version of well-known estimate $E(T) \ll T\frac{1}{4} + \varepsilon$.

1. Introduction

A classical problem in the mean value theory of the Riemann zeta-function
$\zeta(s)$ is to find the asymptotic formula for the mean square

$I_\sigma(T) := \int_0^T |\zeta(\sigma + it)|^2 \, dt,$

where $\sigma \geq 1/2$ and $T \geq 2$. The first result in this direction was obtained indepen-
dently by Landau and Schnée in 1909, namely that $I_\sigma(T) \sim \zeta(2\sigma) T$ for $\sigma > 1/2$,
which easily follows from classical approximation of $\zeta(s)$ with Dirichlet polynomi-
als, see [Tit86, Theorems 4.11 and 7.2]. A much harder problem was to study
the asymptotic behaviour of $I_{1/2}(T)$. Hardy and Littlewood proved in 1918 that
$I_{1/2}(T) \sim T \log T$, and reproved it again in 1923 by using the approximate functional
equation for $\zeta(s)$, see [Tit86, Theorem 7.3]. Littlewood announced\footnote{In fact Littlewood stated \footnote{In the introduction of [Bal78] the bound with the exponent $346/1067 + \varepsilon$ is stated. However, his proof (see Lemmas 32 and 33) provides the value $27/82 + \varepsilon$. See also [HB79] for an alternative approach to the former bound.} without proof in 1922 that

$\begin{equation}
I_{1/2}(T) = T \log T - (1 + \log 2\pi - 2\gamma) T + E(T) \tag{1}
\end{equation}$

with $E(T) \ll \varepsilon T^{2/3} + \varepsilon$, $\varepsilon > 0$ and $\gamma$ is the Euler–Mascheroni constant. Six years
later, Ingham\footnote{In fact Littlewood stated without $-2\gamma$.} [Ing28] proved equation (1) with

$E(T) \ll \varepsilon \sqrt{T} \log T, \tag{2}$

see also [Tit32] for an alternative proof, [Tit86, Theorem 7.4] for the proof of
$E(T) \ll \varepsilon T^{1/2} + \varepsilon$, and also [Atk39] for the proof of $E(T) \ll \sqrt{T} \log^2 T$. Titch-
marsh\footnote{In fact Littlewood stated without $-2\gamma$.} [Tit34] was the first who improved the exponent 1/2. He used van der
Corput’s theory of exponential sums in combination with the Riemann–Siegel for-
mula instead of the approximate functional equation to obtain $E(T) \ll \varepsilon T^{2/5} \log^2 T$.
Balasubramanian\footnote{In fact Littlewood stated without $-2\gamma$.} [Bal78] improved\footnote{In fact Littlewood stated without $-2\gamma$.} Titchmarsh’s result to $E(T) \ll \varepsilon T^{2/5} + \varepsilon$, and currently the strongest known estimate $E(T) \ll \varepsilon T^{1/10 + \varepsilon}$ is due to Bourgain and Watt\footnote{In fact Littlewood stated without $-2\gamma$.}. It is conjectured that $E(T) \ll \varepsilon T^{1/4} + \varepsilon$, which is well-supported
by omega results, e.g., Good\footnote{In fact Littlewood stated without $-2\gamma$.} [Goo77] proved that $E(T) = \Omega(T^{1/4})$. For $\Omega$-improvements of this result, as well as for an overview of the mean value theory,
see the expository papers [Mat00] and [Ivi14].
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In 1849, Dirichlet proved
\[ D(x) := \sum_{n \leq x} d(n) = x \log x + (2\gamma - 1)x + \Delta(x) \] (3)
with \( \Delta(x) \ll \sqrt{x} \), where \( x \geq 1 \) and \( d(n) \) is the number of divisors of \( n \in \mathbb{N} \). The estimation of \( \Delta(x) \) is known as the Dirichlet divisor problem, and conjecture \( \Delta(x) \ll x \frac{\log \log x}{\log x} + \varepsilon \) is due to Huxley. Comparing equations (1) and (3) reveals
\[ I_1^2(T) = 2\pi D\left(\frac{T}{2\pi}\right) + E(T) - 2\pi \Delta\left(\frac{T}{2\pi}\right). \]

Deeper connection between \( E(T) \) and \( \Delta(x) \) was discovered by Atkinson in [Atk49], where he presented a new method which allows to express \( E(T) \) in quite exact form. We will state the following version of his theorem.

**Theorem 1.** Let \( A' \leq A'' \) be any two fixed positive constants and \( N \) a positive integer such that \( A' T \leq N \leq A'' T \). Then
\[ E(T) = \Sigma_1(T, N) + \Sigma_2(T, N) + \mathcal{E}(T), \] (4)
where
\[ \Sigma_1(T, N) := \sqrt{2}\left(\frac{T}{2\pi}\right)^{\frac{1}{4}} \sum_{n \leq N} (-1)^n \frac{d(n)}{n^\frac{1}{2} \pi} e(T, n) \cos f(T, n), \] (5)
\[ \Sigma_2(T, N) := -2 \sum_{n \leq Z(T, N)} \frac{d(n)}{n^\frac{1}{2} \pi} \left( \log \frac{T}{2\pi n} \right)^{-1} \cos g(T, n), \] (6)
and
\[ \mathcal{E}(T) \ll \log^2 T, \] (7)
with
\[ Z(T, N) := \frac{1}{4} \left( \sqrt{N + \frac{1}{2} + \frac{2T}{\pi}} - \sqrt{N + \frac{1}{2}} \right)^2, \] (8)
\[ e(T, n) := \left( 1 + \frac{\pi n}{2T} \right)^{-\frac{1}{2}} \left( \frac{2T}{\pi n} \right)^{-\frac{1}{4}} \left( \arcsinh \sqrt{\frac{T}{\pi n}} \right)^{-1}, \] (9)
\[ f(T, n) := 2T \arcsinh \sqrt{\frac{T}{\pi n}} + \sqrt{(\pi n)^2 + 2\pi nT - \frac{\pi}{4}}, \] (10)
and
\[ g(T, n) := T \log \frac{T}{2\pi n} - T + \frac{\pi}{4}. \]

Equation (4), together with its main terms (5) and (6), is known as Atkinson’s formula for \( E(T) \). Our formulation of Theorem 1 differs from the original statement, see [Atk49, Jut83] or [Ivi03, p. 442]; there \( N \) can be an arbitrary positive real number and \( Z(T, N) \) is defined as \( Z(T, N - 1/2) \) from [8]. Both versions are equivalent in the sense that one implies the other with the same bound (7) on the error term.

As it is already noticed by Atkinson, trivial estimation of \( \Sigma_1 \) and \( \Sigma_2 \) reproves Ingham’s result \( E(T) \ll \sqrt{T \log T} \). However, the first nontrivial applications of Atkinson’s formula were found by Heath-Brown almost thirty years later. In [HB78a] he proved
\[ \int_2^T E^2(t) \, dt = 2\pi \left( \frac{2}{3} \right) T^2 + O\left( T^2 \log^2 T \right), \]
which immediately implies $E(T) = \Omega\left(T^{\frac{1}{4}}\right)$, and in [HB78] that
\[ \int_0^T \left| \zeta\left(\frac{1}{2} + it\right) \right|^{12} dt \ll T^2 \log^{17} T. \]

His proof of the latter inequality (see [Ivi13, Section 5] for a different approach) depends on a certain estimate of the mean square in short intervals, see [HB78] Lemma 1 and also [Ivi03, Theorem 7.2], where in the integration process Atkinson’s formula is used with the Gaussian exponential factor as a truncating device. Jutila extended Heath-Brown’s method in [Jut83] where, among other things, he obtained
\[ E(T) \ll X + T^\frac{1}{2} \sup_{|t-T|\leq X} \left\{ \left\{ \sum_{n\leq \xi} (-1)^\epsilon \frac{d(n)}{n^\frac{1}{2}} \cos f(t,n) \right\} \right\}. \]  

(11)

Here, $T^\frac{1}{4} \leq X \leq T^\frac{1}{2}$ and $M = TX^{-2} \log^8 T$. Observe that $\Sigma_1$ is the main contributor to the above estimate. It is expected that $\Sigma_2 \ll T^\epsilon$ because the Lindelöf Hypothesis, i.e., $\zeta(1/2+it) \ll |t|^\epsilon$, guarantees
\[ \sum_{n \leq x} \frac{d(n)}{n^\frac{1}{2} \log t} \ll T^\epsilon \]
for $x \ll T$, see [GCL20] Section 4 for details. Inequality (11) further connects the Dirichlet divisor problem with $E(T)$ via the truncated Voronoi formula (see Section 3), although we need to emphasize that such connection is merely a heuristic evidence for an unproven claim that bounds for $E(T)$ and $\Delta(T)$ should be the same.

Taking $X = T^\frac{1}{4}$ into (11) and estimating trivially, we obtain $E(T) \ll T^\frac{1}{2} \log^2 T$.

Motohashi [Mot87, Theorem 9] refined Jutila’s method to obtain
\[ E(T) \ll T^\frac{1}{4} \log^{2} T. \]  

(12)

Note that we cannot improve the exponent 1/3 with such a simple process. However, it is possible to use (11) to prove $E(T) \ll T \log T^\epsilon$ by applying the delicate method of Kolesnik for handling multiple exponential sums, see [Ivi03, Lemma 7.3].

Very little work has been done on explicit estimates in the mean value theory of $\zeta(s)$. Dona, Helfgott and Zuniga Alterman obtained in [DHZA22, Theorem 4.3] several lower and upper explicit bounds for $I_\sigma(T)$ where $\sigma \in [0,1]$. In our notation, their result on the second power moment on the critical line is
\[ -2T\sqrt{\log T} + 0.69283 \cdot T + 1.242 \leq E(T) \leq 2T\sqrt{\log T} + 24.74642 \cdot T + 1.243 \]
for $T \geq 4$. The first author [Sim20] provided a better upper bound, namely
\[ E(T) \leq 70.26 \cdot T^\frac{1}{4} \sqrt{\log \frac{T}{2\pi}} \]
for $T \geq 2000$. Dona and Zuniga Alterman [DZA22] succeeded to improve this result, showing that
\[ |E(T)| \leq 18.169 \sqrt{T} \log^2 T, \]
\[ |E(T)| \leq 2.552 \sqrt{T} \log^2 T + 8.177 \sqrt{T} \log T \]  

(13)

for $T \geq 100$ and $T > 10^{90}$, respectively, by adapting Atkinson’s proof [Atk39]. As remarked in [DHZA22, p. 4], having an explicit version of Atkinson’s formula would give, at least for large $T$, a better estimate. Moreover, in addition to the above applications such a result could be useful in a wider setting, not just in the estimation of $E(T)$. The main purpose of this paper is to provide an explicit bound on the error term $\mathcal{E}(T)$ from Theorem 1.
Theorem 2. Let \( A'T \leq N \leq A''T \), \( N \) be a positive integer and \( T \geq T_0 \). Then \([4]\) is true with

\[
|\mathcal{E}(T)| \leq a_1 (A', A'', T_0) \log^2 T + a_2 (A', A'', T_0) \log T + a_3 (A', A'', T_0),
\]

where values for \( a_1 \), \( a_2 \) and \( a_3 \) are provided in Table 1 for various \( A' \), \( A'' \) and \( T_0 \).

| \( A' \) | \( A'' \) | \( a_0 \) | \( a_1 (A', A'', T_0) \) | \( a_2 (A', A'', T_0) \) | \( a_3 (A', A'', T_0) \) |
|-----|-----|-----|-----------------|-----------------|-----------------|
| 0.9 | 1.1 | 0.05 | 95              | 275             | 2.4 \cdot 10^{20} | 3.5 \cdot 10^{12} |
|     |     |     | 7.3 \cdot 10^{18} | 8.5 \cdot 10^{10} |                |                |
|     |     |     | 2.1 \cdot 10^{17} | 2.1 \cdot 10^{9}  |                |                |
|     |     |     | 5.5 \cdot 10^{15} | 4.9 \cdot 10^{7}  |                |                |
|     |     |     | 1.4 \cdot 10^{14} | 825             |                |                |
| 0.5 | 1.5 | 0.04 | 217             | 814             | 3.4 \cdot 10^{20} | 5.0 \cdot 10^{12} |
|     |     |     | 1.1 \cdot 10^{19} | 1.3 \cdot 10^{11} |                |                |
|     |     |     | 3.0 \cdot 10^{17} | 3.0 \cdot 10^{9}  |                |                |
|     |     |     | 7.8 \cdot 10^{15} | 7.1 \cdot 10^{7}  |                |                |
|     |     |     | 2.0 \cdot 10^{14} | 2194            |                |                |
| 0.1 | 1.9 | 0.02 | 2444            | 13197           | 2.0 \cdot 10^{21} | 3.1 \cdot 10^{13} |
|     |     |     | 6.3 \cdot 10^{19} | 7.5 \cdot 10^{11} |                |                |
|     |     |     | 1.8 \cdot 10^{18} | 1.8 \cdot 10^{10} |                |                |
|     |     |     | 4.8 \cdot 10^{16} | 4.3 \cdot 10^{8}  |                |                |
|     |     |     | 1.3 \cdot 10^{15} | 33903           |                |                |

Table 1. Values for \( a_1 \), \( a_2 \) and \( a_3 \) for particular parameters \( A', A'' \) and \( T_0 \), where \( T_0 = 10^{20}, 10^{30}, \ldots, 10^{10000} \). Numbers in the last two columns are written in this order from left up – left down to right up – right down.

Our choice for \( A' \) and \( A'' \) is reasonable because in all of the previously mentioned applications of Atkinson’s formula \( N = \lfloor T \rfloor \) is taken. The values in the last two columns in Table 1 are large due to large error terms in the saddle point lemma (Proposition [4]). Also, our proof strongly relies on Atkinson’s original approach. As an application of Theorem 2, we make (12) explicit by following Jutila’s proof of inequality (11), see Section 7. However, careful examination of the log-terms in his approach allows us to improve (12) to

\[
E(T) \ll_{\varepsilon} T^{\frac{1}{4}} \log^{rac{3}{2} + \varepsilon} T
\]

with fully explicit constants which depend on \( \varepsilon > 0 \). For the sake of simplicity we set \( \varepsilon = 1/6 \) to obtain the following.

Corollary 1. We have

\[
|E(T)| \leq J (T_0) T^{\frac{3}{4}} \log^2 T
\]

for \( T \geq 1.1 T_0 \), where values for \( J (T_0) \) are given by Table 2.

A precise version of Corollary 1 is given in Theorem 3. Observe that the last estimate improves (13) for \( T \geq 2.4 \cdot 10^{30} \). With the method presented here, the limit of \( J (T_0) \) when \( T_0 \to \infty \) is around 2.2.

There exist several extensions of Atkinson’s formula: Matsumoto and Meurman proved in [MM93] the analogue of \([4]\) for \( \sigma \in (1/2, 1) \); Jutila extended \([4]\) to a

\footnote{There exist three different proofs of Theorem 1. Motohashi [Mot87] used his version of the approximate functional equation for \( \zeta^2(s) \) to prove \([1]\) with even better error term \( O (\log T) \), while Jutila [Jut97] and Lukkarinen [Luk93] derived \([7]\) via the Laplace transform.}
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| $T_0$ | $10^{30}$ | $10^{40}$ | $10^{50}$ | $10^{60}$ | $10^{70}$ | $10^{80}$ | $10^{90}$ | $10^{100}$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $J(T_0)$ | 1.272 · 10^6 | 14.366 | 3.194 | 3.09 | 3.011 | 2.95 | 2.9 | 2.856 |

Table 2. Values for $J(T_0)$ from Corollary 1.

primitive of Hardy’s $Z$-function, see [Ivi13, Theorem 8.2]; and Motohashi in the spectral theory of the Riemann zeta-function, see [Mot97, Theorem 4.1]. Because the former two extensions rely on the saddle point technique and are in this view closer to the original proof, our results may prove useful in future investigations in the mean value theory of $\zeta(s)$ and $Z(t)$.

The outline of this paper is as follows. In Section 2 we give a concise review of the proof of Theorem 1. Voronoï’s formula with an explicit error term (Lemma 1) is given in Section 3 and the saddle point lemma (Proposition 1) is proved in Section 4. Proposition 1 is used in Section 5 to obtain explicit bounds for two integrals (Propositions 2 and 3), which are then applied in Section 6 to provide the proof of Theorem 2. Finally, the proof of Corollary 1 is given in Section 7.

2. Quick review of the proof of Atkinson’s formula

The proof of Theorem 1 consists of two main parts: derivation of the exact expression for $E(T)$ in terms of four definite integrals and negligible error term, see equation (20), and delicate estimation of these integrals by the saddle point technique (Proposition 1). Because our aim is to obtain an explicit error term in Atkinson’s formula, it is clear that the second part of the proof is of main interest in the present paper, and thus it will be completely presented in the forthcoming sections. However, for the sake of completeness, we will provide the principal ideas from the first part of the proof. The reader is advised to consult details in [Ivi03, pp. 443–451] or [Atk49], see also [Ivi14] for a similar review.

The proof begins with the simple equation

$$\zeta(u)\zeta(v) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{n^u m^v} = \zeta(u + v) + \mathcal{F}(u, v) + \mathcal{F}(v, u), \quad (16)$$

where

$$\mathcal{F}(u, v) := \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{n^u (n + m)^v},$$

which is valid for $\Re\{u\} > 1$ and $\Re\{v\} > 1$. It is clear that in this domain the function $\mathcal{F}(u, v)$ is holomorphic in both variables. By means of partial summation it is possible to obtain analytic continuation of $\mathcal{F}(u, v)$, which will be denoted by the same letter, to a larger domain

$$\{(u, v) \in \mathbb{C}^2 : \Re\{u + v\} > 0, u + v \notin \{1, 2\}, v \neq 1\}.$$

Define

$$\mathcal{G}(u, v) := \mathcal{F}(u, v) - \frac{\Gamma(1 - u)\Gamma(u + v - 1)}{\Gamma(v)} \zeta(u + v - 1). \quad (17)$$

Then $\mathcal{G}(u, v)$ is a holomorphic function on the domain

$$\{(u, v) \in \mathbb{C}^2 : \Re\{u + v\} > 0, u + v \notin \{1, 2\}, u \notin \mathbb{N}, v \notin \mathbb{Z}_{\leq 1}\}.$$

\[5\text{In spectral theory setting also known as the Atkinson dissection, see [Mot97, p. 151].}\]
After combining (16) and (17), we obtain the equality
\[
\zeta(u)\zeta(v) = \zeta(u + v) + \left( \frac{\Gamma(1 - u)}{\Gamma(v)} + \frac{\Gamma(1 - v)}{\Gamma(u)} \right) \times \\
\times \frac{\Gamma(u + v - 1)}{\Gamma(u + v)} \zeta(u + v - 1) + \mathcal{G}(u, v) + \mathcal{G}(v, u),
\]
valid for \(0 < \Re\{u\} < 1, 0 < \Re\{v\} < 1\) and \(u + v \neq 1\). Taking \(0 < \Re\{u\} < 1\) and setting \(v = 1 - u + \delta\) for sufficiently small \(|\delta|\), it can be shown that \(\lim_{\delta \to 0} \mathcal{G}(u, 1 - u + \delta)\) and \(\lim_{\delta \to 0} \mathcal{G}(1 - u + \delta, u)\) exist, and
\[
\zeta(u)\zeta(1 - u) = \frac{1}{2} \left( \frac{\Gamma'(1 - u)}{\Gamma(u)} + \frac{\Gamma'(1 - u)}{\Gamma(u)} \right) + 2\gamma - \log 2\pi \\
+ \lim_{\delta \to 0} \mathcal{G}(u, 1 - u + \delta) + \lim_{\delta \to 0} \mathcal{G}(1 - u + \delta, u).
\] (18)
Therefore, (18) is true for all \(0 < \Re\{u\} < 1\).

The Poisson summation formula implies
\[
\mathcal{G}(u, v) = 2 \sum_{m=1}^{\infty} m^{1-u-v} \sum_{k=1}^{\infty} \int_{0}^{\infty} y^{-u}(1 + y)^{-v} \cos (2\pi km\gamma) \mathrm{d}y
\] (19)
for \(\Re\{u\} < 0\) and \(\Re\{u + v\} > 2\). However, it is possible to show further that function on the right-hand side of (19) is holomorphic on the domain
\[
\{(u, v) \in \mathbb{C}^2 : \Re\{u + v\} > 2, \Re\{u\} < 0, \Re\{v\} > 1\}
\]
since the double series in (19) is absolutely convergent for values in this domain. Moreover, we can obtain
\[
\mathcal{G}(u, v) = 2 \sum_{n=1}^{\infty} \sum_{d\mid n} d^{1-u-v} \int_{0}^{\infty} y^{-u}(1 + y)^{-v} \cos (2\pi n\gamma) \mathrm{d}y
\]
by grouping terms with \(km = n\) in (19) together. Therefore,
\[
\mathcal{G}(u, 1 - u) = \sum_{n=1}^{\infty} d(n)\mathcal{H}(u, n), \quad \mathcal{H}(u, x) := 2 \int_{0}^{\infty} y^{-u}(1 + y)^{-v} \cos (2\pi xy) \mathrm{d}y
\]
for \(\Re\{u\} < 0\). The next step is to obtain analytic continuation of \(\mathcal{G}(u, 1 - u)\) to some domain which includes the critical line \(\Re\{u\} = 1/2\).

Let \(N\) be a positive integer. Taking (3) and writing sums with Stieltjes integrals gives
\[
\mathcal{G}(u, 1 - u) = \left( \sum_{n \leq N} + \sum_{n > N} \right) d(n)\mathcal{H}(u, n) = \mathcal{G}_1(u) + \int_{N + \frac{1}{2}}^{\infty} \mathcal{H}(u, x) \mathrm{d}D(x)
\]
\[
= \mathcal{G}_1(u) + \mathcal{G}_2(u) + \int_{N + \frac{1}{2}}^{\infty} \mathcal{H}(u, x) \mathrm{d}\Delta(x)
\]
\[
= \mathcal{G}_1(u) - \mathcal{G}_2(u) + \mathcal{G}_3(u) - \mathcal{G}_4(u),
\]
where
\[
\mathcal{G}_1(u) := \sum_{n \leq N} d(n)\mathcal{H}(u, n), \quad \mathcal{G}_2(u) := \Delta^*(N + \frac{1}{2})\mathcal{H}\left( u, N + \frac{1}{2} \right),
\]
\[
\mathcal{G}_3(u) := \int_{N + \frac{1}{2}}^{\infty} (\log x + 2\gamma)\mathcal{H}(u, x) \mathrm{d}x, \quad \mathcal{G}_4(u) := \int_{N + \frac{1}{2}}^{\infty} \Delta^*(x) \frac{\partial \mathcal{H}(u, x)}{\partial x} \mathrm{d}x.
\]
Here, \(\Delta^*(x)\) is defined by (22). Replacing \(\Delta(x)\) with \(\Delta^*(x)\) is justified because \(\mathrm{d}\Delta(x) = \mathrm{d}\Delta^*(x)\) for \(x \notin \mathbb{N}\), see (23). Detailed analysis of the above functions shows that \(\mathcal{G}_1(u)\) and \(\mathcal{G}_2(u)\) admit analytic continuation to \(\Re\{u\} < 1\), \(\mathcal{G}_3(u)\) can be analytically continued to \(\Re\{u\} < 1, u \neq 0\), while a bound like (24) guarantees
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analytic continuation of \( \Theta_4(u) \) to \( \Re\{u\} < 2/3 \). This allows us to take \( u = 1/2 + it \) in \( [15] \), thus deriving

\[
\left| \left( \frac{1}{2} + it \right) \right|^2 = \frac{1}{2} \left( \Gamma' \left( \frac{1}{2} + it \right) + \Gamma' \left( \frac{1}{2} - it \right) \right) + 2\gamma - \log 2\pi
\]

\[+ \sum_{j=1}^{4} (-1)^{j+1} \left( \Theta_j \left( \frac{1}{2} + it \right) + \Theta_j \left( \frac{1}{2} - it \right) \right).\]

Integrating the previous equality over \( t \) from 0 to \( T > 0 \) implies

\[
I_4(T) = \frac{1}{2i} \log \Gamma \left( \frac{1}{2} + iT \right) + \left( 2\gamma - \log 2\pi \right) T + \sum_{j=1}^{4} (-1)^{j+1} E_j,
\]

where

\[
E_j := \int_{-T}^{T} \Theta_j \left( \frac{1}{2} + it \right) dt = -i \int_{\frac{1}{2} - iT}^{\frac{1}{2} + iT} \Theta_j \left( u \right) du.
\]

Using Stirling’s formula for \( \log \Gamma(z) \) with an explicit error term, see [Olv74, p. 294], together with the exact representations for holomorphic extensions of \( \Theta_j(u) \), we can write

\[
E(T) = E_1 - E_2 + E_3 - E_4 + R(T),
\]

where

\[
E_1 := 4 \sum_{n \leq N} d(n) \int_0^{\infty} \frac{\sin \left( T \log \frac{1+y}{y} \right) \cos \left( 2\pi ny \right)}{\sqrt{y(1+y)\log \frac{1+y}{y}}} dy,
\]

\[
E_2 := 4 \Delta^* \left( N + \frac{1}{2} \right) \int_0^{\infty} \frac{\sin \left( T \log \frac{1+y}{y} \right) \cos \left( 2\pi \left( N + \frac{1}{2} \right) y \right)}{\sqrt{y(1+y)\log \frac{1+y}{y}}} dy,
\]

\[
E_3 := -\frac{2}{\pi} \left( \log \left( N + \frac{1}{2} \right) + 2\gamma \right) \int_0^{\infty} \frac{\sin \left( T \log \frac{1+y}{y} \right) \sin \left( 2\pi \left( N + \frac{1}{2} \right) y \right)}{y\sqrt{y(1+y)\log \frac{1+y}{y}}} dy
\]

\[+ \frac{1}{\pi i} \int_0^{\infty} \frac{\sin \left( 2\pi \left( N + \frac{1}{2} \right) y \right)}{y} \int_{\frac{1}{2} - iT}^{\frac{1}{2} + iT} \frac{1}{u^2} \left( \frac{1+y}{y} \right)^u du dy,
\]

and

\[
E_4 := 4 \int_{N+1/2}^{\infty} \frac{\Delta^*(x)}{x} \int_0^{\infty} \frac{\cos \left( 2\pi xy \right)}{(1+y)\sqrt{y(1+y)\log \frac{1+y}{y}}} \times
\]

\[\left( T \cos \left( T \log \frac{1+y}{y} \right) - \left( \frac{1}{2} + \log^{-1} \frac{1+y}{y} \right) \sin \left( T \log \frac{1+y}{y} \right) \right) dy dx,
\]

together with

\[
|R(T)| \leq \frac{T}{2} \log \left( 1 + \frac{1}{4T^2} \right) + \frac{1}{12T} + \frac{1}{90T^3}.
\]

This concludes the first part of the proof. From now on the full attention is dedicated to technically difficult estimations of the terms \( E_j \).
3. ON VORONOI’S FORMULA

Turning back to the Dirichlet divisor problem, by the work of Berkane, Bordellès and Ramaré we know that $|\Delta(x)| \leq \sqrt{x}$ for $x \geq 1$, and $|\Delta(x)| \leq 0.764x^{\frac{7}{6}} \log x$ for $x \geq 5$, see [BBR12, Theorems 1.1 and 1.2]. Let

$$\Delta^*(x) := \sum_{n \leq x}^\prime d(n) - x (\log x + 2\gamma - 1) - \frac{1}{4},$$

where $\prime$ means that in the case when $x \in \mathbb{N}$ we take $d(x)/2$ instead of $d(x)$. Observe that

$$\Delta(x) - \Delta^*(x) = \frac{1}{4} \quad \text{for} \quad x \notin \mathbb{N}. \quad (23)$$

Using (23) and the previously stated explicit bounds for $|\Delta(x)|$ we can show that

$$|\Delta^*(x)| \leq x^{\frac{1}{3}} \log (e^x) \quad (24)$$

for $x \geq 1$. We will use (24) in estimating the integrals $E_2$ and $E_4$. The resulting error terms are $o(1)$ when $T \to \infty$, therefore, having a hypothetical explicit version of the divisor conjecture would not significantly improve our constants from Theorem 2.

G. F. Voronoï proved in 1904 that

$$\Delta^*(x) = -\frac{2\sqrt{x}}{\pi} \sum_{n=1}^\infty \frac{d(n)}{n^{\frac{1}{2}}} \left( K_1 \left( 4\pi \sqrt{n}x \right) + \frac{\pi}{2} Y_1 \left( 4\pi \sqrt{n}x \right) \right), \quad (25)$$

where $Y_1(u)$ and $K_1(u)$ are Bessel and modified Bessel functions of the second kind, respectively, see [Ivi03, Chapter 3]. Note that this infinite series converges uniformly on every compact subset of $[1, \infty)$ which does not contain an integer, and convergence is bounded on every bounded subset of the same interval. The next lemma gives an explicit error term for $\Delta^*(x)$ when Bessel functions are replaced by trigonometric functions.

**Lemma 1.** Let $x \geq x_0 \geq 1$. Then

$$\Delta^*(x) = \frac{x^{\frac{1}{4}}}{\pi \sqrt{2}} \sum_{n=1}^\infty \frac{d(n)}{n^{\frac{1}{2}}} \left( \cos \left( 4\pi \sqrt{n}x \right) - \frac{\pi}{4} \right) - \frac{3}{32\pi \sqrt{2}} \sin \left( 4\pi \sqrt{n}x - \frac{\pi}{4} \right) + V x^{\frac{1}{4}},$$

where

$$|V| \leq V (x_0) := \frac{15\zeta^2 \left( \frac{7}{4} \right)}{2^{11} \pi^3 \sqrt{2}} + \frac{105\zeta^2 \left( \frac{3}{4} \right) \pi^2}{2^{16} \pi^4 \sqrt{2}} x_0^{\frac{1}{4}} + \frac{\zeta^2 \left( \frac{11}{4} \right)}{\pi \sqrt{2}} \left( 1 + \frac{3}{32\pi \sqrt{2}} \right) x_0^{\frac{3}{4}}. \quad (26)$$

**Proof.** Let $u \geq 0$. By [Nem17] we know that

$$K_1(u) = \sqrt{\frac{\pi}{2u}} e^{-u} R_1(u), \quad Y_1(u) = -\sqrt{\frac{2}{\pi u}} \left( \cos \left( u - \frac{\pi}{4} \right) - \frac{3}{8u} \sin \left( u - \frac{\pi}{4} \right) \right) + R_2(u),$$

where

$$|R_1(u)| \leq 1 + \frac{3}{8u}, \quad |R_2(u)| \leq \frac{15}{128} \sqrt{\frac{\pi}{2}} \left( 1 + \frac{7}{8u} \right) \frac{1}{u^{\frac{3}{2}} \sqrt{u}}.$$

\[6\text{in [BBR12 Theorem 1.2] it is stated that the latter inequality is true and sharp for } x \geq 9995, \text{ but numerical computation confirms that it is true for all } x \geq 5.\]
With this notation \((25)\) implies
\[
\Delta^*(x) = \frac{x^{\frac{3}{2}}}{\pi \sqrt{2}} \sum_{n=1}^{\infty} \left( \frac{d(n)}{n^{3/2}} \cos \left( 4\pi \sqrt{nx} - \frac{\pi}{4} \right) - \frac{3}{32\pi \sqrt{nx}} \sin \left( 4\pi \sqrt{nx} - \frac{\pi}{4} \right) \right) - \frac{d(n)}{n^{3/2}} e^{-4\pi \sqrt{nx}} R_1 \left( 4\pi \sqrt{nx} \right) - \pi \sqrt{2} x^{\frac{3}{4}} \frac{d(n)}{\sqrt{n}} R_2 \left( 4\pi \sqrt{nx} \right).
\]

Noticing that \(e^{-4\pi u} < u^{-4}\) for \(u \geq 1\), we obtain
\[
\frac{x^{\frac{3}{2}}}{\pi \sqrt{2}} \sum_{n=1}^{\infty} \frac{d(n)}{n^{3/2}} e^{-4\pi \sqrt{nx}} |R_1 \left( 4\pi \sqrt{nx} \right)| \leq \frac{\zeta^2 (\frac{11}{4})}{\pi^2} \left( 1 + \frac{3}{32\pi \sqrt{x}} \right) x^{-\frac{3}{2}}.
\]

Also,
\[
\sqrt{x} \sum_{n=1}^{\infty} \frac{d(n)}{\sqrt{n}} |R_2 \left( 4\pi \sqrt{nx} \right)| \leq \frac{15}{2^{11/4} \pi^4} \left( \zeta^2 \left( \frac{7}{4} \right) x^{-\frac{1}{4}} + \frac{7}{32\pi^2} \zeta^2 \left( \frac{9}{4} \right) x^{-\frac{1}{4}} \right).
\]

Now the statement of Lemma 1 clearly follows.

\[\Box\]

Voronoï also proved the truncated version of \((25)\), namely
\[
\Delta(x) = \frac{x^{\frac{3}{2}}}{\pi \sqrt{2}} \sum_{n \leq N} \frac{d(n)}{n^{3/2}} \cos \left( 4\pi \sqrt{nx} - \frac{\pi}{4} \right) + O \left( x^{\varepsilon} \right) + O \left( x^{\frac{1}{2} + \varepsilon} N^{-\frac{1}{4}} \right). \tag{26}
\]

Observe that taking \(N = \lfloor x^{\frac{3}{4}} \rfloor\) gives \(|\Delta(x)| \ll x^{\frac{3}{2} + \varepsilon}\). In view of Taylor’s expansion
\[
f(t, n) = 4\pi \sqrt{\frac{nt}{2\pi}} - \frac{\pi}{4} + O \left( n^{\frac{1}{2}} t^{-\frac{1}{2}} \right),
\]
we can see a strong resemblance between \((11)\) and \((26)\) for \(N = M\) and \(x = t/(2\pi)\), save only for the \((-1)^n\) term. However, Jutila was able to “correct” the function \(\Delta(x)\) to show that \((26)\) with the \((-1)^n\) term is true for \(-\Delta(x) + 2\Delta(2x) - \frac{1}{2} \Delta(4x)\), see [Jut83] and [Ivi03, pp. 472–473].

4. The saddle point lemma

The purpose of this section is to obtain explicit asymptotics of a particular family of trigonometric integrals
\[
\mathcal{E} (a, b, k; \varphi, f) := \int_a^b \varphi(x) e^{2\pi i (f(x) + kx)} \, dx,
\]
where \(\varphi(z)\) and \(f(z)\) are complex functions satisfying some special properties, and \(a, b, k\) are real numbers with \(a < b\), see Proposition 1. One of these conditions assures that \(f''(x)\) is positive for \(a \leq x \leq b\). This implies that \(f'(x) + k\) is a strictly increasing function. Therefore, if there exists a zero \(x_0 \in [a, b]\) of \(f'(x) + k\), it must be unique and simple. Furthermore, we must also have \(f'(x) + k \geq 0\) for \(x \in [a, x_0]\), and \(f'(x) + k \geq 0\) for \(x \in [x_0, b]\).

In the following proposition \(D (x, r)\) is used for the open disk centered at \(x\) with radius \(r\) and \(\overline{D} (x, r)\) for the closure of the disk.

Proposition 1 (Saddle point lemma). Let \(f(z)\) and \(\varphi(z)\) be two complex functions, and \([a, b] \subset \mathbb{R}\). Assume that:

1. For \(x \in [a, b]\) the function \(f(x)\) is real and \(f''(x) > 0\);
2. There exists \(\mu(x) \in C^1 ([a, b])\), such that \(\mu(x) > 0\), and \(f(z)\) and \(\varphi(z)\) are holomorphic functions on the set \(x \in [a, b] \mu(x)\).
Let $\varphi(z)$ be a particular exponential integral. We have

$$|\varphi(z)| \leq A_1 \Phi(x), \quad |f'(z)| \leq A_2 \frac{F(x)}{\mu(x)}, \quad 1 \leq A_3 \frac{r^2(x)}{F(x)}.$$  

Take $k \in \mathbb{R}$, and let

$$0 < \alpha_0 < \min \left\{ \frac{1}{(1 + 2A_2/A_3)^2} \frac{A_3 (1 + 2A_2)}{2} \left( \frac{48A_1^2}{\pi^3} \right)^2 \right\}. \quad (27)$$

(1) If there exists $x_0 \in [a, b]$ such that $f'(x_0) = -k$, then

$$\mathcal{E}(a, b, k; \varphi, f) = -\frac{\varphi(x_0)}{\sqrt{f'(x_0)}} e^{2\pi i (f(x_0) + k x_0 + \frac{1}{2})} + \mathcal{R}_1 + \mathcal{R}_2 + \mathcal{R}_3.$$  

(2) Otherwise, $\mathcal{E}(a, b, k; \varphi, f) = \mathcal{R}_1 + \mathcal{R}_2$.

Here,

$$|\mathcal{R}_1| \leq A_1 B_1 \left( \frac{\Phi(a)}{|f'(a) + k| + \sqrt{f''(a)}} + \frac{\Phi(b)}{|f'(b) + k| + \sqrt{f''(b)}} \right), \quad (29)$$

$$|\mathcal{R}_2| \leq A_1 \int_a^b \Phi(x) e^{B_2 \left(-|x|\mu(x) - F(x)\right)} \left(1 + \alpha_0 \sqrt{2} |\mu'(x)|\right) dx, \quad (30)$$

$$|\mathcal{R}_3| \leq A_1 \left( A_1^2 B_3 + \sqrt{A_2 B_4} \right) \Phi(x_0) \mu(x_0) F' \frac{2}{F}(x_0), \quad (31)$$

with

$$B_1 (A_2, A_3, \alpha_0) := \frac{1}{1 - \beta (A_2, A_3, \alpha_0)} + \frac{1}{\pi} \exp \left( -\frac{\pi}{2 (1 - \beta (A_2, A_3, \alpha_0))} \right), \quad (32)$$

$$B_2 (A_2, A_3, \alpha_0) := \frac{2\alpha_0^2 (1 - \beta (A_2, A_3, \alpha_0))}{A_3 (1 + 2A_2)}, \quad (33)$$

$$B_3 (A_2, A_3, \alpha_0) := \frac{48 \sqrt{2}}{\pi^4 \alpha_0^6} \left(1 + (1 - \beta (A_2, A_3, \alpha_0))^{-4}\right) \quad (34)$$

and

$$B_4 (A_2, A_3, \alpha_0) := \frac{1 + \alpha_0^3 \omega_3 (A_2, \alpha_0)}{(2\pi/A_3) \left(1 - \alpha_0 \sqrt{2}\right)}$$

$$+ \frac{3}{(4\pi/A_3)^2} \left( \frac{2\pi A_2}{1 - \alpha_0 \sqrt{2}} + \omega_3 (A_2, \alpha_0) \sqrt{2} \right) + \frac{15 \omega_2 (A_2, \alpha_0)}{(4\pi/A_3)^3}, \quad (35)$$

where

$$\beta (A_2, A_3, \alpha_0) := \frac{2\alpha_0 \sqrt{2} A_2}{3 (1 - \alpha_0 \sqrt{2})}, \quad (36)$$

and $\omega_2 (A_2, \alpha_0)$ and $\omega_3 (A_2, \alpha_0)$ are defined by (43) and (45), respectively.

Before proceeding to the proof of Proposition 1, we need the following two lemmas. The first one is Taylor’s formula for holomorphic functions with an explicit remainder term, stated suitably for our purposes, while the second one is a simple estimation of a particular exponential integral.

**Lemma 2.** Let $0 < r_1 < r_2$. Let $f$ be a holomorphic function on $\overline{D}(z_0, r_2)$ such that $|f(z)| \leq M_1$ and $|f'(z)| \leq M_2$ for $z \in \partial D(z_0, r_2)$. Then

$$f(z) = \sum_{n=0}^{k} \frac{f^{(n)}(z_0)}{n!} (z - z_0)^n + T_k(z)$$
for \( z \in \mathbb{D} (z_0, r_1) \), where
\[
|T_k(z)| \leq \frac{M_1 |z - z_0|^{k+1}}{(1 - \frac{r_1}{r_2})^{k+1}}, \quad |T_k(z)| \leq \frac{M_2 |z - z_0|^{k+1}}{(k + 1) (1 - \frac{r_1}{r_2})^{k}}.
\]

**Proof.** Let \( \gamma \) be the positively oriented boundary of \( \mathbb{D} (z_0, r_2) \). By Cauchy’s integral formula for derivatives we have
\[
T_k(z) = \frac{(z-z_0)^{k+1}}{2\pi i} \int_{\gamma} \frac{f(w)}{(w-z)^{k+2}} \sum_{n=0}^{\infty} \left( \frac{z-z_0}{w-z} \right)^n dw,
\]
\[
T_k(z) = \frac{(z-z_0)^{k+1}}{2\pi i} \int_{\gamma} \frac{f'(w)}{(k+1)(w-z)^{k+1}} \sum_{n=0}^{\infty} \frac{k+1+n}{k+1+n} \left( \frac{z-z_0}{w-z} \right)^n dw.
\]
Since \( w = z_0 + r_2 e^{i\varphi}, \varphi \in [0, 2\pi] \), and \( |z-z_0| \leq r_1, |w-z| = r_2 \), the final bounds easily follow from the above exact formulas.

**Lemma 3.** Let \( A \) be a non-negative real number, and let \( B \) and \( b \) be positive real numbers. Then
\[
\int_{0}^{\infty} \exp \left( -Ax - \frac{B}{4} x^2 \right) dx \leq \frac{\left( \frac{2}{A} + e^{-\frac{1}{2}} \right) \sqrt{2}}{A + \sqrt{B}}.
\]

**Proof.** By introducing a new variable \( u = Ax + (B/4)x^2 \), we have
\[
\int_{0}^{\infty} \exp \left( -Ax - \frac{B}{4} x^2 \right) dx = \int_{0}^{\infty} e^{-u} du = \left( \int_{0}^{\frac{1}{2}} + \int_{\frac{1}{2}}^{\infty} \right) \frac{e^{-u} du}{\sqrt{A^2 + Bu}} \leq \int_{\frac{1}{2}}^{\infty} \frac{1}{\sqrt{A^2 + Bu}} du + \frac{1}{\sqrt{A^2 + B}} \int_{\frac{1}{2}}^{\infty} e^{-u} du = \frac{2/a}{\sqrt{A^2 + B}} + \frac{e^{-\frac{1}{2}}}{\sqrt{A^2 + B}}.
\]
The final bound follows from the fact that \( \sqrt{A^2 + B} \geq (A + \sqrt{B}) / \sqrt{2} \).

**Proof of Proposition 1.** Firstly, assume that there exists a zero \( x_0 \in [a, b] \) of \( f'(x) + k \), and that \( a_0 \) satisfies the inequality \( [27] \). Let
\[
I_1 := \{ z = a - (1+i)y : y \in [0, a_0 \mu(a)] \},
I_2 := \{ z = a - (1+i)y : x \in [a, x_0] \},
I_3 := \{ z = x_0 + (1+i)y : y \in [-a_0 \mu(x_0), a_0 \mu(x_0)] \},
I_4 := \{ z = x + (1+i)y : x \in [x_0, b] \},
I_5 := \{ z = b - (1+i)y : y \in [-a_0 \mu(b), 0] \},
\]
see Figure 1.

For integers \( j, 1 \leq j \leq 5 \), let us define
\[
I_j := \int_{I_j} \varphi(z) e^{2\pi i (f(z) + k z)} dz.
\]
From \( [27] \), \( a_0 < \frac{1}{\sqrt{A}} \), so \( |a_0 (1+i) \mu(x)| < \mu(x) \) for every \( x \in [a, b] \). Hence, \( \bigcup_{j=1}^{5} I_j \) is an oriented path from \( a \) to \( b \) in a simply connected domain \( \bigcup_{x \in [a,b]} \mathbb{D}(x, \mu(x)) \) on which \( \varphi \) and \( f \) are holomorphic functions. Cauchy’s theorem then guarantees that \( \mathcal{E} (a, b, k; \varphi, f) = \sum_{j=1}^{5} I_j \). Write \( R_1 := I_1 + I_3, R_2 := I_2 + I_4, \) and
\[
R_3 := I_4 - \frac{\varphi(x_0)}{\sqrt{f''(x_0)}} e^{2\pi i (f(x_0) + k x_0 + \frac{1}{2})}.
\]
With such definitions equation (28) is true. In the first two paragraphs we are going to prove the stated upper bounds for $|\mathcal{R}_1|$ and $|\mathcal{R}_2|$, while the last paragraph is devoted to the most difficult case $\mathcal{R}_3$.

Let $x \in [a, b]$ and $z = x + (1 + i)y$ with $|y| \leq \alpha_0 \mu(x)$. Lemma 2 with $r_1 = \alpha_0 \sqrt{2} \mu(x)$, $r_2 = \mu(x)$, $z_0 = x$, $k = 2$, and $M_2 = A_2 F(x)/\mu(x)$ gives

$$f(z) + k z = f(x) + k x + (1 + i) (f'(x) + k) y + i f''(x) y^2 + \theta_1(y)$$

with $|\theta_1(y)| \leq \beta' f''(x) y^2$, where $\beta = \beta(A_2, A_3, \alpha_0)$ is defined by (36). Observe that (27) guarantees that $0 < \beta < 1$. This implies

$$\Re \{2\pi i (f(z) + k z)\} \leq -2\pi (f'(x) + k) y - 2\pi (1 - \beta) f''(x) y^2.$$

From this inequality we obtain

$$|I_1| \leq A_1 \sqrt{2} \Phi(a) \int_0^{\alpha_0 \mu(a)} \exp \left(2\pi (f'(a) + k) y - 2\pi (1 - \beta) f''(a) y^2\right) dy,$$

$$|I_5| \leq A_1 \sqrt{2} \Phi(b) \int_{-\alpha_0 \mu(b)}^{0} \exp \left(2\pi (f'(b) + k) y - 2\pi (1 - \beta) f''(b) y^2\right) dy.$$

Remembering that $f'(a) + k \leq 0$ and $f'(b) + k \geq 0$, extending the limits of integration, and using Lemma 3 we obtain the upper bound for $|I_1 + I_5| = |\mathcal{R}_1|$ as stated in (29).

Arguing as before, integration along $I_2$ and $I_4$ gives

$$|I_2 + I_4| \leq A_1 \int_a^b \Phi(x) e^{g(x)} \left[1 + \alpha_0 \sqrt{2} |\mu'(x)|\right] dx,$$

where

$$g(x) := -2\pi\alpha_0 |f'(x) + k| \mu(x) - 2\pi (1 - \beta) f''(x) (\alpha_0 \mu(x))^2.$$

We always have $(\alpha_0 \mu(x))^2 f''(x) \geq \alpha_0^2 F(x)/A_3$, which gives

$$-\pi (1 - \beta) f''(x) (\alpha_0 \mu(x))^2 \leq -B_2 (1 + 2A_2) F(x),$$

where $B_2 = B_2 (A_2, A_3, \alpha_0)$ is defined by (37). Assume that $|k| \leq 2 |f'(x)|$. Then

$$-2\pi (1 - \beta) f''(x) (\alpha_0 \mu(x))^2 \leq B_2 (-|k| \mu(x) - F(x)),$$

obviously with the same upper bound also for $g(x)$. Now assume that $|k| > 2 |f'(x)|$. This gives $\alpha_0 |f'(x) + k| \mu(x) > \frac{\pi}{2} |k| \mu(x)$, which further implies

$$g(x) \leq -\pi \alpha_0 |k| \mu(x) - B_2 F(x).$$

Because $\alpha_0 \leq A_3 (1 + 2A_2)/2$, we have $A_3 (1 + 2A_2) \geq 2\alpha_0 (1 - \beta)$ and thus $\pi \alpha_0 \geq B_2$. Therefore, $g(x) \leq B_2 (-|k| \mu(x) - F(x))$ also in this case. This gives the upper bound for $|I_2 + I_4| = |\mathcal{R}_2|$ as stated in (30).
For the sake of brevity we shall write \( \Phi(x_0) = \Phi_0 \), \( F(x_0) = F_0 \) and \( \mu(x_0) = \mu_0 \). Let \( v := \alpha_0 \mu_0 / \left(1 + F_0^{1/3}\right) \). Divide the integration along \( I_3 \) into three parts, \( I_{31} \), \( I_{32} \) and \( I_{33} \), such that

\[
I_{31} := \{ z = x_0 + (1 + i)y : y \in [-\alpha_0 \mu_0, -v] \}, \\
I_{32} := \{ z = x_0 + (1 + i)y : y \in [-v, v] \}, \\
I_{33} := \{ z = x_0 + (1 + i)y : y \in [v, \alpha_0 \mu_0] \}.
\]

Denote by \( I_{31} \), \( I_{32} \) and \( I_{33} \) the corresponding integrals, therefore \( I_3 = I_{31} + I_{32} + I_{33} \). We have

\[
\left|I_{31} + I_{33}\right| \leq 2\sqrt{2} A_1 \Phi_0 \int_v^{\alpha_0 \mu_0} \exp\left(-2\pi (1 - \beta) f''(x_0) y^2\right) dy.
\]

Introducing the new variable \( u = 2\pi (1 - \beta) f''(x_0) y^2 \), we have

\[
\left|I_{31} + I_{33}\right| \leq 2\sqrt{2} A_1 \Phi_0 \int_{2\pi(1-\beta)f''(x_0)v^2}^{\infty} e^{-u} du \leq \frac{A_1 A_3 \sqrt{2} \Phi_0 \mu_0}{2\pi \alpha_0 (1 - \beta)} \frac{1 + F_0^{1/3} \beta}{F_0} \frac{\exp\left(-2\pi \alpha_0^3 (1 - \beta) F_0 \right)}{A_3 \left(1 + F_0^{1/3}\right)^2}.
\]

Here we used the inequalities

\[
\frac{1}{f''(x_0) v} \leq \frac{A_3 \mu_0 \left(1 + F_0^{1/3}\right)}{\alpha_0 F_0}, \quad f''(x_0) v^2 \geq \frac{\alpha_0^3 F_0}{A_3 \left(1 + F_0^{1/3}\right)^2},
\]

which follow from the third condition in the proposition and from the definition of \( v \). Assume that \( F_0 \geq 1 \). Using the inequality \( x^{-\frac{3}{2}} e^{-A \sqrt{x}} \leq 6A^{-3} x^{-\frac{7}{2}} \), valid for \( x \geq 1 \) and \( A > 0 \), we obtain

\[
|I_{31} + I_{33}| \leq \frac{48 \sqrt{2} A_1 A_3}{\pi^4 \alpha_0^6 (1 - \beta)^2} \Phi_0 \mu_0 F_0^{-\frac{7}{2}}. \tag{37}
\]

Now assume that \( 0 < F_0 < 1 \). Then

\[
|I_{31} + I_{33}| \leq \frac{\sqrt{2} A_1 A_3}{\pi \alpha_0 (1 - \beta)} \Phi_0 \mu_0 F_0^{-\frac{7}{2}}
\]

since \( F_0^{-1} \leq F_0^{-\frac{3}{2}} \). By (27) we always have (37). Now we focus on \( I_{32} \). Let \( z = x_0 + (1 + i)y \) with \( |y| \leq v \). Lemma [2] with \( r_1 = v \sqrt{2} \), \( r_2 = \mu_0 \), \( z_0 = x_0 \), \( k = 3 \), and \( M_2 = 2A_0 \mu_0 / \mu_0 \) gives

\[
f(z) + k z = f(x_0) + k x_0 + i f''(x_0) y^2 - \frac{1 - i}{3} f'''(x_0) y^3 + \Theta_2(y)
\]

with

\[
|\Theta_2(y)| \leq \frac{A_2 F_0}{\mu_0^3 \left(1 - \alpha_0 \sqrt{2}\right)^2} y^3.
\]

By the ordinary Taylor’s formula we also have \( e^w = 1 + w + \Theta_3(w) \) with \( |\Theta_3(w)| \leq \frac{1}{2} |e^w| |w|^2 \) for \( w \in \mathbb{C} \). Lemma [2] with \( r_1 = v \sqrt{2} \), \( r_2 = \mu_0 \), \( z_0 = x_0 \), \( k = 1 \), and \( M_1 = A_1 \Phi_0 \) also implies

\[
\varphi(z) = \varphi(x_0) + (1 + i) \varphi'(x_0) y + \Theta_4(y), \quad |\Theta_4(y)| \leq \frac{2 A_1 \Phi_0}{\mu_0^3 \left(1 - \alpha_0 \sqrt{2}\right)^2} y^2.
\]
Define \( w := -(2\pi/3)(1 + i)f''(x_0)y^3 + 2\pi i\theta_2(y) \). Then

\[
\varphi(z)e^{2\pi i(f(z) + k\xi)} = e^{2\pi i(f(x_0) + k\xi_0)} \varphi(x_0)e^{-2\pi f''(x_0)y^2} + (1 + i) \left( \varphi'(x_0)y - \frac{2\pi}{3} f'''(x_0) \varphi(x_0)y^3 \right)e^{-2\pi f''(x_0)y^2} + \Omega(y)e^{-2\pi f''(x_0)y^2},
\]

(38)

where

\[
\Omega(y) := (2\pi i\theta_2(y) + \theta_3(w)) \varphi(x_0) + (1 + i) \varphi'(x_0)(w + \theta_3(w))y + (1 + w + \theta_3(w))\theta_4(y).
\]

Since the middle term in (38) is an odd function in the variable \( y \), we obtain

\[
\mathcal{I}_{32} = \frac{\varphi(x_0)}{\sqrt{f''(x_0)}} e^{2\pi i(f(x_0) + k\xi + \xi_0)} + \widetilde{\mathcal{R}}_{31} + \widetilde{\mathcal{R}}_{32},
\]

where

\[
\widetilde{\mathcal{R}}_{31} := -2\sqrt{2}e^{2\pi i(f(x_0) + k\xi + \xi_0)}\varphi(x_0)\int_0^\infty e^{-2\pi f''(x_0)y^2} dy,
\]

\[
\widetilde{\mathcal{R}}_{32} := (1 + i)e^{2\pi i(f(x_0) + k\xi + \xi_0)}\int_{\nu}^{-\nu} \Omega(y)e^{-2\pi f''(x_0)y^2} dy.
\]

With this definitions we have \( \mathcal{R}_3 = \mathcal{I}_{31} + \mathcal{I}_{33} + \widetilde{\mathcal{R}}_{31} + \widetilde{\mathcal{R}}_{32} \), where \( \mathcal{R}_3 \) is from (28).

Arguing as for the bound of \( |\mathcal{I}_{31} + \mathcal{I}_{33}| \), we see that

\[
|\widetilde{\mathcal{R}}_{31}| \leq \frac{48\sqrt{2}A_1 A_3^4}{\pi^4 \alpha_0^2} \Phi_0 \mu_0 F_0^{-\frac{3}{2}},
\]

which implies

\[
|\mathcal{I}_{31} + \mathcal{I}_{33} + \widetilde{\mathcal{R}}_{31}| \leq A_1 A_3^2 B_3 \Phi_0 \mu_0 F_0^{-\frac{3}{2}},
\]

(39)

where \( B_3 = B_3(A_2, A_3, \alpha_0) \) is defined by (34). Therefore, it remains to estimate \( \widetilde{\mathcal{R}}_{32} \). Because \( |\varphi'(x_0)| \leq A_1 \Phi_0/\mu_0 \), we have

\[
|\Omega(y)| \leq \frac{2\pi A_1 A_3 \Phi_0 F_0}{1 - \alpha_0 \sqrt{2}} \frac{\mu_0^4}{\mu_0^4} y^4 + A_1 \Phi_0 |\theta_3(w)| + \frac{A_1 \Phi_0 \sqrt{2}}{\mu_0} |y| (|w| + |\theta_3(w)|)
\]

+ \frac{2A_1 \Phi_0}{1 - \alpha_0 \sqrt{2}} \frac{\mu_0^4}{\mu_0^4} (1 + |w| + |\theta_3(w)|) y^2,
\]

(40)

Because \( |f'''(x_0)| \leq 2A_2 F_0/\mu_0^3 \), we have

\[
|w| \leq \frac{4\pi \sqrt{2}A_2 F_0}{3\mu_0} |y|^3 + \frac{2\pi A_2 F_0}{1 - \alpha_0 \sqrt{2}} \frac{\mu_0^4}{\mu_0^4} y^4
\]

\[
\leq \pi \alpha_0^3 A_2 \left( \frac{4\sqrt{2}}{3} + \frac{27\alpha_0}{2^7 (1 - \alpha_0 \sqrt{2})} \right) := \omega_1(A_2, \alpha_0),
\]

(41)

where we also used the fact that \( 2F_0/(1 + F_0^{1/3})^4 \) is not greater than \( 27/2^7 \) since \( F_0 \geq 0 \). Both previous inequalities imply

\[
|\theta_3(w)| \leq \omega_2(A_2, \alpha_0) \frac{F_0^2}{\mu_0^4} y^6,
\]

(42)
where
\[ \omega_2(A_2, \alpha_0) := e^{\omega_1(A_2, \alpha_0)} \left( \frac{4\pi A_2}{3} \right)^2 \left( 1 + \frac{3\alpha_0}{\sqrt{2} - 2\alpha_0} \left( 1 + \frac{3\sqrt{2}\alpha_0}{8(1 - \alpha_0\sqrt{2})} \right) \right), \]
(43)
and \( \omega_1(A_2, \alpha_0) \) is defined by \( (31) \). Therefore,
\[ |w| + |\theta_3(w)| \leq \omega_3(A_2, \alpha_0) \frac{F_0}{\mu_0^4} |y|^3 \leq \alpha_0^3 \omega_3(A_2, \alpha_0), \]
(44)
where
\[ \omega_3(A_2, \alpha_0) := \frac{4\pi \sqrt{2} A_2}{3} + \frac{2\alpha_0 A_2}{1 - \alpha_0 \sqrt{2}} + \alpha_0^3 \omega_2(A_2, \alpha_0). \]
(45)
Taking into account \( (12) \) and the first inequality in \( (44) \), together with \( (40) \) we finally arrive to
\[ |\Omega(y)| \leq \frac{2A_1}{1 - \alpha_0 \sqrt{2}} \left( \frac{1 + \alpha_0 \omega_3}{\mu_0^4} y^2 + \left( \frac{2\pi A_1}{1 - \alpha_0 \sqrt{2}} + A_1 \omega_3 \sqrt{2} \right) \frac{\Phi_0 F_0}{\mu_0^4} y^4 + A_1 \omega_2 \frac{\Phi_0 F_0^2}{\mu_0^6} y^6 \right). \]
Using
\[ \int_{-\infty}^{\infty} |y|^m e^{-2\pi f'(x_0)y^2} dy = (2\pi f''(x_0))^{-\frac{m+1}{2}} \Gamma \left( \frac{m+1}{2} \right) \]
\[ \leq \left( \frac{2\pi}{A_4} \right)^{-\frac{m+1}{2}} \Gamma \left( \frac{m+1}{2} \right) \mu_0^{-m+1} F_0^{-\frac{m+1}{2}} \]
for \( m \geq 1 \), see \textbf{CR15} Equation 3.326(2)], we obtain at once that
\[ |\overline{R}_{32}| \leq A_1 \sqrt{A_3} B_4 \Phi_0 \mu_0 F_0^{-\frac{3}{2}}, \]
(46)
where \( B_4 = B_4(A_2, A_3, \alpha_0) \) is defined by \( (35) \). Inequalities \( (29) \) and \( (30) \) give the final bound in \( (31) \), which concludes the proof in the case that there exists a zero \( x_0 \in [a, b] \) of \( f'(x) + k \). If this is not the case, then we already proved that \( E(a, b, k, \omega, f) = R_1 + R_3 \), with the same bounds \( (29) \) and \( (30) \) if \( f'(a) + k < 0 \). But if \( f'(a) + k > 0 \), then we integrate in a similar fashion from \( a \) to \( a + (1 + i)\alpha_0 \mu(a) \) to \( b + (1 + i)\alpha_0 \mu(b) \) to \( b \), along \( x + (1 + i)\alpha_0 \mu(x) \) in the middle. We can easily observe that the stated bounds are also true in this case. The proof is thus complete. ■

5. Estimation of two integrals

A first glance at the terms \( E_j \) reveals that we deal with two main types of integrals, namely the one in the first three terms, and the other one in the last term. In this section we estimate these two families by means of Proposition 4.

**Proposition 2.** Let \( \alpha, \beta, \gamma, a, b, k, T, A', A'' \) be positive real numbers such that \( \alpha \neq 1 \), \( 0 < a \leq \min \{1, T/(8\pi k)\} \), \( b \geq T \), \( k \geq 1 \), and \( T \geq T_0 \geq 1 \). Additionally, let \( 1 \leq k \leq A''T \) or \( k \geq A'T \). Define
\[ U(T, k) := \sqrt{\frac{T}{2\pi k}} + \frac{1}{4}, \quad \eta(k) := U(1, k) - \frac{1}{2}, \]
\[ \delta(T) := \begin{cases} \log T, & \gamma - \alpha - \beta = -1, \\ \frac{\log T}{1 + \gamma - \alpha - \beta}, & \gamma - \alpha - \beta \neq -1. \end{cases} \]
Together with: If \(1 \leq k \leq A'T\), then

\[
\mathcal{U}_4(\alpha, \beta, \gamma, A', T, k, T) := 2^{\gamma - \beta + 3}\gamma(\mathcal{U}_{41} + \mathcal{U}_{42}) T^{\frac{1}{2}(\gamma - \alpha - \beta)} - \frac{1}{2}k^{-\frac{1}{2}(\gamma - \alpha - \beta)} - \frac{1}{2},
\]

where

\[
\mathcal{U}_{41}(\alpha, \beta, \gamma, A') := \frac{1.027(A')^{\frac{3}{2}}}{|\alpha - 1|} \left(1 + \frac{1}{(A')^{\frac{1}{4}}}(\sqrt{A'} + \frac{1}{\sqrt{2\pi}})^{\frac{3}{2}} \max \left\{(2\pi) - \frac{1}{2}(\gamma - \alpha - \beta), (\sqrt{A'} \eta(A'))^{\gamma - \alpha - \beta}\right\}\right). \tag{51}
\]

If \(k \geq A'T\), then

\[
\mathcal{U}_4(\alpha, \beta, \gamma, A', T_0, k, T) := 2^{\gamma - \beta + 3}\gamma(\mathcal{U}_{43} + \mathcal{U}_{44}) T^{-\frac{1}{2}k - \frac{1}{2}(\gamma - \alpha - \beta)} - 1,
\]

where

\[
\mathcal{U}_{43}(\alpha, \beta, \gamma, A', T_0) := 2^{\gamma - \beta}(A')^{-\alpha} \left(\frac{3.975 \cdot 10^7}{|\alpha - 1|} A' + \frac{1.63 \cdot 10^{10}}{\sqrt{T_0}}\right) \tag{53},
\]

\[
\mathcal{U}_{44}(\alpha, \beta, \gamma, A') := 3.5 \cdot 10^{19}(A' \eta(A'))^{-\alpha} \left(1 + \frac{1}{2\pi A'}\right)^{\gamma - \beta + \frac{1}{2}}. \tag{54}
\]

We also have

\[
\int_a^b y^{-\alpha}(1 + y)^{-\beta} \left(\log \frac{1 + y}{y}\right)^{-\gamma} \exp \left(i \left(T \log \frac{1 + y}{y} - 2\pi ky\right)\right) dy = \tilde{U}, \tag{55}
\]

where

\[
|\tilde{U}| \leq \mathcal{U}_4 a^{1 - \alpha - T^{-1}} + \mathcal{U}_2 b^{\gamma - \alpha - \beta} k^{-1} + \mathcal{U}_3 + \tilde{U}_4,
\]
proof. With Lemma 4. Therefore,  

$$f(x) = T \frac{1 + x}{1 + x^2} > 0.$$  

Firstly, let us provide the constants $A_1$, $A_2$, and $A_3$ from Proposition 1 for this particular set of functions.

Lemma 4. With $A_1 = 2^a + 3\gamma$, $A_2 = 1/\pi$, and $A_3 = 27\pi$, the conditions of Proposition 1 are true for the functions defined in (56) and (57).

Proof. We are going to show that $|\varphi(x)| \leq A_1\Phi(x)$, $|f'(x)| \leq A_2F(x)/\mu(x)$, and $1/|f''(x)| \leq A_3\mu^2(x)/\mu(x)$ for $x \in [a, b]$ and $z \in \mathbb{D}(x, x/2)$.

As $x/2 \leq \Re\{z\} \leq |z|$ and $1 + 2/(3x) \leq 1 + \Re\{1/z\} \leq |1 + 1/z|$, we also used the fact that $z \mapsto 1/z$ maps $\mathbb{D}(x, x/2)$ bijectively to $\mathbb{D}(4/(3x), 2/(3x))$, we have

$$|\varphi(x)| = |z|^{-\alpha}|1 + z|^{-\beta} \log \frac{1 + z}{z} \leq \left(\frac{x}{2}\right)^{-\alpha}(1 + \frac{x}{2})^{-\beta} \log \left(1 + \frac{2x}{3}\right)^{-\gamma}.$$  

Therefore,

$$|\varphi(x)| = \frac{|\varphi(x)|}{\Phi(x)} \leq 2^{\alpha} \left(1 + \frac{x}{1 + x^2}\right)^{\beta} \left(1 + x\log \left(1 + \frac{2x}{3}\right)^{-\gamma} \right) \leq 2^{\alpha} 2^\beta \left(\frac{2}{3}\right)^{-\gamma},$$

thus proving the first bound.

Similarly,

$$|f'(x)| = \frac{T}{2\pi x \cdot |1 + z|} \leq \frac{T}{\pi x (1 + \frac{2}{3})}.$$  

Therefore,

$$\frac{|f'(x)|}{F(x)} \leq \frac{1 + x}{\pi (2 + x)} \leq \frac{1}{\pi},$$

thus proving the second bound.

Proceeding to the third constant, we have

$$\frac{1}{|f''(x)|} \leq 2\pi \left(\frac{z^2(1 + z)^2}{2x + 1}\right) \leq 2\pi \frac{z^2}{|2 + 1/z|} \leq 2\pi \frac{z^2}{2} \cdot \frac{1 + z}{|1 + z|} \cdot \frac{1}{2 + 4z} \leq 2\pi \frac{2x}{2} \cdot \frac{1}{2} \cdot \frac{1}{2 + 4z} \leq \frac{9\pi (2 + 3x)}{4T} \cdot x^2$$

since $z \mapsto 1/(2 + 4z)$ maps $\mathbb{D}(x, x/2)$ bijectively to

$$\mathbb{D}\left(\frac{1 + 2x}{2(1 + x)(1 + 3x)}, \frac{x}{2(1 + x)(1 + 3x)}\right).$$
Therefore, \[
\frac{F(x)}{|f''(z)|} \leq 9\pi \frac{2 + 3x}{1 + x} \leq 27\pi,
\]
thus completing the proof of the lemma.

\textbf{Proof of Proposition 2.} Let
\[
x_0 := U(T, k) - \frac{1}{2}.
\]
Then \(f'(x_0) = -k\) and \(x_0 \in [a, b]\). According to Proposition 1 we have
\[
\mathcal{E}(a, b, k; \varphi, f) = \frac{\varphi(x_0)}{\sqrt{f''(x_0)}} e^{2\pi i (f(x_0) + kx_0 + \frac{1}{2})} + \mathcal{R}_1 + \mathcal{R}_2 + \mathcal{R}_3,
\]
where \(\mathcal{E}(a, b, k; \varphi, f)\) is exactly the integral from Proposition 2. We need to estimate each remainder term in (58). We are using estimates (29), (30) and (31) with
\[
0 < \alpha_0 < \min \left\{ \frac{1}{19\sqrt{2}}, 27 \left( 1 + \frac{\pi}{2} \right), 3 \cdot 6^{2/3} \right\} = \frac{1}{19\sqrt{2}}
\]
and constants \(A_1, A_2, \) and \(A_3\) from Lemma 4. We choose \(\alpha_0 := 0.645/\left(19\sqrt{2}\right)\) which, rounded to 5 decimal places, is equal to the minimum point of \(B_3 = B_3(A_2, A_3, \alpha_0)\) from (53). We seek to minimize \(B_3\) as it appears to be the largest value among \(B_i = B_i(A_2, A_3, \alpha_0)\) for \(i \in \{1, 3, 4\}\). We will see that these values contribute to (52) and (54), which are significant terms in (47).

As
\[
f'''(x_0) = \frac{4\pi k^2}{T} U(T, k)
\]
and
\[
\log \left( \frac{1 + x_0}{x_0} \right) = \log \left( \frac{\sqrt{\frac{T}{2\pi k}} + \frac{1}{2} + \frac{1}{2}}{\sqrt{\frac{T}{2\pi k}} + \frac{1}{2} - \frac{1}{2}} \right) = \log \left( \frac{\sqrt{1 + \frac{\pi k}{2T}} + \sqrt{\frac{\pi k}{2T}}}{\sqrt{1 + \frac{\pi k}{2T}} - \sqrt{\frac{\pi k}{2T}}} \right) = 2 \log \left( \sqrt{1 + \frac{\pi k}{2T}} + \sqrt{\frac{\pi k}{2T}} \right) = 2 \arcsinh \sqrt{\frac{\pi k}{2T}},
\]
we can easily verify that the main parts in (47) and (58) coincide. In what follows are estimations of the terms \(\mathcal{R}_1\).

Beginning with \(\mathcal{R}_1\), our condition on \(a\) implies
\[
|f'(a) + k| = -f'(a) - k = \frac{T}{2\pi a(a + 1)} - k \\
\geq \frac{T}{2\pi a(a + 1)} - \frac{T}{8\pi a} = \frac{T(3 - a)}{8\pi a(a + 1)}.
\]
Therefore,
\[
\frac{\Phi(a)}{|f'(a) + k| + \sqrt{f''(a)}(a)} \leq \frac{a^{-\alpha}(1 + a)^{\gamma - \beta}}{3 - a} \frac{8\pi(a + 1)2^{\gamma - \beta}a^{1 - \alpha}T^{-1}}{a^{1 - \alpha}T^{-1}}.
\]
Similarly, for \(b \geq T\) we have
\[
f'(b) + k = k - \frac{T}{2\pi b(b + 1)} \geq k - \frac{1}{2\pi(T + 1)} \geq k - \frac{1}{4\pi} \geq \left(1 - \frac{1}{4\pi}\right) k
\]
and therefore
\[
\frac{\Phi(b)}{|f'(b) + k| + \sqrt{f''(b)}} \leq \frac{b^{-\alpha}(1 + b)^{\gamma - \beta}}{1 - \frac{1}{4\pi}} b^{\gamma - \alpha - \beta} k^{-1}.
\]
Hence,

$$|R_1| \leq 4\pi A_1 B_1 \left( \frac{2|\gamma - \beta| + 1 + a}{3 - a} a^{1-\alpha} T^{-1} + \frac{2|\gamma - \beta|}{4\pi} b^{\gamma - \alpha - 1} k^{-1} \right).$$

In the final estimate for $U$ this bound contributes (49) and the first term in (48).

Proceeding to $R_2$, we have

$$|R_2| \leq A_1 \int_a^b \Phi(x) e^{B_2 (\kappa |x| - F(x))} \left( 1 + \alpha_0 \sqrt{2} |\mu'(x)| \right) \, dx$$

$$= A_1 \left( 1 + \frac{\alpha_0}{\sqrt{2}} \right) \left( \int_a^1 x^{-\alpha} e^{-\frac{B_2 A_1}{4} \frac{1}{x}} \, dx + \int_1^b x^{\gamma - \alpha - \beta} e^{-\frac{B_2 A_1}{4} \frac{1}{x}} \, dx \right),$$

which gives

$$|R_2| \leq A_1 \left( 1 + \frac{\alpha_0}{\sqrt{2}} \right) 2|\gamma - \beta| \left( \int_a^1 x^{-\alpha} e^{-\frac{B_2 A_1}{4} \frac{1}{x}} \, dx + \int_1^b x^{\gamma - \alpha - \beta} e^{-\frac{B_2 A_1}{4} \frac{1}{x}} \, dx \right). \quad (61)$$

Note that $k \geq 1$. We are going to estimate the first integral. Having

$$\int_a^1 x^{-\alpha} e^{-\frac{B_2 (k + \gamma)}{2} x} \, dx \leq e^{-\frac{B_2 T}{2} \alpha} T^{-\alpha} a^{1-\alpha},$$

this integral is therefore less than

$$\frac{2}{B_2 e} T^{-1} a^{1-\alpha} + \frac{1}{|\alpha - 1|} \left( \frac{|\gamma - \alpha - \beta| + 3}{B_2 e} \right)^{\frac{1}{2}} |\gamma - \alpha - \beta|^{-\frac{1}{2}} T^{-\frac{1}{2}} |\gamma - \alpha - \beta|^{-\frac{1}{2}}.$$

Here we used the inequality

$$e^{-AT} \leq \left( \frac{\lambda}{AeT} \right)^\lambda,$$

which is valid for positive $A$, $T$ and $\lambda$. If $1 \leq k \leq A' T$, then

$$\int_a^1 x^{-\alpha} e^{-\frac{B_2 (k + \gamma)}{2} x} \, dx \leq \frac{2}{B_2 e} T^{-1} a^{1-\alpha} + \frac{(A')^k}{|\alpha - 1|} \max \left\{ 1, (A')^{\frac{1}{2}} |\gamma - \alpha - \beta| \right\} \left( \frac{1}{|\alpha - 1|} + \frac{(A')^k}{B_2 (A')^{\alpha}} \right),$$

$$\times \left( \frac{|\gamma - \alpha - \beta| + 3}{B_2 e} \right)^{\frac{1}{2}} |\gamma - \alpha - \beta|^{-\frac{1}{2}} T^{\frac{1}{2}} |\gamma - \alpha - \beta|^{-\frac{1}{2}} k^{-\frac{1}{2}} |\gamma - \alpha - \beta|^{-\frac{1}{2}}. \quad (63)$$

If $k \geq A' T$, then we obtain

$$\int_a^1 x^{-\alpha} e^{-\frac{B_2 (k + \gamma)}{2} x} \, dx \leq e^{-\frac{B_2 T}{2} \alpha} \left( \int_a^{A' T/k} x^{-\alpha} \, dx + \frac{k}{A'T} \int_{A'T/k}^{\infty} e^{-\frac{B_2 x}{2}} \, dx \right)$$

$$\leq e^{-\frac{B_2 T}{2} \alpha} \left( \frac{1}{|\alpha - 1|} a^{1-\alpha} + \frac{(A')^{1-\alpha} T^{1-\alpha} k^{\alpha - 1}}{|\alpha - 1|} + \frac{2 T^{-\alpha} k^{\alpha - 1}}{B_2 (A')^{\alpha}} \right)$$

$$\leq \frac{2}{e B_2 |\alpha - 1|} T^{-1} a^{1-\alpha}$$

$$+ \frac{1}{(A')^\alpha} \left( \frac{A'}{|\alpha - 1|} \left( \frac{3}{e B_2} \right)^{3/2} + \frac{4}{e B_2 \sqrt{T_0}} \right) T^{-\frac{1}{2}} a^{1-\alpha}, \quad (64)$$
where we used (62) in order to obtain the last inequality. Turning to the estimation of the second integral in (61), we have
\[
\int_1^b x^{\gamma - \alpha - \beta} e^{-\frac{B_2 (kx + T/x)}{2}} dx \leq \int_1^T x^{\gamma - \alpha - \beta} e^{-\frac{B_2 \sqrt{T/k}}{2}} dx + \int_T^b x^{\gamma - \alpha - \beta} e^{-\frac{B_2 k}{2}} dx \\
\leq \delta(T) e^{-\frac{B_2 \sqrt{T/k}}{2}} + \frac{2}{B_2 k} \max \{ b^{\gamma - \alpha - \beta}, T^{\gamma - \alpha - \beta} \} e^{-\frac{B_2 k}{2}} , \tag{65}
\]
where in the first inequality we used the fact that the maximum of \(-\frac{B_2}{2} (kx + T/x)\), \(x \in [1, \infty)\), does not exceed \(-B_2 \sqrt{T/k}\). Taking (63) and (65) in (61) contributes (50), (51), and the second term in (48), while taking (64) in place of (63) contributes (53) in place of (51).

Finally, we need to estimate also \(R_3\). By Proposition \ref{prop:1} we have
\[
|R_3| \leq A_1 \left( A_1^3 B_3 + \sqrt{A_1^2 B_4} \right) \frac{x_0}{2} \Phi(x_0) F^{-\frac{3}{2}}(x_0) . \tag{66}
\]
If \(1 \leq k \leq A'' T\), then
\[
\sqrt{A''} \eta(A'') \sqrt{\frac{T}{k}} \leq x_0 \leq \sqrt{\frac{T}{2\pi k}} .
\]
which implies
\[
\Phi(x_0) \leq \left( 1 + \frac{1}{\eta(A'')} \right)^{\gamma - \beta} x_0^{\gamma - \alpha - \beta} 
\leq \left( 1 + \frac{1}{\eta(A'')} \right)^{\gamma - \beta} \times 
\times \max \left\{ (2\pi)^{-\frac{3}{2}} (\gamma - \alpha - \beta), \left( \sqrt{A''} \eta(A'') \right)^{\gamma - \alpha - \beta} \right\} \left( \frac{T}{k} \right)^{\frac{3}{2} (\gamma - \alpha - \beta)}
\]
and
\[
F(x_0) \geq \frac{1}{\sqrt{A''} + \frac{1}{\sqrt{\pi}}} \sqrt{kT} .
\]
Taking these bounds in (66) contributes (52). Now let \(k \geq A' T\). We then have
\[
A' \eta(A') \frac{T}{k} \leq x_0 \leq \frac{T}{2\pi k},
\]
which implies
\[
\Phi(x_0) \leq \left( 1 + \frac{1}{2\pi A'} \right)^{\gamma - \beta} x_0^{\gamma - \alpha - \beta} \leq (A' \eta(A'))^{-\alpha} \left( 1 + \frac{1}{2\pi A'} \right)^{\gamma - \beta} \left( \frac{T}{k} \right)^{-\alpha}
\]
and
\[
F(x_0) \geq T \left( 1 + \frac{1}{2\pi A'} \right)^{-1} .
\]
Taking these bounds in (66) contributes (54). This concludes the proof of (47).

We need to prove also (55). We have
\[
\hat{U} = \mathcal{E}(a, b, -k; \varphi, f) = R_1 + R_2
\]
by Proposition \ref{prop:1}, where \(k\) is replaced by \(-k\) in the bounds for \(R_1\) and \(R_2\). Trivially, the estimate (61) does not change as it depends on \(|k|\). The estimation of \(|R_1|\) is slightly different. In this case \(|f'(a) - k| = k - f'(a)\) and \(|f'(b) - k| = k - f'(b)\). But it is not difficult to see that lower bounds (59) and (60) are also valid in this case. Because the term \(R_3\) contributes only (52) and (54), the proof of (55), and also Proposition \ref{prop:2} is thus complete. \(\blacksquare\)
Proposition 3. Let \( A, A', \alpha \) be positive real numbers and \( A \sqrt{T} \leq a \leq A' \sqrt{T} \). Additionally, let \( n \geq 1 \) and

\[
n < \frac{T}{2\pi}, \quad \frac{1}{n} \left( \frac{T}{2\pi} - n \right)^2 \geq a^2.
\]  

Then

\[
\int_a^\infty \exp \left( i \left( 4\pi x \sqrt{n} - 2T \arsinh \left( x \sqrt{\frac{T}{2\pi}} \right) - \sqrt{2\pi x^2 T + \pi^2 x^4 + \pi x^2} \right) \right) dx
\]

\[
l^\infty \frac{x^n \arsinh \left( x \sqrt{\frac{T}{2\pi}} \right) \left( \sqrt{\frac{T}{2\pi x^2}} + \frac{1}{4} + \frac{1}{2} \right) \left( \frac{T}{2\pi x^2} + \frac{1}{4} \right)^{\frac{1}{2}}}{x^n \arsinh \left( x \sqrt{\frac{T}{2\pi}} \right) \left( \sqrt{\frac{T}{2\pi x^2}} + \frac{1}{4} + \frac{1}{2} \right) \left( \frac{T}{2\pi x^2} + \frac{1}{4} \right)^{\frac{1}{2}}}
\]

\[
= \frac{4\pi}{T} n^{-\frac{n-1}{2}} \left( \log \frac{T}{2\pi n} \right)^{-1} \left( \frac{T}{2\pi} - n \right)^{-\frac{n-1}{2}} \exp \left( i \left( T - T \log \frac{T}{2\pi n} - 2\pi n + \frac{\pi}{4} \right) \right)
\]

\[
+ V(\alpha, a, n, T, A, A'),
\]

where

\[
|V| \leq V_1 \cdot \sqrt{T} \min \left\{ 1, \left| 2\sqrt{n} + a - \sqrt{a^2 + \frac{2T}{\pi}} \right|^{-1} \right\}
\]

\[
+ V_2 \cdot \sqrt{T} n^{-\frac{n-1}{2}} \left( \frac{T}{2\pi} - n \right)^{-\frac{n-1}{2}} + V_3 \cdot \sqrt{T} n^{-\frac{n-1}{2}} e^{-B(A,0) (T+A \sqrt{T})}
\]

Here,

\[
0 < \alpha_0 < \min \left\{ \frac{1}{\sqrt{2}}, \frac{A_3(A) (1 + 2A_2)}{2}, \left( \frac{48A_3(A)}{\pi^3} \right)^{\frac{1}{2}} \right\}
\]

\[
B_i(A, \alpha_0) := B_i (A_2, A_3(A), \alpha_0), \quad i \in \{1, 2, 3, 4\},
\]

\[
V_1(\alpha, A_0, A') = A_1(\alpha, A) B_1(A, A_0) A^{-\alpha} \left( 1 - \left( \frac{1}{2\pi (A')^2} \right)^{-\frac{1}{2}} \right)^{-\frac{1}{2}}
\]

\[
V_2(\alpha, \alpha_0, A) = \frac{1}{2} A_1(\alpha, A) \left( A_3(A)^4 B_3(A, \alpha_0) + \sqrt{A_3(A)} B_4(A, \alpha_0) \right),
\]

\[
V_3(\alpha, \alpha_0, A) = \frac{A_1(\alpha, A)}{B_2(A, \alpha_0)} A^{-\alpha} \left( 1 + \frac{\alpha_0}{\sqrt{2}} \right)
\]

with \( A_1, A_2, A_3, \) and \( B \) defined by \[78\] and \[82\]-\[85\], respectively.

If one of the conditions in \[67\] is not satisfied, or if \( \sqrt{n} \) is replaced by \( -\sqrt{n} \) in the integral, then the main term in \[68\] and the second term on the right-hand side of \[69\] are to be omitted.

In the proof we are using Proposition \[1\] with \( k = 2\sqrt{n} \) and the following functions:

\[
\varphi(z) = z^{-\alpha} \left( \arsinh \left( z \sqrt{\frac{\pi}{2T}} \right) \right)^{-1} \left( \sqrt{\frac{T}{2\pi z^2}} + \frac{1}{4} + \frac{1}{2} \right)^{-1} \left( \frac{T}{2\pi z^2} + \frac{1}{4} \right)^{-\frac{1}{2}}
\]

\[
f(z) = \frac{z^2}{2} - \sqrt{\frac{T}{2\pi} + \frac{z^4}{4} - \frac{T}{\pi} \arsinh \left( z \sqrt{\frac{\pi}{2T}} \right)}
\]

\[
\Phi(x) = x^{-\alpha}, \quad F(x) \equiv T, \quad \mu(x) = \frac{x}{2}.
\]

Then \( f(z) \) and \( \varphi(z) \) are holomorphic functions on the set \( \bigcup_{x \in [a, b]} \overline{B} (x, \mu(x)) \), where \( a \) is from Proposition \[3\] and \( a \leq b \). Also, for \( x \in [a, b] \) the function \( f(x) \) is real and

\[
f''(x) = 1 - \left( 1 + \frac{2T}{\pi x^2} \right)^{-\frac{1}{2}} > 0.
\]
Lemma 5. With positive parameters $A$, the conditions of Proposition 7 are true for the functions defined in (75), (76), and (77). We need to estimate each remainder term in (79).

Proof. We are going to show that

\[
\text{and}
\]

Thus proving also the third bound.

Proof of Proposition 3. Let $b \geq T$ and

\[
x_0 := \frac{1}{\sqrt{n}} \left( \frac{T}{2\pi} - n \right).
\]

Then $f'(x_0) = -2\sqrt{n}$ and $x_0 \in [a, b]$, the latter being true because of (67) and $n \geq 1$. According to Proposition 3 we have

\[
E(a, b, 2\sqrt{n}; \varphi, f) = \frac{\varphi(x_0)}{\sqrt{f''(x_0)}} e^{2\pi i (f(x_0) + 2\sqrt{n} x_0 + \frac{\pi}{4})} + \mathcal{R}_1 + \mathcal{R}_2 + \mathcal{R}_3,
\]

where $E(a, b, 2\sqrt{n}; \varphi, f)$, after taking $b \to \infty$, is exactly the integral from Proposition 3. We need to estimate each remainder term in (79). We are using estimates (29), (30) and (31) with $B_i(A, A_j, \alpha_0)$ for $i \in \{1, 2, 3, 4\}$ and constants $A_j = A_j^i$ for $j \in \{1, 2, 3\}$, where $A_j$ are defined by (78) and $\alpha_0$ satisfies the condition (27), i.e., (70). We are also using the functions $B_i(A, \alpha_0)$ which are defined by (71).
Throughout this section we are using the following restriction
for Proposition 3. With this, the inequality (69) is proved and consequently also the first part in (69).

Because
\[ \varphi(x_0) = \frac{4\pi\sqrt{2n^2}}{T\log \frac{T}{2\pi n}} \left( \frac{T}{2\pi} - n \right)^{\frac{3 - \alpha}{2}} \left( \frac{T}{2\pi} + n \right)^{-\frac{1}{2}}, \]
we can easily verify that the main parts in (68) and (79) coincide. In what follows are estimations of the terms \( R_1 \).

Beginning with \( R_1 \), we have
\[
\Phi(a) \leq \min \left\{ \frac{(A\sqrt{T})^{-\alpha}}{a - \sqrt{a^2 + \frac{2T}{\pi} + 2\sqrt{n}}}, \frac{(A\sqrt{T})^{-\alpha}}{\sqrt{1 - \frac{2}{\sqrt{a^2 + \frac{2T}{\pi}}}}} \right\} \]
and
\[
\Phi(b) \leq \frac{b^{-\alpha}}{b - \sqrt{b^2 + \frac{2T}{\pi} + 2\sqrt{n}} + \sqrt{1 - \frac{2}{b^2 + \frac{2T}{\pi}}}} \]
Observe that the last inequality implies
\[ \lim_{b \to \infty} \frac{\Phi(b)}{|f'(b) + k| + \sqrt{f''(b)}} = 0. \]
Hence, in the limit \( b \to \infty \) we obtain
\[ |R_1| \leq \mathcal{V}_1(\alpha, \alpha_0, A, A') \cdot T^{-\frac{\alpha}{2}} \min \left\{ 1, \left| 2\sqrt{n} + a - \sqrt{a^2 + \frac{2T}{\pi}} \right|^{-1} \right\}, \]
where \( \mathcal{V}_1(\alpha, \alpha_0, A, A') \) is defined by (72). It is clear that this estimate contributes the first term in (69).

Proceeding to \( R_2 \), we have
\[
|R_2| \leq \mathcal{A}_1(\alpha, A) \int_a^b \Phi(x)e^{B_2(A,\alpha_0)(-|\sqrt{n}|\mu(x) - F(x))} \left( 1 + \alpha_0 \sqrt{2} \left| \mu'(x) \right| \right) dx
\leq \mathcal{A}_1(\alpha, A) \left( 1 + \frac{\alpha_0}{\sqrt{2}} \right) a^{-\alpha} e^{-B_2(A,\alpha_0)T} \int_a^\infty e^{-B_2(A,\alpha_0)z\sqrt{\pi}} dz
\leq \mathcal{V}_3(\alpha, \alpha_0, A) \cdot T^{-\frac{\alpha}{2}} n^{-\frac{\alpha}{2}} e^{-B_2(A,\alpha_0)(T+A\sqrt{T})}, \]
where \( \mathcal{V}_3(\alpha, \alpha_0, A) \) is defined by (74). This estimate thus contributes the last term in (69).

Turning to \( R_3 \), it is straightforward to see that
\[ |R_3| \leq \mathcal{V}_2(\alpha, \alpha_0, A) \cdot T^{-\frac{\alpha}{2}} n^{-\frac{\alpha}{2}} \left( \frac{T}{2\pi} - n \right)^{1-\alpha}, \]
where \( \mathcal{V}_2(\alpha, \alpha_0, A) \) is defined by (73), thus contributing the second and final term in (69). With this, the inequality (69) is proved and consequently also the first part of Proposition 3.

To prove the second part, observe that if one of the conditions (57) is not true, then \( x_0 \notin [a, b] \). Also, the equation \( f'(x) = 2\sqrt{n} \) does not have a solution in the interval \( [a, b] \). According to Proposition 1 in both cases we are left only with terms \( R_1 \) and \( R_2 \) on the right-hand side of (70).

6. Estimation of Terms \( \mathcal{E}_i \) in Equation (20)

We are going to estimate each \( \mathcal{E}_i \) in order to provide the proof of Theorem 2.
Throughout this section we are using the following restriction
\[
T \geq T_0 \geq \max \left\{ 4\pi, \frac{1}{A'}, \frac{\sqrt{\pi}}{A'}, 5\pi^2 \left( A'' + \frac{1}{2} \right) \left( 1 + \sqrt{1 + \frac{2}{\pi A''}} \right)^2 \right\} \]
(80)
on $T$ and $T_0$.

6.1. Bounding $\mathcal{E}_1$. We are using Proposition \ref{prop:second} with $\alpha \in (1/2, \infty) \setminus \{1\}$, $\beta = 1/2$ and $\gamma = 1$, while taking $k = \pm n \in \mathbb{Z}$ for $n \leq N \leq A'' T$, and $a$, $b$ and $T$ satisfy the conditions of this proposition. Because

$$2 \sin x \cos y = \sin (x + y) + \sin (x - y), \quad \sin (x - \pi n) = (-1)^n \sin x,$$

we obtain, after taking the imaginary parts of (47) and (55),

$$\int_{a}^{b} \sin \left( T \log \frac{1 + y}{y} \right) \cos (2ny) \frac{dy}{y} \sqrt{1 + y} \log \frac{1 + y}{y} = \frac{\sqrt{2}}{4} \left( \frac{T}{2\pi} \right)^{\frac{1}{4}} \frac{(-1)^n}{n^\frac{3}{4}} e(T, n) \cos f(T, n) + \mathcal{O}_{11},$$

with

$$|\mathcal{O}_{11}| \leq \mathcal{U}_1 \left( \alpha \left( \frac{1}{2}, 1, a \right) a^{1-a} T^{-1} + \mathcal{U}_2 \left( \alpha \left( \frac{1}{2}, 1 \right) b^{\frac{3}{2}} a^{-n} \right) + \mathcal{U}_3 \left( \alpha \left( \frac{1}{2}, 1, b, n, T \right) + \frac{1}{2} \mathcal{U}_4 \left( \alpha \left( \frac{1}{2}, 1, A'', n, T \right) \right) + \frac{1}{2} \mathcal{U}_4 \left( \alpha \left( \frac{1}{2}, 1, A'', n, T \right) \right),
$$

where $e(T, n)$ and $f(T, n)$ are defined by (9) and (10), respectively, while $\mathcal{U}_1, \ldots, \mathcal{U}_4$ and $\mathcal{U}_4$ are the functions from Proposition \ref{prop:second}. Taking firstly $a \to 0$ and $b \to \infty$, and then $\alpha \to 1/2$, we get

$$\mathcal{E}_1 = \Sigma_1(T, N) + \mathcal{O}_{12},$$

where $\Sigma_1(T, N)$ is defined by (5) and

$$|\mathcal{O}_{12}| \leq E_1 (A'', T) T^{-\frac{3}{4}},$$

where

$$E_1 (A'', T) := \zeta^2 \left( \frac{5}{4} \right) E_{11} (A'') + A'' E_{12} (T) T^{\frac{3}{2}} \left( \log (A'' T) + 2 \gamma - 1 + \frac{1}{\sqrt{|A'' T|}} \right)$$

with

$$E_{11} (x) := 6 \left( 2 \cdot \mathcal{U}_1 \left( \frac{1}{2}, 1, x \right) + \mathcal{U}_2 \left( \frac{1}{2}, 1, x \right) \right),$$

$$E_{12} (T) := 12 \sqrt{2} \left( 1.02 \cdot T \cdot e^{-0.18 \cdot 10^{-6} \sqrt{1}} + 212232.3 \cdot e^{-2.19 \cdot 10^{-6} T} \right).$$

The second part of (82) comes from (89) with $|\Delta(x)| \leq \sqrt{x}$. It is clear that for $T \geq T_0$, while $T_0$ and $A''$ are positive and fixed, the function $E_1 (A'', T)$ is bounded.

6.2. Bounding $\mathcal{E}_2$. Having

$$A'T < N + \frac{1}{2} \leq \left( A'' + \frac{1}{2T_0} \right) T$$

for $T \geq T_0 \geq 1/A''$, the inequality (24) and the same method as in Section 6.1 yield

$$|\mathcal{E}_2| \leq \left( A'' + \frac{1}{2T_0} \right) \frac{1}{4} E_2 (A', A'', T_0, T) T^{-\frac{3}{4}} \log \left( \frac{3eA''}{2T} \right),$$

where

$$E_2 (A', A'', T_0, T) = \frac{\pi^\frac{3}{4} \sqrt{A'' + \frac{1}{2T_0}}}{(A')^\frac{3}{2} (2 + \pi A') \frac{1}{2} \arcsinh \sqrt{\frac{\pi A'}{2}}} + (A')^{-\frac{3}{2}} E_{11} \left( A'' + \frac{1}{2T_0} \right) T^{-1} + E_{12} (T) \sqrt{T}.$$
6.3. **Bounding** \( E_3 \). For \( y > 0 \) define

\[
\phi_1(y) := \frac{\sin \left( 2\pi \left( N + \frac{1}{2} \right) y \right)}{y}, \quad \phi_2(y) := \frac{\sqrt{y(1+y)}}{\log \frac{1+y}{y}^3}, \quad \phi_3(y) := \frac{\sin \left( T \log \frac{1+y}{y} \right)}{y(1+y)},
\]

\[
\phi_4(y) := y\phi_1(y), \quad \phi_5(y) := \int_0^{\frac{1}{2} + iT} \frac{1}{u} \left( \frac{1+y}{y} \right)^u du.
\]

Then we can write \( E_3 \) as

\[
E_3 = -\frac{2}{\pi} \left( \log \left( N + \frac{1}{2} \right) + 2\gamma \right) \left( \int_0^\infty + \int_{\infty}^{\infty} \right) \phi_1(y)\phi_2(y)\phi_3(y)dy + \frac{1}{\pi_1} \left( \int_0^{1} + \int_{1}^{\infty} \right) \phi_4(y)\phi_5(y)dy.
\]

Denote by \( E_{31}, E_{32}, E_{33} \) and \( E_{34} \) the above integrals in the same order.

Because \( \phi_1(y) \) is a positive monotonically decreasing function on \([0, 1/(2N + 1)]\), and \( \phi_2(y) \) is a monotonically increasing function, by using the second mean-value theorem twice we obtain

\[
E_{31} = \pi(2N+1) \int_0^\xi \phi_2(y)\phi_3(y)dy = \pi(2N+1)\phi_2(\xi) \int_0^\xi \phi_3(y)dy
\]

\[
= \frac{\pi(2N+1)\phi_2(\xi)}{T} \left( \cos \left( T \log \frac{1+\xi}{\xi} \right) - \cos \left( T \log \frac{1+\eta}{\eta} \right) \right)
\]

for some \( 0 \leq \eta < \xi < 1/(2N+1) \). Using \( (85) \) we get from this that

\[
|E_{31}| \leq \frac{2\pi \left( A'' + \frac{1}{2T_0} \right) \sqrt{1+2A'} \pi}{A' \log (1+2A')} T^{-\frac{3}{2}}.
\]  

(87)

We apply Proposition 2 in order to bound \( E_{32} \). Observe that the conditions of Proposition 2 are satisfied since \( T_0 \geq 4\pi \) by \( (80) \). In combination with \( (87) \) it gives us

\[
|E_{31} + E_{32}| \leq E_{31} (A', A'', T_0) T^{-\frac{3}{2}} + E_{32} (A', A'', T_0) T^{-\frac{3}{2}} + E_{33} (A', T),
\]

where

\[
E_{31} := \frac{2\pi \left( A'' + \frac{1}{2T_0} \right) \sqrt{1+2A'} \pi}{A' \log (1+2A')} U_1 \left( \frac{3}{2}, \frac{1}{2} \right), \quad U_1 \left( \frac{1}{2}, \frac{1}{2} \right), \quad U_1 \left( \frac{1}{2}, \frac{1}{2} \right), \quad \left( \frac{1}{2}, \frac{1}{2} \right),
\]

\[
E_{32} := 3 (A')^{-\frac{3}{2}} \left( 2 \cdot U_41 \left( \frac{3}{2}, \frac{1}{2} \right), \quad U_42 \left( \frac{3}{2}, \frac{1}{2} \right), \quad \frac{1}{2}, \frac{1}{2} \right), \quad \frac{1}{2}, \frac{1}{2} \right),
\]

\[
E_{33} := 6\sqrt{2} \left( 1.02 \cdot \log T e^{-9.58 \cdot 10^{-6} \sqrt{\pi} \sqrt{T}} + \frac{212232.3}{A'T^2} e^{-4.79 \cdot 10^{-6} A'T^2} \right).
\]  

(88)

(89)

(90)

The third term on the right-hand side of \( (88) \) comes from estimating the modulus of the main term in Proposition 2.

Let us consider \( E_{33} \) and \( E_{34} \). By residue calculus we have

\[
y\phi_3(y) = 2\pi i + \int_{-\infty + iT}^{\frac{1}{2} + iT} \left( \frac{1+y}{y} \right)^u du + \int_{\frac{1}{2} - iT}^{\infty - iT} \left( \frac{1+y}{y} \right)^u du.
\]  

(91)
for $0 < y \leq 1$. We will bound the right-hand side of the equation above step by step.

$$\left| \int_{-\infty + iT}^{\frac{1}{2} + iT} \left( \frac{1 + y}{y} \right)^{u} \frac{du}{u} \right| \leq \frac{1}{T} \int_{-\infty}^{1/2} \left( \frac{1 + y}{y} \right)^{t} \, dt \leq \frac{\sqrt{2}}{\log 2} \cdot T^{-1} y^{-\frac{1}{2}}.$$ 

Similarly we get the same upper bound for the second integral term on the right-hand side of (92). Therefore,

$$|\mathcal{E}_{33}| = \left| 2\pi \int_{0}^{1} \sin \left( \frac{2\pi}{y} \left( N + \frac{1}{2} \right) y \right) \, dy \right| + \frac{2\sqrt{2}}{\log 2} \int_{1}^{\frac{1}{2}} \left| \sin \left( \frac{2\pi}{y^{3/2}} \right) \right| \, dy,$$

where

$$\left| 2\pi \int_{0}^{1} \sin \left( \frac{2\pi}{y} \left( N + \frac{1}{2} \right) y \right) \, dy \right| = 2\pi \left| \frac{\pi}{2} - \int_{2\pi(N+1/2)}^{\infty} \frac{\sin v}{v} \, dv \right|$$

$$\leq 2\pi \left( \frac{\pi}{2} + \frac{1}{\pi(N+1/2)} \right) = \pi^2 + \frac{2}{N+1/2} \leq \pi^2 + \frac{2}{A'T}.$$ 

We used the second mean-value theorem in the inequality above. We split the second integral on the right-hand side of (92) into two parts:

$$\left( \int_{0}^{\frac{\pi}{\sqrt{y}}} + \int_{\frac{\pi}{\sqrt{y}}}^{1} \right) \left| \sin \left( \frac{2\pi}{y} \left( N + \frac{1}{2} \right) y \right) \right| \, dy \leq 2\pi \left( N + \frac{1}{2} \right) \int_{0}^{\frac{\pi}{\sqrt{y}}} \frac{dy}{\sqrt{y}}$$

$$+ 2 \left( N + \frac{1}{2} \right) \frac{1}{2} - 2 \leq 2 (2\pi + 1) \left( N + \frac{1}{2} \right) \frac{1}{2} - 2.$$

Hence,

$$|\mathcal{E}_{33}| \leq \pi^2 + \frac{4\sqrt{2}(2\pi + 1)}{\log 2} \left( A'' + \frac{1}{2T_0} \right) \frac{1}{2} T^{-\frac{3}{4}} + \left( \frac{2}{A''} - \frac{4\sqrt{2}}{\log 2} \right) T^{-1}.$$

Finally, let us estimate also $\mathcal{E}_{34}$. Observe that for $y > 1$ we have

$$|y \phi_5(y)| \leq \left( 1 + \frac{1}{y} \right)^{\frac{3}{2}} \int_{-T}^{T} \frac{dt}{\sqrt{1 + y^2 + t^2}} \leq 2\sqrt{2} \arcsinh (2T).$$

This implies $\lim_{y \to \infty} \phi_5(y) = 0$. Integration by parts thus gives

$$\mathcal{E}_{34} = \frac{\cos \left( \frac{2\pi}{2} \left( N + \frac{1}{2} \right) \right)}{\sqrt{2\pi}} \phi_5(1)$$

$$- \frac{1}{2\pi \left( N + \frac{1}{2} \right)} \int_{1}^{\infty} \frac{\cos \left( \frac{2\pi}{y} \left( N + \frac{1}{2} \right) y \right)}{y^2} \, dy \int_{\frac{1}{2} - iT}^{\frac{1}{2} + iT} \frac{1}{u} \left( \frac{1 + y}{y} \right)^{u} \, du$$

$$- \frac{1}{2\pi \left( N + \frac{1}{2} \right)} \int_{1}^{\infty} \frac{\cos \left( \frac{2\pi}{y} \left( N + \frac{1}{2} \right) y \right)}{y^3} \, dy \int_{\frac{1}{2} - iT}^{\frac{1}{2} + iT} \left( \frac{1 + y}{y} \right)^{u-1} \, du.$$ 

For $y > 1$ we also have

$$\left| \int_{\frac{1}{2} - iT}^{\frac{1}{2} + iT} \left( \frac{1 + y}{y} \right)^{u-1} \, du \right| \leq 2 \left( \log \frac{1 + y}{y} \right)^{-1}.$$
Therefore,
\[
|E_{34}| \leq \frac{1}{2\pi} \left(\frac{1}{N + \frac{1}{2}}\right) \left(2\sqrt{2} \arcsinh (2T) \left(1 + \int_{1}^{\infty} \frac{dy}{y^2}\right) + 2 \int_{1}^{\infty} \frac{dy}{y^2 \log \frac{1+y}{y}}\right)
\]
\[
\leq \frac{2\sqrt{2} \arcsinh (2T)}{\pi A'T} + \frac{1}{\log 2},
\]
where we used the fact that \(y \log (1 + 1/y) \geq \log 2\).

After putting all together we obtain
\[
|E_{3}| \leq \frac{2}{\pi} \left(\frac{1}{E_{31}} + E_{32}T^{-1} + \sqrt{T}E_{33}\right) T^{-\frac{1}{2}} \log \left(\frac{3e^{2gamma}A''}{2}\right) T
\]
\[
+ \pi + \frac{4\sqrt{2}(2\pi + 1) \sqrt{A''} + \frac{1}{2\pi}T}{\pi \log 2} T^{-\frac{1}{2}} + \frac{2\sqrt{2} \arcsinh (2T)}{\pi A'T}
\]
\[
+ \frac{1}{\pi} \left(\frac{2}{A'} + \frac{1}{\log 2} \left(\frac{1}{\pi A'} - 4\sqrt{2}\right)\right) T^{-1},
\]
(93)
where \(E_{31} (A', A'', T_0) = E_{32} (A', A'', T_0)\) and \(E_{33} (A', T)\) are defined by \(88\), \(89\) and \(90\), respectively. It is clear that \(\sqrt{T}E_{33}\) is bounded for \(T \geq T_0\) and fixed \(A'\).

6.4. Bounding \(E_4\). We can write \(E_4 = E_{41} + E_{42} + E_{43}\), where
\[
E_{41} := \int_{\infty}^{\infty} \frac{\Delta^*(x)}{x} \int_{0}^{\infty} \frac{4T \cos (2\pi xy) \cos \left(T \log \frac{1+y}{y}\right)}{y^2(1+y)^{\frac{1}{2}} \log \frac{1+y}{y}} dy dx,
\]
\[
E_{42} := -\int_{\infty}^{\infty} \frac{\Delta^*(x)}{x} \int_{0}^{\infty} \frac{2 \cos (2\pi xy) \sin \left(T \log \frac{1+y}{y}\right)}{y^2(1+y)^{\frac{1}{2}} \log \frac{1+y}{y}} dy dx,
\]
\[
E_{43} := -\int_{\infty}^{\infty} \frac{\Delta^*(x)}{x} \int_{0}^{\infty} \frac{4 \cos (2\pi xy) \sin \left(T \log \frac{1+y}{y}\right)}{y^2(1+y)^{\frac{1}{2}} \log \frac{1+y}{y}} dy dx.
\]
Our plan is to estimate each of the above double integrals by using Proposition 2 to bound inner integrals, and Proposition 3 in combination with Voronoi’s summation formula (see Lemma 1) on the first integral to obtain the second term \(\Sigma_2\) from Atkinson’s formula.

By Proposition 2 for \(\alpha = 1/2, \beta = 3/2, \gamma = 1, \) and \(a \to 0, b \to \infty,\) we obtain
\[
\int_{0}^{\infty} \frac{4T \cos (2\pi xy) \cos \left(T \log \frac{1+y}{y}\right)}{y^2(1+y)^{\frac{1}{2}} \log \frac{1+y}{y}} dy =
\]
\[
T \cos \left(2T \arcsinh \sqrt{\frac{y}{2x}} + \sqrt{\left(\frac{\pi x}{2}\right)^2 + 2\pi xT} - \pi x + \frac{\pi}{4}\right)
\]
\[
\frac{\sqrt{2x} \arcsinh \sqrt{\frac{y}{2x}} \left(\sqrt{\frac{y}{2x} + \frac{1}{2}} + \frac{1}{2}\right) \left(\frac{y}{2x} + \frac{1}{2}\right)^{\frac{1}{2}}}{\sqrt{\frac{y}{2x} + \frac{1}{2}} + \frac{1}{2}}\] + \mathcal{O}_{41}(x)
\]
with
\[
|\mathcal{O}_{41}(x)| \leq E_{41} (A', T_0, 1) x^{-\frac{1}{2}} + E_{42} (T, x),
\]
where
\[
E_{41} (A', T_0, \mu) := 12 \left(2 \cdot \mathcal{U}_{43} \left(\mu, A', T_0\right) + \mathcal{U}_{44} \left(\mu, A', T_0\right)\right),
\]
\[
E_{42} (T, x) := 24\sqrt{2} \left(1.92 \cdot T \log Te^{-9.58 \cdot 10^{-6} \sqrt{x}} + 212232.3 \frac{212232.3}{x} e^{-4.79 \cdot 10^{-6} x}\right),
\]
Using Lemma 1, we have \( \mathcal{E}_{41} = \mathcal{E}_{411} + \mathcal{E}_{412} + \mathcal{E}_{413} + \mathcal{E}_{414} \), where

\[
\mathcal{E}_{411} := \frac{T}{\pi} \sum_{n=1}^{\infty} \frac{d(n)}{n^2} \int_{\sqrt{\pi x} \sqrt{T}}^{\infty} \frac{\cos (f(T, x^2) - \pi x^2 + \frac{T}{2})}{x^2} \, dx,
\]

\[
\mathcal{E}_{412} := -\frac{3T}{32\pi^2} \sum_{n=1}^{\infty} \frac{d(n)}{n^2} \int_{\sqrt{\pi x} \sqrt{T}}^{\infty} \frac{\cos (f(T, x^2) - \pi x^2 + \frac{T}{2}) \sin (4\pi x \sqrt{\pi n} - \frac{T}{4})}{x^2} \, dx,
\]

\[
\mathcal{E}_{413} := -\frac{T}{\sqrt{2}} \int_{\sqrt{N + \frac{1}{2}} \sqrt{T}}^{\infty} V \cdot \cos (f(T, x) - \pi x + \frac{T}{2}) \left( \sqrt{\frac{T}{2\pi x}} + \frac{1}{4} \right) \left( \frac{T}{2\pi x} + \frac{1}{4} \right) \, dx,
\]

\[
\mathcal{E}_{414} := \int_{\sqrt{N + \frac{1}{2}} \sqrt{T}}^{\infty} \frac{\Delta^*(x)}{x} \mathcal{O}_{41}(x) \, dx,
\]

and \( f(T, x) \) is defined by (10) while \( V \) with \( |V| \leq V(x) \) is from Lemma 1. Firstly, we will estimate \( \mathcal{E}_{413} \). Because \( 1 \leq A'T \) by (80), we have

\[
|\mathcal{E}_{413}| \leq \frac{T}{\arcsinh \frac{\sqrt{2T}}{2}} \int_{A'T}^{\infty} \frac{V(x)}{x^2} \, dx \leq E_{43}(A', T_0) T^{-\frac{1}{2}}, \quad (94)
\]

where

\[
E_{43}(A', T_0) := \frac{4 \left( \frac{3\sqrt{2}}{2^{3/2}} + \frac{15\sqrt{2}}{2^{5/2}} + \frac{1}{9\pi\sqrt{2}A'T_0} \right)}{(A')^3} \arcsinh \frac{\sqrt{2T}}{2}.
\]

Next, by (80) we have \( \sqrt{e} \leq A'T \) and thus

\[
|\mathcal{E}_{414}| \leq E_{44}(A', T_0, 1) \int_{A'T}^{\infty} \frac{\log (e x)}{x^2} \, dx + \frac{\log (e A'T)}{(A'T)^3} \int_{A'T}^{\infty} E_{42}(T, x) \, dx,
\]

where we used (24). Before proceeding to the terms \( \mathcal{E}_{411} \) and \( \mathcal{E}_{412} \), we will firstly state bounds for \( |\mathcal{E}_{42}| \) and \( |\mathcal{E}_{43}| \). The approach is similar as before, using Proposition 2 but we bound the main term trivially. We obtain

\[
|\mathcal{E}_{42}| \leq \left( \frac{1}{2\arcsinh \frac{\sqrt{2T}}{2}} + \frac{1}{2T} E_{41}(A', T_0, 1) \right) \int_{A'T}^{\infty} \frac{\log (e x)}{x^2} \, dx + \frac{\log (e A'T)}{2T (A'T)^3} \int_{A'T}^{\infty} E_{42}(T, x) \, dx
\]

and

\[
|\mathcal{E}_{43}| \leq \left( \frac{1}{2} \left( \arcsinh \frac{\sqrt{2T}}{2} \right)^2 + \frac{3}{2T} E_{41}(A', T_0, 2) \right) \int_{A'T}^{\infty} \frac{\log (e x)}{x^2} \, dx + 3 \frac{\log (e A'T)}{2 (A'T)^3} \int_{A'T}^{\infty} E_{42}(T, x) \, dx + 4 \mathcal{U}_2 \left( \frac{1}{2}, \frac{3}{2}, 2 \right) \int_{A'T}^{\infty} \log (e x) \, dx.
\]

Therefore,

\[
|\mathcal{E}_{42}| + |\mathcal{E}_{43}| + |\mathcal{E}_{414}| \leq E_{44}(A', T, T_0) + 3E_{45}(A', T), \quad (95)
\]
where

\[ E_{44} (A', T, T_0) := \frac{6 (7 + \log(A'T))}{(A'T)^4} \left( \left( 1 + \frac{1}{2T_0} \right) E_{41} (A', T_0, 1) + \frac{3}{2T_0} E_{41} (A', T_0, 2) \right) \]

\[ + \frac{1}{2 \operatorname{arsinh} \sqrt{2\pi\frac{\pi A'}{2}}} \left( 1 + \frac{1}{\operatorname{arsinh} \sqrt{2\pi\frac{\pi A'}{2}}} \right) \]

\[ + 3\mu_2 \left( \frac{1}{2} \cdot \frac{3}{2} \cdot \frac{2}{2} \right) \frac{5 + 2 \log(A'T)}{(A'T)^4}. \]

and

\[ E_{45} (A', T) := 7.55 \cdot 10^{11} \left( \frac{1}{T\sqrt{\pi}} + \frac{9.58}{10^6} \right) T^{\frac{3}{2}} \log(eA'T) \log T \]

\[ \frac{T}{(A'T)^{\frac{5}{2}}} e^{-9.58 \cdot 10^{-6} T \sqrt{x}} \]

\[ + 1.51 \cdot 10^{11} \log(eA'T) e^{-4.79 \cdot 10^{-6} A'T^2}. \]

It remains to estimate \( E_{411} \) and \( E_{412} \), where we will apply Proposition \( \Box \)

Lemma 6. Let \( 1 \leq X < Y < Z \). Then

\[ \sum_{X < n \leq Y} \frac{d(n)}{Z - n} \leq (\log Z + 2\gamma) \log \frac{Z - X}{Z - Y} + 2\sqrt{Y} \]

\[ + \operatorname{Li}_2 \left( 1 - \frac{X}{Z} \right) + \left| \operatorname{Li}_2 \left( 1 - \frac{Y}{Z} \right) \right|, \]

where \( \operatorname{Li}_2(\cdot) \) is the dilogarithm. Also,

\[ \sum_{X < n \leq Y} \frac{d(n)}{n - Z} \leq (\log Z + 2\gamma) \log \frac{Y - Z}{X - Z} + 2\sqrt{X} \]

\[ + \operatorname{Li}_2 \left( 1 - \frac{X}{Z} \right) + \left| \operatorname{Li}_2 \left( 1 - \frac{Y}{Z} \right) \right| \]

for \( 1 \leq Z < X < Y \).

Proof. Let \( 1 \leq X < Y < Z \) or \( 1 \leq Z < X < Y \). By partial summation we have

\[ \sum_{X < n \leq Y} \frac{d(n)}{Z - n} = \frac{D(Y)}{Z - Y} - \frac{D(X)}{Z - X} - \int_X^Y \frac{D(u)}{(Z - u)^2} du, \]

where \( D(u) \) is defined by \( \Box \). It is not hard to see that

\[ \int_X^Y \frac{u \log u}{(Z - u)^2} du = (1 + \log Z) \log \frac{Z - Y}{Z - X} + Z \left( \frac{\log Y}{Z - Y} - \frac{\log X}{Z - X} \right) \]

\[ + \log \frac{X}{Y} + \operatorname{Li}_2 \left( 1 - \frac{X}{Z} \right) - \operatorname{Li}_2 \left( 1 - \frac{Y}{Z} \right), \]

\[ \int_X^Y \frac{udu}{(Z - u)^2} = \frac{Y}{Z - Y} - \frac{X}{Z - X} + \log \frac{Z - Y}{Z - X}, \]

and

\[ \int_X^Y \frac{\Delta(u)}{(Z - u)^2} du \leq \int_X^Y \frac{\sqrt{u} du}{Z - Y} \leq \frac{\sqrt{X}}{Z - Y} \frac{\sqrt{X}}{Z - Y}. \]

From this we obtain

\[ \sum_{X < n \leq Y} \frac{d(n)}{Z - n} = (\log Z + 2\gamma) \log \frac{Z - X}{Z - Y} + \frac{\Delta(Y)}{Z - Y} - \frac{\Delta(X)}{Z - X} \]

\[ + \operatorname{Li}_2 \left( 1 - \frac{Y}{Z} \right) - \operatorname{Li}_2 \left( 1 - \frac{X}{Z} \right) - \int_X^Y \frac{\Delta(u)}{(Z - u)^2} du. \]

If \( 1 \leq X < Y < Z \), the first inequality from Lemma \( \Box \) clearly follows. If \( 1 \leq Z < X < Y \), the second inequality from Lemma \( \Box \) also easily follows from the last equality after multiplying it by \( -1 \). Lemma \( \Box \) is thus proved. \( \blacksquare \)
We need Lemma 6 for $X = Z/2$, $Y = Z - \sqrt{Z}$, and for $X = Z + \sqrt{Z}$, $Y = 2Z$.

Let $Z > 4$. Taking into account that $|Li_2(x)|$ is a strictly increasing function for $0 \leq x < 1$, and is a strictly decreasing function for $x \leq 0$, we obtain
\[
\sum_{Z/2 < n \leq Z - \sqrt{Z}} \frac{d(n)}{Z - n} \leq \frac{1}{2} \log^2 Z - (\log 2 - \gamma) \log Z + 2.365 \tag{96}
\]
and
\[
\sum_{Z + \sqrt{Z} < n \leq 2Z} \frac{d(n)}{n - Z} \leq \frac{1}{2} \log^2 Z + \gamma \log Z + 3.721. \tag{97}
\]

Observe that both inequalities are asymptotically correct since the inequalities from Lemma 6 are asymptotically sharp.

**Lemma 7.** Let $Y \geq 5$ and $1 \leq X < Y$. Then
\[
\sum_{n \leq Y} \frac{d(n)}{\sqrt{n}} \leq 2\sqrt{Y} \log Y
\]
and
\[
\sum_{X \leq n \leq Y} \frac{d(n)}{\sqrt{n}} \leq (Y - X) X^{-\frac{1}{2}} \log X + 2(Y - X) X^{-\frac{1}{2}}
\]
\[
- 2(1 - \gamma) (Y - X) Y^{-\frac{1}{2}} + \log \frac{Y}{X} + 2 + \sqrt{3}.
\]

**Proof.** By partial summation and (3) we have
\[
\sum_{X < n \leq Y} \frac{d(n)}{\sqrt{n}} = \frac{D(Y)}{\sqrt{Y}} - \frac{D(X)}{\sqrt{X}} + \frac{1}{2} \int_X^Y \frac{D(u)}{u\sqrt{u}} du
\]
\[
= 2 \left( \sqrt{Y} \log Y - \sqrt{X} \log X \right) - 4 (1 - \gamma) \left( \sqrt{Y} - \sqrt{X} \right)
\]
\[
+ \frac{\Delta(Y)}{\sqrt{Y}} - \frac{\Delta(X)}{\sqrt{X}} + \frac{1}{2} \int_X^Y \frac{\Delta(u)}{u\sqrt{u}} du.
\]

Take $X = 1$. Because $\Delta(1) = 2 - 2\gamma$, the above equality and $|\Delta(u)| \leq \sqrt{u}$ imply
\[
\sum_{n \leq Y} \frac{d(n)}{\sqrt{n}} \leq 2\sqrt{Y} \log Y - 4 (1 - \gamma) \sqrt{Y} + \frac{1}{2} \log Y + 2 (2 - \gamma).
\]

The first bound from Lemma 7 now follows because the remainder in the previous inequality is a decreasing function for $Y \geq 1$ and its value for $Y = 5$ is negative. Concerning the second bound, the mean-value theorem implies
\[
\sqrt{Y} \log Y - \sqrt{X} \log X \leq \frac{2 + \log X}{2\sqrt{X}} (Y - X), \quad \sqrt{Y} - \sqrt{X} \geq \frac{Y - X}{2\sqrt{Y}}.
\]

Also,
\[
\max \left\{ \frac{d(n)}{\sqrt{n}} : n \in \mathbb{N} \right\} = \sqrt{3},
\]
because this is true for $1 \leq n \leq 10^3$ by numerical verification, and
\[
\frac{d(n)}{\sqrt{n}} \leq n \frac{1.538 \log \log n}{n^{\frac{1}{2}}} < \sqrt{3}
\]
for $n \geq 10^3$ by [NR83]. This concludes the proof of Lemma 7.
Lemma 9. Let \( Y \geq 2 \) and \( 1 \leq X < Y \). Then
\[
\sum_{n \leq Y} \frac{d(n)}{n^\frac{3}{4}} \leq 4Y^{\frac{1}{4}} \log Y
\]
and
\[
\sum_{X < n \leq Y} \frac{d(n)}{n^\frac{3}{4}} \leq (Y - X)X^{-\frac{1}{2}} \log X + 4(Y - X)X^{-\frac{1}{2}}
- 2(2 - \gamma)(Y - X)Y^{-\frac{1}{4}} + 4X^{-\frac{1}{4}} - 2Y^{-\frac{1}{4}}.
\]

Proof. By partial summation and (3) we have
\[
\sum_{X < n \leq Y} \frac{d(n)}{n^\frac{3}{4}} = \frac{D(Y)}{Y^\frac{1}{4}} - \frac{D(X)}{X^\frac{1}{4}} + \frac{3}{4} \int_X^Y \frac{D(u)}{u^\frac{1}{4}} du
\]
\[
= 4\left( Y^\frac{1}{4} \log Y - X^\frac{1}{4} \log X \right) - 8(2 - \gamma)\left( Y^\frac{1}{4} - X^\frac{1}{4} \right)
+ \frac{\Delta(Y)}{Y^\frac{1}{4}} - \frac{\Delta(X)}{X^\frac{1}{4}} + \frac{3}{4} \int_X^Y \frac{\Delta(u)}{u^\frac{1}{4}} du.
\]

Take \( X = 1 \). Because \( \Delta(1) = 2 - 2\gamma \), the above equality and \( |\Delta(u)| \leq \sqrt{u} \) imply
\[
\sum_{n \leq Y} \frac{d(n)}{n^\frac{3}{4}} \leq 4Y^{\frac{1}{4}} \log Y - 8(2 - \gamma)Y^{\frac{1}{4}} + 6(3 - \gamma) - 2Y^{-\frac{1}{4}}.
\]

The first bound from Lemma 8 now follows because the remainder in the last inequality is a decreasing function for \( Y \geq 1 \) and its value for \( Y = 2 \) is negative. Concerning the second bound, the mean-value theorem implies
\[
Y^\frac{1}{4} \log Y - X^\frac{1}{4} \log X \leq \frac{4 + \log X}{4X^\frac{1}{4}} (Y - X), \quad Y^\frac{1}{4} - X^\frac{1}{4} \geq \frac{Y - X}{4Y^\frac{1}{4}}.
\]

From these inequalities the second bound from Lemma 8 easily follows.

Applying the second inequality from Lemma 8 for \( X = Z - \sqrt{Z} \) and \( Y = Z + \sqrt{Z} \) gives
\[
\sum_{Z - \sqrt{Z} < n \leq Z + \sqrt{Z}} \frac{d(n)}{n^\frac{3}{4}} \leq 2^{\frac{7}{2}} \cdot Z^{-\frac{1}{2}} \log Z + 12.21 \cdot Z^{-\frac{1}{4}}
\]
for \( Z \geq 4 \).

Lemma 9. Let \( X \geq 1 \). Then
\[
\sum_{n > X} \frac{d(n)}{n^\frac{3}{4}} \leq 4X^{-\frac{1}{4}} \log X + 8(\gamma + 2)X^{-\frac{1}{4}} + \frac{8}{3}X^{-\frac{3}{4}}.
\]

Proof. By partial summation we have
\[
\sum_{X < n \leq Y} \frac{d(n)}{n^\frac{3}{4}} = \frac{D(Y)}{Y^\frac{1}{4}} - \frac{D(X)}{X^\frac{1}{4}} + \frac{5}{4} \int_X^Y \frac{D(u)}{u^\frac{1}{4}} du
\]
for \( Y > X \). By (3) and \( |\Delta(u)| \leq \sqrt{u} \) we can take \( Y \to \infty \) in the above equality, which then easily implies the stated inequality from Lemma 9.

We are ready to estimate the remaining terms. Remembering that \( Z(T, N) \) is defined by (5), it can be rewritten as
\[
Z(T, N) = \frac{T}{2\pi} + \frac{1}{2} \left( N + \frac{1}{2} \right) - \sqrt{\frac{1}{4} \left( N + \frac{1}{2} \right)^2 + \frac{T}{2\pi} \left( N + \frac{1}{2} \right)}.
\]
For $x > 0$ define
\[
\nu(x) := 1 + \sqrt{1 + \frac{2}{\pi x}}.
\] (99)

By (85) we have
\[
\frac{T}{2\pi} - Z(T, N) = \frac{T}{\pi \nu(A') \, (N + \frac{1}{2})} \geq \frac{T}{\pi \nu(A')}
\] (100)
and
\[
\frac{T}{2\pi \, Z(T, N)} \geq 1 + A' \pi \nu(A')
\] (101)
since
\[
T \frac{\pi^2 (A'' + \frac{2A_3(\sqrt{A'})}{\pi}) \, \nu(A')^2}{2} \leq Z(T, N) \leq \frac{T}{A' \pi^2 \nu(A')^2}.
\] (102)

It follows that if $n \leq Z(T, N)$, then $n < T/(2\pi)$ and
\[
\left( \frac{T}{2\pi} - n \right)^2 \geq \left( \frac{T}{2\pi} - Z(T, N) \right)^2 = \left( N + \frac{1}{2} \right) Z(T, N).
\]
But if $n > Z(T, N)$, then $n > T/(2\pi)$ or
\[
\left( \frac{T}{2\pi} - n \right)^2 < \left( \frac{T}{2\pi} - Z(T, N) \right)^2 = \left( N + \frac{1}{2} \right) Z(T, N).
\]

We are doing this in accordance with (67) for $a = \sqrt{N + 1/2}$. Therefore, we will split summation into two parts, $n \leq Z(T, N)$ and $n > Z(T, N)$, in order to use Proposition 3. Let
\[
\hat{\alpha}(A') := \min \left\{ \frac{1}{\left( 1 + \frac{2A_3(\sqrt{A'})}{\pi} \right) \sqrt{2}}, \frac{A_3(\sqrt{A'}) \left( 1 + \frac{2}{\pi} \right)}{2}, \left( \frac{48A_3(\sqrt{A'})^3}{\pi^3} \right)^{\frac{3}{2}} \right\},
\]
where $A_3(u)$ is defined in (78). We obtain
\[
\mathcal{E}_{411} = -\Sigma_2(T, N) + O_{42},
\]
where $\Sigma_2(T, N)$ is defined by (6), and
\[
|O_{42}| \leq \frac{\mathcal{V}_{11}(A', A'', T_0, \alpha_0)}{\pi} T^{-\frac{1}{2}} \sum_{n=1}^{\infty} \frac{d(n)}{n^2} \min \left\{ 1, \left| 2\sqrt{n} - 2\sqrt{Z(T, N)} \right|^{-1} \right\}
+ \frac{\mathcal{V}_{12}(A', \alpha_0)}{2\pi} T^{-\frac{1}{2}} \sum_{n \leq Z(T, N)} \frac{d(n)}{\sqrt{n}} \left( \frac{T}{2\pi} - n \right)^{-\frac{1}{2}}
+ \frac{\zeta(\frac{1}{4})}{\pi} \mathcal{V}_{13}(A', \alpha_0) T^{-\frac{1}{2}} e^{-2\pi(\sqrt{A'}, \alpha_0)(T + \sqrt{T/\pi})}.
\] (103)

Moreover,
\[
|\mathcal{E}_{412}| \leq \frac{3}{16\pi} \sum_{n \leq Z(T, N)} \frac{d(n)}{\sqrt{n}} \left( \log \frac{T}{2\pi n} \right)^{-1} \left( \frac{T}{2\pi} - n \right)^{-1}
+ \frac{3\mathcal{V}_{22}(A', \alpha_0)}{64\pi^2} T^{-\frac{1}{2}} \sum_{n \leq Z(T, N)} \frac{d(n)}{\sqrt{n}} \left( \frac{T}{2\pi} - n \right)^{-\frac{1}{2}}
+ \frac{3}{32\pi^2} \left( \mathcal{V}_{21}(A', A'', T_0, \alpha_0) \zeta^2 \left( \frac{5}{4} \right) + \mathcal{V}_{23}(A', \alpha_0) \zeta^2 \left( \frac{7}{4} \right) \right) T^{-\frac{1}{2}},
\] (104)
where $0 < \alpha_0 < \hat{\alpha} (A')$,
\[
\mathcal{V}_{11} (A', A'', T_0, \alpha_0) := \mathcal{V}_1 \left( \frac{3}{2}, \alpha_0, \sqrt{A'}, \sqrt{A'' + \frac{1}{2T_0}} \right),
\]
\[
\mathcal{V}_{12} (A', \alpha_0) := \mathcal{V}_2 \left( \frac{3}{2}, \alpha_0, \sqrt{A'} \right), \quad \mathcal{V}_{13} (A', \alpha_0) := \mathcal{V}_3 \left( \frac{3}{2}, \alpha_0, \sqrt{A'} \right),
\]
and
\[
\mathcal{V}_{21} (A', A'', T_0, \alpha_0) := \mathcal{V}_1 \left( \frac{5}{2}, \alpha_0, \sqrt{A'}, \sqrt{A'' + \frac{1}{2T_0}} \right),
\]
\[
\mathcal{V}_{22} (A', \alpha_0) := \mathcal{V}_2 \left( \frac{5}{2}, \alpha_0, \sqrt{A'} \right), \quad \mathcal{V}_{23} (A', \alpha_0) := \mathcal{V}_3 \left( \frac{5}{2}, \alpha_0, \sqrt{A'} \right).
\]

Also, the function $B_0$ is defined by (71), and the functions $V_1$, $V_2$ and $V_3$ are defined by (72), (73) and (74), respectively.

Firstly, we are going to estimate each term in (104). Let $\mu > 0$ and observe that $Z(T, N) \geq 5$ by (80) and (102). By Lemma 7 and (100) and (102), we have
\[
\sum_{n \leq Z(T, N)} \frac{d(n)}{n^\beta} \left( \frac{T}{2\pi} - n \right)^{-\mu} \leq \frac{2}{\sqrt{A'}} (\pi \nu (A'))^{\mu - 1} T \frac{1}{2 - \mu} \log \frac{T}{A' \pi^{\nu \mu} (A')^2}. \tag{105}
\]

Taking $\mu \in \{1, 3/2\}$ in (105), together with (101), estimate (104) assures that
\[
|E_{412}| \leq E_{46} (A', A'', T_0, \alpha_0) T^{-\frac{1}{4}} \left( E_{47} (A') T^{-\frac{1}{2}} + E_{48} (A', \alpha_0) T^{-\frac{3}{4}} \right) \log \frac{T}{A' \pi^{\nu} (A')^2},
\]
where
\[
E_{46} (A', A'', T_0, \alpha_0) := \frac{3}{32\pi^2} \left( \mathcal{V}_{21} (A', A'', T_0, \alpha_0) \zeta^2 \left( \frac{5}{4} \right) + \mathcal{V}_{23} (A', \alpha_0) \zeta^2 \left( \frac{7}{4} \right) \right),
\]
\[
E_{47} (A') := \frac{3}{8\pi \sqrt{A'}} \log (1 + A' \pi^{\nu} (A')),
\]
\[
E_{48} (A', \alpha_0) := \frac{3 \mathcal{V}_{22} (A', \alpha_0) \sqrt{\pi \nu (A')}}{32\pi^2}.
\]

We need to estimate the right-hand side of (103). Write $Z = Z(T, N)$ and let
\[
S := \sum_{n=1}^{Z/2} \frac{d(n)}{n^\beta} \min \left\{ 1, \left| 2\sqrt{n} - 2\sqrt{Z} \right|^{-1} \right\}
\]
\[
= \left( \sum_{n \leq Z/2} + \sum_{\frac{Z}{2} < n \leq \sqrt{Z}} + \sum_{\sqrt{Z} < n \leq 2\sqrt{Z}} + \sum_{2\sqrt{Z} < n \leq 2Z} + \sum_{n > 2Z} \right) \times
\]
\[
\times \frac{d(n)}{n^\beta} \min \left\{ 1, \left| 2\sqrt{n} - 2\sqrt{Z} \right|^{-1} \right\}.
\]

Denote by $S_1, \ldots, S_5$ the above sums. Because
\[
\left| 2\sqrt{n} - 2\sqrt{Z} \right| \geq 2 \left( 1 - \frac{1}{\sqrt{2}} \right) \sqrt{Z}
\]
for $n \leq Z/2$, we have
\[
S_1 \leq 2 \frac{1}{\sqrt{2}} \left( 1 - \frac{1}{\sqrt{2}} \right)^{-1} Z^{-\frac{3}{4}} \log \frac{Z}{2}
\]
by Lemma 8. Because
\[
\left|2\sqrt{n} - 2\sqrt{Z}\right|^{-1} = \frac{\sqrt{Z} + \sqrt{n}}{2(Z - n)} \leq \frac{\sqrt{Z}}{Z - n}
\]
and \(n^{-3/4} < 2^{3/4}Z^{-3/4}\) for \(Z/2 < n \leq Z - \sqrt{Z}\), we have

\[
S_2 \leq (2Z)^{-\frac{1}{4}} \log Z - 2^{\frac{3}{4}} (\log 2 - \gamma) Z^{-\frac{3}{4}} \log Z + 3.365 \cdot 2^{\frac{3}{4}} Z^{-\frac{1}{4}}
\]

by inequality (96) for \(Z = Z\). An upper bound for \(S_3\) is given by the right-hand side of (98) for \(Z = Z\). Because

\[
\left|2\sqrt{n} - 2\sqrt{Z}\right|^{-1} = \frac{\sqrt{Z} + \sqrt{n}}{2(n - Z)} \leq \frac{(1 + \sqrt{2}) \sqrt{Z}}{2(n - Z)}
\]

and \(n^{-3/4} \leq Z^{-3/4}\) for \(Z = \sqrt{Z}\) and \(Z < 2Z\), we have

\[
S_1 \leq \frac{1 + \sqrt{2}}{4} Z^{-\frac{1}{4}} \log^2 Z + \frac{\gamma}{2} (1 + \sqrt{2}) Z^{-\frac{3}{4}} \log Z + 3.721 (1 + \sqrt{2}) Z^{-\frac{1}{4}}
\]

by inequality (97) for \(Z = Z\). Because

\[
\left|2\sqrt{n} - 2\sqrt{Z}\right| \geq 2 \left(1 - \frac{1}{\sqrt{2}}\right) \sqrt{n}
\]

for \(n > 2Z\), we have

\[
S_5 \leq 2^{\frac{3}{4}} \left(1 - \frac{1}{\sqrt{2}}\right)^{-1} Z^{-\frac{1}{4}} \log^2 (2Z) + \left(1 - \frac{1}{\sqrt{2}}\right)^{-1} \left(2^{\frac{3}{4}} (\gamma + 2) + 2^{\frac{7}{3}} Z^{-\frac{1}{4}}\right)
\]

by Lemma 9 for \(X = 2Z\). All together gives us

\[
S \leq 1.445 \cdot Z^{-\frac{1}{4}} \log^2 Z + 15.35 \cdot Z^{-\frac{3}{4}} \log Z + 50.276 \cdot Z^{-\frac{1}{4}} + 27.1 \cdot Z^{-\frac{1}{4}}
\]

This inequality and (105) for \(\mu = 1/2\) finally implies

\[
|O_{42}| \leq E_{49} \cdot 1.445 \log^2 \frac{T}{A'\pi^2 A'} + E_{49} \cdot 15.35 \log \frac{T}{A'\pi^2 A'} + E_{410}
\]

\[
\quad + E_{411} T^{-\frac{1}{4}} \log \frac{T}{A'\pi^2 A'} + E_{412} T^{-\frac{1}{4}},
\]

(106)

where

\[
E_{49}(A', A'', T_0, \alpha_0) := \frac{V_{11}(A', A'', T_0, \alpha_0)}{\sqrt{\pi}} \left(A'' + \frac{1}{2T_0}\right)^{\frac{1}{4}} \sqrt{\nu(A'')},
\]

\[
E_{410}(A', A'', T_0, T, \alpha_0) := 50.276 \cdot E_{49}(A', A'', T_0, \alpha_0)
\]

\[
\quad + \frac{\zeta(\frac{3}{2})}{\pi} V_{13}(A', \alpha_0) T^{\frac{1}{4}} e^{-B_2(\sqrt{\pi} \alpha_0)(T + \sqrt{\pi} T)},
\]

(107)

\[
E_{411}(A', \alpha_0) := \frac{V_{12}(A', \alpha_0)}{\pi \sqrt{\pi A'\nu(A')}}
\]

(108)

\[
E_{412}(A', A'', T_0, \alpha_0) := 2.71 \pi A'' + \frac{1}{2T_0} \nu(A'') E_{49}(A', A'', T_0, \alpha_0).
\]

We are now in position to provide the proof of our main result.

Proof of Theorem 2. In order to obtain the values from Table 1 we collect all terms from the above expressions for \(E_j\) that are distinct from \(S_1\) and \(S_2\), together with \(R(T)\) from (21), and split them into three groups: terms which are asymptotically \(\log^2 T, \log T,\) and other terms. Let us suppose that after collection we obtain

\[
b_1(A', A'', T_0, \alpha_0) \log^2 T + b_2(A', A'', T_0, \alpha_0) \log T + b_3(A', A'', T_0, T, \alpha_0).
\]
Then the function \( b_1 \) arises from the first term of (106) and is equal to
\[
b_1 (A', A'', T_0, \alpha_0) := 1.445 \cdot E_{49} (A', A'', T_0, \alpha_0),
\]
while \( b_2 \) arises from the first two terms of (106), therefore
\[
b_2 (A', A'', T_0, \alpha_0) := -2.89 \cdot E_{49} (A', A'', T_0, \alpha_0) \log \left( A' \pi^2 \nu (A')^2 \right) + 15.35 \cdot E_{49} (A', A'', T_0, \alpha_0).
\]

Remembering that
\[
E_4 = -\Sigma_2 + \mathcal{O}_{42} + \mathcal{E}_{4112} + \mathcal{E}_{4113} + (\mathcal{E}_{42} + \mathcal{E}_{43} + \mathcal{E}_{414}),
\]
the function \( b_3 (A', A'', T_0, T, \alpha_0) \) is the sum of all remaining terms from the estimations for \( E_1, E_2 \) and \( E_3 \), i.e., (81), (85) and (83), for \( E_4 \), i.e., (84), (85), (104) and (106), and for \( R(T) \) from (21).

We are interested in three cases for possible pairs of \( A' \) and \( A'' \), namely \((A', A'') = (0.9, 1.1), (A', A'') = (0.5, 1.5), (A', A'') = (0.1, 1.9)\). Let \( T \geq T_0 \geq 2 \cdot 10^{11} \), assertion which clearly satisfies condition (80). Then for fixed \( \alpha_0 > 0 \) all terms of \( b_3 \) but one decrease in the variable \( T \). The behaviour of this one term \( E_{4110}(A', A'', T_0, T, \alpha_0) \), which is given by (107), depends on the parameter \( \alpha_0 \).

For each \( A' \in \{0.9, 0.5, 0.1\} \) we choose \( \alpha_0 \) in the range determined by (70) to be close to the minimum of function \( E_{4111}(A', \alpha_0) \) which is given by (108). Then we check in each case that for the corresponding \( \alpha_0 \) the function \( E_{4110}(A', A'', T_0, T, \alpha_0) \) decreases in \( T \). With such procedure we establish the upper bound \( a_3(A', A'', T_0, \alpha_0) \) for \( b_3(A', A'', T_0, \alpha_0) \). Afterwards, upper bounds \( a_1(A', A'', T_0) \) and \( a_2(A', A'', T_0) \) for \( b_1(A', A'', T_0, \alpha_0) \) and \( b_2(A', A'', T_0, \alpha_0) \), respectively, can be deduced.

Table 1 provides values for \( a_1(A', A'', T_0) \), \( a_2(A', A'', T_0) \), \( a_3(A', A'', T_0) \), where \( A' \) and \( A'' \) are as above, and \( T_0 \in \{10^{20}, 10^{30}, \ldots, 10^{100}, 10^{1000}\} \). We also listed values for \( \alpha_0 \) in each case. All computations are done in Mathematica.

7. Proof of Corollary 1

Before proceeding to the proof of Corollary 1 we will provide an explicit version of Ingham’s estimate [2]. Define
\[
\tilde{\hat{c}}(x) := (1 + x)^{-\frac{1}{2}} \sqrt{x} \left( \text{arsinh} \sqrt{x} \right)^{-1}.
\]
Then \( e(T, n) = \tilde{\hat{c}}(\pi n/(2T)) \). Because \( 0 < \tilde{\hat{c}}(x) < 1 \) for \( x \in (0, 50) \), we have \( |e(T, n)| < 1 \) for \( n \leq T \). Theorem 2 for \( N = \lfloor T \rfloor, A' = 0.9, A'' = 1.1 \) and \( T_0 = 10^{30} \) gives
\[
|E(T)| \leq |\Sigma_1 (T, \lfloor T \rfloor)| + |\Sigma_2 (T, \lfloor T \rfloor)| + |\mathcal{E}(T)|
\leq 3.87 \sqrt{T} \log T - 1.1 \sqrt{T} + 95 \log^2 T + 275 \log T + 7.3 \cdot 10^{18}
\leq 110 \sqrt{T} \log T
\]
for \( T \geq 10^{30} \). Here we estimate the first two terms in Atkinson’s formula by Lemmas 7 and 8 while using also inequalities (101) and (102).

Let
\[
2 \leq t_1 \leq T \leq t_2 \leq \frac{3}{2} T.
\]
Because \( \tilde{\hat{c}}(t) \) is an increasing function, we obtain from (110) and (11) that
\[
E (t_1) - (T - t_1) \log T \leq E(T) \leq E (t_2) + (t_2 - T) \log T
\]
holds. Let \( Y := T^\frac{1}{2} \log^\mu T \) and \( G := T^{-\frac{1}{2}} \log^\mu T \) for certain real numbers \( \mu_1 \) and \( \mu_2 \), yet to be determined. Let us assume that \( 1 - T^{-\frac{1}{2}} \log^\mu T > 0 \), which is clearly true for large \( T \). Define
\[
t_1 := \left( \sqrt{T - Y} + u \right)^2, \quad t_2 := \left( \sqrt{T + Y} + u \right)^2,
\]
Lemma 15.4 in [Ivi03] is also true for $E$ which we need some good estimate on. The main idea is to apply the above integral to inequalities (114) and (115), for the $\mu$ to be true if $G_e$ are satisfied for $T$. By derivative analysis we can see that this happens if $\mu_1 - \mu_2 > 1$. Take $\varepsilon > 0$ and put $\mu_2 = \mu_1 - 1 - 2\varepsilon$, thus satisfying the previous condition. Then (111) implies

$$E(t_1) = \left(1 + \frac{2}{\log^{2\varepsilon} T}\right) T^{\frac{1}{2}} \log^{\mu_1+1} T \leq E(T),$$

$$E(T) \leq E(t_2) + \left(1 + \frac{2\sqrt{1 + T^{-\frac{3}{2}} \log^{\mu_1} T} \log^{\mu_1-4\varepsilon} T}{T^{\frac{1}{2}}} \right) T^{\frac{1}{2}} \log^{\mu_1+1} T.$$

Define

$$E_1(x) := G^{-1} \int_{-H}^{H} E \left((x + u)^{2}\right) e^{-\left(u/G\right)^{2}} du.$$

The main idea is to apply the above integral to inequalities (114) and (115), for which we need some good estimate on $E_1(x)$. We will show (see Lemma 10) that Lemma 15.4 in [Ivi03] is also true for

$$M := G^{-2} \log^{1+2\varepsilon} T = T^{\frac{1}{2}} \log^{2(1+2\varepsilon)} T,$$

thus implying

$$E_1(x) \ll T^{\frac{1}{2}} \left(\log T\right)^{-2\mu_1+3(1+2\varepsilon)+1}$$

for $\sqrt{T - Y} \leq x \leq \sqrt{T + Y}$. Assume that inequalities (112) and (113), together with

$$\sqrt{1 - T^{-\frac{3}{2}} \log^{\mu_1} T} \geq \sqrt{\frac{2}{T}},$$

$$\sqrt{1 + T^{-\frac{3}{2}} \log^{\mu_1} T} \leq \sqrt{\frac{3}{2}},$$

are satisfied for $T \geq 10^{10}$. After multiplying both sides of (114) and (115) by $G e^{-\left(u/G\right)^{2}}$ and integrating them over $u$ from $-H$ to $H$, we get

$$|E(T)| \leq \frac{1}{\sqrt{\pi}} \max \left\{ E_1 \left(\sqrt{T - Y}\right), E_1 \left(\sqrt{T + Y}\right) \right\}$$

$$+ \left(1 + \frac{2\sqrt{1 + T^{-\frac{3}{2}} \log^{\mu_1} T} \log^{\mu_1-4\varepsilon} T}{T^{\frac{1}{2}}} \right) T^{\frac{1}{2}} \log^{\mu_1+1} T$$

$$+ \left(1 + \frac{2\sqrt{1 + T^{-\frac{3}{2}} \log^{\mu_1} T} \log^{\mu_1-4\varepsilon} T}{T^{\frac{1}{2}}} \right) \frac{\log^{\mu_1} T}{T^{\frac{1}{2}}} + 110 \right) \frac{\sqrt{T/\pi}}{T^{\log T}},$$

where we used (109) and

$$\int_{-H}^{H} e^{-\left(u/G\right)^{2}} du = \int_{-\infty}^{\infty} e^{-\left(u/G\right)^{2}} du \leq \frac{G}{2 \log T} T^{-\log T}.$$

Therefore, the optimal value for $\mu_1$ is determined by the equation

$$-2\mu_1 + 3(1 + 2\varepsilon) + 1 = \mu_1 + 1,$$
which has a solution \( \mu_1 = 1/2 + \varepsilon \). Therefore, having an explicit version of (117), which is contained in Lemma 10, will produce an explicit version of estimate (14).

**Lemma 10.** Let \( \varepsilon \in (0, 1/2] \), \( \Delta > 1.7T_0 \) and \( T_0 \geq 10^{30} \). Additionally, let \( a_n (T_0) := a_n (0.9, 1.1, T_0) \) for \( n \in \{1, 2, 3\} \), where \( a_1 \), \( a_2 \) and \( a_3 \) are from Theorem 2. Then

\[
|E_1 (x)| \leq a (T_0) T^{1/3} \log^{1/3 + \varepsilon} T + 6.4 \cdot T^{1/4 - 6.28 \log^2 T} \log T
\]

for

\[
\sqrt{T - T^{1/3} \log^{1/3 + \varepsilon} T} \leq x \leq \sqrt{T + T^{1/3} \log^{1/3 + \varepsilon} T},
\]

where

\[
a (T_0) := 2.111 + \frac{25.4}{\log T_0} \log \log T_0 + \frac{|a_1|}{T_0^{1/3}} \frac{\sqrt{\pi} \log T_0}{T_0^{1/3}} + \frac{|a_2|}{T_0^{1/3}} \frac{\sqrt{\pi}}{\log T_0} + \frac{|a_3|}{T_0^{1/3}} \frac{\sqrt{\pi} + 6.741}{T_0^{1/3} \log^2 T_0}
\]

(122)

**Proof.** Let \( \mu_1 = 1/2 + \varepsilon \) and \( t_0 = 10^{30} \). Then

\[
(1 - \delta_- (t_0)) \sqrt{T} \leq x + u \leq (1 + \delta_+ (t_0)) \sqrt{T},
\]

where

\[
\delta_\pm (t) := \pm 1 \pm \sqrt{1 + t^{-1/2} \log t + t^{-1} \log \log t}.
\]

This implies \( A'(x + u)^2 \leq |T| \leq A''(x + u)^2 \) for

\[
A' = \left(1 - \frac{1}{t_0}\right) (1 + \delta_+ (t_0))^{-2}, \quad A'' = (1 - \delta_- (t_0))^{-2}.
\]

Observe that \( A' \geq 0.9 \) and \( A'' \leq 1.1 \). Thus, by Theorem 2 we have

\[
E \left((x + u)^2\right) = \Sigma_1 \left((x + u)^2, [T]\right) + \Sigma_2 \left((x + u)^2, [T]\right) + \mathcal{E} \left((x + u)^2\right),
\]

where

\[
|\mathcal{E} \left((x + u)^2\right)| \leq a_1 (T_0) \log^2 T + a_2 (T_0) \log T + a_3 (T_0).
\]

Using Taylor’s expansions \( \sqrt{x + u} = \sqrt{x} + \kappa_1 (x, u), e \left((x + u)^2, n\right) = e \left(x^2, n\right) + \kappa_2 (x, n, u), f \left((x + u)^2, n\right) = f \left(x^2, n\right) + \left(4x \arcsinh \frac{\sqrt{\pi n}}{2x^2}\right) u + \kappa_3 (x, n) u^2 + \kappa_4 (x, n, u), \) and \( \exp (iy) = 1 + \kappa_5 (y) \), we can write

\[
\frac{1}{G} \int_{-H}^H \Sigma_1 \cdot e^{-((x/G)^2)} du = \mathcal{R} \left\{ \Sigma_{11} \right\} + \mathcal{R} \left\{ \Sigma_{12} \right\} + \mathcal{R} \left\{ \Sigma_{13} \right\} + \Sigma_{14} + \Sigma_{15} + \Sigma_{16},
\]

where

\[
\Sigma_{11} = \left(\frac{2}{\pi}\right)^{1/4} \sqrt{x} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{1/4}} e \left(x^2, n\right) e^{if(x^2, n)} \frac{1}{G} \int_{-\infty}^\infty \tilde{f}(x, n, u) du,
\]

\[
\Sigma_{12} = -\left(\frac{2}{\pi}\right)^{1/4} \sqrt{x} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{1/4}} e \left(x^2, n\right) e^{if(x^2, n)} \frac{1}{G} \left(\int_{-\infty}^{-H} + \int_{H}^{\infty}\right) \tilde{f}(x, n, u) du,
\]

\[
\Sigma_{13} = \left(\frac{2}{\pi}\right)^{1/4} \sqrt{x} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{1/4}} e \left(x^2, n\right) e^{if(x^2, n)} \frac{1}{G} \int_{-H}^H \kappa_5 (\kappa_4) e^{\tilde{f}(x, n, u)} du,
\]

\[
\Sigma_{14} = \left(\frac{2}{\pi}\right)^{1/4} \sqrt{x} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{1/4}} \kappa_2 \cos \left((x + u)^2, n\right) e^{-((x/G)^2)} du,
\]

\[
\Sigma_{15} = \left(\frac{2}{\pi}\right)^{1/4} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{1/4}} \frac{e \left(x^2, n\right)}{G} \int_{-H}^H \kappa_1 \cos \left((x + u)^2, n\right) e^{-((x/G)^2)} du,
\]

\[
\Sigma_{16} = \left(\frac{2}{\pi}\right)^{1/4} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{1/4}} \frac{e \left(x^2, n\right)}{G} \int_{-H}^H \kappa_1 \cos \left((x + u)^2, n\right) e^{-((x/G)^2)} du.
\]
\[ \Sigma_{16} = \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \sum_{n \leq T} (-1)^n \frac{d(n)}{n^{\frac{1}{2}}} G \int_{H}^{H \kappa_{1}\kappa_{2} \cos f (x + u)^2, n} e^{-(u/C)^2} \, du, \]

and

\[ \hat{f}(x, n, u) := i \left( 4x \arcsinh \sqrt{\frac{\pi n}{2x^2}} \right) u - G^{-2} \left( 1 - iG^2 \kappa_{3}(x, u) \right) u^2. \]

We are going to estimate the moduli of the real functions \( \kappa_{1}, \ldots, \kappa_{5} \). We obtain

\[ |\kappa_{1}(x, u)| \leq m_{1}(t_0) T^{-\frac{\pi}{2}} \log T, \quad m_{1}(t_0) := \frac{1}{2} \sqrt{1 - \delta_{-}(t_0)}, \]

\[ |\kappa_{2}(x, n, u)| \leq m_{2}(t_0) T^{-\frac{\pi}{2}} \log T, \]

\[ m_{2}(t_0) := \frac{1}{1 - \delta_{-}(t_0)} \sup_{0 < t \leq \frac{\pi}{1 - \delta_{-}(t_0)^2}} \left\{ \frac{\xi \sqrt{1 + \xi} - \sqrt{\xi} (1 + \frac{1}{\xi}) \arcsinh \sqrt{\xi}}{(1 + \xi)^{\frac{3}{2}} \arcsinh^{2} \sqrt{\xi}} \right\}, \]

\[ |\kappa_{3}(x, n)| \leq m_{3}(t_0) := 2 \left( 1 + \arcsinh \sqrt{\frac{\pi}{2 (1 - \delta_{-}(t_0)^2)}} \right), \]

\[ |\kappa_{4}(x, n, u)| \leq m_{4}(t_0) T^{-1} \log T, \quad m_{4}(t_0) := \frac{2}{3} \left( \frac{\pi}{2} \right)^{\frac{3}{2}} (1 - \delta_{-}(t_0))^{-4}, \]

and \( |\kappa_{5}(y)| \leq |y| \) if \( y \in \mathbb{R} \). By trivial estimations, using the above bounds together with \( (121) \) and the first inequality from Lemma \( (8) \) we obtain

\[
\sum_{j=2}^{6} |\Sigma_{1j}| \leq 4 \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \sqrt{1 + \delta_{+}(t_0)} T^{\frac{1}{2} - \log T} \\
+ 4(2\pi)^{\frac{1}{2}} \sqrt{1 + \delta_{+}(t_0)} \left( m_{4}(t_0) T^{-\frac{1}{2}} \log T \right) + 4(2\pi)^{\frac{1}{2}} m_{1}(t_0) \left( T^{-\frac{1}{2}} \log T \right) \leq 0.02. \tag{123}
\]

As before, here we used the estimate \( |e (x^{2}, n)| < 1 \) for \( n \leq T \).

The first term \( \Sigma_{11} \) requires more careful analysis. Firstly, we have

\[
\left| \frac{1}{G} \int_{-\infty}^{\infty} e^{\hat{f}(x, n, u)} \, du \right| = \sqrt{\pi} \left( 1 + G^{4} |\kappa_{3}|^{2} \right)^{-\frac{1}{2}} \exp \left( -G^{2} \left( x \arcsinh \sqrt{\frac{\pi n}{2x^{2}}} \right)^{2} \right) / \left( 1 + G^{4} |\kappa_{3}|^{2} \right)
\]

since \( \Re \{ 1 - iG^2 \kappa_{3} \} = 1 > 0 \), and we can thus use the exact form of an appropriate exponential integral, see \( \text{[Ivi03, Equation (A.38)]} \). The idea is to split the range of summation in \( \Sigma_{11} \) into two parts, namely \( n \leq M \) and \( M < n \leq T \) where \( M \) is defined by \( (116) \), and then using the latter equality in the second case while estimating trivially in the first case.

Let \( n > M \). Then

\[
4G^{2} \left( x \arcsinh \sqrt{\frac{\pi n}{2x^{2}}} \right)^{2} \geq 4 (1 - \delta_{-}(t_0))^{2} T G^{2} \arcsinh^{2} \left( \sqrt{\frac{\pi}{2} \log^{1+2\varepsilon} T \over (1 + \delta_{+}(t_0)) G \sqrt{T}} \right) \\
\geq 4 (1 - \delta_{-}(t_0))^{2} \left( \frac{\log^{1+2\varepsilon} T}{\log^{2} T} \right) \arcsinh^{2} \left( \sqrt{\frac{\pi}{2} \log^{2} T \over (1 + \delta_{+}) t_{0}^{2} \right),
\]

where we used also the fact that \( y^{-1} \arcsinh y \) is a decreasing function for \( y > 0 \).

Therefore,

\[
\left| \frac{1}{G} \int_{-\infty}^{\infty} e^{\hat{f}(x, n, u)} \, du \right| \leq \sqrt{\pi} T^{-\rho_{1}(t_0)} \log^{2e} T,
\]
where
\[
\rho_1(t_0) := \frac{4(1 - \delta_-(t_0))^2 t_0^{\frac{3}{2}} \text{arsinh}^2 \left( \frac{\sqrt[3]{\pi} \log_t t_0}{\sqrt{2(1 + \delta_+(t_0)) t_0^{\frac{1}{3}}} \pi} \right)}{\log^4 t_0 + m_3 (t_0)^2 t_0^{-\frac{3}{2}} \log^2 t_0}.
\]
This implies
\[
|\Sigma_1| \leq 4(2\pi)^{\frac{3}{4}} \sqrt{1 + \delta_+(t_0)} \left( \frac{1}{3} + \frac{T^2}{2} \log^2 T \right)
+ 2 \left( 1 + 2\varepsilon \right) T^\varepsilon \log T \log T + T^{\frac{1}{4} - \rho_1(t_0)} \log^2 T \log T \right) \tag{124}
\]
We need to estimate also the second term \(\Sigma_2\). Using Taylor’s expansions
\[
\left( \log \left( \frac{(x + u)^2}{2\pi n} \right) \right)^{-1} = \left( \log \left( \frac{x^2}{2\pi n} \right) \right)^{-1} + \kappa_6(x, n, u),
\]
\[
g \left( (x + u)^2, n \right) = g \left( x^2, n \right) + \left( 2x \log \frac{x^2}{2\pi n} \right) u + \kappa_7(x, n) u^2 + \kappa_8(x, n, u),
\]
we can write
\[
\frac{1}{G} \int_{-H}^{H} \Sigma_2 \cdot e^{-(u/G)^2} du = \Re \{ \Sigma_{21} \} + \Re \{ \Sigma_{22} \} + \Re \{ \Sigma_{23} \} + \Sigma_{24} + \Sigma_{25},
\]
where
\[
\Sigma_{21} = -2 \sum_{n \in \mathcal{Z}(x^2, \{T\})} \frac{d(n)}{\sqrt{n}} \left( \log \frac{x^2}{2\pi n} \right)^{-1} e^{i g(x^2, n)} \frac{1}{G} \int_{-\infty}^{\infty} e^{i \tilde{g}(x, n, u)} du,
\]
\[
\Sigma_{22} = 2 \sum_{n \in \mathcal{Z}(x^2, \{T\})} \frac{d(n)}{\sqrt{n}} \left( \log \frac{x^2}{2\pi n} \right)^{-1} e^{i g(x^2, n)} \frac{1}{G} \left( \int_{-\infty}^{-H} + \int_{H}^{\infty} \right) e^{i \tilde{g}(x, n, u)} du,
\]
\[
\Sigma_{23} = -2 \sum_{n \in \mathcal{Z}(x^2, \{T\})} \frac{d(n)}{\sqrt{n}} \left( \log \frac{x^2}{2\pi n} \right)^{-1} e^{i g(x^2, n)} \frac{1}{G} \int_{-H}^{H} \kappa_5(\kappa_8) e^{i \tilde{g}(x, n, u)} du,
\]
\[
\Sigma_{24} = -2 \int_{-H}^{H} \sum_{n \in \mathcal{Z}(x, \{u\})} \frac{d(n)}{\sqrt{n}} \frac{1}{G} \int_{-H}^{H} \kappa_6 \cos g \left( (x + u)^2, n \right) e^{-(u/G)^2} du,
\]
\[
\Sigma_{25} = \pm 2 \int_{-H}^{H} \sum_{n \in \mathcal{Z}(x, \{u\})} \frac{d(n)}{\sqrt{n}} \left( \log \frac{(x + u)^2}{2\pi n} \right)^{-1} \cos g \left( (x + u)^2, n \right) e^{-(u/G)^2} du,
\]
and
\[
\tilde{g}(x, n, u) := \int \left( 2x \log \frac{x^2}{2\pi n} \right) u - G^{-2} \left( 1 - iG^2 \kappa_7(x, n) \right) u^2,
\]
\[
\mathcal{Z}(x, u) \subseteq \left[ \mathcal{Z} \left( (x - H)^2, \{T\} \right) \cap \mathcal{Z} \left( (x + H)^2, \{T\} \right) \right] \cap \mathbb{N}.
\]
In the expression for \(\Sigma_{25}\), the sign \(\pm\) depends on the one of \(u\): we take + if \(u\) is positive and \(-\) otherwise. By \(101\), we have
\[
\frac{(x + u)^2}{2\pi \mathcal{Z} \left( \{(x + u)^2, \{T\}\} \right)} \geq m_0(A') := 1 + A' \pi \nu \left( A' \right), \tag{125}
\]
where \(\nu(x)\) is defined by \(99\), and by \(102\) also
\[
z_- (A'', t_0) T \leq \mathcal{Z} \left( (x + u)^2, \{T\} \right) \leq z_+ (A', t_0) T, \tag{126}
\]
where
\[
z_- (A'', t_0) := \frac{(1 - \delta_-(t_0))^2}{\pi^2 (A'' + \frac{1}{2}) \nu (A'')}, \quad z_+ (A', t_0) := \frac{(1 + \delta_+(t_0))^2}{A' \pi^2 \nu (A')}.
\]
We need to estimate the moduli of the real functions $\kappa_6$, $\kappa_7$ and $\kappa_8$. For $n \leq \mathcal{Z}(x^2, [T])$ we obtain

$$|\kappa_6(x, n, u)| \leq m_6(A', t_0) T^{-\frac{3}{4}} \sqrt{\log T},$$

$$m_6(A', t_0) := \frac{2}{1 - \delta_-(t_0)} \log^{-2} \left( \left( \frac{1 - \delta_-(t_0)}{1 + \delta_+(t_0)} \right)^2 m_0(A') \right),$$

$$|\kappa_7(x, n)| \leq m_7(t_0) \log T, \quad m_7(t_0) := 1 + \frac{2 + \log (1 + \delta_+(t_0))^2}{\log t_0},$$

$$|\kappa_8(x, n, u)| \leq m_8(t_0) T^{-1} \log^\frac{3}{2} T, \quad m_8(t_0) := \frac{2}{3 (1 - \delta_-(t_0))}.$$  

Because

$$\frac{d}{dx} \mathcal{Z}(x^2, [T]) = \frac{(2/\pi^2) x^3}{r(T) + \frac{1}{2} + \frac{2x^2}{\pi} + \sqrt{\left( r(T) + \frac{1}{2} \right) \left( r(T) + \frac{1}{2} + \frac{2x^2}{\pi} \right)}} \leq \frac{2x^3}{\pi^2 (2r(T) + 1)} \leq \frac{x^3}{\pi^2 (1 - \frac{1}{2t_0}) T},$$

we also have

$$|\mathcal{Z}(x + u, [T]) - \mathcal{Z}(x^2, [T])| \leq z(t_0) T^{\frac{3}{4}} \sqrt{\log T}, \quad z(t_0) := \frac{1}{\pi^2} \left( 1 + \delta_+(t_0) \right)^3 \left( 1 - \frac{1}{2t_0} \right)^{-1}.$$  

By trivial estimations, using the latter bounds together with $z_+(A', t_0) \leq 1$, inequalities \[121\] and \[129\], and the first inequality from Lemma \[7\] we obtain

$$\sum_{j=2}^{4} |\Sigma_{2j}| \leq \frac{4}{\log m_0(A')} T^{\frac{1}{2} - \log T}$$

$$+ 4 \sqrt{\pi} \left( \frac{m_8(t_0)}{\log m_0(A')} T^{-\frac{3}{4}} \log^\frac{3}{2} T + m_6(A', t_0) T^{-\frac{1}{4}} \log^\frac{7}{2} T \right) \leq 0.02. \quad (128)$$

Similarly as before, we have

$$\left| \frac{1}{G} \int_{-\infty}^{\infty} \tilde{\theta}(x, n, u) \, du \right| = \sqrt{\pi} \left( 1 + G^4 |\kappa_7|^2 \right)^{-\frac{1}{4}} \exp \left( \frac{-4G^2 \left( x \log \frac{2}{2\pi} \right)^2}{1 + G^4 |\kappa_7|^2} \right)$$

$$\leq \sqrt{\pi} T^{-\rho_1(t_0) T^{2/3} \log^{-3} T},$$

where

$$\rho_1(t_0) := \frac{4 (1 - \delta_-(t_0))^2 \log^2 m_0(A')}{1 + (m_7(t_0))^2 t_0^{-\frac{3}{4}}}. \quad (129)$$

Therefore,

$$|\Sigma_{21}| \leq \frac{4 \sqrt{\pi}}{\log m_0(A')} T^{\frac{1}{2} - \rho_2(t_0) T^{2/3} \log^{-3} T} \log T \leq 0.001. \quad (129)$$

We are left only with $\Sigma_{25}$. By the second inequality of Lemma \[7\] we have

$$\sum_{n \in \mathcal{F}(x, u)} \frac{d(n)}{\sqrt{n}} \leq \sum_{\chi \leq n \leq Y} \frac{d(n)}{\sqrt{n}} \leq (Y - \chi) \chi^{-\frac{3}{4}} (\log \chi + 2) + \log \sqrt{\frac{Y}{\chi} + 2 + \sqrt{3}},$$

$$\chi \leq n \leq Y.$$
where $X := \mathcal{Z} \left( (x-H)^2, [T] \right)$ and $Y := \mathcal{Z} \left( (x+H)^2, [T] \right)$. By (126) and (127) we obtain
\[
\sum_{n \in X(x,u)} \frac{d(n)}{\sqrt{n}} \leq \frac{2z(t_0)}{\sqrt{z(t_0)}} T^{-\frac{3}{2}} \log^{\frac{3}{2}} T + \log \frac{z^+ (A', t_0)}{z^- (A', t_0)} + 2 + \sqrt{3} \leq 3.95
\]
since $2 + \log z^+ (A', t_0) < 0$. It follows that
\[
|\Sigma_{25}| \leq 7.9 \sqrt{\pi} \log^{-1} \left( \left( \frac{1 - \delta_- (t_0)}{1 + \delta_+ (t_0)} \right)^2 m_0 (A') \right) \leq 6.7. \tag{130}
\]
The main inequality from Lemma 10 now easily follows from (124), (123), (129), (128) and (130).

**Theorem 3.** Let $T_0 \geq 10^{30}$. Then
\[
|E(T)| \leq \left( \frac{1}{\sqrt{\pi}} a(T_0) + 1 + \frac{2001}{\log^3 T_0} \right) T^\frac{3}{4} \log^2 T
\]
for $T \geq 1.1 T_0$, where $a(T_0)$ is defined by (122).

**Proof.** Let $\epsilon = 1/6$. Then $\mu_1 = 2/3$ and $\mu_2 = -2/3$. We can see that inequalities (112), (113), (118), and (119) are satisfied for $T \geq 10^{30}$. By Lemma 10 Theorem 3 now follows from inequality (120).

**Proof of Corollary 4.** The values for $J (T_0)$ from (15) are calculated for each $T_0$ by Theorem 3 according to the values from Table 1.
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