Interpretable deep learning prediction of 3d assessment of cardiac function

Grant Duffy¹, Ishan Jain¹, Bryan He² and David Ouyang¹

1. Department of Cardiology, Smidt Heart Institute, Cedars-Sinai Medical Center

127 S San Vicente Blvd A3600, Los Angeles, CA 90048

2. Department of Computer Science, Stanford University

353 Jane Stanford Way, Stanford, CA 94305

Email: David.Ouyang@cshs.org

As deep learning plays an increasing role in making medical decisions, explainability is playing an increasing role in satisfying regulatory requirements and facilitating trust and transparency in deep learning approaches¹. In cardiac imaging, the task of accurately assessing left-ventricular function is crucial for evaluating patient risk, diagnosing cardiovascular disease, and clinical decision making²,³. Previous video based methods to predict ejection fraction yield high accuracy but at the expense of explainability⁴ and did not utilize the standard clinical workflow. More explainable methods that match the clinical workflow, using 2D semantic segmentation, have been explored but found to have lower accuracy⁵. To simultaneously increase accuracy and utilize an approach that matches the standard clinical workflow, we propose a frame-by-frame 3D depth-map approach that is both accurate (mean absolute error of 6.5%) and explainable, utilizing the conventional clinical workflow with method of discs evaluation of left ventricular volume. This method is more reproducible than human evaluation and generates volume predictions that can be interpreted by clinicians and provide the opportunity to intervene and adjust the deep learning prediction.
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1. Introduction

There have been significant advances in the application of artificial intelligence in medical contexts, with deep learning models applied to dermatology⁶, radiology⁷, cardiology⁴, and many other domains of medical data interpretation. But for medical applications, accuracy on retrospective datasets is not enough to be accepted into practice, with open questions regarding how to understand deep learning model predictions and how humans can interact and adjust model output. Many machine learning algorithms are ‘black box’ solutions that lack an explanation of their predictions⁸. When model predictions are incorrect, its often difficult to understand why or how the model fails, leading to distrust in predictions by physicians and putting into question the role of deep learning when making critical medical decisions. Black box algorithms can also hide biases and pitfalls that would otherwise be apparent in more explainable methods. Deep learning algorithms can reinforce hidden biases and disparities if not well understood or fully explored⁹. Regulations for using AI in medicine are in flux but could potentially require explainability before a method can become
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standard practice in medicine or used in medical devices\textsuperscript{1,10}. The goal of explainability in AI and deep learning is to produce models that can be interpreted in a way that allows humans to understand and validate predictions. This allows a better understanding between not only the statistical relationships between attributes in a dataset, but also causal and mechanistic relationships. Explainable AI aims to overcome the pitfalls of ‘black box’ algorithms and is important for widespread adoption of AI if it is to reach its potential in medicine and beyond.

The impact of cardiac disfunction on overall health and wellbeing ranges from exercise intolerance and fatigue to higher risk of mortality. Cardiovascular disease is the leading cause of death in the United states and projected cost of care for cardiovascular disease is projected to increase by 61\% to $276 billion between 2010 and 2030\textsuperscript{11}. The need for low-cost, accurate assessment of cardiac function is essential to providing life-prolonging treatment and detecting at-risk patients. Ejection fraction (EF) is typically measured using cardiac ultrasound, or echocardiography, because of its high temporal resolution, low cost, and availability.

\[
EF\% = 100 \times \frac{EDV - ESV}{EDV} \quad (1)
\]

Left ventricular (LV) ejection fraction (EF) is one important metric for evaluating cardiac function. EF is defined by the percent volume change between the end diastolic volume (EDV) and the end systolic volume (ESV) as shown in Eq. 1 and describes what percent of the left ventricle volume is pumped out every heartbeat and is interpreted as a measure of the heart’s efficiency. Low EF, even marginally reduced EF, has been shown to be highly indicative of heart disease\textsuperscript{12-14}. While traditional echocardiography utilizes 2D image acquisition, the heart is a 3D structure, requiring assumptions and approximations to estimate volume from the area measured in standard views. The method of discs (MOD) is the standard method for calculating LV volume from a single view. This method assumes that cross sections of the LV perpendicular to the major axis are circular, as shown in figure 1. The volume is then calculated using Eq. 2 where \(dx\) is the perpendicular distance between cross sections and \(d_i\) is the length of the cross section \(i\) or the diameter of the circular cross section.

Fig. 1. Example human method of discs label
There have been previous attempts to evaluate ejection fraction using artificial neural networks, and although these attempts address explainability, none of them achieve a high level of accuracy while proving that the method is basing its predictions on the physical quantities that define EF. There is an inherent tradeoff between interpretability and accuracy, requiring additional innovations to optimize both attributes of an AI model, as portrayed in Figure 2. Our method addresses this problem by directly predicting the 3D geometry of the left ventricle in the form of a depth map which can be directly evaluated to find volume and EF. By using a depth map of the LV as an intermediate step in calculating EF, we provide a method to directly interpret the model’s performance and prove that the physical quantities used to calculate EF are being used.

2. Related Works

Previous ML solutions to predict EF closely align with solutions to traditional ML tasks, namely regression and semantic segmentation. The our first approach\textsuperscript{5} utilized an image based CNN regression model to predict several phenotypes and cardiovascular function, including ejection fraction, from a single frame of echocardiogram videos. This method was able to predict EF with an $R^2$ value of 0.5. Explainability for this model was addressed by using a gradient-based sensitivity map to highlight regions of interest to the model. Although this method gives physicians some insight into where in the image the model is extracting the most information, it does not prove that the model is finding systolic and diastolic volumes to calculate EF. Because the input to the model is only one frame, it cannot be precise in estimating systolic and diastolic volumes.

Subsequently, we proposed EchoNet-Dynamic\textsuperscript{4}, which uses a 3D video-based CNN model with a regression task to predict ejection fraction. This performs at a much higher level, achieving an $R^2$ of 0.81. Explainability is then addressed with a separate segmentation model. The segmentation model is used to accurately predict the left ventricle region. This model produces predictions that
are easily interpretable by physician. Although these predictions may give physicians confidence, using them as explainability for the ejection fraction is problematic because it is done with a different model. There could potentially be examples where the regression model predicts a bad EF, but the segmentation model performs well. Interpreting the performance of the regression model using the segmentation model could result in having high confidence in bad predictions or vice versa.

One solution to this problem is to calculate the ejection fraction directly from the segmentation model output. This process involves predicting the segmentation for each frame, predicting the major axis direction, and creating perpendicular discs to use for volume calculation. The benefit of this approach is that the model predictions are directly used for volume calculation and is done so in a method that is already standard practice. This means that the predictions are easily interpreted and could even be corrected by physicians. The drawback of this method is that every step of the post-processing adds error to the volume calculation. On top of the model inaccuracy, picking the major axis and disc cross section both introduce more error. These factors contribute to a low overall $R^2$ of 0.49.

3. Method

The method proposed here improves upon the segmentation approach by predicting the z-depth of the LV at each pixel. Any pixels outside the LV are zero. Figure 3 visualizes an example LV depth map. Depth maps are predicted for every frame of an echocardiogram video. The volume for each frame is calculated by summing the pixel depths. From the frame volumes, end systole and end diastole are selected and used to calculate EF. These depth maps can be easily visualized as a 3D surface over the LV. This approach is analogous to doing a regression to depth for each pixel instead of classification for each pixel as seen in a segmentation model. CNNs have previously been used to predict depth information and is an approach that has become commonplace in computer vision and autonomous AI. To calculate the volume for a given prediction, the pixel depths are simply summed together. This allows more of the work to be done by the model but is still closely aligned with the human method and therefore is easily interpreted.
3.1. Model Architecture

The model architecture used is based on a DeepLabV3 with a ResNet-50 backbone. The Torchvision\textsuperscript{16} implementation, as shown in Figure 4 a), is composed of roughly three parts, the ResNet-50\textsuperscript{17} backbone, a DeepLabV3\textsuperscript{18} head, and a convolutional classifier. The output of the DeepLab head and classifier are the same resolution as the output layer of the ResNet\textsuperscript{17} backbone. For 112x112 images, this resolution is 14x14. The output of the classifier is upsampled using simple bilinear interpolation leading to interpolation artifacts seen in Figure 5 (center). This is solved by replacing the classifier and upsampling with a transposed convolution with kernel size 8x8 and stride 8x8, shown in Figure 4 b). This layer acts as a learnable upsampling layer that allows finer detail in the predictions.

![Figure 4. a) Original DeepLabV3 architecture b) architecture used here](image)

Figure 5 shows the ground truth (left) label and two depth map predictions; the middle is a prediction from an unmodified DeepLabV3 model, the right was predicted by the modified DeepLabV3 that includes a trainable upsampling layer. The output of the DeepLab head on the unmodified model is of resolution 14x14 pixels and is upsampled using linear interpolation to the full 112x112. This creates interpolation artifacts that appear as 8x8 square surface facets that are clearly not physiological. Although the overall performance metrics were similar between the two

![Figure 5. Example ground truth label, original DeepLabV3 inference, our modified model inference from left to right](image)
models, it is clear that the modified model is capable of predicting much higher detail and follows the curvature of the LV more closely.

3.2. Ground Truth Depth Map Labels

Traditionally, when calculating LV volume, humans trace the outline of the LV and label the major axis. Cross sections are then generated perpendicularly to the major axis. Volume is calculated using the method of discs, whereby each cross section is considered to be the diameter of a cylinder with a length equal to the spacing between the cross sections.

For the depth map approach, the value of each pixel corresponds to the depth of the LV perpendicular to the image at that pixel. Human labels in the form of MOD cross sections are used to generate depth map labels. The general approach used to do this is to find function of pixel location x and y and returns the depth at that location given a human label.

$$z = f(x, y)$$

(3)

Fig. 6. Depth map label diagram

Fig. 7. Semicircle relationship between depth and radius
If we consider each cross section to be the diameter of a disc, then the depth can be modelled as semi-circle function where R is the radius of the cross section and r is the radius of the point of interest to the center of the disc.

\[ z = \sqrt{R^2 - r^2} \quad (4) \]

To find values of R and r for every pixel, the coordinate system is interpolated such that all the cross-sections are vertical. This new coordinate system is described in terms of u and v.

\[ [u, v] = [M_{rot}] [x, y] \quad (5) \]

Because all the cross-sections are parallel and perpendicular to the long axis, their radii and centers can be interpolated as a function of u. This is done for every pixel giving values of R and r for every pixel. Eq. 2 is then used to approximate the depth at each pixel from these values. For pixels where \( r > R \), \( z \) is set to zero corresponding to a depth of zero outside the LV.

### 3.3. Dataset

Data was processed from standard echocardiogram studies. Apical four chamber views with human labelled LV traces were selected and any videos with color doppler or bad labels were removed. The dataset consists of 10,030 unique videos corresponding to unique patients split into subsets of 7,465, 1,277, and 1,288 videos for training validation and testing respectively. This is the same dataset used for training and evaluating EchoNet-Dynamic and segmentation post-processing method. Typically, two frames per video are annotated, end diastole and end systole. Therefore, there are 19,986 frames with annotated LV traces which were processed to produce depth map labels.

### 3.4. Loss Function and Training

The primary loss function used for training is MSE loss for each pixel. This loss is augmented by MSE loss for volume as calculated as the sum of pixels for each frame. This is described by equation X where \( y \) and \( \hat{y} \) are the pixel values of the ground truth and predicted depth maps respectively. \( w \) is the weighting term applied to the volume loss. Experimentation found \( w = 10 \) to perform well.

\[ l = \frac{1}{n} \sum (y - \hat{y})^2 + w \left( \sum y - \sum \hat{y} \right)^2 \quad (6) \]

An Adam optimizer was used with a learning rate of 0.01. The model was trained with a batch size of 128 for 100 epochs. The epoch with the lowest validation loss was selected for evaluation.

### 3.5. Beat-to-Beat EF Calculation

The model predicts a depth map from which a volume can be calculated for every frame of a video. To calculate ejection fraction, end diastolic and end systolic volumes need to be found. The `find_peaks` function is used to find all of the end systole and end diastole frames in the video by finding local maxima in calculated volume across the video. Several hyperparameters including prominence and distance were tuned for this application. Sequential pairs of systole and diastole are used to calculate EF for every beat of the video. The median EF is selected from these beats.
4. Results

4.1. Performance on Test Set

Performance analysis was done using a test set not yet seen by the model during training. For these patients, inference was run for the entire clip. Volumes were calculated for each frame and the beat-to-beat method was used to calculate ESV, EDV and EF. When comparing the EF predicted by this method to the EF calculated by humans, there is a correlation with an $R^2$ value of 0.61 and MAE of 6.55%. Although the performance did not match the video regression method, it did perform better than the segmentation post-processing method. It is known that the inter-observer variability can be anywhere from 7.6% to 13.9%\textsuperscript{20–22}. Because this variability applies to the ‘ground truth’ labels in the test set, it is likely that the true performance of all three methods exceeds the performance on the test set.

When comparing the performance of this method to EchoNet-Dynamic, there are several limitations that may be contributing to the performance gap between the methods. EchoNet-Dynamic is a true end-to-end deep learning approach that does not rely on any heuristics or assumptions about the data or predictions. This end-to-end regression task, even with tens of thousands of training examples, might be prone to overfitting and cause limited generalizability. In contrast, this approach is limited to predicting the LV geometry for each frame of the video. While the absolute performance has a slight decrease in performance, the workflow of using selection of systole and diastole and downstream calculation of EF provides a more robust, likely generalizable, and internally consistent interpretation.

\begin{table}[h]
\centering
\begin{tabular}{lcc}
\hline
Method & R2 & MAE \\
\hline
EchoNet & 0.50 & 7.00\% \\
EchoNet-Dynamic & 0.82 & 4.05\% \\
Segmentation Processing & 0.49 & 8.79\% \\
Depth-Map & 0.61 & 6.55\% \\
\hline
\end{tabular}
\caption{Relative performance compared to prior work.}
\end{table}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{Performance of depth map model and comparison to prior works}
\end{figure}

Depth Map Interpretation
4.2. Volume Tracing Interpretation

In practice, the video regression method would only give the clinician the EF number with no additional information. For the depth map method, a clinician can look at the depth map and visually inspect whether or not the volume appears to be correct. This is demonstrated in figure 9 where a) shows a good depth map prediction while b) shows a prediction where the model failed. This means that when implemented with a clinician in-the-loop, assessing the quality of predictions, this method will perform better than by itself. If clinicians are able to identify and correct predictions that are not biologically plausible and whose errors are greater than 20% (which accounts for only the worst 2.9% of cases in the test set), the R2 performance of this method increases to 0.75 (MAE to 5.36%).

Volume Trace Interpretation.

Another advantage of this method over EchoNet-Dynamic and traditional human MOD is that it creates volume predictions for every frame in a video. This would be overwhelmingly time consuming and tedious for a human to produce. Figure 10 shows an example predicted volume for an entire video. This is done by summing the pixel values for each frame’s predicted depth map. Green and orange points represent frames identified as end diastole and end systole respectively as calculated using the scipy find_peaks function. The red X’s show which frames were selected by the human for calculating ejection fraction. These volume traces may give physicians additional information about cardiac function that may otherwise go unnoticed.
5. Discussion

Our method is a depth map-based approach to predicting LV volume. The predicted volumes are used to estimate cardiac function in an explainable way. A modified DeepLabV3 architecture was used to improve the performance on small images. Although this method does not exceed the accuracy of the state-of-the-art EchoNet-Dynamic approach of video regression, it outperforms human inter-observer variability while achieving a high level of explainability.

This approach could allow clinicians to evaluate cardiac function quickly while giving them the autonomy to interpret the model’s performance and use their own judgment when considering the model’s predictions in making decisions. Because the approach is easily interpreted, the method will more likely be trusted and accepted into practice.

Although regulations around the world regarding the use of AI in medical devices are in flux, guidelines for best practices and interpretations of current regulations and guidelines suggest that regulations will be made requiring interpretability along with responsible data sourcing and performance benchmarking. Currently, the U.S. Food and Drug Administration (FDA) has proposed best practices and protocols for managing medical devices based on AI/ML, but they have not been solidified. FDA approval, for now, continues on a case-to-case basis. More widespread trust and acceptance in the future will likely include requirements for explainability.

By framing ML problems in ways that align with human understanding, explainability can be achieved in without sacrificing accuracy. Future work could further improve performance and explainability by applying this ideology to a greater scope, for example to include the prediction of end systole/diastole or prediction of image quality.
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