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Abstract—To do dimensionality reduction on the datasets with outliers, the $\ell_1$-norm principal component analysis (L1-PCA) as a typical robust alternative of the conventional PCA has enjoyed great popularity over the past years. In this work, we consider a rotationally invariant L1-PCA, which is hardly studied in the literature. To tackle it, we propose a proximal alternating linearized minimization method with a nonlinear extrapolation for solving its two-block reformulation. Moreover, we show that the proposed method converges at least linearly to a limiting critical point of the reformulated problem. Such a point is proved to be a critical point of the original problem under a condition imposed on the step size. Finally, we conduct numerical experiments on both synthetic and real datasets to support our theoretical developments and demonstrate the efficacy of our approach.
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I. INTRODUCTION

With the widespread availability of high-dimensional data, principal component analysis (PCA) [1] as a typical dimensionality reduction technique plays an increasingly important role in data analysis. It has found extensive applications in diverse fields such as computer vision [2]–[4], image processing [5], [6], and network analysis [7], [8], to name a few. Due to the fact that the conventional PCA (also known as L2-PCA) is sensitive to corruptions (generically referred to as outliers [9]) in the datasets, L1-PCA as a robust alternative of L2-PCA has recently received significant attention; see, e.g., [10], [11]. In this work, we consider a particular form of L1-PCA as follows:

$$\max \left\{ \|QQ^T X\|_1 : Q \in St(d, K) \right\}. \tag{1}$$

Here, $X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n}$ is the data matrix with the sample mean being zero, where $n$ and $d$ respectively denote the number of samples and dimension of the data points, $\|A\|_1 = \sum |a_{ij}|$ denotes the $\ell_1$-norm of the matrix $A$, $K$ is the dimension of subspace with $K \leq \min\{n, d\}$, and $St(d, K) = \{Q \in \mathbb{R}^{d \times K} : Q^TQ = I_K\}$ denotes the Stiefel manifold. Generally, this problem can be used to find a low-dimensional subspace underlying a corrupted dataset by minimizing the variation of the projections of data points onto the subspace measured by the $\ell_1$-norm. Different from the formulation of Problem (1), there are actually many other formulations for L1-PCA that have been well studied in the literature; see, e.g., [12]–[17]. However, as pointed out in [11], no work focuses on Problem (1). To fill this gap, this work is devoted to develop an efficient algorithm for solving Problem (1) with convergence analysis.

Now, we review different formulations for L1-PCA in the literature. It is known that PCA admits two common interpretations for dimension reduction. One is that PCA aims to find a low-dimensional subspace for which the projections of data points onto it preserve the most variance. Specifically, the corresponding formulation known as L2-PCA is given by

$$\max \left\{ \|QQ^T X\|_F = \|Q^T X\|_F : Q \in St(d, K) \right\}. \tag{2}$$

The other sheds light on another perspective of PCA that aims to find a low-dimensional subspace for which the projections of data points onto it best approximate these data points. This leads to a minimization formulation of the form

$$\min \left\{ \|X - QQ^T X\|_F : Q \in St(d, K) \right\}. \tag{3}$$

One can verify that this problem is equivalent to Problem (2). In particular, both of them admit a closed-form solution that can be solved efficiently by computing the singular value decomposition (SVD) of the data matrix $X$. Moreover, the subspace spanned by the columns of the obtained solution possesses many nice properties [1]. Nevertheless, the above two formulations have an essential defect that they are sensitive to outliers in the data matrix due to the fact that the $\ell_1$-norm is not a robust scale function; see, e.g., [10]. The outliers could significantly disturb the singular values of the data matrix and mislead the learning of the desired subspace. To tackle this problem, a recent line of research on robust subspace recovery becomes more and more popular [11] and a great deal of work adopting different norms as scale functions have been done in the literature; see, e.g., [13], [15]–[18]. Notably, taking the $\ell_1$ norm as the scale function gives L1-PCA. On one hand, along the line of maximizing the variance of projected data as in Problem (2), we can naturally obtain Problem (1) and

$$\max \left\{ \|Q^T X\|_1 : Q \in St(d, K) \right\}. \tag{4}$$

Compared to L2-PCA, the $\ell_1$-norm endows PCA with robustness but introduces non-smoothness into the objective function simultaneously. Consequently, Problems (1) and (4) are both non-convex and non-smooth, and have no closed-form solutions. Unlike the equivalence of L2-PCA in Problem (2), Problems (1) and (4) are generally not equivalent. Indeed, the objective of the latter problem is the pointwise maximum of linear functions, while the former is the pointwise maximum of quadratic functions. In particular, Problem (4) is widely
studied in the literature. For example, Kwak [19] proposed a fixed-point method for solving Problem (4) in a greedy manner and later Nie et al. [20] improved it to a non-greedy manner. Recently, Markopoulos et al. [21] developed an algorithm based on bit-flipping iteration. More recently, Wang et al. [14], [22] proposed a proximal alternating minimization method with extrapolation for solving it. We refer the reader to [23] for more algorithms for solving Problem (4). Besides, it is known that L2-PCA is rotationally invariant in the sense that the objective value remains unchanged under arbitrary subspace rotations. Specifically, the objective values of Problems (2) and (3) are unchanged if we replace \( Q \) by \( QU \) for any orthogonal matrix \( U \in \mathbb{R}^{K \times K} \). However, this property generally does not hold for the L1-PCA formulation (4). Fortunately, the formulation (1) keeps this property. This also motivates us to study Problem (1). In the following, we refer to it as rotationally invariant L1-PCA. On the other hand, along the line of minimizing the approximation error of data points as in Problem (3), we can obtain another L1-PCA formulation of the form

\[
\min \left\{ \| X - QQ^T X \|_1 : Q \in \text{St}(d, K) \right\}. \tag{5}
\]

This problem has been considered in the literature. For example, Baccini et al. [12] proposed a heuristic approach based on a canonical correlation analysis. Recently, Park et al. [16] proposed an iteratively reweighted least squares (IRLS) methods and provided convergence analysis. More related algorithms can be found in [24], [25].

Then, we review some other robust alternatives of L2-PCA closely related to L1-PCA. A popular one is the low-rank matrix factorization formulation of the form

\[
\min \left\{ \| X - UV \|_1 : U \in \mathbb{R}^{d \times K}, V \in \mathbb{R}^{K \times n} \right\}. \tag{6}
\]

Ke and Kanade [17] proposed an alternating convex minimization method for solving it. Later, Yu et al. [26] considered an augmented lagrange multiplier method and Eriksson and Hengel proposed a generalization of the Wiberg algorithm [27] for tackling it. Up to now, the above formulations all utilize the \( \ell_1 \)-norm as the scale function to achieve robustness. Actually, many other different norms have been employed in the literature. A notable one is the \( \ell_{2,1} \)-norm, which is defined as \( \| A \|_{2,1} = \sum_i (\sum_j a_{ij}^2)^{1/2} \). This is also known as the \( R_1 \)-norm in [13]. This norm, together with the second interpretation of PCA, motivates the R1-PCA formulation as follows:

\[
\min \left\{ \| X - QQ^T X \|_{2,1} : Q \in \text{St}(d, K) \right\}. \tag{7}
\]

It is noteworthy that this problem not only satisfies the mentioned subspace rotational invariance but also satisfy another rotationally invariant property in the sense that it is invariant to the change of coordinates in \( \mathbb{R}^d \). Specifically, under data transformations \( X \rightarrow UX \) for any orthogonal matrix \( U \in \mathbb{R}^{d \times d} \), the objective value is unchanged when \( Q \rightarrow UQ \). That is to say that when the sample space is rotated, the feature subspace will be rotated in the same way. For the sake of clarity, in our paper, we refer to rotationally invariance as invariance with respect to subspace rotations. To solve this problem, Ding et al. [13] proposed a subspace iteration algorithm. Later, Wang et al. [28] generalized this robust formulation via replacing \( \ell_{2,1} \)-norm with \( \ell_{2,p} \)-norm for any \( p \in (0, 2) \). Recently, Nie et al. [15] considered a robust PCA model using the \( \ell_{2,1} \)-norm based on the first interpretation of PCA, i.e.,

\[
\max \left\{ \| Q^TX \|_{2,1} : Q \in \text{St}(d, K) \right\}. \tag{8}
\]

They developed an efficient non-greedy method to solve this problem. We refer the reader to [11] for more formulations of robust PCA.

A. Contribution

In this work, our first contribution is to propose a proximal alternating linearized minimization (PALM) algorithm for solving a two-block reformulation (see Problem (10)) of Problem (1). Motivated by the encouraging performance of extrapolation techniques for accelerating non-convex optimization problems (see, e.g., [14], [29]–[31]), we incorporate a quadratic extrapolation into the update of a block variable to possibly accelerate the PALM method. It is worth noting that compared to the widely used linear extrapolation in the literature (see, e.g., [14], [29]–[31]), our proposed quadratic extrapolation (see (13)) seems to be new. We refer to the resulting method as proximal alternating linearized minimization with extrapolation (PALMe). PALMe is computationally efficient since the update of each block of PALMe admits a closed-form solution and per-iteration cost is \( O(nDK + DK^2) \). Our second contribution is to show that the proposed method converges at least linearly to a limiting critical point (see Definition 1) of the reformulation problem and this point is proved to be a critical point of Problem (1) (see Definition 2) under a verifiable condition imposed on the step size. To this end, we show that the Kurdyka-Łojasiewicz (KŁ) exponent (see Definition 3) of Problems (10) is 1/2. With this characterization, we employ the convergence analysis framework in [32] to show the linear convergence of PALMe. Our third contribution is to conduct numerical experiments on synthetic and real data sets to support our theoretical results. Specifically, the experimental results demonstrate that our approach is competitive, in terms of both numerical efficiency and clustering accuracy, with other PALM-type methods for solving Problem (1). We also compare our approach with various robust PCA approaches on image reconstruction, which illustrates the robustness to outliers of our approach.

Lastly, let us highlight the differences between this work and a closely related one [14]. First, the proximal alternating minimization method with extrapolation (PAMe) in [14] is developed for solving Problem (4), in which the objective is a pointwise maximum of linear functions. By contrast, the objective of our considered Problem (10) is a pointwise maximum of quadratic functions and thus PAMe is not applicable to ours. Second, we apply a quadratic extrapolation step to the update of the block variable \( P \), which highly relies on the quadratic form of the objective function, while the authors in [14] utilize the standard linear extrapolation step. Moreover, this extrapolation scheme also gives rise to the third difference between our convergence analysis and that in [14].
Specifically, the quadratic extrapolation step makes it more complicated to verify the decreasing property.

B. Notation and Definitions

Let \( \mathbb{R}^n \) be the \( n \)-dimensional Euclidean space. We write the matrices in bold capital letter like \( Q \), vectors in bold low-case letters like \( q \), and scalars in plain letters like \( q \). Given a matrix \( X \in \mathbb{R}^{d \times n} \), we use \( \|X\|_F \) to denote its Frobenius norm, \( \|X\| \) its spectral norm, and \( x_{ij} \) its \((i,j)\)-th element. For any \( x \in \mathbb{R} \), let

\[
\text{sgn}(x) \in \begin{cases} 
\{x/|x|\}, & x \neq 0, \\
\{-1,1\}, & x = 0 
\end{cases}
\]
denote its sign function.

Next, we introduce some standard concepts in non-smooth analysis for our development. The details can be found in, e.g., [33]. For a non-empty closed set \( S \subseteq \mathbb{R}^p \), the indicator function \( \delta_S : \mathbb{R}^p \to \{0, +\infty\} \) associated with \( S \) is defined as

\[
\delta_S(x) = \begin{cases} 
0, & x \in S, \\
+\infty, & \text{otherwise}, 
\end{cases}
\]

Let \( f : \mathbb{R}^p \to (-\infty, +\infty) \) be a given function with \( \text{dom}(f) = \{x \in \mathbb{R}^p : f(x) < +\infty\} \). The function \( f \) is said to be proper if \( \text{dom}(f) \neq \emptyset \). A vector \( v \in \mathbb{R}^p \) is said to be a Frechet subgradient of \( f \) at \( x \in \text{dom}(f) \) if

\[
\lim_{y \to x} \inf_{z \to x} \frac{f(y) - f(x) - \langle v, y - x \rangle}{\|y - x\|_F} \geq 0.
\]

The set of vectors \( v \in \mathbb{R}^p \) satisfying eq. (9) is called the Frechet subdifferential of \( f \) at \( x \in \text{dom}(f) \) and denoted by \( \partial f(x) \). The limiting subdifferential, or simply the subdifferential, of \( f \) at \( x \in \text{dom}(f) \) is defined as

\[
\partial f(x) = \left\{ v \in \mathbb{R}^p : \exists x^k \to x, v^k \to v \text{ with } f(x^k) \to f(x), v^k \in \partial f(x^k) \right\}.
\]

Then, the limiting critical point of a function can be defined as follows.

**Definition 1** (limiting critical point). Suppose that the function \( f : \mathbb{R}^p \to (-\infty, +\infty) \) is proper and lower semicontinuous. We say that a point \( x \in \mathbb{R}^p \) is a limiting critical point of \( f \) if

\[
0 \in \partial f(x).
\]

Remark that by the generalized Fermat rule (see, e.g., [34, Theorem 10.1]), a local minimizer of \( f \) is a limiting critical point of \( f \). By convention, if \( x \notin \text{dom}(f) \), then \( \partial f(x) = \emptyset \). The domain of \( \partial f \) is defined as \( \text{dom}(\partial f) = \{x \in \mathbb{R}^p : \partial f(x) \neq \emptyset\} \). The limiting subdifferential of indicator function \( \delta_S : \mathbb{R}^p \to \{0, +\infty\} \) is given as follows.

\[
\partial \delta_S(x) = \left\{ v \in \mathbb{R}^p : \limsup_{y \to x, z \to x} \frac{\langle v, y - x \rangle}{\|y - x\|_F} \leq 0 \right\}
\]

and

\[
\partial \delta_S(x) = N_S(x), \forall x \in S,
\]

where \( N_S(x) \) is the normal cone to \( S \) at \( x \).

C. Organization

The rest of this paper is organized as follows. In Section II, we introduce the proposed PALMe method for solving Problem (1). Then, we prove the sufficient decrease property and relative error property in Section III-A, estimate the KL exponent of Problem (1) in Section III-B, and prove the main theorem of this work in Section III-C. In Section IV, we conduct numerical experiments to validate our theoretical results and compare the proposed approach to the existing approaches. We end with some concluding remarks in Section V.

II. ALGORITHM DESIGN

We begin by reformulating Problem (1) as a two-block form. Noting that \( |x| = \max\{x, -x\} \) for any \( x \in \mathbb{R} \), we can reformulate Problem (1) as

\[
\min H(P, Q) := -\langle P, X^T QQ^T \rangle \tag{10} \\
\text{s.t. } P \in B(n, d), \ Q \in St(d, K),
\]

where \( \langle A, B \rangle = \text{tr}(A^T B) \) denotes the Euclidean inner product of two matrices \( A, B \) of the same size and \( B(n, d) = \{P \in \mathbb{R}^{n \times d} : p_{ij} \in \{\pm 1\}, i = 1, \ldots, n, j = 1, \ldots, d\} \) denotes the set of all \( n \times d \) matrices with elements \( \pm 1 \). Observing that this problem has two separate blocks of variables \( P \) and \( Q \), one can apply the PALM method (see, e.g., [32], [35], [36]) for solving it. Specifically, given the current iterate \( (P^k, Q^k) \in B(n, d) \times St(d, K) \), the method generates the next iterate \( (P^{k+1}, Q^{k+1}) \in B(n, d) \times St(d, K) \) via

\[
P^{k+1} \in \arg\min \left\{ -\langle P, X^T Q^k Q^k \rangle + \frac{\alpha_k}{2} \|P - P^k\|_F^2 : P \in B(n, d) \right\},
\]

\[
Q^{k+1} \in \arg\min \left\{ -\langle Q, X P^{k+1} + P^{k+1} X^T \rangle Q^k + \frac{\beta_k}{2} \|Q - Q^k\|_F^2 : Q \in St(d, K) \right\},
\]

where \( \alpha_k, \beta_k > 0 \) are step-size parameters. Recently, many different extrapolation techniques have been successfully applied to accelerate proximal algorithms for convex and non-convex optimization problems; see, e.g., [14], [29]–[31], [37], [38]. This motivates us to incorporate an extrapolation step into the update of \( P \) to achieve possible acceleration of the PALM iterations. Specifically, we replace (12a) with

\[
E^k = Q^k Q^k T + \gamma_k \left( Q^k Q^k T - Q^{k-1} Q^{k-1} T \right),
\]

\[
P^{k+1} \in \arg\min \left\{ -\langle P, X^T E^k \rangle + \frac{\alpha_k}{2} \|P - P^k\|_F^2 : P \in B(n, d) \right\},
\]

where \( E^k \in \mathbb{R}^{d \times K} \) is the point extrapolated from \( Q^k Q^k T \) and \( Q^{k-1} Q^{k-1} T \) and \( \gamma_k \in [0, 1] \) is the parameter controlling extrapolation step-size. It is worth noting that the above iterates (12b) and (13) admit closed-form solutions. Specifically, the update (12a) in its most simplified form reads as

\[
P^{k+1} \in \text{sgn} \left( P^k + X^T E^k / \alpha_k \right). \tag{14}
\]
On the other hand, the update (12b) is essentially an instance of the orthogonal Procrustes problem [39], whose solution is given by

\[ Q^{k+1} = U^{k+1} V^{k+1T}, \]

where \( U^{k+1} \in \text{St}(d,K) \) and \( V^{k+1} \in \text{St}(K,K) \) are obtained by a thin SVD \( U^{k+1} \Sigma^{k+1} V^{k+1T} = Q^k + (XP^k+1Q^k + P^{k+1T} X^T Q^k)/\beta_k \). Now, we summarize the proposed method in Algorithm 1. One can verify that the per-iteration cost of the proposed method is \( O(ndK + dK^2) \), which is cheap when \( K \ll \min \{n,d\} \).

**Algorithm 1: PALM with a quadratic extrapolation (PALMe) for L1-PCA**

**Input:** \( X \in \mathbb{R}^{d \times n}, P^0 \in B(n,d) \), \( Q^{-1} = Q^0 \in \text{St}(d,K) \).

1. for \( k = 0,1,2, \ldots \) do
2. choose step sizes \( \alpha_k, \beta_k > 0 \) and extrapolation parameter \( \gamma_k \in [0,1) \);
3. set \( E^k = Q^k Q^kT + \gamma_k \left( Q^k Q^kT - Q^{k-1} Q^{k-1T} \right) \);
4. pick \( P^{k+1} \in \text{sgn}(P^k + X^T E^k/\alpha_k) \);
5. compute a thin SVD \( U^{k+1} \Sigma^{k+1} V^{k+1T} = Q^k + \left( XP^{k+1} Q^k + P^{k+1T} X^T Q^k \right)/\beta_k \);
6. Set \( Q^{k+1} = U^{k+1} V^{k+1T} \).
7. Terminate if stopping criteria are met;
8. end

We should emphasize that our algorithm has some essential differences with other block coordinate descent-type methods. First, most of the methods perform an extrapolation step on each block (see, e.g., [40]–[43]), while PALMe only takes the extrapolation on one block \( Q \). Experimental results in Section IV validate the effectiveness of the latter approach for Problem (1). Second, although the update (13) seems similar to that in [39], ours is essentially an instance of the orthogonal Procrustes problem [39], whose solution is different from that in [39]. To the best of our knowledge, our approach is the first one to design and analyze the quadratic extrapolation step for non-smooth and non-convex problems.

### III. Convergence Analysis

Our goal in this section is to establish the convergence result of Algorithm 1. Generally, it is not easy to analyze the convergence behavior of algorithms for solving a non-smooth and non-convex problem. Fortunately, Attouch et al. [35] developed a unified framework that sheds light on analyzing the convergence behavior of proximal algorithms for solving non-smooth and non-convex problems. This framework has been widely used in the literature; see, e.g., [14], [31], [44], [45]. Specifically, one needs to verify that the sequence of iterates generated by the considered algorithm satisfies the sufficient decrease property and the relative error property in terms of a proper potential function. Moreover, one needs to verify that the considered potential function satisfies the KL property with the associated exponent. Note that the first two properties are algorithm-dependent, and we can directly verify them by analyzing the updates of Algorithm 1. By contrast, the last one depends on the function itself rather than the algorithm according to the definition of the KL property. To simplify our development, we define

\[ \ell(Q) = -\|QQ^T X\|_1 + \delta_{\text{St}(d,K)}(Q), \]

and

\[ h(P, Q) = H(P, Q) + \delta_{\text{St}(n,K)}(P) + \delta_{\text{St}(d,K)}(Q). \]

Moreover, we can define the critical points of \( \ell \) as follows.

**Definition 2** (Critical point of \( \ell \)). We say that \( Q \in \text{St}(d,K) \) is a critical point of \( \ell \) if

\[ 0 \in -X \text{sgn}(X^T QQ^T)Q - \text{sgn}(QQ^TX^TQQ^T)Q + N_{\text{St}(d,K)}(Q). \]

Invoking the subdifferential calculus rules in [34, Chapter 10B], we remark that this is a necessary condition for local optimality. Besides, it should be noted that every limiting critical point of \( \ell \) is a critical point of \( \ell \), but the converse is not known to hold.

#### A. Sufficient Decrease and Relative Error Properties

To prove the sufficient decrease and relative error properties, we need to choose a proper potential function. One immediate choice of the potential function is the function \( h \) defined in (16). However, due to the extrapolation step in Algorithm 1, it is not clear how to verify the mentioned properties in terms of \( h \). Motivated by the potential functions constructed in [14], [29], [41], we consider the potential function \( \Phi_{\beta}(P, Q, Q') : \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times K} \times \mathbb{R}^{d \times K} \rightarrow (-\infty, +\infty) \) defined by

\[ \Phi_{\beta}(P, Q, Q') = h(P, Q) + \frac{\beta}{2} \|Q - Q'\|_F^2. \]

Then, when the step-size and the extrapolation parameters in Algorithm 1 are suitably chosen, we can verify the desired properties in terms of \( \Phi_{\beta} \) as follows.

**Lemma 1.** Let \( C^k = (P^k, Q^k, Q^{k-1}) \) for all \( k \geq 0 \). Suppose that the step-size and extrapolation parameters in Algorithm 1 satisfy for all \( k \geq 0 \),

\[ \alpha_s \leq \alpha_k \leq \alpha_s^*, \frac{3}{2} \beta_s + 2\|XP^k\| \leq \beta_k \leq \beta_s^*, \]

\[ 0 \leq \gamma_k < \gamma^* = \min \left\{ 1, \frac{\alpha_s \beta_s^*}{8\|X\|^2} \right\}, \]

for some \( \alpha_s, \alpha_s^*, \beta_s, \beta_s^* \in (0, \infty) \). Then, the following statements hold:

(i) The sequence \( \{C^k\}_{k \geq 0} \) is bounded.

(ii) There exists a constant \( \kappa_1 > 0 \) such that for all \( k \geq 0 \),

\[ \Phi_{\beta_s}(C^{k+1}) - \Phi_{\beta_s}(C^k) \leq -\kappa_1\|C^{k+1} - C^k\|_F^2. \]

(iii) There exists a constant \( \kappa_2 > 0 \) such that for all \( k \geq 0 \),

\[ \text{dist} \left( 0, \partial \Phi_{\beta_s}(C^{k+1}) \right) \leq \kappa_2\|C^{k+1} - C^k\|_F. \]

We defer the detailed proof to Section A of the appendix. Thanks to the boundedness of \( B(n,d) \) and \( \text{St}(d,K) \), one can easily verify the boundedness of the sequence \( \{C^k\}_{k \geq 0} \) as in
We refer to (ii) as sufficient decrease property, which follows from the updates in (12b) and (13), and the Lipschitz smoothness of \( H(P, Q) \) on a bounded set. It ensures that the potential function \( \Phi_\beta(C^k) \) is monotonically decreasing. This, together with (i), implies that the sequence \( \{\Phi_\beta(C^k)\}_{k \geq 0} \) converges and \( \|C^{k+1} - C^k\|_F \) goes to zero as \( k \) increases. We refer to (iii) as relative error property, which is also known as safeguard in [46], [47]. It is proved by the optimality condition of the updates in (12b) and (13). Armed with this lemma, we can conclude that every accumulation point of \( \{C^k\}_{k \geq 0} \) is a critical point of \( \Phi_\beta \), which is essentially subsequence convergence. Remark that compared to the proof in [14, Proposition 6], this proof is different and more involved. Indeed, the objective function of Problem (10) is quadratic in terms of \( \Phi \), while that is linear in [14]. Moreover, our extrapolation step in (13) is non-linear, while that is linear in [14].

B. KL Property

In this subsection, we verify the KL property of the constructed potential function \( \Phi_\beta \) and derive the corresponding KL exponent. For the definition of the KL property, we refer the reader to [35, Definition 2.5] for the details. The KL property is widely used for studying convergence behavior of various first-order methods; see, e.g., [32], [35], [48]. It is known that the KL property holds for many extended-valued lower-semicontinuous functions, such as semi-algebraic functions. According to [48, Section 4.3] and [32, Theorem 3], one can easily verify that \( \Phi_\beta \) satisfies the KL property. Here, we are more interested in the KL exponent of \( \Phi_\beta \), since it determines the convergence rate of the proposed method.

**Definition 3 (KL exponent).** Suppose that \( f : \mathbb{R}^d \to (-\infty, \infty] \) is proper and lower semicontinuous. We say that the function \( f \) has a KL exponent of \( \theta \in [0, 1) \) at the point \( \bar{x} \in \text{dom}(\partial f) \) if there exist constants \( \epsilon, \eta > 0, \nu \in (0, +\infty) \) such that

\[
\text{dist}(0, \partial f(x)) \geq \eta(f(x) - f(\bar{x}))^\theta
\]

whenever \( ||x - \bar{x}|| \leq \epsilon \) and \( f(\bar{x}) < f(x) < f(\bar{x}) + \nu \).

Now, we are devoted to estimating the KL exponent of \( \Phi_\beta \). Let \( P_1, \ldots, P_{2^d} \) be an enumeration of the elements in \( B(n, d) \). By definition of the \( \ell_1 \)-norm, we can express the objective function \( \ell \) of Problem (15) as the pointwise minimum of finitely many proper and lower semicontinuous functions:

\[
\ell(Q) = \min_{i \in \{1, \ldots, 2^d\}} \left\{ \frac{X^TP_iQ + \delta_{St(d, K)}(Q)}{\ell_i(Q)} \right\}
\]

Using the same argument in [14, Section 3.1], we can elucidate that estimating the KL exponent of \( \ell \) boils down determining the KL exponent of \( \ell_1, \ldots, \ell_{2^d} \). Based on [44, Theorem 1] and [49, Lemma 2.1], we can characterize the KL exponent of the quadratic optimization problem with orthogonality constraint (QP-OC).

**Fact 1. For the QP-OC problem**

\[
\min \{ \langle A, QBQ^T \rangle : Q \in \text{St}(d, K) \},
\]

where \( A \in \mathbb{R}^{d \times d} \) and \( B \in \mathbb{R}^{K \times K} \) are symmetric, the KL exponent is 1/2.

Using [49, Theorem 3.6], the KL exponent of \( h \), and relations between \( h \) and \( \Phi_\beta \), we can obtain the following corollary. The detailed proof is provided in Section B of the appendix.

**Corollary 1.** The KL exponent of \( \Phi_\beta \) is 1/2.

C. Linear Convergence of Algorithm 1 and Properties of Limit Points

Equipped with Lemma 1, Corollary 1, and [35, Theorem 2.9], we are ready to prove that the sequence \( \{C^k\}_{k \geq 0} \) converges at least linearly to a limiting critical point of \( \Phi_\beta \). However, our goals are to prove the convergence rate of Algorithm 1 and figure out under what condition the limit point of the sequence \( \{Q^k\} \) is a critical point of Problem (1). To tackle the issues, we need to characterize the relationships among \( \ell \), \( h \), and \( \Phi_\beta \).

**Lemma 2.** Let \( \beta > 0 \) be given and \( \ell \), \( h \), and \( \Phi_\beta \) be respectively defined in (15), (16), and (18). Then, the following statements hold:

(i) If \( (P, Q) \) with \( P \in \text{sgn}(X^TQ^T) \) is a limiting critical point of \( h \), then \( Q \in \text{St}(d, K) \) is a critical point of \( \ell \).

(ii) Suppose that \( (P, Q, Q') \in B(n, d) \times \text{St}(d, K) \times \text{St}(d, K) \) is a limiting critical point of \( P_\beta \). Then, we have \( Q = Q' \). Moreover, \( (P, Q, Q) \) is a limiting critical point of \( \Phi_\beta \) if and only if \( (P, Q) \) is a limiting critical point of \( h \).

We defer the detailed proof to Section C of the appendix. Armed with this lemma, 1, Corollary 1, and [35, Theorem 2.9], we can establish the main theorem of this work, which provides convergence analysis of the proposed method.

**Theorem 1.** Let \( \{(P^k, Q^k)\}_{k \geq 0} \) be the sequence of iterates generated by Algorithm (1) under the conditions (i) \( \alpha_* \leq \alpha_k \leq \alpha^* \) for some \( \alpha^*, \alpha_* \in (0, +\infty) \), (ii) \( 3\beta_* + 2|\text{sgn}(X^TP^k)\| \leq \beta_k \leq \beta^* \) for some \( \beta^*, \beta_* \in (0, +\infty) \), and (iii) \( \gamma_k \) satisfy \( 0 \leq \gamma_k < \gamma^* = \min \{1, \alpha_*, \beta_*/(8\|X\|^2)\} \). Then, the sequence \( \{(P^k, Q^k)\}_{k \geq 0} \) converges at least linearly to a limiting critical point \( (P^*, Q^*) \) of Problem (10). Moreover, if \( \alpha_k = \alpha_* \) for all \( k \geq 0 \) such that

\[
0 < \alpha_* < \min \left\{ \frac{\|X^TQ^*Q^{*-T}\|}{i = 1, \ldots, n, j = 1, \ldots, d} : (X^TQ^*Q^{*-T})_{ij} \neq 0 \right\}
\]

then \( Q^* \) is a critical point of Problem (1).

**Proof.** Let \( C^k = (P^k, Q^k, Q^{k-1}) \) for all \( k \geq 0 \). It follows from Lemma 1, Corollary 1, and [32, Theorem 1] that the sequence \( \{C^k\}_{k \geq 0} \) converges at least linearly to a limiting critical point \( (P^*, Q^*, Q^*) \) of \( \Phi_\beta \). This, together with (ii) of Lemma 2, gives that the sequence \( \{(P^k, Q^k)\}_{k \geq 0} \) converges at least linearly to the limiting critical point \( (P^*, Q^*) \) of \( h \).

Suppose that \( \alpha_k = \alpha_* \) for all \( k \geq 0 \). According to (13) and (14), we have \( E^k = Q^TQ^{k\ell} + \gamma_k(Q^TQ^{k\ell} - Q^{k-1}Q^{k-1\ell}) \)
and $P^{k+1} \in \text{sgn}(P^k + X^TE^k/\alpha_k)$. This, together with $(P^k, Q^k) \to (P^*, Q^*)$ and $\alpha_k = \alpha_*$, yields that

$$P^* \in \text{sgn}(P^* + X^TQ^*Q^*/\alpha_*)\text{sgn}(Q^*).$$

Combining this with the result that $(P^*, Q^*)$ is a limiting critical point of $h$ gives

$$0 \in -X\text{sgn}(P^* + X^TQ^*Q^*/\alpha_*)Q^* - \text{sgn}(P^* + Q^*Q^*X^T/\alpha_*)XQ^* + N_{St(d,K)}(Q^*).$$

In particular, noting that $P^* \in B(n,d)$ and $\alpha_*$ satisfies (23), we have

$$\text{sgn}(P^* + X^TQ^*Q^*/\alpha_*) \subseteq \text{sgn}(X^TQ^*Q^*).$$

These further implies

$$0 \in -X\text{sgn}(X^TQ^*Q^*)Q^* - \text{sgn}(Q^*Q^*X^T)X^TQ^* + N_{St(d,K)}(Q^*).$$

Then, we complete the proof.

The first part of this theorem demonstrates that under some conditions imposed on step-size and extrapolation parameters, the iterates generated by Algorithm 1 linearly converges to a limiting critical point of the reformulated L1-PCA problem (10). The conditions imposed on $\alpha_k, \beta_k$ and $\gamma_k$ are introduced by proving the sufficient decreasing of objective function value. Interestingly, we found that in experiments, these parameters can be chosen flexibly even if they may violate aforementioned conditions. We leave this theory-practice gap for further research. The second part of Theorem 1 shows that the condition (23) is sufficient to guarantee that the point returned by Algorithm 1 is not only a limiting critical point of Problem (10), but also a critical point of Problem (1). It is worth noting that we can efficiently verify whether this condition holds after obtaining a limit point $Q^*$.

### IV. Experiment results

In this section, we conduct numerical experiments on synthetic and real datasets to demonstrate the efficacy of our studied approach. We first compare the proposed method with other existing ones for solving Problem (1) in terms of convergence performance and solution quality in Section IV-A and clustering accuracy in Section IV-B. In Section IV-C, we then compare the image reconstruction performance of our studied approach with the surveyed other L1-PCA approaches in Section I. All the experiments are performed on a PC running Windows 10 with an Intel® Core™ i5-8600 3.10GHz CPU and 16GB memory. Our codes are implemented in MATLAB R2021a and can be found at https://github.com/TaoliZheng/RIL1PCA.

#### A. Convergence Performance and Solution Quality

We first examine the convergence performance and solution quality of the proposed method on synthetic and real datasets. We also compare it with some existing methods that can be applied to solve Problem (1) or its reformulation (10), which includes the standard PALM in [32], the inertial proximal alternating linearized minimization (iP ALM) method in [41], the Gauss-Seidel-type iPALM (GiPALM) method in [42], and the proximal difference-of-convex with extrapolation (pDCAe) method in [29]. As demonstrated in [14], [50], we can use the following measure named total explained variation (TEV) to compare the quality of solutions returned by the tested methods:

$$\text{TEV} = \frac{\|X^TQ\|_F^2}{\|X^TQ^\ast\|_F^2},$$

where $Q \in \mathbb{R}^{d \times K}$ is the solution returned by the tested method and $Q^\ast \in \mathbb{R}^{d \times K}$ is the matrix formed by the eigenvectors associated with the leading $K$ eigenvalues of $XX^T$. In general, it is assumed that the larger TEV leads to the better solution.

In the tests, we employ the fixed effect model in [12] to generate the synthetic data. We use the same approach as that in [14] to generate a $K$-dimensional subspace and a Laplacian noise with mean zero and variance $\sigma^2$. As a result, the generated data points lie near the subspace perturbed by the noise. We set $\sigma = 0.5, K = 50$ and generate two synthetic datasets with dimensions $(n, d) = (1000, 5000)$ and $(n, d) = (5000, 1000)$, respectively. For the real dataset, we use the dataset colon-cancer downloaded from LIBSVM [51] with dimensions $(n, d) = (62, 2000)$ and set $K = 20$.

We then present the setting of parameters for different algorithms in the tests. To be fair, all the parameters are tuned based on numerous runs to balance the solution quality and running time. We first specify the step-size parameters of the tested methods. We set $\alpha_k = (\alpha, \beta)$ for all $k \geq 0$, whose values are provided in Table I. Note that it is not required to choose $\alpha_k$ for pDCAe since it only has one block of variables. We next specify the extrapolation parameters of the tested methods. For PALMe, we set it as 1. We observe that it works surprisingly well, even though such a choice could violate the condition in Theorem 1. For pDCAe, we set the extrapolation parameter as 0.2. For iPALM, we set the extrapolation parameters for updating the block variables $P$ and $Q$ both as 0.2. For GiPALM, these two parameters are respectively set as 1/2 and 1/4 for all $k \geq 0$. In each test, we employ the same starting point for the tested algorithms. For each algorithm, we terminate it when the Frobenius norm of the difference between two consecutive iterates is less than $10^{-6}$.

To compare the convergence performance of the tested algorithms, we plot the the function value gap $h(P^k, Q^k) - h(P^*, Q^*)$ and iterates gap $\|Q^k - Q^*\|_F$ against the iteration number for all the tested algorithms in Figs. 1 and 2, respectively. For each tested algorithm, we choose its last iterate as $(P^*, Q^*)$. According to these figures, we can observe that the sequences of function value gaps and iterate gaps converge linearly, which supports our theoretical result in Theorem 1. Moreover, it can be observed that PALMe enjoys a substantially faster linear convergence compared to the other methods. To compare the solution quality, we report the value of TEV of the tested methods in Table II averaged over 10 runs. We can observe that the solution quality of PALMe is comparable to those of the other methods.

---

1. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
The dimension of the subspace used by L1-PCA is chosen such that $\sum_{k=1}^{K} \sigma_k^2 \geq 0.8 \sum_{k=1}^{p} \sigma_k^2$, where $p = \min\{n, d\}$ and $\sigma_1 \geq \cdots \geq \sigma_p \geq 0$ are singular values of $X$. We list the value of $K$ for each dataset in Table III. When the difference between two consecutive iterates is less than $10^{-6}$, we stop the iterations.

In the tests, we set the step-size and extrapolation parameter $\sigma$ between two consecutive iterates is less than $K$ value of each dataset in Table III. When the difference.

| $\alpha, \beta$ | PALMe | PALM | iP ALM | GiPALM | pDCAe |
|-----------------|-------|------|--------|--------|-------|
| synthetic $(n, d) = (5000, 1000)$ | $(10^{-4}, 100)$ | $(10^{-4}, 10)$ | $(10^{-6}, 10)$ | $(10^{-6}, 0.1)$ | $(10^{-6}, 100)$ | $(-0.05)$ |
| synthetic $(n, d) = (1000, 5000)$ | $(10^{-6}, 1)$ | $(10^{-6}, 10)$ | $(10^{-6}, 0.1)$ | $(10^{-6}, 1)$ | $(10^{-6}, 100)$ | $(-0.1)$ |
| colon-cancer $(n, d) = (62, 2000)$ | $(10^{-10}, 100)$ | $(10^{-10}, 500)$ | $(10^{-10}, 500)$ | $(10^{-10}, 100)$ | $(-100)$ |

### Table II: TEV of the tested methods

| $\alpha, \beta$ | PALMe | PALM | iP ALM | GiPALM | pDCAe |
|-----------------|-------|------|--------|--------|-------|
| synthetic $(n, d) = (5000, 1000)$ | $0.978176$ | $0.973894$ | $0.973955$ | $0.973938$ |
| synthetic $(n, d) = (1000, 5000)$ | $0.955969$ | $0.940970$ | $0.940904$ | $0.943625$ | $0.941027$ |
| colon-cancer $(n, d) = (62, 2000)$ | $0.925389$ | $0.921079$ | $0.921001$ | $0.928077$ | $0.924373$ |

---

### Table I: Step-size parameters of the tested methods

| $\alpha, \beta$ | PALMe | PALM | iP ALM | GiPALM | pDCAe |
|-----------------|-------|------|--------|--------|-------|
| synthetic $(n, d) = (5000, 1000)$ | $(10^{-4}, 100)$ | $(10^{-4}, 10)$ | $(10^{-6}, 10)$ | $(10^{-6}, 0.1)$ | $(10^{-6}, 1)$ |
| synthetic $(n, d) = (1000, 5000)$ | $(10^{-6}, 1)$ | $(10^{-6}, 10)$ | $(10^{-6}, 0.1)$ | $(10^{-6}, 1)$ | $(10^{-6}, 100)$ |
| colon-cancer $(n, d) = (62, 2000)$ | $(10^{-10}, 100)$ | $(10^{-10}, 500)$ | $(10^{-10}, 500)$ | $(10^{-10}, 100)$ | $(-100)$ |

---

### B. Clustering Accuracy

In this subsection, we compare the clustering performance of our proposed method with PALM, iP ALM, GiPALM, and pDCAe, which are introduced in Section IV-A. A good way of evaluating the clustering performance of a algorithm for solving Problem (1) is to study its clustering accuracy when applied to clustering on a subspace; see, e.g., [13], [14]. Specifically, we obtain a label vector by applying the $k$-means clustering to the projections of data points onto the subspace returned by a algorithm for solving Problem (1) and compute the clustering accuracy by comparing the returned label and the true label. In our experiments, we use the real-world datasets $a6a, a9a, gisette$, and $ijcnn1$ downloaded from LIBSVM [51], whose dimensions can be found in Table III. The dimension $K$ of the subspace used by L1-PCA is chosen such that $\sum_{k=1}^{K} \sigma_k^2 \geq 0.8 \sum_{k=1}^{p} \sigma_k^2$, where $p = \min\{n, d\}$ and $\sigma_1 \geq \cdots \geq \sigma_p \geq 0$ are singular values of $X$. We list the value of $K$ for each dataset in Table III. When the difference between two consecutive iterates is less than $10^{-6}$, we stop the iterations.

In the tests, we set the step-size and extrapolation parameter $\sigma$ between two consecutive iterates is less than $K$ value of each dataset in Table III. When the difference.

---

Fig. 1: Convergence performance of function values: The $x$-axis is number of iterations, and the $y$-axis is function value gap $h(P^k, Q^k) - h(P^*, Q^*)$, where $(P^*, Q^*)$ is the last iterate of the tested method.

(a) synthetic: $(n, d) = (1000, 5000)$  
(b) synthetic: $(n, d) = (5000, 1000)$  
(c) real colon-cancer: $(n, d) = (62, 2000)$

---

Fig. 2: Convergence performance of iterates: The $x$-axis is number of iterations, and the $y$-axis is iterate gap $\|Q^k - Q^*\|$, where $Q^*$ is the last iterate of the tested method.

(a) synthetic: $(n, d) = (1000, 5000)$  
(b) synthetic: $(n, d) = (5000, 1000)$  
(c) colon-cancer: $(n, d) = (62, 2000)$
accuracy to those of the other methods with less running time, which demonstrates its efficacy.

C. Image Reconstruction

As suggested in [15], [52], the robustness to outliers can be visualized by image reconstruction. In this section, we conduct image reconstruction experiments on 6 gray-scale human face images (see the first row of Fig. 4) downloaded from AT&T Database of Faces2 to test robustness of different models. We assume that the clean image $A$ is not available and instead we have $9$ corrupted versions $A_1, \ldots, A_9$. Here, these corrupted instances are generated by adding outliers to a block as follows. We firstly partition the original image $A$ into $9$ equal-sized blocks, say $B_1, \ldots, B_9$. Next, we select one block $B_i$, divide it into $4$ smaller blocks of equal size, add outliers drawn from the discrete uniform distribution in range $[1,200]$ to its diagonal blocks, and normalize it into range $[0,255]$ to generate $A_i$ for $i = 1, \ldots, 9$. One instance of the corrupted image is shown in the second row of Fig. 4. Then, we can vectorize these $9$ corrupted images by stacking them to form the data matrix $X$, i.e.,

$$X = [\text{vec}(A_1) \ldots \text{vec}(A_9)].$$

Now, we apply various PCA models to do image reconstruction on $X$, including our proposed approach, L1-PCA-based approach in [14], R1-PCA-based approach in [13], matrix factorization based L1-PCA (MF-L1PCA) approach in [26], and L12-PCA-based approach in [15]. We simply denote our approach by RI-L1PCA. The projection of $X$ onto the learned subspace is referred as the reconstructed image, i.e., $\hat{X} = QQ^T X$, where $Q$ is the returned subspace of the tested approach.

In the experiments, the maximal iteration is set as $1000$ and $K = 2$. For each algorithm, we stop it when the Frobenious norm of the difference between two consecutive iterates is less then $10^{-3}$. Then, we can obtain the reconstructed images learned by different approaches in Fig. 4. We can observe that the quality of the reconstructed images returned by our approach has comparable performance with others.

V. Conclusions

In this paper, we proposed a proximal alternating linearized minimization method with a non-linear extrapolation to solve the rotationally invariant L1-PCA problem. To the best of our knowledge, this is the first work that presents a fast iterative method to tackle this non-smooth non-convex problem. We proved that our method converges at least linearly to a critical point of the L1-PCA problem under a mild condition. To demonstrate the efficacy of our method, extensive experimental results on both synthetic and real datasets are reported. In particular, we compare our approach with some existing robust PCA approaches to elucidate its robustness to outliers. Motivated by our proposed non-linear extrapolation, one future direction is to extend such extrapolation scheme to more general function class. Another possible direction is to design other optimization algorithms to tackle the rotationally invariant L1-PCA problem and analyze its convergence behavior.
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Then, we have
\[ \Phi_{\beta_i}(C_{k+1}) - \Phi_{\beta_i}(C_k) = H(P_{k+1}, Q_{k+1}) - H(P_k, Q_k) + \frac{\beta_k}{2} \|\Delta_{Q_k}^{k+1}\|_F - \frac{\beta_k}{2} \|\Delta_{Q_k}^{k+1}\|_F \leq -\frac{\alpha_k}{2} (1 - \gamma_k) \|\Delta_{P_k}^{k+1}\|_F^2 - \frac{1}{2} (\beta_k - L_k - \beta_k) \|\Delta_{Q_k}^{k+1}\|_F^2 - \frac{1}{2} (\beta_k - L_k - \beta_k) \|\Delta_{Q_k}^{k+1}\|_F^2 \leq -\kappa_1 \|C_{k+1} - C_k\|_F^2, \]
where the first inequality follows from (A) and (25) and the second inequality is due to (19) and \( \kappa_1 = \min\{\alpha_1(1 - \gamma) / 2, \beta^* / 4\}. \)

Finally, we prove (iii). According to the updates (13), (12b), we have
\[ 0 \in -X^T E_k + \alpha_k (P_{k+1} - P_k) + N_{B(n,d)}(P_{k+1}) \quad (26) \]
\[ 0 \in -(X P_{k+1} + P_{k+1}^T X^T) Q_k Q_k^T + (\beta_k (Q_k^* - Q_k) + N_{\hat{S}(d,K)}(Q_{k+1})) \quad (28) \]

Combining this with (26) and (27) yields
\[ \text{dist}^2(0, \partial \Phi_{\beta_i}(P_{k+1}, Q_{k+1}, Q_k)) \leq \|X^T (E_k - Q_k Q_k^T) - \alpha_k \Delta_{P_k}^{k+1}\|_F^2 + (\beta_k - \beta_k) \Delta_{Q_k}^{k+1}\|_F^2 + \|\beta_k \Delta_{Q_k}^{k+1}\|_F^2 + \|\beta_k \Delta_{Q_k}^{k+1}\|_F^2 \leq 4\|X\|_2^2 (\|Q_k Q_k^T - Q_k Q_k^T\|_F^2 + 2\alpha_k^2 \|\Delta_{P_k}^{k+1}\|_F^2 + 2\beta_k - \beta_k) \|\Delta_{Q_k}^{k+1}\|_F^2 + \|\beta_k \Delta_{Q_k}^{k+1}\|_F^2 \leq 16\|X\|_2^2 (\|\Delta_{P_k}^{k+1}\|_F^2 + \|\Delta_{Q_k}^{k+1}\|_F^2 + 2\alpha_k^2 \|\Delta_{P_k}^{k+1}\|_F^2 + 8\|\Delta_{Q_k}^{k+1}\|_F^2 + (2\beta_k - \beta_k) \|\Delta_{Q_k}^{k+1}\|_F^2 + 8\|\Delta_{Q_k}^{k+1}\|_F^2) \leq \kappa_2 = \max\{2\alpha^* + 2\sqrt{4\gamma^2 + 2nd} \|X\|, \sqrt{16\|X\|_2^2 + 2(2\beta_k - \beta_k) + 2\beta_k^2 \|\Delta_{Q_k}^{k+1}\|_F^2} \}, \]

By taking \( \kappa_2 = \max\{2\alpha^* + 2\sqrt{4\gamma^2 + 2nd} \|X\|, \sqrt{16\|X\|_2^2 + 2(2\beta_k - \beta_k) + 2\beta_k^2 \|\Delta_{Q_k}^{k+1}\|_F^2} \}, \) we obtain the desired result (22). \( \Box \)

### B. Proof of Corollary 1

**Proof.** Using Fact 1 with setting \( B = I \) and \( A = (XP_k + P_k^T X^T) / 2, \) we have that the KL exponent of \( \ell_i(Q) \) is 1/2 for all \( i = 1, \ldots, 2^nd \). Using the same argument in the proof in [14, Section 3.3] yields that the KL exponent of \( h \) is 1/2. This, together with (18) and [49, Theorem 3.6], implies the KL exponent of \( \Phi_\beta \) is 1/2. \( \Box \)
C. Proof of Lemma 2

Proof. We first prove (i). According to [48, Proposition 2.1], we have

\[ \partial h(P, Q) = \left\{ -X^T Q Q^T + \mathcal{N}_{\mathcal{B}(n, d)}(P) \right\} \times \left\{ -(X P + P^T X^T) Q + \mathcal{N}_{\mathcal{S}(d, K)}(Q) \right\} \]

This, together with \((0, 0) \in \partial h(P, Q), P \in \text{sgn}(X^T Q Q^T),\) and (17), implies the desired result. Next, we prove (ii). According to \(0 \in \partial \Phi_\beta(P, Q, Q')\) and (28), we obtain \(Q' = Q\). This, together with (29), implies that \(0 \in \partial \Phi_\beta(P, Q, Q)\) if and only if \(0 \in \partial h(P, Q)\). \(\square\)