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Abstract. When mining large datasets in order to predict new data, limitations of the principles behind statistical machine learning pose a serious challenge not only to the Big Data deluge, but also to the traditional assumptions that data generating processes are biased toward low algorithmic complexity. Even when one assumes an underlying algorithmic-informational bias toward simplicity in finite dataset generators, we show that fully automated, with or without access to pseudo-random generators, computable learning algorithms, in particular those of statistical nature used in current approaches to machine learning (including deep learning), can always be deceived, naturally or artificially, by sufficiently large datasets. In particular, we demonstrate that, for every finite learning algorithm, there is a sufficiently large dataset size above which the algorithmic probability of an unpredictable deceiver is an upper bound (up to a multiplicative constant that only depends on the learning algorithm) for the algorithmic probability of any other larger dataset. In other words, very large and complex datasets are as likely to deceive learning algorithms into a “simplicity bubble” as any other particular dataset. These deceiving datasets guarantee that any prediction will diverge from the high-algorithmic-complexity globally optimal solution while converging toward the low-algorithmic-complexity locally optimal solution. We discuss the framework and empirical conditions for circumventing this deceptive phenomenon, moving away from statistical machine learning towards a stronger type of machine learning based on, or motivated by, the intrinsic power of algorithmic information theory and computability theory.
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1. Introduction

The success of statistical machine learning is undeniable, but the expectation of what it can achieve requires an investigation into the fundamental limitations of computable methods on which popular methods are based upon for finding globally optimal parameters that minimise the generalisation (or prediction) errors.

One of the fundamental problems encountered in computational analyses of large datasets is that data mining algorithms are prone to finding statistically significant correlations that are in fact spurious (i.e., correlations that would have occurred in completely randomly generated data anyway) [1], if a proper and meaningful feature selection is not previously embedded into such algorithms by the scientist. A blind or naive application of data mining algorithms to sufficiently large datasets increases the chance of these algorithms finding spurious regularities. This gives rise to a “paradox” that underlies the Big Data paradigm [2]: although computational analysis benefits from larger datasets that are accurate and fine grained, the larger the dataset the more likely it is that spurious correlations will be discovered, with the consequence that the data mining process yields meaningless conclusions. In other words, “too much information tends to behave like very little information” [1].

In the context of machine learning, a central problem is to avoid both overfitting and underfitting. While underfitting (i.e., when the value of the loss/cost/error function obtained from the training set is considered high) is usually easier to solve, e.g., by increasing the model capacity or complexity, avoiding overfitting (i.e., when the loss function value obtained from the test set is considered high in comparison to the training error) demands much more sophisticated methods [3, 4]. Parsimony, Occam’s razor, or the bias toward simplicity can be thought of as underlying principles or heuristics that machine learning methods use in order to tackle the overfitting problem [3, 4]. Indeed, recent methods and results based on the formalised notion of such principles have shown that not only can results similar to the traditional learning methods in differential spaces be obtained (by loss functions, optimisation, and regularisation that directly stem from the bias toward low algorithmic complexity), but also that the same can be obtained for non-differential spaces [5]. Due to the inherent bias toward simplicity in the universal probability distribution of computably generated objects [6], models and parameters that yield a perfect fit with a minimum training error for every data point in the training set tend to have greater algorithmic complexity. Thus, models and parameters with low
algorithmic probability would naturally be penalised in the parameter and hyperparameter optimisation stage of the learning process, and such penalisation would in turn avoid overfitting.

In this article we investigate fundamental limitations and conditions in a context that combines both the “too much information tends to behave like very little information” phenomenon cited in the first paragraph and the bias toward simplicity referenced in the second paragraph. In particular, given an arbitrarily chosen machine learning algorithm, we study worst-case scenarios in which overfitting is expected to always occur once the dataset get sufficiently large, even if the datasets are generated following the universal distribution. This reveals a fundamental limitation in the Big Data paradigm that not only corroborates the results in [6], but also demonstrates the necessity of new algorithmic information-based conditions if we are to avoid finding of “spurious optimal models” when data mining very large datasets.

Given an arbitrarily chosen machine learning algorithm for regression (or prediction) problems and a sufficiently large size of datasets, the main idea of Theorem 3.2 (which follows from Theorem 3.1) is that, although the locally optimal model found by the learning algorithm has an algorithmic complexity arbitrarily smaller than that of the available data, the algorithmic probability of the deceiving dataset still dominates the algorithmic probability of any other particular randomly generated dataset of size greater than or equal to the size of the deceiving dataset. On the one hand, this enables the deceiving dataset to limit the learning algorithm’s capabilities of accurately finding the globally optimal model. On the other hand, the locally optimal model can be found with arbitrary precision.

Formally, we demonstrate in Theorem 3.2 that, for every P, there are sufficiently large datasets $D_{total} = D_a \cup D_{new}$ whose algorithmic probability of the respective $D_a$ being unpredictable deceivers (which satisfy Theorem 3.1 with $|D_a| \geq k$) is higher than (except for a multiplicative constant that depends on P) the algorithmic probability of any other particular dataset of size greater than or equal to the size of the deceiving dataset. P is the arbitrary learning algorithm deceived by the available dataset $D_a$. The available dataset $D_a$ (from which P calculates an optimal model $M_{(P,D_a)}$) is sufficiently large so that there is $k \in \mathbb{N}$ such that $|D_a| \geq k = BB (K (D'_{total}) - O (K (P) + K (\delta)))$, where $D'_{total}$ is any dataset that satisfies Theorem 3.1 $BB (\cdot)$ is a Busy Beaver function, $K (\cdot)$ is the (prefix) algorithmic complexity, and $\delta > 0$ is a rational number such that $\delta$ is smaller than or equal to the maximum generalization/prediction error with respect to $M_{(P,D_a)}$, for any $D_a'$. 
The underlying idea of the proof of Theorems 3.1 and 3.2 is to construct a sufficiently large dataset (which includes the training set, test set, validation set, etc.) available to the learning algorithm so that the prediction error (i.e., the overall generalisation error taking into account fresh data) cannot be minimised beyond a certain level by the learning algorithm already trained by the available data. The key step to achieving this limitation is to ensure that data is generated in such a way that the joint algorithmic complexity of the learning algorithm and the available dataset combined is smaller than the algorithmic complexity of the globally optimal model by a large enough constant.

This particular way in which large enough data can deceive learning algorithms into accurately finding any (locally) optimal solution while still being over-fitted has to do with a phenomenon that appears from a complexity-centered interplay between data and algorithms. As available data becomes sufficiently large, its underlying generating process (or mechanism) likely becomes more complex than the learning algorithm. In this scenario, the data generating process may “trap” the learning algorithm into a “simplicity bubble” in which any solution found is necessarily not complex enough to match the complexity of the actual data generating process. We call this phenomenon the *simplicity bubble effect*.

Section 2 sets the background for our forthcoming results and explains the specific issues in the literature that motivate this article. A brief overview of the related problems in machine learning is presented in Section 2.1. In Section 2.2 we present previous methods and results for machine learning based on algorithmic information theory. In Section 3 we demonstrate our main results. Finally, Section 4 concludes this article by presenting a discussion of additional assumptions to avoid the learning-deceiving phenomenon of the simplicity bubble effect.

2. Background

2.1. Machine learning in large complex datasets. Learning in large complex datasets D, as discussed in Section 1, potentially introduces spurious patterns or may lead to overfitted models. As a matter of fact, although large datasets may exhibit a reasonable quantity of samples of the learning domain, inferences are usually interested in a particular region of such a large domain. In this scenario, finding the weights $W$, for a learner $L$ that fits the data in D involves optimising the error function over a much larger pattern space than a given
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1A learner is a training algorithm such as a convolutional neural network.
model M may be interested in. As a result, model M may perform sub-optimally when inferring from a sub-region of the domain space.

Another interesting point concerns the training cost associated with large datasets, such as D, and the opportunity to find subspaces \( S \subset D \), considerably smaller than D, and producing the same error guarantees as the complete large dataset \([7]\). Thus, one may want to find a subspace \( S_j \), with \( S = \{S_1, S_2, ..., S_n\} \), and \( D = \cup_{i=1}^n S_i \), such that two machine learning models (\( M_i, M_j \)), using the same learner \( L \), and trained on the complete domain \( S \) and on a subspace \( S_j, j \in \{1..n\} \), respectively, will exhibit prediction errors from inferring from an input \( x \), \( M_i(x) \) and \( M_j(x) \), that differ at most by a threshold \( \epsilon \). A question that naturally arises is how we may compute the subspaces in \( S \) from \( D \).

In \([8]\), subspace computation occurs in a pre-processing stage, before training and inferencing. A clustering process partitions the domain \( D \) into subspaces presenting samples sharing similar values, according to a given distance function. Moreover, for each partition one may compute a representative point, for instance, one whose distance function to all points in the partition is the smallest. Each subspace is a better representation of patterns within its data space. Thus models aiming at predictions in a subspace would fit to patterns in the respective subspace, placing the loss function the patterns of interest. Conversely, once a prediction is to be computed on an input \( x_\xi \), one may look for models whose trained subspace offers a representative point closest to \( x_\xi \). This, in fact, is in line with the No-Free-Lunch theorem \([9]\) for machine learning: for every learner, there exists a task at which it fails, even though that task can be successfully learned by another learner. In other words, no learning algorithm is any better than any other equally likely learning algorithm \([3]\).

To tackle this latter problem, assumptions or heuristics based on variants of the minimum description length, parsimony, Occam’s razor, or the bias toward simplicity are employed in machine learning methods \([3, 4, 10]\). By assuming skewed distributions in empirical data gathering that favor simpler models (e.g., by assigning penalties into the error functions, as done in regularisation), one could avoid the average of equally likely datasets and/or models that constitutes one of conditions for the no free lunch theorem. In this regard, ranging over all computably constructible objects, the algorithmic coding theorem \([6, 11]\) sets a foundational result that connects algorithmic complexity and probability (semi-)measures, formalising the bias toward simplicity in algorithmic information theory (AIT). Indeed, as we will discuss
in the next Section 2.2, recent methods and results have shown the overarching potential of this formal version of bias toward simplicity.

2.2. Machine learning, algorithmic information and model discovery. A suite of algorithms based on the mathematical notions able to characterise the concept of randomness were shown to enable the study of evolving systems based on the first mathematical principles of randomness [12, 13].

In [5], it was shown how those tools can be introduced and exploited in the context of machine learning to help bring together and expand apparently disparate areas of current AI research. For example, it was shown that these model-driven approaches require less training data and can be e.g. more generalisable as they show greater resilience to random attacks. We investigated the shape of a discrete algorithmic space when performing regression or classification using a loss function parametrised by algorithmic complexity, demonstrating that the property of differentiation is not required to achieve results similar to those obtained using differentiable programming such as deep learning.

The chief advantage of such an approach is that these methods within the framework of algorithmic information [14] do not depend on mathematical constructs (such as differentiability), and are better equipped to deal with causal chains and compared to statistical approaches to machine learning. This is because (1) it avoids over-fitting on the available dataset by design (due to an inherent bias toward low-algorithmic-complexity models), and (2) can unveil deeper algorithmic structures not related to obvious redundancies, such as simple regularities that other entropic-like measures would miss and on which most loss functions are based. As shown in [15], entropy is a weak measure of randomness that lacks the robustness of an invariance result as in algorithmic information theory (AIT) [6, 11, 16, 17].

Thus, it follows from these results the question whether or not assuming an underlying universal distribution as in the algorithmic coding theorem is sufficient for guaranteeing that generalisation and prediction would continue to be reliable not only for the available data, but also for fresh data to which the learning process has no access prior to the estimation of the optimal model.

3. A DECEIVING DATASET FOR LEARNING ALGORITHMS

Let $M$ be an arbitrary model defined on the set of parameters $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_n\}$ and the set of hyperparameters $\Sigma' = \{\sigma'_1, \sigma'_2, \ldots, \sigma'_{n'}\}$, where $n, n' \in \mathbb{N}$ depend on $M$. Thus, $M$ is an abstract form of the
computably effective procedure that performs the task that the learning algorithm is trying to learn, including not only the parameters to be optimised, but also the hyperparameters (and, possibly any other procedure, data structure, formal theory, etc, that define the model).

For the present purposes, and without loss of generality in most machine learning problems\(^2\), we assume that:

1. the parameter and hyperparameter spaces are either non-denumerable, contained in \(\mathbb{R}^n\) and \(\mathbb{R}^n'\), or infinitely computably enumerable;
2. the number of distinct datasets that a learning algorithm can receive is infinitely computably enumerable;
3. the number of distinct optimal models \(M\) that a learning algorithm can return is infinitely computably enumerable;
4. for every \(M\), there is \(\delta\) and there are infinite computably enumerable models \(M'\) such that the prediction error (or generalisation error) from \(M'\) with respect to \(M\) is larger than \(\delta\), as long as \(\delta\) is less than or equal to the maximum prediction error for any model \(M\).

In this article, we focus on the tasks that are regression (or prediction) problems. While generalising the forthcoming results to classification problems is straightforward, we leave for future research the generalisation of our results to other tasks.

Let \(P\) be an arbitrary learning algorithm for regression problems, which includes the learner and all the phases that end up returning the model, final parameters and/or hyperparameters from the available data. Thus the algorithms for sampling and retrieving the training set, test set and validation set, calculating the loss/cost/error functions, applying gradient descent, cross-validation, regularisation, dropouts, early stopping, bias-variance trade-off, hyperparameter tuning, etc are already embedded into \(P\). In summary, \(P\) constitutes a fully automated learning process without external (human) intervention. That is, the whole learning process is computable.

Note that the learning algorithm can make use of re-sampling, randomised dropouts, noise introduction, or any other call to random trials in order to estimate the optimal model for a given available dataset. If the random events generators called by the learning algorithm are actually pseudo-random instead of truly stochastically random, then the learning process is still computable, but one should make sure to
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\(^2\)For example, note that those four assumptions clearly hold when both the parameter and hyperparameter spaces belongs to \(\mathbb{R}^n\) and the error function is a mean squared error or a KL divergence.
already include within P the underlying computable process that generates the pseudo-random events. Therefore, in this latter case, the algorithmic complexity of P should already encompass not only the algorithmic information content of the original learning algorithm, but also the algorithmic information content of the computable process that generates the pseudo-random events. In this article, we only deal with learning processes that are computable with or without access to pseudo-random generators. The investigation of the results in the context of learning processes in which there are calls to truly stochastically random events is an interesting open problem and should be the subject of a future research.

Let D denote an arbitrary dataset. Let \( D_a \) be a notation for a dataset that is available to P such that P builds the training, test, and validation sets from \( D_a \). Let \( D_{\text{total}} = D_a \cup D_{\text{new}} \) denote the dataset composed of the available dataset \( D_a \) and any fresh data \( D_{\text{new}} \) to which the learning algorithm has no access before the learning process ends.

A model \( M_{(P,D_a)} \) calculated by the learning algorithm P from the available dataset \( D_a \) is considered to be optimal if it satisfies the arbitrarily chosen optimal trade-off between test error and training error (and/or the bias-variance trade-off criteria) and any other hyperparameter optimisation criteria [3, 4], both cases which would already be embedded into (and calculated by) the learning algorithm P.

For the sake of simplifying our forthcoming proofs, we employ a slight variation of the Busy Beaver function: let \( BB : \mathbb{N} \to \mathbb{N} \) be a Busy Beaver function that calculates the largest integer that a program \( p \) with length \( \leq N \in \mathbb{N} \) can output running on universal Turing machine \( U \) and add 1 to this largest value [18, 19, 20]. That is, \( BB(n) = \max \{ U(p) + 1 \mid n \geq |p| \} \). Now, in order to achieve the following proofs, it is important to remember the usual properties of such a function \( BB(\cdot) \) and the halting probability (or Chaitin’s Omega number) [6, 11, 21].

The next lemma shows that there is an algorithm that can build \( D_a \) satisfying Lemma [3,1] with arbitrary \( n \) such that \( |D_a| \) is greater than any value any program of length \( \leq n \) can calculate and the algorithmic complexity of the optimal model \( M_{(P,D_a)} \) returned by P from \( D_a \) is upper bounded by an arbitrary value \( k \leq n \) where the value of \( k \) is considered to be small by the learning algorithm so that \( M_{(P,D_a)} \) would avoid overfitting [5]. In other words, even if the underlying data generating process of the available dataset is more complex than the learning algorithm itself, the algorithmic information necessary to allow this process to generate a dataset whose model calculated by the
Lemma 3.1. Let \( P \) be an arbitrary learning algorithm. Let \( n \in \mathbb{N} \) be an arbitrary constant such that \( f(n) \leq n \), where \( f : \mathbb{N} \to \mathbb{N} \) is a total computable function already included in \( P \). Then, there is an available dataset \( D_a \) such that \( |D_a| \geq BB(n) \) and \( K(M_{(P,D_a)}) \leq f(n) \), where the model \( M_{(P,D_a)} \) is optimal.

Proof. Let \( h \) be a bit string that represents an algorithm running on a prefix universal Turing machine \( U \) that receives \( P \) and \( \Omega \restriction n \) as inputs, where \( \Omega \) is the halting probability and \( x \restriction n \) denotes the sequence of length \( n \) corresponding to the first \( n \) fractional bits of the real number \( x \). Next, \( h \) computably enumerates the halting programs until it finds the first \( n' \geq n \) such that \( \Omega \restriction n \leq \left( \sum_{U(p)} 2^{-|p|} \right) \restriction n' \). In the next step, \( h \) starts a dovetailing enumeration of all \( D_a \) such that \( |D_a| \geq BB(n') \) and of their respective optimal models \( M_{(P,D_a)} \) calculated by \( P \) so that \( K(M_{(P,D_a)}) \leq f(n) \leq n \). Finally, \( h \) returns the first \( D_a \) that satisfies these criteria. Now, remember that, for every \( x \in \mathbb{N} \), \( \left( \sum_{U(p)} 2^{-|p|} \right) \restriction x \) is sufficient for computing \( BB(x) \) and deciding whether or not a program \( p \) halts, where \( |p| \leq x \). Therefore, program \( h \) is well defined. \( \square \)

The last step before reaching the central Theorems 3.1 and 3.2 is to show in Lemma 3.2 below, that for every computable learning process, there is a sufficiently large dataset \( D_{\text{total}} \) whose underlying data generating process can be as complex as one wishes in comparison to the learning algorithm \( P \). In addition, even though the available dataset \( D_a \subseteq D_{\text{total}} \) might suffice to allow \( P \) to estimate an optimal model \( M_{(P,D_a)} \), fresh data in \( D_{\text{new}} \subseteq D_{\text{total}} \) can render the algorithmic complexity of the actual globally optimal model \( M_{(P,D_{\text{total}})} \) as large as one wishes.

Lemma 3.2. Let \( P \) be an arbitrary learning algorithm. Let \( D_a \) be an arbitrary dataset that is available to the learning algorithm \( P \), allowing it to calculate the optimal model \( M_{(P,D_a)} \). Let \( \delta > 0 \) be a rational number such that \( \delta \) is less than or equal to the maximum generalisation/prediction error with respect to \( M_{(P,D')} \), for any \( D' \). Let \( m \in \mathbb{N} \) be an arbitrary constant. Then, there is a dataset \( D_{\text{total}} = D_a \cup D_{\text{new}} \) such that the prediction error of the actual globally optimal model \( M_{(P,D_{\text{total}})} \)
with respect to $M_{(P,D_a)}$ is greater than or equal to $\delta$ and the inequality

$$m - K(P) - K(D_a) - K(\delta) - O(1) < K(M_{(P,D_{\text{total}})}) \leq K(D_{\text{total}}) + K(P) + O(1) \leq m + 2K(P) + K(\delta) + K(D_a) + O(1)$$

holds, where $D_{\text{new}}$ is the dataset composed of the fresh data that $P$ has no access to in the learning process, and $M_{(P,D_{\text{total}})}$ is the actual globally optimal model that $P$ would calculate if it had access to $D_{\text{total}}$ in the first place.

**Proof.** Let $h'$ be a bit string that represents an algorithm running on a prefix universal Turing machine $U$ that receives $P$, $\delta$, $D_a$, and $\Omega \upharpoonright m$ as inputs. In the next step, $h'$ starts a dovetailing enumeration of all $D_{\text{total}} = D_a \cup D_{\text{new}}$ and their respective optimal models $M_{(P,D_{\text{total}})}$ calculated by $P$ so that the prediction error with respect to $M_{(P,D_a)}$ is larger than or equal to $\delta$. Next, $h'$ computably enumerates the halting programs until it finds the first $m' \geq m$ such that $\Omega \upharpoonright m \leq \left(\sum_{U(p)} 2^{-|p|}\right) \upharpoonright m'$. Then, $h'$ stops when it finds the $BB(m')$-th distinct optimal model $M_{(P,D_{\text{total}})}$ such that the prediction error with respect to $M_{(P,D_a)}$ is greater than or equal to $\delta$, and $h'$ finally returns this $D_{\text{total}}$ as output. Hence, we have it that the inequality $m - K(P) - K(D_a) - K(\delta) - O(1) < K(M_{(P,D_{\text{total}})})$ holds because of our construction of $m$, the properties of the function $BB(\cdot)$, and the construction of the program $h'$. The inequality $K(M_{(P,D_{\text{total}})}) \leq K(D_{\text{total}}) + K(P) + O(1)$ follows from the fact that $U((D_{\text{total}}, P)) = M_{(P,D_{\text{total}})}$, where $\langle \cdot, \cdot \rangle$ denotes an arbitrarily chosen pairing function. Finally, the inequality $K(D_{\text{total}}) + K(P) + O(1) \leq m + 2K(P) + K(\delta) + K(D_a) + O(1)$ also follows from our construction of the program $h'$.

Now, we can introduce the concept of deceiving datasets:

**Definition 3.1.** We say that a dataset $D_a$ is a *deceiver* for a learning algorithm $P$ if the prediction error on fresh data (calculated from $M_{(P,D_a)}$ on $D_{\text{total}}$ in comparison to the actual optimal model $M_{(P,D_{\text{total}})}$ on $D_{\text{total}}$) is greater than $\delta$, where $D_{\text{total}} = D_a \cup D_{\text{new}}$, $D_{\text{new}}$ is the dataset composed of the fresh data that $P$ has no access to in the learning process, and $\delta > 0$ is a rational number such that $\delta$ is less than or equal to the maximum generalisation/prediction error with respect to $M_{(P,D'_a)}$, for any $D'_a$. In addition, we say a dataset $D_a$ is an *unpredictable deceiver* for a learning algorithm $P$ if it is a deceiver and...
the globally optimal model \( M_{(P,D_{total})} \) is uncomputable from \( P, \delta, \) and \( M_{(P,D_a)} \) combined.

The main idea of Theorem 3.1 is that even though the available dataset \( D_a \) is constructed in such a way that it satisfies Lemma 3.1, the fresh dataset \( D_{new} \) is added to \( D_a \) so that the algorithm that computes the underlying data generating process of \( D_{total} = D_a \cup D_{new} \) searches for the extended dataset from \( D_a \) that satisfies Lemma 3.2 and from which the prediction error given by the learning algorithm is maximal. Thus, the underlying data generating process that constructs \( D_{total} \) deceives the learning algorithm \( P \) into “thinking” that an optimal model can be found from \( D_a \), while in fact the actual globally optimal model is unpredictable and its value diverges from the locally optimal model \( M_{(P,D_a)} \) by an arbitrary value \( \delta \).

**Theorem 3.1.** For every learning algorithm \( P \), there is a sufficiently large dataset \( D_{total} = D_a \cup D_{new} \) satisfying Lemma 3.2 such that:

1. \( P \) calculates an optimal model \( M_{(P,D_a)} \) from the available dataset \( D_a \), which satisfies Lemma 3.1.
2. the prediction error on fresh data (calculated from \( M_{(P,D_a)} \) on \( D_{total} \) in comparison with the actual globally optimal model \( M_{(P,D_{total})} \) on \( D_{total} \)) is greater than or equal to \( \delta \), where \( \delta > 0 \) is a rational number such that \( \delta \) is less than or equal to the maximum generalisation/prediction error with respect to \( M_{(P,D_a')} \), for any \( D_a' \);
3. \( |D_a| \geq BB(K(D_{total}) - O(K(P) + K(\delta))) \) holds;
4. and the dataset \( D_a \) is an unpredictable deceiver, so that the globally optimal model \( M_{(P,D_{total})} \) is uncomputable from \( P, \delta, \) and \( M_{(P,D_a)} \) combined.

**Proof.** Let \( q \) be a bit string that represents an algorithm running on a prefix universal Turing machine \( U \) that receives \( P, \delta, \Omega \downarrow_n \), and \( \Omega \downarrow_m^\delta \) as inputs. Then, it runs the program \( h \) from the proof of Lemma 3.1 and calculates \( U((P, \Omega_n, h)) = D_a \). Finally, \( q \) returns \( D_{total} = U((P, \delta, \Omega \downarrow_m, D_a, h')) \), where \( h' \) is the program as in the proof of Lemma 3.2. Now, let \( c' \) be arbitrary. Let \( n \) be sufficiently large in comparison to \( K(P) \) and \( K(\delta) \) such that \( O(K(P) + K(\delta)) \leq f(n) \leq n \), where \( f \) is a total computable function and \( n \in \mathbb{N} \) that satisfy Lemma 3.1. Let \( m \) be sufficiently greater than \( n \) such that there is \( c \) such that \( c \geq m - n > c_\Omega + c' > 2K(P) + K(\delta) + O(1) \) holds, where \( \delta \) satisfies Lemma 3.2 for \( P \) and \( m \) and \( K(\Omega \downarrow_x) \geq x - c_\Omega \) holds for every \( x \). Therefore, from our construction of programs \( q, h \) and \( h' \) and constant \( c \), we have it that \( K(D_{total}) \leq K(P) + K(\delta) + n + c + O(1) \).
From Lemma 3.2, we have it that the prediction error calculated from $M_{(P, Da)}$ on $D_{total}$ in comparison with the actual optimal model $M_{(P, D_{total})}$ on $D_{total}$ is larger than or equal to $\delta$ such that $c_\Omega + c' - 2K(P) - K(\delta) - O(1) < K(M_{(P, D_{total})})$. Since $c'$ was arbitrarily large and $D_a$ satisfies Lemma 3.1, we can choose the minimal and sufficiently large value of $c'$ so that $K(P) + K(\delta) + K(M_{(P, D_a)}) + O(1) < K(M_{(P, D_{total})})$. From our construction of $c$, since $f(n)$ depends linearly on $K(P)$ and $K(\delta)$, we have it that $c$ depends linearly on $K(P)$ and $K(\delta)$. Finally, from basic inequalities in AIT and Lemma 3.1,

$$|D_a| \geq BB(n) \geq$$

$$(2) \quad BB(K(D_{total}) - K(P) - K(\delta) - c - O(1)) \geq$$

$$BB(K(D_{total}) - O(K(P) + K(\delta))).$$

3.1. **The algorithmic probability of very large deceiving datasets.**

So far, we have only shown the existence of unpredictable deceivers. The next question would be how likely they are. More precisely, in the context of randomly generated computably constructible datasets, one could ask after the probability of an unpredictable deceiver as the size of the datasets is already known to be very large with respect to the algorithmic complexity of the learning algorithm. We demonstrate in Theorem 3.2 below that, for sufficiently large datasets, the occurrence of an unpredictable deceiver is more likely (except for a constant that only depends on the learning algorithm) than the occurrence of any other particular dataset of interest.

**Theorem 3.2.** Let $P$ be an arbitrary learning algorithm. Let the available datasets $D_a$’s (from which $P$ calculates optimal models) be sufficiently large so that there is $k \in \mathbb{N}$ such that $|D_a| \geq k = BB(K(D'_{total}) - O(K(P) + K(\delta)))$, where $D'_{total}$ is any dataset that satisfies Theorem 3.1. Then, there are sufficiently large datasets $D_{total} = D_a \cup D_{new}$ whose algorithmic probability (or the universal a priori probability) of the respective $D_a$ being unpredictable deceivers (which satisfy Theorem 3.1 with $|D_a| \geq k$) is higher (except for a multiplicative constant that depends on $P$) than the algorithmic probability (or the universal a priori probability) of any other particular dataset of size $\geq k$.

**Proof.** Let $D'_{total} = D'_{a} \cup D'_{new}$ be a particular deceiving dataset that satisfies Theorem 3.1 for the learning algorithm $P$. From basic inequalities in AIT and the definition of the function $BB(\cdot)$, we know that, for every $D_a$ with $|D_a| \geq k$, if $k = BB(K(D'_{total}) - O(K(P) + K(\delta)))$, then
\[ K(D_{total}) + O(1) \geq K(|D_{total}|) \geq K(|D_a|) \geq K(D_{total}') - O(K(P) + K(\delta)) \]

and

\[ K(D_a) + O(1) \geq K(|D_a|) \geq K(D_{total}') - O(K(P + K(\delta))) \]

where \( D_{total} = D_a \cup D_{new} \) is any arbitrary dataset that extends the available dataset \( D_a \). Let \( \delta \) be any arbitrarily fixed value that only depends on \( P \) and it is a value that satisfies Theorem 3.1 for \( P \). Therefore, from the algorithmic coding theorem, we have it that

\[ 2^{-K(D_{total}') - O(K(P) + K(\delta))} \]

is an upper bound for the algorithmic probability (or the universal a priori probability) of occurrence of any dataset of size greater than or equal to \( k \).

\[ \square \]

4. Discussion

We have investigated the existence and algorithmic probability of sufficiently large datasets that are unpredictable deceivers for a given learning algorithm. Estimating the optimal model for these datasets does not guarantee that this optimal model will continue to be the globally optimal model. For such kind of inverse problems [14], finding the best solution is analogous to finding the optimal model. Therefore, our results assures that computable learning processes are not capable of in general solving inverse problems, even under a bias toward simplicity given by the algorithmic coding theorem—which may render our results to appear counter-intuitive at first glance. Being a limitation for optimisation and learning algorithms as the no free lunch theorems discussed in Section 2.1 but under an algorithmic-informational bias toward low algorithmic complexity (or high algorithmic probability), we have shown in this article that there is no computable learning process that can in general give reliable predictions for any randomly generated computably constructible collection of data.

In fact, the condition on the size of the datasets is employed to guarantee that the algorithmic complexity of any other fresh data will be sufficiently large so that it can render the original dataset a deceiver that induces the learning algorithm to find an optimal model whose algorithmic complexity is much smaller. One can understand those deceivers for inverse problems that (as shown in the previous sections) arise from a wide enough gap between the algorithmic complexity of the underlying generative model of the phenomena and the algorithmic complexity of the problem solver (in our case, the learning algorithm) as:

The simplicity bubble effect. We say that an underlying data generating process (mechanism or external source) is trapping an algorithm
(or a formal theory) into a *simplicity bubble* if the data made available by this data generating process is complex enough to ensure that any optimal model proposed by the algorithm (or formal theory) is not complex enough to approximate the globally optimal model that actually corresponds to any fresh data that the algorithm may receive.

Whilst the simplicity bubble effect is proved to occur in Theorems 3.1 and 3.2, a necessary future research is to investigate the existence of deceivers that does not arise from very large datasets, but from much smaller ones whose underlying generative model indeed has a sufficiently large algorithmic complexity in comparison to that of the learning algorithm. If the answer is positive, this would reveal instances of the simplicity bubble effect that occur not only in very large datasets, but also in much wider range of inverse problems.

In this way, another immediate question would be whether or not there are conditions that would avoid deceivers. When solving inverse problems from empirical data, the conditions (including the bias toward simplicity) are both empirical and mathematical. In this direction, we now introduce a new assumption on the underlying generative models of the datasets.

### 4.1. A new hypothesis in order to avoid the simplicity bubble.

Besides assuming a bias toward simplicity, i.e., probability distributions of datasets that follows the universal distribution [6] of randomly generated computably constructible objects, one would need another assumption that avoids deceivers like those demonstrated in Section 3.

To this end, note that the first key step in Lemma 3.1 that allows Theorem 3.1 to be proved is the fact that $n$ can be arbitrarily large, which leads $m$ in Lemma 3.2 to also be larger. These two values push the algorithmic complexity of the deceiving dataset up. Thus, one immediate way to avoid this is to assume a condition that ensures the algorithmic complexity of the datasets cannot be much greater than that of the learning algorithm. Furthermore, the algorithmic complexity of the optimal model calculated from the available dataset $D_a$ must be sufficiently smaller than the algorithmic complexity of $D_a$ so as to avoid overfitting [5]—which also was guaranteed in our proofs by the function $f$ in Lemma 3.1.

With this purpose of guaranteeing that the chosen computable method can indeed find the global optimal solution for a given available dataset from which it can analyze and learn, the main idea of the following proposed principle is to limit the phenomena on which the computable method can be considered to give trustworthy solutions. Informally, the complexity of the phenomena about which the learning algorithms
can make predictions cannot be greater (up to a small constant) than the complexity of the learning algorithms themselves, while keeping the complexity of the predicting optimal models (which are produced by the learning algorithms from the available datasets) smaller than the complexity of the available datasets (i.e., the phenomena from which the learning algorithms return the predicting optimal models). In other words, given that the data generating processes are biased toward low complexity, we “cage”: the complexity of the data on which predictions can be made around the complexity of the learning algorithm; and the complexity of the optimal models given by the learning algorithm (from the available data) below the complexity of the available data. Predictions would be reliable in a computably generated universe only if the complexity of the phenomena is trapped into a “complexity cage” that depends on the learning algorithm.

**Complexity caging principle/hypothesis.** Let P be an arbitrary learning algorithm. We say P gives a reliable solution to inverse problems on a (randomly generated or deterministically) computably constructible dataset \( D_{\text{total}} = D_a \cup D_{\text{new}} \), where \( D_a \) is an available dataset from which P outputs the predicting optimal models \( M_{(P,D_a)} \) and \( D_{\text{new}} \) is the dataset composed of the fresh data that P has no access to in the learning process, if there is a constant \( c \) that depends only on P such that:

1. \( K(D_{\text{total}}) \leq K(P) + c \);
2. \( K(M_{(P,D_a)}) \leq f(K(D_a)) \), where \( f : \mathbb{N} \to \mathbb{N} \) is a total computable function already included in P and the model \( M_{(P,D_a)} \) is considered to be optimal by P;
3. the probability of occurrence of \( D_{\text{total}} \) is given by the universal distribution such that there is \( C \in \mathbb{R} \), program \( p \) and a discrete probability measure \( P : \{ D_{\text{total}} | \left( U(\langle n, p \rangle) = D_{\text{total}}, \ n \in \mathbb{N} \} \to [0,1] \subset \mathbb{R} \) such that, for every \( D_{\text{total}}, \ P \left[ \text{“dataset } D_{\text{total}} \text{ occur”} \right] = C \cdot \frac{1}{2^{K(D_{\text{total}})}} \).

While the above “complexity caging” strategy clearly avoids the proofs presented in this article, future research is necessary for demonstrating whether or not it is capable of avoiding every possible deceiving dataset.

For this reason, we raise the complexity caging principle in this article as a hypothesis. In the context of randomly generated (or deterministically) computably constructible data, it posits an open problem, searching for mathematical conditions that, if satisfied, guarantee that

---

3Note that, although \( f(\cdot) \) is computable, the function \( K(\cdot) \) is uncomputable.
the prediction on empirical data is reliable; and allowing one to move away from current limitations of statistical machine learning (including deep learning) towards stronger versions of machine learning based on the computability theory and algorithmic information theory.

With the purpose of achieving reliable predictions from computable learning processes, our results for example show that a pre-processing (as discussed in Section 2.1) of the data to be analyzed should take place so as to ensure that the algorithmic complexity of the collection of data does not surpass that of the learning algorithm itself.

Therefore, we show that new pre-processing methods based on approximations to the value of $K(x)$, such as those that might be based on the complexity caging principle, are a necessary complement to the universally overfitting-free machine learning approach discussed in Section 2.2 so that generalisation becomes not only reliable for the available data, but also for new phenomena.
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