An Adaptive Link-Level Recovery Mechanism for Electric Power IoT Based on LoRaWAN
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Abstract: Electric power Internet of Things (IoT) is a network system that can meet multiple requirements of the power grid, such as infrastructure, environment recognition, interconnection, perception and control. Long Range Radio Wide Area Network (LoRaWAN) with the advantages of ultra-long transmission and ultra-low power consumption, becomes the most widely used protocol in the electric power IoT. However, its extremely simple star topology also leads to several problems. When most of terminals depend on one or several gateways for communication, the gateways with heavier communication tasks have poorer communication quality. The load of each gateway is unbalanced, which is hardly conducive to a long-term network operation. At the same time, in the electric power IoT environment, there are some features such as complex terminal deployment environment, wide coverage, and large interference. These characteristics can lead to more vulnerable links and even interruptions in communication services. Therefore, this paper proposes an adaptive link-level recovery mechanism based on link adjustment for LoRaWAN. When a communication link fails, multiple candidate links are selected based on Quality of Service (QoS) requirements, the distribution of LoRaWAN gateways and repeaters. The final adopted link is selected from multiple candidate links using the following method. Considering network load balancing, a Link Recovery Adaptive algorithm based on the Kuhn-Munkras algorithm (LRAKM) is designed from the perspective of fault tolerance. This method is to adaptively adjust some communication tasks to the suboptimal communication link. One or more gateways on the optimal communication link of these communication tasks are overloaded. This adaptive adjustment can make the network load more balanced. The simulation result shows that LRAKM has a higher link recovery rate. It also shows that the whole network is more balanced in both sparse and dense environments. Furthermore, when the network load is heavier, LRAKM also has a better effect on balancing the network load and improving the link recovery rate.
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1 Introduction

IoT is a rapidly developing technology that has made great achievements in smart cities, smart agriculture, and smart medical care in recent years [1]. The deployment of IoT requires low energy consumption, low cost, and low complexity terminal equipment to complete long-distance transmission. Power IoT sensing networks are characterized by diverse sensing services, distinct network structure differentiation, and the need to carry large-scale data volumes. LoRa, a Low-Power Wide-Area Network (LPWAN) technology, has become an ideal choice in power IoT sensing network reasoning that it could support massive sensing terminals and meet all those requirements.

LoRa is a new chip released by Semtech based on the ultra-long-range low power data transmission technology below 1GHz. LoRa technology utilizes advanced spread-spectrum modulation technology and advanced Forward Error Correction (FEC) codec technology, which expands the coverage of wireless communication links. Meanwhile, currently, there are some other communication methods to achieve data transfer [2], such as Power Line Communication (PLC) or Zigbee in a short distance [3], or use GPRS to connect directly to each meter [4]. A LoRa gateway can connect hundreds or even thousands of terminals under different usage conditions. Communication between terminals and LoRa gateways can be transmitted through different channels and coding rates. The coding rate mainly depends on the communication range and duration. The communication between different coding rates does not interfere with each other. By adjusting the Spreading Factor (SF) and error Correction Rate (CR), a better balance can be achieved among signal bandwidth occupation, data rate, link budget improvement, and anti-interference. LoRaWAN also provides a scheme called Adaptive Data Rate (ADR), which is used to control the transmission parameter settings of the uplink from terminals and LoRa gateway [5].

Compared with the mesh network topology, LoRaWAN using star network topology has the simplest network structure with the lowest latency [6]. However, this simple structure also raises many problems. In a scenario where there are too many terminals accessed by a single gateway, it is prone to the consequences of packet collision. In addition, power IoT terminals are mostly deployed outdoors and in the wild. The deployment environment is complex, harsh, and changeable [7]. Terminals and communication links are susceptible to the external environment. Frequent failures lead to communication interruption, which is not conducive to power IoT sensing continuous and effective operation of the network.

In order to solve the above problems, an adaptive mechanism for link failure recovery is proposed in this paper. The main contributions of this paper are listed as follows.

- We propose an adaptive link-level recovery mechanism from the perspective of fault tolerance. This mechanism with repeaters as backup links aims to eliminate critical nodes and ensure network load balancing.
- We propose a system for quantitatively scoring gateways by QoS, latency, duty cycle, and distance from the terminal. We propose a complementary virtual node model to match terminals with gateways or repeaters.

The rest of this paper is organized as follows. Section II introduces the related work and LoRa application in power scenarios. Section III describes the network model we are using to define the scenario. We proposed a KM-based link recovery adaptive algorithm in Section IV. Section V shows the simulation results of the link failure recovery rate in two different scenarios. Section VI summarizes this paper.

2 Related Work

In recent years, due to the rapid development of low-power wide area networks, more and more improvements have been made to it. In order to improve LoRa coverage and stability, many pieces of research have introduced multi-hop structures into LoRa.
Reference [8] developed a multi-hop network combining LoRa and concurrent transmission, which can significantly improve network efficiency. This paper proposed the offset-CT method to preventing the timing offset from diverging over the multi-hop network. Reference [9] presents the prototype design and testing of a long-range, self-powered IoT devices. The coverage area and range can be extended significantly by deploying the devices in a multi-hop network topology. Reference [10] used multi-hop LoRa configurations to extend the range and increase the energy efficiency of the network. They also consider the optimal repeater placement in two or three hops. Reference [11] reports signal strength measurements for inter-building LoRa links and provides insights on factors that affect signal quality such as the spreading factor. Reference [12] develops a new receiver structure that enables the superposed LoRa signals with different odd/even SFs to be demodulated simultaneously based on the capture effect. Simulations verify that, through utilizing the capture effect, the proposed protocol can partly tackle the collisions due to numerous access attempts, which results in enhancing the throughput compared to LoRaWAN.

In addition, in order to increase the transmission rate and throughput of LoRa, there are many papers proposing a hybrid structure of Lora with other communication protocols to compensate for the structural deficiencies of LoRa and applying it to the smart grid.

Reference [13] proposes an energy-efficient network topology and an efficient time division multiple access protocol used in conjunction with LoRa. The on-demand Time Division Multiple Access (TDMA) protocol provides more efficient broadcast and unicast services for data transmission, improving the performance of traditional LoRa networks. Reference [14] proposed a LPWAN communication structure for monitoring distribution networks and designed a 3G-LoRa-Sigfox hybrid communication architecture. If priority is given to coverage, use the Sigfox network, and if priority is given to energy consumption, use the LoRa network. Due to terrestrial structures in urban and suburban environments, the link distance of LoRa transmissions can be reduced. Reference [15] provides a data-driven comparison between LoRa and a variant of frequency-hopping based modulation named Telegram Splitting Multiple Access. Network performance comparison is conducted through system level simulations using multiple IoT applications. It is to satisfy the precise needs of heterogeneous applications and network deployments. Reference [16] introduces the application of LoRa technology in IoT scenarios, discusses its advantages over efficiency, effectiveness, and architectural design over established models, especially for typical smart city applications. Reference [17] checked the wireless access method of both NB-IoT and LoRa for the novel IoT smart grid application requirements. Reference [18] proposed a communication architecture based on LoRaWAN Class B to assess its feasibility for modern power grid.

3 Network Model

Fig. 1 shows the logical structure of the scene set in this paper. Terminals are directly connected to LoRa gateway. The repeater is used as a backup link. It could be another functional device with a LoRa module. The network is a highly redundant network [19]. Many repeaters or LoRa gateways will receive data from the same terminals. Only one repeater or LoRa gateway will continue to process these data. When the current link fails, the alternate set is all the gateways (or repeaters) that receive the redundant data. This network model makes full use of existing equipment and improves the stability of the network.

A network consistent with a finite number of N terminals, R repeaters and 2 LoRa gateways are considered in this paper. Let k denote the failure probability. For model tractability, each terminal sends a data packet with a length of payload at random moments in each period T. In each period, all the terminals involved in the $N \times k$ links need to be adjusted.
4 KM-Based Link Recovery Adaptive Algorithm

The process of the KM-based link recovery adaptive algorithm proposed in this paper is as follows.

We calculate the duty cycle of each gateway or repeater in order to determine how busy each gateway or repeater is. It determines the set of alternatives through other gateways or repeaters that receive redundant data, which in turn discovers all available communication links. The candidate links are screened from the aspects of delay, energy consumption, adaptive rate attributes of the communication link and the QoS requirements of the transmission. The links that meet the conditions are sorted according to the communication quality. After considering the selection of all other concurrent communication links, the best communication link is adaptively and precisely matched to recover the network failure based on the ranking result.

4.1 Scoring System for Candidate Links

This paper quantifies and scores the QoS requirements of the terminal (upstream and downstream data flow requirements, delay, bandwidth, etc.). Let the function mark\(r, n\) be the final score of each gateway or repeater for terminal n. The higher the score, the busier the gateway or repeater.

\[
mark(r, n) = aP(sf, r) + bdis(r, n) + ctime(r, n)
\]

where \(P(SF, r)\) represents the load rate of the gateway/repeater r on the channel with the spreading factor SF. There are 6 different channels, which do not affect each other. SF value ranges from 7 to 12. \(dis(r, n)\) indicates the distance from terminal n to gateway or repeater r. \(time(r, n)\) indicates the transmission time between r and terminal (using ADR). Delay and bandwidth are reflected in the transmission time. For other constraints such as upstream and downstream data flow requirements, jitter, etc., when a link does not meet these conditions, the mark value of the path is set to positive infinity.

This paper sets the spreading factor (SF) by calculating the distance between the terminal and the repeater or LoRa gateway. In general, adjusting the adaptive rate is limited to the terminals are moving [20], but in this paper, although the position of the terminal is fixed, due to the change of the link, the relative position of the LoRa gateway or repeater and the terminal changes. Therefore, the rate needs to be adjusted to match the current link conditions. The value depends on the distance,

\[
SF = \begin{cases} 
7 & \text{dis} < 2 \\
8, & 2 < \text{dis} < 4 \\
9, & 4 < \text{dis} < 6 \\
10, & 6 < \text{dis} < 8 \\
11, & 8 < \text{dis} < 10 \\
12, & 10 < \text{dis} < 12 
\end{cases}
\]
The adaptive symbol rate ADR is

\[ ADR = \frac{BW}{2^{SF}} \]  

(3)

According to the characteristics of LoRa, when the bandwidth and code rate are fixed, the transmission rate of LoRa is determined by the spreading factor.

LoRa packet time is equal to the sum of preamble time, packet transmission time, and the length of the preamble can be calculated by the following formula:

\[ T_{\text{preamble}} = \left(n_{\text{preamble}} + 4.25\right)T_{\text{sym}} = \left(n_{\text{preamble}} + 4.25\right)\frac{2^{SF}}{BW} \]  

(4)

\[ T_{\text{payload}} = 8 + \max\left(\frac{\text{ceil}\left(\frac{8PL - 4SF + 28 + 16 - 20H}{4SF}\right)}{CR + 4}, 0\right) \]  

(5)

where

\[ T_{\text{packet}} = T_{\text{preamble}} + T_{\text{payload}} \]

\( n_{\text{preamble}} \) represents preamble length, \( T_{\text{sym}} \) represents the number of symbols transmitted per unit time. \( H \) represents the header, if there is a header, \( H \) equals 0. if there is not, \( H \) equals 1. \( PL \) represents the number of payload bytes.

LoRa uses pure ALOHA for transmission [21]. If two data packets collide, then the total time taken by the two data packets is the time when the next data packet ends and the time when the previous data packet starts to be sent. The load factor (P) formula is

\[ P(sf, r) = P_{\text{no collision}}(sf, r) + P_{\text{collision}}(sf, r) = \frac{\sum T_{\text{packet}}}{T_{\text{total}}} + \frac{\sum T_{c+1 \text{end}} - T_{c \text{start}}}{T_{\text{total}}} \]  

(6)

4.2 Complementary Matching Model

Kuhn-Munkras algorithm can be used to find maximum-weight matchings in bipartite graphs [22]. It is based on the Hungarian algorithm. Traditional KM algorithm can only deal with complete graph problems. However, in this scenario, the number of sensors and gateways is unequal. Multiple sensors can correspond to the same gateway. Based on these new features, the improved model proposed in this paper adds virtual nodes on the gateway side and the sensor side. If the terminal sensor node cannot be connected to the gateway, the weight of the connected side is positive infinity. The mark value of the remaining side is the weight of that side. At the same time, edges’ weights between virtual terminal sensor node and any of the gateway nodes are all zero. The difference between the actual scene and the model is shown in the Fig. 2. The left side shows the original correspondence in actual scene. The right side shows the improved complementary matching model.

When adding virtual nodes, this paper first considers the nodes on the gateway and the repeater side, because a gateway with a lower duty cycle has more positions to connect to new terminals. In the complementary matching model, the number of nodes corresponding to the gateway is the number of remaining positions of the gateway. When these gateway-side virtual nodes correspond to the same terminal-side node, all edge weights are the same.
For each gateway \( r \),

\[
\text{Numplace}(r) = \max\left(0, \min\left(\frac{2N_k}{R}, (0.12 - P(SF, r)) \times 500\right)\right) 
\]

\[
\text{Numplace}(R) = \sum_{r=1}^{R} \text{Numplace}(r) 
\]

Then the number of virtual nodes to be added at the terminal is

\[
\text{Numvir} = \text{Numplace}(R) - N 
\]

Let \( G(X, Y) \) represents the complementary matching model. It is a bipartite graph, and \( |X| = |Y| \), \( \omega_{ij} \) is the weighted of \( x_iy_j \), \( l(v) \) is node \( v \)’s label. a node labeling \( l(v) \), when \( x \in X, y \in Y, l(x) + l(y) \geq \omega(xy) \), \( (\omega(xy) \) represents the weight of edge \( xy \)), is called a feasible vertex label. If \( l(v) \) is a feasible vertex label, \( E_l = \{xy \in E(G) : l(x) + l(y) = \omega(xy)\} \), calls \( G_l = (V, E_l) \) an equal subgraph of feasible vertex label \( l(v) \). Kuhn-Munkras has proved that if \( G_l \) contains a perfect match \( M^* \), then \( M^* \) is the maximum weight perfect match of \( G \).

1. Select one initial vertex label \( l(v) \), construct graph \( G_l \). Choose one matching \( M \) in \( G_l \);
2. If all the node in \( X \) are covered by \( M \), stop and \( M \) is the perfect match. Otherwise, \( S = \{u\}, \ T = \phi \).
3. If \( N_{G_l}(s) \supset T \), go to 4; otherwise \( N_{G_l}(s) = T \), take

\[
x = \min_{x \in S, y \notin T} [l(x) + l(y) - \omega(xy)] > 0 
\]

where

\[
\hat{l}(v) = \begin{cases} 
   l(v) - x, & v \in S \\
   l(v) + x, & v \in T \\
   l(v), & \text{others}
\end{cases}
\]

\[ l \leftarrow \hat{l} \], \( G_l \leftarrow G_l \).

4. Choose a node \( y \) from \( N_{G_l}(S) \setminus T \), if \( y \) is covered by \( M \), and \( yz \in M \), then do \( S \leftarrow S \cup \{z\}, T \leftarrow T \cup \{y\} \), go to 3, otherwise, choose \( M \)’s augmenting path \( P(u, y) \) from \( G_l \). let \( M \leftarrow M \triangle E(P) \), go to 2. (“\( \triangle \)” represents symmetrical difference).
A matrix is used to represent the result. If the two elements are matched, the corresponding value in the matrix is one. The rest are zero. After all terminals are matched, the weight of the matching edge is checked. If it is positive infinity, it means this terminal could not be recovered.

5 Simulation Results and Discussion

In the power IoT scenario, a LoRa gateway often connects hundreds or even thousands of terminals. Packet transmission rate varies from one to two hundred packets per day. The specific number of connections for one LoRa gateway is closely related to the packet transmission rate. In the electric power IoT environment, supervisors need to quickly sense the current power environment and make rapid adjustments to the transformation.

Fig. 3 above shows the actual scenario in electric power IoT. The red line indicates that the repeater is connected to the gateway.

Two different scenarios are defined in this paper. In cities, there is a large number of existing power equipment that can be modified to have repeater functionality to increase the network’s fault tolerance. This scenario corresponds to the scenario where the repeaters are denser. In areas with harsher natural conditions, such as wilderness or mountainous areas, where the original power infrastructure is relatively poor, it is more difficult to add new dedicated repeater equipment. This situation corresponds to the sparser repeater scenario.

Figure 3: Real scene diagram

Figure 4: Schematic diagram of repeater distribution with different densities
The first scenario is the sparse situation. In the initial state, all terminals are connected to the LoRa gateway. When a terminal connection fails, if this terminal is directly connected to the gateway, first find out whether other LoRa gateways can be connected. If it can be connected, all channels with an SF value greater than or equal to the current SF will be considered. If they do not meet the requirements, look for a repeater.

In the sparse repeater model set in this paper, there are two LoRa gateways, six repeaters. All terminals are evenly distributed in a rectangular area of 16 km × 20 km. The period is 3600 seconds/packet, that is, each terminal sends a data packet every hour. The payload is 9.

Fig. 5 shows the link recovery rate in the case of 1000 to 8000 terminals. The upper three curves in the Fig. 5 are a group, showing the impact of three different recovery strategies on the link recovery rate when the failure rate is 0.01 (lower). As the number of terminals increases, the recovery rate gradually decreases. The lower three curves in Fig. 5 are a group, showing the impact of three different recovery strategies on the link recovery rate when the failure rate is 0.03 (higher). The LRAKM algorithm has the most obvious advantage when the terminal scale is 2000 to 7000. When it is less than 2000 terminals, the network load is light. When it is greater than 7000 terminals, network load is too heavy. Each gateway has reached the load limit, so the improvement of the algorithm is not ideal.

Fig. 6 shows the proportion of energy consumed by each repeater. LRAKM algorithm has a significant improvement in load balancing compared to the distance-first algorithm.

In the case of dense repeaters, in the initial state, all terminals are connected to the LoRa gateway. When a link fails, first find out whether other LoRa gateways can be connected. If it can be connected, all channels with SF value greater than or equal to the current SF will be considered (the distance between new gateway and terminal will not be significantly less than the original). If all SF channels of other gateways do not meet the requirements, the mechanism will look for a repeater.
In denser repeater model, there are two LoRa gateways and twenty-four repeaters. All terminals are evenly distributed in a rectangular area of 16 km × 20 km. It is set that 1% (upper three curves in Fig. 7) or 3% (lower three curves in Fig. 7) links fail. The period is 3600 seconds/packet. The payload is 9. Fig. 7 shows the link recovery rate in the case of dense repeaters. It can be seen that the link recovery rate of the mechanism using the LRAKM algorithm is higher than that of the other two algorithms. The link recovery rate of all algorithms is maintained above 90%.

This paper studies the scenarios with heavier network load to test whether the mechanism can be applied to such scenarios. It is set that 1% (the upper three curves in Fig. 8) or 3% (the lower three curves in Fig. 8) of the link fails, with a period of 1800 seconds/packet, that is, each node sends a data packet every half hour. The payload is 9.

Fig. 8 shows the link recovery rate under heavy load scenarios. Under large-scale nodes and heavy load, the LRAKM algorithm is significantly improved compared to the other two algorithms.
6 Conclusion

LoRa technology is widely used in power IoT due to its advantages such as ultra-long transmission and large-scale connectivity. When some terminals are unable to communicate due to link failure, new links need to be planned. If all terminals are connected to their optimal links, it will cause some gateways to become...
critical nodes, resulting in uneven network load, which causes a series of problems and affects the long-term stable operation of the network. Based on these problems, this paper proposes an adaptive link-level recovery mechanism from the perspective of fault tolerance. When a link failure occurs, all alternative links are first searched. These alternative links can be either through repeaters or directly connected to the gateway. With the KM-based LRAKM algorithm proposed in this paper, the optimal links for some terminals are adjusted to sub-optimal links while ensuring the communication demand. From the level of all terminals in the network, this adjustment achieves network load balancing and improves the link failure recovery rate. Simulation results show that the mechanism improves the link fault recovery rate and load balancing compared to the distance-first and idle-first mechanisms in both scenarios where repeaters are sparse or dense. Further, the mechanism still performs well in larger scale terminal scenario.
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