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Abstract

In this paper, the convergence time of federated learning (FL), when deployed over a realistic wireless network, is studied. In particular, a wireless network is considered in which wireless users transmit their local FL models (trained using their locally collected data) to a base station (BS). The BS, acting as a central controller, generates a global FL model using the received local FL models and broadcasts it back to all users. Due to the limited number of resource blocks (RBs) in a wireless network, only a subset of users can be selected to transmit their local FL model parameters to the BS at each learning step. Moreover, since each user has unique training data samples, the BS prefers to include all local user FL models to generate a converged global FL model. Hence, the FL performance and convergence time will be significantly affected by the user selection scheme. Therefore, it is necessary to design an appropriate user selection scheme that enables users of higher importance to be selected more frequently. This joint learning, wireless resource allocation, and user selection problem is formulated as an optimization problem whose goal is to minimize the FL convergence time while optimizing the FL performance. To solve this problem, a probabilistic user selection scheme is proposed such that the BS is connected to the users whose local FL models have significant effects on its global FL model with high probabilities. Given the user selection policy, the uplink RB allocation can be determined. To further reduce the FL convergence time, artificial neural networks (ANNs) are used to estimate the local FL models of the users that are not allocated any RBs for local FL model transmission at
each given learning step, which enables the BS to enhance its global FL model and improve the FL convergence speed and performance. Simulation results show that the proposed approach can reduce the FL convergence time by up to 56% and improve the accuracy of identifying handwritten digits by up to 20%, compared to a standard FL algorithm.

Index Terms — Federated learning; wireless resource allocation; probabilistic user selection; artificial neural networks.

I. INTRODUCTION

To train traditional machine learning algorithms for data analysis and inference, a central controller requires all users’ training data samples. However, in wireless networks, it is impractical for wireless users to transmit their training data samples to such a central controller due to privacy concerns and the nature of limited wireless resources [2]. In order to train a machine learning model without collection of all of the users’ training data samples, federated learning (FL) has been proposed in [3]. FL is, in essence, a distributed machine learning algorithm that enables users to collaboratively learn a shared machine learning model while keeping their collected data on their devices. However, implementing FL over wireless networks faces several challenges [4]–[6], such as selection of users for FL, energy efficiency of FL implementation, computational resource allocation for training FL models at edge devices, spectrum resource allocation for FL parameter transmission, and design of communication-efficient FL.

Recently, the works in [7]–[18] has studied important problems related to the deployment of FL over wireless networks. In [7], the authors provided a new set of design principles for wireless communication and edge learning; however, they did not provide any mathematically rigorous result for optimizing the performance of FL over wireless networks. The authors in [8] proposed a blockchain-based FL scheme that enables edge devices to train FL without sending FL model parameters to a central controller. The works in [9] and [10] optimized the FL performance with communication constraints such as limited spectrum and computational resources. In [11] and [12], the authors investigated the tradeoff between the FL convergence time and users’ energy consumption. The authors in [13] developed an echo state network based FL to predict locations and orientations of wireless virtual reality users so as to minimize their breaks in presence. The work in [14] developed a cell-free massive multiple-input multiple-output (MIMO) system
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for the implementation of FL over wireless networks. In [15], the authors define a metric to evaluate the FL performance and optimized the batchsize selection and communication resource allocation for the acceleration of the FL training process. The work in [16] derived an analytical model to characterize the performance of FL in wireless networks and evaluate the effectiveness of different scheduling policies. The authors in [17] studied the use of the relay network to construct a cooperative communication platform for supporting FL model transmission. In [18], the authors developed a federated learning based spiking neural network. However, most of these existing works [7]–[18] whose goal is to minimize the FL convergence time must sacrifice the performance of the FL algorithm. For example, in [11] and [12], the authors sacrificed the training accuracy of FL to improve the convergence time. Moreover, most of these existing works [7]–[18] used random or fixed user selection methods for FL training, which may significantly increase the FL convergence time and also decrease the FL performance. In addition, none of these existing works [7]–[18] considers the effect of the local FL models of the users that cannot connect to the BS due to limited wireless resource on the FL convergence time and performance.

The main contribution of this work is a novel framework for jointly minimizing the FL convergence time and the FL performance as captured by the learning loss function. Our key contributions include:

- We develop a realistic implementation of FL over a wireless network in which the users train their local FL models using their own data and transmit the trained local FL models to a base station (BS). The BS aggregates the received local FL models to generate a global FL model and send it back to the users. Since the number of resource blocks (RBs) that are used for FL model transmission is limited, the BS must select an appropriate set of users to perform FL at each learning step. Meanwhile, the BS must allocate its RBs to its users so as to improve the convergence speed. To this end, we formulate this joint user selection and RB allocation problem as an optimization problem whose goal is to minimize the number of iterations needed for FL convergence as well as the time duration of each iteration while optimizing the FL performance, in terms of the accuracy.

- To solve this problem, we first propose a probabilistic user selection scheme in which users, whose local FL models have large effects on the global FL model, will have high probabilities to connect to the BS. Meanwhile, the proposed user selection scheme guarantees that every user has a non-zero chance to connect to the BS and, hence, it enables the BS to learn
all of the users’ training data samples so as to guarantee that the FL algorithm achieves the optimal performance. Given the user selection scheme, the optimal RB allocation scheme can be determined.

- To further reduce the FL convergence time, we propose the use of artificial neural networks (ANNs) to find a relationship among the users’ local FL model parameters. Building this relationship enables the BS to estimate the local FL model parameters of the users that cannot transmit their local FL models to the BS due to limited number of RBs at each given learning step. Hence, using ANNs, the BS can integrate more users’ local FL model parameters to generate the global FL model and, hence, improve the FL performance and convergence speed.

- We perform fundamental analysis on the expression of expected convergence rate of the proposed FL algorithm and we show that, the FL training method (with full gradient descent or stochastic gradient descent [19]), RB allocation, user selection scheme, and the accuracy of predicting local FL models of users will significantly affect the convergence speed and performance of FL.

Simulation results assess the various performance metrics of the proposed approach and show that the proposed FL approach can reduce the convergence time by up to 56% and improve the FL identification accuracy by up to 20%, compared to a standard FL algorithm. To our best knowledge, this is the first work that studies the use of ANNs for the prediction of FL model parameters that are used in the training process so as to improve the FL convergence speed and performance.

The rest of this paper is organized as follows. The system model and problem formulation are described in Section II. The probabilistic user selection scheme, resource allocation scheme, and the use of ANNs for the prediction of users’ local FL models are introduced in Section III. Simulation results are analyzed in Section IV. Conclusions are drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a wireless network in which a set $\mathcal{U}$ of $U$ users and one BS jointly execute an FL algorithm for data analysis and inference. We assume that each user $i$ collects $K_i$ training data samples and each training data sample $k$ consists of an input $x_{ik} \in \mathbb{R}^{N_{\text{in}} \times 1}$ and its corresponding output $y_{ik} \in \mathbb{R}^{N_{\text{out}} \times 1}$. We also assume that the data collected by the users follows the same
distribution \textsuperscript{20} or statistical heterogeneity \textsuperscript{21}. The FL training process is done in a way to solve:

\[
\min_g \frac{1}{K} \sum_{i=1}^{U} \sum_{k=1}^{K_i} f(g, x_{ik}, y_{ik}), \tag{1}
\]

where \( K = \sum_{i=1}^{U} K_i \) is total number of training data samples of all users, \( g \) is a vector that captures the FL model trained by \( K \) training data samples, and \( f(g, x_{ik}, y_{ik}) \) is a loss function that captures the accuracy of the considered FL algorithm by building a relationship between an input vector \( x_{ik} \) and an output vector \( y_{ik} \). For different learning tasks, the definition of the loss functions can be different \textsuperscript{22}. In particular, for our considered handwritten digit identification task, the loss function is \( f(g, x_{ik}, y_{ik}) = -y_{ik} \log (x_{ik}^T g) + (1 - y_{ik}) \log (1 - x_{ik}^T g) \). To find the optimal vector \( g \), conventional centralized learning algorithms require the users to share their collected data with other users, which is impractical due to communication overhead and data privacy issues. To address these issues, FL can be used. The training procedure of FL proceeds as follows \textsuperscript{3}:

a. The BS broadcasts the information that is used to initialize the learning model to each user. Then, each user initializes its learning model.

b. Each user trains its generated machine learning model using its collected data and sends the trained learning model parameters to the BS.

c. The BS integrates the received learning model parameters and broadcasts them back to all users.

d. Steps b. and c. are repeated until the optimal vector \( g \) is found.

From this FL training procedure, we observe that the users do not have to share their collected data with other users and the BS. In contrast, they only need to share their trained learning model parameters with the BS. Note that the implementation of steps b. and c. constitutes one iteration of training FL. Hereinafter, the FL model that is trained by each user using its collected data is called \textit{local FL model} while the FL model that is generated by the BS is called \textit{global FL model}. Since all of the FL model parameters are transmitted over wireless networks, we must consider the effect of wireless factors on the FL performance. Next, we first mathematically formulate the training procedure of FL. Then, the transmission of FL model parameters over wireless links is introduced. Finally, the problem of minimizing FL convergence time and optimizing FL performance is formulated.
A. Training Procedure of Federated Learning

The local FL model of each user \( i \) at each iteration \( \mu \) is defined as a vector \( \mathbf{w}_{i,\mu} \in \mathbb{R}^{W \times 1} \), where \( W \) is the number of elements in \( \mathbf{w}_{i,\mu} \). The update of the global FL model at iteration \( \mu \) is given by [23]:

\[
g (a_{\mu}) = \sum_{i=1}^{U} \mathbf{w}_{i,\mu} \left( \frac{a_{i,\mu} K_i}{\sum_{i=1}^{U} a_{i,\mu} K_i} \right), \tag{2}
\]

where \( g (a_{\mu}) \) is the global FL model at iteration \( \mu \), \( \frac{a_{i,\mu} K_i}{\sum_{i=1}^{U} a_{i,\mu} K_i} \) is a scaling update weight of \( \mathbf{w}_{i,\mu} \) and \( a_{\mu} = [a_{1,\mu}, \ldots, a_{U,\mu}] \) is a user association vector with \( a_{i,\mu} \in \{0, 1\} \), \( a_{i,\mu} = 1 \) indicates that user \( i \) connects to the BS and user \( i \) must send its local FL model \( \mathbf{w}_{i,\mu} \) to the BS at iteration \( \mu \), otherwise, we have \( a_{i,\mu} = 0 \). From (2), we see that the user association vector \( a_{\mu} \) will change at each iteration. This is due to the fact that, in wireless networks, the number of RBs is limited and the BS must select a suitable set of users to transmit their local FL models in each iteration.

The update of the local FL model \( \mathbf{w}_{i,\mu} \) depends on the used training method. In our model, the full gradient descent method [20] is used to update the local FL model. In Section III-D, we revisit our analysis when FL is executed with a stochastic gradient descent method to update the local FL model. Using the full gradient descent method, the update of local FL model can be given by:

\[
\mathbf{w}_{i,\mu+1} = g (a_{\mu}) - \lambda \frac{1}{K_i} \sum_{k=1}^{K_i} \nabla f \left( g (a_{\mu}) , x_{ik}, y_{ik} \right), \tag{3}
\]

where \( \lambda \) is the learning rate and \( \nabla f \left( g (a_{\mu}) , x_{ik}, y_{ik} \right) \) is the gradient of \( f \left( g (a_{\mu}) , x_{ik}, y_{ik} \right) \) with respect to \( g (a_{\mu}) \). Based on (2) and (3), the BS and the users can update their FL models so as to find the optimal global FL model that solves problem (1).

B. Transmission Model

We assume that an orthogonal frequency-division multiple access (OFDMA) technique is adopted for local FL model transmission from the users to the BS. In our model, we assume that the total number of RBs that the BS can allocate to its users is \( R \), and each user can occupy only one RB. The uplink rate of user \( i \) that is transmitting its local FL model parameters to the
BS at iteration $\mu$ is given by:

$$c_i^U(r_{i,\mu}) = \sum_{n=1}^{R} r_{in,\mu} B \log_2 \left(1 + \frac{P h_i}{I_n + B N_0}\right), \quad (4)$$

where $r_{i,\mu} = [r_{i1,\mu}, \ldots, r_{iR,\mu}]$ is an RB allocation vector with $r_{in,\mu} \in \{0, 1\}$; $r_{in,\mu} = 1$ indicates that RB $n$ is allocated to user $i$ at iteration $\mu$, otherwise, we have $r_{in,\mu} = 0$, and $P$ is the transmit power of user $i$, which is assumed to be equal for all users. $h_i$ is the channel gain between user $i$ and the BS, $N_0$ is the noise power spectral density, and $I_n$ is the interference caused by the users that connect to other BSs using the same RB. Since the interference caused by the users using the same RBs may significantly affect the transmission delay and the time needed for FL to converge, we must consider this interference in (4).

Similarly, the downlink data rate of the BS when transmitting the global FL model parameters to each user $i$ is given by:

$$c_i^D = B^D \log_2 \left(1 + \frac{P_B h_i}{B^D N_0}\right), \quad (5)$$

where $B^D$ is the bandwidth that the BS used to broadcast the global FL model to each user $i$ and $P_B$ is the transmit power of the BS.

Since the number of elements in the local FL model $w_{i,\mu}$ is similar to that of the global FL model $g(a_\mu)$, the data size of the local FL model $w_{i,\mu}$ is equal to the data size of the global FL model $g(a_\mu)$. Here, the data size of the local FL model is defined as the number of bits that the user requires to transmit the local FL model vector $w_{i,\mu}$ to the BS. Let $Z$ be the data size of a global FL model or local FL model. The transmission delay between user $i$ and the BS over both uplink and downlink at iteration $\mu$ will be:

$$l_i^U(r_{i,\mu}) = \frac{Z}{c_i^U(r_{i,\mu})}, \quad (6)$$
$$l_i^D = \frac{Z}{c_i^D}. \quad (7)$$

The time that the users and the BS require to jointly complete an update of their respective local and global FL models at iteration $\mu$ is given by:

$$t_\mu(a_\mu, R_\mu) = \max_{i \in \mathcal{U}} a_{i,\mu} \left(l_i^U(r_{i,\mu}) + l_i^D\right), \quad (8)$$

where $R_\mu = [r_{1,\mu}, \ldots, r_{U,\mu}]$. When $a_{i,\mu} = 0$, $a_{i,\mu} (l_i^U(r_{i,\mu}) + l_i^D) = 0$. Here, $a_{i,\mu} = 0$ implies that user $i$ will not send its local FL model to the BS at iteration $\mu$, and hence, user $i$ will not
cause any delay at iteration $\mu$, $(a_{i,\mu} (l^U_i (r_{i,\mu}) + l^D_i) = 0)$. When $a_{i,\mu}=1$, then user $i$ will transmit its local FL model to the BS and the transmission delay will be $l^U_i (r_{i,\mu}) + l^D_i$. Hence, (8) is essentially the worst-case transmission delay among all selected users.

**C. Problem Formulation**

Having defined the system model, the next step is to introduce a joint RB allocation and user selection scheme to minimize the time that the users and the BS need in order to complete the FL training process. This optimization problem is formulated as follows:

$$
\min_{A,R} \sum_{\mu=1}^{T} t_{\mu} (a_{\mu}, R_{\mu}) \Omega_{\mu}
$$

(9)

subject to:

(9a) $a_{i,\mu}, r_{in,\mu}, \Omega_{\mu} \in \{0, 1\}, \quad \forall i \in U, n = 1, \ldots, R$,

(9b) $\sum_{i \in U} r_{i,n} \leq 1, \quad \forall n = 1, \ldots, R$,

(9c) $\sum_{n=1}^{R} r_{in,\mu} = a_{i,\mu}, \quad \forall i \in U$,

where $A = [a_1, \ldots, a_\mu, \ldots, a_T]$ is a user selection matrix for all iterations, $R = [R_1, \ldots, R_\mu, \ldots, R_T]$ is an RB allocation matrix for all users at all iterations, and $T$ is a constant, which is large enough to guarantee the convergence of FL. In other words, the number of iterations that the FL algorithm requires to converge will not be larger than $T$. In (9), $\Omega_{\mu} = 1$ implies that the FL algorithm does not converge, otherwise, we have $\Omega_{\mu} = 0$, (9a) and (9b) imply that each user can only occupy one RB, and (9c) implies that all RBs must be allocated to the users that are associated with the BS. From (9), we see that the time used for the update of the local and global FL models, $t_{\mu}$, depends on the user selection vector $a_{\mu}$ and RB allocation matrix $R_{\mu}$. Meanwhile, as shown in (3), the total number of iterations that the FL algorithm needs in order to converge depends on the user selection vector $a_{\mu}$. In consequence, the time duration of each FL training iteration and the number of iterations needed for the FL algorithm to converge are dependent. Moreover, given the global model $g(a_{\mu})$ at iteration $\mu$, the BS cannot calculate the number of iterations that the FL algorithm needs to converge since all of the training data samples are located at the users’ devices. Hence, problem (9) is challenging to solve.
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Fig. 1. The training procedure of the proposed FL.

III. MINIMIZATION OF CONVERGENCE TIME OF FEDERATED LEARNING

To solve problem (9), we first need to determine the user association at each iteration. Given the user selection vector, the optimal RB allocation scheme can be derived. To further improve the convergence speed of FL, ANNs are introduced to estimate the local FL models of the users that are not allocated any RBs for transmitting their local model parameters at each given learning step. Fig. 1 summarizes the training procedure of the proposed FL.

A. Gradient Based User Association Scheme

To predict the local FL model of each user, the BS needs to use the local FL model of a given user as an ANN input, as will be explained in Subsection III-C. Hence, in the proposed user association scheme, one user must be selected to connect with the BS during all training iterations. To determine the user that connects to the BS during the entire training process, we first assume that the distance $d_i$ between user $i$ and the BS satisfies $d_1 \leq d_2 \leq \ldots \leq d_U$. Hence, user $i^*$ that always connects to the BS can be found from:

$$i^* = \arg \max_{i \in U} \sum_{k=1}^{K_i} \nabla f (\mathbf{g}(\mathbf{a}_{\mu-1}), x_{i,k}, y_{i,k}),$$

s. t. $d_1 \leq d_i \leq d_{\gamma R}, \forall i \in \mathcal{U},$
where $1 \leq \gamma_R \leq U$ is a constant that determines the number of users considered in (10). As $\gamma_R$ increases, the number of users considered in (10) increases. Hence, the transmission delay of user $i^*$ may increase thus increasing the time used to complete one FL iteration. However, as $\gamma_R$ increases, the value of $\max_{i \in U} \sum_{k=1}^{K_i} \nabla f \left( g \left( a_{\mu-1} \right), x_{ik}, y_{ik} \right)$ may increase, and, thus, the number of iterations required for FL to converge decreases. Here, user $i^*$ is determined at the first iteration.

From (3), we can observe that, at each iteration $\mu$, the global FL model $g \left( a_{\mu-1} \right)$ will change $\lambda \sum_{k=1}^{K_i} \nabla f \left( g \left( a_{\mu-1} \right), x_{ik}, y_{ik} \right)$ due to the local FL model of a given user $i$. We define a vector $e_{i,\mu} = \lambda \sum_{k=1}^{K_i} \nabla f \left( g \left( a_{\mu-1} \right), x_{ik}, y_{ik} \right)$ as the change in the global FL model due to user $i$’s local FL model. To enable the BS to predict each user’s local FL model at each learning step, each user must have a chance to connect to the BS so as to provide the training data samples (local FL model parameters) to the BS for training ANNs. Therefore, a probabilistic user association scheme is developed, which is given as follows:

$$p_{i,\mu} = \begin{cases} \frac{\|e_{i,\mu}\|}{\sum_{i=1, i \neq i^*}^{U} \|e_{i,\mu}\|}, & \text{if } i \neq i^*, \\ 1, & \text{if } i = i^*, \end{cases}$$ (11)

where $p_{i,\mu}$ represents the probability that user $i$ connects to the BS at iteration $\mu$, and $\|e_{i,\mu}\|$ is the norm of vector $e_{i,\mu}$. From (11), we can see that, as $\|e_{i,\mu}\|$ increases, the probability of associating user $i$ with the BS increases. In consequence, the probability that the BS uses user $i$’s local FL model to generate the global FL model increases. Hence, using the proposed user association scheme in (11), the BS has a high probability to connect to the user whose local FL model significantly affects the global FL model, thus improving the FL convergence speed. From (11), we also see that user $i^*$ will always connect to the BS so as to provide information for the prediction of other users’ local FL models. Based on (11), the user association scheme at each iteration can be determined. To calculate $p_{i,\mu}$ in (11), the BS only needs to know $\|e_{i,\mu}\|$ of each user $i$ without requiring the exact training data information. In fact, $\|e_{i,\mu}\|$ can be directly calculated by user $i$ and each user $i$ needs to transmit only a scalar $\|e_{i,\mu}\|$ to the BS.
B. Optimal RB Allocation Scheme

Given the user association scheme at each iteration $\mu$, problem (9) at iteration $\mu$ can be simplified as follows:

$$\min_{R_\mu} t_\mu (R_\mu) = \min_{R_\mu} \max_{i \in U} a_{i,\mu} \left( l_i^U (r_{i,\mu}) + l_i^D \right)$$

(12)

s. t. $r_{in,\mu} \in \{0, 1\}$, $\forall i \in U, n = 1, \ldots, R$,

(12a)

$$\sum_{i \in U} r_{in,\mu} \leq 1, \forall n = 1, \ldots, R,$$

(12b)

$$\sum_{n=1}^{R} r_{in,\mu} = a_{i,\mu}, \forall i \in U.$$  

(12c)

We assume that there exists a variable $m$ that satisfies $a_{i,\mu} (l_i^U (r_{i,\mu}) + l_i^D) \leq m$. Problem (12) can be simplified as follows:

$$\min_{R_\mu} m$$

(13)

s. t. (12a), (12b), and (12c),

(13a)

$$m \geq a_{i,\mu} (l_i^U (r_{i,\mu}) + l_i^D), \forall i \in U.$$  

(13b)

Since (13b) is nonlinear, we must transform it into a linear constraint. We first assume that $l_{in,\mu}^U = \frac{Z}{B \log_2 (1 + \Phi_{in} + \frac{P_n}{N_0})}$, which represents the delay of user $i$ transmitting the local FL model over RB $n$ at iteration $\mu$. Then, we have $l_i^U (r_{i,\mu}) = \sum_{n=1}^{R} r_{in,\mu} l_{in,\mu}^U$. Hence, problem (13) can be rewritten as follows:

$$\min_{R_\mu} m$$

(14)

s. t. (12a), (12b), and (12c),

(14a)

$$m \geq a_{i,\mu} \left( \sum_{n=1}^{R} r_{in,\mu} l_{in,\mu}^U + l_i^D \right), \forall i \in U.$$  

(14b)

Problem (14) is equivalent to (13) and is an integer linear programming problem, which can be solved by known optimization algorithms such as interior-point methods [24].
C. Prediction of the Local FL Models

The previous subsections determine the users that are associated with the BS at each iteration and minimize their transmission delay by optimizing the RB allocation. Next, we introduce an ANN-based algorithm to predict the local FL model parameters of the users that are not allocated any RBs for local FL model transmission at each given learning step. In particular, ANNs are used to build a relationship between the local FL models of different users. Since feedforward neural networks (FNNs) are good at function fitting tasks and finding a relationship among different users’ local FL models is a function approximation task, we prefer to use FNNs instead of other neural networks such as recurrent neural networks. Next, we first introduce the architecture of our FNN-based algorithm. Then, we explain how to implement this algorithm to predict the local FL model parameters of the users at each given learning step.

Our FNN-based prediction algorithm consists of three components: a) input, b) a single hidden layer, and c) output, which will be defined as follows:

- **Input**: The input of the FNN that is used for the prediction of user $j$’s local FL model is a vector $w_{i^{*},\mu}$, which represents the local FL model of user $i^{*}$. As we mentioned in Subsection III-A, user $i^{*}$ will always connect with the BS so as to provide the input information for the FNNs to predict the local FL models of other users.

- **Output**: The output of the FNN for the prediction of user $j$’s local FL model is a vector $o = w_{i^{*},\mu} - w_{j,\mu}$, which represents the difference between user $i^{*}$’s local FL model and user $j$’s local FL model. Based on the prediction output $o$ and user $i^{*}$’s local FL model, we can obtain the local FL model of user $j$, i.e., $\hat{w}_{j,\mu} = w_{i^{*},\mu} - o$ with $\hat{w}_{j,\mu}$ being the predicted user $j$’s local FL model.

- **A single hidden layer**: The hidden layer of an FNN allows it to learn nonlinear relationships between input vector $w_{i^{*},\mu}$ and output vector $o$. Mathematically, a single hidden layer consists of $N$ neurons. The weight matrix that represents the connection strength between the input vector and the neurons in the hidden layer is $v_{\text{in}} \in \mathbb{R}^{N \times W}$. Meanwhile, the weight matrix that captures the strengths of the connections between the neurons in the hidden layer and the output vector is $v_{\text{out}} \in \mathbb{R}^{W \times N}$.

Given the components of the FNN, next, we introduce the use of FNNs to predict each user’s
local FL model. The states of the neurons in the hidden layer are given by:

\[ \vartheta = \sigma \left( v^i w_i,\mu + b_\vartheta \right), \]

(15)

where \( \sigma (x) = \frac{2}{1+\exp(-2x)} - 1 \) and \( b_\vartheta \in \mathbb{R}^{N \times 1} \) is the bias. Given the neuron states, we can obtain the output of the FNN, as follows:

\[ o = v^{\text{out}} \vartheta + b_o, \]

(16)

where \( b_o \in \mathbb{R}^{W \times 1} \) is a vector of bias. Based on (16), we can calculate the predicted local FL model of each user \( j \) at each iteration \( \mu \), i.e., \( \hat{w}_{j,\mu} = w_{i^*,\mu} - o \). To enable the FNN to predict each user’s local FL model, the FNN must be trained by the online gradient descent method [25].

Given the prediction of the users’ FL models, the update of the global FL model can be rewritten as follows:

\[ g(a_\mu) = \frac{\sum_{i=1}^{U} K_i a_{i,\mu} w_{i,\mu} + \sum_{i=1}^{U} K_i (1 - a_{i,\mu}) \hat{w}_{i,\mu} \mathbb{1}_{\{E_i \leq \gamma\}}}{\sum_{i=1}^{U} K_i a_{i,\mu} + \sum_{i=1}^{U} K_i (1 - a_{i,\mu}) \mathbb{1}_{\{E_i \leq \gamma\}}} , \]

(17)

where \( \sum_{i=1}^{U} K_i a_{i,\mu} w_{i,\mu} \) is the sum of the local FL models of the users that connect to the BS at iteration \( \mu \) and \( \sum_{i=1}^{U} K_i (1 - a_{i,\mu}) \hat{w}_{i,\mu} \mathbb{1}_{\{E_i \leq \gamma\}} \) is the sum of the predicted local FL models of the users that are not associated with the BS at iteration \( \mu \), \( E_j = \frac{1}{2W} \| \hat{w}_{j,\mu} - w_{j,\mu} \|^2 \) is the prediction error at iteration \( \mu \), and \( \gamma \) is the prediction requirement. In (17), when the prediction accuracy of the FNN cannot meet the prediction requirement (i.e., \( E_j > \gamma \)), the BS will not use the prediction result for updating its global FL model. From (17), we can also observe that, using FNNs, the BS can include additional local FL models to generate the global FL model so as to improve the FL performance and convergence speed. (17) is used to generate the global FL model in Step c. of the FL training procedure specified in Section II.

The proposed FL algorithm that minimizes the FL convergence time while optimizing FL performance is shown in Algorithm [1] From Algorithm [1] we can see that the user selection and RB allocation are optimized at each FL iteration and, hence problem (9) is solved at each FL iteration.
Algorithm 1 Proposed FL over wireless network

**Init:** Local FL model of each user \( i \), \( w_i \), FNN model for the prediction of local FL model, \( v_i, v^\text{out}, b_\theta, b_o \), user \( i^* \) that always connects to the BS.

1: **for** iteration \( \mu \) **do**
2: Each user \( i \) trains its local FL model to obtain \( w_i^{\mu} \).
3: Each user \( i \) calculates the change of gradient of the local FL model \( e_i^{\mu} \) and sends \( |e_i^{\mu}| \) to the BS.
4: The BS calculates \( p_i^{\mu} \) using (11) and determines \( a_i^{\mu} \).
5: The BS determines \( R^{\mu} \) in (12).
6: The selected users \( (a_i^{\mu} = 1) \) transmit their local FL models to the BS based on \( R^{\mu} \) and \( a_i^{\mu} \).
7: The BS uses FNNs to estimate the local FL models of the users who are not associated with the BS \( (a_i^{\mu} = 0) \).
8: The BS calculates the global FL model \( g \) using (17).
9: The BS uses collected local FL models to train the FNNs.
10: **end for**

D. Convergence, Implementation, and Complexity Analysis

1) **Convergence Analysis:** Next, we analyze the convergence of the proposed FL algorithm. We first assume that \( F(g_\mu) = \frac{1}{R} \sum_{i=1}^{K} \sum_{k=1}^{K_k} f(g_\mu, x_{ik}, y_{ik}) \) and \( F_i(g_\mu) = \frac{1}{K_i} \sum_{k=1}^{K_i} f(g_\mu, x_{ik}, y_{ik}) \) where \( g_\mu \) is short for \( g(a_\mu) \). We also assume that \( \|\nabla F_i(g_\mu)\|^2 = \zeta^1_{i,\mu} + \zeta^2_{i,\mu} \| F(g_\mu) \|^2 \) and \( \|\nabla \hat{F}_i(g_\mu)\| = \varsigma^1_{i,\mu} + \varsigma^2_{i,\mu} \|\nabla F(g_\mu)\| \) where \( \|\nabla \hat{F}_i(g_\mu)\| \) is the gradient deviation that is caused by the prediction inaccuracy of user \( i \)'s local FL model. We also assume that \( g^* \) is the optimal global FL model that is achieved by the FL algorithm that can collect all users’ local FL models at each iteration. The convergence of the proposed FL algorithm at each iteration \( \mu \) is given by the following theorem.

**Theorem 1.** Given the optimal global FL model \( g^* \), the gradient deviation caused by the prediction inaccuracy of users’ local FL models, \( \|\nabla \hat{F}_i(g_\mu)\|^2 \), and the learning rate \( \lambda = \frac{1}{L} \), the upper bound of \( \mathbb{E}[F(g_{\mu+1}) - F(g^*)] \) can be given by:

\[
\mathbb{E}[F(g_{\mu+1}) - F(g^*)] \leq \varpi^1_{\mu} + \varpi^2_{\mu} \mathbb{E}(F(g_\mu) - F(g^*)).
\]

(18)

where

\[
\varpi^1_{\mu} = \frac{1}{2LR} \sum_{i=1}^{U} K_i (1 - p_i^{\mu}) \left( \zeta^1_{i,\mu} - (\varsigma^1_{i,\mu} + \varsigma^2_{i,\mu}) \mathbb{1}\{E_i^{\mu} \leq \gamma\} \right),
\]

Impact of FL model prediction.
determines the global FL model at convergence and
\[
\varpi^2_\mu = \left(1 - \frac{\vartheta}{L} + \frac{\vartheta}{LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left(\kappa_{i,\mu}^2 - \left(\kappa_{i,\mu}^2 + \kappa_{i,\mu}^2 \right) \mathbb{1}_{\{E_{i,\mu} \leq \gamma\}}\right)\right),
\]
determines the convergence speed.

**Proof.** See Appendix A. \qed

From Theorem 1, we can see that as \(\varpi^1_\mu\) decreases, the gap between \(g_\mu\) and \(g^*\) decreases. In particular, as \(\varpi^1_\mu = 0\), the proposed FL algorithm will converge to the optimal FL model \(g^*\) and achieve the optimal performance. Hereinafter, the gap between the global FL model that the proposed FL algorithm converges to, \(g_\mu\), and the optimal global FL model \(g^*\) is referred as the convergence accuracy. \(\varpi^1_\mu\) is used to capture the convergence accuracy. From Theorem 1 we can also see that \(\varpi^2_\mu\) determines the convergence speed. This is because as \(\varpi^2_\mu\) decreases, the value of \(\mathbb{E}[F(g_{\mu+1}) - F(g^*)]\) will be smaller than the value of \(\mathbb{E}[F(g_\mu) - F(g^*)]\). Hence, as \(\varpi^2_\mu\) decreases, the speed of \(g_{\mu+1}\) converging to \(g^*\) increases. Hereinafter, the convergence speed is captured by \(\varpi^2_\mu\). Theorem 1 shows that the prediction of local FL models affects both convergence speed and convergence accuracy. In particular, as the prediction errors of local FL models \(E_{i,\mu}\) is smaller than \(\gamma\), then the predicted local FL models can be used to update the global FL model hence improving the convergence speed and accuracy of the proposed FL algorithm. From Theorem 1 we can also see that the number of training data samples \(K_i\) and the connection probability \(p_{i,\mu}\) of each user \(i\), also affect the convergence speed and accuracy.

Based on Theorem 1, we have the following observations.

**Corollary 1.** If the BS cannot predict the local FL models of the users that are not allocated any RBs, the upper bound of \(\mathbb{E}[F(g_{\mu+1}) - F(g^*)]\) can be given by:
\[
\mathbb{E}[F(g_{\mu+1}) - F(g^*)] \leq \frac{1}{2LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \kappa_{i,\mu}^1 + \left(1 - \frac{\vartheta}{L} + \frac{\vartheta}{LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \kappa_{i,\mu}^2 \right) \mathbb{E}[F(g_\mu) - F(g^*)].
\] (19)

**Proof.** If the BS cannot predict the users’ local FL models, we have \((\kappa_{i,\mu}^1 + \kappa_{i,\mu}^1) \mathbb{1}_{\{E_{i,\mu} \leq \gamma\}} = 0\) and \((\kappa_{i,\mu}^2 + \kappa_{i,\mu}^2) \mathbb{1}_{\{E_{i,\mu} \leq \gamma\}} = 0\). Substituting \((\kappa_{i,\mu}^1 + \kappa_{i,\mu}^1) \mathbb{1}_{\{E_{i,\mu} \leq \gamma\}} = 0\) and \((\kappa_{i,\mu}^2 + \kappa_{i,\mu}^2) \mathbb{1}_{\{E_{i,\mu} \leq \gamma\}} = 0\) into (22), we can obtain (19). This completes the proof. \qed
From Corollary 1 and Theorem 1, we can see that 
\[ \varpi_1 \leq \frac{1}{2L\kappa} \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) \zeta_{i,\mu}^1 \] and 
\[ \varpi_2 \leq \left( 1 - \frac{\vartheta}{L} + \frac{\vartheta}{L\kappa} \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) \zeta_{i,\mu}^2 \right), \] which implies that the prediction of local FL models can improve the convergence speed and convergence accuracy. Hence, this is the lower bound of the expected convergence of the proposed FL algorithm. Corollary 1 also shows that there exists a gap between \( g_{\mu} \) and \( g^* \) at convergence. This gap is caused by the probabilistic user association.

**Corollary 2.** If the prediction accuracy of each user’s local FL model satisfies \( E_i,\mu \geq \gamma \), the upper bound of \( \mathbb{E}[F(g_{\mu+1}) - F(g^*)] \) can be given by:
\[
\mathbb{E}[F(g_{\mu+1}) - F(g^*)] \leq \frac{1}{2L\kappa} \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) (-\zeta_{i,\mu}^1) + \left( 1 - \frac{\vartheta}{L} + \frac{\vartheta}{L\kappa} \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) (-\zeta_{i,\mu}^2) \right) \mathbb{E}(F(g_{\mu}) - F(g^*)). \tag{20}
\]

**Proof.** If \( E_i,\mu \leq \gamma \), we have \( \mathbb{1}_{\{E_i,\mu \leq \gamma\}} = 1 \). Substituting \( \mathbb{1}_{\{E_i,\mu \leq \gamma\}} = 1 \) into (22), (20) can be obtained. This completes the proof. \( \square \)

From Corollary 2, we can see that if \( E_i,\mu \leq \gamma \), the convergence accuracy only depends on the prediction inaccuracy of the local FL models. Hence, this is an upper bound of the expected convergence of the proposed FL algorithm.

Theorem 1 derives the convergence accuracy and rate for the proposed FL algorithm that uses full gradient descent. Next, we derive the convergence accuracy and rate of the proposed FL algorithm when it uses a **stochastic gradient descent (SGD)** method to update the local FL models. In particular, using the SGD update method, the update of local FL model at each user in (3) can be rewritten by:
\[
w_{i,\mu+1} = g(a_{\mu}) - \lambda \nabla f(g(a_{\mu}), x_{ik}, y_{ik}), \tag{21}
\]
where the training data sample \( k \) (\( x_{ik} \) and \( y_{ik} \)) is randomly selected from user \( i \)’s training dataset. We also assume that the probability that each user \( i \) selects each sample \( k \) to update the local FL models is \( q_{ik} \). Hereinafter, we use \( \nabla f_{ik}(g_{\mu}) \) for \( \nabla f(g(a_{\mu}), x_{ik}, y_{ik}) \). We also assume that
\[
\sum_{k=1}^{K_i} q_{ik} \left\| \nabla f_{ik}(g_{\mu}) \right\|^2 = \nu_{i,\mu}^1 + \nu_{i,\mu}^2 \left\| F(g_{\mu}) \right\|^2 \] where \( q_{ik} \) is the probability that training data sample \( k \) is selected for training user \( i \)’s local FL model. Given (21), the convergence accuracy and rate of the proposed FL scheme when it uses the SGD update method is given in the following theorem.
Theorem 2. Given the optimal global FL model $g^*$ and the learning rate $\lambda = \frac{1}{L}$, the upper bound of $\mathbb{E}[F(g_{\mu+1}) - F(g^*)]$ for the proposed FL algorithm with SGD can be given by:

$$
\mathbb{E}[F(g_{\mu+1}) - F(g^*)] \leq \psi_1^\mu + \psi_2^\mu \mathbb{E}(F(g_\mu) - F(g^*)).
$$

where

$$
\psi_1^\mu = \frac{1}{2LK} \left( \sum_{i=1}^U K_i \zeta_{i,\mu}^1 - \sum_{i=1, i \neq i^*}^U p_i u \nu_{i,\mu}^1 - \sum_{i=1}^U K_i (1 - p_i) \left( \zeta_{i,\mu}^1 + \zeta_{i,\mu}^1 I_{\{E_{j,\mu} \leq \gamma\}} \right) \right),
$$

and

$$
\psi_2^\mu = \left( 1 - \frac{\theta}{L} + \frac{\theta}{LK} \left( \sum_{i=1}^U K_i \zeta_{i,\mu}^2 - \sum_{i=1, i \neq i^*}^U p_i u \nu_{i,\mu}^2 - \sum_{i=1}^U K_i (1 - p_i) \left( \zeta_{i,\mu}^2 + \zeta_{i,\mu}^2 I_{\{E_{j,\mu} \leq \gamma\}} \right) \right) \right).
$$

Proof. See Appendix B.

From Theorem 2, we can see that, in order to guarantee the convergence of the proposed FL with SGD, $\psi_2^\mu$ must be smaller than 1 (i.e., $\psi_2^\mu < 1$). Since $\psi_2^\mu$ depends on the predicted local FL models, the local FL model of user $i^*$, user selection probability $p_i$, and the training data sample selection probability $q_{i,k}$, we can adaptively adjust these parameters so as to guarantee the convergence of the proposed FL with SGD. For instance, we can adjust $p_i$ so as to maximize

$$
\left( \sum_{i=1}^U p_i u \nu_{i,\mu}^2 - \sum_{i=1}^U K_i (1 - p_i) \left( \zeta_{i,\mu}^2 + \zeta_{i,\mu}^2 I_{\{E_{j,\mu} \leq \gamma\}} \right) \right) \text{ hence decreasing } \psi_2^\mu.
$$

2) Implementation Analysis: With regards to the implementation of the proposed algorithm, the BS must: a) Determine the user selection policy, b) Use an optimization algorithm to find the optimal RB allocation for each user, and c) Use FNNs to predict the users’ local FL models. To determine the user selection policy, the BS requires $\|e_{i,\mu}\|$ of each user $i$ at each iteration $\mu$. Hence, each user must transmit $\|e_{i,\mu}\|$ to the BS at each iteration. Since $\|e_{i,\mu}\|$ is a scalar, the data size of which is much smaller than the data size of the local FL models that the users must transmit to the BS during each iteration. In consequence, we can ignore the overhead of each user transmitting $\|e_{i,\mu}\|$ to the BS. To use an optimization algorithm for optimizing RB allocation, the BS needs to calculate the total transmission delay $l_i^U (r_{i,\mu}) + l_i^D$ of each user $i$ over each RB. The BS can use channel estimation methods to learn the signal-to-interference-plus-noise ratio over each RB so as to calculate $l_i^U (r_{i,\mu}) + l_i^D$. To train the FNNs that are used for the predictions of users’ local FL models, the BS will use the local FL models that are transmitted from the users who have RBs. These local FL models are originally used for the update of the global FL model and, hence, the BS does not require any additional information for training FNNs.
3) Complexity Analysis: With regards to the complexity of the proposed algorithm, we first analyze the complexity of the interior-point method that is used to find the optimal RB allocation for each user. Let $L_O$ be the number of iterations until the interior-point method converges. The complexity of the interior-point method is $O(L_O UR)$ [27]. Therefore, the complexity of the interior-point method, which depends on both the number of RBs and users, is linear. The complexity of training FNNs depends on training data samples and number of users. Since FNNs are trained by the BS which has enough computational resource, the overhead of training FNNs can be ignored.

IV. SIMULATION RESULTS AND ANALYSIS

For our simulations, we consider a circular network area having a radius $r = 500\, \text{m}$ with one BS at its center servicing $U = 15$ uniformly distributed users. The FL algorithm is used for two learning tasks: a) the function fitting task where an FL algorithm is used for function approximation and b) the identification task where an FL algorithm is used to identify the handwritten digits from 0 to 9. For the identification task, each user trains an FNN using the MNIST dataset [28]. The size of neuron weight matrices are $784 \times 50$ and $50 \times 10$. The BS also implements an FNN for each user to predict its local FL model parameters. The FNNs are generated based on the MATLAB machine learning toolbox [29]. 1,000 handwritten digits are used to test the trained FL algorithms. The other parameters used in simulations are listed in Table I. For comparison purposes, we use two baselines: a) an FL algorithm that uses the proposed user association policy without the prediction of users’ local FL models at each given learning step and b) a standard FL algorithm in [20] that randomly determines user selection and resource allocation without using FNNs to estimate the local FL model parameters of each user at each given learning step. Hereinafter, the proposed FL refers to the proposed FL algorithm that uses stochastic gradient descent method to train the local FL models. The simulation results are averaged over a large number of independent runs.

In Fig. 2, we show an example of implementing FL for function approximation. In this example, FL is used to approximate the function $y = \sin (2\pi x)$ where $x \in [0, 1]$ is the FL input and $y$ is the FL output. 15 users jointly implemented the considered FL algorithms and each user has 12 training data samples. To perform this learning task, each user implements a function fitting neural network [30] based FL algorithm. In Fig. 2 the total training data samples are
TABLE I
SYSTEM PARAMETERS

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| α         | 2     | $N_0$     | -174 dBm/Hz |
| $P$       | 1 W   | $B$       | 1 MHz |
| $R$       | 5     | $B^D$     | 20 MHz |
| $N$       | 5     | $P_b$     | 1 W   |
| $N_{out}$ | 10    | $K_i$     | 500   |
| $N_{in}$  | 784   | $\gamma$ | 0.01  |
| $W$       | 5000  | $\gamma_R$ | 5     |

Fig. 2. An example of implementing FL for function approximation.

the training data samples of all users ($15 \times 12 = 180$). The optimal fitting function is the target function that the FL algorithm is approximating. From Fig. 2, we can see that the proposed FL algorithm approximates the optimal fitting function better than baselines a) and b). This is because the proposed FL algorithm uses a probabilistic user selection scheme to select the users
that transmit their local FL models to the BS at each FL iteration which improves the learning speed. Meanwhile, at each given learning step, the proposed FL algorithm uses FNNs to estimate the local FL models of the users that are not allocated any RBs for their local model parameter transmission so as to include more local FL models to generate the global FL model.

Fig. 3 shows an example of implementing the considered FL algorithms for the identification of handwritten digits from 0 to 9. In this figure, the blue digits that are displayed above the handwritten digits are the identification results of the proposed FL algorithm. The black digits that are displayed below the handwritten digits are the identification results of the standard FL algorithm. Meanwhile, the red digits in this figure represents the wrong identification results from all considered FL algorithms. From Fig. 3, we can see that, for a total of 36 handwritten digits, the proposed FL algorithm can correctly identify 33 digits while the standard FL algorithm can identify 30 digits. This is because, at each given learning step, the proposed FL algorithm can use FNNs to estimate users’ local FL model parameters. Hence, even though the number of RBs is limited, by employing our proposed FL algorithm, the BS can exploit all users’ local FL models to generate the global FL model and, thus improving FL performance.

In Fig. 4, we show how the FL identification accuracy changes as time elapses. From this figure, we can see that, as time elapses, the FL identification accuracy of all considered algorithms
increases. This is because the local FL models and the global FL model are trained by the users and the BS as time elapses. From Fig. 4(a), we can see that the proposed FL algorithm can reduce the number of iterations needed for convergence, by, respectively, up to 9% and 14% compared to baselines a) and b). The 9% gain stems from the fact that the proposed FL algorithm uses FNNs to estimate the local FL model parameters of the users that are not allocated any RBs for local FL model transmission at each given learning step. The 14% gain stems from the fact
that the proposed FL algorithm uses the proposed probabilistic user selection scheme to select the users for local FL model transmission and uses the ANNs to estimate the local FL model parameters of the users that do not RBs for local FL model transmission at each given learning step. From Fig. 4(b), we can see that the proposed algorithm converges faster than the proposed algorithm with full gradient descent. However, the proposed algorithm with full gradient descent can achieve better performance compared to the proposed algorithm. This is due to the fact that a full gradient descent method uses all training data samples to train the local FL models at each iteration while the SGD method uses a subset of training data samples to train the local FL models.

Fig. 5 shows how the accuracy of identifying handwritten digits changes as the number of users varies. In this figure, we can see that, as the number of users increases, the identification accuracy of all considered algorithms increases. This is because as the number of users increases, the number of data samples used for training FL increases. From Fig. 5, we can also see that, for a network with 15 users, the proposed FL algorithm can improve identification accuracy by up to 7% and 20%, respectively, compared to baselines a) and b). These gains stem from the fact that, in the proposed FL algorithm, a probabilistic user selection scheme is developed for user selection and local FL model transmission. Meanwhile, to include additional local FL models to generate the global FL model, at each given learning step, the proposed FL algorithm uses
ANNs to estimate the local FL model parameters of the users that are not allocated any RBs for local FL model transmission hence improving the identification accuracy. Fig. 5 also shows that, as the number of users increases, the gap between the identification accuracy resulting from the proposed FL algorithm and the baselines increases. This is because, for the considered baselines, as the number of users increases, the number of users that can transmit their local FL models to the BS remains the same due to the limited number of RBs. In contrast, the proposed FL algorithm can use FNNs to estimate the local FL models of the users that are not allocated any RBs for transmitting their local model parameters at each given learning step and, hence, include more local FL models to generate the global FL model.

In Fig. 6, we show how the convergence time changes as the number of training data samples varies. Fig. 6 shows that, as the number of training data samples increases, the convergence time of all considered FL algorithms increases. This is due to the fact that all of the considered FL algorithms use a stochastic gradient descent method to train their local FL models. Hence, as the number of training data samples increases, the various FL algorithms need to use more time to sample the local datasets. Fig. 6 also shows that, for a scenario in which each user has 200 training data samples, the proposed FL algorithm can reduce convergence time by up to 11% and 56%, compared to baselines a) and b). These gains stem from the fact the proposed FL algorithm uses ANNs to estimate the local FL models of the users that are
not allocated any RBs for transmitting their local model parameters at each given learning step, and uses probabilistic user selection scheme to determine the users that will transmit the local FL model parameters to the BS. In addition, the proposed algorithm optimizes RB allocation at each iteration.

Fig. 7 shows how the accuracy of handwritten digit identification changes as the number of training data samples varies. From Fig. 7, we can see that, as the number of training data samples increases from 200 to 800, the identification accuracy of all considered algorithms improves. This is because, as the number of training data samples increases, each user can use more data samples to train the local FL model and, hence, improving the performance of the FL algorithms. As the number of training data samples continues to increase, the identification accuracy of all considered algorithms improve slowly. This is because 800 training data samples may include all features of the MNIST dataset. Fig. 7 also shows that, as the number of training data samples increases, the gap between the identification accuracy resulting from the proposed FL algorithm and baseline a) decreases. This is due to the fact that, as the number of training data samples per user increases, each local FL model is trained by a dataset that contains all features of MNIST dataset, and, hence, the BS can use fewer local FL models to generate the global FL model.

V. CONCLUSION

In this paper, we have developed a novel framework that enables the implementation of FL over wireless networks. We have formulated an optimization problem that jointly considers
user selection and resource allocation for the minimization of the FL convergence time while optimizing the FL performance. To solve this problem, we have proposed a probabilistic user selection scheme that allows the users whose local FL models have large effects on the global FL model to associate with the BS with high probability. Given the user selection policy, the uplink RB allocation is determined. To further improve the FL convergence speed, we have studied the use of FNNs to estimate the local FL models of the users that are not allocated any RBs at each given learning step. Simulation results have shown that the proposed FL algorithm yields significant improvements in terms of convergence time compared to the standard FL algorithm.

APPENDIX

A. Proof of Theorem [1]

Since the loss function \( f(g_\mu, x_{ik}, y_{ik}) \) is strongly convex and twice-continuously differentiable, we have the following observations:

- **\( \nabla F(g_\mu) \)** is uniformly Lipschitz continuous with respect to \( g_\mu \) and, hence, we can find a positive constant \( L \), such that:

\[
\| \nabla F(g_{\mu+1}) - \nabla F(g_\mu) \| \leq L \| g_{\mu+1} - g_\mu \| ,
\]

where \( \| g_{\mu+1} - g_\mu \| \) is the norm of \( g_{\mu+1} - g_\mu \).

- **Since \( F(g) \)** is strongly convex, we have:

\[
F(g_{\mu+1}) \geq F(g_\mu) + (g_{\mu+1} - g_\mu)^T \nabla F(g_\mu) + \frac{\vartheta}{2} \| g_{\mu+1} - g_\mu \|^2.
\]

where \( \vartheta \) is a positive parameter. By minimizing both sides of (24) with respect to \( g_{\mu+1} \), we have

\[
F(g^*) \geq F(g_\mu) - \frac{1}{2\vartheta} \| \nabla F(g_\mu) \|^2.
\]

- **Since \( F(g) \)** is twice-continuously differentiable, we have:

\[
\vartheta I \preceq \nabla^2 F(g) \preceq LI.
\]

- We also assume that \( \| \nabla F_i(g_\mu) \|^2 \leq \zeta_{i,\mu}^1 + \zeta_{i,\mu}^2 \| F(g_\mu) \|^2 \) with \( \zeta_{i,\mu}^1 \geq 0 \) and \( \zeta_{i,\mu}^2 \geq 1 \). Using the second-order Taylor expansion, \( F(g_{\mu+1}) \) can be rewritten as follows:

\[
F(g_{\mu+1}) \leq F(g_\mu) + (g_{\mu+1} - g_\mu)^T \nabla F(g_\mu) + \frac{L}{2} \| g_{\mu+1} - g_\mu \|^2,
\]

\[
\leq F(g_\mu) + (g_{\mu+1} - g_\mu)^T \nabla F(g_\mu) + \frac{L}{2} \| g_{\mu+1} - g_\mu \|^2,
\]

(27)
where (a) stems from the fact that $\nabla^2 F(g) \preceq L I$. Based on (2) and (3), we have $g_{\mu+1} - g_{\mu} = \lambda (\nabla F(g_{\mu}) - e_{\mu})$ where $e_{\mu}$ is a gradient deviation caused by the users that do not transmit their local FL models to the BS at iteration $\mu$ and the prediction errors of the local FL models that are estimated by the BS at iteration $\mu$. In particular, $e_{\mu}$ can be expressed as:

$$e_{\mu} = \nabla F(g_{\mu}) - \frac{\sum_{i=1}^{U} K_{i} (1 - a_{i,\mu}) \left( \nabla F_{i}(g_{\mu}) + \nabla \hat{F}_{i}(g_{\mu}) \right) \mathbb{I}_{\{E_{i,\mu} \leq \gamma\}} + \sum_{i=1}^{U} K_{i} a_{i,\mu} \nabla F_{i}(g_{\mu})}{K},$$

where $\frac{1}{K} \sum_{i=1}^{U} K_{i} (1 - a_{i,\mu}) \left( \nabla F_{i}(g_{\mu}) + \nabla \hat{F}_{i}(g_{\mu}) \right) \mathbb{I}_{\{E_{i,\mu} \leq \gamma\}}$ is the sum of the gradients in the local FL models that are estimated by the BS while $\frac{1}{K} \sum_{i=1}^{U} K_{i} a_{i,\mu} \nabla F_{i}(g_{\mu})$ is the sum of the gradients in the local FL models that are transmitted from the users.

Let the learning rate $\lambda = \frac{1}{L}$. Based on (27), $\mathbb{E}[F(g_{\mu+1})]$ can be expressed by:

$$\mathbb{E}[F(g_{\mu+1})] \leq \mathbb{E}(F(g_{\mu})) - \frac{1}{L} \left( \| \nabla F(g_{\mu}) \|^2 - e_{\mu}^T \nabla F(g_{\mu}) \right) + \frac{1}{2L} \left( \| \nabla F(g_{\mu}) \|^2 - 2e_{\mu}^T \nabla F(g_{\mu}) + \| e_{\mu} \|^2 \right),$$

$$= \mathbb{E}(F(g_{\mu})) - \frac{1}{2L} \| \nabla F(g_{\mu}) \|^2 + \frac{1}{2L} \mathbb{E}(\| e_{\mu} \|^2).$$

Given (28), we have:

\[
\mathbb{E}(\| e_{\mu} \|^2) \\
\leq \mathbb{E} \left( \left\| \nabla F(g_{\mu}) - \frac{\sum_{i=1}^{U} K_{i} (1 - a_{i,\mu}) \left( \nabla F_{i}(g_{\mu}) + \nabla \hat{F}_{i}(g_{\mu}) \right) \mathbb{I}_{\{E_{i,\mu} \leq \gamma\}} + \sum_{i=1}^{U} K_{i} a_{i,\mu} \nabla F_{i}(g_{\mu})}{K} \right\|^2 \right),
\]

\[
= \mathbb{E} \left( \left\| \sum_{i=1}^{U} K_{i} (1 - a_{i,\mu}) \nabla F_{i}(g_{\mu}) - \sum_{i=1}^{U} K_{i} (1 - a_{i,\mu}) \left( \nabla F_{i}(g_{\mu}) + \nabla \hat{F}_{i}(g_{\mu}) \right) \mathbb{I}_{\{E_{i,\mu} \leq \gamma\}} \right\|^2 \right),
\]

\[
\leq \frac{1}{K} \sum_{i=1}^{U} K_{i} \mathbb{E}(1 - a_{i,\mu}) \| \nabla F_{i}(g_{\mu}) \|^2 \\
- \frac{1}{K} \sum_{i=1}^{U} K_{i} \mathbb{E}(1 - a_{i,\mu}) \left( \| \nabla F_{i}(g_{\mu}) \|^2 + \| \nabla \hat{F}_{i}(g_{\mu}) \|^2 \right) \mathbb{I}_{\{E_{i,\mu} \leq \gamma\}}.
\]
Since \( E(1 - a_{i,\mu}) = 1 - p_{i,\mu}, \quad \| \nabla F_i(g_{\mu}) \|^2 = \zeta_{i,\mu}^1 + \zeta_{i,\mu}^2 \| \nabla F(g_{\mu}) \|^2, \) and \( \| \nabla \hat{F}_i(g_{\mu}) \| = \zeta_{i,\mu}^1 + \zeta_{i,\mu}^2 \| \nabla F(g_{\mu}) \|. \) (30) can be rewritten by:

\[
E\left( \| e_\mu \|^2 \right) = \frac{1}{K} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^1 + \zeta_{i,\mu}^2 \| \nabla F(g_{\mu}) \|^2 \right)
- \frac{1}{K} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^1 + \zeta_{i,\mu}^2 \| \nabla F(g_{\mu}) \|^2 \right)
+ \frac{1}{K} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^2 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right) \| \nabla F(g_{\mu}) \|^2.
\]

(31)

Substitute (31) into (29), we have:

\[
E[F(g_{\mu+1})] \leq E(F(g_t)) + \frac{1}{2LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^1 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right)
- \frac{1}{2L} \left( 1 - \frac{1}{K} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^2 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right) \right) \| \nabla F(g_t) \|^2.
\]

(32)

Subtract \( E[F(g^*)] \) in both sides of (32), we have:

\[
E[F(g_{\mu+1}) - F(g^*)] \leq E(F(g_{\mu}) - F(g^*)) + \frac{1}{2LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^1 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right)
- \frac{1}{2L} \left( 1 - \frac{1}{K} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^2 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right) \right) \| \nabla F(g_t) \|^2.
\]

(33)

Given (25), (33) can be rewritten as follows:

\[
E[F(g_{\mu+1}) - F(g^*)] \leq \frac{1}{2LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^1 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right)
+ \left( 1 - \frac{\eta}{L} + \frac{\eta}{LK} \sum_{i=1}^U K_i (1 - p_{i,\mu}) \left( \zeta_{i,\mu}^2 - (\zeta_{i,\mu}^1 + \zeta_{i,\mu}^2) \mathbb{1}_{\{E_{j,\mu} \leq \gamma\}} \right) \right) E(F(g_{\mu}) - F(g^*)).
\]

(34)

This completes the proof.
B. Proof of Theorem 2

To prove Theorem 2, we only need to derive $\mathbb{E}(\|e^*\|^2)$ in (29). For the proposed FL algorithm with SGD, the gradient deviation $e^*_{\mu}$ caused by the users that do not transmit their local FL models and the SGD training method can be given by:

$$
e^*_{\mu} = \frac{-\sum_{i=1}^{U} (1 - a_{i,\mu}) K_i \left( \nabla F_i (g_{\mu}) + \nabla \hat{F}_i (g_{\mu}) \right) 1_{\{F_{j,\mu} \leq \gamma\}} - \sum_{i=1}^{U} a_{i,\mu} \nabla f_{ik}(g_{\mu}) - K^*_i \nabla F^*_i (g_{\mu})}{\sum_{i=1}^{U} K_i (1 - a_{i,\mu}) 1_{\{F_{j,\mu} \leq \gamma\}} + \sum_{i=1,i \neq i^*} a_{i,\mu} + K^*_i} + \nabla F(g_{\mu}),$$

$$-\sum_{i=1}^{U} (1 - a_{i,\mu}) K_i \left( \nabla F_i (g_{\mu}) + \nabla \hat{F}_i (g_{\mu}) \right) 1_{\{F_{j,\mu} \leq \gamma\}} - \sum_{i=1,i \neq i^*} a_{i,\mu} \nabla f_{ik}(g_{\mu}) - K^*_i \nabla F^*_i (g_{\mu}) \leq \frac{1}{K}$$

In (35), $\sum_{i=1,i \neq i^*} a_{i,\mu} \nabla f(\mu)$ is the sum of the local FL models that are transmitted from the users, except user $i^*$, that have RBs. Since the BS needs to use the local FL model parameters of user $i^*$ for the predictions of other users’ local FL models, user $i^*$’s local FL model must be trained by all of its collected data. Hence, $K^*_i \nabla F^*_i (g_{\mu})$ is the local model that is transmitted by user $i^*$. Given (35) and $\sum_{k=1}^{K_i} q_{ik} \| \nabla f_{ik}(g_{\mu}) \|^2 = \nu^1_{i,\mu} + \nu^2_{i,\mu} \| F(g_{\mu}) \|^2$, $\| e^*_{\mu} \|^2$ can be expressed by:

$$\| e^*_{\mu} \|^2 \leq \frac{1}{K} \sum_{i=1}^{U} K_i \| \nabla F_i (g_{\mu}) \|^2 - \frac{1}{K} \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) \left( \| \nabla F_i (g_{\mu}) \|^2 + \| \nabla \hat{F}_i (g_{\mu}) \|^2 \right) 1_{\{F_{j,\mu} \leq \gamma\}}$$

$$- \frac{1}{K} \sum_{i=1,i \neq i^*} p_{i,u} q_{ik} \| \nabla f_{ik}(g_{\mu}) \|^2 - \frac{K^*_i}{K} \| \nabla F_i (g_{\mu}) \|^2$$

$$= \frac{1}{K} \sum_{i=1}^{U} K_i \| \nabla F_i (g_{\mu}) \|^2 - \frac{1}{K} \sum_{i=1}^{U} p_{i,u} \sum_{k=1}^{K_i} q_{ik} \| \nabla f_{ik}(g_{\mu}) \|^2 - \frac{K^*_i}{K} \| \nabla F_i (g_{\mu}) \|^2$$

$$- \frac{1}{K} \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) \left( \zeta^1_{i,\mu} + \zeta^2_{i,\mu} \right) \nabla F(g_{\mu}) \| + \zeta^1_{i,\mu} + \zeta^2_{i,\mu} \| \nabla F(g_{\mu}) \|^2 \right) 1_{\{F_{j,\mu} \leq \gamma\}},$$

$$= \frac{1}{K} \left( \sum_{i=1}^{U} K_i \zeta^2_{i,\mu} - \sum_{i=1,i \neq i^*} p_{i,u} \nu^2_{i,\mu} - K^*_i \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) \left( \zeta^2_{i,\mu} + \zeta^1_{i,\mu} \right) 1_{\{F_{j,\mu} \leq \gamma\}} \right) \| \nabla F(g_{\mu}) \|^2$$

$$+ \frac{1}{K} \left( \sum_{i=1}^{U} K_i \zeta^1_{i,\mu} - \sum_{i=1,i \neq i^*} p_{i,u} \nu^1_{i,\mu} - \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) \left( \zeta^1_{i,\mu} + \zeta^1_{i,\mu} \right) 1_{\{F_{j,\mu} \leq \gamma\}} \right).$$
Based on (29) to (34), we have:

$$\psi_1 = \frac{1}{2LK} \left( \sum_{i=1}^{U} K_i \zeta_1^1 - \sum_{i=1, i \neq i^*}^{U} p_{i,u} \nu_{i,\mu}^1 - \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) (\zeta_{1,\mu}^1 + \zeta_{1,\mu}^1) \mathbb{I}_{\{E_{j,\mu} \leq \gamma\}} \right),$$

and

$$\psi_2 = \left( 1 - \frac{\nu}{L} \right) + \frac{\nu}{LK} \left( \sum_{i=1}^{U} K_i \zeta_2^2 - \sum_{i=1, i \neq i^*}^{U} p_{i,u} \nu_{i,\mu}^2 - \sum_{i=1}^{U} K_i (1 - p_{i,\mu}) (\zeta_{2,\mu}^2 + \zeta_{2,\mu}^2) \mathbb{I}_{\{E_{j,\mu} \leq \gamma\}} \right).$$

This completes the proof.
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