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ABSTRACT

3D human pose estimation is a key component of clinical monitoring systems. The clinical applicability of deep pose estimation models, however, is limited by their poor generalization under domain shifts along with their need for sufficient labeled training data. As a remedy, we present a novel domain adaptation method, adapting a model from a labeled source to a shifted unlabeled target domain. Our method comprises two complementary adaptation strategies based on prior knowledge about human anatomy. First, we guide the learning process in the target domain by constraining predictions to the space of anatomically plausible poses. To this end, we embed the prior knowledge into an anatomical loss function that penalizes asymmetric limb lengths, implausible bone lengths, and implausible joint angles. Second, we propose to filter pseudo labels for self-training according to their anatomical plausibility and incorporate the concept into the Mean Teacher paradigm. We unify both strategies in a point cloud-based framework applicable to unsupervised and source-free domain adaptation. Evaluation is performed for in-bed pose estimation under two adaptation scenarios, using the public SLP dataset and a newly created dataset. Our method consistently outperforms various state-of-the-art domain adaptation methods, surpasses the baseline model by 31%/66%, and reduces the domain gap by 65%/82%. Source code is available at https://github.com/multimodallearning/da-3dhpe-anatomy.

1. Introduction

3D human pose estimation is a fundamental problem in computer vision and the basis for various higher-level tasks, such as posture recognition (Liu et al., 2020) and action recognition (Song et al., 2021). These tasks, in turn, open up a wide range of applications in the field of human-computer interaction, which are in high demand in the automotive or gaming sectors, for instance (Chen et al., 2020). The healthcare sector can also benefit from automatic pose estimation as pose-based assistance and monitoring systems promise to relieve clinical staff and improve patient safety and care. On the one hand, tracking the 3D joint positions of clinicians enables automated documentation, analysis, and optimization of clinical workflows (Mascagni and Padoy, 2021) [Rodrigues et al., 2022]. On the other hand, in-bed pose estimation, the application focus of this work, offers great potential for automatic patient monitoring: A pose-driven monitoring system could analyze movements (Chen et al., 2018), detect potentially critical events (Jähne-Raden et al., 2019), diagnose pathological movement patterns (Cunha et al., 2016), and prevent pressure ulcers (Ostadabbas et al., 2012).

In recent years, deep learning has substantially advanced the state of the art in general and clinical human pose estimation (Chen et al., 2020), making the deployment of the above systems more tangible. Nonetheless, several challenges remain, particularly in the clinical setting. First, data privacy and highly variable lighting conditions, including complete darkness, preclude the use of standard color images. As a remedy, we advocate the use of 3D point cloud data. Point clouds are not only anonymity-preserving (Silas et al., 2015) and insensitive to lighting conditions but also inherently preserve the 3D structure of the scene, making them a natural modality for 3D pose estimation. Second, the performance of deep learning-based methods strongly depends on access to large-scale labeled datasets (Ionescu et al., 2013). The annotation of 3D poses, however, is generally laborious and even more involved in clinical settings: Data access is often restricted, and accurate annotations under severe occlusions, e.g., caused by blankets in the case of patient monitoring, are only feasible under the controlled con-
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Fig. 1. Visualization of two domain shifts for point cloud-based in-bed pose estimation and their impact on model performance. We show input point clouds from the source domain and two different target domains (colors encode the depth in z-direction) alongside the ground truth poses in black, the predictions by a source-trained baseline model in red, and the predictions by our adaptation method in green. While the in-domain prediction of the baseline model is close to perfect, the predictions on the shifted domains are anatomically implausible and highly inaccurate (in terms of the mean per joint position error MPJPE). Adaptation with our anatomy-guided method substantially improves the accuracy and plausibility of the pose estimates.

...conditions of a lab study (Liu et al., 2022a). Therefore, it is crucial to take full advantage of existing datasets (Liu et al., 2022a; Sri- vastav et al., 2018) as a training resource across diverse target domains. However, this is hampered by the poor generalization of deep models under domain shifts, resulting in severe performance drops when deploying a model in a shifted domain (Wang et al., 2021b). In the clinical setting, such shifts can be due to varying room setups/environments in different hospitals/countries or changing visibility conditions (no blanket, blanket), as visualized in Fig. 1. While supervised fine-tuning on shifted data could alleviate the problem, it is often not viable solution given the high annotation costs. Instead, it is desirable to adapt a model from a labeled source to an unlabeled target domain in an unsupervised fashion. This can be realized by domain adaptation (DA) (Wang and Deng, 2018), the methodological focus of this work.

Classical unsupervised domain adaptation (UDA) methods approach the problem by jointly accessing data from both domains. Given the importance of data protection in the medical sector, however, this cannot always be guaranteed. Instead, it is a realistic scenario that the provider of a pose estimation model and its end-user are not able or willing to exchange their data. Consequently, the end-user needs to adapt the provided pretrained source model to the target domain without accessing the source data, denoted as source-free domain adaptation (SFDA) (Kundu et al., 2020). With this in mind, it is desirable to have a universal DA method applicable to both UDA and SFDA as needed.

A popular branch of DA methods couples the supervised learning on labeled source data with the alignment of the distributions of source and target features, realized by discrepancy minimization (Tzeng et al., 2014) or adversarial learning (Ganin and Lempitsky, 2015; Tzeng et al., 2017). The learned target features, however, are not explicitly optimized for the actual task, and domain invariance does not guarantee task relevance. This problem can be addressed by performing the adaptation in the output space of the target domain, implemented by adversarial optimization (Tsai et al., 2018; Yang et al., 2018) and direct supervision with pseudo labels (Mu et al., 2020; Yang et al., 2021) in prior work. However, adversarial optimization is complex and unstable, and pseudo labels are noisy and can thus misguide the learning process. As an additional downside, adversarial methods are not applicable to SFDA since they require simultaneous access to both domains.

We propose to overcome these problems by guiding the adaptation process with the aid of prior knowledge about human anatomy. Such prior knowledge contains valuable information about the expected pose distribution in the output space, which can be vastly restricted by excluding anatomically implausible poses that cannot be taken by a human. Notably, the prior knowledge is domain-independent and thus invariant under the domain shifts discussed above. We propose two different strategies to exploit this knowledge (see Fig. 2 for an overview). First, we directly supervise predictions in the target domain by explicitly constraining them to the space of anatomically plausible poses. To this end, we derive three anatomical loss functions that penalize predictions with asymmetric limb lengths, implausible bone lengths, and implausible joint angles. Second, we filter noisy pseudo labels for self-training according to their anatomical plausibility, measured with our anatomical loss functions. Concretely, we incorporate this technique in the Mean Teacher paradigm (French et al., 2018; Tarvainen and Valpola, 2017), where pseudo labels from the teacher are only used for supervision if they are more plausible than the current prediction of the learning student model. We unify these two strategies in a point cloud-based framework. It performs output adaptation without intricate adversarial optimization and mitigates noisy supervision through anatomical guidance. Moreover, it does not require simultaneous access to source and target domain and is thus applicable to both UDA and SFDA.

In summary, the main contributions of this work are:

1. We introduce an anatomy-guided domain adaptation method for point cloud-based 3D human pose estimation, including two complementary adaptation strategies based on prior anatomical knowledge.
2. We derive an anatomical loss function that constrains pose predictions in the target domain to the space of plausible poses by penalizing asymmetric limb lengths, implausible bone lengths, and implausible joint angles.
3. We propose to filter pseudo labels based on their anatomical plausibility and incorporate the concept into the Mean Teacher paradigm.

4. We demonstrate the efficacy of our method in the context of in-bed pose estimation for both UDA and SFDA under two different scenarios: the adaptation between the different environments of two datasets—the public SLP dataset (Liu and Ostadabbas, 2019; Liu et al., 2022a) and a newly created dataset—and from uncovered to covered patients. Under all settings, our method is superior to a comprehensive set of state-of-the-art domain adaptation methods, which we adapted to the given problem.

A preliminary conference version of this work appeared at MIDL 2022 (Bigalke et al., 2022a). In this journal version, we extend this work as follows: 1) We substantially extend the discussion of related works. 2) We give a more detailed description of the method and derive the anatomical loss function from a constrained optimization problem. 3) Extending the method, we use the anatomical loss not only for direct supervision but propose to use it as a criterion for filtering pseudo labels. 4) We formalize anatomy-constrained optimization and anatomy-guided filtering of pseudo labels in a unified framework applicable to UDA and SFDA. 5) We perform extensive additional experiments, demonstrating the efficacy of our method under a second adaptation scenario (using our recently captured dataset) and in the challenging SFDA setting.

2. Related work

2.1. Human pose estimation

2D and 3D human pose estimation from regular 2D grid data is a widely studied problem, with most works focusing on RGB (Sun et al., 2019a; Xiao et al., 2018) and depth images (Haque et al., 2016; Moon et al., 2018) as the input modalities. Since our work treats point cloud-based pose estimation (see Sec. 2.2), we refer the reader to Chen et al. (2020) for a comprehensive survey of grid-based methods and summarize works with clinical applications. The first line of such works addresses pose estimation of clinical staff in the operating room. While early methods rely on multi-view RGB (Belagiannis et al., 2016) and RGB-depth (Kadkhodamohammad et al., 2017) images, more recent methods exploit multi-view (Hansen et al., 2019) and low-resolution (Srivastav et al., 2019) depth images to prevent privacy concerns by clinicians and patients. Another stream of methods treats in-bed patient pose estimation. Besides compliance with data protection, the primary challenge in this task consists of severe occlusions by blankets. Multiple works aim to see under the blanket with the help of suitable sensors. Liu and Ostadabbas (2019) estimate 2D poses from thermal images, and Casas et al. (2019), Davoodnia et al. (2021) use pressure maps to estimate 3D and 2D poses, respectively. Alternatively, several methods learn to predict the pose and shape parameters of a human mesh model (Loper et al., 2015) under blanket occlusions by fusing multiple modalities, including thermal, pressure, depth, and RGB images (Karanam et al., 2020; Yang et al., 2020; Yin et al., 2022). However, all the above methods require ground truth annotations under the blanket, which are difficult to obtain in a real-world application. As a remedy, Achilles et al. (2016), Clever et al. (2020), 2022 train their models on synthetic depth or pressure maps of covered patients, and Alham et al. (2022), Chi et al. (2022) perform domain adaptation from labeled uncovered to unlabeled covered subjects based on thermal images (see Sec. 2.3).

2.2. Point cloud-based pose estimation

Compared to all the above modalities, point clouds stand out by inherently preserving the 3D structure of the scene. Their unstructured nature, however, prevents the use of standard convolutions, complicating the processing with deep neural networks. The pioneering PointNet (Qi et al., 2017a) addressed the issue by extracting point-wise spatial representations, which are aggregated by max-pooling. To capture local geometric structures, various follow-up works proposed hierarchical grouping (Qi et al., 2017b) and generic convolutions (Li et al., 2018; Liu et al., 2019; Wang et al., 2019; Wu et al., 2019; Xu et al., 2021) applicable to unstructured data.

Prior works on point cloud-based keypoint estimation primarily focus on hand pose estimation. The Hand PointNet (Ge et al., 2018a) employs the PointNet++ (Qi et al., 2017b) architecture for direct regression of the joint coordinates, followed by a refinement network for the fingertips. In another work, Ge et al. (2018b) extend PointNet++ to a stacked hourglass architecture (Newell et al., 2016) and estimate joint coordinates by combined regression of heatmaps and offset vectors. Li and Lee (2019) regress separate pose estimates from the representations of each input point, which are aggregated in a final estimate. Hermes et al. (2022) reduce the complexity of the regression problem by predicting joint coordinates as the weighted sum over the input points, complemented by a set of support points. In our work, we employ the Dynamic Graph CNN (DGCNN) by Wang et al. (2019) as the backbone architecture and formulate human pose regression similar to Hermes et al. (2022).

2.3. Domain Adaptation

Classical UDA assumes joint access to a labeled source and a shifted unlabeled target domain. We broadly classify UDA methods according to the level where the adaptation is performed: the input level, the feature level, and the output level. The idea of input-level adaptation (Hoffman et al., 2018; Li et al., 2019; Murez et al., 2018) is to align the image styles or pixel-level distributions of source and target data through image-to-image translation modules like CycleGAN (Zhu et al., 2017) or CUT (Park et al., 2020). By contrast, feature-level adaptation aims at aligning intermediate feature distributions from the source and target domain. This was realized by minimizing explicit distance measures between both distributions (Rozantsev et al., 2018; Sun et al., 2016; Tzeng et al., 2014), by adversarial learning with a domain discriminator (Ganin and Lempitsky, 2015; Tzeng et al., 2017; Saito et al., 2019), and by simultaneously learning an auxiliary self-supervised task in both domains (Bousmalis et al., 2016; Ghifary et al., 2016; Sun et al., 2019b). Finally, Luo et al. (2019), Tsai et al. (2018) proposed to align source and target distributions in the output.
space by training the entire task network in an adversarial manner against a discriminator.

An alternative technique for output-level adaptation is self-training with pseudo labels (Zou et al., 2018). The basic idea is to alternately generate pseudo labels on unlabeled target data with the current model and to re-train the model using these labels. A specific form of self-training is the Mean Teacher paradigm (Tarvainen and Valpola, 2017), where pseudo labels are continuously generated by a teacher model, whose weights are given as the exponential moving average of the weights of the learning student network. Initially introduced for semi-supervised classification, the concept was transferred to domain adaptation by French et al. (2018) and subsequently adapted to diverse tasks, including object detection (Cai et al., 2019), medical image segmentation (Li et al., 2020), and medical registration (Bigalke et al., 2022b). However, pseudo labels are typically noisy, which can hamper the adaptation process. Therefore, multiple works guide the supervision with pseudo labels through uncertainty estimates, computed by Monte Carlo Dropout (Wang et al., 2020, 2021c), Yu et al. (2019), as the predictive variance under input perturbations (Zhou et al., 2022) and among different network heads (Zheng et al., 2020, Zheng and Yang, 2021), and as the reconstruction error of a denoising autoencoder (Adiga Vasudeva et al., 2022).

Unlike UDA, SFDA aims to adapt a pre-trained source model to the target domain without accessing source data. Thus, the explicit alignment of both domains is no longer feasible. To overcome this problem, Kurmi et al. (2021), Liu et al. (2021b) generate synthetic source data by exploiting the pre-trained source model. In a different approach, the source model is directly adapted to the target domain by entropy minimization (Wang et al., 2021a), entropy minimization guided by shape priors (Bateson et al., 2020), and information maximization (Li et al., 2020). Similar to UDA, self-training with reliable (Kundu et al., 2021) or denoised (Chen et al., 2021) pseudo labels and the Mean Teacher (Hegde et al., 2021, Wang et al., 2022) were also deployed in source-free settings. Another line of works achieved SFDA by progressively adapting the statistics of the BatchNorm layers to the target domain (Klingner et al., 2022, Liu et al., 2021a, Zhang et al., 2022).

2.4. Point cloud-based domain adaptation

The vast majority of point cloud-based DA methods perform feature-level adaptation through self-supervision and mainly differ by the pretext tasks. The proposed tasks include the reconstruction of a deformed point cloud (Achituve et al., 2021), solving 3D puzzles (Alliegrò et al., 2021), and learning the implicit function that represents the underlying shape model (Shen et al., 2022). Some works suggested multi-level self-supervised learning at global and local scales (Fan et al., 2022, Zou et al., 2021): global tasks are scale and rotation prediction, while local tasks consist in the reconstruction of local areas and the localization of local distortions. Besides self-supervised DA, Qin et al. (2019) proposed multi-level alignment of local and global features, and Cardace et al. (2021) introduced a point cloud-specific self-training strategy with pseudo label refinement.

2.5. Domain adaptive pose estimation

Many of the introduced concepts for domain adaptation were adapted to general human/animal pose estimation and clinical human pose estimation. Martínez-González et al. (2018) performed adversarial feature alignment for 2D human pose estimation from depth maps. Liu et al. (2022c) proposed semantically aware feature alignment coupled with a skeleton-aware pose refinement module for 3D human pose estimation from RGB images. Yang et al. (2018) addressed the same task through adversarial output adaptation. Cao et al. (2019), Li and Lee (2021), Mu et al. (2020) suggested different forms of self-training for 2D animal pose estimation. Kim et al. (2022) proposed a multi-level adaptation method for 2D human pose estimation, comprising style transfer at the input level and self-training with the Mean Teacher at the output level. In the clinical context, Srivastav et al. (2022) presented a self-training framework with domain-specific normalization layers (Chang et al., 2019) for 2D clinician pose estimation and instance segmentation in the operating room. Two multi-level adaptation strategies for 2D in-bed pose estimation, adapting from uncovered to covered patients on thermal images, were presented by Alham et al. (2022), Chi et al. (2022). The authors combined image-to-image translation at the input level with extreme augmentations and knowledge distillation (Alham et al., 2022) and with adversarial feature alignment and self-training (Chi et al., 2022), respectively.

Compared to all discussed works, our method includes three essential methodical novelties. First, it is the first approach to domain adaptive human pose estimation from 3D point clouds. Second, unlike guiding self-training with pseudo labels through uncertainty estimates, we filter pseudo labels based on plausibility constraints derived from prior knowledge about the output space distribution. Third, unlike adversarial and self-training-based output adaptation, we perform output space adaptation through anatomy-constrained optimization, realized by embedding anatomical constraints into a loss function. The latter contribution is technically related to constrained optimization for medical image segmentation, introduced by Kervadec et al. (2019) for weakly-supervised learning and adapted to domain adaptation by Bateson et al. (2021). However, their proposed constraints on the sizes of target structures do not apply to human pose estimation, which requires specifically tailored constraints on the human skeleton graph. Few works used such anatomical losses for 3D human pose estimation. A geometric constraint on the ratio of bone lengths was proposed by Zhang et al. (2020), Zhou et al. (2017) to regularize supervised learning with weak 2D pose ground truth. Moreover, Cao and Zhao (2020), Sun et al. (2017) introduced bone and symmetry losses as additional penalties in a fully supervised setting, where accurate ground truth poses, including precise bone lengths, are available. These scenarios are substantially different from our unsupervised setting, where the anatomical loss functions are the only source of supervision on unlabeled target data and are derived from weaker constraints.
3. Methods

3.1. Problem setup and notation

Point cloud-based 3D human pose estimation aims at predicting the 3D positions of $K$ human joints of interest, $Y \in \mathbb{R}^{K \times 3}$, from a 3D input point cloud $X \in \mathbb{R}^{N \times 3}$. We address the task in a domain adaptation setting, where training data consists of a labeled source dataset $S = \{(X_i, Y_i)\}_{i=1}^{|S|}$ and a shifted unlabeled target dataset $T = \{X_i\}_{i=1}^{|T|}$. The goal is to learn a function $f$ with parameters $\theta_f$ that predicts human poses as $\hat{Y} = f(X; \theta_f)$ and achieves optimal performance on target data at test time. We aim to solve the problem both in the UDA and SFDA setting. UDA assumes simultaneous access to source and target data. In SFDA, by contrast, source and target data are only accessible in successive stages. The model is initially trained on source data and subsequently adapted to unlabeled target data without access to source data.

Notation. For a human pose $Y$, we indicate individual joints as $Y_i \in \mathbb{R}^3$ and treat them as the nodes of a skeleton graph. We denote $B = \{b_i\}_{i=1}^N$ as the set of all bone vectors $b_i \in \mathbb{R}^3$ that connect two joints in the skeleton graph, and $b_{ij}$ indicates the $i$-th bone vector of the indexed pose $Y_i$. We further indicate $B_i \subset B$ as the subset of $N_i$ bones $b_i$ of the left body side that have a counterpart $b_{ij} \in B_j$ on the right body side. Finally, we term $B_i \subset \{b_i, b_j\}$ as the set of all $N_i$ pairs of bone vectors that are connected by a joint and define $I_i = \{i, j\}$ as the corresponding set of indices.

3.2. Overview

An overview of our proposed method to solve the above problem is shown in Fig. 2. While supervised learning on labeled source data is performed by minimizing the task loss

$$L_{\text{task}}(\theta_f; S) = \frac{1}{|S|} \sum_s \frac{1}{K} \| Y_s - \hat{Y}_s \|_1$$

we aim to bridge the domain gap by exploiting domain-invariant prior knowledge about human anatomy. To this end, we introduce two complementary anatomy-based training strategies that guide the learning process in the unlabeled target domain. On the one hand, we directly embed the prior knowledge into an anatomical loss function ($L_{\text{anat}}$) to penalize anatomically implausible predictions. We derive the loss from an anatomically constrained optimization problem in Sec. 3.3. On the other hand, we leverage prior anatomical knowledge to filter pseudo labels for self-training with the Mean Teacher, realized by $L_{\text{con}}$ (see Sec. 3.4 for details).

3.3. Anatomy-constrained optimization

We start our discussion for UDA. Our goal is to guide the learning on unlabeled target data by constraining predictions to the space of anatomically plausible poses. To this end, we formulate network training as the constrained optimization problem

$$\min_{\theta_f} L_{\text{task}}(\theta_f; S)$$

subject to $\hat{Y}_i$ is a plausible human pose $t = 1, ..., |T|$.

At this stage, the essential question is how to formalize the plausibility constraint. Given the high complexity of the human pose space, we approximate it by means of explicit prior knowledge about human anatomy. Specifically, we combine three simpler constraints on the human skeleton graph that are strong indicators for the plausibility of a pose:

- **Symmetric limbs:** Corresponding limb pairs $(b_i^1, b_i^2)$ of the human body typically have roughly equal lengths, with a deviation $\|b_i^1\|_2 - \|b_i^2\|_2 < \delta_i$ smaller than a limb-specific tolerance $\delta_i$. We set $\delta_i = 0$ by default but retain the option for an adjustment when dealing with pathologically asymmetric limbs.

- **Plausible bone lengths:** The lengths of human bones $b_i$ are constrained by bone-specific upper and lower bounds $u_i^0$ and $l_i$, i.e., $l_i \leq \|b_i\|_2 \leq u_i^0$. Precise values for $u_i^0$ and $l_i$ can be looked up in an anatomical textbook or inferred from the statistics of the training set.

- **Plausible joint angles:** Human joints cannot freely rotate in 3D space but the range of angles that can be taken is limited. More formally, the normalized dot product of two connected bone vectors $(b_i, b_j) \in B_i$ is constrained by joint-specific upper and lower bounds $u_{ij}$ and $l_{ij}$, i.e., $l_{ij} \leq (b_i, b_j) \leq u_{ij}$. Again, the precise determination of upper and lower bounds can be based on an anatomical textbook or the statistics of the training set.

Altogether, this yields the novel optimization problem

$$\min_{\theta_f} L_{\text{task}}(\theta_f; S)$$

subject to

$$-\delta_i < \|b_i^1\|_2 - \|b_i^2\|_2 < \delta_i \quad i = 1, ..., N_i; t = 1, ..., |T|$$

$$l_i \leq \|b_i\|_2 \leq u_i^0 \quad i = 1, ..., N_i; t = 1, ..., |T|$$

$$l_{ij} \leq \frac{b_{ij}}{\|b_{ij}\|_2} \cdot \frac{b_{ij}}{\|b_{ij}\|_2} \leq u_{ij} \quad \forall (i, j) \in I_i; t = 1, ..., |T|$$

As discussed in prior work (Bateson et al., 2021; Kervadec et al., 2019), a known method to solve such a problem requires the minimization of the Lagrangian dual (Bertsekas, 1997). However, this technique becomes unstable and computationally intractable when deep neural networks are involved. Alternatively, the problem can be approximated by relaxing the hard constraints to soft constraints in the form of differentiable loss functions that augment the original objective and penalize violations of the constraints. To implement this, we define the base penalty function

$$\ell(x; l, u) = \begin{cases} |x - l| & x < l \\ |x - u| & x > u \\ 0 & l < x < u \end{cases}$$

which outputs 0 if the input $x$ lies inside the lower and upper bounds and penalizes inputs outside this range with a linear L1 loss. We also experimented with a quadratic penalty, which performed slightly worse (Sec. 5.1.1). Given a human pose $Y$,
the violation of our anatomical constraints is then penalized by the loss functions:

\begin{align*}
\mathcal{L}_{\text{sym}}(Y) &= \frac{1}{N_{\text{t}}} \sum_{i=1}^{N_{\text{t}}} \ell \left( \left\| b_i \right\|_2, \left\| \hat{b}_i \right\|_2, -\delta_i, \hat{\delta}_i \right) \\
\mathcal{L}_{\text{length}}(Y) &= \frac{1}{N_{\beta}} \sum_{i=1}^{N_{\beta}} \ell \left( \left\| b_i \right\|_2, \tilde{r}_i, \tilde{u}_i \right) \\
\mathcal{L}_{\text{angle}}(Y) &= \frac{1}{N_{\ell}} \sum_{(i,j) \in I_t} \ell \left( \frac{b_i}{\left\| b_i \right\|_2}, \frac{b_j}{\left\| b_j \right\|_2}, \tilde{r}_{ij}, \tilde{u}_{ij} \right)
\end{align*}

This enables us to replace the constrained optimization problem in Eq. (3) by the standard minimization of the joint loss function

\[ \mathcal{L}(\theta_f; S, T) = \mathcal{L}_{\text{task}}(\theta_f; S) + \lambda_1 \mathcal{L}_{\text{anat}}(\theta_f; T) \]  

(6)

with the anatomical loss

\[ \mathcal{L}_{\text{anat}}(\theta_f, T) = \frac{1}{|T|} \sum_{t} \left[ \mathcal{L}_{\text{sym}}(Y_t) + \mathcal{L}_{\text{length}}(Y_t) + \mathcal{L}_{\text{angle}}(Y_t) \right] \]  

(7)

and the weighting factor \( \lambda_1 \). Individual weighting factors for each loss were explored but did not yield an improvement.

3.3.1. Optimization and SFDA

Since \( \mathcal{L}_{\text{task}}(S) \) and \( \mathcal{L}_{\text{anat}}(T) \) each only depend on a single domain, the above method is technically also applicable to SFDA by separately minimizing the two losses in successive stages.
combination with pseudo labels provided by the Mean Teacher (French et al. 2018). In the following Sec. 3.4, we formalize the Mean Teacher framework in the context of our problem and extend the standard version by filtering the provided pseudo labels according to their anatomical plausibility.

3.4. Self-training with the Mean Teacher

The Mean Teacher framework (French et al. 2018; Tarvainen and Valpola 2017) extends the learning model \( f \), from now on denoted as the student model, by a second so-called teacher model \( f' \) with identical architecture. Unlike the student model, the weights of the teacher \( \theta_f' \) are not optimized by gradient descent but given as the exponential moving average (EMA) of the student’s weights, updated as

\[
\theta_{f,i} = \mu \theta_{f,i-1} + (1 - \mu) \theta_{f,i}
\]

at iteration \( i \) with momentum \( \mu \). Thus, the teacher can be seen as a temporal ensemble of the student and is therefore expected to provide—on average—more stable and accurate predictions than the student. The essential idea of the framework is to leverage this superiority of the teacher by supervising student predictions on unlabeled target data with pseudo labels provided by the teacher. This is implemented by a consistency loss

\[
L_{\text{con}}(\theta_f; \theta_f', T) = \frac{1}{|T|} \sum_{i \in T} \frac{1}{K} \| \hat{Y}_i - \hat{Y}'_i \|_1 \tag{9}
\]

encouraging predictions \( \hat{Y}_i = f'(X_i; \theta_f') \) by the teacher and \( \hat{Y}_i = f(X_i; \theta_f) \) by the student to be consistent. To prevent trivial solutions and vanishing gradients, teacher and student operate on different augmentations of the same input sample that are reversed in the output space to align the predicted poses. In our point cloud-based framework, augmentations consist of random global translation, rotation, and subsampling of input points.

3.4.1. Anatomy-guided filtering of pseudo labels

For the consistency loss to efficiently guide the learning process on target data, predictions by the teacher should be more accurate than those of the student. While this is expected on average, there will be samples where the teacher prediction is inferior to the student prediction. In such cases, the consistency loss in Eq. (9) drives the student towards a worse solution and thus hampers the learning process. Instead, we would ideally filter the pseudo labels provided by the teacher and only use those labels for supervision that are more accurate than the current predictions of the student. Since accuracy itself can obviously not be measured in the absence of ground truth, another criterion for filtering pseudo labels is needed.

We propose to filter pseudo labels based on their anatomical plausibility. Specifically, we argue that anatomically plausible poses are more likely to be correct than implausible poses. Consequently, we assess pseudo labels by the teacher and predictions by the student by measuring their plausibility with our three anatomical loss functions in Eq. (5). Given the comparisons of the three loss functions, we use only those pseudo labels for supervision, for which at least two out of three anatomical losses indicate a higher plausibility (smaller value) than for the corresponding student predictions. Note that we could alternatively select pseudo labels by comparing the sum of all three losses \( L_{\text{anat}} \) or just a single loss, but the above criterion gave the best results in the ablation study (Sec. 5.1.2).

To formalize the approach, we define the boolean function \( \mathbb{1}(\text{condition}) \), which is equal to 1 if the condition is fulfilled and 0 otherwise. Given teacher and student predictions \( \hat{Y}' \) and \( \hat{Y} \), we then define the function

\[
h(\hat{Y}', \hat{Y}) = \mathbb{1}\left( \left( \mathbb{1}\left( L_{\text{sym}}(\hat{Y}') < L_{\text{sym}}(\hat{Y}) \right) + \mathbb{1}\left( L_{\text{length}}(\hat{Y}') < L_{\text{length}}(\hat{Y}) \right) + \mathbb{1}\left( L_{\text{angle}}(\hat{Y}') < L_{\text{angle}}(\hat{Y}) \right) \right) \geq 2 \right)
\]

which outputs 1 if our criterion affirms the use of the teacher prediction for supervision and 0 otherwise. We finally reformulate the consistency loss from Eq. (9) as

\[
L_{\text{con}}(\theta_f; \theta_f', T) = \frac{1}{|T|} \sum_{i \in T} \frac{1}{K} h(\hat{Y}', \hat{Y}) \cdot \| \hat{Y}_i - \hat{Y}'_i \|_1 \tag{10}
\]

Taking altogether, we integrate this consistency loss into our previous objective function from Eq. (6). To perform UDA, we thus minimize

\[
L(\theta_f; \theta_f', S, T) = L_{\text{task}}(\theta_f; S) + \lambda_1 L_{\text{anat}}(\theta_f; T) + \lambda_2 L_{\text{con}}(\theta_f; \theta_f', T) \tag{11}
\]

Here, \( \lambda = \exp(-5(1 - \min(\tau/T, 1)^2)) \) depends on the current epoch \( \tau \) and continually increases from 0 to 1 during the first \( T \) epochs, as suggested by Tarvainen and Valpola (2017), while \( \lambda_2 \) is a fixed weighting factor. Time dependency is needed to suppress noisy gradients from \( L_{\text{con}} \) and \( L_{\text{anat}} \) at early epochs when the weights of the student and the teacher model are still close to initialization.

For SFDA, we adapt the model pre-trained on source data by minimizing

\[
L(\theta_f; \theta_f', T) = \lambda_1 L_{\text{anat}}(\theta_f; T) + \lambda_2 L_{\text{con}}(\theta_f; \theta_f', T) \tag{12}
\]

Time-dependent weighting is not required because pre-training avoids noisy gradients. Note that, for SFDA, the student and the teacher are initialized with the same weights of the pre-trained source model. This is in contrast to the initialization with different random weights in UDA. Furthermore, related to our discussion in Sec. 3.3.1 we found it beneficial to minimize the loss in Eq. (13) just with respect to the weights of the feature extractor of \( f \) while freezing the network heads. This reduces the risk of the model forgetting source knowledge, which is constantly present when dealing with SFDA.

3.5. Point cloud-based 3D pose estimation

While our formulation is agnostic to the specific implementation of the function \( f \), we realize point cloud-based 3D pose estimation as follows. Given an input point cloud \( X \in \mathbb{R}^{N \times 3} \), we estimate the associated 3D pose \( \hat{Y} \in \mathbb{R}^{K \times 3} \) as the weighted
4. Experimental setup

4.1. Datasets

We evaluate our method for the use case of in-bed patient monitoring, using two in-bed human pose datasets: the public SLP dataset (Liu and Ostadabbas, 2019; Liu et al., 2022a) and an in-house dataset denoted as MVIBP (multi-view in-bed pose) dataset.

SLP. The SLP dataset comprises single-view depth frames of 109 subjects, captured with a Kinect v2 mounted centrally above the bed. Each subject takes 45 arbitrary resting poses, evenly distributed across supine and lateral (left, right) positions. For each pose, the subjects do not move until three frames with varying cover conditions (no cover, thin cover ~1 mm, thick cover ~3 mm) are captured. That way, pose annotations for frames without a cover are also valid for frames with cover. While the original dataset includes 2D joints, Clever et al. (2015) provided the 24 joints of the SMPL model (Loper et al., 2015) as 3D ground truth for the first 102 subjects. We restrict our experiments to these subjects. The first 70 subjects are used for training, subjects 71-80 for validation, and subjects 81-102 for testing. As pre-processing, we transformed depth frames to point clouds using the internal camera parameters and removed all points outside a predefined box around the bed.

MVIBP. The MVIBP dataset comprises multi-view depth frames of 13 subjects captured by three synchronized Azure Kinect cameras on the left and right sides and at the foot of the bed. We recorded video data of the subjects, which were asked to freely move while staying in either supine, left, or right position[1]. Subjects remained permanently uncovered, but—contrary to the SLP dataset—we occasionally bedded them on a small or large pillow. To further simulate a clinically realistic scenario, we used positioning aids, and subjects sometimes wore a respiratory mask (not used for active ventilation). Given the video data, we extracted discrete frames at fixed time intervals. After removing visually similar frames, we processed the remaining ones in four steps. First, we transformed the depth frames from all three cameras to a point cloud using the internal camera parameters. Second, using the external calibration among the cameras, we rotated each cloud to world coordinates and merged the three clouds. Third, we removed all points outside a predefined box around the bed. Fourth, we downsampled the cloud with a voxel filter with an edge length of 2 cm. For each resulting cloud, we manually annotated the ground truth positions of ten joints (feet, knees, shoulders, elbows, and hands) according to the location of the corresponding SMPL joints. To eliminate duplicate poses from the dataset, we only kept those frames where at least one joint moved by more than a threshold of 10 cm compared to the previous extracted frame. This results in a total of 2408 frames, 1165 showing a supine and 1243 a lateral position. Regarding the data split, we use three subjects (361 frames, 177 with supine and 184 with lateral position) for testing and the remaining subjects for training. A validation set is not required because hyper-parameters are not tuned on this dataset.

4.2. Adaptation scenarios

Given the two datasets, we consider two adaptation scenarios, featuring domain shifts with different characteristics.

Uncover→cover. Using only the SLP dataset, we consider uncovered subjects as the labeled source and covered subjects as the unlabeled target domain. Thus, the domain shift consists in the occlusion of the subjects by a cover. The scenario is relevant in practical applications because the annotation of uncovered subjects is viable, while it is virtually infeasible for covered patients in practice. (The same adaptation problem for thermal image data was addressed in the IEEE VIP Cup 2021 (Liu et al., 2022b).) For our experiments, we randomly divide the training data by subject into three splits with 30, 20, and 20 subjects. For each split, we use only one cover condition—uncover, thin cover, and thick cover, respectively—while the remaining data is discarded. This yields 30 subjects as the source and 40 subjects as the target domain. For validation and test set, we use both the thin and the thick cover for all frames of all subjects.

SLP→MVIBP. We focus on uncovered subjects and consider SLP as the labeled source and MVIBP as the unlabeled target dataset. The domain shift results from a broad range of factors: 1) different sensors (Kinect v2 vs. Azure Kinect), 2) different camera perspectives and camera-to-bed distances (yielding differing distributions of points in 3D space), 3) different geometry of the used beds (the bed in MVIBP has a headboard), 4) pillows, positioning aids, and respiration masks are only used in MVIBP, 5) cropped point clouds from MVIBP may contain persons walking around the bed. This scenario is relevant in clinical practice as it simulates the deployment of a model in a different environment, e.g., in another hospital. In our experiments, we use the training set from the SLP dataset (70 uncovered subjects) as the labeled source dataset and the training set from MVIBP (10 subjects) as the unlabeled target dataset. Results are reported on the test set of MVIBP (3 subjects). Since the annotated pose skeletons in the two dataset are not identical (see Fig. 1 right), we restrict the evaluation to the matching joint pairs, namely feet, knees, shoulders, elbows, and hands.

---

[1]The conduct of our study was approved by the ethical review board of Lübeck University. Only healthy adults were included, and all subjects gave their informed consent.
4.3. Implementation details

We implement our method in PyTorch and use the Adam optimizer for training. We train for 100 epochs for UDA and for 80 epochs for SFDA with a constant learning rate of 0.001. Batches are composed of 8 source and 8 target samples for UDA and of 8 target samples only for SFDA. The weighting factors in Eq. (12) are set to $\lambda_1 = 0.1$ and $\lambda_2 = 1$, and the ramp-up length $T$ is set to 40 epochs. The momentum $\mu$ for updating the teacher’s weights is set to 0.99 for UDA and 0.9996 for SFDA. Upper and lower bounds $u_i^0$, $u_i^p$, $l_i^0$, $l_i^p$ of our anatomical constraints are set to the max/min values from the training set of the source domain. For regularization, we use a weight decay of 1e-5 and augment the input point clouds by random rotation around the z-axis, translation, and subsampling to 2048 points. For further details, we refer to our public code at https://github.com/multimodallearning/da-3dhpe-anatomy. The hyper-parameters of our method and the hyper-parameters of all comparison methods (Sec. 4.4) were tuned on the validation set of the target domain under the uncover→cover scenario and kept fix for adaptation from SLP to MVIBP. Final results are reported on the test sets of the target domain in terms of the mean per joint position error (MPJPE).

4.4. Comparison methods

In this section, we describe the comparison methods used in the experiments. We start by describing the lower and upper bounds.

1) Mean pose. For each sample from the test set, we estimate the pose as the mean pose over all training samples. To construct this mean pose, we anchor the root joint of all training poses at the origin and compute the mean over these centered poses. For evaluation, we apply the same anchoring to the test pose and then compare it to the mean pose. We use this trivial baseline to assess the variability of the used datasets. Note, however, that this baseline accesses ground truth information (location of root joint) at inference time.

2) Source-only. The source-only model is exclusively trained on labeled source data without adaptation techniques and represents a lower bound.

3) Target-only. The target-only model (oracle) is trained on labeled data from the target domain and thus constitutes an upper bound.

To our knowledge, there is no prior work for domain adaptive 3D human pose estimation from point clouds. Therefore, we adopt a comprehensive set of state-of-the-art DA methods to the problem. We primarily describe UDA methods.

4) MMD. Similar to the methods by Rozantsev et al. (2018), Tzeng et al. (2014), the distributions of source and target features are aligned by minimizing the Maximum Mean Discrepancy (MMD) loss (Gretton et al., 2006), computed for the global feature vector after conv6 in the DGCNN. We explored a linear and an exponential kernel, with the former yielding slightly better results.

5) DANN. Ganin and Lempitsky (2015) proposed to learn domain-invariant features by adversarial learning: a domain discriminator learns to distinguish source and target features while the feature extractor is trained to fool the discriminator. Adversarial optimization is realized by a gradient reversal layer after the feature extractor. We implement the discriminator as a fully-connected network with three layers and apply it to the global feature vector after conv6 in the DGCNN.

6) DefRec. The method by Achituve et al. (2021) performs point cloud-based DA through self-supervised learning. The pretext task is to reconstruct the original input point cloud from a deformed version, where a subset of points is replaced by new points sampled from an isotropic Gaussian distribution with small standard deviation.

7) SSDispPred. Inspired by the method of Doersch et al. (2015), we design a novel pretext task for self-supervised DA, which consists in predicting the displacement vector between two randomly sampled patches from an input cloud.

8) AdvOutAdapt. We adopt the adversarial output adaptation method by Yang et al. (2018). A discriminator learns to distinguish predicted poses on target data from ground truth poses in the source domain. Meanwhile, the pose estimation network is trained to fool the discriminator by predicting poses that match the distribution of ground truth poses. As for the implementation of the discriminator, we explored diverse architectures of fully-connected and graph neural networks, with the former yielding better results. This method is related to our anatomy-constrained optimization since the discriminator could theoretically learn to penalize implausible predictions similar to our anatomical losses.

9) CC-SSL. Mu et al. (2020) proposed a consistency-constrained curriculum learning strategy for efficient self-training with pseudo labels. First, the confidence for initial pseudo labels from the source-only model is assessed by measuring the consistency under input perturbations. The most confident pseudo labels are then selected for supervised training. After some epochs, the pseudo labels are updated, their confidence is reassessed, and a larger proportion of pseudo labels is selected for the next stage of supervised training. This procedure is repeated several times.

10) MCD. Inspired by the concept of Maximum Classifier Discrepancy (Saito et al. 2018), we extend the pose estimation model by a second network head with a different weight initialization. DA is realized by performing two sequential optimization steps at each iteration. First, the feature extractor and the network heads are jointly optimized on labeled source data. Second, the feature extractor only is optimized on unlabeled target data by minimizing the discrepancy between the predictions of the network heads for the same input sample.

11) Mean Teacher. An extension of the Mean Teacher (French et al., 2018, Srivastava et al., 2022) is already part of our method (Sec. 3.4). The original Mean Teacher thus corresponds to an ablated version of our method, excluding anatomy-guided filtering of pseudo labels and anatomy-constrained optimization.

We further describe three state-of-the-art comparison methods for SFDA.

12) UBNA. Klingner et al. (2022) perform SFDA by partially adapting the statistics of the BatchNorm layers to the target domain. The authors use an exponentially decaying momentum factor for the adaptation such that the updated statistics repre-
sent a mix of the statistics from the source and target domain.

12) BNAdapt. Zhang et al. (2022) also tackled SFDA by adapting the statistics of the BatchNorm layers. Specifically, they proposed to use the statistics of the test batch itself at inference time instead of the running mean and variance captured during training. Note, however, that this requires sufficiently large batches at test time, which are not always available. We found a batch size of 64 to be a good trade-off between memory consumption and performance. To minimize random effects due to the composition of the test batches, we repeat each experiment five times and report average scores.

13) Mean Teacher. Wang et al. (2022) extended the Mean Teacher to continual test time adaptation, which is closely related to SFDA. The authors proposed to improve the quality of the pseudo labels from the Mean Teacher by averaging over multiple predictions under different input augmentations. Moreover, they addressed catastrophic forgetting by stochastically resizing a small ratio of weights to the original pre-trained weights after each iteration. In our experiments, however, neither augmentation-averaged pseudo labels nor stochastic weight restoration brought any benefits. Therefore, we use the standard Mean Teacher with frozen network heads, which is identical to the ablated version of our method.

5. Results

5.1. Ablation study

We start by analyzing the two essential components of our method, namely anatomy-constrained optimization in Sec. 5.1.1 and anatomy-guided filtering of pseudo-labels in Sec. 5.1.2. The ablation experiments are performed under the uncover-cover setting on the SLP dataset.

5.1.1. Anatomy-constrained optimization

In the first ablation experiment, we examine the effectiveness of the proposed anatomical loss functions from Eq. (5). We consider the UDA setting, discard the Mean Teacher, and minimize $\mathcal{L} = \mathcal{L}_{\text{task}} + \lambda_1 \mathcal{L}_x$ with $\mathcal{L}_x \in \{\mathcal{L}_{\text{sym}}, \mathcal{L}_{\text{angle}}, \mathcal{L}_{\text{length}}, \mathcal{L}_{\text{anat}}\}$.

For the three individual losses ($\mathcal{L}_{\text{sym}}, \mathcal{L}_{\text{angle}}, \mathcal{L}_{\text{length}}$), we examine L1 and L2 penalties.

Results of the experiment are shown in Tab. 1. Our insights are three-fold. First, each of the three individual loss functions alone substantially reduces the error of the source-only baseline—irrespective of the used penalty function. Second, for all three constraints, the L1 penalty is superior to the L2 penalty, whereby the gap is particularly notable for the angle constraint. Third, aggregating the individual losses in $\mathcal{L}_{\text{anat}}$ further improves performance. This indicates that the three proposed constraints effectively complement each other, thus better approximating the space of plausible poses than any of the constraints alone. Overall, our anatomy-constrained optimization reduces the error of the source-only model by 26% and the gap between the source-only and the target-only model by 54%.

5.1.2. Anatomy guided filtering of pseudo labels

Next, we examine the effect of anatomy-guided filtering of pseudo labels. We start by verifying our hypothesis that anatomically plausible pose estimates are more likely to be correct than implausible ones. To this end, we use the source-only model for inference on the validation set of the target domain. For each predicted pose, we compute the pose error (MPJPE) and the anatomical losses $\mathcal{L}_{\text{sym}}, \mathcal{L}_{\text{angle}}, \mathcal{L}_{\text{length}}$, and $\mathcal{L}_{\text{anat}}$. We then compute the Pearson coefficient $R$ and the corresponding $p$-value between pose errors and each of the losses (see Tab. 2 columns 2,3). For all loss functions, $p$-values smaller than 0.001 prove a significant correlation, confirming our hypothesis. Comparing the Pearson coefficients among the individual loss functions, we obtain—from weakest to strongest correlation—$\mathcal{L}_{\text{angle}}, \mathcal{L}_{\text{sym}}$, and $\mathcal{L}_{\text{length}}$. Interestingly, this order is identical to model performance when using the loss functions for direct supervision in anatomy-constrained optimization (see Tab. 1). The Pearson coefficient for $\mathcal{L}_{\text{anat}}$ ranges between those for $\mathcal{L}_{\text{sym}}$ and $\mathcal{L}_{\text{length}}$.

Given the confirmation of our initial hypothesis, we now explore the suitability of the loss functions for filtering pseudo labels. To this end, we consider both UDA and SFDA settings, discard anatomy-constrained optimization ($\lambda_1 = 0$), and...
use different variants of Eq. (10) to guide the consistency training. Besides our proposed method (denoted as ‘2 out of 3’), we filter pseudo labels by directly comparing each of the losses $L_{\text{sym}}, L_{\text{angle}}, L_{\text{length}},$ and $L_{\text{anat}}$. As the baseline, we perform no filtering ($h(Y, \hat{Y}) = 1$), which is equivalent to the standard Mean Teacher. As another comparison method, similar to [Ke et al., 2019; Mu et al., 2020; Zhou et al., 2022], we filter pseudo labels based on their consistency under input augmentations. Specifically, we forward two augmented versions of the input through both the student and the teacher model and compute a consistency loss between the two student predictions and the two teacher predictions. On this basis, the teacher predictions are only used for supervision if they are more consistent than the student predictions.

Results of the experiment are shown in Tab. 3 columns 4 and 5. Our insights are four-fold. First, consistency-based filtering yields only a minor improvement compared to the baseline without filtering. Second, as intuitively expected, we observe a rough trend that a higher correlation between the anatomical loss functions and the pose error comes along with improved performance when using the losses for filtering pseudo labels. Specifically, filtering based on $L_{\text{angle}}$ yields a minor improvement for UDA and even a slight degradation for SFDA. Moderate improvements under both scenarios are realized by $L_{\text{sym}},$ while $L_{\text{length}}$ and $L_{\text{anat}}$ achieve the top performance among the loss functions. Third, our proposed ‘2 out of 3’ method further improves on $L_{\text{length}}$ and $L_{\text{anat}}$. This indicates that our proposed ensembling strategy of the three individual losses is superior to simple aggregation in $L_{\text{anat}},$ where different scales of the losses are neglected. Fourth, our method surpasses the baseline method (no filtering) by 10% for UDA and by 4% for SFDA. Thus, our anatomy-based filtering strategy considerably improves the efficiency of self-training with pseudo labels under the Mean Teacher paradigm.

5.2. Comparison to the state of the art

We compare our method to the comparison methods presented in Sec. 4.4 under the two adaptation scenarios uncover→cover (U→C) and SLP→MVIBP. Quantitative results are shown in Tab. 3 Tab. 4 and Fig. 5 revealing mostly consistent findings.

First, we note that the mean pose baseline yields an insufficient accuracy under both scenarios, with a similar mean error when averaged over the same set of joints. This indicates a comparable difficulty and variability of poses across the SLP and MVIBP datasets. Note that the low error for hip and core joints for U→C is due to their spatial proximity to the root joint whose ground truth position was used at inference time.

Second, the source-only baseline is far superior to the mean pose estimate but still substantially worse than the target-only oracle. Specifically, the MPJPE of the target-only model is increased by 93% for U→C (100% when averaged over the joints shared with MVIBP) and by even 413% for SLP→MVIBP. This confirms that both considered domain shifts pose severe problems for deep learning-based pose estimation models. Interestingly, the domain shift due to the occlusion by a cover, which intuitively appears more severe to humans than the shift between the two datasets, has a substantially less negative impact on
model performance. We also observe that the MPJPE for shoulders, elbows, and hands of the source-only model is higher for SLP→MVIBP than for U→C. The reason presumably is that the domain shift for SLP→MVIBP is partially caused by the presence of a headboard and pillows, which mainly complicate the localization of joints in the upper body (see Fig. 4, rows 5-7). Meanwhile, the MPJPE for feet and knees of the source-only model is lower for SLP→MVIBP, and the oracle achieves lower errors for all joints for SLP→MVIBP. These two observations, in turn, are likely due to the absence of a blanket in this scenario, simplifying the pose estimation problem, especially for joints of the lower body.

Third, we assess the performance of the state-of-the-art comparison methods and our method for UDA. All comparison methods improve the source-only model under both scenarios, except for SSDispPred, which fails for SLP→MVIBP. The ranking of the methods is also similar under both domain shifts (only CC-SSL is less effective for SLP→MVIBP), with MCD achieving the lowest error. Most importantly, the results show that both of our proposed methods alone, i.e., anatomy-constrained optimization ($L_{anat}$ only) and anatomy-guided filtering of pseudo labels ($L_{con}$ only), already outperform all comparison methods under both settings, with $L_{con}$ only being slightly superior to $L_{anat}$ only. Notably, our anatomy-constrained optimization surpasses adversarial output adaptation, highlighting the effectiveness of explicit constraints contrary to adversarial optimization. The results further show that our two methods are complementary as their combination further reduces the MPJPE to 89.6 mm for U→C and 81.8 mm for SLP→MVIBP. This corresponds to a relative improvement of 31% and 66% over the source-only model and a reduction of the gap between the source-only and the target-only model of 65% and 82%, respectively.

Finally, we compare the SFDA methods. Again, each comparison method reduces the domain gap under both settings. Among these methods, the Mean Teacher achieves the highest performance, surprisingly outperforming its counterpart for UDA. As possible reasons, we suspect the frozen weights of the network heads and a better adaptation of the BatchNorm statistics in SFDA. Regarding our proposed methods, we make the expected observation that all three versions perform slightly worse than in the UDA setting. Nevertheless, they are still superior to the comparison methods for SFDA (except $L_{anat}$ only, which is inferior to the Mean Teacher for U→C), and importantly—the combined method is even superior to all competing UDA methods under both domain shifts. This demonstrates the high efficiency of our method under the challenging SFDA setting.

Qualitative results are shown in Fig. 4 and are consistent with the quantitative findings. Both the occlusion by a blanket (columns 1-4) and the presence of medical bed units (positioning aid, pillow, respiratory mask; columns 5-8) confuse the source-only model, which predicts inaccurate and anatomically implausible poses. By contrast, the predictions by our anatomy-guided adaptation method are more accurate and anatomically more plausible. In particular, our method prevents implausible bone lengths in arms (columns 1,2,3,6,7) and legs (columns 1,2) and implausible angles in the shoulder, elbow, and wrist joints (columns 1,3,5,6). Two failure cases of our method are shown in columns 4 and 8, where the predicted poses appear plausible but are inconsistent with the actual pose.
6. Discussion and conclusion

We introduced a novel domain adaptation method for point cloud-based 3D human pose estimation. Our main methodological contribution is to bridge the domain gap with the aid of prior anatomical knowledge, accomplished by two complementary anatomy-based adaptation strategies. First, we directly supervise target predictions by imposing explicit anatomical constraints on the output space. Second, we filter pseudo labels for self-training according to their anatomical plausibility. Our experiments for in-bed pose estimation confirm the efficacy of both approaches and allow the following conclusions:
1) Anatomical constraints are a powerful source of weak supervision to guide the learning process in the absence of ground truth. 2) Anatomy-based filtering of pseudo labels substantially improves the efficiency of self-training. Specifically, we evaluated our method under two different domain shifts, adapting from uncovered to covered subjects and between the different environments of two datasets. In both settings, our method outperformed diverse comparison methods, surpassed the baseline model by 31%/66%, and reduced the domain gap by 65%/82%. In absolute terms, it reduced the mean error of pose estimates to less than 9 cm for covered patients and to almost 8 cm for uncovered patients. At the same time, our method proved efficient for both UDA and SFDA, thus enabling adaptation even in case of restricted data access. In summary, our method can avoid the need for costly manual annotations in novel target domains, which is a significant obstacle to the flexible use of pose estimation models. Thus, it could become an essential factor in advancing the practical deployment of clinical monitoring systems.

Considering this intended application in a realistic clinical setting, a more detailed discussion of the outcomes of our study is needed. First, while the reported results by our method for pose estimation are promising, in practice, we are interested in the performance of higher-level downstream tasks like action or posture recognition. In consequence, the following open questions still need to be analyzed in future clinical validation studies: To what extent do the improvements by our method enhance the performance of different downstream...
tasks? Is the pose accuracy by our method sufficient, or are there any downstream tasks that require higher accuracy? Second, the evaluation in our work is restricted to healthy subjects in both domains. However, when adapting a model from a lab dataset (source) to clinical data (target), we might face a population shift, with clinical patients showing pathologically induced anatomical abnormalities, such as asymmetric or deformed limbs. Our symmetry and bone length losses in their original form ($\delta_i = 0$, bounds derived from the source data) would then provide incorrect supervision and no longer be a suitable criterion for filtering pseudo labels. This, in turn, might hamper the general adaptation process and degrade pose estimates for pathological patients. A similar problem would occur when adapting from adults in the source to children (at the pediatric ward, for instance) in the target domain. Advantageously, the formulation of our method is flexible enough to prevent such problems by carefully adjusting the upper and lower bounds of symmetry and bone length constraints according to the target population. The bone lengths of children could be looked up in an anatomical textbook, and patient-specific bounds would enable the incorporation of patient-specific anatomical abnormalities.

As a methodological outlook, we see multiple further opportunities for the beneficial use of anatomical priors. First, our anatomical constraints only approximate the space of plausible poses, still permitting implausible poses. This is mainly caused by our realization of the constraint on the joint angles: 1) Joints are considered in isolation, ignoring the pose dependency of joint limits (Akhter and Black, 2015), and 2) the used scalar product does not uniquely represent 3D angles. Incorporating a kinematic model could alleviate these problems and help enforce a globally plausible joint-angle configuration. Second, imposing anatomical constraints during training does not preclude implausible pose estimates at inference time. Embedding the constraints in the model architecture itself, instead, would eliminate implausible predictions and could thus increase model robustness. Third, in the context of patient monitoring, we have access to a continuous stream of input data instead of isolated frames, opening up further options for using anatomical priors. On the one hand, we can exploit confident pose estimates to derive approximate patient-specific bone lengths. These could serve as prior knowledge to guide the pose estimation on subsequent frames of the same patients, for instance, by conditioning the model on their specific anatomy. On the other hand, a model that operates on a sequence of successive frames could be constrained to predict anatomically co-
herent poses across time.

Finally, beyond the specific task of point cloud-based human pose estimation, our method might also be beneficial for domain adaptation in general medical imaging tasks. On the one hand, anatomy-constrained optimization could be adapted to 3D landmark detection tasks. On the other hand, the filtering of pseudo labels according to explicit prior knowledge about the structure of the output space is—to the best of our knowledge—a novel concept transferable to other tasks. Pseudo labels in medical segmentation, for instance, could be filtered according to prior knowledge about shape descriptors (Bateson et al., 2021). Kervadec et al. (2021).
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