A Submodularity-based Agglomerative Clustering Algorithm for the Privacy Funnel
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Abstract—For the privacy funnel (PF) problem, we propose an efficient iterative agglomerative clustering algorithm based on the minimization of the difference of submodular functions (IAC-MDSF). For a data curator that wants to share the data \( X \) correlated with the sensitive information \( S \), the PF problem is to generate the sanitized data \( \hat{X} \) that maintains a specified utility/fidelity threshold on \( I(X; \hat{X}) \) while minimizing the privacy leakage \( I(S; \hat{X}) \). Our IAC-MDSF algorithm starts with the original alphabet \( \mathcal{X} := X \) and iteratively merges the elements in the current alphabet \( \mathcal{X} \) that minimizes the Lagrangian function \( I(S; \hat{X}) - \lambda I(X; \hat{X}) \). We prove that the best merge in each iteration of IAC-MDSF can be searched efficiently over all subsets of \( \mathcal{X} \) by the existing MDSF algorithms. We show that the IAC-MDSF algorithm also applies to the information bottleneck (IB), a dual problem to PF. By varying the value of the Lagrangian multiplier \( \lambda \), we obtain the experimental results on a heart disease data set in terms of the Pareto frontier: \( I(S; \hat{X}) \) vs. \( -I(X; \hat{X}) \). We show that our IAC-MDSF algorithm outperforms the existing iterative pairwise merge approaches for both PF and IB and is computationally much more complex.

I. INTRODUCTION

As the multi-party data-sharing becomes inevitable in the big data era, privacy and security issues of data sharing also create major challenges for data curators and owners. More precisely, when releasing the useful data \( X \), we also need to restrict the leakage of the sensitive/private information \( S \), e.g., an individual’s medical records, due to the inherent correlation between \( S \) and \( X \). Existing privacy preserving techniques in computer science such as the celebrated differential privacy (DP) \(^1\) add noise to the useful data \( X \) to ensure the indifference of the noisy released dataset to the presence or absence of an individual’s records. It is for sure that, if we distort \( X \) to protect against malicious inference on \( S \), we also lose the fidelity/utility. However, the DP framework does not allow joint optimization of privacy and utility.

On the other hand, a general framework of statistical inference is outlined in \(^2\), which allows characterization of the privacy-utility tradeoff (PUT). The average privacy leakage is measured by the posterior knowledge gain \( H(S) - H(S|X) = I(S; \hat{X}) \) on \( S \) at the adversary, where \( \hat{X} \) is the released sanitized data based on the original useful data \( X \). See Fig. \( 1 \). The problem is to determine the transition probability \( p(\hat{x}|x) \) to minimize \( I(S; \hat{X}) \) while ensuring the distortion in \( \hat{X} \) remains below a certain level. It is shown in \(^2\) Theorem 1] that the solution \( p(\hat{x}|x) \) can be determined by solving a multivariate convex minimization problem, where the alternating minimization algorithms, e.g., the Blahut–Arimoto algorithm \(^3\), also apply.\(^4\) But, this approach requires a given alphabet \( \mathcal{X} \) for the sanitization.

In \(^4\), the authors used \( I(X; \hat{X}) \) to measure the utility and considered the problem \( \min_{p(\hat{x}|x)} I(S; \hat{X}) \) s.t. \( I(X; \hat{X}) \geq \theta_U \) for a guaranteed utility level \( \theta_U \). It is called the privacy funnel (PF) problem in that \( p(\hat{x}|x) \) behaves like a funnel to pass \( X \), but block \( S \). This problem is dual to the information bottleneck (IB) \(^5\) in machine learning\(^6\) so that the idea of the agglomerative clustering \(^6\) was borrowed in \(^4\). Algorithm 1] to produce a codebook \( \mathcal{X}' \) from \( \mathcal{X} \): through iteratively merging elements in \( X \) with a resulting \( I(X; \hat{X}) \geq \theta_U \). Since the determination of the optimal merge incurs a combinatorial search, the authors in \(^4\), \(^6\) resorted to a brute-force pairwise merge approach so that the complexity is controlled at \( O(|\mathcal{X}|^2) \) in each iteration. However, it is well-known that some combinatorial optimization problems exhibiting strong structures can be solved efficiently in polynomial time \(^7\). Thus, it is worth understanding whether these techniques also apply to the PF problem.

In this paper, we propose a submodularity-based iterative agglomerative clustering approach, the IAC-MDSF algorithm, that starts with \( \mathcal{X}^{(0)} := X \) and iteratively searches an optimal merge over all subsets \( W \subseteq \mathcal{X}^{(k)} \) resulting in an r.v. \( \hat{X}^{(k)}_W \) that minimizes the Lagrangian function \( I(S; \hat{X}^{(k)}_W) - \lambda I(X; X^{(k)}_W) \). We prove that this minimization problem is reduced to the

\(^1\)The convexity holds if the distortion is measured by the expected distance between \( X \) and \( \hat{X} \) \(^2\) Theorem 1].

\(^2\)IB tries to design the bottleneck \( p(\hat{x}|x) \) that passes relevant information about \( S \), which is nested in \( X \), with the minimum coding rate \( I(X; \hat{X}) \) \(^5\).
minimization of the difference of two submodular functions (MDSF), for which, the existing MDSF algorithms, e.g., [8–10], can be applied to ensure a local convergence in polynomial time. We show that this MDSF-based approach also applies to the IB problem. We run experiments on the Hungarian heart disease data set in the UCI machine learning repository [11], where we vary the value of the Lagrangian multiplier \( \lambda \) to outline the PUT as the Pareto frontier: the privacy leakage \( I(S; \hat{X}) \) vs. utility loss \( -I(X; \hat{X}) \). We show that, for both PF and IB problems, our IAC-MDSF algorithm in general Pareto dominates or outperforms the pairwise merge approaches in [4] and is computationally much less complex.

II. PRIVACY AGAINST STATISTICAL INference ATTACK

Consider the situation where a data curator wants to publish data \( X \) to the public. At the same time, he/she obtains some sensitive/private data \( S \) that is, in general, correlated with \( X \). In the public domain, there may exist some adversaries or, respectively, but curious users that can infer \( S \) by observing \( X \). Thus, instead of the original \( X \), the data curator publishes a distorted version \( \hat{X} \). The purpose is to keep the fidelity/utility of \( X \) while minimizing the leakage of \( S \) via \( \hat{X} \). We regard \( S \) and \( X \) as r.v.s with alphabets \( S \) and \( X \), respectively. The correlation between \( S \) and \( X \) is captured by the joint probability mass function \( p(s, x) \). The design of the data release scheme \( \hat{X} \) is to determine the mapping from \( X \) to \( \hat{X} \), or the transition probability \( p(\hat{x}|x) \) for all \( (x, \hat{x}) \in \mathcal{X} \times \hat{\mathcal{X}} \). Thus, there naturally arises a Markov chain \( S - X - \hat{X} \).

**Privacy measure** [2]: Let \( \Delta_S \) be the probability simplex over \( S \). For any user in the public domain, denote \( q \in \Delta_S \) his/her belief on \( S \) and \( C(S, q) \) the cost to infer \( S \) based on the distribution \( q \). It is assumed that any user in the public domain is able to adjust \( q \) to minimize the expected prior inference cost \( c_0^* = \min_{q \in \Delta_S} E_S[C(S, q)] \) and posterior inference cost \( c_1^*(\hat{x}) = \min_{q \in \Delta_S} E_S[C(S, q)|X = \hat{x}] \) (e.g., of a maximum a posteriori estimation). Thus, in order to preserve the privacy of \( S \), the goal is to remain the difficulty inferring \( S \), or minimize the average cost reduction \( \delta C = c_0^* - E_X[c_1^*(\hat{x})] \) in the public domain. It is shown in [2] Section IV that \( \delta C = I(S; \hat{X}) \) if the log loss \( C(S, q) = -\log q(s) \) is adopted as the inference cost.

Utility measure: The utility refers to how much useful information in \( X \) is revealed to the public via \( \hat{X} \). It can be measured as the expected distortion \( E_{X,\hat{X}}[d(x, \hat{x})] \) for some pairwise distance measure \( d: \mathcal{X} \times \hat{\mathcal{X}} \rightarrow \mathbb{R}_+ \). Instead, the authors in [4] again considered the widely used log-loss in machine learning and information theory so that the utility is measured by \( I(X; \hat{X}) \). Thus, the optimization of PUT can be formulated as a constrained minimization problem, called the privacy funnel (PF) [4]: for a given utility threshold \( \theta_U \),

\[
\min_{p(\hat{x}|x)} I(S; \hat{X}) \quad \text{s.t.} \quad I(X; \hat{X}) \geq \theta_U, \tag{1}
\]

This problem formulation also establishes the duality between PF and the information bottleneck (IB) problem [5] in machine learning [4] Section II). See also Section IIIC. Although problem (1) is not convex, it allows the agglomerative clustering algorithms [6] to not only search a deterministic solution \( p(\hat{x}|x) \), but also determine the alphabet \( \hat{X} \) from \( X \).

III. AGGLOMERATIVE CLUSTERING ALGORITHM

Consider the PF problem (1). We have the Lagrangian function

\[
L_{PF}(p(\hat{x}|x), \lambda) = I(S; \hat{X}) - \lambda I(X; \hat{X}). \tag{2}
\]

The solution of (1) for all \( \theta_U \) can be determined if we solve \( \min_{p(\hat{x}|x)} L_{PF}(p(\hat{x}|x), \lambda) \) for all \( \lambda \geq 0 \). Also, due to the PUT, \( L_{PF}(p(\hat{x}|x), \lambda) \) can be interpreted as a weighted sum of two conflicting objectives, for which, each \( \lambda \) produces an achievable pair of mutual information \( \{I(S; \hat{X}), -I(X; \hat{X})\} \) and all pairs form the Pareto frontier indicating how best we can minimize the privacy and utility losses at the same time. Thus, instead of (1), it suffices to address how to solve the problem \( \min_{p(\hat{x}|x)} L_{PF}(p(\hat{x}|x), \lambda) \) for any given \( \lambda \).

### A. Agglomerative Clustering Algorithm

Let the alphabet \( \hat{X} \) be generated by a deterministic transition \( p(\hat{x}|x) \) or hard clustering of the elements in \( \hat{X} \), i.e., the resulting \( \hat{X} = \{\hat{W}: \hat{W} \in \mathcal{P} \} \) is built based on a partition \( \mathcal{P} = \{\hat{W}: \hat{W} \subset \hat{X} \} \) of \( \mathcal{X} \), where, for each \( \hat{W} \in \mathcal{P} \), all elements \( x \in W \) are merged into the same element \( \hat{W} \in \hat{X} \). For example, for \( \hat{X} = \{1, \ldots, 4\} \), the partition \( \{\{1, 4\}, \{2, 3\}\} \) yields \( \hat{X} = \{14, 23\} \), where 1 and 4 are merged to 14 and 2 and 3 are merged to 23. \( \hat{W} \) the transition probability \( p(\hat{x}|x) \) is

\[
p(\hat{x}|x) = \begin{cases} 1 & x \in \hat{W}, \\ 0 & x \notin \hat{W}, \end{cases} \forall \hat{W} \in \mathcal{P},
\]

the resulting joint distribution \( p(s, \hat{x}) \) is

\[
p(s, \hat{x}) = \sum_{x \in \hat{W}} p(s, x), \quad \forall s \in S, \hat{W} \in \mathcal{P},
\]

and the marginal distribution \( p(\hat{x}) \) is \( p(\hat{x}) = \sum_{x \in \hat{W}} p(x), \forall \hat{W} \in \mathcal{P} \). For example, if \( p(\hat{x} = 1) = 0.2 \), \( p(\hat{x} = 2) = 0.3 \), \( p(\hat{x} = 3) = 0.1 \) and \( p(\hat{x} = 4) = 0.4 \), we have \( p(\hat{x} = 14) = 0.6 \) and \( p(\hat{x} = 23) = 0.4 \).

Instead of obtaining the partition \( \mathcal{P} \) in a one-off manner, consider an iterative agglomerative clustering approach in Algorithm I initiate \( \hat{X}^{(0)} = X \) and, in each iteration \( k \), we obtain \( W^* \) as the minimizer of

\[
\min \{I(S; \hat{X}^{(k)}_W) - \lambda I(\hat{X}^{(k)}_W; \hat{X}^{(k)}_W): W \subseteq \hat{X}^{(k)} \} \quad \tag{3}
\]

and merge all \( \hat{x}^{(k)} \in W^* \) into \( \hat{W}^* \). Let \( \hat{X}^{(k)}_W = (\hat{X}^{(k)} \setminus W) \cup \{\hat{W}\} \) be the alphabet by merging all \( \hat{x}^{(k)} \in \hat{W}^* \). We

3When \( \lambda = 0 \), (1) reduces to \( \min_{p(\hat{x}|x)} I(S; \hat{X}) \), where we only want to minimize the privacy leakage.

4In \( \hat{X} \), alphabet elements \( W \), e.g., ‘14’ and ‘23’, denote the labels/indices of the merged elements, one can choose other labels based on the real application.
Algorithm 1: Iterative agglomerative clustering algorithm based on the minimization of the difference of submodular functions (IAC-MDSF)

input : $\lambda \in [0, 1], \mathcal{S}, \mathcal{X}$ and $p(s, x), \forall (s, x) \in \mathcal{S} \times \mathcal{X}$.
output: alphabet $\hat{X}$ and $p(s, \hat{x}), \forall (s, \hat{x}) \in \mathcal{S} \times \hat{X}$.

1 initiate $\hat{X}(0) = \mathcal{X}, p(s, \hat{x}(0)) := p(s, x)$ and $k := 0$;
2 repeat
3 apply an MDSF algorithm to obtain the minimizer $W^*$ of
   \[ \min (I(S; \hat{X}(k)) - \lambda I(\hat{X}(k); \hat{X}(k)) : W \subseteq \hat{X}(k)) ; \]
4 $\hat{X}(k+1) := (\hat{X}(k) \setminus W^*) \cup \{W^*\}$;
5 forall $s \in \mathcal{S}$ do obtain
   \[ p(s, \hat{x}(k+1)) := \begin{cases} p(s, W^*) & \hat{x}(k+1) = W^* \\ p(s, \hat{x}) & \hat{x}(k+1) \neq W^* \text{ and } \hat{x}(k+1) = \hat{x}(k) \end{cases} ; \]
6 $k := k + 1$;
7 until $|W^*| \leq 1$ or $|\hat{X}(k)| = 1$;
8 return $\hat{X}(k)$ and $p(s, \hat{x}(k))$;

have $\hat{X}(k)$ in (3) denote the resulting r.v.. For example, for $\hat{X}(k) = \{1, 4\}$ and $W = \{1, 4\}$, $\hat{X}(k) = \{14, 23\}$ and the resulting $\hat{X}(k)$ has probabilities $p(\hat{X}(k) = 14) = p(\hat{X}(k) = 1) + p(\hat{X}(k) = 4), p(\hat{X}(k) = 2) = p(\hat{X}(k) = 2) + p(\hat{X}(k) = 3) = p(\hat{X}(k) = 3)$. The iteration in Algorithm 1 terminates when there is no merge that reduces the objective function (3), i.e., when $W^* = \emptyset$ or $|W^*| = 1$.

Note, the basic idea of Algorithm 1 is proposed in [4], [6]. The difference is that the algorithms in [4], [6] are iterative pairwise merge approaches in that $W^*$ is brute-force searched over $\{W \subseteq \hat{X}(k) : |W| = 2\}$ each time, while Algorithm 1 searches $W^*$ over $2^{\hat{X}(k)}$ by solving (3), a minimization of a set function converted from the Lagrangian function (2). It is obvious that the constraint on pairwise combinations of $\hat{X}(k)$ in (4) is to avoid dealing with set function optimization problem. However, in the next subsection, we show that problem (4) can be converted to an MDSF problem, a local optimum of which can be searched efficiently.

B. Minimizing Difference of Submodular Functions (MDSF)

For a given alphabet, e.g., $\hat{X}(k)$ at any iteration $k$ of Algorithm 1 define two set functions $f$ and $g$ as

\[ f(W) = \sum_{\hat{x}(k) \in W} p(\hat{x}(k)) \log \frac{p(\hat{x}(k))}{p(W)} ; \]
\[ g(W) = \sum_{s \in \mathcal{S}} \sum_{\hat{x}(k) \in W} p(s, \hat{x}(k)) \log \frac{p(s, \hat{x}(k))}{p(s, W)} , \]

for all $W \subseteq \hat{X}(k)$. The following result shows that we can decompose the objective function in (3) into two submodular set functions. The proof of Theorem 1 is in Appendix A.

Theorem 1. In each iteration $k$ of Algorithm 1

\[ \argmin \{I(S; \hat{X}(k)) - \lambda I(\hat{X}(k); \hat{X}(k)) : W \subseteq \hat{X}(k) \} \]
\[ = \argmin \{(1 - \lambda)f(W) - g(W) : W \subseteq \hat{X}(k) \} , \]

where $f$ and $g$ are submodular and nonincreasing: $f(W) \geq f(Y)$ and $g(W) \geq g(Y)$ for all $Y \subseteq W$.

Then, in order to determine $W^*$ in step 3 of the IAC-MDSF algorithm in Algorithm 1 we just need to solve the problem

\[ \min \{(1 - \lambda)f(W) - g(W) : W \subseteq \hat{X}(k) \} . \]

Since $f$ and $g$ are nonincreasing, for all $\lambda \geq 1$, we have the minimizer of (5) being the empty set $\emptyset$, i.e., Algorithm 1 just returns $\hat{X} = \mathcal{X}$ and $p(s, \hat{x}) = p(s, x), \forall s, \hat{x} = x$. Then, to determine the Pareto frontier, we only need to solve the problem (5) for all $\lambda \in [0, 1]$. In this case, $(1 - \lambda)f$ and $g$ are both submodular and the problem (5) is an MDSF. The MDSF problem arises in many machine learning applications, e.g., feature selection, discriminative structured graph learning [8], for which, there are many polynomial time algorithms proposed in the literature, e.g., the [8], [9], that ensure convergence to a local optimum.

C. Information Bottleneck Problem

The duality relationship between PF and information bottleneck (IB) has been pointed out in [4], [12]. In IB [5], $S$ refers to the useful/relevant signal that is hidden in the observations $X$. The problem is to encode $X$ into $\hat{X}$ with the minimum rate $I(X; \hat{X})$ that extracts out the most information on $S$, e.g., modeling speech phonemes from the audio waves. The optimization is exactly the opposite of PF: given a coding rate threshold $\theta_R$, \begin{equation} \max_{p(\hat{x}|x)} I(S; \hat{X}) \text{ s.t. } I(X; \hat{X}) \leq \theta_R . \end{equation}

The Lagrangian function is\begin{equation} L_{\text{IB}}(p(\hat{x}|x), \lambda) = -I(S; \hat{X}) + \lambda I(X; \hat{X}) = -L_{\text{PF}}(p(\hat{x}|x), \lambda) \end{equation}
and the Pareto frontier for IB can be outlined by maximizing $L_{\text{PF}}(p(\hat{x}|x), \lambda)$ for all $\lambda \geq 0$. It is also obvious that, if we determine $W^*$ as the minimizer of

\[ \min \{g(W) - (1 - \lambda)f(W) : W \subseteq \hat{X}(k) \} \]
in step 3 Algorithm 1 returns a hard clustering solution and corresponding codebook $\hat{X}$ for the IB problem. For (7), we just need to consider $\lambda \in [0, 1]$ since the minimizer is $\hat{X}(k)$ for all $\lambda \geq 1$. Again, (7) for all $\lambda \in [0, 1]$ is an MDSF.

A set function $f : 2^V \to \mathbb{R}$ is submodular if $f(X) + f(Y) \geq f(X \cup Y) + f(X \cap Y), \forall X, Y \subseteq V$; $f$ is supermodular if $f$ is submodular [7].

The original IB problem in [5] is formulated as minimizing the coding rate $I(X; \hat{X})$ subject to the relevance $I(S; \hat{X})$ is no less than some threshold. This problem and (5) share the same Lagrangian function $L_{\text{IB}}(p(\hat{x}|x), \lambda)$.

3This is equivalent to replacing the minimization problem in step 3 of Algorithm 1 by $\max \{I(S; \hat{X}(k)) - \lambda I(\hat{X}(k); \hat{X}(k)) : W \subseteq \hat{X}(k) \}$. 

4The rate $I(X; \hat{X})$ subject to the relevance $I(S; \hat{X})$ is no less than some threshold.

5The set function $f : 2^V \to \mathbb{R}$ is submodular if $f(X) + f(Y) \geq f(X \cup Y) + f(X \cap Y), \forall X, Y \subseteq V$; $f$ is supermodular if $f$ is submodular [7].
problem. This means that, for the same λ, the IAC-MDSF algorithm in Algorithm 1 can provide solutions for both PF and IB problems.

IV. EXPERIMENTAL RESULTS

The UCI machine learning repository [11] contains 463 data sets. In this repository, we use the heart disease data set created by the Hungarian Institute of Cardiology that contains patients data including 76 attributes to identify the presence of heart disease. We extract three of them, ‘age’, ‘sex’ and ‘serum cholesterol (mg/dl)’ to run the following experiments based on two settings: the first is when $S = \{\text{‘age’, ‘sex’}\}$ and $X = \{\text{‘sex’, ‘cholesterol’}\}$; the second is when $S = \{\text{‘age’, ‘sex’}\}$ and $X = \{\text{‘age’, ‘cholesterol’}\}$. For solving problems (5) and (7) in step 3 of Algorithm 1 for PF and IB, respectively, we run the function sfossp in the SFO toolbox [13]. This function implements the submodular-supermodular (SubM-SuperM) algorithm proposed in [10] Algorithm 1 for solving MDSF problems.

A. Convergence

We first show the convergence performance of the IAC-MDSF algorithm for both PF and IB problems in Fig. 2 which is consistent with [9] Lemma 3.3 that the SubM-SuperM algorithm ensures a reduction for PF and an increase for IB of the Lagrangian function in each iteration.

B. Pareto Frontier

In Fig. 3 we apply the IAC-MDSF algorithm to get the Pareto frontiers for PF and IB problems by varying λ from 0 to 1. The Pareto frontier is presented in terms of two normalized mutual information: $I(S; Y)/H(S)$ and $-I(X; Y)/H(X)$. For PF, this is respectively interpreted as the loss in privacy, the leakage of $S$, vs. the reduction in coding rate. In IB, this is respectively interpreted as the extracted useful information vs. the reduction in coding rate.

We also plot the Pareto frontiers obtained by the pairwise merge algorithms proposed in [4]. For PF, [4, Algorithm 1] iteratively searches two elements in $W^* = \{i, j\} \subseteq \mathcal{X}^k$ with $I(X^*; \hat{X}^*_{W^*}) \geq \theta_U$ that minimizes $I(S^*; \hat{X}^*_{W^*})$ and merge them to form the new alphabet $\mathcal{X}^{(k+1)}$. For IB, [4, Algorithm 2] iteratively merges $W^* = \{i, j\} \subseteq \hat{\mathcal{X}}^k$ with $I(S^*; \hat{X}^*_{W^*}) \geq \theta_U$ that minimizes $I(X^*; \hat{X}^*_{W^*})$. It can be seen that the IAC-MDSF algorithm in general outperforms [4, Algorithm 2].

C. Complexity

The IAC-MDSF algorithm in Algorithm 1 and [4, Algorithms 1 and 2] all ensure a local convergence. However, [4, Algorithms 1 and 2] may become very cumbersome for large $\mathcal{X}$. Fig. 4 shows an example of the convergence performance of [4, Algorithms 1 and 2], where both algorithms require more than 100 iterations. In this case, [4, Algorithm 1] merges $\mathcal{X}$ with $|\mathcal{X}| = 197$ into $|\mathcal{X}|^{(108)} = 90$ clusters finally. Since $|\mathcal{X}|^{(0)}$ is reduced by 1 each time by a brute-force search over all $O(|\mathcal{X}|^2)$ pairs of elements in $\mathcal{X}^{(k)}$, the overall computation is around $107 \times 197^2$ large (The exact complexity is $\sum_{i=1}^{197} \frac{i(i-1)}{2}$ operations). On the other hand, Algorithm 1 searches the optimal merge in the power set $2^{\mathcal{X}^k}$ and allows more than 1 reduction of $|\mathcal{X}|^{(k)}$ each time so that it is able to converge only in a few iterations, e.g., Fig. 2.
The SubM-SuperM algorithm [10] implemented in this paper for solving the MDSF problem is a greedy iterative method, where each iteration calls the min-norm algorithm [14], a submodular function minimization (SFM) algorithm that is practically fast although the asymptotic complexity is unknown. Alternatively, one can implement [2 Algorithm 3] that calls a modular function minimization algorithm with complexity \(O(|x^{(k)}|)\) in each iteration. In addition, MDSF is still an active research topic in combinatorial optimizations. There might be some development in this topic in the future that can be applied to Algorithm [1] to improve the performance (e.g., a faster convergence to a better local optimum).

V. Conclusion

We considered the problem of how to determine a deterministic solution \(p(\hat{x}|x) \in \{0, 1\}\) for the PF problem \(\min_{p(x|z)} I(S; X)\) s.t. \(I(X; \hat{X}) \geq \theta\). We proposed an IAC-MDSF algorithm that generates a deterministic transition \(p(\hat{x}|x)\) and an alphabet \(X\) by iteratively merging elements in \(X\). Our IAC-MDSF algorithm differs from the existing algorithms in [4] in that it searches the optimal merge over all subsets, instead of all pairwise combinations, of the current alphabet and this problem is proved to be an MDSF, a local optimum of which could be obtained in polynomial time. Experimental results showed that our IAC-MDSF algorithm generally outperforms the pairwise merge algorithm in [4] in much fewer iterations.

While the IAC-MDSF algorithm only searches a deterministic solution for the PF problem, it is worth understanding in the future how to search an optimal soft transition \(p(\hat{x}|x) \in [0, 1]\) over the probability simplex, e.g., by the deterministic annealing method [13], and whether this soft solution can improve the Pareto frontiers in Fig. 3. On the other hand, as explained in Section IV-C, it would be of interest to see if we can utilize better MDSF algorithms to improve the performance and complexity of the IAC-MDSF algorithm.

APPENDIX A

Proof of Theorem 1

Proof: We have (4) hold since

\[
I(S; \hat{X}^{(k)}) - I(S; \hat{X}^{(k)}_W) = \sum_{s \in S} \sum_{\hat{x}^{(k)} \in W} p(s, \hat{x}^{(k)}) \left( \log \frac{p(s, \hat{x}^{(k)})}{p(s)p(\hat{x}^{(k)})} - \log \frac{p(s, \hat{W})}{p(s)p(\hat{W})} \right) = g(W) - f(W)
\]

so that

\[
I(S; \hat{X}^{(k)}_W) = I(S; \hat{X}^{(k)}) - g(W) + f(W)
\]

and

\[
I(\hat{X}^{(k)}_W; \hat{X}^{(k)}) = - \sum_{\hat{x}^{(k)} \in W} p(\hat{x}^{(k)}) \log p(\hat{x}^{(k)}) - \sum_{\hat{x}^{(k)} \in W} p(\hat{x}^{(k)}) \log p(\hat{W}) = H(\hat{X}^{(k)}_W) + f(W).
\]

For function \(l = u(t(W), \text{if} t \text{is a modular (both submodular and supermodular) set function such that } t(W) = \sum_{i \in W} t_i, \forall W \subseteq V \text{ for the vector } t \in R^{|V|} \text{ and } u: R \mapsto R \text{ is submodular. Rewrite } f(W) = \sum_{\hat{x}^{(k)} \in W} p(\hat{x}^{(k)}) \log p(\hat{x}^{(k)}) - p(\hat{W}) \log p(\hat{W}). \text{ Here, } \sum_{\hat{x}^{(k)} \in W} p(\hat{x}^{(k)}) \log p(\hat{x}^{(k)}) \text{ is modular. Since } p(\hat{W}) \text{ is nonnegative and modular and } -y \log y \text{ is convex in } y, -p(\hat{W}) \log p(\hat{W}) \text{ is submodular. Therefore, } f \text{ is submodular. Also, for all } W \subseteq Y, \text{ } f(W) - f(Y) = \sum_{\hat{x}^{(k)} \in W} p(\hat{x}^{(k)}) \log \frac{p(\hat{Y})}{p(\hat{W})} - \sum_{\hat{x}^{(k)} \in Y \setminus W} p(\hat{x}^{(k)}) \log \frac{p(\hat{x}^{(k)})}{p(\hat{W})} \geq 0.
\]

In the same way, we can prove that \(g\) is submodular and nonincreasing.
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