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ABSTRACT
Matching companies and investors is usually considered a highly specialized decision making process. Building an AI agent that can automate such recommendation process can significantly help reduce costs, and eliminate human biases and errors. However, limited sample size of financial data-sets and the need for not only good recommendations, but also explaining why a particular recommendation is being made, makes this a challenging problem. In this work we propose a representation learning based recommendation engine that works extremely well with small datasets and demonstrate how it can be coupled with a parameterized explanation generation engine to build an explainable recommendation system for investor-company matching. We compare the performance of our system with human generated recommendations and demonstrate the ability of our algorithm to perform extremely well on this task. We also highlight how explainability helps with real-life adoption of our system.
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1 INTRODUCTION
Matching companies to investors, and investors to companies has long been considered a highly specialized human cognitive decision making process. Such match-making exercise is extremely beneficial to both investors and startups/companies who are looking for funding. On one end, it helps investors identify which companies to invest in, and on the other end, it helps provide guidance to startup/companies on which investors to approach when they are looking to raise funding. Moreover, in financial organizations, this match-making can have direct financial consequences, for both investors and companies. Hence the ability to explain, why a particular investment opportunity is beneficial to investors and why a startup should approach a particular investor for funding, becomes critical.

However, matching investor and companies and providing explanations is typically very expensive as it involves manual curation of data about companies and investors, analyzing their historical track records, performance, and preferences, hence becoming a tedious task involving significant amounts of manual labour. Further, it brings about human errors and the results are often dependent on the individual experience and expertise of humans involved in this process.

To overcome the above limitations of high cost, and need for a human expert with years of experience, we explore the possibility of matching companies and investors in an automated manner by building a deep-learning based investor-company matching recommendation engine. However, unlike most e-commerce recommendation engines, such as netflix movie recommendations, recommendation systems for financial applications need to be trained on extremely small and limited datasets, and they should not only provide good recommendations, but must also be capable of providing explanations as to why a particular recommendation is being made. This is critical to ensure real-life adoption of such models. In fact, the limited size of dataset and lack of explainability of current deep learning models poses a serious challenge to adoption within the financial domain. In this work we propose a novel algorithm that leverages recent advances in representation learning to build a recommendation engine under small data-sets, and combines it with a parameterized explanation generation scheme to build an explainable investor-company matching system.
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Figure 1: Problem Statement
Formally, figure 1 above summarizes our problem. Given a limited sample-set of investors $A, B, \ldots N$, and companies $J, K, \ldots Z$, together with investor/company attributes and their historical interactions, can we recommend new links, i.e., recommend new companies to investors, and investors to companies while also providing an explanation for why a particular recommendation has been made? 

Our proposed approach consists of first building a high dimensional vector representation for each investor and company using available input data such as their description, their past investments etc. and subsequently using these vector representations as inputs to our hybrid content and collaborative model, to generate similarity scores between investors and companies which are used for making recommendations. Further, we utilize the outputs generated by our content and collaborative based model to extract parameters for a parameterized template based explanatory engine. We demonstrate that our algorithm can perform extremely well on investor-company matching task while also alleviating human biases and errors. Further, we also highlight how our parameterized explanation algorithm helps improve adoption of our algorithm within financial institutions. We also verified that our proposed approach is fair and it is not biased based on management team’s personal profile or location of company/investor.

The rest of the paper is outlined as follows. Section 2 describes related work and highlights the unique challenges that come about in building an investor-company matching recommendation engine within financial domain, section 3 describes the details of our dataset and section 4 provides details of our representation learning approach and describes our proposed hybrid recommendation system in more details. Section 5 provide the details of our parameterized explanatory algorithm, and demonstrates the ability of our approach to algorithmically generate explanations for why a particular company-investor pair could be linked. Finally, section 6 concludes our work and lays out foundation for future work in this area.

2 RELATED WORK

Various versions of deep learning based recommendation systems have been developed by major organizations such as Facebook [5], Netflix [3], Amazon [4], etc. While many of these e-commerce based recommendation system algorithms have achieved remarkable success, they are almost always built using some form of supervised learning approaches. This is in-part due to the easy availability of labeled data. For example, it is relatively easy to gather movie/item ratings from users, allowing them to use supervised learning approaches. However, such labeled datasets do not exist when we are trying to match companies and investors. In-fact, the only interaction information amongst the investors and companies that we have access to is a binary link informing whether an investor $i$ has invested in a company $j$ or not. We do not have any information on how much an investor likes or dislikes a company. Even if they liked a company, they might still end up not investing in it because of other factors. Hence, unlike many e-commerce recommendation systems our system is unsupervised in nature, making it difficult to directly apply existing methods. Further, as explained in the introduction section, unlike e-commerce application, adoption in financial applications is heavily dependent on our ability to provide explanations for why we are recommending an investor to a company or vice-versa. Such explanations are rather limited in many existing deep learning based approaches.

Additionally, while there has been some work in the literature on trying to match investors for startups [9], [10], [8], [6], [11], almost all these approaches are largely based on statistical techniques and do not leverage recent advances in deep learning, which has been the driver of improvement in recommendation engines over the past few years. Further, most of this work also overlooks the essential explainability requirements that are essential for financial applications.

In-fact, to the best of our knowledge our work here is the first end-to-end investor-company matching system that leverages advances in deep learning and unsupervised learning while also coupling it with a parameterized explanation generation engine, helping to improve adoption of deep learning into financial applications.

3 DATA

This section describes the details for our dataset. Our model has been developed and tested using licensed data. Essentially, the dataset used contains various details of startup companies such as a brief description about what the company does, its industry focus, information about its previous deals such as the series raised, and amount raised in that series etc. Similarly, for investors we have certain characteristic information about the investors such as their funding style and industry preference. Finally, we also have a historical binary investor-company link matrix.

We further describe the features we use from the dataset in more details below:

- **Company Data**: The company features include its description, industry focus, year founded, location, etc. For instance, some of the information on company ABC Lane include:
  - **Description**: Operator of a consumer finance intended to help consumers have access to fair and clear credit. The company leverages advanced technology, data analytics, and machine learning to provide a dignified customer experience to people who are working hard to build or rebuild their credit and have terms that are better and easier to understand than most of the alternatives available to people with less-than-pristine credit or limited credit history, enabling consumers to access credit.
  - **Industry Focus**: Financial Services/Other Financial Services/Consumer Finance/Financial Software
  - **Year Founded**: 2018
  - **Location**: Atlanta, Georgia, United States
- **Deals**: The details regarding the capital raises done by the company include the type of series rounds that the company has gone through, when were the deals made, the amount of capital raised in each round, etc. For instance, some of the information on the deals done by the company ABC Lane include:
  - **Types of Series Rounds**: Seed round, Series A round
  - **Amount Raised**: ~$50 million
  - **Deal Dates**: year 2018 and 2019

\footnote{Due to proprietary reasons, the company and investor names have been masked and fictitious names have been used.}
• **Investor Data:** The investor features has been derived from the dataset including its funding preferences, industry preferences, location, etc. For instance, features on one of the investors *The ABC Group of company ABC Lane* include:
  - **Funding Style:** Mostly involved in initial stage of funding, specifically, invested 27%, 23% and 20% of the time in Seed, Series A and Series B rounds respectively and the remaining in later stages of capital raise.
  - **Industry Preferences:** Mostly involved in healthcare and consumer products and services, specifically, invested 56% and 20% of the time in Healthcare and Consumer Products and Services respectively and the remaining in other sectors like Information Technology, Business Products and Services, etc.
  - **Location:** New York, NY, United States

• **Historical Investor-Company Link Matrix:** This binary link matrix contains historical information on whether an investor $i$ has invested in a company $j$ or not.

In order to test the investor-company link matching algorithm, we split the historical investor-company link matrix into 70% training and 30% test set. Given that our model is unsupervised in nature, we create two types of test sets:

• **Test Set containing Historical Links:** This set contains a list of investor and company pairs for which there is historical information that a link exist between the investors and companies. In this case, we would expect an ideal model to predict 100% links between the investors and companies.

• **Test Set without Historical Links:** This set contains a set of randomly chosen pair of investor and companies for which there is information that there does not exist a link between the investors and companies. In this case, we expect the model to predict NO links between the investors and companies.

4 INVESTOR/COMPANY MATCHING

This section describes our algorithm used to match the companies to investors and vice versa based on each their historical track records and preferences. Subsection 4.2 demonstrates the performance of the matching algorithm on our two test sets described in section 3 above. Finally, subsection 4.3 details the results obtained during human analysis, during which some of the top recommendations produced by the algorithm were given to the subject matter experts for review.

4.1 Algorithm

Figure 2 describes our proposed approach to solve the investor-company matching problem, i.e., *Should there be a link between an Investor i and Company j?*. Our proposed approach consists of two sequential steps. In the first step we learn a high dimensional vector representation for each company and investor from the given unstructured text that defines the attributes/features of the company/investors. In the second step we use these vector representations to calculate the similarity between companies and investors using a hybrid approach that calculates a weighted average of similarity scores obtained from content based and collaborative based approaches. We describe each of the parts in more details in the following sections.

**Figure 2: Proposed Approach**

4.1.1 Representation Learning.

As discussed in section 3 each investor and company is characterized by multiple attributes, many of which are sequences of unstructured text. To enable us to easily perform comparisons and estimate how close/far various companies and investors are, we first learn a high-dimensional vector representation for each company and investor. The key guiding principle behind our structured high dimensional vector representation is that similar sentences/words, or phrases within a similar contexts should map close to each other in a high-dimensional space, and sentences/words or phrases that are very different should be far away from each other.

Figure 3 depicts in more detail how different kinds of unstructured text are encoded in a high dimensional distributed vector representation to generate one final representation for each company/investor. More specifically,

• **Company Representation:** We represent a company by its funding status, description, industry focus, and location. The methods used to build a vector representation for each attribute are as follows:
  - **Funding Status:** This attribute describes in which types of round of raises the company has been involved in. This feature is being represented as a Multi-Label Binarizer. For instance, if a company has only been involved in Seed and Series A rounds in the set of Seed Round, Series A, Series B, Series C, this feature will be represented as [1,1,0,0].
  - **Description:** This attribute describes the business that the company is involved in. Since the position of the words in the description is important, pretrained transformer with self attention [7] based architecture has been leveraged to encode the description into a 768-dimensional dense vector representation.
Industry Focus: This attribute describes the type of industry the company operates in. Since the position of words is not crucial, pretrained BERT [1] based architecture has been used to create 768-dimensional vector embeddings.

Location: This attribute describes the city, state and country the company is located in. Similar to industry focus attribute, pretrained BERT based architecture has been used to create 768-dimensional vector embeddings.

Finally, the vector representations of the above attributes are concatenated together to form a full vector representation for the company.

Investor Representation: The attributes that have been used to represent an investor are its funding style, industry preference and location. The methods used to build a vector representation for each attribute are as follows:

- Funding Style: This attribute describes the amount of deals that the investor has done in each type of round raise. For instance, if an investor has invested 80, 10 and 10 times in Seed, Series A and Series B rounds in the set of Seed Round, Series A, Series B, Series C, then this feature will be represented as [0.8, 0.1, 0.1, 0].

- Industry Preference: This attribute describes the amount of deals that the investor has done in various industry sectors. In order to build the representation for this attribute, as described in company representation, the industry sectors are first encoded using pretrained BERT based architecture and then the weighted average of these representations are obtained with weights corresponding to number of deals that the investor has done in each industry sector.

- Location: This attribute describes the city, state and country the investor is located in. Similar to company representation, pretrained BERT based architecture has been used to create 768-dimensional vector embeddings.

Finally, the vector representations of the above attributes are concatenated together to form a full vector representation for the investor.

4.1.2 Similarity Score Estimation.

Given the high dimensional distributed representations for both companies and investors, we can easily estimate the closeness or remoteness between pairs of companies and/or investors following a hybrid approach, i.e. a weighted average of content and collaborative based similarity scores. Specifically, our proposed similarity estimation method consists of following key steps:

(A) Content-based Model: Content-based approach uses the attributes of the companies to recommend similar companies to an investor. It recommends a company to an investor based on its existing portfolio of companies. This method relies only on company features and not on investor’s preferences. Formally, for a company \(j\) and investor \(i\), we are trying to estimate which company and with what score \(j\) is closest to within the portfolio of companies in which \(i\) has invested.

(B) Collaborative Based Model: Collaborative-based approach generates recommendations by deriving investor’s historical preferences on companies. It recommends investors to a company based on its existing portfolio of investors. This method relies only on the historical interaction between the investors and companies as well as historical preferences of the investors and not on company features. Formally, for an investor \(i\) and company \(j\), we need to determine which investor and with what score \(i\) is closest to within the portfolio of \(j\)’s previous investors.

It may be noted that since the investor-company interaction matrix is very sparse, using only one of the above similarity scores leads to performance degradation. To overcome this we obtain the final score as a weighted average score from the results of A and B above. Specifically, combining both the models helps overcome the performance degradation caused by the sparse historical interaction between the investors and companies, and it also helps alleviate cold-start problems when investors have no or very few interactions or for new companies who have not raised any funding round or interacted with any investors.
The Algorithm 1 describes our overall matching algorithm in a step-by-step manner.

4.2 Results

This section discusses the performance of the our proposed matching algorithm on a dataset containing 40,000 historical investor-company links. As discussed in section 3, 70% of the historical investor-company links has been used as part of the training set and remaining 30% as the test set. Also, it may be noted that the results shown are based on the threshold set at 0.75, i.e. any time the similarity score is less than 0.75, no link exists.

Figure 4 shows the histogram of the final similarity score obtained on our test set for which we know the ground-truth is that a link between said company and investor pair exists. As expected, in this case the histogram of similarity scores is skewed to the right and the model correctly predicts that there should be links between the investors and companies for 89% of the test set.

% of investor-company scores > 0.75 = 89%

Figure 4: Histogram with historical links

Figure 5 shows a similar similarity-score histogram for a test set that contains randomly chosen company and investor pairs, and remaining 30% as the test set. Also, it may be noted that the investor-company links has been used as part of the training set.

% of investor-company scores > 0.75 = 24%

Figure 5: Histogram with currently no historical links

**Algorithm 1 Similarity Score Algorithm**

1. **Input 1**: For an investor \( i \) where \( i \in \{1, 2, 3, \ldots, n\} \) where \( n \) is the number of investors in the dataset.
2. **Input 2**: For a company \( j \) where \( j \in \{1, 2, 3, \ldots, m\} \) where \( m \) is the number of companies in the dataset.
3. **Initialization**: Set content based score, \( CBS = 0 \), closest company, \( CC = '' \), closest company business, \( CCB = '' \) collaborative based score, \( CB = 0 \), closest investor, \( CI = '' \) final score, \( FS = 0 \), collaborative investor interaction weight, \( w_1 \), collaborative investor feature weight, \( w_2 \) collaborative score threshold, \( CBthresh \), collaborative score weight, \( w_{CB} \), content score weight, \( w_{CBS} \).
4. for \( i = \{1, 2, 3, \ldots, n\} \) & \( j = \{1, 2, 3, \ldots, m\} \) do
5. \hspace{1em} (1) Content Based Model:
6. \hspace{2em} Obtain all the previous investors of company \( i \) \( \in \) from the training set, say, \( inv \in \{1, 2, \ldots, k\} \).
7. \hspace{2em} for \( comp \in \{1, 2, \ldots, k\} \) do
8. \hspace{3em} Obtain \( compvec \) = vector representation for \( comp \) and \( ivec \) = vector representation for \( i \).
9. \hspace{3em} Calculate cosine similarity,
10. \hspace{3em} \( cos(j, comp) = \frac{ivec \cdot compvec}{||ivec|| \cdot ||compvec||} \).
11. \hspace{3em} if \( cos(j, comp) > CBthresh \) then
12. \hspace{4em} \( CBS = cos(j, comp) \),
13. \hspace{4em} \( CC = comp \) and \( CCB = Extract \) the first sentence from description field
14. \hspace{3em} end if
15. \hspace{2em} end for
16. \hspace{1em} (2) Collaborative Based Model:
17. \hspace{2em} \( u, s, d \) = Perform Singular Value Decomposition \([2]\) on the ‘sparse’ interactive investor-company link matrix. \( u \) contains all investors with respect to their latent features
18. \hspace{2em} Obtain all the previous investors of company \( 'j' \) from the training set, say, \( inv \in \{1, 2, \ldots, l\} \).
19. \hspace{2em} for \( inv \in \{1, 2, \ldots, l\} \) do
20. \hspace{3em} Obtain \( invvec \) = vector representation for \( inv \) and \( ivec \) = vector representation for \( i \).
21. \hspace{3em} Calculate cosine similarity, \( sim1(i, inv) = \frac{u(i) \cdot u(inv)}{||u(i)|| \cdot ||u(inv)||} \).
22. \hspace{3em} Calculate cosine similarity, \( sim2(i, inv) = \frac{ivec \cdot invvec}{||ivec|| \cdot ||invvec||} \).
23. \hspace{3em} Calculate final similarity score, \( sim(i, inv) = w_1 \cdot sim1 + w_2 \cdot sim2 \).
24. \hspace{3em} if \( sim(i, inv) > CBthresh \) then
25. \hspace{4em} \( CB = sim(i, inv) \),
26. \hspace{4em} \( CI = inv \)
27. \hspace{3em} end if
28. \hspace{2em} end for
29. \hspace{1em} (3) Final Score:
30. \hspace{2em} if \( CB > CBthresh \) then
31. \hspace{3em} \( FS(i, j) = w_{CBS} \cdot CBS + w_{CB} \cdot CB \)
32. \hspace{3em} else
33. \hspace{4em} \( FS(i, j) = CBS \)
34. \hspace{3em} end if
35. end for
for which we know the ground truth that there is no historical link between the said company-investor pair. As expected, the histogram is skewed to the left and the model predicts that there should be links between the investors and companies only for 24% of the test set. It may be noted that even an ideal model should have a small percentage of investor/company pairs for which it predicts that a link should exists, because these become the model’s recommendations to investors/companies.

Further, in order to test the stability of the matching algorithm, 10 independent samples were obtained from dataset, each containing 1000 investors. Figure 6 shows the performance of the model over these sampled dataset. The column “Final Score Accuracy w/Links” estimates the accuracy in correctly predicting a link when the ground-truth link exists. Also, the column, “Final score Accuracy w/o links” measures the percentage of companies for which we get a score above our threshold when we know that underlying data has no-links, i.e. historically no link existed between the said company and investor pair. We may re-iterate that these few percentage cases actually constitute the models recommendations, and while this percentage should be low, this should not be very close to zero, else we are not recommending anything. As can be observed the model has a good stability with a mean of 80% performance and standard deviation of only 6% for the test sets where there are existing historical links between the investors and companies. In case of the test set containing randomly chosen companies for which there is information that links do not exist between the investors and companies, the model is stable with a mean of 17% performance and standard deviation of only 6%.

![Figure 6: Stability Analysis over 10 independent samples](image)

### Table 1: Explainability Analysis

| Features | Final Score Accuracy w/ links | Final Score Accuracy w/o links |
|----------|-----------------------------|-------------------------------|
| All      | 89%                         | 24%                           |
| Feature A| 98%                         | 80%                           |
| Feature B| 95%                         | 47%                           |
| Feature C| 94%                         | 60%                           |
| Feature D| 80%                         | 18%                           |
| Feature A, Feature B | 95% | 47% |
| Feature A, Feature C | 94% | 59% |
| Feature A, Feature D | 79% | 17% |
| Feature B, Feature C | 95% | 43% |
| Feature B, Feature D | 89% | 26% |
| Feature C, Feature D | 79% | 17% |
| Feature A, Feature B, Feature C | 95% | 43% |
| Feature A, Feature B, Feature D | 89% | 25% |
| Feature A, Feature C, Feature D | 79% | 17% |
| Feature B, Feature C, Feature D | 88% | 24% |

Finally, we also verified and confirmed that the investor-company matching algorithm is fair and is not biased based on management team’s personal profile or location of company/investor.

### 4.3 Human Analysis

In order to analyze the relevance of the recommendations produced by the model, we provided top 25 investor recommendations for four...
companies including Software, LLC, Technology, LLC, Product, LLC and Marine, LLC to the subject matter experts (SMEs) for review. Out of these 100 investor-company matching pairs, 65 pairs were confirmed as relevant by the SMEs. Table 2 shows an example of the investor recommendation for each of the four companies for which the SMEs/humans gave a high score with their rationale.

| Company        | Recommended Investor | Algo Matching Score | Human Score | Human Rationale                       |
|----------------|----------------------|---------------------|-------------|---------------------------------------|
| Software, LLC  | Software Equity      | 94%                 | HIGH        | Align with industry focus             |
| Technology, LLC| Technology Partners  | 90%                 | HIGH        | Early stage investment track record in media / design software |
| Product, LLC   | Product Partners     | 90%                 | HIGH        | Aligned with industry focus           |
| Marine, LLC    | Marine Equity        | 89%                 | HIGH        | Specific market place vertical        |

Table 2: Human Analysis with High Scores

For 35 pairs, the SMEs/humans gave a low score and thought computer generated recommendations may not be relevant. Table 3 shows an example of the investor recommendation for each of the four companies for which the SMEs/humans gave a low score along with their rationale for low score. Subsequently, we used our parameterized explanatory algorithm (described in next section) to algorithmically generate explanations, as to why the particular recommendation had been made. Following the explanations, the subject matter experts were convinced that the recommendations are indeed correct, and assigning them a low human score was actually due to limited breadth of human knowledge. This further illustrates the importance of mechanisms that enable explainability.

| Company        | Recommended Investor | Algo Matching Score | Human Score | Human Rationale                       |
|----------------|----------------------|---------------------|-------------|---------------------------------------|
| Software, LLC  | Software Partners    | 94%                 | LOW         | Not aligned with industry focus       |
| Technology, LLC| Technology Capital   | 90%                 | LOW         | Not aligned with industry focus       |
| Product, LLC   | Product Partners     | 90%                 | LOW         | Not aligned with industry focus       |
| Marine, LLC    | Marine Equity        | 89%                 | LOW         | Not aligned with industry focus       |

Table 3: Human Analysis with Low Scores

5 PARAMETRIZED EXPLANATORY ALGORITHM

As mentioned in Section 1, the ability to explain why we make a particular recommendation is an essential requirement for our model, and is critical to ensure adoption of our model in real-life. The following sections describe the algorithm used to generate these explanations and provides some sample explanation examples produced using the same. It may be noted that the data required for generating these algorithmic explanations is directly taken from the intermediate results being generated by our matching algorithm.

5.1 Algorithm

Algorithm 2 describes our parameterized explanatory algorithm in a step-by-step manner. In our proposed algorithm, we have a predefined written template, and the parameters of the template are selected and filled using the intermediary results obtained from the matching algorithm. The explanation generated to explain the recommendation score between the investor $i$ and company $j$ is three-pronged:

Algorithm 2 Parameterized Explanatory Algorithm

1. **Input 1:** For an investor $i$ where $i \in [1, 2, 3, \ldots, n]$ where $n$ is the number of investors in the dataset
2. **Input 2:** For a company $j$ where $j \in [1, 2, 3, \ldots, m]$ where $m$ is the number of companies in the dataset
3. **PREDEFINED EXPLANATION TEMPLATE:**
   - The investor $\{param a\}$ is similar to $\{param b\}$’s previous investor $\{param c\}$ with score of $\{param d\}$ based on their industry focus preferences. Also, the investor $\{param a\}$ has invested in a company named $\{param e\}$ with a match score of $\{param f\}$ with $\{param g\}$ similar to $\{param h\}$.
   - For $i = [1, 2, 3, \ldots, n]$ & $j = [1, 2, 3, \ldots, m]$ do
5. Follow Steps 5-14 in Algorithm 1 and obtain content based score, CBS, closest company, CC, and closest company business, CCB
6. Follow Steps 15-28 in Algorithm 1 and obtain collaborative based score, CB, and closest investor, CI
7. SET param a ← investor, i
8. SET param b ← company, j
9. SET param c ← closest investor, CI
10. SET param d ← collaboratie based score, CB
11. SET param e ← closest company, CC
12. SET param f ← content based score, CBS
13. SET param g ← closest company business, CCB
14. end for

- **Investor-Investor Similarity:** This part clarifies that the investor $i$ is most similar to which of the previous investors of company $j$ and with how much score.
- **Company-Company Similarity:** This part clarifies that the company $j$ is most similar to which of the investor $i$’s portfolio of existing invested companies and with how much score.
- **Company Description:** Finally, this part shows the key business area that the company, which is the most similar to company $j$ (as obtained in the above part), works on. This company description gives a more detailed explanation at the feature level as to why we are recommending a link between the investor $i$ and company $j$.

5.2 Results

Table 4 shows the same examples as were shown in Table 3 along with the explanations generated. The column ‘Algo Explainability Rationale’ shows the explanations that were generated algorithmically with parameters filled (highlighted as underlined text in Table

---

*Due to proprietary reasons, the company and investor names have been masked and fictitious names have been used.
The SMEs accepted the explanations and were convinced that all the software partners with a score of 0.92. (b) Company-Company and investor software partners software, LLC into the predefined explanation template. For instance, in order to explain the high recommendation score between the company software, LLC and investor software partners, we selected and filled the three-tongued explanations as follows: (a) Investor-Investor Similarity: This part clarifies that investor software partners is similar to the company software, LLC’s previous investor software capital with a score of 0.92. (b) Company-Company Similarity: This part clarifies that the company software, LLC is most similar to the company platform, LLC with a score of 0.93. Platform, LLC is one of the companies in which software partners has previously invested in. (c) Company Description: Finally, this part clarifies that both software, LLC and platform, LLC develop mobility technology platforms.

The investor-matching pairs that were provided to the subject matter experts (SMEs) for review, as detailed in the Human Analysis section, were again submitted with these explanations for review. The SMEs accepted the explanations and were convinced that all the recommendations that were provided by the algorithm are relevant.

### 6 CONCLUSION & FUTURE WORK

In this paper, we proposed a novel representation learning based recommendation system that works very well with extremely small datasets. We also highlighted the importance of explainability in recommendation engines, and demonstrated how we can couple recommendation engine with a parameterized explanation generation algorithm to build an explainable recommendation engine. We demonstrated the ability of our algorithm to work very well, even with limited dataset, on company-investor matching problem, a problem which has long been considered a highly specialized human cognitive decision making process. Further, we also demonstrated how explainable recommendations helped with real-life adoption of our system. We also verified and confirmed that the algorithm is fair and is not biased based on management team’s personal profile or location of company/investor.

There are various avenues to further improve and build upon this work. For instance, the similarity estimation between companies and investors can be improved by using graph-based approaches. Further, we could further improve company/investor vector representations by leveraging more features such as company/investor valuations, news articles, etc. Additionally, our parameterized explanatory engine can be further improved by doing more a granular analysis and provide explanations regarding which exactly which feature impacts the recommendation score the most.

| Company          | Recommended Investor | Algo Matching Score | Human Score | Human Rationale | Declared Target Industries for Investor | Algo Explainability Rationale |
|------------------|----------------------|---------------------|-------------|-----------------|-----------------------------------------|------------------------------|
| Software, LLC    | Software Partners    | 92%                 | LOW         | Not aligned with industry focus | Software                     | The investor “Software Partners” is similar to “Software, LLC”’s previous investor “Software Capital” with score of “0.92” based on their industry focus preferences. Also, the investor “Software Partners” has invested in a company named “Platform, LLC” with a match score of “0.93” with “Software, LLC”. “Platform, LLC” also “develops mobility technology platform” similar to “Software, LLC”. |
| Technology, LLC  | Technology Capital   | 89%                 | LOW         | Not aligned with industry focus | Biotechnology, Commercial Products and Services, Communications and Networking, Energy Equipment, Infrastructure, Transportation | The investor “Technology Capital” is similar to “Technology, LLC”’s previous investor “Technology Investments” with score of “0.91” based on their industry focus preferences. Also, the investor “Technology Capital” has invested in a company named “Mobile, LLC” with a match score of “0.82” with “Technology, LLC”. “Mobile, LLC” also “develops web/mobile applications” similar to “Technology, LLC”. |
| Product, LLC     | Product Partners     | 92%                 | LOW         | Not aligned with industry focus | Commercial Products, Commercial Services, Communications and Networking, Healthcare Services, IT Services, Software | The investor “Product Partners” is similar to “Product, LLC”’s previous investor “Product Ventures” with score of “0.92” based on their industry focus preferences. Also, the investor “Product Partners” has invested in a company named “Market, LLC” with a match score of “0.89” with “Product, LLC”. “Market, LLC” also “develops online platform to sell personal products” similar to “Product, LLC”. |
| Marine, LLC      | Marine Equity        | 89%                 | LOW         | Not aligned with industry focus | Communications, Distributors/Wholesale, Industrial Supplies, Media and Information Services, Metals and Minerals, Restaurants, Hotels, Leisure, Software | The investor “Marine Equity” is similar to “Marine, LLC”’s previous investor “Marine Capital” with score of “0.85” based on their industry focus preferences. Also, the investor “Marine Equity” has invested in a company named “Travel, LLC” with a match score of “0.82” with “Marine, LLC”. “Travel, LLC” also “develops online marine platform” similar to “Marine, LLC”.

Table 4: Parametrized Explanatory Algorithm Results
Disclaimer. This paper was prepared for informational purposes by the Artificial Intelligence Research group of JPMorgan Chase & Co and its affiliates (“JP Morgan”), and is not a product of the Research Department of JP Morgan. JP Morgan makes no representation and warranty whatsoever and disclaims all liability, for the completeness, accuracy or reliability of the information contained herein. This document is not intended as investment research or investment advice, or a recommendation, offer or solicitation for the purchase or sale of any security, financial instrument, financial product or service, or to be used in any way for evaluating the merits of participating in any transaction, and shall not constitute a solicitation under any jurisdiction or to any person, if such solicitation under such jurisdiction or to such person would be unlawful.

© 2021 JPMorgan Chase & Co. All rights reserved.

REFERENCES

[1] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. arXiv:1810.04805 [cs.CL]

[2] G. H. Golub and C. Reinsch. 1970. Singular Value Decomposition and Least Squares Solutions. Numer. Math. 14, 5 (April 1970), 403–420. https://doi.org/10.1007/BF02163027

[3] C. Gomez-Uribe and Neil Hunt. 2015. The Netflix Recommender System. ACM Transactions on Management Information Systems (TMIS) 6 (2015), 1 – 19.

[4] Greg Linden, Brent Smith, and Jeremy York. 2003. Amazon.com Recommendations: Item-to-Item Collaborative Filtering. IEEE Internet Comput. 7 (2003), 76–80.

[5] Maxim Naumov, Dheevaatsa Mudigere, Hao-Jun Michael Shi, Jianyu Huang, Narayanan Sundaraman, Jongsoo Park, Xiaodong Wang, Udi Gupta, Carole-Jean Wu, Alisson G. Arzodini, Dmytro Didushakov, Andrey Mallevich, Iliia Cherniavsksii, Yinghai Lu, Raghuraman Krishnamoorthi, Ansha Yu, Volodymyr Kondratenko, Stephanie Pereira, Xianjie Chen, Wenlin Chen, Vijay Rao, Bill Jia, Liang Xinong, and Nishu Smelyanskiy. 2019. Deep Learning Recommendation Model for Personalization and Recommendation Systems. arXiv:1906.00091 [cs.IR]

[6] Thomas Stone, Weinan Zhang, and Xiaoxue Zhao. 2013. An Empirical Study of Top-n Recommendation for Venture Finance. In Proceedings of the 22nd ACM International Conference on Information & Knowledge Management (San Francisco, California, USA) (CIKM ’13). Association for Computing Machinery, New York, NY, USA, 1865–1868. https://doi.org/10.1145/2505515.2507882

[7] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention Is All You Need. arXiv:1706.03762 [cs.CL]

[8] Sen Wu, Ruojia Chen, Guiying Wei, Xiaonan Gao, and Lifang Hao. 2021. Understanding the Impact of Startups’ Features on Investor Recommendation Task via Weighted Heterogeneous Information Network. Complexity 2021 (2021), 1–13. https://doi.org/10.1155/2021/6657191

[9] Sen Wu, Huifei Li, and Lu Liu. 2020. A Venture Capital Recommendation Algorithm based on Heterogeneous Information Network. INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL 15, 1 (2020). https://doi.org/10.15837/ijccc.2020.1.3779

[10] Shuqi Xu, Qianming Zhang, Linyuan L, and Manuel Sebastian Mariani. 2020. Recommending investors for new startups by integrating network diffusion and investors’ domain preference. Information Sciences 515 (2020), 103–115. https://doi.org/10.1016/j.ins.2019.11.045

[11] Xiaoxue Zhao, Weinan Zhang, and Jun Wang. 2015. Risk-Hedged Venture Capital Investment Recommendation. In Proceedings of the 9th ACM Conference on Recommender Systems (Vienna, Austria) (RecSys ’15). Association for Computing Machinery, New York, NY, USA, 75–82. https://doi.org/10.1145/2792838.2800181