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Abstract

Patterning and growth are linked during early development and have to be tightly controlled to result in a functional tissue or organ. During the development of the Drosophila eye, this linkage is particularly clear: the growth of the eye primordium mainly results from proliferating cells ahead of the morphogenetic furrow (MF), a moving signaling wave that sweeps across the tissue from the posterior to the anterior side, that induces proliferating cells anterior to it to differentiate and become cell cycle quiescent in its wake. Therefore, final eye disc size depends on the proliferation rate of undifferentiated cells and on the speed with which the MF sweeps across the eye disc. We developed a spatio-temporal model of the growing eye disc based on the regulatory interactions controlled by the signals Decapentaplegic (Dpp), Hedgehog (Hh) and the transcription factor Homothorax (Hth) and explored how the signaling patterns affect the movement of the MF and impact on eye disc growth. We used published and new quantitative data to parameterize the model. In particular, two crucial parameter values, the degradation rate of Hth and the diffusion coefficient of Hh, were measured. The model is able to reproduce the linear movement of the MF and the termination of growth of the primordium. We further show that the model can explain several mutant phenotypes, but fails to reproduce the previously observed scaling of the Dpp gradient in the anterior compartment.

Author Summary

Patterning and growth of a tissue are linked during early development and have to be tightly controlled. During the development of the Drosophila eye, this linkage is particularly clear: A moving signaling wave sweeps across the tissue that will eventually develop into the eye of the fly. This wave is responsible for the transition from cells undergoing cell divisions in front of the wave into differentiated, specialized cells that are not dividing anymore and that eventually develop into the many individual eye units of the compound eye.
Therefore, the final size of this tissue depends on how fast cells in front of the wave are growing and dividing and on the speed with which the signaling wave sweeps across the tissue. We developed a computational model based on regulatory interactions that have been experimentally determined in order to explore how the signaling patterns affect the movement of the signaling wave and impact on tissue growth. The model captures the movement of the signaling wave at a constant speed and the growth termination of the developing tissue. We further show that the model can explain the abnormal size of the eye that can be observed in several genetically modified fly strains.

Introduction

During early development most tissues undergo fast changes involving cell growth, proliferation, differentiation and patterning. In order to develop into a functional tissue or organ, both patterning and growth have to be tightly controlled and coordinated. How this regulation is achieved is an extraordinarily complex problem. As is the case with many fundamental mechanisms, also the interplay between growth and patterning has been most widely investigated in *Drosophila* [1–4]. One tissue of particular interest in *Drosophila* is the eye imaginal primordium (commonly called eye “imaginal disc”), that develops into the highly organized compound eye of adult flies. During the two first larval stages (or “instars”) the eye disc comprises undifferentiated, proliferative eye progenitors. Pattern formation in the eye disc starts during early third instar with the appearance of the morphogenetic furrow (MF), a straight epithelial indentation that runs along the dorsoventral (DV) axis of the *Drosophila* eye disc and that emerges at the posterior margin of the disc [5]. The MF is a moving signaling centre that separates the proliferating (anterior to the MF) and the differentiating (posterior to the MF) zones in the disc (Fig 1A). As the MF sweeps across the disc from its posterior to its anterior side, undifferentiated proliferating cells cease to proliferate at the MF and start differentiating into retina cells behind it [5]. The velocity of MF movement thus determines the time for which cells on the anterior side of the disc can proliferate.

At a molecular level, many signals that are involved in the initiation and progression of the morphogenetic furrow have been described [6]. Initiation of MF movement requires the production of the diffusible morphogen Hedgehog (Hh) at the posterior eye disc margin. Hh is known to induce the expression of *decapentaplegic* (*dpp*) in the MF, another morphogen of the BMP2/4 type, and to promote differentiation of the proliferating cells into retinal cells. Furthermore, it is known that both Hh and Dpp signaling lead to the downregulation of the transcription factor *homothorax* (*hth*) [7]. *hth* is expressed on the anterior side of the eye disc and was shown to promote cell proliferation and to block the expression of later-acting transcription factors [7,8]. Behind the MF, the newly differentiated photoreceptor cells express *hh* and the delayed mutual activating loop between Hh and Dpp is able to set the MF in motion. Recent measurements describe this movement of the MF as linear in time [9]. However, it remains unclear how the signaling network determines the speed of the MF. By driving the progression of the MF, the signaling network is indirectly regulating proliferation.

In addition to driving MF movement and cell differentiation, Dpp signaling affects growth [10–12]. Recently, it was reported that the gradients of the Dpp signaling targets pMad and *hairy scale* with the anterior length of the eye disc, and the authors suggested that the relative temporal changes in the concentration of the moving Dpp gradient control the proliferation rate and are therefore responsible for the control of growth and its termination [9]. However,
the authors also note that the growth rate is not altered when the only Dpp signalling mediator \textit{mad} and its downstream target \textit{brk} are removed from cells.

In order to explore how the spatio-temporal signaling patterns affect the movement of the MF and impact on eye disc growth we translated the signaling network into a spatio-temporal model (Fig 1A). Patterning and growth are intricately linked during eye disc development, and we therefore solved the model on a growing domain. As in previous models of imaginal disc growth [13], we modeled the epithelium as an incompressible Newtonian fluid with a source.
that reflects cell proliferation. In order to parameterize the model we measured two key parameters of the model, the degradation rate of Hth as well as the diffusion coefficient of Hh, by Fluorescent Recovery After Photobleaching (FRAP). We show that our model can reproduce the linear movement and speed of the MF. Our model shows the observed growth termination and can reproduce several mutant phenotypes that influence the speed of the MF. We furthermore analyze the impact of parameter perturbations on the linearity and speed of the MF as well as on the final size of the eye disc. Importantly, the model fails to reproduce the scaling of the Dpp gradient with the anterior length of the tissue, suggesting that there must be additional mechanisms in place to ensure scaling. While many open questions remain, our model serves as an important step towards an integrated model for patterning and growth control during development.

Results

Development of the Eye Disc Model

We aimed at developing a parsimonious model for eye disc growth and early patterning and thus sought to keep the regulatory interactions as simple as possible while reproducing the measurements. As components of the model we will consider Hh, Dpp, pMad (the active form of Mad which transduces the Dpp signal to the nucleus [14]), Eya, a gene expressed and required for retinal specification and differentiation [15] and Hth, a protein that prevents premature differentiation anterior to the MF (Fig 1A). Representative confocal sections of similar late third instar eye-antennal discs stained for several proteins that are incorporated in the model are shown from different views in Fig 1B–1D. We will focus on the differentiation process beginning with the initiation of the morphogenetic furrow (MF) in larvae during early third instar. In front of the MF, progenitor cells proliferate (Fig 1A; arrow (A1)), while behind the MF cells differentiate and eventually form the ommatidia. Experiments show that hh is expressed at the posterior margin before MF initiation and in differentiated cells, labeled F, posterior to the MF during disc development [16] (Fig 1A; A2). The production in the margin is incorporated via the boundary condition for Hh (Eq 19, see Methods). Given the lack of evidence for any relevant regulation of the production of hh by other members in the model, we assume a constant production rate, restricted to the differentiated cells, thus writing \( p_{Hh} \cdot \Phi \). Hh induces the expression of dpp in MF cells, labeled \( \Theta \) [17] (Fig 1A; A3). In order to keep the number of parameters small, we use the simplest function that allows us to fit the data, a linear relationship. Accordingly we write \( p_{Dpp} \cdot c_{Hh} \cdot \Theta \) as a production term, with \( c_{Hh} \) being Hh concentration. We note that also a Hill function would have allowed us to reproduce the observed data. However, this would have introduced two additional parameters. Dpp signaling is mediated by phosphorylation of Mad to pMad [14] (Fig 1A; A4). The rate of Mad phosphorylation thus depends on the Dpp concentration, and we have \( p_{pMad} \cdot \sigma_{Dpp} \) as a production term for pMad (see definition for \( \sigma \) in Eq 3). Expression ofeya is enhanced by pMad-mediated Dpp signaling [18] (Fig 1A; A5). As the expression of eya is also induced by Hh [19] we incorporated a Hh-dependent term (Fig 1A; A6) and a pMad-dependent production term, such that the presence of either pMad or Hh is sufficient to induce eya expression, i.e. \( p_{Eya} \cdot (\sigma_{pMad} + \sigma_{Hh}) \). We notice that we could also have reproduced the mutant behavior if we substituted the Hh-dependent term by a positive feedback of eya on itself or by a direct link of the photoreceptor cells. hth can be expressed in all cells, but is repressed by pMad-mediated Dpp signaling (Fig 1A; A4, A7), and by Hh signaling (Fig 1A; A8) [20,21]. We therefore describe Hh production by \( p_{Hh} \cdot \sigma_{pMad} \cdot \sigma_{Hth} \), such that the presence of either pMad or Hh is sufficient to repress hth expression (compare Eq 3). Hth is required to maintain the progenitor population in a proliferative and undifferentiated state (Fig 1A; A9) [7], while Hh is required for the proper
differentiation of cells behind the MF into photoreceptor cells (Fig 1A; A10). Furthermore, forced maintenance of Hth is known to cause severe delays in MF movement and blocks retinal differentiation [22,23]. Downregulation of hth expression therefore allows MF movement [20,22,23]. The simplest way to incorporate these known concentration-dependent cell type transitions is to introduce an Hth concentration threshold, $\Theta_{Hth}$, below which proliferating cells are becoming MF cells and an Hh concentration threshold, $\Theta_{Hho}$, above which MF cells are differentiating into differentiated cells (see also Eq 4).

All extracellular molecules can diffuse within the domain, albeit at different speeds. We therefore formulate the model as advection-reaction-dispersion equations for a component $i$ with concentration $c_i$, diffusion coefficient $D_i$ and reaction terms $R_i$. The external velocity field is denoted by $u$:

$$\frac{\partial c_i}{\partial t} + \nabla(u c_i) = D_i \nabla^2 c_i + R_i$$  \hspace{1cm} (1)

The reaction terms $R_i$ of the components describe the regulatory interactions based on information from the literature and our own experiments as discussed above, and are given by:

$$R_{Hth} = p_{Hth} \cdot \Phi - \delta_{Hth} \cdot c_{Hth}$$  \hspace{1cm} (2)

$$R_{Dpp} = p_{Dpp} \cdot c_{Hth} \cdot \Theta - \delta_{Dpp} \cdot c_{Dpp}$$

$$R_{pMad} = p_{pMad} \cdot \sigma_{Dpp} - \delta_{pMad} \cdot c_{pMad}$$

$$R_{Eya} = p_{Eya} \cdot (\sigma_{pMad} + \sigma_{Hh}) - \delta_{Eya} \cdot c_{Eya}$$

$$R_{Hho} = p_{Hho} \cdot \alpha_{pMad} \cdot \Theta_{Hho} - \delta_{Hho} \cdot c_{Hho}$$

In the absence of contrary data we use the simplest model for decay, linear decay at rate $\delta_i \cdot c_i$ for all signaling factors $i$. We use Hill functions to describe regulatory influences. To describe activating influences of a component $i$ we write

$$\sigma_i = \frac{c_i^{n_i}}{c_i^{n_i} + K_i^{n_i}}$$  \hspace{1cm} (3)

and we use $\bar{\sigma}_i = 1 - \sigma_i$ to describe inhibitory impacts of $c_i$. $K_i$ is the Hill constant which specifies the concentration of $c_i$ where half-maximal activity is observed, and the Hill coefficient $n_i$ defines the steepness of the response. The different cell types, i.e. differentiated cells $\Phi$, cells in the MF $\Theta$ and proliferating cells $\Pi$, are defined as

$$\Pi = H(c_{Hth} - \theta_{Hth})$$  \hspace{1cm} (4)

$$\Theta = (1 - H(c_{Hth} - \theta_{Hth})) \cdot (1 - H(c_{Hho} - \theta_{Hho}))$$

$$\Phi = (1 - H(c_{Hho} - \theta_{Hho})) \cdot H(c_{Hth} - \theta_{Hth})$$

where $H(c_i - \theta_i)$ for component $i$ and threshold $\theta_i$ is the Heaviside function, which is defined
according to:

\[ H(c_i - \theta_i) = \begin{cases} 
0 & \text{if } c_i \leq \theta_i \\
1 & \text{if } c_i > \theta_i
\end{cases} \]  \hspace{1cm} (5)

Finally, we need to define the boundary and initial conditions. Hh is expressed in the margin from where it diffuses into the eye disc. Accordingly, we use as boundary condition for Hh

\[ D_{hh} \nabla c_{hh} = \eta \cdot A(x) \cdot \tau(t) \]  \hspace{1cm} (6)

where \( \eta \) is a constant, \( A(x) \) defines the spatial location of the Hh producing margin and \( \tau(t) \) a time-dependent function (see Methods for details). We use zero flux boundary conditions for all other signaling molecules, transcription factors and cell types, i.e.

\[ \nabla c_i = 0 \]  \hspace{1cm} (7)

We use zero initial conditions for Hh, Dpp, pMad, and Eya in the entire eye disc domain; MF initiation happens in response to the influx of Hh at the posterior margin (see Methods). Before the initiation of the MF, \( hth \) is expressed in all cells of the eye primordium [23]. We therefore use the steady state concentration as initial concentration, i.e. \( c_{hth}(0) = \frac{P}{\delta_{hth}} \). The presence of Hth prevents premature cell differentiation. In summary, the initial conditions are:

\[ c_{hth}(0) = P \]  \hspace{1cm} (8)

\[ c_{hth}(0) = c_{dpp}(0) = c_{pMad}(0) = c_{eya}(0) = 0 \]

As previously established, the eye disc can be approximated by a 2D ellipse (Fig 1B and 1C) [24]. On long time scales, embryonic tissue can often be described by a viscous fluid [25,26]. Accordingly, we model the mechanical behaviour of the eye disc as an incompressible Newtonian fluid with density \( \rho \), dynamic viscosity \( \mu \) and local source \( S \). This approach has previously been used in simulations of early vertebrate limb development [27] and, in an extended anisotropic formulation, to Drosophila imaginal disc development [13]. The Navier-Stokes equation is given as:

\[ \rho \left( \frac{\partial u}{\partial t} + (\nabla \cdot u)u \right) = -\nabla \rho + \mu \left( \nabla^2 u + \frac{1}{3} \nabla(\nabla \cdot u) \right) \]  \hspace{1cm} (9)

\[ \nabla \cdot u = S = \Pi \cdot k_0 \cdot \exp(-\delta_{PL} \cdot PL) \]

where \( u \) denotes the external velocity field used in Eq 1, \( S \), from definition above, denotes the local growth rate and \( PL \) denotes the "posterior length", i.e. the length from the posterior margin to the MF (corresponding to the differentiating region) which is a good surrogate of developmental time given the linear progression of the MF with time [9,24]. \( k_0 \) is the initial area growth rate and has been previously estimated from experimental data [24]. We assume that growth is caused by proliferation of undifferentiated cells only (Fig 1A; A1) and we have previously found that the measured growth rate can be described well by a function that declines exponentially with \( PL \), with \( \delta_{PL} = 0.0107 \ \mu m^{-1} \) [24]. Different mechanisms could, in principle, give rise to this measured decline [24]. However, in the absence of a confirmed growth-controlling mechanism, we decided to use the functional relation that most accurately describes the growth dynamics in the Drosophila eye disc [24] without making any statement about how
growth may be regulated mechanistically. We also assume the same growth rule in both x and y directions. This is in agreement with experimental observations: the growth anisotropy parameter was previously determined as $\epsilon = \frac{\partial u}{\partial u} + 1$ [9].

**Parameterization of the Model and Determination of Missing Parameters**

In most mathematical models the parametrization is crucial for its capabilities to correctly reflect the modeled phenomena. In our model we have three classes of parameters: Production rates and coefficients of the Hill terms, diffusion coefficients and degradation rates. As the absolute protein concentrations are unknown, the production rates can be set to arbitrary values and the Hill coefficients must then be adjusted to reproduce the experimentally observed protein gradients and gene expression boundaries. We used quantitative confocal microscopy of stained eye discs to detect the spatio-temporal dynamics of the core proteins pMad, Eya, and Hth. Fig 1B–1D shows representative confocal sections of a late third instar eye-antennal disc. For profile quantification, z-stacks of disc strips were acquired. A single (x,y) confocal section of one of these strips is shown (Fig 1B and 1C). Fig 1D shows a magnified section of a similar eye disc (top) and a z-section through that section (bottom). pMad or merged channels (Hth: green, Eya: red; pMad: white) are shown. As the Dpp-producing MF moves, the concentration profiles of pMad, Eya, and Hth also move towards the anterior side. For easier comparison of the concentration profiles we plot these relative to the MF (S1A–S1C Fig). The regulatory concentration thresholds could be adjusted such that the model reproduced the shapes of the concentration profiles of pMad, Eya, and Hth (S1A–S1C Fig, red lines). In this way, all production rates and Hill coefficients could be determined (S1 Table). With respect to the diffusion coefficients, we note that Hth, Eya, and pMad are intracellular proteins and therefore their diffusion across the tissue is negligible. In the simulations we could reflect this by setting $D = 0$ for all three species. However, we opted for a very low effective diffusion coefficient for numerical stability ($D = 0.00025 \mu m^2 s^{-1}$), which may also reflect intracellular diffusion. Regarding Dpp kinetic parameters, there are no experimental measures performed in the eye disc. However, in the wing disc, different groups have measured distinct properties regarding Dpp transport, reporting values for Dpp free extracellular diffusion [28], effective diffusion coefficient [28,29] and the length of the Dpp gradient [29]. As our model considers effective parameters we choose for the Dpp diffusion constant $D_{Dpp} = 0.1 \mu m^2 s^{-1}$ and, based on the Dpp gradient length of the wing disc, deduced the Dpp degradation rate as $\delta_{Dpp} = 2.5 \times 10^{-4} s^{-1}$ [29]. This Dpp decay rate would correspond to a half-life of 45 min. We note that subsequent measurements showed that the Dpp gradient lengthens over time in the wing disc [4]. Based on this observation, it has been proposed that the Dpp degradation rate would decline over time [4]. However, we have since shown that the data can be fully explained with a constant degradation rate if the dynamic pre-steady state nature of the patterning process is taken into account [30]. While we estimated the Dpp half-life to be longer than 10 hours in the wing imaginal disc [30], we are here focused on the Dpp removal rate from the extracellular space, and the rate of Dpp internalization is fast. Therefore, we will use as degradation constant $\delta_{Dpp} = 0.00025 s^{-1}$.

Three crucial parameters have not been previously measured: the diffusion coefficient and the degradation rate of Hh and the degradation rate of Hth. Since the characteristic length of the Hh gradient has been determined, we focused on measuring the effective Hh diffusion coefficient and the Hth degradation rate. Both experiments were performed using FRAP and were obtained in the wing disc, as this disc is larger and flatter than the eye disc, thus facilitating the experiments and assuming the same dynamics in both disc types. Fig 2 shows the FRAP experiment for determining the Hth degradation rate. The degradation rate can be calculated by linearly fitting the time series for the bleach-chase analysis of Hth (Fig 2B) [31]. The slope of the
fitted line yields the degradation rate, $\delta_{Hth} = (6.97 \pm 5.00) \times 10^{-5} \text{ s}^{-1}$, which corresponds to a Hth protein half-life of $\tau_{1/2} = 2.77 \text{ h}$ (see details in Materials).

In order to determine the Hh effective diffusion coefficient, wing discs were dissected from larvae in which UAS-GFP:Hh [32] was driven in the hh-expression domain by a hh-GAL4 driver. In the FRAP experiment, the region of interest (ROI) (solid circle in Fig 3A) was photobleached and the recovery was observed (Fig 3B–3E). The bleaching does not only happen in the ROI, but also in the adjacent area (Fig 3F). From the FRAP profile we calculated the mean half recovery time $\tau_{1/2} = 7.12 \text{ min}$ (Fig 3G). This corresponds to a mean diffusion coefficient of Hh of $D_{Hh} = 0.033 \pm 0.006 \mu \text{m}^2 \text{ s}^{-1}$ (see details in Materials). This value is similar to previous measurements for Wg in the wing disc [29], and Wg and Hh have previously been noticed to bear important similarities in their extracellular transport in the wing disc [33]. The characteristic length for Hh has been determined in the wing disc as 7 $\mu \text{m}$ [34]. From the diffusion constant $D_{Hh} = 0.033 \mu \text{m}^2 \text{ s}^{-1}$ that we determined, the Hh decay rate then follows as approximately $\delta_{Hh} = 6.7 \times 10^{-4} \text{ s}^{-1}$. We note that the Hh gradient has been shown to be dynamic during wing disc and ocellar complex development [35,36], something that we will ignore in this model as the effect can be expected to be minor for our model predictions, and it would require a major complication of the model as the Hh’s receptor Patched (Ptc) would need to be included explicitly.

Detailed Eye Disc Model Reproduces Linear MF Movement and Growth Termination

In agreement with previous measurements [9], the MF progresses linearly with time from the posterior towards the anterior side of the domain (Fig 4A). Moreover, the speed of MF progression agrees quantitatively. Here, we note that the experimental measurements report the MF position as the average posterior length at a given time point across the disc, while we monitor the MF position as the maximal posterior length at the dorso-ventral boundary to be able to
use the previously determined eye disc growth rate in Eq 9 [9]. We have previously shown that the experimentally determined speed of 3.1 μm h⁻¹ [9] then corresponds to 3.4 μm h⁻¹ [24], as observed in our numerical simulations of the eye disc model.

The model also reproduces the observed growth dynamics (Fig 4B–4D). Thus, our simulations show an initial linear increase of the total area followed by a plateau phase (Fig 4B). During the plateau phase the anterior area is barely increasing and finally declines in parallel and at a similar rate as the posterior area is increasing due to the differentiation caused by the progression of the MF (Fig 4B–4D). As a result of this, the MF reaches at some point the anterior end of the eye disc which leads to growth termination due to the exhaustion of anterior progenitors.

In our numerical simulations, the nonlinearity and speed of the MF movement (measured by the root-mean square error and the slope of a linear fit of the posterior length over time) as well as the final eye disc size heavily depend on the choice of parameters. In order to quantify...
the effect of parameter changes in the model we increased (Fig 5, red boxes) or decreased (Fig 5, blue boxes) single parameters by 1%. An increased impact of Hh, either achieved by a higher production rate $p_{Hh}$, a lower degradation rate $\delta_{Hh}$ or a lower concentration threshold for differentiation $\theta_{Hh}$, clearly has the strongest effect in speeding up the MF (Fig 5A and 5B). At the same time, an increased impact of Hh also increased the linearity of the MF movement (Fig 5C and 5D). As a result of the increased MF speed, the anterior tissue has less time to proliferate and therefore the final eye disc area is smaller (Fig 5E and 5F). In contrast to this, an increased impact of Hth (high production rate $p_{Hth}$, low degradation rate $\delta_{Hth}$ or lower concentration threshold for differentiation $\theta_{Hth}$) decreases the MF speed and increases its linearity (Fig 5A–5D). As a result of the slower MF movement the anterior area has more time to proliferate and therefore the final total area increases (Fig 5E and 5F). An increased impact of both Dpp and pMad has generally a smaller effect but nevertheless leads to an increase in the MF speed and in the nonlinearity of the MF movement and to a decrease in the final area (Fig 5).
Growth and MF Dynamics in Several Mutants Can Be Explained by the Eye Disc Model

Experiments show that the speed of the MF and/or the size of the adult eye are severely affected in Hh, Dpp and Hth mutants. We were therefore interested to see to what extent our eye disc model is able to explain these observed effects. Mutations that reduce Hh activity in the eye disc result in a severe slowdown or stop of MF progression and eye size reduction [17,37–39]. In our simulations, reduction of the Hh production rate indeed results in a decreasing speed and an eventual stop of MF movement (Fig 6A). Furthermore we observe that the predicted total area of the eye disc overgrows (Fig 6B), because the differentiation rate of the proliferating area caused by the furrow is much smaller. This excess of undifferentiated progenitors do not

Fig 5. Effects of parameter changes on MF speed, nonlinearity and final eye disc area. Blue bars indicate a 1% decrease and red bars a 1% increase in parameter values compared with the wildtype (black line). In panels a, c, and e, the absolute values for speed, nonlinearity and area of the resulting eye discs are shown whereas in b, d, and f, the same data is shown in relation to the wildtype values.
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Growth and MF Dynamics in Several Mutants Can Be Explained by the Eye Disc Model

Experiments show that the speed of the MF and/or the size of the adult eye are severely affected in Hh, Dpp and Hth mutants. We were therefore interested to see to what extent our eye disc model is able to explain these observed effects. Mutations that reduce Hh activity in the eye disc result in a severe slowdown or stop of MF progression and eye size reduction [17,37–39]. In our simulations, reduction of the Hh production rate indeed results in a decreasing speed and an eventual stop of MF movement (Fig 6A). Furthermore we observe that the predicted total area of the eye disc overgrows (Fig 6B), because the differentiation rate of the proliferating area caused by the furrow is much smaller. This excess of undifferentiated progenitors do not
make into the adult head, as hh mutants show smaller eyes but no abnormal overgrowths. This suggests that there must be some additional control of the anterior area that is not included in the eye disc model, e.g. downregulation of the growth rate or increased cell death in the absence of Hh signaling. The latter is supported by the observation that there is abundant cell death in hh-mutant discs anterior to the MF [16,17]. Furthermore, it was shown that large hh signaling-mutant clones in the eye disc showed a disrupted organization of photoreceptors towards the center of the clone [17]. Interestingly, we can see that also in simulations of these clones the Hh concentration in the center is not sufficient to differentiate these cells (Fig 6C). It is well known that Hh is required for the initiation of the MF, and removal of hh expression in the margin thus prevents MF initiation and eye formation [40,41]. Complete removal of Hh signaling in the simulations precludes production of Dpp and since hth can no longer be downregulated, no MF starts (Fig 6D, zero influx). On the other hand, a small reduction in the Hh influx compared to wild type increases eye size because cells have more time to proliferate before the MF is initiated (Fig 6D).

Similar to the phenotype of discs with hypomorphic hh alleles, eye discs harboring a hypomorphic dpp allele have very small adult eyes (dpp<sup>hh</sup>: 100–200 ommatidia develop instead of 700–800 in the wild type) [37]. In contrast to this, our simulations predict an overgrowth of the total area (Fig 6E, red line). Again this is because in our simulations the MF moves more slowly (Fig 6F), thus leaving more time to anterior cells to proliferate, which finally results in larger eyes. The predicted effect of dpp on furrow movement is supported by experiments that show that the MF slows down in clones mutant for the dpp signal transduction pathway [42–44]. The difference in the final size of the eye disc between model and experimental data can be explained by the fact that we did not include any effect of dpp on cell survival in the model and therefore it is not able to capture the experimentally observed excessive cell death in the ventral regions of the mutant eye discs [37].

Experiments show that hth-overexpressing clones slow down MF movement, something that we can also observe in our numerical simulations (Fig 6G). It has also been shown that downregulation of Hth levels mediated through the expression of an RNAi construct in the eye primordium (using an eyeless driver) leads to a reduction in the adult eye size [20]. In our simulations, a decrease of the Hth production rate indeed leads to smaller eyes (Fig 6H, red line). However, we observe overgrowth in the total eye area if we increase the hth production rate, because proliferating cells are delayed in differentiating (Fig 6H, blue line). Eye overgrowth in response to hth overexpression has not been experimentally observed and therefore this result might suggest that a fundamental link between patterning and growth, such as increased cell death in the progenitor population in mutant eye discs, is not included in the model. Furthermore, it is known that excessive Hth, which is not bound to the protein Extradenticle (Exd), is degraded [45]. Therefore, contrary to the assumption of the model, the overexpression of Hth might not have an impact on the total Hth concentration if the steady state Hth concentration is close to its maximum.

The Simulated Dpp Gradient Is Not Scaling in the Anterior Compartment

Recently, it was reported that the gradients of the Dpp targets pMad and hairy scale with the length of the anterior domain [9]. As the anterior length is initially increasing and then decreasing, the Dpp gradient would have to initially expand and later retract. In order to compare this observation with the results of our model we normalized the simulated Dpp and pMad gradients from three time points with respect to the anterior domain length. Indeed the relative profiles at 20 hours and 40 hours overlapped almost perfectly, while the relative profile at 60 hours was expanded (Fig 7A–7C). However, in our model, the overlap is not a result of an
Fig 6. Eye disc model can reproduce several mutant phenotypes. (a,b) Comparison of the MF movement (a) and the total area over time (b) between a simulation using the original parametrization (indicated by the black line) and a simulation using a reduced hh production rate (indicated by the red line). In the case of the simulation representing the hypomorphic hh mutant the MF is clearly slower and eventually stops (a), while the total area is overgrowing (b). (c) Simulation of a clone where the hh production rate is set to zero at t = 55h. Towards the center of the clone the tissue is not differentiated (blue color) despite residing within the posterior area (colored in orange). (d) Posterior (indicated by the black line) and total (indicated by the green line) area at 80 h. (e) Comparison of the total area over time between a simulation using wildtype DPP and two simulations using hypomorphic and dpp overexpression. (f) Comparison of the posterior length over time between a simulation using wildtype hh and two simulations using hh knockdown and overexpression.
adaptation of the gradient to the anterior length, but the result of a constant decay length of the gradient and very similar anterior domain length at 20 and 40 hours, such that a constant gradient also overlaps after normalization (Fig 7C). At 60 hours the anterior length is much shorter and the gradient therefore appears more expanded (Fig 7C). This cannot be explained by a change in the amplitude, since for both Dpp as well as pMad the maximal concentration is relatively stable over time in the simulations (Fig 7A and 7B). We conclude that our model cannot explain the observed scaling of the pMad and \textit{hairy} gradients.

Discussion

How growth and differentiation are integrated to ensure the proper development of tissues is still an open question. Here we developed a model for the \textit{Drosophila} eye imaginal disc on a 2D growing domain that is based on a simple reaction network. We measured the two key unknown parameters, the Hh diffusion coefficient and the Hth degradation rate. We then investigated the behavior of our model and found that it can reproduce the initiation and linear progression of the MF. The linearity and speed of the MF movement are an important property for growth control because they determine the time for which progenitor cells on the anterior domain of the eye disc can proliferate. Interestingly, our model can qualitatively explain mutant phenotypes that are linked to changes in MF speed, which suggests that a very simple reaction network is sufficient to control and orchestrate the movement of the morphogenetic furrow. The reason for this is that the system is irreversibly bistable and that Hh and Dpp can diffuse. Both properties taken together generate a travelling wave, which in this case can be observed as the MF.
However, we can also see that our model cannot explain some of the mutant phenotypes linked to the final eye size, which suggests that the differentiation wave caused by the movement of the MF is insufficient to explain growth control in the eye disc and that there must be additional layers of regulation between patterning and growth. One such layer of control might be the compensatory increase in cell death in response to a lack of differentiation or proper MF progression. It was shown that \textit{dpp}^{D,H} discs, in which \textit{dpp} production at the MF is lacking and the MF halts, show an increment of cell death in the ventral half of the eye disc [37]. The same effect is not limited to \textit{dpp}, but can also be observed in hth-overexpressing discs and \textit{hh} mutant discs. However, this effect seems to be limited to situations where the whole disc is mutant and is not observed in mutant clones, suggesting that \textit{Hh} and Dpp might act as survival factors and are crucial in determining the probability of cell death in the progenitor cells. In fact, it has been described that Dpp is used as a survival signal in the wing disc [46]. The Dpp gradient has been suggested as an additional level of control. In particular, it has been proposed that the relative temporal change in the concentration levels of Dpp has a direct influence on growth and ensures non-uniform growth and growth termination in the eye disc [9], and uniform growth and growth termination in the wing disc [9,37,47]. However, the relevance of Dpp on \textit{Drosophila} wing disc growth is currently being debated. Dpp has been reported to have no major impact on growth in the lateral regions of the \textit{Drosophila} wing disc [48,49], and recent results even suggest that Dpp has a minor impact on wing disc growth during third instar [50].

Finally, we investigated the scaling of the Dpp gradient in the anterior side. In contrast to experimental reports [9], we do not observe scaling in our model. Scaling in the eye disc is particularly interesting because at later stages the anterior length (i.e. the width of remaining progenitor area) is decreasing and the gradient would therefore have to shrink in order to scale. Such shrinkage cannot be explained by previous scaling models from the wing imaginal disc [4,30,51]. A novel scaling mechanism would thus need to be in place that ensures scaling of the Dpp gradient in the eye disc. To define such scaling mechanism, it will be important to also obtain quantitative measurements of the Dpp gradient itself, in particular in late stages of eye disc development when the Dpp gradient is supposed to shorten.

Our model for the \textit{Drosophila} eye disc is a first step on the way to mechanistically understand the interplay between patterning and growth during development. Our model explains many key observations but also highlights important gaps in our understanding. In particular, our results show that our model is currently lacking important regulatory cues on both cell survival and cell proliferation. Additionally, the model mainly focuses on the major players along the anterior-posterior axis and neglects some factors acting along the DV axis, such as the prominent antagonist of eye differentiation, the \textit{Drosophila} WNT-1 homologue Wingless (\textit{Wg}). \textit{Wg} is produced from the anterior dorsal and ventral margins of the disc to restrict MF initiation at the posterior margin [38]. It is known that ectopic \textit{hth} can repress cell differentiation independently of \textit{Wg} [23], suggesting that \textit{Hth} might work downstream of \textit{Wg}. Including \textit{Wg} explicitly in future versions of the model might lead, for example, to a better understanding of the hypomorphic \textit{dpp} mutant that shows abnormal cell death on the ventral side. At the same time, more experimental work has to go into dissecting the complex network that seems to have an influence in controlling growth.

\textbf{Methods}

\textbf{\textit{D. melanogaster} Strains and Genetic Manipulations}

\textit{Drosophila} cultures were raised at 25°C. The strain \textit{w^{118}} (Flybase identifier: FBal0018186) was used to determine the quantitative profiles of \textit{Hth}, \textit{Eya} and \textit{pMad}. \textit{YFP:hth} (CPTI-000378) is a
protein trap from the Cambridge protein trap project, FlyProt [52]. UAS-GFP:Hh was driven by a hh-GAL4 driver as in [53].

**Immunofluorescence and Imaging**

Eye imaginal discs were dissected and fixed according to standard protocols, except that primary antibodies were incubated in a hypotonic buffer solution (0.75xPBS with 0.1% TritonX-100) to allow a better separation of nuclei and their segmentation. Primary antibodies used were rabbit anti-pMad, 1/5000 ([54]; kindly provided by G. Morata, CBMSO); guinea pig anti-Hth (GP52), 1/50 ([55]); mouse anti-Eya (eya10H6), 1/100 (Developmental Studies Hybridoma Bank (Iowa University). Fluorescently labeled secondary antibodies were from Molecular Probes. Discs were counterstained with DAPI to mark nuclei. Images were obtained on an SPE Leica confocal setup and nuclei were subsequently segmented; as disc epithelia present folds, eye discs images were computationally stretched to obtain a correct measure of distances.

**Image Segmentation and Correction for Disc Folding**

Stacks of regularly spaced images were acquired by laser confocal microscopy (LCM) such that, on average, each nucleus was contained in two or three contiguous confocal planes. To this end, a narrow pinhole and a z-step of 1.521 μm were used for DAPI signal acquisition. The other channels were acquired subsequently with a pinhole that spanned exactly 1.521 μm in order to avoid over- and under-sampling upon quantification (objective ACS-APO 40x, numeric aperture 1.15).

We developed a new software tool, iFLIC, to perform the segmentation and stretching of folded discs. A detailed description of the software will be published elsewhere. In brief, the software first segmented the nuclei in 3D by identifying all pixels that belonged to a given nucleus within the densely clustered images. Segmentation was based on bandpass filtering that made use of otsu thresholds. Subsequently, the point closest to the center of each nucleus was determined based on the intersection of solid spheres that were fitted into the segmented nuclei. Once the centers of the nuclei had been estimated, ellipsoids were fitted by altering both the lengths of the semi-axes and their orientation until the ellipsoid that covered the segmented pixels with the maximum volume had been found. Boundaries were expanded by flooding with equal chances for all ellipsoids, up to the point that no white voxels were left (complete assignment). Signals were quantified inside the nuclei as the mean pixel intensity (in 8-bit scale) for each channel.

Eye imaginal discs are frequently folded, which affects the reconstruction of reliable gene expression profiles. To correct for the deviations that are introduced by the pleating we developed an algorithm to computationally stretch out the tissue, using the centroid coordinates obtained from the previous segmentation. The epithelium is pseudostratified, and the nuclei are therefore positioned at random along the apical-basal axis. To obtain a distance measurement, we mapped the positions of the nuclei to the apical surface. In a first step the z-coordinate from an orthogonal user-selected system was estimated by a gaussian kernel whose bandwidth had been previously determined by generalized cross validation (GCV) [56]. The gaussian kernel mapped the z-coordinate at regular intervals in the current z-projection in order to check the z-coordinate, thus providing an continuous and differentiable surface that passes through nuclei estimated centroids. Once the surface had been determined within the 3D dataset, we determined every nucleus footprint that maps onto the surface. With this information at hand, we could then calculate the real surface distances of the cells, to which each nucleus belongs.
Finally, the immunofluorescence intensity profiles were obtained from narrow stripes of stretched sets of nuclei oriented along the anterior-posterior axis.

**Fluorescence Recovery After Photobleaching (FRAP)**

Two different experiments were performed using Fluorescence Recovery After Photobleaching (FRAP). The first one is a bleach-chase experiment [31,57] performed to calculate the degradation rate of Hth. The remaining was performed to determine the diffusion coefficient of the morphogen Hh.

The experimental preparation was equally done for both experiments. Imaginal discs were dissected in SF-900 medium at room temperature, and transferred to a medium-containing well with a glass coverslip bottom. The samples were maintained at room temperature, which is fixed at 21°C.

The data analysis was done using different software applications. For the imaging analysis ImageJ v.1.47f was used; the statistics was done using the Microcal Origin v.8.1 software.

**Experimental Determination of the Degradation Rate of Hth**

For these experiments, late L3 eye-antennal discs of a YFP:Hth protein trap strain (CPTI-000378, Cambridge protein trap project, FlyProt [52]) were used. In the FRAP experiment for determining the Hth degradation rate, the regions of interest (ROIs) (Fig 2A and 2B in yellow rectangles as examples) were photobleached using a 30s pulse of 488nm Argon laser, with 100% laser power and 100% transmission during. The recovery was observed by exciting YFP in the sample with a 488nm Argon laser with laser power 20% and transmission 14–25%. This laser is installed on a confocal microscope Leica SP5 with 63x (1.40) HCX PL APO CS objective using Leica OIL 11-513-859, zoom 1.4–1.7X, gain ~1200. The movies had a duration of 120 min, with one frame captured every 5 minutes. Each frame was the average of three scans. In order to control cell movement along the z axis, a z-stack 6.3 μm wide (approximately a cell diameter) was captured divided into 3 steps separated by 2.1 μm. In this way, it was possible to capture small cell movements. The number of samples taken to perform this analysis was N = 6.

As the images are noisy it is quite difficult to perform a clear nuclei tracking. Therefore, the measures were done by acquiring mean intensities from small areas of 4–5 nuclei extension. Before performing the bleach-chase analysis, we averaged the z-projection. The projection step smoothens out noise and maps small nuclear movements into one frame.

The bleach-chase protocol, as previously described [31,57], is based on a comparison of the intensity in the bleached region (yellow rectangle in Fig 2A) and the unbleached region (red rectangle in Fig 2A) over time. In the following we give a brief summary of the procedure. As a result of bleaching, part of the protein concentration becomes invisible. The total protein concentration, \( P_T \), is the sum of the visible protein \( P_v \) and the invisible protein \( P \):

\[
P_T(t) = P_v(t) + P(t)
\]

The invisible protein is only produced during the bleaching process; both proteins degrade according to the following equation:

\[
\frac{dP(t)}{dt} = -\delta_{Hth} \cdot P(t)
\]

As \( P \) is invisible it cannot be measured directly but the degradation rate coefficient of the visible and invisible protein is the same so, it can be determined by comparing the invisible and
the visible intensity evolution.

\[ \frac{dP(t)}{dt} - \frac{dP_v(t)}{dt} = -\delta_{Hth} \cdot (P(t) - P_v(t)) \]  

(12)

The solution to this equation is:

\[ P(t) - P_v(t) = (P(0) - P_v(0)) \cdot \exp(-\delta_{Hth} \cdot t) \]  

(13)

with \( P(0) \) and \( P_v(0) \) being the intensity values for visible and invisible proteins at time \( t = 0 \).

Taking the logarithm we further obtain

\[ \ln(P(t) - P_v(t)) = \ln(P(0) - P_v(0)) - \delta_{Hth} \cdot t \]  

(14)

The degradation rate coefficient can thus be obtained by plotting the logarithm of the difference in intensity of unbleached and bleached regions versus time, and linearly. The slope of the fitted line gives \(-\delta_{Hth}\). The protein half-life can then be obtained as

\[ \tau_{1/2} = \frac{\ln 2}{\delta_{Hth}} \]  

(15)

The time series for the bleach-chase analysis of Hth is shown in Fig 2B. The slope of the fitted line yields the degradation rate, \( \delta_{Hth} = (6.97 \pm 5.00) \times 10^{-5} \text{s}^{-1} \), which corresponds to a Hth protein half-life of \( \tau_{1/2} = 2.77 \text{h} \).

### Experimental Determination of the Hh Diffusion Coefficient

In this experiments, wing discs were dissected from larvae in which UAS-GFP:Hh [32] was driven in the \( hh \)-expression domain by a \( hh \)-GAL4 driver. Wing discs were used due to the larger domain of Hh expression and the straight border between expressing and non-expressing cells. In the FRAP experiment for determining the Hh diffusion coefficient, the ROI (solid circle with a radius of 5 \( \mu \)m in Fig 3A) was photobleached for 40s using an Argon laser 488nm with laser power 100% and transmission 100%. The recovery was observed by exciting GFP in the sample with an Argon laser 488nm with laser power 20% and transmission 14–25%, pinhole 0.99. The laser was installed on a confocal microscope Leica SP5 with 63x(1.40) HCX PL APO CS objective using Leica OIL 11-513-859, zoom 3.0–4.2x, gain \~1200. The movies recorded 60 minutes of intensity recovery, taking one frame every 2 minutes. Each frame was the average of three scans. In order to control for cell movement along the z axis, a z-stack 6.3 \( \mu \)m wide (approximately one cell diameter) was captured, divided into 3 steps separated 2.1 \( \mu \)m. In this way, it was possible to capture small cell movements. The number of samples taken to perform this analysis was \( N = 6 \).

The image analysis was performed following Kang et al. simplified equation to obtain diffusion coefficients from confocal FRAP data [58]. Here the diffusion coefficient is defined as:

\[ D = \frac{r_n^2 + r_e^2}{8 \cdot \tau_{1/2}} \]  

(16)

where \( r_n \) is the nominal radius (ROI radius), \( r_e \) is the effective radius (spreading radius of postbleached profile) and \( \tau_{1/2} \) is the half time of the recovery. In order to calculate \( r_e \), the bleaching profile (Fig 3F) can be approximate by a Gaussian profile fitting it to the following expression:

\[ f(x) = 1 - K \cdot \exp\left(\frac{-x^2}{r_e^2}\right) \]  

(17)
$K$ and $r_e$ can be obtained using a nonlinear least-squares fitting routine (nlinfit.m) available in MATLAB.

These parameters can also be obtained by applying a direct protocol. First, $K$ can be determined from the bleaching depth in the normalized postbleach profile as referred to in Fig 3B. Then, the half width of cross-sections between the horizontal line at the height of 0.86$K$ from the bottom of the postbleach profile (Fig 3B) and the postbleach profiles yields $r_e$ without involving any fitting (Fig 3B).

To measure $\tau_{1/2}$ from the FRAP data a linear interpolation method was used. The FRAP data can be defined as a time dependent function $F: \{F(0), F(t_1), F(t_2), \ldots, F(t_n)\}$ such that $F(0) = F_0$ and $F(t_n) = F^\infty$. The fluorescence intensity at half of recovery is defined as $F_{1/2} = (F_0 + F^\infty)/2$. If $F(t_k) = F_{1/2}$ for some $t_k$ then the half-recovery time follows as $\tau_{1/2} = t_k$. If $F(t_k) < F_{1/2} < F(t_{k+1})$ it is defined as:

$$\tau_{1/2} = t_k + \frac{F_{1/2} - F(t_k)}{F(t_{k+1}) - F(t_k)} (t_{k+1} - t_k) \quad (18)$$

The result of this calculation is shown for one of the samples that were used in the experiment (Fig 3G). The calculated mean half recovery time is $\tau_{1/2} = 7.12$ min. After applying equation Eq.16 to every sample, the mean diffusion coefficient of Hh is obtained as $D_{HH} = 0.033 \pm 0.006$ μm$^2$ s$^{-1}$.

Boundary Condition for Hh

As previously stated in Eq.6 the boundary condition for Hh depends on a spatial function $A(x)$ and a temporal function $\tau(t)$. We know that initially Hh influx only occurs at the posterior margin. During eye disc growth also the part of the boundary with a non-zero Hh influx is growing, and therefore $A(x)$ is defined on a relative domain. If we set the x-axis to zero at the posterior end of the eye disc, pointing towards the anterior region, then the anterior-most point equals the total AP length $L_{AP}(t)$. We then define our spatial function as 1 for the part of the boundary where the x-position is within the first 20% of the distance between 0 and the total AP length:

$$A(x) = \begin{cases} 1 & \text{if } x \leq 0.2 \cdot L_{AP}(t) \\ 0 & \text{if } x > 0.2 \cdot L_{AP}(t) \end{cases} \quad (19)$$

This is also illustrated in Fig 1A (orange highlighted margin). The flux of Hh into the domain will decrease over time as the eye disc becomes filled with Hh (also as a result of Hh production by the differentiated cells) such that the Hh gradient between the margin and the eye disc vanishes. We could have incorporated this in the simulation by introducing a finite size margin. However, for numerical efficiency we choose a time-dependent function that qualitatively reproduces the decreasing influx of Hh:

$$\tau(t) = \begin{cases} 1 & \text{if } t < 10h \\ 1 - \frac{t - 10h}{1h} & \text{if } 10h \leq t \leq 10.5h \\ 0 & \text{if } t > 10.5h \end{cases} \quad (20)$$
Software for Numerical Simulations

The equations were solved with finite element methods (FEM) as implemented in COMSOL Multiphysics 4.3b. In COMSOL both the Creeping Flow as well as the Moving Mesh module, which is an implementation of the ALE method, were activated. For all simulations the PAR-DISO solver with multithreaded nested dissection as the preordering algorithm and an automatic scheduling method was used. Pivoting perturbation was set to 1E-8. In the time stepping menu, the BDF method with a maximum step size of 250 seconds and an event tolerance of 0.01 was chosen. The initial mesh was generated with a maximum element size of 5E-6 m and a minimum element size of 2E-8 m. The maximum element growth rate was set to 1.1 and the curvature factor to 0.2. Remeshing was automatically enforced when the minimum mesh element quality was below the threshold of 0.3. Other options were not changed from standard settings.
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