Emotion recognition from syllabic units using k-nearest-neighbor classification and energy distribution
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In this article, we present an automatic technique for recognizing emotional states from speech signals. The main focus of this paper is to present an efficient and reduced set of acoustic features that allows us to recognize the four basic human emotions (anger, sadness, joy, and neutral). The proposed features vector is composed by twenty-eight measurements corresponding to standard acoustic features such as formants, fundamental frequency (obtained by Praat software) as well as introducing new features based on the calculation of the energies in some specific frequency bands and their distributions (thanks to MATLAB codes). The extracted measurements are obtained from syllabic units' consonant/vowel (CV) derived from Moroccan Arabic dialect emotional database (MADED) corpus. Thereafter, the data which has been collected is then trained by a k-nearest-neighbor (KNN) classifier to perform the automated recognition phase. The results reach 64.65% in the multi-class classification and 94.95% for classification between positive and negative emotions.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Interpreting emotional information is imperative for the social interactions that we have every day [1], [2]. This involves many different components such as body language, posture, facial and vocal expressions. Any information that relates to these components is usually obtained from physiological sensors, sound, or image [3]-[8]. The data is manipulated at a very low level (sound samples or even pixels of images). Between this low-level data and the interpretation that humans make of it, the gap is enormous. Indeed, the manifestation of emotions is an especially intricate area of human communication lying at the intersection of multidisciplinary sciences such as psychology, psychiatry, audiology, and computer science [9]-[11]. The analysis of conversations 'speech analytics', is one of the recent challenges in many applications, for example, health monitoring [12], video games [13], and computer science [14]. A typical domain of learning emotional state from analysis of conversations is call centers. Indeed, a better understanding of the needs of a customer means for the enterprise a better management and greater benefit [15]-[17].

The science of learning lays on data which come usually from different signals. One of the most frequently used signals is the speech signal. Speech is indeed one of the fundamental modalities that men use
to communicate. Automatic speech recognition systems give the machine the ability to transform the sound signal into a series of words. The field of automatic language processing provides access to the meaning of this series of words. Starting from these tools (relatively effective), it is necessary to go further. The question is no longer merely about knowing what is said, but also to know the context of the pronunciation of the sentence. It is at this level that the emotional dimension intervenes. Emotion recognition is a difficult errand since its expression and perception vary extraordinarily across cultures, spoken languages, and sentences [18]-[21]. Like any emerging field, it hasn't been completely well-established yet, but to qualify emotional speech, researchers have attempted to represent it by various descriptors related to spoken content (If we do not take into account the variation of the sentence, it is difficult to differentiate between a linguistic and emotional variation), articulatory position (position of the jaw according to the pronounced emotion) [22], and acoustic properties [23], [24].

The contribution we are presenting here wish to gain an understanding of the subject and exposing an exploratory aspect of it. First, unlike the majority of the existing work, we will consider Arabic phonemes CV (plosive consonant/vowel) instead of whole sentences. Second, we will look at data acoustic features in terms of energy and its distribution in some specific bands. Finally, to learn from the constructed data sets and predict emotional state of speaker, we use the instance-based classification algorithms k-nearest-neighbor (KNN).

Over the past fifteen years, increasing number of researchers have been interested in the study of emotions in speech [25]. From data labelled emotionally, a feature set based on spectro-temporal features (for instance pitch, intensity, and energy of the speech that are extracted using algorithms) is developed for processing the voice signal. Supra-segmental representations (also called low-level descriptors (LLD)) are derived from linguistic units such as sentences, words, or phonemes [26], [27]. High-level descriptors (HLD) such as in [28]-[30] are commonly extracted by computing various statistics from the LLDs over the defined linguistic units. The size of the feature set exceeds thousands (HLD and LLD) contingent upon the number of statistics extracted. The discriminating classifiers are then trained on these high-level characteristics for a multitude of tasks such as binary (valence, activation) or categorical (happy, sad, joy, sad, etc.) classifications as well as regression on continuous emotional attributes. Many classification approaches have been applied to emotion recognition systems (SER). Indeed, the hybrid Gaussian mixture model (GMM), neural network with (RBF, PNN, SVM, ELM) [31], [32], and hidden Markov model (HMM) [33] were used to generate a model of recognition by emotion and by gender (man/woman) of the speaker. Also, a support vector machine (SVM) combined with a polynomial nucleus was applied for multi-class and multi-corpus recognition systems [34], [35]. Recently, deep neural networks (DNNs) [36] have been designed to address SER problems. One of the advantages of this approach is transfer learning. Transfer learning consists of learning the first layers of the network performing joint operations from one corpus to another, or from one emotion to another—on more data than the deeper layers assigned to a specific task [37]. Kaya and Karpov [38] used kernel extreme learning machines (ELM), adapted to a base of few samples for many characteristics. They also proposed a new method of normalizing the characteristics as an alternative to the standard normalization of centering-reduction. To summarize the state-of-the-art of the field, we refer the reader to Table 1.

In our study, we investigate the utilization of speech signals for detecting emotion. We propose an emotion recognition method from vocal data based on a signal processing algorithm as shown in Figure 1. Our method consists of three steps: (1) data preparation (2) speech features extraction as shown in Table 2, and (3) classification utilizing the KNN algorithm.
Table 1. A brief summary of SER with different databases, different features and classification algorithms

| References       | Dataset            | Features                                                                 | Models/Classifiers                       | Best result                                      |
|------------------|--------------------|--------------------------------------------------------------------------|------------------------------------------|-------------------------------------------------|
| Han et al. [39]  | IEMOCAP-DB         | Pitch-based features, and their delta feature across time frames. MFCC    | DNN and Extreme Learning Machine         | 54.30% average recognition rate.                 |
| Deng et al. [40] | ABC DB, AIBO DB, SUSAS DB | Low-Level Descriptors                                                     | Denoising auto-encoders and SVM          | 64.18% recognition rate for ABC DB.              |
|                  |                    | Automatically learned by DRNN, as well as handcrafted LLDs consisting of  | Deep RNN                                  | 62.74% average recognition rate for SUSAS DB.   |
|                  | IEMOCAP corpus     | F0, voicing probability, frame energy, ZCR, and MFCC                      |                                          | Proposed system with raw spectral features has 61.8% recognition rate. |
| Mao et al. [42]  | SAVEE DB, Berlin EMO DB, DES DB, MES DB | Automatically learned by CNN                                              | CNN                                      | Proposed system with LLD features has 63.5% recognition rate. |
|                  |                    |                                                                          |                                          | 73.6% accuracy for SAVEE DB.                   |
|                  |                    |                                                                          |                                          | 79.9% for DES DB.                             |
|                  |                    |                                                                          |                                          | 78.3% for MES DB.                             |
|                  |                    |                                                                          |                                          | 85.2% for EMODDB.                            |
| Issa, Dias, et al. [43] | RAVDESS, Berlin EMO DB, IEMOCAP | Mel-frequency cepstral coefficients (MFCCs), Chroma-gram, Mel-scaled spectrogram, Spectral contrast feature, Tonnetz representation. | Deep CNN                                  | 71.61% for RAVDESS DB with 8 classes.          |
|                  |                    |                                                                          |                                          | 86.1% for EMO-DB 7 classes.                   |
|                  |                    |                                                                          |                                          | 95.71% for EMO-DB 7 classes.                  |
|                  |                    |                                                                          |                                          | 64.3% for IEMOCAP with 4 classes.             |
|                  |                    |                                                                          |                                          | Males: 67.5%.                                 |
|                  |                    |                                                                          |                                          | Females: 70%.                                 |
|                  |                    |                                                                          |                                          | Both: 75%, 61.25%                             |

2. PROPOSED METHOD

In this article, a new characteristic extraction scheme is proposed which is based on a pseudophonetic approach [45], [46]. The key point of our work is to extract the characteristics according to different segments such as the syllabic units to remedy the linguistic variation constraint. These segments are identified by manual segmentation of the speech signal. Our developed method is based on extracting clues utilizing signal processing methods. Low-level descriptors (LLDs) and high-level descriptors (HLDs) as shown in Table 2 are obtained from a voice signal labelled by four emotions (anger, sadness, joy, and neutral). Each chosen audio sequence must firstly satisfy the audibility criterion and thereafter passes through the following process:

- Modulating the signal according to a set of contextual, cultural, and linguistic variables whose purpose is to allow communication (emotional or not),
- Capturing the signal produced by the speaker,
- Annotating the signal [47],
- Segmenting the signal in syllabic format,
- Extracting acoustic features by using signal processing techniques,
- Classifying using K-NN algorithm.

| References       | Dataset            | Features                                                                 | Models/Classifiers                       | Best result                                      |
|------------------|--------------------|--------------------------------------------------------------------------|------------------------------------------|-------------------------------------------------|
| Sinith et al. [44] | Berlin-Emo SAVEE | Pitch, intensity, MFCC                                                   | Support Vector Regression                | 67.5% for males.                                 |
|                  |                    |                                                                          |                                          | 70% for females.                                |
|                  |                    |                                                                          |                                          | Both: 75%, 61.25%                             |

2.1. Data preparation

Any scientific study in machine learning is extremely dependent on the data that is used to describe the phenomenon to be modelled. Therefore, the collection of information adapted to the task that we want to
model becomes a major issue for obtaining a detection model with a sufficiently strong generalization power. Nowadays there has been some genuine work in the zone of emotion recognition in general and emotion from sound specifically; however, an enormous portion of this work has been assessed on acted speech [48], [49], and very little work has been done on real and spontaneous speech [50].

The study presented in this article is located in the context of emotion detection during interactions between Moroccan citizens, aged 16–60 years expressing four basic emotions: happiness, anger, neutral state, and sadness. Our corpus Moroccan Arabic dialect emotional database (MADED) is obtained from uncontrolled recordings, collected from real situations that can be extremely diverse. The selected subset includes situations taking place in different contexts (indoor, outdoor scenes, monologue, and dialogue). The emotions are validated and labelled by the interface shown in Figure 2 built by our team. Firstly, the data set is changed over to .wav format and cut into a syllabic structure as being the basic unit similar to the essential unit of our handling. Then it goes through another classification step of the syllabic type stored in the same folder.

![Figure 2. Desktop annotation tool used for emotion evaluation](image)

In the literature, there is a great deal of discussion on the length of the audio for which the emotion can be extracted dependably [51]-[54]. In our study, we propose a basic methodology for segmenting the audio based on a pseudo-phonetic approach. The main idea is to extract some features like (formants, pitch, and energies in six bands) from the speech signal according to the syllabic segment (CV), where C indicates Consonant and V Vowel. For all our experiments, we considered only four emotions, in particular, joy, anger, sadness, and neutral because the rule-based emotion extraction system that we used catered to only these four emotions. There were 979 sound records relating to these 4 emotions, specifically 250 syllables for /ba/, 240 for /Du/, 270 for /Ki/, and 219 for /Ta/ as shown in Table 3.

| Variable | N | J | S | A |
|----------|---|---|---|---|
| /ba/     | 51| 63| 66| 70|
| /Du/     | 62| 62| 50| 66|
| /Ki/     | 70| 60| 54| 86|
| /Ta/     | 54| 50| 54| 61|

Note: N: neutral, J: joy, S: sadness, A: anger

2.2. Speech features extraction

At present, there is no agreement on the best arrangement of important descriptors for an automatic emotion recognition system. The most well-known practice is to select a large number to have a richer classification. However, increasing the number of descriptors too high for a corpus of reduced size can possibly lead to performance degradation and accordingly be counterproductive. To solve this problem, it is necessary to adopt a new strategy that will make it possible to reduce the number of descriptors while keeping an acceptable recognition rate.
The system we propose is composed of standard acoustic features as shown in Table 2 that served as the challenge baseline set since the interspeech emotion challenge 2009 [55]. The novelty comes from the way we computed the energy of the CV segments [56]. The main tools we used are MATLAB codes and the toolbox Praat [57], [58].

2.3. Computation of logarithmic energy characteristics based on DFT

In the pre-processing phase, we divided the speech signal, sampled at 22050 Hz, into time segments of 11.6 ms with an overlap of 9.6 ms. Thereafter we applied a hamming windowing to each segment followed by zero-padding. Finally, we calculated a 512-point discrete fourier transform. Now, to compute the energy and its distribution for each syllable as shown in Figure 3, we chose six specific bands of frequency as in [59], [60]:

- \( B_1 : 0–400 \) Hz
- \( B_2 : 400–800 \) Hz
- \( B_3 : 800–1200 \) Hz
- \( B_4 : 1200–2000 \) Hz
- \( B_5 : 2000–3500 \) Hz
- \( B_6 : 3500–5000 \) Hz

These frequency bands correspond in fact to each part of the vocal tract. From the smoothed spectrum \( X(n,s) \) (the scale spectrum for each frame was smoothed by a 20 point moving average taken along the time index \( n \)), we calculated the energy in each band by (1):

\[
E_B(n) = \sum_s 10 \log_{10} |X(n,s)|^2
\]

where the band record \( B \) goes from 1 to 6. The frequency index \( s \) ranges from the DFT (Discrete Fourier Transform) indices representing boundaries (the lower and upper) for each frequency band. After that, the normalization is applied to each frame, according to (2):

\[
E_{Bn}(n) = \frac{E_B(n)}{E_T(n)}
\]

where \( E_{Bn}(n) \) is the standardized band energy \( B \) in the frame \( n \), \( E_T(n) \) is the general energy in the frame \( n \) and \( E_B(n) \) is the band energy \( B \) in the frame \( n \).

3. THE RECOGNITION MODEL

The recognition model consists of two steps: (1) extracting the acoustic features to have a data set (2) applying the classification model. The data set is obtained by using Praat and MATLAB codes. For the task of classification, we utilized the KNN [61] to classify an instance of a data set into an emotion class.
The KNN algorithm is a supervised learning technique; it can be used for both classification and regression. To make a prediction, the KNN algorithm will be founded on the entire dataset. Indeed, for an observation, which is not part of the dataset, that we want to predict, the algorithm will search for the K instances of the dataset closest to our observation. Then for these K neighbors, the algorithm is based on their output variables Y to calculate the value of the variable Y of the observation that we want to predict. Also if K-NN is used for the classification, it is the mode of the variables Y of the K closest observations which will be used for the prediction.

3.1. Algorithmic composition

We can represent the operations of KNN by writing the following pseudo-code:

Algorithm 1: Start Algorithm
Input data:
  a) A data set D.
  b) A function for defining the distance d.
  c) An integer K
For a new observation X for which we want to predict its output variable Y do:
  Step 1: Calculate all the distances of this observation X with the other observations of the data set D.
  Step 2: Retain the K observations from the data set D closest to X using the function of calculating the distance d.
  Step 3: Take the values of Y from the K observations retained:
      a) If we perform a regression, calculate the mean (or median) of Y retained.
      b) If we perform a classification, calculate the mode of Y retained (this is our case).
      c) Return the value calculated in step 3 as the value that was predicted by K-NN for observation X.
End

K-NN needs a distance calculation function between two observations. In our case, we have continuous data; hence the Euclidean distance is a good candidate.

3.2. Euclidean distance

It is a distance that computes the square root of the sum of the square differences between the coordinates of two points:

\[ d(x, y) = \sqrt{\sum_{j=1}^{n} (x_j - y_j)^2} \]

(3)

where \( x = (x_j) \) and \( y = (y_j); j=1...n \)

For all our experiments, we used the free software STATISTICA [62] which is a set of data mining tools allowing the processing and selection of the parameters and proposing different learning algorithms. This software is currently increasingly used in the pattern recognition community. It includes many known algorithms such as KNN, SVM, decision trees (J48), as well as Meta algorithms.

STATISTICA KNN is a memory-based model characterized by a bunch of examples (objects) for which the results are known (i.e., the examples are labeled). In KNN the independent and dependent variables can be either categorical or continuous. The problem is the regression for continuous dependent variables, otherwise, the problem is the classification. Hence, KNN in STATISTICA can handle both classification and regression problems. In the event that we have another model (object), we would like to approximate the outcome dependent on the KNN examples. To settle on the choice KNN should discover K models that are nearest in distance to our new model (object). KNN predictions depend on averaging the results of the K-Nearest-Neighbor for the regression problems. For the classification problems, KNN utilizes the vote dominant part rule. The value of K strongly impacts the prediction accuracy. To find the optimal value for K we can utilize the cross-validation algorithm in STATISTICA.

4. EXPERIMENTAL RESULTS

We have run the KNN algorithm several times, each time aiming for a different goal. The classifications we made were accordingly binary or multiple. All experiments were performed on data sets collected from syllabic units: /ba/, /du/, /ki/, /ta/. There are four classification tasks presented in this work:
a. We tested the ability of the proposed model to detect each of the studied emotions. The classification in that case is binary. The targeted emotion (N: neutral, H: joy, S: sadness, A: anger) was labelled by its name and the others by O (others).

b. Still from the binary classification perspective, we tried to see to what extent our model is able to separate among positive and negative emotions.

c. Within each group of emotion (positive and negative), we tested if the proposed feature vector is a satisfactory tool to distinguish between them (according to [63], positive emotions include (joy and neutral) and negative emotions include (sadness and anger)).

d. At last, a multiple classification is performed to evaluate the whole system.

From these experiments, results are presented below. As shown in Figure 4, the analysis of the syllabic unit /ba/ using the proposed set of features gives high accuracy percentage of detection. Indeed, we obtained for example 60.20% for all emotions and 73.63% to distinguish between positive and negative emotions. In the same way, the rates vary respectively from 86.21% to 78.95% for positive emotions (neutral vs joy) and negative emotions (anger vs sadness). The KNN algorithm recognized a neutral state with more than 89.55%, sadness with 85.07%, anger with 79.10%, and joy with 76.12%.

![Figure 4. Analysis of the syllable /ba/](image1)

In the same way, an analysis performed on the CV /du/ shows results with rates that can go up to 94.95% to detect neutral emotion. We obtained 91.41% to recognize joy, 83.84% for anger, and 79.80% for sadness. For analysis between positive and negative emotions, the rate reached 84.34%, and 91.57%, 70.18% for positive emotions (neutral vs joy), and negative emotions (anger vs sadness). The global classification including all emotions reached a rate of 64.65% as shown in Figure 5.

![Figure 5. Analysis of the syllable /du/](image2)
Similarly, Figure 6 shows the accuracies that we obtained for the CV /ki/. The KNN algorithm recognized joy with more than 93.20%, anger with 84.47%, 81.55% for the neutral state, and 78.15% for sadness. Also, the binary classification between positive and negative emotions achieved a recognition rate of 72.33%. Furthermore, by considering each group of emotions (positive and negative), the results reached 87.62% for the positive emotions and 75% for the negative ones. Concerning the classification of all emotions, the performed rate reached its minimum value of 52.43%.

Finally, the study of the CV /ta/ shows that: neutral state presents a high recognition rate of 90.13%, followed by anger with 84.57%, sadness with 78.15%, and lastly joy with 77.16%. For negative vs positive emotions, the accuracy is 75.92%. Within each category of emotion (positive and negative), the accuracy is 89.74% and 77.38% respectively. The rate obtained for the whole emotions is 61.73% which can be considered as an acceptable rate as shown in Figure 7.

5. DISCUSSION

Our study aims to provide an automatic emotion recognition model with a reduced set of acoustic features. Measurements were carried out using the MADED database from which we extracted four plosive consonant /b/, /d/, /k/, /t/ associated with the three vowels /a/, /u/ and /i/. These choices are based on previous works [64], where the authors proved that the energy and its distribution in specific bands play an important role in characterising arabic plosive consonants. The results we obtained are quite satisfactory comparing to previous works as shown in Table 1.
It should be pointed out that our study raised many questions. Indeed, it is seen from the results that consonant /d/ achieves the best rates in almost all cases (especially in the neutral case 94.95%) which may lead us to think that place of articulation of the consonant has a role to play in determining the emotion under consideration. Moreover, syllables associated with the same vowel (/ba/ and /ta/) seem to present almost the same results. But as we come to investigate more carefully the recognition rates, we can see that:

a. Negative emotions present the best rates (78.95% for /ba/ and 77.38% for /ta/ while for /du/ 70.18% and for /ki/ 75%)

b. When the vowel /a/ is associated with the plosive /b/, sadness is more recognized than anger. The opposite occurs when /a/ is associated with /t/.

A slight comparison between syllables /ki/ and /du/ shows that for both the joy presents the best recognition rates (93.20% resp. 91.41%). But differences occur in the neutral and multiple classification cases. These rates establish in fact how far objects from the emotional representation we propose are close to each other. Indeed, the exploratory nature of our study has dictated the choice of KNN algorithm rather than SVM or artificial neuronal network (ANN), in the classification task. Our main concern is to establish to how extent the features vector succeeds to evaluate similarities between the same emotions.

6. CONCLUSION

This work gives a good grounding in modeling emotion with acoustic features. The method given here uses energy and its distribution in six bands as a principal tool for distinguishing between the four basic emotions: neutral, sadness, joy, and anger. The classical KNN algorithm is used to perform the classification task. In some cases, the results were conclusive but not exhaustive. This study can be extended in future works to richer corpora with different utterance representations in different languages and with different algorithms like neural networks and support vector machine algorithms.
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