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Abstract: This paper provides new physical insight into the coupling between flow dynamics and cavitation bubble cloud behaviour at conditions relevant to both cavitation inception and the more complex phenomenon of flow “choking” using a multiphase compressible framework. Understanding the cavitation bubble cloud process and the parameters that determine its break-off frequency is important for control of phenomena such as structure vibration and erosion. Initially, the role of the pressure waves in the flow development is investigated. We highlight the differences between “physical” and “artificial” numerical waves by comparing cases with different boundary and differencing schemes. We analyse in detail the prediction of the coupling of flow and cavitation dynamics in a micro-channel 20 \( \mu \)m high containing Diesel at pressure differences 7 MPa and 8.5 MPa, corresponding to cavitation inception and “choking” conditions respectively. The results have a very good agreement with experimental data and demonstrate that pressure wave dynamics, rather than the “re-entrant jet dynamics” suggested by previous studies, determine the characteristics of the bubble cloud dynamics under “choking” conditions.
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1. Introduction

Cavitation has been the subject of intensive research for decades due to its relevance to many engineering applications such as micro-channel flows, fuel injectors and propellants [1,2]. Initial stages of cavitation consist of the generation of a cavitation cloud attached to the wall that primarily develops within the shear layer of the flow and is largely unobtrusive to the main flow [1]. As the cavitation region evolves, and once a critical cavitation number is reached, cloud break-off occurs. During this process the cavity volume oscillates in either an intermittent or periodic manner. Understanding the mechanisms that govern the cloud break-off process, as well as the frequencies at which it occurs, is important since cloud break-off is linked to effects such as loss of lift in hydrofoil applications, and more generally to unwanted vibration and erosion. We recall here that the cavitation number (Cn) characterises the onset and extent of cavitation and is the ratio between a reference pressure \( P_0 \) and the vapour pressure \( P_v \), divided by the dynamic pressure of the free stream flow, \( \rho v^2_\infty / 2 \). Lower values indicate a higher probability of cavitation [3]:

\[
Cn = \frac{P_0 - P_v}{\rho v^2_\infty / 2}
\] (1)

The occurrence of cloud cavitation break-off has been related in many previous studies to the presence of a “re-entrant jet flow” at the downstream region of the cavity which forms as the liquid flow outside the cavity reattaches to the closure region [1]. One of the
earliest studies that demonstrated this phenomenon is by Furness and Hutton (1975) [4]. They used a potential-flow-based numerical method in order to compute the structure of the re-entrant flow on a convergent–divergent nozzle until it intersected the cavity interface. Franc [1] described the existence of a re-entrant jet as a necessary outcome of the cavity region being the region of minimum pressure. Thus, the pressure gradient around the cavity region is directed away from its lowest point, forcing the flow along the liquid-vapour interface to curve towards the cavity. The jet originates from the cavity closure region and exists as a thin viscous film travelling upstream over a surface [5–7].

More recently, it was suggested that with a sufficient reduction in the cavitation number (giving rise to greater cavitation propensity), large-scale, periodic cloud shedding can be observed and associated with the formation and propagation of a shock within the high void-fraction bubbly mixture in the separated cavity flow [5,6,8,9]. Jahangir et al. [6] established within a venturi nozzle that cloud break-off was produced by the presence of the re-entrant jet for a cavitation number $C_n > 0.95$ while, for $C_n < 0.75$, cloud shedding was driven by bubbly shock effects generated by the collapse of previously shed cavities. This transitional regime was also demonstrated by Pelz et al. [7] where a relationship was established between the ratio of the Reynolds ($Re$) and the cavitation numbers, and the occurrence of this transitional regime. In the work of Ganesh et al. [5,9] with the use of high-speed imaging and time-resolved X-ray densitometry of cavitation over the apex of a wedge, the features of the observed condensation shocks were related to the average and dynamic pressure, and the void fraction. The transition to strongly shedding conditions was associated with a drop in the speed of sound in the bubbly mixture within the partial cavity. The strongest shock waves occurred for Mach numbers higher than one. More specifically, as shock fronts from collapsed cavities impinged on a growing vapour cloud, the internal pressure wave propagated at a speed much closer to, or higher than, the local speed of sound which caused an internal bubbly shock and drove cloud break-off.

Both mechanisms of cloud break-off (re-entrant jet and/or shock waves) are challenging to capture numerically. The difficulty in the numerical study of the re-entrant jet is that it is mostly a boundary layer phenomenon that requires high grid resolution close to the wall. The mechanism of cloud break-off based on shock wave propagation is also hard to predict since time steps of the order of nanoseconds are required, along with fully compressible codes, to capture local pressure peaks [10]. An additional difficulty is that there are only a few qualitative experimental data sets available for cavitating flows (especially for micro-channel flows) and even fewer ones that clearly identify the mechanisms for cloud break-off. An important reason for this is the difficulty in obtaining adequate visualisation. For example, the work of Ganesh et al. [5,8,9] mentioned above, was performed for cavitation over an apex of a wedge and thus it is indicative of the dynamics of the mechanism of the cloud break-off in external geometries, while the work of Jahangir et al. [6] was performed in a venturi geometry that is much larger than fuel injectors. An experimental investigation that was performed for numerical validation of Diesel fuel injection processes was conducted by Winklhofer et al. [11]. The study presented ‘line of sight’ distributions of the vapour void fraction, produced by shadowgraph imaging, in a plane micro-channel between an upstream and a downstream plenum chamber, with the flow ‘sandwiched’ between two windows. Measurements exist for several different pressure differences between the chambers and this case is commonly used for numerical validation due to the simple orthogonal geometry and realistic Diesel injection pressure conditions [12–15]. The limitations of the shadowgraph images though should be noted; the visual data provided are averaged over 20 different time-steps and are the ‘line of sight’ average over the depth of the cross-section. Mauger et al. [16] report similar visualisations of an orthogonal geometry, providing good instantaneous images of the cavitation distribution along the centre of the nozzle. The experiments show that instabilities in the shear layers intensified as the pressure difference increased and produced vortices in the flow. Mauger et al. also showed the presence of pressure waves due to the collapse of vapour bubbles in the throat as well as at the nozzle exit. The averaged cavitation topology seen
in this investigation is similar to that of Winklhofer et al. [11]. It should be pointed out, though, that in neither of these two experimental studies the cloud break-off dynamics were investigated.

Apart from elucidating the mechanism of cloud break-off, another important aspect is the identification of the frequencies of the pressure and vapour fluctuations associated with this phenomenon. A number of papers have studied the link between frequencies of pressure fluctuations and cavitation dynamics. Experimentally, Crua and Heikal [17] measured the injection process in a Diesel injector, using 3D laser Doppler vibrometry, with a focus on the distribution of the flow dynamics over time. Some peak frequencies were identified to be dependent on the internal nozzle cavitation along with other peak frequencies that were dependent on the injector nozzle geometry. A more recent effort to visualise vortical cloud shedding structures within an internal nozzle set up was attempted by Mitroglou et al. [18] who showed that an increase in velocity, and hence an increase in Reynolds number ($Re$), led to lower cloud shedding frequencies with a Strouhal number ($St$) number of 3.1 at the dominant frequency. In the study of Mihatsch et al. [19], a numerical simulation using a density-based finite volume method, taking into account the compressibility of both phases and resolving collapse-induced pressure waves (CATUM code), was performed on an airfoil geometry described in [20]. In their study, four characteristic frequencies were identified at all operating conditions (instead of two in the case of Peters et al. [2] for the same geometry). The first and third frequency in order of amplitude were found to increase with increasing pressure level (lowest frequencies). The frequency peak with the second highest amplitude was the shedding frequency and the fourth highest peak was found to be independent of the operating condition and related to the reflection of collapse-induced pressure waves at the radial boundary of the gap ($8$–$9$ kHz). Experimental visualisation and LES modelling of a vertical orthogonal nozzle geometry was performed by He et al. [21]. The authors used FLUENT (pressure based code) as their multiphase solver and the Schnerr–Sauer cavitation model. Two frequency peaks were identified to be caused by cavitation. The lower peak was reported to be related to cloud shedding at $3$ kHz and the higher peak was related to the collapse of small bubbles at $6$ kHz.

The unsteady nature of cavitating flows (including the phenomena relevant to the cavitation cloud break-off at the macro-scale as well as bubble collapse at the micro-scale) generates pressure waves that travel throughout the domain [22,23]. These propagating waves will interact with the domain boundaries in different ways (varying from $100\%$ reflection to $100\%$ transmission) depending on the experimental set up. When performing a simulation, these waves also interact with the numerical domain outlet (which might have to be chosen deliberately to not be the same as the real geometry outlet) and may be artificially reflected back (artificial in the sense that they would be transmitted during an experiment). This is particularly the case when the full domain is not modelled to reduce computational cost. To the best of the authors’ knowledge no previous studies have been performed on the role of the boundary conditions in the prediction of cavitation dynamics, especially in terms of cloud break-off, apart from the preliminary work of Pearce et al. [14]. In this work we adopted a non-reflective boundary condition developed by Poinsot and Lele [24] within a compressible multiphase solver. This boundary condition attempts to resolve a far field pressure boundary condition producing a pressure gradient based on the distance to the far-field. Without the non-reflective boundary condition, propagated pressure or shock waves produced by cavitation collapse would be reflected back toward nozzle exit. In order to highlight the sensitivity of cavitation cloud-off to reflected pressure waves, a fixed value pressure condition was also adopted in our work alongside the non-reflective condition.

Apart from the boundary conditions, another consideration with the numerical representation of the propagating waves in cavitating flows is the damping effect introduced by various differencing schemes. The first order upwind scheme offers a fully bounded solution but is far too diffusive, and the second order central scheme has better accuracy but is unbounded. The central differencing scheme was used by Magagnato and Dumond [25]
to simulate cavitation within a number of different geometries, producing a flat cloud topology with re-entrant driven cloud break-off. The upwind scheme, which is first-order accurate, was selected by Salvador et al. [26] to model cavitation in the experiment by Winklhofer et al. [11] using the Homogeneous Equilibrium Model (HEM). This scheme was selected for its stability but also produced a cloud topology which was flat and parallel to the wall with no convergence towards the centre of the duct as is seen in the experiment. Chen and Oevermann [27] modelled cavitation in the same geometry using a compressible multiphase stochastic framework. The differencing scheme used for the convective terms was a second-order upwind scheme which also produced a flat cavitation cloud topology and did not show any waves produced by cavity collapse. He et al. [21] conducted simulations of the same geometry using a compressible code with the Homogeneous Relaxation Model (HRM) to model phase change. A first-order upwind scheme was used for this investigation with the cavitation cloud appearing only within the laminar layer. Kärrholm, because of this, used a Total Variable Diminishing (TVD) scheme called MUSCL in OpenFOAM (taken from the name of the general sub-class of TVD solvers, monotone upstream-centered schemes for conservation laws) which maintains the monotonicity of the flow and thus is better at reproducing local large gradients [12]. These schemes resolve a blended scheme with a dynamic face limiter to suppress the higher order contribution at points of instability. Monotonic TVD schemes can handle discontinuities that arise from discontinuous functions or numerical inconsistencies [28]. Kärrholm’s results show a cavitation cloud topology that was qualitatively more representative of the experimental visualisations and produced pressure and velocity profiles that were in good agreement with experiment. A three phase compressible solver with phase change across a single interface was formulated by Yu et al. [15] who conducted internal nozzle cavitation simulations using the Winklhofer geometry as well. A Normalised Variable (NV) gamma scheme was selected for the discretisation of the volume fraction and produced centreline pressure profile in very good agreement with experiments. The cloud topology though, appeared somewhat artificial. The analysis was not extended to cloud shedding. A parametric study of a high-resolution NV differencing scheme was performed by Guedri et al. [29] and found that, although the gamma scheme was computationally efficient, it was less accurate than other higher-order schemes such as MUSCL. Higher order schemes such as the Weight Essentially Non-Oscillatory (WENO) scheme are able to capture the large discontinuities and smooth regions [30]. However, it has been shown that higher order schemes require high computation and memory demand that can lead to stability problems [31].

Based on the previous observations, in the first half of our paper we present a sensitivity analysis in order to further examine the effects that the boundary conditions and the differencing schemes have on the predictions of the cavitation dynamics in a micro-channel with emphasis on the cavitation bubble cloud behaviour. We compare our numerical simulations with the experiments performed by Winklhofer et al. [11]. This experimental set up is chosen due to the simple sharp-edged geometry of the entry of the nozzle channel as well as its frequent use in the literature as a benchmark case for computational fluid dynamics (CFD) prediction of cavitating flows. Moreover, although cloud dynamics are not explicitly discussed in this experimental work, it is one of the few experimental data sets that presents qualitative (shadowgraph based vapour fraction) as well as quantitative (pressure and velocity field) measurements. In previous CFD studies of internal geometries relevant to cloud dynamics, the focus was mostly on erosion prediction and geometries like the one from Franc [20,32] were used. However, in the studies of these geometries, limited quantitative comparison is provided with experiments which makes questionable the conclusions drawn only from CFD predictions for the mechanisms of cloud break-off. Moreover, in the investigated cases we used the Linear-upwind stabilised transport (LUST) and MUSCL differencing schemes (the former being a blend of the centred and linear schemes) at pressures relating to the onset of cavitation and the critical cavitation, with different numerical boundary conditions. The introduction of the wave transmissive outlet boundary condition is compared to the typical boundary condition of a fixed pressure
value commonly used in previous studies. The physical length of the chamber is also varied to understand better how dependant the flow is, from a numerical point of view, on the geometry.

After having established the extent of the validity, as well as the limitations, of our framework for both cases of cavitation inception and critical cavitation conditions, in the second part of our paper we turn our attention to the mechanisms that govern the cloud break-off dynamics. Using the Winklhofer geometry we have the opportunity to examine the cloud dynamics in conditions close to “choking” that have not been investigated before by numerical studies performed in the same geometry [12,14,15,27]. Previous studies predicted the shape of the free surface of the cloud to be largely flat and generally parallel to the wall for large pressure differences, due to low-order discretisation schemes used, which is inconsistent with experiments. This result however implied a cloud break-off mechanism that was reliant on the re-entrant jet dynamics. In contrast, in our study using a higher order scheme, MUSCL, we predict a vapour cloud topology converging towards the centre of the nozzle which is more consistent with the evidence of the shadowgraphic images. Using these predictions, a detailed analysis of the mechanism of the cloud break-off is presented. We conclude that the mechanism is dominated by the underlying flow pressure dynamics rather than re-entrant jet dynamics.

2. Materials and Methods
2.1. Experimental Set up

The overall experimental set-up, along with an enlarged view of the nozzle under investigation, is shown in Figure 1. A micro-channel nozzle etched into a 0.3 mm deep channel was sealed by two transparent windows to allow for the visualisation of cavitation. The nozzle was orthogonal, $1000 \times 284 \times 300 \mu m$, with the inlet to the nozzle having a radius of $20 \mu m$ which corresponds to the “U” geometry described in [11]. The outlet pressure was varied (1.5 MPa, 2.9 MPa, 3.3 MPa, and 4.5 MPa) while the inlet pressure was constant at 10 MPa.

![Figure 1. (a) View of the experimental nozzle (b) Enlarged view of throttle geometry U. [11].](image)

The lengths of the exit and entry chambers were approximately 24 mm in the experiment; however, to include the entire geometry within the solution domain, while at the same time resolving the flow in the nozzle, would be computationally demanding. Thus, to model this nozzle accurately, it was desired to shorten the extent of the computational domain representing the lengths of the entry and exit chamber as much as possible. We thus performed a systematic variation of the exit chamber lengths, as well as of the
outlet boundary conditions using the LUST divergence scheme and then repeated the investigation with the TVD MUSCL scheme. Table 1 details each case that was simulated. OpenFOAM was chosen as the baseline code [33]. The following section presents the governing equations, along with details of the divergence schemes, phase change modelling, boundary conditions and turbulence model. Figure 2 shows the locations of the various computational probes around the cavitation and cloud break-off regions taken at high sampling frequency (approx. 100 MHz) and spanwise plot location over the width of the nozzle supplemented by Table 2.

Table 1. List of test cases.

| No. | $P_{diff}$ (MPa) | Ext. Chamber (mm) | BC             | divScheme |
|-----|-----------------|------------------|----------------|-----------|
| 1   | 7               | 12               | fixedValue     | LUST      |
| 2   | 7               | 12               | waveTransmissive | LUST     |
| 3   | 8.5             | 12               | fixedValue     | LUST      |
| 4   | 8.5             | 12               | waveTransmissive | LUST     |
| 5   | 8.5             | 5                | fixedValue     | LUST      |
| 6   | 8.5             | 5                | waveTransmissive | LUST     |
| 7   | 7               | 12               | fixedValue     | MUSCL     |
| 8   | 7               | 12               | waveTransmissive | MUSCL    |
| 9   | 8.5             | 12               | fixedValue     | MUSCL     |
| 10  | 8.5             | 12               | waveTransmissive | MUSCL    |
| 11  | 8.5             | 5                | fixedValue     | MUSCL     |
| 12  | 8.5             | 5                | waveTransmissive | MUSCL    |

Figure 2. Nozzle dimensions with locations within nozzle for plots and computational probe locations for frequency analysis. The channel is 0.3 mm deep.

Table 2. Radial and Probe locations (mm) (origin centre of nozzle entry).

| Probe No. | $\text{Probe}_x$, $\text{Probe}_y$, $\text{Probe}_z$ |
|-----------|-----------------------------------|
| 0         | 1.75, 0.13, 0                      |
| 1         | 1.75, 0.12, 0                      |
| 2         | 1.75, 0.11, 0                      |
| 3         | 1.85, 0.12, 0                      |
| 4         | 1.65, 0.12, 0                      |
| 5         | 1.95, 0.12, 0                      |
| 6         | 2.00, 0.12, 0                      |
| v2 (line) | 1.17, ±0.15, 0                     |
2.2. Multiphase Modelling

A one-fluid approach was adopted, based on the HEM model [12,34] for phase change and a barotropic closure for the equation of state developed by Kärrholm [12] called cavitatingFoam. Liquid and vapour are treated as one continuum, so that each phase does not require independent transport equations to be solved. Both phases are considered compressible, with the temperature assumed to be constant. The one-fluid approach is a reasonable approximation here due to the high pressure differences obtaining in the experiment. The disadvantage is that the effect of interfaces is not included in the original model formulation. Our previous research [13] has shown that this might be a reasonable assumption for the Diesel fuel that is used in the current work and can be problematic only in cases of fuels/fluids with low viscosity, such as kerosene. A flow chart detailing the solution procedure can be found in Appendix A.

2.3. Governing Equations and Compressibility

The governing equation for conservation of momentum in the LES context is as follows

\[
\frac{\partial \rho \hat{u}_i}{\partial t} + \frac{\partial \rho \hat{u}_i \hat{u}_j}{\partial x_j} = -\frac{\partial p}{\partial x_j} + \mu \frac{\partial}{\partial x_j} \frac{\partial \hat{u}_i}{\partial x_j} - \frac{\partial \rho \tau_{ij}^{sgs}}{\partial x_i} \quad (2)
\]

Although the experiment was run under quasi steady-state conditions, all flow features and, in particular, cavitation structures, were expected to be unsteady with short time scales. LES is based on the idea of computing the large, energy-containing eddy structures (filtered quantities) which are resolved on the computational grid, whereas the smaller, more isotropic, sub grid structures (sgs) are modelled. In the above equation (and the following ones) the over bars and tildes represent the spatially filtered and density weighted filtered values with the filter width respectively. The filter width is taken as the cube root of the local grid cell volume. Within the current formulation, the only term that maintains the explicit coupling of the effect of small scales to the large scales is \( \tau_{ij}^{sgs} \) which is determined by the sub-grid scale WALE turbulence model [35], with the LES-dependent constant for the eddy viscosity term set to 0.158. This model has been shown to perform well under similar conditions for Diesel injection [36].

Since a one-fluid approach was used, in order to determine whether the fluid in a cell is liquid, vapour or a mixture, a phase fraction indicator function was solved, namely the vapour fraction:

\[
a = a_{v,p} = \begin{cases} 
0, & \text{if } \rho \geq \rho_{l,sat} \\
\frac{\rho_{v,sat} - \rho}{\rho_{l,sat} - \rho_{v,sat}}, & \text{else}
\end{cases} \quad (3)
\]

where \( \rho_{v,sat} = \psi_v \rho_{sat} \) and \( \psi_v \) is the compressibility of the vapour.

The model assumes that homogeneous mixing between the two phases occurs instantly and thus is better suited for the simulation of flows where cavitation bubbles disperse rapidly such as turbulent cavitation clouds in high velocity flows. It is not so well suited for stratified or slug flows as the two phases may have highly differing velocities requiring better interfacial treatment where a transport equation based on vapour fraction is needed. A preliminary comparison of the HEM approach with the cavitation mass transport approach for different cavitation numbers has been performed by Vogiatzaki et al. [37] which showed that HEM was better for high-speed flows although for slower flows the results from the two models were very similar. Furthermore, the homogeneous mixing assumption avoids the requirement of reconstruction of the liquid vapour interface, as each computational cell is assumed to be fully mixed.

The equations of motion were closed using constitutive relations for the density \( \rho \) and the dynamic viscosity \( \mu \) with the aid of the previously introduced vapour fraction variable \( a \).

The mixture viscosity was given by:

\[
\mu = a \mu_v + (1 - a) \mu_l \quad (4)
\]
For the calculation of the density, using the barotropic assumption with a linear equation of state leads to:

$$\rho = (1 - \alpha)p_0^l + \alpha \psi_p$$

(5)

The first term governs the liquid's density when $\alpha$ is low. The term $\psi$ is the compressibility of the mixture which is defined as $\psi = 1/c^2$ with $c$ being the speed of sound of the mixture. If the fluid is fully in the vapour phase, the second term becomes dominant. The property $p_0^l$ is given by

$$p_0^l = p_{1, sat} - p_{sat} \psi_l$$

(6)

Other alternative models for compressibility are the Chung [38] and the Wallis model [39]. The literature [12] suggests that using the Wallis compressibility model reproduces the speed of sound (compressibility) in a bubbly mixture in a more physical way, but can be numerically unstable when used for high speed flows. The Wallis model does not assume uniform velocities across the two phases and thus may be better suited for stratified or incompressible mixtures. The Chung method is derived from source terms which include surface tension and bulk modulus and has been shown to work well for dispersed bubbly flows in the region $\alpha < 0.3$. Figure 3 shows a comparison of speed of sound that can be calculated using the three compressibility models and it should be noted that both the Wallis and Chung models calculate local speed of sound to be, correctly, considerably lower for a mixture than for either the vapour phase or liquid phase. The linear model provides a relatively high speed of sound of the bubble mixture. Although the calculated value of the speed of sound is not used directly in our numerical framework it is important to underline this limitation since this might affect the predictions of areas with Mach number higher than one, as we will demonstrate in the following analysis (see Section 3.2).

![Comparison of available speed of sound models](image)

**Figure 3.** Speed of sound comparison calculated using three compressibility models (linear, Wallis and Chung).

2.4. Boundary Conditions

The outlet boundary conditions here are considered on the numerical basis of how they will influence the flow, more specifically the cloud break-off mechanism, within
the domain. Travelling pressure waves from the violent collapse of the vapour cavities propagate throughout the domain where the large gradient in fluid properties will interact with the outlet boundary. Two boundary conditions were selected to produce opposing scenarios; one where the boundary condition attempts to replicate the pressure gradient so that the waves are not reflected back (referred in the remainder of the paper as “wave transmissive” condition) and the other in which pressure waves towards the boundary are reflected back into the domain (fixed pressure). A fixed value pressure condition was used to force reflection of pressure waves at the boundary. This is not the most optimum pressure condition for pressure driven flows, however is used to help us highlight the scenario that artificial waves interfere with the case physics. In order to avoid the interference of artificial waves that are created in cases that the numerical domain is shorter than the physical domain, the acoustic characteristics of the region beyond the numerical domain needs to be included. The wave transmissive boundary condition is based on a simplified form of Poinso and Lele non-reflection multidimensional boundary condition called the Navier-Stokes Characteristic Boundary Condition (NSCBC). This boundary condition attempts to identify amplitude variations based on a distance downstream from the boundary to consistently set the boundary value to a given incoming pressure wave [40]. This boundary condition is partially reflective, depending on the distance from the real far field boundary. The shorter this distance is set, the more reflective the boundary is. This boundary condition allows for geometries such as ducts and pipes to reduce cell population at the outlet, as the distance between the boundary and the main flow can be shortened. For this case the far-field distance was set based on the difference between the numerical boundary to the physical boundary from experiment.

2.5. Differencing Schemes

The effect of the numerical differencing of the divergence terms in the solved equations is of interest in this investigation. A strategy to achieve results with good accuracy whilst suppressing numerical artifacts is to use a blended scheme with a fixed value blend ratio. The LUST divergence scheme is a fixed blend of two differencing schemes, with the blend fixed at 75% upwind and 25% central differencing [41]. The scheme offers an accurate and stable solution that is computationally inexpensive, however it is not fully bounded. The higher order central differencing contribution is the source for the unbounded solution. Thus, it would be advantageous to dynamically suppress this contribution at regions with large gradients. Total Variable Diminishing (TVD) schemes can offer this option since they represent a class of switching face limited schemes that provide a blended solution with a dynamic limiter. This can suppress the high order contribution at regions of large gradients (reducing numerical instabilities) but allows for the high order solution at smoother regions (increasing the accuracy). As long as the TVD criterion is satisfied, the limiter ensures for a stable and bounded solution. The scheme that we will evaluate in this work is called MUSCL and it is a TVD scheme that uses the monotonised central face flux limiter [42]. The calculation of a dynamic limiter as in the case of MUSCL is computationally more expensive than using a fixed limiter as in the case of LUST, however allows for some high order differencing even at regions of high gradients and can resolve discontinuous functions well, both aspects important for cavitating flows.

2.6. Thermodynamic Properties

The solution procedure is described in Appendix A and Table 3 shows the thermodynamic properties that have been used.

Table 3. Thermodynamic properties of Diesel [43].

| $p_{\text{sat}}$ (MPa) | $\rho_{l,\text{sat}}$ (kg/m$^3$) | $\rho_{v,\text{sat}}$ (kg/m$^3$) | $\psi_l$ | $\psi_v$ |
|------------------------|-------------------------------|-------------------------------|---------|---------|
| 0.0054                 | 832                           | 0.1361                        | $5 \times 10^{-6}$ | $2.5 \times 10^{-6}$ |
The selection of these properties was based on the review carried out in our previous work [14]. The choice of the individual fuel properties compared to the real physical properties of the diesel fuel have to be considered. The difficulty in the use of Diesel is that it is a blend of hydrocarbons that can vary seasonally as well as geographically and hence has a wide tolerance on its permissible properties. For example in the UK, the specification of common pump diesel must conform to EN590 [43] (which has detailed requirements around sulphur content and bio-fuel components due to their effect on emissions) so that the stated density range is 820 to 845 kg/m$^3$. Most authors therefore also choose a value within this range. The values for ($\rho_v$), ($\psi_l$) and ($\psi_v$) however are more difficult to determine since they are not stated in the fuel specifications and include assumptions around dissolved gas content and the exact vapour composition. In this case, values for ($\rho_v$) range from 0.016 to 6.5 kg/m$^3$ and 0.1361 was chosen as this is derived from the compressibility of the vapour at room temperature. The liquid vapour compressibility in turn is an estimation based on the ideal gas law as in Kärrholm et al. [12].

### 2.7. Mesh

The geometry was modelled using a structured mesh of 1.1 M elements with a grid density in the nozzle of 506 elements/mm and a depth of 0.3 mm. The minimum cell thickness within the nozzle was 4 $\mu$m. The Kolmogorov length scale was estimated to be approximately 0.47 $\mu$m and the Taylor scale was of the order 1 $\mu$m. Although both of these scales are more meaningful in the context of single phase flows, still they provide an indication of the accuracy of our resolution for the two phases examined in this work. The dimensionless wall distance $y^+$ was calculated to be 2.4 so turbulence was handled implicitly rather than requiring explicit wall functions. [14]. Figure 4 shows the numerical grid used for sensitivity analysis and, as can be seen, while the domain length was varied, the mesh quality in the upstream or nozzle domains was kept the same.

![Figure 4. View of numerical grid for exit chamber lengths of 5 mm and 12 mm.](image)

### 3. Results and Discussion

In this section we initially discuss the sensitivity of the flow dynamics to the differencing schemes (i.e., LUST and MUSCL) of the divergence terms and results are presented for two different outlet pressures, one representing the onset of cavitation and one representing the critical cavitation. We focus on exploring (a) whether the suggested schemes
preserve the large pressure gradients and (b) how the prediction of pressure dynamics affect the cavitation development. Alongside experimental comparisons, a discussion on the flow sensitivity to the exit boundary conditions is included in an effort to separate “real” pressure disturbances from “artificial” waves associated with the imposed boundaries and the domain size (i.e., waves reflected from computational boundaries). A link between the numerically reproduced local pressure dynamics and the cavitation cloud break-off mechanisms is provided. Cloud frequencies, as well as vapour fraction fluctuation frequencies, are presented and compared. We also include a short discussion around the choked flow characteristics that some of the operating conditions examined exhibit.

3.1. Differencing Scheme and Boundary Condition Sensitivity Analysis

The average mass flow rates are presented in Figure 5 for all the cases that are investigated. The horizontal black line indicates the experimental data. It should be pointed out that at $p_{\text{diff}} = 7$ MPa and above, the mass flow rate stabilises indicating a “choked” flow. This explains the single experimental value used for comparison for all cases. The numerical predictions are, overall, in fairly good agreement with the experiments especially for the 7.5 MPa case. Under-prediction is mostly noticed for the LUST scheme at 8.5 MPa which is associated with the under-prediction of the vapour fraction at the centreline of the nozzle as we will see in the next paragraphs. It is interesting to note that for $p_{\text{diff}} = 8.5$ MPa, the inclusion of the wave transmissive boundary condition has a large effect for the case of LUST scheme, while the MUSCL scheme is rather insensitive to the boundary conditions and the size of the geometry.

Figure 5. Average steady-state mass flow rates as a function of pressure difference between the chambers.

Figure 6 on the right shows the pressure distributions along the centreline of the nozzle for the simulated cases with $p_{\text{diff}} = 7$ (see Table 1) together with the experimental profile. It can be seen that all cases at this pressure condition fit the experimental profile well although all cases also display a slight under-prediction of the pressure around the mid-length (displacement of 1.5 mm) of the nozzle. Table 4 shows the Root Mean Square Error against the experimental data for injection pressures of 7 MPa. The cases with the wave transmissive boundary condition—regardless of the differencing scheme—show a better recovery but this occurs further downstream of the nozzle. At the selected saturation pressure ($p_{\text{sat}}$) of 0.0054 MPa, no phase change occurs at the nozzle centreline and thus this comparison mostly reflects the ability of the differencing schemes and boundary condition set up proposed to reproduce the underlying flow dynamics.
Figure 6. The data correspond to $p_{\text{diff}} = 7 \text{ MPa}$, 12 mm computational exit chamber length. **Left:** Contour plots of the simulated vapour fraction, as well as shadowgraph pictures from the experiment [11]. **Right:** Pressure profiles along the centreline of the nozzle, including experiment [11]. The notation wT and fP corresponds to wave transmissive and fixed pressure boundary conditions respectively. The two vertical black lines denote the nozzle entry and exit respectively.

| RMSE (MPa)          | LUST  | MUSCL |
|---------------------|-------|-------|
| Fixed Pressure BC   | 0.65  | 0.96  |
| Wave Transmissive BC| 0.57  | 0.46  |

Figure 6 (left) shows experimental and computational results for the vapour fraction contour. The results correspond to the wave transmissive boundary condition. The results for the fixed pressure boundary condition cases look very similar and are thus not included here. Cavitation is present at this condition but it is limited to the wall close to the channel entrance and critical cavitation has yet to be reached. The cloud break-off observed at this condition is limited and has minimal influence on the overall flow dynamics. Both schemes under-predict, the stream-wise cavitation extent and the magnitude of the void fraction although the MUSCL scheme appears better.

Critical cavitation based on experimental observation is reached when $p_{\text{diff}}$ exceeds 8.5 MPa. Figure 7 on the right shows the calculated pressure profiles along the centreline of the nozzle for $p_{\text{diff}} = 8.5 \text{ MPa}$ cases for the 12 mm long computational downstream chamber. Experimental data for this pressure difference are not available for the centreline pressure distribution as they were for Figure 6. One more chamber length (5 mm) is also included since, as shown in our previous work [14], shorter geometries for critical cavitation regime make the flow inside the nozzle more sensitive to the selection of the downstream boundary location and hence boundary conditions. The effect was found to be less pronounced at lower pressure differences (for example at $p_{\text{diff}} = 7 \text{ MPa}$) when cavitation is no longer critical. Using these two cases we are able to analyse better the dependency of the pressure dynamics on the domain geometry and the outlet boundary conditions. The majority of the cases compared predicts similar pressure profiles apart from the 5 mm geometry using the LUST scheme with fixed pressure boundary conditions which shows an increased pressure.
Figure 7. The data correspond to $p_{\text{diff}} = 8.5$ MPa, 12 mm computational exit chamber length. Left: Contour plots of the simulated vapour fraction, as well as shadowgraph pictures from the experiment [11]. Right: Pressure profiles along the centreline of the nozzle. The notation wT and fP corresponds to the wave transmissive and fixed pressure boundary conditions respectively. The two vertical black lines denote the nozzle entry and exit respectively.

A corresponding colour contour plot of the vapour fraction is presented in Figure 7 (left) for wave transmissive outlet conditions that based on Figure 7 on the right it is the boundary condition that makes the results more insensitive to the geometry size as expected. At critical cavitation conditions, the experimental data shows that the vapour fraction topology reaches almost the centre line of the nozzle where the flow becomes “choked” (following the experimental paper term) [11]. It should be noted that in reality it is difficult to fully determine the nature of the cavitation cloud at the nozzle centre from the shadowgraph images alone since these are line of sight and represent the ensemble average beam intensity from 20 images as a ‘probability’ (no calibration was carried out to determine the vapour fraction required to reduce beam intensity to zero). In this context, the indications from the shadowgraph data are corroborated by mass flow measurements showing that the flow is indeed choked because of the stabilisation of the exit mass flow rate. The LUST scheme shows a cloud topology with the cavitation region appearing smooth and following a vena contracta-like curvature. In comparison, the MUSCL scheme shows a more turbulent vapour region and, possibly, cloud break-off features. As the MUSCL scheme is better able to resolve large gradients, it is able to capture local inhomogeneities whilst the LUST gives some artificial smoothing across the interface between the wall-attached vapour cavity and the fluid moving along the centreline. Qualitatively, this model captures some part of the experimentally observed extension of the cavitation cloud towards the duct’s centreline.

Figure 8 presents 3-dimensional snapshots of the instantaneous liquid vapour interface (for an iso-surface of vapour fraction of 0.5) predicted by the MUSCL and LUST schemes at $p_{\text{diff}} = 8.5$ MPa using the 12 mm long computational chamber geometry with the wave transmissive pressure condition. The figure is included in order to provide more insight into the differences in the predictions of the cavitation cloud topology when different schemes are used. The LUST scheme predicts a re-entrant jet whereas this is not evident in the MUSCL scheme which shows much greater wrinkling of the interface as it interacts with the flow vorticity. For completeness we have included also the plots for $p_{\text{diff}} = 7$ MPa in order to demonstrate the evolution of the cavitation area when the pressure difference is increased.
Figure 8. Three dimensional comparison of the instantaneous liquid vapour interface (iso-surface of vapour fraction is set to 0.5) of the MUSCL and LUST schemes at $p_{diff} = 7$ MPa (top row) and $p_{diff} = 8.5$ MPa (bottom row) using the 12 mm downstream length, wave transmissive outlet.

The stream-wise pressure distribution and the vapour fraction along the near wall region for all cases with the fixed pressure and the wave transmissive condition are presented in Figure 9. The plots on the top corresponds to the stream-wise pressure distribution along the near wall region for all cases alongside experimental data at 7 MPa. The plot on the bottom correspond to the vapour fraction profiles close to the wall calculated along the same line as for the pressure profiles. Although experimental data are not available, the vapour fraction figures are included in order to demonstrate the link between the predicted pressure and the vapour cloud. For the $p_{diff} = 7$ MPa case, the experimental data indicate a sharp decrease in pressure at the channel entrance—essentially a Bernoulli effect—but also a very quick recovery which indicates that the cavitation cloud has either already detached or that bubbles will start quickly collapsing. Both MUSCL and LUST differencing schemes capture this behaviour reasonably well for $p_{diff} = 7$ MPa and the 12mm long computational chamber. The recovery shown is slightly under-predicted compared with experiments, but better recovery is achieved compared to previous numerical work [44].

Table 5 shows the RMSE against experimental data. The predictions are better for the wave transmissive condition, and as seen with the centreline, the smallest error was found when coupled with the MUSCL scheme. At $p_{diff} = 8.5$ MPa the MUSCL scheme appears to be rather insensitive to the downstream length regardless of the outlet boundary condition (observation consistent with the previous figures) while the LUST scheme is more sensitive when fixed pressure outlet boundary condition is used. For the vapour profiles, at $p_{diff} = 8.5$ MPa, it can be seen that there is strong cavitation close to the wall over more than half the upstream length of the nozzle. Part of this is ‘sheet’ cavitation (values close to 1) while the rest is where the cloud is starting to form. In the downstream half of the nozzle for the fixed boundary condition, no cavitation is present close to the wall, implying that the cloud has already detached and potentially collapsed. When the wave transmissive outlet is used, the LUST scheme (regardless of the length of the domain) predicts some vapour structures at the downstream half of the nozzle. This is consistent with what was observed in Figure 7 (left) that indicate the inability of the scheme to correctly reproduce the vapour detachment from the wall and convergence towards the nozzle center.
Figure 9. Top: Pressure profiles along the near wall of the nozzle with experimental data presented for comparison, Embedded: Close up of profiles reaching saturation pressure. Bottom: Vapour fraction profiles along the near wall of the nozzle.

Table 5. Root Mean Square Error against experimental data near the wall of the nozzle for injection pressure of 7 MPa.

| RMSE (MPa)                  | LUST | MUSCL |
|-----------------------------|------|-------|
| Fixed Pressure BC           | 2.13 | 2.41  |
| Wave Transmissive BC        | 2.04 | 2.02  |

In order to highlight the interplay of the vapour cloud with the underlying flow field dynamics Figures 10 and 11 are included.

Figure 10 shows the colour-coded, instantaneous distributions of the flow vorticity (taken from the velocity of all components) for LUST and MUSCL in the symmetry plane of the nozzle (12 mm long computational chamber). For LUST cases, the vorticity is more pronounced along the liquid vapour boundary and the trailing region. Within the area where a re-entrant jet exists, the greater vorticity is at the head of the jet. For MUSCL cases, the vorticity is less concentrated along the liquid vapour boundary. The free stream at the entrance of the nozzle becomes chaotic as it starts to interact with the nozzle boundary and the cavitation interface. The greatest extent of the vorticity can be observed along the upper and lower boundary of the nozzle both within, and out, of the vapour cavity region. This hinders the development of the re-entrant jet and any upstream flow due to the vortical structures present. This conclusion is also consistent to what can be observed in Figure 8, although for the LUST scheme the re-entrant jet was present while for the MUSCLE scheme this was not so obvious.
Figure 10. Colour distribution of the instantaneous vorticity, taken from all velocity components throughout the centre of the nozzle for LUST and MUSCL at 8.5 MPa with 12 mm geometry with a vapour contour superimposed at vapour fraction of 0.5.

Figure 11. Colour distribution of the instantaneous turbulent viscosity throughout the centre of the nozzle for LUST and MUSCL injected at 8.5 MPa with 12 mm geometry with a superimposed contour showing vapour fraction of 0.5.

Figure 11 compliments Figure 10, showing the distribution of the turbulent viscosity throughout the centre of the nozzle for LUST and MUSCL at $p_{\text{diff}} = 8.5$ MPa with 12 mm long computational chamber. The figure is included in order to provide further insight.
into the origin of the vorticity seen in Figure 10. A 0.5 iso contour of the vapour fraction is superimposed. It can be seen that for the LUST scheme, the flow at the nozzle centre is laminar while for the MUSCLE scheme turbulent structures are present in the centre. Thus, it could be argued that the mechanism for cloud break-off in conditions close to choking seems to be associated with turbulence and subsequent wrinkling of the surface which eventually leads to break-off in a way similar to how liquid atomisation occurs, rather than the re-entrant jet that is suggested in the literature. It has also been reported in the literature [45] that nozzle turbulence is linked to the collapse of the cavities and that a small change in the size of the cavity can cause a substantial increase in the turbulence level and momentum thickness in the boundary layer downstream. For the LUST scheme, since the cavities always remain very close to the boundary layer, the turbulence generated by the collapse is dissipated quickly. For the MUSCL scheme, the cavitation extends towards the centre of the nozzle and the vorticity generated by the collapse is maintained by the high speed core fluid (where the velocity is above 100 m/s).

Figure 12 presents streamlines projected along the centre of the nozzle for LUST and MUSCL. Recirculation, due to stagnant flow from the presence of the re-entrant jet, can be clearly seen in the LUST case with the flow stagnating around this region (blue lines). For the MUSCL case, the turbulent structures prevent the re-entrant jet from forming coherently, where the flow starts to curl and oscillate downstream from the cavitation cloud break-off. Reverse flow (negative velocity) is observed in small pockets along the near wall but are not large enough for any jet structures to form.

![Figure 12. Streamlines within the centre of the nozzle with colour distribution displaying velocity magnitude with a superimposed contour at vapour fraction of 0.5.](image)

3.2. Wave Visualisation and Flow Choking

The numerical modelling of cavitation within a compressible framework (mostly density-based schemes) can, in theory, capture all the waves generated in the computational domain by the flow characteristics and the phase change phenomena. However, in practice it is hard to separate the “waves”, or disturbances, that appear due to numerical reasons (such as reflecting boundary conditions and/or artificial pressure oscillations) from the real pressure waves within the domain from, e.g., bubble growth and collapse. Moreover, another characteristic of flows that involve phenomena dependent of pressure waves that is desirable to reproduce numerically is that the energy of these pressure waves dissipates relatively quickly with distance. However, the dissipation rate in simulations is controlled usually by the available numerical schemes. A wave can be artificially smoothed out
by low-order numerical effects (due to numerical dissipation), or spurious oscillations near the wave surface might arise if a high-order numerical scheme is used (due to Gibbs phenomena). Using a higher order scheme such as MUSCL could therefore augment the propagation of these waves if incorrect boundary conditions are used. A third challenge is the difficulty in modelling the speed of sound in a multiphase fluid where the size, composition, distribution and shape of cavitation bubbles all play a part in determining the value of the local speed of sound. In the current work, for example, we have used a simple linear relationship for the compressibility (and consequently the speed of sound) due to stability considerations rather than accuracy. This results in a higher speed of sound in the mixture part of the flow, leading to predictions of local Mach numbers lower than expected. In this section we will provide more insight into the link between the boundary conditions and numerical schemes with the pressure oscillations that govern the mechanisms of the cloud break off for conditions close to choking.

Figure 13 shows the instantaneous pressure distribution in the region immediately downstream of the nozzle for the 12 mm computational chamber length with $p_{\text{diff}} = 8.5$ MPa. Cases for both the fixed pressure and wave transmissive boundaries are represented at three time steps 0.05 ms apart, chosen to highlight the interaction between the propagating waves and the outlet boundary. A high pressure wave that was generated by a disturbance in the centre of the free-stream can be seen in the case that a fixed pressure outlet was used. This wave is reflected by the upper and lower boundaries and is propagating towards the outlet boundary (upper frame). The middle frame shows that this wave is reflected back into the domain, however it has now been inverted (i.e., it was a compression wave and is now a rarefaction wave). The lower frame shows how this influences the dynamics of the domain as it interacts with the high pressure oscillations around it. This is the expected physical behaviour if the outlet boundary was an open pipe into a reservoir.

For the case with the wave transmissive outlet boundary condition, similar disturbances central to the free stream flow were harder to find. The scale used for all the figures, related to the wave transmissive outlet boundary condition (right), demonstrates the overall lower pressures seen in this region using this boundary condition though it is difficult to directly attribute the drop in pressure to the suppression of reflected pressure waves at the outlet. A

![Figure 13. Instantaneous pressure distribution at the outlet region of the chamber (immediately after the nozzle) with fixed pressure outlet boundary condition (left), and wave transmissive outlet boundary condition (right), at three time steps 0.5 ms apart. For both cases the MUSCL differencing scheme has been used at $p_{\text{diff}} = 8.5$ MPa.](image-url)
A compression wave originating in the upper part of the domain near the outlet boundary can be observed in the upper frame. As the wave propagates away from its point of origin, it is reflected back by the solid upper boundary but is transmitted away (rather than reflected back) by the outlet boundary. Thus does not affect the rest of the flow closer to the nozzle as strongly as in the case of fixed boundary conditions.

A similar representation of the pressure field for the nozzle and immediate nozzle exit region can be seen in Figure 14. The same pressure scale was used for a comparative analysis around this region with an additional blue contour which indicates a vapour fraction of 0.5. The superposition of reflected waves creates an area of higher pressure which, for the fixed pressure case, coincides with the centreline pressure distributions as seen in Figure 7. The initial cavitation collapse occurs within the nozzle, with waves being generated inside the nozzle region. The overall cavitation around the exit of the nozzle is suppressed, as observation of Figure 9 confirms. Conversely, with the wave transmissive boundary condition, this collapse occurs outside the nozzle exit region.

In the remainder of the section we will inquire more closely as to what is the dominant cloud break-off mechanism and if it is consistent with the two mechanisms currently identified in the literature (bubbly shock or re-entrant jet). The bubbly shock mechanism requires that the local speed of sound reaches a low enough value, and thus a high enough Mach number, for it to be the dominant mechanism for cloud break-off [5]. As travelling pressure waves from collapsed cavities pass through a vapour cloud, the speed of the wave is much closer to—if not
greater than—the speed of sound within the mixture, causing the shock to propagate inside
the cloud. Figure 15 is a colour contour plot of the Mach number across the nozzle geometry
which was calculated from the speed of sound based on the linear mixture compressibility.
For both the fixed pressure and wave transmissive cases, high Mach numbers can be seen
within the cavitation cloud extent, with a concentration along the $\alpha_v = 0.5$ boundary, but
the value never exceeds 0.26. In order to understand the extent of the discrepancies of our
prediction of the speed of sound we use as reference a different approximation reported by
Shamsborhan et al. [46]. The speed of sound within the cavitation region can be estimated
for $P_{\text{diff}} = 8.5$ MPa, the point at which critical cavitation was reached experimentally, to be
$c_{\text{mixture}} \approx 31$ m s$^{-1}$. This is much lower than the reported approximate free stream velocity
of 120 m s$^{-1}$ which would lead to an estimated Mach number within the cavity region to be
$Ma \approx 3.9$. According to Ganesh et al. [5], for bubbly shock to become the main mechanism,
the Mach number should exceed unity and a value of $\approx 3.1$ was found to be the critical value.
Thus, if a better speed of sound approximation was used then the calculated local Mach
numbers of $Ma \approx 3.9$ would be consistent with the bubbly shock formation. Another aspect
that limits the minimum local speed of sound within a bubbly mixture is that the pressure
cannot be below the vapour saturation point, $P_{v,\text{sat}} = 5400$ kPa based on the HEM model. This
means that, at this point, the flow is no longer fully compressible at constant temperature, and
could further decrease the local speed of sound though this is difficult to calculate. Looking
at the cavitation numbers, the critical cavitation number for the point of dominant bubbly
shock for the hydrofoil case of Ganesh et al. [5], was approximately 1.95, which is higher than
the value of approximately 0.65 reported by Jahangir et al. using internal venturi geometry.
The cavitation number in our case, from Table 6, is 0.16 which also indicates a cavitation flow
of high intensity. Although in our study the bubbly shock traversing a mixture is not fully
captured because of the over prediction of the mixture speed of sound, the lack of re-entrant
jet in the experimental evidence was reproduced accurately by our simulations. Summing up,
this suggest that for $p_{\text{diff}} = 8.5$ MPa it is reasonable to expect that the main mechanism for
cavitation cloud break-off to be bubbly shock and this mechanism is different to the re-entrant
jet mechanism demonstrated in previous studies for the same case.

| Boundary Condition | $C_n$ | $l_{\text{cavity}}/d_{\text{throat}}$ | Str | Re |
|-------------------|------|-------------------------------|-----|----|
| waveTransmissive  | 0.16 | 2.27                          | 0.053 | 17,880 |

3.3. Bubble Cloud Dynamics

The importance of identifying the dominant frequencies of the phenomenon of the
periodic break-off of cloud cavitation from attached wall cavitation is linked to various
applications of interest among them the erosion potential of cavitation. To analyse the
break-off frequencies in our study, seven “numerical” probes were placed at different
locations around the liquid-vapour interface to measure the fluctuating pressure. Figure 2
shows the various locations of the probes in the near wall region of the nozzle and Table 2
gives the corresponding coordinates. A Hanning window was applied to the input signal
before an FFT was performed to analyse the frequency response at the probe locations.
The cloud cavitation break-off will not be the only aspect of the flow that will be generating
a fundamental frequency. The geometry of the nozzle and the chamber may produce a
resonance (perhaps several) frequency that is dependent on the topology. These waves
are reflected back by any solid boundary and will interfere with other pressure waves
present, as also reported by [19]. In their work (albeit using a different geometry) the higher
frequencies among the four reported ($1 \times 10^3$ Hz) were attributed to this phenomenon.

To understand better the geometric influence on the frequencies in this study, a
simplified two dimensional test case was also performed. Figure 16 presents the setup for
this test case, comprising of three walls and an outlet boundary that were set using the
same conditions discussed earlier. The initial pressure field was distributed with a high
and low pressure regions both sides of a pressure wave front. The cell density of the two
dimensional mesh corresponds to the same density as that of the nozzle geometry in order
to reduce the dependence on the grid.

Figure 15. Colour distribution of the Mach number across the nozzle region (12 mm) at $p_{\text{diff}} = 8.5$ MPa calculated from the mixture compressibility. An enlargement of the nozzle area is included. The yellow line indicates the 0.5 isocontour of the vapour volume fraction.

Figure 16. Numerical setup for two-dimensional geometric pressure wave test using the same
dimensions of the expansion chamber section, with the same cell density. The initial fields are set
with a pressure wave front that propagates towards the outlet boundary.

In order to be able to analyse the frequencies (and to resolve to the lower frequencies
reported in literature [6,21,47]) the computational time at a quasi-steady state needs to be
as long as possible: however this increases, considerably, the computational cost. Thus,
a single case, (MUSCL with wave transmissive outlet boundary condition with 12 mm
long computational downstream chamber at $p_{\text{diff}} = 8.5$ MPa), was selected to run for
an extended period of 5 ms resulting in the spectral plots of the pressure and $\alpha$ signals
presented in Figure 17. This extended case has a minimum resolvable frequency of 600 Hz.
Both pressure and vapour cloud frequencies are reported. A dominant frequency in
pressure distribution exists around 2000 Hz, with harmonics at 4000 Hz and 8000 Hz.
The reported frequencies for the two dimensional geometric test presented in Figure 17
suggest that the resonant frequency due to the geometry corresponds to approximately
1500 Hz and a harmonic of approximately 2700 Hz. These frequencies can be identified
within spectrum from the cavitation with a lesser intensity to the dominant frequency.
This shows that the source of the dominant frequency is not geometric but rather stems from the flow dynamics. These frequencies can be identified in the 12 mm 8.5 MPa case, with lower amplitude than the flow induced frequencies. For the vapour fraction $\alpha$, the dominant frequency peak is also at 8000 Hz with the other harmonic frequencies at a little lower amplitude. This results in a Strouhal number of approximately 0.053 which is slightly lower than expected for cavitating flows but within the range seen in relevant literature [6]. For the vapour fraction, the magnitude of the higher frequencies tapers off before increasing gradually with a peak at approximately 300,000 Hz. The high temporal sampling frequency of the probes allow for the identification of these very high frequencies due to the collapse of very small cavities, however these frequencies are not captured in the pressure field. This shows that although the cavitation break-off frequency and the pressure oscillations have a strong link are not entirely related. The Kolmogorov turbulent timescale was estimated to be $\tau_v \approx 5.39 \mu s$. Thus, the very high frequencies observed with volume fraction distribution above $\approx 200,000$ Hz, are not translated to the pressure field and can not be directly attributed to the generated turbulence. We believe these high frequencies are present due to numerical discontinuities that exist at the very small scales for multiphase flows.

Figure 17. Frequency response for $p_{\text{diff}} = 8.5$ MPa with 12 mm chamber geometry with the wave transmissive boundary condition which corresponds to a flow time of 3.25 ms, superimposed is the frequency response for pressure from the 2D wave propagation test. The arrows indicate the resonant frequencies obtained from the geometry.
4. Conclusions

The aim of this work was to identify the interaction of pressure dynamics and the cavitation bubble cloud break off mechanisms in a micro channel for various pressure differences including conditions approaching flow choking. Two different differencing schemes (a second order TVD scheme called MUSCL and the LUST scheme) were compared in terms of their ability to maintain the steep flow gradients. The predicted pressures, velocities and vapour distributions at cavitation inception and the critical cavitation operating points were compared to experimental data. The exit chamber downstream geometry was varied from 5 mm to 12 mm, with and without a wave transmissive outlet boundary condition to also assess to what extent the pressure waves present in the domain represent physical waves or numerically dependent oscillations. The main conclusions of our work can be summarised as follows:

1. Cloud break-off for LUST cases is driven by the presence of the re-entrant jet. This cloud break-off characteristic is expected in cavitating flows with low intensity. MUSCL displays characteristics of cloud break-off driven by turbulent wave propagation from the collapse downstream of cavities with the re-entrant jet effectively being overcome by these effects.

2. The introduction of the MUSCL scheme produced a more accurate cavitation cloud topology, when compared to experimental data, which converged towards the nozzle centreline at choked conditions. This was observed consistently for both the 5 mm exit chamber and 12 mm exit chamber geometries showing that the produced cavitation becomes largely independent of the downstream geometry. The same was not true for the LUST cases where a noticeable change in the centreline pressure distribution was observed changing from 12 mm to 5 mm exit chamber length.

3. We demonstrated that interference caused by reflective pressure waves from the boundaries affects the dynamics of the cavitation cloud break-off. Higher pressures were observed around the nozzle exit for fixed pressure condition as expected.

4. The wave transmissive boundary condition had a considerable effect on the flow. It reduced the majority of the reflected shock waves and has a lower mean pressure in the region the outlet boundary and the nozzle outlet compared to the fixed boundary condition. The use of the wave transmissive condition also made the results largely independent of the geometry size.

5. Although some of the characteristics of choked flow described in the experiments appear to be reproduced by the model (vapour extent, radial velocities and mass flow rates), the linear compressibility model used prevents other physical aspects of fully choked flow such as local speed of sound to be accurately captured.

6. A frequency analysis was undertaken and compared with other similar works indicating that cloud shedding and bubble collapse frequencies are present. However, due to the spectral range and thus computation expense required, this could only be done on one case for lower spectral bounds.

Overall it has been shown that the dynamics of cavitation are not linear due to the complex interfacial-boundary interaction and the compressible characteristics by the collapse of vapour cavities. The propagation of pressure waves were better realised with the MUSCL differencing scheme and wave transmissive outlet boundary condition. This led to the re-entrant jet being overcome by a bubbly pressure wave mechanism. With these considerations made, a frequency near that expected from cavitation collapse as well as other generated harmonic frequencies were observed.
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- CATUM: CAvitation Technishe Universität München
- CFD: Computational Fluid Dynamics
- HEM: Homogeneous Equilibrium Model
- HRM: Homogeneous Relaxation Model
- LES: Large Eddy Simulation
- LUST: Linear Upwind Stabilised Transport
- MUSCL: Monotone Upstream-centred Schemes for Conservation Laws
- NV: Normalised Variable
- RMSE: Root Mean Square Error
- TVD: Total Variable Diminishing
- WALE: Wall-Adapting Local Eddy-viscosity
- WENO: Weighted Essentially Non-Oscillating
Appendix A

Solution Procedure:

- Start
- Barotropic compressibility is established: \( \frac{\partial \rho}{\partial t} = \psi \frac{\partial P}{\partial t} \)
- Estimate \( \Delta t \)
- Solve continuity equation for initial \( \rho_0 \): \( \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{U}) = 0 \)
- Time loop
  - Determine \( \rho, \alpha, \) and \( \psi \): \( \alpha = \frac{P - P_{\text{sat}}}{\rho_{\text{sat}} - \rho_{\text{air}}} \)
  - \( \rho = (1 - \alpha) \rho_{\text{air}} + \alpha \rho_{\text{sat}} \)
  - PIMPLE loop
  - Determine momentum matrices and calculate velocity field \( \tilde{U} \): \( \frac{\partial \tilde{U}}{\partial t} + \nabla \cdot (\rho \tilde{U} \mathbf{U}) = -\nabla P + \nabla \left( \mu \nabla \mathbf{U} \right) \)
- PISO loop
  - Check pressure field using pressure continuity equation:
  \[ \frac{\partial P}{\partial t} - \left( \frac{\partial \rho}{\partial t} + (\psi - \psi_0) \right) P_{\text{sat}} \frac{\partial \rho}{\partial t} - \rho_{\text{sat}} \frac{\partial P_{\text{sat}}}{\partial t} + \nabla \cdot (\rho \mathbf{U}) = 0 \]
- Correct velocities
- Conv? (Converged?)
  - yes
  - New time step? \( t > t_{\text{end}}? \)
  - yes
  - Stop
  - no
  - Conv? (Converged?)
    - no
    - \( P = P_{\text{new}}, U = U_{\text{new}} \)
    - yes

Figure A1. Flow chart of the PIMPLE solution procedure.

References

1. Franc, J.P. Physics and Control of Cavitation. In Design and Analysis of High Speed Pumps; RTO: Grenoble, France, 2006; pp. 2-1–2-36.
2. Peters, A.; Sagar, H.; Lantermann, U.; el Moctar, O. Numerical modelling and prediction of cavitation erosion. Wear 2015, 338–339, 189–201. [CrossRef]
3. Dular, M.; Bachert, R. The Issue of Strouhal Number Definition in Cavitating Flow. J. Mech. Eng. 2009, 55, 666–674.
4. Furness, R.; Hutton, S. Experimental and Theoretical Studies of Two-Dimensional Fixed-Type Cavities. ASME J. Fluids Eng. 1975, 97, 515–521. [CrossRef]
5. Ganesh, H.; Mäkiharju, S.A.; Ceccio, S.L. Bubbly shock propagation as a mechanism for sheet-to-cloud transition of partial cavities. J. Fluid Mech. 2016, 802, 37–78. [CrossRef]
6. Jahangir, S.; Hogendoorn, W.; Poelma, C. Dynamics of partial cavitation in an axisymmetric converging-diverging nozzle. Int. J. Multiph. Flow 2018, 106, 24–45. [CrossRef]
7. Pelz, P.F.; Keil, T.; Gross, T.F. The transition from sheet to cloud cavitation. J. Fluid Mech. 2017, 817, 439–454. [CrossRef]
8. Bhatt, A.; Ganesh, H.; Ceccio, S. Cavitating flow behind a backward facing step. Int. J. Multiph. Flow 2021, 139, 103584. [CrossRef]
9. Mäkiharju, S.A.; Ganesh, H.; Ceccio, S.L. The dynamics of partial cavity formation, shedding and the influence of dissolved and injected non-condensable gas. *J. Fluid Mech.* 2017, 829, 420–458. [CrossRef]

10. Schnerr, G.; Sezal, I.; Schmidt, S. Numerical investigation of three-dimensional cloud cavitation with special emphasis on collapse induced shock dynamics. *Phys. Fluids* 2008, 20, 040703. [CrossRef]

11. Winklhofer, E.; Kull, E.; Kelz, E.; Morozov, A. Comprehensive Hydraulic and Flow Field Documentation in model Throttle Experiments Under Cavitation Conditions. In Proceedings of the ILASS-Europe Conference, Zurich, Switzerland, 2–6 September 2001.

12. Kärholm, F.P. Numerical Modelling of Diesel Spray Injection, Turbulence Interaction and Combustion. Ph.D. Thesis, Chalmers University of Technology, Göteborg, Sweden, 2008.

13. McGinn, P.; Vogiatzaki, K.; Crua, C. Assessing the Role of Surface Tension Force to the Simulation of Sub-Grid Scale Interaction of Turbulence and Cavitation under Realistic Diesel Injection Conditions. In Proceedings of the IMechE, Fuel Systems Engines Conference, London, UK, 4–5 December 2018.

14. Pearce, D.; Vogiatzaki, K.; Taylor, A.M.K.P.; Hardalupas, Y. Investigation of the effects of domain representation and boundary condition selection in numerical simulations of micro scale flows with phase change. In Proceedings of the ILASS—Europe 2017, 28th Annual Conference on Liquid Atomization and Spray Systems, Valencia, Spain, 6–8 September 2017.

15. Yu, H.; Goldsworthy, L.; Brandnell, P.A.; Garaniya, V. Development of a compressible multiphase cavitation approach for diesel spray modelling. *Appl. Math. Model.* 2017, 45, 705–727. [CrossRef]

16. Mauger, C.; Méès, L.; Michard, M.; Azouzi, A.; Valette, S. Shadowgraph, Schlieren and interferometry in a 2D cavitating channel flow. *Exp. Fluids* 2012, 53, 1895–1913. [CrossRef]

17. Crua, C.; Heikal, M.R. Time-resolved fuel injector flow characterisation based on 3D laser Doppler vibrometry. *Meas. Sci. Technol.* 2014, 25, 125301. [CrossRef]

18. Mitroglou, N.; Stambolyski, V.; Karathanassis, I.; Gavais, M. Cloud cavitation vortex shedding inside an injector nozzle. *Exp. Therm. Fluid Sci.* 2017, 84, 179–189. [CrossRef]

19. Mihatsch, M.; Schmidt, S.; Adams, N. Cavitation erosion prediction based on analysis of flow dynamics and impact load spectra. *Phys. Fluids* 2015, 27, 103302. [CrossRef]

20. Franc, J.P. Incubation Time and Cavitation Erosion Rate of Work-Hardening Materials. *J. Fluids Eng.* 2009, 131, 021303-14. [CrossRef]

21. He, Z.; Chen, Y.; Leng, X.; Wang, Q.; Guo, G. Experimental visualization and LES investigations on cloud cavitation shedding in a rectangular nozzle orifice. *Int. Commun. Heat Mass Transf.* 2016, 76, 108–116. [CrossRef]

22. El Hassan, M.; Bukharin, N.; Al-Kouz, W.; Zhang, J.W.; Li, W.F. A Review on the Erosion Mechanism in Cavitating Jets and Their Industrial Applications. *Appl. Sci.* 2021, 11, 3166. [CrossRef]

23. Crua, C.; Heikal, M.R. Time-resolved fuel injector flow characterisation based on 3D laser Doppler vibrometry. *Meas. Sci. Technol.* 2014, 25, 125301. [CrossRef]

24. Mitroglou, N.; Stambolyski, V.; Karathanassis, I.; Gavais, M. Cloud cavitation vortex shedding inside an injector nozzle. *Exp. Therm. Fluid Sci.* 2017, 84, 179–189. [CrossRef]

25. Mihatsch, M.; Schmidt, S.; Adams, N. Cavitation erosion prediction based on analysis of flow dynamics and impact load spectra. *Phys. Fluids* 2015, 27, 103302. [CrossRef]

26. Poinset, T.; Lele, S. Boundary conditions for direct simulations of compressible viscous flows. *J. Comput. Phys.* 1992, 101, 104–129. [CrossRef]

27. Magagnato, F.; Dumond, J. A cavitation model based on Eulerian stochastic fields. In IOP Conference Series: Materials Science and Engineering; IOP Publishing: Bristol, UK, 2013; Volume 52.

28. Salvador, F.J.; Martínez-López, J.; Romero, J.V.; Roselló, M.D. Computational study of the cavitation phenomenon and its interaction with the turbulence developed in diesel injector nozzles by Large Eddy Simulation (LES). *Math. Comput. Model.* 2013, 57, 1656–1662. [CrossRef]
37. Vogiatzaki, K.; Koukouvinis, P.; Carlton, J. Numerical Investigation of Different Cavitation Regimes with the Use of Large Eddy Simulations. In Proceedings of the ILASS—Europe 2016, 27th Annual Conference on Liquid Atomization and Spray Systems, Brighton, UK, 4–7 September 2016.

38. Chung, M.S.; Pak, S.K.; Chang, K.S. A numerical study of two-phase flow using a two-dimensional two-fluid model. *Numer. Heat Transf. Part A* **2004**, *45*, 37. [CrossRef]

39. Wallis, G.B. *One-Dimensional Two-Phase Flow*; McGraw-Hill: New York, NY, USA, 1969.

40. Piscaglia, F.; Montorfano, A.; Onorati, A. Development of a non-reflecting boundary condition for multidimensional nonlinear duct acoustic computation. *J. Sound Vib.* **2013**, *332*, 922–935. [CrossRef]

41. Weller, H. Controlling the Computational Modes of the Arbitrarily Structured C Grid. *Mon. Weather Rev.* **2012**, *140*, 3220–3234. [CrossRef]

42. Leer, B.V. Towards the ultimate conservative difference scheme III. Upstream-centered finite-difference schemes for ideal compressible flow. *J. Comput. Phys.* **1977**, *23*, 263–275. [CrossRef]

43. Anonymous. 590:2009 Automotive Fuels—Diesel—Requirements and Test Methods; European Committee for Standardization: Brussels, Belgium, 2009.

44. Andersen, F.H. Numerical Simulation of the Flow in Fuel Nozzles for Two-Stroke Diesel Engines. Master’s Thesis, Technical University of Denmark, Lyngby, Denmark, 2011.

45. Gopalan, S.; Katz, J. Flow structure and modeling issues in the closure region of attached cavitation. *Phys. Fluids* **2000**, *12*, 895–911. [CrossRef]

46. Shamsborhan, H.; Coutier-Delgosha, O.; Caignaert, G.; Nour, F.A. Experimental determination of the speed of sound in cavitating flows. *Exp. Fluids* **2010**, *49*, 1359–1373. [CrossRef]

47. Jana, J.; Milada, K.; Daniel, H.; Michal, W. Methods of Experimental Investigation of Cavitation in a Convergent—Divergent Nozzle of Rectangular Cross Section. *Meas. Sci. Rev.* **2016**, *16*, 197–204.