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room temperature (28). The organic semiconductor used in this study was the dye Lumogen-F orange (LFO), whose chemical structure is shown in Fig. 1B. The normalized absorption and photoluminescence spectra for LFO dispersed at 1% concentration by mass in a polystyrene (PS) matrix are shown in Fig. 1B. By diluting the LFO, we reduce intermolecular interactions that lead to emission quenching, producing a high photoluminescence quantum yield of around 60% at low concentration (see fig. S1). The absorption peak at 526 nm and the emission peak at 534 nm correspond to the 0-0 transition, i.e., an electronic transition from and to the lowest vibrational state. Operating around the 0-0 transition, the LFO molecules can reasonably be considered as a TLS. We prepared samples with 0.5, 1, 5, and 10% concentrations, as these are representative of the optimal operating regimes; further increases in concentration lead to quenching, and signals from lower concentrations are indiscernible from noise. The absorption and photoluminescence spectra for the 0.5, 5, and 10% concentrations are given in fig. S2.

The optical microcavities fabricated support cavity modes whose energy is determined by the optical thickness of the LFO layer and the penetration of the optical field into the cavity mirrors (29). The confined photon field drives coherent interactions with the molecules, which underpin the collective effects that drive superabsorption. The LFO concentration dictates the operating coupling regime, with the 0.5 and 1% LFO cavities operating in the weak coupling regime, the 5% in the intermediate coupling regime, and the 10% in the strong coupling regime (see fig. S2 and discussion in Materials and Methods).

Experimental setup

Charging and energy storage dynamics were measured using ultrafast transient-absorption spectroscopy (30), allowing femtosecond charging times to be measured. In this technique, we excite the microcavity with a pump pulse and then measure the evolution of stored energy (i.e., corresponding to the number of excited molecules) with a second probe pulse, delayed by time \( t \) (Fig. 1D). The probe pulse is transmitted through the top distributed Bragg reflector (DBR) of the cavity, and the reflection from the bottom DBR is measured. The differential reflectivity induced by the pump pulse is given by
where \( \Delta R \) is the probe reflectivity with (without) the pump excitation. Note that control films (active layers without the microcavities) are measured under differential transmissivity \( \Delta T / T \). The control films will allow us to identify the underlying photophysics of the molecules.

In our experimental setup (shown schematically in Fig. 1E), transient-absorption measurements were performed in a degenerate, almost collinear configuration. Pump and probe pulses were generated by a broadband noncollinear optical parametric amplifier (NOPA) (31) and spanned the wavelength range of 500 to 620 nm with a nearly transform-limited sub–20-fs duration (further details in Materials and Methods). An optical delay line was used to control the probe delay time, and a mechanical chopper was used to modulate the pump pulse, providing alternating probe-only and pump-probe pulses, allowing us to measure pump-induced absorption changes. Measurements at different molecular concentrations were performed, adjusting the pump fluence to maintain an approximately constant photon density (i.e., pump photons per LFO molecule) \( r = kN_i/N \), where \( N \) is the total number of molecules in the excitation volume, \( N_i \) is the total number of pump laser photons, and \( k \) is the fraction of them that actually reaches the active layer of the microcavity. We estimate from the reflectivity data that only 6 to 8% of the initial pump excitation enters the cavity. We conducted our experiment in air at room temperature.

**Results**

We first show that ultrafast transient-absorption spectroscopy can monitor the population of excited molecules, even in a cavity, by comparing the control film and the microcavity spectra as shown in Fig. 2A. A representative control film \( \Delta T / T \) spectrum is shown for a probe delay time of 1.0 ps, and the \( \Delta R / R \) spectra of the microcavities are shown at a delay of 1.25 ps (further data are given in the Supplementary Materials). We found the control film spectra at all concentrations to show two positive bands around 530 and 577 nm, which both reflect excited-state populations. By comparison with the spectra in Fig. 1B, we attribute the 530-nm band to ground state bleaching, i.e., suppression of absorption due to molecules already in their excited state. The 577-nm band instead corresponds to stimulated emission by excited molecules. For each of the microcavities being in their excited state. The 577-nm band instead corresponds to stimulated emission by excited molecules. For each of the microcavities we found the control film spectra at all concentrations to show two positive bands around 530 and 577 nm, which both reflect excited-state populations. By comparison with the spectra in Fig. 1B, we attribute the 530-nm band to ground state bleaching, i.e., suppression of absorption due to molecules already being in their excited state. The 577-nm band instead corresponds to stimulated emission by excited molecules. For each of the microcavities we have a single prominent peak, which corresponds to the transient signal filtered by the cavity mode. This implies that the time-dependent transient reflectivity signal is proportional to the change in the number of excited molecules created by the pump (32), i.e., \( \frac{\Delta R}{R}(t) \approx N_i(t) \). Since the energy stored in the molecules is also proportional to the number of excited molecules \( E(t) \approx N_i(t) \), we can thus monitor the stored energy. While the experiment directly provides the time dependence, estimating the absolute scale of energy density requires multiplying \( \Delta R / R \) by a time-independent constant. Estimating this constant from first principles is challenging, so we instead extract it through fitting to the theoretical model, which is discussed below. This fitting is discussed in section S3. We also note that two of the microcavity spectra show a negative \( \Delta R / R \) band, which results from the change in the refractive index induced by the pump pulse (33).

Figure 2B shows the experimental values for the time-dependent stored energy density. In all microcavities studied, the energy density undergoes a rapid rise followed by slow decay. The time scale of the rapid rise varies with concentration. We adjust the laser power to fix photon density \( r \) across comparable microcavities and compare behavior with different LFO concentrations. Details of how \( r \) is estimated are provided in the Supplementary Materials. We found that to achieve a sufficiently high signal-to-noise ratio, it was not possible to compare all microcavities at the same \( r \) value; instead, a constant \( r \) value was maintained for matched structures. Specifically, measurements were made on microcavities with LFO concentrations of 10, 5, and 1% with \( r \approx 0.14 \) (respectively labeled as A1, A2, and A3), and 1 and 0.5% with \( r \approx 2.4 \) (labeled as B1 and B2).

Overlaying the experimental data are the corresponding theoretical predictions (see the “Theoretical model” section). To account for the time-dependent transient reflectivity signal is proportional to the transient signal filtered by the cavity mode.

\[
\frac{\Delta R}{R}(t) = \frac{R_{ON}(t) - R_{OFF}}{R_{OFF}}
\]

\( \Delta R \) is the probe reflectivity with (without) the pump excitation. Note that control films (active layers without the microcavities) are measured under differential transmissivity \( \Delta T / T \). The control films will allow us to identify the underlying photophysics of the molecules.
for both the instrument response time (~20 fs) and the cavity photon lifetime (which was estimated as discussed in the Supplementary Materials), the theoretical curves are convolved with a Gaussian response function with a full width at half maximum of ~120 fs. There is good agreement between the experimental data and the corresponding theoretical curves.

To obtain energetic dynamics, we take away the response function from the theoretical fit, as shown in fig. S15. Table 1 summarizes the rise time or the time to reach half maximum energy ($\tau$), the peak stored energy density ($E_{\text{max}}$), and the charging rate or peak charging power density [$P_{\text{max}} = \frac{\text{d}(dE/dt)}{\text{d}t}$]. These are extracted from the theoretical fit to the data presented in Fig. 2B. We see that $\tau$ decreases with $N$, while $E_{\text{max}}$ and $P_{\text{max}}$ increase with $N$. Recalling that $E_{\text{max}}$ and $P_{\text{max}}$ are the stored energy and charging power per molecule, this indicates superextensive behavior. The scaling with $N$ is not the same across all experiments, and in table S2, we summarize the different scaling.

Our results demonstrate that as the number of molecules in the microcavity increases, its charging power density remarkably increases. This means that it takes less time to charge a single microcavity containing $N$ molecules than it would to charge $N$ single-molecule microcavities, even if the latter were charged simultaneously. Furthermore, one microcavity with $N$ molecules would store more energy than $N$ microcavities, where each contained a single molecule. These superextensive properties are the key experimental findings of our work and are supported by the theoretical modeling presented in the next section.

### Theoretical model

The experimental dynamics can be reproduced by modeling, with the Lindblad master equation, the $N$ TLSs in an optical cavity with light-matter coupling strength $g$, a driving laser with a Gaussian pulse envelope and peak amplitude $\eta_0$, and three decay channels corresponding to the cavity decay ($\chi$), TLS dephasing ($\gamma'$), and TLS relaxation ($\gamma$). To solve this many-body Lindblad master equation, we make use of the cumulant expansion (34–36), with model parameters given by a chi-squared minimization of the experimental data. Experimental uncertainties are estimated from the point-to-point variance of the data. Further details can be found in Materials and Methods and in the Supplementary Materials.

### Table 1. Summary of the experimental results.

| Exp. | $N \times 10^{10}$ | $\tau$ (ps) | $E_{\text{max}}$ (eV) | $P_{\text{max}}$ (eV/ps) |
|------|-------------------|-------------|------------------------|---------------------------|
| A1   | 16.0              | 0.094       | 0.108                  | 0.791                     |
| A2   | 8.1               | 0.120       | 0.076                  | 0.412                     |
| A3   | 1.6               | 0.118       | 0.011                  | 0.060                     |
| B1   | 0.16              | 0.114       | 0.184                  | 1.008                     |
| B2   | 0.21              | 0.105       | 0.037                  | 0.221                     |

From our cumulant expansion simulations, we show how $\tau$, $E_{\text{max}}$, and $P_{\text{max}}$ vary as a function of $N$ in Fig. 3 (A and B). The interplay among the decay channels, driving laser, and cavity couplings gives rise to a rich set of behaviors. We identify three regimes: decay-dominated at small $N$ and coupling-dominated at large $N$, along with a crossover regime between them. The system exhibits superextensive energy density scaling in the decay-dominated regime and sub-extensive charging time in the coupling-dominated regime. In the crossover regime, the system exhibits both superextensive energy density scaling and sub-extensive charging times. Charging power density is superextensive in all regimes.

Figure 3 (C and D) shows the typical time dependence in decay-dominated and coupling-dominated regimes, indicating how the model parameters affect the dynamics. In particular, the presence of the decay channels gives rise to ratchet states that are capable of absorbing but not emitting light (37), thereby allowing the energy to be stably stored. See Materials and Methods and the Supplementary Materials for further discussion on the operating regimes. Figure 3 is augmented with an animation of how the energetic dynamics changes with $N$ (see movie S1).

Figure 3 (A and B) provides an explanation for the different scaling of the observables with $N$ in Table 1. Specifically, A1 and A2 operate in the coupling-dominated regime, where $\tau$ scales slightly less than $N^{-1/2}$, $E_{\text{max}}$ scales slightly more than $N^0$, and $P_{\text{max}}$ scales...
slightly more than $N^{1/2}$. For the region between A2 and A3, the average scaling of $\tau$ falls between $N^0$ and $N^{1/2}$, $F_{\text{max}}$ between $N^2$ and $N^4$, and $P_{\text{max}}$ between $N^0$ and $N^{1/2}$. As A2 is further into the coupling-dominated regime than A3 is into the decay-dominated regime, the average scaling values between A2 and A3 are skewed toward the coupling-dominated scalings. B1 and B2 operate in the crossover regime, with an average scaling with $N$ that is between the decay-dominated and coupling-dominated scalings, as reflected in Table 1.

**Discussion**

We have provided direct experimental evidence of superextensive energy storage capacity and charging in an organic microcavity by using ultrafast optical spectroscopy. Our realization of a prototype Dicke QB highlights the fact that purely closed unitary dynamics is insufficient for realizing a practical QB. The retention of energy requires finely tuned decoherence processes, allowing the battery to charge quickly and yet discharge much more slowly. This stabilization of stored energy is a key step to exploit superextensive charging. Our observation of dephasing shows that realistic noisy environments can aid the implementation and application of useful QBs. A challenge for future work is to explore further how concepts of ratchet states could keep a QB operating in the range of higher-lying energy states that are associated with maximum absorption enhancement, i.e., near the midpoint of the Dicke ladder (37).

We conclude by discussing the potential for future applications based on superextensive charging. One practical challenge noted above is that quenching limits the performance of the QB at high concentrations. Overcoming this limitation requires careful choice of materials to suppress intermolecular quenching. We note that there are classes of materials where quenching is particularly suppressed. For example, in proteins such as green fluorescent protein (38), the active chromophore is surrounded by a cage, which suppresses exciton-exciton quenching at high intensities. These materials might provide a route to allow the study of higher concentrations. Beyond energy storage, the key challenge for practical applications of this effect is its integration in devices where energy can be efficiently extracted and used. While our focus has been on the quantum advantage in charging, there do exist approaches to efficiently extract energy. For example, this may be achieved by including charge transport layers between the active layer and the cavity layers (39). The transport layers allow charge separation of the excitons as well as preventing recombination. This transforms the top cavity layer into a cathode and the bottom cavity into an anode, giving rise to an electric current. Hence, our work provides a direct path for the integration of the superextensive energy absorption process in an organic photovoltaic device. The fast dynamics of such a device may also be useful as an optical sensor in low-light conditions or potentially for energy harvesting applications (40–43). More generally, the idea of superextensive charging may have wide-reaching consequences for sensing and energy capture and storage technologies.

**MATERIALS AND METHODS**

**Device fabrication**

The microcavities constructed consist of a thin layer of LFO (Kremer Pigmente) dispersed in a PS (Sigma-Aldrich; average molecular weight of ~192,000) matrix. The bottom DBR consisted of 10 pairs of SiO$_2$/Nb$_2$O$_5$ and were fabricated using a mixture of dichloromethane were prepared at 0.5, 1, 5, and 10% concentrations. Overcoming this limitation requires careful choice of materials to suppress intermolecular quenching. For example, in proteins such as green fluorescent protein (38), the active chromophore is surrounded by a cage, which suppresses exciton-exciton quenching at high intensities. These materials might provide a route to allow the study of higher concentrations. Beyond energy storage, the key challenge for practical applications of this effect is its integration in devices where energy can be efficiently extracted and used. While our focus has been on the quantum advantage in charging, there do exist approaches to efficiently extract energy. For example, this may be achieved by including charge transport layers between the active layer and the cavity layers (39). The transport layers allow charge separation of the excitons as well as preventing recombination. This transforms the top cavity layer into a cathode and the bottom cavity into an anode, giving rise to an electric current. Hence, our work provides a direct path for the integration of the superextensive energy absorption process in an organic photovoltaic device. The fast dynamics of such a device may also be useful as an optical sensor in low-light conditions or potentially for energy harvesting applications (40–43). More generally, the idea of superextensive charging may have wide-reaching consequences for sensing and energy capture and storage technologies.

Helia Photonics Ltd. Solutions of LFO dissolved in PS (25 mg/ml) in dichloromethane were prepared at 0.5, 1, 5, and 10% concentration by mass. Each LFO solution was then spin coated on top of the bottom DBR to produce a thin film with an approximate thickness of 185 nm. An eight-pair DBR was then deposited on top of the LFO layer using electron beam deposition. With this pair of mirrors, the reflectivity was >99% in the spectral region of interest (44).

The diluted molecules are expected to be isolated at a low concentration of 0.1 to 1%, but at higher dye concentrations, the 0–0 emission transition red-shifts by a few nanometers, and the second peak increases in intensity because of aggregation of the dye molecules. This is evident in fig. S2 (A and B), with additional broader features observed at longer wavelengths, which we assign to intermolecular states such as excimers.

The 0.5 and 1% cavities lie in the weak coupling regime, i.e., no polaritonic splitting could be seen in the cavity reflectivity spectrum, as shown in fig. S2. For the 5% cavity, we see a weak anticrossing feature in the reflectivity spectrum (a small kink near the crossing), indicating operation in the intermediate coupling regime. The 10% cavity operated in the strong coupling regime, showing a Rabi splitting of around 100 meV around the 0–0 transition (along with intermediate coupling between the cavity mode and the 0–1 transition). Figure S3 shows a transfer matrix simulation of the electric field distribution of the 1% cavity (the cavities exhibit similar distributions).

**Pump-probe spectroscopy**

Probe and pump pulses were generated by a NOPA. The NOPA was pumped by a fraction (450 μl) of the laser beam generated by a regeneratively amplified Ti:Sapphire laser (Coherent Libra) producing 100-fs pulses at 800 nm at a repetition rate of 1 kHz. A pair of chirped mirrors were placed at the output of the NOPA to compensate for temporal dispersion, and by using seven “bounces,” we were able to generate pulses with a temporal width below 20 fs. The laser beam was then split by a beam splitter, with the probe being delayed via a translation stage and the pump being modulated mechanically using a chopper at 500 Hz.

**Lindblad master equation**

As noted above, we find that the experimental behavior is well reproduced by the dynamics of the Dicke model, a model of a microcavity photon mode coupled to TLSs representing the molecules. As further discussed in the Supplementary Materials, such a model is generally an approximation for organic molecules but for some systems can become a very accurate approximation in the limit of low temperatures (45).

The open driven nature of the experimental system is modeled with the Lindblad master equation

$$\rho(t) = \frac{1}{\hbar} [H(t), \rho(t)] + \sum_{j=1}^{N} (\gamma^+ L[\sigma^+_j] + \gamma^- L[\sigma^-_j]) + \kappa L[a]$$

where $\rho(t)$ is the density matrix, and $L[a] \equiv O \sigma^+_j O^+ - \frac{1}{2} O^+ \sigma^-_j O - \frac{1}{2} \sigma^+_j O^+ O$ is the Lindbladian superoperator. $a^+$ and $a$ are the cavity photon creation and annihilation operators, and $\sigma^+_j, \sigma^-_j$ are the Pauli spin matrices for each molecule, with the raising and lowering spin operators defined as $\sigma^+_j = (\sigma^+_j \pm i \sigma^x_j)/2$. There are three decay channels corresponding to the cavity decay ($\kappa$), dephasing ($\gamma^*$), and relaxation rate ($\gamma$) of the individual TLSs. The Hamiltonian for the LFO molecules in cavity is modeled as a collection of noninteracting TLSs with characteristic frequency $\omega$ equal to that of the cavity.
mode and resonantly coupled to the cavity with strength $g$. The molecules are driven by a laser described by a Gaussian pulse envelope $\eta(t) = \frac{n_0}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2}(t\Delta)^2}$ and a carrier frequency $\omega_c$. We work in the frame of the laser carrier frequency, and so write

$$H(t) = \hbar \Delta a^\dagger a + \sum_{j=1}^{N} \left[ \frac{\hbar \Delta}{2} \sigma_j^z + g(a^\dagger \sigma_j^- + a \sigma_j^+) \right] + i\hbar \eta(t)(a^\dagger - a) \tag{3}$$

where $\Delta = \omega - \omega_c$ is the detuning of the cavity frequency from the laser driving frequency. The LFO molecules are initially in the ground state, and the laser is on resonance ($\Delta = 0$).

**Cumulant expansion**

The energy density of the cavity containing identical molecules with transition energy $\epsilon$ is $E(t) = \frac{\hbar}{\omega} \left[ \langle \sigma^z \rangle(t) \right] + 1$. In general, the equation of motion $\langle \sigma^z \rangle(t) = \text{Tr} [\sigma^z \rho(t)]$ depends on both the first-order moments $\langle \sigma^z(t) \rangle$ and the third-order moments $\langle a^\dagger a^\dagger a \rangle$, and $\langle a \rangle$ and higher-order moments, leading to a hierarchy of coupled equations. Within mean field theory, the second-order moments are factorized as $\langle AB \rangle = \langle A \rangle \langle B \rangle$, which closes the set of equations at first order. This approximation is valid at large $N$, as corrections scale as $1/N$. To capture the leading order effects of finite sizes, we make a second-order cumulant expansion (34–36), i.e., we keep second-order cumulants $\langle AB \rangle = \langle A \rangle \langle B \rangle$ and assume that the third-order cumulants vanish, which allows us to rewrite third-order moments into products of first- and second-order moments (46). In our experiments, the number of molecules in the cavity is large ($>10^{10}$), and we find that higher-order correlations are negligible. We give the equations of motion up to second order in the Supplementary Materials.

**Operating regimes**

The decay-dominated (purple region in Fig. 3, A and B) regime occurs when the collective light-matter coupling is weaker than the decay channels, $g \sqrt{N \epsilon} < \{x, y, \gamma, \kappa\}$, where $r' = \max (1, r)$. In this regime, the time scale of cavity dynamics is slow relative to the decay rate. Figure 3C shows a typical time dependence in this regime, indicating how the model parameters affect the dynamics. In this regime, the increase in the effective coupling relative to the decay strength sees an $N^2$ superextensive scaling of the energy and power density, while rise time remains constant. Experiment A3 operates near the boundary of this regime (Fig. 3A).

In the coupling-dominated (green region in Fig. 3, A and B) regime, the effective collective light-matter coupling $g \sqrt{N \epsilon} > \{x, y, \gamma, \kappa\}$ dominates over the decay channels. In this regime, the time scale of cavity dynamics is fast relative to the decay rate, and we observe $\sqrt{N}$-superextensive power scaling and $1/\sqrt{N}$ dependence of rise time, while the maximum energy density remains constant. While power scaling is superextensive in both regimes, the origin of this differs: For the decay-dominated regime, this is the result of the superextensive energy scaling, while for the coupling-dominant regime, it is the result of a superextensive decrease in the rise time. Experiments A1 and A2 operate in this regime (Fig. 3A).

In the crossover between the regimes (purple-green), the collective coupling falls between the cavity decay rate and the TLS dephasing rate, $\{x, y, \gamma\} < g \sqrt{N \epsilon} < \gamma$. In Fig. 3 (A and B), $\gamma$ is small such that $g \sqrt{N \epsilon} \gg \gamma$ for all values of $N$, and so, there is no boundary labeled for this decay rate. In this case, capacity and rise time can simultaneously scale super- and subextensively, but at a rate slower than in the decay and coupling-dominated regimes, respectively. Experiments B1 and B2 operate in this regime (Fig. 3B).

**Decay and coupling rates**

The parameters needed in the theory calculations are the cavity leakage rate $\kappa$, the dephasing rate $\gamma'$, the nonradiative decay rate $\gamma$, the interaction strength $g$, and the temporal width of the instrument response function $\sigma_R$. Note that the temporal width of the pump pulse is fixed at $\sigma = 20$ fs. For the dephasing rate, we note that as one enters the strong coupling regime, exciton delocalization suppresses the effect of dephasing (47). To approximately capture this effect, we assume that the dephasing rate scales with the number of molecules as $\gamma' = \gamma'_{\text{cav}} (N/\gamma_0)^{2}$, where $\gamma'_{\text{cav}}$ is taken to be constant, and $N_{\text{cav}}$ is the number of molecules in the 5% cavity. The experimental uncertainty in $N$ is estimated to be 10%. The cavity lifetime $T$ comes into the model in both $\sigma_T = T$ and the cavity leakage rate $\kappa = 1/T$. From transfer matrix modeling on the 1 and 0.5% cavities (where polariton effects are small), we estimate that $T \approx 306$ fs. However, on the basis of the measured finesse of the cavities, we estimate that $T = 120$ fs. Transfer matrix modeling assumes perfectly smooth mirrors, while measured finesse includes inhomogeneous broadening effects, neither of which we want to include in $\kappa$ and $\sigma_R$. In the following optimization, we therefore assume that $T \in [120, 306]$ fs, with lower values more likely due to transfer matrix calculations being prone to error.

For $T$ values within this range, the remaining three parameters in the model ($\gamma'_{\text{cav}}, \gamma$, and $g$) were found through a global chi-squared optimization, simultaneously optimizing over all experiments. Uncertainties in these fitting parameters were then estimated by using the reduced $\chi^2$ distribution to find the 68% confidence interval of the model parameters. This corresponds to the range $\chi^2 \leq \chi^2_{\text{min}} + \Delta$, where for a three-parameter optimization and $k$ total data points, $\Delta \approx 3.51 / (k - 3) / 48)$. In the Supplementary Materials, we present a figure showing the minimum reduced chi-squared value as a function of $T$, and for each point, we show the optimal set of parameters ($\gamma'_{\text{cav}}, \gamma$, and $g$) along with the 68% confidence intervals. From this, and by comparison of the experimentally measured and theoretically calculated reflectivity for each parameter set, we concluded that the lifetime most representative of the data was $T = 120$ fs, with $\gamma = (0.0141 \pm 0.002) \text{ ms}^{-1}$, $g = (10.6 \pm 2.2) \text{ meV}$, and $\gamma'_{\text{cav}} = (1.68 \pm 0.18) \text{ meV}$. See the Supplementary Materials for more details.

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.abk3160
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