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In the framework of open-ended learning cognitive architectures for robots, this paper deals with the design of a Long-Term Memory (LTM) structure that can accommodate the progressive acquisition of experience-based decision capabilities, or what different authors call “automation” of what is learnt, as a complementary system to more common prospective functions. The LTM proposed here provides for a relational storage of knowledge nuggets given the form of artificial neural networks (ANNs) that is representative of the contexts in which they are relevant in a configural associative structure. It also addresses the problem of continuous perceptual spaces and the task- and context-related generalization or categorization of perceptions in an autonomous manner within the embodied sensorimotor apparatus of the robot. These issues are analysed and a solution is proposed through the introduction of two new types of knowledge nuggets: P-nodes representing perceptual classes and C-nodes representing contexts. The approach is studied and its performance evaluated through its implementation and application to a real robotic experiment.
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1. Introduction

Cognition encompasses a series of behavioral processes in animals, involving gathering sensory information, converting it into perceptions, making decisions and producing actions, that allow them to deal with dynamic or changing environments.1,2 A cognitive architecture is a system that tries to implement cognition. In Sun’s words, “a cognitive architecture is a broadly-scoped domain-generic computational cognitive model, capturing the essential structure and process of the mind, to be used for broad, multiple-level, multiple-domain analysis of behavior”.1,2 Thus, as a generic computational model, it is a basic operational structure made up of different processing elements that is not specific to any particular task or domain and which can be adapted to any task or domain through its instantiation with knowledge.

A particular cognitive architecture is just an instance of the structures required to support cognition and their organization. It defines what components participate, what capabilities they display in terms of how knowledge is acquired, represented and acted upon, and how they interact so that the whole chain, from sensing to acting, can successfully operate.1,2 A cognitive architecture’s ultimate function is to provide a means for a motivated system (a system that has goals) to choose actions that allow those goals to be fulfilled. Thus, appropriately deciding on what actions to choose each instant of time is what a cognitive architecture is about.
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These decision processes almost always revolve around two main concepts: prospection and experience. Prospection has to do with the anticipation or prediction of future states so that they can be evaluated in order to allow for a selection among the potential actions or policies as a function of the expected achievement of its goals. This deliberative process requires performing predictions into the future, usually carried out by models (world models, internal models), and evaluations of the predicted states.

On the other hand, experience has to do with the availability of different components or knowledge nuggets (models, policies, perceptual classes, etc.) when it was successful at achieving a goal (or, in some cases, even unsuccessful). These relationships allow the system to directly choose an action or policy without any prospection or evaluation: if it can determine the content it is in, that is, if it can determine in which world it is operating, what its goal is and what is its current perception. In the terminology of many authors, the decision process has been automated as it does not require any prospection for its completion.

Both of these decision-making approaches call for the availability of different components or knowledge nuggets, such as models of the world and the organism, so that predictions can be made, or representations of the world or of the different goals, so that experiential relationships can be established. Thus, a really adaptive cognitive structure must provide for the capability of learning what are basically associative relationships (among actions and their consequences in state space or among context elements and the actions that led to achieving goals) as well as for a way to efficiently structure and store these components and their relationships so that they can be easily used.

Traditional general purpose cognitive architectures in the literature such as ACT-R, EPIC, CLARION, EPIC, EPIC, CLAIR, 11 iCAP 12 or SOAR 13 implement these decision processes within a set of internal structures and representations that encode the different knowledge nuggets as production rules or other types of externally imposed symbolic representations. These representations lend themselves to very explicit and self-explanatory or self-descriptive mechanisms to work with this knowledge, as well as to relatively straightforward computational indexing mechanisms when storing the knowledge nuggets in memory. However, they lack flexibility and robustness when handling perception and present many problems with respect to grounding and self-acquisition of the structures themselves from interaction with changing environments.

It is for this reason that lately, hybrid approaches have become quite popular, recent examples are architectures like OpenCogPrime 14 or MLECOG 15. Even leading to the hybridization of some of the traditional architectures 16 to 20. They use symbolic representations at higher or more abstract processing levels linking them to lower level behavior like procedural (or even sometimes declarative) knowledge in the form of emergent or connectionist paradigms, such as artificial neural networks (ANNs). This type of low level behavior based structures can be directly obtained by the embodied individual through its sensorial and motor mechanisms from interaction with the environment, or in developmental processes, thus overcoming the grounding problem.

In fact, ANN like representations have become very popular for many complex processing tasks in the last decade, especially since the advent of convolutional networks and other deep learning approaches. This has especially been the case in complex sensor processing tasks such as vision related problems and others.

ANNs provide a relatively efficient and homogeneous approach to learning and extracting knowledge from complex perceptual streams. However, the problem with ANN like representations in cognitive architectures is that they are not easy to manage and integrate due to their lack of self-descriptive capabilities. That is, it is almost impossible to determine what an ANN does or represents without running it over an extensive set of cases. In fact, it is very difficult to say whether two ANNs do the same or different things without running them.

As indicated before, a cognitive architecture must acquire and manage different types of knowledge, mostly in the form of knowledge nuggets such as models, behaviors or policies, goals or value functions, perceptual categories, etc. This knowledge has to be stored and related so that it can be readily used as required by the system. When these knowledge nuggets are represented in the form of ANNs or similar structures, approaches based on computer
like memory indexing mechanisms for the storage and integration of the nuggets have been shown to be lacking.\footnote{23}

This paper addresses the problem of designing an operational mechanism within a robot cognitive architecture that allows for straightforward experience-based automatic or reactive processing when the knowledge nuggets the cognitive architecture manages are given in the form of ANNs. This mechanism is inspired by the concepts of Conceptual Spaces introduced by Gärdenfors and of Network Memories as proposed by Fuster. It revolves around the Long-Term Memory (LTM) and we propose a series of components and functionalities that allow for the integrated and task-related formation of perceptual classes as well as context representations. This will permit progressively obtaining associative relationships among these structures and the rest of the knowledge nuggets present in LTM (such as models, policies, goals) in order to facilitate the selection of the appropriate policy or behavior for each situation without interference when the robot is faced with a priori unknown sequences of environments. That is, in open-ended learning settings.

To achieve this objective, in the following section we will go back over the neuro-psychological literature and concepts in order to define a set of characteristics or functions an LTM should provide as well as to introduce the basic inspiration to our approach. Section 2.1 is devoted to the description of the LTM structure and the components we propose as well as its operation. In Sec. 2.2 we describe in detail one possible implementation of the LTM, which is then used in a set of tests carried out in Sec. 3 over a real robotic problem. These tests are designed to show how the characteristics that were required from the LTM are met.

2. Background and Inspiration

2.1. Memory

A large amount of work has been carried out in the identification of individual cognitive structures from a functional perspective and their purported relations in the human brain as well as in animals. Even though there is no consensus on a single unified architecture, there is a certain amount of agreement on some of its main structures and their basic relationships.

First of all, a set of memory structures working at different time scales have been suggested. These structures include what have been called Short-Term Memory (STM) and LTM\footnote{24,25}

Both, STM and LTM, were initially contemplated as storage facilities where information was kept but not really processed and, surprisingly, many authors in the computational realm still implicitly follow this view. STM holds information for short periods of time and LTM for very long periods of time. Later, several authors started to view STM as a processing part of the cognitive system and, to reflect this, started to refer to it as Working Memory (WM)\footnote{26} Currently, STM and WM are not always used as interchangeable synonyms, and some authors consider them two different systems.\footnote{27}

An objective of WM is to retain a limited amount of information\footnote{28} for short periods of time\footnote{29} so that prospective exploration can take place.\footnote{30} When prospective exploration is the decision process of choice, the smaller the exploration space, the higher the probability of finding a solution. Consequently, having small capacity WMs favors agile learning processes. In fact, humans in general can only learn very simple relationships in one shot, it is through the progressive addition of new information that more complex knowledge can be acquired. Thus, a need arises for a structured or multistep progressive approach to constructing complex relationships.

This is, where LTM comes into play. Well-learned material, held in LTM, can be used as a unit in working memory and is thus not affected by the limitations imposed by WM\footnote{31} This well-learned material acts as a single component when creating new models or performing prospective processes.

In many cases, one can even do away with prospection. When the relationships are well established in LTM, a decision on an action can be directly reached without any prospective process, by just following the association graph. Some authors call this the automation of learned material and everything that is learned can, with practice, become automated. Schneider and Shiffrin demonstrated the complementarity of prospective and automated or experiential processing.\footnote{32} Also, Kotovsky and col.\footnote{33} demonstrated the enormous benefits of automated processing in problem-solving skills.

The main point here is that, after practice, specific categories of information can be processed with
decreasing prospective load, which would require intensive use of WM, through a different type of associative processing that propagates activations in the association graph linking the different cognitive components. This type of processing is what are called experiential decision processes in this paper and their implementation leads to a need for an associative structure that allows the representation of compound knowledge.

From the previous paragraphs it is easy to see that LTM is critical for addressing open-ended learning and cognition but as humans are not conscious of the contents of LTM except when they are brought into working memory, its critical role in our cognitive activity is often ignored. Most authors creating artificial cognitive architectures have paid very little attention to this system except as a passive storage container for knowledge with discrete encoding, storage, and retrieval functions. A computer architecture like analogy of the mind has been the predominant paradigm in this regards: memory as a hard disk.

De Groot's work provided the first insights into the pivotal importance of LTM in higher level cognition. In fact, some researchers started to see LTM as an integral component of cognition, including high level problem solving and other aspects instead of just a mere container for knowledge with discrete encoding, storage, and retrieval functions. A computer architecture like analogy of the mind has been the predominant paradigm in this regards: memory as a hard disk.

De Groot's work and Chase and Simon's paper on chess provided the first insights into the pivotal importance of LTM in higher level cognition. In fact, some researchers started to see LTM as an integral component of cognition, including high level problem solving and other aspects instead of just a mere storage system.

More recently, authors such as Wood and colleagues have argued that in order to achieve properties such as adaptability, flexibility and robustness, biological system memories, and in particular LTM, must be a distributed and active component of cognition situated within the perception-action cycle of adaptive behavior. Consequently, memory is proposed as the central component of any cognitive architecture. Furthermore, authors like Oberauer or Fuster do not even adhere to the classical division of memory into two separate subsystems: STM and LTM. They take STM as the currently activated parts of LTM. Anyway, whatever the view, this general approach purports that some of the most relevant mechanisms for cognition are those related to an associative LTM and its operation.

As a consequence, a need arises to establish a memory structure that can operate as a dynamic associative mechanism that can handle the conjunctive representations of different knowledge nuggets and that supports the decision processes required for the open-ended operation of a cognitive architecture.

When considering conjunctive representations, one has to go back into the associative learning literature to understand the extent and nuances of the topic, as they have a large bearing to the structures that are necessary for their implementation in artificial systems.

2.2. Associative learning

Associative learning is basically defined as the learning process by means of which an association is established between two or more stimuli or a behavior and some stimuli. The idea is that the presentation of a stimulus can activate or inhibit the expectation of another and this relationship is learnable through the creation and strengthening or weakening of associative links among stimuli or stimuli and responses.

Many theories of associative learning that explain a progressively larger number of experimentally detected phenomena have been proposed. They all assume that the repeated presentation of two events in succession will result in the growth of a connection, or association, between their internal representations.

Associative learning theories differ in many aspects, but one of the most important is on how they handle the associations that are formed when the first event is a compound of two or more components (stimuli, compound stimuli...). Elemental theories, provide the opportunity for each element of the compound to enter into an association with the representation of the second event. They base the response to a set of stimuli using the summation of the activations provided by the association of the individual stimuli to the response. This presents problems when addressing certain situations such as negative patterning and many others as described by Wasserman and Miller.

Configural learning theories arise to solve these problems. They consider that a representation of the entire compound pattern of stimulation that constitutes the first event will be formed associated to the second event. In other words, the whole set of stimuli become a unit with a single association to the response, much like if a new pseudo-stimuli were created and were activated when the set of basic
stimuli that make it up is present. This approach started with the work of Gulliksen and Woolf and almost fifty years later, Bellingham and colleagues demonstrated how a configurational version of the Rescorla-Wagner model could be used to explain patterning discriminations. Pearce proposed a formal configurational theory of associative learning applying it to a broad range of learning cases such as shadowing, blocking, patterning, etc. More recently, he even suggested a connectionist theory of configurational learning.

The key here, is to progressively create and associate different knowledge nuggets in a meaningful and general manner, that is, to provide compact experiential representations so that hypotheses can be made on the actions to take when faced with similar perceptions under different contexts. As Mante and col. indicate, "our interactions with the world are inherently flexible. Identical sensory stimuli, for example, can lead to very different behavioral responses depending on "context", which includes goals, prior expectations about upcoming events, and relevant past experiences. Animals can switch rapidly between behavioral contexts, implying the existence of rapid modulation, or "gating", mechanisms within the brain that select relevant sensory information for decision-making and action".

Whatever the mechanisms in natural brains, from an informational perspective, context dependence is an associative learning problem which is often configurational in its solution and where gating must somehow be provided by the associative connectivity.

### 2.3. Constructing a long-term memory

Consequently, when creating a cognitive architecture all of the processes described in the previous pages must be supported by an underlying operational structure and now, the problem becomes a design or organizational problem. That is, how is an artificial associative LTM to be structured so that it can provide the capabilities that are required from it.

This work takes inspiration from Fuster’s network memory model. According to this model, memory consists of the modulation of synaptic contacts between distributed networks of interconnected cortical cells. Memory is achieved through the potentiation or inhibition of synaptic links between neural aggregates as a response to perceptual or other types of activations. These activation patterns, supported by the connections between neural populations, which are acquired through experience, is what he calls memory networks or cognits. He defines a cognit as ‘a network of neuronal assemblies of the cortex that represents sensory stimuli and/or motor actions that have occurred at the same, or nearly the same, time. It is formed by synaptic modulation according to Hebbian principles and is subject to modification by subsequent stimuli and/or actions that are associated with it’.

In terms of organization, Fuster arranges cognits in a hierarchical manner between two tiers of cortical association areas: the perceptual tier and the executive system. He defines hierarchy in an anatomical manner as the synaptic distance from sensors and actuators (muscles). The higher the level the higher the complexity of the cognits and the abstraction level they represent. On the sensor side (in the posterior cortex), we have the perceptual hierarchy of cognits that represent progressively more abstract categories of sensory-based knowledge. On the executive side (in the frontal cortex), the executive hierarchy of cognits represents progressively more abstract knowledge of action. Fuster also alludes to the heterarchical nature of these tiers, linking multiple levels of the same hierarchy and cognits from both hierarchies.

Cognits may share network nodes as lower level cognits are nested in several higher level cognits. For instance, in the sensory side, a cognit may represent “large size” or “green color” and there are many higher level cognits that may share one of these features such as a “large house” or a “large mountain” or a “green car” or a “green field” or even a “large green car”. The same can be extended to the executive hierarchy where a “raise an arm” cognit may be associated to “picking up boxes on top of the cupboard” or to “waving”. In fact, nodes could even be shared heterarchically. Anyway, this general framework proposed by Fuster, whereby unstructured networks conform cognits hierarchically through synaptic modulation, is supported by different studies in primates, including humans (for references to these studies see Fuster and Bressler).

A consequence of this model is that memories can be taken as distributed throughout large areas of the associative cortex, with nodes corresponding to neural aggregates with particular processing...
functions that are linked through synaptic links that connect them, much in the same way as graphs. It follows that, in this view, memory shares the same neurons and networks used by perception. In other words, representation and function have the very same substrate; the latter is the activation of the former within a given spatiotemporal pattern of neural activity. In fact, this model leads to the distributed network structure, hierarchical organization and relational coding of connectionist cognitive models.

From a computational perspective, this approach is similar to that of traditional symbolic based semantic networks, as considered for instance in ACT-R or in CLARION. They use symbols as nodes usually representing declarative knowledge and use the spread of symbol activations to combine them according to the task. However, apart from declarative knowledge, LTM contains procedural knowledge. Both types of knowledge, in order to be appropriately grounded, should arise from the interaction of the robot with the world and, thus, be generally represented in sub-symbolic form (as ANNs, for instance). Consequently, these types of approaches must be expanded and re-examined to allow for autonomously acquired network memories that grow directly from the embodied perceptual apparatus of the system all the way to the executive part of the cognitive architecture, without any explicit externally imposed symbolic structure. This line of work is also present in the work of Wood and colleagues. They use symbols as nodes usually representing declarative knowledge and a policy that would be necessary for experience based action selection through the introduction of a series of concepts inspired by the memory network ideas proposed by Fuster.

By experience based action selection we mean that as the system interacts with the world it can relate a perceptual state \( S \), and a policy \( \pi \), or action that was successful (even though initially the policy could have been chosen at random) and save this relationship in some type of memory, so that the policy can be reused when the same state arises. In

3. Network Memory Based LTM Structure

As reviewed in the background section, there are several characteristics that seem essential for the operation of a LTM structure within a cognitive architecture:

(1) The LTM should be able to use regularities in its interaction with environments under different motivations to establish associative relationships among the different knowledge nuggets it has acquired. It must be able to use this relationship structure to effectively decide on an action without necessarily having to resort to prospection.

(2) For these relationships to be useful, they should be able to reflect the contexts in which different actions or policies must be executed, supporting configural relationships and processing.

(3) In perceptual terms, these categories must be autonomously obtained by the system, making use of its embodiment and sensors so that grounding does not become a problem.

To this end, this paper proposes a LTM structure designed to accommodate the relationship structure that would be necessary for experience based action selection through the introduction of a series of concepts inspired by the memory network ideas proposed by Fuster.
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3.1. Association, context and C-nodes

Defining the associative structure is not straightforward due to the second requirement that has been set above for LTMs. In fact, and as mentioned in the introduction, associative learning theories differ, among other things, in how they handle associations between two events when the first event is a compound of two or more components. Thus, following elemental theories of association, one could hypothesize that associations in LTM should be made solely among all of the element pairings in the tuples of the previous section. This would create an association or intensity matrix that would reflect the activation frequencies of the different knowledge nuggets as related two by two. That is, it would provide first-order associations among knowledge nuggets. Obviously, these associations would be strengthened when those instances of the elements co-occurred. Some examples following this approach and using the concept of Network Memory can be found in Ref. 24.

However, this simple connectivity structure does not satisfy all of the requirements that were defined for the type of associative LTM that is being sought. In particular, it does not satisfy the second requirement. The main problem is that only first-order relationships between components can be directly reflected. This implies that higher-order relationships or, more precisely, some types of configurational relationships among several components are not possible unless they can be constructed as aggregations of first-order associations, which is not always the case. In addition, there is no specific structure that stores the relationships other than the intensity vector (or matrix), which is constantly being modified through the co-occurrences of knowledge nuggets in different contexts as the system interacts with different worlds and tasks (defined by their goals). As a consequence, as the number of worlds and tasks the architecture is faced with grows, the intensity vector tends to drift depending on the sequence in which the system is faced with the worlds or goals it has to work with, and on how long it is presented with each combination (which in real systems cannot be predicted).

Thus, the associative intensity vector or matrix is quite local in time and tends to forget co-occurrence relationships related to world-goal (WG) combinations it has not seen in a while or even get stuck in associations related to WG combinations it has been exposed to for too long or that are simpler. These problems lead to interference based forgetting of previously acquired context relationships and, sometimes, to the inability to exit local minima and learn new context relationships.

To address these issues, a new type of knowledge nugget or LTM component is proposed here. This component is a relational element in charge of encoding relationships among LTM components in a
In the experiments presented in this paper, relevant events are taken as those that produce rewards. However, any other type of event could be considered (e.g., emotions). The rationale is that whenever a reward is obtained, it could be useful to remember in a relatively permanent manner the context in which this occurred.

This relational nugget has been called "context node" or C-node for short (see Fig. 1 for a depiction of the LTM structure with C-nodes). A context node is a node that is created when the co-occurrence of a series of elements within the LTM leads to a relevant event. All the elements that co-occur are linked to the newly created C-node through weighed connections. To make the representation configural, C-nodes present a product type activation structure, thus allowing for higher-order relationships among knowledge nuggets.

The output of a C-node can be written in general as

$$O_i = \prod_{\text{partial set}} I_{ji} K_j,$$

where the product is over the intensities or weights of the connections $I_{ji}$ between each element $K_j \in \{S_n, FM_m, G_k\}$ of the partial set associated to C-node, and C-node (as shown in Fig. 1) and $O_i$ denotes the output of C-node. This output value is taken as an activation value, indicating how active the C-node is. It is propagated to those nodes in the LTM to which the output of the C-node is connected.

In particular, in this paper we will concentrate on policy related C-nodes, and thus the partial tuple would be: $\{S_n, FM_m, G_k\}$. C-nodes become active when their outputs surpass a threshold.

This C-node is permanently stored and, therefore, new contexts for which it is not relevant (it is not active and thus will not participate in the adjustment of the intensities), but that involve some of its associated knowledge nuggets will not lead to drifts in the association intensities and the consequent interference related forgetting of the relationship.

Summarizing, C-nodes represent memories in LTM of contexts in which relevant events occurred. Thus, in a hypothetical case in which a finite number of world-goal combinations (domain-task combinations) are considered, once the cognitive architecture has identified, through interaction with the world, all of the contexts (world, goal, state space area, policy $\{S_n, FM_m, G_k, \pi_r\}$) that lead to relevant events, it will have C-nodes for every one of them. Therefore, in this extreme case, it would be able to directly choose or activate the appropriate policy (series of actions) in order to obtain a reward, or reproduce the relevant event in any case where this is possible, without resorting to any type of prospection.

### 3.2. Perception, abstraction and P-nodes

The cognitive architecture continuously receives information in the form of a stream of new perceptions. These perceptions can be raw, directly coming from physical sensors, or more elaborate re-descriptions of other perceptions. The sensory system of a robot encompasses sensors that gather data from the environment, as well as internal sensors, which provide information about the state of the robot itself. In general, all of the raw perceptions can be processed to produce higher-level perceptual representations, that is, perceptual re-descriptions.

An example is when a pixel intensity representation of an image is transformed into a blob position representation. For the discussion in this paper it does not matter whether a perception is low level or a
What is important, is that a LTM structure should contemplate mechanisms to handle continuous perceptual domains, which is the main case considered in this paper as indicated by the third LTM requirement. This type of domains present many problems. In fact, the concept of C-node does not even make sense in general when considered with respect to individual perceptions (perceptual points) in a continuous domain. It is very improbable that an organism will perceive exactly the same perceptual vector twice. Noise, slight changes in the environment, and other causes will ensure this. Thus, if C-nodes were to be associated to a particular perceptual point, they would be almost useless as they would represent a context that the system will most probably never see again.

It is also necessary to consider that most of the knowledge nuggets (forward models, policies, value functions, C-nodes) that are stored in LTM are not useful in the whole perceptual or state space. For instance, a given forward model is only useful (or reliable) when the robot is operating in a set of perceptual circumstances similar to the ones faced when the forward model was obtained. In other words, all the elements in LTM, including C-nodes, are usually relevant or reliable; that is, they should be activated, only within a particular area of state or perceptual space. Thus, to be able to create a LTM operational structure that can take this into account and at the same time contribute to solving the problem of the inadequacy of individual points in continuous domains as determiners of context, it is necessary to generalize the concept of perceptual state, \( S_i \), or perception, to that of perceptual class, \( \hat{S}_j \).

A perceptual class, \( \hat{S}_j \), can be defined as an area of perceptual space for which all of the points share some common operational trait. This operational trait may be that a given forward model is reliable for these points in the case of forward model related perceptual classes. It may also be, as in the case of C-node related perceptual classes, that for all of the points in the perceptual class the response of the system is the same when faced with the same world and the same goal. Therefore, a perceptual class is an abstraction or generalization of perceptions into a higher level, perhaps discrete, representation that is linked to a given response of the system.

In the particular case of C-nodes, which are the focus of this paper, a perceptual class is a task related abstraction of perception. This concept of abstract
representations (whether labeled or not) is quite important in artificial intelligence and developmental robotics as it provides the link from the sensorimotor space, as perceived by the artificial organism, to that of traditional planning and decision systems. It is through successive abstraction and re-description processes that ever more intelligent organisms are postulated.

What is really important here is that these abstractions be constructed in a bottom up fashion directly and autonomously by the artificial organism from the perceptions it acquires when interacting with the environment. This way, all of the abstractions will be grounded on the embodied sensorimotor interactions of the system with its environment. Consequently, these ideas can be used to construct artificial organisms that can autonomously learn the appropriate abstract representations for the contexts they are immersed in.

In this work, perceptual classes will be represented by a LTM component called perceptual nodes or P-nodes. A P-node, denoted as \( P_j \), is a functional component that is activated when a perceptual state \( S_i \) belongs to a given perceptual class \( S_j \) (\( P_j = 1 \) \( \iff S_i \in S_j \)) that is:

\[
p_j(S_i) = \begin{cases} 1 & \text{if } S_i \in S_j; \\ 0 & \text{otherwise.} \end{cases}
\]

Basically, a P-node is a function that acts as a filter over the perceptual state space that allows determining when points belonging to a given perceptual class \( S_j \) are present.

As a first approximation, we will consider that each C-node will be linked to an associated P-node that determines the area of perceptual space that has to do with the particular policy the C-node is linked to in that specific world and for that concrete goal. In an ideal world with perfect sensing and no ambiguities, once learned, a P-node, \( P_j \), will be perfectly active when a perception, \( S_n \), belongs to its corresponding perceptual class \( S_j \).

However, the real world is not ideal and, consequently, a more pragmatic and probabilistic approach is chosen here. According to this approach, a P-node will produce as output an activation level that depends on how confident it is that the current perception vector \( S_n \) belongs to the state space area it delimits, that is, to its associated perceptual class \( S_j \). This confidence function in perceptual space, denoted as \( \Gamma_j(S_n) \), is created through the integration of the information from all the points the system has seen and that it has tried to associate to the perceptual class \( S_j \). In other words, the membership with regards to a perceptual class \( S_j \) of a state represented by P-node \( P_j \) is given by

\[
P_j = \Gamma_j(S_n) p_j(S_n),
\]

where \( p_j \) denotes the activation of the P-node in an ideal world.

In the following sections we provide a more algorithmic description of some basic procedures to create, maintain and use C-nodes and P-nodes so that some cognitive experiments can be carried out.

4. An Implementation of the LTM Structure

Figure 2 displays the structure of the LTM addressed in this work. It is made up of instances of the knowledge nuggets associatively linked to each other. This structure evolves in time as the other components of the architecture (Motivational Engine and Prospective learning system) send goals, forward models, value functions, policies and re-description functions to LTM for their storage. It may start with very few components (or even none) and grow as it receives knowledge nuggets from other parts of the architecture or when it creates C-nodes and P-nodes.

The main operational principle of this type of associative LTM is that all of the knowledge nuggets that arrive in LTM can be linked to other components if they co-occur in a relevant situation (as stated before, in the experiments presented here, relevant means rewarded). If the system finds itself in a context or situation it has already experienced or that is very similar to one it has already experienced, when these links are followed and the activations propagated, a final most active policy will result that should be the most adequate for the situation according to the system’s experience.

In terms of operation, the activation flow is conceptually asynchronous. Moreover, activations not only result from the propagation of other activations through the associative links of the LTM. They are also a consequence of the activity of other components in the cognitive architecture outside the LTM. For instance, the Motivational Engine can modulate the activation of a series of goal LTM nodes. Also forward models in LTM may become activated due to

\[
\Gamma_j(S_n) = \frac{1}{\sum_{S_{n'}} \Gamma_j(S_{n'})} \prod_{S_{n'}} p_j(S_{n'}),
\]
their success at predicting the current world. These additional activations are the way in which other components of the architecture influence the behavior of the LTM processing structure.

In this paper we are studying the behavior and possibilities of this type of LTM implementation, especially in terms of the behavior induced by C-nodes and P-nodes. Thus, as a first approximation we will assume that goal node activations are externally given by the Motivational Engine according to the goals it wants the system to pursue. We will also assume that the activation of Forward Models will be given by their adequateness to the current world. In other words, in the LTM, forward models are used to identify the world the system is in. Obviously, in the prospective component of an architecture, forward models have another essential function, that of predicting the consequences of actions, but that is not relevant to basic experience based LTM operation.

Taking the previous assumptions into account, a very high level description of the operation of the LTM is given in Fig. 3.

The first element that can be found in the activation flow are P-nodes. P-nodes, as indicated in the previous section, produce a probabilistic output given as an activation value in the range [0:1]. Consequently, every node with an activation value greater than a given threshold will be as active as its value.

As commented above, P-nodes are representations of areas of perceptual space, of perceptual classes. Generally, the perceptual space considered by a cognitive architecture can be very high-dimensional and, therefore, a P-node representation must involve the definition of some kind of high-dimensional delimitation within that hyperspace. Any kind of function that achieves the required resolution and precision could conceivably be used to produce this representation.

Two types of points are defined: activating points (or just points) and inhibiting points (or anti-points). Activating points are points the system has experienced in perceptual space where the P-node should have an activation value of 1.0. Anti-points, on the other hand, are experienced points in perceptual space, where the P-node should be inhibited, that is, where the activation should present a value of −1.0.

In general, points and anti-points are used as the ground truth information in order to adapt whatever representation is being used for the P-nodes.

In the examples considered in this paper, and to make things simple to follow we have resorted to a very simple point based representation. That is, a P-node is represented by a set of characteristic points and some distance rules that delimit the areas around those points for which the system hypothesizes that the P-node should be active. In particular, both, points and anti-points that have resulted from the operation of the P-node are stored in a P-node related structure and represent it. All of the other points within the class will present lower confidence values as a function of their distance to points that were really experienced by the system.

Other types of structures, such as Artificial Neural Networks (ANNs) or even Spiking Neural Networks (SNNs), could be used in order to represent the P-node. In this case, learning stages should be inserted (lines 10, 15 and 17 of the algorithm in Fig. 3) during the acquisition of points and anti-points, (either on-line learning as each point comes in or a mixture or on-line and batch learning as the working memory is filled with new points). Most of the discussion that follows is valid, whatever the representation of the P-node.

Given a new perception, $S_t$, the activation of a given P-node represented by a set of points and
anti-points, \( P_j = \{ \mathbf{p}_1, \ldots, \mathbf{p}_m, \mathbf{a}_1, \ldots, \mathbf{a}_n \} \), that corresponds to a perceptual class, \( S_j \), is calculated using the algorithm of Fig. 4. This procedure defines an area in perceptual space for which the P-node should be active. Obviously, if the P-node was represented using an ANN, the membership would be given directly by the output of the trained ANN. Once a P-node produces an activation value, it is propagated to the rest of the nodes in the LTM structure graph that are linked to it.

The next elements in the LTM activation flow are C-nodes. As commented before, a C-Node represents a context in the LTM. For the examples presented in this work, and for the sake of simplicity, we are going to assume Markovian processes and thus we consider that a context is made up of the current perceptual point, \( S_i \), the current world or environment, represented by the most activated Forward Model, \( FM_j \), and the current Goal of the System, \( G_k \). Thus, a C-node is a product type node that links instances of these elements that have co-occurred in rewarded situations to the policy, \( \pi_r \), that was applied in order to achieve the reward.

In general, the association defined by a C-node is probably valid for more than a single point in perceptual space, but not for the whole perceptual space. Consequently, C-nodes are not linked to particular states, \( S_i \), but rather to perceptual classes, \( S_j \), represented by P-nodes, \( P_j \), that generalize the areas of state space for which the C-node is valid. In this initial implementation each C-Node is connected to just one P-Node, one forward model, one goal and one policy. However, there is no reason to think that a C-node could not be linked to more elements.

The activation of C-nodes is propagated to the policies to which they are connected. Policies are nodes that, for a given perception(s), carry out an action or chain of actions. They are called behaviors in Evolutionary Robotics. Their activation is calculated as the sum of the activation values of the connected C-nodes.

Out of all activated policies, the one with the largest activation is selected for execution. If there is no sufficiently activated policy, which is something that can happen during the first iterations of the system or when it is facing a new environment, another approach that is not based on experience must be chosen in order to perform policy selection. Several approaches could be chosen to achieve this. For instance, when appropriate models of the world and value functions exist, prospection based techniques could be an adequate mechanism. However when there are no appropriate models or value functions and the system needs to explore and learn, intrinsic motivation based techniques may be more adequate.

In the experiments of the next section, and in order to dissociate the study of the operation of the LTM from that of the other components of the cognitive architecture, when no policy is sufficiently activated, the active policy will be randomly selected from the set of policies present in LTM. Whatever the method used to select the policy by the cognitive architecture (experience, prospection, random or intrinsic motivation) this policy is then applied by the embodied system in the environment, producing new information in terms of a new perceptual point and sometimes a reward, thus closing the perception-action loop.

Whenever a policy is executed and the results of its application are sensed, a learning phase is initiated. It is in this phase where P-nodes and C-nodes arise and change over time.

At system start-up, depending on how the system is configured, the LTM may have no previous information about past experiences, so there are no P-nodes or C-nodes present. As a result, policies cannot be selected based on experience and some other
approach, such as using prospection or following an intrinsic motivation, may be used until a reward is achieved. This phase could be called a babbling phase and to avoid interference from other components of the cognitive architecture, in the examples we will use a random policy selection strategy when in this situation.

As soon as some reward is achieved, the first C-node and P-node are created. Regardless of whether the LTM is empty or not, the process for the creation of C-nodes and P-nodes is always the same. It starts by determining the reward after applying a policy. If the value of this reward is below a given threshold (usually a very small positive number), the algorithm tries to determine what C-nodes, if any, out of those connected to the executed policy were active. If they exist (that is, the policy was not selected for execution through a mechanism other than LTM experience), the activated P-nodes connected to those C-nodes are found, and the point in the input space corresponding to the previous perception is added as an anti-point (value of -1.0) to all those P-nodes. The rationale is that all those P-nodes and C-nodes should not have been activated because the robot did not achieve enough reward. On the other hand, when the value of the reward is larger than the threshold, the previous perception is added to those P-nodes as a point (with a value of 1.0).

In the case of relevant reward, if there are no activated C-nodes (policies were chosen through a mechanism different from LTM experience), a new P-node is created linking the executed policy, the forward model with the highest activation value, the goal with the highest activation value, and a new P-node. This new P-node is created using the point corresponding to the previous perception (with a value of 1.0) as its first representation.

By continuous interaction with the environment and using this mechanism, new C-nodes will be created whenever new rewarded contexts arise. These new C-nodes will trigger the creation of new P-nodes, which are initially represented by a single previously experienced perceptual point and an area around it in which the system hypothesizes that this P-node will be valid. Obviously, how the system hypothesizes the valid area depends on the algorithm used to learn and represent the P-node and, in the case of point based algorithms, on the distance rules that define this area.

What is important here is that, whatever the representation, every time a point of anti-point is determined, the P-node will take it into account in order to configure and delimit this hypothesis area until it represents the complete area of perceptual space that is relevant to that C-node. Thus, in the case of point-wise representations, as the system interacts with the world, if new perceptual points that confirm this hypothesis are explored, they will be added to the list of points that represent the P-node. On the other hand, if these new perceptual points contradict the hypothesis, they will be added to the representation of the P-node as anti-points.

This approach will progressively tend to evolve the LTM graph of the system in terms of connectivity and by adding C-nodes and P-nodes. What is very relevant here is that once a C-node and its corresponding P-node have been created, they will be stored in LTM and will be activated whenever that context (whether complete in the case of C-nodes or just perceptual in the case of P-nodes) is found again, regardless of however many contexts the system may have experienced between two successive activations of a given one. In other words, this approach should allow cognitive architectures to learn multiple world-goal (WG) settings even when they are experienced in an interspersed manner. That is, when they are only partially learnt before the system finds itself in a different WG setting. Through successive returns to any given WG setting, this setting can progressively be learnt in full.

5. Results and Discussion

This section aims at showing that an associative LTM with the structure presented in the previous sections can achieve the properties required from a basic LTM. It also seeks to study the behavior of C-nodes and P-nodes within this LTM so as to understand how to use them.

5.1. Experiment design

To this end, the results of a series of experiments that were carried out using a scenario based on a two armed Baxter robot in front of a table (see Fig 4) are presented. The robot will see on the table either a large object (a cylinder of 7 cm radius and a height of 14.7 cm) or a small object, (a cylinder of 3 cm radius...
Fig. 5. Scenario (top) and reachable areas (bottom). The dashed lines delimit the reachable area using one gripper, continuous lines delimit the reachable area lifting objects using both arms simultaneously.

and a height of 6 cm) as well as a basket. The large cylinder does not fit in the grippers.

The robot is not able to reach the whole table (the lines in the bottom image of Fig 5 display the reachable area). Consequently, if it wants to pick up an object that is out of reach it must first ask the experimenter to bring it closer. Also, if it wants to put an object in a basket that is out of reach, it must throw it to the basket.

For actuation, the Baxter has two 7 DOF arms. The sensors used in the experiments are an RGB camera on its head and force sensors associated to all the joint motors. To reduce the dimensions of the perceptual space to something manageable that would allow for plotting P-node representations and discussing them, camera information was re-described in the form of a distance and angle to the center of two blobs as well as their radii. One of the blobs corresponds to the object and the other to the basket. An additional set of re-description functions based on the information from the force sensors is assumed so that a binary representation is provided on the presence of objects in the grippers or held between both arms. Consequently, this LTM works with an eight dimensional perceptual space with six continuous and two discrete dimensions.

The experiments contemplated the use of the LTM isolated from the other components of the cognitive architecture in order to discard any uncontrolled effects due to their mutual interactions. To achieve this isolation, it was first assumed that a given set of basic knowledge nuggets (policies, forward models and goals) from previous interactions with different worlds and under different goals were initially present in LTM. Eight policies (shown in Table 1) were considered. During the tests no new basic knowledge nuggets were added.

The second assumption that was made was that the external activation connections to the forward models (from the prospective component) and to the goals (from the motivational engine) were disconnected and were modulated by hand by the experimenter. This way, the other components of the cognitive architecture had no influence on the behavior of the LTM which was exclusively under the control of the experimenter in terms of determining the task (goal) and domain (world). In fact, and to make things easier to analyze, while contemplating all possible cases, the experimenter was only allowed a choice between two worlds (forward models) and two goals resulting in four WG combinations. Four WG

| No. | Policy          | Description                                             |
|-----|-----------------|---------------------------------------------------------|
| 0   | Grasp object    | Use a gripper to grasp an object.                       |
| 1   | Ask nicely      | Ask experimenter to bring something to within reach.    |
| 2   | Change hands    | Move object from one gripper to the other.              |
| 3   | Put object in   | Place an object in a receptacle.                        |
| 4   | Sweep object    | Sweep an object to the central line of the table.       |
| 5   | Throw object    | Throw an object to a position.                          |
| 6   | Hold with two   | Use both arms to grasp an object between their ends.    |
|     | hands           |                                                         |
| 7   | Put object near | Deposit an object close to the robot base.              |
Table 2. All possible C-nodes for the experiment.

| C-node | World (FM) | Goal | Policy |
|--------|------------|------|--------|
| 0      | W1: Grippers | Object in basket | Grasp object |
| 1      | W2: No grippers | Object in basket | Ask nicely |
| 2      | low friction | Change hands | Put object \_\_\_ hands |
| 3      | high friction | Sweep object | Hold with \_\_\_ hands |
| 4      |              | Throw object |  |
| 5      | G2: Object near robot | Ask nicely | Grasp object |
| 6      |              | Put object \_\_\_ |  |
| 7      |              | Sweep object |  |
| 8      | G1: Object in basket | Ask nicely | Grasp object |
| 9      |              | Put object \_\_\_ |  |
| 10     |              | Sweep object |  |
| 11     |              | Hold with \_\_\_ hands |  |
| 12     | W2: No grippers | Object in basket | Ask nicely |
| 13     |              | Sweep object |  |
| 14     |              | Hold with \_\_\_ hands |  |
| 15     |              | Throw object |  |
| 16     | G2: Object near robot | Ask nicely | Sweep object |
| 17     |              | Hold with \_\_\_ hands |  |
| 18     |              | Throw object |  |
| 19     |              | Put object \_\_\_ |  |
| 20     |              |  |  |

Combinations is the minimum number that permit all the relevant situations where the world and/or the goal changes.

One of two goals can be activated by the experimenter. The robot may either be required to put an object (whatever its size or position on the table) in the basket (G1) or to bring it close to the robot base (G2). These goals may be active in two different worlds. In one of them the robot has grippers and can pick up small objects with them (W1), and in the other the robot has no grippers and thus needs to use both arms to pick up objects (W2). Whatever the world, the robot can only pick up objects with both arms when they are right in front of it. That is, before picking them up it must swipe them towards the central part of the table. When it does this with small objects in the first world, they will tend to overshoot (due to low friction), making it very difficult to set them in that position. This will not happen in the second world, as friction is much higher.

Thus, an experimental setup has been created where the sequence of policies the robot must apply depends heavily on the context. Context here is given by the world the robot is in, its current goal and what it perceives. Thus, depending on the world, the robot must apply different sequences of policies to achieve the same goal. This can be clearly seen in Table 2 which displays all the possible contexts that may arise in the experiment and the C-node they are associated to. Also, it is important to note that the eight dimensional perceptual space is basically continuous (it is continuous in six out of its eight dimensions) and, therefore, for perceptual context to be meaningful it must be stated in terms of perceptual classes. The robot must be able to autonomously delimit these perceptual space areas from its environmental interaction establishing perceptual categorizations it can use to reason with.

No prospection is allowed during these experiments. Therefore, the cognitive architecture is constrained to experience based decisions in order to achieve its objectives.

The different experiments will first address how the proposed LTM can effectively store and reuse configural knowledge. Then, how it reacts when changes in the environment or goals take place. Finally, the dynamics of the P-nodes in time, as
well as the efficiency in their representation will be analyzed in terms of how good these representations are at separating and delimiting areas of interest in perceptual space.

5.2. Single world and goal

The objective of this first very simple experiment is to determine whether the LTM is able to identify and store all of the relevant contexts in a particular controlled WG combination. To this end, the experiment has been set up with the LTM using a single forward model and a single goal.

Even though this experiment has been carried out 10 times for each of the WG combinations that were described in the previous subsection, for the sake of brevity and as the results for all cases lead to the same conclusions, only the results corresponding to one WG combination are shown. In particular, the world corresponds to the robot with grippers (W1) and the goal is to put the cylinders it sees in the baskets (G1). For this WG combination only 7 relevant contexts need to be remembered to fully control the world (see Table 2).

Figure 6(a) displays the results for 10 runs of the experiment in terms of the number of rewards obtained including the lower and upper bounds of the 95% confidence interval. Figure 6(b) displays number of C-nodes that were created in three different runs. All of the runs, except run 1, were provided with different contexts in a random manner. In the case of run 1 they were provided sequentially. Figure 7 displays an image of the final LTM that was achieved.

For the sake of clarity, nodes (circles) are grouped by type using boxes, and activation flows from left to right. The darker the color, the larger the activation of that node. For instance, in Fig. 7 there are several activated C-nodes and, therefore, several activated policies, being the most activated one “hold with 2 hands”, which is the one executed at the end of that iteration. If we focus on perceptions, it can be seen that the object size perception is very dark (the object is large) and that the object angle perception is white (that means that it is in front of the robot at an angle of 0°), therefore, holding it with 2 hands is the right policy to be executed. As this experiment involves only one forward model and one goal, all the C-nodes are connected to them.

As shown in Fig. 6(b) as well as in Fig. 4 the system creates all of the C-nodes that are necessary. In fact, the speed at which it acquires these C-nodes is given by how long it takes for the different contexts to arise at least once during the experiment. As shown for Run 1 in Fig. 6(b), if these different contexts are forced to appear in a sequence, it only takes the system 15 interactions with the world to create the corresponding C-nodes.

Obviously, this does not imply that the system is proficient in this environment, as shown by the low success rate of its interactions when it has just learnt the C-nodes (iterations 1–120 in Fig. 6(a)). This is due to the fact that the P-nodes corresponding to these C-nodes have experienced very few representative points (only one each, and one or two antipoints in some cases, after the 15th iteration of Run 1 in Fig. 6(b)) and, consequently, they represent the perceptual classes very poorly. The evolution of the delimitation of perceptual classes and its relationship to the proficiency of the LTM will be discussed in Sec. 5.4.
5.3. Multiple world-goal combinations

As shown before, for a given WG combination it is straightforward for the proposed LTM structure to produce all of the C-nodes it needs. Now the problem of changing WG combinations will be considered, as it is quite important to determine whether and how much interference occurs among different WG combinations in the long-term storage of information.

To ascertain the effects of these changes on C-nodes, a series of experiments were run in which WG changes occurred at different time intervals. Figure 8 displays, in its left column, the results of these runs in terms of the average of 10 runs as well as the lower and upper bounds of the 95% confidence interval. The right column provides a power model regression curve for the probability of rewarded movement in each case. Figure 9 displays the results for two particular runs including the C-node/P-node acquisition rate.

These figures show how, for this architecture, there are actually no interference effects. In Figs. 8 and 9 (bottom), the intervals between WG changes were so long that the system faced all of the possible contexts within a WG combination and was able to produce all of the C-nodes corresponding to each WG situation before changing into the next one. In fact, in Fig. 8 (bottom) it can be appreciated how during the first 800 iterations, every 200 iterations, as the system changes WG, there is a large decrease in performance, until it learns the new WG setting. This is, not the case in the case of a period of 25 iterations. Here, the system is gradually learning all the WG settings in an interspersed manner and the evolution of performance is smoother. That is, whenever the system returns to a given WG, it reuses previously created C-nodes when they are deemed relevant for the context. At the same time, it keeps on correctly detecting new contexts as they appear and creating their corresponding C-nodes, until all of them have been experienced and created (Fig. 9).

Thus, a conclusion that is obtained is that due to the way C-nodes are preserved in LTM, the creation of new C-nodes corresponding to new WG combinations does not affect others present in LTM. This process is independent from the WG switch interval, confirming the nonexistence of interference effects in a C-node based configural associative LTM. Even though this could seem quite obvious due to the design of the C-node structure, it needed to be ascertained in real settings to be completely rigorous.

Figure 10 displays two steps during the growth of the LTM in one of the runs of this experiment. All of the C-nodes as well as their corresponding P-nodes are progressively created and appropriately linked to their corresponding contexts up to a total of 21, which is the theoretical number of contexts in this experiment as shown in Table 2.
Fig. 8. Results for three world-goal switch periods in the multiple world-goal experiment with (from top) 25, 100 and 200 iterations between changes of world-goal combination (the sequence was always a cyclic $W_1G_1, W_1G_2, W_2G_1, W_2G_2$).
The left column shows the results for ten runs of the experiments in each case. The right column displays the probability of rewarded movement. Again, the fact that the robot may have detected all the relevant contexts and created the pertinent C-nodes and their associated P-nodes does not mean that it is able to operate proficiently in the WG contexts it faces. Initially, it is representing perceptual classes through P-nodes, without experiencing many different perceptual situations in that WG combination, the representation of the perceptual class provided by the P-node is poor. The hypothesis of the P-node on what area of state space corresponds to the class is very sketchy. This is evident in Figs. 8 and 9 which display the number of times the system reached the goal every 20 interactions with the world. It is only after around 1800 iterations, when it has experienced a relevant number of different cases corresponding to a given perceptual class, that the success level starts to improve, reaching a situation where it mostly achieves the goals between 18 and 20 times out of 20. It never reaches a perfect sustained 20 out of 20, but we will comment on this later, after studying the evolution of the P-nodes.

5.4. P-node behavior

P-node dynamics are a key factor in understanding how this type of LTM structure operates. It
has been shown how C-nodes are progressively created and updated as reward is obtained, how this is not affected at all by context changes, and how retrieval is instantaneous and effective. Now, the objective is to analyze in detail how P-nodes are created and updated and provide some examples of their behavior.

As indicated above, in the first implementation of this LTM structure, the creation of a C-node entails the creation of an associated P-node. This P-node is initially represented by a single point corresponding to the perception that produced a reward when the C-node was created. Thus, the P-node is activated with a value of 1.0 for its only representative point and with lower values in the hypothesis area surrounding the point depending on the representation used. The hypothesis area is given by the P-node activation algorithm, but it is just a hypothesis and, consequently, part of the area it encompasses may actually not be a part of the perceptual class. In this case, eventually, the P-node will be activated by a point that is in its hypothesis area but that does not belong to the particular perceptual class it represents. This will most probably cause the

Fig. 9. Results for two particular runs of the multiple world-goal corresponding (from top) to 25 and 200 iterations between changes of world-goal combination.

Fig. 10. Snapshots of the LTM for iterations 400 and 12,000 of an execution of the multiple WG experiment starting from an LTM with no C-nodes or P-nodes. For the sake of clarity, only connections for C-nodes that are active in that instant are depicted.
activation of a policy that will not lead to reward. As a consequence, this perceptual point will be classified as an anti-point and added to the P-node as such, changing the shape of its hypothesis area. Now, the P-node will not be activated whenever that particular perceptual point as well as its surrounding points are experienced again as the hypothesis area around the anti-point will also be inhibited.

As time passes, and more interactions with the world involving the particular P-node take place, it will be informed by more points (corresponding to perceptions that activated the P-node and that produced a reward) and anti-points (corresponding to perceptions that activated the P-node and did not produce a reward). This will lead to more defined hypothesis areas for the P-node and thus a better correspondence between P-node output and membership to the perceptual class it represents. Depending on the rules that are implemented for the P-node with respect to the distance to known points in the case of point-wise representations or the training algorithm in other representations, such as ANNs, its operation may be quite different.

Here, a highly exploratory strategy has been chosen for the rules. In it, slope of the probability around a given point in the P-node is very small. This way, the initial point that generates the P-node basically assumes as an initial hypothesis that the whole perceptual space belongs to the perceptual class. It is only by making mistakes, that the system incorporates anti-points and these, when paired with points, delimit the real borders of the class.

An important side effect of this choice of approach is that whenever there is no information on an area of perceptual space, the hypothesis the system makes on the membership of a new point to a class depends on whether the new point is closer (no matter how far it is from it) to a point or to an anti-point. In the first case it will assume positive membership and in the second one negative membership.

![Fig. 11. P-node 18 activation map for iterations 700, 3000, 6000 and 12,000 in an experiment with 12,000 iterations (crosses are points, circles are anti-points, and the lighter the grey, the larger the activation). This P-node was created at iteration 605.](image-url)
In other words, depending on the side of a border the new point is in, and independently of how unknown the area where this new point is located is, a clear hypothesis is made (even if it is wrong).

Figure 11 displays the evolution in time of a P-node hypothesis area (P-node 18), including the representative points the P-node has acquired in order to construct it (points denoted by crosses and anti-points by circles). As in this example we are working with an eight dimensional perceptual space, the graphs show the activation map (the lighter the color, the larger the activation) over two dimensional sections. In fact, we have chosen the two most significant continuous dimensions (sensors) in each case. By “more significant sensors” we mean those sensors that play the most relevant role when calculating the activation. For instance, in the case of gripping an object, the most significant sensors are those corresponding to distance and angle to the object. This representation provides an idea with respect to the areas of state space in which the P-node will be activated (lighter areas) and in which it will be inhibited (darker areas) and it can thus be taken as a map of the perceptual class (lighter areas correspond to perceptions that are included in the perceptual class).

P-node 18 corresponds to the execution of the SweepObject policy in the world where the robot has no grippers and when the goal is to bring the object as close as possible to the robot. This P-node is very easy to interpret. As long as the object is reachable, the robot can sweep the object to the area where it can pick it up with both arms (the central area), so the reachable area is full of points except in the area where it can pick the object up, because the object is already there. The anti-points are delimiting the out of reach area, and are located also in the area where the objects can be picked up with both arms.

It is clear from the time evolution of the images in the figure that, initially, when the robot has not interacted with the environment very much and there are few points and anti-points, the delimitation of the perceptual class is quite poor. However, as more points and anti-points are acquired, the delimitation obtained by the robot is much more detailed and, consequently, the decisions that can be made based on it will be much more precise.

In Fig. 12, a similar graph to that of Fig. 11 is shown for some P-nodes at the end of the run. Table 1 displays the corresponding context for each P-node, as there is a one-to-one relationship in this experiment between a given P-node and the C-node with the same number. The concentration of points is always larger than the concentration of anti-points and this is due to how P-nodes are updated. Whenever, the execution of a policy produces a reward, the perception becomes a point of the corresponding activated P-node. However, an anti-point is only added if the policy does not produce reward and the P-node was activated. If the P-node was not activated, the anti-point is not created. Thus, the algorithm reinforces only the activation areas with points. As time passes this asymmetry leads to the anti-points delimiting a frontier separating areas where the P-node should and should not be activated.

In addition to this, there is an artifact in some of the graphs that deserves an explanation. In the graph corresponding to P-node 0, and in some of the others, such as P-node 1 (anti-points in this case), which is basically its complementary node, there is something that may look un-random or un-statistical and that is that there is an important concentration of points for a particular value of object distance (a line can be discerned on the graph). This is because the value for the distance from the robot at which the experimenter sets the object after the robot applies the Ask nicely policy is always the same (although the angle is not necessarily same).

An interesting graph is the one corresponding to P-node 2, associated with the ChangeHands policy when the goal is to put the object in the box and the robot has grippers. The most significant sensors in this case are the angle of the object and the angle of the basket. To be able to put an object in the basket, the robot first needs to have this object in the gripper that is on the same side as the basket. Consequently, this policy should be activated whenever this is not the case and inhibited when it is. This is what the perceptual class shows, when object is in the opposite side to that of the basket the robot must move it from its current gripper to the other one.

It is also easy to see that P-node 0 and P-node 1 are complementary. The first one corresponds to the GraspObject policy, which needs to define an area in which the object is reachable. The other one is related to the Ask nicely policy, which requires a definition of the areas in which the object cannot be reached.
On the other hand, the case of P-node 5 is a clear example of the grounding of the P-nodes. This P-node corresponds to the \textit{Hold with two hands} policy for the same goal and in the same world as P-node 0. To be able to grasp the object with its two hands, the object must be right in front of the robot and, due to the structure of its arms and the position of the table, there is a very small window of distances from the robot and angles with respect to the central line of the table where it is feasible to do it. This is what the P-node is showing by defining the activation of the perceptual class in the distance up to around 0.38 and the angle interval of a maximum of between around $-0.25$ to $+0.25$ in the widest point.

The main conclusion that can be derived from these figures is that the approach presented here is able to identify and clearly define the P-nodes it requires in order to segment the perceptual space as a function of the context (domain and task) that must be addressed. It creates well established borders delimiting where the P-node should be activated and, if one looks closely at the resulting distributions, they actually make a lot of sense in terms of perceptual classes from a human point of view. Resorting to the cases analyzed in the previous paragraphs,
characterized along an independent binary sensorial
or harder. For instance, some perceptual classes are

There are dependencies among the different
dimensions, as in the case of reaching to grasp
an object (P-node 0, for instance), are much more
difficult to learn. In fact, they usually require a very
large number of perceptual instances, trials of the
system in the world, especially in the class extensive
and often tortuous borders, so that they can delimit
these borders with an appropriate resolution. Thus,
there is room for improvement in the algorithms that
characterize P-nodes so that more precise delimita-
tions can be achieved with fewer trials.

Notwithstanding this, the performance of the sys-
tem is quite robust. It is capable of identifying regu-
larities in its interaction with environments under
different motivations to establish associative rela-
tionships among the different knowledge nuggets it
has acquired reflecting and remembering contexts in
configural representations. This allows it to operate
in different contexts without interference effects. It
is also able to aggregate events into context depen-
dent categories, which in the case of perception
means establishing and delimiting the appropriate
task related perceptual classes. In other words, it
fulfills the requirements that were established at the
beginning.

### 6. Conclusions

This paper proposes a general structure for a LTM
within a cognitive architecture in open-ended learn-

The basic architectural structure is enhanced by the addition of two new
classes of knowledge nuggets: C-nodes, which allow
for the storage of configural associations in a very
straightforward manner, and P-nodes, which repre-
semt perceptual classes.

A mechanism is proposed for the general oper-
ation of this type of LTM in terms of experience
based decision processes. This mechanism is diag-
nostic to the algorithms used for the delimitation of
P-nodes. However, in order to provide a complete
description and analysis of the operation of the sys-
tem, we have proposed a very simple point-based
algorithm for the autonomous delimitation of perceptual classes by the P-nodes as the system interacts with the world. P-nodes, together with the determination of relevant contextual relationships as provided by C-nodes, allow for the creation of a LTM capable of learning and performing experience based or “automatic” decision processes that can help the system to fluidly interact with the world.

One very important characteristic of this type of memory that is basic for open-ended learning, is the lack of memory interference effects with regards to context, thus allowing for the system to be able to learn to operate in different worlds under different goals when it experiences them in an inter-spersed manner, much like living beings do. A second very important characteristic is that the capability of autonomously generating perceptual classes associated to different worlds and tasks permits segmenting the world into semantically loaded categories, associated to contexts, that can later be used in higher level reasoning and planning processes.

In this paper we have concentrated mostly on the perceptual and context related aspects of LTM, taking the executive component as given. However, the executive aspects are also quite important in terms of achieving cognition. In this line, policies may be parameterized and, consequently, may also define a continuous parameter space that would require of its autonomous generalization into executive classes (E-nodes). Additionally, both P-nodes and E-nodes may be organized into perceptual and executive hierarchies, parts of which can be reused for new contexts. That is, they are compositional knowledge nuggets from which we may take advantage. Finally, as indicated in the paper, different representations of P-nodes and E-nodes could lead to more precise delimitations of these areas and, thus, better performance of the systems that use this approach. In fact, for the sake of homogeneity, as the rest of the knowledge nuggets in the architecture are represented through ANNs, an ANN based representation of these new structures would make a lot of sense. These are all problems we are working on now and that provide good avenues of future research.
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