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Abstract—This work studies federated learning (FL) over a fog radio access network, in which multiple internet-of-things (IoT) devices cooperatively learn a shared machine learning model by communicating with a cloud server (CS) through distributed access points (APs). Under the assumption that the fronthaul links connecting APs to CS have finite capacity, a rate-splitting transmission at IoT devices (IDs) is proposed which enables hybrid edge and cloud decoding of split uplink messages. The problem of completion time minimization for FL is tackled by optimizing the rate-splitting transmission and fronthaul quantization strategies along with training hyperparameters such as precision and iteration numbers. Numerical results show that the proposed rate-splitting transmission achieves notable gains over benchmark schemes which rely solely on edge or cloud decoding.
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I. INTRODUCTION

To alleviate the constraints on privacy and communication resources, centralized machine learning algorithms are envisioned to be replaced with distributed learning frameworks, in which distributed internet-of-things (IoT) devices collaboratively train a shared machine learning model while communicating with a cloud server (CS) [1]. In federated learning (FL), which is one of the most emerging distributed learning frameworks, IoT devices (IDs) upload locally trained models to CS [2]–[6]. Accordingly, we can protect the privacy of local dataset and save the spectrum resource. To avoid long latency required for exchange of local and global model updates between IDs and CS, edge learning has been actively studied, which enjoys low latency by bringing the decision-making tasks closer to IDs [7]. However, proximate edge servers should perform partial model aggregation with limited computing powers. In this work, we focus on the cloud-based FL at CS, which cooperates with a wider range of IDs and has more access to data. To alleviate the communication bottleneck, we address the signal processing design of IDs, distributed access points (APs), and CS for low-latency transmission on wireless and fronthaul links.

In [4], wireless communication for FL was studied under a single-cell scenario, in which IDs communicate with a single AP directly connected to a CS. More complicated scenarios with multiple APs were discussed in [3], [5]. The problems of minimizing the energy consumption at IDs were tackled in [3], [4], while the completion time minimization for FL was addressed in [5]. For the transmission over wireless channel, frequency division multiple access (FDMA) was assumed in [4], and non-orthogonal transmission across IDs was considered in [3], [5]. Regarding the fronthauling strategy, [3] assumed that the fronthaul links can carry the uplink received signals of APs to the CS without distortion and latency. This assumption can be made possible only when the fronthaul links have sufficiently large capacity compared to the uplink bandwidth. The work in [5] addressed a more challenging and realistic case, where the capacity of fronthaul links is limited. The edge decoding strategy is considered, whereby each AP decodes the messages sent by the associated IDs and transmits the decoded information on fronthaul. However, when the fronthaul links have sufficient capacity, cloud decoding would be a more efficient strategy, in which the fronthaul links carry quantized and compressed version of the uplink signals, and a joint cloud decoding at CS is followed.

In this work, we study FL over a fog radio access network (RAN), in which multiple APs cooperate to handle a machine learning task by repeatedly uploading locally updated models to a CS through distributed APs. We aim at achieving the advantages of both the edge and cloud decoding strategies by adopting rate-splitting transmission at IDs. The effectiveness of the rate-splitting approach has been reported in [8]–[11] in terms of overcoming the impairments caused by channel state information (CSI) uncertainty and generalizing existing multiple access techniques. The degrees-of-freedom (DoFs) region of the rate-splitting scheme was analyzed in [8] for multi-cell multiple-input single-output (MISO) interference channel (IC) with arbitrary CSI quality. A generalized linearly precoded multiple access scheme referred to as rate-splitting multiple access was proposed in [9] which subsumes conventional space-division and non-orthogonal multiple access schemes as special cases. In [10], the advantages of the rate-splitting transmission were studied for MISO broadcast channel (BC) with heterogeneous CSI qualities among users in terms of DoFs and average sum-rate. We refer to [11] for a comprehensive overview of rate-splitting techniques including appealing applications and standardization issues.

In this work, we study an application of the rate-splitting transmission for fog-RAN-assisted FL. In the proposed rate-splitting scheme, each ID splits its message into two submessages, which are encoded to independent data streams, and the two encoded signals are delivered to CS by means of superposition coding and edge and cloud decoding strategies. We minimize the competition time of the FL algorithm. Our design includes the joint optimization of the rate-splitting transmission and fronthaul quantization strategies along with hyperparameters of training algorithms, in particular, the algorithm precision and iteration numbers satisfying a target learning performance. Numerical results validate the advantages of the proposed FL system in terms of completion time.

II. FEDERATED LEARNING SYSTEM OVER FOG-RAN

We consider an FL system in a fog network, in which a CS and $N_f$ IDs collaboratively learn a machine learning model through $N_A$ APs. The IDs and APs, each equipped with $M_f$ and $M_A$ antennas, communicate on wireless access channels. The APs are connected to the CS via orthogonal digital fronthaul links each of capacity $C_f$ bits per second (bps). We define the index sets $N_f \triangleq \{1, \ldots, N_f\}$ and $N_A \triangleq \{1, \ldots, N_A\}$. The goal of FL is to find a parameter vector $w \in \mathbb{R}^d$ of a machine learning model with distributed datasets.
at IDs. Such a problem can be formulated as the minimization of a global loss function \( f_L(w) = (1/\sum_{i \in N} D_i) \sum_{k \in M} D_k f_{L,k}(w) \) where \( f_{L,k}(w) \) represents the local loss function computed at ID \( k \) using \( D_k \) data samples.

Fig. 1 illustrates the overall procedure of the FL containing \( n_G \) global iterations. Each global iteration consists of four steps: local computation at IDs; local model upload from IDs to CS through APs; model aggregation at CS; and model broadcast from CS to IDs through APs. Individual IDs update their local parameter vectors using, e.g., the gradient descent (GD) method, with \( n_L \) local iterations. Updated models are then sent to distributed APs through wireless uplink channels, and each AP conveys received local models to the CS via capacity-constrained fronthaul links. After aggregating local models, the CS broadcasts a global model to all IDs. These are repeated for \( n_G \) global iterations.

The iteration numbers \( n_G \) and \( n_L \) depend on the target accuracy levels and the adopted FL algorithm. According to the analysis in [4], these are lower-bounded as

\[
\begin{align*}
  n_L & \geq 2/((2 - \delta)\log(1/\eta_L)), \\
  n_G & \geq 2\beta^2 \ln(1/\eta_G)/\left(\alpha^2\xi(1 - \eta_L)\right),
\end{align*}
\]

where \( \eta_L \) and \( \eta_G \) respectively indicate the target accuracy levels for local and global optimization problems, and \( \delta \) denotes the learning rate. Constants \( \alpha, \beta, \) and \( \xi \in (0, \alpha/\beta) \) are determined by the properties of the local training problem. Following [4], [6], we set \( \alpha = 2, \beta = 4, \delta = 1/4, \) and \( \xi = 1/10, \) but the optimization algorithm proposed in this work can be applied for arbitrary values. The global accuracy target \( \eta_G \) is related to the number of the global FL iterations \( n_G \), and thus it can be fixed in advance. On the contrary, the local accuracy \( \eta_L \) affects both the global and local iterations and invokes a nontrivial tradeoff. Reducing the local accuracy target \( \eta_L \) imposes a smaller deviation from optimal solutions, requires a more local iterations \( n_L \), but at the same time, can reduce the global FL repetitions \( n_G \). Thus, we need to carefully design \( n_L \) along with the transmission strategy over wireless and fronthaul access links.

Thanks to the powerful computing resources of CS and higher transmission power of APs, the latency of the model aggregation and global model broadcast steps is negligible compared to that of the operations of IDs [4]–[6]. Thus, we can model the completion time \( \tau_{total} \) as

\[
\tau_{total} = n_G \left( \tau_C + \tau_W + \tau_F \right),
\]

where \( \tau_C \) is the local computation time and \( \tau_W \) and \( \tau_F \) respectively denote the latency associated with wireless and fronthaul access of the local model upload step. Let \( \tau_L \) be the local computing capacity of ID \( k \) in CPU cycles per second. It is assumed that \( n_C \) CPU cycles are required for processing one data sample. Then, the local computation time at ID \( k \) is given as \( n_L n_C D_k / \tau_L \). The overall computation time \( \tau_C \) is thus dominated by the worst-case ID as

\[
\tau_C = \max_{k \in N} n_L n_C D_k / \tau_L.
\]

We express the received signal vector \( y_i \in C^{MA} \) of AP \( i \) on the wireless uplink channel of bandwidth \( B \) Hz as

\[
y_i = \sum_{k \in N} H_{i,k} x_k + z_i,
\]

where \( H_{i,k} \in C^{MA \times M_f} \) represents the transmitted signal of ID \( k \) encoding its local model parameter, and \( z_i \sim CN(0, \sigma_i^2 I) \) is the noise at AP \( i \). All IDs are subject to the transmit power constraint \( E[||x_k||^2] \leq P_i \). We assign a serving AP \( i_k \in N_A \) for ID \( k \) to process the signal \( x_k \). For given \( i_1, i_2, \ldots, i_N \), we define the set \( N_i,c \subseteq N_I \) of IDs served by AP \( i \), i.e.,

\[
N_i,c = \{ k \in N_I | i_k = i \}.
\]

Accordingly, the edge-decoding signals \( s_{E,k} \) of the IDs \( k \in N_i,c \) are decoded by EN \( i \) and forwarded to the CS. In this work, we assume that the AP-ID association \( N_i,c \) is arbitrarily predetermined and leave the optimization of those variables for future work.

III. RATE-SPLITTING TRANSMISSION OF LOCAL MODELS

This section discusses the process of transmitting the locally updated models at IDs to the CS through distributed APs. One straightforward approach is a hard selection of decoding nodes for individual IDs. Each ID \( k \) encodes the parameter vector of its local model into a single data message that can be decoded either by the serving AP \( i_k \) (i.e., edge decoding) or the CS (i.e., cloud decoding). If the capacity \( C_F \) of fronthaul links is sufficiently large, it is desirable to select cloud decoding whereby the CS utilizes the uplink received signals of all the connected APs for centralized interference management. However, if the fronthaul capacity \( C_F \) is limited, the uplink signals reported to CS via fronthaul may contain quantization distortion noise of significant power. For this reason, for small \( C_F \), it is better to perform local edge decoding at APs avoiding the quantization distortion, even at the cost of the degradation by interference signals [12]. This observation invokes the combinatorial optimization of selecting one of the edge decoding and cloud decoding strategies for every ID, requiring an exhaustive search over \( 2^{N_I} \) possible cases.

To achieve the advantages of both decoding strategies avoiding a complicated search, we adopt the rate-splitting transmission [8], [10] which softly combines these two extreme decoding policies. Such a hybrid design facilitates an optimized APs-CS coordination for the successful decoding of local machine learning models, thereby improving the quality of the model aggregation at the CS. This approach is particularly beneficial for finite \( C_F \) that suffer from the nontrivial tradeoff between fronthaul overhead and centralized interference management.

The local model of ID \( k \) is assumed to be represented in \( d_k \) bits. Unlike the straightforward approach described above, ID \( k \) divides the \( d_k \) bits into two bit strings of size \( d_{E,k} \) and \( d_{C,k} \) bits, which satisfy

\[
d_{E,k} + d_{C,k} = d_k, \quad d_{E,k} \in [0, d_k].
\]
based on the local uplink signal $y_{ik}$, and the other signal $s_{C,k}$ is decoded by the CS based on quantized signals received from all APs on fronthaul, which will be detailed in this section. Transmit covariance $Q_k, k \geq 0$ and $Q_{C,k} \geq 0$ are optimized along with the bit splitting variables $d_E,k$ and $d_C,k$. Such an optimization policy can achieve performance at least those of edge decoding and cloud decoding schemes. ID $k$ transmits a superposition of the two signals $s_{E,k}$ and $s_{C,k}$, i.e.,

$$x_k = s_{E,k} + s_{C,k}. \tag{8}$$

With (8), the power constraint at ID $k$ can be rewritten as $tr(Q_{E,k}) + tr(Q_{C,k}) \leq P_k$.

APs decode the edge-decoding signals $\{s_{E,k}\}_{k \in N_A}$ of the assigned IDs $N_A$ using its uplink received signal $y_i$. We assume independent decoding of those signals to prevent decoding latency. Then, the data rate $R_{E,k}$ of each signal $s_{E,k}, k \in N_A$, is given by $R_{E,k} = B \log_2 \det(1 + W_{E,k} H_{E,k} Q_{E,k} H_{E,k}^H)$.

Following the rate-distortion theory \cite{13}, the quantized version of the signal needs to be quantized and compressed to a bit stream prior to fronthauling. The resulting output $\hat{y}_i = y_i - \sum_{l \in N_A} H_i, l s_{E,l} + z_i$. \tag{10}

Along with the edge-decoding signals $\{s_{E,k}\}_{k \in N_A}$, the signal $\hat{y}_i$ is then transferred to the CS to perform the cloud decoding of $\{s_{E,k}\}_{k \in N_A}$. As the fronthaul link carrying the signal $\hat{y}_i$ has a finite capacity of $C_F$ bps, the signal needs to be quantized and compressed to a bit stream prior to fronthauling.

Following the rate-distortion theory \cite{13}, the quantized version of $\hat{y}_i$, that is obtained by decompressing the bit stream at the CS, can be modeled as

$$\hat{y}_i = \tilde{y}_i + q_i. \tag{11}$$

where the quantization noise $q_i$ is independent of $\tilde{y}_i$ and distributed as $q_i \sim \mathcal{CN}(0, \Omega_i)$. For a given $\Omega_i$, the quantized signal $\tilde{y}_i$ can be represented by $B \log_2 \det(I + W_{A,i} H_{A,i} Q_{A,i} H_{A,i}^H)$. \tag{12}

$$g_{i}(Q, \Omega_i) = I(\hat{y}_i; \tilde{y}_i) = \log_2 \det(I + Q_{i}^{-1} W_{A,i}). \tag{12}$$

with $W_{A,i} \triangleq \sigma_i^2 I + \sum_{l \in N_A} H_{i,l} Q_{E,l} H_{E,l}^H + \sum_{l \in N_A} H_{l,i} Q_{C,l} H_{C,l}^H$.

The CS leverages the fronthaul-received signals $\{\hat{y}_i\}_{i \in N_A}$ for decoding the cloud-decoding signals $\{s_{C,k}\}_{k \in N_A}$ transmitted by all IDs. Let $\mathbf{y} \triangleq [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_{N_A}]^H \in \mathbb{C}^{N_A}$ be a vector stacking all the fronthaul-received signals utilized for cloud decoding. Then, it can be expressed as

$$\mathbf{y} = \sum_{i \in N_A} H_i s_{C,i} + \sum_{i \in N_A} H_{E,i} s_{E,i} + z + q, \tag{13}$$

where $H_k \triangleq [H_{E,k}^H H_{C,k}^H, H_{E,k}^H H_{C,k}^H, \ldots, H_{E,k}^H H_{C,k}^H]^H$, $H_{E,k} \triangleq [H_{E,1,k}^H H_{E,2,k}^H \ldots H_{E,N_A,k}^H]^H, q \triangleq [q_1 q_2 \ldots q_{N_A}]^H$, $H_{E,i,k} = H_{E,k} \cdot 1(i \neq i_k)$ with $1(\cdot)$ equal to the indicator function returning 1 if the input statement is true and 0 otherwise. The stacked quantization noise signal $q$ is distributed as $q \sim \mathcal{CN}(0, \Omega)$ with $\Omega \triangleq \text{diag}((\Omega_i)_{i \in N_A})$.

We assume that the CS decodes each signal $s_{C,k}$ from the fronthaul-received signals $\hat{y}_i$ in (13) after eliminating the impact of the edge-decoding signals $\{s_{E,i}\}_{i \in N_A}$, which have been decoded by and forwarded from the APs. The interference signals $\{s_{C,l}\}_{l \in N_A}$ are treated as additive noise to enable time-efficient parallel decoding. Then, the data rate $R_{C,k}$ of $s_{C,k}$ is given as $R_{C,k} = B \log_2 \det(1 + W_{C,k} H_{C,k} Q_{C,k} H_{C,k}^H)$, \tag{13}

Here, we define $W_{C,k} \triangleq \sigma_i^2 I + \sum_{l \in N_A} H_{C,l} Q_{C,l} H_{C,l}^H$. The transmission time $\tau_W$ from ID$s$ to APs on the wireless uplink channel is given as

$$\tau_W = \max_{k \in N_A} \left( \sum_{k \in N_A} d_{E,k} + B \log_2 \det(I + W_{E,k} H_{E,k} Q_{E,k} H_{E,k}^H) \right) / C_F. \tag{16}$$

IV. COMPLETION TIME MINIMIZATION

We address the joint optimization of the transmit covariance $Q$ and the quantization noise covariance $\Omega$, along with the target local accuracy $\eta_L$ which affects both the numbers $n_L$ and $n_G$ of local and global iterations, aiming at minimizing the completion time $\tau_{total}$ in (3). We assume that the target global accuracy level $n_G$ is predetermined, since it is a requirement that should be satisfied by the proposed FL system. We can formulate the problem as

$$\min_{Q, R, \tau_{total}, \Omega} \tau_{total}.$$ \tag{17a}

s.t. $\tau_C \geq n_L \tau_{DC} / c_k, k \in N_I, \tag{17b}$

$\tau_W \geq d_{E,k} / R_{m,k}, k \in N_I, m \in \{E, C\}, \tag{17c}$

$\tau_F \geq \sum_{k \in N_I} d_{E,k} / C_F, i \in N_A, \tag{17d}$

$R_{E,k} \leq B f_{E,k}^s(Q), k \in N_I, \tag{17e}$

$R_{C,k} \leq B f_{C,k}^s(Q), k \in N_I, \tag{17f}$

$R_{F,i} \geq g_i(Q, \Omega_i), i \in N_A, \tag{17g}$

$n_L \geq u_L \log_2 n_L, \tag{17h}$

$n_G \geq v_G / (1 - \eta_L), \tag{17i}$

$\text{tr}(Q_{E,k}) + \text{tr}(Q_{C,k}) \leq P_k, k \in N_I, \tag{17j}$

$d_{E,k} + d_{C,k} = d_k, d_E, k \in [0, d_k], k \in N_I, \tag{17k}$

with the notations $R \triangleq [R_{E,k}]_{k \in N_I} [R_{C,k}]_{k \in N_I} [R_{F,i}]_{i \in N_A}, \tau \triangleq [\tau_{C}, \tau_{W}, \tau_{F}]$, $d \triangleq [d_{E,k}]_{k \in N_I} [d_{C,k}]_{k \in N_I}$, and $n \triangleq [n_L, n_G]$. We
have also defined the constants $v_k = 2/(2 - \beta \lambda) \alpha$ and $v_G = - (2 \beta^2 \ln \eta_G)/(\alpha^2 \xi)$. The constraints (17b), (17c), and (17d) impose that the computation time $\tau_C$, the wireless transmission time $\tau_W$, and the fronthaul transmission time $\tau_F$ are lower bounded by the right-hand sides (RHSs) of (4), (15), and (16), respectively. In order to make the constraint (16) more tractable, we have replaced the function $g_i(Q, \Omega_i)$ in (16) with a variable $R_F,i$ adding a constraint $R_F,i \geq g_i(Q, \Omega_i)$ in (17g). In the constraints (17e) and (17f) on the data rates $R_{C,k}$ and $R_{C,k}$ of the edge-decoding and cloud-decoding signals, the RHSs represent the maximum achievable data rates explained in Sec. III. The constraints (17h) and (17i) on the numbers of local $n_{\Lambda}$ and global iterations $n_G$ come from (1) and (2). The constraint (17j) imposes the transmission power constraints at all IDs, and the last constraint (17k) rewrites (7).

To find an efficient solution of the non-convex problem (17), we propose an iterative algorithm, which repeatedly updates the optimization variables by solving the convex problems obtained by convexifying the non-convex functions. First, we replace the non-convex cost function in (17a) with an epigraph variable $\lambda_{\text{total}}$ constrained as

$$\frac{\tau_{\text{total}}}{n_G} \geq \tau_C + \tau_W + \tau_F.$$

From [15, Prop. 1], the constraint (18) holds if there exists $\lambda_{\text{total}}$ satisfying

$$2\lambda_{\text{total}} \tau_{\text{total}}^{1/2} - \lambda_{\text{total}}^2 n_G \geq \tau_C + \tau_W + \tau_F.$$

Note that (19) is a convex constraint if the auxiliary variable $\lambda_{\text{total}}$ is fixed. Also, the optimal $\lambda_{\text{total}}$ that makes (19) equivalent to (18) is given as

$$\lambda_{\text{total}} = 1/2 \tau_{\text{total}}/n_G.$$

Similarly, we replace the non-convex constraints (17c) and (17d) with the following constraints:

$$2\lambda_{W,m,k} \tau_W^{1/2} - \lambda_{W,m,k}^2 d_{m,k} \leq 1/R_{m,k},$$

$$k \in N_f, m \in \{E, C\},$$

$$\tau_F \geq \left( \sum_{k \in N_I} d_{E,k} + B \mu_{F,i} \right)/C_F, i \in N_A,$$

$$\lambda_{W,m,k} = \tau_W^{1/2}/d_{m,k}, \text{ and } \lambda_{F,i} = \mu_{F,i}/\tau_W.$$

According to [15, Thm. 2], the following constraint is a sufficient condition for the non-convex constraint (17e):

$$R_{E,i}/B \leq \log_2 \det(I + Q_{E,i}) + \max_{m \in \{E, C\}} \frac{1}{2} R_{m,k}^2$$

$$+ \max_{m \in \{E, C\}} \frac{1}{2} \sum_{m \in \{E, C\}} Q_{m,k}^2 + \max_{m \in \{E, C\}} \frac{1}{2} \sum_{m \in \{E, C\}} Q_{m,k}^2$$

$$\leq \max_{m \in \{E, C\}} \frac{1}{2} \sum_{m \in \{E, C\}} Q_{m,k}^2,$$

$$k \in N_A, \text{ with } \bar{Q}_{E,k} = Q_{E,k}^{1/2},$$

$$\text{The constraint (23) is convex for fixed } \Gamma_{E,k} \text{ and } \Theta_{E,k} \text{ and is equivalent to (17e) if}$$

$$\Gamma_{E,k} = \bar{Q}_{E,k}^{1/2} H_{i_k,k}^{1/2} W_{E,k}^{1/2} H_{i_k,k}^{1/2} H_{i_k,k}^{1/2} \bar{Q}_{E,k}^{1/2},$$

$$\Theta_{E,k} = \left( W_{E,k} + H_{i_k,k} Q_{E,k} H_{i_k,k}^{1/2} H_{i_k,k}^{1/2} \right)^{-1} H_{i_k,k} \bar{Q}_{E,k}.$$
Algorithm 1: Proposed Alternating Optimization Algorithm.

1: Initialize \( \{ \tilde{Q}, \Omega \} \) as arbitrary matrices that satisfy the constraints (17j), and set \( t \leftarrow 1 \).
2: Compute the completion time in (3) with the initial \( \{ \tilde{Q}, \Omega \} \) and store to \( \tau_{\text{total}}^{(t)} \).
3: Set the variables \( \{ \lambda, \Gamma, \Theta, \Sigma \} \) as (20), (22), (24), (26), and (28).
4: Update the primary variables \( \{ \tilde{Q}, \Omega, d, n_E \} \) as a solution of the convex problem obtained by fixing \( \{ \lambda, \Gamma, \Theta, \Sigma \} \) in problem (29).
5: Compute the completion time in (3) with the updated \( \{ \tilde{Q}, \Omega \} \) and store to \( \tau_{\text{total}}^{(t+1)} \).
6: Stop if \( |\tau_{\text{total}}^{(t+1)} - \tau_{\text{total}}^{(t)}| < \epsilon_0 \) or \( t \geq t_{\text{max}} \). Otherwise, go back to Step 3 with \( t \leftarrow t + 1 \).

---

![Fig. 2. Average completion time \( \mathbb{E}[\tau_{\text{total}}] \) versus the fronthaul capacity \( C_F \).](image)

![Fig. 3. Average optimized local accuracy level \( \mathbb{E}[\eta_L] \) versus \( C_F \).](image)

![Fig. 4. Average completion time \( \mathbb{E}[\tau_{\text{total}}] \) versus the number \( N_A \) of APs.](image)

---

V. NUMERICAL RESULTS

We evaluate the performance of the fog-RAN-assisted FL system which adopts the proposed optimized rate-splitting scheme and compare with the following schemes: Edge-decoding only \( (d_{E,k} = d_k, \forall k \in N_A) \) and cloud-decoding only schemes \( (d_{E,k} = 0, \forall k \in N_A) \). IDs and APs are randomly distributed within a region of radius 200 m while satisfying the minimum separation of 10 m. The Rayleigh fading model is adopted as \( h_{i,k} = p_0(\text{dist}_{i,k}/d_{\text{ref}})^{-\gamma}h_{i,k} \), where \( \text{dist}_{i,k} \) is the distance between ID \( k \) and AP \( i \), \( p_0 = 10 \) dB stands for the path-loss at reference distance \( d_{\text{ref}} = 50 \) m, and the small-scale fading \( h_{i,k} \) is distributed as \( \mathcal{CN}(0, 1) \). The parameters of local computing tasks are set to \( D_i = 500, d_k = 28 - 10^{-3}, c_k = 3 \cdot 10^8 \), and \( n_C \in \{200, 2000\} \) [3], [4], [6]. We also fix \( \tau_0/\sigma^2 = 10 \) dB, \( B = 20 \) MHz, \( (M_I, M_A) = (1, 2) \), and \( n_R = 10^{-3} \) unless stated otherwise.
scheme cannot be counter-balanced by the advantage of cooperative decoding among small number of APs.

VI. CONCLUSION

We have studied a fog-RAN-assisted FL system with finite-capacity fronthaul links. To enable flexible hybrid edge and cloud decoding strategies, we have proposed a rate-splitting transmission scheme and have tackled the problem of minimizing the completion time of FL with a given target global accuracy requirement. Via numerical results, we have checked the performance gain of the proposed optimized rate-splitting scheme over benchmark schemes and observed the impacts of various system parameters on the performance gains and the optimized local accuracy level. Among interesting open problems, we mention the optimization of global accuracy level and identifying its relation to test accuracy in actual learning tasks.
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