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Abstract—Automatic sleep scoring is essential for the diagnosis and treatment of sleep disorders and enables longitudinal sleep tracking in home environments. Conventional methods involve learning-based automatic sleep scoring on single-channel electroencephalogram (EEG) is actively studied because obtaining multi-channel signals during sleep is difficult. However, learning representation from raw EEG signals is challenging owing to the following issues: 1) sleep-related EEG patterns occur on different temporal and frequency scales and 2) sleep stages share similar EEG patterns. To address these issues, we propose a deep learning framework named SleePyCo that incorporates 1) a feature pyramid and 2) supervised contrastive learning for automatic sleep scoring. For the feature pyramid, we propose a backbone network named SleePyCo-backbone to consider multiple feature sequences on different temporal and frequency scales. Supervised contrastive learning allows the network to extract class discriminative features by minimizing the distance between intra-class features and simultaneously maximizing that between inter-class features. Comparative analyses on four public datasets demonstrate that SleePyCo consistently outperforms existing frameworks based on single-channel EEG. Extensive ablation experiments show that SleePyCo exhibits enhanced overall performance, with significant improvements in discrimination between the N1 and rapid eye movement (REM) stages.

Index Terms—Automatic sleep scoring, multiscale representation, feature pyramid, metric learning, supervised contrastive learning, single-channel EEG.

1 INTRODUCTION

Sleep scoring, also referred to as “sleep stage classification” or “sleep stage identification,” is critical for the accurate diagnosis and treatment of sleep disorders [1]. Individuals suffering from sleep disorders are at risk of fatal complications such as hypertension, heart failure, and arrhythmia [2]. In this context, polysomnography (PSG) is considered the gold standard for sleep scoring and is used in the prognosis of typical sleep disorders (e.g., sleep apnea, narcolepsy, and sleepwalking) [3]. PSG consists of the biosignals associated with bodily activities such as brain activity (electroencephalogram, EEG), eye movement (electrooculogram, EOG), heart rhythm (electrocardiogram, ECG), and chin, facial, or limb muscle activity (electromyogram, EMG). Generally, experienced sleep experts examine these recordings based on sleep scoring rules and assign 20- or 30-s segments of the PSG data (called “epoch”) to a sleep stage. Rechtschaffen and Kales (R&K) [4] and American Academy of Sleep Medicine (AASM) [5] standards serve as typical sleep scoring rules. The R&K standard classifies sleep stages into wakefulness (W), rapid eye movement (REM), and non-REM (NREM). NREM is further subdivided into S1, S2, S3, and S4 or N1, N2, N3, and N4. In the AASM rule, N3 and N4 are merged into N3, and it categorizes the PSG epochs into five sleep stages. Recently, the improved version of R&K—the AASM rule—has been widely utilized in manual sleep scoring. According to this rule, sleep experts should visually analyze and categorize the epochs of the entire night to form a hypnogram. Thus, manual sleep scoring is an arduous and time-consuming process [6]. By contrast, machine learning algorithms require less than a few minutes for sleep scoring [7], and their performance is comparable to that of sleep experts [8]. Therefore, automatic sleep scoring is highly desired for fast and accurate healthcare systems.

Several methods have been developed for automatic sleep scoring based on deep neural networks. Basic one-to-one schemes that utilize a single EEG epoch and produce its corresponding sleep stage, were proposed as early methods [9], [10]. In addition, one-to-many (i.e., multitask learning) [11] schemes have been presented. Because the utilization of multiple EEG epochs offers advantageous performance, several many-to-one methods [12], [13], [14], [15], the method of predicting the sleep stage of the target epoch with the given PSG signals, and many-to-many (i.e., sequence-to-sequence) [7], [16], [17] methods have been proposed for automatic sleep scoring. The existing methods are generally based on convolutional neural networks (CNNs) [9], [11], [12], [13], [14], [18], [19], recurrent neural networks (RNNs) [17], deep belief networks (DBNs) [20], convolutional recurrent neural networks (CRNNs) [7], [15], [16], [21], [22], [23], [24], fully convolutional networks (FCNs) [25], [26], transformer [27], CNN+Transformer [10], [28], and other network architectures [29], [30].

To obtain an improved representation from EEG, the architectures are designed to extract multiscale features with varying temporal and frequency scales [9], [16], [22], [28], [30], [31], [32]. Phan et al. [9] and Qu et al. [28] used two distinct widths of max-pooling kernels on the spectrogram. Supratak et al. [16], Fiorillo et al. [31], and Huang et al. [30] designed two-stream networks with two distinct filter...
widths of the convolutional layer in representation learning. Further, Sun et al. [22] and Wang et al. [32] utilized convolutional layers with two or more distinguished filter widths in parallel. These studies utilized feature maps with different receptive field sizes to obtain richer information from given input signals. However, they could not obtain the advantages of multi-level features, which represent broad temporal scales and frequency characteristics.

Automatic scoring methods based on batch contrastive approaches have been proposed [33], [34], [35] to improve the representation of PSG signals without labeled data, as multiple self-supervised contrastive learning frameworks have been proposed for visual representation [36], [37], [38]. These batch-based approaches have been extensively studied because they outperform the traditional contrastive learning methods [39] such as the triplet [40] and N-pair [41] strategies. Mohsenvand et al. [42] proposed self-supervised contrastive learning for electroencephalogram classification. Jiang et al. [43] proposed self-supervised contrastive learning for EEG-based automatic sleep scoring. CoSleep [35] presented self-supervised learning for multiview EEG representation between the raw signal and spectrogram for automatic sleep scoring. These studies only solve the problem of lack of labeled PSG data and do not focus on accurate automatic scoring. Furthermore, they do not leverage the large amount of annotated PSG data.

To address the aforementioned limitations, we propose SleePyCo, which jointly utilizes a feature pyramid [42] and supervised contrastive learning [43] to realize automatic sleep scoring. In SleePyCo, the feature pyramid considers broad temporal scales and frequency characteristics by utilizing multi-level features. The supervised contrastive learning framework allows the network to extract class discriminative features by minimizing the distance of intra-class features and maximizing that of inter-class features. We verified through an ablation study that the feature pyramid and supervised contrastive learning show synergies. Further, we analyzed the results from the perspective of sleep scoring criteria.

2 Model Architecture
2.1 Problem Statement
The proposed model is designed to classify L successive single-channel EEG epochs into sleep stages for the L-th input EEG epoch (called the target EEG epoch). Formally, L successive single-channel EEG epochs are defined as $X^{(L)} \in \mathbb{R}^{3000 \times 1}$, and the corresponding ground truth is denoted as $y^{(L)} \in \{0, 1\}^{N_c}$, where $y^{(L)}$ denotes the one-hot encoding label of the target EEG epoch and $\sum_{y_j=1}^{N_c} y^{(L)}_j = 1$. $N_c$ indicates the number of classes and was set as 5, following the five-stage sleep classification in the AASM rule [5]. $X^{(L)}$ can be described as $X^{(L)} = \{x_1, x_2, ..., x_L\}$, where $x_i \in \mathbb{R}^{3000 \times 1}$ is a 30-second single EEG epoch sampled at 100 Hz.

2.2 Model Components
The network architecture of SleePyCo was inspired by IITNet [15]. As reported in [15], considering the temporal relations between EEG patterns in intra- and inter-epoch levels is important for automatic sleep scoring because sleep experts analyze the PSG data in the same manner. However, EEG patterns exhibit various frequencies and temporal characteristics. For instance, the sleep spindles in N2 occur in the frequency range of 12–14 Hz between 0.5–2 s, whereas the slow wave activity in N3 occurs in the frequency range of 0.5–2 Hz throughout the N3 stage. To address this, we incorporated a feature pyramid into our model to enable multiscale representation because a feature pyramid can consider various temporal scales and frequency characteristics. This is based on the rationale that a feature pyramid considers various frequency components and spatial scales, such as shape and texture, in computer vision [46].

The proposed SleePyCo model comprises three major components: backbone network, lateral connections, and classifier network. The backbone network extracts feature sequences from raw EEG signals with multiple temporal scales and feature dimensions (number of channels). Thus, we designed a shallow network based on previous studies because they achieved state-of-the-art performance [7], [23], [25]. The lateral connections transform feature sequences with different feature dimensions into the same feature dimension via a single convolutional layer, resulting in a feature pyramid. For the classifier, a transformer encoder is employed to capture the sequential relations of EEG patterns on different temporal and frequency scales at sub-epoch levels.

2.2.1 Backbone Network
To facilitate the feature pyramid, we propose a backbone network, named SleePyCo-backbone, containing five convolutional blocks, as proposed in [15], [25]. Each convolutional block is formed by the repetition of unit convolutional layers in the sequence of 1-D convolutional layer, 1-D batch normalization layer, and parametric rectified linear unit
(PReLU) \[47\]. All convolutional layers have a filter width of 3, stride length of 1, and padding size of 1 to maintain the feature length within the same convolutional block. Max-pooling is performed between convolutional blocks to reduce the length of feature sequences. Additionally, a squeeze and excitation module \[48\] is included before the last activation function (PReLU) of each convolutional block. The details of the parameters, such as filter size, number of channels, and max-pooling size, are presented in Section 4.3.

Formally, SleePyCo-backbone takes \(L\) successive EEG epochs as input, obtaining the following set of feature sequences:

\[
\{ C_3^{(L)}, C_4^{(L)}, C_5^{(L)} \} = f(X^{(L)}; \theta_f),
\]

where \(C_i^{(L)}\) denotes the output of the \(i\)-th convolutional block of the backbone network, \(f(\cdot)\) represents the backbone network, and \(\theta_f\) indicates its trainable parameters. The size of the feature sequence can be denoted as \(C_i^{(L)} \in \mathbb{R}^{[3000L/r_i] \times c_i}\), where \(i \in \{3, 4, 5\}\) represents the stage index of the convolutional block, \(c_i \in \{192, 256, 256\}\) denotes the feature dimension, \(r_i \in \{5^2, 5^3, 5^4\}\) denotes the temporal reduction ratio, and \([\cdot]\) signifies the ceiling operation. Notably, the temporal reduction ratio \(r_i\) is derived from the ratio of the length of the input \(X^{(L)}\) to that of the feature sequence \(C_i^{(L)}\). The feature sequences from the first and second convolutional blocks were excluded from the feature pyramid owing to their large memory allocation. Thus, the stage indices of 1 and 2 were not considered in this study.

### 2.2.2 Lateral Connections

Lateral connections were attached at the end of the 3rd, 4th, and 5th convolutional blocks to form pyramidal feature sequences (i.e., feature pyramid) with identical feature dimensions. Importantly, the feature dimensions of the feature pyramid should be identical because all pyramidal feature sequences share a single classifier network. Because the feature vectors in the feature pyramid represent an assorted frequency meaning but the same semantic meaning (EEG patterns), the application of a shared classifier is appropriate in our methods. Formally, the feature pyramid \(\{ F_3^{(L)}, F_4^{(L)}, F_5^{(L)} \} \) can be obtained using the following equation:

\[
F_i^{(L)} = g_i(C_i^{(L)}; \theta_{g,i}),
\]

where \(g_i(\cdot)\) denotes the lateral connection for the feature sequence \(C_i^{(L)}\) with the trainable parameter \(\theta_{g,i}\). Each lateral connection consists of one convolutional layer with a filter width of 1 and results in a pyramidal feature sequence \(F_i^{(L)}\) that describes the same temporal scale with \(C_i^{(L)}\). Thus, the size of the pyramidal feature sequences is formulated as \(F_i^{(L)} \in \mathbb{R}^{[3000L/r_i] \times d_f}\). In this study, the feature dimension \(d_f\) was fixed at 128.

### 2.2.3 Classifier Network

The classifier network of SleePyCo can analyze the temporal context in the feature pyramid and output the predicted sleep stage of the target epoch \(\hat{y}^{(L)}\). Formally, we denote the classifier network as \(h(F_i^{(L)}; \theta_h)\), where \(\theta_h\) is the trainable parameter. We utilized the encoder part of the Transformer \[49\] for sequential modelling of the feature pyramid extracted from the raw single-channel EEG. Overall, recurrent architectures such as LSTM \[50\] and GRU \[51\] were widely adopted in automatic sleep scoring. Interestingly, the transformer delivered a remarkable performance in various sequential modeling tasks, including automatic sleep scoring \[27\], \[28\], \[52\]. Owing to the large number of parameters of the original transformer, we reduced the model dimension \(d_m\) (i.e., dimension of the queue, value, and query) and the feed-forward network dimension \(d_{FF}\) in comparison to the original ones. We used the original configuration of the number of heads \(N_h\) and the number of encoder layers \(N_e\). The parameters are detailed in Section 4.4.

Prior to the transformer encoder, a shared fully connected layer with PReLU is employed to transform the feature dimension of the feature pyramid into the dimen-
sion of the transformer encoder. Specifically, we denote the transformed feature pyramid as $P_i^{(L)} \in \mathbb{R}^{[3000L/r_i] \times d_m}$. This layer maps EEG patterns from various convolutional stages into the same feature space, and thus, the shared classifier considers the temporal context, regardless of the feature level. Subsequently, because the transformer encoder is a recurrent-free architecture, the positional encoding $P_i^{(L)} \in \mathbb{R}^{[3000L/r_i] \times d_m}$ should be added to the input feature sequences to blend the temporal information:

$$Z_i^{(L)} = F_i^{(L)} + P_i^{(L)},$$

(3)

where $P_i^{(L)} \in \mathbb{R}^{[3000L/r_i] \times d_m}$ denotes the positional encoding matrix for the $i$-th feature sequence. Herein, sinusoidal positional encoding was performed following a prior study [49]. However, because the same time indices are applicable at both ends of the pyramidal feature sequences, we modified the positional encoding to coincide with the absolute temporal position between them by hopping the temporal index of positional encoding. Thus, the element of $P_i^{(L)}$ at the temporal index $t$ and dimension index $k$ can be defined as

$$P_i^{(L)}(t,k) = \begin{cases} \sin \left( \frac{tR^{(i-3)} + \lfloor R^{(i-3)}/2 \rfloor}{10000k/d_m} \right), & \text{if } k \text{ is even,} \\ \cos \left( \frac{tR^{(i-3)} + \lfloor R^{(i-3)}/2 \rfloor}{10000k/d_m} \right), & \text{otherwise,} \end{cases}$$

(4)

where $\lfloor \cdot \rfloor$ denotes the floor operation and $R = r_i/r_{i-1}$ indicates a temporal reduction factor (set as 5 in this study). $P_i^{(L)}(t,k)$ degenerates into the original sinusoidal positional encoding for $i = 3$.

The output hidden states $H_i^{(L)} \in \mathbb{R}^{[3000L/r_i] \times d_m}$ for the $i$-th pyramidal feature sequence can be formulated as

$$H_i^{(L)} = \text{TransformerEncoder}(Z_i^{(L)}),$$

(5)

where TransformerEncoder(·) denotes the encoder component of the transformer. To integrate the output hidden states at various time steps into a single feature vector, we utilized the attention layer [53] [54] as [17]. Foremost, the output hidden states $H_i^{(L)}$ were projected into the attentional hidden states $A_i^{(L)} = \{a_{i,1}, a_{i,2}, \ldots, a_{i,T_i}\}$, where $T_i$ is $[3000L/r_i]$, via a single fully-connected layer. Thereafter, the attentional feature vector $a_i$ of the $i$-th pyramidal feature sequence can be formulated via a weighted summation of $a_{i,t}$ along the temporal dimension:

$$a_i = \sum_{t=1}^{T_i} \alpha_{i,t} a_{i,t},$$

(6)

where the attention weight $\alpha_{i,t}$ at time step $t$ is derived by

$$\alpha_{i,t} = \frac{\exp(s(a_{i,t}))}{\sum_t \exp(s(a_{i,t}))},$$

(7)

where $s(\cdot)$ denotes the attention scoring function that maps the attentional hidden state into a scalar value. Formally, this function is defined as

$$s(a) = aW_{\text{att}},$$

(8)

where $W_{\text{att}} \in \mathbb{R}^{d_m \times 1}$ represents the trainable parameter.

Upon using the attention feature vector $a$ obtained from Eq. 6, the output logits of the $i$-th pyramidal feature sequence, $o_i$, can be formulated as follows:

$$o_i = a_iW_a + b_a,$$

(9)

where $W_a \in \mathbb{R}^{d_m \times N_c}$ and $b_a \in \mathbb{R}^{1 \times N_c}$ denote the trainable weight and bias, respectively. Eventually, the sleep stage $\hat{y}^{(L)}$ of the target epoch was predicted based on the following relation.

$$\hat{y}^{(L)} = \arg\max(\sum_{i \in \{4,4,5\}} o_i),$$

(10)

where argmax(·) is the operation that returns the index of the maximum value.

3 Supervised Contrastive Learning

As illustrated in Fig. 2, our learning framework involves two training steps. The first step involves contrastive representation learning (CRL) to pretrain the backbone network $f(\cdot)$ via a contrastive learning strategy. In this step, the backbone network $f(\cdot)$ is trained to extract the class discriminative features based on the supervised contrastive loss [43]. The second step involves multiscale temporal context learning (MTCL) to learn sequential relations in feature pyramid. For this purpose, we acquire the learned weights of $f(\cdot)$ from CRL and freeze them to conserve the class discriminative features. The remaining parts of the network ($g(\cdot)$ and $h(\cdot)$) are trained to learn the multiscale temporal context by predicting the sleep stage of the target epoch.

To prevent overfitting during the training procedures, we performed early stopping in both CRL and MTCL. Thus, validation was performed to track the validation cost (i.e., validation loss) at every certain training iteration (i.e., validation period, $\psi$), and the training was terminated if the validation loss did not progress more than a certain number of times (i.e., early stopping patience, $\phi$). Early stopping in supervised contrastive learning (SCL) results in better pretrained parameters of the backbone network and prevents overfitting at the MTCL step. The details of the hyperparameters used in SCL are summarized in Section 4.4. Note that different validation periods, $\psi_1$ and $\psi_2$, were used in CRL and MTCL, respectively. The specifics of the training framework are described in the following sections and Algorithm 1.

3.1 Contrastive Representation Learning

In CRL, we implemented the training strategy of SCL [43] to extract the class discriminative features from a single EEG epoch. As illustrated in Fig. 2(a), the CRL aimed to maximize the similarity between the two projected vectors based on two different views of a single EEG epoch. Simultaneously, the similarity between two projected vectors from different sleep stages was minimized as the optimization of supervised contrastive loss. Thus, we focused on reducing
the ambiguous frequency characteristics by extracting distinguishable representations of the sleep stage. Accordingly, a single EEG epoch was initially transformed by two distinct augmentation functions. Thereafter, the encoder network and projection network mapped them into the hypersphere, which produced a latent vector \( x \). The details are explained in the following sections: Augmentation Module, Encoder Network, Projection Network, and Loss Function, which constitute the major components of CRL.

**Data Augmentation Module:** The data augmentation module, \( \text{Aug}() \), transforms a single epoch of EEG signal \( x \) into a slightly different but semantically identical signal as follows:

\[
\hat{x} = \text{Aug}(x),
\]

where \( \hat{x} \) denotes a different perspective on a single EEG epoch \( x \). With a given set of randomly sampled data \( \{x_p, y_p\}_{p=1}^{N_b} \) (i.e., batch), two different augmentations result in \( \{\hat{x}_q, y_q\}_{q=1}^{2N_b} \), called a multiviewed batch \([43]\) as illustrated in Fig. 2(a), where \( N_b \) is the batch size and \( y_{2p-1} = y_{2p} = y_p \). Because the augmentation set is crucial for contrastive learning, we adopted the verified transformation functions from previous studies \([23], [33]\).

As listed in Table 1, we sequentially applied six transformations, namely, amplitude scale, time shift, amplitude shift, zero-masking, additive Gaussian noise, and band-stop filter with the probability of 0.5. In addition, we modified the hyperparameter of the transformation functions by considering the sampling rate and characteristics of the EEG signal.

**Encoder Network:** The encoder network transforms an augmented single-EEG epoch \( \hat{x} \) into a representation vector \( r \in \mathbb{R}^{d_z} \). The encoder network contains the sequence of the backbone network \( f(\cdot) \) and the global average pooling operation \( \text{Avg}(\cdot) \). Thus, the backbone network initially transforms an augmented single-EEG epoch \( \hat{x} \) into the feature sequence \( F^{(1)}_5 \). Then, the representation vector is obtained from the feature sequence via global average pooling along the temporal dimension. Formally, the representation vector is evaluated as \( r = \text{Avg}(F^{(1)}_5) \).

**Projection Network:** The projection network is vital for mapping the representation vector \( r \) into the normalized latent vector \( z = \frac{r}{\|r\|} \in \mathbb{R}^{d_z} \), where \( \gamma = p(r; \theta_p) \), \( p(\cdot) \) denotes the projection network, \( \theta_p \) represents its trainable parameter, and \( d_z \) indicates the dimension of the latent vector. We use a multilayer perceptron \([33]\) with a single hidden layer of size 128 to obtain a latent vector of size \( d_z = 128 \) as the projection network. For sequential modeling, the \( p(\cdot) \) is removed at the MTCL.

**Loss Function:** For CRL, we adopt the supervised contrastive loss proposed in \([43]\). The supervised contrastive loss simultaneously maximizes the similarity between positive pairs and promotes the deviations across negative pairs. In this study, samples annotated with the same sleep stage in a multiviewed batch are regarded as positives, and \( \gamma \) and \( \gamma' \) mapping the representation vector \( z \) to the ambiguous frequency characteristics by extracting distinguishable representations of the sleep stage. Accordingly, a single EEG epoch was initially transformed by two distinct augmentation functions. Thereafter, the encoder network and projection network mapped them into the hypersphere, which produced a latent vector \( x \). The details are explained in the following sections: Augmentation Module, Encoder Network, Projection Network, and Loss Function, which constitute the major components of CRL.

**Table 1: Data Augmentation Pipeline**

| Transformation Pipeline | Min | Max | Probability |
|-------------------------|-----|-----|-------------|
| amplitude scaling       | 0.5 | 2   | 0.5 each    |
| time shift (samples)    | -300| 300 |             |
| amplitude shift (µV)    | -10 | 10  |             |
| zero-masking (samples)  | 0   | 300 |             |
| additive Gaussian noise (σ) | 0 | 0.2 |             |
| band-stop filter (2 Hz width) (lower bound frequency, Hz) | 0.5 | 30.0 |             |

**Figure 2:** Illustration of the proposed supervised contrastive learning framework. (a) Contrastive representation learning (CRL); (b) multiscale temporal context learning (MTCL); red arrow is first backward path and blue arrow is \( \text{Aug}(\cdot) \).
the indicator function, \(y_n\) denotes the ground truth corresponding to \(z_{nu}\). Operation denotes the inner product between two vectors, and \(\tau \in \mathbb{R}^+\) denotes a scalar temperature parameter (\(\tau = 0.07\) in all present experiments).

### 3.2 Multiscale Temporal Context Learning

As illustrated in Fig. [3](b), the second step of SleePyCo executes \(L\) successive EEG epochs \(X^{(L)}\) to analyze both the intra- and inter-epoch temporal contexts (\(L = 10\) in this study). The performance obtained considering intra- and inter-epoch temporal contexts [15] is better than that considering only the intra-epoch. However, it is difficult for the network to capture the EEG patterns of the previous epochs, because only the label of the target epoch is provided. To resolve this, we fixed the parameters of the backbone network \(f(\cdot)\) to maintain and utilize the class discriminative features learned from CRL. By contrast, the remaining parts of the network, which are lateral connections \(g(\cdot)\) and classifier network \(h(\cdot)\), are learned to score the sleep stage of the target epoch based on the following loss function:

\[
\mathcal{L}_{ce} = - \sum_{i \in \{3,4,5\}} \sum_{j=1}^{N_c} y_j^{(L)} \log \left( \frac{\exp(o_{i,j})}{\sum_{k=1}^{N_c} \exp(o_{i,k})} \right),
\]

(13)

where \(y_j^{(L)}\) denotes the \(j\)-th element of one-hot encoding label, and \(o_{i,j}\) represents the \(j\)-th element of output logits from the \(i\)-th convolutional stage. This loss function follows the summation of cross entropy over the output logits from each convolutional block.

Because the pyramidal feature sequences share a single classifier network, the classifier network considers feature sequences across a broad scale. Thus, Eq. [13] facilitates the classifier network to analyze the temporal relation between the EEG patterns at different temporal scales and frequency characteristics. Consequently, the classifier network \(h(\cdot)\) models the temporal information based on the pyramidal feature sequences \(F_i^{(L)}\) derived from analyzing the intra- and inter-epoch temporal contexts.

### 4 Experiments

#### 4.1 Datasets

Four public datasets, including PSG recordings and their associated sleep stages, were utilized to assess the performance of SleePyCo. Sleep-EDF (2018 version), Montreal Archive of Sleep Studies (MASS), Physionet2018, and Sleep Heart Health Study (SHHS). The number of subjects, utilized EEG channels, evaluation scheme, number of held-out validation subjects, and sample distribution are presented in Table [2] in this study, all EEG signals except the Sleep-EDF dataset were downsampled to 100 Hz. We did not employ preprocessing to EEG signals except for downsampling. For all datasets, we discarded the EEG epochs with annotations that were not related to the sleep stage, such as MOVEMENT class. In addition, we merged N3 and N4 into N3 to consider the five-class problem for datasets annotated with R&K [4].

**Sleep-EDF**: The Sleep-EDF Expanded dataset [44], [43] (2018 version) includes 197 PSG recordings containing EEG, EOG, chin EMG, and event markers. The Sleep-EDF dataset comprises two kinds of studies: SC for 79 healthy Caucasian individuals without sleep disorders and ST for 22 subjects of a study on the effects of Temazepam on sleep. In this study, the SC recordings (subjects aged 25–101 years) were used based on previous studies [7], [17], [21], [25], [27]. According to the R&K rule [4], sleep experts score each half-minute epoch with one of the eight classes {WAKE, REM, N1, N2, N3, N4, MOVEMENT, UNKNOWN}. Owing to the larger size of the class WAKE group compared to others, we included only 30 min of WAKE epochs before and after the sleep period.

**MASS**: The Montreal Archive of Sleep Studies (MASS) dataset [56] contains PSG recordings from 200 individuals (97 males and 103 females). This dataset includes five subsets (SS1, SS2, SS3, SS4, and SS5) that are classified based on the research purpose and data acquisition protocols. The AASM standard [3] (SS1 and SS3 subsets) or the R&K standard [4] (SS2, SS4, and SS5 subsets) was used for the manual annotation. Specifically, the SS1, SS2, and SS4 subsets were annotated with 20-s EEG epochs instead of SS3 and SS5 subsets. Because 30-s EEG samples are used in SCL, 5-s segments of signals before and after the EEG epoch were considered for the case of SS1, SS2, and SS4. In MTC, an equal length of EEG signals was used for all subsets (300 s in this study).
Physio2018: The Physio2018 dataset is contributed by the Computational Clinical Neurophysiology Laboratory at Massachusetts General Hospital and was applied to detect arousals during sleep in the 2018 Physionet challenge [41]. [57]. Owing to the unavailability of annotation for the evaluation set, we used the training set containing PSG recordings for 994 subjects aged 18–90. Thereafter, these recordings were annotated with the AASM rules [5], and we employed only C3–A2 EEG recordings for the single-channel EEG classification.

SHHS: The SHHS dataset [58], [59] is a multicenter cohort research that is designed to examine the influence of sleep apnea on cardiovascular diseases. The collection is composed of two rounds of PSG records: Visit 1 (SHHS-1) and Visit 2 (SHHS-2), wherein each record contains two-channel EEGs, two-channel EOGs, a single-channel EMG, and two-channel respiratory inductance plethysmography, as well as the data from location sensors, light sensors, pulse oximeters, and airflow sensors. Each epoch was assigned a value of W, REM, N1, N2, N3, N4, MOVEMENT, and UNKNOWN according to the R&K rule [4]. In this study, the single-channel EEG (C4–A1) was analyzed from 5,793 SHHS-1 recordings.

### 4.2 Backbone Networks for Ablation Study

A direct comparison between the automatic sleep scoring methods would not be justified depending on the experimental settings such as the data processing method and training framework. For fair comparison with other state-of-the-art backbones, we implemented four backbones in the current training framework: DeepSleepNet [16], IITNet [15], U-Time [25], and XSleepNet [7]. The backbones were trained and evaluated in the proposed framework on the same datasets (Sleep-EDF, MASS, Physio2018, and SHHS).

**DeepSleepNet Backbone**: The structure of DeepSleepNet [16] consists of a dual path CNN for representation learning and two layers of LSTM for sequential learning. To compare the representation power of the backbone network, we considered only the dual-path CNN component of DeepSleepNet. The filter width of a single path is smaller for capturing certain EEG patterns, and that of the other path is larger to consider the frequency components from the EEG. To aggregate features from each CNN path, interpolation is performed after the CNN path with larger filters. Thereafter, we concatenated these two features and applied the two convolutional layers following [15]. The output size from the last layer was $16 \times 128$ with a single EEG epoch.

**IITNet Backbone**: IITNet [15] uses the modified one-dimensional ResNet-50 for extracting the representation of the raw EEG signal. Similar to the backbone network of SleePyCo, the backbone network of IITNet forms a five-block structure. However, the backbone network of IITNet has a deep architecture (49 convolutional layers), whereas that of SleePyCo is shallow (13 convolutional layers). Given a single EEG epoch of size $3000 \times 1$, the backbone network of IITNet outputs feature sequences of sizes $1500 \times 16$, $750 \times 64$, $375 \times 64$, $94 \times 128$, and $47 \times 128$ from each convolutional block.

**U-Time Backbone**: U-Time [25] is a fully convolutional network for time-series segmentation applied for automatic sleep scoring. Similar to previous fully convolutional networks [60], [61]. U-Time is the encoder–decoder structure, with the encoder for feature extraction and the decoder for time-series segmentation. Accordingly, we implemented only the encoder component to capture EEG patterns from raw EEG signals. The U-Time backbone comprises five convolutional blocks, similar to the proposed backbone network. However, the output from the last convolutional block could not be calculated from the single-epoch EEG because the encoder was designed to analyze 35 epochs of the EEG signals. To solve this problem, we lengthened the temporal dimension of the feature sequences by modifying the filter width of the max-pooling layer between the convolutional blocks from $\{10, 8, 6, 4\}$ to $\{8, 6, 4, 2\}$, respectively. Consequently, the sizes of the feature sequences were $3000 \times 16$, $375 \times 32$, $62 \times 64$, $15 \times 128$, and $7 \times 256$ from each convolutional block for a single EEG epoch.

**XSleepNet Backbone**: XSleepNet [7] is a multiviewed model that acquires raw signals and time–frequency images as inputs. Thus, XSleepNet includes two types of encoder network: one for the raw signals and the other for the time–frequency images. To compare the raw signal domain, we used the encoder component on raw signals in the ablation study. This encoder was composed of nine one-dimensional convolutional layers with a filter width of 31 and stride length of 2. The sizes of the output feature sequences were $1500 \times 16$, $750 \times 16$, $325 \times 32$, $163 \times 32$, $82 \times 64$, $41 \times 64$, $21 \times 128$, $11 \times 128$, and $6 \times 256$, as obtained from 3000 samples of input EEG epochs.

### 4.3 Model Specifications

The details of the components of SleePyCo-backbone are presented in Table 3. In addition, we used the one-dimensional operations of the convolutional layer, batch normalization

| Dataset   | No. of Subjects | EEG Channel | Evaluation Scheme | Held-out Validation Set | Class Distribution |
|-----------|-----------------|-------------|-------------------|-------------------------|-------------------|
|           |                 |             |                   |                         | Wake N1 N2 N3 REM Total |
| Sleep-EDF | 79              | Fpz-Cz      | 10-fold CV         | 7 subjects              | 69,824 (35.8%) 69,132 (34.7%) 13,039 (6.5%) 25,835 (13.0%) 199,352 |
| MASS      | 200             | C4-A1       | 20-fold CV         | 10 subjects             | 31,184 (10.8%) 19,359 (8.5%) 107,930 (47.1%) 30,383 (13.3%) 229,040 |
| Physio2018| 994             | C3-A2       | 5-fold CV          | 50 subjects             | 157,945 (13.6%) 136,978 (15.4%) 377,870 (42.3%) 102,592 (11.5%) 892,262 |
| SHHS      | 5,793           | C4-A1       | Train/Test: 0.7:0.3 | 100 subjects            | 1,691,288 (17.7%) 217,583 (15.4%) 2,397,460 (42.3%) 739,403 (11.5%) 817,473 |

| Dataset   | No. of Subjects | EEG Channel | Evaluation Scheme | Held-out Validation Set | Class Distribution |
|-----------|-----------------|-------------|-------------------|-------------------------|-------------------|
|           |                 |             |                   |                         | Wake N1 N2 N3 REM Total |
| Sleep-EDF | 79              | Fpz-Cz      | 10-fold CV         | 7 subjects              | 69,824 (35.8%) 69,132 (34.7%) 13,039 (6.5%) 25,835 (13.0%) 199,352 |
| MASS      | 200             | C4-A1       | 20-fold CV         | 10 subjects             | 31,184 (10.8%) 19,359 (8.5%) 107,930 (47.1%) 30,383 (13.3%) 229,040 |
| Physio2018| 994             | C3-A2       | 5-fold CV          | 50 subjects             | 157,945 (13.6%) 136,978 (15.4%) 377,870 (42.3%) 102,592 (11.5%) 892,262 |
| SHHS      | 5,793           | C4-A1       | Train/Test: 0.7:0.3 | 100 subjects            | 1,691,288 (17.7%) 217,583 (15.4%) 2,397,460 (42.3%) 739,403 (11.5%) 817,473 |

**Table 2: Experimental settings and dataset statistics**

| Dataset   | No. of Subjects | EEG Channel | Evaluation Scheme | Held-out Validation Set | Class Distribution |
|-----------|-----------------|-------------|-------------------|-------------------------|-------------------|
|           |                 |             |                   |                         | Wake N1 N2 N3 REM Total |
| Sleep-EDF | 79              | Fpz-Cz      | 10-fold CV         | 7 subjects              | 69,824 (35.8%) 69,132 (34.7%) 13,039 (6.5%) 25,835 (13.0%) 199,352 |
| MASS      | 200             | C4-A1       | 20-fold CV         | 10 subjects             | 31,184 (10.8%) 19,359 (8.5%) 107,930 (47.1%) 30,383 (13.3%) 229,040 |
| Physio2018| 994             | C3-A2       | 5-fold CV          | 50 subjects             | 157,945 (13.6%) 136,978 (15.4%) 377,870 (42.3%) 102,592 (11.5%) 892,262 |
| SHHS      | 5,793           | C4-A1       | Train/Test: 0.7:0.3 | 100 subjects            | 1,691,288 (17.7%) 217,583 (15.4%) 2,397,460 (42.3%) 739,403 (11.5%) 817,473 |
layer, and max-pooling layer. All convolutional layers in SleePyCo-backbone had a filter width of 3, stride size of 1, and padding size of 1 to maintain the temporal dimension in the convolutional block. The max-pooling layers were utilized with a filter width of 5 between each convolutional block to reduce the temporal dimension of the feature sequence. As explained in Section 2.2.2, the lateral connections that follow the backbone network had a filter width of 1. The outputs of lateral connections bear the same feature dimension of the feed-forward network \( d_f \) of 128. For the transformer encoder of the classifier network, the number of heads \( N_h \) was 8, number of encoder layers \( N_e \) was 6, model dimension of transformer \( d_m \) was 128, and the dimension of the feed-forward network \( d_{FF} \) was 128.

Table 3: Model Specification of SleePyCo-backbone. \( T \): temporal dimension, \( C \): channel dimension, BN: Batch Normalization and SE: Squeeze and Excitation [48].

| Layer Name | Composition | Output Size \([ T \times C ]\) |
|------------|-------------|-----------------|
| Input      | -           | 3000 \times 1   |
|            | 3 Conv + BN + PReLU | 3000 \times 1.68 |
|            | 3 Conv + BN + SE + PReLU | 3000 \times 1.68 |
| Max-pool1  | 5 Max-pool  | 600 \times 1    |
|            | 3 Conv + BN + PReLU | 600 \times 1.28 |
|            | 3 Conv + BN + SE + PReLU | 600 \times 1.28 |
| Max-pool2  | 5 Max-pool  | 1200 \times 1   |
|            | 3 Conv + BN + PReLU | 1200 \times 1.92 |
|            | 3 Conv + BN + SE + PReLU | 1200 \times 1.92 |
| Max-pool3  | 5 Max-pool  | 24 \times 192   |
|            | 3 conv + BN + PReLU | 24 \times 192.48 |
|            | 3 conv + BN + SE + PReLU | 24 \times 192.48 |
| Max-pool4  | 5 Max-pool  | 5 \times 256    |
|            | 3 Conv + BN + PReLU | 5 \times 256.48 |
|            | 3 Conv + BN + SE + PReLU | 5 \times 256.48 |

### 4.4 Model Training

In all experiments, the networks were trained using the Adam optimizer [62] with \( \eta = 1 \times 10^{-4}, \beta_1 = 0.9, \beta_2 = 0.999, \) and \( \epsilon = 1 \times 10^{-8} \). L2-weight regularization was used with a factor of \( 1 \times 10^{-6} \) to prevent overfitting. Because a large batch size benefits contrastive learning [33], [38], [45], a batch size of 1,024 was employed in the SCL. For all datasets except SHHS, validation was conducted to track the validation loss used for early termination at every 50-th and 500-th training iterations (i.e., validation period, \( \psi \)) in the SCL and MTCL, respectively. For the larger dataset SHHS, the validation period was 500 and 5000 in SCL and MTCL, respectively. Early stopping was employed by tracking the validation loss, such that the training was terminated if the validation loss did not decrease for 20 validation steps, (i.e., early stopping patience, \( \phi \)). At each cross-validation, the model with the lowest validation loss was evaluated on the test set. The networks were trained on NVIDIA GeForce RTX 3090. Python 3.8.5 and PyTorch 1.7.1 [53] were adopted in this study.

### 4.5 Model Evaluation

#### 4.5.1 Evaluation Scheme

To assess the performance of SleePyCo, we conducted \( k \)-fold cross-validation for the Sleep-EDF, MASS, and Physio2018 datasets. Given that the number of subjects in a dataset is \( N_s \), the records with \( N_s/k \) subjects were used for model evaluation (i.e., test set), and the other records were classified into training and validation data. The selection of subjects for model evaluation was performed over all subjects by sequentially changing on \( k \) folds. As listed in Table 2, we utilized \( k \) as 10, 20, and 5 for the Sleep-EDF, MASS, and Physio2018 dataset, respectively. The held-out validation set refers to the number of subjects used for the validation set in a fold. For instance, subjects of the MASS dataset were categorized into 180, 10, and 10 recordings for the training, validation, and test set, respectively. Unlike these datasets, the SHHS dataset was randomly divided in a ratio of 0.7 to 0.3 for training and validation, respectively. As performed in [7], we used 100 subjects for the validation set.

#### 4.5.2 Evaluation Criteria

As the evaluation criteria, the overall accuracy (ACC), macro F1-score (MF1), and Cohen’s Kappa (\( \kappa \)) [64] were used for the overall performance measurement and per-class F1-score (F1) was used for class-specific performance measurement. The respective equations for the evaluation criteria are as follows:

\[
\text{ACC} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{TN} + \text{FN}},
\]

\[
\text{MF1} = \frac{1}{N_e} \sum_{j=1}^{N_e} \text{F1}_j = \frac{1}{N_e} \sum_{j=1}^{N_e} \frac{2 \times \text{PR}_j \times \text{RE}_j}{\text{PR}_j + \text{RE}_j},
\]

\[
\kappa = \frac{\text{ACC} - \text{P}_e}{1 - \text{P}_e},
\]

where TP is true positive, TN is true negative, FP is false positive, FN is false negative, and F1, PR, and RE, are per-class F1-score, per-class precision, and per-class recall of the \( j \)-th class, respectively. In Eq. \( \text{P}_e \) represents the hypothetical probability of chance agreement. Typically, precision (PR) and recall (RE) can be defined as follows:

\[
\text{PR} = \frac{\text{TP}}{\text{TP} + \text{FP}},
\]

\[
\text{RE} = \frac{\text{TP}}{\text{TP} + \text{FN}}.
\]

ACC is the intuitive performance indicator that is generally considered in several classification tasks. However, the F1-score indicating the harmonic mean of precision and recall is more valuable in class-imbalanced tasks such as sleep-stage classification. In addition, the F1-score per class indicates the class-specific performance of the F1-score by calculating Eq. [15] without averaging. Cohen’s Kappa \( \kappa \) indicates the agreement by chance for imbalanced proportions of various classes with a maximum value of 1.0 for ideal classification.
5 RESULTS AND DISCUSSION

5.1 Performance Comparison with State-of-the-Art (SOTA) Frameworks

The performances of SleePyCo and SOTA frameworks are presented in Table 4 according to the datasets, system name, input types for the deep learning models, epoch length (L) simultaneously given for automatic sleep scoring, and number of subjects considered in the study. Fig. 3 illustrates the confusion matrices of SleePyCo on the Sleep-EDF, MASS, Physio2018, and SHHS datasets. For all datasets, SleePyCo achieved state-of-the-art performance compared with other models based on single-channel EEG. Quantitatively, SleePyCo delivered the best performance in terms of overall accuracy, MF1, and κ: 84.6%, 79.0%, 0.787 for Sleep-EDF, 86.8%, 82.5%, 0.811 for MASS, 80.9%, 78.9%, 0.737% for Physio2018, and 87.9%, 80.7%, 0.830 for SHHS, respectively. The performance differences between SleePyCo and the SOTA frameworks were +0.6%p, +1.1%p, +0.009 for Sleep-EDF, +1.6%p, +1.9%p, +0.023 for MASS, +0.6%p, +0.3%, +0.005 for Physio2018, and +0.2%p, +0.0%p, +0.002 for SHHS in overall accuracy, MF1, and κ, respectively. The proposed model achieved SOTA performance with the introduction of the feature pyramid and supervised contrastive learning. The network, particularly the classifier network, could learn the feature sequences with various temporal and frequency scales. Furthermore, contrastive learning enables the backbone network to extract class discriminative features, which reduces the ambiguous EEG characteristics of sleep stages.

The major advantages of SleePyCo over other SOTA frameworks include performance, use of single-channel EEG, and shorter input EEG epochs, as indicated in Table 4. We achieved remarkable performance by considering only raw single-channel EEG signals as input without adopting any preprocessing or hand-crafted features. By contrast, existing SOTA frameworks utilize both raw signals and time–frequency images (i.e., spectrogram) [7, 27]. Because the performance of automatic sleep scoring relies on several factors [7], the superiority of the raw EEG signal in comparison to the spectrogram could not be verified. However, the proposed model demonstrated SOTA performance by utilizing raw signals with no information loss compared to the time–frequency image. Moreover, we utilized a smaller number of input epochs (L = 10) than that in existing SOTA methods, which consider more than 15 EEG epochs. Although the input EEG epochs can be expanded to more than 10 epochs, we found via internal experiment that more than 10 input epochs did not produce any significant performance improvement. In addition, SleePyCo is suitable for real-time sleep scoring because it takes the target epoch and its previous epochs as input. This study can be expanded to classify other types of time-series data, such as sound and biosignals, to exploit the advantages of multiscale representation and supervised contrastive learning.

5.2 Ablation Studies

To examine the effectiveness of SleePyCo, we conducted ablation studies based on the following three aspects: backbone network, feature pyramid (FP), and supervised contrastive learning (SCL), which are explained in Sections 5.2.1, 5.2.2, and 5.2.3 respectively. The results of the ablation studies are presented in Tables 5 and 6. In Section 5.2.1, we discuss the performance verification for SleePyCo-backbone by replacing it with other SOTA backbones. In Sections 5.2.2 and 5.2.3, we demonstrate the effectiveness of FP and SCL by eliminating the components. Notably, SleePyCo that employs only $F_L$ ($L$), which was simultaneously trained from scratch, was set as the baseline, denoted as BL. Without SCL, the entire network of SleePyCo was trained under the same MTCL condition.

5.2.1 Performance of SleePyCo-backbone

The performances of SleePyCo-backbone and SOTA backbones on Sleep-EDF, MASS, Physio2018, and SHHS are compared in Table 5. For fair comparison to examine the performance of SleePyCo-backbone, regardless of the feature pyramid, we designed two experimental settings: single-scale and multiscale. In the single-scale setting, we adopted only the feature sequence from the final convolutional layer in MTCL to yield the single-scale representation. For multiscale settings, the feature pyramid was utilized by employing feature sequences with three distinct levels. The DeepSleepNet, TinySleepNet, and IITNet backbones were considered only in the single-scale settings owing to their large memory footprint and structural limitation.

In the single-scale settings, the proposed SleePyCo-backbone without feature pyramid (i.e., w/o FP) displayed competitive or superior performance compared to the SOTA backbones. The performance differences between SleePyCo-backbone w/o FP and the best results of the single-scale backbones in terms of accuracy, MF1, and κ were +0.3%p, +0.2%p, +0.005 for Sleep-EDF, +0.0%p, +0.5%p, +0.000 for MASS, +0.2%p, +0.5%p, +0.004 for Physio2018, and −0.3%p, −1.0%, −0.004 for SHHS, respectively. With the application of the feature pyramid, the performance of the proposed model was superior to that of the U-Time and xSleepNet backbones. The variations in overall accuracy, MF1, and κ between SleePyCo-backbone and other SOTA backbones were +0.2%p, +0.2%p, +0.004 for Sleep-EDF, +0.2%p, +0.5%p, +0.004 for MASS, +0.5%p, +0.6%p, +0.006 for Physio2018, and +0.1%p, +0.9%p, +0.002 for SHHS, respectively.

The results of the extensive experiments revealed the superior performance of the proposed SleePyCo-backbone compared to that of other network architectures, regardless of the feature pyramid. In addition, the feature pyramid tended to improve the overall sleep scoring performance in the U-Time and xSleepNet backbones. These results imply that the feature pyramid improves the sleep scoring performance by imparting richer features in SleePyCo-backbone as well as other architectures.

5.2.2 Influence of Feature Pyramid

Table 6 shows the ablation study results for FP and SCL on the Sleep-EDF dataset. The results indicate that the feature pyramid improves the sleep scoring performance, regardless of the SCL. Upon adding the feature pyramid to BL, the overall performances were enhanced by 0.3%p, 0.4%p, and 0.005 in ACC, MF1, and κ, respectively. In the case of application to SCL, the feature pyramid enhanced...
Table 4: Performance comparison between SleePyCo and state-of-the-art (SOTA) methods for automatic sleep scoring via deep learning; bold and underline indicate the best and second best, respectively. Furthermore, the results indicated by † were not directly comparable because they employed a subset distinct from the corresponding dataset. RS and SP denote Raw Signal and SPectrogram, respectively.

| Method                               | Overall Metrics | Per-class F1 Score |
|--------------------------------------|-----------------|--------------------|
|                                      | Dataset         | System             | Input   | Epoch Length | Subjects | ACC    | MF1    | \( \kappa \) | W   | N1  | N2  | N3  | REM |
|                                      | Sleep-EDF       | SleePyCo (Ours)    | RS      | 10 (9 past)  | 79       | 84.6   | 79.0   | 0.787    | 93.5| 50.4| 86.5| 80.5| 84.2 |
|                                      | Sleep-EDF       | XSleepNet [7]      | RS + SP | 20           | 79       | 84.0   | 77.9   | 0.778    | 93.3| 49.9| 86.0| 78.7| 81.8 |
|                                      | Sleep-EDF       | Korkalainen et al. [24] | RS      | 100          | 79       | 83.7   | -      | 0.77     | -   | -   | -   | -   | -   |
|                                      | Sleep-EDF       | TinySleepNet [23]  | RS      | 15           | 79       | 83.1   | 78.1   | 0.77     | 92.8| 51.0| 85.3| 81.1| 80.3 |
|                                      | Sleep-EDF       | SeqSleepNet [17]   | SP      | 20           | 79       | 82.6   | 76.4   | 0.760    | 91.7| 40.4| 84.3| 77.9| 77.2 |
|                                      | Sleep-EDF       | SleepTransformer [27] | SP      | 21           | 79       | 81.4   | 74.3   | 0.743    | 91.7| 40.4| 84.3| 77.9| 77.2 |
|                                      | Sleep-EDF       | U-Time [25]        | RS      | 35           | 79       | 81.3   | 76.3   | 0.745    | 92.0| 51.0| 83.5| 74.6| 80.2 |
|                                      |                  | SleepEEGNet [21]   | RS      | 10           | 79       | 80.0   | 73.6   | 0.73     | 91.7| 44.1| 82.5| 73.5| 76.1 |
|                                      | MASS             | SleePyCo (Ours)    | RS      | 10 (9 past)  | 200      | 86.8   | 82.5   | 0.811    | 89.2| 60.1| 90.4| 83.8| 89.1 |
|                                      | MASS             | XSleepNet [7]      | RS + SP | 20           | 200      | 85.2   | 80.6   | 0.788    | -   | -   | -   | -   | -   |
|                                      | MASS             | SeqSleepNet [17]   | SP      | 20           | 200      | 84.5   | 79.8   | 0.778    | -   | -   | -   | -   | -   |
|                                      | MASS†            | Sun et al. [22]    | RS + SP | 25           | 147      | 86.1   | 79.6   | 0.799    | 85.1| 50.2| 89.8| 84.0| 89.0 |
|                                      | MASS†            | Qu et al. [28]     | RS      | 30           | 62       | 86.5   | 81.0   | 0.799    | 87.2| 52.8| 91.5| 87.0| 86.6 |
|                                      | MASS†            | IITNet [15]        | RS      | 10 (9 past)  | 62       | 86.3   | 80.5   | 0.794    | 85.4| 54.1| 93.1| 86.8| 84.8 |
|                                      | MASS†            | DeepSleepNet [16]  | RS      | whole night epochs | 62 | 86.2 | 81.7 | 0.800 | 87.3 | 59.8 | 90.3 | 81.5 | 89.3 |
|                                      | Physio2018       | SleePyCo (Ours)    | RS      | 10 (9 past)  | 994      | 80.9   | 78.9   | 0.737    | 84.2| 60.1| 85.3| 79.4| 86.3 |
|                                      | Physio2018       | XSleepNet [7]      | RS + SP | 20           | 994      | 80.3   | 78.6   | 0.732    | -   | -   | -   | -   | -   |
|                                      | Physio2018       | SeqSleepNet [17]   | SP      | 20           | 994      | 79.4   | 77.6   | 0.719    | -   | -   | -   | -   | -   |
|                                      | Physio2018       | U-Time [25]        | RS      | 35           | 994      | 78.8   | 77.4   | 0.714    | 82.5| 59.0| 83.1| 79.0| 83.5 |
|                                      | SHHS             | SleePyCo (Ours)    | RS      | 10 (9 past)  | 5,793   | 87.9   | 80.7   | 0.830    | 92.6| 49.2| 88.5| 84.5| 88.6 |
|                                      | SHHS             | SleepTransformer [27] | SP      | 21           | 5,791   | 87.7   | 80.1   | 0.828    | 92.2| 46.1| 88.3| 85.2| 88.6 |
|                                      | SHHS             | XSleepNet [7]      | RS + SP | 20           | 5,791   | 87.6   | 80.7   | 0.826    | 92.0| 49.9| 88.3| 85.0| 88.2 |
|                                      | SHHS             | IITNet [15]        | RS      | 4 (2 past, 1 future) | 5,792 | 86.8 | 78.5 | 0.815 | 91.4 | 42.7 | 88.0 | 84.9 | 85.4 |
|                                      | SHHS             | Sors et al. [14]   | RS      | 10 (9 past)  | 5,791   | 86.7   | 79.8   | 0.812    | 90.1| 48.1| 88.4| 85.2| 87.2 |
|                                      | SHHS             | SeqSleepNet [17]   | SP      | 20           | 5,791   | 86.5   | 78.5   | 0.81     | -   | -   | -   | -   | -   |

Figure 3: Confusion matrix of SleePyCo for Sleep-EDF, MASS, Physio2018, and SHHS dataset. The values in parentheses indicate per-class recall. AC and PC denote Actual Class and Predicted Class, respectively.
Table 5: Performance comparison of SleePyCo-backbone and SOTA backbones on experimental datasets; bold and underline indicate the first and second highest, respectively. FP and SCL denote Feature Pyramid and Supervised Contrastive Learning, respectively.

| Backbone         | Method   | Sleep-EDF | MASS | Physio2018 | SHHS  |
|------------------|----------|-----------|------|------------|-------|
|                  | ACC      | MF1       | κ    | ACC        | MF1   | κ    | ACC   | MF1   | κ    |
| DeepSleepNet     | SCL      | 83.8      | 78.2 | 0.775      | 86.2  | 81.4 | 0.801 | 79.6  | 77.3 | 0.721 |
| ITNet            | SCL      | 83.5      | 77.8 | 0.771      | 86.1  | 81.4 | 0.801 | 79.9  | 77.6 | 0.724 |
| U-Time           | SCL      | 83.6      | 78.1 | 0.773      | 86.4  | 81.6 | 0.804 | 80.1  | 77.8 | 0.726 |
| XSleepNet        | SCL      | 83.4      | 77.2 | 0.769      | 86.0  | 81.3 | 0.799 | 79.7  | 77.6 | 0.722 |
| SleePyCo (Ours)  | SCL      | 84.1      | 78.4 | 0.780      | 86.4  | 82.1 | 0.804 | 80.3  | 78.3 | 0.730 |
| U-Time           | FP + SCL | 84.4      | 78.8 | 0.783      | 86.6  | 82.0 | 0.807 | 80.4  | 78.3 | 0.731 |
| XSleepNet        | FP + SCL | 83.5      | 77.5 | 0.771      | 86.2  | 81.8 | 0.803 | 80.2  | 78.0 | 0.728 |
| SleePyCo (Ours)  | FP + SCL | 84.6      | 79.0 | 0.787      | 86.8  | 82.5 | 0.811 | 80.9  | 78.9 | 0.737 |

Table 6: Ablation study on Sleep-EDF; bold indicates the highest. BL, FP, and SCL indicate BaseLine, Feature Pyramid, and Supervised Contrastive Learning, respectively.

| Method            | Overall Metrics | Per-class F1 Score |
|-------------------|-----------------|--------------------|
|                   | ACC  | MF1 | κ    | W   | N1   | N2   | N3   | REM |
| BL                | 83.2 | 77.3 | 0.767 | 93.2 | 46.6 | 85.1 | 79.9 | 81.6 |
| BL + FP           | 83.5 | 77.7 | 0.772 | 93.2 | 47.9 | 85.1 | 79.9 | 82.3 |
| BL + SCL          | 84.1 | 78.4 | 0.780 | 93.2 | 49.3 | 86.1 | 79.7 | 83.5 |
| BL + FP + SCL (Ours) | 84.6 | 79.0 | 0.787 | 93.5 | 50.4 | 86.5 | 80.5 | 84.2 |

Table 7: Per-class F1 score evaluated on each stage index $i \in \{3, 4, 5\}$; bold indicates the highest except values in the last row.

| Stage Index | Overall Metrics | Per-class F1 Score |
|------------|-----------------|--------------------|
|            | ACC  | MF1 | κ    | W   | N1   | N2   | N3   | REM |
| 3          | 83.9 | 78.1 | 0.776 | 93.2 | 48.7 | 85.9 | 80.3 | 82.5 |
| 4          | 84.4 | 78.7 | 0.783 | 93.4 | 50.4 | 86.2 | 80.0 | 83.7 |
| 5          | 84.4 | 78.5 | 0.783 | 93.5 | 49.7 | 86.3 | 79.4 | 83.7 |
| 3, 4, 5    | 84.6 | 79.0 | 0.787 | 93.5 | 50.4 | 86.5 | 80.5 | 84.2 |

5.2.3 Effect of Supervised Contrastive Learning

As observed in Table 5 by comparing BL with BL+SCL and BL+FP with BL+FP+SCL, the overall metrics were improved by SCL. When the baseline model w/o and w/ feature pyramid were trained on SCL, the overall performances in ACC, MF1, and $\kappa$ were enhanced by 1.0%, 1.2%, and 0.014, respectively. In particular, the F1 scores of N1, N2, and REM were significantly improved by 2.6%, 1.2%, and 1.9%, respectively, compared to the improvements of the other classes; 0.3% for W, 0.6% for N3 with arithmetic mean. Following the AASM rule, the categorization of sleep stages using only EEG is confusing owing to their similar frequency activities as described in Table 5. Specifically, N1, N2, and REM share a similar EEG characteristic, namely, LAMF activity. Thus, ambiguous EEG characteristics between the sleep stages is a primary factor that affects the sleep scoring performance on EEG signals. Based on these
Table 8: EEG characteristics of each sleep stage according to the AASM rule [3]; bold indicates the fundamental rationale that scores the corresponding sleep stage.

| Sleep Stage | EEG Characteristics |
|-------------|---------------------|
| Wake        | • More than 50% of alpha rhythm (8–13 Hz) |
|             | • Beta rhythm (13–30 Hz) |
| N1          | • Vertex sharp waves (5–14 Hz) |
|             | • Low amplitude, mixed frequency activity (4–7 Hz) |
|             | • Less than 50% of alpha rhythm (8–13 Hz) |
| N2          | • K complex (8–16 Hz) |
|             | • Sleep spindle (12–14 Hz) |
|             | • Low amplitude, mixed frequency activity (4–7 Hz) |
|             | • Less than 50% of alpha rhythm (8–13 Hz) |
| N3          | • More than 20% of slow wave activity (0.5–2 Hz) |
|             | • Sleep spindle (12–14 Hz) |
| REM         | • Sawtooth waves (2–6 Hz) |
|             | • Low amplitude, mixed frequency activity (4–7 Hz) |
|             | • Alpha rhythm (8–13 Hz) |
|             | • K complex (8–16 Hz) |
|             | • Sleep spindle (12–14 Hz) |

In summary, the introduction of the feature pyramid and supervised contrastive learning enhanced the overall performance of the baseline by a considerable margin of 3.8%\(\text{Acc}\), 2.6%\(\text{F1}\), and 0.8%\(\text{k}\) respectively. For the per-class performance, the \(\text{F1 scores}\) of N1 and REM were significantly improved by 3.8%\(\text{Acc}\) and 2.6%\(\text{F1}\) for REM, respectively, compared to the other classes (0.3%\(\text{Acc}\) for W, 1.4%\(\text{Acc}\) for N2, and 0.6%\(\text{Acc}\) for N3). These results manifest the synergy acting between the proposed model and supervised contrastive learning to derive an improved representation from the raw EEG signals. The feature pyramid provides richer information by considering various frequency characteristics and temporal scales, and the proposed SCL allows the backbone network to extract class-discriminative features that are advantageous for the scoring target epoch.

5.3 Limitations and Future Work

The limitations of this study include the chronic problem affecting the transformer, reported in [66], where the computational burden drastically increases for larger feature sequences. The resolution of this issue forms the crux of future work, as the current study was not aimed at designing a computationally efficient model. In addition, we aim to achieve more accurate sleep scoring via supervised contrastive learning for multi-channel PSG signals.

6 Conclusion

We presented SleePyCo, which incorporates a feature pyramid and supervised contrastive learning for automatic sleep scoring. Inspired by the evidence that EEG patterns reflecting the sleep stage can be observed over various temporal and frequency scales, we proposed a deep learning model based on the feature pyramid. The proposed supervised contrastive learning framework reduces the ambiguities between sleep stages by extracting the less-discriminative features. In ablation studies, SleePyCo-outperformed SOTA backbones and the feature pyramid and supervised contrastive learning exhibited a synergistic effect in classifying the raw EEG signals. Therefore, the feature pyramid improved the overall performance by considering various temporal and frequency scales of the feature sequences. According to the feature levels and the analysis of the frequency characteristics of the sleep stage, the proposed model exhibited a per-class performance effect. The supervised contrastive learning contributes toward overall performance improvement, which is attributed to the significantly enhanced prediction of N1 and REM by reducing the ambiguity between sleep stages. The comparative analysis demonstrated the SOTA performance of SleePyCo on four public datasets of varying sizes: Sleep-EDF, MASS, Physio2018, and SHHS. Furthermore, SleePyCo can be expanded to categorize other types of time-series data, which should focus on various temporal and frequency scales and similar frequency characteristics between classes.
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