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Abstract

We study random quantum circuits with symmetry, where the local 2-site unitaries are drawn from a quotient or subgroup of the full unitary group $U(d)$. Random quantum circuits are minimal models of local quantum chaotic dynamics and can be used to study operator growth and the emergence of diffusive hydrodynamics. We derive the transition probabilities for the stochastic process governing the growth of operators in four classes of symmetric random circuits. We then compute the butterfly velocities and diffusion constants for a spreading operator by solving a simple random walk in each class of circuits.
1 Introduction

Random quantum circuits have been studied extensively in the quantum information community, largely focused on understanding the convergence properties, for instance [1–6]. Specifically, random quantum circuits form approximate unitary $k$-designs in polynomial depth [3, 4], rapidly scramble information [7] and achieve decoupling in polylogarithmic depth [8]. Recently, random quantum circuits have been used to study operator spreading under random unitary dynamics [9,10] and with conservation laws [11,12], and give an emergent picture for the evolution of entanglement under unitary dynamics [13–15]. Operator growth is the statement that time evolution takes simple few-body operators to complicated combinations of non-local operators and has become understood as a symptom of chaotic dynamics in quantum many-body systems.$^1$

In this note we study operator growth in random quantum circuits with symmetry, where instead of Haar random 2-site unitaries, we construct the circuits using unitaries drawn from a quotient or subgroup of the unitary group. We consider four different symmetry classes of random circuits: orthogonal, symplectic, the circular orthogonal ensemble (COE), and circular symplectic ensemble (CSE). Each of the symmetric random circuits defines a  

$^1$The growth of an operator also defines an effective causal structure in local systems [16, 17] and is intimately related to scrambling [18–22]. In this context, the study of ballistic operator growth has been explored in a wide variety of models [23–29].
different stochastic process of local updates on the evolving Pauli strings, which gives rise to operator growth under random circuit evolution. This constitutes four solvable models of local quantum chaotic dynamics with symmetry.

The random quantum circuit models considered here are just a simple generalization of [9, 10]. Moreover, while our symmetric circuits builds in symmetry to the local random unitary, the random circuit as a whole does not obey any conservation law. Therefore, almost by construction, we do not see the beautiful picture that emerges in [11, 12]. There the random quantum circuit obeys a conservation law, where the block diagonal random unitary preserves local $z$-spin, i.e. is Haar-random within fixed charge sectors. In these models, they find an emergent coupled diffusion process, where non-conserved operators propagate ballistically, with fronts that spread diffusively, and where conserved charge dissipates as conserved operators decay to non-conserved operators. This coupled process gives rise to long hydrodynamic tails in the weight of the evolving operator. Instead, the models we consider here just exhibit ballistic growth with a diffusive spreading of the ballistic front.

While operator growth in the unitary random circuits can be understood as a biased random walk, which gives rise to a diffusive front, in the symmetric circuits we find that the endpoint dynamics evolve as different random walks. The endpoints of evolving strings in the COE and CSE random circuits are governed by a persistent random walk with correlation between steps. The edge of an evolving Pauli string in the $O(d)$ and $Sp(d)$ random circuits is a correlated random walk with an internal state. In each case we derive the butterfly velocity and diffusion constant of the evolving operator by solving the random walk. For all the models, we find that adding symmetry slows down the ballistic growth.

We should view these constructions as models of local chaotic dynamics with antiunitary symmetries. Physical systems realizing time-reversal symmetry evolve in quotients of the unitary group [30]. Dyson’s insight was that systems which realize or break antiunitary symmetries fall into three symmetry classes. For those realizing time-reversal symmetry, the unitary time-evolution operator $e^{iHt}$ is valued in $U(d)/O(d)$ and $U(d)/Sp(d)$, compact symmetric spaces which can be realized as subsets of the unitary group. The COE and CSE are the unitary matrix ensembles for these two symmetric spaces.

We will start by reviewing operator growth in unitary random quantum circuits. We then introduce four classes of symmetric random circuits and derive the respective transition probabilities of the stochastic process evolving Pauli strings. Then we discuss operator growth in the symmetric random circuits and derive the butterfly velocity and diffusion constant by solving the fictitious random walk governing operator growth.

**Random quantum circuits**

Consider a one-dimensional chain of $n$ qudits, with local dimension $q$, evolved by a random circuit built from layers of 2-site unitaries. Each layer or time-step of the random circuit alternates between acting on all even links between qudits at even time-steps, and odd links at odd time steps. Explicitly, the $t$-th layer of the circuit for even $t$, is given by the tensor product of 2-site unitaries $U_{i,i+1}$ for even $i$, and the $t$-th layer for odd $t$ by tensoring $U_{i,i+1}$ for odd $i$. We denote the unitary implementing the $t$-th layer as $U_t$, and the evolution to time $t$ is simply the product of $t$ layers of the circuit. The architecture of the random quantum
Figure 1: Random quantum circuits built from staggered layers of 2-site unitaries, where
each unitary is drawn at random from the unitary group or a subgroup or subset thereof,
give rise to the ballistic growth of the support of an initially local operator.

circuit is shown in Fig. 1. Each 2-site unitary $U_{i,i+1}$ is drawn at random from the unitary
group $U(q^2)$ or from some subgroup or quotient thereof. We define the dimension of a 2-site
unitary as $d \equiv q^2$, so that the local unitaries are drawn from $U(d)$.

We’ll go over the basic structure of operator growth in random circuits to set the stage
for the rest of the discussion. The discussion here is general and applies to all classes of
random circuits in this note. Recall that we can expand any operator in a basis of operators
like Pauli strings for qubit systems) as

$$O(t) = \sum_p \gamma_p(t) O_p.$$  \hspace{1cm} (1)

We will refer to the elements in the basis as Pauli strings regardless of local dimension;
the only difference is that generalized Paulis for qudits are no longer necessarily Hermitian,
but this does not affect the discussion. We should think about the coefficients $\gamma_p(t)$ as
probabilities of finding the operator $O_p$ in the growing operator, or equivalently the weight
of the growing operator on a given Pauli string. Unitary evolution and the orthonormality of
Paulis $\frac{1}{q^2} \text{Tr}(O_a^\dagger O_b) = \delta_{ab}$ means the operator norm is conserved under time-evolution, and
thus the probabilities are conserved $\sum_p |\gamma_p(t)|^2 = 1$.

Consider the evolution of a local operator $O_0$ in the random circuit. The local 2-site
unitaries will act on the operator and the range of its support will grow ballistically, spreading
outwards by one site at each side every time step, as shown in Fig. 1. While the operator
will grow to a linear combination of all Pauli strings with support on the $2t + 1$ sites at time
$t$ in the light-cone of the operator, we want to know the distribution on those Pauli strings,
i.e. the shape of the support of that operator on Pauli strings. We can define the weight of
the evolving operator on its left/right edge as $[9,10]$

$$\rho_{L/R}(x,t) = \sum_{p \in O_{L/R}(x)} |\gamma_p(t)|^2,$$ \hspace{1cm} (2)

where we sum over all Pauli strings with the left or right-most non-identity Pauli operator
at site $x$. The edges of the growing operator grow ballistically but also spread diffusively,
\[ t = 5 \]
\[ t = 15 \]
\[ t = 30 \]
\[ t = 50 \]
\[ x \]
\[ \rho_{L/R} \]
\[ \frac{\partial}{\partial t} \rho(x, t) = v_B \frac{\partial}{\partial x} \rho(x, t) + D \frac{\partial^2}{\partial x^2} \rho(x, t) \quad \text{with} \quad \rho(x, t) = \frac{1}{\sqrt{4\pi Dt}} e^{-\frac{(x-v_B t)^2}{4Dt}}. \quad (3) \]

We can solve for this distribution of the support of the operator by studying the random walking of the edges of the Pauli strings. The random circuits define a Markov chain governing the internal dynamics of the growing operator, where each Pauli string in the growing operator is stochastically updated to another Pauli string. As we will discuss, each local 2-site unitary updates two-site pairs of the Pauli string, taking identities to themselves and non-identity Paulis to other non-identity Paulis. For instance, two sites in a Pauli string might get updated like \((XY) \rightarrow (ZX)\). An update like this occurs for each two sites, i.e. at every link, alternating between even and odd links in the circuit. Note that it is convenient to define our coordinate system on the links, i.e. with respect to the 2-site gates, instead of the qudits. This way, the edge of an evolving Pauli either moves forwards or backwards at each time step.

In the random circuit evolution, each Pauli string is random walking through the space of Pauli strings. Moreover, the end of each Pauli string has some probability of moving back. For instance, say the two Pauli operator at the right-most gate is \((X \mathbb{I})\). There is some probability that this gets updated to \((Z \mathbb{I})\) and the gate to the right in the following time-step only acts on identities. Thus in the coordinate system on the links, the operator moves back, as shown in Fig. 2. This is a random walk of the edges of the Pauli strings making up the operator. The biased random walk governing the edge of an evolving operator gives rise to a biased diffusion process at long times, where the weight of the operator on the left/right edges obeys a biased diffusion equation in Eq. 3.

### 2 Operator growth in unitary random circuits

We start by reviewing the story for unitary random circuits, where each local 2-site unitary in Fig. 1 is drawn Haar-randomly from \(U(d)\) with \(d \equiv q^2\). This closely follows the analysis
in [3, 7, 9, 31]. Consider the evolution of some local operator \( \mathcal{O}(t) \), acting on a single site at time zero. We can solve for the growth of this operator by solving for the coefficients \( |\gamma_p(t)|^2 \)

\[
|\gamma_p(t)|^2 = \frac{1}{q^{2n}} |\text{Tr}(\mathcal{O}(t)\mathcal{O}_p)|^2 = \frac{1}{q^{2n}} \text{Tr}(U_t \mathcal{O}(t-1)U_t^\dagger \mathcal{O}_p) \text{Tr}(U_t \mathcal{O}(t-1)U_t^\dagger \mathcal{O}_p),
\]

where \( U_t \) is the layer implementing the \( t \)-th time step acting on the operator at \( t-1 \). Expanding in the operator basis

\[
|\gamma_p(t)|^2 = \frac{1}{q^{2n}} \sum_{a,b} \gamma_a(t-1)\gamma_b(t-1) \text{Tr}(U_t \mathcal{O}_a U_t^\dagger \mathcal{O}_p) \text{Tr}(U_t \mathcal{O}_b U_t^\dagger \mathcal{O}_p),
\]

we now Haar average the expression, decomposing the expression into a product over 2-site operators and 2-site random unitaries. We review Haar integration in App. C. For a single 2-site operator acted on by a 2-site gate, the expression we find averaging using the 2nd moment is

\[
\int_{U(d)} dU \text{Tr}(U \mathcal{O}_a U^\dagger \mathcal{O}_p) \text{Tr}(U \mathcal{O}_b U^\dagger \mathcal{O}_p) = \frac{d^2}{d^2 - 1} \delta_{a,b}(d^2 \delta_{a,1} \delta_{p,1} + 1 - \delta_{a,1} - \delta_{p,1}),
\]

where \( \delta_{p,1} = 1 \) if \( \mathcal{O}_p \) is the identity. Taking the product over all pairs of sites on which the 2-site random unitaries act, we can write Eq. (5) as

\[
|\gamma_p(t)|^2 = \sum_a S_{pa} |\gamma_a(t-1)|^2,
\]

where \( S_{pa} = \prod_s \left( \delta_{a,1} \delta_{p,1} + \frac{1}{d^2 - 1} (1 - \delta_{a,1})(1 - \delta_{p,1}) \right) \),

which determines the growth of the operator at each time step. The symmetric matrix \( S_{pa} \) is the transition matrix of a Markov chain on Pauli strings, where the Pauli string is updated stocastically at pairs of sites with transition probabilities determined by \( S_{pa} \). The matrix \( S_{pa} \) essentially tells us that at each pair of sites we take \( \mathbb{I} \rightarrow \mathbb{I} \) or a non-identity 2-site Pauli operator to any of the non-identity Paulis \( \mathcal{O}_p \rightarrow \mathcal{O}_a \) each with prob \( 1/(d^2 - 1) \), which makes sense as there are \( d^2 - 1 \) non-identity 2-site Paulis.

**Unitary random walk**

The transition probabilities for the Markov chain on 2-site Pauli operators, given by a Haar-random 2-site unitary, are

\[
\mathbb{I} \mathbb{I} \rightarrow \mathbb{I} \mathbb{I} \quad \text{with prob} \quad 1
\]

\[
\mathcal{O}_p \rightarrow \mathcal{O}_a \quad \text{with prob} \quad 1/(d^2 - 1).
\]

These local updates on 2-site pairs of operators in the Pauli string give rise to a biased diffusion process. At the left and right-most gates, the update rule takes the 2-site operator \( \mathcal{O}_p \) to another non-identity 2-site operator. But the operator moves back if an \( \mathbb{I} \) appears at the end of the string. As there are \( q^4 - 1 \) non-identity 2-site Paulis and \( q^2 - 1 \) of them have an identity at the outer site, the probability of the edge of the operator moving back is \( p = (q^2 - 1)/(q^4 - 1) \). These transition probabilities define a biased random walk for the
edge of an evolving operator with $v_B = 1 - 2p$ and $D = 2p(1 - p)$. We briefly review random walks in App. A. At late times, the weight of the operator on the left/right edges $\rho_{L/R}(x,t)$ obeys a biased diffusion equation \cite{9,10}, with butterfly velocity and diffusion constant

$$v_B = \frac{q^2 - 1}{q^2 + 1} \quad \text{and} \quad D = \frac{2q^2}{(q^2 + 1)^2}. \quad (8)$$

In the limit of large local dimension $q \to \infty$, we have $v_B \to 1$, achieving the light-cone velocity, and $D \to 0$, so the operator moves forward deterministically. The butterfly velocity and diffusion constant in Eq. (8) have the following $1/q$ expansions

$$v_B \approx 1 - \frac{2}{q^2} + \frac{2}{q^4} - \frac{2}{q^6} \quad \text{and} \quad D \approx \frac{2}{q^2} - \frac{4}{q^4} + \frac{6}{q^6}. \quad (9)$$

**OTOCs for random unitary circuits**

The out-of-time ordered correlation function (OTOC) is a 4-point function of a pair of operators evaluated in (thermal) states, $\langle AB(t)AB(t) \rangle$. The quantity has been understood to probe chaotic dynamics in quantum many-body systems and gives a precise sense \cite{32} in which many-body systems, including black holes and holographic systems \cite{33,34}, are fast scramblers. The OTO commutator $\langle [A,B(t)]^2 \rangle$ measures the failure of $B(t)$ to commute with $A$, where two of its constituent 4-point functions are OTOCs; the exponential growth of an operator corresponds to the decay of the OTOC \cite{21}.

Solving the operator growth in unitary circuits allows one to estimate the OTO commutator\footnote{Using quantum information theoretic ideas, OTOCs have been understood as quantifying scrambling and randomness \cite{35–37}.} in different regimes of the passing front as the operator $B(t)$ spreads to $A$. Outside the lightcone of $B$, the commutator with $A$ must be zero. There is an early-time growth, with $A$ inside the lightcone of $B$ but outside the $\sqrt{t}$ front, with a distance-dependent analog of a Lyapunov growth \cite{10}. Within the diffusive front, the OTO commutator grows to an order one value as an integrated Gaussian, and afterwards relaxes to its asymptotic value. The symmetric circuit models considered in this work exhibit the same OTO commutator growth as in the unitary circuits, simply with different velocity and diffusion constants for the front.

### 3 Operator growth in symmetric random circuits

The random unitary circuit picture is nice, we see the emergence of a diffusive phenomenon from unitary dynamics. But as the random circuit breaks all symmetries and obeys no conservation laws, we also want to know what happens when we start building in symmetry in different ways. Consider random circuits constructed out of local gates randomly drawn from ensembles with symmetry. We will consider four different symmetry classes, local orthogonal and symplectic matrices, and the two quotients of the unitary group $U(d)/O(d)$ and $U(d)/Sp(d)$, corresponding to the COE and CSE. In each case the analysis is more

\footnote{A universal form for the growth of the OTO commutator was proposed in \cite{26,38}.}
complicated than the analysis for the random unitary circuits, but we can in fact solve the operator growth analytically. In the unitary random circuits, the evolution of a Pauli string is a Markov chain and the dynamics of the end of the operator is itself an autonomous Markov process. In the symmetric circuits the evolution is also a Markov chain on Pauli strings, in each case with different transition probabilities. But the dynamics of the endpoints are no longer Markovian, as there are correlations between different time steps. This is a persistent random walk, where the persistence refers to the operator having some ‘inertia,’ i.e. wanting to move in the same direction as the previous time step. In our symmetric random circuits, we find that the successive time steps are anticorrelated, thus the random walks are biased and anti-persistent.

In each of the four symmetric random circuits we consider, we compute the probability of an operator moving back, which gives the butterfly velocity, but the analysis of the diffusion constant is a little more subtle. The anticorrelation reduces the diffusion constant from its uncorrelated value, i.e. the one that would be computed with \( p \) in the uncorrelated random walk. In the COE and CSE random walks, we can compute the diffusion constants directly, but for the \( O(d) \) and \( Sp(d) \) random walks we need to derive the diffusion equation.

These circuit constructions are a simple application of the tools developed in [39, 40], making use of Weingarten calculus for compact Lie groups and compact symmetric spaces. We give a quick overview of Haar integrals in App. C, but Weingarten calculus for Lie groups and compact symmetric spaces was reviewed in more detail in [40]. The methods for performing Haar averages over compact Lie groups were worked out in [41–43], and extended to compact symmetric spaces in [44,45]. In computing the random circuit averages, we have relied heavily on the methods developed there.

Before discussing our random circuit models, we summarize our results in the table below.

| Random circuit model  | \( v_B \)       | \( v_B \) for \( q = 2 \)         | \( v_B \) at large \( q \) |
|-----------------------|------------------|-----------------------------------|-----------------------------|
| Unitary \( U(d) \)   | \( \frac{q^2-1}{q^2+1} \) | \( \frac{3}{q} \) \((= 0.6)\) | \( 1 - \frac{2}{q^2} + \frac{3}{q^4} - \frac{2}{q^6} \) |
| COE \( U(d)/O(d) \)  | (16)             | \( \frac{153}{300} \) \((\approx 0.502)\) | \( 1 - \frac{2}{q^2} - \frac{2}{q^4} + \frac{14}{q^6} \) |
| CSE \( U(d)/Sp(d) \) | (30)             | \( \frac{11}{41} \) \((\approx 0.268)\) | \( 1 - \frac{2}{q^2} - \frac{2}{q^4} - \frac{2}{q^6} \) |
| Orthogonal \( O(d) \) | (45)             | \( \frac{23}{39} \) \((\approx 0.589)\) | \( 1 - \frac{2}{q^2} + \frac{6}{q^6} - \frac{4}{q^8} \) |
| Symplectic \( Sp(d) \)| (50)             | \( \frac{7}{15} \) \((\approx 0.467)\) | \( 1 - \frac{2}{q^2} - \frac{2}{q^6} + \frac{4}{q^8} \) |

We find that the symmetric random circuits are always slower than the unitary circuits; adding symmetry slows down operator growth. For qubits, the unitary circuits have \( v_B = 3/5 \). In the time-reversal symmetric circuits, the naive butterfly velocity is \( v_B = 1/2 \) (COE) and \( v_B = 1/4 \) (CSE), but there is a subtle (yet computable) effect which increases the value slightly. For \( O(d) \) qubit circuits, \( v_B = 23/39 \) and for \( Sp(d) \) circuits, \( v_B = 7/15 \).

In Fig. 3, we provide some numerical checks of the results derived in the table above. We simulated operator growth in the four classes of symmetric circuits with local qubits, averaged over an ensemble size of 20,000. The numerical fit of the growth of the edges of the operator agrees very well with all values of the \( q = 2 \) velocities in the table above. We plot the numerics alongside the analytic expressions for \( v_B \) using the constant offsets given by the fit. We also numerically check the diffusion constants and again find good agreement.
3.1 Operator growth in random COE circuits

Consider now a circuit of 2-site random unitaries drawn from the circular orthogonal ensemble (COE), i.e. random elements of the symmetric space $U(d)/O(d)$. To understand the operator growth, we again consider the action of a single random gate

$$\int_{\text{COE}} dU \, \text{Tr}(U\mathcal{O}_a U^\dagger \mathcal{O}_p) \text{Tr}(U\mathcal{O}_b U^\dagger \mathcal{O}_p).$$

We can compute the average using the second moment of the $U(d)/O(d)$ [44,45], as is briefly review in App. C, and find the transition matrix for 2-site Pauli operators

$$S_{pa} = \prod_s \left( \delta_{a,1}\delta_{p,1} + \frac{1}{d(d+1)(d+3)}((d+4)(\delta_{a,1}^{(s)} - 1)(\delta_{p,1}^{(s)} - 1) 
+ 2(d+2)\delta_{a,p}^{(s)}(1 - \delta_{p,1}^{(s)}) + \frac{2}{d}(1 - (-1)^{(a,p)}) \right),$$

where $(-1)^{(a,p)}$ is +1 if the Paulis commute $[\mathcal{O}_p, \mathcal{O}_a] = 0$, and −1 if they anticommute $\{\mathcal{O}_p, \mathcal{O}_a\} = 0$. More precisely, Pauli operators commute if their symplectic inner product $(a,p)$ equals zero. This is a little more involved than the unitary case; here we see that the identity is mapped to the identity, and non-identity Paulis are taken to non-identity Paulis, but with a higher probability of being mapped to itself, and different probabilities for Paulis they commute or anticommute with.

From the above transition matrix, we can list the transition probabilities for 2-site Pauli operators

| Transition | Probability |
|------------|-------------|
| $\mathbb{I}\mathbb{I} \rightarrow \mathbb{I}\mathbb{I}$ | 1 |
| $\mathcal{O}_p \rightarrow \mathcal{O}_{a=p}$ | $p_s = (3d + 8)/d(d + 1)(d + 3)$ |
| $\mathcal{O}_p \rightarrow \mathcal{O}_{a\neq p}$ and $[\mathcal{O}_a, \mathcal{O}_p] = 0$ | $p_c = (d + 4)/d(d + 1)(d + 3)$ |
| $\mathcal{O}_p \rightarrow \mathcal{O}_{a\neq p}$ and $\{\mathcal{O}_a, \mathcal{O}_p\} = 0$ | $p_a = (d + 2)^2/d^2(d + 1)(d + 3)$ |
As a sanity check, recall that exactly half of Pauli operators commute with a Pauli operator $O_{p}$ (including itself and the identity) and half anti-commute. So we see that the probabilities for a non-identity Pauli operator add to one: $p_{s} + p_{c}(d^{2}/2 - 2) + p_{a}d^{2}/2 = 1$.

**COE random walk**

Now we study operator growth in COE random circuits. The fact that an operator is more likely to update to itself already indicates the the butterfly velocity will be slower. The endpoint of a Pauli string is a random walk with correlation between the timesteps, as the motion of the random walker depends on the action at the previous time step. Thus, the random walk itself is non-Markovian, but the process of updates on the endpoint is a two-state Markov chain, with probabilities of moving forward and backward depending on whether the random walker moved forward or backward at the previous timestep.

Let $p_{1}$ be the probability the operator moves back after moving forward and let $p_{2}$ be the probability the operator moves back after moving back. The probability that an operator moves back at time $t$, $p(t)$, satisfies the evolution equation

$$p(t) = (p_{2} - p_{1})p(t - 1) + p_{1} .$$

(12)

Solving for the stationary probability or summing the series, we can solve for $p$ and find

$$p = \frac{p_{1}}{1 + p_{1} - p_{2}} .$$

(13)

For an operator that has moved forward at the previous timestep, e.g. we have $X\mathbb{I}$ at the rightmost gate, the probability the string moves back is $p_{1} = p_{s} + (d/2 - 2)p_{c} + (d/2)p_{a}$ (the probability it goes to itself plus the probability of going to commuting or anticommuting operators that also move back). If the operator has moved back at a previous timestep, then the operator at the edge of the string has a non-identity Pauli at the rightmost site, e.g. $XZ$ and the rightmost gate, and will move forward with higher probability (as updating to itself moves the operator forward). In this case the probability the operator moves back is naively $p_{2} = (d/2 - 1)p_{c} + (d/2)p_{a}$.

Solving for $p$ and $v_{B}$ using the COE transition probabilities we find that, when $q = 2$

For qubits: $p = 1/4$ and $v_{B} = 1/2$.

(14)

But there is a subtlety which modifies $p_{2}$ and increases the butterfly velocity slightly. The probability of moving back twice, $p_{2}$, depends on the operator coming from inside the circuit. Any non-identity Pauli will commute/anticommute with half of the 1-site operators that move us back, but if $\mathbb{I}$ appears at the left site of the gate, it will commute with all operator that move us back. Assuming that the interior of the circuit is rapidly mixing and operators appear with uniform probability, we have $p_{2} = \frac{d-1}{d}((d/2 - 1)p_{c} + (d/2)p_{a}) + \frac{1}{d}(d - 1)p_{c}$.

We then find the probability of a Pauli string moving back in the COE circuit in terms of the local dimension $q$

$$p = \frac{q^{2}(q^{4} + 5q^{2} + 2)}{(q^{2} + 1)(q^{6} + 3q^{4} + 2q^{2} + 2)} .$$

(15)
from which we find the butterfly velocity for COE random circuits $v_B = 1 - 2p$ to be

$$v_B = \frac{(q^2 - 1)(q^4 + 4q^2 + 2)}{(q^2 + 1)(q^6 + 3q^4 + 2q^2 + 2)}. \tag{16}$$

For qubits, this increases $v_B$ from $1/2$ to $v_B = 153/305 \approx 0.502$, which is somewhat slower than unitary circuits with $v_B = 3/5$. The above expression is exact for any local dimension $q$, but we can expand in powers of $q$ to find

$$v_B = 1 - \frac{2}{q^2} - \frac{2}{q^4} + \frac{14}{q^6} + \ldots \tag{17}$$

for the COE circuits.

**Diffusion in random COE circuits**

Recall that for the growing operator in the random COE circuits, we derived the probability of an operator moving back to be

$$p(t) = p_1 + p(t-1)(p_2 - p_1), \tag{18}$$

with the probabilities $p_1$ and $p_2$ defined above. The dependence on the probability of moving back introduces correlation between the time steps. The evolution of the end of the operator in the random circuit is a persistent biased random walk, where there is a direct correlation with the motion at a previous timestep. Persistent random walks [46–49] were introduced to accommodate inertial effects in Brownian motion. As the prefactor $p_2 - p_1$ is negative, there is an anticorrelation; the COE random walker is more inclined to move in the opposite direction from its previous motion.

Recall that the position of the random walker $X(t) = \sum_i^t x_i$ is given as the sum of increments $x_i = \pm 1$, as reviewed in App. A. In the persistent random walk, the correlation between timesteps does not affect the mean $\langle X(t) \rangle$, and computing the stationary probability in Eq. (13) directly gives us the butterfly velocity $v_B$. But correlations between timesteps affect the variance $\langle X(t)^2 \rangle$ and thus the diffusion constant. Generally, we have

$$\langle X(t)^2 \rangle_c = \sum_{i,j} \langle x_i x_j \rangle_c = 4tp(1-p) + \sum_{i \neq j} \langle x_i x_j \rangle_c, \tag{19}$$

where $\langle \cdot \rangle_c$ is the connected correlator. In first term we find the uncorrelated diffusion constant $D_0 \equiv 2p(1-p)$. Define $c(|i-j|) \equiv \langle x_i x_j \rangle$ as the correlator between time steps, where we have translational invariance in time. Clearly, $c(0) = 4tp(1-p) = 2D_0 t$. To compute the correlations for the COE random walker, we need to look closer at the direct correlation between time steps.

The probability of moving back in an COE circuit, Eq. (18), means that the random variable $x_i$ at a time step $i$, is a sum of two random variables

$$x_i = \alpha x_{i-1} + p_1 x_i', \quad \text{where} \quad \alpha = (p_2 - p_1) \tag{20}$$

and where $x_{i-1}$ is the step taken at the previous timestep and $x_i'$ is an iid random variable, with mean and variance to be determined. There is now a direct correlation between
timesteps given by the coefficient of the $x_{i-1}$ variable $\alpha = p_2 - p_1$. We already know the mean and variance of $x_i$ to be $\langle x_i \rangle = (1 - 2p)$ and $\langle x_i^2 \rangle_c = 4p(1 - p)$. We can fix the mean and variance of the random variable $x'_i$ from Eq. (20), and find

$$\langle x'_i \rangle = \frac{1 - 2p}{p}, \quad \text{and} \quad \langle x'_i^2 \rangle_c = 4(1 - p) \frac{1 - p_1 + p_2}{p_1}.$$  

(21)

First we note that if $p_2 = p_1$, the correlation between time-steps vanishes and the endpoint dynamics are uncorrelated and Markovian. In this case the probability of moving back is $p = p_1$. We see that in terms of $x'_i$ the mean and variance of $x_i$ from Eq. (21) become $\langle x_i \rangle = (1 - 2p)$ and $\langle x_i^2 \rangle_c = 4p(1 - p)$, as expected. As a second sanity check, if $p_1 = 0$, the probability of moving is zero and the endpoint deterministically moves forward.

We can now compute the correlator between random steps at successive times and find that for a difference

$$c(t) = \langle x_i x_j \rangle_c = 2D_0 \alpha^t, \quad \text{where} \quad t = |i - j|.$$  

(22)

Therefore, rewriting the sum in Eq. (19) by making a change of variables and then summing the resulting series, we find

$$\langle X(t)^2 \rangle_c = 2D_0 t + 2 \sum_{t' = 1}^t (t - t')c(t') = 2D_0 t \frac{1 + \alpha}{1 - \alpha} - \frac{\alpha(1 - \alpha^t)}{(1 - \alpha)^2}.$$  

(23)

For times $t \gg 1$, we have

$$\langle X(t)^2 \rangle_c \approx 2D t, \quad \text{where} \quad D = \frac{1 + \alpha}{1 - \alpha} D_0,$$  

(24)

where $D_0 = 2p(1 - p)$ is the uncorrelated diffusion constant and $\alpha = p_2 - p_1$ is the persistence of the random walker. For qubits, we find $D \approx 0.31$.

This was more of a Langevin derivation of diffusion, but we can arrive at the same result employing more of a Fokker-Planck approach, explicitly deriving the diffusion equation. In App. B, we derive the same diffusion constant from the difference equations for the 2-state Markov chain governing the motion of the COE random walk.

### 3.2 Operator growth in random CSE circuits

Consider now a random quantum circuit with 2-site unitaries drawn at random from the circular symplectic ensemble (CSE), corresponding to random instances of the symmetric space $U(d)/Sp(d)$.\(^4\) To understand the operator growth, we again consider the action of a single random gate

$$\int_{\text{CSE}} dU \text{Tr}(U \mathcal{O}_a U^\dagger \mathcal{O}_p) \text{Tr}(U \mathcal{O}_b U^\dagger \mathcal{O}_p),$$  

(25)

\(^4\)It is common to denote the unitary symplectic group with even dimension $2d$, i.e. defined as the intersection of symplectic matrices $Sp(2d, \mathbb{C})$ and the unitary group. Here, for consistency of the discussion and ease in comparing formulae, we denote the symplectic group $Sp(d)$ and the compact symmetric space AII as $U(d)/Sp(d)$, keeping in mind that $d$ must be taken to be even in these two cases.
which we compute using the second moment of the CSE \cite{45} and find the transition matrix

\[ S_{pa} = \prod_s \left( \delta^{(s)}_{a,1} \delta^{(s)}_{p,1} + \frac{1}{d(d-3)(d-1)} \left( (d-4)\delta^{(s)}_{a,1} - 1 \right) \delta^{(s)}_{p,1} - 1 \right. \]
\[ \left. + 2(d-2)\delta^{(s)}_{a,p} (1 - \delta^{(s)}_{p,1}) + \frac{2}{d}(1 - (-1)^{(a,p)}) \right) \]. \quad (26)

Again, like in the COE circuit, we see that the identity is mapped to the identity, and non-identity Paulis are mapped to a linear combination of all other non-identity Paulis, but with a higher probability of being mapped to itself.

From \( S_{pa} \), we find the transition probabilities for 2-site Pauli operators are

\[
\begin{align*}
\mathbb{I} \mathbb{I} &\to \mathbb{I} \mathbb{I} \quad \text{with prob } 1 \\
\mathcal{O}_p &\to \mathcal{O}_{a=p} \quad \text{with prob } p_s = (3d - 8)/d(d-3)(d-1) \\
\mathcal{O}_p &\to \mathcal{O}_{a \neq p} \quad [\mathcal{O}_a, \mathcal{O}_p] = 0 \quad \text{with prob } p_c = (d-4)/d(d-3)(d-1) \\
\mathcal{O}_p &\to \mathcal{O}_{a \neq p} \quad \{\mathcal{O}_a, \mathcal{O}_p\} = 0 \quad \text{with prob } p_a = (d-2)^2/d^2(d-3)(d-1) \\
\end{align*}
\] \quad (27)

The analysis is much the same as the COE random circuits, where there is a higher probability of an operator going to itself, and separate probabilities of an operator updating to operators which commute or anticommute with that operator. One interesting difference here is that for \( q = 2 \), local qubits, the updated probabilities become

\[
\begin{align*}
\text{For qubits:} \quad p_s &= 1/3, \quad p_a = 1/12, \quad p_c = 0. \\
\end{align*}
\] \quad (28)

So the probability an operator updates to itself is fairly high, and no 2-qubit operator updates to an operator with which it commutes. This means that operator growth will happen fairly slowly as the operators at the end of the Pauli string, e.g. of the form \( X\mathbb{I} \), have a much higher chance of updating to themselves, and thus moving back.

**CSE random walk**

Just as in the COE random circuit, we can solve for the probability for an evolving operator to move back for general local dimension \( q \)

\[
p = \frac{(q^4 - 1)(q^2 - 2)}{q^8 - 3q^6 + q^4 + q^2 - 2}. \quad (29)
\]

The naive butterfly velocity is \( v_B = 1/4 \), but taking into account the identity contribution to \( p_2 \), we find \( v_B = 11/41 \approx 0.268 \), substantially slower than in the other random circuits. The butterfly velocity for random CSE circuits is given in terms of \( q \) as

\[
v_B = \frac{q^8 - 5q^6 + 5q^4 + 3q^2 - 6}{q^8 - 3q^6 + q^4 + q^2 - 2}. \quad (30)
\]

Expanding the above expression at large \( q \) we find

\[
v_B \approx 1 - \frac{2}{q^2} - \frac{2}{q^4} - \frac{2}{q^6}, \quad (31)
\]
giving the same leading order term in $1/q$, but different subleading corrections.

The diffusion constant is also given just as in the COE case, where the correlation between steps is $\alpha = p_2 - p_1$ in terms of the $p_s$, $p_c$, and $p_a$ defined for the CSE random circuits. Meaning the endpoint dynamics of the CSE random walker are also a biased random walk with anticorrelated steps. The diffusion constant is $D = \frac{1+\alpha}{1-\alpha}D_0$, where $D_0 = 2p(1-p)$ is the uncorrelated diffusion constant in terms of the stationary probability of moving back in the CSE circuits $p$. For qubits we find $D \approx 0.22$.

### 3.3 Operator growth in random orthogonal circuits

Consider a quantum circuit of 2-site Haar random orthogonal operators. For a single 2-site operator, consider

$$
\int_{O(d)} dU \text{Tr}(UO_aU^\dagger O_p)\text{Tr}(UO_bU^\dagger O_p)
= \frac{1}{(d-1)(d+2)}((d+1)d^3\text{Tr}(O_a)\text{Tr}(O_b)\text{Tr}(O_p)^2 - d^2\text{Tr}(O_p)^2\text{Tr}(O_aO_b^T) + \ldots . \quad (32)
$$

The second moment of the orthogonal group gives an expression with nine terms, and after some reworking we find Pauli strings evolve as $|\gamma_p(t)|^2 = \sum_a S_{pa}|\gamma_a(t-1)|^2$ with

$$
S_{pa} = \prod_s \left( \delta_{a,1}^s \delta_{p,1}^s + \frac{1}{(d-1)(d+2)}((\delta_{a,1}^s - 1)(\delta_{p,1}^s - 1) + (\delta_{a,1}^s - (-1)^{Y_a})(\delta_{p,1}^s - (-1)^{Y_p})
+ \frac{1}{d}(1 - (-1)^{Y_a})(1 - (-1)^{Y_p}) \right), \quad (33)
$$

where $Y_p$ equals zero or one depending on whether the operator $O_p$ is even or odd under transposition. This defines the transition matrix of the orthogonal Markov process on Pauli strings, encoding local update rules on 2-site operators. In the orthogonal circuits, the matrix $S_{pa}$ tells us that at each site we take identities to identities, even non-identity Paulis to even and odd non-identity Paulis to odd:

$$
\begin{align*}
\mathbb{I}\mathbb{I} & \rightarrow \mathbb{I}\mathbb{I} \quad \text{with prob} \quad 1 \\
even \ O_p & \rightarrow \ even \ O_a \quad \text{with prob} \quad p_e = 2/((d-1)(d+2)) \quad (34) \\
odd \ O_p & \rightarrow \ odd \ O_a \quad \text{with prob} \quad p_o = 2/(d(d-1)),
\end{align*}
$$

where even and odd refer to the sign under transposition $O_p^T = \pm O_p$, which is the natural action of the orthogonal group.

**Orthogonal random walk**

We can now solve for the operator growth in the random orthogonal circuits. The probability of an operator moving back depends on whether the operator at the farthest most gate is even or odd, and further depends on whether the action at the previous timestep was a move forward or backward. The structure of the alternating gates at each time step means that even operators output from a gate can input odd operators at the next gate. Consider $YY$,
an even 2-site operator, if this operator appears at the edge of the growing operator, then
the input to the gate of the farthest gate at the next time step is $Y^\dagger$, an odd operator. So
we need to treat the dynamics of even and odd operators carefully.

We start by discussing the case for qubits and then derive formulae for general local
dimension $q$. The probability of an even Pauli moving back is $2/9$, i.e. if we get a $X^\dagger$ or $Z^\dagger$. For odd Paulis we have $1/6$, i.e. if we generate a $Y^\dagger$. Denote the probabilities of even and odd operators moving forwards or backwards as

$$p_{e\rightarrow e} = \frac{2}{9}, \quad p_{e\rightarrow o} = \frac{7}{9}, \quad p_{e\leftarrow o} = \frac{1}{6}, \quad p_{o\rightarrow o} = \frac{5}{6}. \quad (35)$$

Now we need to find the probability that the operator at the end of the string, at the
rightmost gate, is even or odd by relating it to the probability it was even or odd at the
previous time step. We must take into account whether the operator has moved forward or
backwards, as the probabilities of an even or odd operator appearing depend on which action
occurs. When an even operator moves forward to an even operator, the rightmost operator
will be either $X^\dagger$ or $Z^\dagger$, which occurs $6/7$ times, the $1/7$ occurs when an even operator moves
forward to an odd operator, which only happens when $YY$ is generated and the operator at
the rightmost gate is $Y^\dagger$. An even operator moves back to an even operator with probability
$3/4$, when $X^\dagger$ or $Z^\dagger$ is generated and the operator coming from inside the circuit is $\{I, X, Z\}$. Here we have assumed that the 1-site operators coming from behind the evolving end of the
string appear with uniform probability as the interior of the evolving Pauli string rapidly
mixes. A similar analysis holds for the odd operators. All together we find the conditional probabilities

$$p_{e\rightarrow e} = \frac{6}{7}, \quad p_{e\rightarrow o} = \frac{1}{7}, \quad p_{o\rightarrow e} = \frac{2}{5}, \quad p_{o\rightarrow o} = \frac{3}{5},$$

$$p_{e\leftarrow e} = \frac{3}{4}, \quad p_{e\leftarrow o} = \frac{1}{4}, \quad p_{o\leftarrow e} = \frac{1}{4}, \quad p_{o\leftarrow o} = \frac{3}{4}. \quad (36)$$

The probability of the rightmost operator being even or odd at time $t$ is thus

$$p_e(t) = (p_{e\rightarrow e}p_e + p_{e\leftarrow e})p_e(t-1) + (p_{o\rightarrow e}p_o + p_{e\rightarrow o}p_{o\leftarrow e})p_o(t-1)$$
$$p_o(t) = (p_{o\rightarrow o}p_o + p_{o\leftarrow o}p_{o\leftarrow e})p_o(t-1) + (p_{e\rightarrow o}p_e + p_{e\rightarrow e}p_{e\leftarrow e})p_e(t-1), \quad (37)$$

and for qubits we get the equations governing the evolving probabilities:

$$p_e(t) = \frac{5}{6}p_e(t-1) + \frac{3}{8}p_o(t-1), \quad p_o(t) = \frac{5}{8}p_o(t-1) + \frac{1}{6}p_e(t-1). \quad (38)$$

This itself is a Markov process, where the probability of finding an even or an odd operator
at the end of the evolving string updates at each time step. We solve for the stationary
distribution (i.e. where the probabilities are the same at each time step) and find $p_e = 9/13$
and $p_o = 4/13$. Thus we can compute the probability of an operator moving back in terms
of the probability the operator at the end of the evolving string is even or odd:

$$p = p_{e\leftarrow e}p_e + p_{e\leftarrow o}p_o, \quad (39)$$
and find \( p = 8/39 \) for qubits. This gives a butterfly velocity of \( v_B = 23/39 \approx 0.5897 \). Very close to the unitary butterfly velocity for qubits \( v_B = 3/5 \). In case the reader is suspect of how close the result is to the unitary case, that we have confirmed this value of the orthogonal butterfly velocity by computationally simulating the evolving operators in the random orthogonal circuits, shown in Fig. 3.

We can now derive the butterfly velocity for general local dimension. First we define the number of even or odd operators for a local dimension of \( d \)

\[
\begin{align*}
n_{e}(d) &= \frac{(d-1)(d+2)}{2}, \\
n_{o}(d) &= \frac{d(d-1)}{2}.
\end{align*}
\]  

(40)

Thus the number of even/odd operators at a single site is \( n_{e}(q) \) and \( n_{o}(q) \). The probabilities of an even and odd operator moving backwards are a simple generalization of what we discussed above in the case of qubits

\[
\begin{align*}
p_{e\leftarrow e} &= \frac{n_e(q)}{n_e(d)} \quad \text{and} \quad p_{o\leftarrow o} = \frac{n_o(q)}{n_o(d)}.
\end{align*}
\]  

(41)

The probabilities of even/odd operators moving forwards or backwards to even/odd operators are

\[
\begin{align*}
p_{e\rightarrow e} &= \frac{(n_e(q) + 1)n_e(q)}{n_e(d)}, \\
p_{e\rightarrow o} &= \frac{n_o(q)^2}{n_e(d)}, \\
p_{o\rightarrow e} &= \frac{(n_e(q) + 1)n_o(q)}{n_o(d)}, \\
p_{o\rightarrow o} &= \frac{n_e(q)n_o(q)}{n_o(d)}, \\
p_{o\leftarrow e} &= \frac{n_o(q)^2}{n_o(d)q^2}, \\
p_{o\leftarrow o} &= \frac{n_e(q)n_o(q)}{n_o(d)q^2}, \\
p_{e\leftarrow o} &= \frac{(n_e(q) + 1)n_o(q)}{n_o(d)q^2}.
\end{align*}
\]  

(42)

The evolution equations for the states of the random walker given in Eq. (37) for general local dimension \( q \) become

\[
\begin{align*}
p_{e}(t) &= \frac{(q + 2)(q^2 + 1)}{2q(q^2 + 2)} p_{e}(t-1) + \frac{q^2 - 1}{2q^2} p_{o}(t-1), \\
p_{o}(t) &= \frac{q^2 + 1}{2q^2} p_{o}(t-1) + \frac{(q - 1)(q^2 - q + 2)}{2q(q^2 + 2)} p_{e}(t-1).
\end{align*}
\]  

(43)

As a sanity check, the probabilities of \( p_{e}(t - 1) \) and \( p_{o}(t - 1) \) add to unity. Solving for the stationary distribution, we find \( p_{e} \) and \( p_{o} \) and then compute the probability of an operator moving back to be

\[
p = \frac{q^2 + q + 2}{(q + 1)(q^3 + 2q + 1)}.
\]  

(44)

This gives a butterfly velocity for orthogonal random circuits

\[
v_B = \frac{q^4 + q^3 + q - 3}{(q + 1)(q^3 + 2q + 1)},
\]  

(45)

which has a series expansion in \( q^2 \) as

\[
v_B = 1 - \frac{2}{q^2} + \frac{6}{q^5} + \ldots,
\]  

(46)
the same as the unitary case up to second order in $1/q$ in Eq. (9). Note the absence of contribution at $1/q^4$.

The correlated random walk analysis for the COE and CSE diffusion constants is not so easily generalized to the orthogonal case. We compute the diffusion constant in the orthogonal circuit by deriving the diffusion equation from the difference equations for the 4-state Markov chain on the increments of the $O(d)$ random walk. The derivation in App. B, gives the orthogonal diffusion constant Eq. (70). For local qubits, we find $D \approx 0.31$, similar to the unitary diffusion constant. Operator growth in orthogonal random circuits proceeds very similarly to that in unitary random circuits, although the analysis is somewhat more tedious.

3.4 Operator growth in random symplectic circuits

Consider now a circuit of 2-site Haar random symplectic gates. To understand the operator growth, first consider the action of a single random gate

$$\int_{Sp(d)} dU \text{Tr}(U\mathcal{O}_a U^\dagger \mathcal{O}_p) \text{Tr}(U\mathcal{O}_b U^\dagger \mathcal{O}_p).$$

Computing the second moment we find the transition matrix for the symplectic circuits

$$S_{pa} = \prod_s \left( \delta^{(s)}_{a,1} \delta^{(s)}_{p,1} + \frac{1}{(d+1)(d-2)} \left[ (\delta^{(s)}_{a,1} - 1)(\delta^{(s)}_{p,1} - 1) + (\delta^{(s)}_{a,1} - (-1)^{S_s})(\delta^{(s)}_{p,1} - (-1)^{S_s}) \right] - \frac{1}{d}(1 - (-1)^{S_s})(1 - (-1)^{S_p}) \right),$$

which is unsurprisingly similar to the orthogonal case. Noting that under symplectic conjugation Paulis are either even or odd: $\mathcal{O}_p^D \equiv J\mathcal{O}_p^T J^T = \pm \mathcal{O}_p$. Here we have defined $(-1)^{S_s}$ to be $+1$ for symplectically even Pauli and $-1$ for odd Pauli. The above transition matrix tells us that Paulis which are even under symplectic conjugation are taken to symplectically even Pauli and odd to odd.

In the symplectic case, we find that at each gate we take identities to identities, even non-identity Pauli to even and odd non-identity Pauli to odd:

- $\mathbb{I} \mathbb{I} \rightarrow \mathbb{I} \mathbb{I}$ with prob 1
- even $\mathcal{O}_p \rightarrow$ even $\mathcal{O}_a$ with prob $p_e = 2/((d-1)(d+1))$
- odd $\mathcal{O}_p \rightarrow$ odd $\mathcal{O}_a$ with prob $p_o = 2/(d(d+1))$

where again we mean the even or odd action under symplectic conjugation $J\mathcal{O}_p^T J^T = \pm \mathcal{O}_p$.

Symplectic random walk

The analysis for operator growth in symplectic random circuits is essentially the same as in the orthogonal case, we have that even and odd operators are mapped to themselves with
uniform probability. The only difference is that the set of Paulis invariant under symplectic transpose is different than in the orthogonal case, thus giving slightly different probabilities. The evolution equations for the states of the symplectic random walker are still given by Eq. (37). Repeating the same analysis but with the symplectic version of \( n_e \) and \( n_o \), we find the probability of the end of an evolving Pauli string moving back to be

\[
p = \frac{q^2 - q + 2}{(q^2 + 1)(q^2 - q + 1)},
\]

which gives a butterfly velocity \( v_B = 1 - 2p \)

\[
v_B = \frac{q^4 - q^3 + q - 3}{(q^2 + 1)(q^2 - q + 1)} \quad \text{for qubits: } v_B = \frac{7}{15}.
\]

In fact, the conditional probabilities of even/odd operators moving left/right, are different for the left/right edges of the growing operator, but both give the same butterfly velocity. The diffusion constant for the symplectic random walk is derived in App. B from the 4-state Markov chain. From the probabilities for the symplectic random walk, we find \( D \approx 0.31 \).

4 Discussion

In this note, we studied operator growth in different classes of symmetric random circuits, with gates drawn from the orthogonal \( O(d) \) and symplectic \( Sp(d) \) groups, as well as the symmetric spaces \( U(d)/O(d) \) (COE) and \( U(d)/Sp(d) \) (CSE). These were models of local chaotic dynamics with antiunitary symmetries. Each class of random circuits gave rise to a different stochastic process on evolving Pauli strings, and operator growth could be solved by understanding the endpoint dynamics as a random walk. In the COE and CSE circuits, we understood operator growth as a persistent random walk with anticorrelation between steps. In the orthogonal and symplectic circuits, we found a similar random walk with bias and correlation, but where the random walker also carried an internal state. In all four of the classes of random circuits, we solved for the butterfly velocities and diffusion constants by solving the random walk, finding that symmetry slows down ballistic operator growth.

We can also comment more generally on properties of the random circuit models considered here. It is known that unitary circuits of polynomial depth form approximate \( k \)-designs [3, 4] and achieve optimal decoupling [8]. Haar-random \( O(d) \) and \( Sp(d) \) and random unitaries from \( U(d)/O(d) \) and \( U(d)/Sp(d) \) do not form \( k \)-designs [39, 40] (although the orthogonal and symplectic groups do form 1-designs). Thus symmetric circuits will not approximate moments of the unitary group. But one can define the notion of a symmetric \( k \)-design, reproducing moments of the invariant ensemble on the subgroup or subset of \( U(d) \) [39, 40]. We expect that employing similar methods to [3, 4] would show that symmetric RQCs of polynomial depth form approximate symmetric \( k \)-designs. Moreover, random states with respect to the symmetric ensembles look locally maximally mixed and random symmetric unitaries achieve decoupling with only subleading corrections to the random unitary expression [40]. Thus, we expect that random symmetric circuits also achieve decoupling in polylogarithmic depth, but precisely computing the depth and understanding how suboptimal random symmetric circuits are would be an interesting avenue for future work.
Another interesting direction would be to consider symmetric random circuits in higher dimensions. The unitary circuits exhibit Kardar-Parisi-Zhang (KPZ) universality in the scaling in their front dynamics [9], with a diffusive broadening of $t^{1/3}$ in 2D circuits. As operator growth in 1D is somewhat constrained, it would interesting to see if the KPZ behavior persists in higher dimensional random symmetric circuits.
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A Biased random walks and diffusion

We can understand the derivation of the butterfly velocity and diffusion constant in the unitary random circuit as a simple biased random walk. Let’s consider the right endpoint of the growing operator, so the bias refers to the preference of the operator to move right. At each time step we have a random variable $x_i$ which takes values $\pm 1$: we get $-1$ with probability $p$, meaning the random walker moves left, and $+1$ with probability $1-p$, meaning the operator moves right. The position of the operator at a time $t$ is then given by

$$ X(t) = \sum_{i=1}^{t} x_i. \quad (51) $$

As the endpoint dynamics are Markovian, meaning the steps at successive times are uncorrelated and the random variables $x_i$ are iid, we simply compute the mean

$$ \langle X(t) \rangle = \sum_{i=1}^{t} \langle x_i \rangle = t \langle x_i \rangle = t(1 - 2p) \rightarrow v_B = 1 - 2p, \quad (52) $$

which gives us the butterfly velocity $v_B$, and the second moment

$$ \langle X(t)^2 \rangle = \sum_{i,j=1}^{t} \langle x_i x_j \rangle = t \langle x_i^2 \rangle + (t^2 - t) \langle x_i \rangle \langle x_j \rangle = t + (t^2 - t)(1 - 2p)^2, \quad (53) $$

which gives the variance and the diffusion constant

$$ \langle X(t)^2 \rangle_c = 4pt(1 - p) = 2Dt \quad \text{with} \quad D = 2p(1 - p). \quad (54) $$

Therefore, computing the probability of moving back $p = 1/(q^2 + 1)$ in the random circuits gives the above velocity and diffusion constants.
We can arrive at the same conclusion by counting the left and right moves. Again, consider the motion of the right end of the Pauli string, and let $\ell$ denote the number of left steps and $r$ the number of right moves. Clearly, $t = \ell + r$ and the position of the random walker is $x = r - \ell$. The distribution on the number of left and right moves is

$$f(\ell, r) = \binom{t}{r} (1-p)^r p^{t-r}.$$  \hspace{1cm} (55)

From this we can compute the mean and variance of $x = r - \ell$ after $t$ timesteps get $v_B$ and $D$ as above. Said equivalently, the binomial distribution on the endpoint of the string is simply the sum of Bernoulli distributed random variables making up the steps in the random walk. At long times this gives rise to Eq. (3).

We will present a different derivation of the biased diffusion equation for the random walk as a warm-up for the derivations in App. B, largely following [49, 50]. The probability that the random walker is at site $x$ after $t$ steps obeys the evolution equation

$$\rho(x, t+1) = (1-p)\rho(x-1, t) + p\rho(x-1, t).$$ \hspace{1cm} (56)

To take a continuum limit, we introduce spatial and temporal step sizes $\delta x$ and $\delta t$, then Taylor expand around small $\delta x$, $\delta t$, and find

$$\rho + \delta t \dot{\rho} + \ldots = (1-p)\left(\rho - \delta x \rho' + \frac{\delta x^2}{2} \rho'' + \ldots\right) + p\left(\rho + \delta x \rho' + \frac{\delta x^2}{2} \rho'' + \ldots\right).$$ \hspace{1cm} (57)

Keeping only the lowest order terms in $\delta t$ and to second order in $\delta x$, we find

$$\dot{\rho} = -\frac{\delta x}{\delta t} (1 - 2p) \rho' + \frac{\delta x^2}{2\delta t} \rho''.$$ \hspace{1cm} (58)

Taking the limit $\delta x, \delta t \to 0$, we identify the prefactor of the $\rho'$ term as velocity, $v_B = \lim_{\delta x, \delta t \to 0}(1 - 2p)\delta x/\delta t$, and the prefactor of the $\rho''$ term as the diffusion constant, $D = \lim_{\delta x, \delta t \to 0} \delta x^2 / 2\delta t$. Note that unlike in the case of the unbiased random walk, which simply yields the diffusion equation, here we need to be careful in how we take the limit such that both terms are finite in the continuum limit. To ensure a sensible limit, we must require that $2D(1 - 2p) = vB \delta x$ [49]. The result is the biased diffusion equation

$$\partial_t \rho(x, t) = -v_B \partial_x \rho(x, t) + D \partial_x^2 \rho(x, t), \quad \text{where} \quad v_B = 1 - 2p \quad \text{and} \quad D = 2p(1 - p).$$ \hspace{1cm} (59)

### B Difference equation derivations of diffusion

In this appendix we briefly present a difference equation approach to computing $v_B$ and $D_\rho$ in the four classes of random circuits. For the COE and CSE random circuits, this serves as a check of the derivation in Sec. 3.1 and 3.2, reproducing the same constants. But for the $O(d)$ and $Sp(d)$ random circuits, this is how we derive the diffusion constants.

In the COE and CSE random circuits, we have a two-state Markov chain governing the edge evolution as the random walker has two different probabilities of moving back, depending on whether they moved back at the previous step. This is the persistence or
inertia of the random walker. The random walker is thus in one of two states, forward state $f$ or back state $b$ depending on the previous step taken. $f(x,t)$ and $b(x,t)$ are the probabilities that the random walker moved forward/backward to site $x$ after $t$ steps. The two-state Markov chain $\{f,b\}$ has the transition matrix

$$P = \begin{pmatrix} 1 - p_1 & p_1 \\ 1 - p_2 & p_2 \end{pmatrix},$$

where $p_1$ and $p_2$ are, respectively, the probabilities of moving back when in the forward and back states, as defined in Sec. 3.1. We can write the two-state evolution as the difference equations

$$f(x,t+1) = (1 - p_1)f(x-1,t) + (1 - p_2)b(x-1,t)$$

$$b(x,t+1) = p_1 f(x+1,t) + p_2 b(x+1,t),$$

introducing step sizes $\delta x$ and $\delta t$, we can Taylor expand and find

$$f + \delta t \dot{f} + \ldots = (1 - p_1) \left( f - \delta x f' + \frac{\delta x^2}{2} f'' + \ldots \right) + (1 - p_2) \left( b - \delta x b' + \frac{\delta x^2}{2} b'' + \ldots \right)$$

$$b + \delta t \dot{b} + \ldots = p_1 \left( f + \delta x f' + \frac{\delta x^2}{2} f'' + \ldots \right) + p_2 \left( b + \delta x b' + \frac{\delta x^2}{2} b'' + \ldots \right).$$

Taking the sum and difference of the two equations, we can solve for the equation governing the evolution of $\rho = f + b$

$$\dot{\rho} = -\frac{\delta x}{\delta t} \left( \frac{1 - p_1 - p_2}{1 - p_2 + p_1} \right) \rho' + \frac{\delta x^2}{2\delta t} \left( \frac{1 + p_2 - p_1}{1 - p_2 + p_1} \right) \rho'',$$

then taking the continuum limit $\delta x, \delta t \to 0$ as described in App. A, identifying $\delta x^2/2\delta t$ as $D_0$, we recover the biased diffusion equation $\partial_t \rho = -v_B \partial_x \rho + D \partial^2_x \rho$ with

$$v_B = 1 - 2p$$

and $D = \frac{1 + \alpha}{1 - \alpha} D_0$, and $p = p_1/(1 - \alpha)$. This reproduces the result derived in Sec. 3.1.

In the orthogonal and symplectic random circuits, the probabilities of moving forwards and backwards depend on whether the operator at the edge is even or odd. Thus the random walker has an internal state which is updated at every time step, being either in an even or odd state, as well as a forwards and backwards state. We have a four state Markov process governing the evolution of the random walker, with states $\{f_e, f_o, b_e, b_o\}$ and the transition matrix

$$P = \begin{pmatrix} \alpha & \beta & \gamma & \delta \\ \alpha & \beta & \gamma & \delta \\ \mu & \nu & \sigma & \tau \\ \mu & \nu & \sigma & \tau \end{pmatrix},$$

where $\alpha + \beta + \gamma + \delta = 1$ and $\mu + \nu + \sigma + \tau = 1$. This reproduces the result derived in Sec. 3.1.
Here $\alpha$ is the probability of an even operator moving forward to an even operator, $\beta$ moving back to an even operator, etc. In the notation in Sec. 3.3

$$\alpha = p_{e\rightarrow e}, \quad \beta = p_{o\rightarrow e}, \quad \gamma = p_{e\rightarrow o}, \quad \delta = p_{o\rightarrow e},$$

$$\mu = p_{o\rightarrow o}, \quad \nu = p_{e\rightarrow o}, \quad \sigma = p_{o\rightarrow e}, \quad \tau = p_{e\rightarrow o} \cdot (66)$$

We can again write down the difference equations

$$f_e(x,t+1) = \alpha f_e(x-1,t) + \alpha b_e(x-1,t) + \sigma f_o(x-1,t) + \sigma b_o(x-1,t)$$

$$f_o(x,t+1) = \gamma f_e(x-1,t) + \gamma b_e(x-1,t) + \mu f_o(x-1,t) + \mu b_o(x-1,t)$$

$$b_e(x,t+1) = \beta f_e(x+1,t) + \beta b_e(x+1,t) + \tau f_o(x+1,t) + \tau b_o(x+1,t)$$

$$b_o(x,t+1) = \delta f_e(x+1,t) + \delta b_e(x+1,t) + \nu f_o(x+1,t) + \nu b_o(x+1,t), \quad (67)$$

and Taylor expand around $\delta x$ and $\delta t$, keeping only the terms to the first few orders

$$f_e + \delta t f_e = \alpha( f_e - \delta x f'_e + \frac{\delta x^2}{2} f''_e ) + \alpha( b_e - \delta x b'_e + \frac{\delta x^2}{2} b''_e ) + \sigma( f_o - \delta x f'_o + \frac{\delta x^2}{2} f''_o ) + \sigma( b_o - \delta x b'_o + \frac{\delta x^2}{2} b''_o )$$

$$f_o + \delta t f_o = \gamma( f_e - \delta x f'_e + \frac{\delta x^2}{2} f''_e ) + \gamma( b_e - \delta x b'_e + \frac{\delta x^2}{2} b''_e ) + \mu( f_o - \delta x f'_o + \frac{\delta x^2}{2} f''_o ) + \mu( b_o - \delta x b'_o + \frac{\delta x^2}{2} b''_o )$$

$$b_e + \delta t b_e = \beta( f_e + \delta x f'_e + \frac{\delta x^2}{2} f''_e ) + \beta( b_e + \delta x b'_e + \frac{\delta x^2}{2} b''_e ) + \tau( f_o + \delta x f'_o + \frac{\delta x^2}{2} f''_o ) + \tau( b_o + \delta x b'_o + \frac{\delta x^2}{2} b''_o )$$

$$b_o + \delta t b_o = \delta( f_e + \delta x f'_e + \frac{\delta x^2}{2} f''_e ) + \delta( b_e + \delta x b'_e + \frac{\delta x^2}{2} b''_e ) + \nu( f_o + \delta x f'_o + \frac{\delta x^2}{2} f''_o ) + \nu( b_o + \delta x b'_o + \frac{\delta x^2}{2} b''_o )$$

From the difference equations above, we can solve for the differential equation governing the evolution of $\rho(x,t) = f_e + f_o + b_e + b_o$, the probability of being at site $x$ after $t$ steps. The sum of the difference equations gives

$$\delta t \dot{\rho} = \delta x ((\beta + \delta - \alpha - \gamma)(f_e + b_e) + (\tau + \nu - \sigma - \mu)(f_o + b_o)) + \frac{\delta x^2}{2} \rho'' \cdot (68)$$

Taking different linear combinations of the difference equations, we solve for the evolution of $\rho$. After extensive algebra, we recover the biased diffusion equation in the continuum limit for the 4-state random walk with the butterfly velocity

$$v_B = \frac{(\gamma + \delta)(\sigma + \mu - \tau - \nu) + (\sigma + \tau)(\alpha + \gamma - \beta - \delta)}{\gamma + \delta + \sigma + \tau} \cdot (69)$$

and diffusion constant

$$D = \left( 1 + \frac{2(\alpha + \gamma - \mu - \sigma)(\sigma + \tau)(\alpha - \gamma - \beta + \delta) + (\delta + \gamma)(\sigma - \mu - \tau + \nu)}{\gamma + \delta + \sigma + \tau} \right) D_0, \quad (70)$$

where $D_0 = 2p(1-p)$. As a check, we plug the probabilities in Eq. (66) for the $O(d)$ and $Sp(d)$ circuits into Eq. (69) and recover the butterfly velocities derived in Sec. 3.3 and 3.4. Plugging the probabilities into Eq. (70) gives the diffusion constants for orthogonal and symplectic circuits.
C Haar integrals

We quickly review integration over the unitary group as well as other compact Lie groups and symmetric spaces. General moments of Haar-random unitaries can be written as \[41,42\]
\[
\int_{U(d)} dU U_{i_1,j_1} \ldots U_{i_k,j_k} U_{i_1,m_1} \ldots U_{i_k,m_k} = \sum_{\sigma, \tau \in S_k} \delta_\sigma(\vec{\tau}|\vec{m})\delta_\tau(\vec{j}|\vec{\ell})\mathcal{W}_g^U(\sigma^{-1}\tau, d),
\]
where we sum over elements of \(S_k\) and denote a \(\delta\)-function contraction of indices indexed by a permutation \(\sigma \in S_k\) as \(\delta_\sigma(\vec{\tau}|\vec{j}) \equiv \delta_{i_1,j_{\sigma(1)}} \ldots \delta_{i_k,j_{\sigma(k)}}\). \(\mathcal{W}_g^U(\sigma, d)\) is the unitary Weingarten function on a permutation \(\sigma\), which can be computed from irreducible characters of \(S_k\). The general expression for integration over Haar-random orthogonal matrices is \[42,43\]
\[
\int dO O_{i_1,j_1} \ldots O_{i_{2k},j_{2k}} = \sum_{\sigma, \tau \in M_{2k}} \Delta_\sigma(\vec{\tau})\Delta_\tau(\vec{j})\mathcal{W}_g^O(\sigma^{-1}\tau, d),
\]
where we sum over the subset \(M_{2k}\) of \(S_{2k}\), corresponding to pair partitions, and define \(\Delta_\sigma(\vec{\tau}) \equiv \delta_{i_{\sigma(1)},j_{\sigma(2)}} \ldots \delta_{i_{\sigma(2k-1)},j_{\sigma(2k)}}\) with \(\sigma \in S_{2k}\), and \(\mathcal{W}_g^O(\sigma, d)\) is the orthogonal Weingarten function. Similarly, integrals over Haar-random symplectic matrices can be written as \[42,51\]
\[
\int dS S_{i_1,j_1} \ldots S_{i_{2k},j_{2k}} = \sum_{\sigma, \tau \in M_{2k}} \Delta_\sigma^J(\vec{\tau})\Delta_\tau^J(\vec{j})\mathcal{W}_g^{Sp}(\sigma^{-1}\tau, d),
\]
where \(\Delta_\sigma^J\) is a symplectic version of index contraction above with a \(J\) inserted in each contraction and \(\mathcal{W}_g^{Sp}(\sigma, d)\) is the symplectic Weingarten function. Note that \(Sp(d)\) is the unitary symplectic group, the intersection of symplectic matrices with the unitary group, and thus \(d\) must be taken to be even.

The circular orthogonal ensemble (COE) consists of the invariant measure on the compact symmetric space \(A_{I}: U(d)/O(d)\), realized as the subset of \(U(d)\) consisting of symmetric unitaries. A random COE matrix is defined as \(U^T U\) where \(U\) is a Haar-random unitary. General expressions for integration over the COE were given in \[44,45\] as
\[
\int_{U(d)/O(d)} dU U_{i_1,j_1} \ldots U_{i_{2k-1},j_{2k-1}} U_{i_{2k},j_{2k}} \ldots U_{i_1,m_1} \ldots U_{i_k,m_k} = \sum_{\sigma \in S_{2k}} \delta_\sigma(\vec{\tau}|\vec{j})\mathcal{W}_g^{COE}(\sigma, d),
\]
where the COE Weingarten functions are simply related to the orthogonal Weingarten functions. Similarly, integration over the circular symplectic ensemble (CSE), random instances of the compact symmetric space \(A_{II}: U(d)/Sp(d)\) corresponding to \(U^T U\), is given by
\[
\int_{U(d)/Sp(d)} dU J^T U_{i_1,j_1} \ldots J^T U_{i_{2k-1},j_{2k-1}} U_{i_{2k},j_{2k}} \ldots U_{i_1,m_1} \ldots U_{i_k,m_k} = \sum_{\sigma \in S_{2k}} \delta_\sigma(\vec{\tau}|\vec{j})\mathcal{W}_g^{CSE}(\sigma, d),
\]
where \(\mathcal{W}_g^{CSE}\) is simply related to the symplectic Weingarten functions. Again, here \(d\) must be taken to be even.
D Random circuits for extended symmetry classes

In this note, we discussed five classes of random circuits. As symmetry classes, these included the three Dyson classes for systems with time-reversal symmetry, the CUE, COE, and CSE ensembles, as well as the Haar measure on the orthogonal and symplectic groups. In the language of Altland and Zirnbauer [52], fermionic systems go beyond the standard classification of symmetries and give a refinement into ten symmetry classes, depending on how the system realizes both time-reversal and particle-hole symmetry. The classes considered in this paper constitute five of those ten classes. The five additional ensembles include the three chiral ensembles and two BdG ensembles

\[
\begin{align*}
\text{AIII: } & U(d)/(U(a) \times U(b)) \\
\text{BDI: } & O(d)/(O(a) \times O(b)) \\
\text{CII: } & Sp(d)/(Sp(a) \times Sp(b)) \\
\text{DIII: } & O(2d)/U(d) \\
\text{CI: } & Sp(2d)/U(d)
\end{align*}
\]

with labels corresponding to Cartan’s classification of compact symmetric spaces. Each of these quotients can be realized as the subset of \( U(d) \) by the image of an involution on \( U(d) \), from which an invariant probability measure is induced from the Haar measure. The Weingarten calculus to integrate over each of these spaces was developed in [45].

As extended symmetry classes arise in fermionic systems with time-reversal and particle-hole symmetry, we could consider toy models for these symmetry classes by constructing random circuits built from random unitaries drawn from one of these spaces. But unlike the Dyson symmetry classes, it is not necessarily true that generic interacting fermionic systems will fall into these classes, and in that sense are less universal. Nevertheless, we can compute the transition matrices for these additional five symmetry classes and find different ‘conservation’ laws at each time step. For the first chiral ensemble, we find the action of the gate depends on the chiral transpose of the Pauli operator. But in general, the update rules we find are not so straightforward to interpret in all cases, and it is not so clear that each gives rise to a tractable random walk problem.

E Operator growth in random matrix theory

Here we compute analytically compute the coefficients \( \gamma_p(t) \) for the Gaussian unitary ensemble (GUE) in order to study operator growth in random matrix theory. Recall that we can expand any operator as \( O(t) = \sum_p \gamma_p(t) O_p \), where the coefficients \( \gamma_p(t) \) are the weights on a given Pauli string. We want to consider evolving by a random matrix Hamiltonian, where \( U = e^{-iHt} \) and \( H \in \text{GUE} \). To study operator growth we need to compute the coefficients \( \gamma_p(t) \) averaged over GUE, more precisely we need the first and second moments of the coefficients. We will not review the necessary random matrix machinery here, but refer to [37]. Consider the growth of an operator \( O_0(t) = e^{-iHt} O_0 e^{iHt} \).

GUE averaged \( \gamma_p(t) \)

We can compute the first moment

\[
\gamma_p(t) = \frac{1}{d} \text{Tr}(O_0(t)O_p) = \frac{1}{d} \text{Tr}(e^{-iHt}O_0 e^{iHt}O_p), \tag{76}
\]
using the unitary invariance of the GUE measure $dH$, then integrating using the 2nd Haar moment, and find

$$|\gamma_p(t)| = \frac{R_2 - 1}{d^2 - 1} \delta_{0,p} \quad \Rightarrow \quad |\gamma_{O_0}(t)| \approx \frac{R_2(t)}{d^2},$$

(77)

with all other coefficients vanishing. Here $R_2(t) = \langle |\text{Tr}(e^{iHt})|^2 \rangle_H$ is the 2-point form factor for the GUE.

**GUE averaged $|\gamma_p(t)|^2$**

More interesting is the average of $|\gamma_p(t)|^2$, which is the probability of finding a given operator $O_p$ in the evolving operator. We can compute the second moment,

$$|\gamma_p(t)|^2 = \frac{1}{d^2} \text{Tr}(e^{-iHt}O_0 e^{iHt}O_p) \text{Tr}(e^{-iHt}O_0 e^{iHt}O_p),$$

(78)

using the unitary invariance of the GUE measure $dH$ and integrating using the 4th Haar moment. We find an expression involving ($4!$)² terms, which we will not reproduce here. First, we give the leading order behavior in $d$ which captures the early time piece, i.e. the decay of the support on the initial operator. For the late-time behavior we need the $1/d^2$ terms, as the coefficients all decay order $1/d^2$. At early-times, to leading order, we find

$$|\gamma_{O_0}(t)|^2 \approx \frac{R_4(t)}{d^4} \quad \text{and} \quad |\gamma_{p\neq O_0}(t)|^2 \approx \frac{1}{d^2}.$$  

(79)

This isn’t surprising; the support on the initial operator decays in time as $R_4(t) \sim 1/t^4$ and all other coefficients are around $1/d^2$ at early times. Here $R_4(t)$ is the 4-point form-factor.

Looking at the $1/d^2$ terms we can then discuss the late-time behavior of GUE operator growth. The coefficient of the initial operator $O_0$ is

$$|\gamma_{O_0}(t)|^2 \approx \frac{R_4}{d^4} + \frac{1}{d^2} \left( 1 - \frac{4R_2}{d^2} - \frac{4R_4}{d^4} - \frac{2R_{4,1}}{d^3} + \frac{R_{4,2}}{d^2} \right).$$

(80)

Furthermore, we find that the probabilities of $O_p$ depend on whether they commute or anticommute with the initial operator $O_0$. The second moments of the coefficients are

$$|\gamma_{p\neq O_0}(t)|^2 \approx \frac{1}{d^2} - \frac{3R_4}{d^6} + \frac{2R_{4,1}}{d^5} \quad \text{if} \quad [O_p, O_0] = 0,$$

(81)

$$|\gamma_{p\neq O_0}(t)|^2 \approx \frac{1}{d^2} + \frac{R_4}{d^6} - \frac{2R_{4,1}}{d^5} \quad \text{if} \quad \{O_p, O_0\} = 0.$$  

(82)

This means that at early times the $O_0$ coefficient decays from unity and all other coefficients are $\approx 1/d^2$. We note as a sanity check the non $O_0$ coefficients vanish at $t = 0$ as $R_4 = d^4$ and $R_{4,1} = d^3$. Around the dip time, when all the form factors are $\approx 1$, the coefficients are uniformly equal to $1/d^2$. At late-times there are $1/d^4$ fluctuations around the value $1/d^2$. The probabilities of the anticommuting operators increase with the ramp as the probabilities of the commuting operators decreases. The most interesting thing is that the initial operator becomes more likely again, with a probability twice that of the other operators. In summary,

$$\text{Dip} : \quad |\gamma_p(t)|^2 \approx \frac{1}{d^2}, \quad \text{Late} : \quad |\gamma_{O_0}(t)|^2 \approx \frac{2}{d^2} \quad \text{and} \quad |\gamma_{p\neq O_0}(t)|^2 \approx \frac{1}{d^2}.$$  

(83)
At the dip time, after the support on the initial operator has decayed, all operators are equally likely. But at late-times, in the plateau regime, the weight on the initial operator is twice that of all other operators.
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