Moving from 2D to 3D: volumetric medical image classification for rectal cancer staging
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Abstract. Volumetric images from Magnetic Resonance Imaging (MRI) provide invaluable information in preoperative staging of rectal cancer. Above all, accurate preoperative discrimination between T2 and T3 stages is arguably both the most challenging and clinically significant task for rectal cancer treatment, as chemo-radiotherapy is usually recommended to patients with T3 (or greater) stage cancer. In this study, we present a volumetric convolutional neural network to accurately discriminate T2 from T3 stage rectal cancer with rectal MR volumes. Specifically, we propose 1) a custom ResNet-based volume encoder that models the inter-slice relationship with late fusion (i.e., 3D convolution at the last layer), 2) a bilinear computation that aggregates the resulting features from the encoder to create a volume-wise feature, and 3) a joint minimization of triplet loss and focal loss. With MR volumes of pathologically confirmed T2/T3 rectal cancer, we perform extensive experiments to compare various designs within the framework of residual learning. As a result, our network achieves an AUC of 0.831, which is higher than the reported accuracy of the professional radiologist groups. We believe this method can be extended to other volume analysis tasks.
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1 Introduction

Volumetric medical images (VMIs) are widely used image representation in medical field. For example, Magnetic Resonance Images (MRIs) play an essential role in treatment planning for patients as it enables preoperative T-staging [19]. Specifically, the preoperative discrimination of T2 stage from T3 stage rectal
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cancer is arguably the most difficult yet clinically significant task since it determines whether to use chemo-radiotherapy, a physically burdensome and expensive treatment option [5]. Despite the importance of accurate staging, both radiologists’ and surgeons’ ability to differentiate between the two stages using MRI vary widely [14].

In our previous study [9], we outlined a 2D convolutional neural network (CNN) model for T2/T3 discrimination that receives 2D MR images. However, it requires radiologists to manually select a representative slice (2D) from each MR volume (3D). In this study, we propose a 3D convolutional neural network (CNN) that classifies rectal MR volumes as T2 or T3 stages.

However, the decision to use either a 2D or 3D CNN for volume classification remains an open problem [8]. Advocates for 2D convolution address the large anisotropy of volumetric images: for example, the x-y resolution of CT is more than ten times higher than that of its third axis [13,16]. Therefore, they claim that applying 3D CNNs with isotropic kernels to anisotropic medical volume can be problematic [4]. Nonetheless, 3D CNNs can aggregate information from the third axis and is therefore widely used in practice [2,15]. In our work, we investigate ways to include both types of convolutions to create an anisotropic receptive field for VMI analysis.

To capture information from the third axis, most studies in VMI analysis utilize global average pooling [7]. However, in fine-grained image recognition (FGIR) community, bilinear encoding is widely used as an aggregation function [12]. Because VMI classification shares similarity with FGIR, bilinear encoding can be an effective depth aggregation function for VMI classification. Video classification is another area where studies have explored different aggregation functions [21]. Consequently, in this study, we explore various aggregation functions from the field of medical image analysis, FGIR, and video action recognition.

The main contributions of our work are as follows:

- To the best of our knowledge, this is the first reported system that automates rectal cancer staging with 3D MR volumes.
- We introduce a CNN model that classifies rectal MR volumes. Our encoder fuses the third axis information at the last encoding layer, which makes an anisotropic receptive field for an anisotropic MR volume. We also propose aggregating the resulting feature from the encoder using bilinear computation. We train the network with a joint minimization strategy of focal loss and triplet loss.

2 Materials and Methods

Our goal is to solve a clinically challenging problem: to distinguish T2-stage rectal cancer from T3-stage rectal cancer with MRI scans. To this end, we propose a volume classification model for anisotropic medical volumes (Fig. 1). First, we aim to find an effective feature extractor. Second, we compare the performance of various aggregation functions that summarize the extracted features. Finally, we search for supplementary objective functions that improve model performance.
Volumetric image classification for rectal cancer staging

Fig. 1. Proposed volumetric medical image classification architecture. Our work focuses on both the network architecture and depth aggregation function.

Table 1. Subject demographic characteristics and device information. Discovery 750 3.0T, Genesis Signa 1.5T, Signa 1.5T, and Signa HDX 3.0T scanners were manufactured by GE Healthcare ($n = 97$), Achieva 3.0T, Achieva TX 3.0T, and Ingenia CX 3.0T scanners by Philips Healthcare ($n = 468$), and Skyra 3.0T scanners by Siemens ($n = 2$). MFS: magnetic field strength.

|                      | All ($n = 567$) | T2 ($n = 168$) | T3 ($n = 399$) |
|----------------------|-----------------|---------------|---------------|
| Age                  | 63.12±11.23     | 62.95±10.59   | 63.19±11.48   |
| Sex (Female/Male)    | 198/369         | 68/100        | 130/260       |
| Tumor Volume (cm$^3$)| 7.53±9.64       | 3.32±5.21     | 9.3±10.49     |
| N Stage (0/1/2/x)    | 259/155/133/20  | 120/27/7/14   | 139/128/126/6 |
| MFS (1.5T/3T)        | 77/490          | 23/145        | 54/345        |
| Slice Thickness (mm) | 3.1±0.42        | 3.1±0.41      | 3.11±0.43     |
| Pixel Spacing (mm)   | 0.439±0.069     | 0.443±0.069   | 0.437±0.069   |

2.1 Dataset and Preprocessing

For this study, we retrospectively (2004-2018) collected 168 T2-stage and 399 T3-stage MR volumes from 567 patients with rectal cancer. The cancer stage labels were pathologically confirmed (determined at surgical resection). Scans were collected with one of seven 3.0T or 1.5T superconducting systems using pelvic phased-array coils. Table 1 contains subject demographic characteristics and device information. For each MR volume, radiologists select one to three representative slices that best reflect the clinical state of the whole volume; we assign the pathologically confirmed cancer stage of an MR volume to all of its representative slice(s), which is our slice-level label. This study was conducted according to the principles of the Declaration of Helsinki, and the protocol was approved by the Institutional Review Board of our institution (NCC2019-0081).
For pre-processing, we apply N4ITK to correct the intensity inhomogeneity, following the conventions of MRI community [20]. Moreover, we conduct the following training-time augmentations: elastic transformation, optical distortion, grid distortion, random shift, random scale, random rotate, random crop, horizontal flip, CLAHE, random brightness, random contrast, motion blur, median blur, and Gaussian blur. Because localization around rectum region (rectum and tumor) is relatively simple task, and previously reported automatic methods have sufficiently high accuracy (around 94.3% DSC) [10], we start our experiment from the x-y localized setting (around the rectum and tumor) and resize along the first and second axes to create $256 \times 256 \times N$ pixel volumes (where $N$ represents the number of slices in the third axis). We perform 10-fold cross-validation following the procedure of our previous study [10] and report the performance score of hold-out set as described in Section 2.5.

### 2.2 2D CNN vs. 3D CNN for Anisotropic Rectal Volume Analysis

Our first experimental design compares various feature extractors for rectal MR volumes. Here, we address the debate on performance supremacy between 2D CNN and 3D CNN for anisotropic medical volumes. As 2D CNNs can only yield slice-wise scores, we compare the performance of 2D CNN and 3D CNN in slice-level classification by using slice-level labels as described in Section 2.1. Therefore, our feature extractor is $f : \mathbb{R}^{H \times W \times D} \rightarrow \mathbb{R}^{D \times 256}$ as illustrated in Fig. 2. This experimental design evaluates whether adjacent slices help slice-wise classification. Motivated by Tran et al. [18], we also compare the performance of various mixtures of 2D and 3D convolutions ($f-MC_x$, $f-rMC_x$), which create
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**Fig. 2.** Selected mixture ($f-rMC_x$) of 2D CNN and 3D CNN to map volumetric medical image to slice-wise probability.
anisotropic receptive fields. However, unlike Tran et al., we did not stride along the third axis because our goal is to yield slice-wise scores and to examine if training with adjacent slices improves performance. Models with names starting with ‘f-’ are models that yield slice-wise scores. The mixtures of 2D and 3D convolution consist of two types: \( f-MC_x \) and \( f-rMC_x \). \( f-MC_x \) fuse the third axis information in the early layer and thus have 3D convolution in the early layer(s), i.e., 1st to \((x-1)\)th layer, and have 2D convolution in the late layer, i.e., \(x\)th layer to the last layer, whereas \( f-rMC_x \) is the opposite. All of our CNN architectures are based on ResNet-18 with the 32 filters for the first convolution layer \cite{3}. To train our feature extractors, we map the slice-wise features to slice-wise probabilities through a fully-connected layer that is shared across all slices. From the outputted slice-wise cancer stage probabilities, we choose only the probabilities for the representative slices to train the feature extractor as illustrated in Fig. 2.

### 2.3 Supplementary Objective Function

We train 2D CNN, 3D CNN, and mixed 2D and 3D CNN candidates using focal loss \cite{11} for our feature extractor experiments. This loss function is a generalization of cross-entropy loss with an additional down-weighting parameter for when the prediction is close to the ground truth. The loss can be expressed as follows, where \( p \) is the softmax probability:

\[
L_{focal}(p) = -(1 - p)^γ \log(p) \tag{1}
\]

Once we determine the best performing residual block (see Section 3.1), we compare the performance of the various supplementary loss functions. These functions are added to focal loss and trained jointly to enhance inter-class separability and intra-class compactness \cite{22}. Specifically, we implement center loss \cite{23} and triplet loss \cite{17}. We use the suggested hyperparameters settings from their respective original manuscripts. The losses are defined as follows:

\[
L_{center} = \frac{1}{2} \sum_{i=1}^{m} \| x_i - c_{y_i} \|_2^2 \tag{2}
\]

\[
L_{triplet}(x, x^+, x^-; f) = \max(0, \| f - f^+ \|_2^2 - \| f - f^- \|_2^2 + m) \tag{3}
\]

The \( y_i \)th class center of deep features is denoted by \( c_{y_i} \in \mathbb{R}^c \). To select both the positive and negative samples for triplet loss, we implement online-hard mining from Schroff et al. \cite{17}.

### 2.4 Depth Aggregation Function

Global average pooling is a common choice for aggregation functions in CNNs \cite{3,6,18}. However, as proper classification of medical volumes is usually contingent on a couple of slices (representative slices), global average pooling may not be the optimal solution. Using the best performing objective function investigated in
Section 3.2, we evaluate the performance of different aggregation functions on our rectal MR dataset. With the number of extracted feature dimension $C$, and the number of slices of input VMI $D$, our depth aggregation function is defined as $f : \mathbb{R}^{C \times D} \rightarrow \mathbb{R}^{C \times 1}$. Specifically, we experiment with four different types of aggregation functions: average pooling, max pooling, attention weighting [21], and bilinear encoding [12]. When $i$ and $d$ are the channel index and depth dimension respectively, attention weighting is defined as follows:

$$g_{i,att} = \sum_{d=1}^{D} A(i, d) f^d_i$$

(4)

To design the attention weighting function $A(i, d)$, we did not create an additional embedding space but rather directly applied a softmax function. Therefore, the attention weight vector becomes as follows:

$$A(i, d) = \frac{\exp(f^d_i)}{\sum_{d'=1}^{D} \exp(f^{d'}_i)}$$

(5)

Functions other than attention weighting are straightforward. Max-pooling and average-pooling select the maximum and average value along depth per each channel dimension. For bilinear encoding, we used the same features twice to generate the bilinear feature with $l_2$ normalization scheme [12].

2.5 Training and Testing

To mitigate data imbalance between T2 and T3 stage, we perform oversampling. We train all models using Stochastic Gradient Descent (SGD) with initial learning rate of 0.01 and applied weight decay with ratio($\lambda$) 0.01 to mitigate overfitting. Moreover, to report the final predictions performance, we follow the test-time augmentation procedure from Wu et al. [24]. As a performance metrics, we report mean and standard deviation of average area-under-curve (AUC), accuracy, sensitivity, and specificity over ten folds. We select the best performing module and loss based on mean AUC.

3 Results

3.1 2D CNN vs. 3D CNN for Anisotropic Rectal Volume Analysis

Table 2 contains the performance metrics for models with different mixtures of 2D and 3D convolutions. First, the results show that 2D CNN($f$-$R2D$) outperforms 3D CNN($f$-$R3D$) for our task. Moreover, $f$-$rMC_x$ tends to excel $f$-$MC_x$, which shows that late fusion($f$-$rMC_x$) along the third axis is more effective to model inter-slice relationship than early fusion($f$-$MC_x$). Among all the models, $f$-$rMC_5$, which is illustrated in Fig. 2, scores the highest AUC followed by $f$-$R2D$; adjacent slices do help learning their center slice. Specifically, the only
Table 2. Performance comparison of different mixture of 2D CNN and 3D CNN.

| CNN      | AUC      | Acc      | Recall(T2) | Recall(T3) | # params |
|----------|----------|----------|------------|------------|----------|
| f-R2D    | 0.798±0.042 | 75.0±2.9  | 60.0±12.6  | 81.4±7.0  | 2796001  |
| f-R3D    | 0.763±0.074 | 74.5±5.3  | 55.5±12.9  | 82.5±7.0  | 8291873  |
| f-R(2 + 1)D | 0.758±0.069 | 74.3±5.3  | 50.1±12.8  | 84.5±5.6  | 8294563  |
| f-MC2    | 0.789±0.061 | 73.5±3.8  | 65.5±13.3  | 76.9±5.1  | 2799137  |
| f-MC3    | 0.746±0.07  | 70.2±9.4  | 58.8±16.0  | 74.9±17.1 | 2872865  |
| f-MC4    | 0.767±0.059 | 72.5±3.5  | 55.7±12.8  | 79.7±6.5  | 3130913  |
| f-MC5    | 0.787±0.034 | 77.3±4.4  | 48.5±10.3  | 89.4±5.0  | 6924769  |

The difference between \( f-rMC_5 \) and \( f-R2D \) is that \( f-rMC_5 \) makes inter-slice modeling at the last layer of the network. Moreover, \( f-R(2 + 1)D \) doesn’t excel unlike in video classification task. We attribute this to the difference between video and medical volume; the third axis of medical volume is spatial as the other two axes whereas that of video is temporal. It has to be noted that \( f-R2D \) yields no receptive field along the third axis whereas the receptive field of \( f-R3D \) is elongated towards the third axis because the pixel spacing along the third axis is much larger than that along the first and the second.

3.2 Supplementary Objective Function

Table 3 compares the classification performance of different supplementary loss functions. When combined with focal loss, center loss lowers performance whereas the triplet loss boosts the performance of the baseline, i.e., focal loss. Specifically, by adding center loss to focal loss, the performance dropped by 0.012 in AUC. Adding triplet loss to focal loss increases the AUC by 0.019. The addition of the focal loss and triplet loss will be used for all following experiments in this study.

3.3 Evaluation on Aggregation Functions

With CNN module \( (f-rMC_5) \) and loss function (focal loss with triplet loss) selected, the performances of various depth-aggregation functions are evaluated and compared. Note that we have already aggregated x-y information by striding and by average pooling as depicted in Fig. 2. The outcome of x-y pooling, which

Table 3. Performance comparison among supplementary loss functions.

| Loss    | AUC      | Acc      | Recall(T2) | Recall(T3) |
|---------|----------|----------|------------|------------|
| Focal   | 0.815±0.057 | 77.3±4.4  | 48.5±10.3  | 89.4±5.0  |
| +Center | 0.803±0.041 | 74.9±3.9  | 49.±13.9   | 85.8±5.4  |
| +Triplet| 0.834±0.068 | 78±4.9    | 49.9±9.7   | 89.8±4.7  |
Table 4. Performance comparison of depth aggregation functions to summarize depth-wise feature along depth-axis.

| Pool  | AUC     | Acc   | Recall(T2) | Recall(T3) |
|-------|---------|-------|------------|------------|
| AVP   | 0.821±0.055 | 76±3.8| 34±9.6     | 93.7±4.9   |
| MXP   | 0.815±0.047 | 78.1±4.1| 47±12.6    | 91.2±5.9   |
| Bilin | 0.831±0.062 | 79.3±6.2| 62.1±13.5  | 86.7±6.8   |
| Att   | 0.817±0.057 | 77.2±4.8| 48.3±14.7  | 89.5±4.2   |

is the slice-level feature, is then summarized into a single volume-level feature by the depth aggregation function. As a result, selecting average pooling as a depth aggregation function equals applying global average pooling after the last convolution layer. Here we have four candidates, including the relatively basic: 1) average pooling, 2) max pooling, and the more complex: 3) bilinear encoding, and 4) attention weighting. Attention weighting is implemented with the hope that attention mechanism may be able to find the representative slices from the volume. No additional parameters are introduced for depth aggregation function except that the feature space is enlarged by bilinear encoding. The results are described in Table 4.

As shown in Table 4, bilinear encoder scores the best performance among four functions to summarize the depth information. Because bilinear encoder has been successful in the field of FGIR, we assume that the ability of bilinear encoder to capture fine-grained detail of tumour can be successful in cancer staging as well [12,25]. Moreover, bilinear encoder notably closes the gap between Acc(T2) and Acc(T3). Note that the performance degradation from the triplet loss of Table 3 and average pooling of Table 4 shows that volume level classification is more challenging than slice-level classification. It may be because volume has more unnecessary areas than a single slice in staging the cancer level.

3.4 Performance Comparison with Radiologists

Two studies have reported the performance of professional radiologists in discriminating T2-stage and T3-stage rectal cancer. Since the datasets are different, direct comparison is not possible. However, performance can still be compared to earn some idea about how competitive our method is (Table 5).

Table 5. Discrimination performance of T2/T3 rectal cancer by radiologists (Ang et al., Maas et al.) and by our proposed method

| Method                  | AUC | Acc  | Recall(T2) | Recall(T3) |
|-------------------------|-----|------|------------|------------|
| Ang et al. [1]          | -   | 68.87| 85.5       | 50.1       |
| Maas et al. (1.5T MR) [14] | 0.73| 66.67| 83.33      | 52.38      |
| Maas et al. (3.0T MR) [14] | 0.64| 56.41| 72.22      | 42.86      |
| f-τMC₅+Bilinear+Triplet (Ours) | 0.831| 79.3 | 62.1       | 86.7       |
4 Conclusion

This paper proposes a CNN model to preoperatively discriminate between T2 and T3 stage rectal cancer from rectal MR volumes. Our network consists of two parts: a CNN feature extractor and a depth aggregation function. The CNN maps medical volumes to slice-wise features while the aggregation function summarizes the slice-wise features into a volume-wise feature. To investigate the best performing CNN for anisotropic rectal VMI, we compared the performance with varying approach to model inter-slice relationship. As a result, \( f_rMC_5 \), which represents the late inter-slice interaction, is selected. Moreover, through extensive experimentation, we found that using triplet loss and bilinear encoder as a depth aggregation function and supplementary objective function, respectively, outperformed other functions and losses. To the best of our knowledge, this is the first study to apply the experimental approach from the video action community to address the debate on whether 3D convolutions are an efficient method for anisotropic VMI models. We believe our proposed CNN can be used for other anisotropic VMI-related tasks such as VMI segmentation and detection.
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