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1 Introduction

Treating the stability problem of functional equations for single-valued functions in several variables we may use several methods. They mostly start with studying the stability of a single variable functional equation. In a general form, we may write such an equation in a form

\[ f(x) = \sum_{i=1}^{n} \alpha_i f(\varphi_i(x)). \]

It turns out that apart of the results where the above form with one summand on the right-hand side is used, for a number of classical equations the following form is applied (see, e.g., [13])

\[ f(x) = \frac{\beta + 1}{2\beta^2} f(\beta x) - \frac{\beta - 1}{2\beta^2} f(-\beta x). \]
In what follows we want to show how the set-valued version of (1) helps to find solutions of several equations for multivalued functions in several variables. Some of them have in the background important applications in physics or in economics.

However, before we present results concerning set-valued functional equations, in the second section we introduce several properties of the Hausdorff distance and the Hukuhara difference which are important and interesting in itself (see, e.g., Lemma 2.5 or Lemma 2.6).

In the paper, for a topological vector space $Y$, we denote by $c(Y)$, $cc(Y)$ and $bcl(Y)$ - the family of all nonempty compact, nonempty compact convex and nonempty bounded closed subsets of $Y$, respectively.

## 2 Preliminary Results

In what follows we give some notations and present results which will be used in the sequel. First two results come from Rådström [12] (see also [15] and [14]).

**Lemma 2.1** Let $A$, $B$ and $C$ be sets in a topological vector space. Suppose $B$ is closed and convex, $C$ is bounded, nonempty, and that $A + C \subset B + C$. Then $A \subset B$.

**Corollary 2.1** If $A$, $B$ are closed and convex sets in a topological vector space and $C$ is bounded and nonempty, then $A + C = B + C$ implies $A = B$.

Let $(Y, d)$ be a metric space and let $A, B \in bcl(Y)$. We define the Hausdorff distance between $A$ and $B$ as follows:

$$h(A, B) := \max\{\sup_{x \in A} d(x, B), \sup_{y \in B} d(A, y)\},$$

where $d(x, B) := \inf\{d(x, y) : y \in B\}$. Equivalently (see [2, Section 3.2]),

$$h(A, B) = \sup_{y \in Y} |d(y, A) - d(y, B)|,$$

or

$$h(A, B) = \inf\{\varepsilon > 0 : A \subset B + K(\varepsilon) \land B \subset A + K(\varepsilon)\},$$

where $A_\varepsilon = \bigcup_{a \in A} K(a, \varepsilon)$ and $K(a, \varepsilon) = \{x \in Y : d(a, x) < \varepsilon\}$. If $d$ is a (translation) invariant metric on a linear space, then $A_\varepsilon = A + K(\varepsilon)$, where $K(\varepsilon)$ is an open ball of radius $\varepsilon$ centered at the origin. The space $bcl(Y)$ equipped with the Hausdorff distance is a metric space. Moreover, if $(Y, d)$ is complete, so do $bcl(Y)$, $c(Y)$ and $cc(Y)$, if considered with the Hausdorff metric (see, e.g., [3] or [2]).

In what follows, by the symbol $A_n \rightarrow A$ we mean that a sequence of sets $(A_n)_{n \in \mathbb{N}}$ is convergent to $A$ with respect to the Hausdorff metric. For the convenience of the reader, in the next lemma we recall from [14] some properties of this convergence.

**Lemma 2.2** Let $(Y, d)$ be a metric linear space. Then

(a) for all $A_n, B_n, A, B \in bcl(Y)$, $n \in \mathbb{N}$, if $A_n \rightarrow A$ and $B_n \rightarrow B$, then $A_n + B_n \rightarrow A + B$;

(b) if $d$ is invariant, then for any $A, B \in bcl(Y)$ and some $\varepsilon > 0$,

$$h(A, B) < \varepsilon \implies (A \subset B + K(\varepsilon) \land B \subset A + K(\varepsilon)) \implies h(A, B) \leq \varepsilon;$$

(c) if $d$ is invariant, $A \in bcl(Y)$ and $(\alpha_n)_{n \in \mathbb{N}}$ is a sequence of real numbers converging to $\alpha \in \mathbb{R}$ then $\alpha_n A \rightarrow \alpha A$. 

 Springer
On account of Lemma 2.2(b), the convergence of a sequence of sets with respect to the Hausdorff metric can equivalently be defined as: \( A_n \to A \) if and only if for every neighborhood \( V \) of zero in \( Y \) (or element of a basis of neighborhoods of zero) there exists \( n_0 \in \mathbb{N} \) such that \( A_n \subset A + V \) and \( A \subset A_n + V \) for every \( n \geq n_0 \).

While solving functional equations of a single variable we often split functions into their odd and even parts and look first for the solutions of each part separately. In the case of set-valued functions the same methods cannot be used directly (cf., [14]). This is because for the Minkowski difference \( A - B = \{ a - b : a \in A, b \in B \} \), it is not, in general, true that \( (A + B) - B = A \).

For that reason we will use another difference, introduced by Hukuhara [8], and from now on, it will be the only difference used in \( cc(Y) \).

Let \( Y \) be a real topological vector space and let \( A, B, C \in cc(Y) \). We say that \( C \) is the Hukuhara difference of \( A \) and \( B \), i.e., \( C = A - B \) if and only if \( B + C = A \). Now it is true that \( (A + B) - B = A \) for all \( A, B \in cc(Y) \). One can show (on account of Corollary 2.1) that if the Hukuhara difference exists, then it is unique. However, it does not always exist. The problem of the existence of the Hukuhara difference in metric linear spaces is treated in the next lemma (see [8]).

**Lemma 2.3** Let \( (Y, d) \) be a linear metric space and let \( A, B \in cc(Y) \). The Hukuhara difference \( A - B \) exists if and only if for every \( a \in \partial A \) there exists at least one element \( c \in Y \) such that

\[
a \in B + c \subset A.
\]

In order to show the next property of the Hukuhara difference we still need two lemmas.

**Lemma 2.4** Let \( (Y, d) \) be a metric linear space and \( A_n, A \in c(Y), n \in \mathbb{N} \). If \( A_n \to A \) then

(i) for every \( a \in A \) there exists a sequence \((a_n)_{n \in \mathbb{N}}\), \( a_n \in A_n \) such that \( a_n \to a \);

(ii) for every subsequence \((A_{n_k})_{k \in \mathbb{N}}\) and \( a_{n_k} \in A_{n_k} \), \( k \in \mathbb{N} \), if \( a_{n_k} \to x \) then \( x \in A \).

**Proof** For (i), fix arbitrarily \( a \in A \) and let for every \( n \in \mathbb{N} \), \( a_n \) be an element of \( A_n \) such that it minimizes the distance between \( a \) and \( A_n \). Then \( a_n \to a \).

For (ii), assume that \((a_{n_k})_{k \in \mathbb{N}}\) with \( a_{n_k} \in A_{n_k} \) (\( k \in \mathbb{N} \)), converges to some \( x \in Y \). Let \((x_n)_{n \in \mathbb{N}}\) be a sequence of elements \( x_n \in A_n \) that minimizes the distance from \( x \) to \( A_n \) (\( n \in \mathbb{N} \)). Then \( d(a_{n_k}, x) \geq d(x_n, x) \), and since \( a_{n_k} \to x \) then \( x_n \to x \). For every \( k \in \mathbb{N} \) we have

\[
h(A_{n_k}, A) = \sup_{y \in Y} |d(y, A_{n_k}) - d(y, A)| \geq |d(x, A_{n_k}) - d(x, A)| = |d(x, x_{n_k}) - d(x, A)|.
\]

Tending with \( k \) to infinity we obtain \( 0 = d(x, A) \) which yields \( x \in A \). \( \square \)

**Lemma 2.5** Let \( (Y, d) \) be a locally convex linear metric space with an invariant metric and let \( A, B, C_n \in cc(Y) \) for all \( n \in \mathbb{N} \). If \( B + C_n \to A \) then

(i) there exists the Hukuhara difference \( A - B =: C \);

(ii) \( C_n \to C \).

**Proof** For (i), fix arbitrarily \( a \in \partial A \). On account of Lemma 2.4(i), there exist \( x_n \in B + C_n \), \( n \in \mathbb{N} \), such that \( x_n \to a \). But \( x_n = b_n + c_n \) for some \( b_n \in B \) and \( c_n \in C_n, n \in \mathbb{N} \). By the compactness of \( B \), there exists a convergent subsequence of \((b_n)_{n \in \mathbb{N}}\), say, \( b_{n_k} \to b \in B \).
Hence, \( c_{nk} \to a - b =: c \). We prove that \( B + c \subset A \). Fix \( d \in B \) and consider \( (d + c_{nk})_{k \in \mathbb{N}} \). We have \( d + c_{nk} \in B + C_{nk} \) for all \( k \in \mathbb{N} \) and \( d + c_{nk} \to d + c \). On account of Lemma 2.4(ii), \( d + c \in A \). By Lemma 2.3, we get the existence of the Hukuhara difference \( A - B \). There exists then a nonempty, compact and convex set \( C \subset Y \) such that \( A = B + C \).

In order to prove (ii), fix arbitrarily \( V, \) a neighborhood of zero in \( Y \). Since \( Y \) is locally convex, there exists a convex neighborhood of zero \( U \) such that \( U \subset V \). Since \( B + C_{nk} \to B + C \), there exists \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \),

\[
B + C_n \subset B + C + U \subset B + C + \overline{U}
\]

and

\[
B + C \subset B + C_n + U \subset B + C_n + \overline{U}.
\]

Since \( B \) is bounded and \( C + \overline{U}, C_n + \overline{U} \) are closed and convex, on account of Lemma 2.1,

\[
C_n \subset C + \overline{U} \subset C + V \quad \text{and} \quad C \subset C_n + \overline{U} \subset C_n + V,
\]

for all \( n \geq n_0 \), which means that \( C_n \to C \). \( \square \)

Now we are able to show the following result.

**Lemma 2.6** Let \((Y, d)\) be a locally convex linear metric space with an invariant metric. Let \( A, A_n, B, B_n \in \text{cc}(Y) \) be such that \( A_n \to A \) and \( B_n \to B \). Let, moreover, for each \( n \in \mathbb{N} \) there exists the Hukuhara difference \( A_n - B_n \). Then there exists the Hukuhara difference \( A - B \) and \( A_n - B_n \to A - B \).

**Proof** Denote \( C_n := A_n - B_n, \ n \in \mathbb{N} \). Obviously, \( C_n \in \text{cc}(Y), \ n \in \mathbb{N} \). Let \( V \) be a neighborhood of zero in \( Y \). There exist a convex neighborhood of zero \( W \) such that \( W \subset V \). Further, there exists a neighborhood \( U \) of zero such that \( U + U \subset W \). Since \( A_n \to A \) and \( B_n \to B \), there exists \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \),

\[
A_n \subset A + U, \quad A \subset A_n + U, \quad B_n \subset B + U, \quad B \subset B_n + U.
\]

Hence,

\[
A_n + B \subset A + B_n + U + U \subset A + B_n + \overline{W},
\]

and

\[
A + B_n \subset A_n + B + U + U \subset A_n + B + \overline{W},
\]

for all \( n \geq n_0 \). But \( A_n = B_n + C_n \) for all \( n \in \mathbb{N} \), so

\[
B_n + C_n + B \subset A + B_n + \overline{W} \quad \text{and} \quad A + B_n \subset B_n + C_n + B + \overline{W},
\]

for all \( n \geq n_0 \), and consequently, \( B + C_n \to A \). \( \square \)

**Remark 2.1** The above lemma generalizes the result from [14, Lemma 2.3], where additionally the completeness of \( Y \) was assumed.

### 3 A Single Variable Equation

As told in Introduction, we are going to provide a general method for finding solutions to a number of functional equations.
Theorem 3.1 Let \( \beta \) be a positive integer different from 1, let \((X, +)\) be a group uniquely divisible by \( \beta \), and let \((Y, d)\) be a locally convex linear metric space with an invariant metric. Assume that \( F : X \to \text{cc}(Y) \) satisfies

\[
F(x) + \frac{\beta - 1}{2\beta^2} F(-\beta x) = \frac{\beta + 1}{2\beta^2} F(\beta x), \quad x \in X. \tag{3}
\]

Then \( F \) is of the form \( F = a + G \), where \( a : X \to Y \) is an odd function satisfying \( a(\beta x) = \beta a(x) \) for all \( x \in X \), and \( G : X \to \text{cc}(Y) \) is an even set-valued function with \( G(\beta x) = \beta^2 G(x) \) for all \( x \in X \). Moreover, such a representation is unique.

Proof By induction and by means of Corollary 2.1, we show that for every \( n \in \mathbb{N} \),

\[
F(x) + \frac{\beta^n - 1}{2\beta^{2n}} F(-\beta^n x) = \frac{\beta^n + 1}{2\beta^{2n}} F(\beta^n x), \quad x \in X.
\]

Hence, by the unique divisibility by \( \beta \), for every \( n \in \mathbb{N} \) there exists the Hukuhara difference \( \frac{\beta^n + 1}{2\beta^{2n}} F(x) - \frac{\beta^n - 1}{2\beta^{2n}} F(-x) \) and it is equal to \( \beta^n F \left( \frac{x}{\beta^n} \right) \). On account of Lemma 2.6 and Lemma 2.2(d), for every \( x \in X \) there exists the Hukuhara difference of the respective limits, that is, \( \frac{1}{2} F(x) - \frac{1}{2} F(-x) \).

With \( H(x) := \frac{1}{2} F(x) - \frac{1}{2} F(-x) \) and \( G(x) := \frac{1}{2} F(x) + \frac{1}{2} F(-x) \) for all \( x \in X \), it is easy to see that \( F(x) = G(x) + H(x) \) for all \( x \in X \). By definition of \( H \), for every \( x \in X \) we have \( \frac{1}{2} F(x) = H(x) + \frac{1}{2} F(-x) \), and also \( \frac{1}{2} F(-x) = H(-x) + \frac{1}{2} F(x) \). Consequently,

\[
\frac{1}{2} F(x) = H(x) + H(-x) + \frac{1}{2} F(x), \quad x \in X.
\]

On account of Corollary 2.1,

\[
H(x) + H(-x) = \{0\}, \quad x \in X,
\]

which means that \( H \) is single-valued, that is, \( H(x) = \{a(x)\}, x \in X \), for some \( a : X \to Y \).

Substituting \( F = a + G \) into (3) for a fixed \( x \in X \) and then for \(-x\), and combining these two equalities we obtain \( a(\beta x) = \beta a(x) \) and, consequently, also \( G(\beta x) = \beta^2 G(x) \) for all \( x \in X \).

For proving the uniqueness of the representation, let \( a_1 : X \to Y \), and \( G_1 : X \to \text{cc}(Y) \) be the second pair of functions satisfying the assertion of the theorem. Then

\[
F(x) = a(x) + G(x) = a_1(x) + G_1(x), \tag{4}
\]

\[
a(\beta^n x) + G(\beta^n x) = a_1(\beta^n x) + G_1(\beta^n x),
\]

\[
\frac{1}{\beta^n} a(x) + G(x) = \frac{1}{\beta^n} a_1(x) + G_1(x), \quad n \in \mathbb{N}, \quad x \in X,
\]

whence, \( G = G_1 \) and, on account of Corollary 2.1 and (4), \( a = a_1 \).

Remark 3.1 If we assume that \( X \) in Theorem 3.1 is a linear space, we may suppose that \( \beta \) is any real from \((1, \infty)\).

4 Applications

In this section we give some applications of Theorem 3.1 to solving several set-valued functional equations.
We start with the equation of the form
\[ f(x + y) + f(x - y) = 2f(x) + f(y) + f(-y) \]
which was introduced in 1987 by Drygas in [4]. The author was looking for characterizations of quasi-inner product spaces, which in turn led to solutions of some problems in statistics and mathematical programming. Equation (5) is now known in the literature as the Drygas equation. For solving the equation for single-valued functions from an abelian group into a uniquely 2-divisible abelian group one may consult, e.g., [5].

In the following theorem we generalize a result proved by W. Smajdor in [17] for functions mapping a linear space into a family of subsets of a Banach space. It is worth underlining that among others we get rid here of the completeness assumption which while solving the equation does not seem to be natural.

**Theorem 4.1** If \((X, +)\) is an abelian group uniquely divisible by 2, \((Y, d)\) is a locally convex linear metric space with an invariant metric and \(F : X \rightarrow c(Y)\) is a solution of
\[ F(x + y) + F(x - y) = 2F(x) + F(y) + F(-y), \quad x, y \in X, \]
then there exist an additive function \(a : X \rightarrow Y\) and a quadratic set-valued function \(G : X \rightarrow cc(Y)\) (i.e., satisfying for all \(x, y \in X\) condition \(G(x + y) + G(x - y) = 2G(x) + 2G(y)\)), such that
\[ F(x) = a(x) + G(x), \quad x \in X \]  
and this representation is unique.

Conversely, every multifunction of the form (7), where \(a\) is additive and \(G\) is quadratic, is a solution to (6).

**Proof** Since \(F(0) = \{0\}\) and \(F(x) + F(x) = 2F(x)\) for all \(x \in X\), we may assume that \(F : X \rightarrow cc(Y)\). With \(y = x\) in (6) we have
\[ F(2x) = 3F(x) + F(-x), \quad x \in X, \]
which by Corollary 2.1 yields
\[ \frac{3}{8}F(2x) = \frac{1}{8}F(-2x) + F(x), \quad x \in X, \]
and we may apply Theorem 3.1 with \(\beta = 2\). As a result we obtain \(F(x) = a(x) + G(x)\) for all \(x \in X\), with an even set-valued function \(G : X \rightarrow cc(Y)\) and an odd function \(a : X \rightarrow Y\). This together with (6) gives that \(G\) is quadratic and \(a\) satisfies the Jensen functional equation. And since \(a(0) = 0\), then \(a\) is additive. The rest goes along the same lines as in [17].

The first norm characterization of inner product space was given by Fréchet [6] in 1935. He proved that a normed space \((X, \| \cdot \|)\) is an inner product space if and only if, for all \(x, y, z \in X\),
\[ \|x + y + z\|^2 + \|x\|^2 + \|y\|^2 + \|z\|^2 = \|x + y\|^2 + \|x + z\|^2 + \|y + z\|^2. \]  
In the same year Jordan and von Neumann [9] gave the celebrated parallelogram law characterization of an inner product space. Since then numerous further conditions, characterizing the inner product spaces among the normed spaces, have been shown.
If we substitute $\| \cdot \|_2^2 =: f$ in (8) we obtain equation that is sometimes named after Fréchet. Solutions $f$ of this equation mapping a commutative group $(G, +)$ into a real linear space $X$ can be found, e.g., in [10]. Considering its set-valued version, that is,

$$F(x + y + z) + F(x) + F(y) + F(z) = F(x + y) + F(y + z) + F(z + x),$$

(9)

where $F: X \rightarrow c(Y)$, $(X, +)$ is a uniquely 2-divisible abelian group and $(Y, d)$ is a locally convex linear metric space with an invariant metric, we see that $F(0) = \{0\}$ and with $-y$ in the place of $z$ we get the Drygas equation which solutions we already know. On the other hand, it is easy to see that $F = a + G$ with additive $a$ and quadratic $G$ satisfies (9).

In what follows we present a result concerning the general solutions of the orthogonal Cauchy equation, that is,

$$F(x + y) = F(x) + F(y), \quad x, y \in X, \quad x \perp y.$$  

(10)

The single-valued version of (10) has its applications in physics, in the theory of an ideal gas (cf., [1]). In a three-dimensional Euclidean space, by means of (10) we obtain the formula for the distribution law of velocities in an ideal gas at a fixed temperature. There are also applications of (10) in actuarial mathematics in a premium calculation principle (cf., [7]): it was shown, namely, that the variance principle is the only covariance-additive premium principle (for further references concerning (10), see [14]).

The following theorem improves the result from [14, Theorem 2.1]. Our goal was to drop the not natural completeness assumption in the target space. However, in order not to go into notational details we assume the domain to be an inner product space (for general settings of the domain see [14]).

**Theorem 4.2** Let $X$ be a real inner product space and $(Y, d)$ be a locally convex metric linear space with translation invariant metric. If $F: X \rightarrow cc(Y)$ satisfies (10), then there exist an additive function $a: X \rightarrow Y$ and a quadratic set-valued function $G: X \rightarrow cc(Y)$ such that $F = a + G$. Moreover, such a representation is unique.

**Proof** We apply Theorem 3.1 with $\beta = 2$. Due to Lemma 2.6 we do not need the completeness assumption for $Y$. \qed

Now we proceed to the next equation, namely

$$9F\left(\frac{x + y + z}{3}\right) + F(x) + F(y) + F(z) = 4 \left[ F\left(\frac{x + y}{2}\right) + F\left(\frac{y + z}{2}\right) + F\left(\frac{z + x}{2}\right) \right].$$

(11)

The form of this equation took its origins from some characterizations of the convexity studied by Popoviciu [11]. The following theorem is an immediate application of Theorem 3.1 (cf. also, [16]).

**Theorem 4.3** Let $(X, +)$ be an abelian group uniquely divisible by 3, $(Y, d)$ a locally convex metric space with an invariant metric and let $F: X \rightarrow cc(Y)$ be a solution of (11). If $F(0) = \{0\}$ or, more general, if for every $x \in X$ there exists the Hukuhara difference $F(x) - F(0)$ then there exist an additive function $a: X \rightarrow Y$ and a quadratic set-valued function $G: X \rightarrow cc(Y)$ such that

$$F(x) = a(x) + F(0) + G(x), \quad x \in X$$

(12)

and this representation is unique.
Conversely, each multifunction of the form \( F(x) = a(x) + G(x) + B, \ x \in X, \) where 
\[ a: X \to Y \text{ is additive}, \ G: X \to \text{cc}(Y) \text{ is quadratic} \] and \( B \in \text{cc}(Y), \) is a solution to (11).

**Proof** By the assumption, there exists a function \( \Phi_1: X \to \text{cc}(Y) \) such that 
\[ F(x) = \Phi_1(x) + F(0) \] for all \( x \in X. \) Surely, \( \Phi(0) = \{0\} \) and \( \Phi \) satisfies (11). For a fixed \( x \in X \) we substitute \( 3x, \ 3x, \ -3x \) into (11) in the place of \( x, y, z, \) respectively. As a consequence, we obtain 
\[ 9\Phi(x) + \Phi(-3x) = 2\Phi(3x), \ x \in X. \]

Theorem 3.1 applied with \( \beta = 3 \) yields the desired assertion. The converse is obvious. \( \square \)

The last equation that we are going to consider in the present paper is 
\[ F(x + ny) + nF(x - y) = F(x - ny) + nF(x + y), \quad x, y \in X, \quad (13) \]
where \( n \) is a positive integer greater than one.

**Theorem 4.4** Let \((X, +)\) be an abelian group uniquely divisible by 2 and \( n , \ (Y, d) \) a locally convex linear metric space with an invariant metric and let \( F: X \to \text{cc}(Y) \) be a solution of (13). If for every \( x \in X \) there exists the Hukuhara difference \( F(x) - F(0), \) then there exist an additive function \( a: X \to Y \) and a quadratic set-valued function \( G: X \to \text{cc}(Y) \) such that \( F \) is of the form (12). Moreover, such a representation is unique.

Conversely, each multifunction of the form \( F(x) = a(x) + G(x) + B, \ x \in X, \) where 
\[ a: X \to Y \text{ is additive}, \ G: X \to \text{cc}(Y) \text{ is quadratic} \] and \( B \in \text{cc}(Y), \) is a solution to (13).

**Proof** Similarly as in the proof of the previous theorem, there exists a function \( \Phi: X \to \text{cc}(Y) \) such that \( F(x) = \Phi(x) + F(0) \) for all \( x \in X, \) \( \Phi(0) = \{0\} \) and \( \Phi \) satisfies (13). Take \( x \in X \) and substitute \( y := x \) in (13) (with \( F := \Phi \)), and then take \( nx, \ -x \) in the place of \( x, y \) in (13), respectively. We get the following two equalities 
\[ \Phi(x + nx) = \Phi(x - nx) + n\Phi(2x), \]
\[ \Phi(2nx) + n\Phi(nx - x) = n\Phi(nx + x). \]
By use of Corollary 2.1, we obtain 
\[ \Phi(2nx) + n\Phi((n - 1)x) = n\Phi((1 - n)x) + n^2\Phi(2x), \quad x \in X. \]
Change \( x \) for \( -x, \) add the two equalities side by side and use the unique 2-divisibility in order to get 
\[ \Phi(nx) + \Phi(-nx) = n^2\Phi(-x) + n^2\Phi(-x), \quad x \in X. \quad (14) \]
By (13) with \( x := 0 \) we have 
\[ \Phi(nx) + n\Phi(-x) = \Phi(-nx) + n\Phi(x), \quad x \in X. \quad (15) \]
Consequently, from (14) and (15) we obtain (3), and by Theorem 3.1 we get the desired assertion. \( \square \)

**Remark 4.1** If we suppose (13) with \( n = 2 \) then the induction procedure shows that (13) is valid for all positive integers \( n. \)

**Remark 4.2** If we omit the assumption about the existence of suitable Hukuhara differences in Theorem 4.4, we get 
\[ F(nx) + F(-nx) + 2(n^2 - 1)F(0) = n^2 F(-x) + n^2 F(-x), \quad x \in X. \]
By (13) with $x := 0$ we have

$$F(nx) + nF(-x) = F(-nx) + nF(x), \quad x \in X$$

instead of (14) and (15), which yields

$$\frac{1}{n^2} F(nx) + \frac{n^2 - 1}{n^2} F(0) = \frac{n^2 + n}{2n^2} F(x) + \frac{n^2 - n}{2n^2} F(-x).$$

On account of Lemma 2.6 for every $x \in X$ there exists the Hukuhara difference $\frac{1}{2}(F(x) + F(-x)) - F(0)$. This means that in the case of an even function $F$ the assumption of the existence of the Hukuhara difference is redundant.

We terminate the paper with the problem stemming from the last two applications of Theorem 3.1.

**Problem 4.1** Do the assumptions about the existence of the Hukuhara difference or about the evenness of function $F$ in Theorems 4.3 and 4.4 (see also Remark 4.2) necessary? That is, are all solutions to (11) and (13) of the form $a + G + B$ with additive $a : X \rightarrow Y$, quadratic $G : X \rightarrow cc(Y)$ and $B \in cc(Y)$?
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