A topological analysis of cointegrated data: a Z24 Bridge case study
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Abstract. The paper studies the topological changes from before and after cointegration, for the natural frequencies of the Z24 Bridge. The second natural frequency is known to be nonlinear in temperature, and this will serve as the main focal point of this work. Cointegration is a method of normalising time series data with respect to one another - often strongly-correlated time series. Cointegration is used in this paper to remove effects from Environmental and Operational Variations, by cointegrating the first four natural frequencies for the Z24 Bridge data. The temperature effects on the natural frequency data are clearly visible within the data, and it is desirable, for the purposes of structural health monitoring, that these effects are removed. The univariate time series are embedded in higher-dimensional space, such that interesting topologies are formed. Topological data analysis is used to analyse the raw time series, and the cointegrated equivalents. A standard topological data analysis pipeline is enacted, where simplicial complexes are constructed from the embedded point clouds. Topological properties are then calculated from the simplicial complexes; such as the persistent homology. The persistent homology is then analysed, to determine the topological structure of all the time series.
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1 Introduction

Cointegration has previously been used in Structural Health Monitoring (SHM) to remove the effects of Environmental and Operational Variations (EOVs) in collected data [1]. One application of cointegration was in removing such EOVs from the Z24 Bridge data set [2, 3, 4, 5]. When cointegrating data, the aim is to remove the long-term correlation between one or more time series. The effect on the topology of the time series has never been discussed before. This paper will explore the effects of cointegration and how the topology is affected, before and after.

The second natural frequency from the Z24 data set is the main focus for this paper, as this presents strong nonlinear characteristics as a result of freezing temperatures. An assessment of the shortcomings of applying a linear cointegration scheme to a nonlinear problem will be explored. The linear natural frequencies are also briefly discussed.
Two cointegration schemes will be used in this paper: linear and nonlinear. The linear scheme assumes that $\omega_2$ is linearly correlated to the other natural frequencies; this is not actually true here, as there are nonlinear complications arising from freezing temperatures over certain measurement readings. To account for nonlinear effects, in the case of the nonlinear cointegration scheme, Gaussian Processes (GPs) are fitted to the natural frequency, these are then used in the calculations.

To form a topology from the univariate time series, a time-delay embedding is used [6, 7]. This paper extends on ideas of applying Topological Data Analysis (TDA) to the Z24 Bridge data, previously considered in [8].

A standard TDA procedure is followed: simplicial complexes are constructed from some point cloud data, then the persistent homology is calculated. The persistent homology is used to compare different point clouds.

The outline of this paper is as follows: Section 2, will give a brief walk-through of the background theory, pertinent to cointegration, TDA, and time-delay embeddings. Section 3 will then focus on analysis of the Z24 cointegrated data. Section 4 will provide a discussion of the results, and then the paper will conclude.

2 Background Theory

2.1 Linear Cointegration

Only a brief and qualitative introduction to cointegration will be given here, as cointegration is a previously well-covered topic in SHM. For greater detail on cointegration theory, the authors refer to other introductions [1, 5, 9]. Linear cointegration has previously been used to remove EOVs from the DAMASCOS data-set [1], proving its use in novelty detection, among many other applications.

Cointegration is a property of multiple nonstationary time series. If a selection of time series have this property, at least one linear combination of them exists that results in a stationary time series, referred to as the residual series. This combination of time series that results in a stationary time series are encoded in the cointegrating vectors.

For a set of nonstationary time series \( \{ y_i(t) \} \), these are cointegrated iff,

\[
z_i(t) = \{ \beta \}^T \{ y_i(t) \},
\]

where \( \{ \beta \} \) is the cointegrating vector and \( z_i(t) \) is a stationary time series.

Firstly, nonstationary time series are modelled with error-correction models, using a least-squares approach, shown below [1].

\[
\nabla y_i = \rho y_{i-1} + \sum b_j \nabla y_{i-j} + \epsilon_i
\]

where \( \nabla \) is the difference operator, and \( \epsilon \) is the time-series residual, and should be a white-noise process.

For time series to be cointegrated, they must have the same degree of nonstationarity, this means that they must be differenced of the same order, to result in a stationary series. Once a nonstationary time series has been differenced, the Augmented Dickey-Fuller (ADF) test [9, 10] must be employed to prove that the now-differenced time
series can be considered stationary. The ADF test is a hypothesis test based on values of \( \rho \) in the error-correction model shown in equation (2),
\[
\hat{t}_p = \frac{\hat{\rho}}{\sigma_{\rho}}
\]
where \( \hat{\rho} \) is the least squares estimate and \( \sigma_{\rho} \) is the variance of the parameter. \( t_p \) is compared against previously-calculated reference values [9, 10]. The ADF test is essentially seeing how close \( \rho \) is to 0. If \( \rho = 0 \), the time series has a unit root, and is inherently nonstationary [1]. If \( \rho \) is statistically close enough to 0, the test statistic is rejected, and the time series is considered nonstationary. The time series is then required to be differenced again. This process is repeated until the null hypothesis is accepted. The number of differences required for the time series to become stationary, is its order of integration.

To solve for the cointegrating vectors, the Johansen procedure [1, 11] is followed here, this is essentially an eigenvalue problem; the cointegrating vectors are the eigenvectors. The cointegrating vector that results in the most stationary combination is the vector associated to the largest eigenvalue.

2.2 Nonlinear Cointegration

Linear cointegration has been developed for use on linear time series. When nonlinearities are present in a time series, no linear combination of the time series will result in a stationary residual [12]; Thus, invalidating the assumption that the residual series is sampled from a white-noise process.

The general procedure to perform nonlinear cointegration begins similarly to linear cointegration. The ADF test should be implemented to ensure that the variables are integrated of the same order. The data sets should then be split into an training (containing no damage data) and test data sets used to train a GP regression model. The ADF test should then be applied to the trained GP to ensure that the residual series is of a lower order of integration, than when compared to linear cointegration [2, 3, 5].

2.3 Topological Data Analysis

The first step in the process of TDA is to construct a simplicial complex. Simplicial complexes are used as a way of attributing quantifiable shape to the data; they can be thought of as higher-dimensional analogues of graphs. In TDA, the vertices of the simplicial complexes are the observed data points, as seen in Fig. 1. Simplicial complexes can be analysed to output the persistent homology, a key topological invariant that can be used to describe the structure of the data. The persistent homology can then be used to compare between different data sets, by quantifying their topological structures [13]. A simplicial complex is made up of fundamental building blocks, called simplices. The first four simplices are shown in Fig. 1. Each vertex in the simplex is fully connected to all the other vertices, and the space enclosed by the vertices is part of that simplex. For instance, \( \Delta^2 \) encloses a two-dimensional area, \( \Delta^3 \) encloses a three-dimensional volume; this can be generalised for \( \Delta^k \) enclosing a \( k \)-dimensional space between \((k + 1)\) fully connected vertices.
There are many ways to construct a simplicial complex from point data. For simplification, only one method will be discussed within this paper, the Vietoris-Rips (VR) complex [14]. The VR complex is constructed from point data, to output a corresponding simplicial complex, which can then be analysed. For the VR complex, $\text{VR}_\varepsilon$, let $(X, \partial_X)$ be a finite dimensional metric space, where $X$ denotes the set and $\partial_X$ is a metric on $X$. Then let $\varepsilon > 0$ be a fixed value, then [15]:

1. The vertices, $v \in X$, form the vertices in $\text{VR}_\varepsilon(X, \partial_X)$.
2. A $k$–simplex is formed when $\partial_X(v_i, v_j) \leq 2\varepsilon$, $\forall i, j \leq k$ for some $\varepsilon > 0$.

The process of constructing a VR complex is depicted in Fig. 2, for some randomly-sampled data, and an arbitrary value of $\varepsilon$. The existence of a simplex is determined by how the balls intersect between vertices. For a VR complex, a simplex between some vertices is formed if the Euclidean distance between the all the vertices is less than $\varepsilon$.

From the simplicial complexes, the homology groups, $H_k(X)$, can be determined. The homology groups are invariants for the data set, $X$, where $k$ refers to the relevant dimension. Generally, the $k$th homology group encodes information about the
number of $k$–dimensional holes in the data [16][17]. Under the rules of topology, discontinuities (voids) cannot be created or destroyed under continuous transformations [18][19]. Therefore, the homology can be used to categorise and compare between simplicial complexes, and by extension, data sets [20][21][22]. From the homology, the Betti numbers are defined as the rank of the homology groups. If the Betti numbers for two topological spaces are different, these spaces are not topologically identical. If two spaces are not topologically similar, a continuous bijective map between the spaces does not exist. The zeroth Betti number, $\beta_0$, is the rank of the zeroth homology group $H_0(X)$, and refers to the number of connected sets in $X$. The first Betti number, $\beta_1$, is the rank of the first homology group, $H_1(X)$, and refers to the number of non-contractible holes present in $X$. The second Betti number, $\beta_2$, refers to the number of enclosed volumes in the topological space. This analogy carries on further for higher dimensions.

This description now raises the question: which length scale $\varepsilon$ is representative of the topology of the data? When constructing the VR complexes for the same data set, different values of epsilon, will result in different values for the Betti numbers. The hyper-parameter $\varepsilon$ determines the Betti numbers for that specific instance of some point cloud data. Additionally, when the feature present within the data is at a length scale less than $\varepsilon$ this feature will not be expressed, as $\varepsilon$ will span the feature. A problem arises here, as usually the feature scale is not known prior to analysis, and a manifold may have many multi-scale features. The answer to this problem, is to vary $\varepsilon$ and see how the Betti numbers evolve and persist. Obtaining the homology for a single value of $\varepsilon$ provides very limited information, because of potentially-varying feature length scales in the manifold. For this reason, it is vital to consider how homological features persist as $\varepsilon$ is varied. This process of varying $\varepsilon$ does not bias any disk size, as all are being considered. This process will give an initial value, $\varepsilon_{min}$, where a specific homological feature comes to life and $\varepsilon_{max}$, where the feature is no longer considered for that simplicial complex. This range of values $[\varepsilon_{min}, \varepsilon_{max}]$ is called the persistent interval for that homological feature. Each persistent interval is attributed a Betti number. The set of persistent intervals, with their accompanying Betti numbers forms an object called the persistent homology (PH). PH is invariant for a data set and contains enough information to represent the topology of a point cloud.

The space of persistent homologies forms a metric space; the distance between the PHs is a measure of similarity of two PHs. As the persistent intervals are invariant for a manifold, the data manifolds can be represented by their persistent homology. This notion of a metric space allows one to compare the similarity of manifolds. Metrics between barcodes are well established and the one used in this report is the $p$–Wasserstein distance, $\partial_{W_p}$.

$$\partial_{W_p}(B_1, B_2) = \left( \inf_{\phi} \sum_{Z \in B_1} d_{\infty}(Z, \phi(Z))^p \right)^{\frac{1}{p}}$$

Where $B_1$ and $B_2$ are PH data, $p > 0$ is a weighting, $\phi$ is a matching between $B_1$ and $B_2$, $Z$ is a persistent interval in $B_1$, and $d_{\infty}$ is the supremum metric [13].
Given a time-varying series, \( f : t \rightarrow \mathbb{R} \), the time-delay embedding can be stacked \( d \) times, each with a delay \( \alpha \), to give a new embedding \( \phi : t \rightarrow \mathbb{R}^d \) where the new embedding is represented by,

\[
\phi(t) = (f(t), f(t + \alpha), \ldots, f(t + (d-1)\alpha)).
\]  

(4)

From this embedding, the time series now has a topology induced. This embedding is a reconstruction of the topology from a one-dimensional time series into any desired dimension. The first application of a time delay embedding was to give geometry to a time series [7]. Since then, it has been shown that time-delay embeddings can reconstruct the topology of a dynamic attractor, under certain circumstances [6].

The delay embedding highlights periodic recurrent features in the time series. Recurrent behaviour will be highlighted in the time-delay embedding as a loop. Persistent homology can then be used to quantify the size and number of these loops. Fig. 3 shows time-delay embedding with multiple frequency sines, different sized loops are formed as a result of these different frequencies.

![Fig. 3: Data generated from the time series \( y(t) = \sin(t) + \sin(2t) + \sin(3t) \), embedded in 3D at \( \alpha = 5 \).](image)

If the delay is too small, there will not be sufficient information to form meaningful topology, and the reconstruction will be too similar to a straight diagonal line, as the local change is too small. Conversely, using a too-large delay will result in nonsense, as the gap between the readings will be too large and will not show a local change over the manifold.
3 Results

3.1 Linear and Nonlinear Cointegration of $\omega_2$

The effective procedure of performing the TDA is to embed all the time-series data into a common vector space. This idea assumes that if the time series all have consistent topology, there should be no outliers when compared to one another. This assumption can be used to compare the topologies of the embedded time series.

![Figure 4: Univariate plots of all the time series representing $\omega_2$.](image)

There are six distinct time series here, all representing $\omega_2$, that are going to be analysed. All of the time series have been standardised prior to embedding. These time series can be seen in Fig. 4. The significance of each time series, is:

- **RAW**: This is the raw time series for $\omega_2$, calculated from modal analysis [23], with NaNs removed.
- **GP1**: From the RAW time series, a GP was fitted using $\omega_1, \omega_3, \omega_4$ and was trained over the first 1000 data points, by index.
- **GP2**: From the RAW time series, a GP was fitted using $\omega_1, \omega_3, \omega_4$ and was trained over a 1000 points that included a large temperature drop.
- **LIN CO**: This is the most stationary residual, when the first four natural frequencies from the Z24 data set are cointegrated.
- **GP1 CO**: This is the residual series from GP1, $\epsilon_1 = \omega_2 - \text{GP1}(\omega_1, \omega_3, \omega_4)$.
- **GP2 CO**: This is the residual series from GP2, $\epsilon_1 = \omega_2 - \text{GP2}(\omega_1, \omega_3, \omega_4)$.

The Z24 Bridge data set is well studied in the SHM community, and the second natural frequency is known to be nonlinear with respect to temperature [5] [12], this can be seen in Fig. 5. The reasoning to include both nonlinear and linear cointegration schemes on the second natural frequency is to assess the topological changes in the nonlinear time series under both implementations of cointegration.
All the time series listed above were embedded into three-dimensional space. TDA is used to calculate the persistent homology of the embedded time series. The persistent homologies can then be compared to one another by use of the Wasserstein distance; the greater the Wasserstein distance, the more dissimilar the topologies are.

Fig. 5: The second natural frequency vs temperature, showing a nonlinear relationship.
As can be seen in Fig. 6, there are two prominent topologies appearing: a torus for the non-cointegrated data, and an open-ball for the cointegrated data. The torus arises as a result of the cyclic temperature effects. This topology is most clear in the plot for RAW. The torus is still present in both GP1 and GP2, but is not as pronounced as the GPs are trained on the natural frequencies $\omega_1, \omega_3, \omega_4$. Therefore, nonlinear temperature effects are not represented.

The open-ball topology can be seen for the cointegrated data in Fig. 6. This topology is formed because the residuals are white-noise processes, therefore the embedding results in a Gaussian cluster. For the residuals from GP1, it can be seen that there are temperature effects still visible in the residuals. This is a direct result of GP1 being trained over the first 1000 points in the data set, where there is no large temperature changes present. Therefore, GP1 does not adequately purge the nonlinear temperature effects from the residual series. This is different to GP2, which is trained over the large temperature drop, and there is no torus present in the embedded data, indicating that this is a more appropriate GP to detrend the residual series.

Table I shows the Wasserstein distances between all of the embedded time-series. Table I indicates that GP2 is a better fit to RAW than GP1. This is likely due to the poor representation of GP1 over the large temperature drop. This fit is also shown in the nonlinear cointegration comparisons, as now the embedding for GP1 CO is more similar to RAW than GP2 CO, as GP1 has detrended by a lesser extent.

If Table I is considered as a 2x2 block matrix of 3x3 matrices (indicated by the lines partitioning the table). The top-left 3x3 block shows comparisons between the three
Table I: The Wasserstein distances when two data sets are compared, at a delay $\alpha = 75$ in an embedding dimension of 3.

3.2 Linear Cointegration

The same process is now applied to the linear cointegrated residual series, calculated from the first four natural frequencies. The linear cointegrated residuals are shown in Fig. 7. Again, all the series have been standardised before embedding.

The Wasserstein distances between the embedded linearly cointegrated residual series can be found in Table III. For these results, a delay of 75, and an embedding dimension of three were used.
The pattern, shown in Table II, is still visible in the linear cointegrated data. Inside the two off diagonal blocks, as progressive residual series are used, the Wasserstein distances are decreasing. This is to be expected as the first residual series is most stationary. Therefore, more of the topology has been purged in the first residual series when compared to later ones. As successive residual series are considered, some nonlinear trends are breaking through. As a result, the topology is becoming closer to the raw data embedding.

4 Conclusion

With respect to the Z24 data set, topological methods have been used to analyse time series data, before and after cointegration. When temperature effects are not adequately represented in the GP model, the topology of the original time series seems to break through into the residuals. This work has shown that time-delay embeddings and TDA are able to quantify how well cointegration has detrended a time series, by analysing the topology of the residuals.

Further work on cointegration and TDA will generalise the ideas found within this paper to more general data. Data will be generated that has a more complex topology when a time-delay embedding is computed. A nonlinear cointegration scheme will be applied and assessed with TDA.
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