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Abstract
Community sensing, fusing information from populations of privately-held sensors, presents a great opportunity to create efficient and cost-effective sensing applications. Yet, reasonable privacy concerns often limit the access to such data streams. How should systems valuate and negotiate access to private information, for example in return for monetary incentives? How should they optimally choose the participants from a large population of strategic users with privacy concerns, and compensate them for information shared?

In this paper, we address these questions and present a novel mechanism, SEQGREEDY, for budgeted recruitment of participants in community sensing. We first show that privacy tradeoffs in community sensing can be cast as an adaptive submodular optimization problem. We then design a budget feasible, incentive compatible (truthful) mechanism for adaptive submodular maximization, which achieves near-optimal utility for a large class of sensing applications. This mechanism is general, and of independent interest. We demonstrate the effectiveness of our approach in a case study of air quality monitoring, using data collected from the Mechanical Turk platform. Compared to the state of the art, our approach achieves up to 30% reduction in cost in order to achieve a desired level of utility.

Introduction
Community sensing is a new paradigm for creating efficient and cost-effective sensing applications by harnessing the data of large populations of sensors. For example, the accelerometer data from smartphone users could be used for earthquake detection and fine grained analysis of seismic events. Velocity data from GPS devices (in smartphones or automobiles) could be used to provide real-time traffic maps or detect accidents. However, accessing this stream of private sensor data raises reasonable concerns about privacy of the individual users. For example, mobility patterns and the house or office locations of a user could possibly be inferred from their GPS tracks (Krumm 2007). Beyond concerns about sharing sensitive information, there are general anxieties among users about sharing data from their private devices. These concerns limit the practical applicability of deploying such applications. In this paper, we propose a principled approach to negotiate access to certain private information in an incentive-compatible manner.

Applications of community sensing are numerous. Several case studies have demonstrated the principal feasibility and usefulness of community sensing. A number of research and commercial prototypes are build, often relying on special campaigns to recruit volunteers (Zheng, Xie, and Ma 2010) or on contracts with service providers to obtain anonymized data (Wunnava et al. 2007). The SenseWeb system (Kansal et al. 2007) has been developed as an infrastructure for sharing sensing data to enable various applications. Methods have been developed to estimate traffic (Yoon, Noble, and Liu 2007) or predict a driver’s trajectory (Krumm and Horvitz 2006). Cell tower signals obtained from the service providers are leveraged for travel time estimation on roadways (Wunnava et al. 2007). Additionally, captured images and video clips from smartphones have been used to link places with various categories (Chon et al. 2012).

Methods have been developed to estimate traffic (Yoon, Noble, and Liu 2007) or predict a driver’s trajectory (Krumm and Horvitz 2006). Cell tower signals obtained from the service providers are leveraged for travel time estimation on roadways (Wunnava et al. 2007). Additionally, captured images and video clips from smartphones have been used to link places with various categories (Chon et al. 2012). Clayton et al. (2012) describes the design of a Community Seismic Network to detect and monitor earthquakes using a dense network of low cost sensors hosted by volunteers from the community. Aberer et al. (2010) envisions a community driven sensing infrastructure for monitoring air quality.

Privacy concerns in community sensing are expected and reasonable (Lieb 2007) (Wunnava et al. 2007) (Olson, Grudin, and Horvitz 2005). Irrespective of the models of privacy we consider (Sweeney 2002) (Dwork 2006) (Machanavajjhala et al. 2006), the key concern is about identifiability as users become members of increasingly smaller groups of people sharing the same characteristics inferred from data. Beyond general anxieties about the sharing of location and mobility data, studies have demonstrated that, even with significant attempts at obfuscation, home and work locations of drivers can be inferred from GPS tracks (Krumm 2007).

Incentives to participants for privacy tradeoff. Olson, Grudin, and Horvitz (2005) show that people’s willingness to share information depends greatly on the type of information being shared, with whom the information is shared, and how it is going to be used. They are willing to share certain private information if compensated in terms of their utility gain (Krause and Horvitz 2008). In this paper, we are ex-
ploring the design of intelligent systems that empower users to consciously share certain private information in return of, e.g., monetary or other form of incentives. We model the users as strategic agents who are willing to negotiate access to certain private information, aiming to maximize the monetary incentives they receive in return. Empowering users to opt into such negotiations is the key idea that we explore in this paper.

**Overview of our approach**

Our goal is to design policies for selecting (and compensating) the participants, which provide near-optimal utility for the sensing application under strict budget constraints. As basis for selection, the community sensing system receives obfuscated estimates of the private attributes. For concreteness, we focus on sensor location as private information, but our approach generalizes to other attributes. The users also declare a bid or cost as the desired monetary incentive for participation and hence privacy tradeoff. After receiving the bids, the mechanism sequentially selects a participant, commits to make her the payment, receives the actual private information, selects the next participant and so on. At the end, all selected participants are provided the agreed payment. Figure 1 illustrates this protocol.

![Figure 1: Illustration of the protocol by which the proposed system interacts with the users.](https://www.mturk.com/mturk/)

We model the participants as strategic agents who aim to maximize their profit, by possibly misreporting their private costs. As a consequence, we require the mechanism to be truthful. In order to capture a large class of sensing applications, we only require the utility function to satisfy submodularity, a natural diminishing returns condition (Nemhauser, Wolsey, and Fisher 1978; Krause and Guestrin 2007). To design our mechanism, we first reduce the sequential negotiation of the privacy tradeoff to the problem of adaptive submodular maximization (Asadpour, Nazerzadeh, and Saberi 2008; Golovin and Krause 2011). Then, we extend recent results on truthful budget feasible mechanisms for submodular functions (Singer 2010; Chen, Gravin, and Lu 2011; Singer 2012) to the adaptive setting.

Our main contributions are:

- An integrated approach to community sensing by incentivizing users to share certain private information.
- A novel mechanism, SEQGREEDY, for budgeted recruitment of strategic participants, which achieves near-optimal utility for the community sensing application. The mechanism is general and of independent interest, suitable also for other applications, e.g., viral marketing.
- Evaluation of our approach on a realistic case study of air quality monitoring based on data obtained through Amazon Mechanical Turk.

**Related Work**

Himmel et al. (2005) propose to provide users with rewards such as free minutes to motivate them to accept mobile advertisements. Hui et al. (2011) develop MobiAd, a system for targeted mobile advertisements, by utilizing the rich set of information available on the phone and suggesting the service providers to give discounts to the users, in order to incentivize use of the system. Liu, Krishnamachari, and Annavaram (2008) propose a game theoretic model of privacy for social networking-based mobile applications and presents a tit-for-tat mechanism by which users take decisions about their exposed location obfuscation for increasing personal or social utility. Chorppath and Alpcan (2012) study a privacy game in mobile commerce, where users choose the degree of granularity at which to report their location and the service providers offer them monetary incentives under budget constraints. The best users’ response and the optimal strategy for the company are derived by analyzing the Nash equilibrium of the underlying privacy game. This is very different from our setting as we focus on algorithmic aspects of the mechanism in choosing the best set of users for participation in community sensing. Li and Faltings (2012) and Faltings, Jurca, and Li (2012) study the problem of incentivizing users in community sensing to report accurate measurements and place sensors in the most useful locations. While developing incentive-compatible mechanisms, they do not consider the privacy aspect. Singla and Krause (2013b) develops online incentive-compatible and budget feasible mechanisms for procurement. However, they consider a simple modular utility function where each participant provides a unit value. This is not applicable to our community sensing setting which deals with more complex utility functions. Carrascal et al. (2013) study how users value their personally identifiable information (PII) while browsing. The experiments demonstrate that users have different valuations, depending on the type and information content of private data. Higher valuations are chosen for offline PII, such as age and address, compared to browsing history. This work is complementary and supports the assertion that users indeed associate monetary valuations to certain private data.

**Problem Statement**

We now formalize the problem addressed in this paper.

**Sensing phenomena.** We focus on community sensing applications with the goal to monitor some spatial phenomenon, such as air quality or traffic. We discretize the environment as a finite set of locations \( V \), where each \( v \in V \) could, e.g., denote a zip code or more fine grained street addresses, depending on the application. We quantify the utility \( f(A) \) of obtaining measurements from a set of locations \( A \) using a set function \( f : 2^V \rightarrow \mathbb{R} \). Formally, we
Sensing profile of users. We consider a community $\mathcal{W}$ of $|\mathcal{W}| = N$ users, owning some sensing device such as a smartphone. Each user can make observations at a set of locations depending on her geolocation or mobility as well as the type of device used. We model this through a collection of sensing profiles $\mathcal{O} \subseteq 2^\mathcal{V}$ whereby we associate each user $w \in \mathcal{W}$ with a profile $y_w \in \mathcal{O}$, specifying the set of locations covered by her. This set $y_w$ could be a singleton $y_w = \{a\}$ for some $a \in \mathcal{V}$, modeling the location of the user at a particular point in time, or could model an entire trajectory, visiting multiple locations in $\mathcal{V}$. We denote a given set of users $\mathcal{S} \subseteq \mathcal{W}$ jointly with their sensing profiles as $\mathbf{y}_\mathcal{S} \subseteq \mathcal{W} \times \mathcal{O}$. The goal is to select set of users $\mathcal{S}$ (also called participants) so as to maximize the utility of the sensing application given by $g(\mathbf{y}_\mathcal{S}) = f(\mathcal{A})$ where $\mathcal{A} = \bigcup_{s \in \mathcal{S}} y_s$. We assume that each user’s maximal contribution to the utility is bounded by a constant $f_{\text{max}}$.

Privacy profile of users. In order to protect privacy, we consider the setting where the exact sensing profiles $y_w$ of the users (containing, e.g., tracks of locations visited) are not known to the sensing system. Instead, $y_w$ is only shared after obfuscation with a random perturbation intended to reduce the risk of identifiability (Sweeney 2002, Dwork 2006). The system’s highly uncertain belief about the sensing profile of user $w$ can therefore be represented as a (set-valued) random variable (also called privacy profile) $Y_w$ with $y_w$ being its realization. For example, suppose $y_w = \{a\}$ for some location $a$ (i.e., the user’s private location is $a \in \mathcal{V}$). In this case, the user may share with the system a collection of locations $a_1, \ldots, a_m$ containing $a$ (but not revealing which one it is), w.l.o.g. $a = a_1$. In this case the distribution shared $P(Y_w = \{a_1\}) = \frac{1}{m}$ is simply the uniform distribution over the candidate locations. Figure 2 illustrates the notions of sensing and privacy profiles for a user.

We use $\mathbf{Y}_\mathcal{W} = [Y_1, \ldots, Y_N]$ to refer to the collection of all (independent) variables associated with population $\mathcal{W}$ and assume that $\mathbf{Y}_\mathcal{W}$ is distributed according to a factorial joint distribution $P(\mathbf{Y}_\mathcal{W}) = \prod_w P(Y_w)$. The sensing profile $y_w$ (and the actual sensor data obtained from sensing at locations $y_w$) is revealed to the application only after it commits to provide the desired incentives to the user $w$. Then, the goal is to select a set of users $\mathcal{S}$ to maximize $\mathbb{E}[g(\mathbf{Y}_\mathcal{S})]$, i.e., the expected utility, where the expectation is taken over the realizations of $\mathbf{Y}_\mathcal{W}$ w.r.t. $P(\mathbf{Y}_\mathcal{W})$. 

![Figure 2: The sensing region is uniformly discretized into a set of locations $\mathcal{V}$ indicated by the dots. (a) illustrates a population of users, along with their sensing profiles in (b). The set of users selected by the system in absence of privacy are shown in (c). However, to protect privacy, users only share an obfuscated location with the system in (d) and a collection of sensing profiles $\{y_1^w, y_2^w, y_3^w\}$ for user $w$ in (e). The privacy profile of user $w$, given by $Y_w$, is the uniform distribution over these sensing profiles, given by $P(Y_w = y_3^w) = \frac{1}{4}$. (f) shows the selection of the participants in presence of uncertainty introduced by privacy profiles. The actual sensing profile is only revealed to the system after a user has been selected.](image-url)
Incentive structure for privacy tradeoff. We assume that users are willing to share certain non-sensitive private information in return for monetary incentives. Each user has a private cost \( c_w \in \mathbb{R}_{\geq 0} \) that she experiences for her privacy tradeoff. Instead of revealing \( c_w \), she only reveals a bid \( b_w \in \mathbb{R}_{\geq 0} \). We are interested in truthful mechanisms, where it is a dominant strategy for a user to report \( b_w = c_w \), i.e., users cannot increase their profit (in expectation) by lying about their true cost. We assume that costs have known bounded support, i.e., \( c_w \in [c_{\text{min}}; c_{\text{max}}] \).

Optimization problem. Given a strict budget constraint \( B \), the goal of the sensing application is to design a mechanism \( M \), which implements an allocation policy to select participants \( S \) and a payment scheme to make truthful payments \( \theta_s \) to each of the participants, with the goal of maximizing the expected utility. Instead of committing to a fixed set of participants \( S \) in advance (non-adaptive policy), we are interested in mechanisms that implement an adaptive policy taking into account the observations made so far (revealed sensing profiles of participants already selected) when choosing the next user. Formally, the goal of the mechanism is to adaptively select participants \( S^* \) along with the payments \( \theta_{S^*} \), such that

\[
S^* = \arg \max_{S \subseteq \mathcal{W}} \mathbb{E}_{\mathcal{Y}_W} [g(y_S)] \text{ subject to } \sum_{s \in S} \theta_s \leq B. \tag{1}
\]

Here, the set of participants \( S \) selected and the payments \( \theta_S \) may depend on the realization of \( \mathcal{Y}_W \) as well. We formally introduce adaptive policies in subsequent sections.

Existing Mechanisms

We first review existing mechanisms that fall short of either privacy-preservation, adaptivity or truthfulness. In next section, we then build on these and present our main contribution: a privacy-respecting, truthful and adaptive mechanism.

Non-private mechanisms

Consider first an unrealistic setting, where the system has full information about the users’ exact sensing profiles and their true costs. In such a setting, Problem (1) reduces to that of budgeted maximization of a monotone non-negative submodular function with non-uniform costs, studied by Sviridenko (2004). A simple algorithm combining partial enumeration with greedy selection guarantees a utility of at least \( (1 - 1/e) \approx 0.63 \) times that obtained by optimal selection OPT. This result is tight under reasonable complexity assumptions (Feige 1998). We denote this setting and mechanism as GREEDY. Note that each participant is paid their true cost in this untruthful setting. Now, consider the non-private setting with unknown true costs. The problem then requires designing a truthful budget feasible mechanism for monotone submodular set functions, as done by (Singer 2010) and (Chen, Gravin, and Lu 2011). In this setting, a constant factor \( 1/7.91 \approx 0.13 \) approximation compared to OPT can be achieved, using a mechanism that we will refer to as TGREEDY. TGREEDY executes a greedy allocation on a reduced budget with carefully chosen stopping criteria (for ensuring budget feasibility), in order to select a set of participants and then computes the truthful payments to be made to them.

Non-adaptive mechanisms with privacy

In our case, where privacy is preserved through random obfuscation, one must deal with the stochasticity caused by the uncertainty about users’ sensing profiles. Here, the objective

\[
G(S) = \mathbb{E}_{\mathcal{Y}_W} [g(y_S)] = \sum_{y \in \mathcal{Y}_W} P(\mathcal{Y}_W = y) f\left( \bigcup_{s \in S} y_s \right)
\]

in (1) can be seen as an expectation over multiple submodular set functions, one for each realisation of the privacy profile \( \mathcal{Y}_W \). However, as submodularity is preserved under expectations, the set function \( G(S) \) is submodular as well. One can therefore still apply the mechanisms GREEDY and TGREEDY in order to obtain near-optimal non-adaptive solutions (i.e., the set of participants is fixed in advance) to Problem (1). We denote these non-adaptive (constant) mechanisms applied to our privacy-preserving setting as CONSTGREEDY and CONSTTGREEDY.

Untruthful, adaptive mechanisms with privacy

Instead of non-adaptively committing to the set \( S \) of participants a priori, one may wish to obtain increased utility through adaptive (active/sequential) selection, i.e., by taking into account the observations from the users selected so far when choosing the next user. Without assumptions, computing such an optimal policy for Problem (1) is intractable. Fortunately, as long as the sensing quality function \( f \) is monotone and submodular, Problem (1) satisfies a natural condition called adaptive submodularity (Golovin and Krause 2011). This condition generalizes the classical notion of submodularity to sequential decision / active selection problems as faced here.

Adaptive submodularity requires, in our setting, that the expected benefit of any fixed user \( w \in \mathcal{W} \) given a set of observations (i.e., set of users and observed sensing profiles) can never increase as we make more observations. Formally, consider the conditional expected marginal gain \( \Delta_g(w|y_S) \) of adding a user \( w \in \mathcal{W} \setminus S \) to an existing set of observations \( y_S \subseteq \mathcal{W} \times \mathcal{O} \):

\[
\Delta_g(w|y_S) = \mathbb{E}_{y_w} [g(y_S \cup \{(w, y_w)\}) - g(y_S)|y_S] = \sum_{y \in \mathcal{O}} P(y_w = y|y_S) : [g(y_S \cup \{(w, y)\}) - g(y_S)].
\]

Function \( g \) with distribution \( P(\mathcal{Y}_W) \) is adaptive submodular, if \( \Delta_g(w|y_S) \geq \Delta_g(w|y_S') \) whenever \( y_S \subseteq y_S' \). Thus, the gain of a user \( w \), in expectation over its unknown privacy profile, can never increase as we select and obtain data from more participants.

| Priv. off | Untruthful | Truthful |
|----------|------------|----------|
| ConstGreedy | CONSTGreedy | CONSTTGREEDY |
| Priv. on (Non-Ad.) | SEQTGreedy | SEQTGreedy |

Table 1: Different information settings and mechanisms.
Proposition 1. Suppose $f$ is monotone and submodular. Then the objective $g$ and distribution $P$ used in Problem 7 are adaptive submodular.

Above Proposition follows from Theorem 6.1 of Golovin and Krause (2011), assuming distribution $P$ is factorial (i.e., the random obfuscation is independent between users). Given this problem structure, for the simler, untruthful setting (i.e., known true costs), we can thus use the sequential greedy policy for stochastic submodular maximization studied by Golovin and Krause (2011). This approach is denoted by SeqGREEDY and obtains a utility of at least $(1-1/e)$ times that of optimal sequential policy SeqOPT.

Table I summarizes the settings and mechanisms considered so far. They all fall short of at least one of the desired characteristics of privacy-preservation, truthfulness or adaptivity. In the next section, we present our main contribution – SeqTGREEDY, an adaptive mechanism for the realistic setting of privacy-sensitive and strategic agents.

Our main mechanism: SeqTGREEDY

We now describe our mechanism $M = (\pi_M, \theta_M)$, with allocation policy $\pi_M$ and payment scheme $\theta_M$. $M$ first obtains the bids $B_W$ and privacy profile $P(Y_W)$ from all users, runs the allocation policy $\pi_M$ to adaptively select participants $S$ and makes observations $y_S$ during selection. At the end, it computes payments $\theta_S$ using scheme $\theta_M$. The allocation policy $\pi_M$ can be thought of as a decision tree. Formally, a policy $\pi : 2^{Y \times O} \to W$ is a partial mapping from observations $y_S$ made so far to the next user $w \in W \setminus S$ to be recruited, denoted by $\pi(y_S) = w$. We seek policies that are provably competitive with the optimal (intractable) sequential policy SeqOPT. $\theta_M$ computes payments which are truthful in expectation (a user cannot increase her total expected profit by lying about her true cost, for a fixed set of bids of other users) and individually rational ($\theta_s \geq b_s$). For budget feasibility, the allocation policy needs to ensure that the budget $B$ is sufficient to make the payments $\theta_S$ to all selected participants. Next, we describe in detail the allocation policy and payment scheme of SeqTGREEDY with these desirable properties.

Allocation policy of SeqTGREEDY

Policy 1 presents the allocation policy of SeqTGREEDY. The main ingredient of the policy is to greedily pick the next user that maximizes the expected marginal gain $\Delta_S(w|y_S)$ per unit cost. The policy uses additional stopping criteria to enforce budget feasibility, similar to GREEDY (Chen, Gravin, and Lu 2011). Firstly, it runs on a reduced budget $\bar{B}/\alpha$. Secondly, it uses a proportional share rule ensuring that the expected marginal gain per unit cost for the next potential participant is at least equal to or greater than the expected utility of the new set of participants divided by the budget. We shall prove below that $\alpha = 2$ achieves the desired properties.

Payment characterization of SeqTGREEDY

The payment scheme is based on the characterization of threshold payments used by GREEDY (Singer 2010). However, a major difficulty arises from the fact that the computation of payments for a participant depends also on the unallocated users, whose sensing profiles are not known to the mechanism. Let $S$ denote the set of participants allocated by $\pi_M$ along with making observations $y_S$. Let us consider the set of all possible realizations of $Y_W = Y \subseteq W \times O$ consistent with $y_S$, i.e., $y_S \subseteq Y_W$. We denote this set by $Z_{W,S} = [y^1, y^2, \ldots, y^d, \ldots, y^Z]$, where $Z = |Z_{W,S}|$. We first discuss how to compute the payment for each one of these possible realizations $y^r \in Z_{W,S}$, denoted by $\theta^d(y^r)$ (where $d$ indicates here an association with the deterministic setting of knowing the exact sensing profiles of all users $w \in Y_W$). These payments for specific realizations are then combined together to compute the final payment to each participant.

Payment $\theta^d_y$ for a given $Y_W$. Consider the case where the variables $Y_W$ are in state $Y_W \in Z_{W,S}$ and let $S$ be the set of participants allocated by the policy. We use the well-known characterization of Myerson (1981) of truthful payments in single-parameter domains. It states that a mechanism is truthful if i) the allocation rule is monotone (i.e., an already allocated user cannot be unallocated by lowering her bid, for a fixed set of bids of others) and ii) allocated users are paid threshold payments (i.e., the highest bid they can declare before being removed from the allocated set). Monotonicity follows naturally from the greedy allocation policy, which sorts users based on expected marginal gain per unit cost. To compute threshold payments, we need to consider a maximum of all the possible bids that a user can declare and still get allocated. We next explain how this can be done.

Let us renumber the users $S = \{1, \ldots, i, \ldots, k\}$ in the order of their allocation. and let us analyze the payment for participant $s = i$. Consider running the policy on an alternate set $W' = W \setminus \{i\}$ and let $S' = \{1, \ldots, j, \ldots, k\}$ be the allocated set (users renumbered again based on order of allocation).
location when running the policy on $W$). $\Delta_{S}$ and $\Delta'_{S}$ are the marginal contributions of the participants in the above two runs of the policy. We define $\Delta_{i}$ to be the marginal contribution of $i$ (from $S$) if it has to replace the position of $j$ (in set $S'$). Now, consider the bid that $i$ can declare to replace $j$ in $S'$ by making a marginal contribution per cost higher than $j$, given by $b_{i(j)} = \frac{\Delta_{i}}{\sum_{j} \Delta_{j}}$. Additionally, the bid that $i$ can declare must satisfy the proportional share rule, denoted by $\rho_{i} = \frac{b_{i}}{\sum_{j} \Delta_{j}}$. By taking the minimum of these two values, we get $\theta_{i} = \min\{b_{i(j)}, \rho_{i}\}$ as the bid that $i$ can declare to replace $j$ in $S'$. The threshold payment for participant $s = i$ is given by $\theta^{d}_{s} = \max_{j \in [\sigma_{s}]} \theta_{i}^{d}(j)$.

Computing the final payment $\theta_{s}$. For each $y^{r} \in Z_{W,S}$, compute $\theta^{d,r}_{s} = \theta^{d}_{s}(y^{r})$. The final payment made to participant $s$ is given by $\theta_{s} = \sum_{y^{r} \in Z_{W,S}} P(Y_{W} = y^{r} | y_{S}) \cdot \theta^{d,r}_{s}$. Note that the set $Z_{W,S}$ could be exponentially large, and hence computing the exact $\theta_{s}$ may be intractable. However, one can use sampling to get estimates of $\theta_{s}$ in polynomial time (using Hoeffding's inequality to bound sample complexity) and then implement an approximately truthful payment scheme to any desired accuracy. Further, note that the approximation guarantees of $\mathcal{M}$ do not require computation of the payments at all, and only require execution of the allocation policy, which runs in polynomial time.

**Analysis of SEQTGREEDY**

We now analyze the mechanism and prove its desirable properties. The proofs of all theorems are presented in the extended version of the paper (Singla and Krause 2013a). We only sketch them here.

**Theorem 1.** SEQTGREEDY is truthful in expectation, i.e., no user can increase her profit in expectation by lying about her true cost, for a fixed set of bids of other users.

Firstly, truthfulness of payments $\theta^{d,r}_{s}$ is proved for a considered realization $y^{r}$. This is done by showing the monotonicity property of the greedy allocation policy and proving the threshold nature of the payment $\theta^{d,r}_{s}$. Truthfulness of the actual payment $\theta_{s}$ follows from the fact that it is a linear combination of individually truthful payments $\theta^{d,r}_{s}$.

**Theorem 2.** Payments made by SEQTGREEDY are individually rational, i.e., $\theta_{s} \geq b_{s}$.

This is proved by showing a lower bound of $b_{s}$ on each of the payments $\theta^{d,r}_{s}$ used to compute the final payment $\theta_{s}$.

**Theorem 3.** For $\alpha = 2$, SEQTGREEDY is budget feasible, i.e., $\theta_{s} \leq B$. Moreover, an application specific tighter bound on $\alpha$ can be computed to better utilize the budget.

We first show that when full budget $B$ is used by mechanism, the maximum raise in bid $b_{s}'$ that a participant $s$ can make, keeping the bids of other users to be the same, to still get selected by mechanism is upper-bounded by $\alpha \cdot B \cdot \frac{\Delta_{s}}{\sum_{s} \Delta_{s}}$. By adapting the proof of Chen, Gravin, and Lu (2011), we prove that $\alpha$ is bounded by $2$. Surprisingly, this payment bound on $\alpha$ holds irrespectively of the payment scheme used by the mechanism. Hence, when the budget is reduced by $\alpha = 2$, this results in an upper bound on the payments made to any participant by $B \cdot \frac{\Delta_{s}}{\sum_{s} \Delta_{s}}$. Summing over these payments ensures budget feasibility. Moreover, by adapting a proof from Singla (2010), we show that a tighter bound on $\alpha$ can be computed based on the characterization of threshold payments used by SEQTGREEDY. Intuitively, the proof is based on the fact that a raise in bid that a participant can make depends on how much utility the application would lose if she refused to participate.

**Theorem 4.** For $\alpha = 2$, SEQTGREEDY achieves a utility of at least $\left(\frac{1}{\alpha} - \gamma\right)$ times that obtained by the optimal policy SEQOPT with full knowledge of the true costs. Hereby, $\gamma$ is the ratio of the participants’ largest marginal contribution $f_{max}$ and the expected utility achieved by SEQOPT.

We show that, because of the diminishing returns property of the utility function, the stopping criteria used by the mechanism based on proportional share and using only an $\alpha$ proportion of the budget still allows the allocation of sufficiently many participants to achieve a competitive amount of utility. As a concrete example, if each participant can contribute at most 1% to the optimal utility (i.e., $\gamma = 0.01$), Theorem 4 guarantees a constant approximation factor of 0.20.

**Experimental Evaluation**

In this section, we carry out extensive experiments to understand the practical performance of our mechanism on a realistic community sensing case study.

**Benchmarks.** We compare against the following benchmarks and state-of-the-art mechanisms.

- **SEQGREEDY** (unrealistically) assumes access to the true costs of the users, thus measuring the loss incurred by SEQGREEDY for enforcing truthfulness and serving as an upper bound benchmark on untruthful mechanisms.
- **RANDOM** allocates users randomly until the budget is exhausted and pays each participant its true cost. This represents a lower bound benchmark on untruthful mechanisms.
- **CONSTTGREEDY** is the non-adaptive variant of SEQGREEDY and the state-of-the-art truthful mechanism.
- **TGREEDY** (unrealistically) assumes access to the exact sensing profiles of the users and hence provides insights in measuring the loss incurred due to privacy protection.

**Metrics and experiments.** The primary metric we measure is the utility acquired by the application. We also measure budget required to achieve a specified utility. To this end, we conduct experiments by varying the given budget and then varying the specified utility, for a fixed obfuscation level. To further understand the impact of random obfuscation, we then vary the level of obfuscation and measure i) % Gain from adaptivity (SEQGREEDY vs. CONSTTGREEDY), ii) % Loss from truthfulness (SEQGREEDY vs. SEQGREEDY), and iii) % Loss from privacy (SEQGREEDY vs. TGREEDY). We present below the results obtained based on data gathered from Mechanical Turk (henceforth MTurk). The primary purpose of using Mechanical Turk (MTurk) data is to evaluate on realistic distributions rather than making assumptions.
about bids and participants’ mobility. We carried out experiments on simulated distributions as well with qualitatively similar results.

Experimental setup and data sets

We now describe our setup and data collection from MTurk.

Community sensing application. Suppose we wish to monitor air quality using mobile sensors (Aberer et al. 2010). We consider a granularity level of zip codes and locations \( \nu \) correspond to the zip codes of state Nevada, USA. We obtained information related to latitude, longitude, city and county of these zip from publicly available data. This represents a total of 220 zip codes in 98 cities and 17 counties. In order to encourage spatial coverage, we choose our objective \( f \) such that one unit utility is obtained for every zip code location observed by the selected participants. To simulate a realistic population of the \( N \) users, we also obtained the population statistics for these zip codes.

MTurk data and user attributes. We posted a Human Intelligence Task (HIT) on MTurk in form of a survey, where workers were told about an option to participate in a community sensing application. Our HIT on MTurk clearly stated the purpose as purely academic, requesting workers to provide correct and honest information. The HIT presented the application scenario and asked workers about their willingness (“yes/no”) to participate in such applications. 75% (487 out of 650) responded positively. Workers were asked to express their sensitivity (on scale of [1-100]), as well as the payment bids (in range of [1-500] $) they desire to receive about exposing their location at the granularity of home address, zip, city, state or country respectively. Additionally, workers were asked about their daily mobility to gather data for defining the sensing radii of the users in our experiments.

A total of 650 workers participated in our HIT, restricted to workers from the USA with more than 90% approval rate and paid a fixed amount each. We used the data of 487 workers for our experiments, who responded positively to participate in the envisioned application. Figure 4(a) shows the mean bids and expressed sensitivity for different levels of obfuscation. Figure 4(b) shows the distribution of bids for exposing zip level location information. A mean daily mobility of 18 miles was reported. Figure 3(c) shows no correlation between their daily mobility (related to user’s sensing radius and hence utility) and bids for exposing zip code information (related to user’s bid).

Parameter choices and user profiles. We consider a population of size \( N = 500 \), distributed according to the population statistics for the zip codes. We used the distribution of bids reported for sharing location at a granularity level of zip codes. We set \( c_{\min} = 0.01 \) and \( c_{\max} = 1 \) by scaling the bids in this range. For a given location of a user, we used the distributions of daily mobility to define the sensing radius of the users. We set the maximum possible utility obtained from each user to \( f_{\max} = 15 \) by limiting the maximal number of observable zip code locations of each user to 15, which are randomly sampled from the locations covered by the user’s sensing radius.

Given a user’s zip location, the sensing profile of the user is uniquely specified. To create privacy profiles, we used obfuscated user locations, by considering obfuscation at city or state level in which the user is located. We also considered obfuscation within a fixed radius, centered around the user’s location. For each of the obfuscated zip codes, multiple corresponding sensing profiles are generated, which collectively define the user’s privacy profile.

Results

We now discuss the findings from our experiments.

Computing tighter bounds on payment. Based on Theorem 3, we compute tighter bounds on the payment and optimized the budget reduction factor \( \alpha \) used by our mechanism in an application specific manner.

In community sensing applications with a large number of users and bounded maximal contribution from each user,
α is close to 1, resulting in a utilization of almost the entire budget. Figure 4 demonstrates the benefit of using tighter payment bounds (optimized α), compared to a mechanism simply using α = 2. Henceforth, in the results, we use the optimized α for all the truthful mechanisms.

**Varying the given budget and specified utility.** For a fixed obfuscation level of 100 miles radius, Figures 5(a) and 5(d) show the effect of varying the given budget and desired utility respectively. Figure 5(a) illustrates the bounded approximation of our mechanism SGREEDY w.r.t. SEQTREEDY and up to 5% improvement over CONSTGREEDY in terms of acquired utility. Figure 5(d) shows that the budget required to achieve a specified utility by our mechanism is larger w.r.t. SEQTREEDY and we achieve up to 20% reduction in required budget by using the adaptive mechanism.

**Utility acquired at different obfuscation levels.** In Figures 5(b) and 5(c) the acquired utility is measured for a given budget of $5 by varying the obfuscation level. We can see that adaptivity helps acquire about 5% higher utility and this adaptivity gain increases with higher obfuscation (more privacy). The loss from truthfulness is bounded (by 25%), agreeing with our approximation guarantees. The loss from the lack of private information grows, but so also does the gain from adaptivity, which helps to reduce the loss we incur due to privacy protection.

**Budget required at different obfuscation levels.** In Figures 5(e) and 5(f) the required budget is computed for a desired utility value of 120 by varying the obfuscation level. We can see an increasing adaptivity gain, up to a total of 30% reduction in required budget. As the privacy level increases, the adaptivity gain increases to help partially recover the incurred loss from privacy in terms of budget requirement.

### Conclusions and Future Work

There is much potential in intelligent systems that incentivize and empower their users to consciously share certain private information. We presented a principled approach for negotiating access to such private information in community sensing. By using insights from mechanism design and adaptive submodular optimization, we designed the first adaptive, truthful and budget feasible mechanism guaranteed to recruit a near-optimal subset of participants. We demonstrated the feasibility and efficiency of our approach in a realistic case study. Privacy tradeoff is a personal choice and sensitive issue. In realistic deployments of the proposed approach, the choice of participation ultimately lies with the users. We believe that this integrated approach connecting privacy, utility and incentives provides an important step towards developing practical, yet theoretically well-founded techniques for community sensing.

There are some natural extensions for future work. Here, we considered a fairly simple utility function for the sensing phenomena. More complex objectives, e.g., reduction in predictive variance in a statistical model, can be readily incorporated. Further, we would like to design an application (e.g., smartphone app) for deploying our approach in a real world sensing application. It would also be interesting to apply our mechanisms to other application domains that involve uncertainty, sequential decision-making and strategic interactions, e.g., viral marketing.
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Proof of Theorem 1

Let $S$ denote the set of participants allocated by $\pi_M$ along with making observations $y_S$. We use $Z_{W,S} = \{y^1, y^2, \ldots, y^j, \ldots, y^d\}$, where $Z = |Z_{W,S}|$, to denote the set of possible realizations of $Y_W = y_W \subseteq W \times O$ consistent with $y_S$. In Lemma 3, we first prove the truthfulness of the payment $\theta^d_s(y^r)$ made for each of these possible realizations $y^r \in Z_{W,S}$ (also denoted as $\theta^d_s(y)$). To prove Lemma 3, we first show allocation rule is monotone (Lemma 1) and allocated users are paid threshold payments (Lemma 2).

Lemma 1. For a given $y_W$, allocation policy of the mechanism is monotone i.e. $\forall i \in [n]$ and for every $b_{-i}$, if $b_i \leq b_i$, then $i \in \pi(b_i, b_{-i})$ implies $i \in \pi(b_i, b_{-i})$.

Proof. The monotonicity of the greedy scheme is easy to see: By lowering her bid, any allocated participant would only increase their marginal gain per unit cost and thus jump ahead in the sorting order considered by the allocation policy.$\Box$

Lemma 2. Payment $\theta^d_s$ for a given $y_W$ is a threshold payment, i.e., payment to each winning bidder is $\text{inf}\{b'_i : i \notin \pi(b_i, b_{-i})\}$.

Proof. The threshold payment for participant $s = i$ is given by $\theta^d_s = \max_{b'_i \in [k+1]}(\theta^d_s(b'_i))$ where $\theta^d_s(b'_i) = \min(b_i, \rho_i(b'_i))$ as the bid that $i$ can declare to replace $j$ in $S'$. We have $b_i(b'_i) = \Delta_{i(j)}b_j + \Delta_{i(j)}$ and $\rho_i(b'_i) = \frac{b_i - b_i(b'_i)}{\sum_{j \in y_S} \Delta_{i(j)} + \Delta_{i(j)}}$. Let us consider $r$ to be the index for which $\theta^d_r = \min(b_r, \rho_r)$. Declaring a bid of $\min(b_i(b'_i), \rho_i(b'))$ ensures that $s$ would definitely get allocated at position $r$ in the alternate run of the policy. Let us consider the following four cases:

Case 1: $b_i(b'_i) \leq \rho_i(b'_i)$ & $\rho_i(b'_i)$ and $\frac{\rho_i(b'_i)}{\rho_i(b'_i)} = \max_j b_i(b'_i)$ Reporting a bid higher than $b_i(b'_i)$ places the $i$ after the unallocated user $k' + 1$ in the alternate run of the mechanism, thereby $i$ would not be allocated.

Case 2: $b_i(b'_i) \leq \rho_i(b'_i)$ & $\rho_i(b'_i) > \max_j b_i(b'_i)$ Consider some $j$ for which $b_i(b'_i) > b_i(b'_i)$. Because of the maximal condition for $r$, it must be the case that $\rho_i(b'_i) \leq b_i(b'_i)$. Thus, declaring a bid higher than $b_i(b'_i)$ would violate the proportional share allocation condition and hence $i$ would not be allocated. For some other $j$ for which $b_i(b'_i) > b_i(b'_i)$, declaring a bid higher than $b_i(b'_i)$ would put $i$ after $j$ and hence $i$ would not be allocated at considered position $j$.

Case 3: $\rho_i(b'_i) \leq \rho_i(b'_i)$ & $\rho_i(b'_i) = \max_j \rho_i(b'_i)$ Reporting a bid higher than $\rho_i(b'_i)$ violates the proportional share allocation condition at each of the indices in $j \in [k' + 1]$, hence $i$ would not be allocated.

Case 4: $\rho_i(b'_i) \leq \rho_i(b'_i)$ & $\rho_i(b'_i) > \max_j \rho_i(b'_i)$ Consider some $j$ for which $\rho_i(b'_i) > \rho_i(b'_i)$. Because of the maximal condition for $r$, it must be the case that $b_i(b'_i) \leq \rho_i(b'_i)$. Thus, declaring a bid higher than $\rho_i(b'_i)$ would put $i$ after $j$ and hence $i$ would not be allocated. For any other $j$ for which $\rho_i(b'_i) > \rho_i(b'_i)$, declaring a bid higher than $b_i(b'_i)$ would violate the proportional share allocation condition and hence $i$ would not be allocated at considered position $j$.

The analysis of above four cases completes the proof.$\Box$

Lemma 3. Payment $\theta^d_s$ for a given $y_W$ is truthful.

Proof. To prove this, we use the well-known characterization of Myerson [1981]. For the case of deterministic settings in single parameter domains, a mechanism is truthful if the allocation rule is monotone and the allocated agents are paid threshold payments.$\Box$

Proof of Theorem 2 The final payment made to participant $s$ is given by $\theta^d_s = \sum_{y^r \in Z_{W,S}} P(Y_W = y^r | y_S) \cdot \theta^d_{s,y^r}$. From Lemma 3, each of the payments $\theta^d_{s,y^r}$ are truthful, i.e., the profit of a user cannot be increased by deviating from their true cost. Taking a linear combination of these payments ensures truthful payment as well.$\Box$

Proof of Theorem 3

In Lemma 4, we first prove the individual rationality of the payment $\theta^d_{s,y^r}$ made for each of these possible realizations $y^r \in Z_{W,S}$ (also denoted as $\theta^d_s(y)$).

Lemma 4. Payment $\theta^d_s$ for a given $y_W$ is individually rational i.e. $\theta^d_s \geq b_s$.

Proof. Consider the bid that $i$ can declare to be allocated at position $j = i$ (i.e. back at its original position) in the alternate run of the mechanism. $\theta^d_{i(i)} = \min(b_{i(i)}(\rho_{i(i)})).$ We will show that $b_i \leq \theta^d_{i(i)}$.

Showing $\theta^d_{i(i)} \geq b_i$

$$b_i(b'_i) = \frac{\Delta_{i(j)} \cdot b_j}{\Delta_j} \geq \frac{\Delta_i \cdot b_i}{\Delta_i} = b_i$$

In step 1, the second equality holds from the fact that the first $i - 1$ allocated elements in both runs of the policies are the same and hence $\Delta_{i(j)} = \Delta_i$ and $\Delta_j = \Delta_j$. In step 2, the first inequality holds from the fact that $\frac{\Delta_j}{\Delta_i} \geq \frac{b_i}{\Delta_i}$ since $i$ was allocated in the original run of the policy after $i - 1$, instead of user $j$.

Showing $\rho_{i(i)} \geq b_i$

$$\rho_{i(i)} = \frac{B}{\alpha} \cdot \frac{\Delta_{i(j)}}{\sum_{j' \in [i-1]} \Delta_{i(j')} + \Delta_{i(i)}}$$

In step 3, the first equality holds from the fact that the first $i - 1$ allocated elements in both runs of the policies are the same. The second inequality follows from the proportional share criteria used to decide the allocation of $i$ after $i - 1$ users were allocated already.

Now, we have $b_i \leq \theta^d_s \leq \max_j \in [k+1] \theta^d_{i(j)} = \theta^d_i$.$\Box$
Proof of Theorem 2 The final payment made to participant $s$ is given by $\theta_s = \sum_{y \in Y_s} P(\sum_{y \in Y_s} \cdot \theta_s^r)$. From Lemma 4 each of the payment $\theta_s^r \geq b_s$. Taking a linear combination of these payments ensures individual rationality in expectation as well.

Proof of Theorem 3

The theorem rests on the following Lemma 5 which upper bounds the payments made to each participant by $\alpha \geq 1$ times their marginal contribution to the total utility of the final set of participants.

Lemma 5. When full budget $B$ is used by mechanism, the maximum raise in bid $b'_i$ that a participant $s$ can make, keeping the bids of others same, to still get selected by mechanism is upper bounded by $\alpha \cdot \frac{\Delta_s}{g(\sum_{s \in S} \Delta_s) \cdot B}$ where $\alpha \leq 2$.

Proof. Consider any random realization $Y_W = y_W$. Let $S$ be the set of participants selected by policy alongwith making observations $y_S$. Let us renumber the users in which they were allocated by mechanism $S = \{1, 2, \ldots, i = 1, i(= s), \ldots, k\}$ and let’s analyze the upper bound on the threshold payment for participant $s = i$. Irrespective of the payment scheme used, we consider how much raised bid participant $i (b'_i$ raised from $b_i$) can declare to still selected by the mechanism, keeping the bids of other users ($b_{-i}$) same. We use $B = (b_i, b_{-i})$ to denote original bids and $B'' = (b'_i, b_{-i})$ to denote modified bids. Consider running policy on alternate bids $B'$ and let $S' = \{1, 2, \ldots, j = 1, j(= s), \ldots, k\}$ be the allocated set (users again renumbered based on order of allocation). For distinction, we use $\Delta$ and $\Delta'$ to denote the marginal contributions of the users in the above two different runs of the policy. Let $T'$ denote the subset of participants from $S'$ which were allocated just before $s$ was allocated at position $j$. Let us consider following two cases:

Case 1: $S \setminus T' = \emptyset$.

This condition also implies that $T' \cup \{s\} = T' \cup S$. Let $\Delta(s|y_{T'})$ denote marginal contribution of $s$ when added by policy after $T'$. We have

$$b'_i \leq B \cdot \frac{\Delta(s|y_{T'})}{g(y_{T'} \cup \{s, y_s\})} = B \cdot \frac{\Delta(s|y_{T'})}{g(y_{T'} \cup y_s)} \leq B \cdot \frac{\Delta_s}{g(y_s)}$$

(1)

Setting $b'_i = \alpha \cdot B \cdot \frac{\Delta_s}{g(y_s)}$, we get

$$\alpha = 1$$

(3)

First inequality in step 1 follows from the proportionate share allocation criteria and second equality follows from the fact that $T' \cup \{s\} = T' \cup S$. In step 2, first inequality follows from monotonicity of function $g$ and second inequality follows from the fact that increasing the bid by $s$ can only pushes her position lower in the allocation, decreasing the marginal contribution. Note that here $\Delta_s$ is used to denote the marginal contribution of $s$ when it was allocated at position $i$ in the original run of the policy. Finally, in step 3, the inequality holds for $\alpha = 1$.

Case 2: $S \setminus T' = R$.

We have

$$b'_i \leq B \cdot \frac{\Delta(s|y_{T'})}{g(y_{T'} \cup \{s, y_s\})} \leq B \cdot \frac{\Delta_s}{g(y_{T'} \cup \{s, y_s\})}$$

(4)

Setting $b'_i = \alpha \cdot B \cdot \frac{\Delta_s}{g(y_s)}$, we get

$$\frac{g(y_{T'} \cup \{s, y_s\})}{g(y_s)} \leq \frac{\Delta_s}{\alpha \cdot B}$$

(5)

Now, consider adding some user on top of $y_{T'} \cup \{s, y_s\}$. For some $r_0 \in R$, it must hold that marginal value by unit cost of adding $r_0$ is higher than that of adding whole $R$. We have,

$$\frac{g(y_{R} \cup y_{T'} \cup \{s, y_s\})}{B'(R)} \leq \frac{\Delta(r_0|y_{T'} \cup \{s, y_s\})}{b_{r_0}} \leq \frac{\Delta'(s|y_{T'})}{b'_i} \leq \frac{\Delta_s}{b'_i} = \frac{g(y_s)}{\alpha \cdot B}$$

(6)

In step 6, first inequality holds from submodularity of $g$ and second holds from that fact that $s$ was choosen to be added on set $T'$ compared to $r_0$ at position $j$ by the alternate run of the mechanism. In step 7, first inequality follows from the fact that increasing the bid by $s$ can only pushes her position lower in the allocation, decreasing the marginal contribution. The second inequality holds by setting $b'_i = \alpha \cdot B \cdot \frac{\Delta_s}{g(y_s)}$.

Now, using the fact that $B'(R) \leq B$, and $g(y_S) \leq g(y_{R} \cup y_{T'} \cup \{s, y_s\})$, we have

$$\frac{g(y_s) - g(y_{T'} \cup \{s, y_s\})}{B} \leq \frac{g(y_S)}{\alpha \cdot B}$$

(8)

Combining step 5 and step 9, we get an upper bound on $\alpha = 2$.

Proof of Theorem 3 Consider running the mechanism with reduced budget of $\frac{B}{\alpha}$ (i.e setting parameter $\alpha = 2$ in the mechanism). Let a set $S$ allocated by mechanism and $\theta_s$ be the payments made to participants. By summing over these payments, we get:

$$\sum_{s \in S} \theta_s \leq \sum_{s \in S} \alpha \cdot \frac{\Delta_s}{\sum_{s \in S} \Delta_s} \cdot \frac{B}{\alpha} \leq B.$$

The inequality here holds from Lemma 5 which bounds the maximum threshold payment for a participant $s$ by $\alpha \leq 2$.

Proof of Theorem 4

Proof of Theorem 4 rests on proving following two lemmas. In Lemma 6 we first prove an upper bound on the utility
of optimal sequential (untruthful) mechanism SeqOPT as \( \frac{\epsilon}{(\epsilon - 1)} \) times the utility on sequential greedy mechanism SeqGREEDY, with an extra additive factor of \( f_{\text{max}} \). Then, in Lemma \([7]\) we show that, because of diminishing returns property of the utility functions, the stopping criteria used by the mechanism based on proportional share and using only \( \alpha \) proportion of the budget still allows the allocation of sufficiently many participants to achieve a competitive amount of utility for the application. Additionally, we use the fact that in our settings, the utility contribution of each participant is small compared to the overall utility achieved by the mechanism.

We use \( \pi_{\text{OPT}} \), \( \pi_{G} \), \( \pi_{TG} \) to denote the allocation policies of mechanisms SeqOPT, SeqGREEDY and SeqTGREEDY. Also, we use \( g_{\text{avg}}(\pi) \) to denote the average expected utility obtained by running the allocation policy \( \pi \). We use the terms mechanism and policy interchangeably whenever clear from the context.

**Lemma 6.** Expected utility of optimal sequential policy SeqOPT is bounded by the utility of sequential greedy policy SeqGREEDY as \( g_{\text{avg}}(\pi_{\text{OPT}}) \leq \frac{\epsilon}{(\epsilon - 1)} [g_{\text{avg}}(\pi_{G}) + f_{\text{max}}] \).

**Proof.** Let \( \pi_{G} \) executes for \( l \) steps allocating a set \( S_{l} \). Let us renumber the users in order of which they were considered during execution of \( \pi_{G} \) and denote \( S_{i+1} = \{1, 2, \ldots, i - 1, i, \ldots, l + 1\} \) where \( l + 1 \) is the first unallocated user because of budget constraint. Consider the step when participant \( i \) is added by the policy on top of \( S_{i-1} \). We consider the expected marginal utility of executing the whole \( \pi_{\text{OPT}} \) after step \( i - 1 \), conditioned on observations \( y_{S_{i-1}} \). Let \( y_{T} \) be the final set of participants alongwith observations obtained by executing \( \pi_{\text{OPT}} \) after \( S_{i-1} \), where \( y_{S_{i-1}} \subseteq y_{T} \). Let \( r \in T \setminus S_{i-1} \). Given the submodularity of \( g \), it must hold that:

\[
g_{\text{avg}}(y_{T} \cup y_{S_{i-1}}) - g_{\text{avg}}(y_{S_{i-1}}) \leq \frac{\Delta_{i}}{b_{i}} \leq \frac{\Delta_{i}}{b_{r}} \leq \frac{\Delta_{r}}{b_{r}} \leq g_{\text{avg}}(y_{S_{i-1}}) - g_{\text{avg}}(y_{S_{i-1}})
\]

(1)

\[
g_{\text{avg}}(\pi_{\text{OPT}}) - B(T) \leq g_{\text{avg}}(y_{S_{i-1}}) - g_{\text{avg}}(y_{S_{i-1}})
\]

(2)

\[
g_{\text{avg}}(y_{S_{i}}) \geq \frac{b_{i}}{B} \cdot g_{\text{avg}}(\pi_{\text{OPT}}) + (1 - \frac{b_{i}}{B}) \cdot g_{\text{avg}}(y_{S_{i-1}})
\]

(3)

Step 1 uses the fact that \( i \) was chosen over \( r \) by greedy policy. Step 2 uses the definition of \( \Delta_{i} = g_{\text{avg}}(y_{S_{i}}) - g_{\text{avg}}(y_{S_{i-1}}) \) and \( g_{\text{avg}}(\pi_{\text{OPT}}) \leq g_{\text{avg}}(y_{T}) \). By recursively applying step 3 results for \( l + 1 \) steps, we get:

\[
g_{\text{avg}}(y_{S_{i+1}}) \geq \left[ 1 - \prod_{i=1}^{l+1} \left( 1 - \frac{b_{i}}{B} \right) \right] \cdot g_{\text{avg}}(\pi_{\text{OPT}})
\]

\[
\geq \left[ 1 - \left( 1 - \frac{B(S_{i+1})}{B} \cdot \frac{1}{l+1} \right)^{l+1} \right] \cdot g_{\text{avg}}(\pi_{\text{OPT}})
\]

(4)

\[
\geq \left[ 1 - \left( 1 - \frac{1}{l+1} \right)^{l+1} \right] \cdot g_{\text{avg}}(\pi_{\text{OPT}})
\]

(5)

\[
\geq (1 - \frac{1}{e}) \cdot g_{\text{avg}}(\pi_{\text{OPT}})
\]

(6)

Step 4 uses the fact that minimum of the product for \( n \) variables \( 1 - \prod_{i=1}^{n} \left( 1 - \frac{x_{i}}{X} \right) \) is achieved when all the variables take value as \( x_{i} = \frac{X}{n} \) (where \( X = \sum_{i=1}^{n} x_{i} \)). Step 5 uses the fact that \( B(S_{l+1}) > B \) and Step 6 uses the limiting value of the equation:

\[
g_{\text{avg}}(\pi_{\text{OPT}}) \leq \left( \frac{e}{e-1} \right) \cdot (g_{\text{avg}}(y_{S_{i}}) + \Delta_{i+1})
\]

(7)

\[
\leq \left( \frac{e}{e-1} \right) \cdot (g_{\text{avg}}(\pi_{G}) + f_{\text{max}})
\]

(8)

In step 7, we used the fact that \( g_{\text{avg}}(y_{S_{i+1}}) = g_{\text{avg}}(y_{S_{i}}) + \Delta_{i+1} \). In step 8, we used the fact that \( \Delta_{i+1} \leq f_{\text{max}} \) and \( g_{\text{avg}}(\pi_{G}) = g_{\text{avg}}(y_{S_{i}}) \).

**Lemma 7.** Expected utility of sequential greedy policy SeqGREEDY is bounded by the utility of truthful greedy policy SeqTGREEDY as \( g_{\text{avg}}(\pi_{G}) \leq (1 + \alpha)g_{\text{avg}}(\pi_{TG}) + \alpha f_{\text{max}} \).

**Proof.** Let \( \pi_{G} \) executes for \( l \) steps allocating a set \( S_{l} \) and \( \pi_{TG} \) terminates after \( k \leq l \) steps because of additional stopping criteria allocating a set \( S_{k} \subseteq S_{l} \). Let us renumber the users in order of which they were considered during execution of \( \pi_{G} \) and denote \( S_{l} = \{1, 2, \ldots, k + 1, \ldots, l\} \). Since \( k + 1 \) was not allocated by \( \pi_{TG} \), we have: \( b_{k+1} > \frac{B}{\alpha} \cdot \frac{\Delta_{k+1}}{\sum_{i \in S_{k}} \Delta_{i} + \Delta_{k+1}} \). Also, because of decreasing marginal utility by cost ratio of the users considered by the policy, we get:

\[
b_{j} \geq \frac{b_{j}}{B} \geq \cdots \geq \frac{b_{k+1}}{B} \geq \frac{1}{\alpha} \cdot \frac{\Delta_{k+1}}{\sum_{i \in S_{k}} \Delta_{i} + \Delta_{k+1}}
\]

\[
\implies \forall j \in [k + 1, \ldots l], b_{j} > \frac{B}{\alpha} \cdot \frac{\sum_{j \in [k+1, \ldots l]} \Delta_{j}}{\sum_{i \in S_{k}} \Delta_{i} + \Delta_{k+1}}
\]

(9)

In step 9, we used the fact that \( g_{\text{avg}}(\pi_{G}) = \sum_{i \in S_{k}} \Delta_{i} \) and \( g_{\text{avg}}(\pi_{TG}) = \sum_{i \in S_{k}} \Delta_{i} \). In step 10, we used the fact that \( \Delta_{k+1} \leq f_{\text{max}} \).

**Proof of Theorem 4.** Combining the results of above two lemmas, we get:

\[
g_{\text{avg}}(\pi_{\text{OPT}}) \leq \frac{(1 + \alpha) \cdot e}{e - 1} \cdot [g_{\text{avg}}(\pi_{TG}) + f_{\text{max}}]
\]

\[
= \frac{(1 + \alpha) \cdot e}{e - 1} \cdot [1 + \frac{f_{\text{max}}}{g_{\text{avg}}(\pi_{TG})}] \cdot g_{\text{avg}}(\pi_{TG})
\]

Now, we set \( \alpha = 2 \). Also, using the fact that \( f_{\text{max}} / g_{\text{avg}}(\pi_{TG}) \ll 1 \) (i.e, each user can only contribute to a maximal of \( f_{\text{max}} \) utility to the application which, for a large-scale application, is very small compared to utility achieved by mechanism under given budget), we get an approximation factor of \( 1/4.75 \) (\( \approx 0.22 \)).