Cross-validation of a semantic segmentation network for natural history collection specimens
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Abstract
Semantic segmentation has been proposed as a tool to accelerate the processing of natural history collection images. However, developing a flexible and resilient segmentation network requires an approach for adaptation which allows processing different datasets with minimal training and validation. This paper presents a cross-validation approach designed to determine whether a semantic segmentation network possesses the flexibility required for application across different collections and institutions. Consequently, the specific objectives of cross-validating the semantic segmentation network are to (a) evaluate the effectiveness of the network for segmenting image sets derived from collections different from the one in which the network was initially trained on; and (b) test the adaptability of the segmentation network for use in other types of collections. The resilience to data variations from different institutions and the portability of the network across different types of collections are required to confirm its general applicability. The proposed validation method is tested on the Natural History Museum semantic segmentation network, designed to process entomological microscope slides. The proposed semantic segmentation network is evaluated through a series of cross-validation experiments designed to test using data from two types of collections: microscope slides (from three institutions) and herbarium sheets (from seven institutions). The main contribution of this work is the method, software and ground truth sets created for this cross-validation as they can be reused in testing similar segmentation proposals in the context of digitization of natural history collections. The cross-validation of segmentation methods should be a required step in the integration of such methods into image processing workflows for natural history collections.
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1 Introduction

The need to increase global accessibility to natural history collection specimens and to reduce handling and deterioration of valuable, and often fragile, physical samples has spurred the evolution of advanced digitization practices. Early online databases recording specimens’ catalog data have morphed into modern online portals which allow browsing digital specimens including taxonomic data, location, specimen-specific traits and images, along with other types of media (videos, audio recordings, links to related specimens and scientific publications). Collections consisting of millions of diverse specimens facilitated the emergence of high-throughput digitization workflows which also prompted research into novel acquisition methods, image standardization, curation, preservation and publishing. In some areas, this has promoted the creation of successful processing workflows capable of processing high volumes of specimens. However, the advance has not been extended to all areas, resulting in various activities of the digitization workflows which still rely on manual processes, and therefore throttle the speed with which the images can be processed and published. Image quality control and information extraction from specimen labels are among the digitization workflow activities which can benefit from greater automation. In this context, semantic segmentation methods can support the automation and improvement of image quality management and information extraction from images of physical specimens [25]. The processing speed of human operators and the high cost of hiring and training personnel for these activities directly affect the throughput of the whole workflow, which in turn prevents the speedy publishing of digitization results.

The use of artificial intelligence has been proposed to speed up some processing steps of the workflows after image acquisition [13, 29, 32, 35, 36]. The adoption of these methods requires being able to determine whether they are fit for purpose which means that the method is flexible and resilient requiring minimal training and validation for processing different datasets from different collections and institution.

This paper reports on a study that aimed to (a) validate the effectiveness of a semantic segmentation method for use in image sets from collections different from the one in which the model was initially trained on; and (b) validate the adaptability of the segmentation method for use in other types of collections. The purpose of these experiments is to determine whether the segmentation model is robust enough for creating a segmentation service which can then be incorporated into automated workflows supporting to speed image processing/curation. The resilience to variations in data from different institutions and the portability of the semantic segmentation models across different types of collections are required to assure the reliability of the model in operating conditions.

The target segmentation method is the Natural History Museum, London (NHM), semantic segmentation network created for the segmentation of entomological microscope slide images [10]. The NHM semantic segmentation network (NHM-SSN) has been openly published and used for processing NHM entomology slides. However, its application to collections from other institutions or other types of collections had not been addressed. This paper presents a group of cross-validation experiments designed to test the applicability of NHM-SSN using data from different institutions and two types of collections: microscope slides (from three institutions) and herbarium sheets (from seven institutions).

The paper is structured as follows: Section two describes the digitization of microscope slides and herbarium sheets from the perspective of the main features of the images produced in each case and the requirements for further processing that may be improved with segmentation. Section three describes the NHM semantic segmentation network, its development and architecture. Section four describes the design of the cross-validation experiments, including the details of the collections used. Section five presents the results and analysis from the cross-validation experiments. Section six analyzes the results, providing insights into the strengths and weaknesses of the segmentation method. Finally, section seven provides a conclusion and suggestions for further work.

2 Digitization of microscope slides and herbarium sheets

Microscope slides and herbarium sheets collections contain specimens that are close to 2D representations, i.e., although the specimens exist physically three dimensional (length, width, vertical depth), they are pressed flat and the depth dimension is such that for imaging purposes the majority of slides and herbarium sheets can be treated as two-dimensional. The equipment used for imaging in each case can vary between institutions and collections; however, there is overall consistency of characteristics of the images to be produced for each type of these collections.

2.1 Microscope slides

Microscope slide digitization produces images of individual slides that can contain up to four kinds of elements: (1) specimen itself (coverslip area), (2) label(s), (3) barcode and (4) nomenclatural type labels(s). All these elements are contained within the slide itself. In some slides, labels may be placed on both sides of the slide and require more than one pass through the image acquisition step, producing two images per slide. Figure 1 shows two examples of microscope slides, from the Natural History Museum (NHM) and Naturalis Biodiversity Center (Naturalis). After acquisition,
slide images may need further processing, which includes naming and linking the images to the corresponding specimen records, marking type specimens and extracting data from labels.

The goal of the semantic segmentation approach for these types of images is to correctly identify all the image elements and differentiate between the instances present on each image. That is, for semantic segmentation, pixels in an image are assigned to a class corresponding to one of the four image elements types listed above. For instance, segmentation pixels can be assigned the type label so that multiple instances from the same type can be identified (i.e., multiple labels). As the examples from Fig. 1 show, the colors, textures and shapes of elements can vary between collections, for instance, the barcode labels used are clearly different. Notice also that the specimen image in Fig. 1a has more labels than the specimen image Fig. 1b. Other potential issues are the overlapping of labels, for instance in Fig. 1a the type label is placed over one of the larger labels on the slide; this also can happen with barcodes. A further potential issue is text written directly on the slides. In such a case there are no clear borders for the label and the text area merges with the background.

The physical features of the microscope slides influence the resulting images, and these include the type of specimens being preserved, the mounting techniques and curation processes used, and the slides themselves [2]. In this study we consider slides having a standard size of 25 mm × 75 mm (approximately 3‴ × 1″) [4]. The resolution of the specimen images used can vary from 900 pixels per inch (ppi)\(^1\) to 28,500 ppi.\(^2\)

### 2.2 Herbarium sheets

The majority of botanical institutions follow the digitization guidelines of the Global Plants Initiative (GPI) [14, 15]. The image elements highlighted in both images are: (1) coverslip and specimen, (2) labels, (3) barcode and (4) type label. Notice that the type label is not always present which specifies the elements to include and the resolution for herbarium sheet images. Consequently, most of the images produced when digitizing herbarium sheets are homogeneous. According to these GPI guidelines each herbarium sheet must include: (1) specimen, (2) color chart, (3) scale bar, (4) labels, (5) barcode and (6) institution name. The GPI guidelines also consider the needs for multiple images per specimen because of drawings and letters attached to herbarium specimens, labels covered by specimen parts or information attached to the back of the sheet. Some specimens also have envelopes or capsules containing loose material associated with the specimen (such as seeds, flowers or sprouts). In some workflows these are left unopened. In others these are opened, emptied onto trays and imaged as well. For instance, at RGBK, the digitization process specifies opening the capsules. In this case they take one image of the sheet with the capsule closed. Then one with the capsule open and normally cut and paste the contents in the open capsule on top of the closed capsule image. However, if there is writing on the closed capsule or multiple capsules to open, then multiple images might be used, one with the capsules open and one with capsules shut. Consequently, digitized herbarium sheet specimens can include of more than one image. The GPI guidelines recommend scanning at 600 ppi for archival quality images. Herbarium sheets generally have a standard size of 29 × 43 cm (or 11.4 × 16.9 in), although there is some variation in this. Specimens also vary in size. The goal of applying semantic segmentation for processing images of herbarium sheets is to correctly identify all the image elements and differentiate between the instances of each type present in each image (as shown in Fig. 2).

Despite the existence of the standard guidelines from GPI, there can be several variations in the types of elements used, such as type of color chart, scales and barcodes. Some specimens from MBG (Fig. 2b), for example, have a transparent scale that is sometimes placed in between the specimen parts. The sizes and shapes of color charts are also variable. The Finnish Museum of Natural History, for example, uses two small color charts on the side of the sheet, while others use long color charts spanning the length of the sheet. Some color

\(^1\) Approximated from the dimensions of specimen image obtained from Naturalis, Fig. 1b.

\(^2\) Approximated from the dimensions of specimen image obtained from NHM, Fig. 1a.
2.3 Image processing and segmentation

The further processing activities of microscope slides and herbarium sheets images that can benefit from segmentation include identification of image elements, identification of regions of interest, identification of nomenclatural type specimens (identification of type labels), verification of image names (reading barcodes) and image quality verification (color, sharpness, cropping).

The presence of the different elements is a basic requirement for both herbarium sheets and microscope slides. Verifying that large batches of images contain the minimal required elements can be delegated to the semantic segmentation process. This identification in turn can facilitate verification of file names and linking to physical specimen records in collection management systems through the barcodes. Similarly, breaking up the large image into smaller regions of interest can also benefit optical character recognition (OCR) processes, improving both speed and accuracy [27]. For a longer discussion of these aspects see the report on a pilot study performed to evaluate the suitability of segmentation comparing processing segmented images vs. processing full images [25].

In addition to the issues highlighted for microscope slides and herbarium sheets, it is important to acknowledge that digitization projects are time and resource limited. Consequently, projects tend to work on subsets of the collections and are separated from one another in time by months or even years. As a result, the quality of the images, the image elements used and the layout of the specimens may change between digitization projects targeting different portions of large collections. This can be the consequence of many factors, including changes in working procedures, standards and best practices applied and equipment and techniques used.

3 Semantic segmentation of natural history specimen images

Image processing in combination with artificial intelligence methods has been proposed to address different issues of natural history digitization projects, such as: identification of nomenclatural type specimens [33], morphological analysis [11, 37], specimen identification [6, 13], identification of the elements present in a specimen image [35, 36], automated information extraction [16], phenological research [38] and phenotype studies [19, 30]. Some methods are specifically designed to take advantage of the large quantities of image...
data made available recently, while others focus on improving the quantity and quality of the data included in those datasets. The NHM semantic segmentation network (NHM-SSN) falls within the latter category as it is part of the continuing effort to automate and improve the museum’s digitization workflows [10]. The NHM-SSN was developed in the context of the efforts for digitizing microscope slide collections [1, 2, 18] as a resource which could speed up and automate some portions of the image processing and curation steps. One of the envisaged advantages of combining artificial intelligence and image processing methods is the creation of services that can be seamlessly integrated within the image processing workflows of large digitization projects. For this to be possible, however, it is necessary to ensure that the methods are flexible and adaptable for use in the imaging workflows of different projects, targeting different collections and implemented by different institutions. This portability goal is one of the unexplored areas of the application of semantic segmentation.

### 3.1 The NHM semantic segmentation network

The NHM-SSN is a semi-supervised semantic and instance segmentation network developed originally for the segmentation of images of microscope slides. First, a semantic segmentation step breaks an image into smaller segments grouping pixels into different classes predefined to represent the element types of interest. In a second step, the separate instances of each element class are identified. This process is illustrated by the example in Fig. 3. Figure 3a shows the original microscope slide image. The elements present are classified as i) specimen (in the center), ii) labels (either side of the specimen), iii) type label (small label circled in red in the left side), iv) barcode label (small white label to upper left of specimen), while the rest of the image is classified as ‘background.’ The labeling of these different elements as colored classes in the first step is shown in Fig. 3b with the definition of classes linked to predefined colors (yellow, red, light blue, dark blue, black). The result of the second step identifying instances of each class is shown in Fig. 3c, with each instance being assigned a different color.

The training of the semantic segmentation network to support this process requires creating a large set of ground truth images. However, sets of ground truth images are expensive and hard to obtain, because ground truths for selected specimen images need to be manually generated and this requires training personnel and assigning resources for them to work in creating the ground truths. In this scenario, it is desirable to use methods that can perform well with small ground truth datasets for training. Semi-supervised learning covers several techniques that employ large datasets of images without ground truths (unlabeled data) to enhance the capability of models otherwise learned on small ground truth sets.

### 3.2 Network structure

The NHM-SSN developed by the NHM [10] is available online.3 The github repository wiki explains the architecture of the NHM-SSN (shown in Fig. 4). The SSN consists of two branches: primary segmentation branch (right, in
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3 [https://github.com/NaturalHistoryMuseum/semantic-segmentation](https://github.com/NaturalHistoryMuseum/semantic-segmentation)
blue) and reconstruction branch for regularizing the network and enabling semi-supervised learning (left, in gray). Both branches contain an identical sub-network with shared weights (in red). The difference between them being that noise is injected before each layer in the reconstruction side. The up-sampling part of this branch then tries to reconstruct these inputs to be the same as they were before the noise was added (derived from the architecture of ladder networks [28]). The shared sub-network is the embedding network (red), and the other subnetwork (in green) is for reconstruction denoising.

3.3 Related work

Recently others have taken a similar deep learning approach to the identification of the elements present in specimen images [35, 36], using methods such as You Only Look Once (YOLO), Region-Based Convolutional Neural Networks (R-CNN), and Single-Shot Detector (SSD) [35], comparing the accuracy per element detected and the processing time per image, subsequently refining the results of the most successful segmentation method (YOLO [36]). While these methods show successful segmentation results, they have not carried
out thorough cross-validation experiments as described in this paper.

Apart from the specific efforts for digitization of natural history specimens, the work of identifying elements on 2D images is closely related to document layout segmentation efforts which support the analysis of digitized printed documents [5, 17, 20, 21, 26, 31]. In these areas page segmentation aims at identifying distinct text regions, images, tables and other non-text objects. In this research area, the identification and differentiation of text orientation and grouping has been used as a step for supporting OCR and data extraction [5], document classification [21], differentiation of text and images [17], text block order [31] and text unwarping [20].

The main differences between the segmentation of specimens and documents are: (1) the amount of text, (2) the type of non-text entities, (3) the purpose of extraction. The amount of text on specimens varies greatly from some lines in microscope slides to large paragraphs or even booklets attached to herbarium sheets, however, but they are nowhere near the amount of text on books or printed articles. Non-text entities on documents are typically images and tables, the types of objects on a digital specimens (scanned herbarium sheets and microscope slides) can be simpler but harder to identify because of differences in position, sizes, and color, in some cases the placement of elements is maintained for a digitization campaign but can change for the next. For instance, the placement of elements added to herbarium sheets can vary, and sometimes elements are placed on top of the sheet, on the borders of the sheet or a mix of places. Purpose of extraction is also different. In this area, information extraction, in this case OCR follows segmentation, is closer to the targets of layout segmentation. Quality control is another case; this can be part of the digitization workflow to ensure that required elements are present in images, to ensure the lighting and visibility of elements is correct. Quality control using segmentation can also be used when receiving batches of digitized specimens from contractors, to ensure that the images are consistent with the specification for the type of specimens being digitized. Rapid cataloguing and classification are a third purpose which mainly focuses on the identification of barcodes, which can vary in placement, type, coloring and size.

4 Experiment design

The objective of this paper is to validate if the NHM-SSN is suitable for deployment as a generic component that could be integrated into automated image processing workflows. This demands a low training cost and portability across datasets. This means that some retraining is required when switching the type of images being segmented; however, the model should be robust and ready with relatively small training sets, requiring hundreds rather than thousands of examples. The portability requirement is in turn covered by the fact that the images to be segmented have sufficient visual similarity required for the NHM-SSN to generalize in new data. In practice this should mean that the model provides consistent classification results that are not affected by the origin of the training sets, making it project and institution independent.

4.1 Training and cross-validation process

A cross-validation process was designed to test whether these two requirements are fulfilled by NHM-SSN. The cross-validation process encompasses training, testing and validating the models with different datasets. The requires training/testing of the NHM-SSN is performed with images from a single institution (Fig. 5). The training/testing dataset consists of a training dataset (80% of the images with ground truths), an unlabeled dataset (100% of specimen images w/o ground truths) and a testing dataset (10% of the images with ground truths). The training process will produce a set of learned models which then are applied to the testing dataset to determine the accuracy of the model. This accuracy is then used to determine which learned model to use in the cross-validation step. This process is repeated independently for the images from each institution producing a learned model associated to each institution.

After training and selecting learning models, the evaluation datasets (remaining 10% of the images with ground truths) are used in the cross-validation of the models, to determine the actual accuracy of the learned models when applied to sets from other institutions (Fig. 6).

The experiments were performed in two batches, one for microscope slides and another for herbarium sheets. Each cross-validation batch consists of three image datasets from three different institutions. Each dataset is split accordingly and used in training following the process described above. The results of the cross-validation are then tabulated and plotted for comparison. The results from these experiments should indicate whether NHM-SSN fulfills the portability requirements.

Further analysis of the results provides insights into the strengths and weaknesses of the segmentation method and the effectiveness of the cross-validation process. The validation and evaluation of the semantic segmentation process classifies each pixel of the image. The results of the pixel classification are compared to the ground truth images to generate the accuracy scores reported above. These data can be further analyzed by looking at the actual results and trying to measure further performance indicators such as specificity, recall and precision. The process for analyzing the performance of the
models involves measuring how well the predicted instance-class pairs match the instance-class pairs of the ground truth. This type of mapping will allow the identification of true positives, true negatives, false positives and false negatives. These values can then be used to create a confusion matrix and use the matrix values to calculate additional evaluation measures (Table 1). Accuracy and error are complementary measures ($\text{ACC} = 1 - \text{ERR}$ and $\text{ERR} = 1 - \text{ACC}$).

Sensitivity and specificity measure the performance of a binary classification test.\(^4\) Sensitivity (a.k.a. true positive rate, recall or probability of detection) measures the proportion of actual positives that are correctly identified as such. Specificity (also called the true negative rate) measures the proportion of actual negatives that are correctly identified as such. The false positive rate\(^5\) (a.k.a. false alarm rate) usually refers to the expectancy of the false positive ratio (the probability of falsely rejecting the null hypothesis for a test). Precision (a.k.a. positive predictive value) is the fraction of relevant instances among the retrieved instances.\(^6\) True positive rate, false positive rate and precision can be used to compare model performance side by side using receiver operating characteristics (ROC) plots and precision recall plots (PRC). These comparisons rely on using the evaluation sets to generate the corresponding confusion matrices for each model. The following subsections use these measures to perform those comparisons and give further insights on the performance of the models.

4.2 Data collection

The preparation of image data for cross-validation required obtaining image datasets for the planned experiments. Collecting image data was straightforward since most institutions have digitized large portions of their collections. However, the availability of microscope slides is limited in comparison with herbarium sheets.

Microscope slides were provided by Natural History Museum (NHM, UK), Royal Botanic Gardens, Kew (RBGK, UK) and Naturalis Biodiversity Center (Naturalis, Netherlands). The microscope slides datasets from NHM and Naturalis are similar as both are sets of slides of invertebrates and contain the same element types (specimen, labels, type labels, barcode). The shapes of the different types of specimens, labels and barcodes are similar. The main difference is with the type labels. The Naturalis set contains less type specimens and the shape and color of the type labels on these varies. The RBGK set is quite homogeneous as the variations between slides are minimal. However, the images in this set are different from the NHM and Naturalis sets. In this set, the specimens are wood cut tissue samples (mounted in Euparal), clearly distinct from the preparations of invertebrate specimens, which are typically mounted using some resin (e.g., Canada balsam) which gives them a yellow pigment. The expectation prior to the experiments was that the cross-validation of the learned models derived from the NHM
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\(^4\) https://en.wikipedia.org/wiki/Precision_and_recall.

\(^5\) https://en.wikipedia.org/wiki/Sensitivity_and_specificity.

\(^6\) https://en.wikipedia.org/wiki/False_positive_rate.
Table 1: Confusion matrix and basic evaluation measures [34]

| prediction | ground truth values (actual class) |
|------------|-----------------------------------|
| positives  | TP | FP |
| negatives  | FN | TN |

ACC: accuracy; ERR: error rate; SN: sensitivity; TPR: true positive rate; REC: recall; SP: specificity; FPR: false positive rate; PREC: precision; PPV: positive predictive value; TP: true positives; TN: true negatives; FP: false positives; FN: false negatives.

Table 2: Microscope slides datasets

| Dataset                          | Ground Truth | Unlabeled |
|---------------------------------|--------------|-----------|
| National History Museum (NHM)   | 500          | 500       |
| Naturalis Biodiversity Center   | 500          | 500       |
| (Naturalis)                     |              |           |
| Royal Botanic Gardens, Kew (RBGK)| 500 | 500 |

Table 3: Herbarium sheet datasets

| Dataset                          | Ground Truth | Unlabeled |
|---------------------------------|--------------|-----------|
| National Museum Wales (NMW)     | 500          | 500       |
| Muséum National d’Histoire Naturelle—MNHN | 500 | 500 |
| Mix                             | 1000         | 1000      |
| MFN                             | 200          | 200       |
| LUOMUS                          | 200          | 200       |
| MBG                             | 200          | 200       |
| NHM                             | 200          | 200       |
| Naturalis                       | 200          | 200       |

Herbarium sheets were provided by National Museum Wales (NMW, UK), Muséum national d’histoire naturelle (MNHN, France), Museum für Naturkunde (MfN, Berlin), Finnish Museum of Natural History (LUOMUS, Finland), Meise Botanic Garden (MBG, Belgium), Natural History Museum (NHM, UK) and Naturalis Biodiversity Center (Naturalis, Netherlands). Each set of herbarium sheets contained 500 images. The NMW dataset is a homogeneous dataset, since all the images provided were originally produced as part of a single digitization project. By homogeneous we mean that the images use the same type of control elements (barcodes, scales and color charts) and the positioning within the scanned image is regular. The MNHN dataset presents more variation as the images were produced during different projects. The control elements (barcodes, scales and color charts) in this set vary, and the quality of the images (illumination, cropping, naming conventions) also varies. The Naturalis image set includes not only images produced in different projects, but also images from collections acquired by Naturalis from other institutions. This means that even the textures of the sheets and the types of identifiers (barcodes) used vary within that single image set.

The three datasets used to train, test and validate the neural network transfer learning were those from National Museum Wales (NMW, Cardiff, UK), National Museum of Natural History (Muséum national d’histoire naturelle—MNHN, Paris, France) and the mixed set containing data from five institutions (Museum für Naturkunde—MfN, Berlin, Germany, Finnish Museum of Natural History—LUOMUS, Helsinki, Finland, Meise Botanic Garden—MBG, Meise, Belgium, Natural History Museum—NHM, London, UK, and Naturalis Biodiversity Center—Naturalis, Leiden, Netherlands). Table 3 shows the composition of the datasets, and each dataset is composed of two large subsets of ground truth and unlabeled data (columns 2 and 3).

4.3 Data preparation

Data preparation consisted of ground truthing and harmonization. Ground truthing is the process of labeling classes and instances for each of the images to be used in training, testing and validation. Harmonization is the process of homogenizing data to ensure that the results from the cross-validation experiments can be compared to each other.

Ground truthing is a resource-intensive task requiring hardware, software and trained operators. This part of the data preparation process was performed by colleagues from MBG, NMW and Cardiff University. This was the part that consumed most of the time due to the nature of the tasks and resource constraints. Only the NMW and MNHN image sets were labeled completely (500 images with ground truths for each). The remaining five image sets from MfN, LUOMUS,
MBG, NHM and Naturalis were used to produce a mixed set of 1,000 labeled images (200 from each institution), while the remainder was used as the unlabeled images for training.

MBG contributed a set of 300 images from different institutions with ground truths, which were part of a larger dataset published as part of a pilot study [9]. In addition to this, MBG created a labeling protocol that helped to speed up the creation of ground truth images. The protocol consisted of a set of steps to create ground truth images that were easy to follow by volunteers with little training. The protocol was generic enough to allow using either GIMP 7 or Photoshop8 software tools. NMW collaborated with a set of 800 images with ground truths from their collection as well as 500 images from different collections for the mixed set. Additionally, NMW improved on the MBG protocol, creating a set of Photoshop scripts that also helped speed up ground truthing of images. NMW were able to quickly train two volunteers who produced the labeled sets in less than a week. The rest of the images were labeled by colleagues from Cardiff University, using the MBG protocol and NMW scripts.

Harmonization was required because of the origin of the image sets and the ground truthing process. In relation to their origin, the image sets were provided at different resolutions and with varying image sizes. In relation to ground truthing, the labeled sets were produced using different software and hardware, which required verifying that image sets were consistent. Thus, harmonization included: ensuring homogeneity of image sizes, verifying correctness of the color scheme used for specifying the ground truth of classes and verifying that class and instance ground truths match. Harmonizing the image sets was intended to give greater confidence that the cross-validation results would be dependable and unbiased (i.e., not affected by image origin and/or ground truth process).

5 Training and cross-validation experiments

Two sets of experiments were performed, one with the microscope slides image sets and another with the herbarium sheets image sets. In both experimental sets, the SSN-NHM architecture was the same, but required independent training for each institutional set.

5.1 Microscope slides training

Each of the training datasets was used to train the segmentation network producing three models. The results from the training are shown in Table 4. As explained above, each of the ground truth sets was divided for training and validation in an 80%/10%/10% split, using 80% of the images for training, 10% of the images for testing and 10% of the images for validation. The testing accuracy (column 6) is the mean of the accuracy of the model when applied to the corresponding testing subset. The selection of the learned models to validate for each training experiment is depicted in Fig. 7. In each case, the learned model selected for cross-validation corresponds to the last epoch in which the test results are above the corresponding learning trend. The testing accuracies in the epochs after the selected one are lower and do not surpass the accuracy reported while training.

### Table 4 Training–testing results for the microscope slides datasets

| Dataset  | Images | Training Epoch | Testing Images | Accuracy (%) |
|----------|--------|----------------|----------------|--------------|
| NHM      | 500    | 400            | 8              | 50           | 95.68        |
| Naturalis| 500    | 400            | 4              | 50           | 90.31        |
| RGBK     | 500    | 400            | 2              | 50           | 93.66        |

5.2 Microscope slides cross-validation

The cross-validation of the models involves measuring how well the predicted instance-class pairs match the instance-class pairs of the ground truth. Comparing the ground truths to the segmentation results allows the identification of true positives, true negatives, false positives and false negatives. These indicators are needed to calculate accuracy, true positive rate, false positive rate and precision for each dataset. Comparing predicted instance-class pairs to ground truth instance-class pairs is illustrated in Fig. 8.

Table 5 shows the number of elements for each of the three evaluation datasets. The results presented in Tables 6, 7 and 8 allow comparing the results of segmenting the specimen images from the evaluation datasets using the NHM, Naturalis and RGBK learned models. The indicators for each type of image element are calculated to show how the performance of learned models varies depending on the type of image element. The total for each model allows the rapid comparison of the learned models.

The results in Table 6 show that the best model for segmenting the NHM dataset is, as expected, the NHM model. The NHM model lowest performance is the detection specimen elements, while the most successful is barcodes. The worst model for segmenting the NHM dataset is the Naturalis model, affected by the identification of false positives for type labels (detecting 724 false positives). The performance of the RGBK model is better than that of the Naturalis model; however, it performs poorly in the detection of labels missing
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7 GNU Image Manipulation Program: https://www.gimp.org/
8 Adobe Photoshop: https://www.adobe.com/products/photoshop.html.
Fig. 7 Graphical view of the identification of the peak learned models for the microscope slides datasets: a NHM, b Naturalis and c RBGK. The orange line indicates the testing accuracies, which improves constantly as learning progresses, while the blue line marks the results of segmenting the test set. The green vertical indicates the epoch corresponding to the model selected for cross-validation.

Fig. 8 Mapping of ground truth to predicted classes-instances. The images on the left show the specimen (from evaluation dataset, original [23]: https://data.nhm.ac.uk/object/e3898745-65ff-4e2a-a27c-879460df6e04/1586390400000) and its ground truths. The images on the right show the predictions and segmented image (top).

or 120 out of 156 (76.9% of the total). The detection of barcodes is the only element for which the tree models perform well, being element identified with the highest score by the three learned models.
The results in Table 7 indicate that the best model for segmenting the Naturalis dataset is the Naturalis model, followed closely by the NHM model. Both models perform poorly in the detection of type labels; however, Naturalis is significantly worse as it detects more false positives (61), while the NHM model does a better work detecting less false positives and more true negatives. The worst model for segmenting the Naturalis dataset is, as expected, the RBGK model. The RBGK model performs poorly for all elements except barcodes. This is consistent with the results for the NHM dataset above, in which the three models perform well in the detection of barcodes.

The cross-validation results (Table 8) indicate that the best model for segmenting the RBGK dataset is the RBGK model, as expected. The worst model for segmenting the RBGK dataset is Naturalis model, affected by the identification of false positives, especially for type labels (detecting 4,743 false positives). The performance of the NHM model is better than that of the Naturalis model; however, it performs poorly in the detection of type labels detecting an excess of 56 instances. As with the NHM and Naturalis datasets, the three models perform well in the detection of barcodes.

5.3 Herbarium Sheets Training

The three herbarium image datasets (Table 3) were used to train and validate the segmentation network, which resulted in the creation of three models. The results from the training are shown in Table 9. For training and validation, the ground truth datasets were split in the same way as the microscope slides sets above (80/10/10). The testing accuracy (column 6) is the mean of the accuracy of the model when applied to the corresponding testing subset. The validation accuracy (column 8) is the mean of the accuracy of the model when applied to the corresponding validation subset. The selection of the learned models for each training experiment is depicted in Fig. 9. In each case, the learned model selected for cross-validation corresponds to the last epoch in which the test results are above the corresponding learning trend. The testing accuracies in the epochs after the selected one are lower and do not surpass the accuracy reported while training.

5.4 Herbarium sheets cross-validation

The cross-validation of the models involves measuring how well the predicted instance-class pairs match the instance-class pairs of the ground truth. Comparing the ground truths to the segmentation results allows the identification of true positives, true negatives, false positives and false negatives. These indicators are needed to calculate true positive rate, false positive rate and precision for each dataset. Comparing predicted instance-class pairs to ground truth instance-class pairs is illustrated in Fig. 10.

Table 10 shows the number of elements for each of the three evaluation datasets. The results presented in Tables 12, 11 and 13 allow comparing the results of segmenting the specimen images from the evaluation datasets using the NMW, MNHN and MIXED learned models. The indicators for each type of image element are calculated to show how the performance of learned models varies depending on the type of image element. The total for each model allows the rapid comparison of the learned models.

The cross-validation results on Table 12 indicate that the best model for segmenting the NMW dataset is the MNHN model. The worst model for segmenting the NMW dataset is NMW model, which is not the expected outcome. The main issue of the model is the high detection of false positives across all element types (detecting 438 false positives). The performance of the MIXED model is close to the performance of the MNHN model, outperforming it in the detection of barcodes. None of the models perform above 0.5 in general, and labels are the only elements which are consistently detected above this threshold.

The results in Table 11 indicate that the best model for segmenting the MNHN dataset is the MNHN model, as expected. However, the total accuracy of the model is below the one reported in the training and testing of the model, having a high incidence of false positives for all elements, while still outperforming the other two models by 0.2. The worst model for segmenting the MNHN dataset is the NMW model, affected by the identification of 394 false positives for all element types, performing bad in the detection of color charts and barcodes. The performance of the Mixed model is better than that of the NMW model, while still reporting a high number of false positives, detecting an excess of 365 elements.

The results in Table 13 show that the best model for segmenting the Mixed dataset is the Mixed model, which has the lowest misidentifications of the three models being used, failing to detect 217 of the 777 total (27.9%). The worst model for segmenting the Mixed dataset is the NMW model, affected by the identification of 591 false positives for all element types while also missing large significant numbers of labels and barcodes (218 and 39, respectively). The performance of the MNHN model is close to that of the NMW model; however, it performs poorly in the detection of color charts (detecting an excess of 162). As with the NMW dataset, none of the models performs above 0.5.

The cross-validation of models using the datasets from the other institutions indicates that the best performing model is the one generated when training on the MNHN set, given that the mean difference with the results from the other sets...
### Table 5  Ground truths of evaluation datasets

| Element      | NHM | Naturalis | RBGK |
|--------------|-----|-----------|------|
| Label        | 156 | 88        | 52   |
| Type Label   | 12  | 0         | 19   |
| Specimen     | 57  | 52        | 153  |
| Barcode      | 50  | 50        | 50   |
| Total        | 275 | 190       | 274  |

### Table 6  Predictions on the NHM evaluation set using the three learned models

| Model        | Element   | TP  | TN  | FP  | FN  | ACC  | TPR  | FPR  | PREC |
|--------------|-----------|-----|-----|-----|-----|------|------|------|------|
| NHM Model    | Label     | 131 | 0   | 2   | 25  | 0.829| 0.840| 1.000| 0.985|
|              | Type Label| 7   | 40  | 6   | 5   | 0.810| 0.583| 0.130| 0.538|
|              | Specimen  | 55  | 0   | 18  | 2   | 0.733| 0.965| 1.000| 0.753|
|              | Barcode   | 50  | 0   | 2   | 0   | 0.962| 1.000| 1.000| 0.962|
|              | Total     | 243 | 40  | 28  | 32  | 0.825| 0.884| 0.412| 0.897|
| Naturalis Model | Label    | 10  | 0   | 0   | 146 | 0.064| 0.064| 0.000| 1.000|
|              | Type Label| 12  | 10  | 724 | 0   | 0.029| 1.000| 0.986| 0.016|
|              | Specimen  | 47  | 0   | 14  | 10  | 0.662| 0.825| 1.000| 0.770|
|              | Barcode   | 45  | 0   | 7   | 5   | 0.789| 0.900| 1.000| 0.865|
|              | Total     | 114 | 10  | 745 | 161 | 0.120| 0.415| 0.987| 0.133|
| RBGK Model   | Label     | 36  | 0   | 0   | 120 | 0.231| 0.231| 0.000| 1.000|
|              | Type Label| 6   | 16  | 26  | 6   | 0.407| 0.500| 0.619| 0.188|
|              | Specimen  | 28  | 0   | 8   | 29  | 0.431| 0.491| 1.000| 0.778|
|              | Barcode   | 50  | 0   | 7   | 0   | 0.877| 1.000| 1.000| 0.877|
|              | Total     | 120 | 16  | 41  | 155 | 0.410| 0.436| 0.719| 0.745|

*TP* true positives, *TN* true negatives, *FP* false positives, *FN* false negatives, *ACC* accuracy, *TPR* true positive rate, *FPR* false positive rate, *PREC* precision (see Table 1 for calculation formulas)

### Table 7  Predictions on the Naturalis evaluation set using the three learned models

| Model        | Element   | TP  | TN  | FP  | FN  | ACC  | TPR  | FPR  | PREC |
|--------------|-----------|-----|-----|-----|-----|------|------|------|------|
| NHM Model    | Labels    | 73  | 0   | 22  | 15  | 0.664| 0.830| 1.000| 0.768|
|              | Type Labels| 0   | 23  | 29  | 0   | 0.442| 0.000| 0.558| 0.000|
|              | Specimen  | 48  | 0   | 37  | 4   | 0.539| 0.923| 1.000| 0.565|
|              | Barcode   | 40  | 0   | 2   | 10  | 0.769| 0.800| 1.000| 0.952|
|              | Total     | 161 | 23  | 90  | 29  | 0.607| 0.847| 0.796| 0.641|
| Naturalis Model | Labels  | 70  | 0   | 12  | 18  | 0.700| 0.795| 1.000| 0.854|
|              | Type Labels| 0   | 18  | 61  | 0   | 0.228| 0.000| 0.772| 0.000|
|              | Specimen  | 46  | 0   | 9   | 6   | 0.754| 0.885| 1.000| 0.836|
|              | Barcode   | 48  | 0   | 4   | 2   | 0.889| 0.960| 1.000| 0.923|
|              | Total     | 164 | 18  | 86  | 26  | 0.619| 0.863| 0.827| 0.656|
| RBGK Model   | Labels    | 41  | 0   | 0   | 47  | 0.466| 0.466| 0.000| 1.000|
|              | Type Labels| 0   | 16  | 35  | 0   | 0.314| 0.000| 0.686| 0.000|
|              | Specimen  | 13  | 0   | 0   | 39  | 0.250| 0.250| 0.000| 1.000|
|              | Barcode   | 41  | 0   | 1   | 9   | 0.804| 0.820| 1.000| 0.976|
|              | Total     | 95  | 16  | 36  | 95  | 0.459| 0.500| 0.692| 0.725|

*TP* true positives, *TN* true negatives, *FP* false positives, *FN* false negatives, *ACC* accuracy, *TPR* true positive rate, *FPR* false positive rate, *PREC* precision (see Table 1 for calculation formulas)
### Table 8: Predictions on the RBGK evaluation set using the three learned models

| Model          | Element     | TP  | TN  | FP  | FN  | ACC   | TPR  | FPR  | PREC  |
|----------------|-------------|-----|-----|-----|-----|-------|------|------|-------|
| NHM Model      | Labels      | 47  | 0   | 22  | 5   | 0.635 | 0.904| 1.000| 0.681 |
|                | Type Labels | 17  | 4   | 56  | 2   | 0.266 | 0.895| 0.933| 0.233 |
|                | Specimen    | 74  | 0   | 0   | 79  | 0.484 | 0.484| 0.000| 1.000 |
|                | Barcode     | 47  | 0   | 11  | 3   | 0.770 | 0.940| 1.000| 0.810 |
|                | Total       | 185 | 4   | 89  | 89  | 0.515 | 0.675| 0.957| 0.675 |
| Naturalis Model| Labels      | 4   | 0   | 6   | 48  | 0.069 | 0.077| 1.000| 0.400 |
|                | Type Labels | 18  | 0   | 4743| 1   | 0.004 | 0.947| 1.000| 0.004 |
|                | Specimen    | 42  | 0   | 6   | 111 | 0.264 | 0.275| 1.000| 0.875 |
|                | Barcode     | 42  | 0   | 21  | 8   | 0.592 | 0.840| 1.000| 0.667 |
|                | Total       | 106 | 0   | 4776| 168 | 0.021 | 0.387| 1.000| 0.022 |
| RBGK Model     | Labels      | 40  | 0   | 12  | 12  | 0.625 | 0.769| 1.000| 0.769 |
|                | Type Labels | 18  | 5   | 33  | 1   | 0.404 | 0.947| 0.868| 0.353 |
|                | Specimen    | 133 | 0   | 25  | 20  | 0.747 | 0.869| 1.000| 0.842 |
|                | Barcode     | 50  | 0   | 3   | 0   | 0.943 | 1.000| 1.000| 0.943 |
|                | Total       | 241 | 5   | 73  | 33  | 0.699 | 0.880| 0.936| 0.768 |

TP true positives, TN true negatives, FP false positives, FN false negatives, ACC accuracy, TPR true positive rate, FPR false positive rate, PREC precision (see Table 1 for calculation formulas)

### Table 9: Validation and testing results for herbarium datasets

| Dataset | Training Images | Epoch | Testing Images | Testing Accuracy (%) |
|---------|-----------------|-------|----------------|----------------------|
| NMW     | 400             | 11    | 50             | 91.59                |
| MNHN    | 400             | 9     | 50             | 93.11                |
| MIX     | 800             | 9     | 100            | 92.62                |

### Table 10: Ground truths of evaluation datasets

| Element           | Herbarium Sheets Dataset |
|-------------------|--------------------------|
|                   | NMW | MNHN | MIXED |
| Label             | 149 | 186  | 457   |
| Scale             | 52  | 28   | 104   |
| Color Chart       | 50  | 27   | 95    |
| Barcode           | 50  | 87   | 121   |
| Total             | 301 | 328  | 777   |

is 4.93%. The second-best performing model is the one from the NMW dataset, having a mean difference of 18.39%. The worst performing model is the one derived from the MIX dataset, having a mean difference of 23.65%.

---

Mean difference calculated as \((|M_0 - M_1| + |M_0 - M_2|)/2\) where \(M_0\) is the mean validation accuracy for using the validation subset from the model, and \(M_1\) and \(M_2\) are the mean validation accuracies when applying the model to the other two validation subsets from.

### 6 Analysis of results

The cross-validation confirmed that the learned models perform better for segmenting images from the same origin in all cases, however with lower accuracy than that reported in the training–testing phases. The main issues highlighted by the cross-validation experiments that need closer inspection are lower performance in segmenting data from the same origin, fragmentation of instances and detection of false positives. The following sections will analyze these issues for microscope slides and herbarium sheets.
Fig. 9 Graphical view of the identification of the peak learned models when training with the herbarium datasets: a NMW, b MNHN and c MIXED set. The orange line indicates the testing accuracies, which improve constantly as learning progresses, while the blue line marks the results of segmenting the test set. The green vertical indicates the epoch selected as the ideal model for segmenting the images in the test sets.

6.1 Microscope slides segmentation issues

The analysis of the results of cross-validation can be visually assessed by looking at the actual segmentation results using the learned models. This visual comparison is provided in Figs. 11, 12, 13. In each of these figures, the vertical order is determined by the success of the learned model created using the same original image set as the one from which the evaluation dataset is derived. The first two columns correspond to the image and the ground truths for the evaluation images, and the third column presents the segmentation results from the learned model which provides the best results, followed by the second and third best models for the dataset (as shown in Tables 6, 7 and 8).

The results from the third column on each of the figures coincide with the prediction which states that the best model for each dataset matches the learned model produced by using the same original image set as the one from which the evaluation dataset is derived. The results from the last two columns show the shortcomings of each model in segmenting the same images.

For the NHM dataset, Fig. 11, the RGBK model was evaluated as performing better than the Naturalis model, this is confirmed by the fact that the RGBK model is more effective in the identification of labels and barcodes, while the Naturalis model seems to be skewed toward identifying more type labels and specimens.

For the Naturalis dataset, Fig. 12, NHM model was evaluated as performing better than the RGBK model, this is confirmed by the fact that the NHM model is more effective in the identification of labels, specimens and barcodes, while the RGBK model seems to struggle with the identification of specimens, except for the specimen which Naturalis segmented poorly. The interesting thing is that in this case the Naturalis specimen is a wood cut tissue sample, which is the same type of the specimens used to train the RGBK model.

For the RBGK dataset, Fig. 13, NHM model was evaluated as performing better than the Naturalis model, this is confirmed by the fact that the NHM model is more effective in the identification of labels and barcodes, while the Naturalis model seems to struggle with the identification of specimens and labels.
6.2 Herbarium sheet segmentation issues

The visual comparison of the results of cross-validation can also be performed for the herbarium sheet experiments (Figs. 14, 15, 16). In the figures, the vertical order is determined by the success of the learned model segmenting the evaluation dataset, while the vertical order from column three is according to the predicted success of the learned models. The results for the NMW dataset indicated that the best model would be the MIX model, followed by the NMW and MNH models. As Fig. 14 shows, the results on the NMW model (fourth column) are close to those of the most MIX model; however, it is possible to see that the label and barcode instances are more segmented, creating more false negatives. The lowest performance of the MNHN model is confirmed by the fact that it tends to overestimate the size of labels.

The results for the MNHN dataset indicated that the best model for segmenting was the MNHN model, followed by the MIX and NMW models (Fig. 15). The results of the MNHN model are higher than those of the MIX model because it does not detect as many false positives, even when it can overestimate the size of labels. The MIX model in turn is better because it does not excessively fragment instances, whereas the NMW model fragments and reports false positives.

The results for the MIX dataset indicated that the best model for segmenting was the MIX model, followed by the
Table 11 Predictions on the MNHN evaluation set using the three learned models

| Model       | Element | TP  | TN  | FP  | FN  | ACC  | TPR  | FPR  | PREC  |
|-------------|---------|-----|-----|-----|-----|------|------|------|-------|
| NMW Model   | Label   | 132 | 39  | 54  |     | 0.587| 0.710| 1.000| 0.772 |
|             | Scale   | 27  | 6   | 88  | 1   | 0.270| 0.964| 0.936| 0.235 |
|             | Color Chart | 27 | 0   | 158 | 0   | 0.146| 1.000| 1.000| 0.146 |
|             | Barcode  | 81  | 0   | 109 | 6   | 0.413| 0.931| 1.000| 0.426 |
|             | Total    | 267 | 6   | 394 | 61  | 0.375| 0.814| 0.985| 0.404 |
| MNHN Model  | Label   | 112 | 0   | 12  | 74  | 0.566| 0.602| 1.000| 0.903 |
|             | Scale   | 28  | 19  | 23  | 0   | 0.671| 1.000| 0.548| 0.549 |
|             | Color Chart | 27 | 2   | 64  | 0   | 0.312| 1.000| 0.970| 0.297 |
|             | Barcode  | 85  | 0   | 23  | 2   | 0.773| 0.977| 1.000| 0.787 |
|             | Total    | 252 | 21  | 122 | 76  | 0.580| 0.768| 0.991| 0.674 |
| Mixed Model | Label   | 125 | 0   | 42  | 61  | 0.548| 0.672| 1.000| 0.749 |
|             | Scale   | 28  | 176 | 0   | 0   | 0.086| 1.000| 1.000| 0.086 |
|             | Color Chart | 27 | 2   | 97  | 0   | 0.230| 1.000| 0.980| 0.218 |
|             | Barcode  | 84  | 0   | 50  | 3   | 0.613| 0.966| 1.000| 0.627 |
|             | Total    | 264 | 2   | 365 | 64  | 0.383| 0.805| 0.995| 0.420 |

TP true positives, TN true negatives, FP false positives, FN false negatives, ACC accuracy, TPR true positive rate, FPR false positive rate, PREC precision (see Table 1 for calculation formulas)

Table 12 Predictions on the NMW evaluation set using the three learned models

| Model       | Element | TP  | TN  | FP  | FN  | ACC  | TPR  | FPR  | PREC  |
|-------------|---------|-----|-----|-----|-----|------|------|------|-------|
| NMW Model   | Label   | 93  | 4   | 19  | 56  | 0.564| 0.624| 0.826| 0.830 |
|             | Scale   | 52  | 0   | 200 | 0   | 0.206| 1.000| 1.000| 0.206 |
|             | Color Chart | 50 | 0   | 151 | 0   | 0.249| 1.000| 1.000| 0.249 |
|             | Barcode  | 50  | 0   | 68  | 0   | 0.424| 1.000| 1.000| 0.424 |
|             | Total    | 245 | 4   | 438 | 56  | 0.335| 0.814| 0.991| 0.359 |
| MNHN Model  | Label   | 121 | 0   | 56  | 28  | 0.590| 0.812| 1.000| 0.684 |
|             | Scale   | 52  | 0   | 52  | 0   | 0.300| 1.000| 1.000| 0.300 |
|             | Color Chart | 50 | 0   | 106 | 0   | 0.321| 1.000| 1.000| 0.321 |
|             | Barcode  | 50  | 0   | 69  | 0   | 0.420| 1.000| 1.000| 0.420 |
|             | Total    | 273 | 0   | 283 | 28  | 0.467| 0.907| 1.000| 0.491 |
| Mixed Model | Label   | 96  | 0   | 27  | 53  | 0.545| 0.644| 1.000| 0.780 |
|             | Scale   | 52  | 0   | 134 | 0   | 0.280| 1.000| 1.000| 0.280 |
|             | Color Chart | 50 | 0   | 43  | 0   | 0.538| 1.000| 1.000| 0.538 |
|             | Barcode  | 50  | 0   | 47  | 0   | 0.515| 1.000| 1.000| 0.515 |
|             | Total    | 248 | 0   | 251 | 53  | 0.449| 0.824| 1.000| 0.497 |

TP true positives, TN true negatives, FP false positives, FN false negatives, ACC accuracy, TPR true positive rate, FPR false positive rate, PREC precision (see Table 1 for calculation formulas)

MNHN and NMW models (Fig. 16). The results of the MIX model are higher than those of the MNHN model because it does not detect as many false positives. Additionally, the MNHN model is again faulty in overestimating the size of the labels. The NMW model fragments and reports more false positives than the other two models, and for this it is scored as the lowest performing model.

6.3 Discussion

The results obtained for microscope slides and for herbarium sheets point to the need for retraining the segmentation network each time a new source dataset is to be processed. To assess this, we performed an additional experiment for microscope slides to compare the results from a model generated when training against all the datasets, using all the training–testing datasets. Fig. 17 shows the results of the
Table 13 Predictions on the Mixed evaluation set using the three learned models

| Model          | Element  | TP  | TN  | FP  | FN  | ACC  | TPR  | FPR  | PREC |
|----------------|----------|-----|-----|-----|-----|------|------|------|------|
| NMW Model      | Label    | 239 | 0   | 32  | 218 | 0.489| 0.523| 1.000| 0.882|
|                | Scale    | 103 | 1   | 149 | 1   | 0.409| 0.990| 0.993| 0.409|
|                | Color Chart | 95  | 0   | 302 | 0   | 0.239| 1.000| 1.000| 0.239|
|                | Barcode  | 82  | 7   | 108 | 39  | 0.377| 0.678| 0.939| 0.432|
|                | Total    | 519 | 8   | 591 | 258 | 0.383| 0.668| 0.987| 0.468|
| MNHN Model     | Label    | 258 | 0   | 24  | 199 | 0.536| 0.565| 1.000| 0.915|
|                | Scale    | 78  | 17  | 70  | 26  | 0.497| 0.750| 0.805| 0.527|
|                | Color Chart | 90  | 1   | 162 | 5   | 0.353| 0.947| 0.994| 0.357|
|                | Barcode  | 105 | 4   | 120 | 16  | 0.445| 0.868| 0.968| 0.467|
|                | Total    | 531 | 22  | 376 | 246 | 0.471| 0.683| 0.945| 0.585|
| Mixed Model    | Label    | 263 | 0   | 24  | 194 | 0.547| 0.575| 1.000| 0.916|
|                | Scale    | 97  | 3   | 175 | 7   | 0.355| 0.933| 0.983| 0.357|
|                | Color Chart | 94  | 3   | 111 | 1   | 0.464| 0.989| 0.974| 0.459|
|                | Barcode  | 106 | 3   | 69  | 15  | 0.565| 0.876| 0.958| 0.606|
|                | Total    | 560 | 9   | 379 | 217 | 0.488| 0.721| 0.977| 0.596|

TP true positives, TN true negatives, FP false positives, FN false negatives, ACC accuracy, TPR true positive rate, FPR false positive rate, PREC precision (see Table 1 for calculation formulas)

After training and selecting a combined learned model for segmentation, the same cross-validation process applied before was used to evaluate segmentation results, i.e., measuring how well the predicted instance-class pairs match the instance-class pairs of the ground truths (Fig. 8).

Table 14 shows the evaluation of the results of the combined learned model when used for segmenting the combined evaluation set. The overall accuracy is of the model 0.807 which is above the average than that of the individual cross-validation experiments performed earlier. Individually, when separating the results of NHM, Naturalis and RBGK, the

Fig. 11 NHM dataset segmentation results: specimen images (first column), ground truth images for each specimen (classes and instances, second column), results of segmentation with the NHM model (third column), results from segmenting with the RBGK (fourth column) and Naturalis models (fifth columns)
model performs slightly worse than the NHM model, but significantly better than the Naturalis and RBGK models.

Figure 18 compares the results presented as the most successful model for segmenting the NHM evaluation dataset (three first columns from Fig. 11) to the results of segmenting the same images with the combined model (fourth column). The results from the two models are roughly equivalent. Figures 19 and 20 show the corresponding comparison for the
Fig. 14 Samples of segmentation results for the NMW dataset. The first column shows the specimen images, the second column shows the ground truths for each image (classes and instances), the third column shows the results of segmentation with the NMW model, this column shows a sample of the best segmented images at the top, a sample from an average result in the middle and a sample from the worst results from the model at the bottom. The remaining two columns show the corresponding results from segmenting with the MIX and MNHN models.
**Fig. 15** Samples of segmentation results for the MNHN dataset. The first column shows the specimen images, the second column shows the ground truths for each image (classes and instances), the third column shows the results of segmentation with the MNHN model, this column shows a sample of the best segmented images at the top, a sample from an average result in the middle and a sample from the worst results from the model at the bottom. The remaining two columns show the corresponding results from segmenting with the MIX and NMW models.

| MNHN Dataset | Ground Truth | MNHN Model | MIX Model | NMW Model |
|--------------|--------------|------------|-----------|------------|
| **Maximum**  | ![Sample Image](image1) | ![Sample Image](image2) | ![Sample Image](image3) | ![Sample Image](image4) |
| **Average**  | ![Sample Image](image5) | ![Sample Image](image6) | ![Sample Image](image7) | ![Sample Image](image8) |
| **Minimum**  | ![Sample Image](image9) | ![Sample Image](image10) | ![Sample Image](image11) | ![Sample Image](image12) |
Fig. 16  Samples of segmentation results for the MIX dataset. The first column shows the specimen images, the second column shows the ground truths for each image (classes and instances), the third column shows the results of segmentation with the MIX model, this column shows a sample of the best segmented images at the top, a sample from an average result in the middle and a sample from the worst results from the model at the bottom. The remaining two columns show the corresponding results from segmenting with the MNHN and NMW models.
Fig. 17 Graphical view of the identification of the peak learned models when training against all datasets combined (NHM, Naturalis and RBGK). The blue line represents the training accuracy, which improves constantly as learning progresses, while the orange line represents the accuracy of segmenting the combined test set (NHM, Naturalis and RBGK). The green vertical indicates the epoch selected as the one producing the best learned model for segmenting the images in the evaluation sets.

| Dataset   | Element  | TP  | TN  | FP  | FN  | ACC  | TPR  | FPR  | PREC  |
|-----------|----------|-----|-----|-----|-----|------|------|------|-------|
| Combined  | Label    | 263 | 0   | 28  | 33  | 0.812| 0.889| 1.000| 0.904 |
|           | Scale    | 26  | 110 | 14  | 5   | 0.877| 0.839| 0.113| 0.650 |
|           | Color Chart | 233 | 0   | 42  | 29  | 0.766| 0.889| 1.000| 0.847 |
|           | Barcode  | 144 | 0   | 29  | 6   | 0.804| 0.960| 1.000| 0.832 |
|           | Total    | 666 | 110 | 113 | 73  | 0.807| 0.907| 0.507| 0.855 |
| NHM       | Label    | 133 | 0   | 4   | 23  | 0.831| 0.853| 1.000| 0.971 |
|           | Scale    | 9   | 39  | 3   | 3   | 0.891| 0.750| 0.070| 0.750 |
|           | Color Chart | 52  | 0   | 25  | 5   | 0.634| 0.912| 1.000| 0.675 |
|           | Barcode  | 50  | 0   | 7   | 0   | 0.877| 1.000| 1.000| 0.877 |
|           | Total    | 244 | 40  | 39  | 31  | 0.802| 0.887| 0.494| 0.862 |
| Naturalis | Label    | 82  | 0   | 5   | 6   | 0.882| 0.932| 1.000| 0.943 |
|           | Scale    | 0   | 48  | 2   | 0   | 0.960| 0.000| 0.040| 0.000 |
|           | Color Chart | 49  | 0   | 14  | 3   | 0.742| 0.942| 1.000| 0.778 |
|           | Barcode  | 46  | 0   | 13  | 4   | 0.730| 0.920| 1.000| 0.780 |
|           | Total    | 177 | 48  | 34  | 13  | 0.827| 0.932| 0.415| 0.839 |
| RBGK      | Label    | 48  | 0   | 19  | 4   | 0.676| 0.923| 1.000| 0.716 |
|           | Scale    | 17  | 22  | 9   | 2   | 0.780| 0.895| 0.290| 0.654 |
|           | Color Chart | 132 | 0   | 3   | 21  | 0.846| 0.863| 1.000| 0.978 |
|           | Barcode  | 48  | 0   | 9   | 2   | 0.814| 0.960| 1.000| 0.842 |
|           | Total    | 245 | 22  | 40  | 29  | 0.795| 0.894| 0.645| 0.860 |

TP: true positives; TN: true negatives; FP: false positives; FN: false negatives; ACC: accuracy; TPR: true positive rate; FPR: false positive rate; PREC: precision (see Table 1 for calculation formulas)

Naturalis and RBGK evaluation datasets. In both cases, the improved performance of the combined model when compared to the single-trained models is clearly visible.

This experiment demonstrates the possibility of creating learned models for segmentation which can be used to segment images from different origins (i.e., different collections and/or different institutions). These results support proposing the NHM-SSN as a resilient and portable segmentation network with general applicability beyond the domain for which it was originally developed.

6.4 Possible issues in model selection

There is a question about the cutoff point and the models selected for cross-validation. The use of accuracy for the selection of the best model appears to be supported by the
Comparing maximum, average and minimum results from the NHM dataset: specimen images (first column), ground truth images for each specimen (classes and instances, second column), results of segmentation with the NHM model (third column), results from segmenting with the Combined model (fourth column). The three first columns are the same as those presented in Fig. 11.

6.5 Alternative segmentation methods

Rather than building a segmentation framework from scratch we looked at the existing segmentation proposals. The only one published and available at the time was the NHM-SSN. Rather than accepting and using this model as it was, we devised the set of tests presented in the article to validate that it had the characteristics required by the problem at hand. Nevertheless, we did try to see if other techniques could be suitable for the segmentation of natural history specimens and performed two experiments using YOLO V3. In both cases the networks were trained using the RBGK dataset consisting of 500 microscope slides using a 70–15-15 (70% training, 15% testing and 15% validation). The dataset was annotated using a script which extracted YOLO V3 coordinates into individual text files from the ground truths used for NHM-SSN. The training of YOLO V3 and testing of the prediction were performed using the Google Colaboratory [3] virtual environment. The first experiment targeted training YOLO3 with pretrained Darknet74 weights on a single element (barcodes). The results for identifying barcodes was encouraging as it gave close to 60% success in detecting the instances. The second experiment attempted to identify four elements (Barcode, Specimen, Label and Type Label). These were less efficient at detecting instances, resulting in 52.6% success for barcode and 25.0% for specimens while not detecting either type labels or labels (Table 15). A visual inspection of results additionally showed that sometimes elements were misidentified, for instance, labels as specimens and specimens as barcodes.
Figure 19 Comparing maximum, average and minimum results from the Naturalis dataset: specimen images (first column), ground truth images for each specimen (classes and instances, second column), results of segmentation with the Naturalis model (third column), results from segmenting with the Combined model (fourth column). The three first columns are the same as those presented in Fig. 12.

Figure 24 shows examples of the best, average and worst results obtained by applying YOLO. The average result was from images where two elements were detected (barcode and at least one specimen instance), the worst result where those case in which no element was identified, this happened in 11 of the 75 cases on the testing set (~15% of the test set).

These results are not mean to be compared side by side to the results presented for NHM-SSN as we did not attempt to perform larger experiments or alternative modifications to improve results. Instead, the results can be seen as the seed for further work using the same set of tests suggested in NHM-SSN to assess the suitability of YOLO or other techniques. These would require not only testing the predictive power of the approach but also the cost in terms of adapting, training and deploying.

7 Further work and conclusions

Rather than building a segmentation framework from scratch or accepting existing models as proposed, this paper proposes an evaluation strategy which may guide the selection of the most adequate method. The NHM-SSN model was designed specifically to address the segmentation of natural history specimen images. We devised and run a set of tests that have validated that it had the characteristics required to address this problem, which can also work on a wider range of datasets than those initially tested. Although the results indicate that the NHM-SSN model can be easily adapted for processing data from different collections and institutions, the results indicate that there is room for improvement and other models should be considered.

7.1 Further work

The results show that it is possible to test the flexibility of segmentation models to fit the requirements for wider use in natural history collections digitalization. Further work would require testing with other types of images and testing alternatives to training with a fully combined dataset, such as staged training. Apart from the evaluation method presented here, the datasets and ground truths produced are a valuable resource that can be used in future to evaluate improved versions of the NHM-SSN, as well as other segmentation methods.
Fig. 20 Comparing maximum, average and minimum results from the RBGK dataset: specimen images (first column), ground truth images for each specimen (classes and instances, second column), results of segmentation with the RBGK model (third column), results from segmenting with the Combined model (fourth column). The first three columns are the same as those presented in Fig. 13

Fig. 21 ROC and PR plot of the models produced when training with the NHM dataset
proposals (such as the one proposed by [35, 36]). To facilitate this, each of the published datasets includes a csv file which contains the ground truths as coordinates. These can, for example, be used for evaluating other segmentation methods such as YOLO or a R-CNN (as shown in section 0).

### 7.2 Conclusions

The evaluation of the NHM-SSN segmentation network illustrates a viable proposal for determining whether a segmentation service API could be integrated into larger image...
processing workflows for natural history collections. The results from the application of the methodology to two different types of collections (herbarium sheets and microscope slides) can be interpreted as the validation of the portability of the segmentation network and its potential for use in this context.

The initial results obtained pointed to the need for retraining the segmentation network each time a new source dataset is to be used. We carried a further experiment to compare individual training against training on a combined (larger) dataset, using the microscope slide datasets. The results are encouraging, showing that the NHM-SSN is resilient and adaptable for different collections.

Finally, the method and ground truth sets created for this work can be reused in testing other segmentation methods for other types of images, helping in the improvement of workflows for image processing in the context of digitization of natural history collections.
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