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We analyse and compare various empirical models of wall pressure spectra beneath turbulent boundary layers and propose an alternative machine learning approach using Artificial Neural Networks (ANN). The analysis and the training of the ANN are performed on data from experiments and high-fidelity simulations by various authors, covering a wide range of flow conditions. We present a methodology to extract all the turbulent boundary layer parameters required by these models, also considering flows experiencing strong adverse pressure gradients. Moreover, the database is explored to unveil important dependencies within the boundary layer parameters and to propose a possible set of features from which the ANN should predict the wall pressure spectra. The results show that the ANN outperforms traditional models in adverse pressure gradients, and its predictive capabilities generalise better over the range of investigated conditions. The analysis is completed with a deep ensemble approach for quantifying the uncertainties in the model prediction and integrated gradient analysis of the model sensitivity to its inputs. Uncertainties and sensitivities allow for identifying the regions where new training data would be most beneficial to the model’s accuracy, thus opening the path towards a self-calibrating modelling approach. The ANN model has been made publicly available at https://github.com/DominiqueVKI/VKI_researchWPS.

I. INTRODUCTION

Wall pressure fluctuations underneath a turbulent boundary layer (TBL) induce fluid-structural coupling, fatigue-induced component failure\textsuperscript{1} and vibro-acoustic noise transmission in many applications including air and ground transport, or wind turbine blades\textsuperscript{2–5}. In each case, the efficiency of the aerovibro-acoustic coupling mechanism depends on the amplitude of the pressure fluctuations, on their spatial coherence, and on the velocity at which the pressure footprint of the TBL vortical structures is advected. Reliable engineering models are still needed for those characteristics, in particular when the TBL is subjected to a streamwise pressure gradient. Considerable research effort has been devoted to the measurement and simulation of the above quantities for relatively canonical flows such as flat plate boundary layers in null\textsuperscript{6} or moderate adverse pressure gradients\textsuperscript{7}, or over airfoils\textsuperscript{8}. High fidelity simulations such as LES\textsuperscript{9} or DNS\textsuperscript{10} can provide an unprecedented amount of detailed data about the unsteady flow field but remain too costly for the design stage in many engineering applications. Wind tunnel experiments\textsuperscript{11,12} share the same problem.

This explains the sustained interest in simplified, empirical or semi-empirical models, relating the wall pressure fluctuations, their spectrum and coherence lengths, to the main characteristics of a TBL\textsuperscript{7}. Following the work of Kraichnan\textsuperscript{13} and Panton & Linebarger\textsuperscript{14}, Blake\textsuperscript{15} derived models based on the integration of the Poisson equation in the wavenumber-frequency domain. This method requires the vertical distribution of the mean longitudinal velocity and the wall-normal Reynolds stresses, and leads to high dimensional integrals, which can be difficult to compute\textsuperscript{16–18}.

A different approach was followed by Amiet\textsuperscript{17} and Chase & Howe\textsuperscript{18} for the prediction of airfoil trailing-edge noise. It makes use of empirical or semi-empirical relations to relate the wall pressure spectra to statistical parameters of the boundary layer such as its thickness, external velocity or friction velocity. This procedure is attractive because the TBL parameters can be computed from low-CPU Reynolds Averaged Navier Stokes (RANS) simulations combined with more or less complex correlations.

Several improvements have thus been brought along this line over the last couple of decades. The empirical model of Chase-Howe was modified by Goody\textsuperscript{19} to account for Reynolds number effects and improve the high-frequency behaviour. This model accurately predicts wall pressure spectra in the absence of pressure gradients, as demonstrated by Hwang\textsuperscript{20}. Extensions of this last approach to account for the presence of pressure gradients were proposed by Kamruzzaman\textsuperscript{21}, Rozenberg\textsuperscript{22}, Hu\textsuperscript{23}, or Lee\textsuperscript{24}.

Nevertheless, these models have proved valid only within specific ranges of the pressure gradient. Although rooted in the physics of the boundary layer, their derivation remains somewhat ad-hoc and usually requires the data-driven calibration of several coefficients\textsuperscript{25}. This process is essentially a regression problem, in which the definition of the parametric function is driven by physical considerations, scaling laws and modeller’s ingenuity. Furthermore, for boundary layers in non-equilibrium the local turbulence dynamics and associated wall pressure fluctuations cannot be characterized exclusively using local parameters such as Clauser’s parameter $\beta$ and the friction Reynolds number $Re_f$, but requires additional parameters to account for the boundary layer history\textsuperscript{26}.

Given those difficulties, it becomes tempting to alleviate the problem of elucidating the complex dependencies between the TBL physical parameters, and to consider machine learning techniques instead, with their fast-growing arsenal of tools to solve regression problems\textsuperscript{27}. Methods and tools from genetic programming\textsuperscript{28} and deep learning\textsuperscript{29} allow for deriving complex nonlinear functions from data, ultimately shifting...
the modelling challenge from the definition of the parametric function to the definition of an appropriate set of input parameters.

In this line, the present authors have recently proposed Genetic Programming to model pressure wall spectra\(^\text{30}\). Genetic Programming is a collection of evolutionary techniques that automatically derive and calibrate analytic expressions linking input and output variables. While providing encouraging results (also reported in Section III E of this article), the procedure requires a significant amount of time to converge when the parameter space formed by the number of operators and input functions becomes large\(^\text{31}\). On the other hand, limiting the set of candidate gene structures requires a large amount of knowledge about the regression task at hand or a tedious trial-and-error procedure.

Deep learning is considered in this work as an alternative. Deep learning is a subset of machine learning concerned with training large Artificial Neural Networks (ANN). These are recursive and distributed architectures of simple computational units, called neurons. ANNs are known as universal function approximators because of their ability to approximate any function\(^\text{17}\). This paper presents a wall pressure spectrum model based on ANNs. The model was calibrated (or trained, in the machine learning terminology) on a wide range of conditions using experimental and numerical data from various authors. The model’s predictive capabilities are compared with classic semi-empirical models, and model uncertainties are derived using an ensemble approach\(^\text{33,34}\). The ANN model and the uncertainty predictor have been made publicly available at https://github.com/DominiqueVKI/VKI_researchWPS.

The remaining of this paper is structured as follows. Section II presents the modelling problem, introducing the boundary layer parameters of existing wall pressure spectra models, described in Section III. Section IV presents the numerical and experimental test cases that were used to calibrate the model in a first stage, and to validate it afterwards. Section V presents the methodology used to extract the boundary layer parameters, to design the ANN architecture to compute its uncertainty. Results are presented and discussed in Section VI where we compare the prediction capabilities of the models on the present dataset. Finally, Section VII collects conclusions and perspectives.

II. BOUNDARY LAYER WALL PRESSURE SPECTRUM: DEFINITIONS AND PARAMETERS

The configuration of interest is sketched in Fig. 1. A two-dimensional boundary layer of thickness \(\delta(x)\) develops as a flow with uniform velocity \(U_\infty\) runs over a plate (or an airfoil). The fluid density and kinematic viscosity are denoted as \(\rho\) and \(\nu\), respectively. Because our focus is on turbulent flows, all velocities are to be interpreted as mean velocities. Moreover, we consider conditions with negligible compressibility effects (i.e. with \(Ma < 0.3\), with \(Ma = U_\infty/c_0\) the Mach number and \(c_0\) the speed of sound).

The velocity of the flow at the edge of the boundary layer is the equilibrium velocity \(u_e\). The boundary layer thickness is customarily defined as the distance from the wall at which the stream-wise velocity is \(u(x, \delta) = 0.99U_\infty = u_e(x)\). This is the definition considered in this work for all the experimental datasets. An alternative definition is based on the pseudo-velocity\(^\text{15}\) \(u^* (x, \delta) = 0.99u^*(x, \infty) = u_e(x)\), defined as

\[
u^*(x, y) = -\int_0^y \Omega_\xi (x, \xi) d\xi \quad (1)
\]

where \(\xi\) is a dummy integration variable along \(y\) and \(\Omega_\xi\) is the third component of the (mean) vorticity \(\Omega = \nabla \times \mathbf{u}\), with \(\mathbf{u} = (u, v)\) the (mean) velocity vector.

This quantity becomes constant when vorticity vanishes outside the boundary layer. The definition of \(\delta\) based on the pseudo-velocity was used in this work for all the numerical datasets, as it was found to be more accurate in regions where the outer flow does not have uniform velocity.

Within the boundary layer region \((y < \delta)\), the vertical pressure gradient is \(\partial_y p = 0\), while the acceleration of the flow in the outer region \((y > \delta)\) can produce an Adverse Pressure Gradient (APG, \(\partial_y p > 0\)), or a Favorable Pressure Gradient (FPG, \(\partial_y p < 0\)). In the absence of flow acceleration, i.e. \(\partial_y u_e = 0\), one has a Zero Pressure Gradient (ZPG) condition.

The point-wise power spectral density of the pressure fluctuations can be obtained from the Fourier transform of the auto-correlation function:

\[
\Phi_{pp}(x, \omega) = \int_{-\infty}^{+\infty} R(x, \tau) e^{-i\omega\tau} d\tau, \quad (2)
\]

where \(i = \sqrt{-1}\), \(\omega = 2\pi f\) is the angular pulsation and

\[
R(x, \tau) = \int_0^{\infty} p'(x, t) p'(x, t + \tau) dt \quad (3)
\]

is the auto-correlation of the pressure fluctuations \(p'\) at the wall \((y = 0)\), here assumed to be invariant along the spanwise direction \(z\).

Empirical models aim at linking the space dependency of \(\Phi_{pp}(x, \omega)\) to local boundary layer quantities. These include integral parameters measuring the boundary layer thickness and the expected averaged velocity profile, as well as others accounting for the influence of the pressure gradient. Besides \(\delta\), the boundary layer thickness can be measured also in terms of the displacement thickness \(\delta^*\) and momentum thickness \(\theta\):
\[
\delta^+(x) = \int_0^\delta \left(1 - \frac{u(x,y)}{ue}\right) \, dy, \quad (4a)
\]
\[
\theta(x) = \int_0^\delta \frac{u(x,y)}{ue} \left(1 - \frac{u(x,y)}{ue}\right) \, dy. \quad (4b)
\]

These account, respectively, for the mean flux and the momentum flux deficits due to the boundary layer's velocity profile \(u(y)\). In a ZPG, the velocity profile is expected to obey a universal form:\(^{36}\)

\[
u^+(y^+) = \begin{cases} \mathcal{F}_w(y^+) + \frac{\Pi}{\kappa} \Psi(\eta) & \text{if } y < \delta \\ \frac{u^+}{ue} & \text{if } y \geq \delta \end{cases} \quad (5)
\]

where \(u^+ = u/ue\), with \(ue = \sqrt{\tau_w/\rho}\) the friction velocity and \(\tau_w\) the wall shear stress, \(y^+ = y/\delta\), with \(\delta = v/ue\) the viscous length scale and \(\eta = y/\delta\) a dimensionless coordinate which is better suited than \(y^+\) far from the wall. The first term is the law of the wall; the second term is a corrective term introduced by Coles:\(^{36}\) and is known as wake function. The coefficient \(\Pi\) is the wake strength parameter and \(\kappa\) is the von Karman constant. We return on the definition of the velocity profiles wall function \(\mathcal{F}_w(y^+)\) and the wake function \(\Psi\) in Section V A. For the moment, it suffices noticing that, as shown by Nagib and Chauhan:\(^{37}\), the impact of a pressure gradient can be accounted for while still keeping the ansatz in (5) and modifying the functions \(\mathcal{F}_w\) and \(\kappa\) according to the strength and the sign of the pressure gradient.

From the set of parameters introduced thus far, empirical models for the wall pressure spectra search for a relation of the form:

\[
\Phi_{pp}(\omega, u_e) = f(\delta, \delta^+, \theta, ue, \rho, v, \tau_w, \delta p, c_0, \Pi), \quad (6)
\]

having omitted the functional dependency on the space coordinate \(x\), which is included in the boundary layer parameters. It is worth noticing that the parameters \(\delta^+\) and \(\theta\) could be deduced from the model of the velocity profile in (5) and thus one could postulate a relation of the form \(\delta^+, \theta = g(\delta, \delta, \rho, v, \tau_w, \delta p, c_0)\). Nevertheless, in this work we use a model for \(u(y)\) (as in equation 5) only for the computation of \(\tau_w\) and \(\Pi\) and consider \(\delta^+\) and \(\theta\) as independent inputs to the correlation to be derived.

Because only three fundamental units are involved, the Buckingham-Pi theorem suggests that such a relation can be conveniently written in dimensionless form as

\[
\frac{\Phi_{pp}(\omega, u_e)}{\delta^+ \tau_w^2} = f\left(\frac{\omega \delta^+}{\delta^+ \tau_w}, \frac{\theta}{\delta^+ \tau_w}, \frac{c_0}{ue}, \frac{\rho u_c^2}{\tau_w}, \frac{\nu \delta^+}{\delta^+ \tau_w}, \frac{\delta p}{\tau_w}, \Pi\right), \quad (7)
\]

having used \(\delta^+, \tau_w\) and \(ue\) as repeated variables in the scaling. Adjusting the derived dimensionless number to those more commonly encountered in the literature of wall pressure spectra, the dimensionless function to be derived is thus

\[
\Phi_{pp}(\tilde{\omega}) = f(\Delta, H, Ma, \Pi, C_f, R_T, \beta), \quad (8)
\]

where \(\Phi_{pp} = \Phi_{pp}/(\delta^+ \tau_w^2/ue)\) is the dimensionless power spectral density, \(\tilde{\omega} = \omega/(ue/\delta^+)\) is the dimensionless frequency, \(\Delta = \delta^+/\delta^+\) is the Zagarola-Smith's parameter\(^{15}\), \(H = \delta^+/\theta\) is the boundary layer's shape factor, \(Ma = ue/c_0\) is the Mach number, \(C_f = \tau_w/(\rho u_c^2)\) is the friction coefficient, \(R_T = (\delta^+/ue)/(v/ue^2)\) is the time scale ratio, also known as the Reynolds number effect of the pressure spectrum\(^{19}\), and \(\beta = (\delta^+/\delta^+)\partial \rho/\partial p\) is the Clauser parameter.

Finally, it is worth noticing that the scaling laws in (8), and particularly the definition of the dimensionless frequency and the wall pressure spectra, are known to be reasonable for the low and the mid-frequency range \((\omega v/ue^2 < 100)\) but not for the higher frequency range\(^{39}\), in which a scaling based on the inner variables, i.e. \(\tilde{\omega} = \omega v/(ue^2)\), is more appropriate. Nevertheless, the lack of universal scaling for all frequencies is compensated by the Reynolds number \(R_T\), which is the ratio of the two leading time scales in the spectrum.

### III. EMPIRICAL MODELS

We now introduce various forms of Eq. (8) from five models available in the literature. These are used to benchmark the ANN model derived in this work.

#### A. Goody's ZPG model based on self-similarity

The empirical wall pressure spectra proposed by Goody\(^{19}\) was built based on the principle of scaling and self-similarity. The primary precept is that the wall pressure spectra are proportional to different scales at low and high frequencies. The low-frequency scales with outer flow variables (\(\delta^+\) and \(ue\)) and the high-frequency scales with the viscosity and inner variables (\(v\) and \(ue\)). Such scaling is similar to the two-layer scaling of turbulent boundary layer velocity profile using a viscous sublayer and a logarithmic layer\(^{16}\).

Based on this principle, Goody further extended the model of Chase and Howe\(^{18}\) to account for this outer-to-inner scaling ratio by including the Reynolds number, with the following expression:

\[
\frac{\Phi_{pp}(\omega) u_e}{\tau_w^2} = \frac{C_2(\omega \delta^+/ue)^2}{((\omega \delta^+/ue)^{0.75} + C_1)^{3.7} + (C_3(\omega \delta^+/ue)^{2})},
\]

where \(C_1 = 0.5\), \(C_2 = 3.0\), and \(C_3 = 1.1R_T^{-0.57}\) describes the effect of the Reynolds number, which these author define with respect to \(\delta^+\) and not \(\delta^+\), i.e. \(R_T\delta = (\delta^+/ue)/(v/ue^2)\). This model, tuned using the constants listed above, describes accurately wall pressure spectra beneath a turbulent boundary layer in the absence of pressure gradients, as demonstrated by Hwang\(^{20}\).

#### B. Rozenberg's extension for APG

Rozenberg et al.\(^{22}\) extended Goody's model by including the effects of adverse pressure gradients. The authors assumed...
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D. Lee’s combined model

Lee et al.24 performed an extensive comparison between all the models previously discussed, and highlighted that although each of these performed well on their training dataset, the match with other data proved to be limited. Lee et al proposed a combination of the previous models with the following modifications: i) the transition from mid to high frequencies ranges is made dependent on the pressure gradient, ii) a correction of the spectrum amplitude at low frequencies for ZPG and iii) a larger increase of the amplitude for large APGs.

\[
\Phi_{pp}(\omega)_{u_e} = \frac{B_2 \tilde{\omega}^2}{\tilde{\omega}^2 + \tilde{\omega} + (\beta + 1)Ma + (\tilde{\omega} + 3.6)\tilde{\omega}^{\frac{78}{135} + \frac{4}{5}}},
\]

The GEP approach returns a model which is structurally close to the other models described in this section in that it assumes a rational function in \(\tilde{\omega}\). However, some differences are evident at low frequencies and high frequencies. At low frequencies, the GEP model yields an asymptotic dependence as \(\tilde{\omega}^4\), instead of \(\tilde{\omega}^5\) predicted by the Kraichnan-Phillips theorem13. At high frequencies, the GEP model yields a decay as \(\tilde{\omega}^{-4.76}\) instead of the \(\tilde{\omega}^{-5}\) theoretically predicted by Blake.39

While these discrepancies might appear to violate physical models, we recall that these theoretical results are not always confirmed experimentally. For example, the theoretical slope at low frequencies has been rarely observed in wind tunnel measurements. One of the very few experimental confirmations, brought by Farabee and Casarella1, required low-speed measurements performed in a particularly quiet wind tunnel and dedicated noise cancellation techniques.19,40
The GEP somehow accounts for these effects and appears to have better predictive performances on realistic scenarios. The differences at high frequencies (\(\tilde{\omega}^{-4.76}\) instead of \(\tilde{\omega}^{-5}\)) is somewhat minor if one considers that the GEP model is the result of a pure regression, unaware of physics-based insights.

IV. EXPERIMENTAL AND NUMERICAL DATASETS USED FOR TRAINING AND VALIDATION

The dataset analyzed in this work include the experimental database by Salze et al\textsuperscript{12} on the boundary layer over a flat plate and three high-fidelity numerical simulations of the flow over a controlled diffusion (CD) airfoil, by Deuse et al\textsuperscript{35}, Hao et al\textsuperscript{43} and Christophe et al\textsuperscript{44}.

The flat plate experimental dataset from Salze et al\textsuperscript{12} includes ZPG and moderate APG and FPG conditions. The first should be suited for Goody’s model whereas the others should be within the range of validity of Lee’s or Kamruzzaman’s models.

The CD airfoil is a benchmark problem for aero-acoustic noise prediction. This airfoil is representative of engine cooling axial fans for automotive or HVAC systems. It has a 4% relative thickness and a leading-edge camber angle of 12°. In nominal operating conditions, the airfoil has a laminar boundary layer on the pressure side and a short separation bubble at the leading edge, on the suction side, followed by a reattachment and transition to a turbulent boundary layer.

In contrast with the flat plate case, the CD configuration provides a variety of conditions along the airfoil chord, as the development of the TBL continuously adapts to the local Reynolds number and pressure gradient. The TBL data have thus been extracted at a number of streamwise locations starting from the trailing edge (the relevant location for the prediction of trailing edge noise) and further upstream of it. A brief description of each dataset, as well as the precise locations at which each profiles are extracted are reported in the following subsections.

A. Salze’s flat plate TBL subjected to pressure gradients

Salze\textsuperscript{12} performed an experimental investigation of the wall pressure spectrum under moderately favourable and adverse pressure gradients in the closed test section wind tunnel of the University of Lyon. They used a rotating antenna of pinhole microphones to measure the wall pressure fluctuations and a sloped opposite wall to induce pressure gradients. All wall pressure spectra are obtained at the location of the antenna in the wind tunnel, changing the flow velocity.

The measurements of ZPG boundary layers were found close to the expected Goody model. However, only moderate effects of the pressure gradient were observed. At low frequency, the amplitude of the spectra was slightly decreased for FPG and increased for APG. As it can be observed in Fig. 2, the pressure gradients also affect the inertial slope in the mid-frequency region. At high frequency, the spectrum decays as \(\tilde{\omega}^{-5}\) for all pressure gradients.

B. Deuse’s CD airfoil TBL at 8 degrees of angle of incidence

Deuse\textsuperscript{35} performed a DNS simulation of the CD airfoil using the finite difference solver named HipSTAR. The airfoil is embedded in an infinite uniform flow at a free-stream Mach \(Ma = 0.2\) with an angle of attack of \(\alpha_e = 8°\) and a Reynolds number \(Re = 10^5\). The contour of the time-averaged static pressure field for this test case is shown in Fig. 3(a), together with the location at which the boundary layer profiles and the wall pressure spectra are sampled in this work.

The first point, from the trailing edge, is located at 2% of the chord upstream of the airfoil trailing edge. From there, the profiles are taken at steps of 5% chord lengths until 60% of the chord. Points situated further upstream are not suited for the modelling of attached TBL because the flow separates.

The velocity profiles and their associated wall pressure spectra at three selected locations (labelled with 1, 2, 3 in Fig. 3(a)) are shown in Fig. 3(c) and Fig. 3(d) respectively. The spectrum with the largest overall amplitude corresponds to the closest location to the trailing edge, and the other spectra decrease monotonously as the extraction location moves upstream. The fast-growing adverse pressure gradient explains the sharp increase of the pressure fluctuations near the trailing edge. The spectral levels also appear to be considerably larger than those obtained by Salze (Fig. 2) for more moderate adverse pressure gradients. Finally, the inertial range is not observed in this simulation because of the low Reynolds number.

C. Hao’s CD airfoil TBL at 4 degrees of effective angle of incidence

Hao\textsuperscript{43} has also used HipSTAR to perform a simulation similar to that of Deuse at \(Ma = 0.25\), and a Reynolds number of \(1.5 \times 10^5\). The sampling locations for the wall pressure fluctuations and velocity profiles are the same as in the previ-
FIG. 3: Comparison of the numerical wall pressure spectra and velocity profile extracted perpendicular to the airfoil from (a) Deuse and (b) Hao. The turbulent boundary layer velocity profiles are expressed in wall units where the dotted points correspond to the numerical points and the lines are the fit to the model in Eq. 5 using the methodology in Sec. V. Three selected averaged velocity and wall pressure profiles (labelled as 4, 5, 6 in Fig. 3(b)) are shown in Fig. 3(c) and Fig. 3(d).

Differently from Deuse\textsuperscript{15}, Hao simulated the finite dimensions of the wind tunnel jet in which the airfoil was placed in the experiments\textsuperscript{15}. Since a lifting airfoil placed in a jet induces a deflection of the stream, the practical angle of incidence of the airfoil is reduced compared to the infinite uniform flow case. An effective angle of incidence can however be estimated, which was found to be $\alpha_e = 4^\circ$ in this case. As a result, the aerodynamic loading around the airfoil is reduced compared to that of Deuse\textsuperscript{15}. This explains the lower spectral levels obtained by Hao\textsuperscript{13} as visible in Fig. 3(d). Another noticeable difference is the high-frequency hump observed for large pressure gradients. The precise mechanism leading to this high-frequency hump remains unclear, but we conjecture that it may be caused by the nearby turbulence over the pressure side or by the near wake.

D. Christophe’s CD airfoil TBL at effective angles of incidence varying between 2 and 6 degrees

Christophe\textsuperscript{14} performed six LES simulations on the CD airfoil at a free-stream Mach number of 0.05, and effective angles of incidence $\alpha_e$ varying between 2° and 6°.

The velocity and the wall pressure spectra profiles are extracted from 5% until 65%, with steps of 5%, of the chord upstream the airfoil trailing edge. This dataset, initially developed for uncertainty quantification, yields different boundary layer transitions and histories, affected by the presence and extent of the laminar separation bubble at the suction side. The wall pressure spectra were deemed reliable up to a frequency of about 4 kHz, beyond which numerical dissipation caused an artificial attenuation of the pressure levels.

E. A Note on the full dataset

The range of dimensionless numbers covered by the datasets is illustrated in Tab. I (Table II in appendix provides the exact values and Section V describes the methodology used in their computation).
The number of boundary layer profiles (and corresponding wall pressure spectra) for each test case is denoted as \( N \) in column 2. Because these datasets have vastly different sizes, their relative contribution to the training of the ANN is weighted by the weights \( W \) in column 3 (see section V B). This avoids over-representing some flow conditions or geometries that are more densely sampled. For the same reason, since the frequency resolution is not the same for all profiles, all wall pressure spectra have been re-sampled over 500 points logarithmically spaced over the frequency axis.

The combination of experimental and numerical data covers a wide range of operating conditions. For example, the experimental data cover higher Reynolds numbers \( R \) cases than the numerical simulations of the CD airfoil, but the latter offer a broader range of pressure gradients, with associated wall spectra obtained by Hao close to the trailing edge parameter \( \Pi \). The wall pressure spectra can be obtained in largely different flow conditions or geometries leading to different wall pressure spectra. This would make the problem of identifying identical boundary layer parameters leading to different wall pressure spectra. This would make the problem of identifying similar turbulent boundary layers with different wall pressure spectra. (in the higher dimensional space) and t-Student distributions (in the low dimensional space). More specifically, given \( x_i' \) and \( x_j' \) two of the \( n_p \) vectors in the original space \( \mathbb{R}^{n} \), the degree of similarity under a Gaussian distribution is

\[
q_{i,j} = q(x_i', x_j') = \frac{\exp(-||x_i - x_j||^2/(2\sigma^2))}{\sum_{k\neq i} \exp(-||x_i' - x_k'||^2/(2\sigma^2))}, \tag{9}
\]

where \( \sigma \) is a user defined parameter and assuming that both inputs have been normalized in the range [0, 1]. Hence two samples which are similar (close to each other in \( \mathbb{R}^{n} \)) leads to large \( q_{i,j} \) while samples that are largely different (far away in \( \mathbb{R}^{n} \)) leads to \( q_{i,j} \approx 0 \). The normalization in (9) allows to interpret \( q_{i,j} \) as a distribution. A similar metric \( d_i(z_i, z_j) \) is defined in the reduced space (albeit with a different distribution) and the mapping can be done in such a way that the pair-wise distances are preserved as much as possible.

We use this approach to visualize the input dataset. For a given wall pressure spectra, we map the input space for the wall pressure spectra model, i.e. \( x' = [\Delta, H, Ma, \Pi, C_f, R_T, \beta] \in \mathbb{R}^7 \), into a two-dimensional plane \( z = (z_1, z_2) \). The result is shown in Fig. 4, with different markers denoting the datasets previously introduced. The figure shows that Deuse’s and Hao’s datasets are close (according to a metric like (9)) in the input space while Salze’s is different from all the others. Christophe’s dataset covers the largest span and has conditions similar to Deuse’s (at high \( z_1 \)). This figure should be analyzed together with Fig. 5, collecting all the 117 available power spectral densities, labelled by the dataset with the same markers as in Figure 4.

The plot confirms the expectation that the wall pressure spectra in Hao and Deuse are relatively similar, given their similarity in the input space. However, their spectral amplitudes vary significantly, potentially indicating strong sensitivity to the inputs. The amplitude of the wall pressure spectra in Salze falls somewhere in between the one of Hao and Deuse despite the largely different input space. However, Salze’s wall pressure spectra differ significantly in shape since the inertial range is clearly observable contrary to the spectra obtained on the CD airfoil.

While the available dataset does not allow for assessing the well-posedness of the regression problem, it is clear that the function at hand is particularly complicated. As we could not find similar turbulent boundary layers with different wall pres-
where $\xi$ is a dummy integration variable, $\kappa$ the von Karman constant and $s$ the free parameters of this formulation. For a ZPG, setting $s = 0.001093$ and $\kappa = 0.41$ results in a velocity profile matching the classic logarithmic profile $1/\kappa \ln(y^+ + B)$ with $B = 5.0$. This formulation has the main advantage of not requiring a piece-wise definition of the law of the wall, which is also usually problematic in the buffer region $(5 \leq y^+ \leq 30)$.

To account for the pressure gradient effect, we follow Nickels’ approach and modify the von Karman constant as:

$$\frac{\kappa}{\kappa_0} = \frac{1}{\sqrt{1 + p_s^* y_c^+}}$$

(11)

where $\kappa_0 = 0.41$ is the von Karman constant for ZPG, and $y_c^+$ is the point at which the logarithm layer intersects the linear prediction in the viscous sub-layer. This quantity is also a function of the pressure gradient, and can be computed as the smallest positive root of the cubic:

$$p_s^* (y_c^+]^3 + (y_c^+)^2 - 144 = 0,$$

(12)

where $p_s^* = (\delta/\theta)\beta$ is the dimensionless pressure gradient. Combining (12)-(11), one sees that $\kappa > \kappa_0$ for APG and $\kappa < \kappa_0$ for FPG. This is consistent with what observed in this study and with the discussion on the non-universality of the von Karman coefficient by Nagib et al. These authors have also introduced an empirical relation to link $\kappa$ and $B$ in the logarithmic region ($y^+ \geq 30$) in the presence of a pressure gradient:

$$B = \frac{1.6[\exp(0.1663B) - 1]}{\kappa}.$$  

(13)

The alteration of the von Karman constant permits a better fit in the logarithmic region when a pressure gradient is present, and also influences indirectly the wake parameter $\Pi$.

The wake function $\mathcal{W}(\eta)$ in Eq. (5) used in this work is the one proposed by Chauhan:

$$\mathcal{W}(\eta) = \frac{1 - \exp\left( -0.25(5a_2 + 6a_3 + 7a_4)\eta^3 + a_3\eta^3 + a_4\eta^3 + a_5\eta^3 \right)}{1 - \exp\left( -0.25(a_2 + 2a_3 + 3a_4) \right)} \times \left( 1 - \frac{1}{2H} \ln(\eta) \right).$$

(14)
where \( a_2 = 132.84, a_3 = -166.2, a_4 = 71.91 \) ensure a continuous slope at the edge of the wake region. The wake parameter can be identified by noticing that the normalizing condition imposes \( \mathcal{W}(1) = 2 \) and thus at the edge of the boundary layer one has

\[
\frac{u_e}{u_\tau} = \frac{1}{\kappa} \ln \left( \frac{\delta u_\tau}{\nu} \right) + B + \frac{2\Pi}{\kappa}.
\] (15)

Combining the equations introduced thus far (cf. Figure 6), it is possible to set up a regression problem in which the friction velocity \( u_e \) and the wake parameter \( \Pi \) are the ones that allows minimizing the loss function

\[
J(u_\tau, \Pi) = ||u^+(y^+) - \tilde{u}^+(y^+)||_2
\] (16)

where \( ||\cdot||_2 \) is the \( l_2 \) error, \( u^+(y^+) \) is the available data and \( \tilde{u}^+(y^+) \) is the model prediction.

An example of boundary layer velocity profile in presence of pressure gradient is shown in Fig. 7, considering a test case with a strong pressure gradient \( \beta = 5.93 \) from Hao at 2\% chord upstream the the airfoil trailing edge (position no 4 in Fig. 3). The proposed optimization loop leads to \( u_\tau = \)

2.37 m/s and \( \Pi = 2.26 \), producing an excellent match with the available data. For completeness, the figure also reports the prediction of a classic piece-wise linear-logarithmic model and Musker’s model in (10) with \( \kappa = 0.25 \) and \( B = -0.6 \). The classic piece-wise linear-logarithmic model is unable to match the correct slope in the logarithmic region while the Musker law modified with the pressure gradient correction from (13) and (11) provides an excellent match with the data.

### B. The Artificial Neural Network (ANN)

ANNs are distributed architecture of simple computational units\(^{19}\), called neurons, connected in layers as shown in Fig. 8. These architectures provide a parametric function \( y = f(x, w, b) \) mapping an input \( x \in \mathbb{R}^n \) to an output \( y \in \mathbb{R}^m \) according to a set of parameters called weights \( w \in \mathbb{R}^{mw} \) and biases \( b \in \mathbb{R}^{m_0} \). In the simplest configuration used in this work, namely a fully connected feed-forward network, this function is defined in a recursive way, such that the output of each layer is the input of the following. Specifically, given \( y^{(l)} \in \mathbb{R}^{m_l} \) the output of a layer containing \( n_l \) neurons, the output of the following layer is

\[
y^{(l+1)} = \sigma^{(l+1)}(z^{(l+1)}),
\] (17)

with

\[
z^{(l+1)} = W^{(l)} y^{(l)} + b^{(l+1)},
\] (18)

and \( \sigma^{(l+1)}() \) the activation function at layer \((l + 1)\), \( W^{(l)} \in \mathbb{R}^{m_{l+1} \times n_l} \) the matrix of weights connecting the \( n_l \) neurons in layer \( l \) to the \( n_{l+1} \) neurons in layer \( l + 1 \) and \( b^{(l+1)} \in \mathbb{R}^{m_{l+1}} \).
the vector of biases at layer $l + 1$. The input and outputs of the ANN are, respectively, the input of the first layer and the output of the last one.

$$
y'_{l+1} = \sigma \left( \sum w_i' y_i' + b' \right)
$$

FIG. 8: Example of Neural network architecture and activation function.

ANNs are known as universal function approximators because they can approximate any function if a sufficiently large number of neurons and layers is used. In this work, the ANN is called to approximate eq. (8), hence the input vector is $x = [\theta, \Delta H, Ma, \Pi, C_f, R_T, \beta] \in \mathbb{R}^8$ and the output is the scalar $y = 10 \log_{10} (\Phi_{pple} / c^2 \delta^3) \in \mathbb{R}$ which expresses the dimensionless wall pressure spectra in Decibel per Hertz. The training of the ANN consists in determining the set of weights $w = (W^{(1)}, \ldots W^{(n_L)})$ and biases $b = (b^{(1)}, \ldots b^{(n_L)})$, with $n_L$ the total number of layers, such that a loss function measuring the error in the prediction over the available data is minimized. In this work, the loss function is taken as the weighted mean square error on the logarithmic values ($lMSE$):

$$
lMSE(w, b) = \frac{1}{N} \sum_{i=1}^{N} W_i \left( y_i - y_i'(w, b) \right)^2
$$

where $y_i'(w, b)$ is the prediction of the ANN for the $i$-th sample, $y_i$ is the $i$-th available data point and $W_i$ is the weight (shown also in table I) of each data point. These weights are chosen to give equal importance to the four available datasets despite their widely different sizes. In the machine learning literature, this is a common approach when dealing with datasets in which some classes or some portions of the sample space is more present than others in the training data.

The training of the network was carried out using Nadam optimizer with a learning rate of $10^{-4}$. This is a variant of the stochastic gradient descent which uses inertia during the descent and the classic back-propagation algorithm to compute the gradient of the loss function with respect to the ANN parameters. Following a mini-batch approach, the gradient of the loss function is computed on a batch of $n_B = 32$ randomly chosen training sample.

During the training, the dataset is split into training data (80%) and validation data (20%). The IMSE in the first drives the optimization (training), while the IMSE in the second allows for identifying the stopping point using the early stopping approach. This stops the training when the validation error stops decreasing within a user-defined tolerance. In addition, six profiles were removed from the dataset and used as testing data to assess the ANN’s ability to generalize beyond the training data. The performances of the ANN on these profiles is illustrated in Sec. VI.

Fig. 9 shows a typical learning curve for the ANNs used in this work. These have four layers between the input and outputs. The first is a normalization layer that scales the inputs using their mean and standard deviation, as this helps to stabilize and accelerate the learning process. The remaining layers are fully connected with $n_N = 10$ neurons and Selu activation functions, as recommended with normalized inputs.

The proposed architecture resulted as the most appropriate compromise between model complexity and accuracy. Considering layers of equal size ($n^{(l)} = n^{(2)} = \cdots = n_N$), we performed a sensitivity study testing different combinations of $n_N$ and $n_L$. For each combination, an ANN was trained and a performance measure was defined as

$$
P(n_N, n_L) = lMSE + 0.01 ||(w, b)||_F
$$

where $|| (w, b) ||_F$ is the Frobenious norm of the weights and biases in the network. This term acts as a regularization by penalizing solutions with large weights. The analysis shows that different architectures lead to comparable performances on the available data as long as they include sufficient parameters. However, increasing the number of layers and nodes increases the computational cost and the chances of overfitting the data, causing poor generalization. Similar performances could be obtained by ANNs with either $n_L = 2$ with $n_N = 15$ to 24 or $n_L = 3$ layers with $n_N = 10$ to 20 (Fig. 10). Among these, the option with fewer number of weight and biases was favoured, leading to $n_L = 3$ and $n_N = 10$. 
The ANN uncertainties

We estimate the uncertainties of the ANN model using an ensemble learning approach. The focus is placed on the model (epistemic) uncertainties, as these allow quantifying the performances of the ANN in relation to the available data. The epistemic uncertainties are linked to the uncertain determination of the ANN’s weight and biases. We are here interested in their impact on the model predictions, especially in regions of the input space that have not been sampled adequately. Besides providing confidence intervals, these allow unveiling regions of the input space that lack training data.

The ensemble approach implemented in this work (see also Lee et al. and Lakshminarayanan et al.) consists in training an ensemble of $n_E = 100$ versions of the same ANN. These networks are trained on the same dataset of 111 profiles (having removed 6 for testing purposes), but differ because of the different (random) initialization of weight and biases and because of the inherent stochasticity of the training process. Each network is trained with a different (random) splitting between training and validation data (80% and 20% respectively) and different (random) batch selection during the computation of the loss function gradients.

For a given input vector $x = [\delta, \Delta, H, Ma, \Pi, C_f, R_T, \beta] \in \mathbb{R}^8$, given $y^{A,j}$ the prediction of the $j$th ANN, the ensemble prediction and variance are given as

$$\mu_e(x) = \mathbb{E}_{\sim E} \{ y^{A,j} \} \quad \text{and} \quad \sigma^2_e(x) = \mathbb{E}_{\sim E} \{ (y^{A,j} - \mu_e)^2 \},$$

where $\mathbb{E}_{\sim E}$ is the expectation operator over the ensemble of networks. These contributions are function of the inputs and one would expect $\sigma_e(x)$ to be large for $x$ in poorly sampled regions.

As a simple model for the aleatory uncertainty, we consider a symmetric distribution centered in the ensemble mean. Therefore, assuming that the minimization of the IMSE in (19) during the training ensures a symmetric distribution of the errors, the aleatory contribution to the uncertainty is constant for the entire input space and can be estimated as

$$\sigma^2_a = \mathbb{E}_{\sim E} \{ \text{IMSE}_j \}. \quad (22)$$

This estimate is optimistically biased because it assumes that the training data is rich enough to have converged statistics and assumes that the same statistics hold outside the training range. Nevertheless, this simple estimate fits the purpose of providing a first glance at the ANN predictive capabilities and succeeds in providing confidence intervals that accommodate the training, the validation, and the test data.

The standard deviation due to the aleatory contribution was found to be equal to 0.54 dB/Hz. This is the irreducible uncertainty of the data (due to measurements or numerical uncertainties) which would, in principle, remain unvaried even if the training of the network is enriched with more profiles.

Assuming that these contributions are independent, the standard deviation in the prediction is thus $\sigma_p = \sqrt{\sigma^2_e + \sigma^2_a}$. Taking a 95% confidence interval for the prediction, the uncertainty intervals can be taken as $\mu_p \pm 1.96\sigma_p$.

VI. RESULTS AND DISCUSSION

A. Model Accuracy

We provide a global performance score to all models discussed in Section III, and the new ANN model, on the available data. This score is defined as the average IMSE from (19) over whole dataset. The global performance of all models is illustrated in Figure 11. A figure plots the prediction versus the available data for each model, and the caption reports the average IMSE error. The markers in the figure distinguish datasets in ZPG, APG and FPG.

Because of its inability to account for pressure gradients, Goody’s model performs poorly in terms of global performance (average $l\text{MSE} = 90.12$ dB/Hz) despite the excellent predictions for the ZPG conditions. More surprisingly, Kamruzzaman’s model yields the largest errors (average $l\text{MSE} = 160.98$ dB/Hz) despite being designed to account for pressure gradients, and having been shown to match well with Kamruzzaman’s own experimental data. This discrepancy was also pointed out by Lee et al. for both the CD airfoil and flat plate boundary layers.

Rosenberg’s (average $l\text{MSE} = 76.14$ dB/Hz) and Lee’s (average $l\text{MSE} = 74.89$ dB/Hz) models yield similar global performances, gaining 20% global IMSE over Goody’s model. Much of the gain is observed in cases in APG. Their similar performance could also be partially attributed to the dataset used in this work: both of these models were calibrated to give similar predictions on the CD airfoil, but Lee’s model was extended to account for various other cases that are not featured in the dataset collected in this work.

A further tangible improvement is obtained by Dominique’s GEP model (average $l\text{MSE} = 59.46$ dB/Hz), which performs better than the previous ones in both APG and FPG. Although this model has the same architecture as the previous models...
(a) Goody lMSE = 90.12 dB/Hz
(b) Kamruzzaman lMSE = 160.98 dB/Hz
(c) Rozenberg lMSE = 76.14 dB/Hz
(d) Lee lMSE = 74.89 dB/Hz
(e) Dominique lMSE = 59.46 dB/Hz
(f) ANN lMSE = 0.88 dB/Hz

FIG. 11: Global performance of the empirical models discussed in Sec III, on the dataset presented in Sec. IV. The markers are • for ZPG, • for FPG and • for APG, regardless of the dataset. For plotting purposes, only one point every ten is shown.

(a rational function in $\tilde{\omega}$), it accounts differently for pressure gradients (through $\beta$), introduces a function of $C_f$ and is independent of $\Pi$. The performance in APG conditions, however, remains limited.

Finally, the ANN’s model shows a ten-fold gain in performance (average $lMSE = 0.88$ dB/Hz) over the full range of conditions in the dataset. This shows the strength of the ANN as universal function approximator and offers some insights on the wall-pressure modeling problem: the success of the ANN model is reasonably explained by the fact that its functional relation is far more complex than the rational function assumed by all the other models. On the one hand, one might thus wonder whether the balance between model complexity and prediction performances should move the modeller’s ingenuity beyond rational functionals. On the other hand, the comparatively poorer performances of the previous models, especially if compared to their performances on the data from which they were derived, shows that the dataset used in this work might not be sufficiently large and diverse to develop the most general ANN-based wall pressure spectra model. Nevertheless, the methodology described in this work could be easily extended, and the promising predictive capabilities of the ANN could be improved with more data.

We now move to the generalization capabilities of the ANN by testing it on the six profiles that were left out of the training. These were selected from all the available datasets and include one case in ZPG from Salze and five cases in APG, as these proved to be the most difficult to predict. The results are shown in Figure 12, with the caption recalling the dataset from which they are sampled and the input parameters. The prediction of all models is shown in the figure together with the ensemble mean prediction and confidence intervals for the ANNs.

For the first profile in 12a, in ZPG, all models yield good predictions except for Kamruzzaman’s model. This model misses the roll-off high-frequency point, presumably because of its different dependency on the Reynolds number. The ANN provides an excellent fit within its training frequency range, but departs from the data and from Goody’s model at both high and low frequencies. As expected, Rozenberg’s closely match Goody’s model in this condition, but both models slightly overpredict Salze’s data at low frequencies. The models of Lee and Dominique also match closely Goody’s model prediction while providing a better fit at low frequencies.

Large uncertainty band are observed for the ANN for some conditions, e.g. for $\omega \delta^*/u_c > 25$ in ZPG. They can be explained by the lack of training data. In these cases, the ANN
(a) Salze’s case with ZPG at $u_e = 45\text{m/s}$ ($\beta = 0.0$, $R_T = 13.11$, $C_f = 2.64 \times 10^{-3}$, $\Pi = 0.47$, $H = 1.32$, $\Delta = 7.8$, $Ma = 0.133$)

(b) Deuse’s case with APG at $x_c = 0.02$ ($\beta = 15.59$, $R_T = 2.58$, $C_f = 1.02 \times 10^{-3}$, $\Pi = 2.26$, $H = 2.12$, $\Delta = 3.1$, $Ma = 0.211$)

(c) Hao’s case with APG at $x_c = 0.02$ ($\beta = 5.93$, $R_T = 1.85$, $C_f = 1.34 \times 10^{-3}$, $\Pi = 2.26$, $H = 2.15$, $\Delta = 2.8$, $Ma = 0.267$)

(d) Christophe’s case with APG at $x_c = 0.05$ ($\beta = 6.32$, $R_T = X.306$, $C_f = 2.02 \times 10^{-3}$, $\Pi = 1.28$, $H = 1.82$, $\Delta = 3.7$, $Ma = 0.049$)

(e) Christophe’s case with APG at $x_c = 0.2$ ($\beta = 3.79$, $R_T = 3.47$, $C_f = 3.13 \times 10^{-3}$, $\Pi = 0.53$, $H = 1.56$, $\Delta = 5.0$, $Ma = 0.053$)

(f) Christophe’s case with APG at $x_c = 0.10$ ($\beta = 3.37$, $R_T = 2.33$, $C_f = 2.52 \times 10^{-3}$, $\Pi = 1.13$, $H = 1.77$, $\Delta = 3.8$, $Ma = 0.051$)

FIG. 12: Prediction of the ANN ensemble $\mu_\nu(x)$ form (21), with confidence intervals $\mu \pm 1.96\sigma(x)$, and comparison with selected semi-empirical models from Sec. III on the testing data.
FIG. 13: Neural network uncertainties and average sensitivity via ensemble learning. For each combination of boundary layer parameters used as input, the contour map show the global measure of confidence $\mathcal{C}(x')$ from (23), varying only two parameters and keeping the others at their average value. The red dots are the training points from the database. The diagonal shows the average sensitivity $S_{x_i}$ from (24) with respect to the input parameter $x_i$, as a function of the dimensionless frequency $\tilde{\omega}$. The line with $S_{x_i} = 0$ is highlighted in black for plotting purposes.

Predictions are biased by the few profiles that include data in this frequency range. These are the profiles from Hao (see also Fig. 12c), which are in APG conditions and feature a steeper decay.

The extrapolation problem is less severe for Dominique’s GEP model because its rational function form keeps the expected trends outside the training range. The trade-off between model complexity and model performance is a classic problem in the machine learning literature and its resolution for wall pressure spectra modelling requires a larger dataset. This suggests a possible hybrid approach where the rational function remains imposed, and the ANN is used to predict the necessary coefficients.

The complexity of the ANN model pays off in the APG conditions, as clearly shown by the test case from Deuse’s (Fig. 12b) and Hao’s datasets (Fig. 12c). These are the test cases for which data is available at the highest frequencies and exhibit wall pressure spectra that rational functions don’t seem to describe well. This is particularly true for the test case in Hao’s datasets (Fig. 12c), characterized by a hump at high frequencies. Although the prediction of Lee’s model shows a remarkable agreement with the data, the ANN is the only model capable of predicting such a trend. The same conclusions hold for the test case in Deuse’s dataset (Fig. 12b), which also feature a gentle change in the slope of the power spectra at $\tilde{\omega} \approx 10$. In this case, Lee’s model is less accu-
rate, and the ANN approach largely outperforms all empirical models.

Due to the lack of high-frequency data in Christophe’s strong APG database, the ANN is asked to extrapolate over a significant frequency range to predict those spectra. Relatively large uncertainty bands are indeed observed above \( \tilde{\omega} \approx 4 \). Such extrapolation seems to be in reasonable agreement with the empirical models for the test case in 12e but not for the ones in Figs 12d and 12f. On the other hand, the accuracy at the lowest frequency is remarkable and unmatched by the any of the semi-empirical models.

Finally, most of the points in the test set fall within the ANN confidence intervals. This validates the ensemble methodology for uncertainty quantification.

**B. Uncertainties and Sensitivities**

We analyze the confidence intervals and the sensitivity of the ANN ensemble over the full range of available data. The goal was to identify regions where additional data would be mostly beneficial to improve the model and to analyze the sensitivity of the confidence bounds to the input parameters.

Let \( \sigma_E(x', \tilde{\omega}) \) be the standard deviation of the ANN ensemble from (21), as a function of the dimensionless frequency \( \tilde{\omega} \), for a given input in \( x' = [\Delta, Ma, \Pi, C_J, R_T, \beta] \). Let \([\omega_1, \omega_2]\) be the largest range of available dimensionless frequencies, which in this work is \([0.01, 0.35]\). For every input \( x' \), we define a global measure of confidence as

\[
\mathcal{C}(x') = \frac{1}{\bar{\tilde{\omega}} - \underline{\tilde{\omega}}} \int_{\underline{\tilde{\omega}}}^{\bar{\tilde{\omega}}} \sigma_E(x', \tilde{\omega}) d\tilde{\omega}. \tag{23}
\]

The contour-plot of the confidence measure \( \mathcal{C} \) is shown in Figure 13 in the form of a scatter matrix on the planes defined by pairs of inputs (e.g. \( \Delta \) versus \( Ma \), \( \delta^* \) versus \( \Pi \), etc.). The contour plot shows the value of \( \mathcal{C} \) together with the available data, shown as a scatter plot.

The diagonal of the scatter matrix shows the averaged sensitivity to each input parameter as a function of the dimensionless frequency \( \tilde{\omega} \). In other words, given \( y = 10\log_{10}(\Phi_{yy}(\tilde{\omega}, x)) \) the output of the ANNs for an input \( x' \) and a frequency \( \tilde{\omega} \), the global (averaged) ensemble sensitivity is defined as

\[
\mathcal{S}_{x'_i}(\tilde{\omega}) = \mathbb{E}_{x' \sim X} \{ \partial_{x'_i}y \}, \tag{24}
\]

where the expectation is computed over both the ensemble \( E \) and the full dataset \( X \) and the partial derivative \( \partial_{x'_i}y \) with respect to the input \( x'_i \) is computed analytically via backpropagation.

The contour plots confirm high uncertainty in regions lacking data. The region of highest uncertainties are observed at large \( R_T \), large \( \beta \) and low \( \Delta \). Of these three parameters, the uncertainties grow more significantly with decreasing \( \Delta \). The figures in the diagonal show that this last parameter has a strong impact at low frequency, while others, such as \( Ma \) and \( R_T \), mostly play at high frequencies. It is worth noticing that the averaged value of the derivative with respect to \( R_T \) is \( \partial_{\delta_T}y \approx 3.5 \) at high frequencies, in agreement with the expected dependency of the Reynolds number in Goody’s model which should averaged at 4.0. Moreover, the averaged sensitivity \( \mathcal{S}_{x'_i}(\tilde{\omega}) \) is always positive for \( x'_i = \Pi, R_T, \beta \) as it is the case in other empirical models, while the sensitivity changes sign for \( x'_i = C_J, Ma \).

Some of the regions of high uncertainties (e.g. large \( R_T \sim 20 \) and \( \beta \sim 10 \)) are unexplored territory for which data would be particularly valuable in improving the model performances. Others are less interesting because physically inaccessible due to the correlation between inputs. For example, the plane \( \Pi - \Delta \) reveals a strong correlation between these two variables, and an apparent impossibility for the boundary layer to exhibit high values for both simultaneously. The corresponding region of high uncertainty is thus not a concern. Strongly correlated variables were used in this work as a way to increase the predictive capabilities of the model. This is the case for example of \( \Delta \) and \( \Pi \), which contains the parameters \( \delta, \delta^*, \) and \( \theta \). These are almost linearly correlated in the training data used in this work, as shown by the scatter plot in Figure 14 together with the contour of \( \mathcal{C} \). Therefore, the regions of high uncertainties in this plot do not seem physically accessible. At least within the range of parameters investigated, one might consider removing one of those two parameters in future modeling efforts.

![FIG. 14: Correlation between the variables δ, δ* and θ. The red dots are the training points from the database. The contour plots display display the global measure of confidence \( \mathcal{C}(x') \) from (23) for \( \delta^* / \delta \) and \( \theta / \delta \), while the others parameters are fixed to their mean averaged value.](image)

**VII. CONCLUSION**

Existing semi-empirical models fail to predict wall pressure spectra for strong adverse pressure gradients, and data-driven models such as neural networks offer an attractive alternative. The artificial neural network is trained on a dataset constituted of three high-fidelity numerical simulations on the
CD-airfoil and one set of experimental measurements on a flat plate boundary layer. The methodology used to extract the relevant boundary layer parameters required by the model was extended to account for large pressure gradients encountered in industrial applications and the CD-airfoil simulations. The neural network constructed in this work provided a significant improvement over the other existing models in those conditions. Finally, we investigated the uncertainties of the neural network predictions and the sensitivity to its inputs using an ensemble approach. Those allow for identifying regions where new training data would be most beneficial to the model’s accuracy.

In contrast with semi-empirical models assuming a functional dependence (in this instance, a ratio of polynomials), which can filter out outliers to some extent, data-driven methods rely entirely on the quality of their inputs. Therefore, an elaborate methodology has been necessary for computing the parameters of boundary layers subjected to an adverse pressure gradient. This method is based on the theoretical developments of Nickles and Nagib, about the non-universality of the von Karman coefficient. This procedure showed that the pressure gradient strongly impacts the von Karman coefficients of the log law. We accounted for these changes while computing the boundary layer parameters for three high-fidelity numerical simulations on the CD-airfoil and one set of experimental measurements on a flat plate boundary layer.

Methods for data-driven regression such as genetic programming and neural network allow for deriving complex nonlinear functions from data but require an appropriate set of input parameters. A dimensional analysis using the Buckingham-Pi theorem yielded a set of eight dimensionless numbers to model the wall pressure spectra. We verified that this set of parameters was sufficient to model the present dataset using a manifold mapping approach for dimensionality reduction. We observed that the available dataset doesn’t contain samples with identical boundary layer parameters leading to different wall pressure spectra. While exploring the dataset, we observed a clear correlation between the Zagarola-Smits’s parameter $\Delta$ and the shape factor $H$. If this correlation proved true on extended data, this suggests that both those parameters are unnecessary, and we could consider removing one.

The database investigated in this work provides a thorough investigation for the CD airfoil under a broad range of inflow parameters, including many strong adverse pressure gradient boundary layers. Among all the empirical models presented in this work, Lee’s and Rozenberg’s model provided the best match to the data. However, even those model tends to underpredict the exact amplitude of the spectra by 5 to 10 dB/Hz. Dominique’s data-driven model using GEP slightly improves over Lee’s predictions in some cases, but this improvement is not consistent for all turbulent boundary layers. In addition, it does not capture the correct roll-off frequency for the transition toward the high-frequency spectral decay. The imperfections of the GEP model are the result of the convergence difficulties of Genetic programming approaches when the parameter space formed by the number of operators and input functions becomes too large.

The neural network constructed in this work provided a significant improvement over the other models, with accurate predictions globally within $\pm 1$ dB/Hz accuracy for the different flow cases. However, the model tends to feature a steeper decay at high frequencies due to the limited training data.

An analysis of the uncertainties through ensemble learning highlighted the lack of data for large pressure gradients and medium to large Reynolds numbers or low Zagarola-Smits’s parameter. This caused an increase in the model uncertainty for such flow configurations and indicated this area of parameters as a promising region for additional data in the future. In addition, different airfoil geometries should be added to the dataset as it is currently mainly composed of simulations over the CD airfoil.

The authors conjecture that this approach could be extended to a broader range of boundary layer parameters without additional modifications in the long term. This would make a great tool to propose models that perform well on a larger dataset, including different physical assumptions (e.g. pressure gradient, compressibility effects, etc.) without requiring additional effort on the methodology front.
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Neural Networks for wall pressure spectral models

| Name                          | Symbol | Definition |
|-------------------------------|--------|------------|
| equilibrium velocity          | $u_e$  | Maximum (pseudo) velocity |
| boundary layer thickness      | $\delta$ | $y/u = 0.99 u_e$ |
| displacement thickness        | $\delta^*$ | Eq. 4 a |
| momentum thickness            | $\theta$  | Eq. 4 b |
| viscous length scale          | $\delta_v$ | $v/\nu z$ |
| density                       | $\rho$  | Ideal gas law |
| viscosity                     | $\nu$  | Sutherland’s law |
| wall shear stress             | $\tau_w$ | $\rho u_e^2$ |
| friction velocity             | $u_f$  | $\tau_w/\rho u_e^2$ |
| speed of sound                | $c_0$  | $343$ m/s |
| wake parameter                | $\Pi$  | Eq. 15 |
| normalize frequency           | $\bar{\delta}$ | $\omega \bar{\delta}/\nu$ |
| shape factor                  | $H$    | $\delta^*/\bar{\delta}$ |
| Zagarola-Smith’s parameter    | $\Delta$ | $\delta^*/\bar{\delta}$ |
| Mach number                   | $M$    | $u_e/c_0$ |
| friction coefficient          | $C_f$  | $\tau_w/\rho u_e^2$ |
| Reynolds number               | $R_T$  | $(\delta^*/u_e)/(v/\nu^2)$ |
| Clauser parameter             | $\beta$ | $(\theta/\tau_w)^{1/2} \partial \bar{\delta}/\partial x$ |
| wall unit velocity            | $u^+$  | $u/\nu_{tt}$ |
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