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ABSTRACT

A variety of observations now indicate that intergalactic helium was fully ionized by $z \sim 3$. The most recent measurements of the high-redshift quasar luminosity function imply that these sources had produced at least $\sim$2.5 ionizing photons per helium atom by that time, consistent with a picture in which the known quasar population drives He II reionization. Here we describe the distribution of ionized and neutral helium gas during this era. Because the sources were rare and bright (with the photon budget dominated by quasars with luminosities $L \gtrsim L_\ast$), random fluctuations in the quasar population determined the morphology of ionized gas when the global ionized fraction $\bar{x}_i$ was small, with the typical radius $R_c$ of a He II bubble $\sim 15$–20 comoving Mpc. Only when $\bar{x}_i \gtrsim 0.5$ did the large-scale clustering of the quasars drive the characteristic size of ionized regions above this value. Still later, when $\bar{x}_i \gtrsim 0.75$, most ionizing photons were consumed by dense, recombining systems before they reached the edge of their source’s ionized surroundings, halting the bubble growth when $R_c \sim 35$–40 Mpc. These phases are qualitatively similar to those in hydrogen reionization, but the rarity of the sources makes the early stochastic phase much more important. Moreover, the well-known characteristics of the $z = 3$ intergalactic medium allow a much more robust description of the late phase in which recombinations dominate.
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1. INTRODUCTION

For most of the universe’s history, the intergalactic medium (IGM) evolved rather slowly and smoothly. But there were two major exceptions: the reionization of hydrogen (at $z \gtrsim 6$) and of helium (at $z \sim 3$). Recently, hydrogen reionization has received a great deal of attention in both the observational and theoretical communities (see, e.g., reviews by Barkana & Loeb 2001; Ciardi & Ferrara 2005; Fan et al. 2006a; Furlanetto et al. 2006b). Helium reionization has received less attention, especially from theorists, but has actually been more accessible observationally and has important ramifications for quasar populations, galaxy formation, and the structure of the IGM itself.

Because He II has an ionization potential of 54.4 eV, the relatively soft photons produced by (known populations of) hot stars do not ionize it to any large degree (they can, on the other hand, singly ionize helium along with hydrogen). As a result, helium remained singly ionized until the quasar population built up in sufficient numbers: quasars have hard spectra, with luminosity densities $L_{\text{bol}} \propto \nu^{-1.6}$ (Telfer et al. 2002) and can produce enough photons to complete the reionization process by $z \sim 3$ (Sokasian et al. 2002; Wyithe & Loeb 2003; Gleser et al. 2005).

Observations do indeed point to helium reionization at $z \sim 3$. The strongest evidence comes from far-ultraviolet spectra of the He II Ly$\alpha$ forest along the lines of sight to several bright quasars at $z \sim 3$; the observed wavelength of such an absorption system is $\lambda = 304(1 + z) \mu$m. First suggested as a probe of the low-density IGM (Miralda-Escude 1993; Giroux et al. 1995; Miralda-Escude et al. 1996; Croft et al. 1997), the He II forest has also proven to be a powerful probe of reionization and of the background radiation field (Fardal et al. 1998). For our purposes, the most important point is that the apparent He II optical depth decreases rapidly at $z \sim 2.9$, with a spread of $\Delta z \approx 0.1$ along different lines of sight (Jakobsen et al. 1994; Davidsen et al. 1996; Anderson et al. 1999; Heap et al. 2000; Smette et al. 2002; Zheng et al. 2004a; Reimers et al. 2005, 2006; Fechner et al. 2006). This apparent transition is analogous to the rapidly increasing H i optical depth observed at $z \sim 6$ and usually attributed to reionization (Fan et al. 2001, 2006b, but see Becker et al. 2007 for a different interpretation). Although appropriate lines of sight are rare (they require a bright quasar with no intervening Lyman limit absorbers that attenuate the far-UV flux), recent large-scale surveys such as SDSS have opened up many more targets (e.g., Zheng et al. 2004a).

We may thus be able to observe the helium reionization era in detail. Particularly interesting are the large opacity fluctuations observed along several lines of sight (Anderson et al. 1999; Heap et al. 2000; Smette et al. 2002; Reimers et al. 2005). At least one of these coincides with a nearby quasar (Dobrzycki & Bechtold 1991; Jakobsen et al. 2003). This illustrates a crucial advantage of studying helium reionization over hydrogen: we understand the $z \sim 3$ universe much better than the $z \sim 6$ universe, in terms of the ionizing sources, the IGM, and other galaxies. We can thus provide much sharper tests of reionization models.

There are several other indirect lines of evidence for helium reionization at $z \sim 3$, although in each case they are controversial. Helium reionization should at least double the IGM temperature. Schaye et al. (2000) detected a sudden increase in the IGM temperature at $z \sim 3.3$ by examining the Doppler widths of H i Ly$\alpha$ forest lines (see also Schaye et al. 1999; Theuns et al. 2002b); at about the same time, the equation of state of the IGM also appears to become nearly isothermal, another indication of recent reionization (Schaye et al. 2000; Ricotti et al. 2000). However, temperature measurements via the Ly$\alpha$ forest flux power spectrum show no evidence for any sudden change, although the errors are rather large (Zaldarriaga et al. 2001; Viel et al. 2004; McDonald et al. 2006). Recent models of the helium reionization process predict sudden jumps in the temperature as measured by the Schaye et al. (2000) method, although with somewhat smaller magnitudes, along with smoother evolution in the mean temperature, which...
may help to resolve the controversy (Gleser et al. 2005; Furlanetto & Oh 2008).

Such a temperature jump should also decrease the recombination rate of hydrogen, thereby decreasing the H i opacity (Theuns et al. 2002a). Bernardi et al. (2003) detected such a jump at \( z \sim 3.2 \) in a large sample of SDSS spectra; however, McDonald et al. (2006) found no such feature with similar data and precision. Most recently, Faucher-Giguère et al. (2008) studied a sample of high-resolution Ly{\alpha} forest spectra and found a feature nearly identical to that in Bernardi et al. (2003).

Finally, one would also expect the (average) metagalactic ionizing background to harden as helium is reionized, because the IGM would become transparent to high-energy photons. This should manifest itself in the He ii/H i ratio (as possibly observed along one line of sight; Heap et al. 2000) and also in optical spectra. In particular, the ionization potentials of Si iv and C iv straddle that of He ii, so their ratio should evolve during helium reionization. Songaila (1998, 2005) found a break in their ratio at \( z \sim 3 \); modeling of the ionizing background from optically thin and optically thick metal line systems also shows a significant hardening at \( z \sim 3 \) (Vladilo et al. 2003; Agafonova et al. 2005, 2007). However, other data of comparable quality show no evidence for rapid evolution (Kim et al. 2002; Aguirre et al. 2004). This approach is made more difficult by the large fluctuations in the He ii/H i ratio even after helium reionization is complete (Shull et al. 2004).

Despite this wealth of (often controversial) data, helium reionization has received relatively little theoretical attention. There have been a few attempts to estimate the evolution of the globally averaged He ii fraction with redshift, given models for the ionizing sources as input (e.g., Wyithe & Loeb 2003). There has also been one numerical simulation of helium reionization (Sokasian et al. 2002), which confirmed that quasars provided enough photons to complete the process at \( z \sim 3-4 \) and that the evolving opacity of the He ii Ly{\alpha} forest was consistent with the tail end of reionization. Most recently, Genser et al. (2005) used a semianalytic Monte Carlo model to examine both the optical depth and temperature evolution in the context of helium reionization. However, there have been no efforts to understand the fundamental question of how the ionized and neutral gas are organized in the IGM (the “morphology” of reionization), which provides the overall paradigm in which observations must be interpreted.

On the other hand, in the past several years hydrogen reionization has received an enormous amount of theoretical attention, including both analytic models and simulations (see Furlanetto et al. 2006b, for a recent summary). In particular, we now appreciate the importance of source clustering for reionization, which makes the process inhomogeneous on extremely large scales (\( \gtrsim 10 \) Mpc) and substantially affects the interpretation of many observables (Barkana & Loeb 2004; Furlanetto et al. 2004a, hereafter FZH04a). The purpose of this paper is to apply the simplest of these models to the helium reionization epoch as a first step toward understanding the large-scale inhomogeneity of the process. In particular, we will describe three distinct stages in the evolution of the morphology, and we will emphasize the similarities and differences in the two eras. We base our models on FZH04a and Furlanetto & Oh (2005, hereafter FO05).

This paper is organized as follows. We begin in § 2 by considering simple reionization histories. We then describe stochastic and clustering-driven models for the bubble sizes in §§ 3 and 4, respectively. We next consider the role of inhomogeneous recombinations in § 5. Finally, we conclude in § 6.

In our numerical calculations, we assume a cosmology with \( \Omega_m = 0.26, \Omega_{\Lambda} = 0.74, \Omega_b = 0.044, H = 100 h \) km s\(^{-1}\) Mpc\(^{-1}\) (with \( h = 0.74 \)), \( n = 0.95 \), and \( \sigma_8 = 0.8 \), consistent with the most recent measurements (Spergel et al. 2007). Unless otherwise specified, we use comoving units for all distances.

## 2. THE REIONIZATION HISTORY

### 2.1. An Empirical Model

We first consider how the globally averaged He ii fraction, \( \bar{x}_i \), evolves with redshift. To begin, we will assume that quasars drive the reionization process. In that case, the key empirical input to our model is the quasar luminosity function. We use the recent estimate of the bolometric luminosity function over a broad range of redshifts from Hopkins et al. (2007c), who convert to a B-band luminosity function using the observed column density distribution of quasars selected in the X-ray (thus accounting for obscured sources). The distribution of B-band luminosities \( L_B \) (which we define to be \( L_B \) evaluated at 4400 \( \AA \), the center of the B band)\(^3\) is shown on the left of Figure 1 for \( z = 3, 4, 5, \) and 6, from top to bottom. Here \( d\Phi/d \log L_B \) is the number density of quasars per logarithmic interval in luminosity.

The Hopkins et al. (2007c) luminosity functions are consistent with earlier estimates, but they do have significantly flatter faint-end slopes (e.g., \( d\Phi/d \log L_B \propto L_B^{-1.4} \) for \( L_B \ll 10^{12} L_\odot \) at \( z = 3 \)). In the sample they used, the assumption of pure luminosity evolution no longer fit the data at high redshifts, which at the time showed a flattening at the faint end (Hunt et al. 2004; Cristiani et al. 2004). More recent data show a somewhat steeper faint-end slope (\( \propto L_B^{-0.7} \) at \( z \sim 3 \)) (Fontanot et al. 2007; Bongiorno et al. 2007; Siana et al. 2007), more consistent with lower redshift estimates. For simplicity we will use the Hopkins et al. (2007c) function throughout, but we will also note where a steeper faint-end slope affects our results. (It is not trivial to simply change the faint-end slope in the fit, because it is covariant with other parameters like \( L_* \).)

The right side of Figure 1 shows \( d\Phi/d \log L_B \) weighted by luminosity, which is proportional to the number of photons produced per logarithmic unit of quasar luminosity. This panel explicitly pinpoints the quasars that contribute to the ionizing photon budget during reionization. Clearly, at \( z \sim 3, \) quasars with \( L_B \sim L_* \) dominate. At higher redshifts, the luminosity function flattens at the bright end; hence, a much broader range of quasar sources contribute significantly. (However, note that the faint end converges even at \( z = 6, \) so quasars fainter than our assumed minimum quasar luminosity of \( 10^4 L_\odot \) contribute negligibly.)

We must next convert from these B-band luminosity functions to the rate at which the quasars produce helium-ionizing photons with \( E > 54.4 \) eV: this requires a template for the spectral energy distribution of quasars. We use

\[
L_\nu \propto \begin{cases} 
\nu^{-0.3} & \text{for} \ \nu < 2500 \ \text{Å,} \\
\nu^{-0.8} & \text{for} \ \nu < 1050 \ \text{Å,} \\
\nu^{-1.5} & \text{for} \ \nu > 1050 \ \text{Å,}
\end{cases}
\]

At \( \lambda > 1050 \) Å, this template agrees with that of Madau et al. (1999); other templates (e.g., Schirber & Bullock 2003) disagree in detail but do not affect our conclusions, given the uncertainties. Most important for us is the far-ultraviolet spectral index \( \alpha \). At low redshifts, Telfer et al. (2002) find a wide variety of quasar spectral indices in the extreme ultraviolet, with a mean value of \( \langle \alpha \rangle \approx 1.6 \) and a standard deviation \( \sigma_\alpha \approx 0.8 \). This is slightly harder than the estimate of Zheng et al. (1998), who found \( \langle \alpha \rangle \approx 1.8 \). We will use \( \alpha = 1.6 \) for most of our calculations, but note that

\(^3\) Note that we use a different luminosity convention than Sokasian et al. (2003).}
these uncertainties do affect our estimates of the absolute rate at which ionizing photons are produced.

Given the template, the rate at which a quasar produces ionizing photons is

$$N_i = 0.0948 \frac{L_B}{h} \left( \frac{228 \, \text{A}}{1050 \, \text{A}} \right)^\alpha \int_{\nu_{He}}^{\infty} \frac{d\nu}{\nu} \left( \frac{\nu}{\nu_{He}} \right)^{-\alpha}$$

$$= 2.0 \times 10^{55} \text{ s}^{-1} \left( \frac{L_B}{10^{12} \, L_\odot} \right),$$

where in the second line we have assumed $\alpha = 1.6$. (For $\alpha = 1.8$, the prefactor becomes $1.4 \times 10^{55} \text{ s}^{-1}$.)

To develop intuition, it is convenient to assume a quasar lifetime $t_{QSO} = 10^7 \text{ yr}$. In that case, a quasar can ionize a region of radius

$$R_i \approx 14 \left( \frac{f_{abs} \ell}{\bar{A}_{He}} \right) \left( \frac{L_B}{10^{12} \, L_\odot} \right)^{1/3} \text{ Mpc},$$

where $f_{abs}$ is the fraction of ionizing photons absorbed within the ionized bubble (as opposed to escaping into the surrounding IGM; see below) and the quasar lifetime is $t_{QSO} = 10^7 \text{ yr}$. We also assume that the bubble expands into a uniformly ionized background with ionized fraction $\bar{x}_i = 1 - \bar{x}_{He}$. Along the upper axes of Figure 1, we show the bubble radius corresponding to each luminosity, clearly, we expect the typical bubbles around isolated quasars to be $\sim 10-20$ comoving Mpc across, although clustering will substantially increase the true sizes.

We emphasize that $R_i$ is considerably smaller than the nominal “proximity zone” around each quasar (i.e., the region in which its ionization rate exceeds that of any other quasar), even if the IGM is fully ionized. For example, the mean distance between $L_*$ quasars at $z = 3$ is $\ell \sim n_q^{-1/3} \sim 110 \text{ Mpc} \gg R_i$. This is a reflection of the short lifetimes of quasars: $(R_i/\ell)^3 \sim r_H(z = 3)$, so that over the age of the universe the entire quasar population can reionize the IGM. Most He iii regions are not “active” but are instead fossils, which have been ionized by a now extinct quasar (see § 5.6).

The ionized fraction $\bar{x}_i$ will evolve following

$$\frac{d\bar{x}_i}{dt} = \int dL_B \frac{N_i}{\bar{n}_{He}} \frac{d\Phi}{dL_B} - \bar{C} \bar{A}_u \bar{x}_i,$$

where $\bar{n}_{He}$ is the mean helium density, $\bar{C} \equiv \langle n_{He}^2 \rangle / \langle n_{He} \rangle^2$ is the average clumping factor in the ionized IGM, and $\bar{A}_u$ is the recombination rate per helium atom in gas at the mean density,

$$\bar{A}_u = \bar{a}(T) \bar{n}_e.$$

We use the recombination coefficients from Storey & Hummer (1995) $\bar{a}_d = 2.18 \times 10^{-12} \text{ cm}^3 \text{ s}^{-1}$ and $\bar{a}_B = 1.53 \times 10^{-12} \text{ cm}^3 \text{ s}^{-1}$ at $T = 20,000 \text{ K}$. Unfortunately, the choice between case A and case B (which ignores recombinations to the ground state) is not an obvious one (Miralda-Escudé 2003). Many studies use case B, because any recombinations that regenerate an ionizing photon do not produce a net change in the ionized fraction. However, in a clumpy universe most recombinations actually occur near dense, mostly neutral systems (Lyman limit systems for hydrogen-ionizing photons). Ionizing photons produced in these systems will be absorbed before they can escape into the low-density, ionized IGM for which we wish to compute the recombination rate. We therefore generally use the case A rate below. Throughout this work, we will assume an IGM temperature $T = 20,000 \text{ K}$, appropriate for photoionization with a relatively hard ionizing source.

For gas at the mean density, the ratio of the helium recombination time to the Hubble time is

$$\frac{t_{rec}}{H^{-1}(z)} \approx 0.4 \left( \frac{4}{1 + z} \right)^{3/2} \left[ \frac{\bar{a} \langle 2 \times 10^4 \text{ K} \rangle}{c} \right].$$
Thus a steeper faint end will mean more photons, but it will not substantially change the shape of the curves in Figure 2.5.

Figure 2b shows reionization histories normalized so that $Q(z = 3) = 1$ (i.e., reionization completes at $z_{\text{He}} = 3$). The thick curves, which nearly overlap, correspond to the histories in Figure 2b. Interestingly, the shape is nearly independent of the recombination rate, so long as $C$ is constant and within this range. If we rewrite equation (5) as $d\bar{x}_i/dz$, the sink term goes like $\sim (1+z)^{1/2} \bar{x}_i(z)$; a fit to our results yields $\bar{x}_i(z) \sim (1+z)^{-0.5}$, much faster than the density and clumping evolution. Thus, to a good approximation the recombination rate simply tracks the rapidly evolving ionized fraction and the shape of $Q(z)/Q(z = 3)$ is nearly invariant.

### 2.2. A Halo-based Interpretation?

The empirical model described above gives our best handle on the history of $\bar{x}_i(z)$, but it does not provide enough information for the ionized bubble models that we examine next. These require a relation between the ionizing sources and the underlying large-scale density field. The clearest way to make this connection is to assign the quasars to dark matter halos. Although it is beyond the scope of this paper to construct a detailed model of quasar hosts, in this section we will use some general arguments to elucidate some aspects of their relationship.

The thin dot-dashed curves in Figure 2b use a different form for the emissivity, in which the quasar emissivity is assumed to trace $f_{\text{coll}}$, the fraction of matter in collapsed halos. Thus, the first term on the right-hand side of equation (5) becomes

$$\zeta_{\text{He}} \frac{df_{\text{coll}}}{dt},$$

where $\zeta_{\text{He}}$ is the number of helium-ionizing photons produced per helium atom in these collapsed halos. For the minimum mass of a collapsed halo, we will take $m_{\text{min}} = c_a m_i$, where $m_i$ corresponds to a virial temperature $T_{\text{vir}} = 2 \times 10^5$ K, the approximate collapse threshold for halos in an ionized medium, and $c_a$ is a redshift-independent constant accounting for the possibility that quasars only reside in massive halos. For consistency with the excursion set model outlined below, we compute $f_{\text{coll}}$ using the Press & Schechter (1974) mass function. Although the Sheth & Tormen (1999) mass function does match simulations better, the relation between halos and quasars is too uncertain that we regard the simpler form as reasonable (and more amenable to calculations). In general, the abundance of high-mass objects is larger in the Sheth & Tormen (1999) mass function, so for a given ionizing efficiency reionization would complete earlier.

For quasar-like sources, the efficiency can be parameterized as

$$\zeta_{\text{He}} = 7.3 f_{\text{esc}} \frac{f_{54.4} \text{ eV}}{0.14 \left(E_{\text{ion}}\right)} \left(f_{\text{BH}}\right),$$

where $f_{\text{esc}}$ is the fraction of helium-ionizing photons that escape the host galaxy of the quasar, $f_{54.4}$ is the fraction of the quasar output emitted with $E > 54.4$ eV, $E_{\text{ion}}$ is the mean energy of these helium-ionizing photons, $\epsilon$ is its radiative efficiency of the quasar (so the total energy output is $c_m m_{\text{BH}} c_r^2$, with $m_{\text{BH}}$ being the black hole mass), and $f_{\text{BH}} = m_{\text{BH}}/m_b$ is the fraction of the halo

---

4 In a realistic model, $C$ must increase rapidly as $\bar{x}_i \rightarrow 1$, because then dense pockets of gas must begin to be ionized (FO05). This will of course keep $\bar{x}_i \leq 1$, but we do not attempt to enforce this limit. Thus, the very final stages of reionization may be more extended than depicted in our models.

5 Another way to address this question would be to use the “Bright” fit of Hopkins et al. (2007c), which fixes the faint-end slope at $L^{1/3}$. This also shows little effect on the shape of $Q(z)$.

6 Although in principle $c_a$ could be a function of redshift, we will assume for simplicity that it is a constant.
mass $m_h$ inside the central black hole. To set these fiducial parameters, we have used the optical and ultraviolet mean quasar spectra of Vanden Berk et al. (2001) and Telfer et al. (2002), respectively, and the local relation between $m_{18}$ and $m_h$ from Ferrarese (2002).

The upper and lower dot-dashed curves in Figure 2b show models with $m_{min} = m_t$ and $10m_t$, respectively, and $C = 0$. Both are again normalized to complete reionization at $z = 3$, which requires $\Omega_m = 10$ and 33 in the two cases. Interestingly, these evolve significantly more slowly than the Hopkins et al. (2007c) model, implying either that the black hole mass—halo mass relation must evolve with redshift or that quasars reside in more massive halos than our simple halo model assumes (although, as we have emphasized, the faint end at $z \geq 4$ is quite uncertain, so the magnitude of the discrepancy is still unknown). A variety of other evidence points to a characteristic host mass of $\sim 3 \times 10^{12} - 10^{13} M_\odot$, suggesting that $c_m \geq 10$ is appropriate (e.g., Fig. 2 of Lidz et al. 2006).

To develop some more intuition about the quasar-halo relation, it is useful to compare the quasar number density to that of halos. At $z = 3$, the number density of quasars with $L > 10^{41} L_\odot$ (roughly those dominating the photon budget, according to Fig. 1b) is $n_q \sim 4 \times 10^{-6} \text{Mpc}^{-3}$. Because each quasar is active for only a short time, the total number density of quasar hosts is $n_{host} \sim n_q [H(z) \Omega_{SO}^{-1}]^{-1} \sim 10^{-5} \text{Mpc}^{-3}$. Depending on the assumed halo mass function, this requires $m_{min} \sim (4 - 6) \times 10^{11} M_\odot \sim 10m_t$, roughly consistent with the reionization histories shown above.

Of course, there are many lower luminosity quasars as well, although according to the empirical quasar luminosity function (Fig. 1b) they contribute a relatively small fraction of ionizing photons. Hopkins et al. (2005a, 2005b, 2005c) have argued that lower luminosity quasars are simply long, but relatively dim, phases in the same high-mass black holes that form high-luminosity quasars. Our fiducial model, with a high value of $m_{min}$, is meant to mimic the qualitative properties of this kind of quasar-host prescription.

A second check is whether this simple picture reproduces the observed clustering of high-redshift quasars. Shen et al. (2007) found that $\zeta(r) \sim (r/r_0)^{-1}$ with $\gamma = 2.0 \pm 0.3$ and $r_0 = 15.2 \pm 2.7 \text{ Mpc}$ at $z > 2.9$, over the range $4 < (r/h^{-1} \text{Mpc}) < 150$, for the relatively luminous quasars observed with the Sloan Digital Sky Survey, with some evidence that the correlation length increases with redshift out to $z = 4$ even more strongly than one would expect from a volume-limited sample. In our cosmology, this suggests a mean bias $\sim 5.5$ for the quasar halos, again corresponding to $m_{min} \sim 6 \times 10^{11} M_\odot$.

Despite this reassuring consistency, there is obviously a great deal more work to be done to model the relationship between quasars and their host halos. In particular, such a simple-minded picture does not quantitatively reproduce the quasar luminosity function as a function of redshift. In particular, simple one-to-one prescriptions tend to overpredict the abundance of faint quasars and produce a luminosity function that is too shallow at the bright end. However, it is reasonable to expect that a more sophisticated flavor of this class of models could: various modifications to the black hole–host halo relation allow one to simultaneously fit the luminosity function and clustering as a function of redshift (Wyithe & Loeb 2002, 2005; Hopkins et al. 2007a, 2007b). Next we illustrate some of the modifications required in such models.

The Hopkins et al. (2008) model remedies this problem by smoothly reducing the probability that both large and small halos host quasars, so that most quasar hosts are near a single characteristic mass; however, the width of this distribution is not well constrained (e.g., Lidz et al. 2006). The motivation is that major mergers of large, gas-rich galaxies drive the formation of quasars, and these are most common in hosts just above a characteristic mass. Wyithe & Loeb (2002) use a similar merger picture to steepen the bright end of the luminosity function. They also do not impose a minimum host mass and so produce a steeper faint end as well, more consistent with some of the recent data.

Another problem is that, at $z = 3$, $f_{\text{bol}}(>10m_t) \sim 0.03$, requiring a significantly larger ionizing efficiency than our fiducial choice in equation (9). Fortunately, there are several ways to alleviate this discrepancy. For example, many merger-driven models for quasar formation predict an increasing black hole mass fraction with redshift, ranging from $m_{BH}/m_h \propto (1 + z)^{0.5}$ (Hopkins et al. 2007a) to $m_{BH}/m_h \propto (1 + z)^{2/3}$ (Wyithe & Loeb 2002). (Both models appeal to quasar feedback to set the final relation but differ in how they relate the parameters of the central region surrounding the black hole to the global properties of the host halos). On the other hand, these scenarios would slightly worsen the discrepancy between the more slowly evolving $\tilde{x}_i(z)$ in these $f_{\text{bol}}$-based models and the faster evolving empirical calculation.

Another possibility is that quasar luminosity scales more steeply than linearly with halo mass. Wyithe & Loeb (2002) argue that $m_{BH} \propto m_h^{3/2}$, over and above the redshift dependence. Because more massive halos form later, this will also help to accelerate the evolution in $\tilde{x}_i$. The thin dotted curves in Figure 2b show the difference: they assume $\zeta \propto m_h^{3/2}$, with $c_m = 1$ and 10 for the upper and lower curves. The acceleration is clear, and by weighting more massive galaxies more heavily we can indeed reach a shape very close to the empirical one. However, Hopkins et al. (2007a) predict a much shallower relation with between black hole and halo mass (although still slightly superlinear). The differing evolution of black hole mass with redshift in these models offsets the different black hole–halo mass relationships, allowing both to reproduce observations at the bright end. Both models provide at least approximate fits to the observed clustering (Wyithe & Loeb 2005; Hopkins et al. 2007b).

Given that these more successful models appeal to mergers, is a simple halo-based interpretation really sufficient for our purposes? Instead, one might need to include only those halos that are growing rapidly (Cohn & Chang 2007). Such a change would induce three changes in our $f_{\text{bol}}$-based model. First, because major mergers are rare events, it would increase the amount of “stochasticity” in the quasar hosts relative to the halos. We will see in § 3 how to describe this important aspect without appealing to either halos or mergers as hosts, so this aspect will not affect our results. Second, $Q(z)$ could differ, since the halo merger rate and collapse rate evolve differently with time. Third, the differing clustering of mergers could substantially modify the bubble distribution when it is driven by clustering. We examine these two effects below.

The second effect is illustrated in Figure 3, which shows the rate at which galaxies accrete mass in mergers according to the extended Press-Schechter model (Lacey & Cole 1993). More precisely, the curves show

$$\frac{1}{M} \int_{m_t}^{m_u} \frac{dm}{m} \frac{d^2 \rho(M,m,z)}{dm \, dz},$$

where $d^2 \rho(M,m,z) / dm \, dz$ is the rate at which halos of mass $m$ merge with a given halo of mass $M$ per unit redshift. We assume $M > m$ and integrate over all mergers with $m_t < m < m_u$. We always take $m_u = M$ (in order to avoid double-counting mergers); the upper and lower sets of curves take $m_t/M = 0.1$ and 0.25, respectively, showing two different possible thresholds for triggering a quasar phase.
function requires much more machinery than we have introduced here. Given our uncertainties in the high-z quasar luminosity function and (especially) in the physics underlying the black hole–host relation, we will not attempt to construct a more detailed or accurate model here; we simply note that the Wyithe & Loeb (2002) and Hopkins et al. (2007a) models are specific, and much more well developed, cases of our more general picture. Instead we will examine how this relation will affect the morphology of helium reionization. For instance, we explore the case where $\xi_{\rm He} \propto m_{\rm b}^{2/3}$, which reproduces the main features of the Wyithe & Loeb (2002) model, and a case where $c_{\rm m} = 10$, roughly reproducing the characteristic mass of the Hopkins et al. (2008) model (although we do not directly appeal to mergers, as the original models did). Our qualitative conclusions will apply to any history, although some quantitative aspects will depend on the details of the relation.

2.3. A Stellar Contribution?

While it is generally agreed that quasars drive helium reionization, it is worth noting that stellar systems can produce photons above the $\HeI$ ionization threshold. In fact, the composite spectrum of $z \approx 3$ Lyman break galaxies constructed by Shapley et al. (2003) has a reasonably strong $\HeI \lambda 1640$ recombination line, even though it has little (if any) AGN contamination. The origin of this line is unclear. It is quite broad (FWHM $\approx 1500$ km s$^{-1}$) and so is most likely atmospheric instead of nebular. However, Shapley et al. (2003) showed that known stellar populations, such as Wolf-Rayet stars, cannot simultaneously reproduce the $\HeI$ line strength and the metallicity implied by other spectral features. Jimenez & Haiman (2006) have argued that the line may originate from massive Population III stars that are able to form because of inefficient metal mixing. There have also been suggestions that the $\HeI \lambda 1640$ line emission could arise collisionally (Yang et al. 2006).

In some of these scenarios, the $\HeI \lambda 1640$ luminosity may be accompanied by He$^+$ ionizing photons. This is the Balmer–$\alpha$ transition, so it must result from either recombinations following ionizations or collisional excitation to the $n = 3$ state. In the latter case, helium line cooling radiation peaks at $T \approx 10^5$ K, where collisional ionization is weak; the gas tends to be optically thick to 4 ryd photons unless $T > 10^6$ K (Miniati et al. 2004), so there may not be much ionizing flux. But if the origin is radiative, or if the gas is hot, these photons would be accompanied by a substantial ionizing flux. We now show that, if a substantial fraction of these photons escape into the IGM, they may play a significant role in helium reionization.

Rather than work within the context of a specific model, we will instead simply use the Shapley et al. (2003) spectrum to associate the $\HeI \lambda 1640$ luminosity, and hence the production rate of ionizing photons, to the star formation rate. (We could instead associate the luminosity to the total stellar mass, but it seems more likely that these high-energy photons are produced by young stars.) First, we note that the flux density at this line is $f_\lambda \approx 0.35$ $\mu$Jy, and the line has an equivalent width $W_\lambda \approx 2$ Å (Jimenez & Haiman 2006). Assuming that both kinds of photons result from radiative recombinations, the line luminosity is related to the ionizing photon production rate $Q_\lambda$ via (Schaefer 2003)

$$L = c_1(1 - f_{\rm esc})Q_\lambda,$$

where $f_{\rm esc}$ is the escape fraction of the photons and $c_1 = 5.67(6.40) \times 10^{-12}$ erg for gas at $30,000$ (10,000) K; we will assume the lower temperature for our estimates. From these, together
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with the average star formation rate in the Shapley et al. (2003) sample \((36 \, M_\odot \, \text{yr}^{-1})\), we find that the number of helium-ionizing photons produced per helium atom in stars, \(\eta\), is

\[
\eta \sim \frac{70}{1 - f_{\text{esc}}} \left( \frac{W_i}{2 \, \AA} \right).
\]

The number of photons that escape into the IGM, per helium atom in the universe, is then

\[
Q(z) = Q_{\text{He}} f_{\text{coll}} = \eta_{\text{esc}} f_{\text{coll}} \sim 2 \frac{f_{\text{esc}}}{1 - f_{\text{esc}}} \left( \frac{f_{\text{coll}} f_*}{0.03} \right),
\]

where \(Q_{\text{He}}\) is a measure of the ionizing efficiency per helium atom in galaxies and \(f_*\) is the overall star formation efficiency.

To estimate the factor \(f_{\text{coll}}\), we note that \(\sim 10\%\) of all baryons are in stars at the present day (Fukugita & Peebles 2004), and according to recent measurements \(\sim 1/3\) of these formed by \(z = 3\) (e.g., see Fig. 1 of Panter et al. 2007, and references therein). Thus, at \(z = 3\), \(f_{\text{coll}} \sim 0.03\). Comparing to Figure 2, this stellar component will be competitive with quasars if \(f_{\text{esc}} \lesssim 0.5\).

The escape fraction is difficult to estimate, but it is possible (at least in principle) that it is larger than that for hydrogen (which is known to be at most a few percent; Shapley et al. 2006). For instance, the large line widths of observed He ii recombination lines \((\sim 1500 \, \text{km} \, \text{s}^{-1})\) imply that He ionizing photons may arise from a different (or subset) stellar population—likely associated with stellar winds and outflows—from the general OB stellar population that produces hydrogen ionizing photons. Such a population with fast winds could possibly have a large fraction of “clear” sight lines.

Thus we find that, even with the substantial helium recombination lines in moderate-redshift galaxies, stellar systems will probably not dominate the helium ionization budget, unless a large fraction \((\sim 0.5)\) of those photons can escape into the IGM. On the other hand, they may not be a completely negligible component, especially since the resulting photons will probably be produced quite close to the helium ionization edge (and thus interact in the nearby IGM) and because the stellar component evolves less rapidly than the quasar component (so may be more important at high redshifts). While it is certainly speculative to attribute helium reionization to this galactic emission, it could significantly impact the large observed hardness fluctuations in the radiation field on small \((\sim 1 \, \text{Mpc})\) scales after reionization (Shull et al. 2004).

### 3. STOCHASTIC REIONIZATION

We now turn to modeling the morphology of helium reionization. We will begin by examining the limit in which the ionizing sources are relatively rare and bright, so that random fluctuations in their distribution determine the ionization morphology. Of course, we do expect that quasars trace the underlying density field, so their locations are not truly random. But so long as the number of sources per discrete ionized bubble\(^7\) is less than a few, random fluctuations in that number will dominate over clustering in setting the typical bubble size. (Note that here we refer to the number of sources in a bubble, integrated over all time, not just the active quasars at any given instant. Most bubbles grow from multiple sources but may still have only one active quasar at any given time, because of their short duty cycle. We thus implicitly assume that the bubbles do not significantly recombine between the episodic ionizations [but see § 5.6].) We also assume that a single halo does not host repeated quasar generations; in that case the bubbles would grow monotonically around these unusual halos and reach much larger sizes than estimated here.) This is different from hydrogen reionization, where the sources are small and numerous, so fluctuations can typically be ignored (Furlanetto et al. 2006a).

For a simple toy model, we begin by assuming that all the ionizing sources have an identical luminosity and that internal absorption within each ionized bubble is negligible. The first assumption is clearly not correct in detail, but at \(z = 3\), \(~50\%\) of the ionizing photons are produced by quasars with \(L \sim 0.3 - 3 \, L_\odot\), so it is not a terrible approximation.\(^8\) We will examine the second assumption more closely below (see § 5). These two assumptions then imply that the ionized bubbles are built of units with fixed volume \(V_i\).

We will further assume that the ionizing sources are Poisson-distributed with number density \(n_{\text{src}}\) (Sheh & Lemson (1999) and Casas-Miranda et al. (2002) found that the variance of halo counts in simulations of the \(z = 0\) universe is nearly Poissonian in regions ranging from voids to moderate overdensities, with the discrepancy relative to Poisson no more than a factor of 2. Let us select regions of the universe with a smoothing window \(V_i\); we can compute the total ionized fraction by counting the smoothing windows that actually contain sources and multiplying by the number of sources within each such clump:

\[
\bar{\chi}_i = P(1|V_i) + 2P(2|V_i) + 3P(3|V_i) + \ldots
\]

\[
= \sum_{k=1}^{\infty} \frac{\bar{\chi}_i^k}{k!} e^{-\bar{\chi}_i},
\]

where \(P(k|V_i)\) is the Poisson probability of finding \(k\) sources in each window; the prefactor \(k\) in the line accounts for the extra volume ionized by each of these clumps,\(^9\) and we have used \(n_{\text{src}} V_i = \bar{\chi}_i\). (It is easy to verify that we recover the correct ionized fraction using the power series expansion of \(e^{-\bar{\chi}_i}\).)

Similarly, we can compute the fraction of space inside ionized bubbles containing \(\text{at least two quasars by smoothing over windows } 2V_i\) and including only those regions that are completely ionized. The same procedure works for bubbles with \(V > NV_i\), which must surround networks of \(N\) sources.\(^10\) Then,

\[
\bar{\chi}_i(\geq N) = \frac{N}{N} P(N|V_i) + \frac{N + 1}{N} P(N + 1|V_i) + \ldots
\]

\[
= \frac{N}{N} \sum_{k=N}^{\infty} \frac{(N \bar{\chi}_i)^k}{k!} e^{-N \bar{\chi}_i} + \frac{1}{N} \sum_{k=N}^{\infty} \frac{(N \bar{\chi}_i)^k}{(k - 1)!} e^{-N \bar{\chi}_i}
\]

\[
= \bar{\chi}_i \frac{\Gamma(N) - (N - 1) \Gamma(N - 1, N \bar{\chi}_i)}{\Gamma(N)},
\]

where the \(1/N\) prefactor in each term appears because we are counting volumes in units of \(NV_i\). The fraction of space filled by bubbles with precisely \(N\) sources is then simply

\[
\bar{\chi}_i(N) = \bar{\chi}_i(\geq N) - \bar{\chi}_i(\geq N + 1).
\]

We show this distribution for several choices of \(\bar{\chi}_i\) in Figure 4. The top and bottom show the cumulative and differential versions, respectively. Note that we normalize to the total \(\bar{\chi}_i\) in each case, so

\(^7\) See § 4.1 below for a discussion of our discrete bubble approximation.

\(^8\) The fraction falls to \(~35\%\) with the steeper faint-end slope of recent data (Fontanot et al. 2007; Bongiorno et al. 2007; Siana et al. 2007). Obviously, the distribution of luminosities will be more important in this case.

\(^9\) In other words, two nearby sources still ionize a volume \(2V_i\), because of photon conservation.

\(^10\) One can imagine that, when \(\bar{\chi}_i\) is sufficiently large, this smoothing procedure will not capture some configurations. However, we will see below that the stochastic stage does not apply when \(\bar{\chi}_i \gtrsim 0.5\) anyway.
must be important is via the measured quasar correlation function. Since $r_0 = (15.2 \pm 2.7) \text{ Mpc}$ for luminous quasars (Shen et al. 2007), the correlation length is comparable to the ionized bubble radius for an $L_*$ quasar, implying that clustering should certainly help large bubbles to build more quickly. Moreover, the clustering of halos near quasars certainly affects the local ionizing background during hydrogen reionization (Yu & Lu 2005; Alvarez & Abel 2007; Lidz et al. 2007), and it is reasonable to expect the same during helium reionization.

For a more quantitative approach, we begin with the simple “photon-counting” model of FZH04a. The basic idea is to compare the number of helium-ionizing photons produced by the sources within a patch of the IGM to the number of helium atoms in that patch; wherever the former is greater, we have an ionized bubble. To begin, we assume a spatially homogeneous recombination rate, with $\bar{N}_{\text{rec}}$ the mean number of recombinations per ionized helium atom in the universe (but see §5). If we further assume that every gravitationally bound halo has a constant ionizing efficiency $\zeta_{\text{He}}$, defined as in equation (9), the criterion for a region with total mass $M$ and fractional overdensity $\delta$ to be ionized by sources contained inside it can then be written

$$\zeta_{\text{He}} f_{\text{coll}}(m_{\text{min}}, \delta|M) > (1 + \bar{N}_{\text{rec}}), \quad (18)$$

where $f_{\text{coll}}(m_{\text{min}}, \delta|M)$ is the collapse fraction in this region.

Condition (18) can easily be modified to allow the ionizing efficiency to vary across different halos (Furlanetto et al. 2006a). If, for example, we allow $\zeta_{\text{He}} = \zeta_{\text{He}}(m_h)$, it can be written $\bar{\zeta}_{\text{He}} f_{\text{coll}} > 1 + \bar{N}_{\text{rec}}$, where

$$\bar{\zeta}_{\text{He}} = \frac{1}{f_{\text{coll}}} \int_{m_{\text{min}}}^{\infty} dm_h \zeta_{\text{He}}(m_h) n_h(m_h), \quad (19)$$

and $n_h(m_h)$ is the dark matter halo mass function.

We will use the Press & Schechter (1974) model for $n_h(m_h)$, although other mass functions give nearly identical results when normalized to a constant average ionized fraction $\bar{x}_i$, because our model depends only on the variation of the mass function with the large-scale overdensity $\delta$, which is more or less the same for other mass functions (Furlanetto et al. 2006a). Also, as discussed in §2.2, more detailed models appeal to mergers rather than halos to host quasars. Cohn & Chang (2007) presented a model, in the same spirit as FZH04a, that follows hydrogen reionization if sources are driven by mergers. In our case, Figure 3 shows that the merger rate is roughly independent of halo mass (except for extremely massive halos). We will see below that it is only the (luminosity-weighted) clustering that matters for our model, so this implies that basing the source population on halos and mergers will be nearly equivalent. Thus, we will defer a more detailed, merger-based treatment to the future and focus our initial model on the halo population, as in FZH04a.

FZH04a used condition (18), together with the excursion set formalism (Bond et al. 1991; Lacey & Cole 1993) to write the mass function of ionized bubbles during reionization. In essence, for a region of mass $M$ the condition $\zeta_{\text{He}} f_{\text{coll}}(\delta|M) = (1 + \bar{N}_{\text{rec}})$ (considered as a function of the overdensity $\delta$) replaces the usual spherical collapse criterion $\delta_{\text{c}} = 1.69$ for halo formation. This assigns each excursion-set trajectory to the largest ionized bubble of which it is a part (thereby implicitly including all of the relevant neighbors). In order to write the solution analytically, we replace the exact criterion for $\delta$ with a linear fit in $\sigma^2(m)$, the

Note that, by using the cumulative number of recombinations per ionized atom, we are implicitly assuming that the universe consists only of fully ionized and fully neutral regions; see §4.1 below.
smoothed linear theory variance in the density field. The resulting mass distribution of ionized bubbles is

\[ n_b(m, z) = \sqrt{\frac{2}{\pi m^2}} \frac{d}{d \ln m} B_0(z) \frac{\sigma_0}{\sigma(m)} \exp \left( -\frac{B^2(m, z)}{2\sigma^2(m)} \right), \]  

where the excursion set barrier is \( B(m, z) = B_0(z) + B_1(z) \sigma^2(m) \) and \( \bar{\rho} \) is the mean comoving mass density. Note that the mean recombination rate has no effect on the result (at a fixed \( \bar{x}_i \)), because it is completely degenerate with the ionizing efficiency. (Inhomogeneous recombinations, on the other hand, have a substantial effect; see §5 below.)

Thus the original FZH04a model is easily portable to the case of helium reionization, requiring only a redefinition of the ionizing efficiency. Figure 5 shows some example distributions. For our fiducial model (solid curves), we assume that \( m_{\text{min}} = 10 m_i \) and that \( \zeta_{\text{He}} \) is independent of halo mass, which gives an ionization history close to (but slightly slower than) the Hopkins et al. (2007c) luminosity function (Fig. 2). Figures 5a and 5b contrast this with models with \( \zeta_{\text{He}} \propto m_i^{2/3} \) and with \( m_{\text{min}} = m_i \), respectively.

For our fiducial model, the distributions peak at \( R \sim 4, 12, 30, \) and 60 Mpc at \( \bar{x}_i = 0.2, 0.4, 0.6, \) and 0.8, respectively. The bubbles are somewhat larger if \( \zeta_{\text{He}} \) is an increasing function of mass, and somewhat smaller if lower mass halos contribute. This is because the bubble sizes are primarily a function of the luminosity-weighted clustering of the ionizing sources (Furlanetto et al. 2006a).

Figure 6 contrasts the distributions at \( z = 4 \) and 3. As with hydrogen reionization, the dependence on redshift is extremely weak: the bubble sizes are sensitive to the integrated bias of the sources, which does not evolve rapidly in this regime. They are slightly smaller at the lower redshift, primarily because \( m_i \) is a decreasing function of redshift.

Of course, we have already seen that for reasonable quasar lifetimes the ionized region around a single \( L_\ast \) quasar at \( z = 3 \) has \( R \sim 14 \) Mpc (they are somewhat smaller at larger redshifts because \( L_\ast \) decreases); our typical bubbles do not reach such large sizes until \( \bar{x}_i \sim 0.4 \). It may at first seem that the smaller bubbles are just created by dimmer quasars that produce relatively few ionizing photons. However, there is actually a fairly fundamental inconsistency here.

The problem occurs because the clustering model assumes that the ionizing bubbles precisely trace the underlying density field and does not self-consistently account for the discrete sources: in other words, it does not properly account for their stochastic fluctuations, and it forces high-density regions to be ionized even if they may not have a high-mass halo. This tends to force many small, high-density regions to be ionized, rather than the...
much larger environments of the real halos. (In other words, these regions’ average collapse fractions are large enough to ionize themselves, but not enough to contain an actual halo. For example, consider a region that is 20% the size of a typical ionized bubble, and that has a 20% chance of containing a halo with \( m > m_{\text{min}} \). According to the density-driven model, every one of these regions would be ionized, even though in reality only one in five would be. But that one region would also ionize its surroundings, making the total ionized volumes equal in each picture.) As a result, we must turn to the stochastic model of \( \frac{3}{5} \) early in reionization.

This can be seen most clearly by examining the characteristic bubble size \( R_c \) (defined as the peak of \( R_{\text{mn}} \)) to an analogous quantity in the stochastic reionization model. As we have seen the size distribution in the latter case is nearly a power law: there is no well-defined peak. We therefore compare \( R_c \) to the effective number of sources \( N_c \) for which \( V(>N_c) = \bar{x}_i/2 \) (i.e., half of the ionized volume is in bubbles smaller than—or larger than—this value). For these purposes, we treat \( N_c \) as a continuous, rather than discrete, variable. We then convert to an effective radius by assuming that \( R_c = 14N_c^{1/3} \) Mpc, where the proportionality constant comes from the peak of the \( z = 3 \) luminosity density in Figure 1b (see eq. [4]) and assumes \( f_{\text{abs}} = 1 \), \( \tau_i = 1 \), and \( v_{\text{He}^+} = 1 \).

Figure 7 shows how these scales evolve in several models. The solid curve shows our fiducial clustering model, the short-dashed curve assumes \( \zeta_{\text{He}} \propto m_{\text{He}}^{2/3} \), and the dotted curve assumes \( m_{\text{min}} = m_i \). The long-dashed curve shows the stochastic model, with \( R_c \) defined as above. As with hydrogen reionization, the characteristic size of the clustering-driven bubbles increases rapidly throughout reionization, surpassing 15 Mpc by \( \bar{x}_i \) ~ 0.5 and eventually reaching \( R_c \approx 100 \) Mpc. At a given ionized fraction, \( R_c \) increases with the underlying bias of the sources.

In comparison, \( R_c \) defined from the stochastic model increases much more slowly: by only a factor \( \sim 2 \) from \( \bar{x}_i = 0.01 \) to 0.75. Thus, only a few sources contribute to each “typical” bubble, regardless of the ionized fraction. The density-driven model predicts much smaller bubbles early on, with only a small fraction of the universe contained in bubbles above the stochastic scale. However, as \( \bar{x}_i \) increases \( R_c \) increases much more rapidly for the clustering model than for the stochastic model, eventually overtaking it. During the latter stages of reionization, the stochastic component will become negligible compared to the typical ~100 Mpc bubbles that emerge; by this point, fluctuations in the clustering networks are no longer important.

Of course, we have built our stochastic model from bubbles with a fixed size, appropriate for \( L_c \), quasars. This is reasonable with the Hopkins et al. (2007c) luminosity function, which is rather strongly centered around \( L_c \) at high redshifts. With the steeper faint-end slope indicated by more recent data, fainter quasars contribute somewhat more of the luminosity density. Thus, the stochastic distribution will be built of somewhat smaller units, and we would expect clustering to become important somewhat earlier.

This suggests that we can approximately account for the stochastic component by assigning all of the volume nominally in small bubbles to the characteristic scale of the stochastic component. Of course, that distribution is relatively uninteresting (depending only on the mean number density and luminosity of sources), so it is only once the typical bubble grows beyond the stochastic scale that we can study the astrophysics of the sources via their effects on the bubbles. For example, we have seen that the bias of the quasar host population affects the bubble sizes. Alternatively, if there is a significant population of small bubbles early in the reionization process, this raises the interesting possibility that there is an unresolved population (such as miniquasars or galaxies) that contributes to helium reionization.

**4.1. Bubbles of Ionized Helium?**

In \( \frac{3}{5} \) and 4, we have treated the ionized zones around quasars as having sharp, well-defined edges. This is necessary for the excursion set model of FZH04a, which implicitly assumes that gas is either fully ionized or fully neutral. It is an excellent assumption for hydrogen reionization: the mean free path of a hydrogen-ionizing photon is \( \lambda_{\text{He}} = 500(1+z)/10 \) Mpc, where \( v_{\text{He}^+} \) corresponds to the ionization edge of neutral hydrogen. The stellar sources generally assumed to be responsible for hydrogen reionization have rather soft spectra, so \( \langle \nu \rangle \approx 1 \). Thus, once an ionizing photon hits the edge of an ionized bubble, it is quickly absorbed. The transition regions between ionized and neutral gas have negligible thickness, so the two-phase approximation is an excellent one.

In the case of helium, several factors make this assumption problematic. First, helium is less common and has a smaller photoionization cross section. Second, helium reionization occurs at \( z \approx 3 \), when the universe is much more dilute. As a result, in a homogeneous medium

\[
\lambda_{\text{He}} = 0.66 \left( \frac{4}{1 + z} \right)^{2} \left( \frac{\nu}{1.5 \text{eV}} \right)^{3} \text{Mpc},
\]

where \( h\nu_{\text{He}^+} = 54.4 \) eV. Third, and most importantly, the quasars thought to be responsible for helium reionization have rather hard spectra. At the mean spectral index, \( \alpha = 1.6 \), only half the photons have \( \nu \lesssim 1.5 \nu_{\text{He}^+} \) and hence have mean free paths \( \lambda_{\text{He}} < \lambda_{i/2} \approx 2.3(1+z)^{2} \) Mpc. Thus we expect the typical “transition region” around each ionized bubble to be a few comoving Mpc thick. Fortunately, we have seen that the bubbles exceed this size throughout most of reionization (see eq. [4]), so our two-phase approximation should be reasonable. We also note that the only published full numerical simulation of reionization (Sokasian et al. 2002) also made the two-phase approximation by assuming that all photons lay at the ionization edge.
The hard photons that do escape to large distances well outside the transition region form a more uniform, low-level ionizing background. Bubble expansion in a uniformly ionized medium can easily be incorporated into the FZH04a model by changing the ionization criterion to $\Gamma_{\text{He}} f_{\text{cell}} > \bar{v}_{\text{He}} (1 + \bar{N}_{\text{rec}})$ (Furlanetto et al. 2004b), the net result is to make the bubbles somewhat larger for a given total ionized fraction than they would otherwise be, but the qualitative behavior is unchanged.

There is one additional complication: the IGM is, of course, clumpy and not uniform. We will next describe how this affects the bubble distribution.

5. INHOMOGENEOUS RECOMBINATIONS AND THE BUBBLE DISTRIBUTION

To this point, we have ignored the effects of recombinations on the bubble distribution (treating them as a spatially uniform photon sink). FO05 showed that inhomogeneous recombinations become increasingly important during hydrogen reionization as denser and denser regions are ionized. They constructed a second excursion set barrier that corresponded to the instantaneous ionization criterion to easily be incorporated into the FZH04a model by changing the ionization criterion to

$$\Gamma_{\text{He}} f_{\text{cell}} > \bar{v}_{\text{He}} (1 + \bar{N}_{\text{rec}}).$$

Thus, we really only need to consider IGM recombinations most of the time but far above the mean value during active phases. In these bubbles, the emissivity fluctuates strongly, at zero ionization criterion to

$$\nu \approx \frac{\alpha_{\nu} \sigma_{\nu}}{1 + \beta},$$

where $\sigma_{\nu} = 1.91 \times 10^{-10} (\nu/\text{He}^2/\text{cm}^2$ is the photoionization cross section for He ii, $R$ is the comoving distance from the quasar, and we have used the mean quasar spectrum ($\alpha = 1.6$). Schaye (2001) has shown that H i Lyα forest absorbers can be accurately modeled by assuming their physical scale to be comparable to the Jeans length $L_J \approx c/\sqrt{G \rho}$. We will use the same approximation for helium, so that an absorber with overdensity $\Delta_i$ has column density $N_{\text{He} ii} \approx L_J \sigma_{\nu} N_{\text{He} ii}$. Then,

$$N_{\text{He} ii} \approx 1.8 \times 10^{15} \Delta_i^{1/2} T_4^{-0.2} \left(\frac{1 + z}{4}\right)^{9/2} \left(\frac{10^{-14} \text{ s}^{-1}}{\Gamma}\right)^{10^{-14} \text{ s}^{-1}}.$$

A system will become optically thick when $\tau_{\nu} = \sigma_{\nu} N_{\text{He} ii} = 1$. At the ionization edge, this requires an overdensity $\Delta_i$

$$\Delta_i \approx 64 T_4^{2/15} \left(\frac{L_B}{10^{12} L_{\odot}}\right)^{2/3} \left(\frac{R}{\text{Mpc}}\right)^{4/3} \left(\frac{1 + z}{4}\right)^{-5/3}.$$

Note that this definition of $\Delta_i$ uses the photoionization cross section at the ionization edge; with the hard spectra typical of quasars, many of the photons have much higher energies and so can penetrate even denser systems than implied by this simple model (see § 4.1 above). To account for this, one could define a frequency-dependent $\Delta_i(\nu) = \Delta_i(\nu/\nu_{\text{He} ii})^2$. On the other hand, many high-energy photons will not even interact at the edge of the bubble but instead join the uniform background.

Figure 8 shows this overdensity $\Delta_i$ as a function of distance for quasars of several different luminosities [log($L_B/L_{\odot}$) = 9, 10, 11, 12, and 13, from top to bottom]. The faintest quasars have $\Delta_i \leq 5$ outside of a few Mpc, but typical sources are able to ionize even extremely dense gas up to rather large distances.

To estimate the effects of these optically thick systems on the ionized bubbles, we will use the same fundamental approach as
FO05, but take advantage of the much better known IGM at $z \sim 3$. In particular, if a region with $\Delta > \Delta_i$ appears between a quasar and the edge of its host bubble, then most of its photons will be consumed overcoming recombinations rather than ionizing new material. We therefore wish to compare our bubble sizes to the mean free path between IGM patches with $\Delta = \Delta_i$. To obtain the latter, we need a model for the density structure of the IGM.

5.1. The IGM Density Distribution

Miralda-Escudé et al. (2000, hereafter MHR00) present a model for the volume-averaged density distribution of the IGM gas, $P_f(\Delta)$, based on a fit to simulations at $z \sim 2–4$:

$$P_f(\Delta) d\Delta = A_0 \Delta^{-\beta} \exp \left[ -\frac{(\Delta^{-2/3} - C_0)^2}{2(2\delta_0/3)^2} \right] d\Delta. \quad (27)$$

Intuitively, the underlying Gaussian density fluctuations are modified through nonlinear void growth and a power-law tail at large $\Delta$. Here $\delta_0$ essentially represents the variance of density fluctuations smoothed on the Jeans scale for an ionized medium; thus $\delta_0 \propto (1 + z)^{-1}$ at high redshifts. The power-law exponent $\beta$ determines the behavior at large densities; for isothermal spheres, it is $\beta = 2.5$. We use the fitted values from MHR00 for these parameters; the remaining constants ($A_0$ and $C_0$) can be set by demanding proper mass and volume normalization.

Note that MHR00 base their distribution on a simulation that does not incorporate all the physics of helium reionization, and in particular it does not follow the inhomogeneous heating during that event. In reality, the clumping will decrease during helium reionization because of photoheating (see, e.g., Furlanetto & Oh 2008), which will modify the distribution of densities as well. This is probably not too important for our purposes, because the IGM takes a fairly long time to adjust to the new Jeans smoothing scale (Gnedin & Hui 1998), and the increase is much more modest than during helium reionization.

MHR00 also offer a prescription for determining $\lambda$, the mean free path of ionizing photons. In their model, it equals the mean distance between clumps with $\Delta > \Delta_i$ along a random line of sight, which is approximately

$$\lambda = \lambda_0 [1 - F_f(\Delta_i)]^{-2/3}. \quad (28)$$

Here $F_f(\Delta_i)$ is the fraction of volume with $\Delta < \Delta_i$, and $\lambda_0$ is a (redshift-dependent) normalization factor. Formally, this expression is valid only if the number density and shape (although not total cross section) of absorbers is independent of $\Delta_i$. This is obviously not true in detail for the cosmic web. However, MHR00 found that it provided a good fit to numerical simulations at $z = 2–4$ if we set $\lambda_0 H(z) = 60 \text{ km s}^{-1}$ (in physical units).

5.2. The Recombination Limit

For simplicity, we will assume that gas with $\Delta < \Delta_i$ is highly ionized while all gas with $\Delta > \Delta_i$ remains neutral, so that $\lambda$ is an accurate approximation to the mean free path. This provides a reasonable description of shielding in dense regions, if those regions can be considered to be isolated clumps in which the density increases inwards (see the Appendix to FO05 for more detail). In that case, the radiation field will ionize the outskirts of the cloud until $\tau \approx 1$. Because of the density gradient (increasing inwards), this skin corresponds to our threshold $\Delta_i$. In detail, equation (28) ignores two significant (but opposing) effects. First, it probably overestimates $\lambda_i$ by up to a factor $\sim 2$ because of accumulated photoelectric absorption by low column density systems (FO05). But second, it ignores higher energy photons, which are able to travel farther. We will assume that these two effects roughly cancel.

To obtain $R_{\text{max}}$, the maximum bubble size in the presence of recombinations, we simply find the point at which the mean free path $\lambda(\Delta_i)$ equals the distance from the quasar. The filled triangles in Figure 8 show $R_{\text{max}}$ for several quasar luminosities. It ranges from $\sim 5$ to 100 Mpc over this luminosity range. For the faintest quasars, $\Delta_i \leq 5$; in these cases, the assumption of a sharp transition in the neutral fraction at $\Delta_i$ is probably not a good one, because the gas is so close to the mean density. However, at $L \geq 10^{11} \text{ L}_{\odot}$, $\Delta_i \gtrsim 8$ and $F_f(\Delta_i) < 0.03$, so the two-phase approximation is probably reasonable.

This procedure makes the accumulated opacity of low column density systems (with $\Delta < \Delta_i$) less important, because $\Gamma \propto 1/R^2$ along each line of sight. As a result, most of the absorption occurs near $R_{\text{max}}$, so the factor of 2 uncertainty in the mean free path from weak systems decreases $R_{\text{max}}$ by a significantly smaller amount.

There is one important caveat about this method: the MHR00 procedure computes the mean free path at an arbitrary point in the IGM, whereas we are interested in the mean free path as seen from the quasar, which most likely sits in an overdense region (see also Yu & Lu 2005; Alvarez & Abel 2007; Lidz et al. 2007). Thus, we probably overestimate the mean free path. However, even at $z \sim 6$ (where these massive halos are much more rare) the environments typically approach the mean density within $\sim 20$ Mpc of the quasar, so this should not be a huge effect.

Figure 9 shows $R_{\text{max}}$ as a function of luminosity for quasars at $z = 3$ and 4 (solid and dashed curves, respectively). The filled triangles indicate the luminosity-weighted mean $R_{\text{max}}$ across the entire quasar population. The dotted curve shows $R_i$ from equation (4), the maximum size of the ionized bubble surrounding an
isolated source (assuming $t_f = 1, \bar{x}_{He_{II}} = 1$, and $f_{abs} = 1$). We find $\langle R_{\text{max}} \rangle \approx 35 - 37$ Mpc over this redshift range; the increasing clumpiness and increasing mean luminosity roughly cancel each other out. Crucially, $R_{\text{max}} > R_f$ for all luminosities, so that isolated quasars will not be seriously affected by recombinations. However, the limit is also not extremely large, and it will clearly come into play for quasars that appear inside of large preionized bubbles, preventing them from contributing as much to reionization as they otherwise would. Comparing to Figure 7, recombinations will start to limit the bubble growth when $\bar{x}_i \sim 0.6 - 0.8$.

5.3. The Bubble Distribution with Recombinations

Finally, we are ready to compute the bubble size distribution when the recombination limit is included. In that case, we approximate the excursion set barrier as the usual version for $R < R_{\text{max}}$. There is no barrier at all for $R > R_{\text{max}}$ (so no such bubbles can form), and at $R = R_{\text{max}}$ the barrier is simply a vertical line from the edge of the usual version to positive infinity. Although this is obviously approximate, recombinations do become important very quickly for a given quasar luminosity, so it is an excellent model (but see below). With it, we can solve for the bubble distribution analytically (FO05). Because there is no barrier at $R > R_{\text{max}}$, the probability distribution at that size scale is a Gaussian:

$$p(\delta|R_{\text{max}})d\delta = \frac{1}{\sqrt{2\pi}\sigma_{\text{max}}} \exp\left(-\frac{\delta^2}{2\sigma_{\text{max}}^2}\right) d\delta,$$

where $\sigma_{\text{max}} \equiv \sigma(R_{\text{max}})$. The modified barrier is a vertical line beginning at $B(R_{\text{max}})$, so any trajectory that has $\delta(R_{\text{max}}) > B(R_{\text{max}})$ will be incorporated into a bubble at precisely the limiting radius. Their number density is

$$N_{\text{rec}}(m_{\text{max}}) = \frac{\bar{n}}{2m_{\text{max}}} \text{erfc}\left(\frac{B(R_{\text{max}})}{\sqrt{2}\sigma_{\text{max}}}\right)$$

(note that this is a true number density with units inverse comoving volume, not a density per unit bubble radius).

Trajectories with $\delta(R_{\text{max}}) < B(R_{\text{max}})$ continue their random walks until they cross the photon-counting barrier on smaller scales. The result must be independent of the trajectory at $R > R_{\text{max}}$, so we only care about its value where the barrier begins. The mass function is (excluding the true recombination-limited bubbles of eq. [30]):

$$n_{\text{rec}}(m, z) = \int_{-\infty}^{B(R_{\text{max}})} d\delta p(\delta|R_{\text{max}}) n_0(m, z|\delta, R_{\text{max}}, z),$$

where $n_0(m, z|\delta, R_{\text{max}}, z)$ is the conditional mass function for a trajectory that begins its random walk at the point $(\sigma_{\text{max}}^2, \delta)$. In other words, the net mass function is the weighted average of the conditional mass functions evaluated over all densities smoothed on the scale $R_{\text{max}}$.

Although the integral in equation (31) can be solved analytically (FO05), the result is complicated and far from illuminating. We therefore simply show some example size distributions in Figure 10. The dashed and solid curves are $n_0$ with and without recombinations, respectively. The four sets take $\bar{x}_i = 0.2, 0.4, 0.6, 0.8$, from left to right. The behavior is fairly similar to the analogous case of hydrogen reionization: recombinations are relatively unimportant for small $\bar{x}_i$, but they impose a sharp maximum on the bubble size distribution when $\bar{x}_i \gtrsim 0.5$. As expected, the limit sets in somewhat earlier for helium, because of its enhanced recombination rate and the increased clumpiness at later times.

Unfortunately, a comparison of Figures 5 and 10 shows that recombinations limit bubble sizes to only a few times the characteristic scale from stochastic reionization. Thus, they will seriously limit the range of $\bar{x}_i$ for which density-driven reionization could be observable.

There is one significant problem with our use of a single $R_{\text{max}}$ value across all bubbles. During hydrogen reionization, this is an excellent approximation; each bubble has hundreds of sources by this stage, so fluctuations in the emissivity (and hence recombination limit) are small (Furlanetto et al. 2006a). However, we saw in § 5.2 that with helium reionization we generally have only a single active ionizing source per bubble, and $R_{\text{max}}$ is sensitive to its luminosity (changing by roughly a factor of 2 for each decade in luminosity). Thus some bubbles, which contain multiple luminous quasars or a single very luminous quasar, will be able to grow well beyond the $R_{\text{max}}$ shown in Figure 10. This is simply another manifestation of our expectation that while the morphology of hydrogen reionization should be driven primarily by the clustering of ionizing sources, stochastic fluctuations are much more important in helium reionization (and can continue to play a role late in the process). Although these bright sources cause only a relatively small fraction of ionizations, they will certainly make the recombination limit more of a smooth cutoff than a hard barrier.

In principle, this formalism allows us to compute the effective clumping factor in quasar bubbles, and hence the evolving recombination rate throughout reionization (see FO05 for a similar calculation during hydrogen reionization). One could then compare to the empirical ionization histories in § 2.1 and constrain the importance of recombinations. In practice, this is rather difficult, because most of the recombinations actually occur during fossil phases (see § 5.6 below), because we have neglected clustering of absorbers around the quasar, and because we lack a well-motivated model for the quasar hosts. However, this model can
be tested if one can obtain an independent measure of the He\textsc{iii} ionizing background. Because we know the emissivity from the luminosity function, this would then constrain the mean free path—and hence implicitly the recombination rate and our saturation radius.

5.4. A Consistency Check: The Post-Overlap IGM

As mentioned above, this recombination limit controls the transition to the postoverlap IGM, so it is useful to consider observational constraints on the helium-ionizing photon mean free path in that regime. While our direct knowledge of the helium Ly\textsc{a} forest is limited, we can make a number of predictions about its postreionization properties from the hydrogen Ly\textsc{a} forest. In the optically thin limit, the helium and hydrogen Gunn & Peterson (1965) optical depths are (Miralda-Escude 1993)

$$\frac{\tau_{\text{GP,He\textsc{iii}}}}{\tau_{\text{GP,HI}}} = \frac{\eta_{\text{thin}}}{4},$$

where $\eta_{\text{thin}} = N_{\text{He\textsc{iii}}}/N_{\text{H}}$, and $N_x$ is the column density of species $x$. Observations show a wide scatter in the values of $\eta_{\text{thin}}$ in individual systems, but the median is $\sim 45 - 80$ (Shull et al. 2004; Zheng et al. 2004b). The Haardt & Madau (1996) model for the ionizing background predicts that $\langle \eta_{\text{thin}} \rangle \sim 40$ in a fully ionized universe at moderate redshifts, while Fardal et al. (1998) predict $\langle \eta_{\text{thin}} \rangle \sim 80$.

In the optically thick regime, a more careful calculation including radiative transfer is required. If we define $N_{\text{LLS}}$ to be the column density of neutral hydrogen for which $\tau = 1$ at the Lyman edge of hydrogen, and $N_{\text{He\textsc{iii}LLS}}$ to be the column density of neutral hydrogen for which $\tau = 1$ at the Lyman edge of helium, the optically thin form of equation (32) would suggest $N_{\text{He\textsc{iii}LLS}} \approx \kappa 4 N_{\text{LLS}}/\eta_{\text{thin}}$. Radiative transfer calculations of slabs illuminated from both sides then suggest $\kappa \sim 2$ (Haardt & Madau 1996). Thus, absorbers that are opaque to helium-ionizing radiation have column densities $\sim 0.1 - 0.2 N_{\text{LLS}}$. The distribution of H\textsc{i} absorbers goes like $f \propto N_{\text{H}}^{-1.5}$ (Petitjean et al. 1993). Therefore, if these opaque systems were entirely responsible for the absorption, we would expect the mean free path of helium-ionizing photons to be $\lambda_{\text{He\textsc{iii}}} \sim 0.03 - 0.1$ Mpc.

This is useful because the properties of hydrogen-ionizing photons are well studied. Storrie-Lombardi et al. (1994) found that the abundance of Lyman limit systems is $dN_{\text{LLS}}/dz \approx 3.3(1 + z)^{3/2}$. The mean free path for a photon at the hydrogen Lyman edge is therefore (Miralda-Escudé 2003)

$$\lambda_{\text{H}} \approx 110 \left( \frac{5}{1 + z} \right)^3 \text{ Mpc},$$

in comoving units, where we have again assumed $f \propto N_{\text{H}}^{-1.5}$. Thus, $\lambda_{\text{H}} \sim 6.6, 12,$ and $30$ Mpc at $z = 4, 3,$ and $2$, with about a factor of 2 uncertainty from the spread in $\eta_{\text{thin}}$. These are somewhat smaller than our $R_{\text{max}}$ values, but that is not surprising: even after overlap, most of the universe does not lie near an active, bright quasar, and the mean free path will fluctuate depending on whether an active source is nearby. Other estimates of the attenuation length around active quasars after overlap are comparable to ours (e.g., Bolton et al. 2006 take $R_{\text{max}} = 30$ Mpc).

5.5. Helium Bubbles in the Clumpy IGM

As described in § 4.1, quasars have rather hard spectra, which blues the edges of ionized bubbles (and allows some photons to escape to infinity). Previously, we estimated the thickness of these bubbles assuming a uniform IGM; of course, a more accurate treatment includes the discrete absorbers discussed above.

In detail, if the number of absorbers with column density $N_{\text{He\textsc{iii}}} \per unit redshift is $f(N_{\text{He\textsc{iii}}}, z)$, the effective optical depth experienced by a photon as it travels through a redshift interval $(z_1, z_2)$ is (Zuo & Phinney 1993)

$$\tau_{\text{eff}} = \int_{z_1}^{z_2} dz \int dN_{\text{He\textsc{iii}}} f(N_{\text{He\textsc{iii}}}, z) \left[ 1 - e^{-N_{\text{He\textsc{iii}}} \sigma_{\text{ion}}} \right].$$

If we then assume that $f(N_{\text{He\textsc{iii}}}) \propto N_{\text{He\textsc{iii}}}^{-3/2}$ (so that the helium clumps trace the H\textsc{i} Ly\textsc{a} forest; Rauch 1998), we find $\lambda \propto z^{-3/2}$, a much gentler increase with frequency than for a uniform IGM. In this case, half the ionizing photons have mean free paths smaller than $\approx 1.9$ times the value at the ionization edge (as opposed to a factor $\approx 3.6$ for a uniform IGM). Of course, the power law appropriate for the Ly\textsc{a} forest may not be applicable before helium reionization is complete, but it shows that clumping in the neutral helium phase will help sharpen the bubbles and hence make our model more accurate.

5.6. Recombinations Between Quasar Epochs

To this point, we have only discussed recombinations while a quasar is active. Most likely, this period fills only a small fraction of the age of the universe, and a substantial amount of helium can actually recombine during the long dormant phases. We explore this aspect more fully in Furlanetto et al. (2008); here we confine ourselves to a few words about their effect on the morphology.

As shown in equation (7), the recombination time of mean density gas is smaller than the Hubble time throughout helium reionization. The recombination rate will be enhanced by clumping: the MHR00 model predicts that $C \approx 3 - 4$ during this era, if all the nonvirialized gas is fully ionized. However, as described in Furlanetto et al. (2008) the clumping enhancement is transient during a recombination phase: once the densest gas has fully recombined, it can no longer aid in future recombinations. Thus, the effective clumping for recombinations quickly falls near unity.

Moreover, because helium reionization occurs so quickly (with $\sim 75\%$ of the ionizations at $z < 4$), there is relatively little time available between quasar generations for recombinations to occur—typically $\lesssim 10\%$ of the Hubble time, except for very high redshift bubbles (Furlanetto et al. 2008). Over this time span, less than $\sim 40\%$ of the gas is able to recombine, even with clumping included, and that fills only $\sim 10\%$ of the volume. In terms of an isolated bubble, this means that high-density filaments and sheets will mostly recombine before the next quasar illuminates the region, but most of the volume will remain ionized, and the morphology will be largely unaffected—although the next generation of quasars will have to reinionize these dense pockets. On the other hand, ionized regions generated by rare, extremely high-redshift quasars will recombine significantly before being illuminated again; as a consequence, many of their photons are essentially wasted during this early phase.

6. DISCUSSION

We have examined several aspects of helium reionization using simple analytic models. We first showed that the Hopkins et al. (2007c) luminosity function, together with standard template quasar spectra, produces $\sim 2.5$ ionizing photons per helium atom at $z = 3$, nicely consistent with observational hints that the IGM truly becomes fully ionized at that time. Indeed, even with an average clumping factor $C = 3$, the known quasar population can
ionize helium by that time. Interestingly, the quasar emissivity increases rapidly at $z \gtrsim 3$, with $\sim 75\%$ of the ionizing photons produced after $z = 4$. This is somewhat faster than naive models based on the collapse fraction predict, implying that supermassive black holes in quite massive halos dominate the photon budget.

In our calculations, we have used a quasar luminosity function with a shallow faint-end slope at $z \gtrsim 3$ (Hunt et al. 2004; Cristiani et al. 2004; Hopkins et al. 2007). This implies that most ionizing photons are produced by bright quasars ($L \gtrsim L_\star$), which are of course relatively rare. As a result, the initial phases of reionization are dominated by rare, large bubbles (with characteristic size $R_{\text{char}} \sim 15$ Mpc) whose overlap is random. We described this regime with a “stochastic” model, where sources are distributed according to Poisson statistics. In this model, the bubble size distribution follows a power law (roughly), so there is no true characteristic scale—although the power law is so steep that, in practice, nearly all bubbles contain one or at most a few sources anyway. Thus, in the early stages of reionization, we expect bubbles to have a characteristic size corresponding to a single or at most a few sources. However, more recent data shows a somewhat steeper faint-end slope (Fontanot et al. 2007; Bongiorno et al. 2007; Siana et al. 2007). This leads us to a broader distribution of luminosities, making the stochastic phase somewhat less important.

Large-scale clustering of the ionizing sources will eventually cause the bubbles to grow beyond this point. We use the model of FZH04a to describe this phase, in which large-scale overdensities are ionized first. This imprints a well-defined characteristic size corresponding to a single or at most a few sources. However, more recent data shows a somewhat steeper faint-end slope. This (Fontanot et al. 2007; Bongiorno et al. 2007; Siana et al. 2007) leads to a broader distribution of luminosities, making the stochastic phase somewhat less important.

Because there is typically no more than one quasar per bubble, the scale $R_{\text{max}}$ is much easier to estimate than for hydrogen. F005 estimated it during hydrogen reionization by balancing the total recombination rate within the bubble against the emissivity of the ionizing sources. This depends on the recombination history and uncertain IGM density distribution, and it assumes that, within each bubble, the ionization always begins at low densities. As a result, $R_{\text{max}}$ is quite sensitive to many of the input parameters (varying by about a factor of 2 between case A and case B combination, for example).

For helium reionization, $R_{\text{max}}$ can be much more robustly determined because it depends only on ionization balance around a source population (whose luminosity function is quite well known, at least at $z \leq 4$) in an IGM whose density structure is extremely well determined by the H I Ly$\alpha$ forest (although the spread in luminosities also makes it more difficult to incorporate directly into the simple analytic model). The helium reionization era will thus offer a much more stringent test of the transition to the recombination-dominated phase than the hydrogen era.

There is, however, a possibility that hydrogen and helium reionization are more similar than it may appear. We showed that observations at least allow the possibility that $z \approx 3$ galaxies produce nearly as many helium-ionizing photons as quasars. Their importance for reionization depends entirely on their escape fraction, which is difficult to estimate. If they do contribute, we would expect a slower evolution of $\bar{\chi}_i$ with redshift, a softer ionizing background, many more small ionized bubbles, and a more uniform, smaller mean free path (and hence $R_{\text{max}}$) for the helium-ionizing photons.

We have focused exclusively on analytic models here, but of course a full picture of helium reionization requires numerical simulations that capture both the stochastic and large-scale clustering elements of our model, as well as the complex geometry of the IGM and source distribution. The models described here can be extended to “hybrid” seminumeric schemes (Zahn et al. 2007; Mesinger & Furlanetto 2007) and also full radiative transfer simulations (e.g., Sokasian et al. 2003). However, some elements—principally recombinations—will require either small-scale hydrodynamic simulations or analytic prescriptions similar to the ones used here to model accurately. Our analytic models thus provide a basic underpinning for understanding and improving more complex numerical realizations of reionization.

Finally, we must acknowledge that observing the morphology of helium bubbles directly will likely be rather difficult. During hydrogen reionization, the two most promising techniques are to use the 21 cm transition of neutral hydrogen to map the
bubble distribution (e.g., Furlanetto et al. 2006b) and to infer the distribution of neutral gas from Lyα line-selected galaxies. Neither is available here, because He lacks a hyperfine transition and galaxies are already so faint in the far-UV. Instead we must turn to more subtle approaches. One possibility is through He II Lyα forest absorption spectra of distant quasars: large bubbles may manifest themselves as transmission spikes separated by long “dark gaps” of saturated absorption. Another is to search for large-scale coherent fluctuations of some proxy for the ionized helium abundance, such as in the thermal properties of the IGM (Furlanetto & Oh 2008), absorption in the H I Lyα forest, or the abundance ratios of metal ions. We intend to explore all of these issues in future work.
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