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ABSTRACT: The adiabatic connection that has, as weak-interaction expansion, the Møller−Plesset perturbation series has been recently shown to have a large coupling-strength expansion, in terms of functionals of the Hartree−Fock density with a clear physical meaning. In this work, we accurately evaluate these density functionals and we extract second-order gradient coefficients from the data for neutral atoms, following ideas similar to the ones used in the literature for exchange, with some modifications. These new gradient expansions will be the key ingredient for performing interpolations that have already been shown to reduce dramatically MP2 errors for large noncovalent complexes. As a byproduct, our investigation of neutral atoms with large number of electrons $N$ indicates that the second-order gradient expansion for exchange grows as $N \log(N)$ rather than as $N$, as often reported in the literature.

1. INTRODUCTION

Adiabatic connections (ACs) between an easy-to-solve Hamiltonian and the physical, many-electron one, have always played a crucial role in building approximations in electronic structure theory. In density functional theory (DFT), the standard AC connects the Kohn−Sham (KS) Hamiltonian with the physical one by turning on, via a parameter $\lambda$, the electron−electron interaction while keeping the one-electron density $\rho(r)$ fixed\(^1\) (central column of Table 1). In this case, the series expansion of the correlation energy at small coupling strengths ($\lambda \to 0$) is given by the Görling−Levy (GL) perturbation theory.\(^2\) In the opposite limit of large-coupling strengths ($\lambda \to \infty$), the correlation energy is determined by the strictly correlated-electrons (SCE) physics,\(^3−6\) which yields the leading term. The next order is given by zero-point (ZP) oscillations\(^7−10\) around the SCE manifold. A possible strategy to build approximations for the correlation energy is to interpolate between these two opposite limits, generalizing to any nonuniform density\(^7,11−16\) the idea that Wigner\(^17\) used for jellium. The advantage of such an approach is that it is not biased toward the weakly correlated regime. The lack of size consistency of these interpolations can be easily corrected at zero computational cost.\(^14\)

More recently,\(^18\) the same interpolation idea has been applied to the AC that has the Møller−Plesset (MP) series as perturbation expansion at small coupling strengths $\lambda$ (right panel of Table 1), connecting the Hartree−Fock (HF) Hamiltonian with the physical one. The $\lambda \to \infty$ expansion of this MP AC is given by functionals of the Hartree−Fock density $\rho_{HF}(r)$, with a clear physical meaning.\(^19,20\) The strong-coupling functionals of the DFT and the MP ACs are essentially electrostatic energies, whose exact evaluation for large particle numbers is demanding, but while for the DFT AC there are rather accurate second-order gradient expansion approximations (GEA2)\(^4,7,21\) and, more recently, also generalized gradient approximations\(^16\) (GGA), for the MP AC these approximations are not yet available. For this reason, in a very recent work\(^18\) the $\lambda \to \infty$ functionals of the MP AC have been modeled in an empirical way, starting from the GEA2 of the DFT ones. Quite remarkably, interpolations combined with this simple empirical model already provide very accurate results for noncovalent interactions (NCI), reducing the MP2 error by up to a factor 10 in the L7 dataset,\(^22\) without spoiling MP2 energies for the cases in which they are accurate.\(^18\) These interpolations work very well for diverse NCI’s such as charge transfer and dipolar interactions, and they are able to correct MP2 both when it overbinds and when it underbinds, as they are able to take into account the change from concave to convex behavior of the MP AC.\(^18\) Their appealing feature is that they use 100% of HF exchange and MP2 correlation
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Table 1. Two Adiabatic Connections (ACs) Considered in This Work

| DFT adiabatic connection | Møller–Plesset adiabatic connection |
|--------------------------|------------------------------------|
| $\tilde{H} + \tilde{V}_{\text{ext}} + \lambda \hat{V}_{\text{el}}$ | $\tilde{H} + \tilde{V}_{\text{ext}} + \lambda \hat{V}_{\text{el}}$ |
| $\tilde{H} + \tilde{V}_{\text{ext}} + \lambda \hat{V}_{\text{el}}$ | $\tilde{H} + \tilde{V}_{\text{ext}} + \lambda \hat{V}_{\text{el}}$ |

energy, and it is the interpolation that decides for each system how much to correct with respect to MP2. This way, dispersion corrections are not needed at all to get accurate NCIs. 18

The purpose of this work is to derive the missing GEA2 for the strong-coupling functionals of the MP AC, in order to reduce empiricism and hopefully increase the accuracy of the interpolations along the MP AC. To this purpose, we use the ideas derived from the semiclassical limit of neutral atoms, which have been used in recent years in DFT for the analysis of NCIs.28 yielding new approximations such as PBEsol.29 As we shall see, the functionals we need to approximate allow us to probe these ideas more extensively, revealing several interesting features that could be used more generally to build DFT approximations. We also notice that an additional term with those of the DFT AC. Then, in section 3, we focus on the discussion of the exchange-functional form of the MP AC
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with $\tilde{T}$ the kinetic energy, $\hat{V}_{\text{el}}$ the electron–electron repulsion, and $V_{\text{ext}}$ the external potential due to the nuclei. The operators $\hat{J} = \int [\phi^H] d\lambda$ and $\hat{K} = \int [\phi^H]$ are the standard Hartree–Fock (HF) Coulomb and exchange operators in terms of the HF density $\rho^H$ and the corresponding occupied orbitals $\phi_i^H$, respectively, which are determined in the initial HF calculation and are not dependent on $\lambda$. Notice that, in our notation, $\hat{K}$ is positive definite. This Hamiltonian links the Hartree–Fock system ($\lambda = 0$) to the physical system ($\lambda = 1$). The HF (or standard wave function theory) correlation energy, using the Hellmann–Feynman theorem, is given by

$$E_c^{\text{HF}} = \int_0^1 W_{c,\lambda} d\lambda$$

with $W_{c,\lambda}$ being the MP AC integrand,

$$W_{c,\lambda} = \langle \Psi | \hat{J} \Psi \rangle + U[\rho^H] + E_c^{\text{HF}} [\phi^H]$$

and $\Psi$ the wave function that minimizes the expectation value of the Hamiltonian of eq 1. The last two terms, $U[\rho^H]$ and $E_c^{\text{HF}} [\phi^H]$, are the Hartree energy and the HF exchange energy, respectively, whose sum gives minus the expectation value of $\hat{V}_{\text{el}} - \hat{J}$ on the HF Slater determinant (see right column of Table 1). The small-\(\lambda\) expansion of $W_{c,\lambda}$ is the familiar MP perturbation series,

$$W_{c,\lambda=0} = \sum_{n=2}^\infty nE_c^{\text{MP}n}\lambda^{-n-1}$$

2.2. The $\lambda \rightarrow \infty$ Expansion of the Møller–Plesset Adiabatic Connection. The large-$\lambda$ expansion of the MP AC has recently been uncovered19,20 for closed-shell systems as follows:

$$W_{c,\lambda=\infty} = W_{c,\lambda=0} + \frac{W_{1/2}^{\text{HF}}}{\lambda} + \frac{W_{3/4}^{\text{HF}}}{\lambda^{3/4}} + \ldots$$

$$W_{c,\infty} = E_a[\rho^H] + E_c^{\text{HF}}$$

$$W_{1/2}^{\text{HF}} \approx 2.8687 \sum_{i=1}^N (\rho_i^{\text{HF}} (r_i^{\text{min}}))^{1/2}$$

$$W_{3/4}^{\text{HF}} \approx -1.272 \sum_{r_2} Z_{e,2} (\rho_i^{\text{HF}} (r_2))^{1/4}$$

The leading order, eq 6, contains the electrostatic-energy density functional $E_a[\rho]$, which entails a classical electrostatic minimization,
The density functional $E_{\alpha}[\rho]$ can be understood as the total electrostatic energy of a distribution of $N$ negative point charges and continuous "positive" charges with density $\rho(r)$. In other words, the $\lambda \to \infty$ limit of the MP AC is a crystal of classical electrons bound by minus the Hartree potential generated by the HF density. The resulting minimizing positions $\{r^\text{min}_i\}$ in eq 9, in turn, determine the next leading term, for which eq 7 provides a rigorous variational estimate for closed-shell systems. This term is given by zero-point oscillations around the minimizing positions enhanced by the exchange operator $\hat{K}$, which mixes in excited harmonic oscillator states. Finally, the sum in eq 8 only runs over those minimizing positions of eq 9 that happen to be at a nucleus, and it is also a variational estimate. These minimizing positions $\{r^\text{min}_i\}$ are a superposition of in this case there is no constraint on the density, and no constraint on the density, and the electrons thus localize around the minimizing positions $\{r^\text{min}_i\}$. The density approaches asymptotically, as $\lambda \to \infty$, a sum of Dirac delta functions centered around these minimizing positions. If one of the $r^\text{min}_i$ happens to be at a nucleus, the nonanalyticity of the Coulomb nuclear attraction and of the cusp in the HF orbitals and density give rise to this term.

In the DFT AC case, the density constraint enforces $\Psi_{\infty}^{\text{DFT}}$ to be a superposition of infinitely many classical configurations, so the one with an electron at a nucleus has infinitesimal weight.

The inequality described by eq 12 can be understood on simple physical terms: the functional $W_{\infty}^{\text{DFT}}[\rho]$ can be reformulated as the electrostatic energy of a system of classical electrons forced to have density $\rho$ immersed in a classical background of charge density $\rho$ of opposite sign. Notice that $\Psi_{\infty}^{\text{DFT}}[\rho]$ does not minimize this electrostatic energy, but it is given by $\Psi_{\infty}^{\text{DFT}}[\rho] = \arg \min_{\Psi} \langle \Psi \mid \hat{V}_e \mid \Psi \rangle$.

The functional $E_{\alpha}[\rho]$ of eq 9, in contrast, is obtained by letting $\Psi$ relax to its minimum in eq 17, which directly implies $E_{\alpha}[\rho] \leq W_{\infty}^{\text{DFT}}[\rho]$. Adding $E_{\alpha}^{HF}$ to both sides of this inequality yields eq 12.

The DFT AC of the central column of Table 1 uses the Hamiltonian,

$$H_{\alpha}^{\text{DFT}} = \hat{T} + \hat{V}_{\text{ex}} + \lambda \hat{V}_{ee} + \hat{V}_{\rho}[\rho]$$

with $\hat{V}_{\rho}[\rho] = \sum_{i=1}^{N} v_{\rho}(r_i; [\rho])$ being the one-body potential that forces the density to be equal to the physical one for all values of $\lambda$. With this Hamiltonian, the KS exchange-correlation (XC) energy is given by

$$E_{\infty}^{\text{DFT}}[\rho] = \int_{0}^{1} W_{\lambda}^{\text{DFT}}[\rho] \, d\lambda$$

where the DFT coupling constant integrand is

$$W_{\lambda}^{\text{DFT}}[\rho] = \langle \Psi_{\lambda}^{\text{DFT}}[\rho] \mid \hat{V}_{ee} \mid \Psi_{\lambda}^{\text{DFT}}[\rho] \rangle - U[\rho]$$

and $\Psi_{\infty}^{\text{DFT}}[\rho]$ is the wave function that minimizes the expectation value of eq 13. Although the $\lambda \to \infty$ expansion of the DFT AC has a similar form as the MP AC one of eq 5, there are important differences between the two. The first one is the lack of the $\lambda^{-3/4}$ term in the DFT AC, which has the following large-coupling expansion:

$$W_{\lambda \to \infty}^{\text{DFT}} = W_{\infty}^{\text{DFT}} + \frac{W_{\infty}^{\text{DFT}}}{\sqrt{\lambda}} + O(\lambda^{-5/4})$$

The reason why the MP AC can have a $\lambda^{-3/4}$ term is that in this case there is no constraint on the density, and the electrons thus localize around the minimizing positions $\{r_{\text{min}}^i\}$. The density approaches asymptotically, as $\lambda \to \infty$, a sum of Dirac delta functions centered around these minimizing positions. If one of the $r_{\text{min}}^i$ happens to be at a nucleus, the nonanalyticity of the Coulomb nuclear attraction and of the cusp in the HF orbitals and density give rise to this term.
than minimize the total electrostatic energy, as in $E_{el}[\rho]$. Along similar lines, by considering zero-point oscillations around the PC positions, a GEA2 functional for the second-order term, was constructed:21

$$W_{1}^{PC}[\rho] = C^{PC} \int \rho(r)^{3/2} \, dr + D^{PC} \int \frac{|V\rho(r)|^2}{\rho(r)^{7/6}} \, dr$$

(21)

with $C^{PC} = 1/2(3\pi)^{1/2} \approx 1.535$ and, from ref 7, $D^{PC} = -0.028957$, where $D^{PC}$ is exact result. In newer work by Constantin, GGA functionals for both terms were derived to reproduce the helium-atom exact result. However, these GGA's have larger errors than the original PC model when compared with accurate SCE values for small atoms. Notice that, in contrast to the DFT AC (where self-consistent calculations should in principle be carried out), we here do not need the functional derivatives of these quantities, as the MP AC is designed to directly give the HF correlation energy in a post-self-consistent-field manner.

3. SECOND-ORDER GRADIENT EXPANSION FOR $E_{el}[\rho]$

In this section, we wish to derive a gradient expansion for $E_{el}[\rho]$ of eq 9. As detailed in Appendix C, we cannot proceed along lines similar to the derivation of the PC model used for the DFT AC, because the charge distribution with the electrostatic energy $E_{el}[\rho]$ cannot easily be divided into weakly interacting cells. Moreover, we are only interested in $E_{el}[\rho]$ for $\rho(r)$ that are HF densities of atoms and molecules. For this reason, we follow the procedure used for the DFT exchange functional $E_{ex}^{HF}[\rho]$ in refs 23 and 24 with some modifications. This procedure extracts the GEA2 coefficient from accurate data, and is very suitable because, under uniform coordinate scaling at fixed particle number $N$,

$$\rho_{i}(r) = \gamma^{i} \rho(\gamma r) \Rightarrow \int \rho_{i}(r) = N \quad \text{(for all } \gamma > 0)$$

(22)

our functional $E_{el}[\rho]$ displays the same scaling behavior as exchange,

$$E_{el}[\rho] = \gamma E_{el}[\rho]$$

(23)

since $\nu_{i}([\rho], r) = \gamma \nu_{i}([\rho], \gamma r)$ and $U([\rho]) = \gamma U(\rho)$.

In practice, we wish to determine whether, for slowly varying densities, $E_{el}[\rho]$ is well-approximated by a second-order gradient expansion:

$$E_{el}^{GEA2}[\rho] = A^{HF} \int \rho^{4/3} \, dr + B^{HF} \int \frac{|V\rho(r)|^2}{\rho(r)^{4/3}}$$

(24)

The powers $\rho(r)^{4/3}$ in the two terms of this expression are a necessary consequence of the exact scaling law of eq 23. Defining the usual reduced gradient $x$ of the density $\rho$,

$$x([\rho], r) = \frac{|V\rho(r)|}{\rho(r)^{4/3}}$$

(25)

which essentially gives the relative change of the density on the scale of the average interparticle distance, eq 24 can also be written as

$$E_{el}^{GEA2}[\rho] = A^{HF} \int \rho^{4/3} \, dr + B^{HF} \int \frac{|V\rho(r)|^2}{\rho(r)^{4/3}}$$

(26)

The GEA2 expression should become more and more accurate as $x \to 0$, and our goal is to determine the values of $A^{HF}$ and $B^{HF}$. As we will discuss later, while $A^{HF}$ is universal, the coefficient $B^{HF}$ seems to be dependent on how the slowly varying limit is approached, similarly to what happens with the DFT exchange functional.

3.1. LDA Coefficient $A^{HF}$.

The uniform density limit $N \to \infty$ of a constant droplet density $\rho_{N}(r) = \frac{3}{4\pi \gamma_{s}^2} \Theta(R_{N} - r)$ with radius $R_{N} = N^{1/3} \gamma_{s}$ taken per particle:

$$\lim_{N \to \infty} \frac{E_{el}[\rho_{N}(r)]}{N} = \lim_{N \to \infty} \frac{A^{HF}}{N} \int_{R_{N}} \frac{3}{4\pi \gamma_{s}^3}^4 \frac{4/3}{3}$$

$$= A^{HF} \left[ \frac{3}{4\pi \gamma_{s}^3} \right]^{4/3}$$

(27)

is equivalent to the jellium case and has been analyzed already in ref 20. The result is the Wigner crystal energy per particle, $\epsilon_{WC}(\gamma_{s}) = -0.895929255 \frac{4\pi}{3} \gamma_{s}^{4/3}$ leading to

$$A^{HF} = -0.895929255 \left[ \frac{4\pi}{3} \right]^{4/3} = -1.44423075$$

(28)

Notice that $A^{HF} = A^{DF}^{HF}$, where the latter is slightly different than the PC value $A^{PC}$, which replaces 0.8959 ... with 0.9. Note the rigorous proof in refs 33 and 35 that $A^{DF}$ is in fact exactly given by the Wigner crystal.

3.2. Particle-Number scalings. As discussed in refs 23 and 24, the slowly varying limit can be approached in different ways. An extended system with uniform density can be perturbed with a slowly varying density distortion, but the resulting GEA2 coefficient might not be the one useful for chemistry. More generally, for any functional that scales as eq 23, we can reach the slowly varying limit by simply putting more and more electrons in a density profile $\rho_{s}(r)$ with $\int dr \rho_{s}(r) = 1$, by generating a discrete sequence of densities with increasing particle numbers $N = 1, 2, 3, ...$, using the scaling

$$\bar{\rho}_{N,p}(r) = N^{p+1/3} \rho(\sqrt{N} r) \Rightarrow \int \rho_{N,p}(r) = N$$

(29)

With growing $N$, for all these densities the reduced gradient of eq 25 becomes increasingly weak,

$$x([\bar{\rho}_{N,p}], r) = \frac{x([\rho], N^{p} r)}{N^{1/3}} \to 0 \quad (N \to \infty)$$

(30)

provided that

$$\max_{r \in \Omega} x([\bar{\rho}], r) \text{ is finite}$$

(31)

Examples of relevant values of $p$ are

- $p = 1/3$: the Thomas–Fermi scaling of neutral atoms
- $p = -2/3$: the Thomas–Fermi scaling of the Bohr atoms
- $p = 0$: the scaling used in refs 40–42 to analyze the Lieb–Oxford bound.
\( p = -1/3 \): the scaling used in ref 43 to analyze the asymptotic exactness of the local density approximation. For any density functional \( G[\rho] \) that, under the uniform coordinate scaling of eq 22, behaves as
\[
G[\rho_N] = \gamma^n G[\rho]
\]
for a fixed profile \( \bar{\rho} \), all the different choices of \( p \) in eq 29 are equivalent and simply related to the case \( p = 0 \),
\[
G[\rho_{N,\bar{\rho}}] = N^p N^w G[\rho_{N,\bar{\rho}}]
\]
For functionals that do not display a simple scaling behavior, like correlation in DFT, different values of \( p \) lead to different interesting regimes, as discussed in refs 23 and 36.

When \( N \) grows, because of eq 30, we expect the gradient expansion of eq 24 to become more and more accurate. Then, by inserting the density \( \rho_{N,\bar{\rho}} \) into eq 24, one gets the following large-\( N \) expansion
\[
E_\text{G}(\rho_{N,\bar{\rho}}) = N^{p+4/3} A^{\text{HF}} I_\text{LD} \rho^{1/3} + N^{p+4/3} A^{\text{HF}} I_\text{GEA} \rho^{1/3} \approx (N \rightarrow \infty)
\]
where
\[
I_\text{LD} \rho^{1/3} = \int \rho^{1/3} dr
\]
\[
I_\text{GEA} \rho^{1/3} = \int \left| \nabla \rho \right| \rho^{1/3} dr
\]
Clearly, eq 34 holds only as long as the integrals \( I_\text{LD} \rho^{1/3} \) and \( I_\text{GEA} \rho^{1/3} \) are finite for the given density profile \( \bar{\rho} \). In refs 23, 24 the fact that the neutral atoms densities for large \( N \) asymptotically satisfy the Thomas–Fermi (TF) scaling with \( p = 1/3 \),
\[
\rho_{N,\bar{\rho}}(\mathbf{r}) \approx N^{2/3} \rho_{\text{TF}}(N^{1/3} \mathbf{r}) \quad \text{as } N \rightarrow \infty
\]
with \( \rho_{\text{TF}}(\mathbf{r}) \) the TF profile (integrating to 1) for neutral atoms,\(^23,28,37\) led to the conclusion that their exchange energy, as a function of \( N = Z \) should have, to leading orders, the large-\( N \) expansion \( a_N N^{2/3} + b_N N \). Extracting \( b_N \) from exchange energies of neutral atoms allowed to fix the GEA2 coefficient for exchange in ref 24. However, while the GEA2 integral \( I_{\text{GEA}}[\rho_{N,Z}] \) for neutral atoms is finite, the integral \( I_{\text{GEA}}[\rho_{T_{\text{p}}}] \) for the asymptotic TF profile diverges (while \( I_{\text{LD}}[\rho_{T_{\text{p}}}][\rho_{\text{p}}] \) is also finite). This does not automatically imply that \( I_{\text{GEA}}[\rho_{N,Z}] \) should not increase linearly with \( N \), as expected from eq 34 with \( p = 1/3 \), since TF theory should not give exact information at this order. Nonetheless, we find numerical evidence (see Figure 1) that the GEA2 integral \( I_{\text{GEA}}[\rho_{N,Z}] \) for Hartree–Fock densities of neutral atoms increases as \( N \) grows (log scale) rather than as \( N \).

For a case for which it is even simpler to make a detailed numerical analysis of \( I_{\text{GEA}} \) is the Bohr atoms,\(^27,28,38\) which have densities constructed by occupying hydrogenic orbitals:
\[
\rho_{N}^{\text{Bohr}}(\mathbf{r}) = \sum_{n,l,m} |\psi_{n,l,m}^{\text{Bohr}}(\mathbf{r})|^2
\]
and can be considered\(^27,38\) as a limiting case for ions with \( Z \gg N \). The latter have densities that, as \( Z \to \infty \), approach those of the Bohr atom scaled as in eq 22 with \( \gamma = Z \),
\[
\rho_{Z \gg N}(\mathbf{r}) \approx Z^2 \rho_{N}^{\text{Bohr}}(Z \mathbf{r})
\]
A detailed derivation of the behavior of \( I_{\text{GEA}}[\rho] \), as a function of \( N \) for neutral atoms and for Bohr atoms, confirming the numerical evidence reported here, is also being performed independently by Argaman et al.\(^44\)

### 3.3. Extracting the GEA2 Coefficient \( \gamma^\text{HF} \)

The analysis in the previous section suggests that extraction of the GEA2 coefficient should not be done by using values of \( E_\text{G}[\rho] \), as a function of \( N \) and fitting coefficients from eq 34, as this seems to be safe only for a scaled known profile (as in eq 29), but not for atomic densities. For this reason, we follow a route slightly different than the one used for exchange in ref 24. Namely, we directly compute

![Figure 1. GEA2 integral of eq 36 for the Hartree–Fock densities of neutral atoms, \( I_{\text{GEA}}[\rho_{N,Z}] \), divided by the number of electrons \( N \) (log scale on the x-axis). Numerical values (red dots) are compared with a logarithmic fit (blue line).](https://doi.org/10.1021/acs.jctc.1c01206)

![Figure 2. GEA2 integral of eq 36 for the Bohr atom densities, \( I_{\text{GEA}}[\rho_{N,Z}^{\text{Bohr}}] \) (log scale on the x-axis). Numerical values (red dots) are compared with a logarithmic fit (blue line).](https://doi.org/10.1021/acs.jctc.1c01206)
\[ \hat{B}(N) = \frac{E_{\delta}[\overline{\rho}_N] - E_{\delta}^{LDA}[\overline{\rho}_N]}{\int dr \frac{|\nabla \overline{\rho}_N(r)|^2}{\overline{\rho}_N(r)^{1/3}}} \] (41)

The idea is that if a GEA2 expansion for \( E_{\delta}[\rho] \) exists, we should observe that \( \hat{B}(N \to \infty) \) tends to a constant, which will be the sought \( B_{\text{HF}} \). However, such constant might not be the same for different profiles \( \overline{\rho} \) or when we use the neutral atoms or the Bohr atom densities. Indeed, this seems to be the case: in Figure 3, we show for different particle numbers \( N \):
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**Figure 3.** Plot of eq 41 for the four cases described in section 3.3.

1. Our numerical values \( \hat{B}(N) \) for the exponential profile
   \[ \overline{\rho}(r) = \frac{1}{8\pi} e^{-r} \] (42)
2. Our numerical values \( \hat{B}(N) \) for the Gaussian profile
   \[ \overline{\rho}(r) = \frac{1}{\pi^{1/2}} e^{-r^2} \] (43)
3. Our numerical values \( \hat{B}(N) \) for the Hartree–Fock densities \( \rho_{\text{HF}}^N \). \( \overline{\rho}(r) \) of neutral atoms.
4. Our numerical values \( \hat{B}(N) \) for the Bohr atom densities \( \rho_{\text{HF}}^N \) of eq 38, including some cases in which we did not completely fill all the \( l \) values for a given principal quantum number \( n \). Notice that these latter cases cannot always be seen as the limit of highly ionized atoms, as degeneracy must be taken into account more carefully.

The computational details behind the evaluation of \( E_{\delta}[\rho] \) for each case are described in section 5. We see that these four sequences of data for \( \hat{B}(N) \) seem to approach four different limits as \( N \) grows. Regarding the Bohr atoms, the cases for which the value of \( \hat{B}(N) \) suddenly decreases to a value much closer to the one of neutral atoms are those in which we added an extra pair of \( s \) electrons to a completely filled shell. For example, \( N = 12 \) is obtained by adding \( 3s^2 \) to the filled \( n = 2 \) shell, and similarly for \( N = 30 \) and \( N = 62 \). The case \( N = 25 \) is realized by filling the orbitals as in the Mn atom. From Figure 3 we can conclude that there exists no unique GEA2 and that we should choose one of these \( B_{\text{HF}} \)'s for our new GEA2 functional. As for the case of the exchange functional, we23,24 the most useful value for chemistry should be the one of neutral atoms.

We noticed that if we fix \( B_{\text{HF}} \) to make the GEA2 exact for the spin-unpolarized H atom20 (with 1/2 spin-up and 1/2 spin-down electrons55),

\[ B_{\text{HF}} = -0.0150578 \] (44)

we recover the large \( N \) limit of closed-shell neutral atoms and closed-shell ions with charges +1, +2, and −1 quite closely, as shown in Figure 4. We thus fix the GEA2 coefficient \( B_{\text{HF}} \) to this value, which seems to be as good as a fitted one, although we lack at this point a theoretical justification of why the \( H[1/2, 1/2] \) should provide such a good number. In Figure 5, we show the relative error of the GEA2 expansion, which, as expected, goes to zero as \( N \) increases at a large neutral atoms and slightly charged ions.

![Figure 4](https://image-url)

**Figure 4.** Value \( B_{\text{HF}} = -0.0150578 \) that makes the GEA2 exact for the spin-unpolarized H atom accurately recovers the large \( N \) limit of \( \hat{B}(N) \) of eq 41 for closed-shell neutral atoms (\( q = 0 \)) and slightly charged closed shell ions, with \( q = +1, +2, \) and \( -1 \).

![Figure 5](https://image-url)

**Figure 5.** Relative error of the GEA2 expansion for the functional \( E_{\delta}[\rho] \) with \( B_{\text{HF}} = B_{\delta}^{[1/2, 1/2]} = -0.0150578 \) for closed-shell neutral atoms (\( q = 0 \)) and ions with \( q = +1, +2, \) and \( -1 \).

However, we should stress that the GEA2 with \( B_{\text{HF}} \) of eq 44 misses the other27 slowly varying limit of Bohr atoms with large \( N \), which can be regarded as the limit27 \( Z \gg N \gg 1 \). To better illustrate the issue, we show in Figure 6 the values \( \hat{B}(N) \) only for the closed-shell neutral atoms, the Bohr atoms and for selected noble-gas isoelectronic series: we then see how \( \hat{B}(N) \) goes from one limit to the other as the nuclear charge \( Z \) is increased at a fixed electron number \( N \). An approximation able to cover this entire range of values could possibly be designed as a metaGGA, which is a route that will be investigated in future work.
4. SECOND-ORDER GRADIENT EXPANSION FOR $W_{1/2}^{HF}[\rho]$  

Once the minimization to obtain $E_{el}[\rho]$ is performed, we automatically get the functional $W_{1/2}^{HF}[\rho]$ of eq 7 by evaluating the HF density in the minimizing positions $r_{min}^{m}$. We should still stress that, while the leading term of eq 6 is exact, eq 7 is only a variational estimate valid for closed-shell systems within restricted HF. Nevertheless, we can repeat the analysis of the previous section to obtain a GEA2, which, because of the fact that $W_{1/2}^{HF}[\rho]$ satisfies eq 32 with $m = 3/2$, must have the same form as the one for the DFT case of eq 21:

$$W_{1/2}^{HF,GEA2}[\rho] = C^{HF} \int dr \rho(r)^{1/2} + D^{HF} \int dr \frac{|V_{HF}(r)|}{\rho(r)^{1/6}}$$  \hspace{1cm} (45)

4.1. LDA Coefficient $C^{HF}$. Within the variational expression of eq 7, the LDA coefficient $C^{HF}$ is readily evaluated and equal to 2.8687. Notice that this is not the exact value for a uniform HF density, which should be evaluated by computing the normal modes around the bcc positions in the Wigner crystal and minimizing the total energy in the presence of the nonlocal operator $\tilde{K}$, which will mix in excited modes. This analysis, using the techniques recently introduced by Alves et al., is the object of a work in progress.

4.2. Extraction of the GEA2 Coefficient $D^{HF}$. We focus only on the relevant case of closed-shell neutral atoms and slightly charged ions, and, in analogy with eq 41, we compute and analyze the function

$$\tilde{D}(N) = W_{1/2}^{HF}[\rho] - W_{1/2}^{HF,\text{LDA}}[\rho]$$  \hspace{1cm} (46)

The results are shown in Figure 7, where we see that $\tilde{D}(N)$ gets rather flat already at $N \gtrsim 30$ around the value of $\sim 0.11$. However, we also see a step to a slightly higher value, $\sim 0.13$, for the largest $N$. We do not know whether this step is really there or whether it is due to the numerical minimization being trapped in a local minimum. The issue is that, as $N$ increases, there are many local minima with very close values of $E_{el}[\rho]$, which therefore remains rather insensitive if the true global minimum is not reached. However, the functional $W_{1/2}^{HF}[\rho]$ is dependent on the minimizing configuration and it changes more from one local minimum to another. We illustrate this in Appendix B for the case $N = 2$, which undergoes a transition from a symmetric to an asymmetric minimum as the nuclear charge $Z$ varies from 2 to 1. From the data of Figure 7, we can get a rough estimate $\tilde{D}^{HF} \approx 0.12 \pm 0.01$.

5. COMPUTATIONAL DETAILS

To obtain reference values for $E_{el}[\rho]$ for closed-shell neutral atoms and slightly charged ions, we first performed RHF calculations with PySCF 1.7.6, with the basis sets specified in Appendix A. For a given set of positions $\{r_1, r_2, \ldots, r_N\}$, we calculated the value of $V_{el}$ where

$$V_{el}[\rho^{HF}](r_1, r_2, \ldots, r_N) = \left( \sum_{p < q} \frac{1}{|r_p - r_q|} - \sum_p v_p[\rho^{HF}](r_p) \right) + U[\rho^{HF}]$$  \hspace{1cm} (47)

We computed the value of $v_p[\rho^{HF}](r_p)$ by contracting,

$$v_p[\rho^{HF}](r_p) = \sum_q \tilde{v}_q^{HF,H}(r_p)$$  \hspace{1cm} (48)

where $\tilde{v}_q^{HF}$ is the Hartree-Fock 1-body Reduced Density Matrix (1-RDM) and the matrix element is given by

$$v_q^{HF}(r_p) = \int dr \frac{\phi_q^*(r)\phi_q^*(r)}{|r - r_p|} \approx \int dr dr' \frac{\phi_q^*(r)\phi_q^*(r)G(r' - r_p)}{|r - r'|}$$  \hspace{1cm} (49)
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm as in the scipy.optimize.minimize function of scipy.

For selected cases, such as Ne and Ar, we have also double-checked the minimum by using Mathematica 12.3.1, experimenting with different minimizers. For the scaled densities and the Bohr atoms, we have used both Mathematica and Python with the same scipy.optimize.minimize function used for the HF densities.

6. CONCLUSIONS AND PERSPECTIVES

We have built second-order gradient expansions for the functionals of the large-coupling-strength limit (see last line of the right column of Table 1) of the adiabatic connection that has the Møller–Plesset perturbation series as small-coupling-strength expansion (see eqs 24 and 45). For this purpose, we have used ideas from the literature based on the semiclassical limit of neutral and highly ionized atoms. During our study, we have also found numerical evidence (see section 3.2 and Figures 1 and 2) that suggests that the way this semiclassical limit has been used to extract second-order gradient coefficients for exchange should be revised.

In future work, we will design and test new formulas for the adiabatic connection (AC) of the right-hand side of Table 1 that interpolate between MP2 and these new semilocal functionals at large coupling, including the term proportional to $\lambda^{-3/4}$, which can be approximated as a functional of the HF density at the nuclei. Previous work showed that such functionals can be very accurate for noncovalent interactions, correcting the MP2 error for relatively large systems without using dispersion corrections. We will also analyze in the same way the functionals at strong coupling of the DFT AC (last line of the central column of Table 1), although, in this case, obtaining accurate results for large neutral atoms is numerically challenging.

**APPENDIX A: BASIS SETS**

For He–Zn, we used aug-cc-pVQZ basis sets from ref. For the heavier atoms ranging from Zn to Xe, we used Jorge AQZP, except for Br, where we used a standard aug-cc-pVQZ basis set. We used Jorge ATZP for Cs to No, except for Ba and Ba$^{2+}$, for which we used the Jorge TZP basis set. For the helium iso-electronic series, we used an aug-cc-pVQZ basis set specifically designed for helium, whereas for the iso-electronic series of neon and argon we used a standard aug-cc-pVQZ basis set. For the krypton iso-electronic series, we used an aug-cc-pVQZ basis set instead.

**APPENDIX B: SYMMETRY BREAKING IN $N = 2$ IONS**

Here, we report a curiosity that we have observed about the minimizing positions of eq 9. Naively, one would expect the minimizing positions for a $N = 2$ atom to be symmetrically distributed on both sides of the well created by $-\nu_H(r)$, which is the case for the helium atom (orange curve) in Figure 8, with minimizing positions in blue. However, when the nuclear charge $Z$ is decreased to 1 (H$^+$), the minimizing positions (red dots) are now asymmetrically distributed. In Figure 9, we show the difference between the distances from the nucleus of the two minimizing positions (Hartree atomic units) for $E_{el}\{\rho\}$ for HF densities of ions with $N = 2$ and varying nuclear charge $Z$. 
Table 2. Distances from the Nucleus of the Minimizing Positions $r_1$ and $r_2$ (Hartree atomic units), $E_{el}[\rho]$ and $W^{HF}_{el}[\rho]$ of the Symmetric Local Minimum and Asymmetric Global Minimum of $H^-$

|          | $H^-$ [Sym] | $H^-$ [Asym] |
|----------|-------------|--------------|
| $r_1$    | 0.8477      | 1.2515       |
| $r_2$    | 0.8477      | 0.5116       |
| $E_{el}[\rho]$ | $-0.9219$ | $-0.9228$ |
| $W^{HF}_{el}[\rho]$ | 1.4545   | 1.5003       |

these two minima. However, the value of $W^{HF}_{el}[\rho]$, also reported in the table, does change more significantly for the different minima (~3%), because it depends on the density at the minimizing positions directly (see eq 7).

## APPENDIX C: PC MODEL FOR $E_{el}[\rho]$ AND ITS LIMITATIONS

The PC model for $W^{DFT}_{el}[\rho]$ (eq 20) is built by starting from eq 17 for a uniform density, in which the Wigner crystal of strictly correlated electrons is approximated by having each electron surrounded by a sphere of background density exactly integrating to 1 (PC cell). Such an approximation amounts to replace 0.9 with the value of the bcc Madelung constant 0.8959 of eq 28. The GEA2 coefficient $B^{PC}$ is then derived by applying a small gradient $\Gamma = \nabla\rho(r)$ by requiring that the PC cell plus its electron have exactly zero dipole moment, a new modiﬁcation PC cell is constructed, whose center and size are slightly changed. This way, a given density can be thought of as being composed by cells (the PC cells plus their electron) that are weakly interacting, and the total energy can be obtained as a sum of the electrostatic energy of each cell (equal to the background-background interaction plus the electron-background interaction).

In the case of $E_{el}[\rho]$, instead, we want to minimize the total electrostatic energy. When the density is uniform, there is no other choice than creating the Wigner crystal bcc arrangement, which could be again approximated with PC spherical cells integrating to 1. Now we apply a small gradient and, in analogy with the DFT PC model, we focus on the energy of only one cell. The electron will move from the center of the sphere in the position that minimizes the electrostatic energy, i.e., the minimum of the Hartree potential of the PC cell with dipole.

An estimate (with serious limitations discussed at the end of the derivation) of the resulting $B^{HFPC}$ can then be easily computed as follows.

We consider the charge density

$$\rho(r) = (\rho_e + \Gamma_z)\Theta(R - |r|)$$

which is zero outside a sphere with radius $R$ (centered at the origin $r = 0$) and inside that sphere has a uniform gradient of magnitude $\nabla\rho(r) = \Gamma$ in the $z$-direction, and

$$\int d\mathbf{r}\rho(r) = \frac{4\pi}{3} R^3 \rho_e = 1$$

The condition $\rho(r) \geq 0$ implies

$$\frac{\Gamma R}{\rho_e} = \kappa \leq 1$$

The Hartree potential (inside the sphere) and the Hartree energy are given by

$$-v_h(\rho, \mathbf{r}) = -v_h(\rho^2, z) = \left[ 1 - \frac{2}{R^2 R} - 3 \right] + \frac{\kappa}{10} \left[ \frac{z^2}{R^2} - 3 \right] \left( \frac{4\pi R^3}{3} \rho_e \right)$$

To find the minimizing position $r_{min} \equiv (x_{min}, y_{min}, z_{min})$ of the potential $-v_h(r^2, z)$, we write $\mathbf{r} = r/R, z = z/R$,

$$v_h(r^2, z) = \left[ \frac{1}{2} R^2 + \frac{3}{5} \kappa z^2 R^2 - 3 - \kappa \right] \frac{1}{R}$$

Setting here the partial derivatives (with respect to $x, y, z$) to zero, we obtain

$$\bar{x}_{min} = 0$$
$$\bar{y}_{min} = 0$$

$$\bar{z}_{min} = \frac{9k}{16} \left[ 1 - \sqrt{1 + \frac{9k^2}{5}} \right] \quad \text{(keep upper sign)}$$

$$\bar{z}_{min} = \left[ \frac{k}{2} - \frac{9}{40} k^3 + O(k^4) \right] \equiv z_{min} R$$

The electron now sits at the position $r_{min} = (0, 0, z_{min})$. Setting in eq 58 $\bar{r} = \bar{z} = \bar{z}_{min}$ (and expanding around $k = 0$), then adding $U[\rho]$ to obtain $E_{el}[\rho]$, yields

$$-v_h(\rho, 0, 0, z_{min}) = \left[ -\frac{3}{2} - \frac{\kappa^2}{8} + O(k^4) \right] \frac{1}{R}$$

$$E^{PC}_{el}[\rho] = \left[ \frac{-3}{2} - \frac{k^2}{8} \right] \frac{1}{R} + \frac{3}{5} \frac{k^2}{35} \frac{1}{R} + O(k^4)$$

Replacing the cell radius $R$ with the local Seitz radius $r_s(r)$, this result should be compared with the PC DFT one in eq 22 of ref 21,

$$E^{PCDFT}_{cell}(\rho; \mathbf{r}) = \left[ -\frac{9}{10} + \frac{3}{350} \frac{k^2}{r_s(\mathbf{r})} \right] + O(k^4)$$

We see that this simple model correctly captures the sign of $B^{HF}$, which is negative, contrary to the positive sign for the DFT case. The order of magnitude is also correct, as eq 61 yields $B^{HFPC} = -\frac{27}{280} (\frac{2\pi}{3})^{-1/3} = -0.0598195$. However, comparison with the results of section 3 shows that this $B^{HFPC}$ is too large in magnitude, by almost a factor 4. We believe that the reasons for this discrepancy are (i) the fact that the PC cells with their electron have now a dipole moment invalidates the hypothesis that the energy can be computed as a sum of the energies of weakly interacting cells. The total energy is probably raised due to the cell-cell interaction that might also alter the position of the electron and the size of the PC cell; (ii) similarly to the exchange functional of DFT, the GEA2 coefficient obtained from a uniform system weakly
perturbed is probably not equal to the result obtained for neutral atom densities.

**ASSOCIATED CONTENT**

Accession Codes
All the data for $E_0[\rho]$ and $W^{\text{HF}}[\rho]$, including the minimizing positions are available on zenodo at http://10.5281/zenodo.5734771.

**AUTHOR INFORMATION**

**Corresponding Author**
Paola Gori-Giorgi — Department of Chemistry & Pharmaceutical Sciences and Amsterdam Institute of Molecular and Life Sciences (AIMMS), Faculty of Science, Vrije Universiteit, 1081HV Amsterdam, The Netherlands; orcid.org/0000-0002-5952-1172; Email: p.gorigiorgi@vu.nl

**Authors**
Timothy J. Daas — Department of Chemistry & Pharmaceutical Sciences and Amsterdam Institute of Molecular and Life Sciences (AIMMS), Faculty of Science, Vrije Universiteit, 1081HV Amsterdam, The Netherlands
Derk P. Kooi — Department of Chemistry & Pharmaceutical Sciences and Amsterdam Institute of Molecular and Life Sciences (AIMMS), Faculty of Science, Vrije Universiteit, 1081HV Amsterdam, The Netherlands
Michael Seidl — Department of Chemistry & Pharmaceutical Sciences and Amsterdam Institute of Molecular and Life Sciences (AIMMS), Faculty of Science, Vrije Universiteit, 1081HV Amsterdam, The Netherlands

Complete contact information is available at: https://pubs.acs.org/10.1021/acs.jctc.1c01206

Notes
The authors declare no competing financial interest.

**ACKNOWLEDGMENTS**

We thank Kieron Burke and Nathan Argaman for confirming our numerical findings of Figures 1 and 2, for sharing a preliminary version of their independent work on the logarithmic contribution of the second-order gradient term for exchange,44 and for insightful discussions. This work was funded by The Netherlands Organisation for Scientific Research, under VicI grant 724.017.001. A.G. is grateful to the Vrije Universiteit for the opportunity to contribute to this paper using the University Research Fellowship.

**REFERENCES**

(1) Langreth, D. C.; Perdew, J. P. The exchange-correlation energy of a metallic surface. Solid State Commun. 1975, 17, 1425–1429.
(2) Görling, A.; Levy, M. Correlation-energy functional and its high-density limit obtained from a coupling-constant perturbation expansion. Phys. Rev. B 1993, 47, 13105.
(3) Seidl, M. Strong-interaction limit of density-functional theory. Phys. Rev. A 1999, 60, 4387–4395.
(4) Seidl, M.; Gori-Giorgi, P.; Savin, A. Strictly correlated electrons in density-functional theory: A general formulation with applications to spherical densities. Phys. Rev. A 2007, 75, 042511/12.
(5) Levin, M. Semi-classical limit of the Levy–Lieb functional in Density Functional Theory. C. R. Math. 2018, 356, 449–455.
(6) Cotar, C.; Friesecke, G.; Klüppelberg, C. Smoothing of transport plans with fixed marginals and rigorous semiclassical limit of the Hohenberg–Kohn functional. Arch. Ration. Mech. An. 2018, 228, 891–922.
(7) Gori-Giorgi, P.; Vignale, G.; Seidl, M. Electronic Zero-Point Oscillations in the Strong-Interaction Limit of Density Functional Theory. J. Chem. Theory Comput. 2009, S, 743–753.
(8) Grossi, J.; Kooi, D. P.; Giesbertz, K. J. H.; Seidl, M.; Cohen, A. J.; Morí-Sánchez, P.; Gori-Giorgi, P. Fermionic statistics in the strongly correlated limit of Density Functional Theory. J. Chem. Theory Comput. 2017, 13, 6089–6100.
(9) Grossi, J.; Seidl, M.; Gori-Giorgi, P.; Giesbertz, K. J. H. Functional derivative of the zero-point-energy functional from the strong-interaction limit of density-functional theory. Phys. Rev. A 2019, 99, 052504.
(10) Colombo, M.; Marino, S. D.; Stra, F. First order expansion in the semiclassical limit of the Levy–Lieb functional. arXiv Preprints, 2021, arXiv:2106.06282.
(11) Seidl, M.; Perdew, J. P.; Levy, M. Strictly correlated electrons in density-functional theory. Phys. Rev. A 1999, S, 51–54.
(12) Seidl, M.; Perdew, J. P.; Kurth, S. Simulation of All-Order Density-Functional Perturbation Theory, Using the Second Order and the Strong-Correlation Limit. Phys. Rev. Lett. 2000, 84, 5070–5073.
(13) Liu, Z.-F.; Burke, K. Adiabatic connection in the low-density limit. Phys. Rev. A 2009, 79, 064503.
(14) Vuckovic, S.; Gori-Giorgi, P.; Della Sala, F.; Fabiano, E. Restoring size consistency of approximate functionals constructed from the adiabatic connection. J. Phys. Chem. Lett. 2018, 9, 3137–3142.
(15) Giarrusso, S.; Gori-Giorgi, P.; Della Sala, F.; Fabiano, E. Assessment of interaction-strength interpolation formulas for gold and silver clusters. J. Chem. Phys. 2018, 148, 134106.
(16) Constantin, L. A. Correlation energy functionals from adiabatic connection formalism. Phys. Rev. B 2019, 99, 085117.
(17) Wigner, E. P. On the Interaction of Electrons in Metals. Phys. Rev. 1934, 46, 1002.
(18) Daas, T. J.; Fabiano, E.; Della Sala, F.; Gori-Giorgi, P.; Vuckovic, S. Noncovalent Interactions from Models for the Møller–Plesset Adiabatic Connection. J. Phys. Chem. Lett. 2021, 12, 4867–4875.
(19) Seidl, M.; Giarrusso, S.; Vuckovic, S.; Fabiano, E.; Gori-Giorgi, P. Communication: Strong-interaction limit of an adiabatic connection in Hartree-Fock theory. J. Chem. Phys. 2018, 149, 241101.
(20) Daas, T. J.; Grossi, J.; Vuckovic, S.; Musslimani, Z. H.; Kooi, D. P.; Seidl, M.; Giesbertz, K. J. H.; Gori-Giorgi, P. Large coupling-strength expansion of the Møller–Plesset adiabatic connection: From paradigmatic cases to variational expressions for the leading terms. J. Chem. Phys. 2020, 153, 214112.
(21) Seidl, M.; Perdew, J. P.; Kurth, S. Density functionals for the strong-interaction limit. Phys. Rev. A 2000, 62, 012502.
(22) Sedlak, R.; Janowski, T.; Pitoňák, M.; Režač, J.; Pulay, P.; Hobza, P. Accuracy of Quantum Chemical Methods for Large Noncovalent Complexes. J. Chem. Theory Comput. 2013, 9, 3364–3374.
(23) Perdew, J. P.; Constantin, L. A.; Sagvolden, E.; Burke, K. Relevance of the Slowly Varying Electron Gas to Atoms, Molecules, and Solids. Phys. Rev. Lett. 2006, 97, 223002.
(24) Elliott, P.; Burke, K. Non-empirical derivation of the parameter in the B88 exchange functional. Can. J. Chem. 2009, 87, 1485–1491.
(25) Lee, D.; Constantin, L. A.; Perdew, J. P.; Burke, K. Condition on the Kohn–Sham kinetic energy and modern parametrization of the Thomas–Fermi density. J. Chem. Phys. 2009, 130, 034107.
(26) Cancio, A.; Chen, G.; Krull, B.; Burke, K. Fitting a round peg into a round hole: Asymptotically correcting the generalized gradient approximation for correlation. *J. Chem. Phys.* 2018, 149, 084116.

(27) Kaplan, A. D.; Santra, B.; Bhattacharjee, J.; Chowdhury, S. T. u. R.; Bhetwal, P.; Yu, J.; Tang, H.; Burke, K.; Levy, M.; Perdew, J. P. Simple hydrogenic estimates for the exchange and correlation energies of atoms and atomic ions, with implications for density functional theory. *J. Chem. Phys.* 2020, 153, 074114.

(28) Okun, P.; Burke, K. Semiclassics: The hidden theory behind the success of DFT. *arXiv Preprints*, 2021, arXiv:2105.04384.

(29) Perdew, J. P.; Ruzsinszky, A.; Csonka, G. I.; Vydrov, O. A.; Scuseria, G. E.; Constantin, L. A.; Zhou, X.; Burke, K. Restoring the Density-Gradient Expansion for Exchange in Solids and Surfaces. *Phys. Rev. Lett.* 2008, 100, 136406.

(30) Jurečka, P.; Šponer, J.; Černý, J.; Hobza, P. Benchmark database of accurate (MP2 and CCSD(T) complete basis set limit) interaction energies of small model complexes, DNA base pairs, and amino acid pairs. *Phys. Chem. pChem. Phys.* 2006, 8, 1985–1993.

(31) Takatani, T.; Hohenstein, E. G.; Malagoli, M.; Marshall, M. S.; Sherrill, C. D. Basis set consistent revision of the S22 test set of noncovalent interaction energies. *J. Chem. Phys.* 2010, 132, 144104.

(32) Fabiano, E.; Smiga, S.; Giarrusso, S.; Daas, T. J.; Della Sala, F.; Grabowski, I.; Gori-Giorgi, P. Investigation of the Exchange-Correlation Potentials of Functionals Based on the Adiabatic Connection Interpolation. *J. Chem. Theory Comput.* 2019, 15, 1006–1015.

(33) Lewin, M.; Lieb, E. H.; Seiringer, R. Floating Wigner crystal with no boundary charge fluctuations. *Phys. Rev. B* 2019, 100, 035127.

(34) Alves, E.; Bendazzoli, G. L.; Evangelisti, S.; Berger, J. A. Accurate ground-state energies of Wigner crystals from a simple real-space approach. *Phys. Rev. B* 2021, 103, 245125.

(35) Cotar, C.; Petracchi, M. Equivalence of the jellium and uniform electron gas next-order asymptotic terms for Coulomb and Riesz potentials. *arXiv Preprints*, 2017, arXiv:1707.07664.

(36) Fabiano, E.; Constantin, L. A. Relevance of coordinate and particle-number scaling in density-functional theory. *Phys. Rev. A* 2013, 87, 012511.

(37) Lieb, E. H. Thomas-fermi and related theories of atoms and molecules. *Rev. Mod. Phys.* 1981, 53, 603–641.

(38) Heilmann, O. J.; Lieb, E. H. Electron density near the nucleus of a large atom. *Phys. Rev. A* 1995, 52, 3628–3643.

(39) Staroverov, V. N.; Scuseria, G. E.; Perdew, J. P.; Tao, J.; Davidson, E. R. Energies of isoelectronic atomic ions from a successful metageneralized gradient approximation and other density functionals. *Phys. Rev. A* 2004, 70, 012502.

(40) Räsänen, E.; Seidl, M.; Gori-Giorgi, P. *Phys. Rev. B* 2011, 83, 195111.

(41) Seidl, M.; Vuckovic, S.; Gori-Giorgi, P. Challenging the Lieb–Oxford bound in a systematic way. *Mol. Phys.* 2016, 114, 1076–1085.

(42) Vuckovic, S.; Levy, M.; Gori-Giorgi, P. Augmented potential, energy densities, and virial relations in the weak-and strong-interaction limits of DFT. *J. Chem. Phys.* 2017, 147, 214107.

(43) Lewin, M.; Lieb, E. H.; Seiringer, R. The local density approximation in density functional theory. *Pure and Applied Analysis* 2020, 2, 35–73.

(44) Argaman, N.; Rudd, J.; Cancio, A.; Burke, K. Leading correction to LDA exchange for large-Z neutral atoms. Manuscript in preparation.

(45) Cohen, A.; Mori-Sánchez, P.; Yang, W. Insights into current limitations of density functional theory. *Science* 2008, 321, 792–794.

(46) Sun, Q.; Berkelbach, T. C.; Blunt, N. S.; Booth, G. H.; Guo, S.; Li, Z.; Liu, J.; McClain, J. D.; Sayfutyarova, E. R.; Sharma, S.; et al. PySCF: the Python-based simulations of chemistry framework. *Wiley Interdiscip. Rev.: Comput. Mol. Sci.* 2018, 8, e1340.

(47) Broyden, C. G. The Convergence of a Class of Double-rank Minimization Algorithms I. General Considerations. *IMA J. Appl. Math.* 1970, 6, 76–90.

(48) Fletcher, R. A new approach to variable metric algorithms. *Comput. J.* 1970, 13, 317–322.

(49) Goldfàrb, D. A family of variable-metric methods derived by variational means. *Math. Comput.* 1970, 24, 23–26.

(50) Shanno, D. F. Conditioning of quasi-Newton methods for function minimization. *Math. Comput.* 1970, 24, 647–656.

(51) Virtanen, P.; Gommers, R.; Oliphant, T. E.; Haberland, M.; Reddy, T.; Cournapeau, D.; Burovski, E.; Peterson, P.; Weckesser, W.; Bright, J.; et al. SciPy 1.0 Contributors, SciPy 1.0: Fundamental Algorithms for Scientific Computing in Python. *Nat. Methods* 2020, 17, 261–272.

(52) Dunning, T. H. Gaussian basis sets for use in correlated molecular calculations. I. The atoms boron through neon and hydrogen. *J. Chem. Phys.* 1989, 90, 1007–1023.

(53) Jorge, F. E.; Canal Neto, A.; Camuleti, G. G.; Machado, S. F. Contracted Gaussian basis sets for Douglas–Kroll–Hess calculations: Estimating scalar relativistic effects of some atomic and molecular properties. *J. Chem. Phys.* 2009, 130, 064108.

(54) Pritchard, B. P.; Altarawy, D.; Didier, B.; Gibson, T. D.; Windus, T. L. New Basis Set Exchange: An Open, Up-to-Date Resource for the Molecular Sciences Community. *J. Chem. Inf. Model.* 2019, 59, 4814–4820.

(55) Mourik, T. V.; Wilson, A. K.; Dunning, T. H. Benchmark calculations with correlated molecular wavefunctions. XIII. Potential energy curves for H2, Ne3 and Ar2 using correlation consistent basis sets through augmented sextuple zeta. *Mol. Phys.* 1999, 96, 529–547.