Deep Learning for Multi-Messenger Astrophysics
A Gateway for Discovery in the Big Data Era
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This report provides an overview of recent work that harnesses the Big Data Revolution and Large Scale Computing to address grand computational challenges in Multi-Messenger Astrophysics, with a particular emphasis on real-time discovery campaigns. Acknowledging the transdisciplinary nature of Multi-Messenger Astrophysics, this document has been prepared by members of the physics, astronomy, computer science, data science, software and cyberinfrastructure communities who attended the NSF-, DOE- and NVIDIA-funded “Deep Learning for Multi-Messenger Astrophysics: Real-time Discovery at Scale” workshop, hosted at the National Center for Supercomputing Applications, October 17-19, 2018. Highlights of this report include unanimous agreement that it is critical to accelerate the development and deployment of novel, signal-processing algorithms that use the synergy between artificial intelligence (AI) and high performance computing to maximize the potential for scientific discovery with Multi-Messenger Astrophysics. We discuss key aspects to realize this endeavor, namely (i) the design and exploitation of scalable and computationally efficient
AI algorithms for Multi-Messenger Astrophysics; (ii) cyberinfrastructure requirements to numerically simulate astrophysical sources, and to process and interpret Multi-Messenger Astrophysics data; (iii) management of gravitational wave detections and triggers to enable electromagnetic and astro-particle follow-ups; (iv) a vision to harness future developments of machine and deep learning and cyberinfrastructure resources to cope with the scale of discovery in the Big Data Era; (v) and the need to build a community that brings domain experts together with data scientists on equal footing to maximize and accelerate discovery in the nascent field of Multi-Messenger Astrophysics.

I. INTRODUCTION

The detection of multiple gravitational wave (GW) signals, consistent with the collision of binary black holes (BBHs), has verified Einstein’s theory of general relativity with exquisite detail in the most extreme astrophysical environments [1–6]. Furthermore, the observation of two colliding neutron stars (NSs) in GWs and light has initiated the era of Multi-Messenger Astrophysics (MMA), defined as contemporaneous observations of astrophysical phenomena using GWs, electromagnetic radiation, neutrinos and cosmic rays [7, 8], which provide complementary insights about the astrophysical processes and environments of MMA sources. Another recent MMA breakthrough was enabled by observations of high-energy gamma rays and cosmic neutrinos from the blazar TXS 0506+056, which provided the first observational evidence that BHs are proton accelerators, and that blazars are central engines of cosmic neutrinos and cosmic rays [9–11].

A thorough analysis of the data gathered by the LIGO and Virgo detectors during the two previous observing runs indicates that one GW source was detected for every 15 days of analyzed data [6]. Furthermore, new detections have refined previous calculations for merger rates, which now stand at $9.7 - 101 \text{Gpc}^{-3} \text{yr}^{-1}$ and $110 - 3840 \text{Gpc}^{-3} \text{yr}^{-1}$ for BBH mergers, and NS collisions, at 90% confidence level. For the yet undetected neutron star-black hole (NSBH) merger scenario, a merger rate upper limit at the 90% confidence level is estimated to be $610 \text{Gpc}^{-3} \text{yr}^{-1}$ [6, 12]. As the worldwide network of kilometer-scale, GW detectors continues to expand, and each detector gradually reaches design sensitivity, their volumetric sensitivity will continue to grow, thereby increasing these merger rates in upcoming observing runs [6].

The combination of GW observations with large scale astronomical surveys has also enabled GW standard-siren measurement of the Hubble constant with and without electromagnetic counterparts [13–15], as envisioned by Schutz [16]. Once LIGO and its international counterparts observe $O(100)$ GW170814-type BBH mergers, and these observations are combined with Dark Energy Survey-type photometric redshift galaxy catalogs, it will be possible to conduct statistical measurements of the Hubble constant with $\sim 5\%$ statistical precision [15]. The availability of deeper, more accurate and more numerous photometric-redshift information with next-generation electromagnetic surveys, such as the Large Synoptic Survey Telescope (LSST) [17], combined with the ability of GW detectors to localize signals within ten square degrees by the next decade, implies that Gravitational Wave Cosmology will soon become a standard cosmological probe, as accurate as quasar time-delay strong lensing [15, 18].

As the number of MMA observations continues to grow in years to come, it will be possible to conduct statistical analyses to infer the currently unknown matter composition of NSs, the origin of long gamma ray bursts, and the mass distribution of BHs and NSs. We will also learn about mechanisms that may trigger electromagnetic radiation when BHs and NSs collide, and will pinpoint the location of these events with unprecedented accuracy, shedding light on the astrophysical environments where compact objects form and coalesce as a function of cosmic time [19–21].

In order to fully realize these science goals, it is necessary to address outstanding computational challenges that currently limit the scope of existing MMA searches. In the context of GW discovery campaigns, template matching algorithms used for low-latency analysis can only probe a 4-D signal manifold out of the 9-D parameter space that is currently limit the scope of existing MMA searches. In the context of GW discovery campaigns, template matching algorithms used for low-latency analysis can only probe a 4-D signal manifold out of the 9-D parameter space that is available to GW detectors. It is reported in the literature that expanding the existing parameter space into higher-dimensional signal manifolds that are astrophysically motivated is computationally infeasible [22–24]. On the other hand, template agnostic algorithms are tailored for burst-like GW sources [25], and they may miss $\gtrsim O($second-long) GW signals with moderate signal-to-noise ratios [2].

Similarly, signal-processing algorithms used to identify electromagnetic transients in telescope images are still based on rudimentary machine learning (ML) techniques that do not adequately handle TB-size datasets in real-time analyses. Addressing this limitation is of paramount importance for at least two reasons. First, the construction of LSST will enable the most detailed survey of the southern hemisphere, covering 10 square degrees with every single snapshot taken by the telescope. Every night, LSST will generate over 15 TB of data [17], producing thousands of
triggers per second that will encode information about electromagnetic transients and other astrophysical sources in the nearby Universe. Second, by the time the LSST starts producing data, the existing network of ground-based GW detectors will be able to localize MMA sources within ten square degrees. This means that a single LSST observation may contain optical counterparts of GW signals, and it is likely that both LSST and GW detectors will perform simultaneous MMA observations. Therefore, processing both LSST and GW data in real-time will require a different approach to process simultaneously both time-series data and telescope images, leading to the identification of GW sources and their optical counterparts within seconds. For instance, LIGO and Virgo observed the collision of two neutron stars (GW170817) in GWs, and less than two seconds later, the Fermi satellite observed gamma ray emission from this same system, which underscores the speediness with which several windows of observation need to be coordinated to capture key astrophysical information from these objects. It is worth noting that MMA not only encompasses real-time observations, since radio emission from this event peaked more than 160 days after its observation in GWs, and X-ray emission may be observed until 1000 days after the neutron star collision [26]. In this document, however, we will concentrate on low latency MMA observations.

In summary, to fully realize the MMA science program we need to address two specific problems: (i) the depth and speed of GW searches are insufficient, so we need to develop algorithms that significantly increase their speed and efficacy; and (ii) to effectively search for optical counterparts of GWs, we need to develop new algorithms to process a large number of triggers generated by LSST-type surveys, and then search for an electromagnetic counterpart in telescope images that span $\sim 10\text{ sq. degrees}$.

Similarly, understanding the physics of MMA sources is of paramount importance to inform the development of algorithms to extract as much information as possible from real-time observations, and to define the scope and length of broadband electromagnetic and astro-particle follow-up observations. GW170817 made evident the need to further strengthen community efforts to accelerate the development of numerical relativity software stacks that are essential both for LIGO data analyses searches, and to obtain insights about the nature of the post-merger remnant from electromagnetic follow-up studies.

In order to start addressing these pressing issues, synergistic activities between domain experts and members of the data science, high performance computing (HPC), and cyberinfrastructure communities must be organized and pursued in earnest. This document provides a vision to achieve this goal, building upon ongoing activities that are successfully harnessing the Big Data Revolution to address computational challenges in GW astrophysics, large scale astronomical surveys and neutrino observations. This document is organized as follows. Section II provides a brief status update of numerical methods used to simulate MMA sources. Section III describes key improvements that are needed in existing numerical relativity software stacks to gain a better understanding of the physical processes that lead to GW, electromagnetic and astro-particle production in the merger of compact binary systems. Section IV outlines existing challenges in optical follow-ups of GW sources, and recent developments on the use of machine and deep learning to optimize these searches. Section V presents a summary of machine and deep learning applications for GW data analysis. Section VI provides a vision to build upon this work to increase the depth and speed of GW searches in the context of MMA discovery campaigns. The cyberinfrastructure requirements to achieve convergence between deep learning, large scale computing and MMA is described in Section VII. Section VIII identifies key milestones, both technical and sociological, that need to be accomplished to maximize the scientific return of MMA. Acknowledging the transdisciplinary nature of the MMA science program, Section IX provides a vision to build an MMA community that enables domain experts from disparate fields of research to contribute their expertise on an equal footing, and the need to create synergies with industry partners that in addition to co-funding data science activities at the heart of MMA, may also provide avenues to diversify the career paths of MMA researchers. We summarize the findings of this report in Section X.

II. NUMERICAL RELATIVITY SIMULATIONS OF MULTI-MESSENGER SOURCES

Modeling an MMA source requires a pipeline rather than a single simulation. The expected messengers from a compact binary merger are, in order: GW emission from the inspiral and merger of a compact binary system, gamma ray emission from the central post-merger engine, and an optical and infrared afterglow from the radioactive decay of r-process elements in ejected material. Each of these processes requires one, if not many simulations. Accurately modeling the GW emission requires capturing the general relativistic effects. Modeling the formation of the jet and ejected material requires magnetic fields. Modeling the r-process elements requires neutrino transport and nuclear reaction networks.

The inspiral and merger of two compact objects can be modeled via numerical relativity (for a review of numerical relativity see [27–30] and references therein). This calculation provides the GW signal and the morphology and composition of the dynamical ejecta. Calculations with general relativistic magnetohydrodynamics (GRMHD) are now routine. For instance, the GRMHD simulation of merging NSBH and NSNS systems reportedly in [31, 32] showed
for the first time that these systems can launch jets and be the progenitors of short gamma ray bursts (sGRBs). In the BHNS scenario, it was found that a jet can be launched if a) the NS is endowed with a magnetic field that extends from the stellar interior into the exterior, as in a radio pulsar, b) the tilt angle between the magnetic moment and the total angular momentum of the system is small, and c) the initial BH spin is \( a/M_{\text{BH}} \gtrsim 0.4 \) [33]. In the NSNS scenario, the GRMHD studies reported in [32, 34], in which the NS is modeled as an irrotational \( \Gamma = 2 \) polytrope, showed that NSNS systems may launch an incipient jet whether or not the seeded poloidal magnetic field is confined or not to the NS interior, as long as the binary forms a hypermassive NS that undergoes delayed collapse to a BH. The lifetime of the jets \( \Delta t \sim 100(M_{\text{NS}}/1.625M_\odot)\text{ms} \) and the outgoing electromagnetic luminosities \( L_{\text{jet}} \sim 10^{51}\text{erg/s} \) in the above cases turn out to be consistent with sGRBs [35–37]. Based on the GRMHD simulations in [38], it has been argued that in order to have a sGRB as in GW170817 the merger remnant is likely a hypermassive NS that undergoes delayed collapse. Furthermore, the GW170817 data can be combined with causality arguments to establish a NS upper mass limit in the range \( 2.16 M_\odot - 2.28 M_\odot \).

The inclusion of more sophisticated neutrino and microphysics, however, is in its infancy. The most common approach to ignore neutrinos or use neutrino leakage and the state of the art is a moment scheme [39–43]—although neutrinos have been modeled more accurately with Monte Carlo methods in post-processing [44, 45]. After the merger, the remnant-disk-wind system must be modeled to accurately capture the formation of the jet and the composition and morphology of the gravitationally unbound material driven off of the disk. This requires general relativity in a fixed, rather than dynamic, background, magnetic fields, and neutrino transport. Recently there has been a significant effort to model this system in three dimensions [43, 46–48]. The launching and propagation of the jet itself requires additional specialized modeling as well (see [49, 50] and references therein for a review).

Rapid, or \( r \)-process, nucleosynthesis drives the formation of heavy elements in the ejected material. The \( r \)-process is generally modeled in post-processing via codes such as [51]. These nucleosynthetic yields are then fed into radiative transport models to extract the light curve for the kilonova, yielding results such as those presented in [52] and [53].

While NSNS mergers have been confirmed as progenitors of GW and EM emission, and NSBH mergers are expected to also fall into this category, there have been just a handful of studies that explore the feasibility of observing EM emission from BBH mergers [54, 55]. For instance, recent GRMHD simulations suggest that a circumbinary disk accretion onto non-spinning, stellar-mass black hole binaries may launch magnetically driven jets (or a collimated, mildly relativistic outflow which is at least partially magnetically dominated) whose Poynting luminosity is of order 0.1% of the accretion power, i.e., BBH systems could serve both as radio, X- and gamma-ray engines. Future MMA observations will confirm or rule out these predictions.

### III. Future Developments of Numerical Relativity Simulations of MMA Sources

Moving towards a more realistic treatment of MMA sources requires a number of improvements in existing software stacks. For instance, a realistic nuclear equation of state with density, temperature and composition dependence to better capture not only the inspiral and merger effects, but more importantly to study the remnant with its subsequent BH-disk evolution. In the late merger phase, neutrino transport and realistic magnetic fields are important elements to simulate the sGRB and kilonova scenarios reliably [56], as well as the implementation of electromagnetic radiative transport to obtain realistic estimates of the disk geometry, the mass accretion rate and electromagnetic luminosity and spectra.

Astrophysics modeling occurs on many disparate length and energy scales, ranging from the very small to the very large. In many cases, the relevant scales can be modeled via, e.g., mesh refinement [57]. Unfortunately, if the small scales are relevant everywhere within a simulation domain, global simulations can be prohibitively expensive. One such example system is magnetically driven turbulence in accretion disks. It is well known that the magneto-rotational instability can drive turbulence and momentum transport within a disk [58, 59]. This transport can be modeled as an effective “alpha” viscosity [60] that contains only local shear stresses. This viscosity can be matched to high-resolution models of turbulence within the disk [61].

This approach has proven to be extraordinarily powerful. However, these methods fail to capture many relevant effects of the disk-wind system, such as jets, magnetically driven wind, and magnetic arrestment. One potential avenue for improvement is to adapt the more sophisticated models developed by the engineering community, such as large eddy simulations and Reynolds-averaged Navier-Stokes models. These models incorporate many more locally-defined viscous stress and transport terms, but require more sophisticated tuning [62].

The engineering community has recently begun exploring the possibility of using tuned subgrid models for turbulence to train neural networks for turbulence and the field has exploded [63–74]. Although these techniques are in their infancy, they have the potential to enable accurate subgrid modeling in regimes that were previously intractable.

One promising application for ML in simulating MMA sources is the use of ML to model subgrid physics that cannot currently be modeled from first principles at acceptable computational costs [75–77]. For example fully
resolved simulations that capture turbulent motion during supernovae or neutron star collision simulations [78–80] are too expensive to employ for parameter study simulations. Instead the use of subgrid models tuned via a small number of high resolution simulations has become increasingly popular in astrophysical simulations [81]. These type of models have been used for a long time in computational fluid dynamics where recently the use of ML to model closure parameters of the system has seen increasing use.

These methods thus require access to advanced cyberinfrastructure platforms to handle both the few high resolution, parallel simulations used to tune the subgroup model as well as infrastructure to construct the model and eventually infrastructure for a large set of simulations to study MMA sources. Full, high resolution, parallel simulations to tune subgrid models will require tens of millions of node hours or more, which can only be delivered by high-performance resources on par or better than current NSF leadership compute resources like Blue Waters or the future Frontera system.

IV. NEEDS FOR LOW-LATENCY IDENTIFICATION OF THE OPTICAL COUNTERPARTS OF MMA SOURCES

The optical counterparts of GWs emitted during the merger of NSNS or NSBH systems are known as kilonovae or macronovae [82–87]. This emission spans the ultra violet (UV), optical and the near infrared (NIR) bands, and encodes key insights regarding ejected material that is powered by radioactive decays of r-process nuclei [47, 88]. As had been expected, the landmark discovery GW170817 demonstrated that such sources can power sGRBs structured jets [26]. Future MMA observations of these sources will provide new and detailed insights about the astrophysical scenarios that lead to the emission or suppression of GRB jets.

The optical counterpart is one of the crucial messengers of MMA observations, since detection in the UV/Optical/NIR is the best, and perhaps, the only method of localization of the source sufficient for unambiguously identifying the host galaxy [89]. The detection is aided by a suitable pipeline of transient detection, e.g., [90], including automated classification of astrophysical vs algorithmic artifacts, e.g., [91]. Such an unambiguous identification allows an easy determination of the redshift, and therefore their use in a distance-redshift relationship to infer cosmological parameters in conjunction with the luminosity distance determined from the standard siren property of GWs [16, 92]. This is currently anticipated with much excitement as an independent method of inferring the Hubble constant in the local universe, since a tension of the order of three sigma exists in the inferred value from high-redshift cosmic microwave background data, and distance ladder measurements [93–95]. This science requires the construction of complete galaxy catalogs, an activity in which machine and deep learning (DL) is in earnest exploration [96–98]. Such a precise localization is also crucial for triggering deep multi-wavelength follow-ups and spectroscopy studies, since relevant telescopes have small fields of view. Such monitoring is essential to extract physical properties of the merger, and detailed modeling of the sources such as the physics of the jet. The location of the source within its host galaxy can provide useful information about the evolution of the progenitor system, and even its dynamics in the host galaxy [99]. Multi-wavelength follow-up enables our understanding of physical processes that take place during MMA events. For example, those include the production of heavy elements and diagnostics regarding the mass and composition of the ejected material, properties of the circumstellar medium, and whether jets are generated during the event [100].

High confidence identification of the optical counterparts of GWs is a challenging task. These transients have peculiar optical properties, namely, they are fast, dim, and rare. Furthermore, the area within which LIGO-type detectors can localize MMA triggers includes many other unrelated optical transients (including artifacts and supernovae) whose properties will be consistent with optical counterparts of GW events. Due to their fast decay rate (the initial optical emission of the counterpart of GW170817 faded more than 1 mag/day, and was followed by a longer-lived red transient [101]) and to the particular usefulness of early observations in constraining the physical properties of the transient, they need to be located within a few hours of the compact binary merger, and then followed up using relatively competitive spectroscopic resources, and observations on the entire electromagnetic (EM) spectrum (for an actual detection scenario, see Figure 2 in [102], which itemizes the timeline of GW and broadband EM observations of GW170817). In practice, this requires prompt response to the trigger to initiate a multi-filters discovery imaging campaign that will cover large sky areas using large field-of-view, deep-imaging telescopes, or campaigns imaging preselected galaxies (selected for their morphological properties and distance) with deep-imaging telescopes. In both cases, the campaigns are conducted using fully automated discovery pipelines that perform image subtraction. ML is already a standard component of such pipelines [103, 104], and plays a critical role to tell apart real astrophysical sources from noise artifacts. Rapid integration with archive data will be valuable in pinpointing the optical counterparts. In addition to post-processing applications, neural networks are now being used as key discovery methods in new pipelines, in the optical [105] as well as at other frequencies. In fact, image-subtraction based campaigns require the existence of adequate templates over the entire are of sky to be searched, as inadequate or missing templates would
lead to an overwhelming amount of false positive artifacts, and DL techniques can be faster and more accurate than image-subtraction methods for transient discovery, especially when the amount of data to be processed grows at TB scales. Such techniques are being tested to be fully implemented in future large surveys and MMA follow-up programs. Finally, aside from using these techniques for identifying a real astrophysical source, and then using spectroscopy to make the positive identification as a kilonova, future analyses may also utilize photometric classification methods for identification. Such possibilities have been studied in quite some detail for other transients like supernovae [106–108] or methods applied to real data [109, 110]. The possibility of identifying kilonovae using this approach from wide field surveys like LSST using complete light curves in a serendipitous survey have been discussed in [111–114]. Graph neural networks have also been used to improve neutrino detection with the IceCube observatory. This detection scenario combines two challenging problems, namely, the sparse nature of the neutrino signals, the irregular geometry of the detectors, and the large asymmetry between positive and negative events, in which case the pattern classification problem demands false positive rates of order $10^{-6}$ [115].

V. STATE-OF-THE-ART DEEP LEARNING ALGORITHMS FOR GRAVITATIONAL WAVE DETECTION

While DL algorithms have been used for classification studies of time-series signals [116], the first demonstration that these algorithms could be used both for classification and regression of time-series data was presented in [117], with an application for the detection and parameter estimation of BBH mergers whose GWs are embedded in Gaussian noise. Follow-up studies demonstrated that this methodology is also applicable for the detection, parameter estimation and denoising of BBH mergers, detected by the LIGO and Virgo detectors, whose GWs are embedded in non-Gaussian and non-stationary LIGO data [118–122]. These studies have sparked the interest of the community, leading to several developments on ML and DL for GW data analysis and source modeling [123–129].

Central developments in this field require the use of Bayesian neural networks to enable parameter estimation analyses endowed with statistical errors [130–132]. In order to probe a higher-dimensional signal manifold, beyond the 4-D parameter space covered with traditional detection algorithms, it will be essential to combine DL and HPC to use distributed training at scale. Such an approach is needed both to conduct large scale parameter sweeps to determine the optimal architecture of neural network models. Once a neural network model is chosen, the use of HPC platforms is vital to have the flexibility to train neural network models using TB-size waveform template banks to achieve state-of-the-art accuracy for detection and characterization of GW signals in actual detection scenarios. Reducing the training stage from weeks to minutes using distributed training in HPC platforms not only enables the design and training of robust neural network models, and detailed uncertainty quantification studies to assess the robustness of the model, but also guarantees that once a model is fully trained, one can use information about the sensitivity of the GW detectors, during an ongoing detection search, to enhance the accuracy of neural network models for low-latency GW detection and parameter estimation studies.

VI. FUTURE DEVELOPMENTS OF DEEP LEARNING ALGORITHMS FOR GRAVITATIONAL WAVE DETECTION

Existing DL-based signal processing tools have only been explored in the context of BBH mergers, assuming $O$(second-long) GWs. There is a pressing need to expand the scope of these methods to cover the 9-D signal manifold that is available to existing GW detectors.

Furthermore, it is critical to design neural network models adequate for the detection and characterization of NSNS and NSBH mergers. Obvious challenges related to this work involve the fact that these neural network models will have to be trained with significantly longer waveform signals. Since existing DL algorithms [118] are capable of processing over 4,000 seconds of data within a second, one expects that even if DL algorithms for NSNS observations are $\sim 1,000x$ slower than those used for BBH detection, one may still be able to extract NSNS and NSBH signals from GW data in low latency.

Other developments that involve MMA observations concern GW observations of supernovae, and other burst-like GW sources. A study of this nature is a straightforward extension of the algorithms already developed for GW detection, denoising and unsupervised clustering that have been developed for the GW observation of BBH mergers [122, 133].
VII. CYBERINFRASTRUCTURE REQUIREMENTS FOR THE DEVELOPMENT OF DEEP LEARNING ALGORITHMS FOR MMA SEARCHES

As pointed out in the previous sections, DL is steadily being implemented in all aspects of the MMA analysis pipeline. Key features of DL algorithms that promote them as tools to address existing grand computational challenges in MMA include their scalability, and the fact that once these algorithms are fully trained, they require minimal computational resources for inference, or in different words, in an actual MMA discovery campaign.

With packages like TensorFlow [134] and PyTorch [135], much of the GPU/CPU optimization has been done for us. However MMA will continue to push the computation and data limits of any cyberinfrastructure. Scaling these limits can broadly be described in two ways: horizontal and vertical scaling. Vertical scaling is generally perceived as “make the CPU/GPU processing faster”, and horizontal scaling as “give me more CPU/GPUs.” Different stages of a DL pipeline have varying success taking advantage of these two scaling strategies. The major components of a DL pipeline are data preparation, model training, model inference, and results analysis. For this part of the discussion we ignore data preparation and results analysis as they are typically either done offline or are integrated into the DL model and thus fall into the category of training or inference.

Training is by far the most computationally intensive step. It requires a significant amount of interprocess/thread communication and sequential calculations. Most mature and well studied models can take advantage of horizontal scaling by using large training batch sizes. However, new models that are being developed and studied can suffer from poor generalization with horizontal scaling and they require careful data-specific scaling strategies. Training requires a rounded balance of horizontal and vertical scaling. Inference is commonly an embarrassingly parallel process. Each input can be processed completely independently of any other input. Depending on the vertical scale of computation, the bottleneck can often be data retrieval and I/O latency and bandwidth.

In a production grade cyberinfrastructure, source and revision control is an integrated feature. Studying DL models for MMA revealed many best practices that should be carried forward into an eventual production cyberinfrastructure. With the most recent DL programming models, e.g., TensorFlow and PyTorch, a DL model is made up of code plus numeric weights. TensorFlow popularized the concept of a model graph and created file formats to store such objects, but a DL model is still created and maintained as traditional developer code. As the project matures, errors and improvements on models will be discovered. The best practices are to treat the code as part of a model as if it was any other software project with source/revision control such as github and a gitflow style development cycle. The tricky part is traceability of model weights. Storing the literal model weight is always a valid approach. However, the weights by themselves give very little diagnostic insight and so is a poor candidate to source control. From an information theoretic perspective, the training data, training method, and hyper parameters, and the information on DL software framework are equivalent to the raw model weights. This report has emphasized the need for a common public datastore. We propose source controlling the metadata needed to fetch training data from the eventual common public datastore.

Cyberinfrastructure for MMA analytics needs to support large collections of disparate datasets, and the ability to apply complex and compute-intensive analytics algorithms on large portions of the data. This type of cyberinfrastructure can be satisfied with an low interconnect latency HPC-like system, with adequately provisioned data and compute resources. On the other side, the infrastructure must support interactive access to the data, and the ability to apply analytics tools to subsets of the data in real-time for a large number of users.

At the time of this writing (January 2019) the resources available from the NSF via XSEDE offer a decreasing number of resources appropriate to support MMA efforts. At present, XSEDE compute resources provide 2.8 PFlop/s of single precision GPU compute through the Bridges and Comet clusters [136, 137]. With the impending retirement of several resources there will be a continued decline in the availability of GPU resources. A current solicitation will bring new resources online in the 2020 time frame, but it is unknown as to what the configuration of these resources will be (as they will be selected based on proposals that have not yet been written) and whether they will effectively support the computing modalities needed by MMA.

The NSF-funded Frontera supercomputer focuses on CPU performance providing 35-40 PFlop/s through its Intel Xeon CPUs, and only 8 PF/s of 32-bit precision compute through a small GPU section of the system [138]. While explicitly designed with ML in mind, MMA ML applications will easily consume more compute resources than available through Frontera’s GPU section. Other NSF-funded investments include the DL project at NCSA, which consists of a computer system dedicated to supporting DL research at the University of Illinois at Urbana-Champaign. The system consists of 16 IBM Power9 servers with four NVIDIA V100 GPUS, or 64 GPUS in total. The nodes are interconnected with dual-channel EDR IB. The system supports TensorFlow and other DL frameworks in a container-based environment.

In summary, the landscape of existing and planned NSF-funded HPC cyberinfrastructure indicates that there is a pressing need to expand these resources to meet MMA cyberinfrastructure needs [139–142]. In addition, it is unclear as to whether there are sufficient technical staff available with whom to partner and gain the necessary expertise to
further develop these techniques. Given the much broader applicability of ML/DL/AI approaches, the agencies are advised to invest in the resources and services necessary to enable the success of MMA and other community efforts reliant on these approaches. This goes beyond simply provisioning GPU systems and the technical staff required to support them. Appropriate storage and data sharing environments that can support multidisciplinary collaborations along with adequate networking infrastructure to support both bulk data transport and rapid notifications is required. There must also be exploration of newer technologies, e.g., tensor processing units, quantum information systems, and of their applicability to these challenges.

On the other hand, Department of Energy (DoE) HPC and leadership computing centers provide access to state-of-the-art computing platforms such as Summit and Titan at Oak Ridge National Laboratory which are equipped with over 27k NVIDIA Volta V100 GPUs, and over 18k K20X GPUs, respectively. Theta at Argonne National Laboratory, though not providing GPUs, has the infrastructure in place to conduct DL research at scale. In 2018, the DoE’s Innovative and Novel Computational Impact on Theory and Experiment (INCITE) and Argonne Leadership Computing Facility Data Science Program (ADSP) provided computing resources for data science projects with an emphasis on machine and DL research at scale, filling in a critical void in the US HPC landscape for this emergent area of research, which are essential for the realization of the MMA science program.

VIII. FUTURE NEEDS OF MULTI-MESSENGER ASTROPHYSICS

To maximize the scientific return of MMA in the near future, progress on several fronts has to be made. It is of primary importance to obtain alerts from GW detectors as soon as possible, but also from high energy surveys such as Fermi, to the optical follow up community to select the most promising targets. A list of potential candidates is essential to enable every team to rank the targets by priority, given their observing capabilities and science goals. A common tool for galaxy cross matching is highly desirable, as currently this task is duplicated by each team. In addition, research into a ML classifier for MMA is highly desirable for an early classification.

For observational programs, it grows more and more important that all steps from target selection, to the planning and execution of observations be done programmatically. This avoids, in principle, any human biases and mistakes and could resolve some potential conflicts. The two first steps can be achieved with new generation of observing software, the so-called Target and Observation Manager (TOM) systems [143]. These ensure an efficient way to manage and submit observations at large scale. These tools are specially designed to have the flexibility to interact with any instrument/telescopes in order to maximize the efficiency of the observing process. The systems provide an efficient platform for communication between observers.

There needs to be discussion of the needs of the future generation of telescopes that will be used for MMA follow-up. With the upcoming new generation of large telescopes (LSST, Thirty Meter Telescope, Extremely Large Telescope, etc.), it is crucial to design future instruments to accurately characterize GW events. Moreover, the amount of telescope time that will be dedicated to MMA has to be decided. The observing strategy, mechanism and software infrastructure should be flexible enough to allow a rapid reaction to any potential targets of primary importance.

Ideally, a common, public database would be build to centralize all information available for any targets. This will minimize the duplication of common tasks (such as data collection, galaxy cross-matching, ranking, etc.) among follow-up teams, therefore allow their focus to be dedicated to producing the best science. This can be coupled with classification algorithms and catalogs cross-matching. The infrastructure of the LSST data management system and the alert brokers under development are good examples.

The development and the generalization of TOM tools in parallel to the robotization of telescopes is a important step that has to be explored to maximize the science return of future MMA events. The architecture and operational practices of primary detection instrument should be examined for improvements for MMA use cases. For example, while primarily a general-purpose astronomy instrument, LSST is able to respond promptly to GW detections. Access to these observations for the general community is currently seen as implemented thought community event brokers. The match of this architecture to MMA use case should be validated.

Finally, it is crucial that funding agencies explore the best way to manage competitive proposals that try to achieve the same scientific goals. Given the scientific value of these future events, several teams are likely to simultaneously request the same observations at the same facilities, creating inefficient duplication and potential for conflict. With increasing rates of target discovery this inefficiency could become a significant drain on limited observing resources. While DL/ML software can manage the technical issues relevant to these problems, the political aspects remain to be addressed.
IX. COMMUNITY BUILDING

MMA, like many other fields, is inherently both collaborative and competitive. Competition can be both constructive and destructive. Destructive competition inhibits collaboration and teamwork and in the burgeoning MMA field, is counterproductive. However, because MMA is transdisciplinary in nature, and its science goals will not be realized by any one individual or small group, similar to how it necessarily requires large groups several years to put multiple satellites in orbit, build vast surface arrays, or instrument a volume of Antarctic ice, both collaboration and constructive competition must be encouraged and developed. In this section, we discuss several aspects of the future MMA community that promote such collaboration and constructive competition, including software and services, workforce development, and social and technical mechanisms for community building.

A. Community software and services

While web-based services will remain useful, the predominant mechanism for accessing and analyzing data in the immediate future will likely be through the command-line in a Python environment. Technologies such Jupyter Notebooks are enabling the sharing and understanding of complex workflows. We encourage the MMA community to develop Python interfaces to all software packages. In addition the MMA community should be asked to share their workflows via Notebooks. In so far as is possible, we encourage software teams to license their software with a permissive license to optimize sharing and re-use of code. Housing the code in a common repository (unless forbidden for legal reasons) will support discovery and use of the data. Policies for use of the repository will require care and attention, but it will be understood that the software providers own the code they contribute. Successful projects such as Astropy [144] and yt [145] provide examples of how community projects can be managed, how credit and reward can be assigned, and how conflict can be managed. And in some cases, MMA work can be merged into these existing packages.

Astronomy archives will be developing data access services aimed at maximizing science return from MMA. The NASA Extragalactic Database (NED) is actively developing an EM-GW follow-up service for the advanced LIGO-Virgo third observing run in Spring 2019, to optimize fast EM follow-ups to GW events. Its design has been informed by NEDs support for follow-up to the GW170817 event. The MMA community should be active in identifying follow-up services, their requirements and their performance, and in evaluating the services.

The reproducibility of results is one of the fundamental tenets of the scientific method. When it comes to complex software stacks, it is important to keep in mind that reproducibility within systematic and statistical errors is what is important, as opposed to bitwise reproducibility, which is the standard in software engineering. IceCube has designed a system, soon to be released as open source [146, 147], that will detect systematic deviations due to improvements, bug fixes, or optimizations in the underlying algorithms but will be robust to purely statistical deviations. This system has the potential to detect changes in continuous distributions beyond those due purely to statistics and below the level of human observations. This was originally designed to detect small changes in large, complex simulation chains, but can be adapted to analysis chains as well. It will be critical that this software be easy to use correctly and difficult to use incorrectly, to facilitate early adoption. Near the end of an analysis, there is often little enthusiasm for validation and verification and less care is given to this component of the process. This can often make results difficult for others to reproduce, even within the same experiment. Investing in validation and verification reduces the amount of time it takes for new people to get started. Reproducing previous results can be a great way for a new person to gain the necessary confidence to adapt and extend the analysis, resulting in better science quicker for the entire MMA community.

B. Workforce development

Current large scientific collaborations are composed of two largely separate communities: scientists and engineers. Though scientists have the technical background and aptitude to communicate needs and requirements to engineers, they often lack the mindset, skills, and training to develop and design as engineers do. In large projects, a significant fraction of the codebase is designed, developed, and maintained by students and postdocs who have very little formal training in software engineering best practices. Their software is often integrated into complex processing stacks, intended to work for years and even decades. Critical to the long-term performance of complex processing chains is the training of the workforce largely responsible for design, development, and maintenance.

Modern ML/DL courses offered by Udacity, for example, tend to focus on industrial applications like facial recognition and natural language processing. The overlap with scientific applications can range from significant, e.g., facial recognition and astronomical image categorization, to orthogonal, e.g., natural language processing. Issues such as
error propagation through DL architectures, critical to scientific applications, are largely ignored in industry. An initial proposal for a DL curriculum, which could serve as an extension to Software Carpentry [148], should include software engineering best practices, and several programming languages. It is well known that there are far fewer academic positions than degrees earned and many colleagues therefore end up in industry. There is an opportunity to engage and compel our industrial partners to provide support in training their future workforce. It is both cost effective and mutually beneficial.

A variety of activities may be pursued to transfer skills and to on-board new members, e.g., in-person bootcamps, either separate or in conjunction with major conferences. NCSA would be an ideal venue, but the community should be open to other hosts. The Software Carpentry project is one successful example. Engaging such projects to provide training needed for MMA is likely to be the optimum approach. Engaging such projects to provide training needed for MMA is likely to be the optimum approach. It is important to engage industry partners in these activities. More astronomers and physicists leave academia for industry, so it’s in industries’ best interest to invest in their workforce training early.

C. Towards a cohesive community

Developing a cohesive community depends on many complex sociological factors, implemented in policies and practices as well as culture. Individuals first need to feel a sense of community, a group that is working together at some level, and to feel that they are or want to be part of that community. Next, in order for a community to thrive, individuals need to find it rewarding (i.e., to have incentives, whether intrinsic or extrinsic) to become or to remain part of the community, to contribute back, and to urge fellow colleagues to join. Though modern technology has made it relatively inexpensive to provide the tools to build and maintain global online communities, these tools are just tools; they are not the community. The community must form and persists, and it is important to recognize the value that face-to-face meetings, including conferences, workshops, bootcamps, can bring to community identity. Funding for these events must be sought from NSF, DOE, and industry partners.

Defining teams as early as possible and providing the tools, e.g., on-boarding, to easily get up and running, will provide individuals with the opportunity for optimal career advancement, while also optimally advancing the goals of the community. As different groups work together, driving scientific and technological innovation for MMA, it will be essential to implement reward mechanisms to attract and retain talent through career advancement. Furthermore, as individuals and teams engage with this community, it is essential to establish transparent mechanisms to enable them to achieve their goals, while contributing back to the team, thereby sustaining and encouraging team structures.

Many of the challenges described in this article, such as a building and sustaining cohesive community, workforce training, development and advancement; access and delivery of large volume data, low-latency data analysis, and employing ML/DL/AI techniques with the associated cyberinfrastructure required to minimize time-to-insight, are shared with other data-intensive scientific domains such as high-energy physics (HEP). Through a process involving 18 workshops over two years, key national and international partners from HEP, computer science, industry, and data science were brought together to generate over eight community position papers, including a software institute Strategic Plan [149] and a Community Whitepaper [150] as a roadmap for HEP software and computing R&D over the next decade. The MMA community should ascertain what can be learned from community processes such as this, and seek out shared software and cyberinfrastructure solutions to challenges in common to maximize the scientific return-on-investment from MMA data. This process is already in motion with the NSF-funded project “Community planning for Scalable Cyberinfrastructure to support Multi-Messenger Astrophysics” [151].

X. CONCLUSIONS

Representatives from the astronomy, physics, computer science, HPC, software, and data communities gathered together at NCSA to discuss recent accomplishments of the MMA science program, and to identify grand computational and theoretical challenges that need to be addressed to maximize the potential for discovery of future MMA discovery campaigns.

This community expressed unanimous agreement that there is a pressing need to accelerate the development of ML and DL algorithms for the GW, EM, and neutrino detection of MMA sources in real-time and at scale. MMA observations of GW170817 have been transformative, and have identified three pillars that require immediate attention for the full realization of the MMA science program: 1) increase the speed, accuracy and robustness of numerical relativity simulations of MMA sources; 2) increase the speed and depth of signal processing algorithms for real-time detection of GWs and their counterparts in light and astro-particles; and 3) identify cyberinfrastructure resources to simulate and search for MMA sources in ever increasing and disparate datasets.
There is concern regarding the availability of future NSF-funded cyberinfrastructure facilities for MMA data analytics. The convergence of DL with HPC to train deeper and more accurate models with TB-size training data sets is critical to ensuring that neural network models cover as deep a parameter space as possible. Once these models are fully trained, they can be used for inference searches using minimal computational resources. We suggest reaching out to DOE HPC platforms to obtain computational resources for DL at scale, given that DOE labs such as Oak Ridge and Argonne provide state-of-the-art resources for ML/DL research.

Beyond scientific development, this team recognizes the need for policy making regarding data acquisition and data sharing at astronomical observatories and methods for fast interaction between the GW and the astronomy communities to maximize scientific discovery. We also emphasize the need to create and nurture an MMA community that designs mechanisms to reward its members, and to grow in an organic manner, providing career paths for its members beyond academia. There are successful examples in astronomy (e.g., Astropy [144], yt [145] and the LSST Dark Energy Science Collaboration [152]) that can act as models for building a community. We suggest creating synergies with industry partners that, in addition to co-funding data science workshops and bootcamps for MMA researchers, may also recruit members of this community.
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