1. Introduction

Given a class of knotted objects, $\mathcal{K}$, an expansion, or universal finite type invariant, is an assignment $Z : \hat{\mathcal{K}} \to \mathcal{A}$ taking values in a vector space, $\mathcal{A}$, which is graded with respect to a Vassiliev filtration of $\mathcal{K}$, and satisfies a universality condition (Definition 2.2). Expansions are called homomorphic if they respect any operations defined on $\mathcal{K}$, such as braid composition, knot connected sum or strand doubling. One of the
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The best known examples of a homomorphic expansion is the Kontsevich integral ([Kon93], [CDM12], [Dan10]) which is universal in the sense that any finite type invariant of oriented links factors through it.

In practice, constructing homomorphic expansions is difficult and, in many cases (e.g. for the planar algebra of tangles), they do not exist. The construction can be simplified, however, when \( \mathcal{K} \) is finitely presented as an algebraic structure. Examples of this include parenthesised braids viewed as an operad or prop (Section 2.1; [BN98]), welded tangles as a tensor category (Section 2.3; [BND16, Section 2]) and so forth. When this is the case, the Vassiliev filtration of \( \mathcal{K} \) coincides with the \( I \)-adic filtration by powers of the augmentation ideal, and finding a homomorphic expansion is equivalent to solving a set of equations in the associated graded space \( \mathcal{A} \), which admits a diagrammatic description as vector spaces spanned by Jacobi or Feynman diagrams (Section 2.3 and Definition 2.13).

Homomorphic expansions also have deep connections to quantum algebra. For example, using the description of parenthesised braids as a tensor category, Bar-Natan [BN98] showed that there is a bijection between Drinfel’d associators and homomorphic expansions of parenthesised braids. Similarly, work of Bar-Natan and the first author showed that homomorphic expansions of a four-dimensional class of knotted objects called \textit{welded foams} are in bijection with solutions to the \textit{Kashiwara-Vergne equations} (see Section 2.3 or [BND17, Theorem 4.11]).

This paper is part of an ongoing study of the relationship between the homomorphic expansions of parenthesised braids and welded foams, informed by equivalent phenomena in quantum algebra. Informally, the Kashiwara-Vergne (KV) problem ([KV78]) asks when one can simplify the expression:

\[
e^x e^y = e^{x+y + \frac{1}{2} [x,y] + \frac{1}{12} [x,[x,y]] + \ldots},
\]

where \([x, y] = xy - yx\). The Lie series in the exponent is called the \textit{Baker-Campbell-Hausdorff series} ([Hal15]) of \( x \) and \( y \), and is denoted by \( \text{bch}(x, y) \). A solution to the Kashiwara-Vergne equations allows one to replace \( \text{bch}(x, y) \) with a convergent power series and adjoint operations ([KV78]). In practice, this problem transforms into a question about when \text{tangential}, or basis-conjugating, automorphisms of free Lie algebras (Section 2.4.1) satisfy two equations ([AT12, Section 5.3]).

Drinfel’d observed in [Dri90, Section 4] that elements of the Lie algebras of infinitesimal braids (also known as Drinfel’d-Kohno Lie algebras, Section 2.2) induce tangential derivations of the free Lie algebras (e.g. Example 2.10 Proposition 3.11 of [AT12]). In a series of papers ([AT12, AET10], Alekseev, Enriquez and Torossian exploited this observation to show that solutions of the Kashiwara-Vergne equations can be explicitly constructed from Drinfel’d associators.

In [BND17, Section 4], Bar-Natan and the first author showed that KV solutions are in bijection with homomorphic expansions of welded foams. The explicit construction of KV solutions from Drinfel’d associators can be carried out on the topological side by explicitly constructing homomorphic expansions of welded foams from expansions of parenthesised braids ([BND22, Theorem 1.1], Section 2.7).

The relationship between Drinfel’d associators and KV solutions described by Alekseev, Enriquez and Torossian extends to an intricate relationship between the symmetry groups of these objects: the prounipotent Grothendieck–Teichmüller groups \( (\text{GT} \text{ and } \text{GRT}_1) \) and Kashiwara-Vergne groups \( (\text{KV} \text{ and } \text{KRV}) \), respectively. The sets of Drinfel’d associators and KV solutions are bi-torsors under the actions of these symmetry groups (Section 2.2 and Section 2.6, respectively). In particular, Alekseev and Torossian [AT12, Theorem 4.6] describe a map \( \rho : \text{GRT}_1 \to \text{KRV} \). It is a still open conjecture to show that this map is nearly an isomorphism, i.e. that \( \text{KRV} \cong \text{GRT}_1 \rtimes \mathbb{K} \) ([AT12, Section 4]).

Several authors have demonstrated that the Grothendieck–Teichmüller groups, \( \text{GT} \) and \( \text{GRT}_1 \), are isomorphic to automorphism groups of (prounipotently completed) parenthesised braids and their associated graded, parenthesised \textit{chord diagrams} ([BN93, Tam98, Fre17, Wil15]):

\[
\text{Aut}(\text{PaB}) \cong \text{GT} \quad \text{and} \quad \text{Aut}(\text{PaCD}) \cong \text{GRT}_1.
\]

Subsequently, the first and last authors, with Halacheva [DHR21a, DHR21b], identified the Kashiwara-Vergne groups, \( \text{KV} \) and \( \text{KRV} \), as automorphisms of (prounipotently completed) welded foams and their associated graded prop [DHR21a] of \textit{arrow diagrams},

\[
\text{Aut}_\circ(\mathcal{A}) \cong \text{KV} \quad \text{and} \quad \text{Aut}_\circ(\mathcal{A}) \cong \text{KRV}.
\]
This paper builds on these results and those of \[\text{BND17, DHR21a, DHR21b}\] to construct an explicit topologically-based interpretation of the Alekseev-Torossian (AT) map (\[\text{AT12 Section 4; Construction 3.4}\])

\[
\rho : \text{GRT}_1 \to \text{KRV}.
\]

Explicitly, we construct a map \(\hat{\rho} : \text{Aut}(\text{PaCD}) \to \text{Aut}_v(\mathcal{A})\) which agrees with the Alekseev-Torossian map:

**Theorem** (Theorem \[3.7\] and Corollary \[3.14\]). The following is a commutative diagram of prounipotent groups:

\[
\begin{array}{ccc}
\text{Aut}(\text{PaCD}) & \xrightarrow{\hat{\rho}} & \text{Aut}_v(\mathcal{A}) \\
\downarrow{\cong} & & \downarrow{\cong} \\
\text{GRT}_1 & \xrightarrow{\rho} & \text{KRV}.
\end{array}
\]

In particular, we identify a subgroup of arrow diagram automorphisms isomorphic to \(\text{GRT}_1\). This is a further step towards understanding the relationship between automorphisms of chord diagrams and arrow diagrams. Moreover, these automorphisms preserve the homomorphic expansions of \(w\)-foams which come from parenthesised braids.

1.1. **Structure and Conventions.** Throughout this paper we assume that the reader is familiar with basic notations of category theory, in the form of linear tensor categories, as well as some basics around the theory of (coloured) operads. Some review of these details are provided in Appendix B as well as some basic definitions of (wheeled) props.

Sections \[2.1\] and \[2.2\] provide an expository review of homomorphic expansions of parenthesised braids,

\[
\mathbb{Q}[\text{PaB}] \xrightarrow{Z} \text{PaCD},
\]

and their relationship to the graded Grothendieck-Teichmüller group, \(\text{GRT}_1\). Throughout, we use the fact that the class of parenthesised braids, \(\text{PaB}\) and their associated graded parenthesised chord diagrams \(\text{PaCD}\), can be finitely presented as tensor categories or props as in \[\text{BN98, JS93, AET10 and Lam98}\]. Readers conversant with this material may be more familiar with the presentation of parenthesised braids and chord diagrams as operads, as in \[\text{Fre17, Mer21}\], etc., but the language of props leads to a more natural discussion of relationships between parenthesised braids and welded foams.

Section \[2.3\] introduces a class of four-dimensional tangles called welded foams. Welded foams, hereafter called \(w\)-foams, are a simultaneous generalisation of \(w\)-braids (aka loop braids, \[\text{FRR97, Dam17, BWC07}\]) and classical tangles. Topologically, they are knotted ribbon tubes and ribbon tori in \(\mathbb{R}^4\). In \[\text{BND17}\], Bar-Natan and the first author introduced the notion of a circuit algebra to encode the algebraic structure of \(w\)-foams and construct their homomorphic expansions. Later, in a paper with Halacheva, the first and third author showed that circuit algebras are themselves a type of tensor category called a wheeled prop \[\text{DHR21a}\]. This algebraic structure is described in full detail in \[\text{DHR21a Sections 2 and 4}\], and also in abbreviated form in \[\text{BND17, DHR21b}\]. While it provides foundations for this paper, it does not play a major role in the proof of our main theorem, and thus we push the details to Appendix B.

The construction of the map \(\hat{\rho} : \text{Aut}(\text{PaCD}) \to \text{Aut}_v(\mathcal{A})\) appears in Section \[3\]. We then go through the technical proof that this map is an injective group homomorphism and agrees with the Alekseev-Torossian map \(\rho : \text{GRT}_1 \to \text{KRV}\). In particular, we conclude that \(\text{Aut}(\text{PaCD})\) can be seen as a subgroup of \(\text{Aut}_v(\mathcal{A})\). Appendix A gives an alternative, more constructive, proof of the same result.

1.2. **Acknowledgements.** This paper was prepared in honour of Ezra Getzler on the occasion of his 60th birthday. Much of this work follows his influential work using operads and props to study geometric problems and quantum algebra.

The third author acknowledges the support of Australian Research Council Future Fellowship FT210100256.
2. Preliminaries: Topology, Lie Algebras, and Expansions

In this section we give a short review of how invariants called homomorphic expansions provide a bridge between knot theory, quantum algebra and Lie theory. Expansions in knot theory are inspired by an idea from group theory, which aims to study a group ring through its associated graded ring. More explicitly, given an abstract group $G$, the complete associated graded algebra of the group ring $\mathbb{Q}[G]$ is the $\mathbb{Q}$-algebra

$$A(G) := \text{gr}(\mathbb{Q}[G]) = \prod_{m \geq 0} \mathbb{I}^m / \mathbb{I}^{m+1},$$

where $\mathbb{I} = \ker \left( \mathbb{Q}[G] \xrightarrow{\rho} \mathbb{Q} \right)$ is the augmentation ideal.

**Definition 2.1.** An expansion of the group $G$ is a filtered algebra isomorphism $Z : \mathbb{Q}[G] \rightarrow A(G)$. Here the hat notation denotes the pro-unipotent completion of the group-ring $\mathbb{Q}[G]$. An equivalent statement is to say that the induced map $\text{gr}(Z) : \left( \text{gr}(\mathbb{Q}[G]) = A(G) \right) \rightarrow (\text{gr}(A(G)) = A(G))$ is the identity of $A(G)$. The latter condition is saying that the degree $m$ piece of $Z$, restricted to $\mathbb{I}^m$, is the projection onto $\mathbb{I}^m / \mathbb{I}^{m+1}$.

Replacing groups by classes of knotted objects, this idea extends to provide useful knot invariants. This is particularly true when the class of knotted objects $\mathcal{K}$ can be finitely presented as a tensor category. Examples include braids, viewed as a prop \cite{JS93, BN98} (virtual) tangles, viewed as a ribbon category \cite{BN97, BN98, Tam98, Fre17}, and welded tangles, viewed as a wheeled prop \cite{BND17, DHR21b}. In the last example, the topological analogue of the group ring, $\mathbb{Q}\mathcal{K}$, is the linear tensor category whose morphism spaces are vector spaces spanned by elements of $\mathcal{K}$. The category $\mathbb{Q}\mathcal{K}$ is filtered by powers of the augmentation ideal $\mathcal{I} = \{ \sum c_i K_i | c_i \in \mathbb{Q}, K_i \in \mathcal{K}, \sum c_i = 0 \}$. As with the examples from group theory, the complete associated graded structure is the direct product $\mathcal{A} := \prod_{m \geq 0} \mathbb{I}^m / \mathbb{I}^{m+1}$. Further details on this type of filtration can be found in \cite{BN98 Section 2.1.1} or \cite{DHR21b Section 2.3].

**Definition 2.2.** \cite{BND17} Definition 2.5 Let $\mathcal{K}$ denote a class of knotted objects finitely presented as a tensor category (possibly with extra structure). A homomorphic expansion of $\mathcal{K}$ is a filtered linear isomorphism $\left[1\right] Z : \mathbb{Q}\mathcal{K} \rightarrow \mathcal{A}$ which intertwines all operations on $\mathcal{K}$ with their associated graded counterparts on $\mathcal{A}$.

When a class of knotted objects $\mathcal{K}$ is finitely presented as a tensor category, defining a homomorphic expansion reduces to defining a functor at the values of the generators of $\mathcal{K}$ in $\mathcal{A}$. These values are subject to the relations of $\mathcal{K}$, which define a set of equations in $\mathcal{A}$. This seemingly simple exercise can build powerful bridges between knot invariants and algebra. We review two examples of interest:

1. When $\mathcal{K}$ is parenthesised braids, the equations which determine a homomorphic expansion turn out to be the pentagon and hexagon equations which define Drinfel’d associators. Hence, homomorphic expansions of parenthesised braids are in bijection with Drinfel’d associators (Theorem 2.4). This bijection turns out to be an isomorphism of torsors: the expansion-preserving automorphism groups of (completed) parenthesised braids and their associated graded structure are identified with the symmetry groups of Drinfel’d associators, the Grothendieck-Teichmüller groups (\cite{BN97} \cite{BN98} \cite{Tam98} \cite{Fre17}, etc.).

2. When $\mathcal{K}$ is the class of welded foams, the equations which determine homomorphic expansions are the Kashiwara-Vergne equations of Lie theory (Section 2.5). Thus, homomorphic expansions for welded foams are in bijection with Kashiwara-Vergne solutions (\cite{BND17} Theorem 4.9). This bijection can also be promoted to an isomorphism of torsors: the expansion preserving automorphism groups of (completed) welded foams, and their associated graded structure, are isomorphic to the Kashiwara-Vergne symmetry groups \cite{DHR21b} Theorems 5.12 and 5.16.

This preliminary section is dedicated to a review of these two examples.

\[\text{[1]}\text{BND17} \text{ Definition 2.5} \text{ uses the equivalent statement “gr}(Z) = \text{id}_{\mathcal{A}}$$\text{”, which avoids the pro-unipotent completion on the left.}\]
2.1. Braids. The braid group on $n$-strands is the fundamental group of the space of unordered configurations of $n$ points in the complex plane. By Alexander’s Theorem, every link can be represented as a braid closure, and thus braids are an important tool in the study of knots and links. The braid group has a finite presentation

$$\mathbb{B}_n = \langle \beta_1, \ldots, \beta_{n-1} \mid \beta_i \beta_j = \beta_j \beta_i \text{ when } |i - j| \geq 2; \beta_i \beta_{i+1} \beta_i = \beta_{i+1} \beta_i \beta_{i+1} \rangle,$$

where $\beta_i$ is braid on $n$-strands which crosses the $i$-th strand over the $(i+1)$-th strand. For any $n \geq 1$, there is a homomorphism to the symmetric group

$$\mathbb{B}_n \to \mathfrak{S}_n$$

where the map $\pi$ sends the braid generator $\beta_i$ to the transposition $(i, i + 1)$ in the symmetric group $\mathfrak{S}_n$.

The category of parenthesised braids with $n$-strands, $\mathcal{P} \mathcal{B}(n)$, is a category whose objects are the set of parenthesised permutations in $n$-letters and whose morphisms are braids on $n$-strands. Composition of morphisms in this category is given by “stacking” braids with compatible parenthesisations, as pictured in Figure 1. Every morphism $\beta$ in $\mathcal{P} \mathcal{B}(n)$ has an underlying skeleton: this is the data of the source and target parenthesised permutations (which also specifies the underlying permutation $\pi(\beta)$ of $\beta$). For each skeleton $s$ we write $\mathcal{P} \mathcal{B}(s)$ for the set of braids with skeleton $s$.

![Figure 1. Two elements of $\mathcal{P} \mathcal{B}(3)$ and their stacking composition. We draw all diagrams in this paper as going from bottom to top, e.g. the braid on the far left goes from $(12)3$ to $(31)2$.](image)

The collection of all parenthesised braids is a freely generated symmetric monoidal category, where the tensor product functor $\mathcal{P} \mathcal{B}(s) \otimes \mathcal{P} \mathcal{B}(t) \to \mathcal{P} \mathcal{B}(s \cup t)$ is given by the concatenation of parenthesised permutations $s$ and $t$ (e.g. [JS93, Example 1, pg 55]). On morphisms, this tensor product is the juxtaposition of braids — visually, placing the parenthesised braids next to each other. One often abuses notation and writes

$$\mathcal{P} \mathcal{B} = \coprod_{s \in \mathcal{S}} \mathcal{P} \mathcal{B}(s)$$

to describe this phenomenon.

The category of parenthesised braids is finitely presented in the sense that every morphism can be written as a combination of tensors, categorical compositions, strand deletions and strand doubling of two generators:

$$\forall \in \text{Hom}_{\mathcal{P} \mathcal{B}(2)}((12), (21)) \quad \text{and} \quad \forall \in \text{Hom}_{\mathcal{P} \mathcal{B}(3)}((12)3, 1(23)).$$

These generating morphisms satisfy the pentagon and two hexagon equations of braided monoidal categories.

For further details on this categorical structure, we recommend [BN98, Section 2.1, Claim 2.6] or [JS93, Example 1, pg 56].

Remark 2.3. Many readers of this article will be familiar with the fact that the collection of parenthesised braids $\{\mathcal{P} \mathcal{B}(n)\}, n \geq 1$, is a groupoid model for the operad of little 2-discs (see, for example, [Fre17, Chapter 6], [Mer21]). The tensor category described here is the prop associated to this operad. We have chosen this
presentation because it allows for a more natural discussion of expansions of both braids and w-foams in the same language.

2.2. The associated graded structure: the infinitesimal braid algebra. The analogue of the group ring for parenthesised braids is the linear extension of \( \mathbb{P}[\mathbb{P}B] \),

\[
\mathbb{Q}[\mathbb{P}B] = \bigoplus_{s \in S} \mathbb{Q}[\mathbb{P}B](s).
\]

Here \( \mathbb{Q}[\mathbb{P}B](s) \) is a vector space spanned by parenthesised braids with skeleton \( s \), i.e. elements are linear combinations of morphisms \( B = a_1\beta_1 + a_2\beta_2 + \ldots \) where \( \beta_i \) is a braid with skeleton \( s \) and \( a_i \in \mathbb{Q} \).

The complete associated graded space of \( \mathbb{P}B \) is the direct product of the successive quotients of the powers of the augmentation ideal

\[
\mathcal{A} := \Pi_{n=0}^{\infty} \mathbb{T}^n/\mathbb{T}^{n+1}.
\]

The associated graded space of \( \mathbb{P}B \) has several (isomorphic) models, the most common of which is the tensor category \( \mathbb{P}CD \), whose morphism spaces,

\[
\mathbb{P}CD := \bigoplus_{s \in S} \mathbb{P}CD(s),
\]

are completed graded vector spaces spanned by parenthesised chord diagrams.

Chord diagrams are most concisely defined as elements of the universal enveloping algebras of the infinitesimal braid Lie algebras. The Lie algebra of infinitesimal braids on \( n \) strands, \( \mathbb{T}_n \), \( n \geq 2 \), is the quotient of the free Lie algebra \( \mathbb{F}(n-1) \) generated by the symbols \( \{ t^{i,j} = t^{j,i} \}_{1 \leq i < j \leq n} \) subject to the relations

\[
[t^{i,j}, t^{k,l}] = 0 \quad \text{and} \quad [t^{i,j}, t^{k,i} + t^{k,j}] = 0
\]

whenever \( i, j, k, l \) are distinct. The completed universal enveloping algebra, \( \hat{U}(\mathbb{T}_n) \), can be viewed as a category of (non-parenthesised) chord diagrams on \( n \) strands, \( \mathbb{C}D(n) \). This category has one object and is enriched in (completed, filtered, co-associative) co-algebras (e.g. [Mer21] Section 6.4, [Prel7] Chapter 10.2). Morphisms of \( \mathbb{C}D(n) \) are depicted as chord diagrams on \( n \) vertical strands, where \( t^{i,j} \) is represented by a chord between strands \( i \) and \( j \). Composition of morphisms is depicted by "stacking" the chord diagrams. The category of parenthesised chord diagrams on \( n \)-strands, \( \mathbb{P}CD(n) \), is obtained by formally replacing the single object of the category \( \mathbb{C}D(n) \) with the set of parenthesised words of length \( n \) with distinct letters. A parenthesised chord diagram is shown on the right-hand side of Figure 2.

An alternative combinatorial description of morphisms in \( \mathbb{P}CD \), which has many computational advantages, is as a vector space of Jacobi diagrams. Roughly speaking, a Jacobi diagram is a graph with trivalent and univalent vertices, the latter of which are arranged along the braid skeleton, as on the left side of Figure 2. These diagrams are subject to a set of relations (STU, IHX and AS), which encode the familiar relations of Lie algebras. For a more comprehensive introduction, we recommend the survey article [BN95] or the book [CDM12] for further details.

Homomorphic expansions of braids are functors from the tensor category \( \mathbb{P}B \) to its associated graded \( \mathcal{A} = \Pi_{n=0}^{\infty} \mathbb{T}^n/\mathbb{T}^{n+1} \cong \mathbb{P}CD \). The filtration on \( \mathbb{P}B \) given by powers of the augmentation ideal turns out to agree with the Vassiliev filtration of knot theory, and thus homomorphic expansions agree with universal finite type invariants, such as the Konstevich integral ([Kon93], [MO97], [Dan10], etc.)

Explicitly, homomorphic expansions of parenthesised braids \( Z : \mathbb{Q}[\mathbb{P}B] \to \mathbb{P}CD \) are isomorphisms of tensor categories determined by the values \( Z \) takes on the generating morphisms:

\[
Z(t^n) = e^{\frac{t^n}{2}}, \quad Z(t^0) = 1,
\]

where \( \Phi(x, y) \in U(\mathbb{F}_{2}) \). These values must necessarily satisfy the following equations, arising from the relations of \( \mathbb{P}B \):

\[
\Phi(x, y) = \Phi(y, x)^{-1}, \quad \Phi(t^{12}, t^{23}) = e^{-\frac{t^{13} + t^{23}}{2}}, \quad \Phi(t^{13}, t^{23}) = e^{-\frac{t^{12}}{2}} \Phi(t^{12}, t^{23}), \quad \Phi(t^{13}, t^{12} + t^{23}) = 1, \quad \Phi(t^{13}, t^{23} + t^{24}) = \Phi(t^{12}, t^{23}, t^{24} + t^{34}) \Phi(t^{23}, t^{24}), \quad \Phi(t^{12}, t^{23}, t^{24}, t^{34}) = 1,
\]

in \( U(\mathbb{F}_2) \).
Drinfel’d associators are elements $\Phi(x,y) \in U(\widehat{\mathfrak{lie}}_2)$ which satisfy these same equations, leading to the following theorem.

**Theorem 2.4.** [BN98, Proposition 3.4] *There is a one-to-one correspondence between homomorphic expansions of parenthesised braids and the set of Drinfel’d associators.*

The (pronipotent) Grothendieck–Teichmüller groups, $GT$ and $GRT_1$, defined by Drinfel’d in [Dri90, Section 4, 5], are known to act freely and transitively on the set of all Drinfel’d associators. It was shown by Bar-Natan [BN98, Propositions 4.5, 4.8] that $GRT_1$ is isomorphic to the (expansion-preserving) automorphism group of $PaCD$. It was later understood that the same result can be concisely presented using operads in [Tam98], [Wil15] and [Fre17, Theorem 10.3.6].

**Definition 2.5.** [Dri90] The graded Grothendieck–Teichmüller group $GRT_1$ is the collection of group-like elements, $\Psi(x,y) = e^{\psi(x,y)}$ of the completed universal enveloping (Hopf) algebra $U(\widehat{\mathfrak{lie}}_2)$

\begin{align}
\Psi(x,y) &= \Psi^{-1}(y,x), \\
\Psi(x,y)\Psi(y,z)\Psi(z,x) &= 1 \text{ for } x + y + z = 0, \\
\Psi(t^{13} + t^{23} + t^{34})\Psi(t^{12}, t^{23} + t^{24}) &= \Psi(t^{12}, t^{23})\Psi(t^{12}, t^{13}, t^{24} + t^{34})\Psi(t^{23}, t^{34}) \text{ in } U(t_4). \tag{2.6}
\end{align}

Automorphisms of $PaCD$ which preserve expansions by post-composition are characterised by the fact that they fix both the skelata of chord diagrams and the morphism $\downarrow : \downarrow \in \text{Hom}_{PaCD}(\downarrow(12), \downarrow((12)))$. We slightly abuse notation and write $\text{Aut}(PaCD)$ for the group of expansion preserving automorphisms of $PaCD$. The following theorem can be found in [BN98 Proposition 4.5, Proposition 4.8], [Tam98] or [Fre17 Theorem 10.3.6]. See also [Mer21, Section 6.7] for a nice expository treatment.

**Theorem 2.6.** *There is an isomorphism of groups $\tau : \text{Aut}(PaCD) \rightarrow GRT_1$.***

**Proof (sketch).** The key idea in the proof is that an automorphism $F$ which preserves homomorphic expansions is determined by its values on the generators of $PaCD$. Since expansion preserving automorphisms fix the value of the morphism $\downarrow : \downarrow$, an automorphism $F$ is uniquely determined by the value $F(\downarrow)$, which can be written as a power series in chords $t^{12}$ and $t^{23}$, namely $F(\downarrow) = \Psi(t^{12}, t^{23})$. Understanding the equations imposed by the defining relations of $PaCD$ leads precisely to the defining equations of $GRT_1$, and thus $\Psi \in GRT_1$. The isomorphism $\tau$ is defined by $\tau(F) = \Psi$. \[\square\]
Since homomorphic expansions of parenthesised braids are isomorphisms of tensor categories, one can conclude that for each homomorphic expansion, \( Z : \widehat{\text{PaB}} \to \text{PaCD} \), there is an isomorphism
\[
\text{Aut}(\widehat{\text{PaB}}) \xrightarrow{\sim} \text{Aut}(\text{PaCD}).
\]
From this one can deduce the following (e.g. [BN98, Proposition 5.3], [Fre17, Proposition 11.3.5]):

**Corollary 2.7.** There is an isomorphism of prounipotent groups:
\[
\text{GT}_1 \xrightarrow{\sim} \text{Aut}(\widehat{\text{PaB}}).
\]

### 2.3. Welded foams

Welded braid groups [FRR97], also known as loop braid groups [Dam17, BWC07], are generalisations of the classical braid groups. They arise in various contexts in the literature, such as in the study of the configuration spaces of (Euclidean) circles in 3 space, as automorphisms of free groups, string-like defects in 4D BF theory, or as braided ribbon tubes in \( \mathbb{R}^4 \). A good survey of these ideas can be found in [Dam17] or the introduction to [BND16].

Welded foams, hereafter referred to as \( w \)-foams, are a class of four-dimensional knotted objects extending \( w \)-braids in several ways. They can be thought of as tangles of ribbon tubes, ribbon tori and (one-dimensional) strings in \( \mathbb{R}^4 \). As this paper deals almost entirely with the graded side, the topology of \( w \)-foams plays a limited role, primarily as motivation. We present a brief overview here for context, and refer the reader to [BND17] Sections 3 and 4 for more detail.

We follow the usual convention for presenting classes of tangles and describe \( w \)-foams using a Reidemeister, or diagrammatic, description (Definition 2.8). Specifically, as with parenthesised braids, \( w \)-foams have a presentation as a type of tensor category, called a two-coloured wheeled prop: this is a rigid tensor category freely generated by two objects (cf. [DHR21a, Definition 6.1]). Morphisms in \( w \)-foams are all compositions of crossings, vertices (\( \gamma, \gamma^\prime \) and caps (\( \uparrow, \downarrow \)) and subject to relations (of the Reidemeister flavour):

**Definition 2.8.** The class of \( w \)-foams is the two-coloured wheeled prop\(^2\)
\[
\text{wF} = \left< \gamma, \gamma^\prime, \uparrow, \downarrow, \gamma, \gamma^\prime, \uparrow \left| R1^f, R2, R3, OC, CP \right. \right>
\]

By convention and for brevity, generators are only shown with strands oriented upwards, but they are understood to come in all possible strand orientations.

An example of a \( w \)-foam depicted as tangle diagram is shown in Figure 3. In this diagram, tubes are drawn as thick black lines and strings as thin red lines. Each generator, circled with dashed lines, stands for a tube merging, splitting, or diagrammatic projection onto a 1-dimensional string. Welded foams, hereafter referred to as \( w \)-foams, are a class of four-dimensional knotted objects extending \( w \)-braids in several ways. They can be thought of as tangles of \( w \)-braids, ribbon tori and (one-dimensional) strings in \( \mathbb{R}^4 \). As this paper deals almost entirely with the graded side, the topology of \( w \)-foams plays a limited role, primarily as motivation. We present a brief overview here for context, and refer the reader to [BND17] Sections 3 and 4 for more detail.

We follow the usual convention for presenting classes of tangles and describe \( w \)-foams using a Reidemeister, or diagrammatic, description (Definition 2.8). Specifically, as with parenthesised braids, \( w \)-foams have a presentation as a type of tensor category, called a two-coloured wheeled prop: this is a rigid tensor category freely generated by two objects (cf. [DHR21a, Definition 6.1]). Morphisms in \( w \)-foams are all compositions of crossings, vertices (\( \gamma, \gamma^\prime \) and caps (\( \uparrow, \downarrow \)) and subject to relations (of the Reidemeister flavour):

**Definition 2.8.** The class of \( w \)-foams is the two-coloured wheeled prop\(^2\)
\[
\text{wF} = \left< \gamma, \gamma^\prime, \uparrow, \downarrow, \gamma, \gamma^\prime, \uparrow \left| R1^f, R2, R3, OC, CP \right. \right>
\]

By convention and for brevity, generators are only shown with strands oriented upwards, but they are understood to come in all possible strand orientations.

An example of a \( w \)-foam depicted as tangle diagram is shown in Figure 3. In this diagram, tubes are drawn as thick black lines and strings as thin red lines. Each generator, circled with dashed lines, stands for a tube merging, splitting, or diagrammatic projection onto a 1-dimensional string. For more detail on vertices, see around [BND17, Figure 16]. A cap, denoted by a capped black strand \( \downarrow \), stands for a tube capped off by a disk. The crossings in Figure 3 which are not circled are virtual or wiring diagram crossings, as shown in Figure 4.

The wheeled prop of \( w \)-foams is equipped with several auxiliary operations in addition to circuit algebra compositions. These are orientation switches, unzips (doubling a tube along framing), and punctures (puncture and retract a 2-dimensional tube onto a 1-dimensional string). We suppress the details here (see [BND17] Section 4.1.3 and [BND22] Section 2.3 for more), but we present a full description of the associated graded versions of these operations in Definition 2.14.

As with braids, every \( w \)-foam has an underlying \( w \)-foam skeleton. The skeleton of a \( w \)-foam is the combinatorial data of its features, the vertices, caps and strands, and how they are connected, but not the embedding (i.e. crossing) information. In other words, the skeleton of a \( w \)-foam is obtained by “flattening” all of its crossings. The collection of all \( w \)-foam skeletons is itself a tensor category, as follows:

**Remark 2.9.** The wheeled prop of \( w \)-foam skeletons is the free wheeled prop given by:
\[
\mathcal{S} = \langle \gamma, \gamma^\prime, \uparrow \rangle
\]

Here generators are understood to come in all possible orientations, and skeleta are equipped with the orientation switch, unzip, and puncture operations. There is a skeleton projection map \( S : \text{wF} \to \mathcal{S} \), given by \( S(\gamma) = S(\gamma^\prime) = \gamma \) (see Figure 6).

\(^2\)In [BND22] and [BND820], \( \text{wF} \) is denoted \( \text{wTF} \).
2.4. The associated graded structure, tangential derivations, and cyclic words. The analogue of the group ring for \( w \)-foams is the linear extension of the circuit algebra \( \mathbb{wF} \), where morphisms are defined by:

\[
\mathbb{Q}[\mathbb{wF}] = \bigcup_{s \in \mathcal{S}} \mathbb{Q}[\mathbb{wF}](s).
\]

Here \( \mathbb{Q}[\mathbb{wF}](s) \) is the \( \mathbb{Q} \)-vector space of formal linear combinations of \( w \)-foams with skeleton \( s \in \mathcal{S} \). That is, \( \mathbb{Q}[\mathbb{wF}](s) \) includes sums of the form \( \sum_{S(T_i) = s} \alpha_i T_i, \ T_i \in \mathbb{wF}(s) \). The associated graded structure of \( \mathbb{wF} \) is the
Figure 5. Examples of the type of vertices permitted in $w$-foams.

Figure 6. An example of the projection from a $w$-foam to its skeleton.

direct product of successive quotients of powers of its augmentation ideal \[ A := \Pi_0^\infty I^n / I^{n+1}. \]

This associated graded $A$ is a tensor category whose morphisms have a presentation in terms of a type of generalised Jacobi diagrams which we call arrow diagrams. In analogy with chord diagrams, arrow diagrams are closely related to the elements of universal enveloping algebras of Lie algebras of tangential derivations, and as we will see, homomorphic expansions of $w$-foams translate to solutions to the Kashiwara-Vergne equations.

2.4.1. Tangential derivations and automorphisms. Let $\hat{\mathfrak{lie}}_n$ denote degree completion of the free Lie algebra on $n$-letters, $x_1, \ldots, x_n$. A derivation $u : \hat{\mathfrak{lie}}_n \to \hat{\mathfrak{lie}}_n$ is a linear map satisfying $u([a, b]) = [u(a), b] + [a, u(b)]$. A tangential derivation is a derivation $a = (a_1, \ldots, a_n), a_i \in \mathfrak{lie}_n$, for which $a(x_i) = [x_i, a_i]$ for $i = 1, \ldots, n$ ([AT12 Definition 3.2, 3.5]). Tangential derivations of $\hat{\mathfrak{lie}}_n$ form a Lie algebra, denoted $\mathfrak{tder}_n$, with bracket $[a, b](x_i) = a(b(x_i)) - b(a(x_i)) = a([x_i, b_i]) - b([x_i, a_i])$ ([AT12 Proposition 3.4]). The Lie group of tangential derivations is called tangential automorphisms, $\text{TAut}_n = \exp(\mathfrak{tder}_n)$.

These are basis conjugating, or tangential, automorphisms of $\exp(\mathfrak{lie}_n)$.

Example 2.10. An important example of a tangential derivation is the braid derivation $\mathfrak{t}^{1,2} = (y, x) \in \mathfrak{tder}_2$. By definition, $\mathfrak{t}(x) = [x, y]$ and $\mathfrak{t}(y) = [y, x]$. It follows that $\mathfrak{t}(x + y) = [x, y] + [y, x] = 0$. (In general, the set of derivations with this property is called special, and denoted $\mathfrak{sder}_n$.)

The analogously defined derivations $\mathfrak{t}^{i,j}$ generate a Lie subalgebra of $\mathfrak{tder}_n$ isomorphic to the Lie algebra of infinitesimal braids $\mathfrak{t}_n$ ([AT12 Proposition 3.11]).

---

3Note, this equivalent to defining the pro-unipotent, or rational, completion of the wheeled prop of $w$-foams. For more details on this, see [DHR21b Section 2.3].
A solution to the generalised Kashiwara-Vergne problem is a tangential automorphism \( F \) of \( \widehat{\mathfrak{g}}_{\mathbb{C}} \), which satisfies the two KV equations \([AT12]\) Section 5.3: 

\[
\text{(KV) \quad \text{SolKV} := \left\{ F \in \text{TAut}_n \mid F(e^x e^y) = e^{x+y}, \quad J(F) = \text{tr} \left( r(x+y) - r(x) - r(y) \right) \text{ for some } r \in u^2 \mathbb{Q}[[u]] \right\}}.
\]

To explain the meaning of the second KV equation, note first that, as a completed Hopf algebra, the universal enveloping algebra of \( \widehat{\mathfrak{g}}_{\mathbb{C}} \) can be identified with the degree completed free associative algebra \( \mathcal{ass}_n \). The (graded) vector space of cyclic words \(^4\) \( \mathcal{cyc}_n := Q \langle \langle x_1, \ldots, x_n \rangle \rangle \). The trace map extends this trace action to a representation of tangential automorphisms on cyclic words.

**Example 2.11. \([AT12]\) Example 2.1** The vector space \( \mathcal{cyc}_1 \) is isomorphic to the space \( xK[[x]] \) of formal power series with no constant term. It is spanned by \( \text{tr}(x^k) \) for \( k \geq 1 \).

The natural action of \( \mathcal{tder}_n \) on \( \mathcal{ass}_n \) induces an action of \( \mathcal{tder}_n \) on \( \mathcal{cyc}_n \). This representation integrates to give a representation of tangential automorphisms on cyclic words.

**Definition 2.12. \([AT12]\) Section 5.1** The non-commutative Jacobian map 

\[
J : \text{TAut}_n \to \mathcal{cyc}_n
\]

is defined by setting 

\[
J(1) = 0, \quad \frac{d}{dt} \bigg|_{t=0} j(e^{tu} g) = \text{div}(u) + u \cdot J(g)
\]

for \( g \in \text{TAut}_n \) and \( u \in \mathcal{tder}_n \).

In summary, solutions to the generalised Kashiwara-Vergne problem are tangential automorphisms of \( \widehat{\mathfrak{g}}_{\mathbb{C}} \) which take \( F(e^x e^y) = e^{x+y} \) and whose Jacobian representation satisfies a particular constraint in \( \mathcal{cyc}_1 \). We are now ready to describe the morphisms in the tensor category of arrow diagrams which capture similar behaviour.

**2.4.2. Arrow diagrams.** The associated graded structure of \( w \)-foams is a tensor category, \( \mathcal{A} \), whose morphisms are combinatorially described as arrow diagrams. In analogy with the relationship between chord diagrams and the Lie algebras of infinitesimal braids, certain morphism spaces in \( \mathcal{A} \) are closely related to tangential automorphisms:

\[
\mathcal{A}(\uparrow_n) \cong U(\mathcal{tder}_n \oplus a_n \ltimes \mathcal{cyc}_n).
\]

Morphisms in the two-coloured wheeled prop of arrow diagrams can be formally described as linear combinations of \( w \)-Jacobi diagrams on \( w \)-foam skeleta.

**Definition 2.13.** A \( w \)-Jacobi diagram on a \( w \)-foam skeleton \( s \in S \) is a (possibly infinite) linear combination of directed uni-trivalent arrow graphs satisfying the following conditions:

1. trivalent arrow vertices are equipped with a cyclic orientation;
2. each trivalent arrow vertex is incident to two incoming and one outgoing arrow edge;
3. univalent vertices are attached to the chosen skeleton \( s \), considered up to orientation preserving diffeomorphism of \( s \). (That is, only the attachment order matters, not the specific locations along \( s \).)
STU$1 - 0 = STU$2 - 0 = TC ± ± ± 0, VI ± ± ± 0

RI = 0, and ± ± ± VI = 0

CP = 0

TF = 0

AS = -

IHX = -

Figure 7. The relations for \( w \)-Jacobi diagrams.

Such diagrams are considered up to the STU, TC, VI, CP, TF and RI relations shown in Figure 7. The degree of a \( w \)-Jacobi diagram is half the number of (trivalent and univalent) vertices of the arrow graph.

The STU relations for arrow diagrams are the oriented version of the classical STU relation of Jacobi diagrams, and ensures that the trivalent vertices “behave as Lie brackets”\(^5\). In particular, the STU relation implies the AS (anti-symmetry) and IHX relations also shown in Figure 7. An example of a \( w \)-Jacobi diagram is shown in Figure 8. In figures the oriented uni-trivalent graph (arrow graph) is drawn in dashed lines, the \( w \)-foam skeleton has tubes shown as thick black lines and strings as thin red lines.

Figure 8. On the left is an example of a \( w \)-Jacobi diagram. Sometimes, we denote an arbitrary \( w \)-Jacobi diagram located on a certain part of a skeleton by a box, as shown on the right.

We have the following finitely presented tensor category of arrow diagrams:

**Definition 2.14.** The wheeled prop of arrow diagrams is:

\[ A := \langle \uparrow \cdots \uparrow, \uparrow \wedge \downarrow, \bigcirc, \bigcirc, \bigcirc \cdot \bigcirc, \bigcirc \cdot \bigcirc | 4T, TC, VI, CP, TF, RI \rangle \]

\(^5\)The relationship between the STU relations and Lie brackets can be made precise using the notion of weight systems, which is not required for this paper. See for example [BN95, Section 2.4]
Here the non-skeleton generators are *arrows*, drawn in dotted lines. As before, all generators are understood to occur in all possible strand orientations. The 4T relation is shown in Figure 9. The *degree* of an arrow diagram is given by the number of arrows.

Morphisms of $\mathcal{A}$ are simply called *arrow diagrams*. There is an isomorphism between morphism spaces of $\mathcal{A}$ and $w$-Jacobi diagrams on the same skeleton, analogous to the classical isomorphism between chord diagrams and Jacobi diagrams \[BN95\], sometimes called the “Bracket-Rise Theorem”. In short, arrow diagrams are naturally also $w$-Jacobi diagrams, and this map turns out to descend to an isomorphism. In particular, the STU relations imply the 4T relation. For more detail see \[DHR21b\] Around Theorem 3.4, \[BND17\] Theorem 3.13 and \[BND16\] Theorem 3.13.

**Figure 9.** The 4T relation for arrow diagrams.

Arrow diagrams are equipped with the following *operations* beyond the wheeled prop structure:

1. The *orientation switch* $S_e : \mathcal{A}(s) \to \mathcal{A}(S_e(s))$ reverses the direction of a strand $e$ of $s$ and multiplies each arrow diagram by $(-1)^{\#(\text{arrow heads and tails ending on } e)}$.

2. The *adjoint* operation $A_e : \mathcal{A}(s) \to \mathcal{A}(A_e(s))$ reverses the direction of a strand $e$ in $s$ and multiplies each arrow diagram by $(-1)^{\#(\text{arrow heads on } e)}$.

3. The *unzip* (for a strand $e$ ending in two vertices) and disc unzip (for a strand $e$ ending in a vertex and a cap) operations are both denoted $u_e : \mathcal{A}(s) \to \mathcal{A}(u_e(s))$. The operation doubles the strand $e$, removes the vertex (vertices) at the end(s) of $e$, and maps each arrow ending on $e$ to a sum of two new arrows, each of which ends on one of the two new strands created. This is shown in Figure 10.

4. The *puncture* operation $p_e : \mathcal{A}(s) \to \mathcal{A}(p_e(s))$ punctures the strand $e$, turning it into a string (drawn as a red line). Any arrow diagram that has an arrow tail ending on $e$ is sent to zero.

5. The *deletion* operation $d_e : \mathcal{A}(s) \to \mathcal{A}(d_e(s))$ (for long strands $e$ not incident to any skeleton vertex) deletes $e$, and an arrow diagram with any arrow ending—head or tail—on $e$ is sent to 0.

**Remark 2.15.** These operations capture structure in $\mathcal{A}$ which is not encoded by the operad of wiring diagrams (Definition B.1). This is analogous to the type of operations that arise in the category of parenthesised braids, $\text{PaB}$, such as strand deletion and strand doubling.

2.4.3. **Arrow diagrams and tangential derivations.** At each skeleton $s \in \mathcal{S}$, the $\mathbb{Q}$-vector space $\mathcal{A}(s)$ can be equipped with a co-unital, co-associative co-product:

$$\Delta : \mathcal{A}(s) \longrightarrow \mathcal{A}(s) \otimes \mathcal{A}(s)$$

which sends an arrow diagram $D \in \mathcal{A}(s)$ to the sum of all ways of distributing the connected components of the arrow graph of $D$ between the two copies of the skeleton.
Definition 2.16. An arrow diagram \( D \in \mathcal{A}(s) \) is said to be primitive if
\[
\Delta(D) = D \otimes 1 + 1 \otimes D.
\]

The vector space of primitive arrow diagrams on a skeleton \( s \) is denoted by \( \mathcal{P}(s) \), and \( \mathcal{P} = \bigcup_{s \in S} \mathcal{P}(s) \). As it turns out, a single arrow diagram is primitive if, and only if, its arrow graph is connected. Therefore, \( \mathcal{P} \) is spanned by trees and wheels: a tree is an arrow diagram whose arrow graph is connected and has no cycles (on the right of Figure 12), and a wheel is an arrow diagram whose arrow graph is an \( n \)-cycle with \( n \) “spokes” all oriented towards the cycle, as shown in Figure 11 [BND17, Proof of Theorem 3.16].

Let \( \mathcal{P}(\uparrow_n) \) denote primitive arrow diagrams on a skeleton of \( n \) black strands (that is, \( n \) tubes). As mentioned earlier, \( \mathcal{P}(\uparrow_n) \) is closely related to the lie algebras \( \mathfrak{tder}_n \) and \( \mathfrak{cyc}_n \), which is made precise in the following proposition.

Proposition 2.17. [BND17] Proposition 3.19 | There is a split short exact sequence of Lie algebras:
\[
0 \longrightarrow \mathfrak{cyc}_n \longrightarrow \mathcal{P}(\uparrow_n) \xrightarrow{pr} \mathfrak{tder}_n \oplus a_n \longrightarrow 0
\]

Here, \( a_n \) denotes the \( n \)-dimensional abelian Lie algebra given by tuples of the form \((\alpha_1, x_1, \alpha_2, x_2, \ldots, \alpha_n, x_n)\), for \( \alpha_1, \ldots, \alpha_n \in \mathbb{Q} \). This Lie algebra arises as the kernel of the natural map \( u : (\mathfrak{lie}_n)^{\otimes n} \to \mathfrak{tder}_n \), which sends a tuple \( a = (a_1, \ldots, a_n) \) to the derivation \( x_i \mapsto [x_i, a_i] \).

Cyclic words embed into \( \mathcal{P}(\uparrow_n) \), as wheels, as follows. Label the skeleton strands with the letters \( x_1, \ldots, x_n \). Given a cyclic word \( w \) of length \( k \) in \( \mathfrak{cyc}_n \), associate to it a \( k \)-wheel as in Figure 11 oriented counter-clockwise, with “spokes” (arrow tails) attached to the skeleton according to the letters of \( w \). The order in which arrow tails are attached on each skeleton strand does not matter due to the TC relation.

![Figure 11](image-url) The image of \( \text{tr}(x^2yz) \) in \( \mathcal{P}(\uparrow_3) \). We use the convention that wheels are oriented counter-clockwise, unless otherwise marked.

The map \( pr \) sends wheels to zero. Given a single tree \( T \in \mathcal{P}(\uparrow_n) \), \( pr(T) \in \mathfrak{tder}_n \oplus a_n \) as follows.

1. If \( T \) is a short arrow on strand \( i \), then \( pr(T) = x_i \in a_n \).
2. Otherwise, \( pr(T) \in \mathfrak{tder}_n \). Label the skeleton strands with \( x_1, x_2, \ldots, x_n \). \( T \) determines a Lie word \( w_T \in \mathfrak{lie}_n \) by reading the generator corresponding to the skeleton strand of each leaf (tail) of the tree, and combining these with brackets corresponding to each trivalent vertex. If the head (root) of the tree is on strand \( i \), then \( pr(T)(x_i) = [x_i, w_T] \), and \( pr(T)(x_j) = 0 \) for all \( j \neq i \). See Figure 12 for two examples.

Remark 2.18. The map \( pr \) in (2.9) admits a section \( \ell : \mathfrak{tder}_n \oplus a_n \to \mathcal{P}(\uparrow_n) \). For \( x_i \in a_n \), define \( \ell(x_i) \) to be a short arrow on strand \( i \), pointing down (though this is equivalent to a short arrow pointing up via the RI relation). For \( d \in \mathfrak{tder}_n \), write \( d = (a_1, \ldots, a_n) \) where \( d(x_i) = [x_i, a_i] \). Choose \( a_i \) so that the coefficient of the linear term \( x_i \) in \( a_i \) is 0. To each lie word in \( a_i \), associate a binary tree oriented towards a single head, with tails labelled by the letters \( x_1, \ldots, x_n \). In \( \mathcal{P}(\uparrow_n) \) attach all tails to the strand labelled by the appropriate letter, and attach the head to strand \( i \), below all the tails. See Figure 13 for an example. The element \( \ell(d) \)
is the sum of all the trees arising from $a_1, \ldots, a_n$ in $\mathcal{P}(\uparrow_n)$. The reader can check that $\ell$ is a Lie algebra map. We denote the restriction of $\ell$ to $tder_2$ by $\ell$ also.

Note that the order in which arrow tails (leaves) of each tree are attached along a strand doesn’t matter, due to the TC (Tails Commute) relation. However, the attachment position of the head (root) of the tree—in relation to the tails on the same strand—does make a difference. For the map $\ell$, we choose to attach tree heads below tails, but, for example, one could choose to attach the heads at the top instead. These two maps are not the same, but their difference lies in the image of $\text{cyc}_n$, by STU relations.

This product is compatible with the co-product, making $A(\uparrow_n)$ into a Hopf algebra. The following fact is established in [BND17, Section 3.2]:

**Proposition 2.19.** The stacking product and arrow diagram co-product make $A(\uparrow_n)$ into a Hopf algebra, and, by the Milnor-Moore theorem [MM65], $A(\uparrow_n)$ is isomorphic to the completed universal enveloping algebra over its primitive elements. In particular,

$$A(\uparrow_n) \cong \hat{U}(tder_n \oplus a_n \ltimes \text{cyc}_n).$$

As a consequence of Proposition 2.19 it makes sense to define group-like arrow diagrams as exponentials of primitive elements, formally interpreted as power series: $e^D = \sum_{k=0}^{\infty} \frac{D^k}{k!}$, where $D \in \mathcal{P}(\uparrow_n)$.

**Notation 2.20.** We will write $G(\uparrow_n)$ for the group of group-like elements of $A(\uparrow_n)$.

In contrast to chord diagrams, arrow diagrams on an arbitrary skeleton do not usually assemble into a Hopf algebra. However, the following lemma is a straightforward application of the VI relation:
Lemma 2.21. [BND17] Lemma 4.7 There is a canonical isomorphism of vector spaces
\[ \mathcal{A}(\varnothing) \cong \mathcal{A}(\uparrow_2) \cong \mathcal{T} \mathcal{U}(\det_n \oplus T \oplus \text{cyc}_n). \]
Therefore, the Hopf algebra structure on \( \mathcal{A}(\uparrow_2) \) can be pulled back along this isomorphism to give a Hopf algebra structure on \( \mathcal{A}(\varnothing) \).

Remark 2.22. The projection \( pr : \mathcal{P}(\uparrow_n) \to \det_n \oplus n \) induces a Hopf algebra map \( pr : \mathcal{A}(\uparrow_n) \to \mathcal{U}(\det_n \oplus n) \). Regarding \( \text{cyc}_n \) as an abelian Lie algebra, we also have an induced inclusion \( \mathcal{U}(\text{cyc}_n) \hookrightarrow \mathcal{A}(\uparrow_n) \). Denote by \( \mathcal{A}(\uparrow_n)^{tr} \) the quotient \( \mathcal{A}/\text{im}(\mathcal{U}(\text{cyc}_n)) \), we call this quotient the tree-level arrow diagrams. We write \( pr^* \) for the quotient map \( \mathcal{A}(\uparrow_n) \to \mathcal{A}(\uparrow_n)^{tr} \), and for \( D \in \mathcal{A}(\uparrow_n) \) we denote \( pr^*(D) \) by \( D^{tr} \). Note that the map \( pr : \mathcal{A}(\uparrow_n) \to \mathcal{U}(\det_n \oplus n) \) descends to an isomorphism \( \mathcal{A}(\uparrow_n)^{tr} \cong \mathcal{U}(\det_n \oplus n) \).

Next, we identify the space of arrow diagrams on one or more capped strands. Arrow diagrams with an arrow head adjacent to a cap vanish by the CP relation. When the skeleton consists only of capped strands, arrow heads can be eliminated entirely by successive applications of STU and CP relations to bring them adjacent to the cap(s). In turn, arrow diagrams with no arrow heads can be expressed as a linear combination of only wheels, which are encoded as cyclic words. This leads to the following lemma, which is a straightforward generalisation of [BND17] Lemma 4.6.

Lemma 2.23. There is an isomorphism of graded vector spaces \( \mathcal{A}(\downarrow_n) \cong \text{cyc}_n/\text{cyc}_n^1 \). Here \( \text{cyc}_n^1 \) denotes the degree one component of cyclic words. Cyclic words in one letter are power series, in particular, \( \mathcal{A}(\downarrow_1) \cong \mathbb{Q}[[\xi]]/\langle \xi \rangle \), where the quotient is understood linearly.

Remark 2.24. In Lemma 2.23 the reason for taking the quotient by the degree one component in is the RI relation on arrow diagrams forces a degree 1 wheel (i.e. a wheel with one "spoke") to vanish. Since \( \text{cyc}_n \cong \text{tr}(\mathbb{Q}(\langle x_1, x_2, ..., x_n \rangle)) \), we also have, for example \( \mathcal{A}(\downarrow_2) \cong \text{tr}(\mathbb{Q}(\langle \xi, \zeta \rangle)/\langle \xi, \zeta \rangle) \), where the quotient is again linear.

Remark 2.25. There is a well-defined surjective linear map \( \omega : \mathcal{A}(\downarrow_n) \to \mathbb{Q}[x_1, \cdots, x_n] \) which sends an arrow diagram—expressed in a wheels form, that is, with arrow heads eliminated—to the product of "\( x_i \) to the power of the number of tails on strand \( i \)" for \( i = 1, ..., n \). The Jacobian map \( J : \text{TAut}_n \to \text{cyc}_n \) also has a diagrammatic interpretation[6] captured by the adjoint operation \( A_\ell \). For \( D \in \mathcal{A}(\uparrow_n) \) let \( D^\ell \) denote \( A_1...A_n(D) \), that is, the adjoint operation applied to every strand of \( D \).

Proposition 2.26. [BND17] Proposition 3.27 For any \( u \in \det_n \),
\[ e^{\ell(u)} (e^{\ell(u)})^* = e^{-J(e^u)}. \]

2.5. Homomorphic Expansions of \( w \)-Foams. A map of wheeled props \( Z : wF \to \mathcal{A} \) is skeleton preserving if it restricts to a map of graded vector spaces \( Z(s) : wF[s] \to \mathcal{A}[s] \) for each \( s \in S \). Homomorphic expansions of \( w \)-foams are isomorphisms of tensor categories \( Z : \mathbb{Q}[wF] \to \mathcal{A} \), which are skeleton-preserving and compatible with all operations (including operations external to the wheeled prop structure, such as punctures and unzips) [BND17] Definition 2.4, 2.5. A homomorphic expansion is group-like if the \( Z \)-values of generators of \( wF \) are group-like: that is, exponentials of primitive elements in \( \mathcal{A} \).

By finite generation, a homomorphic expansion \( Z : \mathbb{Q}[wF] \to \mathcal{A} \) is determined by its values on the generators:
\[ \varnothing, \mathcal{X}, \mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_3, \mathcal{X}_4, \mathcal{X}_5, \text{ and } \downarrow. \]

The values \( Z \) takes on these generators are subject to equations given by the relations in \( wF \), as well as equations given by the compatibility with the extra operations: orientation switch, adjoint, unzip, puncture and strand deletion. A careful analysis of the equations leads to the following:

Proposition 2.27. A group-like homomorphic expansion \( Z : \mathbb{Q}[wF] \to \mathcal{A} \) is uniquely determined by the values
\[ Z(\varnothing) = e^{\ell} = R \in \mathcal{A}(\uparrow_2), \quad Z(\mathcal{X}) = e^{\ell} = V \in \mathcal{A}(\downarrow_2) \cong \mathcal{A}(\uparrow_2) \quad \text{and} \]

6Note that our \( e^\ell \) is denoted \( J \) in [BND17].
which are subject to the following equations:

\begin{align}
\text{(R4)} & \quad V^{12} R_{(12)^3}^{23} R_{13}^{12} = \in \mathcal{A} \uparrow_3 \\
\text{(U)} & \quad V \cdot A_2 A_2(V) = 1 \quad \in \mathcal{A} \uparrow_2 \\
\text{(C)} & \quad C^{12(V^{12})^{-1}} = C^1 C^2 \quad \in \mathcal{A} \downarrow_2.
\end{align}

This proposition is a minor generalisation of [BND17, Section 4.3] and a direct consequence of [BND22, Theorem 2.6]. As the latter paper has not yet appeared, we summarise the key points of the proof below. See also the discussion in [DHR21b, Section 4].

**Proof (Sketch).** The main result (Theorem 4.9, building on Theorem 3.30) of [BND17] is a classification of homomorphic expansions for a class of $w$-foams:

\[
\overline{wF} = \left\langle \mathcal{X}, \mathcal{Y}, \mathcal{Z}, \updownarrow \mid R1^I, R2, R3, OC, CP \right\rangle,
\]

where the operations are orientation switches and unzips, but no punctures. In particular, given any group-like homomorphic expansion $Z$ of $wF$ the $Z$-values of the generators $\mathcal{X}$, $\mathcal{Y}$ and $\updownarrow$ uniquely determine the values $Z(\mathcal{X})$ and $Z(\mathcal{Y})$. For example, the second Reidemeister relation, $R2$, says that $Z(\mathcal{X}) \cdot Z(\mathcal{Y}) = 1$. In [BND17, Section 4.3] it is shown that $Z$ is a homomorphic expansion of $wF$ if and only if $Z(\mathcal{X})$, $Z(\mathcal{Y})$ and $Z(\updownarrow)$ satisfy the equations (R4), (U) and (C).

We deduce the Proposition by constructing a bijection between homomorphic expansions of $\overline{wF}$ and homomorphic expansions of $wF$, via restriction and unique extension. Using the definition of circuit algebra as an algebra over the operad of wiring diagrams (Definition B.5), it is relatively straightforward to check that $\overline{wF}$ is a sub-circuit algebra of $wF$. It follows that any homomorphic expansion $Z : \overline{wF} \rightarrow \mathcal{A}$ restricts to a homomorphic expansion of $wF$. Conversely, any homomorphic expansion $Z$ of $\overline{wF}$ uniquely extends to a homomorphic expansion of $wF$, because all generators of $wF$ with punctured strands can be obtained by applying the puncture operation to a strand of a generator of $\overline{wF}$ and any homomorphic expansion $Z$ of $wF$ is required to commute with the puncture operation. Thus, the $Z$-values of the punctured generators are uniquely determined by $Z$. □

The isomorphism $\Upsilon : \mathcal{A} \uparrow_2 \rightarrow \hat{U}(\text{cyc}_2 \rtimes (\text{wder}_2 \oplus a_2))$ from Lemma 2.21 identifies the value $Z(\mathcal{X}) \in \mathcal{A} \uparrow_2$ with

\[
\Upsilon(Z(\mathcal{X})) = e^b e^\nu \in \hat{U}(\text{cyc}_2 \rtimes (\text{wder}_2 \oplus a_2)),
\]

where $b \in \text{cyc}_2$ and $\nu \in \text{wder}_2 \oplus a_2$. In [BND17, Theorem 4.9], KV solutions are shown to be in bijection with families of group-like homomorphic expansions of $wF$ which are parameterised by the $a_2$ component of $\nu$.

**Definition 2.28.** A homomorphic expansion is $v$-small if the $a_2$ component of $\log \Upsilon(Z(\mathcal{X}))$ is zero.

**Theorem 2.29.** [BND17, Theorem 4.9] [BND22, Theorem 2.6] There is a one-to-one correspondence between the set of $v$-small, group-like homomorphic expansions $Z : wF \rightarrow \mathcal{A}$, and Kashiwara-Vergne solutions.

**Proof (sketch).** In [BND17, Theorem 4.9] states this for $v$-small, group-like homomorphic expansions of $\overline{wF}$. The main steps in this proof identify the value $Z(\mathcal{X})$ with a tangential automorphism $e^\nu \in \hat{U}(\text{wder}_2)$ and $Z(\updownarrow)$ with a power series $e^x \in \mathbb{Z}(\updownarrow) \in w\mathbb{Q}[\mathbb{Q}[u]]$. The equation R4 forces the value $Z(\mathcal{X}) = e^\nu$ to satisfy the first KV equation, and the equations U and C of Proposition 2.27 force the Jacobian of $e^\nu$ to satisfy the second KV equation.

By unique extension and restriction (as in Proposition 2.27), homomorphic expansions for $\overline{wF}$ are in bijection with homomorphic expansions for $wF$, and this correspondence preserves the $v$-small property. The statement then follows. □

2.6. **Automorphisms of Arrow Diagrams and the KV groups.** The Kashiwara-Vergne symmetry groups, KV and KRV, act freely and transitively on the set of all KV solutions. The Kashiwara-Vergne group $\text{KV}$ (AET10, after Proposition 7]) is defined as follows:

\[
\text{KV} := \left\{(a, \sigma) \in T\text{Aut}_2(\mathbb{Q}) \times \mathbb{Q}^2[u]\right\}.
\]

\[
a(e^x e^y) = e^x e^y \text{ and } J(a) = \text{tr}\left(\sigma(bch(x, y)) - \sigma(x) - \sigma(y)\right).
\]
The graded Kashiwara-Vergne group $\text{KRV}$ is the group corresponding to a Lie subalgebra of the tangential derivations of $\mathfrak{e}_2$ which vanish on the sum of the generators ([AET10] Remark 50, [AT12] Sec. 4.1). Explicitly,

\begin{equation}
\text{KRV} := \left\{ (\alpha, s) \in \text{TAut}_2(\mathbb{Q}) \times u^2\mathbb{Q}[u] \middle| \alpha(e^{x+y}) = e^{x+y} \text{ and } J(\alpha) = \text{tr}(s(x+y) - s(x) - s(y)) \right\}.
\end{equation}

The left action of $\text{KV}$ on $\text{SolKV}$ is given by right composition with the inverse in $\text{TAut}_2$, $a \cdot F = F \circ a^{-1}$, and the right action of $\text{KRV}$ on $\text{SolKV}$ is given by $F \cdot \alpha = \alpha^{-1} \circ F$.

The Kashiwara-Vergne symmetry groups $\text{KV}$ and $\text{KRV}$ can be identified with automorphisms of $\mathbb{Q}[\hat{wF}]$ and $\mathcal{A}$, respectively, which are both skeleton and expansion preserving. Explicitly, skeleton and expansion preserving automorphisms of $\mathcal{A}$ are maps $G : \mathcal{A} \to \mathcal{A}$ such that for any expansion $Z : \mathbb{Q}[\hat{wF}] \to \mathcal{A}$, the composite $G \circ Z$ is also an expansion. We denote the group of skeleton and expansion preserving automorphisms by $\text{Aut}(\mathcal{A})$.

**Proposition 2.30.** [DHR21b] Proposition 5.6 For a skeleton-preserving map $G : \mathcal{A} \to \mathcal{A}$, $G \in \text{Aut}(\mathcal{A})$ if, and only if, $G(\mathcal{A}) = R = \hat{e}^2 \in \mathcal{A}(\uparrow_2)$ and the values $G(\mathcal{L}) = C = \hat{e}$ and $G(\mathcal{U}) = N = \hat{e}^3$ satisfy the following equations:

(R4') \hspace{2cm} (N^{12})^{-1}R^{(12)3}N^{12} = R^{(12)3} \text{ in } \mathcal{A}(\uparrow_3)

(U') \hspace{2cm} N \cdot A_1A_2(N) = 1 \text{ in } \mathcal{A}(\uparrow_2)

(C') \hspace{2cm} C^{12}(N^{12})^{-1} = C^1C^2 \text{ in } \mathcal{A}(\downarrow_2).

**Remark 2.31.** We note that [DHR21b] Proposition 5.6] characterises automorphisms of $\mathcal{A} = \text{gr} \hat{wF}$, that is, arrow diagrams on skeleta without punctured strands. Nonetheless, the Proposition stated here is equivalent by the same restriction and unique extension argument that we used in the proof of Proposition 2.27.

An automorphism $G \in \text{Aut}(\mathcal{A})$ is called $v$-small if the $a_2$ component of log $\mathcal{T}(G(\mathcal{U}))$ is zero. We denote the group of $v$-small automorphisms by $\text{Aut}_v(\mathcal{A})$. In [DHR21b] Theorem 5.12; Proposition 5.15, two of the authors, with Halacheva, show:

**Theorem 2.32.** There are group isomorphisms

$$\text{KRV} \cong \text{Aut}_v(\mathcal{A}) \quad \text{and} \quad \text{KV} \cong \text{Aut}_v(\hat{wF}).$$

To define the isomorphism $\Theta : \text{Aut}_v(\mathcal{A}) \to \text{KRV}$, we write, for $G \in \text{Aut}_v(\mathcal{A})$,

$$p_r(\log G(\mathcal{U})) = \eta \in \mathfrak{der}_2, \quad \text{and} \quad G(\mathcal{L}) = \hat{e}^c \text{ where } c \in \mathbb{Q}[\langle \xi \rangle]/\langle \xi \rangle).$$

Then

\begin{equation}
\Theta(G) = (e^c, 2e) \in \text{KRV}.
\end{equation}

2.6.1. Duflo elements and the evaluation of automorphisms of vertices. While elements of $\text{KV}$ and $\text{KRV}$ are defined above as pairs, in both cases the first component uniquely determines the second ([AET10] Section 6.1]). In particular, for both $\text{KV}$ and $\text{KRV}$ there are Duflo maps given by $a \mapsto \sigma$ and $\alpha \mapsto s$. These Duflo maps are group homomorphisms $\text{TAut}_2 \to u^2\mathbb{Q}[u]$, where the group operation in $\text{TAut}_2$ is composition, and $u^2\mathbb{Q}[u]$ is the additive group [AET10] Proposition 34]. For example, if $(\alpha_1, s_1) \in \text{KRV}$ and $(\alpha_2, s_2) \in \text{KRV}$ then $(\alpha_2 \circ \alpha_1, s_1 + s_2) \in \text{KRV}$. The corresponding fact about automorphisms of $\mathcal{A}$ is given in the following Proposition and Corollary, which are proven by standard perturbative arguments:

**Proposition 2.33.** Any $G \in \text{Aut}_v(\mathcal{A})$ is uniquely determined by the value $N = G(\mathcal{U}) \in \mathcal{A}(\uparrow_2)$.

**Proof.** Given $G \in \text{Aut}_v(\mathcal{A})$, we know that $G(\mathcal{H}) = \mathcal{H}$, so we only need to show that $N$ uniquely determines the value $G(\mathcal{L}) = C = \hat{e}^c$, where $c \in \mathbb{Q}[\langle \xi \rangle]/\langle \xi \rangle)$. To this end, assume that there exist $G, G' \in \text{Aut}_v(\mathcal{A})$ given by

$$(G(\mathcal{U}), G(\mathcal{L})) = (N, C) \quad \text{and} \quad (G'(\mathcal{U}), G'(\mathcal{L})) = (N, C')$$

where $C \neq C'$. 

Let \( \varepsilon \) denote the lowest degree term of the difference \( C - C' \), and assume that \( \varepsilon \) is in degree \( k \). Note that
\[
\varepsilon = \lambda x^r, \quad \text{where } 0 \neq \lambda \in \mathbb{Q}.
\]
The Cap Equation, \((C)\), applies to both \( C \) and \( C' \). Writing the difference of the two cap equations in degree \( k \) we obtain
\[
(2.13) \quad 0 = \lambda((x + y)^r - x^r - y^r).
\]
Since \( \lambda \neq 0 \), this implies that \( r = 1 \). But \( C, C' \in \mathbb{Q}[\xi]/(\xi) \) have no degree one terms, a contradiction. \( \square \)

Given a \( G \in \text{Aut}_v(\mathcal{A}) \) with \( N = G(\mathcal{A}) \), we write \( N^{tr} \) for \( \tilde{\mathbf{p}} \tilde{\mathbf{r}}(N) \in \mathcal{A}(\mathcal{A})^{tr} \), as in Remark 2.22

**Corollary 2.34.** Any \( G \in \text{Aut}_v(\mathcal{A}) \) is uniquely determined by \( N^{tr} \).

**Proof.** We aim to recover \( G(\mathcal{A}) = N \) from \( N^{tr} \). Assume that \( G, G' \in \text{Aut}_v(\mathcal{A}) \) with \( G(\mathcal{A}) = N, G'(\mathcal{A}) = N' \). Let \( \varepsilon \) denote the lowest degree term of \( N - N' \), and assume that \( \varepsilon \) is of degree \( k \). Since \( \varepsilon \) is in the kernel of \( \tilde{\mathbf{p}} \tilde{\mathbf{r}} \), it is in the image of \( \text{cyc}_n \), and thus it is a scalar multiple of a \( k \)-wheel.

By Proposition 2.27, \( N \) and \( N' \) satisfies the Unitarity equation \( (U) \): \( A_1A_2(N) = N^{-1} \) and \( A_1A_2(N') = N'^{-1} \). Modulo degree \( k + 1 \) we have
\[
(2.14) \quad N = N' + \varepsilon \quad \text{and} \quad N^{-1} = (N')^{-1} - \varepsilon.
\]
And therefore, subtracting the two \( (U) \) equations, up to degree \( k \) we have
\[
(2.15) \quad A_1A_2(\varepsilon) = A_1A_2(N - N') = N^{-1} - (N')^{-1} = -\varepsilon
\]

Now, recall that the adjoint operation \( A_i \) reverses the direction of strand \( i \) and multiplies each arrow diagram by \((-1)^i \# \text{ heads on that strand} \). Since \( \varepsilon \) is a scalar multiple of a \( k \)-wheel, it only has arrow tails on each strand. It follows that \( A_1A_2(\varepsilon) = \varepsilon \) and thus \( \varepsilon = -\varepsilon \), so \( \varepsilon = 0 \), a contradiction. \( \square \)

2.7. The relationship between chord diagrams and arrow diagrams. For any \( n \geq 2 \), there is an inclusion of Lie algebras \( t_n \hookrightarrow \mathfrak{tder}_n \). Namely, \( t_n \) is isomorphic to a Lie subalgebra of \( \mathfrak{tder}_n \) spanned by tangential derivations of the form \( \mathfrak{t}^{i,j} = (0, \ldots, x_j, \ldots, x_i, \ldots, 0) \) (Theorem 3.11) and see Example 2.10 above). This inclusion of Lie algebras extends to a Hopf algebra homomorphism
\[
\text{CD}(n) \cong \tilde{U}(t_n) \longrightarrow \tilde{U}(\mathfrak{tder}_n \oplus a_n \ltimes \text{cyc}_n) \xrightarrow{\mathcal{T}} \mathcal{A}(\mathcal{A})^n.
\]

Diagrammatically, this composition maps a chord between strands \( i \) and \( j \) to the sum of two arrows: one going from strand \( j \) to strand \( i \) (representing the \( x_j \) in the \( i \)th component) and one going from strand \( i \) to strand \( j \) (representing \( x_i \) in the \( j \)th component). For example, the arrow diagram on the left of Figure 12 represents the image of the chord diagram \( t^{12} = [14] \). (See also the proof of Lemma 6.3 in [DHR21b].)

This map of Hopf algebras extends to an inclusion of tensor categories, \( \text{PaCD} \longrightarrow \mathcal{A} \), defined “one skeleton at a time”. Recall that \( \text{PaCD}(s) \) consists of the chord diagrams with underlying skeleton \( s \). Equivalently, an element of \( \text{PaCD}(s) \) is a morphism in \( \text{PaCD}(n) \), where the data of the skeleton provides the underlying permutation and parenthesisation. The example on the right of Figure 2 showed such a morphism from \( p_1 = ((13)24) \) to \( p_2 = (12)(34) \). "Closing up" the parenthesised permutations with binary trees representing the parenthesisation produces a \( wF \) skeleton, as in Figure 14. The map \( \alpha \) sends a chord diagram \( D \) to the arrow diagram \( \mathsf{T}^{-1}\epsilon(D) \) on the closed skeleton, as shown in Figure 14.

The unzip and stacking operations in arrow diagrams allow us to extend this inclusion of objects to a tensor functor embedding \( \text{PaCD} \) into \( \mathcal{A} \) (Illustrated in Figure 15 see Theorem 6.4 [DHR21b] for full details).

**Definition 2.35.** The functor \( \alpha : \text{PaCD} \rightarrow \mathcal{A} \) is defined as follows.

- The map \( \alpha \) sends a pair of parenthesised words (i.e. a skeleton as in Figure 2) to the \( w \)-foam skeleton that is the composition of two oriented binary, rooted trees representing the two parenthesisations. Here, each pair of parentheses corresponds to a vertex, and these are joined together to obtain each tree (see Figure 14).
- For a morphism \( f \in \text{PaCD}(s) \cong U(t_n) \), we define
\[
\alpha(f) := \epsilon(f) \in \tilde{U}(\mathfrak{tder}_n \oplus a_n \ltimes \text{cyc}_n).
\]
The functor $\alpha : \mathsf{PaCD} \to \mathcal{A}$ is a morphism of props (or tensor categories) in that it picks out the prop structure of $\mathsf{PaCD}$ inside the morphism space of $\mathcal{A}$. The symmetric monoidal product on both $\mathsf{PaCD}$ and $\mathcal{A}$ is given by concatenation—visually this is just placing chord (respectively, arrow) diagrams next to each other. In Theorem 6.4 [DHR21b], the authors show that this functor actually has more structure, since the inclusion of morphisms $\mathsf{PaCD}(s) \hookrightarrow \mathcal{A}((s)^{cl})$ preserves co-products. Combining these two facts makes
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α a morphism of props enriched in co-associative co-algebras. However, we emphasise that \( PaCD \) is not a sub-object of \( \mathcal{A} \) as the image of \( \alpha \) is not preserved under all operations of \( \mathcal{A} \).

The closure map can also be applied to a braid in \( PaB \) in the same way, and the result can then be interpreted as an element of \( wF \): this defines a set map \( \alpha : PaB \to wF \), which can also be made into a tensor functor. We don’t use this functor for any of the results in this paper, so we refer the reader to [BND22 Section 1.2.2] for a topological description.

Using this relationship between \( PaB \) and \( wF \), it is possible to construct a homomorphic expansion for \( wF \) directly from a homomorphic expansion for \( PaB \), in parallel with the [AET10] formula for KV solutions in terms of Drinfel’d associators. This is the main result of [BND22]:

**Theorem 2.36.** [BND22 Theorem 1.1] Every homomorphic expansion \( Z^b : Q[\hat{PaB}] \to PaCD \) extends uniquely to a homomorphic expansion \( Z : Q[\hat{wF}] \to \mathcal{A} \), in the sense that the following diagram commutes:

\[
\begin{array}{ccc}
Q[\hat{PaB}] & \xrightarrow{Z^b} & PaCD \\
\downarrow{\alpha} & \quad & \downarrow{\alpha} \\
Q[\hat{wF}] & \xrightarrow{Z} & \mathcal{A}
\end{array}
\]

Theorem 1.1 of [BND22] gives an explicit construction for \( Z \) from \( Z^b \), in particular a formula for \( Z(V) \) and \( Z(C) \) in terms of the Drinfel’d associator \( \Phi = Z^b(\langle \rangle) \). We are not using this result in the current paper, however, the construction used in Section 3 to construct a diagrammatic Alekseev-Torossian map follows the techniques used in [BND22] to construct \( Z \) from \( Z^b \).

3. Deriving a Map of Expansion-Preserving Automorphisms

In [AT12] and [AET10], Alekseev, Enriquez and Torossian illustrated the deep relationship between Drin- feld’s associators and solutions to the Kashiwara-Vergne conjecture. In particular, they construct an injec- tive group homomorphism between the graded Grothendieck-Teichmüller and the graded Kashiwara-Vergne group.

**Theorem 3.1.** [AET10 Theorem 2.5] The map \( \rho : GRT_1 \to KRV \) given by

\[
\Psi(x, y) \mapsto (\Psi(-x - y, x), \Psi(-x - y, y))
\]

is an injective group homomorphism.

In other words, the map \( \rho \) defines a subgroup of \( KRV \) which is isomorphic to \( GRT_1 \). Moreover, when restricted to the set of KV solutions constructed from Drinfin’l’d associators, the action of the subgroup of \( KRV \) isomorphic to \( GRT_1 \) coincides with the canonical action of \( GRT_1 \) on Drinfin’l’d associators ([AT12 Prop 9.13]).

In this section, we construct a map \( \hat{\rho} : \text{Aut}(PaCD) \to \text{Aut}_v(\mathcal{A}) \) from automorphisms of parenthesised chord diagrams to automorphisms of arrow diagrams which makes the following diagram commute:

\[
\begin{array}{ccc}
\text{Aut}(PaCD) & \xrightarrow{\hat{\rho}} & \text{Aut}_v(\mathcal{A}) \\
\downarrow{\tau} & \quad & \quad \downarrow{\Theta} \\
GRT_1 & \xrightarrow{\rho} & KRV
\end{array}
\]

In particular, we identify a subgroup of arrow diagram automorphisms isomorphic to \( GRT_1 \).

3.1. Comparing Automorphisms of Chord Diagrams and Arrow Diagrams. In Section 2.7 we described a tensor functor \( \alpha : PaCD \to \mathcal{A} \) induced by the inclusion of Lie algebras \( \mathfrak{t}_n \to \mathfrak{万达}_n \) (Definition 2.35). The goal for this section is to construct the map \( \hat{\rho} : \text{Aut}(PaCD) \to \text{Aut}_v(\mathcal{A}) \). The plan is to show that, given
\(F \in \text{Aut}(\text{PaCD})\), then we can construct \(G \in \text{Aut}_v(\mathcal{A})\), such that the following diagram commutes:

\[
\begin{array}{ccc}
\text{PaCD} & \xrightarrow{\alpha} & \mathcal{A} \\
\downarrow \alpha & & \downarrow G \\
\text{PaCD} & \xrightarrow{\beta} & \mathcal{A}.
\end{array}
\]

(3.3)

We will then show that setting \(\hat{\rho}(F) = G\) fits into the diagram (3.2). Before we give the construction, we need to establish some facts about arrow diagrams.

**Lemma 3.2.** [BND22, Lemma 2.4] There is an isomorphism

\[\varphi : \mathcal{A}(\uparrow) \cong \mathcal{A}(\downarrow).\]

Since familiarity with the construction of this isomorphism will be necessary, we give a sketch of the proof:

**Proof.** The isomorphism \(\varphi\) is shown in Figure 16. Given any arrow diagram \(D \in \mathcal{A}(\downarrow)\), by the TF relation, the punctured strand has only arrow heads ending on it. These arrow heads are collectively denoted by \(h\).

For any element of \(\mathcal{A}(\uparrow)\) there is a representative with only arrow tails on the right strand (achievable via STU and CP relations): denote these arrow endings by \(t\). Finally, we denote arrow endings on the top strand (both heads and tails) by \(x\). Then, by repeated applications of the VI relation, \(t\) can be “pushed” to the top strand: VI in this case does not result in a sum, as the other strand is punctured. After clearing the capped strand this way, use repeated VI relations to push \(h\) to the top strand as well. Once again, no sums appear by the CP relation, as the capped strand no longer has any arrow endings. The result of this process is \(\varphi(D)\).

We leave it to the reader to check that \(\varphi\) is well-defined, and that its inverse is the natural inclusion of \(\mathcal{A}(\uparrow)\) as the top strand in \(\mathcal{A}(\downarrow)\). \(\square\)

**Figure 16.** The isomorphism \(\varphi\) applied to the arrow diagram \(D\) on the left.

The next Lemma shows that puncturing and capping a vertex trivialises its \(G\)-value.

**Lemma 3.3.** For any \(G \in \text{Aut}_v(\mathcal{A})\), \(G(\uparrow) = 1\), that is, \(G(\uparrow) = \uparrow\) with no arrows.

**Proof.** [BND22, Lemma 2.8], states that for any homomorphic expansion \(Z\) of \(wF\), \(Z(\uparrow) = 1\). In other words, \(Z(\uparrow)\) is the skeleton element \(\uparrow \in \mathcal{A}\), with no arrows. Since automorphisms \(G \in \text{Aut}_v(\mathcal{A})\) are expansion-preserving, the result is immediate. \(\square\)

**Construction 3.4.** By Corollary 2.34, \(G\) is uniquely determined by \(G(\uparrow)^{tr}\), and hence the idea is to compute \(G(\uparrow)^{tr}\) from \(F(\beta)\) for a specific, suitably chosen \(\beta \in \text{PaCD}\), depicted on the left side of Figure 17a.

Given and \(F \in \text{Aut}(\text{PaCD})\) with \(F(\uparrow) = \Psi(t^{12}, t^{23})\), we compute \(F(\beta)\):

\[
F(\beta) = (\Psi(13)^{24})^{-1} \Psi^{132} \Psi^{23} (\Psi^{123})^{-1} \Psi^{12}^{34}.
\]

This is shown on the left side of Figure 17b. Using \(F(\beta)\), we determine \(G(\uparrow)^{tr}\) as follows:
(1) Applying $\alpha$ (Definition 2.35) to $F(\beta)$ we obtain an arrow diagram in $\mathcal{A}$ with skeleton $\beta^cl = \alpha(\beta)$. Any $G \in \text{Aut}_c(\mathcal{A})$ fitting into the commutative diagram (3.3) satisfies $\alpha(F(\beta)) = G(\beta^cl)$, and thus we know the value $G(\beta^cl)$. See Figure 17.

(2) To find the value of $G(\mathcal{A})^{tr}$, we perform a series of operations on $G(\beta^cl)$, as shown in Figure 18 and explained below. First, we pre-compose with a capped vertex $\mathcal{A}$. Then we perform two unzip operations: the first on the top strand of the new vertex, and the second a disk unzip on the capped strand. Finally, we puncture the two bottom uncapped strands to obtain an arrow diagram on a skeleton that is a double capped, double punctured vertex denoted $W$.

(3) Since $G \in \text{Aut}(\mathcal{A})$, it commutes with all the prop and auxiliary operations of $\mathcal{A}$, and hence we can compute $G(W)$ from $G(\beta^cl)$, as shown in the bottom line of Figure 18. Due to the composition with $\mathcal{A}$ in the previous step, $G(W)$ contains involves copies of $N = G(\mathcal{A})$ and $C = G(\downarrow)$: this is shown in detail in Figure 18 schematically, $G(\mathcal{A}, \beta^cl) = G(\downarrow)G(\mathcal{A})G(\beta^cl)$ and thus $G(W) = p^2u^2(G(\downarrow)G(\mathcal{A})G(\beta^cl))$. By Lemma 3.3 we have $G(\mathcal{A}) = 1$, and therefore the copy of $G(\mathcal{A})$ in $G(W)$ from the composition with $\mathcal{A}$ cancels after the puncture operations. This is shown in the rightmost column of Figure 18. Thus, $G(W) = u(C)p^2G(\beta^cl)$.

(5) On the other hand, from the fact that $G$ is a prop automorphism, $G(W)$ is a composite of $G(\mathcal{A})$, two copies of $G(\downarrow)$ and two copies of $G(\uparrow)$. Again by Lemma 3.3, $G(\mathcal{A}) = 1$, and therefore, schematically, $G(W) = G(\downarrow)G(\downarrow)G(\mathcal{A})$. Since $G(\downarrow) \in \mathcal{A}$, by Lemma 2.23 $(G(\downarrow))^{tr} = 1$, and therefore $(G(W))^{tr} = (G(\mathcal{A}))^{tr} = N^{tr}$, which is the value we need to compute.

(7) In order to express $N^{tr}$ in its standard form as an element of $\mathcal{A}(\uparrow_2)\cong \mathcal{A}(\mathcal{A})$, rather than in $\mathcal{A}(W)$, we apply the isomorphism $\varphi$ of Lemma 3.2. $\mathcal{A}(W) \cong \mathcal{A}(\mathcal{A})$. Therefore, $N^{tr} = \varphi(p^2G(\beta^cl))$.

Construction 4.4 shows that given $F \in \text{Aut}(\text{PaCD})$, if a $G \in \text{Aut}(\mathcal{A})$ fitting into the diagram (3.3) exists, then $(G(\mathcal{A}))^{tr}$ is explicitly computable from $F$. In the following theorem, we compute the complete value of $G(\mathcal{A})$:

**Theorem 3.5.** Given an automorphism $F \in \text{Aut}(\text{PaCD})$ with $F(\uparrow) = \Psi = \Psi(t^{12}, t^{23})$, then if there exists $G \in \text{Aut}_c(\mathcal{A})$ which completes the commutative diagram (3.3), then $G$ is uniquely determined by $F$ and $N = G(\mathcal{A}) \in \mathcal{A}(\uparrow_2)$ and $C = G(\downarrow) \in \mathcal{Q}[\xi]/(\xi)$ satisfy

$$\text{(3.4)} \quad N = (C^1)^{-1}(C^2)^{-1}\varphi \left(\Psi^{-1} \left(a^{2(13)}, -a^{2(13)} - a^{4(13)} \right) \cdot \Psi(a^{23}, a^{43}) \right) C^{12},$$

where $\varphi$ is the isomorphism of Lemma 3.2 and $a^{ij}$ denotes an arrow from strand $i$ to strand $j$, and the strand numbering is as shown in Figure 17.

To prove Theorem 3.5 we first establish a few basic facts about GRT.$_1$.

**Lemma 3.6.** For $\Psi = \Psi(x, y) \in \text{GRT}_1$, the following properties hold:

1. If $[x, y] = 0$ then $\Psi(x, y) = 1$.
2. $\Psi(t^{ij}, t^{jk}) = \Psi(t^{ij}, -t^{ij} - t^{jk})$, where $t^{ij}$ denotes the chord between the $i$-th and $j$-th strands.

**Proof.** The first property is a direct consequence of the defining relation (2.4). The second follows from the fact that $(t^{ik} + t^{ij} + t^{jk})$ is central in $t_n$, by 4T relation of chord diagrams $[t^{jk}, t^{ij} + t^{ik}] = 0$ [BN98] Definition 2.7. Because of this, for any $X \in t_n$:

$$[t^{ik} + t^{ij} + t^{jk}, X] = 0$$

$$\implies [t^{ik}, X] = -[t^{ij} + t^{ik}, X]$$

$$\implies [t^{ik}, X] = [t^{ij} - t^{ik}, X]$$

and therefore,

$$\text{(3.5)} \quad \Psi(t^{ij}, t^{jk}) = \Psi(t^{ij}, -t^{ij} - t^{jk})$$

as required. \qed


\[ (1\ 2) \quad (3\ 4) \]

The element \( \beta \in \text{PaCD} \) is a skeleton element of \( \text{PaCD} \). Its image under \( \alpha \) is its closure.

\[ \alpha(\Psi(12)34) \quad (\Psi^{-1}124) \quad \Psi132 \quad (\Psi^{-1}(13)24) \]

\[ (1\ 3) \quad (2\ 4) \]

\[ \alpha \]

\[ G(\beta_{\text{cl}}) \]

\[(a)\] The element \( \beta \in \text{PaCD} \) is a skeleton element of \( \text{PaCD} \). Its image under \( \alpha \) is its closure.

\[(b)\] \( F(\beta) \), expressed in terms of \( \Psi \), is shown on the left. By the compatibility of \( F \) and \( G \), we know that \( \alpha(F(\beta)) = G(\alpha(\beta)) \).

**Figure 17**

**Proof of Theorem 3.3.** The fact that \( F \) uniquely determines \( G \) is almost immediate from Construction 3.4. By Lemma 2.34, \( G \in \text{Aut}_v(\mathcal{A}) \) is uniquely determined by \( N^{tr} = \overline{p}^t(G(\mathcal{J})) \). Step (6) of Construction 3.4 shows how to compute \( N^{tr} \) from \( F(\beta) \). Thus, \( G \) is uniquely determined by \( F(\beta) \).

Given \( F(\mathcal{N}) = \Psi(t^{12}, t^{23}) \), we compute \( F(\beta) \) as shown in the left-hand side of Figure 17b:

\[ F(\beta) = (\Psi^{-1}(13)24) \Psi132 \Psi^{-1}(12)24. \]

From here on we will suppress the skeleton crossing \( \times^{23} \), as it is part of the skeleton and commutes with chords. By diagram 3.3, we have

\[ G(\beta_{\text{cl}}) = G(\alpha(\beta)) = \alpha(F(\beta)) = \alpha \left((\Psi^{-1}(13)24) \Psi132 \Psi^{-1}(12)24 \right). \]

We obtain the formula (3.4) from this by the sequence of operations detailed in Construction 3.4 and shown in the first row of Figure 18 for the skeleton \( \beta_{\text{cl}} \), and in the second row for \( G(\beta_{\text{cl}}) \). Recall that by step (6) of the construction, \( \mathcal{A}(W) \cong \mathcal{A}(\mathcal{J}) \cong \mathcal{A}(\uparrow_2) \).

By step (5) of the construction, \( G(W) \) is a circuit algebra composition of \( G(\mathcal{J}) = N \) and two copies of \( G(\downarrow) = C \). Applying \( \varphi : \mathcal{A}(W) \to \mathcal{A}(\uparrow_2) \), involves sliding the \( C \) values onto the top two strands, we obtain
ϕ(G(W)) = C^1C^2N, and therefore,

(3.8) \[ N = (C^1)^{-1}(C^2)^{-1}\varphi(G(W)). \]

Since G commutes with all the operations performed throughout the ‘stripping’ process, this allows us to compute G(W), as shown in Figure 18 and in step (4) of the construction. In the strand numbering of Figure 17b, the punctured strands are 1 and 3 and the capped strands are 2 and 4, thus we make step (4) of the construction more precise:

(3.9) \[ G(W) = (24)^{p_1p_3}G(\beta^{24}) = C^{24}p_1p_3(\alpha(F(\beta))). \]

Thus, using the formula (3.7),

(3.10) \[ G(W) = C^{24}p_1p_3 \left( \alpha \left( (\Psi (13)^{24})^{-1} \Psi^{132} (\Psi^{123})^{-1} \Psi^{(12)34} \right) \right) = C^{24}p_1p_3 \left( \alpha \left( \Psi^{-1}(t^{(13)24}) \Psi(t^{13}, t^{23}) \Psi^{-1}(t^{12}, t^{23}) \Psi(t^{(12)34}) \right) \right), \]

where \( t^{ij} \) is the chord from \( i \) to \( j \) and \( t^{(ij)k} = t^{ik} + t^{jk} \).

By definition, \( \alpha(t^{ij}) = a^{ij} + a^{ji} \), where \( a^{ij} \) denotes a horizontal arrow pointing from strand \( i \) to strand \( j \). By the TF relation of arrow diagrams (Figure 9), arrow tails on a punctured strand are zero. In other words, \( p_1p_3(a^{1m}) = p_1p_3(a^{3m}) = 0 \) for any \( m \).

Then, using property (1) of Lemma 3.6

\[ p_1p_2\alpha (\Psi(t^{13}, t^{23})) = \Psi(a^{13} + a^{31}, a^{23} + a^{32}) = \Psi(0, a^{23} + a^{32}) = 1. \]
Similarly, 
\[ p_1p_3\alpha \left( \Psi^{-1}(t^{12}, t^{21}) \right) = \Psi^{-1}(a^{21}, a^{23}) = 1, \]
since \([a^{21}, a^{23}] = 0\) by the TC relation.

For \(\Psi(t^{123}, t^{34})\), we have 
\[ p_1p_3\alpha \left( \Psi(t^{123}, t^{34}) \right) = \Psi(a^{23}, a^{43}), \]
since \(a^{13}, a^{31}, a^{32}\) and \(a^{34}\) are all in the kernel of \(p_1 \circ p_3\).

For \(\Psi(t^{132}, t^{24})^{-1}\), we first apply the symmetry property (2) from Lemma 3.6 to get 
\[ \Psi(t^{132}, t^{24})^{-1} = \Psi(t^{132}, -(t^{13})^2 - t^{(13)4})^{-1}. \]
Thus, 
\[ p_1p_3\alpha \left( \Psi^{-1}(t^{132}, -(t^{13})^2 - t^{(13)4}) \right) = \Psi^{-1}(a^{2(13)}, -a^{2(13)} - a^{4(13)}). \]

Substituting these results into equation (3.10), we obtain 
\[ (3.11) \quad G(W) = C^{24}\Psi^{-1}(a^{2(13)}, -a^{2(13)} - a^{4(13)}) \cdot \Psi(a^{23}, a^{43}). \]

To prove the formula (3.4), it remains to show that 
\[ \varphi(G(W)) = \varphi \left( \Psi^{-1}(a^{2(12)}, -a^{2(13)} - a^{4(13)}) \cdot \Psi(a^{23}, a^{43}) \right) C^{12}. \]

Note that in (3.11), \(G(W)\) is expressed in a form where there are only arrow tails on the capped strands 2 and 4 (and only arrow heads on the punctured strands 1 and 3). The isomorphism \(\varphi\) acts by “pushing” all the arrow tails from strands 2 and 4 up across the \(\nabla\) vertices. Due to the TC relation, it is possible to start with \(C^{24}\), followed by the arrow tails from \(\Psi^{-1}(a^{2(13)}, -a^{2(13)} - a^{4(13)}) \cdot \Psi(a^{23}, a^{43})\), then—with the capped stands cleared—the arrow heads from strands 1 and 3 are pushed up as well. Thus, we have 
\[ \varphi \left( \Psi^{-1}(a^{2(12)}, -a^{2(13)} - a^{4(13)}) \cdot \Psi(a^{23}, a^{43}) \right), \]
as required. \(\Box\)

3.2. An embedding of automorphism groups. Our goal is to prove the following theorem, the main result of this paper:

**Theorem 3.7.** Construction (3.4) defines a group homomorphism \(\hat{\rho} : \text{Aut}(\text{PaCD}) \rightarrow \text{Aut}_v(\mathcal{A})\), given by \(\hat{\rho}(F) = G\). This homomorphism is equivalent to the Alekseev-Torossian map \(\rho\) in the sense that \(\hat{\rho}\) fits into the commutative diagram (3.2).

The proof of the Theorem comes down to analysing the diagram (3.12) below, where black arrows are group homomorphisms and red arrows are anti-homomorphisms. We begin with the definitions of the maps.

\[
\begin{array}{ccc}
\text{Aut}(\text{PaCD}) & \xrightarrow{\hat{\rho}} & \text{Aut}_v(\mathcal{A}) \\
\text{GRT}_1 & \xrightarrow{r} & \mathcal{G}(\mathcal{T}_2)^{tr} \\
& \xrightarrow{(2)} & \mathcal{G}(\mathcal{T}_2)^{tr} \\
& \xrightarrow{(3)} & \emptyset \\
& \xleftarrow{\rho} & \text{KRV} \\
\end{array}
\]

The map \(r\). From \(F \in \text{Aut}(\text{PaCD})\), set \(r(F) = N^{tr} = (G(\mathcal{T}))^{tr}\). The map \(r\) is a group anti-homomorphism: see Lemma 3.11.

The map \(v\). Given an automorphism \(G \in \text{Aut}_v(\mathcal{A})\), \(v(G) := \overline{\mathcal{G}}(G(\mathcal{T})) \in \mathcal{G}(\mathcal{T}_2)^{tr}\). \(v\) is a group anti-homomorphism since if \(v(G_1) = N_1\) and \(v(G_2) = N_2\), then—using that expansion-preserving automorphisms of \(\mathcal{A}\) fix the arrow—we have \(v(G_1 \circ G_2) = N_2 \cdot N_1\).

The map \(\hat{\rho}\). In Theorem 3.5 we proved that if there is a \(G \in \text{Aut}_v(\mathcal{A})\) fitting into the diagram (3.4), then \(\overline{\mathcal{G}}(G(\mathcal{T})) = r(F)\). In turn, \(\overline{\mathcal{G}}(G(\mathcal{T}))\) uniquely determines \(G\). Thus, if there exists a \(G \in \text{Aut}_v(\mathcal{A})\) with \(\overline{\mathcal{G}}(G(\mathcal{T})) = r(F)\), we set \(\hat{\rho}(F) = G\). The map \(\hat{\rho}\) exists if and only if \(r\) factors through \(\text{Aut}_v(\mathcal{A})\), that is, if given any \(F \in \text{Aut}(\text{PaCD})\), the value \(r(F)\) is always a valid vertex value for some automorphism \(G \in \text{Aut}_v(\mathcal{A})\). Follows from the proof of Theorem 3.7 at the end of this section; we also give a more direct proof in Theorem A.7.
The map $\tau$. The map $\tau$ is the isomorphism described in Theorem 2.6. It is given by $\tau(F) = \Psi$, where $F(\mathcal{V}) = \Psi(t^{12}, t^{23})$.

The map $\rho$. The map $\rho$ is the Alekseev-Torossian map defined at the beginning of this section, given by the formula $\rho(\Psi) = (\Psi(-x - y, x), \Psi(-x - y, y))$.

The map $\gamma$. Recalling that, by definition of (3.14), (3.13) and (3.6), we have

$$\gamma \circ \rho(F)(x) = \Psi(-x - y, x)^{-1} x \Psi(-x - y, x),$$

$$\gamma \circ \rho(F)(y) = \Psi(-x - y, y)^{-1} y \Psi(-x - y, y).$$

Proof. Recall that, by definition of $r$ and $\gamma$,

$$\gamma \circ r(F)(x) = (N^{tr})^{-1} x N^{tr}, \quad \gamma \circ r(F)(y) = (N^{tr})^{-1} y N^{tr},$$

The map $F$. The map $F$ is trivially by the TC relation, the action descends to an action of $\hat{\mathcal{G}}(\mathcal{V})$ on strand 1, and thus corresponds to a Lie word in $\mathcal{G}(\mathcal{V})$. Since wheels in $\mathcal{G}(\mathcal{V})$ act trivially by the TC relation, the action descends to an action of $\mathcal{G}(\mathcal{V})^{tr}$ on $\hat{\mathcal{G}}(\mathcal{V})$.

Furthermore, it turns out that $\mathcal{G}(\mathcal{V})^{tr}$ acts on $\hat{\mathcal{G}}(\mathcal{V})$ by tangential automorphisms. Namely, if $D \in \mathcal{G}(\mathcal{V})^{tr}$, then modulo wheels $D = e^\delta$, where $\delta$ is a linear combination of trees. Furthermore, $\delta = \delta_1 + \delta_2$, where $\delta_1$ is a sum of the terms with heads ending on strand 1, and $\delta_2$ is a sum of terms with heads on the second strand. Each term of $\delta_1$ corresponds to a Lie word in $x$ and $y$, similarly to Figure 19, but now with head on strand 1, thus $\delta_1$ corresponds to a sum $w_1 \in \hat{\mathcal{G}}(\mathcal{V})$. Similarly, $\delta_2$ corresponds to $w_2 \in \hat{\mathcal{G}}(\mathcal{V})$. Then $D$ acts as $(e^{w_1}, e^{w_2}) \in \mathcal{T}Aut_2$. Note that where the head of each tree in $D$ is attached to the strand 1 or 2 in relation to its tails does not make a difference in $\gamma(D)$.

Figure 19. The Lie word $[x, [x, [y, x]]]$ represented as an arrow diagram on 3 strands.

The map $\gamma$ is a group anti-homomorphism since if $\gamma(N_1) = a$ and $\gamma(N_2) = b$, then $\gamma(N_1 \cdot N_2) = b \circ a = \gamma(N_2) \circ \gamma(N_1)$ in $\mathcal{T}Aut_2$.

The map $\Theta$. By definition, KRV is a subgroup of $\mathcal{T}Aut_2$, this is the inclusion $i$.

The map $\Theta$. The map $\Theta$ is the isomorphism of $\mathcal{DHR21b}$ Theorem 5.12, recalled as Theorem 2.32. Namely, for $G \in \mathcal{A}ut(\mathcal{V})$, let $G(\mathcal{T}) = N \in \mathcal{G}(\mathcal{V})^{tr}$. Then, modulo wheels, we have $\tilde{\mathcal{G}}(N) = N^{tr} \in \mathcal{G}(\mathcal{V})^{tr}$. By $\mathcal{DHR21b}$ Theorem 5.12, $\gamma(N^{tr})$ then satisfies the KRV equations and $\Theta(G) := \gamma(N^{tr}) \in \mathcal{KRV}$.

To prove Theorem 3.7, we need to show that the map $\rho$ exists, and that the diagram (3.12) commutes. A significant step is to describe the composite $\gamma \circ r$, and prove that $r$ is an anti-homomorphism.

Lemma 3.8. Given $F \in Aut(\mathcal{P}a\mathcal{C}D)$ with $F(\mathcal{V}) = \Psi(t^{12}, t^{23})$, we have

$$\gamma \circ r(F)(x) = \Psi(-x - y, x)^{-1} x \Psi(-x - y, x),$$

$$\gamma \circ r(F)(y) = \Psi(-x - y, y)^{-1} y \Psi(-x - y, y).$$

Proof. Recall that, by definition of $r$ and $\gamma$,

$$\gamma \circ r(F)(x) = (N^{tr})^{-1} x N^{tr}, \quad \gamma \circ r(F)(y) = (N^{tr})^{-1} y N^{tr},$$

This action is described in detail in $\mathcal{DHR21b}$, see the proof of Proposition 3.19, in particular the “Conceptual argument”.

---

This page contains a detailed explanation of the map $\tau$, the map $\rho$, and the map $\gamma$. It describes how these maps interact with the TC relation and other operations, providing a deep understanding of the structure and properties of these maps within the context of Lie algebra and group theory.
\[
\eta(a_{23}, a_{43}) = \chi
\]

\[
\eta^{-1}(a_{2(13)}, -a_{2(13)} - a_{4(13)}) = \zeta
\]

\(N^{tr}\) shown in the usual box notation, with names \(\chi\) and \(\zeta\) assigned to each arrow diagram component.

\(N^{tr}\) shown in placement notation, with arrow endings numbered according to the strand numbering.

Applying the isomorphism \(\varphi\) using the placement notation. Arrow tails are shown in blue, and heads in orange.

\[N^{tr} = \varphi \left( \Psi^{-1}\left(a^{2(12)}, -a^{2(13)} - a^{4(13)}\right) \cdot \Psi(a^{23}, a^{43}) \right).\]

The main step still missing is to compute the value of the isomorphism \(\varphi\) of Lemma 3.2. To do this, we introduce a diagrammatic placement notation, as shown in Figures 20a and 20b. In this notation, the two \(\Psi\)-factors are named \(\zeta\) and \(\chi\) for short, and their arrow endings on each strand are numbered by the strand numbers: \(\zeta_1, \zeta_2, \zeta_3, \zeta_4\), etc, for arrow endings of \(\zeta\) on the first, second, etc strand. The value of \(\varphi\left( \Psi^{-1}\left(a^{2(12)}, -a^{2(13)} - a^{4(13)}\right) \cdot \Psi(a^{23}, a^{43}) \right)\) in \(\mathcal{A}(\uparrow_2)\) is shown in Figure 20c.

Due to the TC relation on arrow diagrams, only the tree components of \(N^{tr}\) which have heads on the first strand (after applying \(\varphi\)) act non-trivially on \(x\). The only such component − written in the placement
notation – is \( \zeta_1 \), coming from
\[
\zeta = \Psi^{-1}(a^{2(13)}, -a^{2(13)} - a^{4(13)}) = \Psi^{-1}(a^{21} + a^{23}, -a^{21} - a^{23} - a^{41} - a^{43}).
\]
The arrows \( \varphi(a^{23}) \) and \( \varphi(a^{43}) \) have heads lying on strand 2: this is where \( \zeta_3 \) arises from in Figure 20c. Therefore, these arrows do not act on \( \varphi \)
\[
\text{(3.17)}
\]
In summary
\[
(\gamma \circ r(F))(x) = \varphi(\Psi(-a^{21} - a^{41}, a^{21}))^{-1} x \varphi(\Psi(-a^{21} - a^{41}, a^{21})).
\]
Now recall that the value of \( \gamma \)—that is, the conjugation action—only depends on the lie words represented by the tree components of \( \varphi(\Psi(-a^{21} - a^{41}, a^{21})) \), not the specific placement of arrow heads and tails. Let \( \Psi = e^{\psi} \) for some Lie element \( \psi \in \text{grt}_1 \), and let \( w = w(-a^{21} - a^{41}, a^{21}) \) be a Lie word component of \( \psi \). Since \( \varphi(a^{21}) = a^{11} \) and \( \varphi(a^{41}) = a^{21} \), the Lie word represented by \( \varphi(w) \) is \( w(-x - y, y) \). Exponentiating, we obtain
\[
(\gamma \circ r(F))(x) = \Psi(-x - y, x)^{-1} x \Psi(-x - y, x).
\]
We proceed similarly to compute the action on \( y \). Due to the TC relation, only components of \( N^tr \) with heads on the second strand act non-trivially on \( y \). There are two such components: \( \chi_3 \) and \( \zeta_3 \) in placement notation, where \( \chi_3 \) comes from the term \( \Psi(a^{23}, a^{43}) \), and \( \zeta_3 \) comes from \( \Psi^{-1}(a^{2(13)}, -a^{2(13)} - a^{4(13)}) \). Cancelling arrows which act trivially on \( y \) (i.e. those with heads on strand 1), we get that \( y \) is conjugated by
\[
\varphi(\Psi^{-1}(a^{23}, -a^{23} - a^{43}) \cdot \Psi(a^{23}, a^{43})).
\]
To simplify, we apply the hexagon relation [2,5] of \( \text{GRT}_1 \) with \( x = -a^{23} - a^{43}, y = a^{23}, z = a^{43} \) and obtain that \( y \) is conjugated by
\[
\varphi(\Psi(-a^{23} - a^{43}, a^{43})).
\]
And therefore we have
\[
(\gamma \circ r(F))(y) = \Psi(-x - y, y)^{-1} y \Psi(-x - y, y),
\]
as required.

**Lemma 3.9.** The map \( \gamma \) is injective on the image of \( r \).

**Proof.** To see that \( \gamma \) is injective on the image of \( r \), we recall that the kernel of \( \gamma \) is \( \exp(\mathfrak{a}_2) \), where \( \mathfrak{a}_2 \) is the abelian lie algebra spanned by single short arrows \( a^{11} \) and \( a^{22} \) [BND17, Proposition 3.19]. On the other hand, \( F \in \text{Aut}(\text{PaCD}) \) is given by \( F(\varphi) = \Psi = e^{\psi} \in \text{GRT}_1 \), and \( \psi \) vanishes in degree one [Dri90, Remark after Proposition 6.2]. Hence, \( r(F) \) does not include short arrows.

The following Lemma, due to Drinfel’d, will be useful several times through the rest of the argument:

**Lemma 3.10.** [Dri90] Equations 5.14 and 5.19 For \( \Psi = e^{\psi} \in \text{GRT}_1 \), if \( X + Y + Z = 0 \) then
\[
[X, \psi(Z, X)] + [Y, \psi(Z, Y)] = 0
\]
and
\[
X + \Psi(X, Y)^{-1} Y \Psi(X, Y) + \Psi(X, Z)^{-1} Z \Psi(X, Z) = 0.
\]

**Lemma 3.11.** The map \( r : \text{Aut}(\text{PaCD}) \to \mathcal{B}(\uparrow_2)^{tr} \) is a group anti-homomorphism.
Proof. Since \( \gamma \) is a group anti-homomorphism and injective on the image of \( r \), we can prove that \( r \) is an anti-homomorphism by showing that \( \gamma \circ r \), as computed in Lemma 3.8, is a group homomorphism.

First, recall that composition in \( \text{Aut}(\text{PaCD}) \) does not translate to multiplication in \( \text{PaCD} \), but is given by the following formula [BN98, Proposition 5.1]: if \( F \) and \( G \) are automorphisms of \( \text{PaCD} \), then

\[
\Psi(F \circ G)(x) = \Psi(F(\Psi(G(x)))) = \Psi(F(G(x))).
\]

By Lemma 3.8 \( \gamma \circ r(F_1) \) conjugates \( x \) by \( \Psi_1(\psi_1,x) = \Psi_1,\psi_1 \cdot x = \Psi_1,\psi_1 \cdot \Psi_1,\psi_1 =: \Psi_1,\psi_1 \).

Therefore, \( \gamma \circ r(F_2) \) conjugates \( x \) by \( \Psi_2(\psi_2,\psi_2,\psi_2) = \Psi_2,\psi_2,\psi_2 \) and \( y \) by \( \Psi_2(\psi_2,\psi_2,\psi_2) = \Psi_2,\psi_2,\psi_2 \).

When acting with \( \gamma \circ r(F_1) \circ (\gamma \circ r(F_2)) \) on \( x \), this is first a conjugation by \( \Psi_2(\psi_2,\psi_2,\psi_2) \), followed by the action of \( \gamma \circ r(F_1) \), which acts on each letter of the result. Thus, the composite action on \( x \) is conjugation by

\[
(3.24) \quad \Psi_1,\psi_1 \cdot \Psi_2(\psi_1,x) - \Psi_1,\psi_1 =: \Psi_1,\psi_1 = \Psi_1,\psi_1.
\]

Applying Lemma 3.10 with the substitution \( X = -x, y, x = -x, y = -x \), we obtain

\[
(3.25) \quad \Psi_1(\psi_1,x) = -\Psi_1,\psi_1\Psi_1,\psi_1 = -x - y.
\]

On the other hand, by Lemma 3.8 we also have that \( \gamma \circ r(F_1) \cdot F_2 \) conjugates \( x \) by

\[
(3.26) \quad \Psi_1(\psi_1,x) = -\Psi_1,\psi_1\Psi_1,\psi_1 = -x - y.
\]

Therefore

\[
(3.27) \quad \gamma \circ r(F_1) \circ (\gamma \circ r(F_2))(x) = (\gamma \circ r(F_1) \cdot F_2)(x).
\]

After an analogous computation on \( y \), we have that \( (\gamma \circ r(F_1) \cdot F_2) = (\gamma \circ r(F_1)) \cdot (\gamma \circ r(F_2)) \). Hence, \( \gamma \circ r \) is a group homomorphism, and it follows from Lemma 3.9 that \( r \) is a group anti-homomorphism as required.

Now, given that we know the value of \( \gamma \circ r(F) \) and that \( r \) is an anti-homomorphism, we can prove the following:

**Lemma 3.12.** The pentagon (1) in diagram 3.12 commutes:

\[
\begin{array}{ccc}
\text{Aut} (\text{PaCD}) & \xrightarrow{r} & \mathcal{G}(\hat{\mathcal{A}})_{tr} \\
\tau \downarrow & & \gamma \downarrow \\
\text{GRT}_1 & \xrightarrow{\rho} & \text{KRV}_2 \\
\text{TAut}_2 & \xleftarrow{\rho} & \text{KRV}_2
\end{array}
\]

Proof. Let \( F \) be an element of \( \text{Aut} (\text{PaCD}) \) such that \( F (\nu) = \Psi(t^{12}, t^{23}) \). Then \( \tau(F) = \Psi(x, y) \), and \( \rho(\tau(F)) = (\Psi(-x, y), \Psi(-x, y)) \).

In Lemma 3.8, we showed that \( \gamma(r(F)) \) acts on \( x \) and \( y \) by conjugation with \( (\Psi(-x, y), \Psi(-x, y)) \), which indeed agrees with \( \rho(\Psi) \).

**Lemma 3.13.** The square (3) in the diagram 3.12 commutes:

\[
\begin{array}{ccc}
\mathcal{G}(\hat{\mathcal{A}})_{tr} & \xrightarrow{v} & \text{Aut}_v(\mathcal{A}) \\
\gamma \downarrow & & \Theta \downarrow \\
\text{TAut}_2 & \xleftarrow{\Theta} & \text{KRV}_2
\end{array}
\]

Proof. For \( G \in \text{Aut}_v(\mathcal{A}) \) given by \( G(\hat{\mathcal{A}}) = N, \Theta(G) \) is the conjugation action by \( N^{tr} \) on \( \text{KRV}_2 \), which is a priori an element of \( \text{TAut}_2 \), but proven in [DHR21b, Theorem 5.12] to lie in \( \text{KRV} \). This agrees with \( \gamma(v(G)) \) by definition.
This implies the Main Theorem:

Proof of Theorem 3.7. Given Lemmas 3.12 and 3.13, the only statement we need to show is that $r$ factors through $\text{Aut}_e(\mathcal{A})$. Indeed, by the commutativity of the pentagon (1) and the square (3), $r = \nu \circ (\Theta)^{-1} \circ \rho \circ \tau$. Thus, for any $F \in \text{Aut}(\text{PaCD})$, the value $r(F)$ is the tree projection of a valid vertex value for an expansion preserving, v-small automorphism of arrow diagrams, namely $G = (\Theta)^{-1} \rho \tau(F)$. 

In Appendix A, we present an alternative, more direct proof that $r$ factors through $\text{Aut}_e(\mathcal{A})$, which relies less on the Alekseev-Torossian map, and in Remark A.8 we explain an avenue for making the proof entirely self-contained.

Corollary 3.14. $\hat{\rho} : \text{Aut}(\text{PaCD}) \to \text{Aut}_e(\mathcal{A})$ is an injective group homomorphism.

Proof. It’s enough to show that both $v$ and $r$ are injective. The map $v$ is injective since by Corollary 2.34 an automorphism is uniquely determined by its vertex value modulo wheels.

The injectivity of $r$ follows from the in injectivity of $\gamma \circ r$. If we have $\gamma \circ r(F_1) = \gamma \circ r(F_2)$ with $F_1(\nu) = \Psi_1(t^{12}, t^{23})$ and $F_2(\nu) = \Psi_2(t^{12}, t^{23})$ then we must have,

\[(\Psi_1(-x - x, y), \Psi_1(-x - y, y)) = (\Psi_2(-x - y, x), \Psi_2(-x - y, y)).\]

By Lemma 3.12, $\gamma \circ r$ is in the image of $\rho$. Then, by [AT12, Theorem 4.6], $\rho$ is injective, and therefore Equation 3.29 is only possible if $\Psi_1 = \Psi_2$ which gives $F_1 = F_2$. By Lemma 3.9 it follows that $r$ is injective, and therefore so is $\hat{\rho}$. 

Corollary 3.14 states that there exists a subgroup of arrow diagram automorphisms isomorphic to $\text{GRT}_1$. As each homomorphic expansion of $w$-foams $Z : \overline{\mathbb{Q}[wF]} \to \mathcal{A}$ is an isomorphism of (completed) wheeled props, each one induces an isomorphism

$$\text{Aut}_v(\overline{\mathbb{Q}[wF]}) \cong \text{Aut}_e(\mathcal{A}).$$

Corollary 3.15. There exists a subgroup of $\text{Aut}_e(\overline{\mathbb{Q}[wF]})$ which is (non-canonically) isomorphic to $\text{GRT}_1$.

Ideally, one would construct a topological map $\hat{\rho} : \text{Aut}(\overline{\mathbb{Q}[PaB]}) \to \text{Aut}_e(\overline{\mathbb{Q}[wF]})$ which agrees with the embedding of $\text{GRT}_1 \to \text{KV}$ from [AET10]. This construction is more subtle due to the completions, and is the topic of ongoing work of the second author.

Appendix A. Alternative proof of the Main Theorem

To prove directly that $r$ factors through $\text{Aut}_e(\mathcal{A})$, we need to show that given $F \in \text{Aut}(\text{PaCD})$, the value $N^{tr} = r(F)$ lifts to a pair $(N, C) \in \mathcal{A}((\uparrow_2) \times \mathcal{A}(\downarrow_1))$ satisfying the equations $R4'$, $C'$ and $U'$ of Proposition 2.30.

The value $N = G(\mathcal{A})$ is computed in Theorem 3.5 and given in terms of $N^{tr}$ and a yet-to-be-determined cap value $C = G(\downarrow_1)$ in equation (3.4), which we recall here for convenience:

$$N = (C^1)^{-1}(C^2)^{-1}N^{tr}C^{12}.$$  

Lemma A.1. The value $N$ of Theorem 3.5 satisfies the $R4'$ equation:

\[(R4') \quad N^{12}R^{(12)3}(N^{12})^{-1} = R^{(12)3} \in \mathcal{A}(\uparrow_3)\]

where $R^{(12)3} = e^{a^{13} + a^{23}}$.

Proof. Note that for the conjugation action of $N$ on $R^{(12)3}$, only the tree-projection of $N$ matters. That is, $N$ satisfies $R4'$ if and only if $N^{tr}$ does. Note that $(N^{tr})^{-1}e^{a^{13} + a^{23}}N^{tr}$ maps to $(N^{tr}) \cdot e^{a^x + y} \in \mathcal{A}(\uparrow_2)$ via the map $\gamma$, where $\cdot$ denotes the conjugation action. Thus, the proof that $N$ satisfies the $R4'$ equation reduces

\[\text{Readers of [DHR21] may note that } N^{tr} \text{ in this paper does not look the same as a vertex value of an automorphism in the image of } \Theta^{-1}. \text{ However, by Lemma A.5, } N^{tr} \text{ is equal to a vertex value of the correct form.}\]
to the following computation, where we denote \( \Psi_x = \Psi(-x - y, x) \) and \( \Psi_y = \Psi(-x - y, y) \), and explain the steps below.

\[
(N^{12})^{-1} \exp(a^{13} + a^{23}) N^{12} = \exp \left( (N^{12})^{-1} a^{13} N^{12} + (N^{12})^{-1} a^{23} N^{12} \right) \\
= \exp \left( \Psi_x^{-1} x \Psi_x + \Psi_y^{-1} y \Psi_y \right) \\
= \exp(x + y) \\
= e^{a^{13} + a^{23}}
\]

Here the first equality is by the definition of the exponential, the second is by Lemma 3.10 with the substitution \( X = -x - y, Y = x, Z = y \), and the fourth is by definition of the map \( \gamma \).

\[ \square \]

**Lemma A.2.** For any choice of \( C \in \mathcal{A}(\downarrow) \) the value \( N \) of (3.4) satisfies the cap equation,

\( (C') \) 

\[
C^{12}(N^{12})^{-1} = C^1 C^2 \quad \text{in} \quad \mathcal{A}(\downarrow).
\]

**Proof.** Substituting the value of \( N \) (3.4) into the Cap equation \( (C') \) we obtain:

\[
C^{12}(N^{12})^{-1}(N^{tr})^{-1} C^2 C^1 = C^1 C^2.
\]

We cancel \( C^{12}(N^{12})^{-1} \) on the left. Since \( \mathcal{A}(\uparrow_2) \) is a right \( \mathcal{A}(\uparrow_2) \)-module by stacking, we multiply on the right by \( (C')^{-1}(C^2)^{-1} \). Note that \( C^1 \) and \( C^2 \) commute.

Thus, we have reduced the equation to

\[
N^{tr} = 1 \quad \text{in} \quad \mathcal{A}(\downarrow).
\]

Then, observe that \( N^{tr} \) is in the image of \( \varphi \), and as such, all arrow heads in every summand in \( N^{tr} \) are below all arrow tails. Thus, all positive degree components of \( N^{tr} \) vanish in \( \mathcal{A}(\downarrow) \) by the CP relation, and this completes the proof.

\[ \square \]

In the proof of the unitarity equation \( U' \), the following three Lemmas are useful.

**Lemma A.3.** \( N = W \cdot N^{tr} \), where \( W = C^{12}(C^1)^{-1}(C^2)^{-1} \).

**Proof.** By repeated applications of the STU relation, the \( C^{12} \) factor at the right-hand side of \( N \) can be commuted to the left-hand side, at the possible "cost" of additional wheels. Thus, \( N \) can be written in the form \( W \cdot N^{tr} \) for some product of wheels \( W \). To calculate \( W \), we apply that the pair \( (N, C) \) satisfies the cap equation by Lemma A.2 and hence in \( \mathcal{A}(\downarrow) \) we can deduce (explained below):

\[
C^{12} N^{-1} = C^1 C^2 \\
C^{12}(N^{tr})^{-1} W^{-1} = C^1 C^2 \\
C^{12}(N^{tr})^{-1} = C^1 C^2 W \\
N^{tr} C^{12}(N^{tr})^{-1} = C^1 C^2 W.
\]

Here the first step is substituting \( N = WN^{tr} \); the second step is right multiplication by \( W \) using the right \( \mathcal{A}(\uparrow_2) \)-module structure, and the last step inserts \( N^{tr} \) at the bottom caps, using that \( N^{tr} = 1 \in \mathcal{A}(\downarrow) \) by the CP relation.

Now recall that \( C = e^{c(x)} \), where \( c \in \mathbb{Q}[[\xi]]/\langle \xi \rangle \) (Lemma 2.23), and thus \( C^{12} = e^{c(x+y)} \). By the \( (R4') \) equation, \( N^{tr}(x+y)(N^{tr})^{-1} = x + y \). It is tempting to use this to deduce that \( N^{tr} C^{12}(N^{tr})^{-1} = C^{12} \), but unfortunately in this case \( e^{c(x+y)} \) denotes a power series in wheels, rather than a tree element corresponding to \( \Omega_2 \) as in the \( (R4') \) equation.

To overcome this issue, we use a linear trace map \( \sigma : \mathcal{A}(\uparrow_3) \rightarrow \mathcal{A}(\downarrow) \) defined in [BND17, Section 4.4] and illustrated in Figure 21. The trace \( \sigma \) "closes up" the third strand and converts it from a skeletal to an internal strand, then caps the first two strands at the bottom, as shown. This map is well-defined (it kills almost all relations, and converts one STU relation into an IHX relation). If \( f(x, y) \) is a word in \( U(\Omega_2) \) represented by an arrow diagram where \( x = a^{13} \) and \( y = a^{23} \), then \( \sigma(f(x, y)) \) is the wheel arrow diagram representing the cyclic word \( \text{tr}(f(x, y)) \). In particular, for a power series \( c \in \mathbb{Q}[[\xi]]/\langle \xi \rangle \), we have that \( \sigma(c(x+y)) = c(x+y) \).
Thus, $\sigma(R4')$ states that $N^{12}C^{12}(N^{12})^{-1} = C^{12}$, and thus we have $C^{12} = C^1C^2W$. Since all factors on both sides of this equation are now wheed arrow diagrams, they all commute, and thus we can use the right $\mathcal{A}(\uparrow_2)$-module structure to obtain

\[(A.2) \quad W = C^{12}(C^1)^{-1}(C^2)^{-1} = e^{12}e^{-1}e^{-2}.
\]

We have identified the value of $W$ in $\mathcal{A}(\uparrow_2)$, rather than in $\mathcal{A}(\uparrow_2)$. Although $\mathcal{A}(\uparrow_2)$ is a factor of $\mathcal{A}(\uparrow_2)$, wheels embed in $\mathcal{A}(\uparrow_2)$, and therefore if $W = C^{12}(C^1)^{-1}(C^2)^{-1}$ in $\mathcal{A}(\uparrow_2)$, then the same is true in $\mathcal{A}(\uparrow_2)$. This completes the proof.

**Lemma A.4.** Let $\psi \in \mathfrak{gr}_1$ and $\eta = (\psi(-x - y, x), \psi(-x - y, y)) \in \mathcal{tder}_2$. Then, the action of $\eta$ (as a tangential derivation) on itself (as an element of $\mathfrak{h}_2$) is trivial.

**Proof.** Let $\psi_x = \psi(-x - y, x)$ and $\psi_y = \psi(-x - y, y)$. The action of $\eta$ on the Lie series $\psi_x$ and $\psi_y$ is by definition - given by:

\[(A.3) \quad \eta(\psi_x) = \psi([\psi_x, -x] + [\psi_y, -y], [\psi_x, x]) \quad \text{and} \quad \eta(\psi_y) = \psi([\psi_x, -x] + [\psi_y, -y], [\psi_y, y])
\]

Now applying Equation 3.22 of Lemma 3.10 we have,

\[\psi([\psi(-x - y, x), x] + [\psi(-x - y, y), y] = 0,
\]

and thus the first component of both $\eta(\psi_x)$ and $\eta(\psi_y)$ given in [A.3] is zero. Thus, $\eta(\psi_x) = \eta(\psi_y) = 0$, as stated.

**Lemma A.5.** Given $F \in \text{Aut}(\text{PaCD})$ with $F(\gamma) = \Psi(t^{12}, t^{13}) = e^{\psi(t^{12}, t^{13})}$, we have

\[G(\ Five) = N^{tr} = e^{\ell(n)} \in \mathcal{A}(\uparrow_2)
\]

where $\eta = (\psi(-x - y, x), \psi(-x - y, y)) \in \mathcal{tder}_2$, and $\ell : \mathcal{tder}_n \to \mathcal{P}(\uparrow_n)$ is the map described in Remark 2.18.

**Proof.** Even though $N^{tr}$ and $e^{\ell(n)}$ look different as arrow diagrams, $\gamma(N^{tr}) = \gamma(e^{\ell(n)})$ (Lemma 3.8). Therefore, the difference $N^{tr} - e^{\ell(n)}$ is in the kernel of $\gamma$, and is hence given by some number of short arrows. The point of this proof is to show that these short arrows cancel.

The distinction between $N^{tr}$ and $e^{\ell(n)}$ is that each term of $N^{tr}$ is a combination of several trees with all heads attached below all tails, as on the left side of Figure 22. On the other hand, terms of $e^{\ell(n)}$ are products of trees, where the head of each individual tree is attached below its tails, but tree factors are separated, as the first term on the right-hand side of Figure 22. Converting from the $N^{tr}$ form to the $e^{\ell(n)}$ form requires separating the trees using STU relations. This results in extra tree summands, as shown in Figure 22. In fact, performing each STU relation amounts to a higher tree acting on a leaf of a lower one by the adjoint action (equivalently, as a tangential derivation).

The sum of terms of $N^{tr}$ with 2 trees. Separating the upper tree from the lower in each term is equivalent to $\eta$ acting on itself. By Lemma A.4 the action of $\eta$ on itself is trivial. Therefore, the sum of the resulting additional tree summands vanish.

Iterating this process for the sums of terms with $n$ trees thus completes the proof that $N^{tr} = e^{\ell(n)}$.  \[\square\]
We are now ready to prove the unitarity equation (U').

**Lemma A.6.** There is an appropriate choice of $C \in \mathbb{Q}[[\xi]]/\langle \xi \rangle$, so that $N = C^{12}C^1C^2N^{tr}$ satisfies the unitarity equation (U):

\[ N \cdot A_2A_2(N) = 1 \quad \text{in} \quad \mathcal{A}(\uparrow_2) \]

**Proof.** First, we prove that unitarity is satisfied modulo wheels, that is,

\[ N^{tr} \cdot A_1A_2(N^{tr}) = 1 \quad \text{in} \quad \mathcal{A}(\uparrow_2) \]

Since by Lemma A.5, $N^{tr} = e^{\ell(n)}$, the left-hand side of the equation reads as

\[ e^{\ell(n)} \cdot A_1A_2(e^{\ell(n)}) = e^{\ell(n)} \cdot e^{A_1A_2(\ell(n))} \]

By definition, $A_1A_2$ acts on a single tree by reversing the order of the arrow endings along the strands, and multiplying with (-1), as each tree has a single arrow head. Reversing the order of leaves means that the head of the tree is now attached above its tails. Using STU relations, the head can be commuted back to its original position below its tails, at the “cost” of wheels. Thus, $A_1A_2(\ell(\eta)) = -\ell(\eta)$ in $\mathcal{A}(\uparrow_2)^{tr}$, and therefore

\[ e^{\ell(n)} \cdot e^{A_1A_2(\ell(\eta))} = e^{\ell(n)} \cdot e^{-\ell(n)} = 1 \quad \text{in} \quad \mathcal{A}(\uparrow_2)^{tr} \]

Therefore, $N$ satisfies (U) modulo wheels. Showing that $N$ satisfies (U) in general is slightly more complex.

By applying Lemma A.3 and Lemma A.5, the left-hand side of the unitarity equation reads

\[ W \cdot e^{\ell(n)} \cdot A_1A_2(W \cdot e^{\ell(n)}) = W \cdot e^{\ell(n)} \cdot A_1A_2(e^{\ell(n)}) \cdot W, \]

using that $A_1A_2$ reverses multiplication order, and acts trivially on wheels.

By Proposition 2.26,

\[ e^{\ell(n)} \cdot A_1A_2(e^{\ell(n)}) = e^{-J(e^n)}. \]

Thus, in order to satisfy the (U) equation, we must be able to choose a cap value $C = e^c$ such that

\[ e^{J(e^n)} = W^2 = e^{2(c^2-c^2)} \]

\[ e^v \text{ is equal to } \rho(\Psi), \text{ and hence } e^v \in \mathcal{KRV} \text{ [AT12, Proposition 4.8]. Thus, by definition (see [2.11]), } J(e^n) \text{ is } \]

\[ \text{ of the form } \text{tr}(s(x) + s(y) - s(x + y)) \text{ for some } s \in x^2\mathbb{Q}[[x]]. \text{ Choose } C = e^c \text{ with } c = \frac{1}{2}s(x), \text{ and with this choice } N \text{ satisfies the (U') equation.} \]

The following corollary concludes the alternative proof on the Main Theorem 3.7.

**Corollary A.7.** The map $r : \text{Aut(PaCD)} \to \mathcal{A}(\uparrow_2)^{tr}$ factors through $\text{Aut}_v(\mathcal{A})$. That is, there exists a map \(\tilde{r} : \text{Aut(PaCD)} \to \text{Aut}_v(\mathcal{A})\) such that the triangle (2) in diagram 3.14 commutes:

\[ \text{Aut(PaCD)} \xrightarrow{\tilde{r}} \text{Aut}_v(\mathcal{A}) \]

\[ \mathcal{A}(\uparrow_2)^{tr} \]
Proof. Define $\tilde{\rho}(F)$ by sending $F$ to the automorphism $G$ defined by the pair $(N, C)$ where $N$ is as in Theorem 3.5 and $C$ is as defined in the proof of Lemma A.6.

By Lemmas A.1, A.2, and A.6 the pair $(N, C)$ satisfies the equations of Proposition 2.30 and by Lemma A.9 $N$ is free of short arrows. Therefore, $G \in \text{Aut}_v(\mathcal{W})$. It is immediate that $r(F) = v(\rho(F))$ since $v(G) = N^{tr} = r(F)$. \qed

Remark A.8. The fact that the image of the Alekseev-Torossian map $\rho$ lies in KRV was used in order to prove that the \( \square \) equation is satisfied in general (with wheels taken into account). It would be possible to prove this directly, by replacing the “stripping” construction with a more involved “double tree” construction along the lines of [BND22]. This produces a planar algebra map compatible with unzips, and thus makes the unitarity equation almost immediate. However, introducing the construction and proving its necessary properties adds a large amount of complexity and length, which is covered in [BND22] and thus we chose not to duplicate it here.

**APPENDIX B. CIRCUIT ALGEBRAS**

An essential ingredient in the topological interpretation of the Kashiwara-Vergne problem is the construction of homomorphic expansions for a class of $w$-foams (BND17, DHR21a). This construction relies on the fact that $w$-foams—and, in general, classes of knotted objects—can be described as finitely presented algebraic structures called (oriented) circuit algebras. Circuit algebras are a generalisation of Jones’ planar algebras, where one drops the condition of “planarity”. In this appendix, we give a brief overview of circuit algebras and recommend [DHR21a, Section 2] for full details.

In a circuit algebra, operations are parameterised by wiring diagrams.

**Definition B.1.** An oriented wiring diagram is a triple $D = (A, M, f)$ consisting of:

1. A set $A = \{A^\text{out}_r, A^\text{in}_r, A^\text{out}_1, A^\text{in}_1, \ldots, A^\text{out}_l, A^\text{in}_l\}$ of sets of labels, for some non-negative integer $r$. The elements of the sets $A^\text{out}_i$ are referred to as outgoing labels and the elements of $A^\text{in}_i$ are incoming labels. The sets $A^\text{out}_i$ and $A^\text{in}_i$ play a distinguished role: their elements are called the output labels of the diagram, while the sets $A^\text{out}_0, A^\text{in}_0, \ldots, A^\text{out}_l, A^\text{in}_l$ contain input labels of the diagram.

2. An oriented compact 1-manifold $M$, with boundary $\partial M$, regarded up to orientation-preserving homeomorphism. The connected components of $M$ are homeomorphic to either an oriented circle (with no boundary) or an oriented interval with one beginning and one ending point. We write $\partial M^\text{out}$ for the set of beginning boundary points of $M$, and $\partial M^\text{in}$ for the set of ending boundary points, so $\partial M = \partial M^\text{out} \cup \partial M^\text{in}$.

3. Bijection\( \square \)

\[ \partial M^\text{out} \xrightarrow{f} \bigcup_{i=0}^r A^\text{out}_i \quad \text{and} \quad \partial M^\text{in} \xrightarrow{f} \bigcup_{i=0}^r A^\text{in}_i. \]

Wiring diagrams can be pictorially represented as “disks with $r$ holes,” as in Figure 23. A disc with $r$ holes is a closed disc with the interiors of $r$ disjoint small discs removed $D_0 \setminus (D_1 \cup \ldots \cup D_r)$. A set of marked points on the disc boundaries $L = \{L_0, L_1, \ldots, L_r\}$ are arranged so that $L_j$ lies on $\partial D_j$, and $L_i$ is in bijection with $A^\text{out}_i \cup A^\text{in}_i$. The manifold is represented as an immersion $M \subset D$, where $\partial M$ is mapped to the set of marked points on the boundary of $D$, so that interval components of $M$ connect the points paired by the bijection $f$. The set $\partial M$ is partitioned to incoming and outgoing boundary points: incoming points are mapped to marked points corresponding to $\bigcup_i A^\text{in}_i$ and outgoing points to $\bigcup_i A^\text{out}_i$.

Note that the choice of a particular immersion of $M$ is only for notational convenience, it is not part of the data. Different immersions of $M$ represent the same wiring diagram as long as they induce the same bijection between incoming and outgoing marked points. See [DHR21a, Lemma 5.3] for further details.

**Example B.2.** Figure 23 depicts the wiring diagram represented by the triple

\[ D = \{\{(l_1, l_3), \{l_2, l_4, l_5\}, \{a_1, a_3, a_4\}, \{a_2\}, \{b_4, b_5\}, \{b_1, b_2, b_3\}\}, \bigcup_{i=1}^7 I, \{(l_1, l_2), (l_3, l_2), (a_1, l_4), (a_3, b_1), (a_4, l_5), (b_4, b_5), (b_5, a_2)\}\}\]

\[ \square \]

If the sets $\{A^\text{out/in}_i\}$ are not pairwise disjoint, replace the unions $\bigcup_{i=0}^r A^\text{out}_i$ and $\bigcup_{i=0}^r A^\text{in}_i$ by the set of triples $\{(i, a, \text{out/in}) | a \in A^\text{out/in}_i, 0 \leq i \leq r\}.$
Definition B.3. Given a set of colours \( \mathcal{C} \), a \( \mathcal{C} \)-coloured operad \( P = \{ P(c_1, \ldots, c_r; c_0) \} \) consists of a collection of sets (or vector spaces) \( P(c_1, \ldots, c_r; c_0) \), one for each sequence \( (c_1, \ldots, c_r, c_0) \in \mathcal{C} \), which are equipped with a right action of the symmetric group \( S_r \) which permutes the “inputs” \( c_1, \ldots, c_r \). Moreover, \( P \) is equipped with a family of equivariant, associative and unital partial compositions:
\[
\circ_i : P(c_1, \ldots, c_i; c_0) \times P(d_1, \ldots, d_s; d_0) \rightarrow P(c_1, \ldots, c_{i-1}, d_1, \ldots, d_s, c_{i+1}, \ldots, c_r; c_0),
\]
whenever \( d_0 = c_i \).

For more details on coloured operads see, for example, [BM07, Definition 1.1]. An algebra over an \( \mathcal{C} \)-coloured operad \( P \) is a \( \mathcal{C} \)-indexed family of vector spaces \( A = \{ A(c) \}_{c \in \mathcal{C}} \) together with an action by \( P \) ([BM07, Definition 1.2]).

Definition B.4. The collection of all wiring diagrams \( WD = \{ WD(A_0^{in/out}, A_1^{in/out}, \ldots, A_r^{in/out}) \} \) forms a discrete operad called the operad of oriented wiring diagrams. For \( \mathcal{D} = (A, M, f) \) and \( \mathcal{D}' = (B, N, g) \), if \( A_i^{in} = B_0^{out} \) and \( A_i^{out} = B_0^{in} \) then the partial composition \( \mathcal{D} \circ_i \mathcal{D}' \) is defined by the label set \( \{ A_1^{in/out}, \ldots, A_{i-1}^{in/out}, B_1^{in/out}, \ldots, B_{s}^{in/out}, A_{i+1}^{in/out}, \ldots, A_r^{in/out} \} \); the manifold \( M \sqcup N/ \sim \) obtained from \( M \) and \( N \) by gluing along the boundary identification \( A_i^{in} = B_0^{out} \) and \( A_i^{out} = B_0^{in} \); and the set bijection \( f \sqcup g/ \sim \) induced by \( f \) and \( g \) in the natural way.

Pictorially, wiring diagram composition shrinks the wiring diagram \( \mathcal{D}' \) and glues it into the \( i \)th input circle of \( \mathcal{D} \) in such a way that the labels match and the boundary points of the 1-manifolds are identified: see Figure 24. Note that composition in the operad \( WD \) is similar to the operad of planar tangles in [Jon99] and [HPT16, Definition 2.1].

Definition B.5. An oriented circuit algebra is an algebra over the operad of wiring diagrams \( WD \).
We briefly unravel the definition of an algebra over an operad (see also [DHR21a Definition 2.4]). An oriented circuit algebra is a collection of sets \( V = \{ V[A_{in}; A_{out}] \} \), where the pairs \((A_{in}, A_{out})\) run over all pairs of label sets, together with a family of multiplication operations parameterised by oriented wiring diagrams. This means that, for each wiring diagram \( D = (A, M, f) \), there is a corresponding function
\[
F_D : V[A_{in}; A_{out}^1] \times \ldots \times V[A_{in}; A_{out}^n] \to V[A_{out}; A_{in}]^0.
\]
Moreover, the assignment \( D \mapsto F_D \) must be compatible with the operadic composition of wiring diagrams.

**Definition B.6.** A homomorphism of circuit algebras is a map of algebras over the operad of wiring diagrams. In other words, a homomorphism \( \Phi : V \to W \) is a family of maps \( \{ \Phi_{A_{in}, A_{out}} : V[A_{in}; A_{out}] \to W[A_{in}; A_{out}] \} \), which commutes with the action of wiring diagrams. For details, see [DHR21a Definition 2.5].

Wiring diagrams and circuit algebras can be naturally upgraded to a coloured context:

**Definition B.7.** Given a finite set \( C \) of colours, an oriented \( C \)-coloured wiring diagram is a wiring diagram \( D = (A, M, f) \), along with a map \( c : \pi_0(M) \to C \). Here \( \pi_0(M) \) is the set of connected components of \( M \). Composition of \( C \)-coloured wiring diagrams
\[
(A, M, f, c) \circ (B, N, g, d)
\]
is only defined where the gluing of \( M \) and \( N \) respects colours. In other words, only connected components of the same colour may be glued. An oriented coloured circuit algebra is an algebra over the coloured operad of oriented coloured wiring diagrams.

Elements of a circuit algebra can be viewed as decorations of wiring diagrams by elements of \( V \), where the operations are “wiring elements together”: this is illustrated in the important example of the circuit algebra of \( w \)-foams described in Section 2.3 (e.g. Figure 3).

Circuit algebras can be given by a presentation \( V = \langle g_1, \ldots, g_k \mid r_1, \ldots, r_l \rangle \) where the free circuit algebra on the generators \( \{g_1, \ldots, g_k\} \) is factored by the ideal generated by the relations \( \{r_1, \ldots, r_l\} \). The notions of free and ideal are the standard definitions for algebras over and operad (e.g.: [LV12]). Examples of circuit algebras in this paper will also be equipped with auxiliary operations. These are additional operations which are not parameterised by wiring diagrams.

**B.1. Circuit algebras as wheeled props.** Circuit algebras also possess an equivalent description as wheeled props [DHR21a]. A (coloured) prop\(^{12}\) is a strict symmetric tensor category in which the monoid of objects is freely generated (Mac95 Chapter V], [HR15] or [YJ15]). This means that a one-coloured prop is a symmetric tensor category equipped with a distinguished object \( x \), such that every object is a tensor power \( x^{\otimes n} \), for some \( n \geq 0 \). Hence, morphisms in a prop are of the form \( f : x^{\otimes n} \to x^{\otimes m} \). We picture these morphisms as graphs with \( n \)-inputs and \( m \)-outputs. Composition of morphisms, also called vertical composition, is modelled diagrammatically by stacking the outputs of one graph to the inputs of another. The tensor product of the prop is realised by taking disjoint unions of graphs (stacking them next to each other), and is called horizontal composition.

**Example B.8.** The collection of all braid groups \( B = \coprod B_n \) forms a one-coloured prop (e.g. [JS93 Example 1, page 55]). Similarly, parenthesised braids \( PaB = \coprod PaB(n) \) form a prop ([BN98]).

A wheeled prop is a prop in which every object has a dual. This gives rise to a family of linear “trace” or “contraction” maps
\[
tr^i_j : x^{\otimes m} \otimes x^{\otimes n} \longrightarrow x^{\otimes m-1} \otimes x^{\otimes n-1}.
\]
They arise, for example, in the Batalin-Vilkovisky quantization formalism, where formal germs of SP-manifolds are identified as representations of a certain wheeled prop [MMS09 Theorem 3.4.3]. We note that in the literature, a strict symmetric tensor category with duals is also called a rigid symmetric tensor category.

**Definition B.9.** Let \( I \) denote a fixed countable alphabet. A wheeled prop \( E := (E, *, tr^j_i) \) consists of:

\(^{12}\)Some authors prefer to capitalise the word PROP to emphasise that prop refers to “PROduct and Permutation category.”

\(^{13}\)Rigid symmetric tensor categories are also called compact closed categories.
(1) a collection of vector spaces $E = \{E[I; J]\}$, $I, J \subset \mathcal{I}$;
(2) a horizontal composition

\[ * : E[I; J] \otimes E[K; L] \longrightarrow E[I \cup K; J \cup L], \]

where $I \cap K = \emptyset$ and $J \cap L = \emptyset$;
(3) a linear map $1_\emptyset : k \rightarrow E[\emptyset; \emptyset]$ called the empty unit;
(4) a contraction operation

\[ E[I; J] \xrightarrow{\text{tr}_j} E[I \setminus \{i\}; J \setminus \{j\}], \]

for every pair $i \in I$ and $j \in J$;
(5) a linear map

\[ 1_i : k \rightarrow E[\{i\}; \{i\}], \]

for every $i \in \mathcal{I}$, called the unit.

Moreover, the horizontal composition and contractions commute with each other and are associative, equivariant and unital (see [DHR21a] Definition 6.1] for a full list of axioms).

**Example B.10.** The tensor category of tangles described by Turaev [Tur89] (see also the expository description in [JS93] Section 11) is a wheeled prop. Similarly, the categories of virtual and welded tangles, as described in [DHR21a] Section 3.4.

**Theorem B.11.** [DHR21a] Theorem 5.5 There exists an equivalence of categories between the category of ($\mathcal{C}$-coloured) circuit algebras and the category of ($\mathcal{C}$-coloured) wheeled props.
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