Influence of flight altitude and control points in the georeferencing of images obtained by unmanned aerial vehicle
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ABSTRACT
This study aimed to explore the influence of flight altitude, density, and distribution of ground control points (GCPs) on the digital terrain model (DTM) in surveys conducted by unmanned aerial vehicles (UAVs). A total of 144 photogrammetric projects consisting of 399 aerial photos were carried out in a 2 ha area. These photogrammetric projects involved six GCP densities (edge, center, diagonal, parallel, stratified, and random), six GCP altitudes, and four flight altitudes (30, 60, 90, and 120 m). The response surface methodology was used to find interference factors and total root-mean-square error (RMSEt) as well. The 60 m flight altitude presented the most efficient. Central GCP distribution was observed to have low precision. Using stratified and random edge distributions, 10 GCPs are recommended to achieve geometric precision below 0.07 m at any flight height. However, for studies requiring the best distribution was parallel with four GCPs at any altitude. Diagonal positioning of the GCPs showed RMSEt values below 0.11 m with 4 GCPs at any altitude. A good distribution of GCPs was found to be important, but the density of GCPs per image was more relevant when obtaining a lower RMSEt.

Introduction

Precision agriculture is a useful model in the management of natural resources and improvement of modern agriculture. (Far & Rezaei-Moghaddam, 2018; Orozco & Ramirez, 2016). Among precision agriculture techniques, aerial remote sensing presents new methods of research and work optimization, capturing terrestrial features using unmanned aerial vehicles (UAVs). Some applications of UAVs in agriculture were presented in studies of variables related to nitrogen in corn (Corti et al., 2019), the evaluation of water stress in agriculture (Gago et al., 2015), and precision agriculture (Mogili & Depak, 2018).

Image collection using UAVs and their photogrammetric applications offers the possibility to observe agricultural fields from a different point of view. Therefore, it is possible to observe some field aspects that are relatively invisible when monitored from the ground (Candiago et al., 2015; Polo et al., 2015; Rodriguez-Fernández et al., 2017). In addition, UAVs offer other advantages, such as flexibility in collecting images, improved spatial resolution, and control over temporal resolution.

With the advent and popularization of UAVs for agricultural applications, photogrammetry has garnered interest and become one of the most modern technologies in crop management. However, it should be considered that the orthomosaic generated by aerial images presents geometric errors, which can be attenuated according to the terrain slope, image overlap, crop type, and flight altitude. Parameters such as image overlap and flight altitude are considered essential to optimize UAV flight missions. Variations in flight altitude are required in order to fly efficiently and faster.

Flight time is considered an important parameter to define flight plans, in some cases even compromising the study. One of the restrictions of aerial sensing using UAVs is the flight range (Traub, 2011). Aside from the work described in Ma et al. (2013), Deery et al. (2014) and Erdej, Saif, Natalizio et al. (2019) explained that electric UAVs are unable to operate for long periods due to limited battery capacity. Commercial rotary wing-type UAVs typically achieve 25–30 min flights, thereby limiting continuous operation and large-scale coverage.

The general objective of photogrammetry is to represent characteristics of a surface with reliability in terms of precision and accuracy. (Daakir, Pierrot-Desilligny, Bosser et al., 2017; Jalandoni et al., 2018). Photogrammetric reconstruction can be performed using software that applies structure from motion (SfM) algorithms (Izumida et al., 2017).

Among the photogrammetric techniques based on images, structure from motion (SfM) is one of the most used (Rahaman & Champion, 2019). With 2D
images, epipolar geometry is estimated with resource matching algorithms, for example, the SIFT scale-invariant feature transform (SIFT) algorithm (Ding et al., 2018). This technique can be used to estimate external orientation on images and 3D object geometry reconstruction (Brandolini & Patrucco, 2019). Some approaches in the literature emphasize the capacity of SfM in the generation of digital elevation models (DEMs) (Castillo et al., 2012).

On the other hand, research indicated that there may be systematic deformations in UAV images (Rosnell & Honkavaara, 2012). In UAV applications, cameras generally capture images vertically and move parallel to the floor. Near-parallel imaging conditions and inaccurate self-calibration of unknown radial distortion can produce distorted reconstruction results (Li et al., 2016). These errors are known as a central domain (doming effect) and interfere with the geometric quality of the orthomosaic (Javernick et al., 2014). The doming effect is a fundamental problem of digital surface model (DSM) generation by SfM analysis associated with sets of almost parallel images and inaccurate correction of radial distortion of the lens (James & Robson, 2014).

There are two paths to achieving high precision in aerial surveys, i.e., aircraft equipped with real-time kinematic (RTK) systems or ground control points (GCPs) (Chiang et al., 2012; Tsai & Lin, 2017). GCPs can be obtained using a topographic or geodetic survey of points, for example, by using a total station or a pair of high-precision global navigation satellite system (GNSS) receivers. This method can support the georeferencing of data and geometric correction of images captured by UAVs, which are characterized as clearly visible reference targets in aerial images (Agüera-Vega, Carvajal-Ramirez, Martínez-Carricondo et al., 2018).

Studies such as those performed by Brunier et al. (2016) with real-time kinematic differential GPS (RTK-DGPS) and a total station generally prove to be of high precision and accuracy. However, this method requires a high spatial density of points to construct the digital elevation model (DEM); therefore, this type of work requires time, which increases the cost of the project. Ribeiro-Gomes et al. (2016) reported that the manual tasks needed to generate geometric products control the price of projects. Tasks such as walking in a field to collect points can slow a survey and require more than one operational professional, making the project more expensive.

The tracking system in a UAV consists of a GNSS receiver that provides its absolute location in the SIRGAS 2000 system. Because it is a navigation receiver, it produces a minimum error, in the order of meters (Zhang & Hsu, 2018). Errors in the range of meters are expected in GNSS receivers that collect only L1 data frequency. Differential GNSS (DGNSS) systems receive signals via two antennae of L1 and L2 frequency, thus collecting data from more satellites, increasing the number of triangulations, and improving precision and accuracy (Pervan et al., 2003).

Although control points bring geometric quality to the orthomosaic, some GCP investigations remain somewhat controversial, causing few studies to use this technique. In some cases, incorrect distribution and quantity of GCPs are used, i.e., the same precision could be achieved with a reduced number of points combined with adequate flight planning taking into consideration the photo scale, camera calibration, and flight project specification. Few studies in the literature correlate the influence of UAV flight altitude and the distribution and density of GCPs.

The time required for fieldwork is significantly optimized by the reduction of the number of GCPs (Eisenbeiss & Sauerbier, 2011). To increase the reliability of some variables such as flight efficiency and geometric precision in the orthomosaic it is essential to know the GCP distribution associated with the flight parameters. An efficient flight captures more images in less flight time maintaining acceptable geometric errors; this could decrease fieldwork time and accelerate project execution.

Therefore, this study aimed to evaluate the influence of the density of GCPs allocated in different distributions and submitted to different flight altitudes to assess the geometric precision, flight efficiency, and number of images in surveys conducted by UAVs.

**Materials and methods**

The methodology used in this work involves data collection steps via UAV and GNSS receivers, data processing, and interpretation of results. The processes of obtaining results are shown in flowchart form (Figure 1) and detailed in the following sections.

**Study area**

The study was conducted in an experimental area consisting of coffee crops at the Federal University of Lavras (UFLA) (Figure 2), located in the municipality of Lavras, state of Minas Gerais, Brazil, covering an area of 2 ha with the geographical coordinates 21°13’33.23” south and 44°58’17.63” west.

**Acquisition of georeferenced data**

The equipment used for data collection in the field is presented in Figure 3. In this area, 43 GCPs, pre-defined in a grid with 25 × 25 m intersections, were georeferenced with high precision and fixed in the field. The points were accurately obtained with an error of less than 0.03 m using a pair (base and rover) of GNSS antennas (Figure 3A), Spectra
Precision model SP60, operating in a real-time kinematic model (RTK).

To characterize and identify the GCPs, 0.3 × 0.3 m targets as shown in Figure 3C were placed at each tracked point obtained through the GNSS receivers. These GCPs were used to georeference the images obtained by the UAV.

EZRserv software and a digital platform of the Brazilian Institute of Geography and Statistics (IBGE) were used in order to process the collected points. This process consisted of transforming signals received between satellites and GNSS equipment into coordinates. To improve precision, the geographic coordinates (X, Y, and Z) from the RTK base were sent to the IBGE and adjusted by precise point positioning (PPP). Table 1 presents coordinates processed in the system of PPP. This positioning method applies an orbit and clock correction in the GNSS.
Its main benefit concerning differential positioning techniques is its ability to provide a position within a global reference frame anywhere in the world with a single GNSS receiver (Grinter & Roberts, 2011).

The coordinates obtained with the GNSS in rover mode were processed after processing the base coordinates, as shown in Figure 4. At this stage, the data between the GNSS base and GNSS rover were aligned in order to adjust the collected data precision. EZSurv

| Table 1. IBGE platform post-processing GNSS (BASE) data. |
|--------------------------------------------------------|
| **Latitude (gms)** | **Longitude (gms)** | **Alt. Geo. (m)** | **UTM N (m)** | **UTM E (m)** |
|-------------------|-------------------|-----------------|--------------|--------------|
| Sirgas 2000       | $-21^\circ 13' 35,2339''$ | $-44^\circ 58' 15,5406''$ | 937,81       | 7,652,789,482 | 503,011,078  |
| Survey*           | $-21^\circ 13' 35,2269''$ | $-44^\circ 58' 15,5423''$ | 937,81       | 7,652,789,697 | 503,011,03  |
| Sigma (95%)       | 0,004             | 0,008           |              |              |
| Model Geoidal     | MAPGEO2015        |                 |              |              |
| Ondul. Geoidal (m)| $-3,97$           |                 |              |              |
| Alt. Ortométrica (m) | 941,78          |                 |              |              |
| Central meridian  | $-45$             |                 |              |              |

Figure 3. A) GNSS receiver; b) unmanned aerial vehicle (UAV); c) 0.30 x 0.30 m GCP.

Figure 4. GNSS (Rover) geometric coefficients measurements obtained by coordinate adjustment. a) Vertical precision (m); b) horizontal precision (m); c) ellipsoidal distance (m).
eliminated faulty incoming signals to achieve greater precision.

**Acquisition of photogrammetric data**

The aerial images were obtained with a DJI Phantom 4 Advanced aircraft as shown in Figure 3B, with the following characteristics: weight, 1,388 g; size, 350 mm; maximum speed, 72 km/h; maximum angle of inclination, 42°; maximum flight time, 30 min. The GPS/GLONASS positioning system was equipped, by default, with a 1 inch CMOS sensor to capture video (up to $4,096 \times 2,160$ p at 60 fps) and photos up to 20 megapixels.

With the targets positioned at the tracking sites, the flight missions began. The planning was performed using the free software Drone Deploy installed on an Android 6.0 system. The flight plan was defined according to the following characteristics: speed, 3 m/s; front and side overlap, 60% × 80%, respectively; flight direction bearing, 50°; area, 2 hectares. The same mission was applied to the different altitudes of 30, 60, 90, and 120 meters.

Six different GCP distributions were defined: random, edge, center, diagonal, parallel, and stratified, as shown in Figure 5. The distributions were combined with variations in GCP density and different flight altitudes, forming a final combination that evaluated six distributions of 4, 5, 8, 10, 14, and 20 GCPs and flight altitudes of 30, 60, 90, and 120 m, totaling 399 aerial photos and 144 photogrammetric projects.

**Processing of Photogrammetric Data**

Photogrammetric processing was performed using Agisoft PhotoScan software, version 1.4.3. According to Sona et al. (2014), this software, which is based on an SfM algorithm, is superior to others in terms of precision. It uses multiple camera views to increase photogrammetric data accuracy, not so different from aerial or terrestrial LiDAR. It can provide three-dimensional points and produces a reliable data set to create dense point clouds. The input photographs can then be mosaicked and orthorectified to create the DEM by converting the point clouds into vector mesh or raster digital elevation models (DEM) (Dietrich, 2016).

The methodology adopted by Flynn and Chapra (2014) and Rusnák et al. (2018) was used to generate the orthomosaic in six steps. In step 1, the alignment of the images was performed using the phototriangulation process and generation of a sparse

![Figure 5. GCPs combination where the x-axis represents the GCPs density and the y-axis represents the GCPs distribution.](image-url)
point cloud, which defined the coordinate system of the terrain. In step 2, the sparse point cloud generated in the previous step was densified for a more detailed representation of the mapped area and was also referenced the SIRGAS 2000 Zone 23S local coordinate system. In step 3, a model was built that accurately represented the three-dimensional mapped terrain. Thus, it was possible to represent the digital surface model (DSM), and, after filtering the point cloud of the soil, it was possible to visualize the digital terrain model (DTM). In step 4, the texture was applied to the model obtained in the previous step to improve the visual appearance and distinction between objects. Step 5 consisted of the creation of the DEM. The generated products were two-dimensional format representations of the DSM and DTM. Lastly, the orthomosaic was generated in step 6.

**Precision assessment**

The process of geometric correction in images using GCPs consisted of a two-dimensional transformation, in which the coordinates collected in the pixel were replaced with the coordinates of the points obtained by receivers (GNSS) in the field (Tawfeik et al., 2016).

The orthomosaics for the altitudes of 30, 60, 90, and 120 m were georeferenced by PhotoScan 1.4.3. In this phase, the processed points obtained by the GNSS were exported in a txt file and later loaded into the PhotoScan program, thereby allocating GCPs at each georeferenced target position, so there was a combination of images with the same coordinate system. In this process, unfocused images or poorly positioned images in the photogrammetric alignment were relocated with greater precision, and differences are presented as root-mean-square error (RMSE).

RMSE is commonly used to express numerical accuracy results. It has the advantage of presenting values of errors in some dimensions of the analyzed variable (Hallak & Pereira Filho, 2011). It was considered an accuracy check to generate the RMSE data. This approach consists of validating the adjusted coordinates using independent georeferenced points. Each independent coordinate served as support to the studied GCP. The values used to calculate the total root-mean-square error (RMSet) were the summation of the RMSE coordinate axis (X, Y, and Z), obtained by PhotoScan, and the calculation is performed using Equation 1.

\[
RMSE_i = \sqrt{\frac{\sum_{i=1}^{n} (X_{Oi} - X_{GNSS})^2 + (Y_{Oi} - Y_{GNSS})^2 + (Z_{Oi} - Z_{GNSS})^2}{n}}
\]

(1)

where \(n\) is the number of GCPs; \(X_{Oi}, Y_{Oi}\), and \(Z_{Oi}\) are the X, Y, and Z coordinates that were respectively measured in the DEM; and \(X_{GNSS}, Y_{GNSS}\), and \(Z_{GNSS}\) are the X, Y, and Z coordinates that were respectively measured with the GNSS in the field.

The RMSEt value was used to compare all 144 photogrammetric projects obtained from 399 aerial photos in this study.

### Statistical analysis

A response surface was obtained to represent the experimental data statistically using OriginPro 17 software. Response surface methodology (RSM) is one of the most widely used multivariate techniques to optimize processes (Nasri & Mozafari, 2018; Ronix et al., 2017). Based on the adaptation of a polynomial model to the experimental data, it is possible to predict the responses for all possible combinations of factors within a chosen experimental group (Bezerra et al., 2008), thereby determining a regression model to optimize an output variable, which is influenced by independent variables (Behera et al., 2018).

The values of the response variable (error) were plotted according to the sources of variation (altitude and density of points) on a three-dimensional graph of X (number of points in each distribution), Y (flight altitude), and Z (RMSEt). Then, a response surface was calculated to better represent each “position”, as well as the surface equation and its respective correlation values.

### Results and discussion

The results of the initial post-flight parameters based on the different flight altitudes are provided in Table 2. For altitudes of 30 to 120 meters, the flight time ranged from 2 to 12 min. However, between the altitudes of 60, 90, and 120 m, the variation was only 2 min.

The existence of a linear correlation between flight altitude, number of images, and spatial resolution is shown in Table 2, confirming that the higher the number of images collected, the better the spatial resolution results. This phenomenon, which was observed by Mesas-Carrascosa et al. (2016) revealed that spatial resolution was directly related to flight altitude and could be predefined to achieve greater detail in orthomosaic images.

As presented in Table 2, the 60 m flight exhibited the highest efficiency among the altitudes assessed, collecting 86 images in 4 min. When compared to the other flights, this altitude exhibited significantly

| Flight altitude | Number of images | Flight time (min) | cm/pixel |
|-----------------|------------------|------------------|----------|
| 30              | 242              | 12               | 0.68     |
| 60              | 86               | 4                | 1.44     |
| 90              | 44               | 3                | 2.26     |
| 120             | 27               | 2                | 2.94     |

Table 2. Flight parameters and initial mission results.
interesting values regarding flight time, number of images, and spatial resolution. This superior performance may be related to the focal length of the sensor, the size of the analyzed area, and the flying height, thereby promoting the best use of complete images.

Perroy et al. (2017) revealed the importance of flight altitude on the identification of species of trees in a forest compared to field sampling, concluding that as a flight reached higher altitudes, the possibility of correct identification decreased. In 2016, Quirós and Khot developed research relating flight altitude to the precision of counting plants in nurseries, highlighting the importance of flight altitude in the quality of the images and pointing out that above 40 m altitude, considerable errors were present in the plant counting results.

When observing the error presented by the different distributions studied (distribution of GCPs and flight altitude) (Figure 6), the low interference of flight altitude concerning georeferencing errors is evident. This analysis made it possible to identify the distribution that least met the proposed objectives. Figure 6 shows that the central distribution differed from the others, displaying errors of up to 0.12 m with the 30 m flight, which was above the mean of residual errors found in the other distributions.

It is also possible to see in Figure 6 the low performance of the center distribution. It is worth mentioning that the increase in flight altitude favored the decrease of RMSEt for this distribution. This situation occurred due to the reduction in the number of images, consequently increasing the number of georeferenced points in the orthomosaic. Furthermore, it was observed that the increase in flight altitude promotes a reduction in RMSEt. Son et al. (2019) studied the flight parameters and GCPs in the geometric quality of the orthomosaic obtained by a UAV and found better values of RMSEt in flight altitudes between 80 and 150 m.

Opposite results of RMSEt values were found at different altitudes without the use of GCPs. Rossi et al. (2017) observed that RMSEt errors were caused by factors such as flight altitude, lack of oblique images, low-cost camera, or higher relief. Given this, there are some contradictions for different sensors and types of terrain; however, in this study, good relationships were found between flight altitude and GCP distribution (Figure 6).

Based on the results presented in Figure 7, the density of GCPs per hectare could be defined. Between 14 and 20 GCPs, a low variation in RMSEt values was verified. It was possible to observe that above 14

Figure 6. Total root-mean-square error (RMSEt) (m) value according to the different distributions of GCPs and different flight altitudes.

Figure 7. Variation in RMSEt distribution of flight altitudes for density of GCPs.
CGPs, the RMSEt values reduced by only 2 mm. The stability between 14 and 20 points in this study area was verified, and millimeter differences were observed in this interval. According to these observations, it was determined that no more than 14 GCPs were needed for any distribution studied in this work; therefore, it was possible to define a maximum of seven GCPs per hectare in fieldwork for flights above 30 meters. In 2017, Aguiar-Vega, Carvajal-Ramirez, and Martínez-Carricond (20) showed that horizontal and vertical precision improved as the density of GCPs increased and also found a limit of GCPs where the RMSEt values were shown to stabilize.

Based on the results presented in Table 3, the desired precision may be inferred for any distribution between altitudes of 30 to 120 m, with GCPs varying between 4 and 20 points. RMSEt values can be estimated before executing a flight mission through multiple nonlinear regression (Equation 2), where Z is the desired RMSEt. Thus, the values of the parameters shown in Table 3 added in Equation 2 are represented in Figure 8 where X is the quantity of GCPs and Y represents the flight height.

\[ Z = \text{Const} + x + y + xy + x^2 + y^2 + y^2x + x^3 + y^3 \]  

(2)

The correlation coefficient values (R2) range between 0.72 and 0.86, thereby demonstrating the reliability of the presented calculations.

Figure 8 shows the interactions between the independent variables, flight altitude, and density of GCPs, where the low RMSEt values are represented by cold colors (blue) and the highest error values are represented by warm colors (red). The X-axis shows the density of points for any distribution stabilized with 14 GCPs at approximately 7 GCPs per hectare, thereby validating the information presented in Figure 7.

Figure 8 shows that the results related to flight altitude for the diagonal and edge distributions behaved similarly. As shown in Figure 5, the diagonal distribution covered much of the border regions, thus providing similar characteristics to the graph presented in Figure 8.

As shown in the surface response graphs in Figure 8, the distribution of points in the central region of the area resulted in the highest RMSEt values, with the error reaching 20 cm in the 30 m flight altitude.

When compared to the 60, 90, and 120 m flight altitudes, this error tended to decrease because, at higher altitudes, the sensor collected fewer images (Table 2), which increased the density of points per image and improved adjustments via GCPs.

As seen in Figure 8, the best RMSEt results were expressed in the parallel distribution, possibly because this distribution model georeferenced images from the center to the edge distribution in a constant manner, thus covering a greater number of targets per captured image. The response results of the parallel distribution behaved in a way that improved the RMSEt by increasing the flight altitude. Figure 8 shows that the RMSEt values ranged from 3 to 7 cm, respectively, between 30 and 120 meters.

This research showed that flight altitude influenced RMSEt values, thereby counter-corroborating the results of Gómez-Candón, De Castro, & López-Granados (2014), who concluded in their research that flight altitude was an important parameter to consider when acquiring images using an UAV. However, they found no differences in the RMSEt georeferencing in the orthomosaics created by UAVs between 30 and 100 m high.

Figure 8 shows that some distributions presented similarity between the graphs. Distributions such as diagonal, parallel, and stratified presented smaller RMSEt values, potentially because of the distribution pattern, i.e., the spacing between each GCP followed a uniform alignment for each direction, allowing the GCPs to be well distributed in the area. The influence of a poor distribution of GCPs was described in the research of Sanz-Ablanedo et al. (2018), who demonstrated that GCPs should be evenly distributed throughout the area of interest, ideally in an angular grid, because any GCP is minimized with maximum distance. These results indicated that, for a given

| Parameters | Random | Edge | Center | Diagonal | Stratified | Parallel |
|------------|--------|------|--------|----------|-----------|----------|
| constant   | 6.30E-02 | 1.31E-01 | 4.74E-01 | 1.62E-01 | 1.18E-01 | 6.54E-03 |
| x          | -2.61E-02 | -3.99E-02 | -2.06E-02 | -3.82E-02 | -2.12E-02 | -2.61E-03 |
| y          | 5.38E-03 | 3.43E-03 | -1.08E-02 | 1.98E-03 | 1.62E-03 | 3.80E-03 |
| x^2        | 2.29E-03 | 3.55E-03 | -2.58E-04 | 3.08E-03 | 1.57E-03 | 1.62E-04 |
| x^3y       | -1.96E-04 | -1.90E-04 | 2.41E-04 | -7.24E-05 | -8.90E-05 | -4.81E-05 |
| x^2y       | -5.61E-05 | -2.97E-05 | 1.39E-04 | -2.22E-05 | -1.25E-05 | -5.25E-05 |
| x^3        | -5.43E-05 | -8.54E-05 | 2.89E-05 | -7.29E-05 | -3.27E-05 | -3.41E-06 |
| x^2y^2     | -2.59E-07 | -8.37E-07 | -6.13E-06 | -1.31E-06 | -1.29E-06 | -3.52E-07 |
| y^3        | 1.43E-06 | 1.40E-06 | -1.29E-07 | 8.02E-07 | 8.77E-07 | 4.58E-07 |
| y^4        | 1.40E-07 | 4.60E-08 | -6.45E-07 | 4.96E-08 | -7.85E-09 | 2.03E-07 |
| R2         | 0.86    | 0.72  | 0.74   | 0.79     | 0.78     | 0.83     |
density of GCPs, the precision obtained using optimal distribution would be twice as good as when GCPs were poorly distributed.

In the work of Martínez-Carricondo, Martínez-Carricondo et al. (2018), the authors suggested that to achieve more accurate values in orthomosaic georeferencing, GCPs should be distributed along the study area border in a stratified manner. However, Figure 8 shows a better distribution of the GCPs whereby parallel distribution was the most suitable for generating smaller error, i.e., below 7 cm and with a correlation coefficient of $R^2 = 0.83$, potentially due to a more uniform distribution among the models considered.

The center, edge and random models exhibited higher RMSEt results, possibly due to the poor distribution of the GCPs and fewer points per image. Figure 8 demonstrates the low performance of the center distribution; at any flight altitude, this type of distribution georeferenced fewer images, as the number of points were clustered in the middle of the area.

Figure 8. Response surface graphs for each distribution. The x-axis represents the density of GCPs, the y-axis represents the flight altitude, and the color variation refers to the total root mean square error (RMSEt).
Conclusion

The most efficient altitude was 60 m when considering the number of images and flight time. Based on the surface response analysis, the central distribution of GCPs was observed to have low precision. To achieve geometric precision below 0.07 m for stratified and random edge distributions, 10 GCPs at any flight height are recommended. However, for studies requiring up to 0.07 m precision, the best distribution was parallel with four GCPs at any altitude. The diagonal positioning of the GCPs showed RMSEt values below 0.11 m with four GCPs at any altitude. Despite good relationships between GCP density and distribution for the precision range, the number of image points had a greater influence on the georeferencing of the orthomosaic.

Acknowledgments

This work was supported by the Foundation for Research of the State of Minas Gerais (FAPEMIG), the National Council for Scientific and Technological Development (CNPq), the Coordination for the Improvement of Higher Education Personnel (CAPES), the Federal University of Lavras (UFLA) and University of Firenze (Unifi).

Disclosure statement

No potential conflict of interest was reported by the authors.

ORCID

Lucas Santos Santana http://orcid.org/0000-0001-7489-3225
Gabriel Araujo E Silva Ferraz http://orcid.org/0000-0001-6403-2210
Diego Bedin Marin http://orcid.org/0000-0001-7526-0825
Brenon Dienevam Souza Barbosa http://orcid.org/0000-0001-6791-2504
Luana Mendes Dos Santos http://orcid.org/0000-0001-8406-2820
Patrícia Ferreira Ponciano Ferraz http://orcid.org/0000-0002-9708-0259

Figure 9. Number of images per GCP for each distribution considering flight altitudes of 30, 60, 90 and 120 m.
Leonardo Conti https://orcid.org/0000-0002-4181-5893
Giuseppe Rossi https://orcid.org/0000-0003-0211-9294

References

Agüera-Vega, F., Carväjal-Ramírez, F., & Martinez-Carricondo, P. (2017). Assessment of photogrammetric mapping accuracy based on variation ground control points number using unmanned aerial vehicle. Measurement, 98, 221–227. https://doi.org/10.1016/j.measurement.2016.12.002

Agüera-Vega, F., Carväjal-Ramírez, F., Martínez-Carricondo, P., López, J. S. H., Mesas-Carrascosa, F. J., García-Ferrer, A., & Pérez-Porras, F. J. (2018). Reconstruction of extreme topography from UAV structure from motion photogrammetry. Measurement, 121, 127–138. https://doi.org/10.1016/j.measurement.2018.02.062

Behera, S. K., Meena, H., Chakraborty, S., & Meikap, B. C. (2018). Application of response surface methodology (RSM) for optimization of leaching parameters for ash reduction from low-grade coal. International Journal of Mining Science and Technology, 28(4), 621–629. https://doi.org/10.1016/j.ijmst.2018.04.014

Bezerra, M. A., Santelli, R. E., Oliveira, E. P., Villar, L. S., & Escaleira, L. A. (2008). Response surface methodology (RSM) as a tool for optimization in analytical chemistry. Talanta, 76(5), 965–977. https://doi.org/10.1016/j.talanta.2008.05.019

Brandolini, F., & Patrucco, G. (2019). Structure-from-motion (SFM) photogrammetry as a non-invasive methodology to digitalize historical documents: A highly flexible and low-cost approach? Heritage, 2(3), 2124–2136. https://doi.org/10.3390/heritage2030128

Brunier, G., Fleury, J., Anthony, E. J., Gardel, A., & Dussouillez, P. (2016). Close-range airborne structure-from-motion photogrammetry for high-resolution beach morphometric surveys: Experiments from an embayed rotating beach. Geomorphology, 261, 76–88. https://doi.org/10.1016/j.geomorph.2016.02.025

Candiago, S., Remondino, F., De Giglio, M., Dubbini, M., & Gattelli, M. (2015). Evaluating multispectral images and vegetation indices for precision farming applications from UAV images. Remote Sensing, 7(4), 4026–4047. https://doi.org/10.3390/rs70404026

Castillo, C., Pérez, R., James, M. R., Quinton, J. N., Taguas, E. V., & Gómez, J. A. (2012). Comparing the accuracy of several field methods for measuring gully erosion. Soil Science Society of America Journal, 76(4), 1319–1332. https://doi.org/10.2136/sssaj2011.0390

Chiang, K. W., Tsai, M. L., & Chu, C. H. (2012). The development of an UAV borne direct georeferenced photogrammetric platform for ground control point free applications. Sensors, 12(7), 9161–9180. https://doi.org/10.3390/s120709161

Corti, M., Cavalli, D., Cabassi, G., Vigoni, A., Degano, L., & Gallina, P. M. (2019). Application of a low-cost camera on a UAV to estimate maize nitrogen-related variables. Precision Agriculture, 20(4), 675–696. https://doi.org/10.1007/s11119-018-9609-y

Daakir, M., Pierrot-Deseilligny, M., Bosser, P., Pichard, F., Thom, C., Rabot, Y., & Martin, O. (2017). Lightweight UAV with on-board photogrammetry and single-frequency GPS positioning for metrology applications. ISPRS Journal of Photogrammetry and Remote Sensing, 127, 115–126. https://doi.org/10.1016/j.isprsjprs.2016.12.007

Deery, D., Jimenez-Berni, J., Jones, H., Sirault, X., & Furbank, R. (2014). Proximal remote sensing buggies and potential applications for field-based phenotyping. Agronomy, 4(3), 349–379. https://doi.org/10.3390/agronomy4030349

Dietrich, J. T. (2016). Riverscape mapping with helicopter-based Structure-from-Motion photogrammetry. Geomorphology, 252, 144–157. https://doi.org/10.1016/j.geomorph.2015.05.008

Ding, Y., Zheng, X., Zhou, Y., Xiong, H., & Gong, J. (2018). Low-cost and efficient indoor 3D reconstruction through annotated hierarchical structure-from-motion. Remote Sensing, 11(1), 58. https://doi.org/10.3390/rs11010058

Eisenbeiss, H., & Sauerbier, M. (2011). Investigation of UAV systems and flight modes for photogrammetric applications. The Photogrammetric Record, 26(136), 400–421. https://doi.org/10.1171/1.477-9730.2011.00657.x

Erdelji, M., Saif, O., Natalizio, E., & Fantoni, I. (2019). UAVs that fly forever: Uninterrupted structural inspection through automatic UAV replacement. Ad Hoc Networks, 94, 101612. https://doi.org/10.1016/j.adhoc.2017.11.012

Far, S. T., & Rezaei-Moghaddam, K. (2018). Impacts of the precision agricultural technologies in Iran: An analysis experts’ perceptions & their determinants. Information Processing in Agriculture, 5(1), 173–184. https://doi.org/10.1016/j.inpa.2017.09.001

Flynn, K. F., & Chapra, S. C. (2014). Remote sensing of submerged aquatic vegetation in a shallow non-turbid river using an unmanned aerial vehicle. Remote Sensing, 6(12), 12815–12836. https://doi.org/10.3390/rs6122815

Gago, J., Douthe, C., Coopman, R., Gallego, P., Ribas-Carbo, M., Flexas, J., Medrano, H., & Medrano, H. (2015). UAVs challenge to assess water stress for sustainable agriculture. Agricultural Water Management, 153, 9–19. https://doi.org/10.1016/j.agwat.2015.01.020

Gómez-Candón, D., De Castro, A. L., & López-Granados, F. (2014). Assessing the accuracy of mosaics from unmanned aerial vehicle (UAV) imagery for precision agriculture purposes in wheat. Precision Agriculture, 15(1), 44–56. https://doi.org/10.1007/s11119-013-9335-4

Grinter, T., & Roberts, C. (2011, November). Precise point positioning: Where are we now. International global navigation satellite systems society IGNSS symposium.

Hallak, R., & Pereira Filho, A. J. (2011). Methodology for performance analysis of simulations of convective systems in the metropolitan area of São Paulo with the ARPS model: Sensitivity to variations with the advection and the data assimilation schemes. Revista Brasileira De Meteorologia, 26(4), 591–608. https://doi.org/10.1590/S0102-77862011000400009

Izumida, A., Uchiyama, S., & Sugai, T. (2017). Application of UAV-SFM photogrammetry and aerial lidar to a disastrous flood: Repeated topographic measurement of a newly formed crevasse splay of the Kinu River, central Japan. Natural Hazards and Earth System Sciences, 17(9), 1505. https://doi.org/10.5194/nhess-17-1505-2017

Jalandoni, A., Domingo, I., & Taçon, P. S. (2018). Testing the value of low-cost Structure-from-Motion (SFM) photogrammetry for metric and visual analysis of rock art. Journal of Archaeological Science: Reports, 17, 605–616. https://doi.org/10.1016/j.jasrep.2017.12.020

James, M. R., & Robson, S. (2014). Mitigating systematic error in topographic models derived from UAV and ground-based image networks. Earth Surface Processes and Landforms, 39(10), 1413–1420. https://doi.org/10.1002/esp.3609
Pervan, L., Brasington, J., & Caruso, B. (2014). Modeling the topography of shallow braided rivers using Structure-from-Motion photogrammetry. Geomorphology, 213, 166–182. https://doi.org/10.1016/j.geomorph.2014.01.006

Li, Y., Cai, Y., Wen, D., & Yang, Y. (2016). December. Optimization of radial distortion self-calibration for structure from motion from uncalibrated UAV images. In 2016 23rd. International Conference on Pattern Recognition (ICPR), 1, pp. 3721–3726. IEEE. https://doi.org/10.1109/ICPR.2016.7900213

Ma, L. C., Zhang, J. M., & Xu, K. W. (2013). Magnetic and electronic properties of Fe/Cu multilayered nanowires: A first-principles investigation. Physica E, Low-dimensional Systems & Nanostructures, 50, 1–5. https://doi.org/10.1016/j.physe.2013.02.020

Martínez-Carricondo, P., Agüera-Vega, F., Carvajal-Ramírez, F., Mesas-Carrascosa, F. J., Garcia-Ferrer, A., & Pérez-Porras, F. J. (2018). Assessment of UAV-photogrammetric mapping accuracy based on variation of ground control points. International Journal of Applied Earth Observation and Geoinformation, 72, 1–10. https://doi.org/10.1016/j.jag.2018.05.015

Mesas-Carrascosa, F. J., Notario Garcia, M. D., Meroño de Larriva, J. E., & García-Ferrer, A. (2016). An analysis of the influence of flight parameters in the generation of unmanned aerial vehicle (UAV) orthomosaics to survey archaeological areas. Sensors, 16(11), 1838. https://doi.org/10.3390/s16111838

Mogili, U. R., & Deepak, B. V. L. (2018). Review on application of drone systems in precision agriculture. Procedia Computer Science, 133, 502–509. https://doi.org/10.1016/j.procs.2018.07.063

Nasri, Z., & Mozafari, M. (2018). Multivariable statistical analysis and optimization of Iranian heavy crude oil upgrading using microwave technology by response surface methodology (RSM). Journal of Petroleum Science and Engineering, 161, 427–444. https://doi.org/10.1016/j.petrol.2017.12.004

Orozco, O. A., & Ramírez, G. L. (2016). Sistemas de información enfocados en tecnologías de agricultura de precisión y aplicables a la caña de azúcar, una revisión. Revista Ingenierías Universidad de Medellín, 15(28), 103–124. https://doi.org/10.22395/riuim.v15n28a6

Perroy, R. L., Sullivan, T., & Stephenson, N. (2017). Assessing the impacts of canopy openness and flight parameters on detecting a sub-canopy tropical invasive plant using a small unmanned aerial system. ISPRS Journal of Photogrammetry and Remote Sensing, 125, 174–183. https://doi.org/10.1016/j.isprsjrs.2017.01.018

Pervan, B., Chan, F. C., Gebre-egziabher, D. E. M. O. Z., Pullen, S., Enge, P., & Colby, G. (2003). Performance analysis of carrier-phase DGPS navigation for shipboard landing of aircraft. Navigation, 50(3), 181–191. https://doi.org/10.1002/j.2169-4296.2003.tb00328.x

Polo, J., Hornero, G., Duinieveld, C., Garcia, A., & Casas, O. (2015). Design of a low-cost wireless sensor network with UAV mobile node for agricultural applications. Computers and Electronics in Agriculture, 119, 19–32. https://doi.org/10.1016/j.compag.2015.09.024

Quiró, J. J., & Khot, L. R. (2016). Potential of low altitude multispectral imaging for in-field apple tree nursery inventory mapping. IFAC-PapersOnLine, 49 (16), 421–425. https://doi.org/10.1016/j.ifacol.2016.10.077

Rahman, H., & Champion, E. (2019). To 3D or Not 3D: Choosing a photogrammetry workflow for cultural heritage groups. Heritage, 2(3), 1835–1851. https://doi.org/10.3390/heritage2030112

Ribeiro-Gomes, K., Hernandez-Lopez, D., Ballesteros, R., & Moreno, M. A. (2016). Approximate georeferencing and automatic blurred image detection to reduce the costs of UAV use in environmental and agricultural applications. Biosystems Engineering, 151, 308–327. https://doi.org/10.1016/j.biosystemseng.2016.09.014

Rodríguez-Fernández, V., Menéndez, H. D., & Camacho, D. (2017). Analysing temporal performance profiles of UAV operators using time series clustering. Expert Systems with Applications, 70, 103–118. https://doi.org/10.1016/j.eswa.2016.10.044

Ronix, A., Pezoti, O., Souza, L. S., Souza, I. P., Bedin, K. C., Souza, P. S. Almeida, V. C., Melo, S. A. R., Cazetta, A. L., & Almeida, V. C. (2017). Hydrothermal carbonization of coffee husk: Optimization of experimental parameters and adsorption of methylene blue dye. Journal of Environmental Chemical Engineering, 5(5), 4841–4849. https://doi.org/10.1016/j.jece.2017.08.035

Rosnãl, T., & Honkavaara, E. (2012). Point cloud generation from aerial image data acquired by a quadrocopter type micro unmanned aerial vehicle and a digital still camera. Sensors, 12(1), 453–480. https://doi.org/10.3390/s120100453

Rossi, P., Mancini, F., Dubbini, M., Mazzone, F., & Capra, A. (2017). Combining nadir and oblique UAV imagery to reconstruct quarry topography: Methodology and feasibility analysis. European Journal of Remote Sensing, 50(1), 211–221. https://doi.org/10.1080/22797254.2017.1313097

Rusnakâ, M., Sládek, J., Kídová, A., & Lehotský, M. (2018). Template for high-resolution river landscape mapping using UAV technology. Measurement, 115, 139–151. https://doi.org/10.1016/j.measurement.2017.10.023

Sanz-Abalanedo, E., Chandler, J. H., Rodríguez-Pérez, J. R., & Ordóñez, C. (2018). Accuracy of unmanned aerial vehicle (UAV) and SFM photogrammetry survey as a function of the number and location of ground control points used. Remote Sensing, 10(10), 1606. https://doi.org/10.3390/rs10101606

Son, S. W., Yoon, J. H., Jeon, H. J., Kim, D. W., & Yu, J. J. (2019). Optimal flight parameters for unmanned aerial vehicles collecting spatial information for estimating large-scale waste generation. International Journal of Remote Sensing, 40(20), 8010–8030. https://doi.org/10.1080/01431161.2019.1608387

Sona, G., Pinto, L., Pagliari, D., Passoni, D., & Gini, R. (2014). Experimental analysis of different software packages for orientation and digital surface modeling from UAV images. Earth Science Informatics, 7 (2), 97–107. 30. https://doi.org/10.1007/s12145-013-0142-2

Tawfeik, H. M., Hamza, E., & Shawky, A. (2016). Determination of suitable requirements for geometric correction of remote sensing satellite images when using ground control points. International Research Journal of Engineering and Technology (IRJET), 3, 54–62. https://www.irjet.net/archives/V3/I10/IRJET-V3I1007.pdf

Traub, L. W. (2011). Range and endurance estimates for battery-powered aircraft. Journal of Aircraft, 48(2), 703–707. https://doi.org/10.2514/1.C031027
Tsai, C. H., & Lin, Y. C. (2017). An accelerated image matching technique for UAV orthoimage registration. *ISPRS Journal of Photogrammetry and Remote Sensing, 128*, 130–145. https://doi.org/10.1016/j.isprsjprs.2017.03.017

Zhang, G., & Hsu, L. T. (2018). Intelligent GNSS/INS integrated navigation system for a commercial UAV flight control system. *Aerospace Science and Technology, 80*, 368–380. https://doi.org/10.1016/j.ast.2018.07.026.