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Abstract

In this thesis we present a coherent and consistent framework for explicit time-dependence in non-Hermitian quantum mechanics. The area of non-Hermitian quantum mechanics has been growing rapidly over the past twenty years \[2\]. This has been driven by the fact that $\mathcal{PT}$-symmetric non-Hermitian systems exhibit real energy eigenvalues and unitary time evolution \[1,3,4\].

Historically, the introduction of time into the world of non-Hermitian quantum mechanics has been a conceptually difficult problem to address \[5,6\], as it requires the Hamiltonian to become unobservable. However, we solve this issue with the introduction of a new observable energy operator \[7\]. We explain why its instigation is a necessary and natural progression in this setting.

For the first time, the introduction of time has allowed us to make sense of the parameter regime in which the $\mathcal{PT}$-symmetry is spontaneously broken. Ordinarily, in the time-independent setting, the energy eigenvalues become complex and the wave functions are asymptotically unbounded. However, we demonstrate that in the time-dependent setting this broken symmetry can be mended and analysis on the spontaneously broken $\mathcal{PT}$ regime is indeed possible. We provide many examples of this mending on a wide range of different systems, beginning with a $2 \times 2$ matrix model \[8\] and extending to higher dimensional matrix models \[9\] and coupled harmonic oscillator systems with infinite Hilbert space \[10,11\]. Furthermore, we use the framework to perform analysis on time-dependent quasi-exactly solvable models \[12\].

The ability to make sense of the spontaneously broken $\mathcal{PT}$ regime has revealed a vast array of new and exotic effects. We present the ”eternal life” of entropy \[13\] in this thesis. Ordinarily, for entangled quantum systems coupled to the environments, the entropy decays rapidly to zero. However, in the spontaneously broken regime, we find the entropy decays asymptotically to a non-zero value.

Finally, we create an elegant framework for Darboux and Darboux/Crum transformations for time-dependent non-Hermitian Hamiltonians \[14\]. This combines the area of non-Hermitian quantum mechanics with non linear differential equations and solitons.
Chapter 1

Introduction

Quantum mechanics is the science of matter at microscopic scales. It describes how atoms and subatomic particles behave and interact with extraordinary elegance and beauty. At such small scales, classical theories break down and fail to predict many of the wonderful phenomena observed. This became apparent in the 19th and early 20th century with the black-body radiation problem and the photoelectric effect. The simple yet revolutionary resolution was to hypothesise that energy is radiated and absorbed in discrete packets or "quanta". With this new idea, the framework of quantum mechanics was laid down in the early 20th century and the experimental observations were matched with theory.

At the heart of the quantum mechanical framework is the description of particles and quantum systems in terms of a wave function $|\Psi\rangle$. This mathematical object contains all the information about the evolution of a system and is calculated using the time-dependent Schrödinger equation with an initial starting state

$$i\hbar \frac{\partial}{\partial t} |\Psi (t)\rangle = H |\Psi (t)\rangle,$$

(1.1)

where $|\Psi (t)\rangle$ is the wave function and $\hbar \equiv 1.05457 \times 10^{-34} \text{Js}$ is the reduced Planck constant. In this thesis we use natural units by setting $\hbar = c = 1$, where $c$ is the speed of light in a vacuum. $H$ is the Hamiltonian of the system. If the Hamiltonian is absent of any explicit time-dependence then the time-dependent Schrödinger equation reduces to the time-independent Schrödinger equation

$$H |\psi\rangle = E |\psi\rangle,$$

(1.2)

which is an eigenvalue equation with $E$ as the energy of the system. In this case one can form a solution to the time-dependent Schrödinger equation using the time-independent eigenfunctions of the Hamiltonian $|\Psi (t)\rangle = e^{-iEt} |\psi\rangle$. Once a solution for the wave function has been obtained, one can proceed with calculating observables of the particular system with quantum mechanical operators

$$O (t) = \langle \Psi (t) |O (t) |\Psi (t)\rangle$$

(1.3)

Energy, position, momentum and spin are all examples of such observables and so obtaining solutions for the wave functions is vital for calculating such quantities.

In all standard quantum mechanics textbooks, the authors will insist on the Hamiltonian and any observable being a self-adjoint operator (or more widely referred to
as Hermitian). This ensures that the observables can act from both sides in (1.3) equivalently. Furthermore, the Hermiticity of the Hamiltonian ensures that the energy observables are real and that the time evolution is unitary, both of which are needed in order to proceed with a viable quantum mechanical theory set on a well-defined Hilbert space.

However, since 1998 [1] it has been known that the condition of Hermiticity is not required for real energy eigenvalues and unitary time evolution. Mathematically, this had been realised before 1998 but it was [1] that drew together, interpreted and presented these results. In fact, it is possible for the Hamiltonian to be non-Hermitian and still possess these important qualities if there exists an anti-linear symmetry which leaves the Hamiltonian invariant. The most common of these anti-linear symmetries is parity-time reversal ($\mathcal{PT}$) symmetry which can take many forms. For example, for a one dimensional Hamiltonian depending on momentum $p$ and position $x$, one particular symmetry takes the form

$$\mathcal{PT} : \quad p \rightarrow p, \quad x \rightarrow -x, \quad i \rightarrow -i.$$

In the position representation the momentum operator is $p = -i \partial_x$. It is clear that one can form many Hamiltonians under this symmetry. The simplest example is the system

$$H = p^2 - (ix)^N, \quad N > 0$$

(1.5)

with $N \in \mathbb{R}$. The Hamiltonian (1.5) is invariant under the $\mathcal{PT}$-symmetry (1.4). Therefore we may expect the energy spectrum to be real. In parts, this is indeed the case as was shown in [1] in figure 1.1.

![Figure 1.1: Energy eigenvalues for the Hamiltonian $H = p^2 - (ix)^N$ for varying $N$, taken from [1].](image)

As is clear, the energies are real for all values of $N > 2$. In fact for $N = 2$ the systems reduces to the harmonic oscillator for which the spectrum is $E = 2n + 1$. For $N < 2$ the
energy values begin to coalesce at what is commonly referred to as an exceptional point. The explanation for this is that the $\mathcal{PT}$-symmetry is spontaneously broken and the energies appear in complex conjugate pairs. The Hamiltonian remains $\mathcal{PT}$-symmetric, however the eigenstates cease to be eigenstates of the $\mathcal{PT}$-symmetry operator [15] with a phase for an eigenvalue. This demonstrates the two part requirement for unbroken $\mathcal{PT}$-symmetry, one must have an antilinear operator that commutes with the Hamiltonian and shares given eigenstates with the Hamiltonian (with the eigenvalue being a phase). If both these requirements are met, then the energy eigenvalues will be real and the time-evolution will be unitary.

\[
[\mathcal{PT}, H] = 0, \quad \text{and} \quad \mathcal{PT} \varphi(t) = e^{i\phi} \varphi(t).
\] (1.6)

This feature of spontaneously broken $\mathcal{PT}$ symmetry breaking is one of the most interesting areas of non-Hermitian quantum mechanics. Figure 1.2 is a ubiquitous example in this area of spontaneous symmetry breaking. It shows a pair of energy eigenvalues for the non-Hermitian Hamiltonian $H = \sigma_z + i \alpha \sigma_x$. The system exhibits an exceptional point at $\alpha = 1$ beyond which the energy appears in complex conjugate pairs.

Figure 1.2: The effect of spontaneous $\mathcal{PT}$-symmetry breaking on the energies of a non-Hermitian quantum system $H = \sigma_z + i \alpha \sigma_x$. The solid lines show the real part of the energy and the dashed lines show the imaginary part. The exceptional point at $\alpha = 1$ is the transition between real and complex energy.

Non-Hermitian quantum mechanics became popular in 1998 with the paper by Bender and Boettcher [1] in which they studied the Hamiltonian (1.5). The work was then backed up with more mathematical rigour by [16]. Before these works there had been acknowledgements of the utility of non-Hermitian Hamiltonians and even the basis for performing time-independent analysis had been formed [17]. These initial works were quickly followed by a large body of work as researchers attempted to understand the framework and mathematical underpinning of such systems [3, 18–33]. Furthermore, during this time, the idea of non-Hermitian Hamiltonians sparked great interest for applications to other areas such as supersymmetry [34–37], quantum field theory [38] (this has seen much more development in recent years [39–41]) and most drastically, classical optics [42–49]. This particular area has grown rapidly in the past 20 years and is seen
by many as one of the most exciting areas in experimental physics\textsuperscript{2}. As this area has grown, there has developed a strong link to optics through the paraxial approximation which draws a comparison between the Schrödinger equation and the Helmholtz equation under certain restrictions. In this setting the refractive index is the equivalent to the quantum mechanical potential and is naturally taken to be non-Hermitian. The complex parameters then represent gain and loss in the system. This has been realised experimentally in classical optics\textsuperscript{50–53} with demonstrations of spontaneous $\mathcal{PT}$-symmetry breaking and the predictions of far more exotic effects\textsuperscript{54}. Furthermore, there has been recent work applying the framework of non-Hermitian quantum mechanics to entropy\textsuperscript{13,55} and the Berry phase\textsuperscript{44,56–58} with some interesting and potentially far reaching results.

The early development of non-Hermitian quantum mechanics was primarily concerned with the study of time-independent systems but it did not take long for the question of time-dependent non-Hermitian quantum mechanics to be raised and tackled\textsuperscript{5,6,59–68}. The regime of time-dependence still posed an interpretational difficulty that was the cause of much disagreement and dispute within the community. The main origin of these disputes was the realisation that in the time-dependent regime, the Hamiltonian ceases to be an observable for the energy. However, with the publication of several papers\textsuperscript{7,9,10,62} on the subject this dispute has been resolved and the community is now in general agreement. Having the Hamiltonian as observable is in fact not a necessary condition in quantum mechanics. Instead one finds a new observable energy operator that reverts to the Hamiltonian in the time-independent setting.

The starting point for a proper treatment of time-independent non-Hermitian quantum systems is the time-independent Schrödinger equation. We begin with one equation for the non-Hermitian Hamiltonian for which we will use the symbol $H$, and one for the Hermitian Hamiltonian which we will denote with the symbol $\hat{h}$.

\begin{equation}
\begin{align*}
\hat{h} |\phi\rangle = E |\phi\rangle, \\
H |\psi\rangle = E |\psi\rangle.
\end{align*}
\end{equation}

These systems share the same real energy eigenvalues if we can relate the eigenstates via a time-independent Dyson map $\eta$\textsuperscript{69},

\begin{equation}
|\phi\rangle = \eta |\psi\rangle.
\end{equation}

Under this mapping, the Hamiltonians are related by a similarity transformations (often referred to as the time-independent Dyson equation)

\begin{equation}
\hat{h} = \eta H \eta^{-1}.
\end{equation}

Furthermore, if we now take the Hermitian conjugate of both sides, we obtain the time-independent quasi-Hermiticity equation\textsuperscript{70}

\begin{equation}
H^\dagger = \rho H \rho^{-1},
\end{equation}

where $\rho = \eta^\dagger \eta$ is the time-independent metric. There have been many papers written on the subject of solving the quasi-Hermiticity equation\textsuperscript{71–81} to name a few. The term that has arisen to describe operators that obey a relation such as this is quasi-Hermitian (first coined by Dieudonné in 1961\textsuperscript{70}). This metric is the central object
in the framework as it achieves normality of the inner product for the non-Hermitian Hamiltonian

\[ \langle \phi \mid \phi \rangle = \langle \psi \mid \rho \psi \rangle = \langle \psi \mid \psi \rangle \rho = 1. \quad (1.11) \]

For this to hold, \( \rho \) must be positive definite. This allows us to construct a well defined Hilbert space for the Hamiltonian. Without the metric, the inner product of the eigenstates is in general indefinite. Furthermore, it allows one to calculate observables in the same way as in the Hermitian system

\[ O \equiv \langle \psi \mid O \psi \rangle \rho. \quad (1.12) \]

Observables in the non-Hermitian system \( O \) are related to those in the Hermitian system \( o \) via a similarity transform

\[ o = \eta O \eta^{-1}, \quad (1.13) \]

and therefore must also be quasi-Hermitian

\[ O^\dagger = \rho O \rho^{-1}. \quad (1.14) \]

In the absence of time, we can describe non-Hermitian Hamiltonians if we are able to calculate the metric \( \rho \). However, this framework is incomplete as it does not allow for any time-dependence in the non-Hermitian Hamiltonian. Therefore we need to extend the analysis in complete generality to the time-dependent Schrödinger equation. Once again we begin with one for the non-Hermitian Hamiltonian and one for the Hermitian Hamiltonian.

\[ \begin{aligned} h (t) \mid \Phi (t) \rangle &= i \partial_t \mid \Phi (t) \rangle, & H (t) \mid \Psi (t) \rangle &= i \partial_t \mid \Psi (t) \rangle. \quad (1.15) \end{aligned} \]

In analogy to the time-independent case, we now introduce a Dyson map between the wave functions. However, in this case the Dyson map is now a time-dependent operator.

\[ \mid \Phi (t) \rangle = \eta (t) \mid \Psi (t) \rangle. \quad (1.16) \]

Substituting this expression for the wave function into the time-dependent Schrödinger equation results in the time-dependent Dyson equation, which relates the two Hamiltonians

\[ h (t) = \eta (t) H (t) \eta^{-1} (t) + i \partial_t \eta (t) \eta^{-1} (t). \quad (1.17) \]

Taking the complex conjugate of both sides, we obtain the time-dependent quasi-Hermiticity equation,

\[ H^\dagger (t) \rho (t) - \rho (t) H (t) = i \partial_t \rho (t), \quad (1.18) \]

where the metric is now also time-dependent \( \rho (t) = \eta^\dagger (t) \eta (t) \). Even if \( H \) is time-independent, these equations are already different from the time-independent treatment as we pick up time-derivative terms. We notice immediately that the Hamiltonian \( H (t) \) is no longer quasi-Hermitian with the addition of the \( i \partial_t \rho \) term. Observables in the
time-dependent non-Hermitian regime are related to their Hermitian counterparts in the same way as in the time-independent regime

\[ o(t) = \eta(t) \mathcal{O}(t) \eta^{-1}(t), \quad (1.19) \]

and are therefore also quasi-Hermitian

\[ \mathcal{O}^\dagger(t) = \rho(t) \mathcal{O}(t) \rho^{-1}(t). \quad (1.20) \]

In both the time-independent and time-dependent cases, the metric \( \rho \) and the Dyson map \( \eta \) are not uniquely defined, however they can be made unique by choosing two operators as observables \[17\]. This requirement is the same as in the Hermitian case, but is more explicit. In the Hermitian case we choose energy and position to be observable. This may seem obvious, but it is still a choice.

As \( H(t) \) is not quasi-Hermitian, it is not observable and we must define a new energy operator using (1.19),

\[ \tilde{H}(t) = \eta^{-1}(t) h(t) \eta(t) = H(t) + i \eta^{-1}(t) \partial_t \eta(t). \quad (1.21) \]

This is already a departure from standard quantum mechanics and even time-independent non-Hermitian quantum mechanics. The Hamiltonian \( H(t) \) loses its dual nature as the generator of time-evolution and the energy observable operator. \( \tilde{H}(t) \) replaces \( H(t) \) as the energy observable operator.

The ability to perform consistent analysis on non-Hermitian quantum systems is dependent on the ability to find a metric operator \( \rho(t) \) that forms a well-defined inner product. Furthermore, one needs the Dyson map \( \eta(t) \) in order to relate the system to its corresponding Hermitian system. Therefore, all problems in non-Hermitian quantum mechanics must start with calculating \( \rho(t) \) and \( \eta(t) \). In the time-independent case, the problem reverts to solving a similarity transform for either \( \rho \) or \( \eta \). This is a non-trivial problem and the process of finding such quantities is highly technical. Therefore, even in the time-independent regime finding any new solutions for \( \rho \) and \( \eta \) can be considered a worthy task as we have already shown with the number of publications on the subject \[71\]–\[81\]. The problem becomes even harder once the metric and the Dyson map are made time-dependent. The task extends to solving a differential equation in \( t \). However, the form of equations (1.17) and (1.18) hides the true complexity of the problem as often one obtains a series of coupled non-linear differential equations in \( t \) in terms of the various parameters contained within \( \rho(t) \) or \( \eta(t) \). As expected there are far fewer known solutions to the time-dependent Dyson equation and the time-dependent quasi-Hermiticity equations.

Solving the time-dependent equations has further reaching implications than simply the ability to analyse time-dependent non-Hermitian Hamiltonians. The other main important consequence of the time-dependent framework is the ability to analyse systems in which the \( \mathcal{PT} \)-symmetry is spontaneously broken. In the time-independent setting there does not exist a metric or a Dyson map when the \( \mathcal{PT} \)-symmetry is spontaneously broken. In this case the energy eigenvalues become complex (as shown in figure [1.2]) and so clearly there is no corresponding Hermitian Hamiltonian as both Hamiltonians share the same energy eigenvalues (from equation (1.7)). This is not the case for the time-dependent regime. In the time-dependent regime it is still possible to make sense of the
spontaneously broken regime because the Hamiltonians are no longer related by a similarity transform. Furthermore, the eigenvalues of the non-Hermitian Hamiltonian no longer correspond to the energy observables. For this we have a new energy observable operator $\tilde{H}(t)$. Making sense of the spontaneously broken $\mathcal{PT}$ regime opens a whole new area of quantum mechanics previously discarded as unphysical. This regime shows itself to give new and exotic effects for many applicable areas of quantum mechanics.

In this thesis we will be exploring time-dependent non-Hermitian quantum systems in detail. As we have discussed, this is a vast area that is growing rapidly and this thesis represents a large contribution towards the understanding of the subject. We will begin with a comparison of the multiple approaches that are possible to employ in order to calculate the central objects $\rho(t)$ and $\eta(t)$. We will use these approaches frequently in the subsequent chapters and so it is important to understand the procedures involved. The calculation of $\rho(t)$ and $\eta(t)$ is vital in order to proceed with more advanced analysis (although the parameters themselves are of great interest), therefore we must be confident in evaluating them. Once we have an established framework for solving for these quantities, we will then analyse matrix models [7–9] consisting of 2, 3 and 4 level systems and demonstrate how the spontaneously broken $\mathcal{PT}$ regime can be mended with the introduction of time. We will also show that our analysis extends to an inverted simple harmonic oscillator. We will then move onto coupled oscillator systems [10] with spontaneously broken $\mathcal{PT}$-symmetry and demonstrate the applicability of the Lewis Riesenfeld invariants [82]. Next we apply the time-dependent framework to three areas: quasi-exactly solvable systems [12], von Neumann entropy [13] and Darboux-Crum transformations [14].
Chapter 2

Approaches

In this chapter we will analyse in detail the various approaches used to solve non-Hermitian Hamiltonians. In order to make sense of these systems we need to calculate the metric operator \( \rho(t) \) and the Dyson operator \( \eta(t) \) related by \( \rho(t) = \eta^\dagger(t) \eta(t) \). As outlined in the introduction, these operators are needed to calculate observables in the non-Hermitian setting and there are differing approaches to solve for them. The approaches we will consider in this chapter are the time-dependent quasi-Hermiticity equation

\[
H^\dagger(t) \rho(t) - \rho(t) H(t) = i \partial_t \rho(t), \quad (2.1)
\]

the time-dependent Dyson equation

\[
h(t) = \eta(t) H(t) \eta^{-1}(t) + i \partial_t \eta(t) \eta^{-1}(t), \quad (2.2)
\]

and the Lewis-Riesenfeld invariants (for a detailed definition, see Appendix A)

\[
\frac{dI_{\mathcal{H}}(t)}{dt} = \partial_t I_{\mathcal{H}}(t) - i [I_{\mathcal{H}}(t), \mathcal{H}(t)] = 0, \quad \text{for } \mathcal{H} = h = h^\dagger, H \neq H^\dagger. \quad (2.3)
\]

where the invariants \( I_h \) and \( I_H \) are related by a similarity transform with the Dyson operator

\[
I_h(t) = \eta(t) I_H(t) \eta^{-1}(t). \quad (2.4)
\]

The three approaches have their own advantages and disadvantages that will become clear as we work through an example.

In order to compare the solution approaches we will study a non-Hermitian 2 level matrix model. Furthermore, we will consider two separate approaches to the above equations. The first will be a straightforward matrix technique in which we consider each component of the metric/Dyson map in matrix form. The second will be the algebraic technique using the Baker-Campbell-Hausdorff (BCH) relation. For this technique we construct the metric in terms of generators in the algebra of the Hamiltonian. Our metric/Dyson map is a series of exponentials such that the adjoint action on an algebraic element is

8
\[ e^A B e^{-A} = B + [A, B] + \frac{1}{2!} [A, [A, B]] + \frac{1}{3!} [A, [A, [A, B]]] + ... \]  

(2.5)

In this way we can extend our findings in this chapter to generic algebras beyond matrix models. For now, we will study the following matrix model in order to understand the various approaches

\[ H = -\frac{1}{2} \[ \Omega I + \lambda \sigma_z + i \kappa \sigma_x \] , \]  

(2.6)

with \( \sigma_x, \sigma_y, \sigma_z \) denoting the Pauli matrices, \( I \) the identity matrix and \( \omega, \lambda, \kappa \in \mathbb{R} \)

\[
\begin{align*}
\mathbb{I} &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \sigma_x &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, & \sigma_y &= \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, & \sigma_z &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\end{align*}
\]  

(2.7)

The two eigenvalues and eigenvectors for this Hamiltonian are simply

\[
E_{\pm} = -\frac{1}{2} \Omega \pm \frac{1}{2} \sqrt{\lambda^2 - \kappa^2} \quad \text{and} \quad \varphi_{\pm} = \begin{pmatrix} i(-\lambda \pm \sqrt{\lambda^2 - \kappa^2}) \\ \kappa \end{pmatrix}.
\]  

(2.8)

The eigenvalues are real provided \( |\lambda| > |\kappa| \). The symmetry properties of the Hamiltonian are analysed in detail in chapter 3 where we consider the regime in which the eigenvalues become complex \( |\lambda| < |\kappa| \).

Now we introduce time into this model by setting \( \lambda \to \alpha \kappa (t) \) and \( \kappa \to \kappa (t) \). This choice is made to simplify the Hamiltonian so the time-dependence is an overall factor. Solving for \( \eta (t) \) and \( \rho (t) \) is still non-trivial in this setting. The Hamiltonian \( (2.6) \) takes the form

\[
H (t) = -\frac{1}{2} \[ \Omega I + \alpha \kappa (t) \sigma_z + i \kappa (t) \sigma_x \] .
\]  

(2.9)

We will solve for the metric and the Dyson operator using the three approaches. There are many other quantities that we could go on to calculate, but this chapter is dedicated to solving for the central quantities \( \rho (t) \), \( \eta (t) \) and \( h (t) \). We will begin with the time-dependent quasi-Hermiticity equation, then move onto the time-dependent Dyson equation and finally the Lewis Riesenfeld invariants.

### 2.1 Time-dependent quasi-Hermiticity equation

On initial inspection, the time-dependent quasi-Hermiticity equation appears to be the most simple starting point of the three approaches as it only contains one unknown (the metric operator \( \rho (t) \)). This assumes that we always take a non-Hermitian Hamiltonian \( H \) as our initial quantity. Therefore it seems to be the natural beginning for this chapter. However, as will become clear this is not always the case.

#### 2.1.1 Matrix technique

In order to solve equation \( (2.1) \) for the Hamiltonian \( (2.9) \) we make the ansatz

\[
\rho (t) = \rho_0 (t) \mathbb{I} + \sum_{i=x,y,z} \rho_i (t) \sigma_i ,
\]  

(2.10)
where $\rho_0(t), \rho_i(t) \in \mathbb{R}$. As $\rho(t)$ must be Hermitian, this ansatz is the most general form it can take for any $2 \times 2$ Hermitian matrix. Substituting this and the Hamiltonian (2.9) into (2.1) results in the following differential equations

\[
\dot{\rho}_0 = \kappa \rho_x,
\]

\[
\dot{\rho}_x = \kappa (\rho_0 + \alpha \rho_y),
\]

\[
\dot{\rho}_y = -\alpha \kappa \rho_x,
\]

\[
\dot{\rho}_z = 0,
\]

where the overdot signifies differentiation with respect to time. Differentiating equation (2.12) and substituting (2.11) and (2.13), yields the second order differential equation

\[
\ddot{\rho}_x - \dot{\rho}_x \frac{\dot{\kappa}}{\kappa} + \omega^2 \kappa^2 \rho_x = 0,
\]

where $\omega = \sqrt{\alpha^2 - 1}$. This is solved with the function

\[
\rho_x(t) = -\frac{c_1}{\omega} \sin [\omega (\mu(t) + c_2)],
\]

with $\mu(t) = \int^t \kappa(s) \, ds$. This leads to solutions for the other functions

\[
\rho_0(t) = \frac{c_1}{\omega^2} \cos [\omega (\mu(t) + c_2)] + \alpha c_3,
\]

\[
\rho_y(t) = -\frac{\alpha c_1}{\omega^2} \cos [\omega (\mu(t) + c_2)] - c_3,
\]

\[
\rho_z(t) = c_4,
\]

where $c_{1,2,3,4}$ are constants of integration. We therefore have a solution for $\rho(t)$. The determinant is

\[
\det[\rho(t)] = c_3^2 \omega^2 - c_4^2 - \frac{c_1^2}{\omega^2}.
\]

Therefore in order to be positive definite, $c_3^2 > \frac{c_4^2}{\omega^2} + \frac{c_1^2}{\omega^2}$. The process to calculate the metric above is quite straightforward, however, now we must calculate the Dyson map $\eta(t)$. To do this, we assume that $\eta(t)$ is Hermitian and take the square root of the metric, $\eta = \sqrt{\rho}$. To perform the square root we must first diagonalise the metric in the form $\rho = U D U^{-1}$, where $U$ is the matrix formed of the eigenvectors of $\rho$ as columns. In this way the Dyson map is then $\eta = UD^{1/2}U^{-1}$.

\[
\eta(t) = \frac{1}{2} [\zeta_+ + \zeta_-] \mathbb{1} + \frac{1}{\zeta_+ + \zeta_-} [\rho_x \sigma_x + \rho_y \sigma_y] + \frac{\rho_z}{2|\zeta_0|} [\zeta_+ - \zeta_-] \sigma_z,
\]

where the abbreviated functions are

\[
\zeta_\pm = \sqrt{\rho_0 \pm |\zeta_0|},
\]

\[
\zeta_0 = \rho_x \mathbb{i} + \rho_y \mathbb{j} + \rho_z \mathbb{k}.
\]
with \( \det [\eta (t)] = \zeta^+ \zeta^- \). This calculation is rather lengthy but results in the most general Hermitian form of \( \eta (t) \). The solution for \( \eta (t) \) allows us to calculate the corresponding Hermitian Hamiltonian using the time-dependent Dyson equation (2.24),

\[
\mathcal{H} (t) = -\frac{1}{2} \left[ \Omega I - \frac{2\rho z \kappa (t)}{\zeta^+ (t) + \zeta^- (t)} \sigma_y + \frac{\left( \rho_y (t) + \alpha \rho_0 (t) + \alpha \zeta^+ (t) \zeta^- (t) \right) \kappa (t) \sigma_z}{\rho_0 (t) + \zeta^+ (t) \zeta^- (t)} \right],
\]

where the time-dependence has been written out explicitly. In order to determine the constants of integration we must restrict the initial conditions. For this we set \( \rho (0) = I \) and assume that \( \int_0^t \kappa (s) \, ds + c_2 = 0 \) at \( t = 0 \) so the integral becomes \( \mu (t) = \int_0^t \kappa (s) \, ds \).

Under these initial conditions, we find the constants to be

\[
c_1 = -1, \quad c_2 = 0, \quad c_3 = \frac{\alpha}{\omega^2}, \quad c_4 = 0.
\]

This means that \( \det [\rho (t)] = 1 \) and the components of \( \rho (t) \) are

\[
\begin{align*}
\rho_0 (t) &= \frac{\alpha^2}{\omega^2} - \frac{1}{\omega^2} \cos [\omega \mu (t)], \\
\rho_x (t) &= \frac{1}{\sqrt{\omega^2}} \sin [\omega \mu (t)] \\
\rho_y (t) &= \frac{\alpha}{\omega^2} \cos [\omega \mu (t)] - \frac{\alpha}{\omega^2}, \\
\rho_z (t) &= 0.
\end{align*}
\]

This completes our solution of the matrix technique for the time-dependent quasi-Hermiticity equation. We found that the central equation was fairly straightforward to solve. However, the process of then finding \( \eta (t) \) was quite lengthy even assuming \( \eta (t) = \eta^\dagger (t) \).

### 2.1.2 Algebraic technique

We now wish to use the algebraic technique to solve the quasi-Hermiticity equation. For this we need to consider a metric composed of Pauli matrices,

\[
\rho (t) = e^{i [\beta (t) + i \gamma (t)] \sigma_z} e^{i \log [\delta (t)] \sigma_z} e^{i [\beta (t) - i \gamma (t)] \sigma_z},
\]

where \( \beta, \gamma \) and \( \delta \in \mathbb{R} \) and the raising and lowering operators \( \sigma_{\pm} = 1/2 (\sigma_\pm + i \sigma_y) \) obey the commutation relations

\[
\begin{align*}
[\sigma_z, \sigma_+] &= 2\sigma_+, & [\sigma_z, \sigma_-] &= -2\sigma_-, & [\sigma_+, \sigma_-] &= \sigma_z.
\end{align*}
\]

We can see that our ansatz for \( \rho (t) \) is Hermitian. We could have formed the ansatz using a single exponential containing a linear combination of the generators, however this makes calculating the time derivative extremely difficult. Therefore we form our ansatz as a product of three separate exponentials. Now we can calculate the result of acting adjointly with \( \rho (t) \) on the elements of this algebra using the BCH relation (2.5),
\[\rho \sigma_{-} \rho^{-1} = \frac{1}{\delta^2} \sigma_+ + \frac{1}{\delta^2} (\beta + i\gamma) \sigma_z - \frac{1}{\delta^2} (\beta + i\gamma)^2 \sigma_+ , \quad (2.32)\]

\[\rho \sigma_{z} \rho^{-1} = \frac{2}{\delta^2} (\beta - i\gamma) \sigma_+ + \left[ 1 + \frac{2}{\delta^2} (\beta^2 + \gamma^2) \right] \sigma_z - 2 (\beta + i\gamma) \left( 1 + \frac{1}{\delta^2} (\beta^2 + \gamma^2) \right) \sigma_+ , \quad (2.33)\]

\[\rho \sigma_{+} \rho^{-1} = -\frac{2}{\delta^2} (\beta - i\gamma)^2 \sigma_+ - (\beta - i\gamma) \left[ 1 + \frac{2}{\delta^2} (\beta^2 + \gamma^2) \right] \sigma_z + \left( \delta^2 + 2 (\beta^2 + \gamma^2) + \frac{1}{\delta^2} (\beta^2 + \gamma^2)^2 \right) \sigma_+ . \quad (2.34)\]

We now arrange the quasi-Hermiticity equation such that \(\rho(t)\) acts on \(H(t)\) adjointly.

\[H^\dagger(t) - \rho(t) H(t) \rho^{-1}(t) = i\partial_t \rho(t) \rho^{-1}(t) . \quad (2.35)\]

The time-derivative term \(\dot{\rho} \rho^{-1}\) is

\[\dot{\rho} \rho^{-1} = \left[ \beta + i\dot{\gamma} \right] \sigma_+ \quad (2.36)\]

\[\dot{\beta} = \frac{1}{2} \kappa \left[ 1 - \beta^2 + \delta^2 + \gamma^2 - 2\alpha\gamma \right] , \quad (2.38)\]

\[\dot{\gamma} = \kappa \beta (\alpha - \gamma) , \quad (2.39)\]

\[\dot{\delta} = -\kappa \beta \delta . \quad (2.40)\]

In order to solve these, we notice that we can write equations (2.39) and (2.40) as

\[\delta \dot{\gamma} + (\alpha - \gamma) \dot{\delta} = 0 , \quad (2.41)\]

and so can eliminate \(dt\) and integrate with respect to \(d\gamma\) and \(d\delta\), this gives

\[\gamma = \alpha + c_1 \delta , \quad (2.42)\]

where \(c_1\) is a constant of integration. Substituting this into (2.39) and solving for \(\beta\) gives
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\[ \beta = -\frac{\delta}{\delta \kappa}. \]  

Finally, substituting the expressions for \( \beta \) and \( \gamma \) into (2.38) gives the following differential equation in terms of \( \delta \)

\[ \dot{\delta} - \frac{\dot{\kappa}}{\kappa} \delta - \frac{3\dot{\delta}^{2}}{2\delta} + \frac{\kappa^{2}}{2} \left( (c_{1}^{2} + 1) \delta^{3} - \omega^{2} \delta \right) = 0, \]  

where once again \( \omega = \sqrt{\alpha^{2} - 1} \). This looks rather daunting at first, however with the substitution \( \delta = \frac{1}{\sigma^{2}} \), the equation reduces to the Ermakov Pinney (EP) \([83, 84]\) equation with a dissipative term,

\[ \dot{\sigma} - \frac{\dot{\kappa}}{\kappa} \sigma + \frac{1}{4} \omega^{2} \kappa^{2} \sigma = \frac{\left( 1 + c_{1}^{2} \right) \kappa^{2}}{4 \sigma^{3}}. \]  

The EP equation emerges in many scenarios of time-dependent quantum mechanics and various areas in mathematics, see for instance \([85]\) for an overview. The general solution for (2.45), as reported by Pinney \([84]\), is

\[ \sigma(t) = \left( A u^{2} + B v^{2} + 2 C u v \right)^{1/2}, \]  

where \( u(t) \) and \( v(t) \) are the two fundamental solutions to the equation \( \dot{\sigma} - \frac{\dot{\kappa}}{\kappa} \sigma + \frac{1}{4} \omega^{2} \kappa^{2} \sigma = 0 \) and the constants \( A, B, C \) are constrained as \( C^{2} = AB - \frac{(1 + c_{1}^{2}) \kappa^{2}}{4} W^{-2} \) with \( W = u \dot{v} - v \dot{u} \) denoting the corresponding Wronskian. We find the functions \( u(t) \) and \( v(t) \) to be

\[ u(t) = \frac{1}{\omega} \sin \left( \frac{1}{2} \omega \mu(t) \right), \quad v(t) = \cos \left( \frac{1}{2} \omega \mu(t) \right), \quad \mu(t) = \int_{t}^{t} \kappa(s) \, ds. \]  

These functions give the Wronskian to be \( W = 1/2 \) and so we find the solution to equation (2.45) to be

\[ \sigma(t) = \left[ A \omega^{2} \sin^{2} \left( \frac{1}{2} \omega \mu(t) \right) + B \cos^{2} \left( \frac{1}{2} \omega \mu(t) \right) \right]^{1/2} + 2 \sqrt{\frac{AB - (1 + c_{1}^{2}) \kappa^{2}}{\omega^{2}}} \sin \left( \frac{1}{2} \omega \mu(t) \right) \cos \left( \frac{1}{2} \omega \mu(t) \right)^{1/2}. \]  

This can be written in a more compact and aesthetic form whilst still being general

\[ \sigma(t) = \sqrt{c_{2} \cos \left( \omega \left( \mu(t) + c_{3} \right) \right) + \sqrt{c_{2}^{2} + \frac{1 + c_{1}^{2}}{\omega^{2}}}.} \]  

where

\[ c_{2} = \sqrt{\frac{1}{4} \left( \frac{A}{\omega^{2}} + B \right)^{2} - \frac{1 + c_{1}^{2}}{\omega^{2}}}, \quad \tan \left( c_{3} \omega \right) = \frac{2 \omega \sqrt{AB - (1 + c_{1}^{2})}}{A - B \omega^{2}}. \]  
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Therefore the components of the metric are

\[
\beta = -\frac{c_2 \omega \sin \left[ \omega (\mu (t) + c_3) \right]}{c_2 \cos \left[ \omega (\mu (t) + c_3) \right] + \sqrt{c_2^2 + \frac{c_3^2 + 1}{\omega^2}}}, \quad (2.51)
\]

\[
\delta = \frac{1}{c_2 \cos \left[ \omega (\mu (t) + c_3) \right] + \sqrt{c_2^2 + \frac{c_3^2 + 1}{\omega^2}}}, \quad (2.52)
\]

\[
\gamma = \alpha + \frac{c_1}{c_2 \cos \left[ \omega (\mu (t) + c_3) \right] + \sqrt{c_2^2 + \frac{c_3^2 + 1}{\omega^2}}}, \quad (2.53)
\]

We are now in a place to calculate the Dyson map from \( \rho(t) = \eta^\dagger(t) \eta(t) \). Unlike when using the matrix technique, this is incredibly straight forward as we can just read it off from the metric,

\[
\eta(t) = e^{1/2 \log[\delta(t)]} e^{[\beta(t) - i\gamma(t)]} \sigma_z. \quad (2.54)
\]

Unlike the results obtained from matrix technique, this is not Hermitian. We could have again solved \( \rho(t) = \eta(t)^2 \) by assuming \( \eta(t) \) is Hermitian, however this is much harder here. The resulting Hermitian Hamiltonian is

\[
h(t) = -\frac{1}{2} \left[ \Omega I + \delta(t) \kappa(t) \sigma_y + (\gamma(t) - \alpha) \sigma_z \right]. \quad (2.55)
\]

Once again we wish to impose the initial condition \( \rho(0) = I \) assuming that \( \int_0^t \kappa(s) \, ds + c_3 = 0 \) such that the integral becomes \( \mu(t) = \int_0^t \kappa(s) \, ds \). Under these conditions the constants of integration are

\[
c_1 = -\alpha, \quad c_2 = -\frac{1}{\omega^2}, \quad c_3 = 0. \quad (2.56)
\]

This means the components of \( \rho(t) \) are

\[
\beta = \frac{\omega \sin \left[ \omega \mu(t) \right]}{\alpha^2 - \cos \left[ \omega \mu(t) \right]}, \quad (2.57)
\]

\[
\delta = \frac{\omega^2}{\alpha^2 - \cos \left[ \omega \mu(t) \right]}, \quad (2.58)
\]

\[
\gamma = \alpha - \frac{\alpha \omega^2}{\alpha^2 - \cos \left[ \omega \mu(t) \right]}, \quad (2.59)
\]

This completes our solution of the algebraic technique of the time-dependent quasi-Hermiticity equation. We have found that in contrast to the matrix technique the central differential equation to be solved is rather more technical. However, once we have solved this we are able to easily obtain the Dyson map \( \eta(t) \).

### 2.2 Time-dependent Dyson equation

We now turn our attention to the time-dependent Dyson equation (2.2). We used this equation in section 2.1 in order to calculate the corresponding Hermitian Hamiltonian,
however in this section we will use it as the central equation in order to solve directly for the Dyson map $\eta(t)$ and subsequently calculate the metric $\rho(t)$. This is a substantially different order in which to proceed and it will be interesting to compare how practical each approach proves to be. We will again compare between the matrix technique and the algebraic technique.

### 2.2.1 Matrix technique

We intend to solve the non-Hermitian system \((2.9)\) by making a similar Hermitian ansatz for $\eta(t)$ as we did for $\rho$ in section \(2.1.1\). Unlike in the previous section, we also need to make an ansatz for $h(t)$,

$$
\eta(t) = \eta_0(t) \mathbb{1} + \sum_{i=x,y,z} \eta_i(t) \sigma_i, \quad h(t) = -\frac{1}{2} [\Omega \mathbb{1} + \chi(t) \sigma_z],
$$

(2.60)

where $\eta_0(t), \eta_i(t) \in \mathbb{R}$ and $\chi(t)$ is a generic time-dependent real function. Substituting these ansätze into equation \((2.2)\) results in the following differential equations and equivalence relations

$$
\begin{align*}
\dot{\eta}_0 &= \frac{\kappa}{2} \eta_x, \quad \dot{\eta}_x = \frac{\chi + \frac{\kappa}{2} \eta_y + \frac{\kappa}{2} \eta_0}{\eta_0} + \frac{\chi}{\kappa} \eta_x, \quad \dot{\eta}_y = -\frac{\chi + \frac{\alpha \kappa}{2}}{\eta_0} \eta_x, \quad \dot{\eta}_z = 0, \\
\eta_z &= 0, \quad \chi = \kappa \left( \frac{\eta_y}{\eta_0} + \alpha \right).
\end{align*}
$$

(2.61)

The overdot denotes here as usual a differentiation with respect to time. The equations \((2.61)\) are solved by

$$
\begin{align*}
\eta_0 &= c \sqrt{\frac{\kappa}{\chi}}, \quad \eta_x = \frac{c}{\sqrt{\kappa \chi}} \left( \frac{\dot{\kappa}}{\kappa} - \frac{\dot{\chi}}{\chi} \right), \quad \eta_y = c \left( \sqrt{\frac{\chi}{\kappa}} - \alpha \sqrt{\frac{\kappa}{\chi}} \right), \quad \eta_z = 0, \\
\end{align*}
$$

(2.62)

with $c$ denoting an integration constant. Using equations \((2.61)\), $\chi(t)$ is found to satisfy the nonlinear second order equation

$$
\ddot{\chi} - \frac{3}{2} \chi^2 + \left[ \frac{3}{2} \left( \frac{\dot{\kappa}}{\kappa} \right)^2 - \frac{\dot{\kappa}}{\kappa} + \frac{1}{2} \kappa^2 (1 - \alpha^2) \right] \chi + \frac{\chi^3}{2} = 0.
$$

(2.63)

Using the parameterizations $\chi = 2/\sigma^2$ or $\kappa = 2/(\sigma^2 \sqrt{\alpha^2 - 1})$ this equation is converted into the Ermakov-Pinney equation for $\sigma$

$$
\ddot{\sigma} + \lambda(t) \sigma = \frac{1}{\sigma^3},
$$

(2.64)

with time-dependent coefficient

$$
\lambda(t) = \frac{1}{2} \frac{\dot{\kappa}}{\kappa} - \frac{3}{4} \left( \frac{\dot{\chi}}{\kappa} \right)^2 + \frac{1}{4} \kappa^2 \omega^2 \quad \text{or} \quad \lambda(t) = \frac{1}{2} \frac{\dot{\chi}}{\chi} - \frac{3}{4} \left( \frac{\dot{\chi}}{\chi} \right)^2 + \frac{1}{4} \chi^2,
$$

(2.65)

respectively. Once again $\omega = \sqrt{\alpha^2 - 1}$. Thus either way given the time-dependent field $\kappa(t)$ in $H(t)$ or $\chi(t)$ in $h(t)$ the remaining field is constrained by the EP equation with almost identical coefficients. Thus from the solution of the EP equation for fixed $\alpha$
we can obtain now a specific solution for the Dyson map (2.60). For definiteness, we assume that \( \kappa(t) \) is given and we must determine \( \chi(t) \) as we have initially defined a non-Hermitian Hamiltonian in terms of \( \kappa(t) \). We find the solution to be

\[
\sigma(t) = \frac{1}{\sqrt{\kappa(t)}} \left[ \tilde{c}_1 \cos \left( \omega (\mu(t) + \tilde{c}_2) \right) + \sqrt{\tilde{c}_1^2 + \frac{4}{\omega^2}} \right]^{1/2},
\]

with \( \tilde{c}_{1,2} \) as constants of integration and \( \mu(t) = \int^t \kappa(s) \, ds \). Therefore the components of \( \eta(t) \) are

\[
\eta_0 = \frac{c}{\sqrt{2}} \left[ \tilde{c}_1 \cos \left( \omega (\mu(t) + \tilde{c}_2) \right) + \sqrt{\tilde{c}_1^2 + \frac{4}{\omega^2}} \right]^{1/2},
\]

\[
\eta_x = -\frac{c \omega \tilde{c}_1 \sin \left( \omega (\mu(t) + \tilde{c}_2) \right)}{\sqrt{2} \left[ \tilde{c}_1 \cos \left( \omega (\mu(t) + \tilde{c}_2) \right) + \sqrt{\tilde{c}_1^2 + \frac{4}{\omega^2}} \right]^{1/2}},
\]

\[
\eta_y = -\frac{c \alpha \tilde{c}_1 \cos \left( \omega (\mu(t) + \tilde{c}_2) \right) + \alpha \sqrt{\tilde{c}_1^2 + \frac{4}{\omega^2}} - 2}{\sqrt{2} \left[ \tilde{c}_1 \cos \left( \omega (\mu(t) + \tilde{c}_2) \right) + \sqrt{\tilde{c}_1^2 + \frac{4}{\omega^2}} \right]^{1/2}},
\]

\[
\eta_z = 0.
\]

As we have \( \eta(t) \), we can straightforwardly calculate the metric \( \rho(t) = \eta^\dagger(t) \eta(t) \).

\[
\rho = [\eta_0^2 + \eta_x^2 + \eta_y^2] + 2\eta_0 [\eta_x \sigma_x + \eta_y \sigma_y].
\]

By construction we already have the corresponding Hermitian Hamiltonian \( h(t) \) and so we are in a position to compare the results of this approach with that of the quasi-Hermiticity equation in section 2.1. To do this we impose the same initial conditions \( \rho(0) = \mathbb{I} \), and find that

\[
c = \sqrt{\alpha}, \quad \tilde{c}_1 = -\frac{1}{\alpha \omega^2}, \quad \tilde{c}_2 = 0.
\]

With these constants the components of \( \eta(t) \) are

\[
\eta_0 = \frac{1}{\omega} \left[ \alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu(t) \right) \right]^{1/2},
\]

\[
\eta_x = -\frac{\sin (\omega \mu(t))}{2 \left[ \alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu(t) \right) \right]^{1/2}},
\]

\[
\eta_y = -\frac{\alpha \left[ 1 - \cos (\omega \mu(t)) \right]}{2 \omega \left[ \alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu(t) \right) \right]^{1/2}},
\]

\[
\eta_z = 0,
\]

and the expression for \( \rho(t) \) matches that in section 2.1.1. This completes our solution to the matrix technique of the time-dependent Dyson equation. We have shown that solving directly for the Dyson map \( \eta(t) \) results in a rather technical formulation of
the EP equation. However it has a straightforward solution and results in a complete solution for $\eta(t)$. Furthermore, the process of obtaining $\rho(t)$ from $\eta(t)$ is trivial in comparison to the reverse calculation.

### 2.2.2 Algebraic technique

Now we turn our attention to the algebraic technique that was introduced in the previous section to solve the time-dependent quasi-Hermiticity equation. For this we formulate the Hamiltonian and the ansatz in terms of the Pauli raising and lowering operators $\sigma_{\pm}$ once more. In contrast to the matrix technique, we do not begin with the assumption of $\eta(t)$ being Hermitian, however this is a choice and we could indeed assume $\eta(t) = \eta^\dagger(t)$. In addition we do not need make an ansatz for $h(t)$

$$
\eta(t) = e^{[\epsilon(t) - i\tau(t)]\sigma_+} e^{\log[\vartheta(t)]\sigma_z} e^{[\beta(t) - i\gamma(t)]\sigma_-}.
$$

where $\epsilon, \tau, \vartheta, \beta$ and $\gamma \in \mathbb{R}$. Similarly to the time-dependent quasi-Hermiticity equation, we substitute this expression for $\eta$ in the time-dependent Dyson equation and use the BCH relation to expand the expression in terms of the algebra. The resulting expression must be $h(t)$ and therefore is Hermitian. This creates restrictions on the parameters in $\eta(t)$ in the form of differential equations. What is clear when substituting in this ansatz, is that either the parameters $\epsilon$ and $\tau$ are superfluous or $\beta$ and $\gamma$, therefore we can set either pair to zero. We could also choose them such that $\eta(t)$ is Hermitian, but in this case the resulting equations are significantly more complicated. In order to differ from the Dyson map in section 2.1.2 we set the parameters $\beta$ and $\gamma$ to zero such that our Dyson map takes the form

$$
\eta(t) = e^{[\epsilon(t) - i\tau(t)]\sigma_+} e^{\log[\vartheta(t)]\sigma_z}.
$$

In this setting, we obtain the following differential equations when requiring $h(t)$ to be Hermitian.

$$
\dot{\epsilon} = \frac{(1 + \epsilon^2 + \vartheta^2 + \tau^2 - 2\alpha\tau\vartheta)}{2\vartheta}\kappa, \quad (2.79)
$$

$$
\dot{\tau} = \epsilon\kappa, \quad (2.80)
$$

$$
\dot{\vartheta} = \alpha\epsilon\kappa. \quad (2.81)
$$

The final two equations can be combined in order to eliminate $dt$ and find $\tau$ in terms of $\vartheta$,

$$
d\tau = \alpha d\vartheta, \quad (2.82)
$$

therefore

$$
\tau = \tilde{c}_1 + \alpha\vartheta, \quad (2.83)
$$

where $\tilde{c}_1$ is a constant of integration. Furthermore, we have

$$
\epsilon = \frac{\dot{\tau}}{\kappa}. \quad (2.84)
$$
Finally, substituting these expressions for $\epsilon$ and $\tau$ into the first equation gives us the underlying differential equation to be solved
\[
\dot{\vartheta} - \frac{\dot{\kappa}}{2\kappa} \dot{\vartheta} - \frac{\vartheta^2}{2\vartheta} + \frac{1}{2} \omega^2 \kappa^2 \vartheta - \frac{(1 + \tilde{c}_1^2)}{2\vartheta} \kappa^2 = 0,
\] (2.85)
where $\omega = \sqrt{\alpha^2 - 1}$. Now if we make the change of variable $\vartheta = \sigma^2$ we once again obtain the EP equation with a dissipative term.
\[
\ddot{\sigma} - \frac{\dot{\kappa}}{\kappa} \dot{\sigma} + \frac{1}{4} \omega^2 \kappa^2 \sigma - \frac{(1 + \tilde{c}_1^2)}{4\sigma^3} \kappa^2 = 0.
\] (2.86)
This is solved with the function
\[
\sigma(t) = \sqrt{\tilde{c}_2 \cos [\omega (\mu(t) + \tilde{c}_3)]} + \sqrt{\frac{1 + \tilde{c}_1^2}{\omega^2} + \tilde{c}_2^2},
\] (2.87)
with $\tilde{c}_{2,3}$ as constants of integration and $\mu(t) = \int t \kappa(s) ds$. Therefore the expressions in our Dyson map are
\[
\epsilon = -\tilde{c}_2 \omega \sin [\omega (\mu(t) + \tilde{c}_3)],
\] (2.88)
\[
\tau = \alpha \tilde{c}_2 \cos [\omega (\mu(t) + \tilde{c}_3)] + \tilde{c}_1 + \alpha \sqrt{\frac{1 + \tilde{c}_1^2}{\omega^2} + \tilde{c}_2^2},
\] (2.89)
\[
\vartheta = \tilde{c}_2 \cos [\omega (\mu(t) + \tilde{c}_3)] + \sqrt{\frac{1 + \tilde{c}_1^2}{\omega^2} + \tilde{c}_2^2}.
\] (2.90)
The corresponding Hermitian Hamiltonian is
\[
h(t) = -\frac{1}{2} \left[ \Omega \mathbb{1} + \frac{\kappa}{\vartheta} \sigma_y + \left( \alpha - \frac{\tau}{\vartheta} \right) \sigma_z \right].
\] (2.91)
Finally, the metric operator $\rho(t) = \eta(t) \eta(t)$ is
\[
\rho(t) = e^{\log[\vartheta(t)]\sigma_z} e^{[\epsilon(t) - i\tau(t)]\sigma_y} e^{[\epsilon(t) + i\tau(t)]\sigma_x} e^{\log[\vartheta(t)]\sigma_z},
\] (2.92)
which we can see clearly differs from the form of the metric in section 2.1.2. However they are equivalent expressions when taking into account the initial condition $\rho(0) = 1$ that fixes the constants of integration to
\[
\tilde{c}_1 = -\alpha, \quad \tilde{c}_2 = -\frac{1}{\omega^2}, \quad \tilde{c}_3 = 0
\] (2.93)
The components of the Dyson map then become
\[
\epsilon = \frac{1}{\omega} \sin [\omega \mu(t)],
\] (2.94)
\[
\tau = \frac{\alpha}{\omega^2} - \frac{\alpha}{\omega^2} \cos [\omega \mu(t)],
\] (2.95)
\[
\vartheta = \frac{\alpha^2}{\omega^2} - \frac{1}{\omega^2} \cos [\omega \mu(t)].
\] (2.96)
This completes our solution for the algebraic technique to the time-dependent Dyson equation. We have shown that in this setting the EP equation emerges once again.
In addition, the difference in approaches highlights the fact that the Dyson map \( \eta(t) \) is not unique and can take many forms, both Hermitian and non-Hermitian. Furthermore, the differing Dyson maps result in different corresponding Hermitian Hamiltonians \( h(t) \). However, all approaches are correct, equivalent and lead to a consistent description of the time-dependent non-Hermitian quantum system.

### 2.3 Lewis Riesenfeld invariants

The final solution approach we will consider in this chapter is the Lewis Riesenfeld (LR) invariant approach. The LR invariants are operators used in time-dependent quantum mechanics in order to break down the process of solving the time-dependent Schrödinger equation into more manageable steps \[^82\]. The invariant \( I_h(t) \) is defined for Hermitian systems via Heisenberg’s equation of motion as follows

\[
\frac{dI_h(t)}{dt} = \partial_t I_h(t) - i [I_h(t), h(t)] = 0, \quad I_h^\dagger(t) = I_h(t). \tag{2.97}
\]

Therefore, given a Hamiltonian \( h(t) \), we can solve for the invariant using (2.97). Once we have the invariant, we can then construct the time-dependent wave functions of the Hamiltonian \( h(t) \) from the equations (for more detail see Appendix A)

\[
I_h(t) |\phi_n(t)\rangle = \Lambda_n |\phi_n(t)\rangle, \quad |\Phi_n(t)\rangle = e^{i\alpha_n(t)} |\phi_n(t)\rangle, \tag{2.98}
\]

\[
\dot{\alpha}_n = \langle \phi_n(t) | i\partial_t - h(t) |\phi_n(t)\rangle, \quad \dot{\Lambda}_n = 0. \tag{2.99}
\]

Where the wave function can then be constructed from the dynamical modes \( |\Phi(t)\rangle = \sum_n c_n |\Phi_n(t)\rangle \). We can see that the utility of the invariant is that it has time-independent eigenvalues by construction. We can therefore solve for the eigenstates of \( I_h(t) \) with less difficulty than solving directly for the wave functions of the Hamiltonian \( |\Phi(t)\rangle \).

In order to see how invariants are related between Hermitian and non-Hermitian systems, we substitute the time-dependent Dyson equation into (2.97). After some manipulation, we find an equivalent relation for the invariant \( I_H(t) \) of the non-Hermitian system \( H(t) \)

\[
\frac{dI_H(t)}{dt} = \partial_t I_H(t) - i [I_H(t), H(t)] = 0, \quad I_H^\dagger(t) \neq I_H(t), \tag{2.100}
\]

when the invariants are related by a similarity transform in \( \eta(t) \)

\[
I_h(t) = \eta(t) I_H(t) \eta^{-1}(t). \tag{2.101}
\]

This is a remarkable property in the time-dependent setting as we do not encounter any time derivatives in the relation between the invariants \[^68\]. The time derivatives are in fact hidden in the process of determining the invariant from the Hamiltonian (2.97), (2.100). Furthermore, it is easy to see that \( I_H(t) \) is quasi-Hermitian with respect to the metric \( \rho(t) \)

\[
I_H^\dagger(t) = \rho(t) I_H(t) \rho^{-1}(t). \tag{2.102}
\]

Therefore the problem reduces to solving a similarity transform or a quasi-Hermitian relation much like the time-independent case once the invariants are known.
We once again consider the time-dependent Hamiltonian (2.9) as our starting point. From here we now wish to calculate the invariant $I_H(t)$. As this can also be non-Hermitian, we must take our ansatz to be a general non-Hermitian matrix

$$I_H(t) = \frac{1}{2} [a^r(t) + ia^i(t)] \sigma_x + \frac{1}{2} [b^r(t) + ib^i(t)] \sigma_y + \frac{1}{2} [c^r(t) + ic^i(t)] \sigma_z, \quad (2.103)$$

where $a^{r,i}, b^{r,i}, c^{r,i}, d^{r,i} \in \mathbb{R}$. Substituting this into the invariant equation (2.100) and collecting real and imaginary terms, we obtain the following differential equations

\begin{align*}
\dot{a}^r &= \dot{a}^i = 0, \quad (2.104) \\
\dot{b}^r &= \alpha \kappa c^r, \quad \dot{b}^i = \alpha \kappa c^i, \quad (2.105) \\
\dot{c}^r &= -\kappa (\alpha b^r + d^i), \quad \dot{c}^i = -\kappa (\alpha b^i - d^r), \quad (2.106) \\
\dot{d}^r &= -\kappa c^r, \quad \dot{d}^i = \kappa c^i, \quad (2.107)
\end{align*}

where the variables separate into two independent sets. If we look closely we see that these equations take the same form as the equations (2.61) for the metric. We see therefore an equivalence in these approaches already. Differentiating the equations (2.106) and substituting in equations (2.105) and (2.107) we get the two separate governing differential equations

\begin{align*}
\ddot{c}^r - \dot{c}^r \frac{\dot{\kappa}}{\kappa} + \omega^2 \kappa^2 c^r &= 0, \\
\ddot{c}^i - \dot{c}^i \frac{\dot{\kappa}}{\kappa} + \omega^2 \kappa^2 c^i &= 0, \quad (2.108)
\end{align*}

where again $\omega = \sqrt{\alpha^2 - 1}$. From these equations, we find the solutions for the parameters of the invariant.

\begin{align*}
a^r(t) &= \hat{c}_4, \quad (2.109) \\
b^r(t) &= \frac{\alpha \hat{c}_1}{\omega} \sin [\omega (\mu(t) + \hat{c}_2)] - \hat{c}_3, \quad (2.110) \\
c^r(t) &= \hat{c}_1 \cos [\omega (\mu(t) + \hat{c}_2)], \quad (2.111) \\
d^i(t) &= -\frac{\hat{c}_1}{\omega} \sin [\omega (\mu(t) + \hat{c}_2)] + \alpha \hat{c}_3. \quad (2.112)
\end{align*}

\begin{align*}
a^i(t) &= \hat{c}_8, \quad (2.113) \\
b^i(t) &= \frac{\alpha \hat{c}_5}{\omega} \sin [\omega (\mu(t) + \hat{c}_6)] - \hat{c}_7, \quad (2.114) \\
c^i(t) &= \hat{c}_5 \cos [\omega (\mu(t) + \hat{c}_6)], \quad (2.115) \\
d^r(t) &= \frac{\hat{c}_5}{\omega} \sin [\omega (\mu(t) + \hat{c}_6)] - \alpha \hat{c}_7. \quad (2.116)
\end{align*}

with $\mu(t) = \int_\mu^t \kappa(s) \, ds$. This looks like a large amount of information initially, however we can make some vast simplifications if we consider the eigenvalues of this non-Hermitian invariant. Because the invariants of the Hermitian and non-Hermitian system
are related via a similarity transform, it follows that the eigenvalues are the same, therefore the eigenvalues of $I_H$ must be real to match the real eigenvalues of $I_h$. We compute

$$\Lambda_\pm = \hat{c}_4 + i\hat{c}_8 \pm \frac{1}{2} \sqrt{\hat{c}_4^2 - \hat{c}_8^2 + 2i\hat{c}_1\hat{c}_5 \cos [(\hat{c}_2 - \hat{c}_6)\omega] - \omega^2 (\hat{c}_3 + i\hat{c}_7)^2}. \quad (2.117)$$

Therefore to ensure the reality of these eigenvalues, we set $\hat{c}_{3,5,6,7,8} = 0$. We of course may choose these constants differently, but that is not of great importance at this stage as we are mainly interested in the solution for $\rho(t)$. Under these choices, the invariant becomes

$$I_H(t) = -\frac{1}{2} [\hat{c}_4 \mathbb{1} + b^r(t) \sigma_x + c^r(t) \sigma_y + i d^i(t) \sigma_z]. \quad (2.118)$$

We now will proceed to solve the quasi-Hermitian invariant relation using the matrix technique, and the algebraic technique.

### 2.3.1 Matrix technique

Next we make the ansatz for $\rho(t)$ as we did earlier,

$$\rho(t) = \rho_0(t) \mathbb{1} + \sum_{i=x,y,z} \rho_i(t) \sigma_i, \quad (2.119)$$

where $\rho_0(t), \rho_i(t) \in \mathbb{R}$. From here we solve the quasi-Hermiticity relation (2.102) for $\rho(t)$,

$$\rho_x(t) = \frac{(\alpha \rho_y(t) + \rho_0(t)) \tan[\omega (\mu(t) + \hat{c}_2)]}{\omega}, \quad (2.120)$$

$$\rho_z(t) = 0. \quad (2.121)$$

As is clear we do not have a full solution, only $\rho_x$ in terms of $\rho_0$ and $\rho_y$. Therefore, to complete the solution we substitute our partial solution into the time-dependent quasi-Hermiticity equation and obtain the following relations,

$$\rho_y = -\alpha \rho_0 + q_2, \quad (2.122)$$

$$\dot{\rho}_0 = \frac{\kappa \tan[\omega (\mu(t) + \hat{c}_2)] (\alpha q_2 - \omega^2 \rho_0)}{\omega}, \quad (2.123)$$

the latter of which is solved with

$$\rho_0 = \frac{\alpha q_2}{\omega^2} + \frac{q_1}{\omega} \cos[\omega (\mu(t) + \hat{c}_2)]. \quad (2.124)$$

Therefore the other components are

$$\rho_x = -\frac{q_1}{\omega} \sin[\omega (\mu(t) + \hat{c}_2)], \quad (2.125)$$

$$\rho_y = -\frac{q_2}{\omega^2} - \frac{\alpha q_1}{\omega^2} \cos[\omega (\mu(t) + \hat{c}_2)]. \quad (2.126)$$
If we again fix the initial condition at \( \rho(0) = \mathbb{1} \) then we find the constants of integration are
\[ \hat{c}_2 = 0, \quad q_1 = -1, \quad q_2 = \alpha. \] (2.127)
Under these conditions it is easy to see we match the metric calculated in section [2.1.1]. This completes the solution for the matrix technique of the LR invariants. This calculation is rather long but not so technical in comparison the other approaches considered in this chapter. The most difficult differential equations we were required to solve were (2.108), which are on the same level as those in section [2.1.1]. However, we are still required to take the square root of the metric to obtain the the Dyson map, so in this sense we do not avoid the additional technicality.

### 2.3.2 Algebraic technique

We now wish to solve the quasi-Hermitian relation (2.102) using the algebraic technique. For this we make the same ansatz as in section [2.1.2]
\[ \rho(t) = e^{[\beta(t) + i\gamma(t)]\sigma_+} e^{\log[\delta(t)]\sigma_z} e^{[\beta(t) - i\gamma(t)]\sigma_-}, \] (2.128)
where \( \beta, \gamma \) and \( \delta \in \mathbb{R} \). Furthermore, we write the invariant \( I_H(t) \) in terms of the raising and lowering operators
\[ I_H(t) = -\frac{1}{2} \left[ \hat{c}_4 + b^r(t) \left( \frac{1}{2} (\sigma_+ + \sigma_-) + ic^r(t) \left( \frac{1}{2} (\sigma_- - \sigma_+) + id^l(t) \sigma_z \right) \right] \] (2.129)
Now we substitute our ansatz for \( \rho(t) \) into the relation (2.102) and solve for the components \( \beta, \gamma \) and \( \delta \). We obtain the following expressions
\[ \beta = \frac{(1 - \alpha \gamma) \tan[\omega(\mu(t) + \hat{c}_2)]}{\omega}, \] (2.130)
\[ \delta = \sqrt{\frac{(\alpha - \gamma)^2 - (1 - \alpha \gamma) \sec^2[\omega(\mu(t) + \hat{c}_2)]}{\omega^2}}. \] (2.131)
Once again we do not have the full solution. To obtain the expression for \( \gamma \) we substitute our partial solution into the time-dependent quasi-Hermiticity equation and obtain the differential equation
\[ \frac{\dot{\gamma} - (\alpha - \gamma) (1 - \alpha \gamma) \kappa \tan[\omega(\mu(t) + \hat{c}_2)]}{\omega} = 0, \] (2.132)
which, when taking the initial condition \( \rho(0) = \mathbb{1} \) gives the solution
\[ \gamma = \alpha - \frac{\alpha \omega^2}{\alpha^2 - \cos[\omega \mu(t)]}, \] (2.133)
and therefore the other components of the metric are
\[ \beta = \frac{\omega \sin[\omega \mu(t)]}{\alpha^2 - \cos[\omega \mu(t)]}, \] (2.134)
\[ \delta = \frac{\omega^2}{\alpha^2 - \cos[\omega \mu(t)]}. \] (2.135)
which matches the results from section 2.1.2. This completes our solution of the algebraic technique for the LR invariants. In comparison to the matrix technique here we are able to read off the Dyson map trivially in the same way as in section 2.1.2. In this sense we reduce the complexity of the problem as we do not encounter the EP equation at any point here. However, the trade off is a calculation with many more steps. We have used the Lewis Riesenfeld invariants here to solve the quasi-Hermiticity relation \( I_H^\dagger = \rho I_H \rho^{-1} \). However, we could of course just as well solve the similarity transform \( I_h = \eta I_H \eta^{-1} \) for the invariant of the Hermitian counterpart and the Dyson map. We will demonstrate this approach in chapter 4 when we consider coupled harmonic oscillator systems.

2.4 Comparison

We have analysed in detail six different ways to derive the metric and the Dyson operator with the initial condition \( \rho(0) = I \). Each approach and technique gives a valid metric and we demonstrate the non-uniqueness of the Dyson map by explicitly taking varying anzätze. However, all approaches are indeed equivalent. The origin of this variation is the fact that the corresponding Hermitian Hamiltonian is not fixed. We have only analysed a matrix model in this chapter and so we have not compared the applicability of each approach to a variety of systems (as we will come across in the later chapters). Therefore an approach that seems disadvantageous for this particular matrix model may be the most applicable approach for a system with infinite dimensional Hilbert space.

Solving the time-dependent quasi-Hermiticity equation using the matrix technique results in the simplest differential equation (we do not encounter the EP equation) in terms of \( \rho(t) \). However, when we come to calculate the Dyson map \( \eta(t) \), the calculation is lengthy and tedious. When we solve the same equation using the algebraic, we obtain a version of the EP equation with a dissipative term. This is a much more technical equation to solve but the return is that we are able to easily deduce the Dyson map.

Moving onto the time-dependent Dyson equation, we approach the problem from a new direction by solving for the Dyson map \( \eta(t) \) directly. When using the matrix technique, we make an ansatz for the corresponding Hermitian Hamiltonian \( h(t) \) which results once again in a version of the EP equation. When using the algebraic technique we do not require an ansatz for \( h(t) \) but do obtain an EP equation. In comparison to the time-dependent quasi-Hermiticity equation, we are able to obtain \( \eta(t) \) directly so that we can easily calculate \( \rho(t) \). However, the problem of making a useful ansatz becomes apparent as we are not restricted to a Hermitian operator. This is apparent as we see that \( \eta(t) \) from the matrix technique is Hermitian, whereas from the algebraic technique it is not. Therefore if one wants to make a totally general ansatz, the problem can become vastly complex.

Approaching the problem using the Lewis Riesenfeld invariants is a slightly more lengthy approach. The advantage is that the differential equations are not as technical as in the other approaches (we do not encounter the EP equation). Furthermore at the end of the calculation, we already have defined important quantities that lead to the solutions for the wave functions for our system. However, the process involves significantly more steps and this can create difficulty keeping track of all the quantities involved.
Overall, there is no one approach that has a clear advantage over the others. Each has its own merit depending on the system under analysis. In the particular 2-level system studied in this chapter the Lewis Riesenfeld invariants do not show any clear advantage, however as we will see in chapter 4, they work well for a specific 2 dimensional coupled harmonic oscillator. As we move on from matrix models, the algebraic technique becomes the necessary approach in each case. Ultimately however, the choice between the 3 approaches is a preference rather than a directive.

| Approach                         | Advantages                              | Disadvantages                                      |
|----------------------------------|-----------------------------------------|----------------------------------------------------|
| Time-dependent quasi-Hermiticity equation | Simpler differential equation           | Taking square root of \( \rho \)                   |
|                                  | No ansatz for \( h \)                   |                                                    |
|                                  | Ansatz for \( \rho \) is Hermitian      |                                                    |
| Time-dependent Dyson equation    | Immediate solution for \( \eta \)      | Ansatz for \( h \)                                |
|                                  | \( (\eta \rightarrow \rho \text{ simple}) \) | Unclear form of \( \eta \) as not restricted to be Hermitian |
| Lewis Riesenfeld invariants      | Simpler differential equations          | Greater number of steps                            |
|                                  | Can choose to solve for \( \eta \) or \( \rho \) |                                                    |
|                                  | Already have tools to solve for \( \psi \) |                                                    |

Table 2.1: Comparison of the solution approaches: time-dependent quasi-Hermiticity equation, time-dependent Dyson equation and the Lewis-Riesenfeld invariants.

2.5 Summary

We have used a simple but non-trivial matrix model as an example system in this chapter. Using this example, we demonstrated the various solution approaches available to solve for the metric \( \rho(t) \) and the Dyson map \( \eta(t) \). Furthermore, we elaborated on each approach by solving the equations using both a matrix approach and an algebraic approach. Finally, we showed that each approach is indeed equivalent when the same initial conditions are applied to the metric operator. The Dyson map is not unique and we have seen this explicitly with it taking many different forms and resulting in a variety of corresponding Hermitian Hamiltonians. However, as outlined in the introduction, the Dyson map can made unique by forcing two operators to be observable. Table 2.1 highlights the differences between the approaches compactly.
Chapter 3

Mending the broken $\mathcal{PT}$ regime

It is well known that non-Hermitian Hamiltonians that commute with an antilinear operator and for which its eigenfunctions are eigenstates \[15\] possess real eigenvalue spectra. This concept was introduced and explained in the introduction. $\mathcal{PT}$-symmetry \[1\] is a specific example of such an antilinear symmetry for which many examples have been worked out in detail, see e.g. \[32\]. As we have seen in chapter 2, it is possible to make sense of such non-Hermitian systems in a quantum mechanical framework with the introduction of a metric operator that defines the inner product on the specific Hilbert space. However, it is possible for this $\mathcal{PT}$-symmetry to be spontaneously broken for some region of the system’s parameter set. In this case the wave functions in the broken regime become unbounded, with exponential growth in the time evolution and complex energy eigenvalues. While such a situation is the most interesting one in optical settings \[45, 48, 86\], where different channels of gain and loss may be constructed, the development of infinite growth in energy means it is usually discarded as being non-physical in a quantum mechanical framework.

The spontaneously broken regime arises when the wave functions cease to simultaneously be eigenfunctions of the $\mathcal{PT}$ operator and satisfy the time-dependent Schrödinger equation for $H(t)$. In this chapter we will provide an explanation and interpretation for the spontaneously broken regime by introducing a time-dependence into the central equations and ultimately find a time-dependent metric operator $\rho(t)$. This metric allows us to construct a well-defined Hilbert space with the inner product $\langle \cdot | \cdot \rangle = \langle \cdot | \rho(t) \cdot \rangle$. This regularisation of the inner product opens up the broken regime for analysis as all quantities involved become well defined.

The introduction of time leads to another remarkable property, that is the non-Hermitian Hamiltonian ceases to be observable. This follows from asserting that observable operators $\mathcal{O}$ in the non-Hermitian system need to be related to a self-adjoint operator $o(t)$ in the Hermitian system as $o(t) = \eta(t)\mathcal{O}(t)\eta^{-1}(t)$. Under this assumption the observable energy operator is in fact

$$\tilde{H}(t) = \eta^{-1}(t)h(t)\eta(t) = H(t) + i\hbar\eta^{-1}(t)\partial_t\eta(t).$$

(3.1)

The original Hamiltonian $H(t)$ defines the time-dependent Schrödinger equation and generates the time-evolution, $\tilde{H}(t)$ is the energy operator and does not define this equation. We will show that even in the spontaneously broken $\mathcal{PT}$ regime, the energy operator has real expectation values and obeys a new $\mathcal{PT}$-symmetry that remains
3.1 A two-level system with spontaneously broken $\mathcal{PT}$-symmetry

To illustrate our point we revisit the simple time-dependent two-level spin model analysed in chapter 2, described by the non-Hermitian Hamiltonian,

$$H(t) = -\frac{1}{2} \left[ \Omega I + \alpha \kappa(t) \sigma_z + i \kappa(t) \sigma_x \right],$$

with $\sigma_x, \sigma_y, \sigma_z$ denoting the Pauli matrices, $\mathbb{I}$ the identity matrix and $\alpha, \omega, \kappa(t) \in \mathbb{R}$. Solving the time-dependent Schrödinger equation using the Lewis Riesenfeld invariants (as outlined in Appendix A) for this Hamiltonian we obtain the time-dependent wave functions

$$\varphi_{\pm}(t) = \frac{1}{\sqrt{2\alpha}} \left( \alpha \mp \sqrt{\alpha^2 - 1} \right) e^{i\frac{1}{2}(\Omega t \mp \sqrt{\alpha^2 - 1})},$$

from which we can form a general wave function. Using Wigner’s argument the reality of the energy spectrum for $|\alpha| > 1$ is easily explained by identifying an antilinear symmetry operator, denoted here as $\mathcal{PT}$, that commutes with the Hamiltonian and for which $\varphi_{\pm}(t)$ are eigenstates of $\mathcal{PT}$ and solutions to the time-dependent Schrödinger equation

$$[\mathcal{PT}, H(t)] = 0, \quad \text{and} \quad \mathcal{PT} \varphi_{\pm}(t) = e^{i\phi(t)} \varphi_{\pm}(t),$$

with $\phi \in \mathbb{R}$. When $|\alpha| > 1$ in our example the symmetry operator is easily identified as $\mathcal{PT} = \tau \sigma_z$ with $\tau$ denoting complex conjugation. When $|\alpha| < 1$ the last relation in (3.4) no longer holds and the eigenvalues become complex conjugate to each other, this is precisely what we described above as spontaneously broken $\mathcal{PT}$-symmetry. For the parameter range of the latter situation this Hamiltonian would be regarded as non-physical from a quantum mechanical point of view as it possesses channels of infinite grows in probability, such that the corresponding time evolution operators would be unbounded.

However, when one introduces an explicit time-dependence into the Hamiltonian, $H(t)$, it no longer plays the role of the observable energy operator and so we are not presented with an interpretational obstacle. For a meaningful physical picture one only needs to guarantee now that the expectation values of $\tilde{H}(t)$, as defined in (3.1), are real and instead identify a new $\tilde{\mathcal{PT}}$-symmetry to be responsible for this property

$$[\tilde{\mathcal{PT}}, \tilde{H}(t)] = 0, \quad \text{and} \quad \tilde{\mathcal{PT}} \tilde{\varphi}_{\pm}(t) = e^{i\tilde{\phi}(t)} \tilde{\varphi}_{\pm}(t),$$

with $\tilde{\varphi}_{\pm}(t)$ denoting the wave functions of $\tilde{H}$ and $\tilde{\phi} \in \mathbb{R}$. Notice that $\mathcal{PT}$ and $\tilde{\mathcal{PT}}$ are only symbols here to denote different types of antilinear operators, which however do not send $t$ to $-t$ as the time is only a real parameter in this context.
In order to proceed we use the solution for the Dyson map we obtained by solving the time-dependent Dyson equation directly in section 2.2 using the initial condition \( \rho (0) = I \)

\[
\eta_0 = \frac{1}{\omega} \left[ \alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu (t) \right) \right]^{1/2},
\]

(3.6)

\[
\eta_x = \frac{\sin (\omega \mu (t))}{2 \left[ \alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu (t) \right) \right]^{1/2}},
\]

(3.7)

\[
\eta_y = -\frac{\alpha \left[ 1 - \cos (\omega \mu (t)) \right]}{2 \omega \left[ \alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu (t) \right) \right]^{1/2}},
\]

(3.8)

\[
\eta_z = 0,
\]

(3.9)

where \( \omega = \sqrt{\alpha^2 - 1} \) and \( \mu (t) = \int_0^t \kappa (s) \, ds \). In addition we have the counterpart Hermitian Hamiltonian

\[
h (t) = -\frac{1}{2} \left[ \Omega \pm \frac{\alpha \omega^2 \kappa}{\alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu (t) \right)} \sigma_z \right]
\]

(3.10)

and importantly, the energy operator \( \tilde{H} (t) \)

\[
\tilde{H} (t) = -\frac{1}{2} \left[ \Omega \pm \chi \left( i \eta_0 \eta_y \sigma_x - i \eta_0 \eta_x \sigma_y + \left( \frac{\eta_0 \eta_y}{\alpha} - \frac{1}{2} \right) \sigma_z \right) \right],
\]

(3.11)

with

\[
\chi (t) = \frac{\alpha \omega^2 \kappa}{\alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu (t) \right)}.
\]

(3.12)

The characteristic \( \omega = \sqrt{\alpha^2 - 1} \) appears prominently in the parameters and it is clear that the behaviour must change as we pass through the exceptional point at \( |\alpha| = 1 \).

Therefore we now analyse in detail the qualitatively different regimes \( |\alpha| > 1, |\alpha| < 1 \) and \( \alpha = 1 \) corresponding to the original \( \mathcal{PT} \)-symmetry of the non-Hermitian Hamiltonian.

### 3.1.1 The unbroken \( \mathcal{PT} \) regime of \( H (t) \)

In this section we will consider the regime with \( |\alpha| > 1 \). As we saw in section 3.1, under these conditions the \( \mathcal{PT} \)-symmetry of \( H (t) \) is unbroken and we have unitary time-evolution. The Dyson map and the metric are real for any given initial condition. The observable energy eigenvalues coming from the energy operator and wave functions \( \langle \varphi_\pm | \rho (t) \tilde{H} (t) | \varphi_\pm \rangle \) are

\[
\tilde{E}_\pm (t) = -\frac{1}{2} \left[ \Omega \pm \frac{\alpha \omega^2 \kappa}{\alpha^2 - \cos^2 \left( \frac{1}{2} \omega \mu (t) \right)} \right] .
\]

(3.13)

This is to be expected as even in the time-independent case the energy expectation values are real when the \( \mathcal{PT} \)-symmetry is intact. This is however a new time-dependent energy expectation value that differs from the time-independent case. Figures (3.1) and (3.2) show plots of these energies for varying values of \( \alpha \) and the function \( \kappa = 1 \) and
\( \kappa = \cos t \). We see that in both cases the behaviour is oscillatory with \( \alpha \) determining the period and magnitude of oscillation.
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Figure 3.1: Energy observables \( \tilde{E}_\pm (t) \) for \( \kappa = 1 \) and \( \omega = 1 \) with \( |\alpha| > 1 \), corresponding to the \( \mathcal{PT} \) unbroken regime.
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Figure 3.2: Energy observables \( \tilde{E}_\pm (t) \) for \( \kappa = \cos t \) and \( \omega = 1 \) with \( |\alpha| > 1 \), corresponding to the \( \mathcal{PT} \) unbroken regime.

### 3.1.2 The broken \( \mathcal{PT} \) regime of \( H (t) \)

We now turn our attention to the regime with \( |\alpha| < 1 \). This is the most interesting case because of the fact that time-evolution becomes non-unitary in the non-Hermitian
system. As we have discussed this would usually mean the regime has unbounded probability. However we will show in this section that the introduction of time mends the broken $\mathcal{P}\mathcal{T}$-symmetry with the introduction of a new $\bar{\mathcal{P}}\bar{\mathcal{T}}$-symmetry for the energy operator $\bar{H}(t)$. In this case the components of $\eta(t)$ take the form

$$\eta_0 = \frac{1}{\tilde{\omega}} \left[ \cosh^2 \left( \frac{1}{2} \tilde{\omega} \mu(t) \right) - \alpha^2 \right]^{1/2},$$

$$\eta_x = \frac{\sinh (\tilde{\omega} \mu(t))}{2 \left[ \cosh^2 \left( \frac{1}{2} \tilde{\omega} \mu(t) \right) - \alpha^2 \right]^{1/2}},$$

$$\eta_y = -\frac{\alpha [1 - \cosh (\tilde{\omega} \mu(t))]}{2 \tilde{\omega} \left[ \cosh^2 \left( \frac{1}{2} \tilde{\omega} \mu(t) \right) - \alpha^2 \right]^{1/2}},$$

$$\eta_z = 0,$$

where $\tilde{\omega} = \sqrt{1 - \alpha^2}$. These are real for all values of $|\alpha| < 1$ and so we can define a metric and therefore an inner product. We see that the behaviour changes from trigonometric to hyperbolic evolution in time. Therefore the reality of the expectation value of $\bar{H}(t)$ is preserved and so the energy observables are

$$\tilde{E}_\pm(t) = \langle \varphi_\pm | \bar{H}(t) | \varphi_\pm \rangle = -\frac{1}{2} \left[ \Omega \pm \frac{\alpha \tilde{\omega} \kappa}{\cosh^2 \left( \frac{1}{2} \tilde{\omega} \mu(t) \right) - \alpha^2} \right].$$

Figure (3.3) and (3.4) show the energy expectation values in the broken regime for various values of $\alpha < 1$ and the function $\kappa = 1$ and $\kappa = \cos t$. We see substantially different behaviour for $\kappa = 1$. In this case the energy expectation values decay to $-\omega/2$. For $\kappa = \cos t$ we once again see oscillations on the energy, but in this case the amplitude is smaller than in the unbroken regime.
We now wish to find the $\widehat{\mathcal{P}}\mathcal{T}$-symmetry that explains the reality of this observable. To do this, we make an ansatz for $\widehat{\mathcal{P}}\mathcal{T}$ and solve the first equation in (3.4). Indeed we find as the unique solution the antilinear operator

$$\widehat{\mathcal{P}}\mathcal{T} = \frac{1}{\xi} \left[ 2i\alpha \eta_0 \eta_\mathbb{y} \sigma_\mathbb{y} - (2\eta_0 \eta_\mathbb{y} - \alpha) \sigma_\mathbb{z} \right] \tau,$$

(3.19)
with
\[\xi = \sqrt{\alpha (\alpha - 4\eta_0\eta_y) + 4\eta_0^2 (-\alpha^2\eta_x^2 + \eta_y^2)}.\]  
(3.20)

We verify that \(\mathcal{PT}\) is involutionary with \(\mathcal{PT}^2 = \mathbb{1}\). Furthermore we verify that \(\mathcal{PT}\sigma_z\mathcal{PT} = -\sigma^z\) and \(\mathcal{PT}\sigma_x\mathcal{PT} \neq \sigma_x\). Thus when \(\alpha \neq 0\) the new \(\mathcal{PT}\)-symmetry is not a symmetry of \(H(t)\), i.e. we have \([\mathcal{PT}, H(t)] \neq 0\) but \([\mathcal{PT}, \hat{H}(t)] = 0\). In order to guarantee that this symmetry is unbroken we also need to satisfy the second equation in (3.5). We determine the eigenstates of \(\tilde{H}(t)\) as
\[\tilde{\varphi}_\pm \sim \left(-2\eta_0\eta_y - \alpha \pm \frac{\xi^2 - 4\alpha^2\eta_0^2\eta_y^2}{2\alpha\eta_0(\eta_x + i\eta_y)}\right),\]  
(3.21)

where the square root is always positive and verify that these vectors are indeed \(\mathcal{PT}\)-eigenstates
\[\mathcal{PT}\tilde{\varphi}_\pm = e^{i\tilde{\omega}_\pm}\tilde{\varphi}_\pm,\]  
(3.22)

with
\[\tilde{\omega}_\pm = \arctan \left[\frac{4\alpha^2\eta_0^2\eta_x\eta_y}{(2\eta_0\eta_y - \alpha)\sqrt{\xi^2 - 4\alpha^2\eta_0^2\eta_y^2}} \pm \xi^2\right].\]  
(3.23)

Thus for the regime stated above the \(\mathcal{PT}\)-symmetry is unbroken and the eigenvalues of \(\tilde{H}(t)\) are therefore guaranteed to be real. We notice that for \(|\alpha| > 1\) the Hamiltonian \(H(t)\) is in its \(\mathcal{PT}\)-symmetric phase, but \(\mathcal{PT}\) is still not a symmetry for \(H(t)\).

### 3.1.3 The exceptional point of \(H(t)\)

The value \(\alpha = 1\) is an exceptional point for \(H(t)\) as it marks the transition from real to complex conjugate expectation values and at the same time the two expectation values coalesce. For \(\tilde{H}\) it also indicates the boundary of the expectation values, but they do not become complex conjugate to each other and the two expectation values remain different. In this case we reconsider our solution to the EP equation (2.64) we initially solved in chapter 2
\[\tilde{\sigma} + \lambda(t)\sigma = \frac{1}{\sigma^3},\]  
(3.24)

with the time-dependent coefficient now
\[\lambda(t) = \frac{1}{2}\kappa - \frac{3}{4} \left(\frac{\kappa}{\kappa}\right)^2.\]  
(3.25)

The solution to this EP equation is radically different to our previous solution, with the initial condition \(\rho(0) = 1\), \(\sigma\) is
\[\sigma(t) = \sqrt{\frac{1}{\kappa} \left[\frac{1}{2}\mu(t)^2 + 2\right]^{1/2}},\]  
(3.26)
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where \( \mu(t) = \int_0^t \kappa(s) \, ds \). This gives the solutions for the components of \( \eta(t) \)

\[
\eta_0 &= \left[ \frac{1}{4} \mu(t)^2 + 1 \right]^{1/2}, \\
\eta_x &= -\frac{1}{2} \mu(t) \left[ \frac{1}{4} \mu(t)^2 + 1 \right]^{1/2}, \\
\eta_y &= -\frac{1}{2} \mu(t)^2 \left[ \frac{1}{4} \mu(t)^2 + 1 \right]^{1/2}, \\
\eta_z &= 0.
\]

So rather than being either trigonometric or hyperbolic, at the exceptional point the parameters are linear in the quantity \( \int_0^t \kappa(s) \, ds \). Using these new Dyson map components we find the \( \widetilde{P\!T} \) operator to be the same as (3.19) with \( \alpha = 1 \),

\[
\widetilde{P\!T} = \frac{1}{\xi} \left[ 2i\eta_0\eta_x\sigma_y - (2\eta_0\eta_y - 1) \sigma_z \right] \tau
\]

with

\[
\xi = \sqrt{(1 - 4\eta_0\eta_y) + 4\eta_0^2 (-\eta_x^2 + \eta_y^2)}. \\
\]

The energy operator is

\[
\tilde{H}(t) = -\frac{1}{2} \left[ \Omega + \chi \left( i\eta_0\eta_y\sigma_x - i\eta_0\eta_x\sigma_y + \left( \eta_0\eta_y - \frac{1}{2} \right) \sigma_z \right) \right],
\]

and the Hermitian Hamiltonian is

\[
h(t) = -\frac{1}{2} \left[ \Omega \pm \frac{4\kappa}{4 + \mu(t)^2} \sigma_z \right].
\]

Therefore we calculate the energy expectation values for the wave functions \( \varphi_\pm(t) \) to be

\[
\tilde{E}_\pm(t) = -\frac{1}{2} \left[ \Omega \pm \frac{4\kappa}{4 + \mu(t)^2} \right].
\]

Figure (3.5) and (3.6) show the energy expectation values at the exceptional point \( \alpha = 1 \) for the function \( \kappa = 1 \) and \( \kappa = \cos t \). Once again we see some very interesting and unique behaviour here. For \( \kappa = 1 \) the energy decays asymptotically to \(-\omega/2\). For \( \kappa = \cos t \) the energy oscillates between 0 and \(-1\).
3.1.4 The special point at $\alpha = 0$

The value $\alpha = 0$ is special as in this case the $\tilde{\mathcal{P}}\mathcal{T}$-operator commutes with both $\tilde{H}(t)$ and $H(t)$, but the eigenvalues of the latter (3.2) are complex conjugate in this case. In addition, we are unable to satisfy the initial condition of $\rho(0) = I$ without the system becoming trivial as this would mean $h(t) \propto I$. This means we expect the wave functions
of \( H(t) \) not to be eigenstates of the \( \tilde{\mathcal{PT}} \)-operator. It is instructive to verify this in detail
and since the formulae simplify substantially in this case, it is also useful to have a simpler example at hand. The energy operator simplifies to
\[
\tilde{H}(t) = -\frac{1}{2} \left[ \omega I + \chi \delta \left( i\eta_0 \eta_y \sigma_x - i\eta_0 \eta_x \sigma_y - \left( \eta_0^2 + \frac{\delta}{2} \right) \sigma_z \right) \right],
\] (3.36)
and the \( \tilde{\mathcal{PT}} \)-operator reduces to
\[
\tilde{\mathcal{PT}} = [i \sinh (\mu(t) + \tilde{c}_2) \sigma_y + \cosh (\mu(t) + \tilde{c}_2) \sigma_z] \tau.
\] (3.37)
Now both Hamiltonians are \( \tilde{\mathcal{PT}} \)-symmetric, i.e. in addition to \( [\tilde{\mathcal{PT}}, \tilde{H}(t)] = 0 \) we also have \( [\tilde{\mathcal{PT}}, H(t)] = 0 \). However, whereas the eigenvectors \( \tilde{\varphi}_+ \sim \{-\eta_0, \eta_x + i\eta_y\} \), \( \tilde{\varphi}_- \sim \{\eta_x - i\eta_y, \eta_0\} \) of \( \tilde{H}(t) \) are \( \tilde{\mathcal{PT}} \)-symmetric, the eigenvectors \( \varphi_\pm \sim \{\pm 1, 1\} \) of \( H(t) \) are not eigenstates of the \( \tilde{\mathcal{PT}} \)-operator. Hence we have
\[
\tilde{\mathcal{PT}} \varphi_\pm \neq e^{i\omega_\pm} \varphi_\pm \quad \text{and} \quad \tilde{\mathcal{PT}} \tilde{\varphi}_\pm = e^{i\tilde{\omega}_\pm} \tilde{\varphi}_\pm.
\] (3.38)
Concretely we identify
\[
\tilde{\omega}_\pm = \arctan \left[ \pm \frac{2c^2\eta_0^3 \eta_x}{\delta \eta_0^2 \eta_x^2 + c^4 \delta - 2c^4 \eta_0^2} \right].
\] (3.39)
Thus the \( H(t) \) system is always in the spontaneously broken \( \tilde{\mathcal{PT}} \)-symmetry phase, whereas \( \tilde{H}(t) \) is \( \tilde{\mathcal{PT}} \)-symmetric as long as \( |\tilde{c}_1| > 2 \).

### 3.2 Higher spin systems with spontaneously broken \( \mathcal{PT} \)-symmetry

So far we have only considered a 2 level matrix model characterised by the Pauli spin matrices. These form the generators of the SU(2) Lie Algebra. However, they are only one particular representation and we can in fact write the algebra in terms of more general spin operators
\[
[S_i, S_j] = i\epsilon_{ijk}S_k, \quad i, j, k = x, y, z.
\] (3.40)
The proper representation of SU(2) in terms of 2 \( \times \) 2 matrices is \( S_i = \frac{1}{2} \sigma_i \). These matrices then describe systems of spin 1/2 particles as we have seen in the previous examples. In addition to the 2 \( \times \) 2 representation, we can also form this algebra in terms of higher dimensional matrices that correspond to higher spin systems. For example, for spin 1 particles, the spin operators take the form
\[
S_x^1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad S_y^1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad S_z^1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}.
\] (3.41)
and for spin 3/2 the spin operators take the form
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We now show that our analysis works when we extend our representations to higher spin systems \[9\].

### 3.2.1 A spin 1 model

We look at a spin 1 model built from the SU(2) spin generators

\[
H^1(t) = -\frac{1}{2} (\Omega I + \sqrt{2} S_y^1 \gamma(t) + i \sqrt{2} \alpha \gamma(t) S_x^1) \tag{3.43}
\]

\[
= -\frac{1}{2} \begin{pmatrix}
\omega & i(\alpha - 1) \gamma(t) & 0 \\
-i(\alpha + 1) \gamma(t) & \omega & i(\alpha - 1) \gamma(t) \\
0 & i(\alpha + 1) \gamma(t) & \omega
\end{pmatrix}.
\]

Solving the time-dependent Schrödinger equation using the Lewis Riesenfeld invariants for this Hamiltonian, we obtain the time-dependent wave functions

\[
\psi_k(t) = \frac{1}{2} e^{i \int^t (\frac{\Omega}{2} - k \phi \gamma(s)) ds} \begin{pmatrix}
(-1)^k(1 - \alpha) \\
2ik\phi \\
1 + \alpha
\end{pmatrix}, \quad k = 0, \pm 1 \tag{3.44}
\]

where \(\phi := \sqrt{(1 - \alpha^2)/2}\) and from which we can construct a general wave function. Once again in the parameter region \(|\alpha| \leq 1\) the non-Hermitian Hamiltonian (3.43) possesses a real eigenvalue spectrum. However, when \(|\alpha| > 1\) the system is no longer well defined as we see the functions \(\psi_k(t)\) become unbounded. This is once again the spontaneously broken \(PT\) region. In order to mend this broken symmetry we wish to follow the same procedure as for the 2 level system and solve the time-dependent Dyson equation for \(\eta(t)\). We choose this method so as to avoid taking the square root of a \(3 \times 3\) matrix. We make the most general Hermitian ansatz for \(\eta(t)\)

\[
\eta(t) = \begin{pmatrix}
\eta_1(t) & \eta_2(t) - i\eta_3(t) & \eta_4(t) - i\eta_5(t) \\
\eta_2(t) + i\eta_3(t) & \eta_6(t) & \eta_7(t) - i\eta_8(t) \\
\eta_4(t) + i\eta_5(t) & \eta_7(t) + i\eta_8(t) & \eta_9(t)
\end{pmatrix}. \tag{3.45}
\]
and use the ansatz for $h(t)$

$$h(t) = -\frac{1}{2} \left[ \Omega \hat{s} + X(t) S_z^1 \right]$$

Substituting these expressions into the time-dependent Dyson equation yields in principle 18 equations for the real functions $\eta_i(t), i = 1, \ldots, 9$. We obtain

$$\dot{\eta}_1 = \eta_2 \frac{\alpha + 1}{2} \gamma, \quad \dot{\eta}_2 = \eta_1 \frac{\alpha - 1}{2} \gamma + \eta_3 \frac{X}{2} \gamma + \eta_4 \frac{\alpha + 1}{2} \gamma = \eta_6 \frac{\alpha + 1}{2} \gamma,$$
$$\dot{\eta}_3 = -\eta_2 \frac{X}{2} + \eta_5 \frac{\alpha + 1}{2} \gamma = 0, \quad \dot{\eta}_4 = \eta_2 \frac{\alpha - 1}{2} \gamma + \eta_5 \frac{X}{2} = \eta_6 \frac{\alpha + 1}{2} \gamma,$$
$$\dot{\eta}_5 = \eta_3 \frac{\alpha - 1}{2} \gamma - \eta_4 \frac{X}{2} = \eta_4 \frac{X}{2} - \eta_8 \frac{\alpha + 1}{2} \gamma,$$
$$\dot{\eta}_6 = \eta_2 \frac{\alpha - 1}{2} \gamma + \eta_7 \frac{\alpha + 1}{2} \gamma, \quad \dot{\eta}_7 = \eta_4 \frac{\alpha - 1}{2} \gamma + \eta_8 \frac{X}{2} + \eta_9 \frac{\alpha + 1}{2} \gamma = \eta_6 \frac{\alpha - 1}{2} \gamma,$$
$$\dot{\eta}_8 = \eta_5 \frac{\alpha - 1}{2} \gamma - \eta_7 \frac{X}{2} = 0, \quad \dot{\eta}_9 = \eta_7 \frac{\alpha - 1}{2} \gamma,$$

and

$$(1 + \alpha) \gamma \eta_3 - X \eta_1 = (1 - \alpha) \gamma \eta_3 + (1 + \alpha) \gamma \eta_8 = (1 - \alpha) \gamma \eta_8 + X \eta_9 = 0.$$  (3.48)

Unlike the system of equations for the 2 level system this set is highly overdetermined. Nonetheless, they may be solved by

$$\eta_1(t) = \frac{c_2 \gamma}{X}, \quad \eta_2(t) = \frac{2c_1(\dot{\gamma}X - \gamma \dot{X})}{(1 + \alpha)\gamma X^2}, \quad \eta_3(t) = \frac{c_1}{1 + \alpha},$$
$$\eta_4(t) = \frac{(\alpha^2 - 1)\eta_1 + (1 + \alpha)\eta_9}{(1 + \alpha)^2 X^2}, \quad \eta_5(t) = \frac{2c_1(\dot{\gamma}X - \gamma \dot{X})}{(1 + \alpha)\gamma^2 X^2},$$
$$\eta_6(t) = \frac{4c_1(-X^2 \gamma^2 + \gamma^2(2X^2 - \dot{X}X - \gamma X(\dot{\gamma}X + \dot{\gamma}X)))}{(1 + \alpha)^2 \gamma X^4}, \quad \eta_7(t) = \frac{2c_1(\alpha - 1)(\dot{\gamma}X - \gamma \dot{X})}{(1 + \alpha)^2 \gamma X^2},$$
$$\eta_8(t) = \frac{c_1(\alpha - 1)}{(1 + \alpha)^2}, \quad \eta_9(t) = \frac{c_1(\alpha - 1) \gamma^2}{(1 + \alpha)^2 X^2},$$

where $X(t)$ is restricted to obey the second order non-linear differential equation

$$\ddot{X} - \frac{3}{2} \frac{\dot{X}^2}{X} - X \left( \frac{\gamma}{\gamma} - \frac{3\gamma^2}{2\gamma^2} + \frac{1}{4}(1 - \alpha^2) \gamma^2 \right) + \frac{X^3}{8} = 0.$$  (3.50)

This equations closely resembles (2.63) and we can once more transform it to the Ermakov-Pinney equation (2.64) by using $X = 4/\ddot{\gamma}^2$ in this case. Following the same steps as in the previous subsection we obtain the general solution for (3.50) as

$$X(t) = \frac{4\gamma(t)}{c_2 \cos \left[ \phi \int \gamma(s) ds + c_3 \right]} + \sqrt{c_2^2 - \frac{8}{\alpha^2 - 1}}.$$  (3.51)

This solution then defines the entirety of the Dyson map and so completes our procedure for the spin 1 model. We will now show that the procedure is also completely transferable to a spin 3/2 system.
3.2.2 A spin 3/2 model

We now consider a Hamiltonian built from the spin 3/2 operators,

\[ H^{3/2}(t) = -\frac{1}{2}(\omega I + 2\gamma(t) S^3/2 + i\frac{2}{3}\alpha \gamma(t) S^3/2) \]

\[ = -\frac{1}{2} \begin{pmatrix} \omega & i(\alpha-1)\gamma(t)/\sqrt{3} & 0 & 0 \\ i(\alpha+1)\gamma(t)/\sqrt{3} & \omega & i2(\alpha-1)\gamma(t)/\sqrt{3} & 0 \\ 0 & i2(\alpha+1)\gamma(t)/3 & \omega & (\alpha-1)\gamma(t)/\sqrt{3} \\ 0 & 0 & (\alpha+1)\gamma(t)/\sqrt{3} & \omega \end{pmatrix}. \]  

(3.52)

Solving the time-dependent Schrödinger equation using the Lewis Riesenfeld invariants for this Hamiltonian, we obtain the time-dependent wave functions

\[ \psi_k(t) = \frac{\sqrt{3}}{\sqrt{8(|k|+\alpha^2(3-|k|))}} e^{i\int \left( \frac{1}{2}\omega - k\phi \gamma(s) \right) ds} \left( \begin{array}{c} i(1-\alpha)^{3/2} \\ 2\sqrt{3}k\hat{\phi}(1-\alpha)^{1/2} \\ 2i\sqrt{3}(2|k|-k^2)\hat{\phi}(1+\alpha)^{1/2} \\ \text{sign}(k)(2-|k|)(1+\alpha)^{3/2} \end{array} \right) \]

where \( k = \pm 1, \pm 3 \) and \( \hat{\phi} := \sqrt{1-\alpha^2}/6 \) and from which we can construct a general wave function. We see that the system becomes ill-defined when \( \alpha > 1 \). This is the region of broken \( \mathcal{PT} \)-symmetry and we now show that by solving the time-dependent Dyson equation, we mend this regime. We take \( \eta(t) \) to be of the most general Hermitian form

\[ \eta(t) = \begin{pmatrix} \eta_1(t) & \eta_2(t) - i\eta_3(t) & \eta_4(t) - i\eta_5(t) & \eta_6(t) - i\eta_7(t) \\ \eta_2(t) + i\eta_3(t) & \eta_8(t) & \eta_9(t) - i\eta_{10}(t) & \eta_{11}(t) - i\eta_{12}(t) \\ \eta_4(t) + i\eta_5(t) & \eta_7(t) + i\eta_8(t) & \eta_{13}(t) & \eta_{14}(t) - i\eta_{15}(t) \\ \eta_6(t) + i\eta_7(t) & \eta_{11}(t) + i\eta_{12}(t) & \eta_{14}(t) + i\eta_{15}(t) & \eta_{16}(t) \end{pmatrix}, \]  

(3.54)

and assume \( h(t) \) to be

\[ h(t) = -\frac{1}{2} \left[ \Omega I + \Xi S^3/2 \right]. \]  

(3.55)

Substituting these expressions into the time-dependent Dyson equation yields in principle 32 equation for the \( \eta_i(t), i = 1, \ldots, 16 \). Once again the system is highly overdetermined, but remarkably it can be solved similarly as in the previous sections. Here we...
only present the solutions to these equations. We find

\[ \eta_1(t) = \frac{c_1t^{3/2}}{\Xi^{1/2}}, \quad \eta_2(t) = \frac{3\sqrt{3}c_1(\Xi^2 - \dot{\Xi})}{(1 + \alpha)\Xi^{3/2}}, \quad \eta_3(t) = \frac{3\sqrt{3}c_1\gamma^2}{2(1 + \alpha)\Xi^{1/2}}, \quad \eta_4(t) = \frac{(a + 1)\eta_1}{(a - 1)}, \]
\[ \eta_5(t) = \frac{9\sqrt{3}c_1(\Xi^2 - \dot{\Xi})}{(1 + \alpha)^2\Xi^{3/2}}, \quad \eta_6(t) = \frac{2(1 - \alpha^2)\eta_4\gamma^2 - 9\Xi^2\eta_14}{\sqrt{3}(a - 1)^2\gamma^2}, \]
\[ \eta_7(t) = \eta_{10} + \frac{\Xi(\sqrt{3}(a - 1)\eta_{11} - 3(a + 1)\eta_{16})}{(a - 1)^2\gamma^2}, \quad \eta_8(t) = \frac{(a + 1)\eta_{13}}{(a - 1)}, \]
\[ \eta_9(t) = \frac{6(a - 1)\Xi^{5/2}\eta_{13} - 9c_1(a + 1)\gamma^{1/2}(\Xi^2 - \dot{\Xi})}{2(a - 1)^2\Xi^{5/2}}, \quad \eta_{10}(t) = \frac{3\Xi(2a - 1)\eta_{13} + 3(a + 1)\eta_{16}}{4(a - 1)^2\gamma^2}, \]
\[ \eta_{11}(t) = -\frac{\sqrt{3}c_1(\alpha - 1)}{(1 + \alpha)^3\Xi^{3/2}\dot{\Xi}}, \quad \eta_{12}(t) = \frac{9\sqrt{3}c_1(\alpha - 1)(\Xi^2 - \dot{\Xi})}{(1 + \alpha)^3\Xi^{3/2}}, \quad \eta_{13}(t) = \frac{9c_1(\alpha - 1)(\Xi^2 - \dot{\Xi})}{4(1 + \alpha)^3\Xi^{3/2}}, \]
\[ \eta_{14}(t) = \frac{3\sqrt{3}c_1(\alpha - 1)\gamma}{(1 + \alpha)^3\Xi^{3/2}}, \quad \eta_{15}(t) = \frac{3\sqrt{3}c_1(\alpha - 1)\gamma^2}{2(1 + \alpha)^3\Xi^{1/2}}, \quad \eta_{16}(t) = \frac{c_1(\alpha - 1)\gamma^3}{(1 + \alpha)^3\Xi^{3/2}}. \]

where \( \Xi(t) \) has to obey the second order non-linear differential equation

\[ \ddot{\Xi} - \frac{3}{2} \frac{\dot{\Xi}^2}{\Xi} - \Xi \left( \frac{\dot{\gamma}}{\gamma} - \frac{3\gamma^2}{2\gamma^2} + \frac{1}{18} (1 - \alpha^2) \gamma^2 \right) + \frac{\Xi^3}{8} = 0. \]  

(3.56)

As in the previous subsection we can transform this equation to the Ermakov Pinney equation [2.64] using \( \Xi = 4/\sigma^2 \) in this case and therefore we have

\[ \Xi(t) = \frac{4\gamma(t)}{\dot{c}_2 \cos \left[ \phi \left( \int \gamma(s) \, ds + \dot{c}_3 \right) \right] + \sqrt{\dot{c}_2^2 - \frac{36}{\alpha^2 - 1}}}. \]  

(3.58)

The solution for \( \Xi(t) \) completes the solution for the Dyson map and allows us to compute the components of \( \eta(t) \). We have shown that the framework of time-dependent analysis extends beyond our simple 2 level system and is clearly valid for higher representations. We will now go on to show how it works when applied to a harmonic oscillator system with infinite Hilbert space.

3.3 An inverted harmonic oscillator with spontaneously broken \( \mathcal{PT} \)-symmetry

So far we have only considered matrix models with explicit time-dependence. These models have finite Hilbert space and are extremely useful in approaching the time-dependent problem. In this section we will show that the utility of the time-dependent analysis extends to time-independent non-Hermitian Hamiltonians. In the time-independent regime, when the \( \mathcal{PT} \)-symmetry is spontaneously broken there is no way to interpret the system as the eigenvalues become complex and the time-evolution becomes non-unitary. However, when we use time-dependent analysis we can map the time-independent non-Hermitian Hamiltonian to a time-dependent Hermitian Hamiltonian using a time-dependent Dyson map.

In this section we will show that our analysis of spontaneously broken \( \mathcal{PT} \)-symmetry extends to systems with infinite Hilbert space. To do this we consider the time-independent inverted harmonic oscillator system with an additional \( \mathcal{PT} \)-symmetric term
\[ H = \frac{1}{2m}p^2 - \frac{1}{2}m\omega^2 x^2 + ig \frac{i}{2} \{x, p\}, \tag{3.59} \]

where we work in position space such that \( p = -i\partial_x \). Here the curly brackets \( \{, \} \) denote the anticommutator between \( x \) and \( p \). Also \( m, \omega \) and \( g \in \mathbb{R} \). This system represents an inverted harmonic oscillator with an additional non-Hermitian term that regularises the system. Without this non-Hermitian term, the system is unbounded from below and therefore unphysical, even though it is Hermitian. The \( PT \)-symmetry that leaves the Hamiltonian invariant is

\[ PT : \quad p \rightarrow p, \quad x \rightarrow -x, \quad i \rightarrow -i. \tag{3.60} \]

Solving the time-independent Schrödinger equation, we obtain the energy eigenvalues

\[ E_n = \left( n + \frac{1}{2} \right) \Lambda, \tag{3.61} \]

where \( \Lambda = \sqrt{g^2 - \omega^2} \) and the eigenfunctions

\[ \phi_n (x) = \exp \left[ -\frac{1}{2} m (\Lambda - g) x^2 \right] \mathcal{H}_n (x), \tag{3.62} \]

where \( \mathcal{H}_n \) are the Hermite polynomials. It is clear that in the regime \( |g| > |\omega| \) the \( PT \)-symmetry is preserved and the eigenvalues are real. However, in the regime \( |g| < |\omega| \), the symmetry is spontaneously broken as the eigenfunctions are no longer invariant under the \( PT \)-symmetry. Therefore in the broken regime we are unable to make sense of the system without the use of time-dependent analysis. We will show this explicitly by first looking at the time-independent mapping and then proceeding to the time-dependent mapping.

### 3.3.1 Time-independent Dyson map

We wish to find a metric and a Dyson map for the Hamiltonian (3.59). To do this we solve the time-independent Dyson equation

\[ h = \eta H \eta^{-1}, \tag{3.63} \]

with the ansatz

\[ \eta = e^{\frac{1}{2} \alpha x^2}. \tag{3.64} \]

Using the BCH relation, we find the resulting Hermitian Hamiltonian to be

\[ h = \frac{1}{2m}p^2 + \frac{1}{2}m\Lambda^2 x^2. \tag{3.65} \]

with \( \alpha = -mg \). \( h \) is a Harmonic oscillator with frequency \( \Lambda = \sqrt{g^2 - \omega^2} \). Therefore when \( |g| < |\omega| \) the frequency becomes complex and the wave functions become unbounded and therefore unphysical. This matches the condition for the \( PT \)-symmetry to be spontaneously broken. This means that whilst we are able to define a Dyson map and therefore a metric \( \rho \) in the unbroken regime, the spontaneously broken regime remains elusive without using time-dependent analysis. Therefore we now move onto the time-dependent Dyson equation.
3.3.2 Time-dependent Dyson map

Now we wish to solve the time-dependent Dyson equation (1.17) for the Hamiltonian (3.59). In this instance we use the creation and annihilation operators to simplify the problem, these are defined as follows

\[
a = \frac{ip}{\sqrt{2m\omega}} + \sqrt{\frac{m\omega}{2}} x, \quad a^\dagger = -\frac{ip}{\sqrt{2m\omega}} + \sqrt{\frac{m\omega}{2}} x.
\]  

(3.66)

Using these operators, we can rewrite the Hamiltonian as

\[
H = -\frac{1}{2} (g + \omega) a^\dagger a + \frac{1}{2} (g - \omega) a^2.
\]  

(3.67)

Now we use the non-Hermitian ansatz

\[
\eta(t) = e^{\alpha(t)} a^\dagger e^{[\beta(t) + i\gamma(t)]a^2},
\]  

(3.68)

and substitute into the time-dependent Dyson equation. In order to make the resulting Hamiltonian Hermitian, the following differential equations must be satisfied

\[
\dot{\alpha} = \frac{1}{2} (g + \omega) \gamma,
\]  

(3.69)

\[
\dot{\beta} = \frac{1}{2} (g + \omega) \beta \gamma,
\]  

(3.70)

\[
\dot{\gamma} = \frac{1}{2} (g - \omega + (g + \omega) e^{2\alpha}) - \frac{1}{4} (g + \omega) \left(\beta^2 - \gamma^2\right).
\]  

(3.71)

The Hermitian Hamiltonian is computed

\[
h(t) = -\frac{1}{2} (g + \omega) \beta a^\dagger a - \frac{1}{2} (g + \omega) e^\alpha \left(a^\dagger a + a^2\right).
\]  

(3.72)

In order to solve the coupled differential equations (3.69), (3.70) and (3.71) we note that

\[
\dot{\alpha} \beta - \dot{\beta} = 0.
\]  

(3.73)

We can integrate this to find a relation between the two variables

\[
\beta = c_1 e^{\alpha},
\]  

(3.74)

where \(c_1\) is a constant of integration. Substituting this into equation (3.70) and solving for \(\gamma\) we obtain

\[
\gamma = \frac{2\dot{\alpha}}{g + \omega}.
\]  

(3.75)

Now we make the change of variable \(\alpha = -2 \ln \sigma\). Substituting this into equation (3.71) along with the expressions (3.74) and (3.75) results in \(\sigma\) being restricted by the following Ermakov Pinney equation

\[
\ddot{\sigma} + \frac{\Lambda^2}{8} \sigma + \frac{(g + \omega)^2 (2 - c_1^2)}{16\sigma^3} = 0.
\]  

(3.76)

This is solved with the function

40
\[ \sigma(t) = \sqrt{c_2 \cos \left[ \frac{1}{\sqrt{2}} \Lambda (t + c_3) \right] - \sqrt{\frac{2c_2^2 (g - \omega) - (2 - c_1^2) (g + \omega)}{2 (g - \omega)}}}, \quad (3.77) \]

where \(c_2\) and \(c_3\) are constants of integration. We now rewrite the Hermitian Hamiltonian in terms of \(p\) and \(x\)

\[ h(t) = -\frac{g + \omega}{\omega \sigma(t)^2} \left( \frac{p^2}{2m} (c_1 - 2) + \frac{m \omega^2 x^2}{2} (c_1 + 2 - \frac{c_1}{2}) \right). \quad (3.78) \]

We see that in order to ensure \(h(t)\) is bounded from below, \(|c_1| > 2\). We also note that the time dependence is an overall factor. The parameters of the Dyson map are

\[ \alpha(t) = -\ln \left[ c_2 \cos \left[ \frac{1}{\sqrt{2}} \Lambda (t + c_3) \right] - \sqrt{\frac{2c_2^2 (g - \omega) - (2 - c_1^2) (g + \omega)}{2 (g - \omega)}} \right], \quad (3.79) \]

\[ \beta(t) = \frac{c_1}{c_2 \cos \left[ \frac{1}{\sqrt{2}} \Lambda (t + c_3) \right] - \sqrt{\frac{2c_2^2 (g - \omega) - (2 - c_1^2) (g + \omega)}{2 (g - \omega)}}}, \quad (3.80) \]

\[ \gamma(t) = \frac{\sqrt{2}}{g + \omega} \left[ \frac{\Lambda \sin \left[ \frac{1}{\sqrt{2}} \Lambda (t + c_3) \right]}{c_2 \cos \left[ \frac{1}{\sqrt{2}} \Lambda (t + c_3) \right] - \sqrt{\frac{2c_2^2 (g - \omega) - (2 - c_1^2) (g + \omega)}{2 (g - \omega)}}} \right]. \quad (3.81) \]

Now we have a solution for \(\eta(t)\) and therefore also \(\rho(t)\). This means we have can form a consistent theory for the non-Hermitian Hamiltonian \(\text{(3.59)}\) even in the broken regime \(|g| < |\omega|\). We see a similar transition between trigonometric and hyperbolic functions at the exceptional point \(g = \omega\) as we did in the matrix models. We have shown that a time-independent non-Hermitian system with a region of spontaneously broken \(\mathcal{PT}\)-symmetry can be made physically meaningful by using a time-dependent Dyson map in order to map the system to a time-dependent Hermitian system. The Hermitian system is then well-defined even in the spontaneously broken regime because of the explicit time-dependence in the Dyson map. The ability to make sense of such systems has great implications as we will see in the subsequent chapters, particularly in the analysis of entropy.

### 3.4 Summary

We have demonstrated that it is entirely possible to make physical sense of time-dependent non-Hermitian Hamiltonians. Furthermore, even when these Hamiltonians are in the spontaneously broken \(\mathcal{PT}\)-symmetric regime, explicit time-dependence in the Dyson map and the metric allows for a self-consistent quantum mechanical description. This is possible as the Hamiltonian that satisfies the time-dependent Schrödinger equation becomes unobservable and instead the energy operator develops real eigenvalues at any instance in time. We identified the new antilinear operator \(\tilde{\mathcal{PT}}\) that explains the reality of the spectrum of the energy operator in parts of the parameter regime. We
calculated this new symmetry operator in addition to the energy operator $\hat{H}(t)$ for a 2-level matrix model. We showed that as we cross the exceptional point, the behaviour in observable parameters becomes significantly different in character. Specifically, the behaviour changes from trigonometric to hyperbolic evolution.

Following the 2 level matrix model, we calculated the Dyson map for higher spin systems $(1, 3/2)$ corresponding to 3 and 4 level matrix models, both with spontaneously broken $\mathcal{PT}$-symmetry.

Finally, we moved onto a non-Hermitian harmonic oscillator with infinite dimensional Hilbert space, also with spontaneously broken $\mathcal{PT}$-symmetry. In this example we kept the non-Hermitian Hamiltonian time-independent in order to demonstrate how time-dependent analysis is extremely vital for such systems in order to make sense of the broken regime. The utility is in the ability to investigate the spontaneously broken regime of time-independent systems previously believed to be unphysical and therefore inaccessible in this regime.

Interestingly, we see that the Ermakov-Pinney equation arises in both situations we have considered.
Chapter 4

Coupled Oscillators with Spontaneously Broken $\mathcal{PT}$-Symmetry

In our analysis so far, we have considered time-dependent matrix models and a time-independent inverted harmonic oscillator. We showed that for the matrix model it was necessary to use time-dependent analysis in order to analyse such a system. The time-independent analysis for the harmonic oscillator was not enough to make sense of the spontaneously broken $\mathcal{PT}$ regime. The introduction of time into the central equations had the effect of mending the broken regime.

In this chapter we extend the previous analysis of the broken $\mathcal{PT}$ regime from a one dimensional two-level system [7] and an inverted harmonic oscillator to two-dimensional systems with infinite Hilbert space. These take the form of coupled harmonic oscillators with spontaneously broken $\mathcal{PT}$-symmetry. Studying such systems is of great importance as we wish to ultimately connect our theory to experimental results. Having solutions for coupled systems in more than one dimension is incredibly useful as this easily relates to many experimental scenarios for which a system is coupled to the environment.

Furthermore, in this chapter we will demonstrate the utility of the Lewis-Riesenfeld invariants (see Appendix A) for solving complicated systems. So far we have only encountered LR invariants in chapter 1 where we found the method to involve a large number of steps. In this setting they are particularly useful as we are able to avoid the complicated differential equation that arises when using the time-dependent Dyson equation.

As we begin to investigate more complicated systems, the description of the problem becomes more technical. In chapter 2 we demonstrated the algebraic technique for solving the various central equations while using the algebra of the Pauli matrices $SU(2)$ and in fact the algebra of the raising and lowering operators $Sl(2,R)$. We also used the algebraic technique to solve for the Dyson map $\eta (t)$ when we considered the inverted harmonic oscillator in chapter 3, however we did not quote an algebra for this system. In the examples presented in this chapter, we will be working primarily in terms of generators of a closed algebra that relate to the Hamiltonians under consideration. This enables us to compute the BCH relation (2.5) using only the closed algebra. The first coupled oscillator we consider belongs to an algebra consisting of 4 generators. The
second system consists of 10 generators.

4.1 \(i (xy + pxpy)\) coupled oscillator

We begin our analysis in this chapter with two harmonic oscillators coupled with an \(i (xy + pxpy)\) term. Initially we present the model with time-independent parameters and will introduce time into the system as the chapter progresses,

\[
H_{xyp} = \frac{a}{2} (p_x^2 + x^2) + \frac{b}{2} (p_y^2 + y^2) + i \frac{\lambda}{2} (xy + pxpy), \quad a, b, \lambda \in \mathbb{R}. \quad (4.1)
\]

This non-Hermitian Hamiltonian is symmetric with regard to the antilinear transformations \([15] PT_\pm : x \to \pm x, y \to \mp y, px \to \mp px, py \to \pm py, i \to -i, i.e. [PT_\pm, H_{xyp}] = 0.\) Thus we expect the eigenvalues to be real or to be grouped in pairs of complex conjugates when the symmetry is broken for the eigenfunctions. The energy eigenvalues are

\[
E_{n,m} = \frac{1}{2} (1 + n + m) (a + b) + \frac{1}{2} (n - m) \sqrt{(a - b)^2 - \lambda^2} \quad (4.2)
\]

and we see that they are real for \(|(a - b)| > |\lambda|\), or when \(n = m\). Therefore there is an exceptional point in the parameter space at \(|(a - b)| = |\lambda|\) below which the symmetry is spontaneously broken and the eigenvalues become complex conjugate pairs. It is convenient to express this Hamiltonian in a more generic algebraic fashion as

\[
H_K = aK_1 + bK_2 + i\lambda K_3, \quad (4.3)
\]

where we defined Lie algebraic generators

\[
K_1 = \frac{1}{2} (p_x^2 + x^2), \quad K_2 = \frac{1}{2} (p_y^2 + y^2), \quad K_3 = \frac{1}{2} (xy + pxpy), \quad K_4 = \frac{1}{2} (xp_y - ypx). \quad (4.4)
\]

Besides the generators already appearing in the Hamiltonian we added one more generator, \(K_4 = L_z/2,\) to ensure the closure of the algebra, i.e. we have

\[
[K_1, K_2] = 0, \quad [K_1, K_3] = iK_4, \quad [K_1, K_4] = -iK_3, \quad [K_2, K_3] = -iK_4, \quad [K_2, K_4] = iK_3, \quad [K_3, K_4] = i(K_1 - K_2)/2. \quad (4.5)
\]

Notice that \(K_i^\dagger = K_i\) for \(i = 1, \ldots, 4.\) In what follows we mostly use the algebraic formulation so that our results also hold for representations different from (4.4).

Now that we have our Hamiltonian set up in a closed algebraic form, we can begin our analysis. We proceed by initially solving the time-independent model, as did with the single inverted harmonic oscillator presented in section 3.3. First we will solve the time-independent Dyson equation and show that the procedure breaks down at the exceptional point. We will then mend the broken regime by solving the time-dependent Dyson equation. Finally we will introduce time into the Hamiltonian (4.1) and solve for the Dyson map using the time-dependent Dyson equation and then the Lewis-Riesenfeld invariants.
4.1.1 Time-independent Dyson map

We start our analysis on the non-Hermitian Hamiltonian (4.3) by solving the time-independent Dyson equation. For this we use the ansatz
\[ \eta = e^{\theta K_4}, \]  
(4.6)
and substitute into (1.9). We find that the corresponding Hamiltonian is Hermitian if
\[ \tanh \theta = \frac{\lambda}{(b - a)}. \]  
(4.7)
As the mapping is time-independent, we see the signature exceptional point present in the Dyson map. The map is only valid for \( |a - b| > |\lambda| \) and so we are unable to make sense of the broken regime. The Hermitian Hamiltonian becomes a system of two decoupled harmonic oscillators
\[ h_K = \eta H_K \eta^{-1} = \frac{1}{2} (a + b) (K_1 + K_2) + \frac{1}{2} \sqrt{(a - b)^2 - \lambda^2} (K_1 - K_2), \]  
(4.8)
for \( |\lambda| < |a - b| \). In order to proceed, it is clear we need to introduce time into the Dyson map and solve the time-dependent Dyson equation.

4.1.2 Time-dependent Dyson map

We now extend our analysis of Hamiltonian (4.3) to the time-dependent Dyson equation. At this stage the Hamiltonian is still time-independent and we only introduce time into the Dyson map. Our ansatz for \( \eta(t) \) now takes the form
\[ \eta(t) = e^{\alpha_3(t) K_3} e^{\alpha_4(t) K_4}. \]  
(4.9)
We substitute this into the Dyson equation and eliminate the non-Hermitian terms. In order to remove these terms we are required to solve the following coupled differential equations
\[ \dot{\alpha}_3 = -(a - b) \sinh \alpha_4 - \lambda \cosh \alpha_4, \]  
(4.10)
\[ \dot{\alpha}_4 = [(a - b) \cosh \alpha_4 + \lambda \sinh \alpha_4] \tanh \alpha_3. \]  
(4.11)
We can decouple these equations by first solving (4.10) for \( \alpha_4 \)
\[ \alpha_4 = \log \left[ \frac{-\dot{\alpha}_3 + \sqrt{(a - b)^2 - \lambda^2 + \dot{\alpha}_3^2}}{a - b + \lambda} \right]. \]  
(4.12)
Substituting this into the second equation (4.11) results in a non-linear differential equation in terms of \( \alpha_3 \)
\[ \ddot{\alpha}_3 + \left( (a - b)^2 - \lambda^2 + \dot{\alpha}_3^2 \right) \tanh \alpha_3 = 0. \]  
(4.13)
We can rewrite \( \alpha_3(t) = f(\omega t) \), where \( \omega = \sqrt{(a - b)^2 - \lambda^2} \) and so substituting this in we reduce the equation to
\[ f'' + (1 + f'^2) \tanh f = 0, \quad f' = \frac{df}{d(\omega t)} \quad (4.14) \]

Finally we make the variable change \( f = \text{arcsinh} \sigma \) which gives us the differential equation

\[ \sigma'' + \sigma = 0 \quad (4.15) \]

which is solved with

\[ \sigma(\omega t) = \frac{c_1}{\omega} \sin [\omega (t + c_2)]. \quad (4.16) \]

Therefore the parameters of the Dyson map are,

\[ \sinh \alpha_3 = \frac{c_1}{\omega} \sin [\omega (t + c_2)], \quad (4.17) \]
\[ \exp \alpha_4 = \frac{\sqrt{c_1^2 + \omega^2 - c_1 \cos [\omega (t + c_2)]}}{(a - b + \lambda) \sqrt{1 + \frac{c_1^2 \sin^2 [\omega (t + c_2)]}{\omega^2}}}, \quad (4.18) \]

which are always real when \(|a - b| > |\lambda|\), corresponding to the unbroken regime, and are real for \(|c_1| > |\omega|\) in the broken regime. The resulting Hermitian Hamiltonian is

\[ h(t) = \frac{1}{2} (a + b) [K_1 + K_2] + \frac{1}{2} \delta(t) [K_1 - K_2] \quad (4.19) \]

with \( \delta(t) = ((a - b) \cosh \alpha_4 + \lambda \sinh \alpha_4) \text{sech} \alpha_3 \), that is

\[ \delta(t) = \frac{\omega^2 \sqrt{c_1^2 + \omega^2}}{\omega^2 + c_1^2 \sin [\omega (t + c_2)]^2}. \quad (4.20) \]

This is now a system of two decoupled harmonic oscillators, much like the case in the time-independent Dyson map. However, now the system is valid in the spontaneously broken \( \mathcal{P}\mathcal{T} \) regime. We can now find the energy expectation values when \(|a - b| < |\lambda|\). Solving the time-dependent Schrödinger equation using the Lewis Riesenfeld invariants for the Hamiltonian \((4.19)\), we obtain the wave functions

\[ \phi(x, y, t) = \phi_{-,n}(x, t) \phi_{+,m}(y, t), \quad (4.21) \]

from which we can construct a general wave function and where

\[ \phi_{\pm,n}(z, t) = \frac{e^{i\alpha_{\pm}(t)}}{\sqrt{\chi_{\pm}(t)}} \exp \left[ \frac{i}{f_{\pm}(t)} \frac{\dot{\chi}_{\pm}(t)}{\chi_{\pm}(t)} + \frac{1}{2} \frac{z^2}{\chi_{\pm}(t)^2} \right] H_n \left[ \frac{z}{\chi_{\pm}(t)} \right], \quad (4.22) \]

with

\[ f_{\pm}(t) = \frac{1}{2} (a + b) \pm \frac{1}{2} \delta(t), \quad (4.23) \]

and \( \chi_{\pm}(t) \) satisfying a dissipative EP equation

\[ \ddot{\chi}_{\pm} - \frac{f_{\pm}^2}{f_{\pm}^2} \dot{\chi}_{\pm} + f_{\pm}^2 \chi_{\pm} = \frac{f_{\pm}^2}{\chi_{\pm}^3}, \quad (4.24) \]
and $\alpha_\pm (t)$ satisfying the integral
\begin{equation}
\alpha_\pm (t) = -\left( n + \frac{1}{2} \right) \int_0^t \frac{f_\pm (s)}{\chi_\pm (s)^2} ds.
\end{equation}
(4.25)

Using these solutions we calculate the energy expectation values
\begin{equation}
\tilde{E} (t) = \langle \psi (t) | \rho (t) \tilde{H} (t) \psi (t) \rangle = \langle \phi (x, y, t) | h (t) \phi (x, y, t) \rangle.
\end{equation}
(4.26)

As the corresponding Hermitian system is decoupled it is significantly easier to work in this regime. We obtain
\begin{equation}
\tilde{E} (t) = \left( n + \frac{1}{2} \right) f_- (t) + \left( m + \frac{1}{2} \right) f_+ (t).
\end{equation}
(4.27)

From this we can see that $\tilde{E} (t)$ is static when $n = m$. In order to define the integration constants $c_{1,2}$ we enforce the initial condition $\alpha_3 (0) = \alpha_4 (0) = 0$ such that $\eta (0) = 1$. Under this condition $c_1 = -\lambda$ and $c_2 = 0$. We can see the reality of the energy operator spectrum across the unbroken and broken $\mathcal{PT}$ regime in figures 4.1 to 4.3.

Figure 4.1: Energy observables $\tilde{E} (t)$ for $a = 1.5$, $b = 1$ and $\lambda = 0.4$, corresponding to the $\mathcal{PT}$ unbroken regime.

Figure 4.1 shows the unbroken $\mathcal{PT}$ regime for the first two excited states. In this regime the first excited states oscillate.
Figure 4.2: Energy observables $\tilde{E}(t)$ for $a = 1.5$, $b = 1$ and $\lambda = 0.5$, corresponding to the exceptional point.

Figure 4.2 shows the exceptional point for $(a - b) = \lambda$ for the first two excited states. At this point the first two excited states decay asymptotically to $(a + b)$. All states at the exceptional point where $n \neq m$ decay to $\frac{1}{2} (1 + n + m) (a + b)$. When $n = m$ the energy is constant at $\left(\frac{1}{2} + m\right) (a + b)$.

Figure 4.3: Energy observables $\tilde{E}(t)$ for $a = 1.5$, $b = 1$ and $\lambda = 0.6$, corresponding to the $\mathcal{PT}$ broken regime.

Figure 4.3 shows the broken $\mathcal{PT}$ regime for the first two excited states. At this point the first two excited states decay asymptotically to $(a + b)$. Like at the exceptional
point, all states in the broken regime where \( n \neq m \) decay to \( \frac{1}{2} (1 + n + m) (a + b) \). When \( n = m \) the energy is constant at \( \left( \frac{1}{2} + m \right) (a + b) \).

It is also interesting to plot the variation of the energy expectation values as \( \lambda \) is varied across the exceptional point at different times.

![Energy observables \( \tilde{E} (t) \) with varying \( \lambda \) at different times demonstrating the transition from the \( \mathcal{PT} \)-symmetric to the \( \mathcal{PT} \) broken regime. \( a = 1.5 \) and \( b = 1 \).](image)

Figure 4.4: Energy observables \( \tilde{E} (t) \) with varying \( \lambda \) at different times demonstrating the transition from the \( \mathcal{PT} \)-symmetric to the \( \mathcal{PT} \) broken regime. \( a = 1.5 \) and \( b = 1 \).

Figure 4.4 shows the energy expectation values for \( a = 1.5 \) and \( b = 1 \) as we vary \( \lambda \) through the exceptional point at \( \lambda = 0.5 \). At \( \lambda < 0.5 \) the energies are clearly oscillatory, which corresponds to figure 4.1. But we see a clear transition at the exceptional point \( \lambda = 0.5 \) from oscillatory to smooth decay, this corresponds to figure 4.3. At \( \lambda > 0.5 \) the energy expectation values decay at increasing times with no oscillation. This a clear phase transition rather elegantly displayed for a time-dependent system.

### 4.1.3 Fully time-dependent model

The final step in this model is to introduce time into the non-Hermitian Hamiltonian. To do this we take \( \lambda \rightarrow \lambda (t) \). Furthermore, in order to simplify the resulting equations, we take \( b = a \) such that the Hamiltonian is permanently in the broken regime. This is particularly interesting as we would ordinarily discard such a system as non-physical. However, using a time-dependent Dyson map, we will be able to make the system meaningful. Firstly, we will solve this system using the time-dependent Dyson equation and then we will go on to show that in this particular case, employing the LR invariants is actually a far simpler path to the solution for \( \eta (t) \).

#### 4.1.3.1 Time-dependent Dyson equation

We use the same ansatz as in (4.9), which when substituted into the time-dependent Dyson equation results in a Hermitian Hamiltonian if the following coupled differential
equations are satisfied
\[
\dot{\alpha}_3 = -\lambda(t) \cosh \alpha_4, \quad (4.28)
\]
\[
\dot{\alpha}_4 = \lambda(t) \sinh \alpha_4 \tanh \alpha_3. \quad (4.29)
\]
In order to solve these, we eliminate \(\lambda\) and \(dt\) from the equations, so that
\[
d\alpha_4 = -\tanh \alpha_3 \tanh \alpha_4 d\alpha_3, \quad (4.30)
\]
hence obtaining \(\alpha_4\) as a function of \(\alpha_3\)
\[
\sinh \alpha_4 = \tilde{c}_1 \sech \alpha_3 \quad (4.31)
\]
with integration constant \(\tilde{c}_1\). Next we define \(\chi = \cosh \alpha_3\) and use (4.28) and (4.29) to derive that the central equation that needs to be satisfied is once more the Ermakov-Pinney equation [83,84] with a dissipative term
\[
\ddot{\chi} - \frac{\dot{\lambda}}{\lambda} \dot{\chi} - \lambda^2 \chi = \frac{\tilde{c}_1^2 \lambda^2}{\chi^3}. \quad (4.32)
\]
This equation is ubiquitous in the context of solving time-dependent Hermitian systems, even in the Hermitian setting, see e.g. [85]. To solve this, we rewrite \(\chi(t) = f[\mu(t)]\), where \(\mu(t) = \int^t \lambda(s) \, ds\) and substitute this into (4.32), which gives
\[
f'' - f = \frac{\tilde{c}_1^2}{f^3}, \quad f' = \frac{df}{d\mu}. \quad (4.33)
\]
This is now a much simpler Ermakov-Pinney equation to solve, and we find the solution to be
\[
f[\mu(t)] = \frac{1}{\sqrt{2}} \sqrt{(1 + \tilde{c}_3^2) \cosh [2\tilde{c}_3 - 2\mu(t)] + (1 - \tilde{c}_3^2)} . \quad (4.34)
\]
Therefore we have the solutions for the components of the Dyson map
\[
cosh \alpha_3 = \frac{1}{\sqrt{2}} \sqrt{(1 + \tilde{c}_3^2) \cosh [2\tilde{c}_3 - 2\mu(t)] + (1 - \tilde{c}_3^2)}, \quad (4.35)
\]
\[
\sinh \alpha_4 = \frac{\tilde{c}_1 \sqrt{2}}{\sqrt{(1 + \tilde{c}_3^2) \cosh [2\tilde{c}_3 - 2\mu(t)] + (1 - \tilde{c}_3^2)}}. \quad (4.36)
\]
This is real for all values of \(\tilde{c}_1\). The corresponding Hermitian Hamiltonian is
\[
h(t) = a(t) (K_1 + K_2) + \frac{\lambda(t)}{2} \frac{\sinh \alpha_4}{\cosh \alpha_3} (K_1 - K_2). \quad (4.37)
\]
Once again, this Hamiltonian is Hermitian and the Dyson map is valid even though the non-Hermitian Hamiltonian we started with is permanently sitting in the broken regime. The solutions to the Schrödinger equation for (4.37) take the same form as (4.22) with \(f_{\pm}(t)\) replaced with
\[
f_{\pm}(t) = a(t) \pm \frac{\lambda(t)}{2} \frac{\sinh \alpha_4}{\cosh \alpha_3}. \quad (4.38)
\]
4.1.3.2 Lewis Riesenfeld Invariants

We will now show that the same solution for the Dyson map (4.35), (4.36) can be obtained with far fewer technical equations using the Lewis Riesenfeld invariants. The first step is to find the non-Hermitian invariant from the equation

$$\partial_t I_H(t) = i [I_H(t), H(t)] .$$

(4.39)

For this we take the most general form of $I_H(t)$ for our ansatz

$$I_H(t) = u_1(t) K_1 + u_2(t) K_2 + u_3(t) K_1 + u_4(t) K_4.$$  

(4.40)

Substituting this into equation (4.39) along with the Hamiltonian (4.3) results in the coupled differential equations

$$\dot{u}_1 = \frac{i}{2} \lambda u_4, \quad \dot{u}_2 = -\frac{i}{2} \lambda u_4, \quad \dot{u}_3 = 0, \quad \dot{u}_4 = i \lambda (u_2 - u_1).$$

(4.41)

These equations are easily solved with the functions,

$$u_1 = \frac{q_1}{2} + q_3 \cosh [\mu (t)],$$

(4.42)

$$u_2 = q_1 - u_1,$$

(4.43)

$$u_3 = q_2,$$

(4.44)

$$u_4 = 2i q_3 \sinh [\mu (t)].$$

(4.45)

with complex integration constants $q_j = q_j^i + i q_j^i, q_j^i, q_j^i \in \mathbb{R}$. Now we have defined the non-Hermitian invariant, we move on to solve the similarity transform between the non-Hermitian invariant $I_H$ and the Hermitian invariant $I_h$

$$I_h(t) = \eta(t) I_H(t) \eta^{-1}(t).$$

(4.46)

In order to solve this we use the same ansatz for the Dyson map (4.9) and use the BCH relation to expand in terms of the algebraic elements. When we restrict the resulting invariant to be Hermitian, we obtain the following constraints

$$q_i^i = 0, \quad 4q_3^i q_3^i = -q_2^i q_2^i.$$  

(4.47)

Furthermore, the parameters of the Dyson map are found to be

$$\cosh \alpha_3 = \frac{\sqrt{2 (q_3^i)^2 \cosh [2q_4^i - 2 \mu (t)] + 2 (q_3^i)^2 - (q_2^i)^2}}{\sqrt{4 (q_3^i)^2 - (q_2^i)^2}},$$

(4.48)

$$\sinh \alpha_4 = \frac{-q_2^i}{\sqrt{2 (q_3^i)^2 \cosh [2q_4^i - 2 \mu (t)] + 2 (q_3^i)^2 - (q_2^i)^2}}.$$  

(4.49)

Therefore identifying $q_3^i = \sqrt{c_3^2 + 1}, q_2^i = -c_1 \sqrt{2}$ and $q_4^i = \tilde{c}_4$ our solutions match those obtained in the previous section. Notice that we never had to solve the EP equation using this method. The Hermitian invariant is
\[ I_h(t) = v_1(t) K_1 + v_2(t) K_2 + v_3(t) K_3 + v_4(t) K_4, \] (4.50)

where the time-dependent coefficients are

\[
v_1 = \frac{1}{2} q_1^t + \frac{1}{2} \sqrt{4 (q_3^t)^2 - (q_2^t)^2}, \quad (4.51)
\]

\[
v_2 = \frac{1}{2} q_1^t - \frac{1}{2} \sqrt{4 (q_3^t)^2 - (q_2^t)^2}, \quad (4.52)
\]

\[
v_3 = \frac{q_2^t (4 (q_3^t)^2 - (q_2^t)^2) \cosh [q_4^t - \mu(t) / 2]}{2q_3^t \sqrt{2 (q_3^t)^2 \cosh [2q_4^t - \mu(t)] + 2 (q_3^t)^2 - (q_2^t)^2}}, \quad (4.53)
\]

\[
v_4 = \frac{q_i q_2^t \sqrt{4 (q_3^t)^2 - (q_2^t)^2} \sinh [q_4^t - \mu(t)]}{2q_3^t \sqrt{2 (q_3^t)^2 \cosh [2q_4^t - \mu(t)] + 2 (q_3^t)^2 - (q_2^t)^2}}. \quad (4.54)
\]

We can then compute the Hermitian Hamiltonian from the invariant (4.50). Typically the invariant is computed from the Hamiltonian, but in this case we use equation (2.97) the opposite way round. The Hermitian Hamiltonian is precisely of the form (4.37). Therefore we have shown the equivalence of the Lewis Riesenfeld invariant method and the time-dependent Dyson equation. However, it is clear that in this context the Lewis Riesenfeld invariant method exhibits simpler central equations to solve. The trade off is that there are more steps to the solution process. Now we have analysed a coupled harmonic oscillator, we move on to a significantly more complicated system.

### 4.2 \( ixy \) coupled oscillator

We follow our analysis of the \( i(x + p_x p_y) \) coupling by now investigating the more popular non-Hermitian \( ixy \) coupling term. In this case the Hamiltonian takes the form

\[
H_{xy} = \frac{1}{2m} (p_x^2 + p_y^2) + \frac{1}{2} m \left( \Omega_x^2 x^2 + \Omega_y^2 y^2 \right) + i \lambda x y, \quad m, \kappa, \Omega_x, \Omega_y \in \mathbb{R}. \quad (4.55)
\]

This non-Hermitian Hamiltonian is symmetric with regard to the antilinear transformations \[ \mathcal{PT}_\pm : x \rightarrow \pm x, \quad y \rightarrow \mp y, \quad p_x \rightarrow \mp p_x, \quad p_y \rightarrow \pm p_y, \quad i \rightarrow -i, \quad i.e. \mathcal{PT}_\pm H_{xy} \mathcal{PT}_\pm = 0. \]

Clearly this Hamiltonian is also symmetric with regard to the same antilinear symmetry as \( H_{xyp} \). Thus we expect the eigenvalues to be real or to be grouped in pairs of complex conjugates when the symmetry is broken for the eigenfunctions. It has the eigenvalues

\[
E_{n_1, n_2} = \left( n_1 + \frac{1}{2} \right) \omega_x + \left( n_2 + \frac{1}{2} \right) \omega_y, \quad (4.56)
\]

with

\[
\omega_{x,y}^2 = \frac{1}{2m} \left( m \Omega_+ \pm \sqrt{m^2 \Omega_-^2 - 4 \lambda^2} \right), \quad (4.57)
\]

and \( \Omega_+ = \Omega_y^2 \pm \Omega_x^2 \). This system has been studied in detail in the time-independent regime \[10, 87, 88\] and it is clear from the energy eigenvalues that the \( \mathcal{PT} \)-symmetry is
spontaneously broken when \( |m\Omega_z^2| < 2|\lambda| \) as they become complex. We show in this section that by using a time-dependent metric, we can mend the broken regime and return a physical meaning to it.

We wish to express the Hamiltonian (4.55) in terms of a closed algebra. This allows us to formulate our Ansatz for \( \eta \) in terms of the generators of the algebra and guarantees that the resulting Hermitian Hamiltonian will also be expressible in terms of these generators. The algebra for our Hamiltonian is comprised of the ten Hermitian generators

\[
K^z_\pm = \frac{1}{2} (p_z \pm z^2), \quad K^0_\pm = \frac{1}{2} \{z, p_z\}, \quad J_\pm = \frac{1}{2} (xp_y \pm yp_x), \quad I_\pm = \frac{1}{2} (xy \pm pxpy),
\]

where \( z = x, y \). The commutation relations for these generators are

\[
\begin{align*}
[K^0_0, K^z_\pm] &= 2iK^z_\pm, \quad [K^z_+, K^z_-] = 2iK^0_0, \quad [K^z_\mu, K^\nu_\nu] = 0, \\
[K^0_0, J_\pm] &= -iJ_\mp, \quad [K^0_\pm, J_\pm] = iJ_\mp, \quad [K^\mu_0, J_\pm] = -iI_\mp, \\
[K^z_\pm, J_\mp] &= \pm iI_\mp, \quad [K^\mu_\pm, J_\mp] = \pm iI_\mp, \\
[K^\mu_\pm, I_\pm] &= \mp iJ_\mp, \quad [K^\mu_\mp, I_\pm] = -iJ_\mp, \\
[J_+, J_-] &= \frac{i}{2} (K^x_0 - K^y_0), \quad [I_+, J_-] = -\frac{i}{2} (K^x_0 + K^y_0), \\
[J_+, I_-] &= \pm \frac{i}{2} (K^x_\mp + K^y_\mp), \quad [J_-, I_+] = \mp \frac{i}{2} (K^x_\mp - K^y_\mp),
\end{align*}
\]

with \( \mu, \nu = +, -, 0 \). As is clear, this is a rich algebra containing many closed subalgebras contained within. We can rewrite the Hamiltonian (4.55) as

\[
H_{xy} = \sum_{z, \sigma = \pm} \Lambda^z_{\sigma} K^z_{\sigma} + i\lambda (I_+ + I_-),
\]

where \( \Lambda^z_{\pm} = \frac{1}{2m} (1 \pm m^2 \Omega_z^2) \). As the generators are all Hermitian, the Hamiltonian is non-Hermitian due to the contribution from the last term. With our Hamiltonian expressed in this form we are now able to proceed with solving the time-dependent Dyson equation using the BCH relation to evaluate the adjoint action of \( \eta \) on the Hamiltonian and solving the resulting differential equations. These equations arise when we enforce the condition of Hermiticity on the resulting Hamiltonian. However, we first recall the solution to the time-independent Dyson equation [10] in order to emphasise that the mapping and the metric breaks down as the \( \mathcal{PT} \)-symmetry is spontaneously broken in the absence of time.

### 4.2.1 Time-independent Dyson map

In the time-independent case, the time-dependent Dyson equation [1.17] reduces to a similarity transformation and is solved with [10]

\[
\eta = e^{\theta J_+}, \quad \tanh 2\theta = \frac{2\lambda}{m\Omega_z^2}.
\]
This mapping is only valid for $|m\Omega^2| > 2|\lambda|$ which matches the results from [87, 88].

The resulting Hermitian Hamiltonian is

$$h = \frac{1}{2m} \left(p_x^2 + p_y^2\right) + \frac{1}{2} m \left(\omega_x^2 x^2 + \omega_y^2 y^2\right),$$  \hspace{1cm} (4.69)

$$\omega_x^2 = \frac{\Omega_x^2 \cosh^2 \theta + \Omega_y^2 \sinh^2 \theta}{\cosh 2\theta}, \quad \omega_y^2 = \frac{\Omega_x^2 \sinh^2 \theta + \Omega_y^2 \cosh^2 \theta}{\cosh 2\theta}. \hspace{1cm} (4.70)$$

In this time-independent setting, when the $\mathcal{PT}$-symmetry is broken we cannot construct a metric $\varrho = \eta^\dagger \eta$ and therefore cannot make sense of the broken regime. To progress, we must acknowledge that our choice for $\eta$, and therefore $\varrho$, is not restricted to be time-independent. Introducing an explicit time-dependence into these parameters means we are led to solve the TDDE resulting in a time-dependent Hermitian Hamiltonian.

### 4.2.2 Time-dependent Dyson map

We now use a time-dependent Dyson map of the form

$$\eta(t) = e^{\alpha_-(t)L_-} e^{\theta_+(t)J_+} e^{\alpha_+(t)L_+} e^{\theta_-(t)J_-}, \quad L_+ = \frac{1}{2} (I_+ + I_-), \quad L_- = \frac{1}{2} (I_+ - I_-). \hspace{1cm} (4.71)$$

This Ansatz is of course not the most general choice. We could use all ten generators in our Ansatz in order to find the most general form of $\eta$. However, it is well known that $\eta$ is not unique [17] and so we are content here to find a solution. We choose (4.71) to be comprised of the interaction generators between the two oscillators as this produces a comprehensible solution. The quantities $\alpha_+$, $\alpha_-$, $\theta_+$ and $\theta_-$ could all be chosen to be fully complex, however this substantially increases the complexity of problem. We wish to avoid all quantities being purely imaginary, as in this case $\eta$ is just a gauge transformation. Therefore we restrict $\alpha_+$, $\alpha_-$, $\theta_+ \in \mathbb{R}$ and $\theta_- \in \mathbb{R}$. The comparatively relaxed restriction $\theta_- \in \mathbb{R}$ allows for $\theta_-$ to contain an imaginary term of the form $in\pi$, $n \in \mathbb{Z}$. This is included as we see that $\theta_-$ only appears in hyperbolic form in the resulting expressions and therefore the combinations are always real. Substituting $\eta$ into the time-dependent Dyson equation (1.17), the imaginary terms are eliminated when the following differential equations hold

$$\dot{\alpha}_- = -\frac{2}{m} \sin \theta_+, \hspace{1cm} \dot{\theta}_+ = \frac{1}{4m} \alpha_-(2m^2 \Omega_+^2 - \alpha_+^2) \sec \theta_+ - \frac{\alpha_+}{m}, \hspace{1cm} \dot{\alpha}_+ = \frac{1}{2m} (2m^2 \Omega_+^2 - \alpha_+^2) \tan \theta_+ + m \Omega_+^2 \sin \theta_- - 2\lambda \cosh \theta_-, \hspace{1cm} \dot{\theta}_- = \frac{\alpha_-(2\lambda \sinh \theta_- - m \Omega_+^2 \cosh \theta_-)}{2 \cos \theta_+ + \alpha_+ \alpha_-},$$  \hspace{1cm} (4.72)
We solve these coupled differential equations by differentiating the first equation three times and at each stage substituting in the expressions for \( \theta_+ , \theta_-, \dot{\alpha}_+ \) and \( \dot{\alpha}_- \):

\[
\dot{\alpha}_- = \frac{1}{2m^2} \alpha_+ (4 \cos \theta_+ + \alpha_+ \alpha_-) - \Omega^2 \alpha_- ,
\]

\[
\ddot{\alpha}_- = \frac{1}{m^2} \left( m \Omega^2 \sinh \theta_- - 2 \lambda \cosh \theta_- \right) (2 \cos \alpha_+ + \alpha_+ \alpha_-) + \frac{4 \Omega^2}{m} \sin \alpha_+ , \tag{4.73}
\]

\[
\dddot{\alpha}_- = -2m^2 \left[ \frac{1}{2m^2} \alpha_+ (4 \cos \theta_+ + \alpha_+ \alpha_-) - \Omega^2 \alpha_- \right] - \left( \Omega^4 - m^4 \right) \alpha_-. \tag{4.74}
\]

In the final, fourth order equation we can clearly replace the bracket by \( \dddot{\alpha}_- \) to obtain a fourth order equation solely in terms of \( \alpha_- \):

\[
\dddot{\alpha}_- + m \Omega^2 \alpha_- + \delta \alpha_- = 0 , \tag{4.75}
\]

where \( \delta = \Omega^4 - 4 \frac{\lambda^2}{m^4} \). The solution to equation (4.74) allows us to go back and calculate \( \theta_+ , \theta_- \) and \( \alpha_+ \) using the equations (4.72) and (4.73) in terms of \( \alpha_- \) together with its derivatives.

\[
\theta_+ = - \arcsin \frac{m \dot{\alpha}_-}{2} , \quad \alpha_+ = \frac{- \sqrt{4 - m^2 \dot{\alpha}^2_-} \pm \beta}{\alpha_-} , \quad e^{\theta_-} = \pm \frac{m^2 \gamma (\pm) m \sqrt{m^2 \gamma^2 + \delta \beta^2}}{\beta (m \Omega^2 - 2 \lambda)} ,
\]

where \( \beta = \sqrt{4 + 2m^2 \Omega^2 \alpha^2_+ - m^2 (\dot{\alpha}^2 - 2 \alpha_\theta \dot{\theta}_-)} \) and \( \gamma = 2m^2 \alpha_+ + \ddot{\alpha}_- \). The \( (\pm) \) indicates that we can take either the positive or negative square root independently of the choice of sign for \( \pm m^2 \gamma \). These expressions require some further analysis in order to ensure they remain real and smooth for all values of \( \alpha_- \) and its derivatives. It is clear that there is the possibility of singularities in \( \alpha_+ \) when \( \alpha_- = 0 \) and in \( \theta_- \) when \( m\Omega^2_- = 2 \lambda \). We therefore analyse these solutions in the corresponding limits. In order to ensure there are no singularities in \( \alpha_+ \), we must take the sign of \( \beta \) to be positive. This can be seen by expanding \( \alpha_+ \) when \( \alpha_- \to 0 \):

\[
\alpha_+ (\alpha_- \to 0) = \frac{- \sqrt{4 - m^2 \alpha^2_-} \pm 4 - m^2 \dot{\alpha}^2_-}{\alpha_-} \left[ \frac{1 + \alpha_- m^2 (\Omega^2 \alpha_+ + \dot{\alpha}_-)}{4 - m^2 \dot{\alpha}^2_-} \right] \quad \left[ \frac{1}{8} \frac{2\alpha_- m^2 (\Omega^2 \alpha_+ + \dot{\alpha}_-)}{4 - m^2 \dot{\alpha}^2_-} \right] + \ldots \right] . \tag{4.76}
\]

Therefore it is clear we must take the sign of \( \beta \) to be positive in order to eliminate the singularity when \( \alpha_- = 0 \). In this case \( \alpha_+(\alpha_- \to 0) \) becomes

\[
\alpha_+(\alpha_- \to 0) = \frac{m^2 \dot{\alpha}_-}{4 - m^2 \dot{\alpha}^2_-} , \tag{4.77}
\]

and so we see there is no singularity at \( \alpha_- = 0 \). This also means the sign \( \pm m^2 \gamma \) must be taken to be positive. When \( m\Omega^2_- = 2 \lambda \) there appears to be a singularity in \( \theta_- \). In order to investigate this we expand the square root in \( \theta_- \) in terms of \( \delta \):

\[
e^{\theta_-} = \frac{m^2 \gamma}{\beta (m \Omega^2_- - 2 \lambda)} (\pm) \frac{m^2 \gamma}{\beta (m \Omega^2_- - 2 \lambda)} \left[ 1 + \frac{1}{2} \frac{\delta \beta^2}{m^2 \gamma^2} - \frac{1}{8} \left( \frac{\delta \beta^2}{m^2 \gamma^2} \right)^2 + \ldots \right] . \tag{4.78}
\]
Recalling that 
\[ \delta = \Omega^4 - 4 \frac{\lambda^2}{m^2} = (m_\Omega^2 - 2\lambda) (m_\Omega^2 + 2\lambda) / m^2, \]
we must therefore choose the sign of the square root \((\pm)\) to be negative. This ensures the singularity is eliminated when \(m_\Omega^2 = 2\lambda\). The resulting expression is
\[ e^{\theta} = -\frac{\Omega^2 \beta}{m\gamma}. \]  
(4.79)

When \(m_\Omega^2 = -2\lambda\) we must choose the sign of the square root \((\pm)\) to be positive in order to avoid a logarithm of zero. In this case the expression is
\[ e^{\theta} = \frac{m\gamma}{\Omega^2 \beta}. \]  
(4.80)

Now we rewrite our solutions for \(\theta_+\), \(\theta_-\) and \(\alpha_-\) using this new information
\[ \theta_+ = -\arcsin \frac{m\dot{\alpha}_-}{2}, \quad \alpha_+ = \frac{-\sqrt{4 - m^2 \dot{\alpha}_-^2 + \beta}}{\alpha_-}, \]  
(4.81)
\[ e^{\theta}_- = \frac{m^2 \gamma \pm m \sqrt{m^2 \gamma^2 + \delta \beta^2}}{\beta (m_\Omega^2 - 2\lambda)} \text{ for } m_\Omega^2 \neq \pm 2\lambda, \]  
(4.82)
\[ e^{\theta}_- = -\frac{\Omega^2 \beta}{m\gamma} \text{ for } m_\Omega^2 = 2\lambda, \quad e^{\theta}_- = \frac{m\gamma}{\Omega_+^2 \beta} \text{ for } m_\Omega^2 = -2\lambda. \]  
(4.83)

As we can see in the equations (4.81) and (4.82), there are restrictions placed on the magnitude of \(\alpha_-\) and its derivatives in order for the parameters \(\alpha_+, \theta_+\) and \(e^{\theta}_-\) to be real. From the first equation in (4.81) we must have \(|m\dot{\alpha}_-| \leq 1| and from equation (4.82) we must have \(m^2 \gamma^2 + \delta \beta^2 \geq 0\) when \(\delta < 0\). We address these restrictions as we calculate \(\alpha_-\).

We can solve (4.74) without consideration to the sign of \(\delta\) and obtain a valid solution. However, we wish to preserve the reality of \(\alpha_-\) in order to prevent \(\eta\) from becoming unitary and leading to a simple gauge transformation. Therefore we must consider three separate regimes arising from the time-independent analysis, these are: the unbroken regime where \(|m_\Omega^2| > 2|\lambda| (\delta > 0)\), the spontaneously broken regime with \(|m_\Omega^2| < 2|\lambda| (\delta < 0)\) and the exceptional point where \(|m_\Omega^2| = 2|\lambda| (\delta = 0)\). These regimes must be treated separately as they lead to qualitatively different solutions. In all three cases \(\alpha_- \in \mathbb{R}\) as required.

For \(\delta > 0\), the solution is
\[ \alpha_- = c_1 \cos (\Delta_+ t) + c_2 \sin (\Delta_+ t) + c_3 \cos (\Delta_- t) + c_4 \sin (\Delta_- t), \]  
(4.84)
where \(c_{1,2,3,4}\) are constants of integration. The number of constants reflects the number of first order differential equations we started with in (4.72), and so we get four as expected. However, they are not free to take any value as we must have \(|m\dot{\alpha}_-| \leq 1|\.

The choice
\[ c_1 = \frac{1}{m\Delta_+}, \quad c_3 = \frac{1}{m\Delta_-}, \quad c_2 = c_4 = 0 \]  
(4.85)
ensures the condition is met. There are many other choices that satisfy this condition as the Dyson map and the metric is not unique as already stated. However we choose the constants above for simplicity and as a demonstration. The frequencies are

$$\Delta_\pm = \sqrt{\Omega_+^2 \pm 2\sqrt{\Omega_+^2 \Omega_+^2 + \frac{\lambda^2}{m^2}}}.$$ (4.86)

The condition for $\Delta_-$ to be real is $\delta > 0$, so in the unbroken regime both $\Delta_\pm$ are real. When $\delta < 0$, $\Delta_-$ becomes imaginary and so solving (4.74) in broken regime must be considered separately.

For $\delta < 0$, the solution is

$$\alpha_- = \tilde{c}_1 \cos (\tilde{\Delta}_+ t) + \tilde{c}_2 \sin (\tilde{\Delta}_+ t) + \tilde{c}_3 \cosh (\tilde{\Delta}_- t) + \tilde{c}_4 \sinh (\tilde{\Delta}_- t)$$ (4.87)

with $\tilde{c}_{1,2,3,4}$ being the constants of integration and

$$\tilde{\Delta}_\pm = \sqrt{2\Omega_+^2 + \frac{\lambda^2}{m^2} \pm \Omega_+^2}.$$ (4.88)

We have both $\tilde{\Delta}_\pm$ being real when $\delta < 0$. In order to satisfy the condition $|m\alpha_-/2| \leq 1$ we must choose our constants such that we eliminate exponential growth from the hyperbolic functions. The choice

$$\tilde{c}_4 = -\tilde{c}_3$$ (4.89)

restricts the solution to exponential decay. The condition $m^2\gamma^2 + \delta\beta^2 \geq 0$ is satisfied with the choice $\tilde{c}_1^2 + \tilde{c}_2^2 \geq \frac{1}{\Delta_+^2} \left( \frac{2}{m} + \frac{\Omega_+}{\sqrt{m\Omega_+^2 \Omega_y^2 + \lambda^2}} \right)$. Therefore we set

$$\tilde{c}_1 = \sqrt{\frac{1}{m\Delta_+^2} \left( \frac{2}{m} + \frac{\Omega_+}{\sqrt{m\Omega_+^2 \Omega_y^2 + \lambda^2}} \right)},$$ (4.90)

$$\tilde{c}_3 = -\tilde{c}_4 = -\frac{1}{2m\Delta_-} \left( \frac{2}{m} - \frac{\Omega_+}{\sqrt{m\Omega_+^2 \Omega_y^2 + \lambda^2}} \right),$$ (4.91)

$$\tilde{c}_2 = 0.$$ (4.92)

With these choices, even in the broken regime, we obtain a real solution for $\alpha_-$ and consequently for $\eta$ as we satisfy all the conditions imposed on the integration constants. Once again there are other choices that satisfy these conditions but we make these choices for simplicity and as a demonstration.

For $\delta = 0$, the solution is

$$\alpha_- = \hat{c}_1 \cos (\sqrt{2}\Omega_+ t) + \hat{c}_2 \sin (\sqrt{2}\Omega_+ t) + \hat{c}_3 t + \hat{c}_4,$$ (4.93)
where \( \hat{c}_{1,2,3,4} \) are the constants of integration. Once again we must enforce the condition \( |m\alpha_-/2| \leq 1 \). Setting
\[
\hat{c}_1 = \frac{1}{m\sqrt{2\Omega_+}}, \quad \hat{c}_2 = 0, \quad \hat{c}_3 = \hat{c}_4 = \frac{1}{m},
\] (4.94)
satisfies this constraint. Of course, there are many choices that satisfy the conditions but we pick simple constants here for demonstration purposes.

We have obtained a real solution for \( \alpha_- \) for all values of \( \delta \) and have fixed the integration constants such that the parameters \( \alpha_+ \) and \( \theta_+ \) and \( e^{\theta_-} \) are real for all \( t \). This means we have well-defined metric, \( \varrho (t) = \eta (t) \eta (t) \), for all values of \( \Omega_x, \Omega_y, \lambda \) and \( m \).

Thus importantly we have a time-independent, non-Hermitian system exhibiting spontaneously broken \( \mathcal{PT} \)-symmetry that ordinarily (in the time-independent regime) only has a well-defined metric in the unbroken regime. However, we have shown that by introducing time-dependence into this metric, the system becomes well-defined over the entire parameter set, including the broken regime.

The resulting Hermitian Hamiltonian is
\[
h (t) = h_{x,-} (t) + h_{y,+} (t),
\] (4.96)
where
\[
h_{z,\pm} (t) = \frac{1}{2M_\pm (t)} p_z^2 + \frac{1}{2} M_\pm (t) \omega_\pm (t) z^2 \pm g (t) \{z, p_z \}, \quad z = x, y,
\] (4.97)
are Swanson type [29] Hamiltonians with time-dependent mass and frequency. The time-dependent terms can be expressed in terms of the Dyson map parameters.

\[
M_\pm (t) = m \left[ \cos \theta_+ + m\alpha^2 \Gamma_\pm \right]^{-1},
\] (4.98)
\[
\omega_\pm (t) = \frac{4\Gamma_\pm}{M_\pm},
\] (4.99)
\[
g (t) = \frac{\alpha_- \Theta \sin \theta_+}{4},
\] (4.100)
where
\[
\Theta (t) = \frac{2\lambda \sinh \theta_- - m\Omega_2 \cosh \theta_-}{2 \cos \theta_+ + \alpha_+ \alpha_-}, \quad \Gamma_\pm (t) = \frac{1}{16m} \sec \theta_+ \left( 2m^2 \Omega_2^2 - \alpha_\pm^2 \right) \pm \frac{\Theta \cos \theta_+}{4}.
\] (4.101)

As a consistency check, we see that \( \theta_- \) does indeed only occur in hyperbolic form and therefore all quantities above are real for all \( t \). We can recover the time-independent solution by setting \( \theta_+ (t) = \alpha_- (t) = \alpha_+ (t) = 0 \). In this case \( M_\pm (t) = m \), \( \omega_- (t) = \omega_x \), \( \omega_+ (t) = \omega_y \) and \( g (t) = 0 \). Finally \( \theta_- (t) = \theta \).

As the resulting Hermitian Hamiltonian \( h (t) \) is decoupled, we can solve each system separately following [89]. Therefore for \( h_{z,\pm} (t) \) we can solve the time-dependent
Schrödinger equation using the Lewis Riesenfeld invariants for the time-dependent wave functions

\[
\phi_{z,n,\pm}(t) = \frac{e^{i\alpha_{n,\pm}(t)}}{\sqrt{\rho_{\pm}(t)}} \exp \left[ i M_{\pm}(t) \left( \frac{i}{M_{\pm}(t) \rho_{\pm}(t)} + \frac{\dot{\rho}_{\pm}(t)}{\rho_{\pm}(t)} + 2g(t) \right) \frac{z^2}{2} \right] H_n \left[ \frac{z}{\rho_{\pm}(t)} \right] ,
\]

where \( H_n \) are the Hermite polynomials of order \( n \) and

\[
\alpha_{n,\pm}(t) = - \left( n + \frac{1}{2} \right) \int_{t}^{t_1} \frac{1}{M_{\pm}(s) \rho_{\pm}(s)} ds.
\]

\( \rho_{\pm} \) obeys the dissipative Ermakov-Pinney equation

\[
\ddot{\rho}_{\pm} + \frac{M_{\pm}}{M_{\pm}} \dot{\rho}_{\pm} + \left( \omega_{\pm}^2 + 2\dot{g} - 4g^2 + 2g \frac{\dot{M}_{\pm}}{M_{\pm}} \right) \rho_{\pm} = \frac{1}{M_{\pm}^2 \rho_{\pm}^3} .
\]

This is a rather technical equation as it contains complicated expressions involving the Dyson map parameters. The wave functions that satisfy the time-dependent Schrödinger equation for \( h(t) \) coming from the Lewis Riesenfeld invariants are therefore

\[
\phi_{n,m}(t) = \phi_{x,n,-}(t) \phi_{y,m,+}(t) ,
\]

from which we can form a general wave function. We see that the final expressions become quite technical but are nonetheless explicitly calculated and manageable. We have shown that even a highly technical system comprised of 10 generators elicits a Dyson map and a metric when careful attention is paid to the solution procedure (here the choice of solving the time-dependent Dyson equation rather than the quasi-Hermiticity equation or the Lewis Riesenfeld invariants).

### 4.3 Summary

We have presented the first higher dimensional solution of the time-dependent Dyson relation relating a non-Hermitian and a Hermitian Hamiltonian system with infinite dimensional Hilbert space. As for the one dimensional case studied in Chapter 3, we have demonstrated that the time-independent non-Hermitian system in the spontaneously broken \( \mathcal{PT} \)-regime becomes physically meaningful when including an explicit time-dependence into the parameters of the model and allowing the metric operator also to be time-dependent. The energy operator has perfectly well-defined real expectation values. Furthermore, we have solved two higher dimensional systems, one comprised of an algebra of 4 generators, and the other with 10 generators. This shows that we can solve even highly technical systems for the Dyson operator and the metric. It will be of great importance when we come to consider systems coupled to the environment (in chapter 6) in order to analyse the entanglement entropy.

Technically we have compared two equivalent solution procedures, solving the time-dependent Dyson relation directly for the Dyson map or alternatively computing Lewis-Riesenfeld invariants first and subsequently constructing the Dyson map from the similarity relation that related the Hermitian and non-Hermitian invariants. The latter
approach was found to be simpler as the similarity relation is far easier than the differ-
ential version (1.17). The price one pays in this approach is that one needs to compute
the two invariants first. However, the differential equations for these quantities turned
out to be easier than equation (1.17). In particular, it was possible to entirely by-
pass the dissipative Ermakov-Pinney equation in the computation of $\eta(t)$. Nonetheless,
this ubiquitous equation re-emerged in the evaluation of the eigenfunctions involving
different time-dependent fields and with a changed sign.
Chapter 5

Quasi-Exactly Solvable Systems

Quasi-exactly solvable (QES) quantum systems are characterized by the feature that only part of their infinite energy spectrum and corresponding eigenfunctions can be calculated analytically. Systematic studies of such type of systems have been carried out by casting them into the form of Lie algebraic quantities \[90,91\]. QES systems that can be cast into such a form are usually referred to as QES models of Lie algebraic type \[92,93\]. The relevant underlying algebras are either of \(sl_2(C)\)-type, with their compact and non-compact real forms \(su(2)\) and \(su(1,1)\), respectively \[94\], or of Euclidean Lie algebras type \[95,97\]. The latter class was found to be particularly useful when dealing with certain types of non-Hermitian systems.

While many QES models have been studied in stationary settings, little was known for time-dependent systems before our work \[12\]. So far a time-dependence has only been introduced into the eigenfunctions in form of a dynamical phase \[98,99\]. However, no QES systems with explicitly time-dependent Hamiltonians have been considered up to now. The main purpose of this chapter is to demonstrate how they can be dealt with and to initiate further studies of such type of systems. We provide the analytical solutions to a QES Hamiltonian quantum system with explicit time-dependence. As a concrete example we consider QES systems of \(E_2\)-Lie algebraic type. Technically we make use of the time-dependent Dyson equation. It will allow us to solve a Hermitian time-dependent Hamiltonian system by solving first a static non-Hermitian system as an auxiliary problem with a time-dependence in the metric operator.

Systems built up from Euclidean Lie algebras, in particular of \(E_2\), have a wide range of physical applications. They have been employed for instance in the formal quantisation of strings on tori \[100\]. Depending on the chosen representation of the algebra one can describe a large number of concrete physical systems. Common representations for \(E_2\) may lead to two dimensional systems or most commonly in optical settings, the trigonometric representation, see below, correspond to Mathieu potentials and variations thereof. The latter have proven to be useful and accurate in the description of energy band structures in crystals \[101\] and especially in the experimental and theoretical study of optical solitons \[45,48,86,102,104\]. Here we consider explicitly time-dependent versions of these type of systems and keep our discussion generic, that is independent of the choice of a concrete representation for the underlying algebra.
5.1 \( E_2 \)-Hamiltonian Systems

The Hermitian Hamiltonian systems we study here are of the general form

\[
h(t) = \mu_{JJ}(t)J^2 + \mu_J(t)J + \mu_u(t)u + \mu_v(t)v + \mu_{uu}(t)u^2 + \mu_{vv}(t)v^2 + \mu_{uv}(t)uv,
\]

(5.1)

where the time-dependent coefficient functions \( \mu_i, i \in \{J, JJ, u, v, uu, vv, uv\} \), are real and \( u, v \) and \( J \) denote the three generators that span the Euclidean-algebra \( E_2 \). They obey the commutation relations

\[
[u, J] = iv, \quad [v, J] = -iu, \quad \text{and} \quad [u, v] = 0.
\]

(5.2)

Considering here only Hermitian representations with \( J^\dagger = J, \ v^\dagger = v \) and \( u^\dagger = u \), the Hamiltonian in equation (5.1) is clearly Hermitian. Standard representation are for instance the trigonometric representation \( J := \frac{-i}{\partial \theta}, u := \sin \theta \) and \( v := \cos \theta \) or a two-dimensional representation \( J := y p_x - x p_y, \ u := x \) or \( v := y \) with \( x, y, p_x, p_y \) denoting Heisenberg canonical variables with non-vanishing commutators \([x, p_x] = [y, p_y] = i\).

Before we solve a concrete system in a quasi-exactly solvable fashion we consider first the fully time-dependent Dyson relation with time-dependent non-Hermitian Hamiltonian \( H(t) \) and investigate which type of Hamiltonians can be related to the Hermitian Hamiltonian \( h(t) \) in (5.1). We will see that in some cases we are even forced to take \( H(t) \) or part of it to be time-independent. As not many explicit solutions to the time-dependent Dyson relation are known, this will be a valuable result in itself.

This chapter is organized as follows: In section 5.2 we explore various types of \( \mathcal{PT} \)-symmetries that leave the Euclidean \( E_2 \)-algebra invariant and investigate time-dependent non-Hermitian Hamiltonians in terms of \( E_2 \)-algebraic generators that respect these symmetries. We find new solutions to the time-dependent Dyson relation for those type of Hamiltonians by computing the corresponding Hermitian Hamiltonians and the Dyson map. In section 5.3 we provide analytical solutions for a concrete model respecting a particular \( \mathcal{PT} \)-symmetry. We compute the eigenstates of the Lewis-Riesenfeld invariants and the time-dependent Hermitian Hamiltonian in a quasi-exactly solvable fashion. A three-level system is then presented in more detail.

5.2 Solutions to the time-dependent Dyson equation for \( E_2 \)-Hamiltonians

A key property in the study and classification of Hamiltonian systems related to the \( E_2 \)-algebra are the antilinear symmetries \([15]\) that leave the algebra \([5.2]\) invariant. Given the general context of \( \mathcal{PT} \)-symmetric/quasi-Hermitian systems we call these symmetries \( \mathcal{PT}_i, i = 1, 2, \ldots \). As discussed in more detail in \([105,106]\), there are many options which all give rise to models with qualitatively quite distinct features. It is easy to see that each of the following antilinear maps leave all the commutation relations \([5.2]\) invariant

\[
\mathcal{PT}_1 : \quad J \rightarrow -J, \quad u \rightarrow -u, \quad v \rightarrow -v, \quad i \rightarrow -i,
\]

\[
\mathcal{PT}_2 : \quad J \rightarrow -J, \quad u \rightarrow u, \quad v \rightarrow v, \quad i \rightarrow -i,
\]

\[
\mathcal{PT}_3 : \quad J \rightarrow J, \quad u \rightarrow v, \quad v \rightarrow u, \quad i \rightarrow -i,
\]

\[
\mathcal{PT}_4 : \quad J \rightarrow J, \quad u \rightarrow -u, \quad v \rightarrow v, \quad i \rightarrow -i.
\]

\[
\mathcal{PT}_5 : \quad J \rightarrow J, \quad u \rightarrow u, \quad v \rightarrow -v, \quad i \rightarrow -i.
\]

(5.3)
Next we seek non-Hermitian Hamiltonians that either of these symmetries. Focussing here on time-dependent Hamiltonians consisting entirely of linear and quadratic combinations of $E_2$-generators they can all be cast into the general form

$$H_{\mathcal{PT}_i}(t) = \mu_{JJ}(t)J^2 + \mu_J(t)J + \mu_u(t)u + \mu_v(t)v + \mu_{uu}(t)u^2 + \mu_{vv}(t)v^2 + \mu_{uv}(t)uv.$$  

(5.4)

Demanding that $[H_{\mathcal{PT}_i}(t), \mathcal{PT}_i] = 0$, the symmetries are implemented by taking the coefficient functions to be either real, purely imaginary or relate different functions to each other by conjugation. For the different symmetries in (5.3) we are forced to take

$$\mathcal{PT}_1 : (\mu_J, \mu_u, \mu_v) \in i\mathbb{R}, \quad (\mu_{JJ}, \mu_{uu}, \mu_{uv}, \mu_{vv}) \in \mathbb{R},$$

$$\mathcal{PT}_2 : (\mu_J, \mu_{JJ}, \mu_{uv}) \in i\mathbb{R}, \quad (\mu_u, \mu_{uu}, \mu_{uv}, \mu_{vv}) \in \mathbb{R},$$

$$\mathcal{PT}_3 : (\mu_{JJ}, \mu_{uu}, \mu_{uv}) \in \mathbb{R}, \quad (\mu_v, \mu_{uu}, \mu_{uv}, \mu_{vv}) \in \mathbb{R},$$

$$\mathcal{PT}_4 : (\mu_u, \mu_{uu}, \mu_{uv}) \in i\mathbb{R}, \quad (\mu_J, \mu_{uu}, \mu_{uv}, \mu_{vv}) \in \mathbb{R},$$

$$\mathcal{PT}_5 : (\mu_v, \mu_{uu}, \mu_{uv}) \in i\mathbb{R}, \quad (\mu_J, \mu_u, \mu_{JJ}, \mu_{uu}, \mu_{uv}, \mu_{vv}) \in \mathbb{R}.$$  

(5.5)

Except for very specific combinations of the coefficient functions, the Hamiltonians $H_{\mathcal{PT}_i}(t)$ are non-Hermitian in general.

We now solve the time-dependent Dyson relation \([1.17]\) for $\eta(t)$ by mapping different $\mathcal{PT}_i$-symmetric versions of $H(t)$ to a Hermitian Hamiltonian $h(t)$ of the form \([5.1]\). For the time-dependent Dyson map we make an ansatz in terms of all the $E_2$-generators

$$\eta(t) = e^{\tau(t)v}e^{\lambda(t)J}e^{\rho(t)u}.$$  

(5.6)

At this point we allow $\lambda, \tau, \rho \in \mathbb{C}$, keeping in mind that $\eta(t)$ does not have to be Hermitian. However, we exclude here unitary operators as in that case $\eta(t)$ just becomes a gauge transformation. The adjoint action of this operator on the $E_2$-generators is computed by using the BCH relation

$$\eta J \eta^{-1} = J + i\rho \cosh(\lambda) v - \left[i\tau + \rho \sinh(\lambda)\right] u,$$

$$\eta u \eta^{-1} = \cosh(\lambda) u - i\sinh(\lambda) v,$$

$$\eta v \eta^{-1} = \cosh(\lambda) v + i\sinh(\lambda) u.$$  

(5.7)

(5.8)

(5.9)

The gauge-like term in \([1.17]\) acquires the form

$$i\dot{\eta}^{-1} = i\dot{\lambda} + \left[i\dot{\rho} \cosh(\lambda) + \dot{\tau} \lambda\right] u + \left[i\dot{\rho} \sinh(\lambda) + i\dot{\tau}\right] v.$$  

(5.10)

For the computation of the time-dependent energy operator $\tilde{H}(t)$, see below, we also require the term

$$i\eta^{-1} \dot{\eta} = i\dot{\lambda} J + \left[i\dot{\rho} \cosh(\lambda) + \dot{\tau} \lambda\right] u + \left[i\dot{\rho} \sinh(\lambda) + i\dot{\tau}\right] v.$$  

(5.11)

Using \([5.7]-[5.9]\) we calculate next the adjoint action of $\eta$ on $H(t)$ and add the expression in \([5.10]\). Demanding that the result is Hermitian will constrain the time-dependent functions $\mu_i(t), \lambda(t), \tau(t)$ and $\rho(t)$. We need to treat each $\mathcal{PT}$-symmetry separately.
5.2.1 Time-dependent $\mathcal{PT}_1$-invariant Hamiltonians

For the $\mathcal{PT}_1$-invariant Hamiltonian with coefficient functions as specified in (5.5) we have to be aware that for $\mu_J = \mu_u = \mu_v = 0$ the Hamiltonian $H_{\mathcal{PT}_1}(t)$ becomes Hermitian. Substituting the general form for $H_{\mathcal{PT}_1}(t)$ into (5.17), using (5.7)-(5.9), (5.10), reading off the coefficients in front of the generators and demanding that the right hand side becomes Hermitian enforces to take the functions $\lambda, \tau, \rho \in \mathbb{R}$ in (5.6). The resulting Hermitian Hamiltonian is

$$h_{\mathcal{PT}_1} = J^2 \mu_{JJ} + \left[ \frac{\mu_{vJ} \tanh \lambda - \mu_J \mu_{vJ}}{2 \mu_{JJ}} \right] \sinh \lambda \frac{\mu_J \mu_{uJ} \tanh \lambda \text{sech} \lambda}{2 \mu_{JJ}} - \mu_{uJ} \mu_{vJ} \tanh \lambda \text{sech} \lambda \frac{\mu_J \mu_{uJ} \tanh \lambda \text{sech} \lambda}{2 \mu_{JJ}} v$$

with 7 constraining relations

$$\lambda = - \int_0^t \mu_J(s) ds, \quad \tau = \frac{\mu_{vJ} \sinh \lambda}{2 \mu_{JJ}}, \quad \rho = \frac{\mu_{uJ} \tanh \lambda}{2 \mu_{JJ}}, \quad \mu_{uv} = \mu_{uu} + \frac{\mu_{vJ}^2 - \mu_{uJ}^2}{4 \mu_{JJ}},$$

$$\mu_{uv} = \frac{\mu_{uJ} \mu_{vJ}}{2 \mu_{JJ}}, \quad \mu_u = \frac{\mu_{uJ} \mu_{vJ} - \mu_{uJ} \tanh \lambda}{2 \mu_{JJ}}, \quad \mu_v = \frac{\mu_{uJ} \mu_{vJ} - \mu_{vJ} \tanh \lambda}{2 \mu_{JJ}} - \frac{\mu_{uJ}}{2}.$$  

Thus from the original 12 free parameters, i.e. the 9 coefficient functions $\mu_i$ and the 3 functions $\lambda, \tau, \rho$ in the Dyson map, we can still freely choose 5. In comparison with the other $\mathcal{PT}_1$-symmetries, this is the most constrained case. We also note that this system is the only one in which all three functions in the Dyson map are constrained when we take the coefficient functions $\mu_i$ as primary quantities.

5.2.2 Time-dependent $\mathcal{PT}_2$-invariant Hamiltonians

For convenience we take the coefficient function $\mu_{JJ}$ to be time-independent. Of course the general scenario with $\mu_{JJ}(t)$ is also possible to consider, but leads to more cumbersome expressions. The Hamiltonian $H_{\mathcal{PT}_2}(t)$ becomes Hermitian for $\mu_J = 0, \mu_{uJ} = 2 \mu_u, \mu_{vJ} = -2 \mu_v$, but is non-Hermitian otherwise. Proceeding as in the previous section the implementation of (1.17) enforces to take $\tau, \rho \in \mathbb{R}$ and $\lambda \in i \mathbb{R}$ in (5.6), which makes the Dyson map $\mathcal{PT}_2$-symmetric. The Hermitian Hamiltonian is computed to be

$$h_{\mathcal{PT}_2} = \mu_{JJ} J^2 + \dot{\lambda} J + \left[ \left( \mu_u + \frac{\mu_{vJ}}{2} \right) \cos \lambda + \left( \frac{\mu_{uJ}}{2} - \mu_v \right) \sin \lambda \right] u$$

$$+ \left[ \left( \mu_v - \frac{\mu_{uJ}}{2} \right) \cos \lambda + \left( \mu_u + \frac{\mu_{vJ}}{2} \right) \sin \lambda \right] v + \left[ \left( \frac{\mu_{uJ}^2 - \mu_{vJ}^2}{8 \mu_{JJ}} + \frac{\mu_{uu} - \mu_{uv}}{2} \right) \cos(2\lambda) \right.$$  

$$- \left( \frac{\mu_{uJ} \mu_{vJ}}{4 \mu_{JJ}} + \frac{\mu_{uu}}{2} \right) \sin(2\lambda) + \frac{\mu_{uJ}^2 + \mu_{vJ}^2}{8 \mu_{JJ}} + \frac{\mu_{uu} + \mu_{uv}}{2} \right] u^2$$

$$+ \left[ \left( \frac{\mu_{vJ}^2}{4 \mu_{JJ}} + \mu_{uv} \right) \sin^2 \lambda + \left( \frac{\mu_{uJ} \mu_{vJ}}{4 \mu_{JJ}} + \frac{\mu_{uu}}{2} \right) \sin 2\lambda + \left( \frac{\mu_{vJ}^2}{4 \mu_{JJ}} + \mu_{uv} \right) \cos^2 \lambda \right] v^2$$

$$+ \left[ \left( \frac{\mu_{uJ}^2 - \mu_{vJ}^2}{4 \mu_{JJ}} + \mu_{uu} - \mu_{uv} \right) \sin(2\lambda) + \left( \frac{\mu_{uJ} \mu_{vJ}}{2 \mu_{JJ}} + \mu_{uu} \right) \cos(2\lambda) \right] uv,$$  
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with 5 constraining relations

\[
\tau = \frac{\mu_{uJ}}{2\mu_{JJ}} \sec \lambda, \quad \rho = -\frac{\mu_{vJ} + \mu_{uJ} \tan \lambda}{2\mu_{JJ}}, \quad \mu_J = \mu_{uJ} = \dot{\mu}_{vJ} = 0. \tag{5.15}
\]

One of the three functions in the Dyson map, e.g. \(\lambda\), can be freely chosen. Compared to the other cases this is the only one for which \(\eta\) has the same \(\mathcal{PT}\)-symmetry as the corresponding non-Hermitian Hamiltonian \(H_{\mathcal{PT}_1}(t)\) when taking the constraints on \(\tau, \rho, \lambda\) into account. In comparison we note that we have less constraints as for instance in the case for the \(\mathcal{PT}_1\)-symmetry, however, they are quite different as some of the coefficient functions cannot be taken to be time-dependent and one even has to vanish.

### 5.2.3 Time-dependent \(\mathcal{PT}_3\)-invariant Hamiltonians

The Hamiltonian \(H_{\mathcal{PT}_3}(t)\) becomes Hermitian for \(\mu_{vJ} = \mu_{uu} = 0\) and \(\mu_{uJ} = 2\mu_{u}\). Using the same arguments as above, we are forced to take \(\tau, \rho \in \mathbb{R}\) and \(\lambda \in i\mathbb{R}\) in (5.6). The Hermitian Hamiltonian is computed to

\[
h_{\mathcal{PT}_3} = J^2 \mu_{JJ} + \left(\mu_J - \dot{\lambda}\right) J + \cos \lambda \left(\mu_u - \frac{\mu_{vJ}}{2}\right) (u + v) + \sin \lambda \left(\mu_u - \frac{\mu_{vJ}}{2}\right) (v - u) \tag{5.16}
\]

\[
+ \left(\mu_{uv} + \frac{\mu_{vJ}^2}{4\mu_{JJ}}\right) (u^2 + v^2) + \left(\mu_{vJ}^2 - \frac{\mu_{uv}}{2}\right) \sin(2\lambda) (u^2 - v^2)
\]

\[
+ \frac{\mu_{uJ}}{2} \cos \lambda \{v, J\} + \{u, J\} \] + \frac{\mu_{uJ}}{2} \sin \lambda \{v, J\} - \{u, J\}
\]

\[
+ \cos(2\lambda) \left(\mu_{uv} - \frac{\mu_{vJ}^2}{2\mu_{JJ}}\right) uv,
\]

with 5 constraining relations

\[
\tau = \frac{\mu_{vJ}}{2\mu_{JJ}} \sec \lambda, \quad \rho = \frac{\mu_{vJ} - \mu_{vJ} \tan \lambda}{2\mu_{JJ}}, \quad \mu_J = \frac{\mu_{vJ}}{2} + \frac{\mu_{J}\mu_{vJ}}{2\mu_{JJ}}, \quad \mu_{uv} = -\frac{\mu_{vJ}\mu_{uJ}}{2\mu_{JJ}}, \quad \dot{\mu}_{vJ} = 0. \tag{5.17}
\]

Once again one of the coefficient functions has to be time-independent and one of the three functions in the Dyson map can be chosen freely.

### 5.2.4 Time-dependent \(\mathcal{PT}_4\)-invariant Hamiltonians

The Hamiltonian \(H_{\mathcal{PT}_4}(t)\) becomes Hermitian for \(\mu_{uJ} = \mu_{uv} = 0\) and \(\mu_{vJ} = 2\mu_u\). By the same reasoning as above we have to take \(\tau, \rho \in \mathbb{R}\) and \(\lambda \in i\mathbb{R}\) in (5.6). The Hermitian Hamiltonian results to to

\[
h_{\mathcal{PT}_4} = J^2 \mu_{JJ} + \left(\mu_J - \dot{\lambda}\right) J + \sin \lambda \left(\mu_u - \frac{\mu_{vJ}}{2}\right) u + \cos \lambda \left(\mu_v - \frac{\mu_{vJ}}{2}\right) v \tag{5.18}
\]

\[
+ \left(\mu_{uu} - \mu_{uv} + \frac{\mu_{vJ}^2}{4\mu_{JJ}}\right) \sin(2\lambda) uv - \frac{\mu_{vJ}}{2} \sin \lambda \{u, J\} + \frac{\mu_{vJ}}{2} \cos \lambda \{v, J\}
\]

\[
+ \left[\left(\mu_{uu} - \frac{\mu_{uv}}{2}\right) + \frac{\mu_{uJ}^2}{8\mu_{JJ}}\right] \cos(2\lambda) + \left(\mu_{uu} + \frac{\mu_{uv}}{2}\right) + \frac{\mu_{uJ}^2}{8\mu_{JJ}}\right] u^2
\]

\[
+ \left[\left(\mu_{uu} + \frac{\mu_{vJ}^2}{4\mu_{JJ}}\right) \sin^2 \lambda + \cos^2 \lambda \mu_{uv}\right] v^2,
\]
with 5 constraining relations
\[
\begin{align*}
\tau &= \frac{\mu_{uJ}}{2\mu_{JJ}} \sec \lambda, \quad \rho = -\frac{\mu_{uJ} \tan \lambda}{2\mu_{JJ}}, \quad \mu_u = \frac{\mu_{vJ}}{2} + \frac{\mu_{JJ} \mu_{uJ}}{2\mu_{JJ}}, \quad \mu_{uv} = \frac{\mu_{vJ} \mu_{uJ}}{2\mu_{JJ}}, \quad \dot{\mu}_{uJ} = 0.
\end{align*}
\]
(5.19)

This case is similar to the previous one with one of the coefficient functions forced to be time-independent and one of the three functions in the Dyson map being freely choosable.

### 5.2.5 Time-dependent $\mathcal{PT}_5$-invariant Hamiltonians

The Hamiltonian $H$ becomes Hermitian for $\mu_{vJ} = \mu_{uv} = 0$ and $\mu_{uJ} = -2\mu_v$. Here we have to take $\rho \in \mathbb{R}$ and $\lambda, \tau \in i\mathbb{R}$ in (5.6). The Hermitian Hamiltonian is computed to
\[
\begin{align*}
\mathcal{H}_{\mathcal{PT}_5} &= J^2 \mu_{JJ} + \left( \mu_J - \dot{\lambda} \right) J + \left( \tau \mu_J + \frac{\mu_{uJ}}{2} \cos \lambda \right) \{u, J\} + \frac{\mu_{uJ}}{2} \sin \lambda \{v, J\} \sin \{J, \{J, u\}\} \\
&\quad + \left[ \tau \left( \mu_J - \dot{\lambda} \right) + \cos \lambda \left( \mu_u + \frac{\mu_{vJ}}{2} \right) \right] u + \left[ \sin \lambda \left( \mu_u + \frac{\mu_{vJ}}{2} \right) - \dot{\tau} \right] v \\
&\quad + \left[ \tau^2 \mu_{JJ} + \sin^2 \lambda \left( \frac{\mu_{vJ}^2}{4\mu_{JJ}} + \mu_{vv} \right) + \tau \cos \lambda \mu_{uJ} + \cos^2 \lambda \mu_{uv} \right] u^2 \\
&\quad + \sin \lambda \left[ 2 \cos \lambda \left( \mu_{uu} - \mu_{vv} - \frac{\mu_{vJ}^2}{4\mu_{JJ}} \right) + \tau \tau \mu_{uJ} \right] uv \\
&\quad + \left[ \left( \frac{\mu_{vJ}^2}{4\mu_{JJ}} + \mu_{vv} \right) \cos^2 \lambda + \mu_{uu} \sin^2 \lambda \right] v^2,
\end{align*}
\]
with only 4 constraining relations
\[
\begin{align*}
\rho &= -\frac{\mu_{vJ}}{2\mu_{JJ}}, \quad \mu_v = -\frac{\mu_{uJ}}{2} + \frac{\mu_{JJ} \mu_{vJ}}{2\mu_{JJ}}, \quad \dot{\mu}_{vJ} = 0, \quad \mu_{uv} = \frac{\mu_{vJ} \mu_{uJ}}{2\mu_{JJ}}.
\end{align*}
\]
(5.21)

In comparison with the other symmetries, this is the least constraint case. From the three functions in the Dyson map only one is constraint and the others can be chosen freely. However, one of the coefficient functions needs to be time-independent.

### 5.3 Time-dependent quasi-exactly solvable systems

We will now specify one particular model and show how it can be quasi-exactly solved in the metric picture. Since the $\mathcal{PT}_2$-symmetry appears to be somewhat special, in the sense that it is the only case for which the Dyson map respects the same symmetry as the Hamiltonian, we focus here on that case to present some features in more detail. A particular non-Hermitian $\mathcal{PT}_2$-symmetric time-independent Hamiltonian of the form
\[
H = m_{JJ} J^2 + m_v v + m_{vv} v^2 + i m_{uu} u J.
\]
(5.22)

Given the constraining equations (5.15), we could in principle take $m_v$, $m_{vv}$ to be time dependent, but to enforce the metric picture we take here all four coefficients $m_{JJ}$, $m_v$, $m_{vv}$ and $m_{uu}$ to be time-independent real constants. According to the analysis in section 5.2.2 the time-dependent Dyson map
\[
\begin{align*}
\eta(t) &= e^{\tau(t) v} e^{i \lambda(t) J} e^{i \phi(t) u}, \quad \tau(t) = \frac{\mu_{uJ}}{2\mu_{JJ}} \sec \lambda(t), \quad \rho(t) = -\frac{\mu_{uJ}}{2\mu_{JJ}} \tan \lambda(t),
\end{align*}
\]
(5.23)
with $\lambda, \tau, \rho \in \mathbb{R}$, maps the time-independent non-Hermitian Hamiltonian $\hat{H}$ to the time-dependent Hermitian Hamiltonian

$$ h(t) = m_{JJ} J^2 - \lambda J + \sin \lambda \left( \frac{m_uJ}{2} - m_v \right) u + \cos \lambda \left( m_v - \frac{m_uJ}{2} \right) v \quad (5.24) 
+ \left[ \cos(2\lambda) \left( \frac{m_uJ}{8\mu_{JJ}} - \frac{m_{vv}}{2} \right) + \frac{m^2_{uu} J}{8\mu_{JJ}} + \frac{m_{uu}}{2} \right] u^2 
+ \left[ \frac{m^2_{uu} J}{4\mu_{JJ}} \sin^2 \lambda + m_{uu} \cos^2 \lambda \right] v^2 + \sin(2\lambda) \left( \frac{m^2_{uu} J}{4\mu_{JJ}} - m_{vv} \right) uv. $$

Here we are free to choose the time-dependent function $\lambda(t)$. As previously pointed out for non-Hermitian systems with time-dependent metric, one needs to distinguish between the Hamiltonian, that is a non-observable operator, and the observable energy operator. This feature remains also true when the non-Hermitian Hamiltonian is time-independent, but the metric is dependent on time. In reverse, it simply means that when one identifies the non-Hermitian Hamiltonian with the energy operator one has made the choice for the metric to be time-independent. With $\eta(t)$ as specified in (5.23), the energy operator is computed with the help of (5.11) to

$$ H(t) = \eta^{-1}(t) h(t) \eta(t) = \hat{H} + i\hbar \eta^{-1}(t) \partial_t \eta(t) 
= m_{JJ} J^2 + m_v v + m_{uu} u^2 + i m_{uu} u J - \dot{\lambda} J - i \frac{m_u J}{m_{JJ}} \dot{\lambda} u. \quad (5.25) $$

We note that $\hat{H}(t)$ is also $\mathcal{PT}_2$-symmetric when we include $\partial_t \rightarrow -\partial_t$ into the symmetry transformation. In order to demonstrate that this system is quasi-exactly solvable we specify the constants in the Hamiltonian (5.22) further to $m_{JJ} = 4$, $m_{uJ} = 2(1-\beta)\zeta$, $m_{vv} = -\beta \zeta^2$, $m_v = 2\zeta N$ so that it becomes

$$ H(N, \zeta, \beta) = 4J^2 + i2(1-\beta)\zeta uJ - \beta \zeta^2 v^2 + 2\zeta N v, \quad \beta, \zeta, N \in \mathbb{R}. \quad (5.27) $$

This Hamiltonian can be obtained from one discussed in [97] by transforming $\theta \rightarrow \theta/2$, $J \rightarrow 2J$ in the trigonometric representation. The constants in $H(N, \zeta, \beta)$ are chosen so that it exhibits an interesting double scaling limit $\lim_{\zeta \rightarrow 0, N \rightarrow \infty} H(N, \zeta, \beta) = 4J^2 + 2gv$ when assuming that $g := \zeta N$. In the trigonometric representation this limiting Hamiltonian is the Mathieu Hamiltonian.

The Hermitian Hamiltonian (5.24) simplifies in this case to

$$ h(t, N, \zeta, \beta) = 4J^2 - \dot{\lambda} J + \zeta \left( 2N + \beta - 1 \right) \left( \cos \lambda v - \sin \lambda u \right) + \frac{\gamma^2}{4} \left( \cos \lambda u + \sin \lambda v \right)^2 + \beta \zeta^2 C \quad (5.28) $$

where we denoted the Casimir operator by $C := v^2 + u^2$ and abbreviated $\gamma := (1+\beta)\zeta$. In the aforementioned double scaling limit we obtain a time-dependent Hamiltonian of the form $\lim_{\zeta \rightarrow 0, N \rightarrow \infty} h(t, N, \zeta, \beta) = 4J^2 - \dot{\lambda} J + 2g \left( \cos \lambda v - \sin \lambda u \right)$.  

5.3.1 Quasi-exactly solvable Lewis-Riesenfeld invariants

The most efficient way to solve the time-dependent Dyson equation (1.17) is to use the Lewis-Riesenfeld approach [82] and compute at first the respective time-dependent invariants $I_h(t)$ and $I_H(t)$ for the Hamiltonian $h(t)$ and $H(t)$ as outlined in chapter 2.
Taking now $H$ to be time-independent, we may assume $I_H = H + c$ with $c$ being some constant. The Lewis-Riesenfeld phase then just becomes a dynamical phase factor

$$\dot{\alpha} = \langle \tilde{\psi} | \rho(t) [\hbar \partial_t - H] | \tilde{\psi} \rangle = \langle \tilde{\psi} | \rho(t) [c - i H] | \tilde{\psi} \rangle = c - \Lambda = -E,$$  

(5.29)
such that $\alpha(t) = -Et$.

Next we quasi-exactly construct the Lewis-Riesenfeld invariants together with its eigenstates for the time-dependent Hermitian and time-independent non-Hermitian systems (5.24) and (5.22), respectively.

5.3.1.1 The quasi-exactly solvable symmetry operator $I_H$

We make a general Ansatz for the invariant of $H$ of the form

$$I_H = \nu_{JJ} J^2 + \nu_{J} J + \nu_{JJ} u + \nu_{u} u + \nu_{vJ} v J + \nu_{uu} u^2 + \nu_{vv} v^2 + \nu_{uv} uv,$$  

(5.30)
with unknown constants $\nu_i$. The invariant for the time-independent system is of course just a symmetry and we only need to compute the commutator of $I_H$ with $H$ to determine the coefficients in (5.30). We find the most general symmetry or invariant to be

$$I_H = \nu_{JJ} J^2 + m_u \nu_{JJ} v + im_u \nu_{JJ} u J + \left( \nu_{uv} - m_u \nu_{JJ} \right) v^2 + \nu_{uv} u^2$$

(5.31)
$$= H + \left( \beta \zeta^2 + \nu_{uv} \right) C,$$  

(5.32)
where in the last equation we have taken $\nu_{JJ} = m_{JJ}$. Since the last term only produces an overall shift in the spectrum we set $\nu_{uv} = 0$ for convenience.

Next we choose a trigonometric representation for the $E_2$ as described in section 5.1 and compute the eigensystem for $I_H$ by solving (2.100). Assuming the two linear independent eigenfunctions to be of the general forms

$$\tilde{\psi}_c^c(\theta) = \psi_0 \sum_{n=0}^{\infty} c_n P_n(\Lambda) \cos(n\theta), \quad \text{and} \quad \tilde{\psi}_c^s(\theta) = \psi_0 \sum_{n=1}^{\infty} c_n Q_n(\Lambda) \sin(n\theta),$$  

(5.33)
with constants $c_n = 1/\zeta^n(N + \beta)(1 + \beta)^{n-1} [(1 + N + 2\beta)/(1 + \beta)]_n$ where $[a]_n := \Gamma(a + n)/\Gamma(a)$ denotes the Pochhammer symbol. The ground state $\psi_0 = e^{-i/2} \zeta \cos(\theta)$ is taken to be $PT$-symmetric. The constants $c_n$ are chosen conveniently to ensure the simplicity of the polynomials $P_n(\Lambda)$, $Q_n(\Lambda)$ in the eigenvalues $\Lambda$. We then find that the functions $\tilde{\psi}_c^c$ and $\tilde{\psi}_c^s$ satisfy the eigenvalue equation provided the coefficient functions $P_n(\Lambda)$ and $Q_n(\Lambda)$ obey the three-term recurrence relations

$$P_2 = (\Lambda - 4) P_1 + 2 \zeta^2 (N - 1)(N + \beta) P_0,$$  

(5.34)
$$P_{n+1} = (\Lambda - 4n^2) P_n - \zeta^2 [N + n\beta + (n - 1)] [N - (n - 1)\beta - n] P_{n-1},$$  

(5.35)
$$Q_2 = (\Lambda - 4) Q_1,$$  

(5.36)
$$Q_{m+1} = (\Lambda - 4m^2) Q_m - \zeta^2 [N + m\beta + (m - 1)] [N - (m - 1)\beta - m] Q_{m-1},$$  

(5.37)
for $n = 0, 2, \ldots$ and for $m = 2, 3, 4, \ldots$ Setting $P_0 = 1$ and $Q_1 = 1$, the first solutions for (5.34) - (5.37) are found to be

$$P_1 = \Lambda,$$  

(5.38)
$$P_2 = \Lambda^2 - 4 \Lambda - 2 \zeta^2 (N - 1)(\beta + N),$$  

$$P_3 = \Lambda^3 - 20 \Lambda^2 + [\zeta^2 (2\beta^2 + 7\beta - 3N^2 - 3(\beta - 1)N + 2) + 64] \Lambda + 32 \zeta^2 (N - 1)(\beta + N),$$  

68
\[ Q_2 = (\Lambda - 4), \quad (5.39) \]
\[ Q_3 = (\Lambda - 20)\Lambda + \zeta^2(\beta - N + 2)(2\beta + N + 1) + 64, \quad (5.39) \]
\[ Q_4 = \Lambda^3 - 56\Lambda^2 + [2\zeta^2(4\beta^2 - 9\beta - N^2 - \beta N + N + 4) + 784] \Lambda 
+ 8\zeta^2 [5N^2 + 5(\beta - 1)N - 12 - \beta(12\beta + 29)] - 2304. \]

The well-known and crucial feature responsible for a system to be quasi-exactly solvable is the occurrence of the three-term recurrence relations and that they can be forced to terminate at certain values of \( n \). This is indeed the case for our relations \((5.35), (5.37)\) and can be achieved for some specific values \( n = \hat{n} \) or \( m = \hat{n} \), respectively. To see this we take \( N = \hat{n} + (\hat{n} - 1)\beta \) and note that the polynomials \( P_n \) and \( Q_m \) factorize for \( n \geq \hat{n} \), \( m \geq \hat{n} \) as

\[ P_{\hat{n}+\ell} = P_{\hat{n}}R_{\ell}, \quad Q_{\hat{n}+\ell} = Q_{\hat{n}}R_{\ell}, \quad (5.40) \]

where the first \( R_{\ell} \)-polynomials are

\[ R_1 = \Lambda - 4\hat{n}^2, \quad (5.41) \]
\[ R_2 = 16\hat{n}^2(\hat{n} + 1)^2 + \Lambda [\Lambda - 4 - 8\hat{n}(\hat{n} + 1)] + 2\hat{n}\gamma^2. \quad (5.42) \]

Since according to \((5.40)\) the polynomials \( P_{\hat{n}} \) and \( Q_{\hat{n}} \) are factor in all \( P_n \) and \( Q_m \) for \( n \geq \hat{n} \) and \( m \geq \hat{n} \), respectively, all higher order polynomial vanish when setting \( P_{\hat{n}}(\Lambda) = Q_{\hat{n}}(\Lambda) = 0 \). These latter constraints are the quantization conditions for \( \Lambda \).

Thus setting \( P_{\hat{n}}(\Lambda) = 0 \) at the different levels \( \hat{n} \), we find the real eigenvalues

\[ \hat{n} = 1 : \Lambda_1^c = 0, \quad (5.43) \]
\[ \hat{n} = 2 : \Lambda_2^{c, \pm} = 2 \pm 2\sqrt{1 + \gamma^2}, \quad (5.44) \]
\[ \hat{n} = 3 : \Lambda_3^{c,\ell=0,\pm 1} = 4 \left\{ 5 + \kappa \cos \left( \frac{\ell \pi}{3} - \frac{1}{3} \arccos \left( \frac{35 - 18\gamma^2}{\kappa^3} \right) \right) \right\}, \quad (5.45) \]

with \( \kappa = \sqrt{13 + 3\gamma^2} \), and from \( Q_{\hat{n}}(\Lambda) = 0 \) we find the real eigenvalues

\[ \hat{n} = 2 : \Lambda_2^s = 4, \quad (5.46) \]
\[ \hat{n} = 3 : \Lambda_3^{s, \pm} = 10 \pm 2\sqrt{9 + \gamma^2}, \quad (5.47) \]
\[ \hat{n} = 4 : \Lambda_4^{s,\ell=0,\pm 1} = \frac{8}{3} \left\{ 7 + \tilde{\kappa} \cos \left( \frac{\ell \pi}{3} - \frac{1}{3} \arccos \left( \frac{143 - 18\gamma^2}{\tilde{\kappa}^3} \right) \right) \right\}, \quad (5.48) \]

with \( \tilde{\kappa} = \sqrt{49 + 3\gamma^2} \).

Thus \( H \) is a QES system with eigenfunctions identical to those in \((5.33)\) and energies \( E = \Lambda - \beta\zeta^2 \).

### 5.3.1.2 The quasi-exactly solvable invariant \( I_h \)

Next we construct the invariant \( I_h \) together with their eigenfunctions. In principle we have to solve the equation in \((2.97)\) for this purpose, however, since we already know the Dyson map we can simply use \((2.101)\) and act adjointly with \( \eta(t) \), as given in \((5.23)\), on \( I_H \) as specified in \((5.31)\). This yields the time-dependent invariant for \( h(t) \) as

\[ I_h = \eta(t)I_H(t)\eta^{-1}(t) = h + \lambda J + \beta\zeta^2 C \quad (5.49) \]
We convince ourselves that the relation (2.97) is indeed satisfied by $I_h$ as given in (5.49) and $h(t)$ as in (5.28). The eigenfunctions for $I_h$ are then simply obtained as $\phi = \eta \psi$. From (5.33) we compute

$$\tilde{\phi}_h^c(\theta,t) = \phi_0 \sum_{n=0}^{\infty} c_n P_n(\Lambda) \cos [n(\theta + \lambda(t))]$$

$$\tilde{\phi}_h^s(\theta,t) = \phi_0 \sum_{n=0}^{\infty} c_n Q_n(\Lambda) \sin [n(\theta + \lambda(t))]$$

with ground state wave function $\phi_{0,t} = e^{-\frac{1}{2} \gamma (1 + \beta \cos (\theta + \lambda(t)))}$ and coefficients $c_n$, $P_n(\Lambda)$, $Q_n(\Lambda)$ as defined above. According to the above arguments, the solutions to the time-dependent Schrödinger equation are $\phi^c_h(\theta,t) = e^{-iEt/h} \tilde{\phi}_h^c(\theta,t)$.

### 5.3.2 A time-dependent three level system

For each integer value of $\hat{n}$ we have now obtained a time-dependent QES system with a finite dimensional Hilbert space. We present here the case for $\hat{n} = 2$ in more detail, since it is the easiest non-trivial example and three level systems are of course of essential importance in the description and understanding of basic physical effects such as population inversion that is vital for lasing to occur. For relatively recent survey that include more sophisticated effects that can be understood from time-dependent three-level systems see for instance [107]. From (5.50) we obtain three orthonormal wave functions

$$\phi_\pm(\theta,t) = \frac{\sqrt{\gamma}}{2\sqrt{\pi N_\pm}} e^{-\frac{1}{2} \gamma \cos (\theta + \lambda(t)) - iE_- t} \left[ \gamma + (1 \pm \sqrt{1 + \gamma^2}) \cos [\theta + \lambda(t)] \right],$$

$$\phi_0(\theta,t) = \frac{\sqrt{\gamma}}{2\sqrt{\pi N_0}} e^{-\frac{1}{2} \gamma \cos (\theta + \lambda(t)) - iE_0 t} \sin [\theta + \lambda(t)],$$

with normalization constants

$$N_\pm = \gamma \left( 1 + \gamma^2 \pm \sqrt{1 + \gamma^2} \right) I_0 (\gamma/2)$$

$$N_0 = I_1 (\gamma/2),$$

and eigenenergies $E_0 = 4 - \beta \zeta^2$, $E_\pm = 2 - \beta \zeta^2 \pm 2 \sqrt{1 + \gamma^2}$. The $I_n(z)$ denotes here the modified Bessel functions of the first kind. The functions in (5.51) and (5.52) solves the time-dependent Schrödinger equation for $h(t)$ and are orthonormal on any interval $[\theta_0, \theta_0 + 2\pi]$

$$\langle \phi_n(\theta,t) | \phi_m(\theta,t) \rangle = \int_{\theta_0}^{\theta_0 + 2\pi} \phi_n^*(\theta,t) \phi_m(\theta,t) d\theta = \delta_{n,m} \quad n, m \in \{0, \pm\}.$$ (5.55)

We may now compute analytically all time-dependent quantities of physical interest. For instance, the expectation values for the generators in the trigonometric representation result to

$$\langle \phi_\pm(\theta,t) | u | \phi_\pm(\theta,t) \rangle = -\frac{M_\pm}{N_\pm} \sin [\lambda(t)], \quad \langle \phi_0(\theta,t) | u | \phi_0(\theta,t) \rangle = \frac{I_2(\gamma/2)}{I_1(\gamma/2)} \sin [\lambda(t)],$$

$$\langle \phi_\pm(\theta,t) | v | \phi_\pm(\theta,t) \rangle = \frac{M_\pm}{N_\pm} \cos [\lambda(t)], \quad \langle \phi_0(\theta,t) | v | \phi_0(\theta,t) \rangle = -\frac{I_2(\gamma/2)}{I_1(\gamma/2)} \cos [\lambda(t)],$$

$$\langle \phi_\ell(\theta,t) | J | \phi_\ell(\theta,t) \rangle = 0, \quad \ell \in \{0, \pm\},$$

(5.56, 5.57, 5.58)
where we abbreviated
\[ M_{\pm} = \gamma \left( 1 - \gamma^2 \pm \sqrt{1 + \gamma^2} \right) I_1 (\gamma/2) + \left[ 2 + 2\gamma^2 \pm (2 + \gamma^2)\sqrt{1 + \gamma^2} \right] I_2 (\gamma/2). \] (5.59)

Similarly we may obtain any kind of \( n \)-level system from (5.50).

5.4 Summary

We have provided new analytical solutions for the time-dependent Dyson equation. The time-dependent non-Hermitian Hamiltonians (5.4) considered are expressed in terms of linear and quadratic combinations of the generators for an Euclidean \( E_2 \)-algebra respecting the \( \mathcal{PT} \)-symmetries defined in (5.5). Restricting the coefficient functions appropriately, the corresponding time-dependent Hermitian Hamiltonians were constructed. We expect a different qualitative behaviour for Hamiltonians belonging to different symmetry classes.

A specific \( \mathcal{PT} \)-symmetric system was analyzed in more detail. For that model we assumed the non-Hermitian Hamiltonian to be time-independent so that we could employ the metric picture. This enabled us to compute the corresponding eigensystems in a quasi-exactly solvable fashion using Lewis-Riesenfeld invariants. Thus we found for the first time quasi-exactly solvable systems for Hamiltonians with explicit time-dependence. A time-dependent Hermitian three-level system is presented in more detail.

Evidently there are many open issues and problems for further investigations left. Having solved the time-dependent Dyson equation for a large class of models in section 5.2 it would be interesting to solve their corresponding time-dependent Schrödinger equation as carried out for the model in section 5.3. Furthermore, it is desirable in this type of analysis to allow an explicit time-dependence also in the non-Hermitian Hamiltonians. Clearly one may also generalize these studies to Euclidean algebras of higher rank and other types of Lie algebras.
Chapter 6

Eternal Life of Entropy

The information contained within a quantum system is of great importance for various practical implementations of quantum mechanics, most importantly for the development of quantum computers, e.g. [108–111]. In order to understand the quantum information, one must find a way of measuring the entanglement of a state. Entanglement is a defining feature of quantum mechanics that distinguishes it from classical mechanics and there has been much work in recent years into the evolution of entanglement with time, particularly the observation of the abrupt decay of entangled states, coined as ”sudden death” [112,113]. The decoherence of entanglement [114,115] is a problem for the operation of quantum computers and so understanding the mechanism behind this is an important contribution to the development of future machines. One particular measure of entanglement and quantum information is the Von Neumann entropy. This is well-understood in the standard quantum mechanical setting, however to date there has only been a small amount of work done concerning the proper treatment of entropy in non-Hermitian, \(\mathcal{PT}\)-symmetric systems [116–119]. These differ from open quantum systems as the energy eigenvalues are real or appear as complex conjugate pairs and do not describe decay.

In this chapter, we extend the current understanding of Von Neumann entropy to Non-Hermitian, \(\mathcal{PT}\)-symmetric quantum mechanics. In the unbroken \(\mathcal{PT}\) regime it has been shown that such systems exhibit real energy eigenvalues and unitary time evolutions. This is possible due to the existence of a non-trivial metric operator. Of particular interest are non-Hermitian systems with spontaneously broken \(\mathcal{PT}\)-symmetry. These systems possess an exceptional point above which the \(\mathcal{PT}\)-symmetry is broken. In this regime the system exhibits complex energy eigenvalues, becoming ill-defined and is therefore ordinarily discarded as non-physical. However, it has been shown [7,9,11] that when a time-dependence is introduced into the central equations it is possible to make sense of the broken regime via a time-dependent metric. This allows for the definition of a Hilbert space and therefore a well-defined inner product. This will be central to our analysis in non-Hermitian systems as we will be showing how the evolution of entropy changes significantly as we vary the system parameters through the exceptional point.

We will first set up the framework for analysing the Von Neumann entropy for non-Hermitian systems in section 6.1. In section 6.2 we will apply the framework to a simple model consisting of a bosonic system coupled to a bath and solve the time-dependent Dyson equation. Finally, in section 6.3 we demonstrate how the evolution of entropy differs depending on the state of the \(\mathcal{PT}\)-symmetry of the non-Hermitian system.
6.1 Entanglement Von Neumann Entropy

In order to make calculations of the quantum entropy for non-Hermitian systems, we must first introduce some new quantities when compared to the Hermitian case. In what follows we use natural units, setting \( \hbar = 1 \). The density matrix for Hermitian systems is defined as an Hermitian operator describing the statistical ensemble of states

\[
\rho_h = \sum_i p_i |\phi_i\rangle \langle \phi_i|, \tag{6.1}
\]

where the subscript \( h \) indicates it relates to an Hermitian system. \( |\phi_i\rangle \) are general pure states, and \( p_i \) is the probability that the system is in the pure state \( |\phi_i\rangle \), with \( 0 \leq p_i \leq 1 \) and \( \sum_i p_i = 1 \). Therefore \( \rho_h \) represents a mix of pure states (a mixed state). If the system is comprised of subsystems \( A \) and \( B \) one can define the reduced density operator of these subsystems as the partial trace over the opposing subsystem’s Hilbert space

\[
\rho_{h,A} = Tr_B [\rho_h] = \sum_i \langle n_{i,B} | \rho_h | n_{i,B} \rangle, \tag{6.2}
\]
\[
\rho_{h,B} = Tr_A [\rho_h] = \sum_i \langle n_{i,A} | \rho_h | n_{i,A} \rangle, \tag{6.3}
\]

where \( |n_{i,A}\rangle \) and \( |n_{i,B}\rangle \) are the eigenstates of the subsystems \( A \) and \( B \), respectively. In this way one can isolate the density matrix for each subsystem and perform entropic analysis on them individually. We now want to find the relationship between the \( \rho_h \) and \( \rho_H \), where the subscript \( H \) indicates a non-Hermitian system. The clearest starting point is the Von Neumann equation which governs the time evolution of the density matrix. For the Hermitian system it is

\[
i \partial_t \rho_h = [h, \rho_h], \tag{6.4}
\]

where \( h \) is the Hermitian Hamiltonian. We now wish to find the equivalent relation in the non-Hermitian setting. In order to do this we substitute the time-dependent Dyson equation (1.17) into the Von Neumann equation. After some manipulation, this results in the following equation

\[
i \partial_t \rho_H = [H, \rho_H], \tag{6.5}
\]

when assuming that the density matrix in the Hermitian system is related to that of the non-Hermitian system via a similarity transformation

\[
\rho_h = \eta \rho_H \eta^{-1}. \tag{6.6}
\]

Recalling that \( |\phi\rangle = \eta |\psi\rangle \), this leads us to the definition of the density matrix \( \rho_H \) for non-Hermitian systems,

\[
\rho_H = \sum_i p_i |\psi_i\rangle \langle \psi_i| \rho, \tag{6.7}
\]

where \( |\psi_i\rangle \) are general pure states for the non-Hermitian system and \( \rho = \eta^\dagger \eta \) is the metric. Notice that \( \rho_H \) is a Hermitian operator in the Hilbert space related to the
metric $⟨·|ρ|·⟩$. It is therefore clear that the existence of a well defined metric is essential for the calculation of entropy in non-Hermitian systems. These results match those from [116]. Having defined the density matrix for non-Hermitian systems and found the relation to Hermitian systems we can now consider the entropy. For the total system, the Von Neumann entropy is defined as

$$S_h = -tr [ρ_h \ln ρ_h].$$

(6.8)

This can also be expressed as a sum of the eigenvalues $λ_i$ of the density matrix $ρ_h$ as it is a Hermitian operator. This allows us to write $ρ$ and functions of $ρ$ as a spectral decomposition, and so the Von Neumann entropy is

$$S_h = -\sum_i λ_i \ln λ_i.$$  

(6.9)

As the density matrix for the Hermitian and non-Hermitian systems are related by a similarity transform, they share the same eigenvalues, therefore

$$S_H = S_h.$$  

(6.10)

Is it important to recall, however, that this relation only holds true for the existence of a well-defined Dyson operator $η$ and metric $ρ$. Without them, we are unable to form the relation (6.6). For closed systems, the Von Neumann entropy is constant with time. However, we wish to consider the entropy for particular subsystems and for this we must consider the partial trace of the density matrix. In this setting the entropy for subsystem $A$ becomes

$$S_{h,A} = -tr [ρ_{h,A} \ln ρ_{h,A}] = -\sum_i λ_{i,A} \ln λ_{i,A},$$

(6.11)

where once again the entropy of the Hermitian subsystem is equal to that of the non-Hermitian subsystem $S_{h,A} = S_{H,A}$ with the existence of $η$ and $ρ$. The entropy of a particular subsystem is not confined to be constant and we show that it exhibits some very interesting and novel properties when evolved in time.

### 6.2 System bath coupled model

We now consider a time-independent non-Hermitian Hamiltonian consisting of coupled harmonic oscillators. We have a system composed of $a$, $a^\dagger$ bosonic operators coupled to a bath of $N q_i, q_i^\dagger$ bosonic operators, this is equivalent to a system of coupled harmonic oscillators. The Hamiltonian takes the form

$$H = νa^\dagger a + ν \sum_{n=1}^{N} q_n^\dagger q_n + (g + κ) a^\dagger \sum_{n=1}^{N} q_n + (g - κ) a \sum_{n=1}^{N} q_n^\dagger,$$

(6.12)

with $ν$, $g$ and $κ$ being real time-independent parameters and the bosonic operators obeying the commutation relations

$$[a, a^\dagger] = 1, \quad [q_i, q_j^\dagger] = δ_{ij}, \quad [a, q_i^\dagger] = 0.$$  

(6.13)

This is similar to the coupled oscillators studied in chapter 4.
6.2.1 $\mathcal{PT}$-symmetry

The Hamiltonian (6.12) is $\mathcal{PT}$-symmetric under the anti-linear transformation

$$\mathcal{PT}: \; i \rightarrow -i, \; a \rightarrow -a, \; a^\dagger \rightarrow -a^\dagger, \; q_n \rightarrow -q_n, \; q_n^\dagger \rightarrow -q_n^\dagger,$$

as it commutes with the $\mathcal{PT}$-operator for all values of $\nu$, $g$ and $\kappa$

$$[\mathcal{PT}, H] = 0.$$

The energy eigenvalues are

$$E_{m,N}^\pm = m \left( \nu \pm \omega \sqrt{N} \right), \quad m \in \mathbb{N},$$

where $\omega = \sqrt{g^2 - \kappa^2}$. In order to ensure boundedness from below the system must have $\nu > \omega \sqrt{N}$. Note that there is an exceptional point at $g = \kappa$ and when $\kappa > g$ this system is in the broken $\mathcal{PT}$ regime. This is clear when studying the first excited state ($m = 1$) expanded in terms of creation operators acting on a tensor product of Fock states. The general state consists of one Fock state for the system of $a$ and $a^\dagger$ bosonic operators and $N$ Fock states for the bath of $q_i$ and $q_i^\dagger$ bosonic operators

$$|\psi\rangle = |n_a\rangle \otimes |n_{q_1}\rangle \otimes |n_{q_2}\rangle \ldots \times |n_a\rangle \bigotimes_{i=1}^N |n_{q_i}\rangle.$$

When considering the first excited state, we will be dealing with very few non-zero states, and as such we can make some simplifications to the notation. If all the states in the $q$ bath are in the ground state we will represent this with $|0_q\rangle$. Similarly, if the $i$th state in the $q$ bath is in the first excited state with the rest in the ground state, we will represent this with $|1_i\rangle$

$$|0_q\rangle = \bigotimes_{i=1}^N |0_{q_i}\rangle, \quad |1_i\rangle = \left[ \bigotimes_{j=1}^{i-1} |0_{q_j}\rangle \right] \otimes |1_{q_i}\rangle \times \left[ \bigotimes_{k=i+1}^N |0_{q_k}\rangle \right].$$

We can now write down the first excited state,

$$|\psi_{1,N}\rangle = \sqrt{\frac{g + \kappa}{2g}} |1_a\rangle \otimes |0_q\rangle \pm \sqrt{\frac{g - \kappa}{2gN}} |0_a\rangle \otimes \sum_{i=1}^N |1_i\rangle$$

$$= \sqrt{\frac{g + \kappa}{2g}} |1_a0_q\rangle \pm \sqrt{\frac{g - \kappa}{2gN}} \sum_{i=1}^N |0_a1_i\rangle$$

$$= \sqrt{\frac{g + \kappa}{2g}} a^\dagger |0_a0_q\rangle \pm \sqrt{\frac{g - \kappa}{2gN}} \sum_{i=1}^N q_i^\dagger |0_a0_{q_i}\rangle.$$

In order for the $\mathcal{PT}$-symmetry to remain unbroken, the wave function must also remain unchanged up to a phase factor when acted on by the $\mathcal{PT}$-operator

$$\mathcal{PT} \; |\psi_{1,N}\rangle = e^{i\phi} |\psi_{1,N}\rangle.$$
However, the wave functions are only eigenfunctions of the $\mathcal{PT}$-operator when $\kappa < g$

$$\mathcal{PT} |\psi^\pm_{1,N}\rangle = - |\psi^\pm_{1,N}\rangle. \quad (6.21)$$

When $\kappa > g$, the wave functions are no longer eigenfunctions of the $\mathcal{PT}$-operator,

$$\mathcal{PT} |\psi^\pm_{1,N}\rangle \neq e^{i\phi} |\psi^\pm_{1,N}\rangle. \quad (6.22)$$

Therefore we need to employ time-dependent analysis in order to make sense of the broken regime. To do this we first must solve the time-dependent Dyson equation.

### 6.2.2 Solving the time-dependent Dyson equation

We wish to find the time-dependent metric $\rho(t)$ that allows us to perform entropic analysis on our model (6.12). In order to do this we must find the Dyson operator $\eta(t)$ and the equivalent time-dependent Hermitian system $h(t)$. The model (6.12) is in fact part of a larger family of Hamiltonians belonging to the closed algebra with Hermitian generators:

$$N_A = a^\dagger a, \quad N_Q = \sum_{n=1}^N q_n^\dagger q_n, \quad N_{AQ} = N_A - \frac{1}{N} N_Q - \frac{1}{N} \sum_{n \neq m} q_n^\dagger q_m$$

$$A_x = \frac{1}{\sqrt{N}} \left( a^\dagger \sum_{n=1}^N q_n + a \sum_{n=1}^N q_n^\dagger \right), \quad A_y = \frac{i}{\sqrt{N}} \left( a^\dagger \sum_{n=1}^N q_n - a \sum_{n=1}^N q_n^\dagger \right). \quad (6.23)$$

The commutation relations are

$$[N_A, N_Q] = 0, \quad [N_A, N_{AQ}] = 0,$$

$$[N_A, A_x] = -iA_y, \quad [N_A, A_y] = iA_y,$$

$$[N_Q, A_x] = iA_y, \quad [N_Q, A_y] = -iA_x,$$

$$[N_{AQ}, A_x] = -2iA_y, \quad [N_{AQ}, A_y] = 2iA_x. \quad (6.24)$$

In terms of this algebra, our original Hamiltonian (6.12) can be written as

$$H = \nu N_A + \nu N_Q + \sqrt{Ng} A_x - i\sqrt{N\kappa} A_y. \quad (6.25)$$

We are now in a position to begin solving the time-dependent Dyson equation (1.17). For this we make the ansatz

$$\eta(t) = e^{\beta(t) A_y} e^{\alpha(t) N_{AQ}}, \quad (6.26)$$

and use the BCH relation to expand the Dyson equation (1.17) in terms of generators. In order to make the resulting Hamiltonian Hermitian, we must solve two coupled differential equations to eliminate the non-Hermitian terms.

$$\dot{\alpha} = - \tanh (2\beta) \left[ \sqrt{N} g \cosh (2\alpha) + \sqrt{N\kappa} \sinh (2\alpha) \right], \quad (6.27)$$

$$\dot{\beta} = \sqrt{N} \kappa \cosh (2\alpha) + \sqrt{N} g \sinh (2\alpha). \quad (6.28)$$
Equation (6.28) can be solved for $\alpha$,

$$\tanh (2\alpha) = \frac{-Ng\kappa + \sqrt{\beta^2 + \omega^2 N}}{Ng^2 + \beta^2}. \quad (6.29)$$

In principle this could lead to a restriction to the term on the RHS of equation (6.29) as $-1 < \tanh (2\alpha) < 1$. However as we will see, this restriction is obeyed with the final solutions for $\alpha$ and $\beta$. Substituting (6.29) into equation (6.27) gives

$$\ddot{\beta} + 2 \tanh (2\beta) \left[ \omega^2 N + \beta^2 \right] = 0. \quad (6.30)$$

Now making the substitution $\sinh (2\beta) = \sigma$, this reverts to an harmonic oscillator equation

$$\ddot{\sigma} + 4\omega^2 N\sigma = 0, \quad (6.31)$$

which is solved with the function

$$\sigma = \frac{c_1}{\omega} \sin \left( 2\omega\sqrt{N} (t + c_2) \right), \quad (6.32)$$

for all values of $\kappa$, where $c_1$ and $c_2$ are constants of integration. We can now write down expressions for $\alpha$ and $\beta$

$$\tanh (2\alpha) = \frac{\zeta^2 - 1}{\zeta^2 + 1}, \quad (6.33)$$

$$\sinh (2\beta) = \frac{c_1}{\omega} \sin \left( 2\omega\sqrt{N} (t + c_2) \right), \quad (6.34)$$

where $\zeta$ is of the form

$$\zeta = \sqrt{2} \sqrt{\frac{g - \kappa}{g + \kappa}} \left[ \frac{\sqrt{c_1^2 + \omega^2} + c_1 \cos \left( 2\omega\sqrt{N} (t + c_2) \right)}{\sqrt{c_1^2 + 2\omega^2 - c_1^2 \cos \left( 4\omega\sqrt{N} (t + c_2) \right)}} \right]. \quad (6.35)$$

Therefore we have a well-defined solution for $\eta(t)$ from our original ansatz (6.26) which results in the following time-dependent Hermitian Hamiltonian

$$h(t) = \nu NA + \nu NQ + \mu(t) Ax, \quad (6.36)$$

where

$$\mu(t) = \frac{\omega^2 \sqrt{N} \sqrt{c_1^2 + \omega^2}}{c_1^2 + 2\omega^2 - c_1^2 \cos \left( 4\omega\sqrt{N} (t + c_2) \right)}. \quad (6.37)$$

This is real provided $\left| \frac{c_1}{\omega} \right| > 1$. The general time-dependent first excited state is

$$|\phi(t)\rangle = e^{-i\omega t} (A \sin \mu_I(t) + B \cos \mu_I(t)) |1_0 0_1\rangle + e^{-i\omega t} \left( A \cos \mu_I(t) - B \sin \mu_I(t) \right) \sum_{i=1}^{N} |0_a 1_i\rangle, \quad (6.38)$$

$$+ e^{-i\omega t} \left( A \cos \mu_I(t) - B \sin \mu_I(t) \right) \sum_{i=1}^{N} |0_a 1_i\rangle, \quad (6.39)$$
with \( A^2 + B^2 = 1 \) and

\[
\mu_I (t) = \int^t \mu (s) \, ds = \frac{1}{2} \arctan \left( \frac{\sqrt{c_1^2 + \omega^2} \tan \left( \frac{2 \omega \sqrt{N} (t + c_2)}{\omega} \right)}{\omega} \right). \tag{6.40}
\]

Now we have a full solution for \( \eta (t) \) and therefore \( \rho (t) = \eta (t) \dagger \eta (t) \). This allows us to calculate the entropy for our non-Hermitian system [6.12]. The easiest route to take is to work with the resulting Hermitian system [6.36] as it was shown in section 6.1 that the entropy in both systems is equivalent when \( \eta (t) \) is well-defined. It is important to note that if the \( \eta (t) \) ever becomes ill-defined, then our analysis of the Hermitian system does not correspond to the original non-Hermitian Hamiltonian as we cannot form a metric \( \rho (t) \).

### 6.3 Three types of entropy evolution

We now calculate the entropy of the system and show how varying the parameters \( N \), \( g \) and \( \kappa \) affects its evolution with time. We prepare our system in an entangled first excited state (6.38) at time \( t = 0 \),

\[
|\phi (0)\rangle = \sin \gamma |1_a 0_q\rangle + \frac{\cos \gamma}{\sqrt{N}} \sum_{i=1}^{N} |0_a 1_i\rangle, \tag{6.41}
\]

for which we choose \( A = \sin \gamma \), \( B = \cos \gamma \) and \( c_2 = 0 \). Therefore the general state at time \( t \) is

\[
|\phi (t)\rangle = e^{-i\nu t} \left( \sin \gamma \sin \mu_I (t) + \cos \gamma \cos \mu_I (t) \right) |1_a 0_q\rangle + \frac{e^{-i\nu t}}{\sqrt{N}} (\sin \gamma \cos \mu_I (t) - \cos \gamma \sin \mu_I (t)) \sum_{i=1}^{N} |0_a 1_i\rangle. \tag{6.42}
\]

We form the density matrix for the system (a) with a partial trace over the external bosonic bath (q),

\[
\varrho_a (t) = Tr_q [\varrho_h (t)] = \begin{pmatrix}
\sin \gamma \sin \mu_I (t) + \cos \gamma \cos \mu_I (t) & 0 \\
0 & \sin \gamma \cos \mu_I (t) - \cos \gamma \sin \mu_I (t)
\end{pmatrix}^2 \tag{6.44}
\]

Now we calculate the Von Neumann entropy of the system using this reduced density matrix. First we read off the eigenvalues of \( \varrho_a (t) \) as it is diagonal,

\[
\lambda_1 (t) = (\sin \gamma \sin \mu_I (t) + \cos \gamma \cos \mu_I (t))^2, \\
\lambda_2 (t) = (\sin \gamma \cos \mu_I (t) - \cos \gamma \sin \mu_I (t))^2, \tag{6.45}
\]

and substitute these into the expression for the entropy

\[
S_{h,a} (t) = S_{H,a} (t) = -\lambda_1 (t) \ln [\lambda_1 (t)] - \lambda_2 (t) \ln [\lambda_2 (t)]. \tag{6.46}
\]
With this expression we are free to choose the initial state of our system with a given value of $\gamma$. If the initial state of our system is a maximally entangled state with $\gamma = \pi/4$, then we observe how the entanglement entropy evolves with time. This is most applicable to quantum computing as in that context one would like to preserve the entangled state. We will now vary the parameters $N$, $g$ and $\kappa$ to see how they affect the evolution of entropy with time. Of particular interest is the exceptional point $g = \kappa$ where the non-Hermitian system enters the broken $\mathcal{PT}$ regime in the time-independent setting. It is in this area that the evolution we see differs from the standard evolution of entropy in Hermitian quantum mechanics.

Figure 6.1 shows how the entropy evolves when $\kappa < g$. This is equivalent to the unbroken $\mathcal{PT}$ regime of the non-Hermitian model. In this setting the entropy experiences so called "sudden death" similar to \cite{113}. The entropy rapidly decays from a maximum value to zero with a subsequent revival after the initial death. When the number of oscillators in the bath increases, the moment of vanishing entropy occurs at an earlier time.
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Figure 6.1: Von Neumann entropy as a function of time and varied bath size, with $c_1 = 1$, $g = 0.7$, $\kappa = 0.3$, corresponding to the $\mathcal{PT}$ unbroken regime.

Figure 6.2 depicts the entropy evolution when $\kappa = g$. This is equivalent to the exceptional point of the non-Hermitian model. As $\kappa = g$, any dependence on either $\kappa$ or $g$ disappears as they only appear in the combination $g^2 - \kappa^2$ in the entropy. In this specific setting, the system decays asymptotically from maximal entropy to zero. The half life of this decay decreases with the number of oscillators in the bath.
Figure 6.2: Von Neumann entropy as a function of time and varied bath size, with $c_1 = 1, g = \kappa$, corresponding to the exceptional point.

Figure 6.3 now shows the results of entropy evolution when $g < \kappa$. This is the spontaneously broken $\mathcal{PT}$ regime of the original time-independent non-Hermitian model. In this case the system once again decays asymptotically but in this instance the decay is to a non-zero value of entropy. In this way, the entropy is preserved eternally. Once again the half life decreases with increasing $N$. The finite value that is asymptotically approached independently of $N$ is

$$S_{t \to \infty} = -\frac{1}{2}(1 + \xi) \ln \left[ \frac{1}{2}(1 + \xi) \right] - \frac{1}{2}(1 - \xi) \ln \left[ \frac{1}{2}(1 - \xi) \right],$$

(6.47)

where

$$\xi = \frac{\sqrt{c_1^2 + \omega^2}}{c_1}.$$  

(6.48)

We see the condition for the asymptote to exist is $\left| \frac{c_1}{\omega} \right| > 1$, which matches the reality condition of $\mu$ in equation (6.37).
We have found three significantly different phenomena at $\kappa > g$, $\kappa = g$ and $\kappa < g$. Specifically we see a change from rapid decay of entropy to zero, to asymptotic decay to zero through to asymptotic decay to a non-zero entropy. This can be interpreted as crossing the $\mathcal{PT}$ exceptional point into the spontaneously broken regime of the original time-independent non-Hermitian system. However, with the existence of a time-dependent metric, the broken regime is no longer truly broken as we are able to provide a well-defined interpretation.

6.4 Summary

We derived a framework for the Von Neumann entropy in non-Hermitian quantum systems and applied it to a simple system bath coupled bosonic model. In order to analyse the model we were required to find a time-dependent metric and we chose to solve the time-dependent Dyson equation for this. This method also gave us the equivalent Hermitian system which we worked with to perform the analysis as the framework showed the entropy was equivalent in both systems. The $\mathcal{PT}$-symmetry of the non-Hermitian system played an important role for the characterisation of the regimes of different qualitative behaviour in the evolution of the Von Neumann entropy. We found three different types of behaviour depending on whether we are in the $\mathcal{PT}$ unbroken regime, at the exceptional point or in the spontaneously broken $\mathcal{PT}$ regime. In the unbroken regime, the entropy underwent rapid decay to zero. At subsequent times it was revived and continued this oscillatory behaviour indefinitely. At the exceptional point, the entropy decayed asymptotically to zero and in the spontaneously broken regime, the entropy decayed asymptotically from a maximum to a finite minimum (6.47) that remained constant with time.
Our findings may have implications for maintaining entanglement in quantum computers when the computer is operated in the spontaneously broken $\mathcal{PT}$ regime. The challenge here is to construct a system in a laboratory that mimics that of the non-Hermitian system presented here. However, non-Hermitian systems have been realised in quantum optical experiments \cite{51,86} and so it is certainly possible that the same could be carried in quantum computing.
Chapter 7

Darboux Transformations

Darboux transformations \[120\] are very efficient tools in the study of exactly or quasi-exactly solvable systems. Formally they map solutions and coefficient functions of a partial differential equation to new solutions and a differential equation of similar form with different coefficient functions. The classic example is a second order differential equation of Sturm-Liouville type or time-independent Schrödinger equation (TDSE). Since in this context the Darboux transformation relates two operators that can be identified as isospectral Hamiltonians, this scenario has been interpreted as the quantum mechanical analogue of supersymmetry \[121,123\]. Many potentials with direct physical applications may be generated with this technique, such as for instance complex crystals with invisible defects \[101,124\]. By relating quantum mechanical systems to soliton solutions of nonlinear differential equations, such as for instance the Korteweg-de Vries equation, the sine-Gordon equation or the nonlinear Schrödinger equation, Darboux transformations have also been very efficiently utilized in the construction of multi-soliton solutions \[125–129\].

Initially Darboux transformations were developed for stationary equations, so that the treatment of the full TDSE was not possible. Evidently the latter is a much more intricate problem to solve, especially for non-autonomous Hamiltonians. Explicitly time-dependent Darboux transformations for TDSE, rather than the time-independent Schrödinger equation, were first introduced by Bagrov and Samsonov \[130\] and subsequently generalized to other types of time-dependent systems \[131,132\]. The limitations of the generalization from the time-independent to the time-dependent Schrödinger equation were that the solutions considered in \[130\] force the Hamiltonians involved to be Hermitian. One of the central purposes of this chapter is to overcome this shortcoming and propose fully time-dependent Darboux transformations that deal directly with the TDSE involving non-Hermitian Hamiltonians. We extend our analysis to the entire hierarchy of solvable time-dependent Hamiltonians constructed from generalized versions of Darboux-Crum transformations. As an alternative scheme we also discuss the intertwining relations for Lewis-Riesenfeld invariants for Hermitian as well as non-Hermitian Hamiltonians. These quantities are constructed as auxiliary objects to convert the fully TDSE into an eigenvalue equation that is easier to solve and subsequently allows to tackle the TDSE. The class of non-Hermitian Hamiltonians we consider here is the one of \(PT\)-symmetric/quasi-Hermitian ones that are related to a Hermitian counterpart by means of the time-dependent Dyson equation (TDDE).

Given the interrelations of the various quantities in the proposed scheme one may
freely choose different initial starting points. A quadruple of Hamiltonians, two Hermitian and two non-Hermitian ones, is related by two TDDE and two intertwining relations in form of a commutative diagram. This allows to compute all four Hamiltonians by solving either two intertwining relations and one TDDE or one intertwining relations and two TDDE, with the remaining relation being satisfied by the closure of the commutative diagram. We discuss the working of our proposal by taking two concrete non-Hermitian systems as our starting points, the Gordon-Volkov Hamiltonian with a complex electric field and a reduced version of the Swanson model. From the various solutions to the TDSE we construct explicitly time-dependent rational, hyperbolic, Airy function and nonlocal potentials.

This chapter is organized as follows: In section 7.1 we review the time-dependent Darboux transformations for Hermitian Hamiltonians and stress the limitations of previous results. We propose a new scheme that allows for the treatment of non-Hermitian Hamiltonians. Subsequently we extend the Darboux transformations to Darboux-Crum transformations, that is we construct two hierarchies from intertwining operators built from solutions previously ignored. In section 7.2 we discuss the intertwining relations for Lewis-Riesenfeld invariants. Taking a complex Gordon-Volkov Hamiltonian as starting point we discuss in section 7.3 various options of how to close the commutative diagrams constructing the intertwining operators from different types of solutions for rational, hyperbolic, Airy function potentials. In section 7.4 we start from a reduced version of the Swanson model and carry out the analysis for two different Dyson maps. In addition we discuss intertwining relations for Lewis-Riesenfeld invariants for this concrete system. The solutions to the TDSE discussed in this section depend on the solutions of an auxiliary equation known as the dissipative Ermakov-Pinney equation. We discuss in Appendix B how to obtain explicit solutions to this nonlinear second order differential equation.

7.1 Time-dependent Darboux-Crum transformations

7.1.1 Time-dependent Darboux transformations for Hermitian systems

Before introducing the time-dependent Darboux transformations for non-Hermitian systems we briefly recall the construction for the Hermitian setting. This revision will not only establish our notation, but it also serves to highlight why previous suggestions are limited to the treatment of Hermitian systems. Here we wish to overcome this shortcoming and extend the theory of Darboux transformations to include the treatment of time-dependent non-Hermitian Hamiltonians. Our main emphasis is on non-Hermitian systems that belong to the class of $\mathcal{PT}$-symmetric Hamiltonians, as specified in the introduction (e.g. 1.4). Such type of systems are of physical interest as potentially they possess energy operators with real instantaneous eigenvalues, that are different from the Hamiltonians in the non-Hermitian case.

The time-dependent Hermitian intertwining relation introduced in (130) reads

$$\ell (i\partial_t - h_0) = (i\partial_t - h_1) \ell,$$  \hspace{1cm} (7.1)

where the Hermitian Hamiltonians $h_0$ and $h_1$ involve explicitly time-dependent poten-
Differential \( v_j(x,t) \)

\[ h_j(x,t) = p^2 + v_j(x,t), \quad j = 0, 1. \] (7.2)

The intertwining operator \( \ell \) is taken to be a first order differential operator

\[ \ell(x,t) = \ell_0(x,t) + \ell_1(x,t) \partial_x. \] (7.3)

In general we denote by \( \phi_j, j = 0, 1 \), the solutions to the two partner TDSEs \( i\partial_t \phi_j = h_j \phi_j \). Throughout this chapter we use the convention \( \hbar = 1 \). Taking a specific solution \( u(x,t) := \phi_0(x,t) \) to one of these equations, the constraints imposed by the intertwining relation (7.1) can be solved by

\[ \ell_1(x,t) = \ell_1(t), \quad \ell_0(x,t) = -\ell_1 \frac{u_x}{u}, \quad v_1 = v_0 + i \frac{(\ell_1)_t}{\ell_1} + 2 \left( \frac{u_x}{u} \right)^2 - 2 \frac{u_{xx}}{u}, \] (7.4)

where, as indicated, \( \ell_1 \) must be an arbitrary function of \( t \) only. At this point the new potential \( v_1 \) might still be complex. However, besides mapping the coefficient functions, the main practical purpose of the Darboux transformations is that one also obtains exact solutions \( \phi_1 \) for the partner TDSE \( i\partial_t \phi_1 = h_1 \phi_1 \) by employing the intertwining operator. In this case the direct application, that is acting with (7.1) on \( u \), yields just the trivial solution \( \phi_1 = lu = 0 \). For this reason different types of nontrivial solutions were proposed in [130]

\[ \hat{\phi}_1 = \frac{1}{\ell_1 u^*}, \quad \text{and} \quad \tilde{\phi}_1 = \hat{\phi}_1 \int_x^x |u|^2 \, dx', \] (7.5)

which require, however, that one imposes

\[ \ell_1(t) = \exp \left[ -\int_t^t \text{Im} \left( v_0 + 2 \left( \frac{u_x}{u} \right)^2 - 2 \frac{u_{xx}}{u} \right) \, dt' \right]. \] (7.6)

It is this assumption on the particular form of the solution that forces the new potentials in the proposal of [130] to be real \( v_1 = \text{Re} \left( v_0 + 2 \left( \frac{u_x}{u} \right)^2 - 2 \frac{u_{xx}}{u} \right) \). Notice that one might not be able to satisfy (7.6), as the right hand side must be independent of \( x \). If the latter is not the case, the solutions in (7.5) and the partner Hamiltonian \( h_1 \) do not exist.

Here we also identify another type of nontrivial solutions. Acting with equation (7.1) to the right on a solution of the TDSE \( i\partial_t \phi_0 = h_0 \phi_0 \), say \( \phi_0 = \tilde{u} \), that is linearly independent from \( \phi_0 = u \) used in the construction of the intertwining operator will in general lead to nontrivial solutions

\[ \phi_1 = L [u] (\tilde{u}), \quad \text{with} \quad L [u] (f) := \ell_1 (t) \left( \partial_x f - \frac{u_x}{u} f \right) \] (7.7)

to the second TDSE \( i\partial_t \phi_1 = h_1 \phi_1 \). This type of solution was overlooked in [130] and in principle might lead to complex potentials \( v_1 \) as it is not restricted by any additional constraints.
7.1.2 Time-dependent Darboux transformations for non-Hermitian systems

In order to extend the previous analysis in the way that allows for other types of complex potentials, and especially general non-Hermitian Hamiltonians that are \( \mathcal{PT} \)-symmetric/quasi-Hermitian, we make use of the time-dependent Dyson equation (TDDE) for both time-dependent Hermitian Hamiltonians \( h_0(t), h_1(t) \) and the time-dependent non-Hermitian Hamiltonians \( H_0(t), H_1(t) \)

\[
h_j = \eta_j H_j \eta_j^{-1} + i \partial_t \eta_j \eta_j^{-1}, \quad j = 0, 1. \tag{7.8}
\]

The time-dependent Dyson maps \( \eta_j(t) \) relate the solutions of the TDSE \( i \partial_t \psi_j = H_j \psi_j \) to the previous ones for \( \phi_j \) as

\[
\phi_j = \eta_j \psi_j, \quad j = 0, 1. \tag{7.9}
\]

Using (7.8) in the intertwining relation (7.1) yields

\[
\ell \left( i \partial_t - \eta_0 H_0 \eta_0^{-1} - i \partial_t \eta_0 \eta_0^{-1} \right) = \left( i \partial_t - \eta_1 H_1 \eta_1^{-1} - i \partial_t \eta_1 \eta_1^{-1} \right) \ell. \tag{7.10}
\]

Multiplying (7.10) from the left by \( \eta_1 \eta_0 \eta_0^{-1} \) and acting to the right on \( \eta_0 f \), with \( f(x,t) \) being some arbitrary test function, we obtain

\[
\eta_1^{-1} \ell \left[ i \left( \partial_t \eta_0 \right) f + i \eta_0 \partial_t f - \eta_0 H_0 f - i \left( \partial_t \eta_0 \right) f \right] = \left( i \eta_1^{-1} \ell \eta_0 \eta_0^{-1} \partial_t f + i \eta_1^{-1} \left( \partial_t \ell \eta_0 \eta_0^{-1} \right) f - H_1 \eta_1^{-1} \ell \eta_0 f - i \eta_1^{-1} \left( \partial_t \eta_1 \right) \eta_1^{-1} \ell \eta_0 f \right). \tag{7.11}
\]

Rearranging the time derivative terms and removing the test function, we derive the new intertwining relation for non-Hermitian Hamiltonians

\[
L \left( i \partial_t - H_0 \right) = \left( i \partial_t - H_1 \right) L, \tag{7.12}
\]

where we introduced the new intertwining operator

\[
L := \eta_1^{-1} \ell \eta_0. \tag{7.13}
\]

We note that \( H_j - p^2 \) is in general not only no longer real and might also include a dependence on the momenta, i.e. \( H_j \) does not have to be a potential Hamiltonian and could be nonlocal. Denoting by \( \psi_0 = U = \eta_0 \eta_0^{-1} u \) a particular solution to the TDSE for \( H_0 \), the standard new solution \( \psi_1 = LU = \eta_1^{-1} \ell \eta_0 \eta_0^{-1} u \) remains trivial. The nontrivial solutions (7.5) generalize to

\[
\hat{\psi}_1 = \eta_1^{-1} \frac{1}{\ell_1 (\eta_0 U)^2}, \quad \text{and} \quad \tilde{\psi}_1 = \hat{\psi}_1 \int_x^{x'} |\eta_0 U|^2 \, dx'. \tag{7.14}
\]

The nontrivial solution (7.7) becomes

\[
\psi_1 = L [U] \left( \frac{U}{\hat{U}} \right) \tag{7.15}
\]

in the non-Hermitian case. In summary, our quadruple of Hamiltonians is related as depicted in the commutative diagram

\[
\eta_1^{-1} \mathcal{L} [u] \eta_0 \quad \downarrow \quad \eta_0 \quad \downarrow \quad h_0
\]

\[
H_0 \quad \eta_0 \quad h_0
\]

\[
H_1 \quad \eta_1 \quad h_1
\]

\[
\mathcal{L} [u] \quad \downarrow \quad \eta_1 \quad \downarrow \quad h_1
\]
One may of course also try to solve the intertwining relation (7.12) directly and build the intertwining operator \( L \) from a solution \( U = \eta_0^{-1} u \) for the TDSE for \( H_0 \) and ignore initially the fact that the Hamiltonians \( H_0 \) and \( H_1 \) involved are non-Hermitian. To make sense of these Hamiltonians one still needs to construct the Dyson maps \( \eta_0 \) and \( \eta_1 \). Considering the diagram

\[
\begin{array}{ccc}
H_0 & \overset{\eta_0}{\rightarrow} & h_0 \\
\mathcal{L}[U] & \downarrow & \mathcal{L}[u] \\
H_1 & \overset{?}{\rightarrow} & h_1
\end{array}
\] (7.17)

in which the TDDE has been solved for \( \eta_0, H_0, h_0 \) and \( H_1, h_1 \) have been constructed with intertwining operators build from the solutions of the respective TDSE, we address the question of whether it is possible to close the diagram, that is making it commutative. For this to be possible we require

\[
\mathcal{L}[U] = \eta_1^{-1} \mathcal{L}[u] \eta_0 \tag{7.18}
\]

to be satisfied. It is easy to verify that (7.18) holds if and only if

\[
\eta_1 = \eta_0, \quad \text{and} \quad \frac{\eta_0^{-1} u_x}{\eta_0^{-1} u} = \frac{\eta_0^{-1} u_x}{\eta_0^{-1} u} \eta_0.
\] (7.19)

A solution for the second equation in (7.19) is for instance \( \eta_0 = f(x) T_{\alpha}(x) \), with \( T_{\alpha}(x) = e^{i\alpha p} \) being a standard shift operator, i.e. \( T_{\alpha} g(x) = g(x + \alpha) \), and \( f(x) \) an arbitrary \( x \)-dependent function.

### 7.1.3 Time-dependent Darboux-Crum transformations for Hermitian systems

Next we demonstrate that the iteration procedure of the Darboux transformation, usually referred to as Darboux-Crum (DC) transformations \([120, 125, 133]\), will lead also in the time-dependent case to an entire hierarchy of exactly solvable time-dependent Hamiltonians \( h_0, h_1, h_2, \ldots \) for the TDSEs \( i \partial_t \phi^{(n)} = h_n \phi^{(n)} \) related to each other by intertwining operators \( \ell^{(n)} \)

\[
\ell^{(n)} (i \partial_t - h_{n-1}) = (i \partial_t - h_n) \ell^{(n)}, \quad n = 1, 2, \ldots
\] (7.20)

For \( n = 1 \) this is equation (7.1) with \( \ell = \ell^{(1)} \) and solutions \( \phi_0 = \phi^{(0)}, \phi_1 = \phi^{(1)} \). Taking a particular solution \( \phi_0 = u \) to depend on some parameter \( \gamma \), continuously or discretely, we denote the solutions at different values as \( u_i := u(\gamma_i) \). Given now \( \ell^{(1)} = \mathcal{L}[u_0] \) from (7.3) we act with (7.20) for \( n = 1 \) on \( u_1 \), so that we can cast the intertwining operator and the solution (7.7) in the form

\[
\ell^{(1)} (f) = \mathcal{L}[u_0] (f) = \ell_1 (t) \frac{W_2[u_0, f]}{W_1[u_0]}, \quad \phi^{(1)}(t) = \ell^{(1)}(u_1) = \mathcal{L}[u_0] (u_1),
\] (7.21)

with corresponding time-dependent Hamiltonian

\[
h_1 = h_0 - 2 \left[ \ln W_1(u_0) \right]_{xx} + i \left[ \ln \ell_1 \right]_t.
\] (7.22)
We employed here the Wronskian $W_n[u_0, u_1, \ldots, u_n] := \det \omega$ with $\omega_{jk} = \partial^{j-1}u_k/\partial x^{j-1}$ for $j, k = 1, \ldots, n$, e.g. $W_1[u_0] = u_0, W_2[u_0, u_1] = u_0 (u_1)_x - u_1 (u_0)_x$, etc., which allows to write the expressions for the intertwining operator and Hamiltonians in the hierarchy in a very compact form. Iterating these equations we obtain the compact closed form for the intertwining operator

$$
\ell^{(n)}(f) = \mathcal{L} \left[ \ell^{(n-1)}(u_{n-1}) \right] \left( \ell^{(n-1)}(f) \right) = \ell_1^n(t) W_{n+1}[u_0, u_1, \ldots, u_{n-1}, f] / W_n[u_0, u_1, \ldots, u_{n-1}],
$$

(7.23)

$$
\ell_1^n(t) |\Omega|^{(n+1)(n+1)}.
$$

(7.24)

(7.25)

where $|\Omega|^{(n+1)(n+1)}$ denotes a quasideterminant for the $(n+1)\times(n+1)$-matrix $\Omega$ with $\Omega_{jk} = \partial^{j-1}u_k/\partial x^{j-1}$, $\Omega_{j(n+1)} = \partial^{j-1}f/\partial x^{j-1}$ for $j = 1, \ldots, n + 1, k = 1, \ldots, n$. For the time-dependent Hamiltonians we derive

$$
h_n = h_0 - 2 [\ln W_n(u_0, u_1, \ldots, u_{n-1})]_{xx} + in \ell_1(t).
$$

(7.26)

Nontrivial solutions of the type $\phi^{(n)}$ to the related TDSE $i\partial_t \phi^{(n)} = h_n \phi^{(n)}$ are then obtained as

$$
\phi^{(n)} = \ell^{(n)}(u_n).
$$

(7.27)

Instead of using the same solution $u_i$ of the TDSE for $h_0$ at different parameter values in the closed expression, it is also possible to replace some of the solutions $u_i$ by the second linear independent solutions $\tilde{u}_i$ at the same parameter values, see e.g. [127, 135, 136] and references therein for details. This choice allows for the treatment of degenerate solutions. Closed expressions for DC-transformation built from the solutions $\phi^{(n)}$ can be found in [130]. Below we will illustrate the working of the formulae in this section with concrete examples.

### 7.1.4 Time-dependent DC transformations for non-Hermitian systems

The iteration procedure for the non-Hermitian system goes along the same lines as for the Hermitian case, albeit with different intertwining operators $L$. The iterated systems are

$$
L^{(n)}(i\partial_t - H_{n-1}) = (i\partial_t - H_n) L^{(n)}, \quad n = 1, 2, \ldots
$$

(7.28)

The intertwining operators read in this case

$$
L^{(n)}(f) = \mathcal{L} \left[ L^{(n-1)}(U_{n-1}) \right] \left( L^{(n-1)}(f) \right) = \ell_1^n(t) W_{n+1}[U_0, U_1, \ldots, U_{n-1}, f] / W_n[U_0, U_1, \ldots, U_{n-1}],
$$

(7.29)

and the time-dependent Hamiltonians are

$$
H_n = H_0 - 2 [\ln W_n(U_0, U_1, \ldots, U_{n-1})]_{xx} + in [\ln \ell_1(t)].
$$

(7.30)

The nontrivial solutions to the related TDSE are then obtained as

$$
\psi^{(n)} = L^{(n)}(U_n).
$$

(7.31)

Notice that in (7.28)-(7.31) the only Dyson maps involved are $\eta_0$ and $\eta_1$. Alternatively we can also express $L^{(n)} = \eta_n^{-1} l^{(n)} \eta_{n-1}$ and $\psi^{(n)} = \eta_n^{-1} \phi^{(n)}$, but the computation of the $\eta_n$ for $n > 1$ is not needed. Since the solutions $\phi^{(n)}$ require the Hamiltonians involved to be Hermitian, hierarchies build on them do not exist in the non-Hermitian case.
7.2 Intertwining relations for Lewis-Riesenfeld invariants

As previously argued \[10,12,68\], the most efficient way to solve the TDDE (7.8), as well as the TDSE, is to employ the Lewis-Riesenfeld invariants \[82\]. The steps in this approach consists of first solving the evolution equation for the invariants of the Hermitian and non-Hermitian system separately and subsequently constructing a similarity transformation between the two invariants. By construction the map facilitating this transformation is the Dyson map satisfying the TDDE.

Here we need to find four time-dependent invariants \( I^h_j(t) \) and \( I^H_j(t) \), \( j = 0, 1 \), that solve the equations
\[
\partial_t I^h_j(t) = i \left[ I^h_j(t), H_j(t) \right], \quad \text{and} \quad \partial_t I^H_j(t) = i \left[ I^H_j(t), h_j(t) \right]. \tag{7.32}
\]

The solutions \( \phi_j(t), \psi_j(t) \) to the respective TDSEs are related by a phase factor \( |\phi_j(t)\rangle = e^{i\alpha_j(t)} |\hat{\phi}_j(t)\rangle, \) \( |\psi_j(t)\rangle = e^{i\alpha_j(t)} |\hat{\psi}_j(t)\rangle \) to the eigenstates of the invariants
\[
I^h_j(t) |\hat{\phi}_j(t)\rangle = \Lambda_j |\phi_j(t)\rangle, \quad I^H_j(t) |\hat{\psi}_j(t)\rangle = \Lambda_j |\psi_j(t)\rangle, \quad \text{with} \quad \dot{\Lambda}_j = 0. \tag{7.33}
\]

Subsequently the phase factors can be computed from
\[
\dot{\alpha}_j = \langle \hat{\phi}_j(t) | i\partial_t - h_j(t) |\hat{\phi}_j(t)\rangle = \langle \hat{\psi}_j(t) | \eta_j^\dagger(t) \eta_j(t) | i\partial_t - H_j(t) |\hat{\psi}_j(t)\rangle. \tag{7.34}
\]

As has been shown \[10,12,68\], the two invariants for the Hermitian and non-Hermitian system obeying the TDDE are related to each other by a similarity transformation
\[
I^h_j = \eta_j I^H_j \eta_j^{-1}. \tag{7.35}
\]

Here we show that the invariants \( I^H_0, I^H_1 \) and \( I^h_0, I^h_1 \) are related by the intertwining operators \( L \) in (7.13) and \( \ell \) in (7.3), respectively. We have
\[
LI^H_0 = I^H_1 L, \quad \text{and} \quad \ell I^h_0 = I^h_1 \ell. \tag{7.36}
\]

This is seen from computing
\[
i\partial_t (LI^H_0 - I^H_0 L) = H_1 (LI^H_0 - I^H_0 L) - (LI^H_0 - I^H_0 L) H_0, \tag{7.37}
\]

where we used (7.12) and (7.32) to replace time-derivatives of \( L \) and \( I^H_0 \), respectively. Comparing (7.37) with (7.12) in the form \( i\partial_t L = H_1 L - LH_0, \) we conclude that \( L = LI^H_0 - I^H_0 L \) or \( LI^H_0 = I^H_0 L \). The second relation in (7.36) follows from the first when using (7.13) and (7.35). Thus schematically the invariants are related in the same manner as depicted for the Hamiltonians in (7.16) with the difference that the TDDE is replaced by the simpler adjoint action of the Dyson map. Given the above relations we have no obvious consecutive orderings of how to compute the quantities involved. For convenience we provide a summary of the above in the following diagram to illustrate schematically how different quantities are related to each other:
Figure 7.1: Schematic representation of Dyson maps $\eta_0, \eta_1$ and intertwining operators $\ell, L$ relating quadruples of Hamiltonians $h_0, h_1, H_0, H_1$ and invariants $I_0^h, I_1^h, I_0^H, I_1^H$ together with their respective eigenstates $\phi_0, \phi_1, \psi_0, \psi_1$ and $\tilde{\phi}_0, \tilde{\phi}_1, \tilde{\psi}_0, \tilde{\psi}_1$ that are related by phases $\alpha_0, \alpha_1$. 
7.3 Solvable potentials from the complex Gordon-Volkov Hamiltonian

We will now discuss how the various elements in figure 7.1 can be computed. Evidently the scheme allows to start from different quantities and compute the remaining ones by following different indicated paths, that is we may solve intertwining relations and TDDE in different orders for different quantities. As we are addressing here mainly the question of how to make sense of non-Hermitian systems, we always take a non-Hermitian Hamiltonian $H_0$ as our initial starting point and given quantity. Subsequently we solve the TDDE (7.8) for $h_0, \eta_0$ and thereafter close the commutative diagrams in different ways.

We consider a complex version of the Gordon-Volkov Hamiltonian \[ H_0 = H_{GV} = p^2 + i E(t) x, \] (7.38) in which $i E(t) \in i \mathbb{R}$ may be viewed as a complex electric field. In the real setting $H_{GV}$ is a Stark Hamiltonian with vanishing potential term around which a perturbation theory can be build in the strong field regime, see e.g. [139]. Such type of potentials are also of physical interest in the study of plasmonic Airy beams in linear optical potentials [140]. Even though the Hamiltonian $H_{GV}$ is non-Hermitian, it belongs to the interesting class of $\mathcal{PT}$-symmetric Hamiltonians, i.e. it remains invariant under the antilinear transformation $\mathcal{PT} : x \to -x, \ p \to p, \ i \to -i$.

In order to solve the TDDE (7.8) involving $H_0$ we make the Ansatz \[ \eta_0 = e^{\alpha(t)x} e^{\beta(t)p}, \] (7.39) with $\alpha(t), \beta(t)$ being some time-dependent real functions. The adjoint action of $\eta_0$ on $x, \ p$ and the time-dependent term are easily computed to

\[ \eta_0 x \eta_0^{-1} = x - i \beta, \quad \eta_0 p \eta_0^{-1} = p + i \alpha, \quad i \dot{\eta}_0 \eta_0^{-1} = i \dot{\alpha} x + i \dot{\beta} (p + i \alpha). \] (7.40)

We use now frequently overdots as an abbreviation for partial derivatives with respect to time. Therefore the right hand side of the TDDE (7.8) yields

\[ h_0 = h_{GV} = p^2 + ip \left( 2 \alpha + \dot{\beta} \right) - \alpha^2 + ix (E + \dot{\alpha}) + E \beta - \dot{\beta} \alpha. \] (7.41)

Thus, for $h_0$ to be Hermitian we have to impose the reality constraints

\[ \dot{\alpha} = -E, \quad \dot{\beta} = -2 \alpha, \] (7.42)

so that $h_0$ becomes a free particle Hamiltonian with an added real time-dependent field

\[ h_0 = h_{GV} = p^2 + \alpha^2 + E \beta = p^2 + \int_{t}^{t} E(s) \, ds + 2E(t) \int_{t}^{t} \int_{s}^{E(w) \, dw \, ds.} \] (7.43)

There are numerous solutions to the TDSE $i \partial_t \phi_0 = h_{GV} \phi_0$, with each of them producing different types of partner potentials $v_1$ and hierarchies. We will now discuss various ways to construct the next level in the hierarchy by using different types of solutions.
7.3.1 Solvable time-dependent hyperbolic potentials, two separate intertwinnings

We start by considering the scenario as depicted in the commutative diagram (7.17). Thus we start with a solution to the TDDE in form of \( h_0, H_0, \eta_0 \) as given above and carry out the intertwining relations separately using the intertwining operators \( \mathcal{L}[u] \) and \( \mathcal{L}[U] \) in the construction of \( h_1 \) and \( H_1 \), respectively. According to (7.19), in this case the expression for the second Dyson map is dictated by the closure of the diagram to be \( \eta_1 = \eta_0 \). We construct our intertwining operator from the simplest solutions to the TDSE for \( h_0 = h_{GV} \)

\[
\phi_{0,m}(x,t) = \cosh(mx)e^{-\alpha x + im^2 t - i \int (\alpha^2 + E\beta) ds}
\]

(7.44)

with continuous parameter \( m \). A second linearly independent solution \( \tilde{\phi}_{0,m} \) is obtained by replacing the \( \cosh \) in (7.44) by \( \sinh \). Taking \( \phi_{0,m} \) as our seed function we compute

\[
\ell = \mathcal{L}[\phi_{0,m}] = \ell_1(t) [\partial_x - m \tanh(mx)]
\]

(7.45)

\[
h_1 = p^2 - 2m^2 \text{sech}(mx) + \alpha^2 + E\beta + i \frac{\ell_1(t)}{\ell_1}
\]

(7.46)

\[
\phi_{1,m,m'} = \ell[\phi_{0,m}](\phi_{0,m'})
\]

(7.47)

\[
= \ell_1(t) \left[ m' \sinh(m'x) - m \cosh(m'x) \tanh(mx) \right] e^{i m^2 t - i \int (\alpha^2 + E\beta) ds}
\]

(7.48)

Evidently \( \ell_1(t) \) must be constant for \( h_1 \) to be Hermitian, so for convenience we set \( \ell_1(t) = 1 \). Since \( \eta_0 \) is of the form that solves the second equation in (7.19), we can also directly solve the intertwining relation (7.12) for \( H_0 \) and \( H_1 \) using an intertwining operator build from a solution for the TDSE of \( H_0 \), i.e. \( \mathcal{L}[U] = \mathcal{L} [\eta_0^{-1} \phi_{0,m}] \). We obtain

\[
H_1 = p^2 - 2m^2 \text{sech} \left[ m(x + i\beta) \right] + iE(t)x
\]

(7.49)

\[
\psi_{1,m,\tilde{m}} = e^{-\alpha(x + i\beta)} \phi_{1,m,\tilde{m}}(x + i\beta).
\]

(7.50)

We verify that the TDDE for \( h_1 \) and \( H_1 \) is solved by \( \eta_1 = \eta_0 \), which is enforced by the closure of the diagram (7.17) and the first relation in (7.19).

We can extend our analysis to the Darboux-Crum transformation and compute the two hierarchies of solvable time-dependent hyperbolic Hamiltonians \( H_0, H_1, H_2, \ldots \) and \( h_0, h_1, h_2, \ldots \) directly from the expressions (7.23)-(7.31). For instance, we calculate

\[
H_2 = p^2 + \frac{2(m^2 - \tilde{m}^2) \left[ \tilde{m}^2 \cosh(\tilde{m}x) - m^2 \cosh(mx) \right]}{\left[ m \cosh(mx) \sinh(\tilde{m}x) - \tilde{m} \cosh(mx) \sinh(mx) \right]^2} + iE(t)x
\]

(7.51)

with \( \tilde{x} = x + i\beta \). The solutions to the corresponding TDSE are directly computable from the generic formula (7.31).

7.3.2 Solvable time-dependent rational potentials, intertwining and TDDE

Next we start again with a solution to the TDDE in form of \( h_0, H_0, \eta_0 \), carry out the intertwining to construct \( h_1 \) and subsequently solve the TDDE for \( H_1, \eta_1 \) with given \( h_1 \).
the free particle, which we modify by an additional phase

\[ \eta_0 \eta_1 \downarrow \downarrow \mathcal{L} [u] \]

where \( \eta \). In this case the expression for the intertwining operator between \( H_0 \) and \( H_1 \) is dictated by the closure of the diagram to be \( \eta_1^{-1} \mathcal{L} [u] \eta_0 \neq \mathcal{L} [U] \). We discuss this for a more physical solution as in the previous section that can be found for instance in [141] for the free particle, which we modify by an additional phase

\[ \phi_n^{(0)} (x, t) = \frac{1}{(t^2 + 1)^{1/4}} H_n(iz) \exp \left[ (1 + it) z^2 + i\kappa_n(t) \right] \]  

(7.53)

where \( z := x/\sqrt{2 + 2t^2} \) and \( \kappa_n(t) = (n + \frac{1}{2}) \arctan t - \int_0^t (\alpha(s)^2 + E(s)\beta(s)) \, ds \). There exists a more general solution in terms of parabolic cylinder functions with a continuous parameter, but we consider here the specialized version that only involves Hermite polynomials \( H_n(x) \) as this leads to more interesting potentials of rational type. Using \( \phi_n^{(0)} \) allows us to compute the corresponding intertwining operators \( \ell_n^{(1)} \) and partner potentials \( v_n^{(1)} \). Evaluating the formulae in (7.4) we obtain

\[ \ell_n^{(1)} = \ell_1 (t) \left[ -i \frac{1}{2} \left( \frac{x}{i + t} + \frac{2n\sqrt{2}H_{n-1}(iz)}{\sqrt{1 + t^2}H_n(iz)} \right) + \partial_x \right], \]

(7.54)

\[ v_n^{(1)} = \frac{4n}{1 + t^2} \left[ \frac{(n - 1)H_{n-2}(iz)H_n(iz) - nH_{n-1}^2(iz)}{H_n^2(iz)} \right] + \alpha^2 + E\beta - \frac{1 + it^2}{1 + t^2} + i(\ell_1)_t. \]

Since the combination of Hermite polynomials in \( v_n^{(1)} \) is always real, we notice that \( \text{Im}[v_1^{(1)}] \) is only a function of \( t \) and can be eliminated by a suitable choice of \( \ell_1 \). The choice (7.6) yields \( \ell_1 = \sqrt{1 + t^2} \) for all \( n \) and the rational potentials in \( x \) and \( t \)

\[ v_0^{(1)} = \alpha^2 + E\beta - \frac{1}{1 + t^2}, \quad v_1^{(1)} = v_0^{(1)} + \frac{2}{x^2}, \quad v_2^{(1)} = v_0^{(1)} - \frac{4}{1 + t^2 - x^2} \]

\[ v_3^{(1)} = v_0^{(1)} + \frac{6}{x^2 \left[ (1 + t^2)^2 + x^4 \right]}, \quad v_4^{(1)} = v_0^{(1)} + \frac{8}{\left[ 6 (1 + t^2) x^2 + 3 (1 + t^2)^2 + x^4 \right]^2}, \ldots \]

(7.55)

We observe that all potentials \( v_n^{(1)} \) with \( n \) odd are singular at \( x = 0 \), whereas those with \( n \) even are regular for all values of \( x \) and \( t \). We depict some of these finite potentials in figure 7.2, noting that they possess well defined minima and finite asymptotic behaviour. The nontrivial solutions (7.7) to the TDSE for the Hamiltonians involving \( v_n^{(1)} \) are

\[ \phi_{n,m}^{(1)} = \mathcal{L} \left[ \phi_n^{(0)} \right] \left( \phi_m^{(0)} \right), \quad n \neq m \]

\[ = i\sqrt{2} \frac{mH_{m-1}(iz)H_n(iz) - nH_m(iz)H_{n-1}(iz)}{(1 + t^2)^{1/4} H_n(iz)} e^{iv_n(t)} \]

(7.56)

(7.57)
Figure 7.2: Time-dependent rational potentials $v_2^{(1)}(x,t)$, $v_4^{(1)}(x,t)$ and $v_6^{(1)}(x,t)$ with $E(t) = \sin t$.

and the nontrivial solutions obtained from (7.5) are

$$
\hat{\phi}_0^{(1)} = e^{-z^2} \phi_0^{(0)}, \quad \tilde{\phi}_0^{(1)} = \sqrt{2} F(z) \phi_0^{(0)},
$$

$$
\hat{\phi}_1^{(1)} = e^{-z^2} \frac{4z}{2} \phi_1^{(0)}, \quad \tilde{\phi}_0^{(1)} = \left[ x\sqrt{1+t^2} - \sqrt{2}(1+t^2) F(z) \right] \phi_1^{(0)},
$$

$$
\hat{\phi}_2^{(1)} = e^{-z^2} \frac{(1+t^2)^2 e^{-z^2}}{4(1+t^2+x^2)^2} \phi_2^{(0)}, \quad \tilde{\phi}_2^{(1)} = \frac{x(x^2-t^2-1)\sqrt{1+t^2} - 2\sqrt{2}(1+t^2)^2 F(z)}{(1+t^2+x^2)^2} \phi_2^{(0)},
$$

where $F(z)$ denotes the Dawson integral $F(z) := \exp(-z^2) \int_0^z \exp(s^2) ds$.

Finally we compute the non-Hermitian counterpart $H_1$ from the TDDE (7.8). Taking now $\eta_1$ to be of the same form as $\eta_0$ but different time-dependent parameters we make the Ansatz

$$
\eta_1 = e^{\gamma(t)} x e^{\delta(t)p}
$$

and compute

$$
H_1(x,p,t) = h_1(x+i\delta,p-i\gamma,t) - i\gamma x - i\delta p + \gamma \delta.
$$

Thus we obtain

$$
H_{1,0} = p^2 - 2i\gamma p - \gamma^2 + \alpha^2 + E\beta - \frac{1}{1+t^2} - i\gamma x + \gamma \delta - i\delta p
$$

$$
H_{1,1} = H_{1,0} + \frac{2}{(x+i\delta)^2}, \quad H_{1,2} = H_{1,0} - \frac{4\left[1+t^2-(x+i\delta)^2\right]}{[1+t^2+(x+i\delta)^2]^2},
$$

$$
H_{1,3} = H_{1,0} + \frac{6\left[3(1+t^2)^2+(x+i\delta)^4\right]}{(x+i\delta)^2[3+3t^2+(x+i\delta)^2]^2},
$$

By setting $\delta = -2\gamma$ we may remove the linear term in $p$ and convert the Hamiltonian into a potential one. We notice that the singularities for $v_{1,n}$ with $n$ odd have been regularized in the non-Hermitian setting for $\delta \neq 0$. The remaining factors lead to further restrictions for $\delta$ when demanding regularity for the $H_{1,n}$. In this case we require in addition $|\delta| < 1$ for $n = 2$, $|\delta| < \sqrt{3}$ for $n = 3$, $|\delta| > \sqrt{3} + \sqrt{6}$ for $n = 4, \ldots$

We verify that according to the commutative diagram (7.52) the intertwining operator relating $H_0$ and $H_1$ in (7.12) is indeed $L = \eta^{-1}_1 \mathcal{L}[u] \eta_0$. From this we can now also
compute the nontrivial solutions \((7.14)\) to the TDSE
\[
\psi_1(x, t) = e^{-\gamma x - i\gamma t} \phi_1(x + i\delta), \quad \text{and} \quad \tilde{\psi}_1(x, t) = e^{-\gamma x - i\gamma t} \tilde{\phi}_1(x + i\delta). \quad (7.64)
\]
Hence all of these systems are exactly solvable and the diagram \((7.52)\) does indeed close. The two hierarchies of solvable time-dependent rational Hamiltonians are then directly computed from the expressions \((7.23)-(7.31)\).

7.3.3 Solvable time-dependent Airy function potentials, two intertwinings

Finally we start again with a solution to the TDDE for \(h_0, H_0, \eta_0\) and carry out the intertwining relations separately constructing \(h_1, H_1\), but unlike as in section 7.3.1 we use the intertwining operator \(L = \eta_1^{-1} L[u] \eta_0\) involving an arbitrary operator \(\eta_1\),
\[
L = \eta_1^{-1} L[u] \eta_0 \quad \downarrow \quad \eta_0 \quad \downarrow \quad L[u] \quad \eta_1 \quad \downarrow \quad h_0 \quad \rightarrow \quad \\
H_1 \quad \eta_1 \quad \downarrow \quad \eta_0 \quad \downarrow \quad \eta_1 \quad \downarrow \quad h_1 \quad \rightarrow \quad (7.65)
\]
which, by the closure of the diagram, must be the Dyson map for the system 1.

We discuss this scenario for a somewhat less well known solution to the free particle TDSE in terms of Airy wave packet solutions as found forty years ago by Berry and Balazs [142], see also [143] for a different approach. The interesting feature of these wave packets is that they continually accelerate in a shape-preserving fashion despite the fact that no force is acting on them. Only more recently such type of waves have been realized experimentally in various forms, e.g. [144-148]. As in the previous section we modify the standard solution by a phase so that it solves the TDSE for \(h_{GUV}\)
\[
\phi^X_0(x, t) = Xi(\gamma x - \gamma^4 t^2) \exp \left[ i\gamma^3 t \left( x - \frac{2\gamma^3 t^2}{3} \right) - i \int \alpha^2 + E \beta dt \right]. \quad (7.66)
\]
Here \(Xi(z)\) denotes any of the two Airy functions \(Ai(z)\) or \(Bi(z)\) and \(\gamma \in \mathbb{C}\) is a free parameter. Using once more the relation in \((7.4)\), we obtain the intertwining operators and new Hamiltonians
\[
\ell^X = \ell_1(t) \left[ -i\gamma t^3 \gamma^{-2} \Xi' \left( \frac{\gamma x - \gamma^4 t^2}{\Xi(\gamma x - \gamma^4 t^2)} \right) + \partial_x \right], \quad (7.67)
\]
\[
h^X_1 = 2\gamma^3(x - \gamma^4 t^2) - 2\gamma^2 \left[ \frac{\Xi' \left( \frac{\gamma x - \gamma^4 t^2}{\Xi(\gamma x - \gamma^4 t^2)} \right)}{\Xi(\gamma x - \gamma^4 t^2)} \right]^2 + \alpha^2 + E \beta + i \ell_1(t),
\]
with \(Xi'(z)\) denoting the derivative of the Airy functions. Taking \(\ell_1\) to be a constant and \(\gamma \in \mathbb{R}\) these are indeed Hermitian Hamiltonians. We also note that \(h^X_1\) becomes singular when \(\gamma x - \gamma^4 t^2\) equals a zero of the Airy functions on the negative real axis. In addition, \(h^B_1\) becomes singular when \(\pi/3 < \text{arg}(\gamma x - \gamma^4 t^2) < \pi/2\). The nontrivial solutions according to \((7.7)\) are computed to
\[
\phi^{A/B}_1 = \ell^{A/B}(\phi^{B/A}_0) = \pm \frac{\ell_1(t) \gamma \exp \left[ -\frac{1}{3} i \left( 2\gamma^6 t^3 - 3\gamma^3 t x + 3 \int^t [\alpha(s)^2 + \beta(s)\kappa(s)] ds \right) \right]}{\pi \Ai / \Bi(\gamma x - \gamma^4 t^2)}, \quad (7.68)
\]
We have constructed these solutions from the two linearly independent solutions to the original TDSE rather than from one particular solution with different parameters $\gamma$, i.e.

$$\phi_{A/B}^{A/B}(\gamma_1, \gamma_2) = L[\phi_{A/B}^0(\gamma_1)](\phi_{A/B}^0(\gamma_2)) \quad (7.69)$$

are also solutions. Additional solutions can also be obtained in a straightforward manner from (7.5).

For fixed values of time we observe in figure 7.3 panel (a) the two characteristic qualitatively different types of behaviour of the Airy wave function, that is being oscillatory up to a certain point $x = x_0$ and beyond which the density distribution becomes decaying. We observe further that for increasing positive time, or decreasing negative time, the wave packets accelerate. For the density wave function of the partner Hamiltonian in panel (b) we observe this behaviour for one dominating value of $\gamma$ modulated by the other.

According to our commutative diagram (7.65) we calculate next the non-Hermitian counterpart $H^X_1$ using the intertwining operator $L = \eta_1^{-1}L[\phi^X_0] \eta_0$ with $\eta_1$ as specified in (7.59). We obtain

$$H^X_1(x, p, t) = h^X_1(x + i\delta, p - i\gamma, t) - i\gamma x - i\delta p + \gamma\delta. \quad (7.70)$$

We verify the closure of the diagram by noting that $H^X_1$ satisfies indeed the TDDE with $h^X_1, \eta_1$.

The above mentioned singularities on the real axis are now regularized.

### 7.4 Reduced Swanson model hierarchy

Next we consider a model that is build from a slightly more involved time-dependent Dyson map. We proceed as outlined in the commutative diagram (7.52). Our simple starting point is a non-Hermitian, but $\mathcal{PT}$-symmetric, Hamiltonian that may be viewed as reduced version of the well-studied Swanson model \[29\]

$$H_0 = H_{RS} = ig(t)xp. \quad (7.71)$$
We follow the same procedure as before and solve at first the TDDE for \( \eta_0 \) and \( h_0 \) with given \( H_0 \). In this case the arguments in the exponentials of the time-dependent Dyson map can no longer be linear and we therefore make the Ansatz

\[
\eta_0 = e^{\lambda(t)xp} e^{\varphi(t)p^2/2}.
\]

(7.72)

The right hand side of the TDDE (7.8) is then computed to

\[
h_0 = h_{RS} = \left[ \left( g\zeta + i\frac{\dot{\zeta}}{2} \right) \cos(2\lambda) + \left( ig\zeta - \frac{\dot{\zeta}}{2} \right) \sin(2\lambda) \right] p^2 + i(g + \dot{\lambda})xp.
\]

(7.73)

Thus for \( h_0 \) to be Hermitian we have to impose

\[
\dot{\lambda} = -g, \quad \dot{\zeta} = -2g\zeta \tan 2\lambda,
\]

(7.74)

so that we obtain a free particle Hamiltonian with a time-dependent mass \( m(t) \)

\[
h_0 = h_{RS} = \frac{1}{2m(t)}p^2, \quad \text{with} \quad m(t) = \frac{1}{2g\zeta \sec(2\lambda)}.
\]

(7.75)

Time-dependent masses have been proposed as a possible mechanism to explain anomalous nuclear reactions which cannot be explained by existing conventional theories in nuclear physics, see e.g. [149]. The reality constraints (7.74) can be solved by

\[
\lambda(t) = -\int_0^t g(s) \, ds, \quad \text{and} \quad \zeta(t) = c \sec \left( 2\int_0^t g(s) \, ds \right),
\]

(7.76)

with constant \( c \). Thus the time-dependent mass \( m(t) \) can be expressed entirely in terms of the time-dependent coupling \( g(t) \). An exact solution to the TDSE for \( h_{RS} \) can be found for instance in [150] when setting in there the time-dependent frequency to zero

\[
\phi_n^{(0)} (x,t) = \frac{e^{i\alpha_{0,n}(t)}}{\pi^{1/4} \sqrt{n!2^m \varrho(t)}} \exp \left[ m(t) \left( i\frac{\dot{\varrho}(t)}{\varrho(t)} - \frac{1}{m(t) \varrho^2(t)} \right) \frac{x^2}{2} \right] H_n \left[ \frac{x}{\varrho} \right],
\]

(7.77)

\[
\alpha_{0,n}(t) = -\int_0^t \left( n + \frac{1}{2} \right) \frac{m(s) \varrho^2(s)}{m(s) \varrho^2(s)} \, ds.
\]

(7.78)

For (7.77) to be a solution, the auxiliary function \( \varrho(t) \) needs to obey the dissipative Ermakov-Pinney equation with vanishing linear term

\[
\ddot{\varrho} + \frac{m}{\varrho} \dot{\varrho} = \frac{1}{m^2 \varrho^3}.
\]

(7.79)

We derive an explicit solution for this equation in [Appendix B]. Evaluating the formulae in (7.4), with \( h_0 \) and \( h_1 \) divided by \( 2m(t) \), we obtain the intertwining operators and the partner Hamiltonians

\[
\ell_n^{(1)} = \ell_1 \left[ \frac{x}{\varrho^2} - \frac{2nH_{n-1}[x/\varrho]}{\varrho H_n[x/\varrho]} - ixm \frac{\dot{\varrho}}{\varrho} + \partial_x \right],
\]

(7.80)

\[
h_{1,n} = h_0 + \frac{4n}{m \varrho^2} \left[ \frac{nH_{n-1}^2[x/\varrho] - (n-1)H_{n-2}[x/\varrho] H_n[x/\varrho]}{H_n^2[x/\varrho]} \right] + \frac{1}{m \varrho^2} + i \left[ \frac{\ell_1 - \dot{\varrho}/\varrho}{\ell_1} \right],
\]
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Figure 7.4: Probability densities $\phi^{(0)}_n$, $\phi^{(1)}_n$, $\phi^{(2)}_n$ from left to right for $g(t) = (1 + t^2)/4$, $m(t) = [1 + \cos(t + t^3/3)]/(1 + t^2)$, $g(t) = \sqrt{1 + [C + B \tan(t/2 + t^3/6)]^2}$ with $B = 1/2$ and $C = 1$.

respectively. As in the previous section, the imaginary part of the Hamiltonian only depends on time and can be made to vanish with the suitable choice of $\ell_1 = \varrho$. For concrete values of $n$ we obtain for instance the time-dependent Hermitian Hamiltonians

$$h_{1,0} = \frac{p^2}{2m} + \frac{1}{m\varrho^2}, \quad h_{1,1} = h_{1,0} + \frac{1}{m\varrho^2}, \quad h_{1,2} = h_{1,0} + \frac{4(\varrho^2 + 2x^2)}{m(\varrho^2 - 2x^2)^2}, \quad (7.81)$$

$$h_{1,3} = h_{1,0} + \frac{3(9\varrho^4 + 4x^4)}{m(2x^3 - 3x\varrho^2)^2}, \quad h_{1,4} = h_{1,0} + \frac{8(9\varrho^6 - 12x^4\varrho^2 + 18x^2\varrho^4 + 8x^4)}{m(3\varrho^4 - 12x^2\varrho^2 + 4x^4)^2}. \quad (7.82)$$

Notice that all these Hamiltonians are singular at certain values of $x$ and $t$ as $\varrho$ is real.

Solutions to the TDSE for the Hamiltonian $h_{1,n}$ can be computed according to (7.7)

$$\phi^{(1)}_{n,k}(x,t) = \ell^{(1)}_{n}(\varrho^{(0)}_k) = \frac{2^{3/2}}{\sqrt{k - n}} \left[ \frac{kH_{n-1}[x/\varrho]}{H_n[x/\varrho]} - \frac{nH_{n-1}[x/\varrho]}{H_n[x/\varrho]} \right] \varrho^{(0)}_k, \quad n \neq k. \quad (7.83)$$

Both $\varrho^{(0)}_n$ and $\varrho^{(1)}_{n,k}$ are square integrable functions with $L^2(\mathbb{R})$-norm equal to 1. In figure 7.4 we present the computation for some typical probability densities obtained from these functions. Notice that demanding $m(t) > 0$ we need to impose some restrictions for certain choices of $g(t)$.

Next we compute the non-Hermitian counterpart $H_1$ with a concrete choice for the second Dyson map. Taking $\eta_1$ for instance to be of the same form as in (7.59) the non-Hermitian Hamiltonian is formally the same as in equation (7.60). In our concrete case we obtain for instance

$$H_{1,1} = \frac{p^2}{2m} + \frac{1}{m(x + i\delta)} - i\gamma x + \frac{1}{m}\varrho^2 - \frac{\gamma^2}{2m} + \dot{\gamma}\delta, \quad (7.84)$$

where we have also imposed the constraint $\dot{\delta} = -\gamma/m$ to eliminate a linear term in $p$, hence making the Hamiltonian a potential one. The solutions for the TDSEs for $H_0$ and $H_{1,n}$ are

$$\psi^{(0)}_n = \eta_0^{-1}\varrho^{(0)}_n, \quad \text{and} \quad \psi^{(1)}_{n,k} = \eta_1^{-1}\varrho^{(1)}_{n,k}. \quad (7.85)$$

respectively.
7.4.1 Lewis-Riesenfeld invariants

Having solved the TDDE for \( \eta_0 \) and \( \eta_1 \) we can now also verify the various intertwining relations for the Lewis-Riesenfeld invariants as derived in section 7.2. We proceed here as depicted in the following commutative diagram

\[
\begin{array}{ccc}
I_h^0 & \xrightarrow{\eta_0} & I_H^0 \\
\downarrow & \quad & \downarrow \\
I_h^1 & \xrightarrow{\eta_1} & I_H^1
\end{array}
\]

(7.86)

See also the more general schematic representation in figure 7.1. We start with the Hermitian invariant \( I_h^0 \) from which we compute the non-Hermitian invariant \( I_H^0 \) using the Dyson map \( \eta_0 \) as specified in (7.72). Subsequently we use the intertwining operator \( \ell(1) \) in (7.80) to compute the Hermitian invariants \( I_{h,n}^1 \), \( n \geq 1 \), for the Hamiltonians \( h_{1,n} \). The invariant \( I_H^1 \) is then computed from the adjoint action of \( \eta_0^{-1} \) as specified in (7.59).

Finally, the intertwining relation between the non-Hermitian invariants \( I_H^0 \) and \( I_H^1 \) is just given by the closure of the diagram in (7.86).

The invariant for the Hermitian Hamiltonian \( h_0 \) has been computed previously in (150) as

\[
I_h^0 = A_h(t)p^2 + B_h(t)x^2 + C_h(t)\{x,p\},
\]

(7.87)

where the time-dependent coefficients are

\[
A_h = \frac{\varrho^2}{2}, \quad B_h = \frac{1}{2} \left( \frac{1}{\varrho^2} + m^2 \varrho^2 \right), \quad C_h = -\frac{1}{2}m\varrho\dot{\varrho}.
\]

(7.88)

It then follows from

\[
[ I_h^0, h_0 ] = \frac{2i}{m} \left( C_h p^2 + \frac{1}{2} B_h \{x,p\} \right) , \quad \dot{A}_h = -\frac{2}{m} C_h, \quad \dot{B}_h = 0, \quad \dot{C}_h = -\frac{1}{m} B_h,
\]

(7.89)

that the defining relation (7.32) for the invariant is satisfied by \( I_h^0 \). According to the relation (7.35), the non-Hermitian invariant \( I_H^0 \) for the non-Hermitian Hamiltonian \( H_0 \) is simply computed by the adjoint action of \( \eta_0^{-1} \) on \( I_h^0 \). Using the expression (7.72) we obtain

\[
I_H^0 = \eta_0^{-1} I_h^0 \eta_0 = A_H(t)p^2 + B_H(t)x^2 + C_H(t)\{x,p\},
\]

(7.90)

with

\[
A_H = \frac{1}{2} e^{-2i\lambda} \rho^2 - \zeta^2 B_H - i\zeta m\rho\dot{\rho}, \quad B_H = \frac{e^{2i\lambda}(1 + m^2 \rho^2 \dot{\rho}^2)}{2\rho^2}, \quad C_H = i\zeta B_H - \frac{1}{2}m\rho\dot{\rho}.
\]

(7.91)

We verify that \( I_H^0 \) is indeed an invariant for \( H_0 \) according to the defining relation (7.32), by computing

\[
[ I_H^0, H_0 ] = 2g \left( A_H p^2 - B_H x^2 \right), \quad \dot{A}_H = 2i g A_H, \quad \dot{B}_h = -2i g B_H, \quad \dot{C}_H = 0,
\]

(7.92)

using the constraints (7.74) and (7.79).

\footnote{We corrected a small typo in there and changed the power 1/2 on the \( x/\rho \)-term into 2.}
Given the intertwining operators $\ell_n^{(1)}$ in (7.80) and the invariant $I_0^h$, we can use the intertwining relation (7.36) to compute the invariants $I_{1,n}^h$ for the Hamiltonians $h_{1,n}$ in (7.81). Solving (7.36) we find

$$I_{1,n}^h = I_0^h + 1 + 4n^2 \frac{H_{n-1}^2 [x/\varrho]^2}{H_n^2 [x/\varrho]^2} - 4n(n-1) \frac{H_{n-2} [x/\varrho]}{H_n^2 [x/\varrho]}.$$  

(7.93)

We verify that this expression solves (7.32). The last invariant in our quadruple is

$$I_{H_{1,n}}(x,p) = \eta_1^{-1} I_{1,n}^h(x,p) \eta_1 = I_{1,n}^h(x + i\delta, p - i\gamma)$$  

(7.94)

Finally we may also verify the eigenvalue equations for the four invariants. Usually this is of course the first consideration as the whole purpose of employing Lewis-Riesenfeld invariants is to reduce the TDSE to the much easier to solve eigenvalue equations. Here this computation is simply a consistency check. With

$$\bar{\phi}_n^{(0)} = e^{-i\alpha_{0,n} \phi}_n^{(0)}, \quad \bar{\psi}_n^{(0)} = e^{-i\alpha_{0,n} \psi}_n^{(0)},$$  

$$\bar{\phi}_n^{(1)} = e^{-i\alpha_{0,m} \phi}_n^{(1)}, \quad \bar{\psi}_n^{(1)} = e^{-i\alpha_{0,m} \psi}_n^{(1)},$$  

(7.95)

(7.96)

and $\alpha_{0,n}$ as specified in equation (7.78) we compute

$$I_0^h \bar{\phi}_n^{(0)} = (n + 1/2) \bar{\phi}_n^{(0)}, \quad I_{1,n} \bar{\phi}_n^{(1)} = (m + 1/2) \bar{\phi}_n^{(1)},$$  

$$I_0^h \bar{\psi}_n^{(0)} = (n + 1/2) \bar{\psi}_n^{(0)}, \quad I_{1,n} \bar{\psi}_n^{(1)} = (m + 1/2) \bar{\psi}_n^{(1)},$$  

(7.97)

(7.98)

As expected all eigenvalues are time-independent.

### 7.5 Summary

We have generalized the scheme of time-dependent Darboux transformations to allow for the treatment of non-Hermitian Hamiltonians that are $\mathcal{PT}$-symmetric/quasi-Hermitian. It was essential to employ intertwining operators different from those used in the Hermitian scheme previously proposed. We have demonstrated that the quadruple of Hamiltonians, two Hermitian and two non-Hermitian ones, can be constructed in alternative ways, either by solving two TDDEs and one intertwining relation or by solving one TDDE and two intertwining relations. For a special class of Dyson maps it is possible to independently carry out the intertwining relations for the Hermitian and non-Hermitian sector, which, however, forced the seed function used in the construction of the intertwining operator to obey certain constraints. We extended the scheme to the construction of the entire time-dependent Darboux-Crum hierarchies. We also showed that the scheme is consistently adaptable to construct Lewis-Riesenfeld invariants by means of intertwining relations. Here we verified this for a concrete system by having already solved the TDSE, however, evidently it should also be possible to solve the eigenvalue equations for the invariants first and subsequently construct the solutions to the TDSE. As in the Hermitian case, our scheme allows to treat time-dependent systems directly instead of having to solve the time-independent system first and then introducing time by other means. The latter is not possible in the context of the Schrödinger equation, unlike as in the context of nonlinear differential equations that admit soliton solutions, where a time-dependence can be introduced by separate arguments, such as for instance using Galilean invariance. Naturally it will be very interesting to apply our scheme to the construction of multi-soliton solutions.
Chapter 8

Conclusion

8.1 Overview

Over the course of this thesis we have demonstrated the validity and the utility of time-dependent non-Hermitian quantum mechanics. We have found the metric operator $\rho(t)$ and the Dyson map $\eta(t)$ for a large number of quantum systems and showed that they allow for a consistent description of time-dependent non-Hermitian quantum systems. Furthermore, we have used this time-dependent analysis to investigate systems with spontaneously broken $\mathcal{PT}$-symmetry. Ordinarily, the broken regime would be discarded as unphysical as the energy eigenvalues become complex and the time-evolution becomes non-unitary. However, when a time-dependence is introduced into the metric and the Dyson map, we are able to provide a consistent description of this broken regime. This is made possible by the introduction of a new observable energy operator $\tilde{H}(t)$. The Hamiltonian $H(t)$ becomes unobservable but still governs the time-evolution of the system.

We began by assessing the three approaches available for computing $\rho(t)$ and $\eta(t)$. While each has its advantages and drawbacks, there is no overall best approach for every circumstance. Each approach may be more applicable for certain problems and it requires some insight to make the choice. For example, when solving matrix models, the time-dependent Dyson equation seems the most appropriate and we avoid taking the cumbersome square root. However, we found that for a certain 2 dimensional coupled oscillator, the Lewis Riesenfeld invariants were the simplest as we did not have to solve a highly technical non-linear differential equation.

We then showed explicitly how the spontaneously broken $\mathcal{PT}$-symmetric regime could be mended using a time-dependent metric and Dyson map. In addition we showed that the energy operator behind this mending obeyed a new unbroken $\mathcal{PT}$-symmetry. The models we used to illustrate this point ranged from a two level matrix model to higher dimensional matrix models and finally an inverted harmonic oscillator system with infinite dimensional Hilbert space. Following on from this, we demonstrated the utility of the Lewis Riesenfeld invariants for solving coupled harmonic oscillator systems.

With the establishment of a consistent framework for time-dependent systems, we applied our method to three important topics in mathematical physics: quasi-exactly solvable systems, entropy and Darboux transformations. In doing so, we obtained some new and exciting results. We solved an explicitly time-dependent quasi-exactly solvable
system (the first type of solution of this kind). We then demonstrated how entropy in the spontaneously broken $\mathcal{PT}$ regime decays from a maximum to a non-zero value in a finite time. This is in contrast to the unbroken regime in which the entropy decays to zero rapidly with a later revival. Finally, we developed a general framework from performing Darboux and Darboux-Crum transformations on non-Hermitian Hamiltonian type systems. This has far reaching implications in the field of multi-solitons.

8.2 Further study

As with all scientific endeavours, solving problems and answering questions often opens the door to an ever increasing array of questions and problems. The avenues of investigation multiply and expand each time we make progress. This is certainly the case for time-dependent non-Hermitian quantum systems. There are a number of theoretical points that have arisen from this body of work and a further list of potential research directions to apply the framework to.

The first point of intrigue is the ubiquity of the non linear Ernakov-Pinney equation in all of our analysis. It has arisen a startling number of times and suggests an underlying deeper structure to the central time-dependent Dyson equation. Interestingly we do not observe it if we choose to solve the time-dependent quasi-Hermiticity equation or the Lewis-Riesenfeld invariant relation. However the solutions to all of these methods are indeed solutions of the Ernakov-Pinney equation. Therefore there seems to be a strong link between this framework and the Ernakov-Pinney equation. What this link may be is a very interesting question and deserves being addressed.

The next question that has arisen is the condition for the existence of a metric for a non-Hermitian quantum system. There are certainly examples where the metric cannot be found exactly, such as for the $ix^3$ potential, although perturbative methods can be used [28]. We can make some guesses as to the probability of its existence if we can find a set of generators that form a closed algebra and represent the Hamiltonian. However, this is not always the case and even with an algebraic representation we may not be able to solve the resulting equation. Therefore we can ask what the condition is on the non-Hermitian Hamiltonian that predicts the existence of the metric.

Following on from the current state of the art, there are many areas to which the framework can be applied. The first is entropy and quantum information. We made an initial stride into this areas, but there is significantly more research to be done. Specifically, the framework can be applied to an array of more technical models such as the Su-Schrieffer-Heeger and the Jaynes-Cumming model. In addition, we only considered the Von Neumann entropy measure and there are many other useful measure to be investigated in the non-Hermitian setting such as the joint entropy [151].

Optics is such a large part of the non-Hermitian community that applying the time-dependent framework to $\mathcal{PT}$-symmetric optical systems must be considered as one of the top priorities. For example, how does one deal with a time varying refractive index in the optical setting? Furthermore the use of $E_2$ algebraic systems are important in these systems and so our work on quasi-exactly solvable models will be useful in this context.

Next there is a large area of research to be filled following the establishment of time-dependent non-Hermitian Darboux transformations. The main application will
be to non-Hermitian potentials corresponding to soliton solutions of non-linear partial differential equations such as the Korteweg-de Vries equation, the sine-Gordon equation and the non-linear Schrödinger equation.

Finally, work has already begun applying the knowledge obtained from non-Hermitian quantum mechanics to non-Hermitian quantum field theory \[39,11,152\]. Is there an equivalent to the Dyson equation in this setting and if so is there an equivalent to time-dependent Dyson equation? Furthermore can broken $\mathcal{PT}$ or $\mathcal{CPT}$-symmetry be mended in a similar fashion?

This body of work has established concretely the framework for time-dependent non-Hermitian quantum systems and now allows for the scientific community to take it further. There is much to build upon and now is the time as the foundations are strong and will hold firm when understood and applied correctly.
Chapter 9

Appendix

9.1 Appendix A

We give an introduction to the Lewis Riesenfeld Invariants used throughout this thesis. These invariants are used in time-dependent quantum mechanics in order to aid the solution of the time-dependent Schrödinger equation. Employing them reduces the difficulty of the problem by increasing the number of steps.

The dynamical Lewis Riesenfeld invariant $I(t)$ satisfies the equation

$$\frac{dI(t)}{dt} = \partial t I(t) - i\hbar [I(t), H(t)] = 0,$$  

(9.1)

where $H(t)$ is the Hamiltonian of a quantum system, satisfying the time-dependent Schrödinger equation

$$i\hbar \partial t |\psi(t)\rangle = H(t) |\psi(t)\rangle.$$  

(9.2)

Through this construction, the eigenvalues of $I(t)$ are time-independent.

$$I(t) |\phi_n(t)\rangle = \Lambda_n |\phi_n(t)\rangle.$$  

(9.3)

Therefore, solving (9.3) for the eigenstates $|\phi_n(t)\rangle$ is a much simpler problem than solving equation (9.2) for the wave function given an initial condition. Furthermore, the eigenstates $|\phi_n(t)\rangle$ allow us to construct a general wave function as a superposition of dynamical modes

$$|\psi(t)\rangle = \sum_n c_n |\psi_n(t)\rangle,$$  

(9.4)

where the dynamical modes $|\psi_n(t)\rangle$ are related to the eigenstates $|\phi_n(t)\rangle$ via a time-dependent phase

$$|\psi_n(t)\rangle = e^{i\alpha_n(t)} |\phi_n(t)\rangle.$$  

(9.5)

Substituting this expression into (9.2) gives the expression for $\alpha_n(t)$

$$\dot{\alpha}_n = \frac{1}{\hbar} \langle \phi_n(t) | i\hbar \partial_t - H(t) |\phi_n(t)\rangle.$$  

(9.6)
Therefore, with the calculation of $\alpha_n(t)$ we can construct general solutions to the time-dependent Schrödinger equation (9.2).

In this thesis, these invariants have an additional utility. In the time-dependent setting, the invariants for a Hermitian systems $I_h(t)$ and a non-Hermitian system $I_H(t)$ are related by a similarity transform

$$I_h(t) = \eta(t) I_H(t) \eta^{-1}(t), \quad (9.7)$$

where $\eta(t)$ is the time-dependent Dyson map. This can be derived by substituting the time-dependent Dyson equation into equation (9.1). The relation differs from the time-dependent Dyson equation and the time-dependent quasi-Hermiticity equation as there is no time derivative term. This simplifies the approach as we only deal with simultaneous equations rather than coupled differential equations.
9.2 Appendix B

We briefly explain how to solve the Ermakov-Pinney equation with dissipative term (7.79)
\[ \ddot{\sigma} + \frac{m}{m^2} \dot{\sigma} = \frac{1}{m^2 \sigma^3}. \] (9.8)

The solutions to the standard version of the equation [83][84]
\[ \dot{\sigma} + \lambda(t) \sigma = \frac{1}{\sigma^3}. \] (9.9)
are well known to be of the form [84]
\[ \sigma(t) = (Au^2 + Bv^2 + 2Cu v) \frac{1}{2}, \] \[ \sigma(t) = \sqrt{A} \sqrt{B} \sqrt{1 + (Bq + C)^2} \] (9.10)
(9.13)

with \( u(t) \) and \( v(t) \) denoting the two fundamental solutions to the equation \( \dot{\sigma} + \lambda(t) \sigma = 0 \) and \( A, B, C \) are constants constrained as \( C^2 = AB - W^2 \) with Wronskian \( W = u \dot{v} - v \dot{u} \). The solutions to the equation with an added dissipative term proportional to \( \dot{\sigma} \) are not known in general. However, the equation of interest here, (9.8), which has the linear term removed may be solved exactly. For this purpose we assume \( \varrho(t) \) to be of the form
\[ \varrho(t) = f[q(t)], \] \[ \varrho(t) = f[q(t)], \] (9.11)
\[ q(t) = \int_{1}^{t} \frac{1}{m(s)} ds. \]

Using this, equation (9.8) transforms into
\[ \frac{d^2 f}{dq^2} = \frac{1}{f^3}, \] (9.12)
which corresponds to (9.9) with \( \lambda(t) = 0 \). Taking the linear independent solutions to that equation to be \( u(t) = 1 \) and \( v(t) = q \), we obtain
\[ f(q) = \pm \frac{1}{\sqrt{B}} \sqrt{1 + (Bq + C)^2} \] (9.13)

and hence with (9.11) a solution to (9.8).
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