TITAN: BRINGING THE DEEP IMAGE PRIOR TO IMPLICIT REPRESENTATIONS
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ABSTRACT

We study the interpolation capabilities of implicit neural representations (INRs) of images. In principle, INRs promise a number of advantages, such as continuous derivatives and arbitrary sampling, being freed from the restrictions of a raster grid. However, empirically, INRs have been observed to poorly interpolate between the pixels of the fit image; in other words, they do not inherently possess a suitable prior for natural images. In this paper, we propose to address and improve INRs’ interpolation capabilities by explicitly integrating image prior information into the INR architecture via deep decoder, a specific implementation of the deep image prior (DIP). Our method, which we call TITAN, leverages a residual connection from the input which enables integrating the principles of the grid-based DIP into the grid-free INR. Through super-resolution and computed tomography experiments, we demonstrate that our method significantly improves upon classic INRs, thanks to the induced natural image bias. We also find that by constraining the weights to be sparse, image quality and sharpness are enhanced, increasing the Lipschitz constant.

Index Terms— Implicit neural representations, deep image prior, sparsity

1. INTRODUCTION

Implicit neural representations (INRs) aim to represent images with a differentiable (neural network) function instead of the traditional discrete raster image of pixel point values in a 2-dimensional grid. Concretely, an INR might learn a function mapping from an arbitrary location in 2D, represented by $(x, y)$, to the $(r, g, b)$ values in the image:

$$I : \mathbb{R}^2 \rightarrow \mathbb{R}^3, \quad I(x, y) = (r, g, b).$$

(1)

Thanks to their desirable characteristics including being grid-free, continuous, and differentiable, INRs have been an increasingly popular and integral component for a wide range of computer graphics and vision applications such as super-resolution [1, 2], 3D scene rendering [3–6], and image generation [7–10]. Among the most famous INRs is SIREN [11], which consists of a feed-forward neural network with sinusoidal activation functions. Others have used wavelet activations instead of sinusoidal ones with significant success [12].

The most common class of INR models only use a single datum and do not require a training data corpus. Models trained with a collection of images may suffer from generalization problems due to under-specialization. Interpolating a single image without training makes it more suitable and safer in high-stakes applications such as computed tomography (CT) imaging, where images may vary significantly from patient to patient due to their different anatomical structures [13]. Moreover, data-free INRs can be deployed to challenging imaging tasks in data-starved environments.

However, a notable drawback of INRs is that they are often poor interpolators. Prior work [11, 14] has empirically demonstrated that INRs often fail to represent images in finer scales; see Figure 1 for an illustration of the unsatisfactory image representation performance of SIREN in a super-resolution case study. This practical deficiency is concerning because the continuous, grid-free nature of INRs should enable image representation at arbitrary scale and resolution.

In this paper, we consider INRs’ grid-free interpolation capabilities without relying on other (neural) image models which use discrete pixel representations. Instead, we take inspiration from the deep decoder [15] and design an INR architecture which is both grid-free and leverages the deep image prior [16].

1.1. Contributions

We propose a new method to significantly improve INR interpolation capabilities. Our method is inspired by the deep image prior (DIP) [16], an observation that certain architectural choices in generative networks bias them towards natural images. We postulate that INRs suffer from poor interpolation capabilities because they lack such architectural inductive biases.

To this end, we integrate DIP information into an INR using deep decoder, a simplified implementation of DIP,
which automatically enforces strong prior information for a given image with a powerful but simple neural network. We add residual connections from the input that enable us to integrate the principles of deep decoder, which normally operates in the pixel representation of images, into an INR, which operates in the grid-free functional representation of images. This yields an image representation with powerful inductive biases. Through a series of experiments on image super-resolution and CT recovery, we show that our method, TITAN, outperforms the INR methods without image prior by a large margin, demonstrating the importance and the promise in leveraging image prior information in INRs to turn them into powerful interpolators.

2. BACKGROUND

Our method fuses DIP techniques, specifically deep decoder, with INRs that allow grid-free image inference.

2.1. Deep image priors and deep decoder

Deep image prior [16] proposes an untrained network to capture image statistics prior for inverse problems, such as denoising, image inpainting, and super-resolution. DIP takes a random vector as input and outputs the image prior using a UNet-like [17] network such as hourglass network or encoder–decoder with skip connections. It surprisingly shows that the simple structure of a deep convolution network is sufficient to enforce reasonable image priors without the need for extensive training on large datasets. Inspired by the work of DIP, we propose our method TITAN to learn a high-quality implicit representation from a single image.

**Deep decoder.** The deep decoder [15] is a raster-based (i.e., defined on a grid) implicit image representation that distills the ideas behind the DIP to its essential components. It differs from the DIP in that it has no skip connections and no convolutional operations, but rather limits inter-pixel interactions to only upsampling operations. Starting with a fixed \( n_0 \times n_0 \times k_0 \) random “image” \( \mathbf{B}_0 \), the architecture layers proceed via the following recursive relation:

\[
\mathbf{B}_{i+1} = \text{cn}(\text{relu}(\mathbf{U}_i, \mathbf{B}_i, \mathbf{C}_i)).
\]  

The nonlinearity is \( \text{relu}(t) = \max\{0, t\} \), and \( \text{cn} \) is a channel-wise normalization, also called a one-dimensional batch normalization [18], with optional learned parameters. For \( \mathbf{B}_{i+1} \) of shape \( n_i \times n_i \times k_i \), \( \mathbf{U}_i \) is a fixed bilinear upsampling operator that lifts each channel from \( n_i \times n_i \) to \( n_{i+1} \times n_{i+1} \), where \( n_{i+1} = 2n_i \). The weights \( \mathbf{C}_i \in \mathbb{R}^{k_i \times k_i} \) are learned parameters which mix the \( k_i \) channels to \( k_{i+1} \) channels. The final result is an \( n_d \times n_d \times k_d \) raster image \( \mathbf{I} \) formed by

\[
\mathbf{I} = \text{sigmoid}(\mathbf{B}_d, \mathbf{C}_d),
\]  

where \( \text{sigmoid}(t) = 1/(1 + e^{-t}) \). Training the weights \( \mathbf{C}_i \) via gradient descent results in a robust image prior.

3. METHOD

We would like to take advantage of the inductive biases of the deep image prior and deep decoder in an INR, but the convolutional and upsampling operations that incorporate inter-pixel interactions preclude a direct implementation. To address this, we propose TITAN, which stands for Deep Implicit Decoder Network, which implements a deep decoder architecture as an INR via a careful replacement of the upsampling operator with spatial residual connections. A diagram of TITAN is shown in Figure 2.

We seek an implicit representation \( \mathbf{I}_\theta : \mathbb{R}^2 \rightarrow \mathbb{R}^{k_d} \) with parameters \( \theta \in \mathbb{R}^p \) of an image such that given a coordinate \( \mathbf{x} \in \mathbb{R}^2 \), \( \mathbf{I}_\theta(\mathbf{x}) \) returns the pixel values at that coordinate across the \( k_d \) channels. We start the same as the deep decoder with \( n_0 = 1 \): we let \( \mathbf{B}_0 \in \mathbb{R}^{k_0} \) be a vector representing a constant image of \( k_0 \) channels. We wish to implement the next layer of the deep decoder, which according to equation 2 should look something like

\[
\mathbf{B}_{i+1}(\mathbf{x}) = \text{cn}(\text{relu}(\mathbf{C}_i, ([\mathbf{U}_i \mathbf{B}_i](\mathbf{x})))).
\]  

\(^1\)We prefer the nearly phonetically identical TITAN to DIDN because it is both beautiful and good.
However, in order to have a one-to-one implementation of deep decoder as an INR, we would need $(U_i B_i)(x)$ to be the upsampled version of the image $B_i : \mathbb{R}^2 \rightarrow \mathbb{R}^{k_i}$ evaluated at $x$. Upsampling does not really have meaning for non-raster images; for raster images, however, it is the inverse operation of downsampling, which is analogous to blurring. Thus, $B_i(x)$ should be similar to $(U_i B_i)(x)$, but with less detail. We can therefore define the upsampling residual

$$R_i(x) \triangleq (U_i B_i)(x) - B_i(x).$$

We perform $4\times$ super-resolution of a $256 \times 256$ image downsampled to $64 \times 64$ and show the result in Figure 1. For TITAN, we use depth $d = 10$, and for SIREN we use $d = 2$. We use the AdaBreg [20] optimizer for sparsity.

As we can see, TITAN results in a much sharper image than SIREN, which suffers from Gibbs-like ringing artifacts. For this task, DIP achieves a PSNR of 23.9 and 0.89 SSIM, so TITAN is a solid step in the direction of inductive image biases for INRs.

4.2. TITAN for computed tomography

For the ground truth CT image $Y \in \mathbb{R}^{W \times H}$ in Figure 3, we take noisy measurements of the following form:

$$B = RT(Y, m) + S \in \mathbb{R}^{m \times H}\tag{9}$$

Where $RT(Y, m) : \mathbb{R}^{W \times H} \rightarrow \mathbb{R}^{m \times H}$ is the Radon Transform with $m$ uniformly spaced samples from $0$ to $\pi$, $S_{ij} \overset{i.i.d.}\sim \mathcal{N}(0, \sigma^2)$ is random Gaussian noise with standard deviation $\sigma = 2$. We optimize the following cost function

$$\mathcal{L}(\theta) = \|RT(I_\theta(x), m) - B\|^2_F$$

using Adam with cosine annealing rate. Results of all methods for several numbers of measurements $m$ are shown in Table 1. TITAN provides a significantly better implicit representation for solving this inverse problem than SIREN, nearly matching or even surpassing the DIP at all measurement levels.

4.3. The effect of sparsity

Partly motivated by the success of INRs in data compression [21], we propose to compensate for the larger parameter count of TITAN compared to SIREN via sparsity-promoting INF optimization (c.f. equation 10). We achieve this via an optimization approach [20] based on linearized Bregman iterations [22]. Unlike pruning methods [23], this Bregman learning method initializes the INR with a
Fig. 3. For number of measurements $m = 30$, TITAN outperforms SIREN by leveraging the deep image prior’s inductive bias. Thus, TITAN has all the benefits of being an implicit representation network with only a small ($\approx 0.6$ dB) cost to performance. Also TITAN begin to outperform SIREN and DIP for larger number of measurements.

few nonzero weights, successively adding limited nonzero weights throughout optimization. We tune the final sparsity factor of the weights via a hyperparameter, which controls the initialization sparsity factor. Our empirical results for image super-resolution and computed tomography demonstrate both quantitative, measured via PSNR, and perceptual improvement of the resulting images, specifically complementing the inductive bias of TITAN towards attenuating of Gibbs ringing artifacts typically observed when using SIREN. Surprisingly, the Bregman learning algorithm was not able to sparsify the weights of SIREN when initialized with the same sparsity factor as TITAN.

4.4. The effect of sparsity on Lipschitz constants

We investigate whether the smoothness induced by the sparsity yields an implicit model which has a lower Lipschitz constant than the non-sparse model. To do this, we focus on the super-resolution problem and generate a fine grid of $256 \times 256$ pixel locations and their corresponding model outputs. We follow this by calculating the largest singular value of the Jacobian of our implicit model at each pixel, computed via backpropagation. Finally, we take the largest of these values to obtain the Lipschitz constant of our INR.

| Method | Metric | $m = 30$ | $40$ | $50$ | $100$ |
|--------|--------|---------|------|------|-------|
| SIREN  | PSNR   | 28.5    | 29.9 | 31.3 | 33.2  |
|        | SSIM   | 0.81    | 0.86 | 0.90 | 0.95  |
| TITAN  | PSNR   | 29.9    | 31.5 | **32.5** | **36.1** |
|        | SSIM   | 0.89    | 0.91 | 0.94 | 0.97  |
| DIP    | PSNR   | **30.5** | **31.8** | 31.9 | 32.6  |
|        | SSIM   | 0.92    | 0.94 | 0.95 | 0.96  |

Table 1. Results showing that TITAN outperforms SIREN on computed tomography tasks with varying number of measurements $m$.

Our findings are somewhat counter-intuitive: the Lipschitz constant decreases as we increase the number of nonzero weights at the beginning of training as shown in Figure 4. This is especially counter-intuitive because lower Lipschitz constants are correlated with better generalization performance [24], and we see the opposite here. However, this happens because the largely smooth TITAN representation we see has sharp edges, which induces a large Lipschitz constant.

Fig. 4. As the number of non-zero weights of TITAN at initialization increases, the Lipschitz constant decreases; hence more sparse solutions tend to have larger Lipschitz constants since they are sharper. The sparsity of TITAN after training does not change much for a given initialization, and so we group them together and plot the average Lipschitz constant with its standard error for $n = 10$ random seeds.

5. CONCLUSION

We have demonstrated that it is possible to incorporate the inductive biases of the DIP into an INR, which we have implemented via residual connections in the place of the upsampling operator of a deep decoder. Complemented with sparsity-promoting optimization over weights, our proposed approach mitigates common perceptual artifacts when deploying INRs while maintaining a low parameter count. INRs with robust inductive biases will enable their deployment to solving hard imaging problems in resource-constrained settings.
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