Percent-level constraints on baryonic feedback with spectral distortion measurements
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High-significance measurements of the monopole thermal Sunyaev-Zel’dovich CMB spectral distortions have the potential to tightly constrain poorly understood baryonic feedback processes. The sky-averaged Compton-y distortion and its relativistic correction are measures of the total thermal energy in electrons in the observable universe and their mean temperature.

We use the CAMELS suite of hydrodynamic simulations to explore possible constraints on parameters describing the subgrid implementation of feedback from active galactic nuclei and supernovae, assuming a PIXIE-like measurement.

The small 25 h−1 Mpc CAMELS boxes present challenges due to significant sample variance. We utilize machine learning to construct interpolators through the noisy simulation data. Using the halo model, we translate the simulation halo mass functions into correction factors to reduce sample variance where required.

Our results depend on the subgrid model. In the case of IllustrisTNG, we find that the best-determined parameter combination can be measured to ≃ 2% and corresponds to a product of AGN and SN feedback. In the case of SIMBA, the tightest constraint is ≃ 0.2% on a ratio between AGN and SN feedback. A second orthogonal parameter combination can be measured to ≃ 8%.

Our results demonstrate the significant constraining power a measurement of the late-time spectral distortion monopoles would have for baryonic feedback models.

I. INTRODUCTION

A robust prediction of the standard model of cosmology is the presence of subtle deviations from the blackbody spectrum in the cosmic microwave background (CMB) [e.g., 1, 2]. Such monopole spectral distortions can be caused by a variety of physical processes in both the early- and late-time Universe. Among these various distortion signals, most easily accessible to near-future experiments will be the y-type distortion.† The y distortion arises from inverse Compton scattering of CMB photons with hot electrons, the thermal Sunyaev-Zel’dovich (tSZ) effect [3, 4]. The y signal is mostly sourced by massive, collapsed structures at z ≲ 2. Thus, the tSZ effect informs us about two aspects: First, the thermodynamic properties of the hot electron gas in massive halos; these are very sensitive to astrophysical small-scale processes. Second, the abundance of such halos, which translates into a constraint on the amount and clustering of matter in the Universe. This makes SZ cluster measurements a unique tool for cosmology and astrophysics [3, 4].

To illustrate this point, consider Fig. 1. There, we plot a range of theory predictions (blue and magenta points) from the CAMELS suite of hydrodynamic simulations [7]. The axes are the two distortion monopole observables considered in this work, further discussed below. Between the plotted simulations the astrophysical sub-grid model differs, translating into a large spread of theory predic-
assumed in Ref. [8]:

\[ \langle y \rangle \equiv \langle y(\hat{n}) \rangle \hat{n} = \frac{\int d\hat{n} \sigma_T}{4\pi m_e} \int P_e(\hat{n}, l) dl, \]

where \( \sigma_T \) denotes the Thomson cross section, \( m_e \) is electron mass, \( \hat{n} \) is the line of sight, and \( l \) is physical length along the line of sight. To leading order, the relativistic component is proportional to the \( y \)-weighted mean electron temperature [15]

\[ \langle T_e \rangle \equiv \langle T_e(\hat{n}) \rangle \hat{n} = \langle y \rangle^{-1} \frac{\int d\hat{n} \sigma_T}{4\pi m_e} \int [T_e P_e(\hat{n}, l) dl]. \]

This effective temperature is typically higher than the mass-weighted (or \( \tau \)-weighted) temperature [16, 17], and can be directly obtained from a moment expansion of the SZ signal (see Appendix A for additional discussion).

In this work we focus on the dominant and theoretically well-established contributions to the distortion signals. In particular, we will neglect the \( \simeq 10\% \) contribution of reionization to \( \langle y \rangle \), which we discuss in Appendix [C] as well as signals due to the Milky Way and Local Group (which are estimated to be another one and two orders of magnitude below the reionization signal, respectively). We also neglect other, more exotic sources of \( y \)-distortions, for example from primordial magnetic field heating [e.g., 18–20] or decaying particles [e.g., 21–26]. Conversely, if one is interested in using the \( y \)-distortions to constrain or detect such processes beyond standard \( \Lambda \)CDM, astrophysical feedback must be very well understood.

There are further relativistic corrections involving higher moments of the electron temperature, as well as the kinetic Sunyaev-Zel’dovich effect sourced by coherent motion; we will neglect these complications and simply treat \( \langle y \rangle \) and \( \langle T_e \rangle \) as observables, as in Ref. [15].

Locally, the tSZ effect is well-established observationally as a CMB temperature change correlating with the locations of clusters. However, the global distortion to
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For comparison, we also show a covariance matrix for a near-future monopole distortion measurement (c.f. Sec. III). The forecast measurement errors are tiny compared to the current theoretical uncertainty, which means that a near-future measurement would provide a substantial gain in information on astrophysics. This basic observation forms the underpinning of the calculations performed in the following: forecast constraints on simulation subgrid models from a measurement of the \( y \) distortion monopoles, using simulations from the CAMELS suite.

Conventionally, the \( y \)-distortion is separated into a non-relativistic and a relativistic \([9][13]\) component, each having a distinct spectral signature that makes it possible to disentangle them observationally. The non-relativistic contribution is determined by a line-of-sight integral over electron pressure
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For comparison, we also show a covariance matrix for a near-future monopole distortion measurement (c.f. Sec. III). The forecast measurement errors are tiny compared to the current theoretical uncertainty, which means that a near-future measurement would provide a substantial gain in information on astrophysics. This basic observation forms the underpinning of the calculations performed in the following: forecast constraints on simulations.

For IllustrisTNG, the spread is dominated by sample variance (as can be seen by comparing the LH and 1P points), a point that we will return to later.
the CMB spectrum has not yet been detected. Only an upper limit on the non-relativistic $y$ distortion exists from the COBE FIRAS experiment, which yielded $|\langle y \rangle| < 15 \times 10^{-6}$ (95% cl) [27], which is about one order of magnitude above the expected RMCDM signal [15]. We thus anticipate significant detections with future CMB spectroscopy [28, 31].

A monopole measurement would be complementary to the existing higher-moment tSZ analyses [e.g., 32–40], since it features very different systematics and would also yield the relativistic component at high significance [8]. Furthermore, in contrast to cluster-stacking and power spectrum [17, 49] approaches, the $\langle y \rangle$ measurement is more sensitive to lower-mass objects, as illustrated in Fig. 2.

The $\langle y \rangle$ and $\langle T_e \rangle$ signals constitute unique probes of baryonic physics in galaxy clusters and groups. Since $\langle y \rangle$ probes thermal energy, it is subject to the energy conservation equation

$$\langle y \rangle_{\text{hm}} = \frac{\sigma T}{m_e} \int dzdM \frac{(1 + z)^2}{4\pi H(z)} \frac{dn}{dM} \int d^3\vec{r} P_{Y}(\vec{r}; M, z),$$

where $dn/dM$ is the halo mass function and $\vec{r}$ denotes position within a given halo, and the expression assumes a flat universe. The expression for $\langle T_e \rangle_{\text{hm}}$ is analogous. Note that the halo model neglects the IGM contribution discussed in Appendix D.

In the following, it will be useful to think of the observables $x_i \equiv \{\langle y \rangle, \langle T_e \rangle\}$ in terms of the approximate factorization

$$x_i \sim \Phi(\sigma_{\text{rms}}, \Omega, \ldots) f_{\text{inj}}(\{A_j\}) f_{\text{CV}}(\delta),$$

where $f_{\text{inj}}$ describe the dependence on cosmological parameters, $f_{\text{CV}}$ are functions of a set of feedback parameters $A_j$, and $f_{\text{CV}}$ depends on the initial conditions and thus encapsulates sample variance. Such factorizations are frequently-used and good approximations to observables that are well-described by the halo model. Nonetheless, our results typically only weakly depend on the validity of this approximation.

It should be noted that we group all our uncertainty on the simulation sub-grid model in the feedback parameters $A_j$. These supernova and AGN feedback parameters, further elaborated on in Sec. 11A, predominantly affect the ICM contribution to the distortion signals. There is a non-negligible IGM contribution, however, which in Appendix D we show is a $\sim 10\%$ effect with $\sim 40\%$ theoretical uncertainty.

The rest of this paper is structured as follows. In Sec. 11B we describe the CAMELS simulations as well as the larger reference boxes. Sec. 11C provides a short summary of the assumed experimental setup used for forecasting. In Sec. 11D we describe how we interpolate through

The most reliable way to explore how feedback models influence the $y$-distortions is by analyzing hydrodynamical simulations with qualitatively and quantitatively different subgrid prescriptions. Such an approach is complicated by the fact that, owing to their bias towards rare high-density peaks, the distortion signals are heavily influenced by sample variance. Furthermore, the parameter space of subgrid models is vast and poorly explored, meaning that ideally we would need many large-volume hydrodynamical simulations, which is currently not feasible. We will demonstrate later that these problems can be overcome by utilizing machine learning methods as well as analytical corrections using the halo model.
the CAMELS data. Sec. V contains the main results of this work, namely, dependence of the distortion signals on feedback parameters and a Fisher forecast. We conclude in Sec. VI. The appendices contain several technical details and some new computations that did not fit in the main discussion.

II. SIMULATIONS

The y-distortion components described above can easily be measured from a hydrodynamical simulation. In fact, Eq. (1) can be rewritten as

\[ \langle y \rangle = \frac{\sigma_T}{m_e} \int dz \frac{(1+z)^2}{H(z)} \langle P^c_e(z) \rangle, \]  

(6)

where \( P^c_e \) is now in comoving units and the average is over the volume of a given simulation snapshot. An analogous expression holds for \( \langle T_e \rangle \).

A. CAMELS

We primarily use the CAMELS suite of hydrodynamical simulations [7] that consists of several thousand 25 \( h^{-1}\)Mpc boxes, each run with 256\(^3\) dark matter particles and 256\(^3\) initial fluid elements. Each simulation is described by the following parameters: i) the simulation code/subgrid model, ii) two cosmological parameters \( (\sigma_8, \Omega_m) \), iii) four feedback parameters\(^5\) \( (A_{SN1}, A_{SN2}, A_{AGN1}, A_{AGN2}) \), and iv) the random seed for the initial conditions. The remaining cosmological parameters are fixed at Planck-compatible flat ΛCDM values, \( \Omega_\Lambda = 0.049, h = 0.6711, n_s = 0.9624 \) [62].

Two different simulation codes are used. The simulations labeled ‘IllustrisTNG’ were run with the Arepo code [62] [63] and the same subgrid model as the flagship IllustrisTNG simulations [64] [65]. The simulations labeled ‘SIMBA’ were run with the GIZMO code [70] and the same subgrid model as the flagship SIMBA simulations [71]. These codes differ substantially in their subgrid implementations, so having comparable simulations with both gives a good indication of the theoretical uncertainty.

The cosmological parameters \( \sigma_8, \Omega_m \) are varied in the intervals [0.6, 1.0] and [0.1, 0.5], respectively, the fiducial model being (0.8, 0.3).

The precise definition of the four feedback parameters is given in Ref. [7]. Broadly, \( A_{SN1} \) parameterize the subgrid prescription for galactic winds, while \( A_{AGN1} \) describe the efficiency of black hole feedback. The \( i = 1 \) components can be thought of ‘energy’ normalizations, while the \( i = 2 \) components scale the speed of outflows. In detail, however, the meaning of the feedback parameters differs substantially between IllustrisTNG and SIMBA. We thus caution against any direct comparison in terms of the feedback parameters between the two subgrid models. All the \( A_i \) are multiplicative factors relative to the fiducial efficiencies in the original IllustrisTNG and SIMBA simulations; the fiducial model is therefore unity for all feedback parameters. \( A_{SN1} \) and \( A_{AGN1} \) are varied in [0.25, 4.0], while \( A_{SN2} \) and \( A_{AGN2} \) are varied in [0.5, 2.0]. These intervals were chosen heuristically by the CAMELS team, and as we will see the corresponding variations in the \( y \) observables differ drastically between IllustrisTNG and SIMBA. Some of the simulations at the corners of parameter space are so extreme that they are certainly not realistic, for example with regard to galaxy properties.

For each of the two simulation codes, the CAMELS suite comprises the following sets of simulations, all of which will be used in this work.\(^6\)

- LH: (latin hypercube) 1000 simulations in which cosmology and feedback parameters are varied on a latin hypercube, each run having a different random seed,
- 1P: (one parameter at a time) 10 variations for each cosmological and feedback parameter individually at fixed random seed,
- CV: (cosmic variance) 27 simulations at the fiducial model with differing random seeds.

B. Larger boxes

In addition to the CAMELS suite, we also use larger boxes, namely IllustrisTNG300-1 (205 \( h^{-1}\)Mpc) and SIMBA100 (100 \( h^{-1}\)Mpc). These simulations are useful to calibrate against the fact that \( \langle f^C V (\delta) \rangle \) (c.f. Eq. 2) is relatively more biased for the small 25 \( h^{-1}\)Mpc CAMELS boxes. Denoting an observable measured in one of the large boxes as \( x_i^{lb} \) (c.f. Eq. 5 for the notation), we compute an estimator for this multiplicative bias as

\[ b_i = x_i^{lb}/\langle x_i \rangle_{CV}, \]  

(7)

\(^5\) Note that other works, e.g. Ref. [64], explicitly differentiate in their notation between the IllustrisTNG and SIMBA feedback parameters. We choose not to do so since it simplifies the notation in various places.
where the latter average is over the CAMELS CV set and we apply the correction formula
\[
x_i \leftarrow x_i b_i
\]
(8)
to the \(\langle y_i \rangle, \langle T_e \rangle\) measured in the CAMELS simulations. Values for the \(b_i\) are listed in Tab. I.

The large boxes have the same subgrid prescription as the CAMELS fiducial model with the corresponding label, but slightly different cosmologies. We account for this fact by rescaling \(x_i^{lb}\) to the CAMELS fiducial cosmology, using power laws in \(h, \Omega_m, \Omega_b, n_s, \sigma_8\). These power laws were fitted using the halo model, since the scalings that could be derived from the 1P set are unreliable and do not encompass all differences in cosmology. We refer to Sec. IVB for a detailed description of the assumptions made in the halo model calculation. For reference, the power laws are listed in Appendix B.

There is, of course, a remaining bias due to the finite volume of both the larger boxes and the CV set. However, as seen in Tab. I this is a relatively small source of error compared to the overall bias, since Eq. (7) is significantly different from unity for all cases except perhaps the SIMBA \(\langle y_i \rangle\). We note that the finite error bars on the large box measurements do not affect our forecasts in the later parts of this work.

### III. PIXIE EXPERIMENTAL MODEL

For deriving our forecasts later in section V, we use parameters corresponding to the ‘extended’ PIXIE experiment [28, 29, 72] from Ref. [8]. Their most complete model includes marginalization over a variety of foregrounds, namely galactic dust thermal emission, the cosmic infrared background, synchrotron radiation, free-free emission, spinning dust (anomalous microwave emission), and integrated CO. For each foreground component, fitting formulas were assumed for the spectral energy distribution (SED) according to Planck measurements [73]. There are some caveats to this approach, related to the spatial variation of the foregrounds and the relatively simplistic modeling of their SEDs [see 74 for related discussion]. However, for the purposes of this work, the derived forecasts should be accurate enough. The forecast considers all non-negligible CMB spectral distortion signals (blackbody, \(y\), relativistic \(y, \mu\)) and marginalizes over them when computing the \(\langle y_i \rangle - \langle T_e \rangle\) posterior.

While Ref. [8] used a full MCMC pipeline to arrive at their posteriors, in the \(\langle y \rangle - \langle T_e \rangle\) plane, these are well approximated as Gaussian. We thus compress the marginalized posterior into a simple \(2 \times 2\) covariance matrix, illustrated in the inset in Fig. I. In general, the fiducial models used in this work differ somewhat from the fiducial model of Ref. [8]; we assume that the covariance matrix is constant regardless of the mean. This approximation is not a dominant source of systematic uncertainty.

### IV. INTERPOLATING NEURAL NETWORKS

Using Eq. (6), we compute \(\langle y_i \rangle, \langle T_e \rangle\) for the CAMELS LH, CV, and 1P sets. It is our primary goal to extract the functions \(f^i_\beta(A_{SN1}, A_{AGN1}, A_{SN2}, A_{AGN2})\), in the language of Eq. (5). It may be argued that in the limit in which these \(f^i_\beta\) factorize even further into functions of the individual feedback parameters (which, as we shall see, is quite a good approximation), the 1P set should be all we need. However, the substantial sample variance in the small CAMELS boxes makes this approach unreliable. Therefore, we will instead utilize the LH set. There, \(\sigma_8, \Omega_m\), and the four feedback parameters are varied by sampling from a latin hypercube. Furthermore, each data point is a noisy sample in a 6-dimensional space. Thus, we will use neural networks as smoothing interpolators through the LH set.

#### A. Training

We aim to learn functions
\[
\langle y \rangle, \langle T_e \rangle = F_\alpha(\sigma_8, \Omega_m, \{A_j\}),
\]
(9)
where \(\alpha \in \{\text{IllustrisTNG, SIMBA}\}\) and \(F\) is parameterized as a multi-layer perceptron. A multi-layer perceptron is a series of affine transformations \(Wx + b\), each followed by a non-linear activation function (in our case the leaky rectifying linear unit). To mitigate overfitting, we allow dropout, i.e. probabilistic zeroing of neurons during training.

The relatively small dataset of 1,000 LH simulations makes this a somewhat non-trivial task, thus we perform automated hyperparameter optimization using the Optuna package [75] to converge at good architectures. Generally, our networks have 2–4 hidden layers with a few hundred neurons each and high dropout rates 20–70%. A useful null-test is the following. From the 1P set we can interpolate the dependence on \(\sigma_8, \Omega_m\) (simple linear interpolators which will generally be biased due to sample variance). Using these interpolants, we can remove most of the dependence on the cosmological parameters from the LH data (c.f. the cyan data points in Fig. 3). If the neural net is well-converged, it should matter very little whether the training data have the full dependence on...
are on the mean of the CV set. The error bars on the large box measurements are, in the naive Poissonian approximation clarity the right half gives the same information in more familiar units but without error bars. The error bars in the first line are on the mean of the CV set. The error bars on the large box measurements are, in the naive Poissonian approximation. The error bars in the first line for IllustrisTNG and SIMBA respectively. The left half of the table is in

Table I. Comparison between statistics over the CAMELS CV set and the larger boxes of sizes \(L = 205\) and \(100\, h^{-1}\text{Mpc}\) for IllustrisTNG and SIMBA respectively. The left half of the table is in log since log-normal is a decent approximation; for clarity the right half gives the same information in more familiar units but without error bars. The error bars in the first line are on the mean of the CV set. The error bars on the large box measurements are, in the naive Poissonian approximation \(\sqrt{(L/25\, h^{-1}\text{Mpc})^3/27}\), smaller by factors 4.5 and 1.5 for IllustrisTNG and SIMBA respectively, and omitted in the table. All large-box measurements have been rescaled to the fiducial CAMELS cosmology, as explained in Sec. IIB. The third line lists the differences between the large-box and CV measurements, in units of the error bars on the CV means; these numbers highlight significant biases in the CV set due to box-size effects. The last line gives the corresponding bias factors introduced in Eq. (7).

cosmology or whether it is mostly factored out. The point here is that we are essentially fitting the same data, just with different transformations applied. It is not actually very important what these transformations are as a function of \(\sigma_8\) and \(\Omega_m\), we simply chose ones that remove most of the dependence on these cosmological parameters.

Indeed, in the case of SIMBA, this null test is passed satisfactorily. However, IllustrisTNG is more challenging, since the feedback parameters generally have a much smaller effect on the \(y\) observables in this simulation. Thus, we need to apply an additional transformation, as described in the following section.

B. Halo model correction factors for IllustrisTNG

As mentioned before, naively training the neural networks on the IllustrisTNG LH simulations does not yield robust results according to the null test described above. The reason is that, in contrast to SIMBA, the dependence on feedback parameters is obscured by the overwhelming noise due to sample variance. This issue can be seen in Fig. 1 where for IllustrisTNG the 1P data points scatter much less than the LH points. There is, however, a simple method to mitigate this problem. As we have argued in the introduction, the halo model provides a relatively good description of sparse fields such as Compton-y. Furthermore, the factorization of Eq. (3) should be a good initial guess. This motivates the following ‘correction’ formula:

\[
\langle y \rangle \leftarrow \langle y \rangle \frac{\langle y \rangle_{\text{measured HMF}}}{\langle y \rangle_{\text{Tinker HMF}}}.
\]

Here, ‘Tinker HMF’ stands for the halo mass function from Ref. [76] and the expression is analogous for \(\langle T_e \rangle\). On the other hand, the mass function can also be measured in the individual CAMELS simulations. In order for the numerical integrations to be well behaved, we express it as

\[
\frac{dn}{d\log M} \sim \exp \left[ -\frac{1}{2} \left( \frac{\log M'}{\sigma} \right)^2 \right] * \sum_i \delta(\log M' - \log M_i),
\]

(11)

where * indicates convolution and we have dropped some prefactors. Our results are relatively insensitive to the hyperparameter \(\sigma\); in the following we will use \(\sigma = 0.19\) dex.

The halo masses \(M_i\) were measured using a friends-of-friends finder [77]. We interpolate the smoothed mass function in mass and redshift using a bilinear routine.

In order to perform the halo model calculation, we use the pressure profile fitting formula from Ref. [78] and assume isothermal halos with temperatures according to Ref. [79]. We apply a 20\% correction to the halo masses entering the temperature fitting formula to account for hydrostatic mass bias; the same value was used in Ref. [15]. It should be noted that the fitting formula from Ref. [79] is likely not as accurate as more recent proposals [e.g. 17], but as we show in the following, it is sufficient for our purposes. Following Ref. [15], we assume a radial cut-off at \(2.5\, R_{\text{vir}}\) with the virial radius definition of Ref. [80].

Of course, this procedure rests on a number of assumptions, and we should verify that it yields reasonable results. Fig. 3 shows in the right panel in blue the original measurements and in red the mass function-corrected values for the 27 realizations in the CV set. Indeed, we see that the corrected values scatter much more tightly; the fact that the procedure is more successful for \(\langle y \rangle\) than \(\langle T_e \rangle\) is likely because the temperature fitting formula used is calibrated at larger halo masses than those that dominate.
Figure 3. Illustration of the effectiveness of analytical correction factors for the IllustrisTNG simulation outputs. Blue markers are direct measurements from the simulations. The cyan markers represent a rescaling to the fiducial cosmology ($\Omega_m = 0.3$, $\sigma_8 = 0.8$), using fits to the CAMELS 1P set. Since the CAMELS CV set is at constant cosmological and astrophysical parameters, the cosmology correction is meaningless there. For the red markers, in addition to the cosmology correction, a correction for sample variance has been applied, as described in the text. The dashed black lines represent the ‘ground truth’ measurements from the larger boxes, while the solid black lines are smoothing splines through the red markers (these are solely to guide the eye). For the LH panels on the left, all data points have been rescaled using Eq. (7). We have also plotted histograms corresponding to the cyan and red markers.

the signal. In the left panel of Fig. 3, we show projections of the LH set onto the $\sigma_8$ and $\Omega_m$ axes. As expected, the blue measurement data points have a large scatter and show a mean evolution with the cosmological parameters. The cyan data points illustrate our procedure for dividing out most of the cosmology dependence, as described in the previous section. However, they still display a large scatter which is dominated by sample variance. Finally, the red data points have the mass function correction applied in addition. It is striking how much tighter they cluster compared to the cyan markers, again indicating that the mass function correction is working rather well. The scatter is relatively independent of cosmology, except for the low-$\Omega_m$ points where the halo model approach seems to start to break down. We observe that the remaining scatter in the LH panels significantly exceeds what is observed for the red markers in the CV panels, demonstrating that applying the mass function correction yields an LH set that is dominated by signal from the feedback parameters. Indeed, the neural networks trained on these de-noised LH simulations pass the null test described in Sec. [IV A].

It is worth noting that we tried the described mass function correction procedure for SIMBA as well. However, for these simulations it did not work well at all, indicating that halos in SIMBA are not well approximated by the fitting formulae we used in the halo model (this may be related to the very long-range effects feedback has in SIMBA [31]). Fortunately, the signal from feedback parameters is strong enough in SIMBA that it was possible to extract from the LH data with full sample variance contamination.
V. RESULTS AND DISCUSSION

In the previous section, we have constructed interpolating neural networks which return the $y$ distortion monopoles $\langle y \rangle$ and $\langle T_x \rangle$ as functions of astrophysical feedback parameters $A_{SN1}$, $A_{AGN1}$, $A_{SN2}$, $A_{AGN2}$ and cosmological parameters $\Omega_m$, $\sigma_8$. We now aim to explore the dependence on the astrophysical parameters and translate it into forecast constraints assuming the spectral distortion measurement described in Sec. III.

A. Parameter dependence

We first explore how $\langle y \rangle$ and $\langle T_x \rangle$ depend on individual feedback parameters with the remaining ones (as well as $\sigma_8$ and $\Omega_m$) fixed. In Fig. 4 we show as blue markers the measurements from the CAMELS 1P set, rescaled such that, their value at the fiducial point, is equal to that from the corresponding large box (indicated by the red crosses). The blue lines in Fig. 4 are evaluations of the trained neural nets. Agreement between the 1P results and the neural nets is generally better for SIMBA, because the observables depend much more strongly on the feedback parameters than in IllustrisTNG. For IllustrisTNG, there are substantial differences, although in many cases the qualitative trends are similar in 1P and the neural nets. As we have argued before, we believe that generally the neural nets are more robust since they marginalize over the simulation initial conditions. However, this may not be true for some of the cases in IllustrisTNG for which the dependence is comparatively weak, because the neural net may have little incentive to accurately capture this dependence. There are, however, strong counterarguments against this hypothesis. It seems clear from the SIMBA panels that in almost all cases the SN and AGN parameter pairs each work in the same direction. This behaviour is mirrored in IllustrisTNG, also in the cases where strong deviations from the 1P set are observed. We emphasize that our neural net architecture has no implicit preference for grouping the parameters in such a way. Furthermore, we have evidence that the initial conditions for the 1P set happen to be somewhat anomalous. Visually, this manifests itself by the presence of an unusually large void in the $z=0$ density field. More quantitatively, this can be seen in Fig. 1 where the 1P data points (for both IllustrisTNG and SIMBA) tend to fall at higher $\langle T_x \rangle$ than the mean trend in the LH set. Finally, as mentioned in Sec. IV A we have performed a non-trivial null-test on the trained networks which is passed satisfactorily (after correcting for sample variance in the case of IllustrisTNG). Thus, we believe that in fact for all cases the neural nets are closer to reality than the 1P set.

Turning now to physical interpretation, we observe striking differences between SIMBA and IllustrisTNG. In the case of $\langle y \rangle$, IllustrisTNG has positive slopes for all four feedback parameters, while for SIMBA the SN parameters exhibit negative slopes. It seems rather natural that slopes should generally be positive because integrated electron pressure is a measure of thermal energy. However, it has also been established that stronger supernova feedback can counteract the AGN contribution, since the outflow of matter due to stellar feedback limits the black hole growth rate [54] (see also [52]). Ref. [52] used the OWLS subgrid model which in terms of $\langle y \rangle$ and $\langle T_x \rangle$ is closer to SIMBA than to IllustrisTNG. This is consistent with the frequency of negative slopes with $A_{SN1}$ in Fig. 4.

Interestingly, in some cases there are saddle points. That these are probably mostly real and not artifacts in the neural networks is supported by the fact that they are also visible in the 1P markers. Fortunately, these saddle points are generally away from the fiducial model (except for the AGN dependence of $\langle T_x \rangle$ in IllustrisTNG), so they will not contaminate the Fisher forecasts significantly.

As we show in Appendix E, the leading-order behaviour of the $y$-distortion observables as a function of the four feedback parameters is well-described by a factorization,

$$x_i = \prod_j g_i^{(j)}(A_j),$$  \hspace{1cm} (12)

where the $g_i^{(j)}$ are identical to the 1-parameter functions presented in Sec. III. It should be emphasized that the primary goal of this exercise is to demonstrate the substantial constraining power of a realistic $y$-distortion measurement on our understanding of astrophysical feedback processes. In particular, the uncertainty on the fiducial model implies that the constraints presented in the following should only be interpreted as qualitative indicators. We make the approximation that the cosmological model (specifically $\Omega_m$ and
Figure 4. Dependence of spectral distortions on individual simulation feedback parameters. In each panel, all cosmological and astrophysical parameters are held fixed apart from the one shown on the horizontal axis. The blue markers are measurements from the CAMELS 1P set, rescaled such that at the fiducial model they agree with the measurements from the larger boxes, which are indicated by the red crosses. The blue lines are evaluations of neural networks trained on the CAMELS LH set. We argue in the text that the LH-trained networks are likely more robust than the 1P data in most cases. Note that the vertical plot ranges are identical within each quadrant.
\( \sigma_8 \) is known perfectly; in comparison to our ignorance on the subgrid model this is a good assumption.

As we have already seen before, the feedback parameters have very different consequences in IllustrisTNG and SIMBA. We will need to assume that the chosen priors on these parameters are reasonable in terms of other observables, so that a direct comparison between the constraints (in units of the prior) makes any sense at all.

First, we construct the \( 4 \times 4 \) Fisher matrices for IllustrisTNG and SIMBA as usual,

\[
F_{ab} = \frac{\partial x^i}{\partial A^a} C_{ij}^{-1} \frac{\partial x^j}{\partial A^b},
\]

with \( C \) the \( 2 \times 2 \) covariance matrix, marginalized over all foreground nuisance parameters (c.f. Sec. III), and the derivatives are computed from the neural network interpolators with finite difference step sizes chosen to match the scale of the posterior. Of course, these Fisher matrices are degenerate since two measurements are not sufficient to constrain four parameters.

For each simulation type, by diagonalizing the Fisher matrix we identify the best-constrained orthogonal parameter combinations as

\[
\begin{align*}
A^{(1)}_{\text{IllustrisTNG}} &= A_{\text{SN1}}^{+0.20} A_{\text{AGN1}}^{+0.13} A_{SN2}^{+0.77} A_{\text{AGN2}}^{+0.59}, \\
A^{(2)}_{\text{IllustrisTNG}} &= A_{\text{SN1}}^{+0.52} A_{\text{AGN1}}^{-0.10} A_{SN2}^{+0.44} A_{\text{AGN2}}^{+0.73}, \\
A^{(1)}_{\text{SIMBA}} &= A_{\text{SN1}}^{-0.17} A_{\text{AGN1}}^{+0.30} A_{SN2}^{-0.72} A_{\text{AGN2}}^{+0.61}, \\
A^{(2)}_{\text{SIMBA}} &= A_{\text{SN1}}^{+0.42} A_{\text{AGN1}}^{-0.37} A_{SN2}^{+0.36} A_{\text{AGN2}}^{+0.74}.
\end{align*}
\]

Note that our methodology of finding the most constrained parameter combination(s) is similar to that used in galaxy photometric survey studies for identifying the \( S_8 \equiv \sigma_8 \Omega_m \) parameter combination [33][34]. The induced 2 \( \times \) 2 Fisher matrix on the thus identified subspaces tangent to the fiducial model is not singular. Of course, these combinations are not unique since the Fisher matrix only gives linear-order information. Not surprisingly, the intuition from the upper half of Fig. 4 in \( A^{(1)} \) the powers have identical signs for IllustrisTNG, while for SIMBA the SN and AGN parameters have powers of opposite signs.

We compute the 68 \% constraints

\[
\begin{align*}
\sigma(A^{(1)}_{\text{IllustrisTNG}}) &= 0.015, & \sigma(A^{(1)}_{\text{SIMBA}}) &= 0.0024, \\
\sigma(A^{(2)}_{\text{IllustrisTNG}}) &= 1.3, & \sigma(A^{(2)}_{\text{SIMBA}}) &= 0.075.
\end{align*}
\]

Thus, a PIXIE-like experiment could place percent-level constraints on parameter combinations that are currently only known to lie better than an order of magnitude. In the case of SIMBA the measurement of the relativistic component would also allow a \( \sim 10 \% \) constraint on a second parameter combination. This is not possible for IllustrisTNG, due to the extremely small variation of \( \langle T_e \rangle \).

Conversely, this implies that a measurement of \( \langle T_e \rangle \) significantly different from the fiducial model has the potential to simply rule out the CAMELS-based implementation of the IllustrisTNG model.

1. Robustness check

We have argued before (Sec. VA that we believe the neural network interpolators to be more robust than the 1P data, particularly for IllustrisTNG where they disagree substantially. As a robustness check, we have repeated the Fisher analysis using derivatives estimated from one-dimensional interpolators through the 1P set. In the case of IllustrisTNG, the error bar on the best-constrained parameter combination inflates by a factor \( \sim 3 \), while the orthogonal combination remains unconstrained. The slight inflation is due to the derivatives from the 1P set being slightly shallower than those from the neural net, see Fig. 5. In the case of SIMBA, the error bars increase by about 20 \%. The corresponding parameter combinations differ from the ones listed in Eq. (14), but the qualitative features (relative magnitudes and signs of the exponents) are very similar. These comparisons indicate that our results for IllustrisTNG are robust within a factor of a few while those for SIMBA are very accurate.

VI. CONCLUSIONS

This work is one of the first systematic studies of the information content in the late-time Sunyaev-Zel’dovich spectral distortions. Besides a simulation-based forecast in the context of specific subgrid models, in the appendices we have also given some novel theoretical results regarding the IGM and reionization contributions.

We have measured the non-relativistic and relativistic mean spectral distortion amplitudes \( \langle y \rangle \) and \( \langle T_e \rangle \) in the CAMELS simulations suite. By training neural networks on this data, we have constructed interpolators returning the two signals as a function of \( \Omega_m \), \( \sigma_8 \), and four feedback parameters. In the case of IllustrisTNG, the observables depend only weakly on feedback, necessitating the use of halo model-derived correction factors to reduce the large sample variance due to the small CAMELS box size.

Incidentally, the described method to reduce scatter arising from small simulation boxes by using mass function-dependent scaling factors should be more generally applicable to many works concerned with fields that can be approximated with a halo model. We have also
tried to reduce biases as much as possible by matching our data to the comparatively much larger size flagship IllustrisTNG and SIMBA simulations.

Using the interpolating neural networks, we have performed a Fisher forecast assuming a Gaussian posterior on \( \langle y \rangle \) and \( \langle T_e \rangle \), which had been computed assuming a PIXIE-like experiment and a realistic foreground model. Of course, our work is relevant for experiments other than PIXIE, e.g. ESA’s Voyage 2050 large-scale proposal (see e.g. [31]), which is expected to reach even tighter constraints on distortion parameters.

We find that in the case of IllustrisTNG, only a single parameter combination can be strongly constrained, at the \( \sim 2\% \) level. On the other hand, in the case of SIMBA, the availability of two data points enables two orthogonal combinations to be measured, to \( \sim 0.2\% \) and \( \sim 8\% \). We emphasize again that although the feedback parameters are qualitatively similar between IllustrisTNG and SIMBA, their detailed meaning differs substantially so direct comparisons must be carried out with caution.

Given the limited information content from only two observables, it is interesting to ask what other measurements could be added in order to improve the constraints presented here. The tSZ and kSZ profiles of halos are already being used in order to assess the viability of subgrid models, and Ref. [83] demonstrates using CAMELS that next-generation CMB experiments could place constraints on the feedback parameters. Similarly, Ref. [61] shows that deviations from self-similarity in the integrated tSZ flux — halo mass relation \( (Y_{tSZ} - M) \) can also be used to constrain feedback parameters. A combination of such constraints could substantially improve upon the error bars presented in this work. Furthermore, the CAMELS feedback parameters also affect observables beyond the SZ effects, like the properties of galaxies. Typically observations of such astrophysical nature are difficult to propagate into hard posteriors, but at least qualitatively the check for simultaneous viability of a given subgrid model should be very useful for simulators.

The main source of uncertainty in the Fisher forecast is likely due to errors in the interpolators. We have performed extensive consistency checks on the trained neural nets, but the limited number of data points in the 1,000 CAMELS LH simulations places fundamental limits in the possible accuracy. For this reason, the given constraints have some associated uncertainty, of order unity for IllustrisTNG and at the 10\% level for SIMBA. Nonetheless, our results are indicative of the transformative effect that measurements of the low-redshift spectral distortions could have for our understanding of baryonic feedback.
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### Appendix A: Electron temperature and the relativistic SZ effect

A cluster’s thermal SZ contribution for a given line of sight can be written as

\[
\Delta I_\nu(\hat{n}) = I_0 \int N_e(\hat{n}, l) \sigma_T S_\nu(T_e(\hat{n}, l)) \, dl \tag{A1}
\]

where \( I_0 = B_\nu(T_0) \) is the CMB blackbody spectrum, \( N_e \) denotes the electron number density, \( dl \) parameterizes the line of sight integration and \( S_\nu(T) \) determines the SZ spectrum with relativistic temperature corrections. If the electron temperature is constant along the line of sight, \( T_e(\hat{n}, l) \equiv T_e(\hat{n}) \), one can simply write

\[
\Delta I_\nu(\hat{n}) = \tau(\hat{n}) I_0 S_\nu(T_e(\hat{n})),
\]

where the Thomson optical depth is \( \tau(\hat{n}) = \int N_e(\hat{n}, l) \sigma_T \, dl \). However, generally the temperature varies along the line of sight, such that a moment expansion provides a simpler method for analyzing and describing the SZ signal [86].

Defining \( S_\nu^{(k)}(T) \equiv \partial^k S_\nu(T)/\partial T^k \), we can perform the moment expansion of the SZ signal around the \( \tau \)-weighted temperature, \( T_e^\tau(\hat{n}) = \int N_e(\hat{n}, l) \sigma_T T_e(\hat{n}, l) \, dl/\tau(\hat{n}) \). Up to second order in temperature, this yields

\[
\Delta I_\nu(\hat{n}) \approx \tau I_0 \left\{ S_\nu(T_e^\tau) + \frac{1}{2} S_\nu^{(2)}(T_e^\tau) \left[ \langle T_e^2 \rangle_\tau - (T_e^\tau)^2 \right] \right\},
\]

where we suppressed the dependence on \( \hat{n} \) and introduced the \( \tau \)-weighted temperature moments

\[
\langle T_e^k \rangle_\tau = \frac{\int N_e(\hat{n}, l) \sigma_T T_e^k(\hat{n}, l) \, dl}{\tau(\hat{n})} \tag{A3}
\]

such that \( T_e^\tau \equiv \langle T_e \rangle_\tau \). For the standard ΛCDM cosmology the first two temperature moments from halos alone are \( \langle T_e \rangle_\tau = 0.208 \text{ keV} \) and \( \langle T_e^2 \rangle_\tau = 0.299 \text{ keV}^2 \) [15].
Alternatively, we can perform the moment expansion around the y-weighted temperature, $T^y_e$. By introducing the y-weighted moments

$$\langle T^y_e \rangle_y = \frac{\int N_e(\hat{n}, l) \sigma_T \frac{T_e(\hat{n}, l)}{m_e} T^y_e(\hat{n}, l) \, dl}{y(\hat{n})}$$  \hspace{1cm} (A4)$$

with $y(\hat{n}) = \int N_e(\hat{n}, l) \sigma_T \frac{T_e(\hat{n}, l)}{m_e} \, dl$ and $T^y_e \equiv \langle T^y_e \rangle_y$, again to second order in the temperature one then has

$$\Delta I_\nu(\hat{n}) \approx y I_0 \left\{ S_\nu(T^y_e) + \frac{1}{2} \tilde{S}^{(2)}_\nu(T^y_e) \left[ \langle T^2 \rangle_y - \langle T_e \rangle_y^2 \right] \right\}.$$  \hspace{1cm} (A5)$$

where $S_\nu = S_\nu/\Theta_e$, $\tilde{S}^{(k)}_\nu = \partial^k S_\nu/\partial T^k$, and we introduced the dimensionless temperature $\Theta_e = T_e/m_e$. These two representations are essentially equivalent, however, the latter is slightly more economic when it comes to capturing the relativistic tSZ effect, as we will see next.

Low temperature limit and mix of hot and cold gas: In the low temperature limit one can write [e.g., $^9$ $^{11}$]

$$S_\nu(T) \approx \Theta_e Y_0(x) + \Theta_e^2 Y_1(x)$$  \hspace{1cm} (A6)$$

where $x = \frac{h \nu}{T^y_e}$ and the functions $Y_0$ and $Y_1$ are the first two terms of the asymptotic expansion for the tSZ signal [e.g., see$^{11}$]. It is clear that in this limit, only two independent spectral parameters can be determined. This is directly evident when using the y-weighted moments with $S^{(2)}_\nu(T) \approx 0$:

$$\frac{\Delta I_\nu(\hat{n})}{I_0} \approx y S_\nu(T^y_e) = y \left[ Y_0(x) + \frac{T^y_e}{m_e} Y_1(x) \right].$$  \hspace{1cm} (A7)$$

Since $T^y_e \equiv \langle T^2 \rangle_y / \langle T_e \rangle_y$, the two important parameters for the spectral analysis in the $\Lambda$CDM case are expected to be $y \approx 1.77 \times 10^{-6}$ and $T^y_e \approx 1.44$ keV $^{13}$. However, the presence of extremely cold gas from reionization modifies the observational inference. This can be seen by adding another y-distortion contribution with no relativistic correction

$$\frac{\Delta I_\nu^{\text{rot}}(\hat{n})}{I_0} \approx y^{\text{re}} Y_0(x) + y \left[ Y_0(x) + \frac{T^y_e}{m_e} Y_1(x) \right].$$  \hspace{1cm} (A8)$$

The reionization y-parameter, $y^{\text{re}}$, is roughly 10% of the cluster contribution $^{13}$ $^{57}$ and cannot be distinguished from the cluster contribution with distortion measurements alone. In an analysis, an effective electron temperature of $T^{y,*}_e = T^y_e / (1 + y^{re}/y) \approx 1.30$ keV would thus be recovered. Due to small contributions from higher order temperature corrections, the recovered result for $\Lambda$CDM is $T^{y,*}_e \approx 1.24$ keV $^9$.

Appendix B: Cosmology dependence

Using the halo model we compute how the distortion monopoles $\langle \delta \rangle$ and $\langle T_e \rangle$ depend on the relevant $\Lambda$CDM parameters. We use the halo model fitting formulae described in Sec. $^{[13]}$ to compute the observables $x_i = \langle \langle \delta \rangle, \langle T_e \rangle \rangle$ as functions of $\theta_j = \{h, \Omega_m, \Omega_b, n_s, \sigma_8\}$. The resulting functions are well approximated by power laws, $x_i = x_i^{(0)} (\theta_j/\theta_j^{(0)})^{a_{i,j}}$. The resulting one-parameter fits are given by:

$$10^6 \langle \delta \rangle(h) = 1.48(h/0.6711)^{1.59},$$
$$\text{keV}^{-1} \langle T_e \rangle(h) = 1.51(h/0.6711)^{-0.86},$$
$$10^6 \langle \delta \rangle(\Omega_m) = 1.48(\Omega_m/0.3)^{0.92},$$
$$\text{keV}^{-1} \langle T_e \rangle(\Omega_m) = 1.51(\Omega_m/0.3)^{0.36},$$
$$10^6 \langle \delta \rangle(\Omega_b) = 1.48(\Omega_b/0.0490)^{0.84},$$
$$\text{keV}^{-1} \langle T_e \rangle(\Omega_b) = 1.51(\Omega_b/0.0490)^{0.09},$$
$$10^6 \langle \delta \rangle(n_s) = 1.48(n_s/0.9624)^{1.52},$$
$$\text{keV}^{-1} \langle T_e \rangle(n_s) = 1.51(n_s/0.9624)^{-0.84},$$
$$10^6 \langle \delta \rangle(\sigma_8) = 1.48(\sigma_8/0.8)^{2.86},$$
$$\text{keV}^{-1} \langle T_e \rangle(\sigma_8) = 1.51(\sigma_8/0.8)^{1.93}.$$  \hspace{1cm} (B1)$$

Note that the given scalings have a number of uncertainties. First, they only include the halo contribution. Second, the assumed cluster temperature model may not be optimal, as discussed in Sec. $^{[13]}$ Thus, we caution against blind use of these equations. However, for small deviations from the pivot cosmology they should provide reasonable approximations for the slope, even though the prefactors are most likely not very useful.

Appendix C: Reionization contribution

The non-relativistic $\langle \delta \rangle$ receives a small contribution from the epoch of reionization, which is not modelled in our simulations. This appendix describes an estimate of the magnitude and uncertainty of this effect. We calculate the $\langle \delta \rangle$ from reionization using maps constructed by ray-tracing through the past light cone of a semi-analytic realization from $z = 5.5$ to $z = 20$, which defines the redshift range we consider for reionization. In this semi-analytic realization, reionization fields are constructed.

---

$^6$ They become indistinguishable when more temperature terms are included in the expansion.
on a gravity-only simulation following the method in Ref. [88]. For each spatial cell in the $N$-body simulation we have a density and ionization state as a function of time. We set the initial temperature of the cells when they reionize as $T_0 = 2 \times 10^4$ K, then the $i$th cell cools adiabatically according to

$$T_i(z) = \frac{1 + z}{1 + z_{i,RE}} T_0,$$

where $z_{i,RE}$ is the redshift at which the given cell reionizes. Using the parametric reionization model from Ref. [88], we change the duration and midpoint of reionization from the fiducial parameters. We show Compton-$y$ maps from reionization for our fiducial model and the two extreme duration models we find $\Delta_z = 1.05$, $\Delta_z = 1.05$, and $\Delta_z = 2.05$ (which marks the end of reionization, c.f. Appendix C) outside of any halo. Since the IGM pressure is low compared to the ICM, a reasonable approximation is

$$\langle y \rangle_{\text{IGM}} = \frac{\sigma_T}{m_e} \int dz \bar{n}_e(z) T_{\text{IGM}}(z)$$

where the integration is over distance up to $z = 5.5$, $\bar{n}_e(z) \equiv x_e(z) \Omega_b \rho_{\text{crit}}(z)$, and $x_e(z)$ is the free electron fraction. In our fiducial model, we assume $T_{\text{IGM,0}} = 2 \times 10^4$ K for the IGM temperature at the end of reionization. We then assume the temperature drops adiabatically. The function $x_e(z)$ will depend on the redshift $z_{\text{HeII}}$ at which HeII reionizes. In our fiducial model we assume instantaneous HeII reionization at $z_{\text{HeII}} = 3.5$ such that

$$x_e(z) = \begin{cases} \frac{3X_H + 7}{4} & z > z_{\text{HeII}}, \\ \frac{X_H + 1}{2} & z < z_{\text{HeII}}, \end{cases}$$

where $X_H$ is the primordial hydrogen mass fraction. The fiducial model yields $\langle y \rangle_{\text{reio}} = 7.1 \times 10^{-8}$. Changes in the starting value of $T_{\text{IGM}}$ linearly affect the Compton-$y$. Assuming $z_{\text{HeII}} = 2.5$ results in $7 \times 10^{-8}$ and $z_{\text{HeII}} = 4.5$ gives $7.2 \times 10^{-8}$. Thus, the IGM contribution is in magnitude comparable to the reionization signal with somewhat larger theoretical uncertainty driven by the temperature normalization.

**Appendix E: Two-parameter dependence**

In this appendix, we consider dependence on pairs of parameters. The primary goal of this exercise is to establish how strongly couplings between feedback parameters...
Figure 6. Dependence of spectral distortions on pairs of simulation feedback parameters. Each panel shows evaluations of the neural networks trained on the LH set for two astrophysical parameters varied, divided by the simple model in which the dependence factorizes (using the curves from Fig. 4). As can be seen, for IllustrisTNG the factorization approximation is good to within $\sim 5\%$, while for SIMBA it is somewhat worse but still reasonable. For readability, the axes ticks have been suppressed. They are exactly identical to the ones in Fig. 4 so that the fiducial model with all feedback parameters equal one is in the center of each panel.
affect the $y$ observables. In Fig. 6 in each panel we plot the quantity

$$\frac{x_i(A_j, A_k)}{\text{const} \times x_i(A_j) x_i(A_k)} - 1,$$

where the constant normalizes such that the ratio is one at the fiducial point and the $x_i$ are evaluations of the neural nets with either one or two parameters varied from the fiducial point. Thus, we illustrate deviations from perfect factorization. We should emphasize that the neural nets have no structural preference for factorized representations. In summary, most of the dependence of $y$ observables on feedback parameters can be readily read off from Fig. 4.

### Appendix F: Symbolic regression

Symbolic regression identifies equations with parsimonious combinations of input parameters that have the smallest scatter with the given quantity of interest $\sigma^{15, 50, 99}$. We employ it to predict $\langle y \rangle$ and $\langle T_e \rangle$ separately as a function of the feedback parameters:

$$\{ \langle y \rangle, \langle T_e \rangle \} = f(A_{SN1}, A_{AGN1}, A_{SN2}, A_{AGN2})$$

We show the equations obtained and their performance in Fig. 7. The data points shown are the measurements from the CAMELS LH set (for the case of TNG, the data has been corrected for sample variance and the cosmology dependence has also been removed, c.f. Fig. 3). We also obtained equations more complex than the ones in Fig. 7, however, as the risk of overfitting goes up as the equations get more complex, we show simple ones which have a substantial reduction in the mean squared error. The equations perform much better for the case of SIMBA. This could be either because the dependence of $\langle y \rangle$, $\langle T_e \rangle$ on the feedback parameters is weaker for TNG, or the dependence for the case of TNG might have a very complicated functional form and it is hard to find a good approximation given the limited size of our data set. Overall, the results in Fig. 7 are consistent with the assumption in Eq. 12 that the individual parameter feedback dependence can be factorized.
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