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Abstract—Time series classification is a task that aims at classifying chronological data. It is used in a diverse range of domains such as meteorology, medicine and physics. In the last decade, many algorithms have been built to perform this task with very appreciable accuracy. However, applications where time series have uncertainty has been under-explored. Using uncertainty propagation techniques, we propose a new uncertain dissimilarity measure based on Euclidean distance. We then propose the uncertain shapelet transform algorithm for the classification of uncertain time series. The large experiments we conducted on state of the art datasets show the effectiveness of our contribution. The source code of our contribution and the datasets we used are all available on a public repository.
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I. INTRODUCTION

The last decade has been characterized by the availability of measurements in a large and variate set of domains such as meteorology, astronomy, medicine and object tracking. Generally, these measurements are represented as time series, that means a sequence of data ordered in time. Time series classification is used in many applications such as astronomy, land cover classification and human activity recognition. Meanwhile, there has been an increase of the number of methods for time series classification [3], [17]. However, to the best of our knowledge, these methods do not take data uncertainty into account. Any measurement is subject to uncertainty that can be due to the environment, the mean of measurement, privacy constraints and other factors. Furthermore, even if uncertainty can be reduced, it cannot be eliminated [19]. In some applications, uncertainty cannot be neglected and has to be explicitly handled [16].

Shapelet based methods are one of the best approaches that have been developed for time series classification. A shapelet is a subseries that is representative for a class of time series. These methods are especially appreciated for their interpretability, their robustness and their classification speed [23]. A typical shapelet-based approach for classification can be summarized in three steps:

- the first step is the extraction of shapelets. This step can be seen as a feature selection,
- the second step is the shapelet transformation. Here, the feature vector of each instance in the dataset is computed,
- the third and last step consists in training a supervised classifier using the generated feature vectors.

Almost every time series classification methods are built by coupling a similarity measure with a supervised classifier. We follow this pattern in this paper to build an uncertain time series classifier. We are not aware of any existing method in the literature for the classification of uncertain time series.

Our contribution is as follows, we first propose an uncertain dissimilarity measure based on Euclidean distance. Secondly we use it to build the uncertain shapelet transform algorithm, which is the shapelet transform algorithm adapted to the classification of time series with available uncertainty information.

The rest of this paper is organized as follows: background and related works are presented in section II. In section III we present a new uncertain dissimilarity measure called UED, and in section IV we present the uncertain shapelet transform algorithm (UST). Section V is about experiments and section VI finally concludes this paper.

II. BACKGROUND AND RELATED WORKS

In this section we define the basic concepts and present the related works.

A. Background

Definition 1 (Time series): A time series $T$ of length $m$ is an ordered sequence of $m$ observations $t_i$.

$$T = < t_1, t_2, ..., t_m >$$

Definition 2 (Uncertain time series): An uncertain time series (UTS) is a time series in which the observations are uncertain.

Uncertain observations can be modeled with the multiset-based or the probability density function-based (PDF-based) modeling:

- In the multiset-based model, each $t_i$ is represented as a finite set of the possible values. By replacing each $t_i$ in $T$ by a single value from the set of its possible values, we obtain a realization of $T$. 
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• In the PDF-based model, $t_i = \hat{t}_i \pm \delta t_i$, where $\hat{t}_i$ is the best guess of the exact value and $\delta t_i$ is a positive number representing the maximum deviation from the best guess. In other words, $t_i$ is a random variable following a particular distribution and its exact value is somewhere in the interval $[\hat{t}_i - \delta t_i, \hat{t}_i + \delta t_i]$.

B. Related work on similarity measures for uncertain time series

Given two uncertain time series, a probabilistic similarity measure computes the probability that the magnitude of the similarity between them is not greater than a user defined threshold. They are mostly used in the context of time series database querying. For multiset-based UTS, MUNICH can be used. For pdf-based UTS, PROUD can be used. Unlike probabilistic similarity measures, uncertain distances compute the dissimilarity between uncertain time series. When the distribution of the uncertainty is known DUST can be used to compute the distance between UTS. Otherwise, the dissimilarity measure FOTS can be used.

A common limitation of FOTS and DUST is that they define the distance between two uncertain time series as a real number, without any uncertainty information on that number. It is not possible to compare uncertain measures with 100% reliability. For this reason, and because applying FOTS or DUST is not always possible in practice, we propose in section III an uncertain dissimilarity measure that makes no assumption on the distribution of the uncertainty and outputs the dissimilarity value with a confidence interval.

C. Related works on time series classification with shapelets

Basically, a shapelet is a subsequence that is common to time series from the same class label; it is called a representative subsequence for that class. Hence, given a new time series to be classify in a particular class label, the only thing to do is to check if the shapelet of that class label appears to be a subsequence of the time series.

The first ever time series classification using shapelets is the shapelet decision trees. This algorithm constructs a decision tree in which attributes are shapelets. The value of each attribute for a given time series is the distance between that time series and the corresponding shapelet.

Shapelet transform classification is a generalization of shapelet decision trees. This algorithm separates the shapelet selection step from the classification step, allowing shapelet approaches to be applied with any supervised classifier instead of being tied to the decision tree model. It also shown that coupling shapelet transformation with a good classifier, particularly an ensemble classifier, significantly improves the classification accuracy. An optimization of shapelet transform classification has been proposed by. It reduces the execution time of the shapelet selection step, and optimizes the shapelet evaluation for multiclass classification.

The greatest limitation of shapelet-based classification approaches is their time complexity during the training step, which is in the order of $O(n^2m^4)$, where $n$ is the number of time series in the training dataset and $m$ is the length of the longest series. Despite the high time complexity of shapelet algorithms, they are very appreciated because they are easy to interpret, robust to outliers and fast at classifying a new instance. In section IV we describe the uncertain shapelet transform algorithm, a shapelet approach for the classification of uncertain time series.

III. UED: A NEW UNCERTAIN DISSIMILARITY MEASURE

As stated by, uncertainty is different from error since it cannot be eliminated, but it can be reduced up to a certain magnitude. Regardless of the measurement method, there is always an uncertainty and uncertain measures cannot be compared with a 100% reliability: the result of the comparison of uncertain values should also be uncertain.

From now on, we consider only PDF-based represented uncertain values. Let $x$ be an uncertain value, we have $x = \hat{x} \pm \delta x$, the exact value of $x$ follows a probability distribution and lies in the interval $[\hat{x} - \delta x, \hat{x} + \delta x]$. $\hat{x}$ is the best guess of the exact value of $x$. Let $y$ be another uncertain value, any mathematical operator applied on $x$ and $y$ produces a new uncertain value. We have the following uncertainty propagation properties:

- $z = x + y = \hat{z} \pm p \delta z$, where $\hat{z} = \hat{x} + \hat{y}$ and $\delta z = \delta x + \delta y$
- $z = x - y = \hat{z} \pm p \delta z$, where $\hat{z} = \hat{x} - \hat{y}$ and $\delta z = \delta x + \delta y$
- $z = x^n = \hat{z} \pm p \delta z$, where $\hat{z} = \hat{x}^n$ et $\delta z = n|\hat{x}^{n-1}|\delta x$

Euclidean distance (ED) is widely used in the literature to measure the dissimilarity between time series. It is particularly used in shapelet-based approaches. Using the uncertainty propagation properties, an uncertain dissimilarity measure based on ED can be computed for two uncertain time series $T_1$ and $T_2$ by propagating uncertainty in the ED formula. We name the obtained measure UED for Uncertain Euclidean Distance, and it is defined as follows:

$$UED(T_1, T_2) = \sum_{i=1}^{n} (t_{1i} - t_{2i})^2 \pm 2 \sum_{i=1}^{n} |t_{1i} - t_{2i}| \times (\delta t_{1i} + \delta t_{2i})$$

where $\hat{T}_i$ is the time series of the best guesses of $T_i$.

The output of UED is an uncertain measure representing the similarity between the two uncertain time series given as inputs. In order to use UED to classify time series, especially with a shapelet algorithm, an ordering relation for the set of uncertain measures is needed. We propose three ways to compare uncertain measures: the first one is the simpler one and is based on confidence, the second one is a stochastic order and the last one is an interval number ordering.

Simple ordering for uncertain measures

This ordering is based on two simple properties. Let $x$ and $y$ be two PDF-based uncertain measures, the first property is the property of equality and states that two uncertain measures are equal if their best guesses and their uncertainties are equals.

$$x = y \iff \hat{x} = \hat{y} \land \delta x = \delta y$$

The property of inferiority is the second one and states that the uncertain measure $x$ is smaller than the uncertain measure
y if and only if the best guess of x is smaller than the best guess of y. In the case where x and y have the same best guesses, the smaller is the one with the smallest uncertainty.

\[ x < y \iff (\hat{x} < \hat{y}) \lor ((\hat{x} = \hat{y}) \land (\delta x < \delta y)) \]  

(3)

Unlike the property of equality which is straightforward, the property of inferiority need some explanations. Unfortunately, we don’t have a mathematical justification of this property but it is guided by two points: firstly we are in some way confident about the best guess since it must have been given by an expert, and secondly we are more confident with smaller uncertainties.

Of course, these properties do not always give a correct ordering; in fact, if \( x = 2 \pm 0.5 \) and \( y = 2 \pm 0.1 \) then the inferiority property says that \( y < x \). Now, if there is an oracle able to compute the exact value of any uncertain measure, it might says that \( x = 1.8 \) and \( y = 2 \), and thus invalidating our ordering. This observation also holds for the properties of equality.

**Stochastic ordering of uncertain measures**

An uncertain measure can be considered as a random variable with mean equals to the best guess and standard deviation equals to the uncertainty. Given this consideration, a stochastic order can be defined on the set of uncertain measures. A random variable \( X \) is *stochastically less or equal to* (noted \( \leq_{st} \)) another random variable \( Y \) if and only if \( \Pr[X > t] \leq \Pr[Y > t] \forall t \in \mathbb{I} \), where \( \mathbb{I} \) is the union of the domains of \( X \) and \( Y \) \[12\]. The stochastic order can be rewritten and developed as follows:

\[ X \leq_{st} Y \iff \Pr[X > t] \leq \Pr[Y > t] \forall t \in \mathbb{I} \]

\[ \iff 1 - \Pr[X > t] > 1 - \Pr[Y > t] \forall t \in \mathbb{I} \]

\[ \iff \Pr[X \leq t] > \Pr[Y \leq t] \forall t \in \mathbb{I} \]

\[ \iff CDF_X(t) > CDF_Y(t) \forall t \in \mathbb{I} \]

(4)

\( CDF_X(t) \) is the cumulative distribution function of the random variable \( X \) evaluated at \( t \). Because the size of \( \mathbb{I} \) is infinite, we discretized it as being the set of the following values:

\[ \min(\mathbb{I}) + i \times \frac{\max(\mathbb{I}) - \min(\mathbb{I})}{k} \]

\[ 0 \leq i \leq k \text{ and } k \text{ is a whole number to be defined} \]  

(5)

Unlike the simple ordering which is a total order, the stochastic ordering is a partial order. That means, the relation *stochastically less or equal to* is not defined for any two random variables, and thus any two uncertain measures can not be sorted using this stochastic order. This is clearly a limitation, but we did not find a total stochastic ordering in the literature.

**Interval numbers ordering**

**Definition 3 (Interval number):** An interval number \( i_n \) is a number represented as an interval, that is \( i_n = [i^n_l, i^n_u] \), where \( i^n_l \) and \( i^n_u \) are respectively the lowest and highest possible values of the number.

A PDF-based uncertain value is by definition an interval number, enhanced with the distribution of the exact value and a best guess. Given two uncertain values \( x \) and \( y \), the interval number-based ordering can be estimated using the following probability \[21\], \[24\]:

\[ \Pr[x \geq y] = \max(1 - \max(\hat{y} + \delta y - \hat{x} + \delta x) \frac{2\delta x + 2\delta y}{2\delta x + 2\delta y}) \]  

(6)

Unlike the stochastic ordering, the simple ordering and the interval number-based ordering do not exploit the uncertainty distribution, nor the best guess given by the expert. The simple ordering required the best guess to be known, and this is not always the case in practice. If the compared uncertain values do not overlap at all, that is they do not have some possible exact values in common, all the three ordering give the same order.

Now that we know how to sort uncertain measures, let us see how to use UED to classify uncertain time series.

**IV. UST: THE UNCERTAIN SHAPELET TRANSFORM CLASSIFICATION**

In this section, we describe how to classify uncertain time series using shapelets. Uncertain observations are represented using the probability density function model (or simply pdf model). We start by defining the concepts that are used in our algorithm, then we describe the algorithm itself.

**A. Definition of concepts**

**Definition 4 (Uncertain subsequence):** An uncertain subsequence \( S \) of an uncertain time series \( T \) is a series of \( l \) (its length) consecutive uncertain values in \( T \).

\[ S = \hat{S} \pm \delta S = \{t_{i+1} \pm \delta t_{i+1}, ..., t_{i+l} \pm \delta t_{i+l}\} \]

\[ 1 \leq i \leq m - l, \ 1 \leq l \leq m, m = |T| \]  

(7)

**Definition 5 (Uncertain dissimilarity):** The dissimilarity between two uncertain subsequences \( S \) and \( R \) is the uncertain distance between them

\[ d = UED(S, R) = UED(R, S) \]  

(8)

The dissimilarity between an uncertain time series \( T \) and an uncertain subsequence \( S \) is the dissimilarity between \( S \) and the subsequence of \( T \) that is the most similar to \( S \). It is formally defined as follows:

\[ UED(T, S) = \min\{UED(S, R) \mid \forall R \subseteq T, |S| = |R|\} \]  

(9)

**Definition 6 (Uncertain separator):** An uncertain separator \( sp \) for a dataset \( D \) of uncertain time series is an uncertain subsequence that divides \( D \) in two parts \( D_1 \) and \( D_2 \) such that:

\[ D_1 = \{T \mid UED(T, sp) \leq \epsilon, \forall T \in D\} \]

\[ D_2 = \{T \mid UED(T, sp) > \epsilon, \forall T \in D\} \]  

(10)

As in \[8\], the quality of a separator is measured using the information gain (IG). Given the previous definitions, we can give a formal definition of an uncertain shapelet.
**Definition 7 (Uncertain shapelet):** An uncertain shapelet $S$ for a dataset $D$ of uncertain time series is an uncertain separator that maximized the information gain.

$$S = \text{argmax}_p(IG(D, sp))$$  \hspace{1cm} (11)

### B. Uncertain shapelet transform classification

Our algorithm for uncertain time series classification is an extension of the shapelet transform algorithm [8].

Given a dataset $D$ of uncertain time series, the first step is to select the top $k$ best uncertain shapelets from the dataset. This step is achieved using the procedure described by Algo. [1] which takes as input, the dataset $D$, the maximum number of uncertain shapelets to be extracted $k$, the minimum and the maximum length of an uncertain shapelet $MIN$ and $MAX$. This algorithm uses three subprocedures:

- $GenCand(T,MIN,MAX)$ which generates every possible uncertain shapelet candidates from the input uncertain time series $T$. These candidates are uncertain subsequences of $T$, with length at least $MIN$ and at most $MAX$.
- $AssessCand(cands,D)$ which computes the quality of each candidate in the list of candidates $cands$. The quality of a candidate is the information gain it produces when used as a separator for the dataset.Cameroun
- $ExtractBest(C,Q,k)$ which takes the list of uncertain shapelet candidates $C$, their associated qualities $Q$ and returns first $k$ uncertain shapelets with highest qualities.

In summary, Algo. [1] generates every uncertain subsequences of length at least $MIN$ and at most $MAX$ from the dataset, assesses the quality of each one by computing the information gain obtained when it is used as a separator for the dataset and finally returns the $k$ subsequences that produce the highest information gain. The parameters $MIN$ and $MAX$ should be optimized to reduce the execution time of the algorithm, with the knowledge of the domain, the length of a typical shapelet can be estimated and used to set $MIN$ and $MAX$ in order to reduce the number of shapelet candidates. By default $MIN$ is set to 3 and $MAX$ is set to $m - 1$, where $m$ is the length of the time series.

**Algorithm 1 Top-K Uncertain Shapelet Selection**

```latex
1: function UShapeletSelection(D, k, MIN, MAX)
2: $C \leftarrow \emptyset; Q \leftarrow \emptyset$
3: for $i \leftarrow 1, n$ do
4: $cands \leftarrow GenCand(T_i, MIN, MAX)$
5: $qualities \leftarrow AssessCand(cands, D)$
6: $C \leftarrow C + cands$
7: $Q \leftarrow Q + qualities$
8: end for
9: $S \leftarrow ExtractBest(C, Q, k)$
10: return $S$ \hspace{0.5cm} >> Top $k$ uncertain shapelets
11: end function
```

The next step after the top-$k$ uncertain shapelets selection is the uncertain shapelet transformation. This step is done using Algo. [2] which takes as input the dataset $D$, the set of the top-$k$ uncertain shapelets $S$ and the number of uncertain shapelets $k$. For each uncertain time series in the dataset, its uncertain feature vector of length $k$ is computed using $UED$. The $j^{th}$ element of the vector is the $UED$ between the uncertain time series and the uncertain shapelet $i$. Because the uncertainties add up during the transformation, the uncertain feature vectors are such that the scale of the best guesses is smaller than the scale of the uncertainties. It is very important to have everything on the same scale. The second for loop of Algo. [2] performs the standard normalization of the transformed dataset. We use $D_{ij}$ to represent the list of the best guesses of uncertain dissimilarities between every uncertain time series and the $j^{th}$ uncertain shapelet, and $\delta D_{ij}$ is the list of the corresponding uncertainties. The scaled and transformed dataset is finally returned by the algorithm.

**Algorithm 2 Uncertain Shapelet Transformation**

```latex
function UShapeletTransformation(D, S, k)
for $i \leftarrow 1, n$ do
  $temp \leftarrow \emptyset$
  for $j \leftarrow 1, k$ do
    $temp_j \leftarrow UED(T_i, S_j)$
  end for
  $D_i \leftarrow temp_j$
end for
for $i \leftarrow 1, n$ do
  for $j \leftarrow 1, k$ do
    $best \leftarrow \frac{\text{mean}(D_{ij})}{\text{std}(D_{ij})}$
    $delta \leftarrow \frac{\text{mean}(\delta D_{ij})}{\text{std}(\delta D_{ij})}$
    $D_{ij} = best \pm delta$
  end for
end for
return $D$ \hspace{1cm} >> The transformed dataset
end function
```

The third and last step is the effective classification. A supervised classifier is trained on the uncertain transformed dataset, such that, given the feature vector of an unseen uncertain time series, it can predict its class label. Since the uncertainty have been propagated, the training process can be aware of uncertainty by taking it as part of the input. More specifically, best guesses are features and uncertainties are features of best guesses, and thus are metafeatures. There exists many supervised classifiers in the literature for the classification of uncertain tabular data [1], [9]. We have decision tree-based methods [13], [20], SVM-based methods [4], [10], [22] and Naive bayes-based methods [14], [15]. Since the transformed data is an uncertain tabular data, uncertain supervised classifiers can be used for the classification step. Furthermore, any supervised classifier can be used as soon as the transformed dataset is formatted in a way that is accepted by that classifier.

If instead of $UED$, one of the existing metrics from the state of the art (DUST, MUNICH, PROUD or FOTS) is used,
the classifier would not be able to learn while being aware of uncertainty in the input since the output of these metrics are apparently 100% reliable; most importantly, it would not be possible to take advantage of an uncertain classifier.

Fig. 1 gives an overview of the classification process. During the training step, top-\(k\) uncertain shapelets are selected and an uncertain supervised model (illustrated here by a decision tree for simplicity) is trained on the uncertain transformed dataset. During the test step, the uncertain shapelets extracted during the training step are used to transform the test set, and the trained model is used to predict the class labels of the test set according to the result of the transformation. We call this model UST for Uncertain Shapelet Transform classification.

Since the number of shapelet candidates of length \(l\) in the dataset is bounded to \(n \times (m - l + 1)\), the subprocedures used by the Uncertain Shapelet Transform algorithm do not last forever; the rest of the algorithm are for loops, and thus the UST algorithm ends. The algorithm also evaluates all possible shapelet candidates and keep only the \(k\) best ones. In term of time complexity, it is the same time complexity as the original shapelet transform (ST) which is \(O(n^2m^4)\). In fact the differences are the dissimilarity computation and the transformation process. UST uses UED to compute the dissimilarity, while ST uses the Euclidean distance (ED). The time complexity of UED is \(O(n) + O(n)\) which is asymptotically equal to \(O(n)\), the time complexity of ED. The scaling of the transformed dataset does not change the complexity order of the transformation process as well.

V. EXPERIMENTS

In this section, we experimentally assess our model and compare it with the state of the art. The comparison criterion is the model classification accuracy as it is always done in the literature [3], [6], [8], [18]. Since the output of our model is the probability distribution over the set of classes, we take the most probable class as the predicted class and use it to compute the model accuracy.

A. COMPARED MODELS

We have compared different models which are different configurations of the UST model. In particular, our models are built regarding the following attributes:

1) uncertain similarity: this is how the dissimilarity between uncertain subsequences is computed by UST. This attribute has five possible values which are ED, UED, FOTS, DUST UNIFORM and DUST NORMAL.

The difference between DUST NORMAL and DUST UNIFORM is the assumption made about the data distribution. Both assume that the uncertainty is normally distributed. DUST UNIFORM assumes that the data in each time series are uniformly distributed. Given this assumption, the distance between two uncertain values \(x_i\) and \(y_i\) is the following:

\[
dust(x_i, y_i) = \frac{|\hat{x}_i - \hat{y}_i|}{2\sigma} \tag{12}
\]

DUST NORMAL assumes that the data in each time series follow a Gaussian distribution and is defined as follows

\[
dust(x_i, y_i) = \frac{|\hat{x}_i - \hat{y}_i|}{2\sigma(1 + \sigma^2)} \tag{13}
\]

In any case, we set \(\sigma = \max(\delta x_i, \delta y_i)\).

We set the parameter of FOTS following the specifications in its original paper [18]. Hence, the number of windows \(m\) is equal to the length of a window \(w\) which is equal to half the length of the time series. The time index \(t\) used to compute the autocovariance matrices is equal to half the length of the time series, and finally the number of eigenvectors \(k\) is set to 4.

2) ordering strategy: This is the method used to sort uncertain measures, that is simple, stochastic or interval ordering. When measures are not uncertain (when using FOTS or DUST), we use the natural order.

For the stochastic ordering we consider an uncertain measure \(x\) to be normally distributed. Given this assumption, the following cumulative distribution function can be used

\[
CDF_X(t) = \frac{1}{2}(1 + erf\left(\frac{t - \hat{x}}{\delta x \sqrt{2}}\right)) \tag{14}
\]

where \(erf(\cdot)\) is the Gaussian error function. To discretize I (using Eq. 5), we fixed the value of \(k\) to 100. Larger values of \(k\) lead to best approximation of I, however slow the classification process. We tried several values of \(k\), but \(k = 100\) worked better. We have also used a relaxed version of the stochastic ordering: given two random variables \(X\) and \(Y\), we have \(X \leq_{st} Y\) if the number of values \(t\) in \(I\) such that \(CDF_X(t) > CDF_Y(t)\) is greater than the number of values \(t\) in \(I\) such that \(CDF_X(t) < CDF_Y(t)\).

For the interval ordering, we say that \(x \leq y\) if \(Pr[x \leq y] > 0.5\).

3) supervised classifier: This is the model used to classify the transformed dataset in the last step of UST. We used the classical Gaussian Naive Bayes (GNB) and the Uncertain Gaussian Naive Bayes (UGNB) models. We implemented UGNB following [15]. We choose these classifiers for their simplicity, we want to evaluate UED, the importance of propagating uncertainty following by the use of a classifier that takes uncertainty into account during its training phase.

For each model, the parameter \(MIN\) and \(MAX\) are set to 3 and \(m - 1\) respectively, where \(m\) is the length of the uncertain time series in the dataset being processed. Because of the high time complexity of the algorithm, we have used a time contract to limit the execution time of each model. After the evaluation of an uncertain shapelet candidate, the next candidate is evaluated only if there is time remaining in the contract; otherwise the shapelet search is ended. Because FOTS is more time consuming than ED, UED and DUST, we set FOTS’s time contract 12 times higher above the time limit of other measures.

Tab. 1 gives a summary of the different models that are evaluated and compared throughout our experiments. In order to apply the model UST(UED, GNB), each uncertain feature
Fig. 1: Uncertain time series classification process

TABLE I: Summary of the models that are compared in our experiments.

| Name            | Measure       | Ordering       | Classifier | Time contract |
|-----------------|---------------|----------------|------------|---------------|
| ST              | ED            | Natural        | GNB        | 10 minutes    |
| UST(DUST_NORMAL)| DUST NORMAL   | Natural        | GNB        | 10 minutes    |
| UST(DUST_UNIFORM)| DUST UNIFORM | Natural        | GNB        | 10 minutes    |
| UST(POTS)       | POTS          | Natural        | GNB        | 120 minutes   |
| UST(UED, GNB)   | UED           | Simple, Stochastic and Interval | GNB        | 10 minutes    |
| UST(UED, UGNB)  | UED           | Simple, Stochastic and Interval | UGNB       | 10 minutes    |

Since the datasets in this repository are without uncertainty, we manually add uncertainty in the datasets listed in Tab. II. Given a dataset, the standard deviation $\sigma_i$ of each timestep is computed. For each time series in the dataset, the added uncertainty for the observation at timestep $i$ follows a normal distribution with mean 0 and standard deviation $c \times \sigma$, where $\sigma$ is randomly chosen from a normal distribution with mean 0 and standard deviation $\sigma_i$. We used different values of $c$ ranging from 0.1 to 2. The uncertainty result for an instance from the Chinatown dataset is shown by Fig. 2 for $c = 0.6$. The orange line is the original time series, and the blue one is the obtained uncertain time series. Sometimes, the original time series does not cross the uncertainty interval (vertical red bars), these cases are there to represent situations where the uncertainty has not been well estimated, maybe because the expert has been too optimistic. Situations where the expert had been too pessimistic are represented by very large uncertainty bars. During the training phase, original time series are not used, only the uncertain time series are used.

B. Datasets

We used datasets from the well known UCR repository [7]. Instead of running our experiment on the whole repository, we use only datasets on which shapelet approaches are known to work well. According to [3], shapelet approaches are more suitable for electric device, ECG, sensor and simulated datasets. Tab. II gives a summary of the 15 shapelet datasets on which we conducted our experiments. The first column is the name of the dataset, the second is the number of instances in the training/test set, the third is the length of time series and the fourth and last column is the number of different classes in the dataset. Each dataset is already split into the training and the test sets on the repository.

TABLE II: Datasets Description

| Datasets                  | train/test | length | #classes |
|---------------------------|------------|--------|----------|
| BME                       | 30/150     | 120    | 3        |
| CBF                       | 30/900     | 129    | 3        |
| Chinatown                 | 20/345     | 25     | 2        |
| ECGFiveDays               | 23/861     | 137    | 2        |
| ECG200                    | 100/100    | 96     | 2        |
| ItalyPowerDemand          | 67/1029    | 24     | 2        |
| Plane                     | 105/105    | 145    | 7        |
| ShapeletSim               | 20/180     | 500    | 2        |
| SmoothSubspace            | 150/150    | 16     | 3        |
| SonyAIBORobotSurface1     | 20/601     | 70     | 2        |
| SonyAIBORobotSurface2     | 27/953     | 65     | 2        |
| SyntheticControl          | 300/300    | 60     | 6        |
| Trace                     | 100/100    | 275    | 5        |
| TwoLeadeCG                | 23/1139    | 83     | 2        |
| UMD                       | 36/144     | 151    | 3        |

Fig. 2: Illustration of uncertainty for an instance from the Chinatown dataset. the uncertainty level is $c = 0.6$.
We implemented UST in the Python programming language, and we used the open source package sktime [11]. The code and the data used for our experiment are publicly available.

C. Results

For each of the models we compared, we have recorded the obtained accuracy, the training duration and the testing duration. These values are recorded for each level of uncertainty.

Uncertain ordering analysis: Let’s analyze how the uncertain ordering used affects the accuracy of UED-based models. Fig. 3 shows the critical difference diagram to exhibit any significant difference between our ordering strategies. The ordering strategy does not affect the model accuracy too much, this is normal given the fact that the three ordering could be different only if the uncertain measures to be sort overlap. However the simple ordering (called SIMPLE_CMP on the plots) and the interval ordering (called INTERVAL_CMP on the plots) are better than the stochastic ordering (called CDF_CMP on the plots).

Accuracy analysis: In this analysis, UST(UED, GNB) and UST(UED, UGNB) use the interval ordering only. UED-based models are better than the others. They are even better when the uncertain naive bayes is used as classifier, that is UST(UED, UGNB). We observe also that the accuracy of each model decreases when the uncertainty level increases; however the accuracy of UED-based models decreases more slowly than the accuracy of DUST and FOTS-based models: UED-based models are more robust to uncertainty changes, and even more when an uncertain classifier is used.

The critical difference diagrams on Fig. 3 show how different the compared models are for some levels of uncertainty. Whatever the level of uncertainty is, propagating the uncertainty gives models that are significantly more accurate than not using uncertainty propagation.

The model ST is the classical shapelet approach, in which the Euclidean distance is used. The classifier used is the Gaussian naive bayes. In this model only the best guesses are used, and there is no uncertainty handling at all. For low uncertainty levels, this model is the second best model, behind UST(UED, UGNB). When the uncertainty increases, ST becomes among the worst models, exhibiting the importance of uncertainty handling in time series classification. For instance, on the dataset SmoothSubspace and the uncertainty level of $c = 0.4$, ST achieves 47% of accuracy, UST(UED, GNB) achieves 49%, while UST(UED, UGNB) achieves 83%.

Training duration: In term of training duration, the UST model that uses FOTS dissimilarity takes in average $128 \pm 9$ minutes to finish. When using DUST, ED or UED, UST takes in average $10 \pm 0.35$ minutes to finish. Hence, FOTS-based models are much slower compared to DUST and UED-based models. This is because FOTS has a quadratic time complexity (due to eigenvector decomposition) while ED, DUST and UED have a linear time complexity. Hence the FOTS-based model requires more time to learn.

D. Overall discussion

To build the uncertain shapelet transform classification algorithm, we have handled uncertainty in each step of a typical shapelet algorithm. During the first step where shapelets are selected, UED is used to select shapelets while taking uncertainty into account; when two shapelets has the same information gain, the one that is less uncertain is preferred. During the shapelet transform step, the uncertainty is propagated so that the transformed dataset contains uncertainty information. To really take advantage of the propagated uncertainty, a classifier that has been built for uncertain data is used in the last step. Without the use of an uncertain classifier, all the previous steps of uncertainty management are not really worthy.

Uncertainty is unpredictable, and because we are dealing with it, it is difficult to identify in which uncertain situation our approach will work well. For this reason, we use different levels of uncertainty in our experiment, expecting to cover at most possible situations as we can. The uncertainty levels from $c = 1$ to $c = 2$ are more likely to be extreme and may not be found in a real application, but it is important to see how the model’s behaviour as the uncertainty becomes too large.

We manually added uncertainty in our datasets. Applying our model on a real uncertain dataset will strengthen our contribution. Nevertheless, by using different levels of uncertainty in our datasets, we expect to cover any real situation.

The uncertain classifier we used is the uncertain naive Bayes. We choose it for its simplicity. There are other uncertain classifiers [1], [9], and they can be used in UST, but we did not try them because our goal was to show how important it is to correctly handle uncertainty in the context of uncertain time series classification. We highly recommend to try other uncertain classifiers when in real application.

Finally, the time contract we set during our experiments limits in some ways the discovery of more, and why not better uncertain shapelets. In fact, maybe new uncertain shapelets might have been discovered with a larger time contract.

VI. Conclusion

The goal of this paper was to classify uncertain time series using the shapelet transformation approach. To achieve this goal, we use uncertainty propagation techniques to define an uncertain dissimilarity measure called UED. Then we adapt the well known shapelet algorithm to the context of uncertain time series using UED and propose the uncertain shapelet transform algorithm (UST). We have run experiments on state of the art datasets. The results show that propagating uncertainty during the shapelet transformation and then using an uncertain classifier lead to a more accurate model for uncertain time series classification. The idea of uncertainty propagation can be used with any dissimilarity measure, and any uncertain supervised classifier can be used in the classification phase.

As future works, we firstly intend to run our models without limiting the execution time in order to evaluate every uncertain shapelet candidates. Secondly, we will apply our approach on a real uncertain dataset, and then apply uncertainty propagation techniques using other dissimilarity measures. Finally we will
examine uncertainty handling in other time series classification approaches.
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