As well as identifying relevant information, a successful information management system must be able to present its findings in terms which are familiar to the user, which is especially challenging when the incoming information is in a foreign language (Levow et al., 2001). We demonstrate techniques which attempt to address this challenge by placing terms in an abstract ‘information space’ based on their occurrences in text corpora, and then allowing a user to visualize local regions of this information space. Words are plotted in a 2-dimensional picture so that related words are close together and whole classes of similar words occur in recognizable clusters which sometimes clearly signify a particular meaning. As well as giving a clear view of which concepts are related in a particular document collection, this technique also helps a user to interpret unknown words.

The main technique we will demonstrate is planar projection of word-vectors from a vector space built using Latent Semantic Analysis (LSA) (Landauer and Dumais, 1997; Schütze, 1998), a method which can be applied multilingually if translated corpora are available for training. Following the method of Schütze (1998), we assign each word $w$ 1000 coordinates based on the number of times $w$ occurs in a 15-word window with one of 1000 ‘content-bearing words’, chosen by frequency, and the number of coordinates is reduced to 100 ‘latent dimensions’ using LSA.

This is still far too many words and too many dimensions to be visualized at once. To produce a meaningful diagram of results related to a particular word or query, we perform two extra steps. Firstly, we restrict attention to a given number of closely related words (determined by cosine similarity of word vectors), selecting a local group of up to 100 words and their word vectors for deeper analysis. A second round of Latent Semantic Analysis is then performed on this restricted set, giving the most significant directions to describe this local information. The 2 most significant axes determine the plane which best represents the data. (This process can be regarded as a higher-dimensional analogue of finding the line of best-fit for a normal 2-dimensional graph.) The resulting diagrams give a summary of the areas of meaning in which a word is actually used in a particular document collection.

This is particularly effective for visualizing words in more than one language. This can be achieved by building a single latent semantic vector space incorporating words from two languages using a parallel corpus (Littman et al., 1998; Widdows et al., 2002b). We will demonstrate a system which does this for English and German terms in the medical domain. The system is trained on a corpus of 10,000 abstracts from German medical documents available with their English translations. In the demonstration, users submit a query statement consisting of any combination of words in English or German, and are then able to visualize the words most closely related to this query in a 2-dimensional plot of the latent semantic space.

An example output for the English query word *drug* is shown in Figure below. Such words are of special interest because the English word *drug* has two meanings which are represented by different words in German (*medikament* = prescription drug and *drogen* = narcotic). The 2-dimensional plot clearly distinguishes these two areas of meaning, with the English word *drug* being in between. Such techniques can enable users to recognize and understand translational ambiguities.

As well as the Springer abstracts corpus, the system has been trained to work with the parallel English/French Canadian Hansard corpus and several large monolingual corpora. Other functionalities of this system include automatic thesaurus generation, clustering of terms to determine different context areas, query refinement, and document retrieval.

As well as LSA, which only uses broad ‘bag of words’
Figure 1: ENGLISH and German terms related to the English word drug in the Springer medical abstracts.

Cocaine, THC, cannabinoids, opiates, heroin, urine, drögen, methadon, forensik, fatalities, drögenabhängigen, antiepileptika, antiepileptic, neurotransmission, serotonergic, pigmentation, dependence, antiarrhythmic, anticonvulsant, dosage, subjane, wiusamer, drugs, medikamente, wiusamme, medikamente, betäubungsmittel, medikamenten, antiretroviral, abus, drug, wueksam, medikamente, betäubungsmittel, medikamenten.

cocurrence to define similarities, mathematical models can be built using local coordination of terms based on syntactic properties. For example, lists of nouns such as “apples, pears, and oranges” can be used as information that these words are all linked, and these links can be recorded in a database which can also be analyzed using visualization techniques (Widdows et al., 2002a) and will be included in the demonstration.

Demonstration website

Versions of these demonstrations are publicly available through the CSLI Infomap project website, (http://infomap.stanford.edu/).
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