Automatic Segmentation of Hindi Speech into Syllable-Like Units
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Abstract—To develop the high-quality Text-to-Speech (TTS) system, appropriate segmentation of continuous speech into the syllabic units placed an important role. The research work has been implemented for automatic syllable based speech segmentation technique for continuous speech for the Hindi language. The experiments were conducted by using the energy convex hull approach for clean, continuous speech for Hindi. In this method, the Savitzky-Golay filter was applied on the short term energy (STE) signal to increase the signal to noise ratio (SNR), followed by applying the median filter to preserve the boundaries, hence smoothing the energy curve. Also, the Hamming sliding-window was applied twice on speech signal to get the more accurate depth of convex hull valleys. Further, the algorithm was tested on 50 unique utterances chosen from the travel domain. The accuracy of the proposed algorithm has been calculated and obtains that 76.07% syllables have time-error less than 30 ms with manual segmentation reference. The performance of the proposed algorithm is also analyzed and gives better-segmented accuracy as compared to the existing group delay segmentation technique for fricatives or nasal sounds. The syllable base segmented database is suitable for the speech technology system for Hindi in the travel domain.
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I. INTRODUCTION

Speech is considered as quasi-periodic signal since the characteristic of the signal changes over time. Segmentation is the process of splitting the speech signal into several parts. Speech can be segmented into various units, such as words, syllables, and phones. TTS is the ability of a machine to convert the given text in a language to spoken speech.

The accurate segmentation and label play a vital role in developing the TTS. The speech synthesis system makes use of various speech and language technology. It is being used to enhance human-machine interactions such as in mobile communication, screen reader, remote access to online information. The various application of speech synthesis includes talking aids, health care, banks, travel and tourism, visual and speech impairment, etc. Building a TTS for any language requires a corpus, which is a labor-intensive and time-consuming task. The research aim is to develop and analyze continuous speech segmentation as syllable like units for the Hindi language. Hindi is one of the official languages of India. It is a primary communication language for a large number of Indian populations and in other parts of the world. Most of the research has been done in other languages, such as European, English, Mandarin, Arabic, etc. However, less work has been done in the Hindi language due to a lack of standard database and pronunciation rule. As Hindi is syllable-centric in nature, the syllable is considered as an appropriate segment to a label. Several advance works have been reported to the phoneme level segmentation technique but still lacking on syllable base level.

The objective of the paper is to propose a time-domain automatic segmentation technique based on STE and convex hull approach for the Hindi language. Moreover, applied Savitzky-Golay filter [13] and median filter to get smoother energy curve and also apply Hamming sliding-window twice on STE to get a smoother curve and more profound valleys to make it easy to set the threshold boundary. The performance of resultant syllable units is calculated in terms of time duration, which is compared with the existing group delay and manual segmentation techniques.

The remaining paper is organized as follows: Section II describes the literature review. Section III describes the methods and procedures. Section IV explains the information about acoustic-phonetic features in Hindi. Section V describes the energy convex hull algorithm approach. Section VI gives experimentation based on the proposed algorithm. In Section VII, the result and time error analysis are discussed. Section VIII gives a subjective evaluation. Section IX describes the conclusion of the paper.

II. LITERATURE REVIEW

The accurate segmentation of speech is an essential factor in creating a high quality of TTS. Zhao and O'Shaughnessy [1] implemented algorithms of the convex hull in speech segmentation. Similarly, Ling and colleagues [2] used speech
segmentation to cleft palate speech of the Mandarin language using a convex hull. They initially extracted syllables from the speech utterances and classified as "quasi-unvoiced" or "quasi-voiced" and estimated the segmentation accuracy, which came out to be high. K. Prasad et al. [3] and Hema A Murthy [4] have performed an algorithm based on short-term energy and group delay processing of the magnitude spectrum for determining segmented syllable boundaries for the Indian languages and TIMIT database. Panda and Nayak [5] carried out successful automated speech segmentation of Hindi, Bengali, and Odia languages using vowel offset point identification technique along with Zero Crossing Rate (ZCR) segmentation method with the manual segmentation approach. Similarly, Stan et al. [6] used an ALISA tool to segment sentence-level alignment of speech with imperfect transcripts. This method helped in the creation of a new speech corpora. This method found that utilizing the speech segmentation tools and transcribing speech data is reduced. Hamza Frihiya and Halima Bahi [7] reported the Hidden Markov Model (HMM) and support vector machine (SVM) model to generate the phoneme-based speech segmentation for the Arabic language for application of speech recognition. Sandrine Brongnaux and Thomas Drugman [8] presented the HMM algorithm speech segmentation on the phone level for English, French, or under-rescore Language. Jon Ander Gómez and Marcos Calvo [9] shown the segmentation technique with a combination of HMM and DTW (Dynamic Time Wrapping) to achieved phone boundaries on the Albayzin and TIMIT database. Asaf Rendel et al. [10] shown that the HMM-GMM modeling technique is applied to the TIMIT corpus to get phoneme speech segmentation, and SVM is used to refine the obtained phone boundaries. The accuracy of the above modeling technique is 96%. Fréjus A. A. Laleye [11] published the algorithm based on STE & Zero crossing rate (ZCR) and perform the machining phase using the set of Fuzzy rules to get the syllable and phone boundaries on Fangbe language spoken in Benin, Togo, and Nigeria. Balyan et al. [12] built a medium-sized database for passenger rail information systems for the Hindi language in the phoneme level using HMM. The database consists of 630 utterances with 12674 words to facilitate the researcher in TTS and automatic speech recognition (ASR). Arum Boby et al. [21] presented the speech segmentation for Indian language consider as a phone level by using deep neural network (DNN) and convolutional neural network (CNN) framework. Md. Mijanur Rahman and Md Al-Amin Bhuiyan have created the database on time and frequency domain approach on word level and achieve a segmentation accuracy rate of 96.25 for Bangla Language [22]. Yahia Hasan Jazhay [23] has reported the segmentation of audio data such as human speech in both English and Arabic languages by using Dynamic Windows and Thresholds. The algorithm achieved a segmentation accuracy rate up to 91.6% in average for English and 89.0% for the Arabic language.

III. METHODS AND PROCEDURES

The following steps are carried out to design a Speech corpus.

- Selection of text sentences from news domains
- Recording of the selected text
- Syllabification of the speech signal

A. Selection of Sentences

The selection of the 150 sentences has been manually selected from various sources relevant to Metro travel information announcements in Delhi Rail for building the speech synthesis system. Adequate care has been taken to include all types of the required information so that the recording has enough occurrence of each type of Hindi sound [14].

B. Recording of Speech Corpus

The steps followed for recording the speech wav files were as follows:

- Professional male speaker voice has been recorded to maintain constant pitch and prevent stress phenomenon in noise and echo-free studio.
- The speaker has clear pronunciation and no articulacy defect.
- The sampling frequency was set to 16 kHz store in 16-bit PCM with Mono mode type.
- The speaker is required to read each text sentence, and the recorded sample was saved as wav files.

IV. ACOUSTIC-PHONETIC FEATURES IN HINDI

The acoustic-phonetic of Hindi differs from the European languages. Hindi is mostly phonetic in nature, i.e., there is one to one correspondence between written symbols and the spoken sentences. Hindi phonemes can be divided into vowels and Consonants. The Hindi alphabet consists of 10 pure vowels (/ə/, /ɑ/, /i/, /I/, /u/, /U/, /æ/, /e/, /o/, /ᴔ:/) including two diphthongs namely; /æ/ and /ᴔ:. All these vowels have their nasalized form also. Creaky and whispered vowels are rarely used [15]. The Hindi consonants consist of 4 semivowels, 4 fricatives, and 25 stop consonants (including 5 nasals). The stop consonants are ordered systematically in the Hindi language, and this order may suggest ideas for developing a recognition/synthesis system [17, 18]. Classification of Hindi consonants and vowels are presented in Table I.

| Table I. DESCRIPTION OF HINDI PHONEME |
|---------------------------------------|
| **Shorts Vowels** | **Long vowels** |
| अ | इ | ई | उ | ऊ | आ | ई | ऑ | औ |
| Unvoiced | Voiced | Nasals |
| क्ष्ण | छ / च | ज्ञ / ज | ढ / ठ | ट / ठ | ड / ढ | ण / ढ |
| त्व / त्थ | थ / ठ | न / न | प्ल / प्ल | फ्ल / फ्ल | भ / भ |
| Semi Vowel | Fricatives |
| ध | र | ल | व | श | ष | स | ह |
V. SYLLABLE BASE SEGMENTATION ALGORITHM

The syllables are identified from the speech database. The fundamental of the database is multiple forms of the unit phoneme, syllable, and words. In the Hindi language, the syllable types are CV, CVC, VC, V, CCV, and CCVC [14, 16]. The database distribution of syllables is mentioned below in Table II.

The syllable-like boundary identification is performed by using an energy convex hull approach. The steps are as follows:

- Let’s x(t) be the represented continuous speech signal, and x[n] be digitized speech signal.
- Determine the Short-term energy (STE) by applying the overlapped Hamming window (N= 400).

\[ Q(n) = \sum_{m=-\infty}^{\infty} [X(m)]^2 w(n - m) \]

\[ E(n) = 10 \ast \log Q(n) \]

\[ W(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N-1} \right); 0 \leq n < N \]

- Apply the Savitzky-Golay smoothing filter and Median filter to reduce the noise and preserve boundaries.

- Estimate the initial syllable decision threshold for initial syllable detection.
- Apply the Hamming window for refining the boundaries of syllable-like units.

\[ D(n) = 10 \ast \log [Q(n) + 1] \]

\[ p(n) = \sum_{m=-\infty}^{\infty} D(m) w(n - m) \]

- Reset the threshold on p(n) to obtain correct syllable boundary

The block diagram in Fig. 1 shows the steps involved to obtain of syllable-like segmented speech.

| TABLE II. DISTRIBUTION OF VARIOUS SYLLABLE IN HINDI |
|------------------|------------------|
| Syllables       | Relative Frequency (%) |
| CV              | 69.69            |
| CVC             | 22.00            |
| VC              | 2.78             |
| V               | 3.60             |
| CVCC            | 1.18             |
| CCVC            | 0.89             |
| CCV             | 0.48             |

Fig. 1. Block Diagram Showing Steps Taken in Finding Syllable Boundaries.
VI. EXPERIMENTATION

The experiment is done on the word and sentence level of medium size database consisting of 150 sentences of the duration of approx. 45 mins spoken by a single male speaker and obtained 1175 syllables units.

The 50 sentences of a syllable are processed manually by using PRAAT [19] speech analysis to check the performance of the proposed techniques. Fig. 2 shows the manually segmented output of the input wav file "Yahhan line do ke liye badle". This input wav file consists of 9 syllable units.

A. Initial Boundary Detection

On STE Q (n), the Savitzky–Golay [12] filter is applied for signal smoothing, and the SNR ratio is improved. Further, the median filter is used to preserve the boundaries and the smoothing energy curve.

To detect the initial boundary, a threshold is required to be estimated in the short term energy curve. To get the threshold in training set in the average STE of utterance was calculated.

However, the threshold can’t be set to this value. For example, in Fig. 3, the utterance contained five possible syllable boundaries points A to E when the energy threshold was set to the average STE curve of a speech signal. The threshold value is -17 dB. If the threshold was kept higher than -17 dB, more valley points might be obtained, which are incorrect. If the threshold were kept lower, then the valley points E and C would be removed. The threshold value was reset from -17 dB to -32 dB to obtain the correct boundaries based on the above observation. After experimentation with a Hindi training set, it was seen that the threshold value between -28 dB to -38 dB gives more accurate segmentation boundaries.

B. Convex Hull Boundary Detection Analysis

In this approach, a sliding Hamming window is applied on Q(n) shown in Fig. 4 to obtain P(n). It is seen, the STE curve is smoother deeper valley is obtained, which makes it easy to set convex hull threshold value.

Fig. 5 shows the output of the segmentation algorithm for the input speech utterance “यहाँ लाइन दो के लिये बदले” (“yahan line do ki liye badle”). It is seen that the input speech signal is segmented into three initial syllable units “यहाँ लाइन”, “दो” and “के लिये बदले” (“yahan line”, “do” and “ke liye badlen”). On the application of the convex hull approach, the speech is re-segmented into nine syllables units. “य”, “हाँ”, “ला”, “इन”, “दो”, “के”, “लिये”, “बदले” and “लें” (“ya”, “han”, “la”, “ine”, “do”, “ke”, “liye”, “bad” and “len”). The same process has been applied for 50 utterances and obtained 402 syllables like units.
Time Error
\[ = |\text{duration of manual segment boundary} - \text{duration of the automatic segment boundary}| \]

Table IV shows the result of the segmented output and the calculated error rate of the proposed algorithm & existing group delay technique [20]. The error rate obtained in the energy convex hull algorithm performs better as it has a lower value.

Experiments performed in Fig. 6 demonstrate in the graph that the energy convex hull segmentation technique achieves better results that are closer to the outcome achieved by manual segmentation. But, the group delay based method shows a high degree of variation in syllable durations compared to the energy convex hull approach.

The same process has applied a set of words and sentences to find overall performance segmented syllable like units of continuous speech by using proposed and group delay segmentation techniques.

The performance results are shown in Table V and found that the group delay-based algorithm approach shows an accuracy rate of 63.05%. The proposed algorithm energy convex hull approach achieves an accuracy rate of 76.12% of segmented speech in less than 30 ms.

In the proposed algorithm, the final segmentation result is obtained after applying the double sliding widow along with the reset of the threshold value. After analysis, it is observed that if the threshold is set between 2200-2800 for Hindi speech, it gives an accurate syllable boundary. During the experiment, it was found that the duration of time error was higher for fricative and nasal sound, but it provided better results as compared to group-delay segmentation. The threshold value for fricative sound (e.g., shakur basti (शाकुर बस्ती)), safdarjung (सफदरजंग), udghoshna (उद्गोष्णा), Shalimar (शालिमार), etc.) is set at approx. 2600 to 2700 as these sounds are high energy signals. For nasal sound (e.g., mangolpuri (मंगोलपुरी), nagar (नागर), anand (अनांद), nirmal (निर्मल), etc.) the threshold is set at approx. 2300 to 2400.

TABLE IV. DURATION OF SEGMENTED OUTPUT BY USING MANUAL SEGMENTATION (PRAAT TOOL), GROUP DELAY ALGORITHM AND ENERGY CONVEX HULL ALGORITHM

| Obtained syllable units | Duration of manual segmentation (sec) | Duration of group delay algorithm (sec) | Error rate (msec) | Duration of energy convex hull algorithm (sec) | Error rate (msec) |
|-------------------------|---------------------------------------|----------------------------------------|------------------|-----------------------------------------------|------------------|
| य (ya)                  | 0.19                                  | 0.12                                   | 44.00            | 0.15                                          | 21.05            |
| ह (han)                 | 0.18                                  | 0.20                                   | 11.54            | 0.18                                          | 2.25             |
| ला (la)                 | 0.21                                  | 0.243                                  | 16.48            | 0.22                                          | 4.35             |
| हन (ine)               | 0.33                                  | 0.35                                   | 5.06             | 0.34                                          | 1.20             |
| दौ (do)                | 0.34                                  | 0.30                                   | 10.19            | 0.32                                          | 3.57             |
| के (ke)                 | 0.11                                  | 0.12                                   | 6.25             | 0.16                                          | 45.45            |
| लपे (lpe)              | 0.18                                  | 0.20                                   | 10.53            | 0.19                                          | 5.56             |
| बढ़ (bad)              | 0.21                                  | 0.15                                   | 39.52            | 0.17                                          | 21.23            |
| लेन (len)              | 0.16                                  | 0.15                                   | 4.35             | 0.16                                          | 1.26             |

VII. RESULT

The performance of the segmentation algorithm is analyzed on a set of 50 test samples. Time error analysis is calculated to test the accuracy of the segmented syllable-likes unit for each syllable. The research also includes silence occurrence in the sentence as discuss:
The proposed algorithm. After a comprehensive analysis, it is found that the segmented boundary errors are ≤ 30 ms for 76.07% of the total syllables. The performance of the algorithm gives an accurate result as compared to the existing group delay segmentation technique. Hence the proposed algorithm is highly useful to create syllable-like speech units as it takes a few milliseconds to obtain syllabic units over manually labelling process of speech segmentation, which is a very time-consuming and strenuous task.

This algorithm may also be extended over large databases for building the high quality of TTS by the researcher for the limited and unlimited domain. Further, the research may be extended to reduce errors by applying various optimization techniques - machine learning (DNN, CNN, or hybrid models) and fuzzy-based algorithms.
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