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Abstract

Neurons are the basic cells of the nervous system. During their growth neurons extend two types of processes: axons and dendrites, which navigate to other neurons and form complex neuronal networks that transmit electrical signals throughout the body. The basic process underlying the network formation is axonal growth, a process involving the extension of axons from the cell body towards target neurons. During growth axons sense their environment, process information, and respond to external stimuli by adapting their growth dynamics. Environmental stimuli include intercellular interactions, biochemical cues, and the mechanical and geometrical features of the growth substrate. Axonal dynamics is controlled both by deterministic components (tendency to grow in certain preferred directions imparted by surface mechanical and geometrical properties), and a random deviation from these growth directions due to stochastic processes. Several types of stochastic processes are involved in the growth cone dynamics including: intercellular signaling, detection of biomolecules at very small concentrations, biochemical reactions taking place in the growth cone, signal transduction, formation of lamellipodia and filopodia, and the polymerization of actin filaments and microtubules that steer the growth cone. Despite recent impressive advances in our understanding of how neurons grow and form functional connections, a fully quantitative description of axonal dynamics is still missing. In this paper, we present a review of our work on a certain class of stochastic models. We show that Langevin and Fokker-Planck stochastic differential equations provide a powerful theoretical framework for describing how collective axonal dynamics and the formation of neuronal network emerge from biophysics of single neurons and their interactions. We combine this theoretical analysis with experimental data to extract key parameters of axonal growth: diffusion (cell motility) coefficients, speed and angular distributions, mean square displacements, as well as mechanical parameters describing the cell-substrate coupling. These results have important implications for our understanding of fundamental mechanisms involved in neuronal growth and the formation of functional neuronal networks, as well as for bioengineering novel scaffolds and neuroprosthetic devices to promote nerve regeneration.
1. Introduction

Neurons are the basic working units of the brain and are responsible for transmitting electrical and chemical signals throughout the nervous system. During the development of the brain neurons extend (grow) axons actively navigate over distances of the order of 10-100 cell diameters in length to find target dendrites from other neurons and to form neuronal circuits. A key challenge in biological physics is to find the fundamental physical principles that govern axonal dynamics, and in particular to explain the complex architecture of neuronal circuits in terms of a small number of variables. Axonal motion is guided by the growth cone, a dynamic sensing unit located at the leading edge of the axon (Fig. 1). The growth cones consistently follow specific pathways through a complex and changing environment by responding to multiple environmental guidance stimuli such as surface-bound extracellular matrix proteins (ECM), biomolecules released by neighboring neurons, electrical signals, substrate stiffness and geometrical cues [1-5].

Over the past decade, there has been rapid progress in our understanding of the role played by chemical signaling and surface-based biochemical guidance on the growth cone dynamics and axonal elongation. For example, it is known that axonal navigation to their target depends on the spatial arrangement of extracellular proteins on the growth surfaces, and that mechanical interactions and physical stimuli play a key role in many of the growth processes [6-16]. It is also known that surface-bound biochemical cues (e.g., netrins, ephrins, semaphorins) can either attract or repel a growth cone [3-7], and that many different types of signal transduction pathways link the activation of growth cone sensors to changes in the internal dynamics of the cytoskeleton [1-3, 6, 7]. While chemical guidance cues are relatively well understood, there is recent evidence showing that physical stimuli present in the extracellular environment (external forces, electric fields, as well as substrate physical properties such as stiffness and geometry) play a very important role during axonal growth and development [8-17].

Much of the research into how external cues influence neuronal growth was performed by studying neuronal growth on substrates in vitro where the external stimuli can be controlled [3-5, 18-27]. This previous work demonstrated that mechanical and geometrical cues play a crucial role in axonal growth and the formation of functional connections between neuronal cells. Researchers have used surface patterning to change the physical landscape through which the growth cone navigates and also to direct cellular behavior. For example, it has been shown that altering the substrate stiffness could have dramatic effects on the axonal outgrowth for several types of neurons [10, 15, 16]. Axonal growth has also been studied on microfluidic channels and 3-dimensional constructs of various sizes [18, 19], surfaces with different geometrical features such as symmetric ridges and indentations [21-24], parallel lines and gaps or adhesive micro-lines of various geometries [25-27]. These studies have shown that periodic geometrical features on surfaces increase total axonal outgrowth and tend to bias growth along certain preferred directions, and that the preferred growth orientation with respect to repeating patterns depends on the cell type. However, the fundamental mechanisms that control the cellular responses to external mechanical and geometrical stimuli are not completely understood. In particular there are many key unanswered questions about the mechanisms that control neuron biomechanical response, about the details of cell-substrate interactions such as the synergy or antagonism between various external cues, and about how these interactions affect the formation and function of neuronal networks. Moreover, a comprehensive theoretical model of neuronal growth that includes the relationship between the dynamics of intracellular components, biomechanical properties of single
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cells and the collective behavior of axonal dynamics remains elusive. The lack of such knowledge is an important problem, because these stimuli together control the wiring of neural networks in vivo and neuronal function from development to homeostasis and to damage/loss of function. To address these questions, we need novel experimental techniques to measure cell-cell and cell-substrate interactions with very high spatial and temporal resolutions, as well as novel theoretical methods that connect cellular dynamics at different scales.

2. Theoretical models of neuronal growth

There is a rich literature dedicated to modeling neuronal growth. Early work focused on interpreting observed neuronal growth using random walk models. For example, Katz and collaborators [28] showed that axonal elongation and retraction was well described by an uncorrelated random walk. Odde and collaborators, however, demonstrated that axonal extension is correlated with a subsequent retraction on time scales of a few minutes [29]. A similar approach was adopted by Buetnner and collaborators [30], who extracted probabilistic rules for filopodial dynamics from time-lapse images and formalized these as a model [31]. An important body of work by the Goodhill group developing statistical models of cues binding to receptors on the growth cone [32], and used these models to determine the constraints on sensing from the shape of the gradient [33]. Further, it was found that spatial sensing appeared to be more efficient than temporal sensing for experimental cue concentrations [34]. Katz and Lasek [35] have also identified some required constraints to produce ordered axonal arrangements from growth modeled as a simple random walk.

Since the biochemistry of the growth process is extremely complex, so far it has only been possible to model the actual biophysical mechanisms in some special cases. For example, work by Segev and Ben-Jacob [36] modeled self-wiring of a neural network with growth cones moving in the presence of diffusive factors. They proposed the use of graph-theoretic tools e.g. counting neighbors to characterize the networks formed as a possible means of experimental comparison. Simulations of the dynamics of multiple axons in complex domains with multiple guidance factors has been developed by van Ooyen’s group [37]. Sakumura and collaborators [38] and Jilkine and collaborators [39] have formulated models that attempt to predict the response of a growth cone to a chemical gradient. Mogilner and Rubenstein [40] have constructed a detailed mechanical model of filopodia to determine the optimal length. In recent work Padmanabhan and Goodhill incorporated a molecular feedback loop mechanism on pathways that are important for cytoskeletal control in the growth cone [41]. This model creates unimodal or bistable states of growth for growth cones depending on the rates of point contact assembly. Coupled with a random walk model that gives angular distributions, the model could be used in a random walk with rest periods, where the bouts of growth and rest are based on changing results of this bistable switch model as the growth cone interacts with its environment [41].

A different approach, uses Langevin type and/or Fokker-Planck equations to simulate axonal growth using stochastic forces. By explicitly deriving probability distributions of the axonal growth process as the solution of a Fokker-Planck equation, it becomes possible to falsify causal mechanisms from experimentally observed results. For example, Hentschel and van Ooyen [42] showed that a combination of chemoattractant and chemorepellent factors could explain the bundling, guidance and then de-bundling of axons towards a target region. A more sophisticated model, incorporating extension and retraction of filipodia and binding of ligands to the growth cone, was utilized by Goodhill and collaborators [43] to simulate axonal trajectories in the presence...
of a chemical gradient. Maskery and Shinbrot [44] established that Langevin simulations predict a minimum detectable gradient. Pearson and collaborators [45] solved the Fokker-Planck equation to predict the geometric features of axonal trajectories in the absence of external cues. Betz and collaborators [46] used Fokker-Planck to quantify the bimodal growth behavior of the leading edge lamellipodia emerging from the internal bistable polymerization processes in the growth cone.

In our previous work we showed that the Fokker-Planck equation provides a general framework for predicting the growth cone dynamics and for describing the role that different types of environmental cues have on axonal growth. For example, in our earlier work we have shown that axonal dynamics for cortical neurons grown on glass substrates coated with poly-D-lysine (PDL) is governed by a V-shaped potential, which results in a regulatory mechanism for the axonal growth rates on these surfaces [47]. We have used also the Langevin and Fokker-Planck equations to quantify axonal growth on surfaces with ratchet-like topography (asymmetric tilted nanorod: nano-ppx surfaces) [48, 49]. We have shown that the axonal growth is aligned with a preferred spatial direction as a result of a “deterministic torque” that drives the axons to directions determined by the substrate geometry. We have also measured the angular distributions and the coefficients of diffusion and angular drift on these substrates [49].

3. Neuronal growth on surfaces with periodic geometrical patterns

In a series of recent papers we have shown that periodic geometrical patterns impart strong directional bias to axonal growth [50-55]. To prepare the periodic geometrical patterns we use a simple fabrication method based on imprinting diffraction grids with different grating constants onto poly-D-lysine (PDL) coated polydimethylsiloxane (PDMS) substrates (details given in [53-55]). The PDMS growth substrates thus consist of periodic parallel ridges separated by throughs Fig. 1a.
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**Figure 1.** (a) Atomic Force Microscope (AFM) topographic image of a PDL coated PDMS patterned surface. The image shows that the micropatterns are periodic in the x direction with the spatial period \( d = 2 \mu m \) and have a constant depth of approximately 0.5 \( \mu m \). (b) Coordinate system and the definition of the angular coordinate \( \theta \). The x axis is defined as the axis perpendicular to the direction of the PDMS patterns. The directions for the parallel and perpendicular components of the acceleration are also defined in the figure.

Each surface is characterized by the pattern spatial period \( d \) defined as the distance between two neighboring ridges (Fig. 1a). We create a series of different types of surfaces with pattern
spatial distances in the range \( d = 1 \, \mu\text{m} \) to \( 10 \, \mu\text{m} \) (in increments of \( 1 \, \mu\text{m} \)). The parameter \( d \) is measured by atomic force microscope (AFM) for each surface. The cells used in these studies are cortical neurons obtained from embryonic day 18 rats. For cell dissociation, culture and imaging we have used established protocols presented in our previous work [56-60]. Fluorescence images have been measured by staining the neurons with Fluorescence Tracker Green [56-58]. We measure angular distribution of neuronal growth on micropatterned PDMS surfaces using the coordinates defined in Fig. 1b.

**Figure 2.** Fluorescence images showing examples of axonal growth for cortical neurons cultured on a PDL coated PDMS surfaces with periodic micropatterns. (a) Example of neuronal growth and axonal alignment for cortical neurons grown on PDMS substrates with pattern spatial period: \( d = 4 \, \mu\text{m} \). (b) Example of axonal growth for cortical neurons cultured on flat (un-patterned) PDMS substrate coated with PDL (control substrate). Cortical neurons typically grow a long process (the axon) and several minor processes (dendrites). These processes are shown in (b). The axons is identified by its morphology and the growth cone is identified as the tip of the axon. The angular coordinate \( \theta \) used in this paper is defined in (a). The directions corresponding to \( \theta = 0, \pi/2, \pi, \) and \( 3\pi/2 \) are also shown in (b). All angles are measured with respect to the \( x \) axis, defined as the axis perpendicular to the direction of the PDMS patterns (see Fig. 1b). Both images are captured 32 hrs after neuron plating. For micropatterned surfaces the axons tend to align along the direction the micropatterns as shown on (a). In contrast, axons growing on un-patterned PDMS display no directional alignment as shown in (b). The scale bar shown in (a) is the same for all images.

Fig. 2a shows an example of axonal growth for neurons, cultured on a PDL coated PDMS surfaces with pattern spatial period: \( d = 4 \, \mu\text{m} \). Fig. 2b shows neuronal growth on a control PDL coated PDMS surface with no surface patterning. We have previously demonstrated that axons tend to grow parallel to the periodic micro-patterns (Fig. 2a), and that the axonal alignment depends on the pattern spatial distance \( d \): axons display maximum alignment for surfaces where \( d \) matches the linear dimension of the growth cone \( l \), where \( l \) is in the range 2 to 6 \( \mu\text{m} \) [50]. In previous work [51, 52] we have also demonstrated that the axons tend to grow on top of the semi-cylindrical micropatterns.
4. Langevin and Fokker-Planck formalism for modelling axonal dynamics

Axonal growth arises as the result of an interplay between deterministic and stochastic components of growth cone motility [42-55]. Deterministic influences include, for example the presence of preferred directions of growth along specific geometric patterns on substrates, while stochastic components come from the effects of polymerization of cytoskeletal elements (actin filaments and microtubules), neuron signaling, low concentration biomolecule detection, biochemical reactions within the neuron, and the formation of lamellipodia and filopodia [1-3, 6-9, 61-64]. The resultant growth cannot be predicted for individual neurons due to this stochastic-deterministic interplay, however the growth dynamics for a population of neurons can be modeled by probability functions that satisfy a set of well-defined stochastic differential equations. In particular, Langevin and Fokker-Planck equations [65] provide a powerful framework for modeling the interplay between the deterministic and stochastic components of axonal dynamics.

**Langevin equation for axonal growth on glass**

In previous work [50] we have shown that axonal dynamics on uniform glass surfaces is described by an Ornstein-Uhlenbeck (Brownian) process, defined by a linear Langevin equation for the velocity $\vec{V}$:

$$\frac{d\vec{V}}{dt} = -\gamma_g \cdot \vec{V} + \vec{\Gamma}(t)$$

The first term in Eq. (1) represents the deterministic term, and $\gamma_g$ is a constant damping coefficient. The second term $\vec{\Gamma}(t)$ represents the stochastic change in velocity, which is described by Gaussian white noise. From Eq. (1) we can calculate the mean square length and the velocity autocorrelation function [50]. By comparing the theoretical predictions with the experimentally measured distributions for these parameters we can extract the two fundamental parameters that characterize the Brownian motion of axons on glass surfaces: the diffusion coefficient $D$ and the characteristic time for the exponential decay of the velocity autocorrelation function: $\tau_g = 1/\gamma_g$. For cortical neurons grown on PDL coated glass these parameters are [50]: $D = (16 \pm 2) \mu m^2/hr$ and $\gamma_g = (0.1 \pm 0.05) hr^{-1}$.

**Langevin equations for axonal growth on patterned PDMS surfaces**

Axonal dynamics on micropatterned PDMS surfaces is described by a non-linear Langevin equation:

$$\ddot{a}(\vec{V}, t) \equiv \frac{d\vec{V}}{dt} = \ddot{a}_d(\vec{V}, t) + \vec{\Gamma}(\vec{V}, t)$$

where $\ddot{a}_d(\vec{V}, t)$ is the deterministic component of the axonal motion and the term $\vec{\Gamma}(\vec{V}, t)$ represents the stochastic contributions. The acceleration of axons is decomposed into a component parallel to the direction of motion $a_{d, \parallel}(\vec{V}, t)$, and a component perpendicular to this direction $a_{d, \perp}(\vec{V}, t)$ (Fig. 1b). A separate analysis of the two motions leads to the following non-linear Langevin equations for the two components of the acceleration [50]:
In the above expressions $\theta$ represents the growth angle defined in Fig. 1b and Fig. 2. $V$ is the growth cone speed, and $a_0$, $a_1$, $\gamma_1$, and $\gamma_2$ are velocity-independent parameters that characterize axonal dynamics on substrates with periodic geometries. $\Gamma_{||}$ and $\Gamma_{\perp}$ are the stochastic contributions for parallel and perpendicular growth. We have shown that all these parameters are experimentally measurable [50].

Equations (3)-(4) show that the axonal dynamics on surfaces with periodic geometries is described by non-linear Langevin equations, involving quadratic velocity terms and non-zero coefficients for the angular orientation of the growing axon. There are some very important consequences for axonal growth that follow from this type of dynamics. In particular, Eqsns. (3)-(4) show angular alignment of axonal growth on micropatterned PDMS surfaces. The magnitude of the perpendicular acceleration $a_{d,\perp}(\theta)$ has a maximum value when the direction of axonal growth is perpendicular to the surface pattern (i.e. for $\theta = 0$ and $\theta = \pi$ in Fig. 2), and it equals zero when the axon grows along the pattern ($\theta = \pi/2$ and $\theta = 3\pi/2$). This shows that the perpendicular component of acceleration $a_{d,\perp}(V, t)$ tends to align the growth cone along the direction of the pattern. The net effect is that of a deterministic torque (quantified by the parameter $a_1$) which rotates the growth cone towards the surface geometrical pattern. Fig. 3 shows examples of angular (Fig. 3a) and speed (Fig. 3b) distributions for axonal growth on a surface with $d = 4 \mu m$.

Figure 3. (a) Example of normalized experimental angular distributions for axonal growth for neurons cultured on micropatterned PDMS surfaces with pattern spatial period $d = 4 \mu m$. The vertical axis (labeled Normalized Frequency) represents the ratio between the number of axonal segments growing in a given direction and the total number $N$ of axon segments. Each axonal segment is of 20 $\mu m$ in length [50-53]. For (a) we have analyzed $N = 510$ different axon segments (total of 67 axons). The data shows that the axons display strong directional alignment along the surface patterns (peaks at $\theta = \pi/2$ and $\theta = 3\pi/2$). (b) Example of normalized speed distributions for growth cones measured on a micropatterned PDMS surfaces with pattern spatial period $d = 4 \mu m$. All distributions show data collected at $t = 32$ hrs after neuron plating. The
continuous red curves in each figure represent fit to the data with the Fokker-Planck model discussed in the text (see Eqns. 9 and 11).

Another prediction of the model described by Eqns. (3) and (4) is that the growth cone reaches a terminal speed along the direction pattern, which can be found the condition that the average acceleration in Eq. (3) equals zero. This gives the following analytic expression for the terminal speed of the growth cone [50]:

\[
V_{\text{ter}} = \sqrt{\frac{a_0}{\gamma_2} |\sin \theta| + \frac{\gamma_1^2}{4\gamma_2^2} - \frac{\gamma_1}{2\gamma_2}}
\] (5)

Eqn. (5) has a number of features that can be tested experimentally. First, the growth cones reaches terminal speed only for growth angles \( \theta \neq 0 \). In addition, the terminal speed depends only on the ratios of the growth parameters \( a_0/\gamma_2 \), and \( \gamma_1/\gamma_2 \) which ultimately depend on the pattern spatial period \( d \). We have experimentally verified these predictions in reference [50]. In particular, we have measured the values for the terminal speed on surfaces with different \( d \) and have shown good agreement with the values predicted by Eqn. (5).

An important consequence of the non-linear Langevin equations (3) and (4) is that axonal growth displays a cross-over from Brownian motion at earlier to a supper-diffusion regime at later times. The supper-diffusive dynamics is characterized by non-Gaussian speed distributions (Fig. 4a) and power law increase of the axonal mean square length with time (Fig. 4b).

![Figure 4.](image)

**Figure 4.** (a) Example of non-Gaussian speed distribution measured for axons grown on a surface with pattern spatial period \( d = 4 \mu m \), at \( t = 80 \) hrs after neuron plating (\( N = 582 \) different axon segments (total of 73 axons). (b) (adapted from ref. [51]). Log-Log plot showing the variation of the axonal mean square length with time. The continuous curve represents the fit to the data measured at \( t < 48 \) hrs with the prediction of the theoretical model describing Brownian motion [51]. The dotted curve represents the fit to the data points measured for \( t \geq 48 \) hrs with a power-law function with coefficient \( \sim 1.4 \), which is characteristic to a super-diffusive process [51].

The observed transition between the diffusive and super-diffusive behavior in the case of axonal motion suggests the existence of long-range spatial and temporal correlations in the underlying dynamics [51]. However, the details of how this process emerges from cell-cell and
cell-substrate interactions are currently not well understood and are subject to future investigations (see section on future work below).

**Fokker-Planck equations**

In a series of recent papers [50-55] we have shown that the axonal dynamics on surfaces with periodic geometries is completely described by the following system of Fokker-Planck equations:

**Spatial probability distributions:**

\[
\frac{\partial}{\partial t} p(\vec{r}, t) = D \cdot \nabla^2 p(\vec{r}, t) + \frac{1}{\gamma} \nabla \cdot (p(\vec{r}, t) \cdot \nabla V(\vec{r}))
\]  

(6)

**1-dimensional (1D) stationary solutions for motion along micropatterns:**

\[
p(\vec{r}, t) = A \cdot p(x, t), \quad \text{with } p(x) = \left(\frac{1}{Z}\right) \cdot \exp\left(-\left(V \cdot x^2 + V_{\text{ext}}(x)\right)/D \cdot \gamma\right)
\]  

(7)

In Eqns. (7) and (8) \(p(\vec{r}, t)\) is the spatial probability distribution, \(D\) the represents the diffusion (cell motility) coefficient, \(\gamma\) is the damping coefficient (friction constant of the corresponding Langevin equation), and \(V(\vec{r})\) is the effective potential that determines the axonal dynamics. In the case of growth on periodic micropatterns the probability distribution is determined by \(p(x, t)\) which represents the 1D solution of Eqn. (6) along the axonal growth direction (\(A\) and \(Z\) are overall normalization constant). The growth potential can be written as: \(V(\vec{r}) = V_{\text{ext}}(\vec{r}) + V_{\text{F}}(\vec{r}) + V_{\text{Int}}(\vec{r}, p)\), where \(V_{\text{ext}}(\vec{r})\) is the neuron-substrate coupling potential (external potential imposed by the substrate geometry), \(V_{\text{F}}(\vec{r})\) is the potential responsible for the closed-loop feedback (to be discussed below), and \(V_{\text{Int}}(\vec{r}, p)\) is the neuron-neuron interaction potential (quantifies the interactions between neuronal cells). The form of these three potentials has been studied in [55].

**Speed probability distributions:**

\[
\frac{\partial}{\partial V} p(V, t) = \frac{\partial}{\partial V} \left[\gamma_s \cdot (V - V_s) \cdot p(V, t)\right] + \frac{\sigma^2}{2} \cdot \frac{\partial^2}{\partial \sigma^2} p(V, t)
\]  

(8)

**Stationary solutions:**

\[
p(V) = B \cdot \exp\left(-\frac{V_s}{\sigma^2} \cdot (V - V_s)^2\right)
\]  

(9)

In Eqn. (8) and (9) \(p(V, t)\) is the speed distribution of axonal growth, \(\gamma_s\) is the constant damping coefficient of the corresponding Langevin equation for speed (\(\gamma_s = 1/\tau\) where \(\tau\) is the characteristic decay time), \(V_s\) is the average stationary speed of the axons and \(\sigma\) is the strength for an uncorrelated Wiener process with Gaussian white noise. \(B\) is an overall normalization constant obtained from the condition: \(\int_0^\infty p(V) \cdot dV = 1\)
Angular probability distributions:

\[
\frac{\partial}{\partial t} p(\theta, t) = \frac{\partial}{\partial \theta} [-\gamma_\theta \cdot \cos \theta(t) \cdot p(\theta, t)] + D_\theta \cdot \frac{\partial^2}{\partial \theta^2} p(\theta, t)
\]  

(10)

Stationary solutions:

\[
p(\theta) = C \cdot \exp \left( \frac{\gamma_\theta}{D_\theta} \cdot |\sin(\theta)| \right)
\]  

(11)

In Eqn. (10) and (11) \( p(\theta, t) \) is the probability distribution for the growth angle \( \theta \), \( D_\theta \) represents the effective angular diffusion (cell motility) coefficient, and \( \gamma_\theta \cdot \cos \theta(t) \) corresponds to a “deterministic torque” representing the tendency of the growth cone to align with the preferred growth direction imposed by the surface geometry. \( C \) is a normalization constant obtained from the normalization condition: \( \int_0^{2\pi} p(\theta) \cdot d\theta = 1 \).

The absolute value \( |\sin \theta| \) in Eq. 11 reflects the symmetry of the growth around the \( x \) axis: the angular distributions centered at \( \theta = \pi/2 \) and \( \theta = 3\pi/2 \) are symmetric with respect to the directions \( \theta = \pi \) and \( \theta = 0 \) (Figs. 1 and 2). This is a consequence of the fact that there is no preferred direction along the PDMS pattern (Fig. 1), and this feature applies to all types of micropatterned PDMS surfaces. We also note that the deterministic torque has a maximum value if the growth cone moves perpendicular to the surface patterns (\( \theta = 0 \) or \( \theta = \pi \)), in which case the cell-surface interaction tend to align the axon with the surface pattern. The torque is zero for an axon moving along the micropattern.

We have shown that the model given by Eqns. (6) to (11) fully accounts for the all experimental data of neuronal growth on micropatterned PDMS surfaces. In particular, we have used this model to extract key dynamical parameters of axonal motion: diffusion (cell motility) coefficients, speed and angular distributions, mean square displacements, and deterministic torque. For example, Fig. 3 shows normalized angular and speed distributions measured experimentally as well as fit to the data using Eqns. (9) and (11) (continuous red curves). Typical values obtained for the growth parameters are: diffusion coefficient \( D = (22 \pm 4) \mu \text{m}^2/\text{hr} \), coefficient for the “deterministic” alignment torque \( \gamma_\theta = (0.13 \pm 0.04) \text{ hr}^{-1} \), and characteristic time for axonal alignment: \( \tau = (5.1 \pm 0.8) \text{ hr}^{-1} \). We have performed a detailed analysis of how these parameters depend on the type of substrate, growth time, and chemical modification of the neurons [51-55]. These results show that the dynamics of the ensemble of axons can be described phenomenologically if each growth cone is modeled as an automatic controller with a closed feedback loop [55]. Growth alignment is fully determined by the surface geometry, and the pattern spatial period \( d \) plays the role of a control parameter. In particular, we have performed experiments which demonstrate that the disruption of cytoskeletal dynamics through neuronal treatment with different chemical compounds alters the feedback loop of the cellular controller [52-55].

5. Mechanical model of axonal growth on periodic patterns

The phenomenological models discussed in the previous sections form a basis for quantifying cell-cell and cell-surface interactions, and ultimately for describe how the formation of neuronal network emerges from collective biophysical processes of single cells. In particular, the Fokker-Planck dynamics can be justified by a simple mechanical model that takes into account the cell-substrate interactions [54, 55]. The model considers the bending-induced strained
sustained by the axon while growing on the semi-cylindrical pattern of radius $R$: axonal adhesion to the surface leads to axonal bending, which in turn leads to increased mechanical strain energy in the axon cytoskeleton. The mechanical strain energy $E$ depends on the axon bending modulus $F$, and the local surface curvature $K(\theta, R)$ [54, 55]:

$$E = \frac{1}{2} F \cdot K^2(\theta, R) \quad (12)$$

In the case of axonal growth on the micropatterned surfaces, the curvature of an axon wrapped at angle $\alpha$ around the cylindrical pattern is given by:

$$K^2(\theta, R) = \frac{|\cos(\alpha)|}{R^2} \equiv \frac{|\sin(\theta)|}{R^2} \quad (13)$$

For the stationary growth described by Eqn. (9) and (11) one can assume a Boltzmann distribution for the probability of axon growing in a given direction [55]:

$$p(\theta) = A_1 \cdot \exp\left(\frac{-E}{E_0}\right) \quad (14)$$

where $E_0$ is the characteristic energy scale for axonal bending, and $A_1$ is an overall normalization constant. From Eqns. (12)-(14) and using our convention for the angular variable $\theta$ (Fig. 1b), we get:

$$p(\theta) = A_2 \cdot \exp\left(\frac{F}{E_0 R^2} \cdot |\sin(\theta)|\right) \quad (15)$$

By comparing the solution of this simple mechanical beam model (Eq. 15) with the solutions of the Fokker-Planck Eqns. (7) and (11), and using the experimental measured values for the radius $R$ of curvature of the micropattern and the growth parameters $D_\theta$ and $\gamma_\theta$ one can extract the bending modulus of the axon. Typical values for the bending modulus are: $F \approx 23 J \cdot \mu m^2$ for untreated neurons, and $F \approx 17 J \cdot \mu m^2$ for neurons in which the cytoskeletal dynamics was inhibited by chemical modification [54, 55].

These results show that axonal stiffness and substrate curvature can act together to direct axonal growth. This work could be extended to account for the explicit dependence of the growth parameters on the biomechanical and geometrical guidance cues, such as changes in the geometry or stiffness of the growth substrate, or external forces. For example, a model for the cooperative motion for ensembles of closed packed cells was proposed by C. Marchetti and collaborators [66]. This model incorporates contractile forces and effective cellular polarization as internal variables, which generate waves of collective cellular motion. Continuum mechanical models that account for the interplay between cell-substrate couplings and the cell biomechanical properties have also been proposed [67-71]. The parameters for these models can be measured experimentally by a combination of Atomic Force Microscopy (AFM) and Traction Force Microscopy (TFM) measurements as described below.

6. Combined Traction Force - Atomic Force microscopy measurements

Although it is generally accepted that mechanics plays an important role in cellular dynamics and function, this field is still underdeveloped compared to other areas of biophysics, and we are only beginning to understand how biomechanical processes affect the development and behavior of cells [17, 72 - 79].
particular, despite recent impressive advances in our understanding of how neurons grow and form functional connections, a fully quantitative description of axonal dynamics, which takes into account the interactions between the cell and the growth environment is still missing. We have shown that Fokker-Planck equations provide a robust framework for quantifying the deterministic and stochastic components of axonal motion. These equations enable accurate prediction of growth cone dynamics and provide a systematic approach for analyzing the respective roles played by external biochemical, mechanical, and geometrical cues. In the case of neuronal growth on surfaces with periodic geometrical patterns, axonal alignment is a consequence of a simple mechanical model that considers the bending of the axon imparted by the surface geometry: axonal adhesion to growth surface leads to axonal bending, which in turn leads to increased mechanical strain energy in the axon cytoskeleton. Future work will use these phenomenological models as a basis for quantifying cell-cell and cell-surface interactions, and ultimately for describing how the formation of neuronal network emerges from collective biophysical processes of single cells.

One very promising direction of research is to develop a comprehensive model of neuronal growth as a function of experimentally relevant surface properties (geometry, substrate stiffness), cell-substrate traction forces, adhesion strengths, and cellular biomechanical properties (elastic modulus and dynamics of the cytoskeletal elements). To this end we have recently started to perform combined Atomic Force (AFM) – Traction Force Microscopy (TFM) experiments to elucidate the relationships between neuronal biomechanical properties and the mechanical and geometrical features of the growth substrate [80]. The goals are to measure biomechanical properties of individual neurons, the cell-substrate interactions and to identify the quantitative relationships between cellular mechanics and the internal mechanisms that determine neuronal structure and function.

The particular capabilities of the AFM, such as nanometer-scale spatial resolution and positioning on the cell surface, high degree of control over the magnitude (sub-nN resolution) and orientation of the applied forces, minimal sample damage, and the ability to image and interact with cells in physiologically relevant conditions make this technique particularly suitable for measuring biomechanical properties of neurons. In previous work [56-60] we have combined fluorescence microscopy with AFM force mapping to produce systematic, high-resolution elasticity and fluorescence maps for several types of neuronal cells, including cortical, embryonic cDRGs, and P-19 (mouse embryonic carcinoma stem cells). We have also performed combined AFM and fluorescence experiments to investigate the relationship between external temperature, soma volume and elastic modulus for cortical neurons [58, 59]. Our results show an increase by a factor of 2 in the soma elastic modulus as the ambient temperature decreases from physiological (37°C) to room (25°C) temperature [59]. We have also found that the soma volume is increasing with temperature by a factor of 1.3 during the temperature sweep from 25°C to 37°C [59]. Our results show that both the variations in elastic modulus and cell volume are highly reduced if the activity of molecular motors inside the neurons is inhibited, through treatment with chemical compounds (Taxol and Blebbistatin) that are known to have an inhibitory effect on the cytoskeleton dynamics [58, 59].

Traction Force Microscopy (TFM) is the method of choice for measuring traction stresses and forces generated by motile cells, and for tracking cell–substrate interactions [8-10, 13, 15, 17]. In TFM a mechanically compliant substrate is deformed by cells and the deformations are measured using fluorescent beads embedded in the substrate. TFM experiments performed on neurons have demonstrated that growth cones exert traction forces during axonal extension that result in increased tension along the axons [10, 13, 15]. It has been suggested that mechanical
tension is an important factor that regulate axonal dynamics and the formation of the neuronal networks [8-16].

Fig. 5 shows examples of AFM and TFM images obtained on the inverted stage of our Asylum Research AFM.

![Figure 5](image)

**Figure 5.** (a) Two-dimensional AFM force map of an axonal growth cone. The growth cone stiffness at each indentation point is shown by the color scale. (b), (c): Combined AFM-TFM image of the axon (b) and soma (c) for a neuronal cell. The arrows in each figure show the points of maximum coupling between the cell and the growth substrate. The stiffness scale bar is the same for both (b) and (c).

Using combined TFM-AFM measurements we can relate changes in neuron volume, elastic modulus, and cell deformations to forces/stresses exerted by the cell on the surface [80]. In principle, these experiments will enable us to measure how changes in cell-substrate coupling forces and neuron biomechanical properties affect cytoskeletal dynamics and axonal motion, and thus to better understand the interplay among the many factors that govern neuronal growth and the formation of neuronal networks.

7. Conclusions and Future work

In future work, combined AFM, TFM and fluorescence measurements will allow us to measure the density and location of curvature sensing proteins and integrins in experiments where the growth cone filopodia and lamellipodia wrap around the ridges of micropatterns. Neuron biomechanical properties (elastic modulus, cytoskeletal dynamics, changes in volume and cell-substrate contact area) are determined by simultaneous AFM measurements. By combining the experimental approach with continuum mechanics models, we aim to develop a detailed inhomogeneous mechanical model of neuronal growth that incorporates linear elasticity, cytoskeletal dynamics, and cell-substrate interactions. We emphasize that all the input parameters in the model will be experimentally measured. The predictions of the model could also be tested experimentally by varying the external stimuli and at each iteration the model could be refined to account for the observations, and to predict a larger class of biomechanical and biophysical phenomena. The end goal of this effort is to connect the Fokker-Planck formalism to computationally predictable and experimentally measurable morphological changes of the cell as well as with external forces.
These results presented above support the hypothesis that neurons follow mechanical and geometrical patterns through a contact–guidance mechanism [8, 9, 20, 81-83]. Contact guidance is the behavior displayed by many different types of cells which can change their motion in response to geometrical cues present in the surrounding environment. This property has been observed for several types of cells including neurons, fibroblasts, and tumor cells [20, 81-83]. Growth cones develop several different types of curvature sensing proteins and integrins that act as sensors of geometrical and mechanical cues and are involved in the generation of traction forces. Moreover, the degree of directional alignment of cellular motion is increasing with the increase in the density of curvature sensing proteins [81-83]. Consequently, contact guidance predicts that high-curvature geometrical features such as ridges on growth substrates will impart higher forces to the focal contacts of filopodia wrapped over these features, compared to the low-curvature patterns. These predictions could be investigated in combined AFM - TFM experiments as described above.

In conclusion these novel theoretical and experimental methods will allow us to investigate the collaborative mechanisms among many of the basic biophysical factors that govern the neuronal development and function. Furthermore, these models could also be applied to other types of cells to give new insight into the nature of cellular motility. In principle these future investigations will enable researchers to quantify the influence of environmental cues (geometrical, mechanical, biochemical) on cellular dynamics, and to relate the observed cell motility behavior to cellular processes, such as cytoskeletal dynamics, cell-surface interactions, and signal transduction mechanisms.
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