Parametrized path integral formulation for large fermion systems
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The exchange antisymmetry between identical fermions gives rise to the well known fermion sign problem, in the form of large cancellation between positive and negative contribution to the partition function, making any simulation methods which directly sample this partition function exponentially difficult to converge. In this work, we employ path integral molecular dynamics (PIMD) and build upon the recently discovered fictitious particle model to investigate the fermion sign problem further. We consider the validity and invalidity condition for the method of parametrized path integral formulation of the partition function and extrapolation to circumvent the fermion sign problem. For the valid region of our method, our simulation shows that we may give accurate prediction of the energy for large fermion systems, which is much beyond the capability of the direct sampling in the traditional method. In particular, we find and verify a simple universal relation for high temperature non-interacting particles or strongly repulsive interacting particles at low temperatures.
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I. INTRODUCTION

Recently, a polynomial time algorithm for path integral molecular dynamics (PIMD) simulations for identical bosons has been found, by utilizing a recursive formula to calculate the bosonic partition function in polynomial time. The PIMD technique has been successfully applied to identical bosons to predict supersolid phase in high pressure Deuterium\(^2\). However, like its path integral Monte Carlo (PIMC) counterpart\(^3-7\), for large fermion systems at low temperatures, PIMD suffers from the infamous fermion sign problem\(^8-19\) as well.

Very recently, a fictitious particle model\(^20\) inspired by the recursive formula of PIMD\(^21-26\) has been proposed. The fictitious particle model is characterized by a real parameter \(\xi\) which provides continuous interpolation between bosons (\(\xi = 1\)), distinguishable particles (\(\xi = 0\)) and fermions (\(\xi = -1\)). Previously, an attempt was made to circumvent the fermion sign problem by running simulations for \(\xi \geq 0\), which does not suffer from fermion sign problem, and extrapolate the thermodynamic properties to fermions (\(\xi = -1\)). It is expected that this method would be an alternative to restricted path integral Monte Carlo\(^27-29\), density matrix quantum Monte Carlo\(^30,31\), configuration PIMC\(^32-35\), permutation blocking PIMC\(^36,37\), and auxiliary field quantum Monte Carlo\(^38\) for fermion sign problem at finite temperatures. However, our approach relies on whether the extrapolation is sensible and there is no simple way \textit{a priori} to judge. Hence, in our previous work, the extrapolation method was applied only for a few fermions.

In this work, we give systematic studies on the validity and invalidity condition of the extrapolation with our method of parametrized path integral molecular dynamics. We find by numerical simulation and general physical analysis that for large number of noninteracting fermions, with increasing temperature, \(E(\xi)\) in the whole region \(-1 \leq \xi \leq 1\) may be a monotonic convex function or concave function, which provides the basis for the accuracy of our method. For noninteracting fermion systems with an inflection point near \(\xi = 0\), however, the extrapolation is no longer valid anymore. In particular, with increasing repulsive interaction strength, we notice the gradual disappearance of the inflection point in the noninteracting particles at temperature far below the Fermi temperature, and so the extrapolation becomes accurate again. The present work provides an efficient and accurate method to circumvent the fermion sign problem for large noninteracting or interacting fermion systems in polynomial time. The analysis of the parametrized partition function
also leads to a simple universal relation for high temperature noninteracting particles or strongly interacting particles at low temperatures, which has been long overlooked.

II. FERMION SIGN PROBLEM AND PARAMETRIZED PARTITION FUNCTION

A. Fermion sign problem

We consider the following Hamiltonian for $N$ particles

$$\hat{H} = \frac{1}{2m} \sum_{i=1}^{N} \hat{p}_i^2 + \hat{V}(r_1, \cdots, r_N).$$

(1)

Here $V(r_1, \cdots, r_N)$ includes both the external potential and inter-particle interactions. The partition function of $N$ particles is

$$Z(\beta) = Tr(e^{-\beta \hat{H}}).$$

(2)

Here $\beta = 1/k_B T$, with $k_B$ being the Boltzmann constant and $T$ being the system temperature. The average energy is

$$E(\beta) = -\frac{\partial \ln Z(\beta)}{\partial \beta}.$$  

(3)

In coordinate representation to consider the trace in the partition function for identical bosons and fermions, we have

$$Z_{F/B}(\beta) = \sum_{p \in S_N} (\pm 1)^{N_p} \int dr_1 dr_2 \cdots dr_N \langle p \{r\} | e^{-\beta \hat{H}} | \{r\} \rangle.$$  

(4)

Here $\{r\}$ denotes $\{r_1, \cdots, r_N\}$. $S_N$ represents the set of $N!$ permutation operations denoted by $p$. The factor $(\pm 1)^{N_p}$ is due to the exchange effect of identical particles, with $N_p$ a number defined to be the minimum number of times for which pairs of indices must be interchanged in permutation $p$ to recover the original order. For example, two interchanges must be applied on the permutation $(2, 1, 4, 3)$ to recover the original order $(1, 2, 3, 4)$ and so for this particular permutation $N_p$ is equal to 2. In $\pm 1$ of the above expression, we have $+1$ for identical bosons ($Z_B$), while $-1$ for identical fermions ($Z_F$).

Using $e^{-\beta \hat{H}} = e^{-\Delta \beta \hat{H}} \cdots e^{-\Delta \beta \hat{H}}$ with $\Delta \beta = \beta/P$ and the technique of path integral\[49]\[41], the partition function $Z_{F/B}(\beta)$ can be mapped as a classical system of interacting ring
polymers. In recent works by Hirshberg et al., a recursion formula is found to calculate the partition function for both bosons ($\xi = 1$) and fermions ($\xi = -1$). Based on the path integral ring polymer, the fermion partition function ($Z_F$) and boson partition function ($Z_B$) are expressed as an integral for an analytical function of the coordinates of interacting ring polymers

$$Z_{F/B} \sim \int dR_1 \cdots dR_N e^{-\beta U_{F/B}^{(N)}}. \quad (5)$$

Here the integrand is a function of a set of ring polymer coordinates ($R_1, \cdots, R_N$), with $R_i = (r_i^1, \cdots, r_i^P)$ corresponding to $P$ ring polymer coordinates for the $i$th particle. A recursion formula is found to give the expression of $U_F^{(N)}$ for fermions and $U_B^{(N)}$ for bosons.

For bosons, $U_B^{(N)}$ is always real and $e^{-\beta U_B^{(N)}}$ may be sampled for large boson systems. However, because of the factor $(-1)^{N_p}$ for fermions, $U_F^{(N)}$ is a complex function, which can not be sampled with available methods.

To deal with the situation of complex function $U_F^{(N)}$, in the usual traditional method to deal with the fermion sign problem, the fermion partition function may be rewritten as

$$Z_F \sim \int dR_1 \cdots dR_N e^{-\beta U_B^{(N)}} e^{\beta (U_B^{(N)} - U_F^{(N)})}. \quad (6)$$

In this case, we may still use molecular dynamics to sample $e^{-\beta U_B^{(N)}}$, while the energy is

$$E(\beta) = \frac{\langle \epsilon s \rangle_B}{\langle s \rangle_B}. \quad (7)$$

Here $s = e^{\beta (U_B^{(N)} - U_F^{(N)})}$ and $\epsilon$ is the estimator for energy. The average $\langle \cdots \rangle_B$ is about the samples based on the partition function $Z_B$ for bosons. Unfortunately, this simple and elegant method can not be applied to large fermion systems at low temperatures because of the fermion sign problem.

At low temperatures below the Fermi temperature, roughly speaking, we have

$$\langle s \rangle_B = e^{-\beta (F_F - F_B)} \sim A e^{-\beta (E_F - E_B)}. \quad (8)$$

Here $F_F$ and $F_B$ are the free energy of fermions and bosons, respectively. $E_F$ and $E_B$ are the average energy for fermions and bosons, respectively. We find for the examples in this work that $A \sim 10$. For $\langle s \rangle_B \sim 10^{-3}$ or smaller, the traditional method to calculate the energy of fermions is no longer feasible. Because of the factor $\langle s \rangle_B$ in Eq. (7), the error in $\langle s \rangle_B$ will cause the result to be unreliable since the fluctuations of $s$ would be larger or
even much larger than \( \langle s \rangle_B \). Because of the small factor \( \langle s \rangle_B \) for large fermion systems at low temperature, it is hard to calculate the energy, both in path integral Monte Carlo\( ^{12-13} \) and path integral molecular dynamics\( ^{21,23} \). General consideration shows that the simulation becomes exponentially hard to converge with increasing numbers of fermions and decreasing temperatures.\(^8\) This is known as the infamous fermion sign problem\(^8-19\). The present work will show that for the situation of \( \langle s \rangle_B << 10^{-3} \), we still have hope to predict accurately and efficiently the energy of large fermion systems.

B. Parametrized partition function to circumvent the fermion sign problem

We consider the following parametrized partition function with a real parameter \( \xi \):

\[
Z(\beta, \xi) \sim \sum_{p \in \mathcal{S}} \xi^N_p \int d\mathbf{r}_1 d\mathbf{r}_2 \cdots d\mathbf{r}_N \langle p\{\mathbf{r}\}|e^{-\beta \hat{H}}|\{\mathbf{r}\} \rangle. \tag{9}
\]

In our previous work\(^{20}\), using \( e^{-\beta \hat{H}} = e^{-\Delta \beta \hat{H}} \cdots e^{-\Delta \beta \hat{H}} \) and the technique of path integral, we have shown that there is still a recursion formula for the parameterized partition function \( Z(\beta, \xi) \). Here we only give the result of this recursion formula,

\[
Z(\beta, \xi) \sim \int d\mathbf{R}_1 \cdots d\mathbf{R}_N e^{-\beta U^{(N)}_\xi}. \tag{10}
\]

\( U^{(N)}_\xi \) is given by

\[
U^{(N)}_\xi = -\frac{1}{\beta} \ln W^{(N)}_\xi + \frac{1}{P} \sum_{j=1}^P V \left( \mathbf{r}^j_1, \cdots, \mathbf{r}^j_N \right), \tag{11}
\]

and \( W^{(N)}_\xi \) is

\[
W^{(N)}_\xi = \frac{1}{N} \sum_{k=1}^N \xi^{k-1} e^{-\beta E^{(k)}_N} W^{(N-k)}_\xi. \tag{12}
\]

In addition,

\[
E^{(k)}_N = \frac{1}{2} m \omega_P^2 \sum_{l=N-k+1}^N \sum_{j=1}^P \left( \mathbf{r}^{l+1}_i - \mathbf{r}^l_i \right)^2. \tag{13}
\]

Here \( \mathbf{r}^{l+1}_i = \mathbf{r}^l_{i+1} \), except for \( l = N \) for which \( \mathbf{r}^{P+1}_N = \mathbf{r}^1_{N-k+1} \). In addition, \( \omega_P = \sqrt{P}/\beta \).

From Eq. (3), it is straightforward to get the energy estimator (see Ref.\(^{20}\) for details), so that once we get the importance sampling of \( e^{-\beta U^{(N)}_\xi} \) for the parametrized partition function by molecular dynamics, we can obtain the average energy \( E(\beta, \xi) \) of the system with any parameter \( \xi \geq 0 \).
In Ref.\textsuperscript{20}, we propose a method to circumvent the fermion sign problem by an extrapolation with polynomial function to fit the data $E(\beta, \xi \geq 0)$. In that work, however, the range of applicability of the extrapolation method is not clear, which limits the practical use of the method for large fermion systems. Fortunately, the present work will solve this problem, which gives reasonable prediction for large fermion systems much beyond the capability of the traditional method. The analysis of the parametrized partition function also leads to a simple universal relation for high temperature noninteracting particles or strongly repulsive interacting particles at low temperatures.

III. GENERAL BEHAVIOR OF $E(\xi)$ FOR LARGE NONINTERACTING FERMION SYSTEMS AND THE VALIDITY CONDITION OF THE EXTRAPOLATION

Taking into account the monotonic behavior\textsuperscript{20} of $E(\xi)$, in principle, we have different possibilities of the behavior of $E(\xi)$ shown in Fig. 1. For the situations of Fig. 1(a) and Fig. 1(b), there is an inflection point at $\xi = 0$. In this case, it is hard to predict accurately the value of $E(\xi = -1)$ by the extrapolation based on the data of $E(\xi)$ for positive $\xi$. For the situations of Fig. 1(c) and Fig. 1(d) without the inflection point, we have good chance to predict accurately the value of $E(\xi = -1)$ by the extrapolation with the fitting of the data of $\xi \geq 0$. In this work, the so-called good analytical property of $E(\xi)$ means that:

(i) $E(\xi)$ has monotonic behavior;

(ii) $E(\xi)$ has no inflection point between $-1 \leq \xi \leq 1$.

We will verify by numerical experiments and general physical analysis that increasing temperature or increasing repulsive interaction strength will contribute to the good analytical property of $E(\xi)$.

For large number of particles, it is well known that the energy is almost the same for canonical ensemble and grand canonical ensemble. This suggests that for the parametrized partition function $Z(\xi, \beta)$, the energy $E(\xi, \beta)$ for noninteracting particles may be calculated by the following formula in grand canonical ensemble:

$$N = \sum_{\mathbf{n}} \frac{1}{e^{\beta(\epsilon(\mathbf{n}) - \mu)} - \xi},$$  \hspace{1cm} (14)
FIG. 1. When the monotonic behavior of $E(\xi)$ is considered, shown are four typical cases for $E(\xi)$. In (a) and (b), there is an inflection point at $\xi = 0$, while in (c) and (d), $E(\xi)$ has good analytical property without the inflection point.

\[ E(\xi, \beta, N) = \sum_{n} \frac{\epsilon(n)}{e^{\beta(\epsilon(n) - \mu)} - \xi}. \]  

(15)

$\epsilon(n)$ is the single-particle eigenenergies of the system. With given parameters of $N, \beta$, and $\xi$, from Eq. (14), we can get the chemical potential $\mu(\xi, \beta, N)$. Using further Eq. (15), we can get the energy $E(\xi, \beta, N)$ in the grand canonical ensemble.

For a two-dimensional harmonic trap $\frac{1}{2}m\omega^2(x^2 + y^2)$ with the unit $\hbar = m = 1$ and $\omega = 1$, in Fig. 2 we show the energy by PIMD and the result based on the above two equations (14) and (15) for 20 and 25 particles, respectively. We do find perfect agreement for $\xi \geq 0$ for large number of particles with $N = 20$ and $N = 25$ for $\beta = 1$ in our calculations. This suggests that Eqs. (14) and (15) can be applied to the whole region of $-1 \leq \xi \leq 1$. In Fig. 2 we also give the energy for $\xi \leq 0$ based on Eqs. (14) and (15).
FIG. 2. (a) For $N = 20$ and $\beta = 1$, the blue circle shows $E(\xi)$ based on Eqs. (14) and (15), while the orange circle for $\xi \geq 0$ is the result of PIMD. (b) shows the results for $N = 25$ and $\beta = 1$. Perfect agreement is found for these two different methods.

For both examples shown in Fig. 2, we notice an inflection point at $\xi \approx 0$. If we use the parabolic function to fit the data of $E(\xi < 0)$, we find that $\frac{d^2 E}{d \xi^2} < 0$, while $\frac{d^2 E}{d \xi^2} > 0$ for the fitting of the data between $0 \leq \xi \leq 1$. In the presence of the inflection point at $\xi \approx 0$, by extrapolation based on the data $E(\xi \geq 0)$, it would be hard to predict the correct value for $E(\xi = -1)$. For 100 noninteracting particles with $\beta = 1$ as an example, in Fig. 3 we show the failure of various polynomial functions for fitting and extrapolation to predict the value of $E(\xi = -1)$. Fortunately, we will show in due course that for many other examples, even the simple parabolic function for fitting can give accurate prediction. This suggests that our method can be applied for some situations, while it becomes invalid for other cases. The question is to determine the range of application of our extrapolation method based on the parametrized partition function.
FIG. 3. For $N = 100$ and $\beta = 10$, shown is the fitting of the data by PIMD with different fitting function. The blue line is for $\sum_{j=0}^{2} a_j \xi^j$, the orange line for $\sum_{j=0}^{3} a_j \xi^j$, and the green line for $\sum_{j=0}^{4} a_j \xi^j$. The red circle is the energy of fermions in the grand canonical ensemble. All these fitting functions fail to predict the correct value of the energy of fermions.

To answer the above question, we consider numerical experiments for 20 noninteracting particles with different temperatures. The Fermi temperature is $T_F = 6.08$. By increasing the temperature (decreasing $\beta$), based on the calculations by Eqs. (14) and (15), we notice a gradual disappearance of the inflection point, as shown in Fig. 4. One of the physical reasons lies in that in the limit of infinite temperature, $E(\xi)$ is a constant. Hence, we expect that the behavior of $E(\xi)$ will become simpler as the temperature increases. We will give a more careful explanation later. At the Fermi temperature, we have $\beta \approx 0.16$. Hence, in Fig. 4 what we consider is the low temperature situation below the Fermi temperature, where the quantum statistics is important, and we encounter nasty fermion sign problem.

As shown in Fig. 4 for 20 noninteracting particles with different $\beta$, we see that for $\beta \leq 0.35$, $E(\xi)$ is a concave function in the whole region $-1 \leq \xi \leq 1$, while for $\beta \geq 0.5$ there exists an obvious inflection point. Although it is hard to judge with the naked eye
FIG. 4. Shown is $E(\xi)$ for 20 noninteracting particles in the two-dimensional harmonic trap with different $\beta$. We notice the disappearance of the inflection point for sufficiently small $\beta$. It is clearly shown that $E(\xi)$ has good analytical property for $\beta \leq 0.35$.

for $\beta = 0.4$, the fitting for $E(\xi \leq 0)$ and $E(\xi \geq 0)$ separately show that $E(\xi)$ is not a good analytical function for this situation. This gradual disappearance of the inflection point is due to the change of $E(0 \leq \xi \leq 1)$ from convex function to a concave function for $\beta \leq 0.35$, while $E(-1 \leq \xi \leq 0)$ is always a convex function. Hence, it is safe to judge the validity of the method of parametrized PIMD by considering whether $E(0 \leq \xi \leq 1)$ by PIMD is a concave function for noninteracting situation. We do find that for $\beta \leq 0.35$ without the inflection point, the simple parabolic function can already give very good prediction for $E(\xi = -1)$. For $\beta \geq 0.4$, however, it seems that we can not give reasonable prediction with any polynomial function for fitting and extrapolation. In Fig. 5, we show $\log_{10}|\Delta E|/E(\xi = -1)$ for different $\beta$ by the fitting with parabolic function and extrapolation. $\Delta E$ is the difference between the prediction of the parametrized PIMD and the energy of fermions in grand canonical ensemble.

Even for $\beta \leq 0.35$ where the parabolic function has already given good prediction, one may wonder what happens if general polynomial function is used for fitting and extrapolation.
FIG. 5. The log$_{10}$ plot of $|\Delta E/E(\xi = -1)|$ for different $\beta$. The red line denotes a sharp boundary for the validity and invalidity region of the parametrized PIMD. $\Delta E$ is the difference between the prediction of the parametrized PIMD and the energy of fermions in the grand canonical ensemble.

We consider the following polynomial function for the fitting of $E(\xi \geq 0)$:

$$f(n, \xi) = \sum_{j=0}^{n} a_j \xi^j.$$  \hspace{1cm} (16)

In Fig. 6 for $N = 20$ and $\beta = 0.2$, we use the data of $E(\xi \geq 0)$ to predict the energy for fermions with parabolic function, which agrees well with the expected result. In the inset of this figure, we show the result with different fitting function $f(n, \xi)$. We see that for $2 \leq n \leq 5$, we can give good prediction of the energy for fermions, while $f(6, \xi)$ gives the wrong answer. The wrong answer with $f(6, \xi)$ is not surprising because it is well known that too many parameters in a fitting with no regularization will always lead to overfitting.

Of course, we need a general method to avoid the overfitting. The inset in Fig. 6 shows clearly that $f(6, \xi)$ is an overfitting because it deviates significantly from other fitting results and does not agree with the expected result. Even when we do not know the energy for fermions in advance, we have several methods to judge whether there is an overfitting with increasing $n$ for the fitting function $f(n, \xi)$. For the situation where the parametrized PIMD can be applied, i.e. $E(\xi)$ is a monotonic convex or monotonic concave function between
FIG. 6. Shown is the fitting for $N = 20$ and $\beta = 0.2$ with the parabolic function. The red circle is the energy of the fermions in the grand canonical ensemble. The inset in the lower left corner shows the different fitting function up to $n = 6$ with $f(n, \xi) = \sum_{j=1}^{n} a_j \xi^j$. We see that for $2 \leq n \leq 5$, there is no obvious difference for different fitting function $f(n, \xi)$, while $f(6, \xi)$ gives obvious difference which changes the convex property of $E(\xi)$. This shows clearly that $f(6, \xi)$ leads to the overfitting of the data. The inset in the upper right corner gives the deviation from the energy in the grand canonical ensemble for different fitting function $f(n, \xi)$. For this example, $\langle s \rangle_B \sim 0.005$ based on the estimation of Eq. [8], which means the possibility to get $E_F$ in the traditional method. In the method of parametrized partition function, we can calculate $E_F$ much more accurately and efficiently. As a comparison, for $N = 20$ and $\beta = 0.3$, $\langle s \rangle_B \sim 0.00001$. The traditional method can not be used for this situation, while our method can still predict accurate value of $E_F$, as shown in Fig. 5.

$-1 \leq \xi \leq 1$, we expect that the following situation is a clear signature of the overfitting for $f(n, \xi)$:

(i) $f(n, \xi)$ is no longer a monotonic function.

(ii) $f(n, \xi)$ is no longer a convex or concave function between $-1 \leq \xi \leq 1$.

(iii) We expect that reasonable $f(n, \xi)$ should be a perturbation expansion for $\xi$. Hence,
we may request that $|a_{j+1}| < |a_j|$ for $j \geq 2$. If this condition is not satisfied, it is a signature of overfitting.

(iv) If the predictions of $f(n-2, \xi)$ and $f(n-1, \xi)$ agree with each other, while $f(n, \xi)$ deviates significantly from the predictions of $f(n-2, \xi)$ and $f(n-1, \xi)$, it is quite possible that $f(n, \xi)$ is an overfitting.

The case of underfitting with too few parameters can be judged easier than overfitting, by the signature that $f(n, \xi)$ can not give good fitting for the data of $E(\xi \geq 0)$.

For the example shown in Fig. 6, different fitting functions $f(n, \xi)$ are

\begin{align*}
  f(2, \xi) &= 198.134 - 19.227\xi - 1.77086\xi^2, \quad (17) \\
  f(3, \xi) &= 198.145 - 19.4087\xi - 1.29417\xi^2 - 0.317793\xi^3, \quad (18) \\
  f(4, \xi) &= 198.145 - 19.3913\xi - 1.38159\xi^2 - 0.177933\xi^3 - 0.0699301\xi^4, \quad (19) \\
  f(5, \xi) &= 198.145 - 19.4018\xi - 1.29465\xi^2 - 0.422858\xi^3 + 0.210519\xi^4 - 0.112179\xi^5, \quad (20) \\
  f(6, \xi) &= 198.145 - 19.4183\xi - 1.0924\xi^2 - 1.29273\xi^3 + 1.89137\xi^4 - 1.6073\xi^5 + 0.49837\xi^6. \quad (21)
\end{align*}

Even without knowing other fitting result and the energy of fermions in advance, $f(6, \xi)$ does not satisfy the requirement of the perturbation expansion, which means that it is an overfitting. It is also not a concave function between $-1 \leq \xi \leq 1$. This example shows that we have self-consistent method to judge whether there is an overfitting, which makes our method safe to predict the energy for fermions. In this example, $f(1, \xi)$ is an obvious underfitting.

For a question like the prediction of $E(\xi = -1)$ for $N = 20, \beta = 0.32$ by the method of parametrized partition function, we think it is best to think about more than just this question. We should consider a series of different $\beta$ from high temperature to low temperature, so that we have good sense of the range of application of our method, so that we have solid conclusion whether our method can be applied to the designated question.

As the temperature increases, we notice that the absolute value of the curvature of $E(\xi)$ decreases. For $T >> T_F$ with $T_F$ the Fermi temperature, the curvature of $E(\xi)$ approaches zero. In this case, we expect the following simple and universal relation:

$$E(\xi = -1, \beta) - E(\xi = 0, \beta) \approx E(\xi = 0, \beta) - E(\xi = 1, \beta).$$  \quad (22)
More specifically, we have the above relation if we find that \( E(0 \leq \xi \leq 1) \) satisfies well the linear relation. For example, for \( N = 20 \) and \( \beta = 0.05 \) shown in Fig. 7, a linear fitting gives only the error of \( \Delta E = -0.048 \), while \( E(\xi = -1) - E(\xi = 1) = 7.35 \). This means that there would be perfect linear relation even if there is significant energy difference between fermions and bosons with significantly different quantum statistics effect. The unusual characteristic of the above relation lies in that it holds even for \(|a_1| >> |a_2|\), while in the usual consideration that the quantum statistics is not important for \( T >> T_F \), the relation is

\[
E(\xi = -1, \beta) \gtrsim E(\xi = 0, \beta) \gtrsim E(\xi = 1, \beta)
\] (23)

for \( T >> T_F \). Our relation (22) is much more refined, compared with the above famous expression. We will give the physical reason for the linear relationship (22) later.

![Graph](https://via.placeholder.com/150)

**FIG. 7.** For \( N = 20 \) and \( \beta = 0.05 \), the solid line is the linear fitting of the data of circles, and the red solid is the energy of fermions in the grand canonical ensemble.

**IV. LARGE FERMION SYSTEMS WITH REPULSIVE INTERACTION**

In Sec. III, we see that by increasing the temperature, \( E(\xi, \beta) \) can have good analytical property so that the method of parametrized path integral partition function can be applied well. In this section, we will show by numerical experiments that the repulsive interactions
have the effect of making $E(\xi, \beta)$ have good analytical property too, so that we have good chance to apply the method of parametrized path integral partition function to the situation of repulsive interaction.

We consider in this section the two-dimensional harmonic trap by including a Coulomb-type interaction:

$$V_{int} = \sum_{i<j}^{N} \frac{\lambda}{|\mathbf{r}_i - \mathbf{r}_j|}. \tag{24}$$

Here $\lambda$ represents the dimensionless coupling constant of the Coulomb-type interaction.

For $N = 4$, $\beta = 1$, we use the traditional method to calculate the energy $E(\xi)$ for different coupling constant $\lambda$. Fig. 8 clearly shows that as $\lambda$ increases, $E(\xi)$ can have good analytical property. With further increasing of $\lambda$, $E(\xi)$ satisfies good linear property.

![Figure 8](image.png)

**FIG. 8.** For 4 particles with $\beta = 1$, (a) shows the energy $E(\xi)$ by the traditional method to deal with the parametrized partition function for different $\lambda$. (b) shows $a_2$ in the parabolic fitting for the data $E(\xi \leq 0)$ and the data $E(\xi \geq 0)$, respectively, for $\lambda = 0$. (c) shows $a_2$ in the parabolic fitting for the data $E(\xi \leq 0)$ and the data $E(\xi \geq 0)$, respectively, for $\lambda = 0.5$. We also give $a_2$ for $\lambda = 1, 3, 5$ in (a) for the data on the left and the data on the right, respectively. We see that for $\lambda \geq 0.5$, $E(\xi)$ has good analytical property.

For sufficiently large $\lambda$ so that $E(\xi)$ has good analytical property, it is expected that the data of $E(\xi \geq 0)$ can predict the correct energy for fermions. As an example, we consider
the situation of $\lambda = 0.5$ for 4 particles shown in Fig. 9. The fitting functions of Fig. 9 are

\begin{align}
    f(2, \xi) &= 11.5302 - 1.15874\xi + 0.148427\xi^2, \quad (25) \\
    f(3, \xi) &= 11.5302 - 1.15923\xi + 0.149702\xi^2 - 0.0008497\xi^3, \quad (26) \\
    f(4, \xi) &= 11.5301 - 1.15737\xi + 0.140411\xi^2 + 0.0140161\xi^3 - 0.00743288\xi^4, \quad (27) \\
    f(5, \xi) &= 11.5301 - 1.15724\xi + 0.139319\xi^2 + 0.0170919\xi^3 - 0.0109548\xi^4 + 0.00140878\xi^5, \quad (28) \\
    f(6, \xi) &= 11.5301 - 1.1567 + 0.132995\xi^2 + 0.04429\xi^3 - 0.0635\xi^4 + 0.0482\xi^5 - 0.0156\xi^6. \quad (29)
\end{align}

The overfitting of $f(6, \xi)$ can be found clearly from the coefficient $a_j$ by noticing that $|a_4| > |a_3|$.

FIG. 9. For $N = 4, \beta = 1$, and $\lambda = 0.5$, the fitting functions of $f(2, \xi)$, $f(3, \xi)$, $f(4, \xi)$, and $f(5, \xi)$ can give good prediction, while $f(6, \xi)$ leads to the overfitting. The red circle is the result of the traditional method. $\langle s \rangle_B = 0.25$ in the traditional method, while $\langle s \rangle_B \sim 0.5$ based on the estimation of Eq. (8).

Now we turn to consider more particles. To verify our method, we first consider several examples which have existing results of the energy for fermions by the traditional method\textsuperscript{6}.

**Example 1:** $N = 8$ and $\beta = 1$ with Coulomb-type interaction $\lambda = 0.5$.  
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FIG. 10. The fitting for $N = 8$, $\beta = 1$ with Coulomb-type interaction $\lambda = 0.5$. We see that $f(2,\xi)$ (blue line) and $f(3,\xi)$ (orange line) can give reliable result, while $f(4,\xi)$ (green line) is an overfitting. The red circle with error bar is the traditional result with path integral Monte Carlo simulations.\footnote{\textit{\langle s \rangle}_B = 0.0043 in the traditional method\cite{ref6}, while $\langle s \rangle_B \sim 0.002$ based on the estimation of Eq. (8).}

The fitting and the data by PIMD are shown in Fig. 10. In addition, the fitting functions are

\begin{align}
    f(2,\xi) &= 29.8654 - 4.40772\xi + 0.883901\xi^2, \\
    f(3,\xi) &= 29.8708 - 4.49251\xi + 1.10624\xi^2 - 0.148226\xi^3, \\
    f(4,\xi) &= 29.8451 - 3.60294\xi - 3.3416\xi^2 + 6.96832\xi^3 - 3.55828\xi^3.
\end{align}

We see that $f(4,\xi)$ is an obvious overfitting.

\textbf{Example 2:} $N = 10$ and $\beta = 1$ with Coulomb-type interaction $\lambda = 0.5$.

In Fig. 11, we give the result for $N = 10$ and $\beta = 1$ with Coulomb-type interaction $\lambda = 0.5$. The red circle with large error bar\footnote{Is this a reference to a specific paper or source?} is the result of the traditional method to consider the fermion sign problem. The fitting functions for the example of Fig. 11 are

\begin{align}
    f(2,\xi) &= 41.183 - 6.73882\xi + 1.73446\xi^2, \\
    f(3,\xi) &= 41.1877 - 6.81303\xi + 1.92907\xi^2 - 0.12974\xi^3,
\end{align}
\[ f(4, \xi) = 41.1619 - 5.918\xi - 2.54609\xi^2 + 7.03052\xi^3 - 3.58013\xi^4. \]  

In this example, \( f(4, \xi) \) is an obvious overfitting.

In the above two examples, the Fermi temperature for 8 particles is \( T_F = 4 \), while it is \( T_F = 4.49 \) for 10 particles. Hence, what we consider is the low temperature situation far below the Fermi temperature. We have checked that for both situations, the extrapolation can not predict the correct value for the energy of fermions without interparticle interaction. When interparticle interaction is considered, however, we notice that the parametrized partition function can give reasonable prediction.

Now we consider large fermion systems which are much beyond the capability of the traditional method. In Table I we give the predicted energy of fermions for different particle number. In this table, we also give the uncertainty of the energy for fermions. In the error analysis, we should not underestimate the uncertainty. In all our examples in Table I we find that both \( f(2, \xi) \) and \( f(3, \xi) \) can give good fitting for the data of \( E(\xi \geq 0) \), while it is
possible that \( f(n \geq 4, \xi) \) will lead to the overfitting. In this case, we use the average value of the prediction with \( f(2, \xi) \) and \( f(3, \xi) \) as the energy of fermions, while the difference as the uncertainty. Because the mean deviation for \( \xi \geq 0 \) is much smaller than this estimation of the uncertainty, the error mainly comes from the extrapolation. In our previous work\(^{19}\), we estimate that the uncertainty is one order of magnitude of the mean deviation of the fitting for \( \xi \geq 1 \). This analysis is consistent with the error analysis in this paper.

TABLE I. Energy for different number of fermions with Coulomb interaction \( \lambda = 0.5 \) and \( \beta = 1 \) in two-dimensional harmonic trap. Here 64.17(19) represents 64.17 ± 0.19. The same rule applies to other data. Here P-PIMD denotes the method of parametrized path integral molecular dynamics with the data \( E(\beta, \xi \geq 0) \) for extrapolation. For \( N \leq 10 \), the sign factor \( s \) is the calculation by Dornheim\(^6\), while for \( N > 10 \), it is estimated based on the exponential decreasing of \( s \) with the increasing the particle number.

| \( N \) | \( s \)       | Dornheim\(^6\) | P-PIMD   |
|-------|-------------|----------------|----------|
| 8     | 0.00428(6)  | 34.5(5)        | 34.86(26) |
| 9     | 0.00130(8)  | 40(2)          | 40.7(4)  |
| 10    | 0.00030(3)  | 49(3)          | 49.93(27)|
| 11    | 0.0001      |                | 55.5(5)  |
| 12    | 0.00005     |                | 64.17(19)|
| 13    | 0.000018    |                | 73.0(8)  |
| 14    | \( 6 \times 10^{-6} \) | 82.8(10)       |          |
| 15    | \( 2 \times 10^{-6} \) | 88.7(10)       |          |
| 20    | \( 8 \times 10^{-9} \) | 141.5(17)      |          |

It is worth pointing out that the main purpose of the present work is to propose and verify the idea of the parametrized PIMD. Hence, we only use moderate \( 2 \times 10^7 \) MD steps with separate Nöse-Hoover thermostat\(^{64,65}\) and \( P = 12 \) in our calculation to test our idea and also show the efficiency of our method, so that the readers can follow our work with relative ease. In practical applications, to satisfy the high precision calculation of some problems, we may consider to increase significantly the MD steps, the number of beads \( P \) per particle, and also the number of data of \( E(\beta, \xi) \) to increase further the accuracy of the energy for fermions. In all the examples of the present work, we have checked the convergence and
think that the present MD steps and the number of data are sufficient to give accurate
predication, much beyond the traditional method.

Similarly to the case of noninteracting particles at high temperature, the numerical studies
of repulsive interaction suggest that for sufficiently strong repulsive interaction, \( E(\xi) \) will
approach a linear function in the region \(-1 \leq \xi \leq 1\). In this case, we have

\[
E(\xi = -1, \beta) - E(\xi = 0, \beta) \simeq E(\xi = 0, \beta) - E(\xi = 1, \beta).
\] (36)

Of course, it is not known in advance the validity condition of the above universal relation.
However, the accurate numerical calculation for \( \xi \geq 0 \) can give us the evidence for the
validity of the above equation. If \( E(\xi \geq 0) \) satisfies well the linear relation, we think the
above relation should be satisfied in the whole region of \(-1 \leq \xi \leq 1\).

To numerically verify the above conjecture, we consider the example of \( N = 20 \) and
\( \beta = 0.3 \) with Coulomb-type interaction \( \lambda = 0.5 \) in Fig. 12. The blue circle is the result of
parametrized PIMD, while the blue line is the fitting with linear function. The red circle
with error bar is the result of the traditional method. The linear fit gives the prediction of
\( E(\xi = -1) = 203.2 \), while the result of the traditional method is \( E(\xi = -1) = 203 \pm 1 \).
The parabolic function (orange line) also gives a good prediction without suffering from
the overfitting, while \( f(3, \xi) \) leads to the overfitting because it differs significantly from the
consistent result of \( f(1, \xi) \) and \( f(2, \xi) \). The fitting functions are

\[
f(1, \xi) = 190.967 - 12.2595\xi,
\] (37)

\[
f(2, \xi) = 190.09 - 13.0786\xi + 0.819056\xi^2,
\] (38)

\[
f(3, \xi) = 191.216 - 15.0766\xi + 6.05857\xi^2 - 3.49301\xi^3.
\] (39)

In the same figure, we also show the energy for noninteracting particles (orange circle)
with \( N = 20 \) and \( \beta = 0.3 \). We see a clear change of \( E(\xi) \) from a concave function for
noninteracting particles to a linear function for interacting particles with \( \lambda = 0.5 \).
FIG. 12. For $N = 20$, $\beta = 0.3$, and $\lambda = 0.5$, we give the result based on different fitting function. Because the data for $E(\xi \geq 0)$ shows a linear behavior, we also use linear function for fitting. The red circle is the result of the traditional method. We see that both $f(1, \xi)$ (blue line) and $f(2, \xi)$ (orange line) can give good prediction, while $f(3, \xi)$ (green line) is an obvious overfitting. The orange circle is the energy for noninteracting particles, $\langle s \rangle_B = 0.01$ in the traditional method, while $\langle s \rangle_B \sim 0.02$ based on the estimation of Eq. [8].
V. PERTURBATION EXPANSION OF THE PARAMETRIZED PARTITION FUNCTION

After all these examples and the numerical verification of the linear relation, in hindsight, we may understand these results directly from the expression of the parametrized partition function given by Eq. (9). In principle, we may always expand \( Z(\beta, \xi) \) as

\[
Z(\beta, \xi) = g_0(\beta) + g_1(\beta)\xi + g_2(\beta)\xi^2 + \cdots g_{N_p}\xi^{N_p} + \cdots.
\] (40)

Here the summation is about \( N_p \). At first sight, we may think that this expansion expression is useless because we do not know how to calculate all these coefficients \( g_j(\beta) \). Because \( N_p \) is the minimum number of times for which pairs of indices must be interchanged in permutation \( p \) to recover the original order, for many situations such as sufficiently strong repulsive interaction or sufficiently high temperature, the quantum statistics effect for \( g_j(\beta) \) decreases with the increasing of \( N_p \). In this situation, we may regard \( Z(\beta, \xi) \) as a perturbation expansion about \( \xi^{N_p} \). When the condition of this perturbation expansion is satisfied, the energy can be also expanded by the perturbation expansion as follows:

\[
E(\beta, \xi) = f_0(\beta) + f_1(\beta)\xi + f_2(\beta)\xi^2 + \cdots f_{N_p}\xi^{N_p} + \cdots.
\] (41)

In all the examples in this paper, what we consider is the determination of the coefficients \( f_j(\beta) \) with the energy for \( \xi \geq 0 \). Of course, the reliable determination of these coefficients relies on whether the condition of the perturbation expansion is valid. In all the examples in this paper, disregarding the case of the overfitting, we notice that \(|f_n(\beta)| (n \geq 1)\) decreases exponentially as \( n \) increases. This provides a clear way to judge whether there exists an overfitting, and also gives the reason why the parabolic function has already given good predication for the energy of fermions. This exponential decay of the coefficient \(|f_n(\beta)|\) is not surprising considering the fact that the probability of \( N_p \) is proportional to \( \alpha^{N_p} \) and the request of \( \alpha << 1 \) for the validity condition of our polynomial fitting and extrapolation. This exponential decay of the coefficient \(|f_n(\beta)|\) is the physical reason why in Table I \( f(2, n) \) and \( f(3, n) \) are sufficient to predict the energy of fermions and give the uncertainty.

It is clear that for the perturbative expansion with exponential decay of the coefficients \(|f_n(\beta)| (n \geq 2)\), \( E(\xi) \) will have good analytical property without the inflection point. The physical analysis of the perturbation expansion about \( \xi^{N_p} \) explains why the increasing of the
temperature or the increasing of the repulsive interaction contribute to the good analytical property of $E(\xi)$. The so-called linear relationship found in this work is nothing more than the condition that only the terms for $N_p = 0$ and $N_p = 1$ are dominant. We emphasize that we may still have significant effect of the quantum statistics because the term with $N_p = 1$ may have important physical effect in some situations. When the quantum statistics is negligible, it means that we may approximate $f_1(\beta)$ as zero. The linear relation would be useful to consider the analytical approximation for the energy of fermions, because it is much easier to get the analytical approximation for distinguishable particles and identical bosons. This provides new chance to reconsider unsolved problems for fermions by firstly considering bosons and distinguishable particles. The present work also provides a new perturbative expansion method based on the exact numerical calculation for $\xi \geq 0$, compared with the cluster expansion and the usual perturbative expansion in statistical field theory. One of the advantages of our approach is the connection of the quantum systems with different statistics.

VI. SUMMARY AND DISCUSSION

In summary, after systematic studies on noninteracting and repulsively interacting particles, we have the following schematic diagram for the validity of the method of parametrized PIMD. Essentially, we provide an efficient method to consider the numerically perturbative expansion about $\xi^{N_p}$. In future work, we will study the case of attractive interaction. The present work makes it feasible to consider the thermodynamics of large fermion systems with repulsive interaction by circumventing the fermion sign problem. Because we provided reliable calculation results (Table I) for large fermion systems much beyond the capability of the traditional method, our result or method will provide excellent benchmark for other methods trying to overcome the fermion sign problem for large fermion systems. It seems that our method has good chance to expand the valid regions of other methods such as density matrix quantum Monte Carlo, configuration PIMC and permutation blocking PIMC for the simulation of warm dense matter. In addition, compared with configuration PIMC and permutation blocking PIMC, the present work is more straightforward to consider nonuniform fermion systems. It is clear that the direct calculation of $E(\xi)$ for $\xi \leq 0$ would be useful to overcome the fermion sign problem, even for negative $\xi$ not too
far from zero. This is a problem deserving further studies based on the formulation of the parametrized path integral partition function in this work.

FIG. 13. Illustration of the invalid region, valid region and valid region satisfying the linear relation.
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