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SUMMARY With the rapid development of information and Web technologies, people are facing ‘information overload’ in their daily lives. The personalized recommendation system (PRS) is an effective tool to assist users extract meaningful information from the big data. Collaborative filtering (CF) is one of the most widely used personalized recommendation techniques to recommend the personalized products for users. However, the conventional CF technique has some limitations, such as the low accuracy of similarity calculation, cold start problem, etc. In this paper, a PRS model based on the Support Vector Machine (SVM) is proposed. The proposed model not only considers the items’ content information, but also the users’ demographic and behavior information to fully capture the users’ interests and preferences. An improved Particle Swarm Optimization (PSO) algorithm is also proposed to improve the performance of the model. The efficiency of the proposed method is verified by multiple benchmark datasets.
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1. Introduction

With the advances in information technology, electronic commerce (E-commerce) has been undergoing rapid development in recent years. The explosion of today’s data also imposes some significant challenges on the provision of accurate and timely information to the user. The Personalized Recommendation System (PRS) provides a promising solution to this problem. By analyzing historical data, the PRS automatically provides suggestions to users based on their preferences. The core techniques used in the state-of-the-art PRSs can be classified into the content-based recommendation (CBR) technique and collaborative filtering (CF) technique. CBR selects most relevant items to the targeted user by comparing the representations of the item’s content and the user’s interest model [1]. CBR is limited in their applicability as they are purely based on the item’s textual information. Typically, a profile is formed for an individual user by analyzing the item’s content in which he/she is interested, and the additional items can be inferred from this profile. However, in many cases, the contents of the items are difficult to analyze.

CF uses explicit or implicit ratings drawn from users to recommend items to a given user [2]. It can be further classified into memory-based or model-based algorithms. The memory-based algorithms find neighbors of an active user and use the neighbors’ preferences to predict the unknown preferences of the active user. The limitations of the memory-based algorithms include the low accuracy of similarity calculation, high computational complexity, and so on. The model-based methods firstly develop a model based on the historical data, and then use it to predict the new preferences for an active user. Currently, many machine learning methods have been used for the model-based CF, such as the Backward propagation (BP) neural network [3], Adaptive learning [4], and Linear Classifier [5]. Currently, CF based recommendation techniques have been applied in a variety of areas, such as music recommendation [6], news recommendation [7], product recommendation [8], etc.

Support Vector Machine (SVM) is a widely adopted machine learning method. Compared with other machine learning approaches, SVM has some advantages. It assures that once a solution is reached, it is the global optimum. Since the forecasting accuracy of SVM is parameter sensitive, it would be important to choose the kernel function and tune the kernel parameters to achieve the desired performance [9]. Many heuristic algorithms have thus been used for the parameter optimization of SVM [10], such as the Grid Search (GS), Genetic Algorithm (GA), and Particle Swarm Optimization (PSO). Comparing with other algorithms, PSO is recognized to have merits of strong global search capability and ease of implementation [10]. But the standard PSO also has some demerits. It often pre-matures into the local optimum and has slow convergence speed.

In this paper, we propose a novel improved PSO algorithm, and then propose a personalized movie recommendation system based on the proposed improved PSO and SVM. In particular, the major contributions of this paper include:

(1) To overcome the shortcomings of the conventional PSO, in this study we propose an improved PSO with the contraction factor and dynamic adaptively inertia weight
(CF-IWA PSO). CF-IWA PSO is embedded with a self-adaptively parameter adjustment mechanism to enhance both the global search ability and convergence speed. We then use the CF-IWA PSO to do the parameter optimization of SVM.

(2) Based on CF-IWA PSO and SVM, we propose a personalized movie recommendation system. Comparing with the traditional CF methods which only use the historical score data to calculate similarity, the proposed system not only utilizes the user’s demographic information, but also their rating information. These two kinds of information can well reflect the user’s preferences.

The rest of the paper is organized as follows. In Sect. 2, some technical backgrounds of SVM and PSO are introduced; Section 3 presents the principles of the proposed CF-IWA PSO; in Sect. 4, the mechanism of the proposed movie recommendation system is described; experiments are discussed in Sect. 5; finally, conclusions are drawn in Sect. 6.

2. Background

2.1 Introduction of SVM

The SVM classification model can be described as following:

Let the training data set as \{ (x_i, y_i) \}, where \( x_i \in \mathbb{R}^n \) denotes the input sample and \( y_i \in \{-1, +1\}, i = 1, \ldots, l \) represent the forecasted outputs, then the generalized linear SVM finds an optimal separating hyper-plane (shown as Eq. (1)) by solving the optimization problem formulated as Eq. (2),

\[
\begin{align*}
  f(x_i) &= (\omega \cdot x_i) + b \\
  \min_{\omega, b, \xi_i} &\frac{1}{2} ||\omega||^2 + C \sum_{i=1}^{l} \xi_i \\
  \text{s.t.} &\ y_i ((\omega \cdot x_i) + b) \geq 1 - \xi_i \\
  &\ \xi_i \geq 0
\end{align*}
\]

In Eqs. (1) and (2), \( c \) controls the equilibrium between the complexity of model and training error; \( \varepsilon \) is a preset constant which controls the tube size; \( \delta \) denotes the width of Gaussian kernel function and it affects the complexity of the sample data distribution in the high dimensional space. By introducing the Lagrange multipliers \( \alpha \) and solving the dual problem, we can obtain the classification hyper-plane as,

\[
f(x) = \text{sgn} \left( (\omega^* \cdot x + b^*) \right) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i^* y_i (x_i, x) + b^* \right)
\]

For nonlinear classification, assuming there is a transform from \( \phi : \mathbb{R}^n \rightarrow H \), then the nonlinear classification function \( K(x, x') = \phi(x) \cdot \phi(x') \), then the non-linear classification function can be obtained as,

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i^* y_i K(x_i, x) + b^* \right)
\]

where \( \omega^* = (\omega_1^*, \omega_2^*, \ldots, \omega_l^*) \) is the solution. If the \( \alpha^* \) component of \( \alpha_i \) or \( \alpha_i^* \) is nonzero, then \( (x_i, y_i) \) are called the support vectors. Different functions can be applied as the kernel function of SVM, such as the Gaussian kernel function \( K(x, x') = \exp \left( -\frac{||x - x'||^2}{\sigma^2} \right) \), where \( \sigma \) is the kernel parameter.

It has been shown that in SVM, the choices of \( C, \varepsilon \), and \( \delta \) can significantly affect the performance of SVM. Where, \( C \) controls the equilibrium between the complexity of model and training error; \( \varepsilon \) is insensitive loss function, and it is a preset constant that controls tube size; \( \delta \) denotes the width of Gaussian kernel function and affects the complexity of the sample data distribution in the high space. Therefore, how to optimally select above parameters is an important issue.

2.2 Principles of Original PSO Algorithm

PSO is a heuristic based optimization algorithm proposed by Kennedy and Eberhart [11], and has been applied in many industrial applications such as our previous works [12, 13].

PSO maintains a swarm consisting of \( n \) particles. Each particle has a position vector \( \mathbf{x}_i = (x_{i1}, x_{i2}, \ldots, x_{iD}) \) and a velocity vector \( 
\mathbf{v}_i = (v_{i1}, v_{i2}, \ldots, v_{iD}) \), where \( i = 1, 2, \ldots, n \). Each particle represents a potential solution for the optimization problem in a \( D \)-dimensional search space. In each generation, each particle is accelerated toward its previously visited best position and the global best position of the swarm. The best previously visited position of the \( i \)th particle is denoted as \( \mathbf{P}_i = (p_{i1}, p_{i2}, \ldots, p_{iD}) \); the best previously visited position of the swarm is denoted as \( \mathbf{P}_g = (p_{g1}, p_{g2}, \ldots, p_{gD}) \). The new velocity value is then used to calculate the next position of the particle in the search space. This process repeats until the preset termination criterion is achieved. The updates of the velocity and position vectors of a particle are based on following formulas,

\[
\begin{align*}
  \mathbf{v}_{id}^{l+1} &= w \times \mathbf{v}_{id}^l + c_1 \times \mathbf{r}_{1d}^l \times (p_{id}^l - x_{id}^l) \\
  &\quad + c_2 \times \mathbf{r}_{2d}^l \times (p_{gd}^l - x_{id}^l) \\
  x_{id}^{l+1} &= x_{id}^l + \mathbf{v}_{id}^{l+1}
\end{align*}
\]

where \( d = 1, 2, \ldots, D \); \( w \) is nonnegative inertial weight coefficient; \( c_1 \) and \( c_2 \) are learning factors; \( \mathbf{r}_{1d}^l \) and \( \mathbf{r}_{2d}^l \) are positive random number in the range of \([0, 1]\); \( l \) is the iteration index; \( x_{id}^l \) is the position of the \( i \)th particle in the \( d \)-dimensional space.

\( w \) controls the impact of the previous history of velocities on the current velocity. A larger value of \( w \) facilitates the global exploration, while a small value tends to facilitate the local exploration. To balance the global exploration and local exploration capabilities, the linear decreasing inertia weight [14–17] has been widely used to adjust the value of \( w \). This updating process can be described as Eq. (7),

\[
w(l) = w_{start} - l \times (w_{start} - w_{end}) / T_{max}
\]

where \( T_{max} \) is the maximum number of iteration; \( w_{start} \) and \( w_{end} \) are the maximum and minimum values of the inertia weight, respectively.
3. Introduction of CF-IWA PSO

3.1 Principles of CF-IWA PSO Algorithm

Based on the principles of the standard PSO, following realizations can be obtained:

Firstly, in the iteration process, the current best solution \( P_g \) is important, because near the \( P_g \) there could exists the real global optimal solution. The update of \( P_g \) is only determined by \( w \). Secondly, a good evolutionary algorithm should has following properties: it should have strong global search ability in early iterative and has strong local search ability in later iterations. However, in the original PSO, the key factor in balancing algorithm’s global and local search abilities is \( w \).

Based on this, it can be seen that it is necessary to design a strategy to update the value of \( w \), so as to enhance the algorithm’s performance.

The linear weighting decreasing strategy has some disadvantages. It is easy to fall into the local optimum; its global search ability will decrease in later iterations; and it has slow convergence speed. To overcome these disadvantages, the self-adaptively update strategy of the inertia weight \( w \) is proposed in this paper. In our method, in the early iterations of the algorithm, \( w \) is maintained as larger values to make the algorithm has strong global search ability and also accelerates the convergence speed. In the later iterations, \( w \) is maintained as smaller values to improve the algorithm’s local search ability and search accuracy. The updated criteron is shown as below.

\[
w(l) = \begin{cases} 2k^2(w_{\text{end}} - w_{\text{start}})/T_{\text{max}}^2 + w_{\text{start}}, & \text{when } l \leq 1/2T_{\text{max}} \\ 2\left(k^2 - T_{\text{max}}^2\right)(w_{\text{start}} - w_{\text{end}})/T_{\text{max}}^2 + w_{\text{end}}, & \text{when } l > 1/2T_{\text{max}} \end{cases}
\]

(8)

where \( w(l) \in [0.4, 0.9] \); \( l \) is the current iteration number.

To further improve the convergence speed of the PSO, this paper also introduces the contraction factor \( \chi \), and the formula (5) is then converted into the following form:

\[
v_{ij}^{t+1} = \chi \left(v_{ij}^t + c_1 \times \delta l_t \times (p_{ij}^t - x_{ij}^t) + c_2 \times \delta r_t \times (p_{ij}^t - x_{ij}^t)\right) 
\]

(9)

where the expression of \( \chi \) is shown as,

\[
\chi = \frac{1}{2 - \phi - \sqrt{\phi^2 - 4\phi}}, \quad \phi = c_1 + c_2, \phi > 4 \quad (10)
\]

Finally, we called this improved PSO algorithm as CF-IWA PSO.

3.2 Principles of CF-IWA PSO Based SVM

In this study, parameters \( \delta, c, \varepsilon \) are optimized by the proposed CF-IWA PSO algorithm. The procedures of the SVM classification model integrated with the CF-IWA PSO algorithm are shown as below:

1. **Step 1**: Read the sample data; prepare the training set and testing set; pre-process the sample data.

2. **Step 2**: PSO Population Initialization. Initialize the velocity and position vectors of each particle; set the values of the control parameters;

3. **Step 3**: Set the values of \( P_i \) and \( P_g \). Set the current optimal position of the \( i \)th particle as \( X_i = (x_{i1}, x_{i2}, \cdots, x_{in}) \) (that is \( P_i = X_i (i = 1, \cdots, n) \)) and the optimal individual in group as the current \( P_g \);  

4. **Step 4**: Define and evaluate fitness function. Use the classification accuracy as the fitness function value, which is shown as the following formula. At the same time, the 5-fold cross validation is used to evaluate the fitness.

\[
Acc = \frac{\text{The number of correctly classified samples}}{\text{The total number of samples}}
\]

Then, calculate the current fitness function value of each particle. Determine the best individual adapt position \( P_i \) and \( P_g \) based on the fitness function value, the particle’s historical optimal value, and the global optimal value.

5. **Step 5**: Update velocity and position of each particle. Search for the better \( c, \sigma \) and \( e \) according to the formulas (6) and (9);

6. **Step 6**: Update the number of iteration. Let \( t = t+1 \);

7. **Step 7**: Judge the stop condition. If \( t > T_{\text{max}} \) or \( Acc_j > acc \), then stop the iteration and \( P_g \) is the optimal solution which represents the best parameters for SVM. Otherwise, go to Step 4.

8. **Step 8**: Decoding the obtained optimal solution and get the optimized parameters.

4. CF-IWA PSO-SVM Based Movie Recommendation System

We select 2000 users’ score data from the MovieLens 1M data set[18] as the experimental data set. For each user, we randomly select 10 data as testing data, add them to the test data set, and the remaining data are used as the training set.

To establish the personalized movie recommendation model, the user’s demographic information, user’s behavioral information (“ratings”), and movie’s content information are integrated to form a “user-movie” correlation matrix. The correlation matrix is then trained by a training model, and finally the movies are classified (or “recommend”). The proposed PRS performs the movie recommendation based on the classification method instead of the similarity calculation of the traditional CF methods. Before establishing a classification model, movies are divided into two categories: “like” (recommended) and “dislike” (not recommended), based on the users’ ratings. We classified the “like” category as the movies with 4 or 5 stars, and the “dislike” category as the movies with 1, 2 or 3 stars. The procedures of building the proposed personalized recommendation model are as below.
4.1 “User-Movie” Correlation Feature Extraction

In our movie recommendation system, the relationship between the user and movie is essential for establishing the classification model. In this study, based on the MovieLens dataset, we use the user’s demographic information, movie’s information, and user’s ratings information about movies to realize the correlation between the user’s preference characteristics and movie’s information, shown in Fig. 1. There are 3 files in the MovieLens data set: movie.data, ratings.data and users.data. As implied by the file names, these files store the information of movies, users, and users’ ratings on movies, respectively. The primary and foreign keys of the 3 data tables provide the correlation relationships of above 3 categories of information. By analyzing the correlation relationships, we extract the users’ behavior and their preference information about the movies, and the ‘User-Movie’ relationship feature vector can be formed.

4.2 Personalized Movie Recommendation System

As discussed before, the CF methods have some limitations. The user-based collaborative filtering (UserCF) method needs to calculate the similarity between two users based on the items’ rating matrix; the item-based collaborative filtering (ItemCF) needs to calculate the similarity between two items based on the items’ rating matrix. The computational complexity of the UserCF is related to the number of users, which is proportional to the square of the number of users. For the ItemCF, when the number of items is large, its computational cost is also very high, which is proportional to the product of the square of the number of items and the sparsity. Comparing with the conventional CF methods, the machine learning based approach can significantly reduce the computational complexity. Moreover, taking into account the user’s demographic information can also alleviate the “cold start” problem to a large extent.

The personalized movie recommendation model is shown in Fig. 2. We first divide the ‘User-Movie’ relationship matrix (i.e. feature vector) into training data set and testing data set respectively, and perform the feature transformation on each of them. Then, we apply the proposed CF-IWA PSO to optimize the parameters of SVM. After that, we train the personalized movie recommendation model based on the SVM classifier and make predictions on the relationships between users and movies. Based on the prediction results, the movie recommendation list can be formed.

5. Experiments

5.1 Experimental Dataset

To test the classification accuracy of SVM, we adopt 5 data sets from the UCI data set [19], which are Diabetes, Wine, Iris, Sonar, and Vehicle.

In order to further verify the advantages of the proposed CF-IWA PSO, we firstly conduct a series of comparison experiments based on 7 well-known benchmark functions ($f_1$: Sphere, $f_2$: Rosenbrock, $f_3$: Rastrigrin, $f_4$: Schwefler, $f_5$: Ackley, $f_6$: Giewank, and $f_7$: Schwefel). We compared CF-IWA PSO with 6 PSO variants: standard PSO (SPSO), linear decreasing inertia weight PSO (LINW PSO), fine grained inertia weight PSO (FGIW PSO), double exponential self-adaptive inertia weight PSO (DESIW PSO), and dynamic inertia weight PSO (DEDIW PSO). The mathematical descriptions of the 7 benchmark functions can be found in literature [20]–[22].

To test the performance of PSO-SVM model in terms of the personalized movie recommendations, we select 2,000 users’ score data from the MovieLens 1M data set as the experimental data set. The MovieLens data set includes 2,000 users’ score data from the MovieLens 1M data set as the experimental data set. The MovieLens data set includes three files: usr.dat, movie.dat, and ratings.dat. For each user, we randomly select 10 data as the testing data, add them to the test data set, and the remaining data are used as the training set.

5.2 Performance Evaluation of CF-IWA PSO on Benchmark Functions

Firstly, we test the performance of the proposed CF-IWA
Table 1 Comparison results of CF-IWA PSO and other algorithms

| Function | SPSO  | CF-IWA PSO | LINW PSO | FGW PSO | DESIW PSO | DEDIW PSO |
|----------|-------|------------|----------|---------|-----------|-----------|
| $f_1$    | Mean  | $6.73 \times 10^{-27}$ | $6.73 \times 10^{-29}$ | $2.49 \times 10^{-41}$ | $20.2 \times 10^{182}$ | $16.73 \times 10^{229}$ | $12.03 \times 10^{211}$ |
|          | MSE   | $1.25 \times 10^{-26}$ | 0        | $1.21 \times 10^{-40}$ | 0          | 0         | 0         |
|          | OV    | $2.01 \times 10^{-28}$ | $4.78 \times 10^{-37}$ | $5.37 \times 10^{-28}$ | $1.98 \times 10^{-24}$ | $3.36 \times 10^{-26}$ | 0         |
| Mean     | 9.32  | 8.13       | 10.87    | 9.02    | 8.64      | 8.58      |
| $f_2$    | MSE   | 5.79       | 3.41     | 6.32    | 3.73      | 3.72      | 3.67      |
|          | OV    | $6.51 \times 10^{-6}$ | 0        | $1.57 \times 10^{-13}$ | 0          | 0         | 0         |
| Mean     | 2.27  | 1.27       | 1.93     | 1.23    | 1.16      | 1.18      |
| $f_3$    | MSE   | 5.23       | 1.20     | 1.18    | 1.15      | 1.09      | 1.06      |
|          | OV    | 0          | 0        | 0       | 0         | 0         | 0         |
| Mean     | 6.47  | $10^{-4}$  | 0        | 0       | 0         | 0         | 0         |
| $f_4$    | MSE   | $2.46 \times 10^{-3}$ | 0        | 0       | 0         | 0         | 0         |
|          | OV    | 0          | 0        | 0       | 0         | 0         | 0         |
| Mean     | 1.52  | $10^{-12}$ | 0        | 0       | 0         | 0         | 0         |
| $f_5$    | MSE   | $1.03 \times 10^{-2}$ | $2.16 \times 10^{-15}$ | 0.23 | $2.23 \times 10^{-15}$ | $2.18 \times 10^{-15}$ | $2.21 \times 10^{-15}$ |
|          | OV    | $4.02 \times 10^{-3}$ | $7.94 \times 10^{-13}$ | $2.75 \times 10^{-11}$ | $7.69 \times 10^{-13}$ | $7.45 \times 10^{-13}$ | $7.21 \times 10^{-15}$ |
| Mean     | 0.17  | $1.18 \times 10^{2}$ | $1.50 \times 10^{2}$ | $1.12 \times 10^{2}$ | $1.05 \times 10^{2}$ | $1.01 \times 10^{2}$ |
| $f_6$    | MSE   | $0.16 \times 10^{-2}$ | $1.07 \times 10^{-2}$ | $1.24 \times 10^{-2}$ | $1.05 \times 10^{-2}$ | $0.97 \times 10^{-2}$ | $0.89 \times 10^{-2}$ |
|          | OV    | $1.63 \times 10^{-2}$ | 0        | $6.66 \times 10^{-16}$ | 0          | 0         | 0         |
| Mean     | 5.25  | $2.05 \times 10^{-2}$ | $2.92 \times 10^{-5}$ | $2.48 \times 10^{-22}$ | $2.45 \times 10^{-22}$ | $2.39 \times 10^{-22}$ |
| $f_7$    | MSE   | $5.76 \times 10^{-2}$ | $8.26 \times 10^{-2}$ | $5.12 \times 10^{-5}$ | $8.47 \times 10^{-22}$ | $8.42 \times 10^{-22}$ | $8.38 \times 10^{-22}$ |
|          | OV    | $6.15 \times 10^{-3}$ | $1.30 \times 10^{28}$ | $8.53 \times 10^{8}$ | $1.41 \times 10^{28}$ | $1.38 \times 10^{28}$ | $1.34 \times 10^{28}$ |

PSO on the 7 benchmark functions with the 6 PSO variants. The number of variables (dimensions) for all test problems used in the experiments varies from 2 to 30. The swarm size is fixed to 30 and the maximum number of iteration is set to 3,000. The stopping criterion is set to allow the algorithms to run for the maximum number of iterations. The performances of six algorithms were measured by using the following metrics: Mean, Mean square error (MSE), and Optimal value (OV). For each algorithm, 50 independent runs are performed and the averaged results are obtained. The experimental results are shown in Table 1.

From Table 1, it can be seen clearly that the proposed CF-IWA PSO algorithm outperforms the SPSO algorithm and LINW PSO algorithm, and shows comparable performance with other three algorithms (FGIW PSO, DESIW PSO, DEDIW PSO). In particular, in $f_1$, DEDIW PSO algorithm shows the best performance; in $f_2$, CF-IWA PSO algorithm has the best results in the optimal value, average, and mean square error; in $f_3$, all algorithms converge to the optimal value, but the optimal value of CF-IWO PSO is better than several other algorithms.

From the above experiments, it can be found that the proposed CF-IWO PSO algorithm has good performance in both accuracy and convergence speed, and is suitable for real-world applications.

5.3 Validation of CF-IWA PSO on SVM’s Kernel Parameter Optimization

In this section, we validate the performance of the proposed CF-IWA PSO algorithm on the UCI data sets. We compare our proposed algorithm with some proven heuristic algorithms, including the PSO, genetic algorithms (GA), and grid search (GS). For PSO and CF-IWA PSO, the parameter settings are as follows: $c_1 = c_2 = 1.5$, $w_{end} = 0.4$; the initial speed range of the particles is set to be $[-5, 5]$; the population size is set to be 20; the maximum iteration number is set to be 100. For the SVM prediction model, the Gaussian kernel is used and the corresponding parameters are set as follows: $c \in [0, 100]$, $\delta \in [2^{-10}, 2^{10}]$, $\epsilon \in [2^{-10}, 5]$, and the settings are the same with [23]. For GS, the ranges of grid coordinates are set as $a = [-10, 10]$ and $b = [-10, 10]$; the model parameters for the grid points are set to be $c = 2a$, $\delta = 2b$; the search step of parameters is set to be 1. For GA, the population size is set to be 20; the maximum iteration number is set to be 100; the binary-coding is applied with the crossover probability of 0.8 and mutation probability of 0.2.

Normally, the performance of parameter combinations is significantly affected by the training data. For the same parameter pair of $(c, \delta)$, the fitting performance would often vary under different training data sets. This phenomenon is more evident on the small scale datasets, where the selection of the optimal parameters is affected largely by the randomness of the selected samples. For this reason, in this paper, 5-fold cross validation is adopted in PSO, GA and GS to comprehensively evaluate the performance of each combination $(c, \delta)$. Meanwhile, to avoid random error generated by experiments, each algorithm on the UCI data sets are executed 5 times, and the average results are taken and reported.

Table 2 reports the classification results of the four algorithms on the 5 UCI data sets, together with the optimal parameter combinations of each method. Since GS is a two-dimensional search algorithm and can only optimize two parameters, the PSO-SVM, GA-SVM and GS-SVM model are only used to optimize two parameters: $c$ and $\delta$. Based on the optimization results of CF-IWA PSO-SVM, the value of $\epsilon$ of PSO-SVM, GA-SVM and GS-SVM model are set to be 1.0.

Table 2 clearly shows that the proposed CF-IWA PSO
has better classification accuracy than other methods. When comparing with the standard PSO, CF-IWA PSO obtains higher classification accuracy on each data set. Specifically, for the Diabetes data set, the CF-IWA PSO has higher classification accuracy than PSO. This might because that PSO encounters the premature in later iterations, and thus could not find the global optima.

GS is a 2-dimensional optimization technique. It firstly sets the search ranges of $\delta$ and $c$ based on experience, and then evaluates the different discrete combinations of $\delta$ and $c$, and selects the optimal one. Some limitations of GS include: GS is often computational intensive when the training set is large; GS does not use the heuristic information of the model to accelerate the speed of searching the optimal parameters. When comparing with GS, in many cases CF-IWA PSO and GS are with approximately equal classification accuracies. However, the CF-IWA PSO does not have the shortcomings of GS presented above.

GA is a biological inspired heuristic algorithm, which encodes each solution of a given problem as a multi-dimensional vector (called ‘chromosome’), and applies crossover and mutation operators to change the chromosomes. GA iteratively performs the crossover and mutation operations, and update the population based on the fitness evaluation of the chromosomes. CF-IWA PSO’s information sharing mechanism is quite different with GA. In GA, chromosomes share information with each other, so the whole population is relatively evenly to move towards the optimal region; in CF-IWA PSO, the information flow is one-way. That is, only $gbest$ information is shared to other particles, which makes the whole search and update process follow the current optimal solution. By comparing with GA, the proposed CF-IWA PSO is easier to implement and has better global searching capability.

The comparative analysis of CF-IWA PSO and PSO is also performed on the convergence and fitness changes over the whole iterations. Figures 3-4 show the fitness profiles (classification accuracies) of the two algorithms on the Wine data set. From Figs. 3-4, it can be seen that CF-IWA PSO has stronger optimization ability than PSO. It can find the optimal parameter combinations with higher accuracy than PSO. Specifically, after 20 iterations, CF-IWA PSO adjusts search strategy, making the algorithm search the better parameter combinations than PSO in the iteration. These results show that the proposed method has good practicality and effectiveness.

### Movie Recommendation Evaluation

In this study, the personalized recommendation is converted into a binary classification problem. To verify the performance of the CF-IWA PSO based SVM classification model in the personalized recommendation, several other methods are also tested for comparison purpose. These methods include the item-based collaborative filtering (ItemCF), user-based collaborative filtering (UserCF), PSO-SVM model, GA-SVM model, GS-SVM model, and BP neural network model.

ItemCF method only considers the item’s unilateral information, but not considers the user’s demographic information in the similarity calculation. Therefore, we combine the item’s information with the user’s information, and establish a user-item relationship model to implement the preference relation forecast between the user and item.

### Table 2 Comparison of 4 algorithms on UCI dataset

| Data set | CF-IWA PSO-SVM | PSO-SVM | GA-SVM | GS-SVM |
|----------|----------------|---------|--------|--------|
| Accuracy | $c=1.376, \delta=1.076, \epsilon=0.82$ | $c=1.526, \delta=1.72$ | $c=1.526, \delta=0.92$ | $c=1.526, \delta=0.92$ |
| Diabetes | 85.2% | 78.5% | 82.3% | 81.7% |
| Wine | $c=2.04, \delta=4.15, \epsilon=0.82$ | $c=2.27, \delta=5.39$ | $c=2.27, \delta=5.66$ | $c=2.27, \delta=5.66$ |
| Iris | $c=14.13, \delta=2.35, \epsilon=0.96$ | $c=2.05, \delta=2.16$ | $c=2.05, \delta=2.16$ | $c=2.05, \delta=2.16$ |
| Sonar | 100.0% | 98.2% | 100.0% | 100.0% |
| Vehicle | $c=15.5, \delta=1.086, \epsilon=0.635$ | $c=1.283, \delta=1.163$ | $c=1.283, \delta=1.163$ | $c=1.283, \delta=1.163$ |
| Accuracy | 95.2% | 95.6% | 84.5% | 95.3% |

---

![Fig. 3](image1.png)

**Fig. 3** Classification accuracy of CF-IWA PSO on Wine dataset

![Fig. 4](image2.png)

**Fig. 4** Accuracy of PSO on Wine dataset

---

In this study, the personalized recommendation is converted into a binary classification problem. To verify the performance of the CF-IWA PSO based SVM classification model in the personalized recommendation, several other methods are also tested for comparison purpose. These methods include the item-based collaborative filtering (ItemCF), user-based collaborative filtering (UserCF), PSO-SVM model, GA-SVM model, GS-SVM model, and BP neural network model.

ItemCF method only considers the item’s unilateral information, but not considers the user’s demographic information in the similarity calculation. Therefore, we combine the item’s information with the user’s information, and establish a user-item relationship model to implement the preference relation forecast between the user and item.
Figure 5 shows the offline results on MovieLens data set of the recommendation based on the CF-IWA PSO-SVM, ItemCF, UserCF, PSO-SVM, GA-SVM, GS-SVM model, and BP neural network, respectively. The results show that with the increasing number of the training data, the classification accuracy of each method also rises. Meanwhile, the proposed CF-IWA PSO-SVM based PRS model has higher classification accuracy than other methods. When the training samples reach 90% of the entire training set, the classification accuracy of CF-IWA PSO-SVM reach 74.9%, higher than other methods: POS-SVM (73.7%), GA-SVM (69.2%), GS-SVM (75.5%), BP (66.3%), UserCF (51.7%), and ItemCF (52.8%). These encouraging results clearly show that the well-designed machine learning method can significantly improve the prediction accuracy of the recommendation system.

Figure 6 shows the evaluation results of the different methods in terms of the F-Score. As shown in Fig. 6, the CF-IWA PSO-SVM method provides better results than other 6 methods. In particular, when the number of training samples reaches 90% of the entire training set, the values of the F-Score of all the 7 methods reach the highest values.

In many cases, users are more interested in several or dozens of items on top of the recommendation list. In this study, the accuracy analysis is restricted to the top 10 recommended movies. From Fig. 7, it can be seen that the classification accuracy of the CF-IWA PSO-SVM was significantly higher than the other methods. When training samples reach 90% of the entire training set, the classification accuracy of CF-IWA PSO-SVM reach 79.6%, higher than other methods: POS-SVM (73.5%), GA-SVM (69.2%), GS-SVM (75.5%), BP (66.3%), UserCF (51.7%), and ItemCF (52.8%). These encouraging results clearly show that the well-designed machine learning method can significantly improve the prediction accuracy of the recommendation system.

6. Conclusions

In this paper, in order to overcome the limitations of the traditional collaborative filtering, a personalized movie recommendation model based on SVM is proposed. The proposed model not only considers the item’s content information, but also the user’s demographic and behavior information to fully capture the users’ interests and preferences.
a more direct manner, the model’s accuracy could be further improved.
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