PRACTICAL BOUNDARY CONDITIONS FOR ELECTRONIC STRUCTURE CALCULATIONS
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Abstract. Computational materials design is an active area of research which aims at predicting physical and chemical properties of various materials from first-principles electronic structure calculations. To keep the computational costs manageable, the Schrödinger equations are often approximated by Kohn-Sham equations within the framework of density-functional theory. These Kohn-Sham equations are solved numerically either by a basis set expansion or real-space discretization under given boundary conditions. In the case of a plane-wave basis set, it is common practice to apply periodic boundary conditions in all directions, while isolated boundary conditions are more common for the atomic basis set. However, there are many other options besides these standard boundary conditions. In this presentation, we will explore several non-standard boundary conditions which exploit the characteristics of each system, such as surfaces, interfaces, and cyclic/helical structures, to minimize the computational costs of electronic structure calculations. Most of these boundary conditions are easily implemented by minor modifications of existing electronic structure codes. Numerical examples on a few model systems are also presented for the validation of these boundary conditions.

1 INTRODUCTION

In standard band-structure calculations within the framework of density-functional theory, the electron orbitals are obtained from the Kohn-Sham equations [1]. These equations are solved numerically either by a basis set expansion or real-space discretization under the periodic boundary conditions (PBCs). The unit cell typically contains ≤ 100 atoms, and symmetry of the atomic configuration is exploited to minimize the number of \( k \)-points required for Brillouin zone sampling [2]. In recent years, however, it has become routine to use a large supercell containing hundreds of atoms in conjunction with \( \Gamma \)-point sampling of the Brillouin zone. At variance with the electron orbitals sampled at the general \( k \)-points, the \( \Gamma \)-point orbitals are real-valued, and have full symmetry of the system. Some of the standard plane-wave codes are equipped with a special version which exploits the former property, but the latter is often neglected. Nevertheless, the use of symmetry is an attractive option even for the \( \Gamma \)-point sampling, leading to a dramatic reduction of computational costs for static calculations of perfect crystals. Examples of such applications include molecular crystals, intermetallic compounds, clathrate hydrates, and porous materials (metal-organic frameworks, covalent-organic frameworks, and zeolites), some of which are shown in Fig.1(a)-(b). Besides the ground-state calculations, the use of symmetry can also accelerate the evaluation of the Hessian matrix [3] and excited spectra [4]. This approach is a well-established technique for the atomic basis set [5, 6], making possible \textit{ab initio} calculations of large systems which
are otherwise intractable. In contrast, it is a challenging task to exploit all possible symmetry operations in a systematic basis set like plane-waves and real-space grids for the following reasons [7, 8]:

1. In the case of real-space methods, the computational domain differs for each symmetry operation, which has a negative impact on the performance on a parallel computer. Similarly, for plane-waves, it is not an easy task to prepare a fully optimized fast Fourier transform (FFT) library which is compatible with any combination of symmetry operations.

2. When crystalline symmetry is taken into account, the Hamiltonian becomes a block-diagonal matrix, with each block corresponding to a different symmetry group [5, 9]. However, the number of occupied states for each symmetry group is usually not known in advance [7, 9]. This uncertainty complicates the iterative diagonalization of the Hamiltonian significantly.

3. In principle, the ground-state electron density obtained from symmetry-unrestricted calculations may have lower symmetry than that of the atomic configuration. This symmetry breaking is known to occur often in a system containing open-shell atoms [10, 11], but the correct symmetry is not always predictable. A possible solution is to perform the stability analysis via the electronic Hessian [12, 13]. At present, it is not clear whether the computational cost of this procedure for a systematic basis set is acceptable or not.

Moreover, for condensed matter systems at finite temperature, the atoms move irregularly and often diffuse in time, and thus any symmetry inherent in the initial configuration is lost. Nevertheless, it is often possible to benefit from the use of symmetry which reflects the characteristics of each system. In what follows, we will illustrate several non-standard boundary conditions which are effective for modeling real-world problems.

Let us consider simulating a two-phase system using a supercell that is as small as possible. One possible choice is to impose either the inversion symmetry, or mirror-reflection symmetry in a direction perpendicular to the interface. These symmetry operations lead to multiple fixed points in the cell, which may be acceptable for fixed bulk layers compatible with these symmetry operations. In the liquid phase, however, the atomic motion suffers from artifacts due to the strong interactions between an atom and its image near these fixed points [14]. A better solution to this problem is to apply the glide-reflection symmetry which consists of mirror reflection in one direction, followed by a translation in the perpendicular direction. At variance with the inversion/mirror-reflection symmetry, the glide-reflection symmetry has no fixed points in the cell, and thus allows us to model a wide range of two-phase systems effectively, such as solid-liquid interfaces (Fig.1(c)), using only half of the cell explicitly. The validity of this method is demonstrated in previous studies within the classical simulations [14, 15, 16, 17, 18], with a significant reduction of computational time. The glide-reflection symmetry is also promising for nonequilibrium simulations of liquids and soft materials which use two reservoirs to generate a gradient of temperature, velocity, and density in the unit cell. These simulations aim at calculating transport properties, such as viscosity and thermal conductivity (Fig.1(d)) [19].

Cyclic and helical symmetry operations form another class of important symmetry groups, and are characteristic of many technologically important systems, such as nanotubes, collagen, synthetic helical polymers, and liquid crystals. These symmetry operations are usually implemented assuming periodicity in the axial direction, while isolated boundary conditions are applied in the radial direction. This approach allows us to perform electronic structure calculations of nanostructures possessing very long periods ( > 100 Å) at reasonable computational costs [20]. On the other hand, the use of isolated boundary conditions is not appropriate when these nanostructures are surrounded by explicit solvent molecules, particularly at finite temperature. Here we consider the use of cyclic/helical symmetry in conjunction
Figure 1: Potential applications of various symmetry operations compatible with PBCs: (a) LTA zeolite, (b) molecular crystal, where the orange and blue spheres represent C$_{60}$ and a transition metal complex, respectively, (c) solid-liquid interfaces, (d) nonequilibrium molecular dynamics of liquids using two thermostats [24], (e) collagen forming a triple-helix structure, and (f) grain boundaries [25].

with PBCs in all directions. Under these circumstances, the rotational angles are limited to multiples of $\pi/3$ or $\pi/2$ [21, 22, 23], where a hexagonal lattice is required for the former, and a tetragonal lattice for the latter.

It is important to note that the cyclic PBC mentioned above is associated with multiple fixed points, such as the edge of the cell as well as the center of rotation, leading to severe restrictions on the atomic motion near these points. In contrast, the helical PBC does not suffer from such artifacts due to the absence of fixed points. A special case of the helical PBC, hereafter referred to as anti-periodic boundary conditions [25], consists of a $\pi$ rotation, followed by a translation in the axial direction. This method is well suited for the modeling of diverse systems possessing P$_{21}$ symmetry, as illustrated in Fig.1(e),(f).

At variance with the glide-reflection boundary conditions, the anti-periodic boundary conditions retain the chirality of the molecules [15], and thus are more appropriate for modeling molecular systems of biological interest, such as lipid bilayers.

2 THEORY

Let us assume that PBCs are applied in all directions using an orthorhombic supercell of size $L_x \times L_y \times L_z$, hereafter referred to as the parent cell. Then, the Hamiltonian $H$ will satisfy

$$H(x+n_xL_x,y+n_yL_y,z+n_zL_z) = H(x,y,z)$$

(1)

for any set of integers $(n_x,n_y,n_z)$. Assuming $\Gamma$-point sampling of the Brillouin zone, the electron orbital also satisfies

$$\psi(x+n_xL_x,y+n_yL_y,z+n_zL_z) = \pm \psi(x,y,z).$$

(2)

Now we discuss the implementation of a few additional boundary conditions which are compatible with the parent cell.

The glide-reflection boundary conditions mentioned in Sec.1 can be written as

$$H(x \pm L_x/2,y \pm L_y/2,L_z - z) = H(x,y,z),$$

(3)

where the signs are used for wrapping the coordinates. This operation consists of mirror reflection with respect to the glide-plane $z = L_z/2$, followed by a translation of $(L_x/2,L_y/2,0)$. The corresponding eigenfunction satisfies

$$\psi(x \pm L_x/2,y \pm L_y/2,L_z - z) = \pm \psi(x,y,z).$$

(4)
Figure 2: (a) Glide-reflection and (b) anti-periodic boundary conditions in 2D. The arrows indicate how the coordinates are wrapped in each direction.

This procedure ensures that the parent cell has no net dipole in the \( z \)-direction, thus eliminating the need for dipole corrections.

Similarly, the anti-periodic boundary condition is given by

\[
H(L_x - x, L_y - y, z \pm L_z/2) = H(x, y, z),
\]

which consists of a \( \pi \) rotation with respect to the \( z \)-axis, followed by a translation of \( L_z/2 \) along the \( z \)-axis. The corresponding eigenfunction satisfies

\[
\psi(L_x - x, L_y - y, z = L_z/2) = \pm \psi(x, y, z),
\]

and thus the \( x \)- and \( y \)-components of the dipole moment cancels out.

In what follows, we show how to implement these boundary conditions in electronic structure calculations. In the case of a plane-wave basis set, \( \psi(r) \) is given by an expansion of the form

\[
\psi(r) = \frac{1}{\sqrt{V_{cell}}} \sum_{\mathbf{G}} c(\mathbf{G}) \cdot \exp(i\mathbf{G} \cdot \mathbf{r}),
\]

where \( \mathbf{G} \) is a reciprocal vector of the parent cell defined by \( \mathbf{G} = 2\pi(n_x/L_x, n_y/L_y, n_z/L_z) \), and the sum runs over all \( \mathbf{G} \)'s which satisfy \( |\mathbf{G}|^2 \leq E_{\text{cut}} \), the cutoff energy. Thanks to the translational invariance of plane waves, Eq.(2) is automatically satisfied for any \( r \). Since the electron orbitals sampled at the \( \Gamma \)-point are real, i.e., \( \psi^*(\mathbf{r}) = \psi(\mathbf{r}) \),

\[
c^*(\mathbf{G}) = c(-\mathbf{G})
\]

holds for any \( \mathbf{G} \) [26]. Therefore, only half of the total coefficients need to be stored explicitly. Further reduction of the coefficients is possible through the use of symmetry, as follows. In the case of glide-reflection boundary conditions, the following relation holds:

\[
c(\mathbf{G}) = c(G_x, G_y, G_z) = \pm c(G_x, G_y, -G_z) \times (-1)^{n_x+n_y},
\]
which is derived from Eqs.(4) and (7). Similarly, for the anti-periodic case,
\[ c(G) = \pm c(-G_x, -G_y, G_z) \times (-1)^n \]  
(10)
is derived from Eqs.(6) and (7). These simple relations allow us to reduce the number of variables by another factor of two.

One of the most time-consuming steps in plane-wave calculations is the Fourier transformation between real and reciprocal space. Many plane-wave codes rely on external FFT libraries which are highly optimized for 3D real-valued data, often including extensions to GPU. As mentioned in Sec.1, it is not an easy task to make these libraries compatible with any combination of symmetry operations without a loss of efficiency. If, however, only one of the conditions, either Eq.(9) or (10), needs to be taken into account, optimized FFT libraries can be developed with modest effort.

On the other hand, in the case of real-space discretization such as the finite-difference and finite-element methods [27, 28, 29, 30, 31, 32], the electron orbitals are represented by their values on a discrete grid, and thus Eqs.(2), (4), and (6) are immediately realized by using only half of the parent cell. Then, the number of variables is reduced by a factor of two in a straightforward manner. When the lower half of the parent cell is used as the computational domain, the coordinates are wrapped as indicated by the arrows in Fig.2. The interprocessor communications are slightly affected by the change from ordinary PBCs, but there is practically no overhead.

A few remarks common to both methods are given below:
(i) When symmetry is taken into account, some variables, such as \( c(G = 0) \), contribute to the total energy with higher/lower multiplicities. This bias may lead to slow convergence during the iterative diagonalization of the Hamiltonian, and thus should be removed by rescaling the variables appropriately.
(ii) The numerical grid, which is used to evaluate the electron density, must be compatible with the symmetry of the atomic configuration [27]. Violation of this restriction leads to undesirable symmetry degradation.
(iii) For computationally inexpensive procedures which spend only a small portion of the total time, the use of the whole parent cell, which is somewhat redundant, is acceptable to minimize human efforts.

3 RESULTS

To demonstrate the effectiveness of boundary conditions illustrated in Sec.2, we calculate the eigenvalues of the Schrödinger equation,
\[ (-\nabla^2 + V(r)) \psi(r) = \lambda \psi(r), \]  
(11)
in two 2D model systems. Here the potential function is given by
\[ V(r) = \sum_L \sum_{i=1}^{N_{\text{atom}}} v(|r - R_i + L|), \]  
(12)
where \( R_i \) denotes the position of the \( i \)-th (pseudo)atom in the primary cell, \( L \) the lattice vector, and \( v(r) = v_0 \cdot \exp(-r^2/r_c^2) \) with \( v_0 = -32 \) and \( r_c = 0.5 \). The Hamiltonian matrix was diagonalized using DSYEV, the dense matrix routine of the LAPACK library. Assuming a single bound state per atom, the ground-state energy for each model is defined by \( E_G = \sum_{i=1}^{N_{\text{atom}}} \epsilon_i \), where \( \epsilon_i \) denotes the \( i \)-th lowest eigenvalue.
The atomic configuration was chosen to satisfy the anti-periodic boundary conditions along the y-axis, or equivalently, the glide-reflection symmetry with respect to the glide-plane of $x = L_x/2$, as shown in Fig.3(a). The eigenvalues and the ground-state energies for this model were calculated using a plane-wave basis set as well as the higher-order finite-difference method [33]. The results shown in Table 1 indicate that both methods give the same results up to near machine precision, and the eigenvalues obtained from symmetry-unrestricted calculations for the whole cell consist of 10 pairs of nearly degenerate eigenvalues, reflecting the large distances between symmetrically equivalent atoms. We have also calculated the eigenvalues for the same model assuming $\psi(x', y') = \psi(x, y)$ using the plane-wave basis set. The 10 eigenvalues obtained from these symmetry-restricted calculations are found to reproduce one of each pair obtained from the symmetry-unrestricted calculations. The remaining eigenvalues can be obtained by performing symmetry-restricted calculations under $\psi(x', y') = -\psi(x, y)$. However, considering the small splitting of the eigenvalues and perfect agreement of $E_G$, this procedure can be omitted without any loss of accuracy. Assuming that the computational cost of matrix diagonalization scales cubically with system size, the results of symmetry-unrestricted calculations can be obtained at only 1/8 of the original cost by exploiting symmetry.

The second model is described by 10 atoms in a square supercell of $L_x = L_y = 20$. The atomic configuration has 2-fold rotational symmetry, or equivalently, the inversion symmetry with respect to the center of the cell, as shown in Fig.3(b). For this model, we focused on the plane-wave basis set. The eigenvalues for this system are found to consist of five close pairs, as shown in Table 2. At variance with the first model, the splitting of the eigenvalues is found to be non-negligible due to the short distances between symmetrically equivalent atoms. Therefore, we have performed symmetry-restricted calculations for symmetric and anti-symmetric orbitals separately. When both conditions were taken into account, we were able to reproduce all eigenvalues of the symmetry-unrestricted calculations at 2/8 = 1/4 of the original cost. Moreover, the ground-state energies obtained from symmetry-restricted calculations are found to show much better agreement than the individual eigenvalues, suggesting that either one of the
Table 1: Ground-state energies and eigenvalues for the first model, obtained from symmetry-unrestricted and restricted calculations. $E_G$ is multiplied by 2 in the latter case. FD and PW denote the finite-difference method (near convergence) and plane-waves (at full convergence), respectively.

| $E_G(\times 2)$ | Unrestricted (FD) | Unrestricted (PW) | Restricted (PW, +) |
|-----------------|-------------------|-------------------|-------------------|
| Eigenvalues     |                   |                   |                   |
| 1               | -13.7340214713121 | -13.7340214730857 | -13.7340214730813 |
| 2               | -13.7340214715735 | -13.7340214715261 |                   |
| 3               | -13.6632209260106 | -13.6632209259640 |                   |
| 4               | -13.6632209112884 | -13.6632209112425 | -13.6632209112406 |
| 5               | -13.5669633670584 | -13.5669633670075 | -13.5669633670164 |
| 6               | -13.5669554071918 | -13.5669554071425 | -13.5669554071424 |
| 7               | -13.5617884878583 | -13.5617884878114 |                   |
| 8               | -13.5617729183291 | -13.5617729182823 | -13.5617729182890 |
| 9               | -13.550872746596  | -13.550872746093  | -13.550872746044  |
| 10              | -13.550832326460  | -13.5508323264995 |                   |
| 11              | -13.549060451204  | -13.5490604511712 |                   |
| 12              | -13.5489973210613 | -13.5489973210131 | -13.5489973210105 |
| 13              | -13.5483766628785 | -13.5483766628339 | -13.5483766628347 |
| 14              | -13.5483460125231 | -13.5483460124770 |                   |
| 15              | -13.5361127271807 | -13.5361127271308 |                   |
| 16              | -13.5361124131212 | -13.5361124131643 | -13.5361124131604 |
| 17              | -13.4642552251408 | -13.4642552250898 |                   |
| 18              | -13.464255224959  | -13.4642552249021 | -13.4642552249028 |
| 19              | -13.3909766898669 | -13.3909766898158 | -13.3909766898214 |
| 20              | -13.3909766891877 | -13.3909766891389 |                   |

4 DISCUSSIONS

So far, we have considered only orthogonal cells. However, nonorthogonal cells are often desirable for efficient simulations of diverse problems. For instance, body centered cubic (BCC) and face centered cubic (FCC) lattices are very useful for modeling defects in solids [34, 35], solvated macromolecules [36, 37, 38], and homogeneously disordered systems [39, 40]. The hexagonal close-packed (HCP) lattice (or more generally, the hexagonal prism) can minimize the number of explicit solvent molecules in the cell when simulating linear/helical molecules in solution, such as DNA and collagen [41, 42].

It is straightforward to use these lattices in a standard plane-wave code. In contrast, a naïve implementation of these lattices in a real-space code introduces a significant loss of efficiency when calculating the kinetic energy of electrons [43, 44, 45]. This problem may be overcome by using the sliding-brick representation of these lattices. In this representation, the unit cell is kept orthogonal, while each cell is arranged alternately [46, 47, 48, 49] (Fig.4). This method allows us to use orthogonal grids within each cell, and can be viewed as a special case of the Lees-Edwards boundary conditions which are used.
Table 2: Ground-state energies and eigenvalues for the second model, obtained from symmetry-unrestricted and restricted plane-wave calculations at full convergence. $E_G$ is multiplied by 2 in the latter case.

|                  | Unrestricted | Restricted (+) | Restricted (-) |
|------------------|--------------|----------------|----------------|
| $E_G(\times 2)$  | -135.504345023854 | -135.5043451175664 | -135.5043449301426 |
| Eigenvalues      |              |                |                |
| 1                | -13.5822869068064 | -13.5822869068048 |
| 2                | -13.5816976666550 | -13.5816976666543 |
| 3                | -13.5692019924984 | -13.5692019925012 |
| 4                | -13.5673772957633 | -13.5673772957634 |
| 5                | -13.5517001228019 | -13.5517001228023 |
| 6                | -13.5492737234649 | -13.5492737234671 |
| 7                | -13.5329855223182 | -13.5329855223186 |
| 8                | -13.5311675409852 | -13.5311675409850 |
| 9                | -13.5196406924283 | -13.5196406924277 |
| 10               | -13.5190135601320 | -13.5190135601301 |

Figure 4: Three different but equivalent forms of a 2D hexagonal lattice: (a) Bravais lattice, (b) Wigner-Seitz cell, and (c) sliding-brick representation.

in a wide range of nonequilibrium simulations [39, 50]. This representation is particularly effective for BCC/FCC lattices whose unit cells have simple integer ratios in all directions, as shown in Table 3. On the other hand, this approach is less favorable for the HCP lattice, because the unit cell has a non-integer ratio, which is undesirable for real-space discretization. An alternative solution is to apply the discretization formula of the Laplacian developed for the hexagonal lattice (Fig. 4 (b)) [43, 44] which retains 6-fold rotational symmetry.

5 CONCLUSIONS

In this work, we have presented several non-standard boundary conditions which can minimize the computational cost of \textit{ab initio} molecular dynamics simulations in many technologically important systems, such as solid-liquid interfaces and hydrated biomolecules. These boundary conditions are also promising for nonequilibrium simulations of liquids and soft materials targeting transport properties,
Table 3: Definition of orthogonal unit cells in the sliding-brick representation of BCC, FCC, and HCP lattices. Translation vectors are equal to those of the underlying Bravais lattices.

| Lattice | Cell size | $V_{cell}$ |
|---------|-----------|------------|
| BCC     | $a \times a \times \frac{1}{2}a$ | $\frac{1}{2}a^3$ |
| FCC     | $\frac{1}{2}a \times \frac{1}{2}a \times a$ | $\frac{1}{4}a^3$ |
| HCP     | $2a \times \sqrt{3}a \times c$ | $2\sqrt{3}a^2c$ |

such as viscosity and thermal conductivity. Implementation of these boundary conditions in existing electronic structure codes is straightforward for both real-space and plane-wave basis sets under PBCs.
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