Epiretinal Membrane Detection in Optical Coherence Tomography Retinal Images Using Deep Learning
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ABSTRACT Epiretinal membrane (ERM) is an eye disease that affects 7% of the world population, with a higher incidence in people over 75 years old. If left untreated, it can lead to complications in the central vision, resulting in severe vision loss. Early detection is important for progress follow-up, treatment monitoring, and to avoid total vision loss. Optical coherence tomography, a non-invasive retina imaging technique, can be used for effective detection and monitoring of this condition. To date, automatic methods to detect ERM have received little attention in the research literature. This article describes the application of deep learning to the automatic detection of ERM. The proposed solution is based on four widely used convolutional neural network architectures adapted to the task using transfer learning, and fine-tuned with a proprietary dataset. The architectures were specialized by optimizing the network hyperparameters and two loss functions, cross-entropy and focal loss. A detailed description of the methods is provided, complemented with an exhaustive evaluation of their performance. Overall, the methods reached an accuracy of 99.7%, with sensitivity and specificity of 99.47% and 99.93%, respectively. The results showed that transfer learning enabled a successful use of deep learning to detect ERM in optical coherence tomography retinal images, even when only relatively small training datasets are available.

INDEX TERMS Artificial intelligence, deep learning, epiretinal membrane, macular pucker, neural networks, optical coherence tomography, transfer learning.

I. INTRODUCTION Epiretinal Membrane (ERM) is an ophthalmic condition that burdens 7% of the total human population, being a major problem in people older than 75 years [1]–[3]. Even though most cases are asymptomatic during the initial stages of the disease, its early detection and treatment can help to delay or avoid a negative evolution. Unfortunately, due to the increasing numbers of elderly people in modern societies, and the relative scarcity of medical ophthalmologists, thorough screening for ERM is not always possible. A solution to this logistic problem involves the use of automatic image analysis techniques in computer-aided diagnosis (CAD) systems tools, to aid non-medical ophthalmology technicians perform pre-clinical screenings.

In recent years, convolutional neural networks (CNNs), an important part of deep learning (DL) techniques, have transformed the landscape of image-based CAD systems. CNNs revolutionized the design of systems based on image classification by learning features directly from sample data, reaching higher levels of classification performance than those of hand-crafted solutions. However, one of the main requirements for these architectures to produce outstanding results is the availability of large number of labeled samples to use in the learning process. This requirement is a major obstacle to the application of CNNs to ophthalmic problems, since the availability of large datasets of retinal images, annotated by experts is limited. To overcome this limitation,
transfer learning techniques have become the best option to access the benefits of DL when small amounts of data are available.

Different modalities of retinal images and DL techniques have been extensively used in the literature, mostly on the detection of diabetic retinopathy [4]–[6], detection and assessment of macular edema and fluid accumulation [7]–[9], segmentation of retinal layers [10]–[12] and blood vessels [13]–[15], among others. In contrast, there are few works concerned with automatic ERM detection. A literature review identified some research works that address this problem, [16]–[20]. A common factor to these studies is the use of optical coherence tomography (OCT) retinal images as the source of information for the detection algorithm. Regarding methodology, two of the studies apply traditional machine learning approaches by extracting hand-crafted features, two use CNNs, and one presents a comparison between traditional machine learning and deep learning.

While these works advanced the state-of-the-art in ERM detection, some questions or design options were not fully addressed or explored like: (a) the effect of different CNN models and different hyperparameters on the performance of the methods, (b) the use of datasets containing OCT images captured at widely separated times, by different makes and models of OCT scanners, (c) the detection of ERM in images from patients with other eye diseases, (d) the detection of ERM in images previously identified by experienced medical ophthalmologist as difficult to assess, (e) the detection of ERM in images of early-stage ERM cases. Compounding these gaps it was observed that some of the works reviewed provided little or no information about the training process, hardware and software used, as well as hyperparameters and model choice methodologies.

The present work contributes to cover these gaps while furthering the knowledge about the problem at hand and providing a ready to use solution. Trained models are available in a github repository, including documentation to predict whether an OCT B-scan shows sign of ERM. These goals are fulfilled by providing a detailed description of all the steps followed to develop and test the solution proposed.

The major contributions and differentiating aspects of this research work are as follows:

- Use dataset with image mix close to real-life clinical data: Inclusion of different stages of ERM, from early to advanced stage. Inclusion of many images from patients with more than one condition in the same eye.
- Explore different CNN architectures: four widely used CNN architectures (AlexNet, SqueezeNet, ResNet and VGGNet) were evaluated following transfer-learning and fine-tuning methodologies.
- Thorough architecture optimizations and tests: the CNN based ERM detectors were optimized and their performance assessed following well documented steps with exhaustive data presented and analyzed.
- Use diversified dataset: dataset images were obtained at different times with different Heidelberg Spectralis and Zeiss Cirrus devices operated by different technicians.
- Evaluated alternative loss functions: besides the commonly used cross-entropy loss function, a weighted loss function designed to down-weight the impact of the dataset majority class was tested.
- Propose fully evaluated high performance ERM detection algorithms: the central major contribution of this work are the state-of-the-art ERM detection algorithms that were trained and evaluated as described in the next sections.

The remainder of this article is broken down into the following sections. In Section 2, we provide some medical and epidemiological information about ERM, review the techniques used in our experiments and describe the related works found in the literature. Section 3 provides an in-depth explanation of the methods proposed for ERM detection. In section 4 we present and analyze the results of the experiments and discuss the more important findings. Finally, Section 5 concludes the article by summing-up the work and outlining future research explorations.

II. BACKGROUND INFORMATION

This section first provides information about the context of this work describing the underlying problem of ERM disease early detection. It then introduces the concepts to be used in the development of this work and describes summarily the few recent studies found in the literature, that propose ERM detection. 

![FIGURE 1.](image)

(a) Retina with ERM: retinal surface and vasculature is affected by ERM. Red circles indicate the areas where the abnormality can be seen. (b) Normal fundus images.
automatic detection methods designed to operate on OCT images.

A. EPIRETINAL MEMBRANE

Epiretinal Membrane (ERM), also known as macular pucker, consists of the development of a thin layer of glial cells over the central retina or macula. When this membrane grows it can cause retinal surface wrinkling or traction and vascular changes, with subsequent vision alterations [21]. The disease can be caused by trauma or illnesses such as diabetic retinopathy, retinal vein thrombosis, retinal tear, retinal detachment, and posterior vitreous detachment, among others. Fig. 1 presents four fundus retinal images, two of them showing the effects of ERM on the retinal surface.

ERM is a common cause of visual acuity loss and image distortion, a condition known as metamorphopsia. ERM affects 7% of the general population [1], mostly individuals over 50 years old [2]. It is most common in patients above 75, with 20% of patients in this group showing evidence of ERM [3], but when it appears in people over 60, it is usually idiopathic [1].

The symptoms of ERM depend on the location, opacity, contraction magnitude, and degree of distortion that the membrane induces in the retina. Most patients with ERM are asymptomatic, but for some of them, symptoms such as double or blurry central vision, distortion of objects size (macropsia or micropsia), and waves in straight forms may appear. The treatment for ERM is known as vitrectomy with membrane peeling, a surgical intervention that peels off the membrane. After membrane removal, most patients recover the lost vision [3], [22]. Early-stage detection of ERM usually has a good prognosis because it enables timely treatment [23]. An imaging modality that is useful to assess, diagnose, and monitor the development and treatment of ERM is OCT, a non-invasive technology that uses light to generate cross-sectional images of the retina. OCT images allow ophthalmologists to analyze the retinal structure and detect morphological alterations, like changes in thickness and form of the retina and its layers. In an OCT B-scan, ERM is visible as a hyperreflective layer over the internal limiting membrane (ILM) of the retina. This reflective layer usually appears as a non-smooth line and in many cases, the underlying retinal layers present physical distortions. Additionally, cystoid spaces between the membrane and the ILM can be found [3], [22]. Fig. 2a illustrates three examples of retinal OCT images with ERM, where the arrows indicate the sections where the membrane is visible. Fig. 2b shows examples of OCT images with no signs of ERM. These images belong to the dataset used in this research work.

B. CONVOLUTIONAL NEURAL NETWORKS ARCHITECTURES

Convolutional neural networks are signal processing architectures based on convolution operations and neural networks, which can be trained using machine learning (ML) techniques. CNNs are designed to compute color, spatial, and temporal domain features of image and video signals, which are then fed to additional processing layers to classify the inputs or detect certain conditions. CNNs have proven to be effective for visual recognition tasks [24]–[26], autonomous driving [27], among many others. CNNs are organized as stacks of layers, usually an input layer, multiple hidden layers, an output layer. Hidden layers are several convolutional layers followed by end-of-chain fully connected layers for the classification or regression computation. Fig. 3 shows a basic structure of a CNN, with two convolutional layers, one pooling layer, and one fully connected layer.

The convolutional layers is where most of the processing takes place. These layers extract features by using filters of different sizes which are convolved with the output of a previous layer, as shown in Fig. 4.

In general, the final section of a CNN is a fully connected network, which performs the classification by processing the feature maps produced by the last convolutional layer.
In between convolutional layers, there can be other types of layers such as pooling and dropout layers. Pooling layers reduce the amount of data to be processed by the network and introduce scale invariance by subsampling the intermediate feature maps, while dropout layers avoid overfitting of the network.

Before CNNs, the features used as inputs by classifiers were designed by experts, usually image processing specialists knowledgeable in the classification problem to be solved. In contrast, when using CNNs, during training the network weights and biases of each layer are gradually adjusted to ensure that the collective action of the filters, and other processing operations, extract features that optimize the performance of the classifier. Since the number of network parameters and coefficients is large, it is necessary to use large sets of training data (classification examples in the form of image and class label pairs) to have the training algorithm (usually backpropagation) do its job well. The chain of convolutional layers can be seen as performing a transformation that produces features at different levels of abstraction. As an example, the first layers can detect edges and lines, middle layers round edges and corners that are part of objects, and the upper layers can detect larger parts or complete objects.

The state-of-the-art models for image classification that due to their good performance have contributed to the popularization of deep learning. AlexNet was introduced by Krizhevsky et al. and won the ILSVRC in 2011. The version used in the challenge consisted of 8 layers, 5 of which were convolutional layers followed by the Rectified Linear Unit (ReLU) as activation function, and the last 3 layers were fully connected. In total the network comprises about 60 million parameters. The innovation brought by AlexNet was the use of the non-linear ReLU function as the activation function, instead of the common tanh or sigmoid functions, resulting in faster training [30]. This model marked a milestone in the development of CNNs and was influential to the advances of subsequent deeper networks with better performance.

SqueezeNet is based on AlexNet, but it uses fifty times fewer parameters, a reduction that does not affect performance while speeding up computation. This network is based on Fire Modules, which consist of two types of convolutional layers: (i) squeeze layer and (ii) expand layer. The squeeze layer uses 1 × 1 filters, and the expand layer 1 × 1 and 3 × 3 filters. The entire architecture is structured as a convolutional layer at the beginning, followed by 8 Fire modules, ending with convolutional layers instead of fully connected layers [31].

VGGNet is a deeper network architecture presented at the 2014 ILSVRC by the Visual Geometry Group at Oxford. It was the 1st runner-up in that year’s competition for classification. The main novelty of this network is the use of small 3 × 3 filters instead of the 11 × 11 and 5 × 5 used in AlexNet. This change decreased the number of parameters in the individual convolutional layers. The two versions, VGG-16 and VGG-19 consisted of 16 and 19 layers, respectively. In both cases, the 3 last layers were fully connected, and the first 13 and 16 layers, respectively, were convolutional [32].

One problem that affects the previous CNNs models is the loss of the first layers’ information as we go deeper in the layer stack. To overcome this problem, in 2015, He et al. presented ResNet, a very deep network that introduced a cross-layer connection that performs identity mapping. This connection consists in adding the output of a previous layer after one or more (two in the paper) weight layers, instead of having a sequential input/output model. Fig. 5 shows a building block with this type of connection. The model of the entire network consists of several such building blocks interconnected. Depending on the number of convolutional layers, several versions of ResNet have been defined, for instance ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet-152 which won the ILSVRC in 2015 [33] competition.

Table 1 lists top-5 performing image classification accuracies for some of the most prominent convolutional neural network architectures and respective parameter counts.

**C. TRANSFER LEARNING**

One of the requirements to get outstanding results from CNNs is the availability of large quantities of data properly labeled. In some cases like medical applications, for a variety of reasons it is not easy to obtain large datasets labeled by

![FIGURE 3. Schematic representation of a basic convolutional network.](image1)

![FIGURE 4. Feature computation through 2D convolution.](image2)
specialists. Transfer Learning is a network adaptation technique that helps to overcome these limitations by using models that were pre-trained with large generic datasets, which are then specialized by fine-tuning to solve a problem from another (related) domain. Besides easing the data availability constraints, transfer learning also reduces the computational cost of training a model. Usually, fine-tuning is applied only to the classifier stages, adapting the models to get the number of classes that the application requires, but it is also possible to adjust the weights and biases in one or more intermediate layers. During this limited retraining process, the model is adapted to the characteristics of the dataset of interest [35].

Several research reports describe the successful application of transfer learning to solve medical diagnosis problems involving automated image analysis, with the most common reason for using transfer learning being the limited access to labeled data [36]–[39]. The advantages of this approach are also reported in some of the works reviewed by Zou et al. [40]. This article presents a classification of the methods used in CAD systems for automatic breast cancer diagnosis, and transfer learning has its own subcategory because of its numerous applications. Another example of transfer learning is the work by Liang and Zheng [36], that developed a method to diagnose pneumonia in children, using a self-designed CNN model based in residual blocks. The model was pre-trained in-house with a large dataset comprising 112,120 chest X-ray images belonging to 14 classes. After the pre-training process, it was fine-tuned using 5,856 children chest X-ray scans. The recall value reported was 96.7%.

Hon et al. also use transfer learning to classify magnetic resonance imaging (MRI) images to detect Alzheimer’s Disease (AD). Two CNN architectures were used, VGG-16 and Inception V4, pre-trained with ImageNet dataset and fine-tuned with the author’s own 6,400 specialized image dataset. The accuracy improved from 74.12% when training the VGG-16 model from zero state, to 92.3% when using transfer learning [37]. These and other works show that transfer learning is an important technique that could successfully solve the labeled data availability problems that affect many real-world application areas.

### D. CLASS IMBALANCE PROBLEM

In classification problems, it is not uncommon for datasets to have very skewed class distributions. In the medical field and for image-based diagnosis, it is easier to find normal images, or where the disease to be detected is not present than images showing pathology signs. Image datasets, where the number of samples of one class is greater than the number of samples of another class, can be heavily imbalanced. If used in training deep learning models, this imbalance can cause low classification or detection performance. This problem arises because the training process updates the network weights to improve the classification of the majority class, down weighing the minority class classification errors. This problem can have severe negative consequences in the case of medical applications as it can lead to classifiers with high false-negative rates.

The **Focal Loss** is a type of weighted loss function that can be used to reduce the problem of dataset imbalance during the training/fine-tuning process of the models. The operating principle of the focal loss is minimizing the contribution of correctly classified and majority class samples and maximizing that of those erroneously classified and minority class to the loss function value. This loss function was introduced by Lin et al. [41], and it is based on the cross-entropy loss function for binary classification. Provided that for binary classification, we defined as $p$ the probability that a sample belongs to the positive class or the class with label equals to 1, the cross-entropy (CE) for binary classification is defined by (1).

$$CE = -\log(p_t)$$

$$p_t = \begin{cases} p & \text{if ground truth is 1} \\ 1 - p & \text{otherwise} \end{cases} \quad (1)$$

The focal loss adds two factors to the loss function: (i) a modulating factor $(1 - p_t)^\gamma$ to reduce the impact of well (easy) classified samples, and (ii) a balancing factor $\alpha$ to increase the contribution of the minority class. The Focal loss is calculated according to (2).

$$FL = \alpha(1 - p_t)^\gamma CE$$
where:

\[ \alpha_t = \begin{cases} 
\alpha & \text{if ground truth is 1} \\
1 - \alpha & \text{otherwise} 
\end{cases} \] (2)

In [41], the focal loss was used for dense object detection, with good results reported for \( \gamma \) between 0.5 and 5 and \( \alpha \) between 0.25 and 0.75, with the best result obtained for \( \gamma = 2 \) and \( \alpha = 0.25 \). Other studies have reported improvements in performance when using this weighted loss function. Tran et al. [42] describe a classifier of lung nodules using deep learning, reporting an accuracy improvement from 95.6% when using cross-entropy loss to 97.2% when using the focal loss. Similarly, the work published by Al Rahhal et al. [43] which evaluated the cross-entropy, over-sampling of the minority class, and the focal loss when using an imbalanced dataset demonstrated that focal loss produced better results.

E. STATE OF THE ART ON EPIRETINAL MEMBRANE AUTOMATIC DETECTION METHODS

Successful application of recent artificial intelligence methods for classification, detection, and segmentation of image and video, has allowed researchers to develop systems for health care applications. Image classification, segmentation, and detection are the most common tasks when analyzing medical images, with the most common application being deciding about the presence or absence of a specific disease. In the context of eye diseases expressed as retinal anomalies, researchers have demonstrated the efficacy of deep learning for the detection of macular edema [39], diabetic retinopathy [4], retinal detachments [44], retinopathy of prematurity [45], among others. These computer-aided systems help health care professionals diagnose and decide starting treatment of these diseases in a timely and efficient manner.

There are not many automatic methods for the detection of ERM in OCT retinal images described in the literature. The relatively few studies available are based on two approaches for feature extraction, traditional and involving deep learning. Baamonde et al. [16], [18] and Fang et al. [46] reported methods based on conventional feature extraction and machine learning. Lo et al. [20] and Lu et al. [17] proposed deep learning methods to identify the presence of ERM. Finally, Sonobe et al. [19] presented a comparison between the performance of support vector machines and deep learning techniques using the reconstructed surface of the retina from OCT images to detect ERM.

Baamonde et al. in their two works [16] and [18], formulated the detection of ERM as a classification problem based on manually pre-defined features and machine learning methods. In both studies, the process consisted of three main steps: (i) pre-processing, (ii) feature definition and extraction, and (iii) classification. Image pre-processing involved the definition of the region of interest. The algorithm extracted features reflecting image characteristics like luminosity, texture, contrast, among others, by processing sets of 17 × 17 [18] or 13 × 13 [16] pixels centered on ILM pixels. For the classification stage, they used classifiers such as Multilayer Perceptron, Naïve Bayes, K-nearest neighbors, and Random Forests. To train the classifiers of [16] 129 OCT B-scans were used whereas in [18] 285 were used. Reported disease detection accuracies were 91.25% and 89.35%, respectively.

The study by Lu et al. [17] applied deep learning techniques to detect four pathologies: cystoid macular edema, serous detachment, ERM, and macular hole. For ERM disease, the dataset consisted of 20,458 OCT images, from which 2,393 images had ERM. The authors trained a convolutional neural network using transfer learning and reported 95.7% of accuracy for ERM detection. However, the experiment is limited to only single-disease images which are rare in clinical practice as most patients are elderly and quite often have other ophthalmic problems. The ERM detection performance on images with multiple diseases is not documented with only the global value of sensitivity being reported.

Similarly, Lo et al. [20] proposed a method to detect ERM at a medical specialist level. A ResNet-101 architecture was employed with a dataset comprising 3,618 OCT images (2,171 normal and 1,447 ERM). The authors reported 98.1% accuracy and 0.99 AUROC. The study did not consider the different stages of ERM, and the images that presented inconsistent labeling across annotators were discarded. The authors reported that the classifier of this study failed with images showing early stage ERM signs.

Sonobe et al. [19] presented a comparison between the performance of support vector machines and deep learning in the detection of ERM using 3D surfaces reconstructed from OCTs. The inputs for both classifiers were 529 3D reconstructions of the retinal surface. The AUROC of the deep learning model was 0.993 surpassing the AUROC value of 0.988 obtained when using SVM. Unfortunately the authors did not provide any details about hardware, software, and training hyperparameters used in the study.

Taken together, all these studies indicate that the use of DL techniques is appropriate to detect ERM. However, most have some shortcomings: (i) most use images sourced from a single device, (ii) some of them did not perform cross-validation, (iii) none looked into the class imbalance problem, and (iv) all evaluated only one network architecture with one set of hyperparameters, and in some cases, did not report the hyperparameter values. With our work we aimed at improving this state of affairs, by providing more information about the performance of CNNs when applied to ERM detection, fully documenting all the steps followed and analyzing the results obtained.

III. MATERIALS AND METHODS

We propose to detect ERM on OCT B-scans using CNNs constructed using a transfer-learning approach. Our method fine-tunes CNNs pre-trained in the ImageNet dataset to train a classifier with an imbalanced proprietary dataset. The detection problem is modeled as a binary classification task, where the positive and negative classes denote the presence or absence of ERM, respectively. Four
different pre-trained CNN architectures were tested: AlexNet, SqueezeNet, ResNet, and VGGNet, with different sets of hyperparameters. The next sub-sections describe the dataset, the algorithm’s development, testing methodology, and the experiments conducted to evaluate the final classifiers.

A. DATASET
For the development of the present work, anonymized macula-centered spectral-domain OCT (SD-OCT) B-scans images were acquired at a local clinic. All OCT images in the dataset were captured by experienced operators using several Heidelberg Spectralis or Zeiss Cirrus devices over a large period of years.

We used a total of 2,160 B-scans from 608 patients. The dataset was divided into a training subset consisting of 1,560 B-scans, and a testing subset with 600 B-scans. The patients in the training set are different from the ones in the test set. The retinal images were labeled by medical ophthalmology specialists as showing signs of membrane or not assigned to ERM and not-ERM classes, respectively. Table 2 shows the breakdown of the dataset into the two classes, showing that 23% of the images in the training dataset are labeled as ERM and the remaining 77% as not-ERM, meaning that the dataset is mildly imbalanced.

Train and test images were chosen to cover different cases of ERM, based on the characterization provided by [21], in which ERM cases are divided into four stages as shown in Table 3. Moreover, the dataset included images with ERM and additional abnormalities such as macular edema, and intraretinal or subretinal fluid, and images that are difficult to classify even by human specialists due to noise, lack of image definition, or simply because membrane development is in its very early stages. Fig. 6 shows samples with ERM taken from the dataset at the different development stages, and Fig. 7 illustrates images difficult to classify.

All the images were provided by Centro Cirúrgico de Coimbra (CCC) and their use in this work was approved by the Ethics Committee of CCC contingent on the use of anonymity and secure storage measures.

B. CLASSIFIER ARCHITECTURE
After a thorough and careful study of the performance of the many CNN architectures described in the literature, AlexNet, SqueezeNet, ResNet, and VGGNet were evaluated as the possible basis for designing a classifier able to assign OCT B-Scan retinal images into either the ERM or the not-ERM class. All deep learning and ancillary processing were performed using python-based PyTorch (v1.5) framework [47]. The four architectures provided by PyTorch were originally trained to classify input images into a set of 1,000 different classes. Since in our application we have two classes, ERM and not-ERM, the last layer of each network was modified to have two outputs, corresponding to the desired two classes.

Pytorch implementation of the architectures follows the specifications briefly mentioned in section II-B. AlexNet consists of five convolutional layers for feature extraction and three fully connected layers for classification, as illustrated in Fig. 8. For this and the following architectures, we specify the kernel size in case of convolutional layers; and the input size, and the output size in the case of fully connected layers. SqueezeNet starts with a convolutional layer, followed by 8 fire modules for feature extraction, and at the end a convolutional layer for classification. Fig. 9 shows the fire module and the complete architecture of SqueezeNet. For VGGNet, we used the 19 layers implementation, from which 16 are convolutional for feature extraction and 3 fully connected for classification (Fig. 10). Lastly, we used the 101 version of ResNet, with 100 convolutional layers. The basic building block (BB) for this network is shown in Fig. 11. ResNet101 starts with a convolutional layer with a $7 \times 7$ kernel, the next layers are divided into 4 stages: (i) stage 1 with 3 BB, (ii) stage 2 with 4 BB, (iii) stage 3 with 23 BB, and (iv) stage with 3 BB. At the end of the network, a fully connected layer receives 2048 features and outputs 2 values for later use by a softmax function.

All these models were pre-trained using the dataset ImageNet. Since all these CNNs expect the input images to have resolutions equal to 224 by 224 pixels, and as mentioned in Table 2, our images are 1024 x 496 pixels, the dataset images were resized to the target resolution using bilinear interpolation as implemented in the Image.BILINEAR function from the pillow library [48]. The general process of adapting the pre-trained models to our dataset is illustrated in Fig. 12.

The main two steps are: (i) create a new instance of the pre-trained model, and (ii) after resizing the images, fine-tune the model using our training dataset. As a result, we have a model adjusted to classify OCT images into one of two classes: ERM or not-ERM. For all cases, the probabilities that

---

**TABLE 2.** Dataset composition and size.

| Size          | Training set | Testing set |
|---------------|--------------|-------------|
| 1024x496 pixels | 360          | 1200        |
|               | 300          | 300         |

**TABLE 3.** ERM stages according to [21].

| Stage | Characteristics                                      |
|-------|------------------------------------------------------|
| 1     | Mild ERM                                            |
|       | Foveal depression preserved                          |
|       | Retinal layers well defined                          |
| 2     | Wide outer nuclear layer                             |
|       | Foveal depression absent                             |
|       | Retinal layers well defined                          |
| 3     | Ectopic inner foveal layers                          |
|       | Foveal depression absent                             |
|       | Retinal layers well defined                          |
| 4     | Ectopic inner foveal layers                          |
|       | Foveal depression absent                             |
|       | Thick and undefined retinal layers                   |
FIGURE 6. Training set B-Scans at different stages of ERM included in the dataset: (a) Stage 1, (b) Stage 2, (c) Stage 3, and (d) Stage 4. Based on the characterization provided by [21].

FIGURE 7. Examples of hard to classify OCT retinal images: (a) Normal, arrows indicate the areas that can be confusing for the algorithms, and (b) ERM, arrows indicate where the ERM is located.

FIGURE 8. AlexNet architecture.

a sample belongs to one class or the other are calculated by applying softmax to the output of the networks.

C. EXPERIMENTAL SETTINGS

1) HYPERPARAMETER OPTIMIZATION

The pre-trained CNNs were fine-tuned with the stochastic gradient descent with momentum (SGDM) algorithm. This optimization algorithm has been demonstrated to be more stable and converge faster than other stochastic-gradient-descent methods [49]. Upon selecting the optimization algorithm, we determined the optimal set of hyperparameters for each network by grid search. The search space included two values of learning rate: 0.001 and 0.0001, two values of momentum: 0.8 and 0.9, and four values of mini-batch size: 8, 16, 32, and 64. Every model was trained for a maximum of 100 epochs with each of the 16 combinations in the hyperparameter grid. The number of epochs was determined empirically in preliminary trials upon recording the number of training steps the models needed to converge. The network parameters were updated to minimize the binary cross-entropy loss function. Table 4 list the hyperparameter values used in the grid search.

2) HANDLING OF THE CLASS IMBALANCE

As it can be seen in Table 2, the distribution of our dataset was skewed towards the negative class. According to the relevant literature, handling the class imbalance has been reported to improve the classification performance [41]–[43]. To verify this assertion, we conducted an experiment in which the pre-trained networks were fine-tuned to optimized a weighted loss function – the focal loss. Besides the hyperparameters of the SGDM algorithm, the focal loss requires setting two more hyperparameters: alpha (\(\alpha\)) and gamma (\(\gamma\)). This hyperparameters were also determined by a grid search with four combinations of the following values: (i) \(\alpha\): 0.25 and 0.35, and (ii) \(\gamma\): 1.5 and 2.0. To find the best set of hyperparameters
we fine-tuned each of the four pre-trained CNNs with the best set of hyperparameters of the experiment with the binary-cross-entropy loss and all the combinations of focal-loss hyperparameters.

3) FULLY TRAINING THE MODELS
In this study, we took advantage of pre-trained models to train classifiers for detecting ERM in retinal OCT images using a relatively small dataset. We chose this approach based on the increasing empirical evidence about the use of transfer learning to train deep learning models with limited annotated data. To objectively assess the impact of transfer learning on the classification performance, we initialized the pre-trained models with random weights and trained them with the best set of hyperparameters found in the hyperparameter-optimization experiments. To initialized the network weights we used the Glorot initializer [50]. The network parameters were updated with the SGDM algorithm and the loss function was the binary cross-entropy.

D. HARDWARE AND SOFTWARE
For the development of the classifiers in this work, we used two desktop workstations with the following configurations:

- GPU: NVIDIA GeForce GTX 1070 8GB, CPU: Intel Core i7-8700K, RAM: 32GB, OS: Windows 10
- GPU: NVIDIA GeForce GTX 1080 Ti 16GB, CPU: Intel Core i7-8700K, RAM: 32GB, OS: Windows 10.
TABLE 4. List of hyperparameters values used in the experiments.

| Hyperparameter | Value |
|----------------|-------|
| optimizer      | stochastic gradient descent (SGD) |
| loss function  | cross entropy focal loss |
| mini-batch size| 8, 16, 32, 64 |
| learning rate  | 0.001, 0.0001 |
| SGD momentum   | 0.8, 0.9 |
| maximum number of epochs | 100 |

The development framework was based on python version 3.7 and the machine learning package pytorch version 1.5 as well as the helper libraries NumPy version 1.18.3, xlsxwriter version 1.2.8, SciPy version 1.4.1, scikit-learn version 0.22.2.post1, and pandas version 1.1.4.

E. PERFORMANCE EVALUATION
The classification performance of every CNN was evaluated using k-fold cross-validation with k=10. Before fine-tuning the network, the training dataset was divided into 10 partitions each of them with the same number of ERM images (36) and not-ERM images (120). For each of the ten folds, one data partition was designated as the validation set, whereas the other nine were joined into one single training set. During training, we observed the validation loss and saved the model with the lowest loss value. Upon completing all training runs, we obtained a set of ten models \( M = \{M_1 \ldots M_{10}\} \) which were then applied to the test set to obtain the class-label predictions. Lastly, with the model predictions, we computed the mean classification performance of the CNN.

1) PERFORMANCE METRICS
After fine-tuning, the models were used to classify the images in the test set to evaluate their performance. For a greater insight into the predictive skill of the models, we used several performance metrics, namely: accuracy, sensitivity, specificity. The formal definitions of these metrics is presented below.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (3)
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (4)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (5)
\]

where \( TP \) is the number true positives, \( TN \) is the number of true negatives, \( FP \) is the number of false positives, \( FN \) is the number of false negatives. The number of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) cases were computed based on the predicted and target labels.

To further evaluate the robustness of the classification performance we computed the area under the receiver operating characteristic curve (AUROC). The receiver operating characteristic curve (ROC) is a probability curve that plots the true positive rate (TPR) against the false positive rate (FPR) for different values of threshold, this statistical tool is often used in the analysis of the discriminant capacity of a classification model. AUROC values were calculated using the module metrics of Scikit-learn package [51], which receives the labels and the probability that a sample belongs to the positive class, the built-in function defines the thresholds according to the inputs. In this work we defined the images without signs of ERM as a negative class and the images with ERM as a positive class.

IV. RESULTS AND DISCUSSION
Four CNN architectures and 16 hyperparameter configurations were considered to train a classifier for the task at hand. Every CNN was trained and evaluated using 10-fold cross-validation to estimate the classification performance on unseen data. In total 160 models per architecture were fine-tuned, ten models per combination of hyperparameters. The results of the hyperparameter optimization were summarized by averaging the performance across the ten folds of each set of hyperparameters. Mean and standard deviation values of classification accuracy, sensitivity, specificity, and the AUROC are presented along with corresponding hyperparameters for architectures AlexNet (Table 6), SqueezeNet (Table 7), ResNet (Table 8), and VGGNet (Table 9).

To further evaluate the discriminative capacity of the obtained classifiers, ROC plots were computed using the average of the predicted probabilities of the positive class, i.e. the probability that a given OCT B-scan belongs to the class ERM. Fig. 13 shows the ROC plots of the mean performance for the best configuration of each CNN architecture.

The complexity of classifier training was estimated by measuring the total training time per fold. Inference-time computational complexity was also estimated, by measuring the computation time, per image, during testing. Model complexity was estimated by the amount of memory used. As stated previously, we set to 100 the number of epochs for each fold. Table 5 presents the (average) time in minutes it took to complete one fold training, as well as the time to process a single image from the input to the final decision. The table also includes the size of the models for each network architecture.

Looking at the influence of the hyperparameters on the classification performance, we observed an inverse correlation between the mini-batch size and the classification performance. The larger the mini-batch size the lower the performance, and vice versa. This observation is consistent with prior work regarding the optimization of this hyperparameter [39], [52], and suggests that setting the batch size...
As it can be seen from tables 6 to 9, the AUROC was further demonstrated by the AUROC values. The robustness of the architecture was ResNet with a mean accuracy of 99.7%, mean sensitivity of 99.47%, mean specificity 99.93%, and AUROC value of 1.0. Conversely, the lowest performance was obtained with the hyperparameters: mini-batch size 8, learning rate 0.001, and momentum 0.9. The exception was VGGNet, for which the best results were obtained using mini-batch size 16 and the same values for the other two parameters. Additionally, for all models, the configuration with the highest accuracy also produced the highest value of sensitivity.

The training process requires large amounts of computational resources and time. To contribute to future works and allow easy performance comparisons with other methods yet to appear, we have published the best models for each architecture in a github repository (https://github.com/Esther-ParraMora/ERM-detection.git), along with a detailed explanation of the use of these models.

A. ERM DETECTION PERFORMANCE

Overall, the models developed achieved high classification accuracy, sensitivity, and specificity. The best performing architecture was ResNet with a mean accuracy of 99.7%, mean sensitivity of 99.47%, mean specificity 99.93%, and AUROC value of 1.0. Conversely, the lowest performance was obtained by an AlexNet network with a mean accuracy of 98.42%, mean sensitivity of 96.87%, mean specificity 99.97%, and AUROC value of 1.0. The exception was VGGNet, for which the highest accuracy were obtained with the hyperparameters: mini-batch size 16 and the same values for the other two parameters. Additionally, for all models, the configuration with the highest accuracy also produced the highest value of sensitivity.

The training process requires large amounts of computational resources and time. To contribute to future works and allow easy performance comparisons with other methods yet to appear, we have published the best models for each architecture in a github repository (https://github.com/Esther-ParraMora/ERM-detection.git), along with a detailed explanation of the use of these models.

B. WEIGHTED LOSS FUNCTION

Upon determining the optimal set of hyperparameters for fine-tuning the pre-trained CNNs, we sought to improve the classification performance by tuning the models with a weighted loss function. To find the optimal pair of hyperparameters of the weighted loss function, four sets of values were evaluated with each network. Table 10 presents mean and standard deviation values of accuracy, sensitivity, and specificity along with corresponding hyperparameter values in the grid search.

As with the experiment with the binary cross-entropy, we observed a high performance across all hyperparameter sets. However, we did not observe gains in performance due to the weighted loss function. Compared to fine-tuning with the cross-entropy loss, the performance obtained with focal loss...
TABLE 6. AlexNet: test set performance metrics. The best result for each mini-batch size value is highlighted with boldface, and the overall best result is underlined.

| Mini-batch size | Learning rate | Momentum | AUROC      | Accuracy      | Sensitivity | Specificity | Epoch |
|-----------------|---------------|----------|------------|---------------|-------------|-------------|-------|
| 8               | 0.001         | 0.8      | 1.000      | 0.9822 ± 0.0048 | 0.9647 ± 0.0093 | 0.9997 ± 0.0011 | 29    |
|                 | 0.0001        | 0.8      | 0.999      | 0.9824 ± 0.0035 | 0.9687 ± 0.0063 | 0.9997 ± 0.0011 | 26    |
|                 |               | 0.9      | 1.000      | 0.9824 ± 0.0035 | 0.9687 ± 0.0063 | 0.9997 ± 0.0011 | 26    |
| 16              | 0.001         | 0.9      | 0.999      | 0.9838 ± 0.0037 | 0.9677 ± 0.0074 | 1.0 ± 0.0     | 28    |
|                 |               | 0.8      | 0.999      | 0.9837 ± 0.0026 | 0.9673 ± 0.0052 | 1.0 ± 0.0     | 27    |
|                 |               | 0.0001   | 0.9      | 0.9778 ± 0.0061 | 0.9583 ± 0.0124 | 0.9973 ± 0.0021 | 65    |
|                 |               | 0.8      | 0.999      | 0.9790 ± 0.0041 | 0.9597 ± 0.0076 | 0.9983 ± 0.0018 | 50    |
| 32              | 0.001         | 0.9      | 0.999      | 0.9823 ± 0.0042 | 0.9647 ± 0.0085 | 1.0 ± 0.0     | 48    |
|                 |               | 0.8      | 0.999      | 0.9770 ± 0.0036 | 0.9497 ± 0.0071 | 0.9983 ± 0.0018 | 75    |
|                 |               | 0.0001   | 0.9      | 0.9770 ± 0.0044 | 0.9580 ± 0.0082 | 0.9983 ± 0.0019 | 60    |
| 64              | 0.001         | 0.9      | 0.999      | 0.9802 ± 0.0036 | 0.9623 ± 0.0072 | 0.9980 ± 0.0023 | 49    |
|                 |               | 0.8      | 0.999      | 0.9828 ± 0.0048 | 0.9677 ± 0.0019 | 0.9980 ± 0.0028 | 55    |
|                 |               | 0.0001   | 0.9      | 0.9812 ± 0.0039 | 0.9673 ± 0.0081 | 0.9980 ± 0.0007 | 91    |
|                 |               | 0.8      | 0.998      | 0.9775 ± 0.0044 | 0.9543 ± 0.0069 | 0.9967 ± 0.0027 | 72    |

TABLE 7. SqueezeNet: test set performance metrics. The best result for each mini-batch size value is highlighted with boldface, and the overall best result is underlined.

| Mini-batch size | Learning rate | Momentum | AUROC      | Accuracy      | Sensitivity | Specificity | Epoch |
|-----------------|---------------|----------|------------|---------------|-------------|-------------|-------|
| 8               | 0.001         | 0.8      | 1.000      | 0.9918 ± 0.0036 | 0.9837 ± 0.0073 | 1.0 ± 0.0     | 42    |
|                 | 0.0001        | 0.9      | 1.000      | 0.9923 ± 0.0038 | 0.9847 ± 0.0076 | 1.0 ± 0.0     | 49    |
|                 |               | 0.8      | 0.999      | 0.9828 ± 0.0048 | 0.9677 ± 0.0019 | 0.9980 ± 0.0028 | 55    |
|                 |               | 0.9      | 0.999      | 0.9858 ± 0.0021 | 0.9733 ± 0.0038 | 0.9983 ± 0.0053 | 54    |
| 16              | 0.001         | 0.8      | 1.000      | 0.9878 ± 0.0022 | 0.9763 ± 0.0055 | 0.9993 ± 0.0021 | 49    |
|                 |               | 0.9      | 1.000      | 0.9905 ± 0.0034 | 0.981 ± 0.0069  | 1.0 ± 0.0     | 64    |
|                 |               | 0.8      | 0.998      | 0.9812 ± 0.0039 | 0.9673 ± 0.0081 | 0.9950 ± 0.0097 | 69    |
|                 |               | 0.9      | 0.999      | 0.9838 ± 0.0044 | 0.969 ± 0.011   | 0.9987 ± 0.0042 | 61    |
| 32              | 0.001         | 0.8      | 1.000      | 0.9862 ± 0.0024 | 0.9723 ± 0.0047 | 1.0 ± 0.0     | 65    |
|                 |               | 0.9      | 0.999      | 0.9833 ± 0.0035 | 0.9690 ± 0.0039 | 0.9977 ± 0.0045 | 68    |
|                 |               | 0.8      | 0.998      | 0.9767 ± 0.0048 | 0.9593 ± 0.0115 | 0.9940 ± 0.0058 | 88    |
|                 |               | 0.9      | 0.999      | 0.9815 ± 0.0009 | 0.9677 ± 0.0166 | 0.9953 ± 0.0125 | 72    |
| 64              | 0.001         | 0.8      | 1.000      | 0.9842 ± 0.0029 | 0.971 ± 0.0097  | 0.9973 ± 0.0052 | 52    |
|                 |               | 0.9      | 1.000      | 0.9867 ± 0.0019 | 0.9753 ± 0.0067 | 0.9980 ± 0.0036 | 55    |
|                 |               | 0.8      | 0.998      | 0.9823 ± 0.0039 | 0.969 ± 0.0101  | 0.9957 ± 0.0055 | 81    |
|                 |               | 0.9      | 0.999      | 0.9798 ± 0.0061 | 0.9613 ± 0.0119 | 0.9983 ± 0.0024 | 83    |

was lower overall. This does not discount prior work in class imbalance using weighted loss but suggests that penalizing trivial predictions could be detrimental in mild imbalanced datasets like the one used in this work.

C. FULLY-TRAINING VS. TRANSFER LEARNING

To validate the transfer learning approach used in this work, we fully trained the four architectures, using the same values of hyperparameters that produced the best classifiers described earlier. Table 11 shows a performance comparison of the two approaches. The accuracy improvements when using transfer learning ranged from 3.89% for SqueezeNet to 8.33% for ResNet. The most evident gain is in terms of sensitivity, which ranges between 7.4% for SqueezeNet and 13.4% for ResNet. Transfer learning made possible to improve the probability of correctly classifying positive cases of ERM.

Fig. 16 visualizes some instances of the training process progress for both transfer learning and full training, showing the number of epochs that were necessary to obtain the best results, and the evolution of the key performance indicators with the epoch number. The performance indicators presented are the estimated mean validation accuracy and the validation loss. These plots show that even the performance of the initial network with pre-trained weights is higher than the best performance of the fully trained network. Furthermore, using transfer learning, the architectures converged faster and reached better performances than those obtained when fully training the networks.
TABLE 8. ResNet: test set performance metrics. The best result for each mini-batch size value is highlighted with boldface, and the overall best result is underlined.

| Mini-batch size | Learning rate | Momentum | AUROC       | Accuracy     | Sensitivity   | Specificity    | Epoch |
|-----------------|---------------|----------|-------------|--------------|---------------|----------------|-------|
| 8               | 0.001         | 0.8      | 1.000       | **0.9915 ± 0.0076** | **0.9847 ± 0.0163** | **0.9983 ± 0.0032** | 20    |
|                 | 0.9           | 1.000    | **0.9970 ± 0.0041** | **0.9947 ± 0.0086** | **0.9993 ± 0.0014** | 50    |
|                 | 0.0001        | 0.9      | 1.000       | 0.9878 ± 0.0054     | 0.9930 ± 0.0081     | 0.9827 ± 0.0093     | 97    |
|                 | 0.0001        | 1.000    | 0.9908 ± 0.0056     | 0.9937 ± 0.0078     | 0.9880 ± 0.0088     | 98    |
| 16              | 0.001         | 0.8      | 1.000       | **0.9920 ± 0.0071** | **0.9900 ± 0.0137** | **0.9940 ± 0.0052** | 62    |
|                 | 0.9           | 1.000    | **0.9917 ± 0.0069** | **0.9893 ± 0.0126** | **0.9940 ± 0.0011** | 48    |
|                 | 0.0001        | 0.8      | 1.000       | 0.9792 ± 0.0115     | 0.9653 ± 0.0191     | 0.9930 ± 0.0067     | 97    |
|                 | 0.0001        | 1.000    | 0.9862 ± 0.0052     | 0.9787 ± 0.0097     | 0.9937 ± 0.0051     | 98    |
| 32              | 0.001         | 0.8      | 1.000       | **0.9838 ± 0.0089** | **0.9737 ± 0.0188** | **0.9940 ± 0.0049** | 62    |
|                 | 0.9           | 1.000    | **0.9883 ± 0.0043** | **0.9800 ± 0.0079** | **0.9967 ± 0.0022** | 63    |
|                 | 0.0001        | 0.8      | 1.000       | 0.9738 ± 0.0099     | 0.9567 ± 0.0194     | 0.9910 ± 0.0039     | 98    |
|                 | 0.0001        | 1.000    | 0.9767 ± 0.0082     | 0.9597 ± 0.0158     | 0.9937 ± 0.0053     | 98    |
| 64              | 0.001         | 0.8      | 1.000       | **0.9782 ± 0.0078** | **0.9627 ± 0.0151** | **0.9937 ± 0.0037** | 53    |
|                 | 0.9           | 1.000    | **0.9775 ± 0.0082** | **0.9593 ± 0.0141** | **0.9957 ± 0.0045** | 51    |
|                 | 0.0001        | 0.8      | 0.999       | 0.9620 ± 0.0088     | 0.9323 ± 0.017     | 0.9917 ± 0.0042     | 91    |
|                 | 0.0001        | 0.9      | 0.999       | 0.9683 ± 0.0107     | 0.9443 ± 0.0212     | 0.9923 ± 0.0039     | 84    |

D. COMPARISON WITH RELATED WORKS

The development of fully automatic methods for ERM detection in OCT images is a relatively new research problem, and as such only a few studies on this subject have been published in recent years. The common denominator in the state-of-the-art methods is the application of machine learning algorithms including multilayer perceptrons, random forests [16], [18], support vector machines and convolutional neural networks [17], [19], [20]. All these methods were developed and evaluated on private datasets, acquired with different OCT devices, annotated by a variable number of clinical experts, and gathered following diverse exclusion criteria.

Table 12 presents a comparison of the classification performance of these methods and of the proposed approach. As mentioned, it is necessary to consider that all the competing methods were tested with different datasets and under different experimental settings. Taking this observation into account, we can observe that our method attains performance levels at least as good as that of the state-of-the-art approaches [16]–[20].

Regarding the differentiating aspects of the methodology and novelty of this study, we highlight that, to the best of our knowledge, there is no other work that investigates the computational costs associated to train deep learning models in the context of ERM detection. From the comparative analysis of representative CNN architectures we observed that the incremental computational cost associated with more complex networks does not necessarily result in considerable gains in performance. In fact, in some cases larger computational expenditures might return no performance.
TABLE 10. Test set performance metrics using focal loss. The best result for each network architecture is highlighted with boldface, and the overall best result is underlined.

| Model   | α   | γ   | epoch | Accuracy            | Sensitivity          | Specificity          |
|---------|-----|-----|-------|---------------------|----------------------|----------------------|
| ResNet  | 0.25| 1.5 | 72    | 0.9915 ± 0.0051     | 0.995 ± 0.0063       | 0.988 ± 0.0082       |
|         | 2.0 | 50  | 0.9895 ± 0.0039     | 0.993 ± 0.0051       | 0.986 ± 0.0083       |
|         | 0.35| 1.5 | 53    | **0.9928 ± 0.0043** | **0.9937 ± 0.0088**  | **0.992 ± 0.0082**   |
|         |     | 2.0 | 51    | 0.9885 ± 0.0005     | 0.9883 ± 0.0116      | 0.9887 ± 0.0059      |
| SqueezeNet | 0.25| 1.5 | 33    | 0.989 ± 0.0045      | 0.988 ± 0.0079       | 0.99 ± 0.008        |
|         | 2.0 | 29  | **0.9895 ± 0.0049** | **0.9887 ± 0.0061**  | **0.9903 ± 0.0092**  |
|         | 0.35| 1.5 | 30    | 0.9885 ± 0.0034     | 0.985 ± 0.0067       | 0.992 ± 0.0055       |
|         |     | 2.0 | 23    | 0.9867 ± 0.0054     | 0.9803 ± 0.0102      | 0.993 ± 0.0048       |
| VGGNet  | 0.25| 1.5 | 56    | 0.9828 ± 0.0016     | 0.968 ± 0.0036       | 0.9977 ± 0.0032      |
|         | 2.0 | 20  | **0.9855 ± 0.0044** | **0.973 ± 0.0073**   | **0.998 ± 0.0028**   |
|         | 0.35| 1.5 | 36    | 0.9855 ± 0.0024     | 0.971 ± 0.0047       | 1.0 ± 0.0            |
|         |     | 2.0 | 29    | 0.985 ± 0.0033      | 0.9707 ± 0.0066      | 0.9993 ± 0.0014      |
| AlexNet | 0.25| 1.5 | 45    | **0.9842 ± 0.004**  | **0.969 ± 0.0074**   | **0.9993 ± 0.0014**  |
|         | 2.0 | 49  | 0.9828 ± 0.0048     | 0.968 ± 0.0097       | 0.9977 ± 0.0032      |
|         | 0.35| 1.5 | 41    | 0.9837 ± 0.0028     | 0.9673 ± 0.0056      | 1.0 ± 0.0            |
|         |     | 2.0 | 43    | 0.9828 ± 0.0045     | 0.9663 ± 0.0094      | 0.9993 ± 0.0014      |

FIGURE 13. Best results ROC-AUC curves: (a) AlexNet, (b) SqueezeNet, (c) ResNet, and (d) VGGNet.

This observation is exemplified by the comparison between the top performer in our evaluation (ResNet-101) and the architecture with the lower training time (SqueezeNet). Although the ResNet-101 network is 0.5% more accurate than SqueezeNet, this marginal gain comes at the cost of 50 times more space in disk, and 30 times more memory. On the other hand, choosing SqueezeNet over VGGNet saves almost 100 times memory, and 150 times space in disk, with only a 0.2% loss in classification accuracy (see Table 5).
Besides the impact on the computational cost of the learning process we also investigated and compared the inference time of the classifiers. Once again comparing ResNet-101 and SqueezeNet, as reported in the Table 5, fine tuning the earlier took thrice the time required to train the latter, and the inference time per image of the ResNet-101 was four times longer than that of the SqueezeNet. These observations are very relevant for the development and deployment of CAD systems incorporating deep learning classifiers. Moreover, these findings provide further insight to inform design choices, particularly in low-cost solutions developed for first points of care, or mass screening where the logistics relies in commodity hardware which commonly have modest computational and storage capabilities.

Regarding the robustness of the proposed method, we remark that our approach was evaluated with test data...
that fits more closely the real-life conditions that clinicians face in practice. We deliberately decided to include hard-to-classify examples, including very early-stage ERM cases and images showing multiple abnormalities. In addition, our dataset includes images acquired using several OCT scanners from two manufactures, Zeiss and Heidelberg. By contrast, related works reported having used exclusion criteria that left out images showing multiple abnormalities [17] and images with disagreements in the manual annotation stage [20]. Despite the heterogeneous nature of the test data, the proposed approach showed consistent high performance regardless of the ERM stage (Figures 14a, and 14b) or the presence of multiple lesions (Fig. 14c). Prior works reported low accuracy in detecting early-stage ERM and pointed out that classification errors occurred as a result of class imbalance which was presumably exacerbated by the exclusion criteria of the data collection protocol [17], [20].

The learning approach used in this research work is similar to that of related works in that the classifiers were trained in a supervised fashion. Ideally, supervised learning is conducted with large sets of annotated data to prevent classifiers to
overfit the training data. However, the cost of annotating large sets of data is prohibitive in the medical domain, not only because it is labor-intensive but also because it requires expert knowledge which is in short supply. Consistent with the availability of labeled data in clinical practice, we trained our classifiers with a smaller set of labeled data than related works, but used the weights of pre-trained models to initialize our classifiers thus avoiding the problem of data scarcity. This transfer-learning approach proved to be effective in training deep CNNs without overfitting the training data. Furthermore, a comparative analysis revealed that transfer learning led to faster convergence and higher classification performance as opposed to fully training (see Table 11).

V. CONCLUSION

In this work, we designed a fully automatic method for ERM detection in OCT scans based on CNNs. The proposed algorithm achieved 99.7% detection accuracy when evaluated on a heterogeneous test dataset that includes various stages of ERM and images showing other retinal abnormalities besides the target class. The proposed approach showed high discriminative performance at separating the positive and negative classes. The best classifier from amongst all that were trained and tested attained 99.47% sensitivity, 99.9% specificity, and a AUROC of 1.0. Analysis using Grad-CAM revealed that the proposed algorithm discriminates correctly ERM diagnostic patterns in the OCT scans, such as wrinkling or traction of the retinal surface, or retinal swelling. Taken together, these results show that the proposed method provide a reliable alternative to manual OCT interpretation.

The approach followed builds upon transfer learning and fine-tuning with limited data. Compared to similar works in the literature, our method requires much less annotated data to achieve state-of-the-art performance. It was observed that fine-tuning pre-trained networks as opposed to training from zero state brought significant gains in performance and faster convergence. These findings show that by using available pre-trained CNNs and high quality small datasets one can avoid the need for large volumes of costly annotated data while reaching high classification performance.

Comparative analysis of four CNN architectures showed that in general the more complex the network the higher the classification performance. However, we also observed that the increase in the model complexity does not warrant significant gains in performance. Relative to the architecture with the lowest training time, the best architecture was 0.5% more accurate, but required as much as 40 times more memory, and 50 times more space in disk. Conversely, training the least performing network required 60% less time than training the best performer.

To sum up, the results reported in this article provide complete information of CNN architectures and configurations that produce the best results for ERM detection. Furthermore, we demonstrated that transfer learning makes it possible the use of deep learning techniques even when the size of the dataset is limited.
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