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ABSTRACT. For any field $k$, we give an algebraic description of the category $\text{Perv}_\omega(S^n(C^2), k)$ of perverse sheaves on the $n$-fold symmetric product of the plane $S^n(C^2)$ constructible with respect to its natural stratification and with coefficients in $k$. In particular, we show that it is equivalent to the category of modules over a new algebra that is closely related to the Schur algebra. As part of our description we obtain an analogue of modular Springer theory for the Hilbert scheme $\text{Hilb}^n(C^2)$ of $n$ points in the plane with its Hilbert-Chow morphism.

1. INTRODUCTION

Let $k$ be a field of arbitrary characteristic and $n, d \geq 0$ be integers. The Schur algebra $S_k(n, d)$ can be defined as the finite dimensional algebra

$$S_k(n, d) := \text{End}_{\mathbb{S}_d}((k^n)^{\otimes d}),$$

where the symmetric group $\mathbb{S}_d$ acts on $(k^n)^{\otimes d}$ by permuting the tensor factors.

Let $\mathcal{N}_{\text{GL}_n} \subset \mathfrak{gl}_n(C)$ denote the cone of nilpotent matrices and $\pi : \tilde{N} \to \mathcal{N}_{\text{GL}_n}$ denote the Springer resolution. Recall that $\mathcal{N}_{\text{GL}_n}$ is a symplectic singularity and $\pi$ is a symplectic resolution. Let $\text{Perv}_{\text{GL}_n}(\mathcal{N}_{\text{GL}_n}, k)$ denote the abelian category of $\text{GL}_n$-equivariant perverse sheaves with coefficients in $k$ on $\mathcal{N}_{\text{GL}_n}$.

The results of this paper are motivated by the following theorem:

**Theorem ([Mau14]).** There is an equivalence of categories

$$\text{Perv}_{\text{GL}_n}(\mathcal{N}_{\text{GL}_n}, k) \simeq S_k(n, n)-\text{mod}.$$ 

Our main result is an analogous theorem for another conical symplectic singularity, the $n$-fold symmetric product of the plane $S^n(C^2) = (C^2)^n / \mathbb{S}_n$.

For a set $A$, let $\text{Sh}(A)$ denote the category of sheaves of complex vector spaces on $A$ (equivalently, $A$-graded complex vector spaces $\text{Vec}_A$). Consider the category of sheaves on the symmetric group $\text{Sh}(\mathbb{S}_d)$ as a tensor category with tensor structure coming from convolution of sheaves on the group $\mathbb{S}_d$.
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Definition 1.1. Let $[n] = \{1, \ldots, n\}$. We define the Hilbert-Schur algebra $HS_k(n,d)$ to be the finite dimensional algebra:

$$HS_k(n,d) := K[\text{End}_{\text{Sh}([n]^d)}(\text{Sh}([n]^d))] \otimes \mathbb{Z} \mathbb{Z}.$$ 

Here $\text{Sh}([n]^d)$ is viewed as a module category over the tensor category $\text{Sh}(\mathcal{S}^d)$, we write $\text{End}_{\text{Sh}(\mathcal{S}^d)}(\text{Sh}([n]^d))$ to denote the tensor category of (additive) endofunctors of $\text{Sh}([n]^d)$ as a $\text{Sh}(\mathcal{S})$-module category, and the symbol $K$ denotes the Grothendieck ring.

The reader who is not familiar with the theory of tensor categories can look at an alternative description of this algebra given in Theorem 1.1 via $K$-theory of equivariant sheaves on finite sets. We also give a presentation by generators and relations later in Section 2.5.

Let $\mathcal{S}$ denote the natural stratification of $S^n(\mathbb{C}^2)$ and let $\text{Perv}_\mathcal{S}(S^n(\mathbb{C}^2), k)$ denote the abelian category of $\mathcal{S}$-constructible perverse sheaves with coefficients in $k$ on $S^n(\mathbb{C}^2)$.

Our main result is:

**Theorem 1.2.** There is an equivalence of categories

$$\text{Perv}_\mathcal{S}(S^n(\mathbb{C}^2), k) \simeq HS_k(n,n) - \text{mod}.$$ 

Before describing the proof, we comment briefly on some basic properties of the Hilbert-Schur algebra and its relation to the Schur algebra.

1. The Schur algebra $S_k(n,d)$ is a quotient of the Hilbert-Schur algebra $HS_k(n,d)$ — the quotient homomorphism is induced by sending a $\text{Sh}(\mathcal{S})$-module endofunctor of $\text{Sh}([n]^d)$ to the corresponding $k[\mathcal{S}]$-module endomorphism of $K(\text{Sh}([n]^d)) \otimes k \cong (k^n)^{\otimes d}$.

2. Unlike $S_k(n,d)$, the algebra $HS_k(n,n)$ is not quasihereditary, but it is self-injective.

3. Recall that the simple $S_k(n,n)$-modules are parametrized by partitions of $n$. As a corollary of the theorem, the simple $HS_k(n,n)$-modules are parametrized by pairs $(\lambda, V)$, where $\lambda$ is a partition of $n$ and $V$ is an irreducible $k[N_{\mathcal{S}}(\mathcal{S}_\lambda)/\mathcal{S}_\lambda]$-module. In particular, the number of simple objects depends on $k$.

We remark that Theorem 1.2 fits into a broader program of the authors to study modular representation theory arising from perverse sheaves on conical symplectic singularities. Previously, motivated by [Mau14, AM15] and the work of Braden–Licata–Proudfoot–Webster on hypertoric category $O$ and symplectic duality [BLPW12, BLPW16], we carried out this program in the case of affine hypertoric varieties. In [BM19, BM17], we proved that an appropriate category of perverse sheaves on an affine hypertoric variety $\mathfrak{M}$ is equivalent to modules over a quasihereditary algebra $R(\mathfrak{M})$ depending only on the matroid underlying the variety $\mathfrak{M}$. Moreover, the algebra $R(\mathfrak{M})$ is Ringel dual to the algebra $R(\mathfrak{M}^\vee)$ associated to the symplectic dual hypertoric variety or dual matroid.
1.1. **Structure of proof.** To prove our theorem we construct a projective generator of the category of perverse sheaves \( \text{Perv}_S(S^n(C^2), \mathbb{k}) \) and then compute the endomorphism algebra of this projective generator.

1.1.1. **Projective generators.** Our generator is defined as a direct sum of projective objects, one for each composition \( \lambda = (\lambda_1, \ldots, \lambda_r) \) of \( n \).

Recall that the Hilbert–Chow morphism
\[
\rho_n : \text{Hilb}^n(C^2) \to S^n(C^2)
\]
from the Hilbert scheme \( \text{Hilb}^n(C^2) \) of \( n \) points in the plane is a symplectic resolution of singularities of \( S^n(C^2) \).

**Definition 1.3.** The **Hilbert-Chow sheaf** \( F_n \) is the self-dual perverse push-forward sheaf
\[
F_n := \rho_n^* \mathcal{O}_{\text{Hilb}^n(C^2)}[2n] \in \text{Perv}_S(S^n(C^2), \mathbb{k}).
\]

The following is a special case of Theorem 4.7:

**Theorem 1.4.** The Hilbert-Chow sheaf \( F_n \) represents an exact hyperbolic restriction functor. As a consequence, \( F_n \) is a projective-injective object in \( \text{Perv}_S(S^n(C^2), \mathbb{k}) \).

**Remark 1.5.** This result is analogous to and motivated by the fact [AHR15, Proposition 7.10] that the the Springer sheaf \( S := \pi_* \mathcal{O}_{\tilde{N}}[\dim \tilde{N}] \in \text{Perv}_{GL_n}(N_{GL_n}, \mathbb{k}) \) is also a projective (and injective) object represented by an exact hyperbolic restriction functor (parabolic restriction).

On the other hand, there is another projective-injective object of \( \text{Perv}_S(S^n(C^2), \mathbb{k}) \) that is even easier to construct. Let \( \sigma_n : (C^2)^n \to S^n(C^2) \) be the quotient or symmetrization map. It is a finite-to-one morphism that is the universal cover over the generic locus. Then \( F_{(1^n)} := \sigma_n^* \mathcal{O}_{(C^2)^n}[2n] \) is projective.

More generally, there are perverse sheaves that interpolate between these two examples. For any composition \( \lambda = (\lambda_1, \ldots, \lambda_r) \) of \( n \), let
\[
\sigma_\lambda : S^{\lambda_1}(C^2) \times \ldots \times S^{\lambda_r}(C^2) \to S^n(C^2)
\]
be the symmetrization (or sum) map and let \( F_\lambda := \sigma_\lambda^*(F_{\lambda_1} \boxplus \ldots \boxplus F_{\lambda_r}) \).

**Theorem 1.6.** For any composition \( \lambda = (\lambda_1, \ldots, \lambda_r) \) the perverse sheaf \( F_\lambda \) is projective and injective and the set of \( F_\lambda \), where \( \lambda \) runs over all partitions is a generating set of projective objects, so that \( F = \bigoplus_\lambda F_\lambda \) is a projective generator.

---

1While we prove a more general statement below, here is quick way to see that \( F_{(1^n)} \) is a projective perverse sheaf. Note that \( F_{(1^n)} \) is self-dual and its restriction to the singular locus of \( S^n(C^2) \) is contained in \( D^{\leq -2n} \subset p^* \text{D}^{\leq -1} \). Thus \( F_{(1^n)} \) is isomorphic to the perverse \( j^* \) (and \( * \)) extension of its restriction to the smooth locus, which is the local system whose monodromy is the regular representation of the fundamental group. By the adjunction \( (p^* j_!, p^* j^*) \) and exactness of \( j^* \), it follows that \( F_{(1^n)} \) is also projective (and by duality, injective).
1.1.2. **Endomorphisms.** The previous theorem implies that $\text{Perv}_F(S^n(C^2), k)$ is equivalent to the category of finite-dimensional modules over $\text{End}(F)_{\text{op}}$. To complete our proof of the main result it remains to give an explicit description of the spaces of homomorphisms $\text{Hom}(F_\lambda, F_\mu)$ and their composition maps.

Our proof builds off of the special case of the Hilbert-Chow sheaf:

**Theorem 1.7.** The endomorphism algebra of the Hilbert-Chow sheaf $F_n := \rho_n*\mathbb{I}_{\text{Hilb}^n(C^2)}[2n]$ is equivalent to the category of finite-dimensional modules over $\text{End}(F)_{\text{op}}$. In other words,

$$\text{End}(F_n) \cong R_C(\mathbb{S}_n) \otimes_{\mathbb{Z}} k.$$

In particular, there is a natural action of the character ring $R_C(\mathbb{S}_n)$ on the cohomology of the Hilbert-Chow fibers.

We note that this is an analogue of the following central result of Springer theory, which first appeared in work of Borho-MacPherson in the case $k = \mathbb{C}$ and was extended by Juteau to general $k$:

**Theorem ([BM81, BM83, Spr82, Jut14]).** If $G$ is a reductive algebraic group over $\mathbb{C}$ and $\pi: \tilde{N} \to N$ is the Springer resolution of the nilpotent cone of $\text{Lie}(G)$, then the endomorphism algebra of the Springer sheaf $S := \pi_*[\mathbb{C}[\dim \tilde{N}]]$ is isomorphic to the group algebra of the Weyl group $W$ of $G$. In other words,

$$\text{End}(S) \cong \mathbb{Z}[W] \otimes_{\mathbb{Z}} k.$$

**Remark 1.8.** The origin of Springer’s correspondence was work of J. A. Green, from which it follows that for $GL_n$, the numbers of irreducible components of the Springer fibers are equal to the dimensions of the irreducible representations of the symmetric group.

In contrast, by a theorem of Briançon [Bri77], the fibers of the Hilbert-Chow morphism are all irreducible, and so one might not expect an interesting algebra to arise from the Hilbert-Chow map. On one level this is correct. The character ring $R_C(\mathbb{S}_n)$ is commutative and so when the characteristic of $k$ is zero, the algebra $R_C(\mathbb{S}_n) \otimes_{\mathbb{Z}} k$ is isomorphic to the unremarkable algebra $k^{p(n)}$, where $p(n)$ is the number of partitions of $n$. In fact, a proof of Theorem 1.7 in the case when $k$ has characteristic zero is considerably easier and has appeared in the literature already — see [GS06, Lemma 7.7], for example.

Nonetheless, $R_C(\mathbb{S}_n)$ has interesting integral structure and when $k$ is a field of small positive characteristic $R_C(\mathbb{S}_n) \otimes_{\mathbb{Z}} k$ has nontrivial representation theory, which has been studied by Bonnafé [Bon06a, Bon06b].

For a composition $\lambda = (\lambda_1, \ldots, \lambda_r)$, let $\mathbb{S}_\lambda \subset \mathbb{S}_n$ be the parabolic subgroup $\mathbb{S}_\lambda = \mathbb{S}_{\lambda_1} \times \cdots \times \mathbb{S}_{\lambda_r}$. We prove (see Theorem 5.2):

**Theorem 1.9.** (1) For any compositions $\lambda = (\lambda_1, \ldots, \lambda_r), \mu = (\mu_1, \ldots, \mu_s)$ there is a natural isomorphism

$$\text{Hom}(F_\lambda, F_\mu) = K(\text{Sh}([\mathbb{S}_\lambda \backslash \mathbb{S}_n] \backslash [\mathbb{S}_\mu])) \otimes_{\mathbb{Z}} k.$$
Here $K(\text{Sh}[S_{\lambda}/S_n/\mathfrak{S}_{\mu}])$ denotes the Grothendieck group of $\text{Sh}[S_{\lambda}/S_n/\mathfrak{S}_{\mu}]$, the category of $S_{\lambda}$-equivariant sheaves of complex vector spaces on the set of left cosets $S_n/\mathfrak{S}_{\mu}$, or equivalently the category of sheaves on the quotient stack $[S_{\lambda}/S_n/\mathfrak{S}_{\mu}]$.

(2) Under the isomorphisms above, the composition map

$$\text{Hom}(F_{\mu}, F_{\nu}) \times \text{Hom}(F_{\lambda}, F_{\mu}) \rightarrow \text{Hom}(F_{\lambda}, F_{\nu})$$

corresponds to the map on Grothendieck groups induced by the natural convolution operation

$$\text{Sh}[S_{\mu}/S_n/\mathfrak{S}_{\nu}] \times \text{Sh}[S_{\lambda}/S_n/\mathfrak{S}_{\mu}] \rightarrow \text{Sh}[S_{\lambda}/S_n/\mathfrak{S}_{\nu}]$$

Example 1.10. (1) Consider the special case $\lambda = \mu = (n)$. Then

$$\text{Hom}(F_n, F_n) = K(\text{Sh}[S_n/\mathfrak{S}_n]) \otimes k = K(\text{Sh}[\cdot/\mathfrak{S}_n]) \otimes k = R_{\mathfrak{C}}(\mathfrak{S}_n) \otimes k$$

and convolution of sheaves corresponds to multiplication in the character ring. Thus Theorem 1.9 recovers Theorem 1.7 as a special case.

(2) At the other extreme, let $\lambda = \mu = (1^n)$. Then

$$\text{Hom}(F_{(1^n)}, F_{(1^n)}) = K(\text{Sh}[S_{(1^n)}/\mathfrak{S}_n]) \otimes k = K(\text{Sh}[\mathfrak{S}_n]) \otimes k = k[\mathfrak{S}_n]$$

and convolution of sheaves corresponds to multiplication in the group algebra.

To summarize the results above:

**Theorem 1.11.** The category of perverse sheaves $\text{Perv}_{\mathcal{S}}(S^n(\mathbb{C}^2), k)$ is equivalent to the category of $R$-modules, where $R$ is the algebra with orthogonal idempotents $e_{\lambda}$ for each composition $\lambda$ of $n$ such that

$$e_\mu R e_{\lambda} = K(\text{Sh}[S_{\lambda}/S_n/\mathfrak{S}_{\mu}]) \otimes \mathbb{Z}k$$

and the multiplication map $e_\nu R e_\mu \times e_\mu R e_{\lambda} \rightarrow e_\nu R e_{\lambda}$ is the map induced by the convolution of sheaves.

Finally, the proof of Theorem 1.2 is complete with the observation that $HS_k(n, n)$ is Morita equivalent to the algebra $R$ described in Theorem 1.11.

1.2. Outline of the paper. We begin in Section 2 by considering the 2-category underlying the algebra $R$ of Theorem 1.11 and give a simple presentation of $R$ in terms of generators and relations. We also explain why $R$ is Morita equivalent to $HS_k(n, n)$.

In Section 3 we introduce the category $\text{Perv}_{\mathcal{S}}(S^n(\mathbb{C}^2), k)$ and define for each composition $\lambda$ of $n$ two important functors, a restriction and a symmetrization functor, between perverse sheaves on $S^n(\mathbb{C}^2)$ and perverse sheaves on $S^{\lambda_1}(\mathbb{C}^2) \times \ldots \times S^{\lambda_r}(\mathbb{C}^2)$ constructible with respect to the product stratification. The key property is that these functors are biadjoint on constructible perverse sheaves. The functors and the biadjunction are later used to define the desired endomorphisms of $F$ and to check the relations.
In Section 4 we construct the perverse sheaves \( F_\lambda \) and prove that they represent hyperbolic stalk functors. It follows that each \( F_\lambda \) is projective (and as they are self-dual, also injective) and together they generate the category \( \text{Perv}_\nu(S^n(\mathbb{C}^2), k) \).

In Section 5 we construct a homomorphism \( R \to \text{End}(F) \) using our presentation of \( R \) from Section 2. In checking that the relations hold, a key role is played by a Cartesian diagram relating the restriction and symmetrization functors with respect to different compositions of \( n \).

Finally it remains to show that the homomorphism constructed in Section 5 is an isomorphism. This is proved in Section 6 first for the special case of Theorem 1.7 and then in general.

We conclude with Section 7 in which we prove Theorem 7.2—an interpretation of the restriction and symmetrization functors in terms of the algebra \( R \).

**Remark 1.12.** For the sake of simplicity, in this introduction we have defined the objects \( F_\lambda \) and the idempotents of \( R \) to be parametrized by compositions \( \lambda \) of \( n \). In the body of the text we find it convenient to work more generally with arbitrary set partitions.

**Remark 1.13.** The endomorphism algebra \( \text{End}(F_n) \) (and more generally \( \text{End}(F) \)) can be reinterpreted as a convolution algebra on Borel–Moore homology in the sense of Ginzburg [CG97, Theorem 8.6.7]. Such algebras can be studied by finding simple Lagrangian correspondences which generate them. In the setting of Hilbert schemes, related Lagrangian correspondences were studied extensively by Nakajima [Nak97, Nak99] and Grojnowski [Gro96]. Our approach is perhaps closest to the operators studied by Grojnowski. One could alternatively deduce our theorem using Nakajima’s work instead, however the operators he studies do not generate the algebra over the integers and so more care is needed to keep track of denominators.

Another possible approach to our main results, which we hope to explore in future work, would be to use the work of Bezrukavnikov–Kaledin [BK04] or Bridgeland–King–Reid and Haiman [BKR01, Hai01], which gives an isomorphism between the \( K \)-theory of \( \text{Hilb}^n(\mathbb{C}^2) \) and the \( \mathfrak{S}_n \)-equivariant \( K \)-theory of \( (\mathbb{C}^2)^n \). Using this isomorphism, the top Borel-Moore homology of the Ginzburg convolution variety inside \( \text{Hilb}^n(\mathbb{C}^2) \times \text{Hilb}^n(\mathbb{C}^2) \) should be identified with a piece of the \( (\mathfrak{S}_n \times \mathfrak{S}_n) \)-equivariant \( K \)-theory of the union of graphs of elements of \( \mathfrak{S}_n \) acting on \( (\mathbb{C}^2)^n \). We expect that this approach will provide a more conceptual explanation for the appearance of equivariant sheaves on \( \mathfrak{S}_n \) in our result.

**Acknowledgements.** The authors thank David Ben-Zvi, Ben Elias, Geordie Williamson, Anthony Licata, Cédric Bonnafé, Hiraku Nakajima and Roman Bezrukavnikov for stimulating remarks and conversations. The first
author thanks the Institute for Advanced Study for excellent virtual working conditions during the semester when some of these results were worked out. The second author was supported in part by NSF grant DMS-1802299.

2. A 2-CATEGORY AND ITS DECATERGIFICATION

In this section, we define a $\mathbb{C}$-linear (strict) 2-category $\mathcal{C}_{[n]}$, and consider the associated “decategorified” algebra $R_{[n]} = K(\mathcal{C}_{[n]})$. We will give a simple presentation of this algebra in terms of generators and relations.

2.1. Set partitions and integer partitions. We begin by establishing some notation and terminology associated with set partitions and integer partitions. We let $\text{Part}([n])$ denote the set of partitions of the set $[n] := \{1, 2, \ldots, n\}$.

By definition a partition $\lambda \in \text{Part}([n])$ is a set of non-empty subsets of $[n]$ such that each element of $[n]$ is in exactly one of these subsets, or equivalently it can be described by giving an equivalence relation $\lambda \sim$ on $[n]$ whose equivalence classes are the subsets of $\lambda$.

We order $\text{Part}([n])$ by refinement: we put $\lambda \leq \mu$ if every part of $\lambda$ is contained in a part of $\mu$, or equivalently if $i \lambda \sim j$ implies $i \mu \sim j$. The unique maximum element of $\text{Part}([n])$ is the partition with a single part, and the unique minimum is the partition with $n$ parts.

For a partition $\lambda \in \text{Part}([n])$, we have a subgroup $\mathfrak{S}_\lambda$ of the symmetric group $\mathfrak{S}_n$ consisting of elements which permute elements of each part of the partition among themselves:

$$
\mathfrak{S}_\lambda = \prod_{I \in \lambda} \mathfrak{S}_I,
$$

considered as a subset of $\mathfrak{S}_n$ in the obvious way. This subgroup can be defined equivalently in terms of the equivalence relation $\lambda \sim$ given by

$$
\mathfrak{S}_\lambda = \{ w \in \mathfrak{S}_n \mid w(i) \lambda \sim i \text{ for all } i \in [n] \}.
$$

The poset $\text{Part}([n])$ is a lattice, and the meet $\lambda \wedge \mu$ of partitions $\lambda, \mu \in \text{Part}([n])$ is the partition whose parts are all nonempty intersections of parts of $\lambda$ with parts of $\mu$. We clearly have

$$
\mathfrak{S}_{\lambda \wedge \mu} = \mathfrak{S}_\lambda \cap \mathfrak{S}_\mu.
$$

The action of $\mathfrak{S}_n$ on $[n]$ induces an action on $\text{Part}([n])$, and for any $w \in \mathfrak{S}_n$ and $\lambda \in \text{Part}([n])$ we have

$$
\mathfrak{S}_{w\lambda} = w\mathfrak{S}_\lambda w^{-1}.
$$

Thus up to conjugacy the subgroups $\mathfrak{S}_\lambda$ are determined by elements of the quotient set $\text{Part}([n]) / \mathfrak{S}_n$. An element of this quotient depends only on the sizes of the equivalence classes and not on their particular elements; in other words, it is an integer partition of $n$. We denote this quotient set by $\text{Part}(n)$, and we denote the natural quotient map $\text{Part}([n]) \to \text{Part}(n)$
by $\lambda \mapsto \hat{\lambda}$. For instance, if $n = 6$ and $\lambda = \{1, 2, 4\}, \{3\}, \{5, 6\}$, then $\hat{\lambda} = (3, 2, 1)$.

At times it will be useful to fix a section of this quotient, or in other words to consider $\text{Part}(n)$ as a subset of $\text{Part}([n])$. We will do this in the obvious way where the elements of $[n]$ are grouped into consecutive intervals, with the largest groups coming first. None of our results would be affected if a different embedding were used.

The refinement order $\leq$ on $\text{Part}([n])$ induces a partial order $\preceq$ on $\text{Part}(n)$: we say that $\hat{\lambda} \preceq \hat{\mu}$ if $\lambda \preceq z\mu$ for some $z \in S_n$.

2.2. Defining $C_{[n]}$: objects and 1-morphisms. We now define our 2-category $C_{[n]}$. Objects of $C_{[n]}$ are set partitions $\lambda \in \text{Part}([n])$. For $\mu, \nu \in \text{Part}([n])$, the 1-morphisms $\mu \to \nu$ form a category given by

$$\text{hom}(\mu, \nu) = \text{Sh}(\mathcal{G}_\nu \backslash \mathcal{G}_n / \mathcal{G}_\mu),$$

the category of finite-dimensional $C$-sheaves on the finite quotient stack $[\mathcal{G}_\nu \backslash \mathcal{G}_n / \mathcal{G}_\mu]$.

In elementary terms, an object $F$ of $\text{hom}(\mu, \nu)$ is given by a finite-dimensional vector space $F_x$ for all $x \in \mathcal{G}_n$, together with a left action of $\mathcal{G}_\nu$ and a right action of $\mathcal{G}_\mu$ on the total space $\bigoplus_{x \in \mathcal{G}_n} V_x$, commuting with each other, such that

$$g \cdot F_x \subset F_{gx} \text{ and } F_x \cdot h \subset F_{xh}$$

for all $x \in \mathcal{G}_n, g \in \mathcal{G}_\nu, h \in \mathcal{G}_\mu$.

For an element $w$ in $\mathcal{G}_n$, we use the notation $\nu[w]_\mu$ for the stacky double coset $[\mathcal{G}_\nu \backslash \mathcal{G}_\nu w \mathcal{G}_\mu] \subset \mathcal{G}_n$. It is a single point with automorphism group $\mathcal{G}_\nu \cap w\mathcal{G}_\mu w^{-1} = \mathcal{G}_{\nu \wedge \mu}$. The double quotient $[\mathcal{G}_\nu \backslash \mathcal{G}_n / \mathcal{G}_\mu]$ is the disjoint union of $\nu[w]_\mu$ as $w$ runs over a set of representatives of double cosets.

If we fix partitions $\mu, \nu \in \text{Part}([n])$, we can omit the subscripts and write $[w] = \nu[w]_\mu$. Then we let $\text{hom}_w(\mu, \nu)$ denote the full subcategory of 1-morphisms supported on $[w]$. If $F$ is supported on the double coset $[e]$ of the identity, then conjugation makes $F_e$ into a representation of $\mathcal{G}_{\nu \wedge \mu}$. In fact, this defines an equivalence of 1-categories

$$\text{hom}_e(\mu, \nu) \xrightarrow{\sim} \mathcal{C}\mathcal{G}_{\nu \wedge \mu} \text{-mod}.$$  

More generally, a 1-morphism $F \in \text{hom}_w(\mu, \nu)$ supported on $[w]$ is equivalent to a representation of $\mathcal{G}_{\nu \wedge \mu}$ via the action on $F_w$ given by

$$z \cdot v = zv^{-1}z^{-1}w.$$  

2.3. Composition in $C_{[n]}$. For $\lambda, \mu, \nu \in \text{Part}([n])$, composition of 1-morphisms is given by a functor

$$\text{hom}(\mu, \nu) \times \text{hom}(\lambda, \mu) \to \text{hom}(\lambda, \nu), \quad (A, B) \mapsto A \circ B$$
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defined as follows. If \( A \in \text{hom}(\mu, \nu) \) and \( B \in \text{hom}(\lambda, \mu) \), then \( A \boxtimes B \) is a sheaf on \( S_n \times S_n \), equivariant for an action of \( S_\nu \times S_\mu \times S_\mu \times S_\lambda \). Restricting to the action of the subgroup

\[
\{(u, v, v^{-1}, w) \mid u \in S_\nu, v \in S_\mu, w \in S_\lambda\} \cong S_\nu \times S_\mu \times S_\lambda
\]

and pushing forward by multiplication

\( S_n \times S_n \rightarrow S_n \)
gives an \( S_\lambda \times S_\mu \times S_\nu \)-equivariant sheaf on \( S_n \), where \( S_\mu \) acts trivially on \( S_n \). The composition \( A \circ B \) is defined to be the \( S_\mu \)-invariants inside this sheaf.

Less formally, the composition is given by the formula

\[
(A \circ B)_x = \left[ \bigoplus_{y,z=x} A_y \otimes_C B_z \right]^{S_\mu},
\]

where the action of \( S_\mu \) is by \( w \ast (a \otimes b) = (a \cdot w^{-1}) \otimes (w \cdot b) \).

From this it is easy to check the strict associativity of the composition. We can also describe the identity elements: the identity \( \mu I_\mu \) on \( \mu \) is the sheaf given by

\[
(\mu I_\mu)_x = \begin{cases} 
C & x \in S_\mu \\
0 & x \notin S_\mu
\end{cases}
\]

with the left and right actions of \( S_\mu \) given by identity maps.

2.4. Generating 1-morphisms. We consider three special classes of 1-morphisms in \( C_{[n]} \).

1. Generalizing the identity morphisms in the previous section, for partitions \( \mu \leq \nu \) we let \( \mu I_\mu \in \text{hom}(\mu, \nu) \) be the sheaf which is \( C \) on every \( w \in S_\nu \) and 0 otherwise, and with the left and right actions given by the identity maps. In other words, it is the sheaf which is sent to the trivial representation of \( S_\mu \) under the equivalence (1). We define \( \mu I_\nu \in \text{hom}(\nu, \mu) \) similarly.

2. For any \( w \in S_n \) and any \( \lambda \in \text{Part}([n]) \), let \( w_\lambda \) be the sheaf supported on the double coset \( w_\lambda \) which is sent to the trivial representation under the equivalence

\[
\text{hom}_w(\lambda, w_\lambda) \cong C\mathcal{G}_{w_\lambda \cdot w_\lambda^\mu} = C\mathcal{G}_{w_\lambda \cdot w_\lambda^\mu}.
\]

In other words, it is \( C \) on every element of the double coset \( w_\lambda \), zero on all other elements, and the left and right actions are by identity maps. We will sometimes omit the subscripts and write simply \( w_\lambda \) in formulas where the source and/or target objects are clear because of another morphism it is composed with.

3. For any \( \lambda \in \text{Part}([n]) \) and any representation \( V \) of \( S_\lambda \), let \( \langle V \rangle \in \text{hom}(\lambda, \lambda) \) be given by \( \langle V \rangle_w = V \) if \( w \in S_\lambda \) and is zero otherwise, with the left action given by the \( S_\lambda \)-module structure and the right
action given by identity maps. Thus this sheaf is sent to \( V \) under the equivalence (1). Note that for the trivial representation \( I_\lambda \) we have \( \langle I_\lambda \rangle \cong \lambda I_\lambda \).

**Proposition 2.1.** These 1-morphisms satisfy the following relations:

(a) If \( \lambda \leq \mu \leq \nu \) or \( \nu \leq \mu \leq \lambda \), then
\[
\nu I_\mu \circ \mu I_\lambda \cong \nu I_\lambda.
\]

(b) For any \( w, z \in \mathbb{S}_n \) and any \( \lambda \in \text{Part}([n]) \), we have
\[
wz\lambda(w_s)z\lambda \circ z\lambda(w_s) \lambda \cong wz\lambda((w_s)\lambda).
\]
If \( w \in \mathbb{S}_\lambda \), then \( \chi(w) \lambda \cong \chi I_\lambda \in \text{hom}(\lambda, \lambda) \).

(c) For any \( w \in \mathbb{S}_n \) and any \( \mu, \nu \in \text{Part}([n]) \) with \( \mu \leq \nu \) or \( \nu \leq \mu \), we have
\[
w_s \circ \mu I_\mu \cong w\nu w\mu \circ w_s.
\]

(d) If \( \lambda, \mu \leq \nu \), then
\[
\mu I_\nu \circ \nu I_\lambda \cong \bigoplus_{z} \mu I_{\mu \wedge z\lambda} \circ z\lambda \circ \mu^{-1} \wedge \lambda I_\lambda
\]
where the sum is over a set of representatives \( z \) of double cosets in \( \mathbb{S}_\mu \setminus \mathbb{S}_\nu / \mathbb{S}_\lambda \).

(e) If \( \lambda \leq \mu \) then for any \( V \in \mathbb{C}_{\mathbb{S}_\lambda} \text{-mod} \) and \( W \in \mathbb{C}_{\mathbb{S}_\mu} \text{-mod} \), we have
\[
\lambda I_\mu \circ \langle W \rangle \cong \langle W \rangle \circ \lambda I_\mu,
\]
\[
\langle W \rangle \circ \mu I_\lambda \cong \mu I_\lambda \circ \langle W \rangle \circ \lambda I_\mu,
\]
and
\[
\mu I_\lambda \circ \langle V \rangle \circ \lambda I_\mu \cong (\text{Ind}_\mu^\lambda V),
\]
where \( \text{Ind}_\mu^\lambda \) denotes induction of representations from \( \mathbb{S}_\lambda \) to \( \mathbb{S}_\mu \).

(f) For any \( V \in \mathbb{C}_{\mathbb{S}_\lambda} \text{-mod} \) and any \( w \in \mathbb{S}_n \), there is an isomorphism
\[
w_s \circ \langle V \rangle \cong \langle wV \rangle \circ w_s,
\]
where \( wV \) is the representation of \( \mathbb{C}_{\mathbb{S}_{w\lambda}} \) obtained by pulling \( V \) back by conjugation \( \mathbb{S}_{w\lambda} = wS_{\lambda}w^{-1} \to \mathbb{S}_{\lambda} \).

(g) If \( V, W \in \mathbb{C}_{\mathbb{S}_\lambda} \text{-mod} \), then
\[
\langle V \rangle \circ \langle W \rangle \cong \langle V \otimes W \rangle.
\]

**Proof.** For the first four relations (a)-(d), it is easy to see that each sheaf is a rank one constant sheaf supported on a subset of \( \mathbb{S}_n \), with left and right actions given by identity maps. So verifying these isomorphisms only requires checking that the supports are the same on both sides, which is straightforward. For example, relation (d) expresses the set-theoretic decomposition of \( \mathbb{S}_\nu \) into \( \mathbb{S}_\mu - \mathbb{S}_\lambda \) double cosets. The remaining relations (e), (f), and (g) are also easily verified. \( \square \)
**Remark 2.2.** The relation (b) says that the 1-morphisms $w_*$ are all invertible, so any two set partitions with the same underlying integer partition are isomorphic. Thus we can get an equivalent 2-category $C_n$ by restricting the objects to one representative for each integer partition. For instance, one could take the image of the inclusion $\text{Part}(n) \subset \text{Part}([n])$ described at the end of Section 2.1.

The next result gives a presentation for the 1-morphisms in $C_{[n]}$.

**Proposition 2.3.** Any object $F$ of the morphism category $\text{hom}(\mu, \nu)$ has a unique expression of the form

$$F \simeq \bigoplus_w \nu I_{\nu \wedge \mu} \circ \langle V_w \rangle \circ \nu \wedge \mu I_{\nu \wedge \mu} \circ w_\nu(\nu_\star)\mu,$$

where the sum runs over a set of representatives for the double cosets in $S_\nu \setminus S_n / S_{\mu}$. In particular, the 1-morphisms $\nu I_{\nu} \circ z_* \circ \langle V \rangle$ generate all 1-morphisms in $C_{[n]}$, up to isomorphism.

With respect to the normal form (2), the relations of Proposition 2.1 completely determine the composition law on 1-morphisms.

**Proof.** An object $F$ of $\text{hom}(\mu, \nu)$ is a sheaf on $[S_\nu \setminus S_n / S_{\mu}]$, so it splits as a direct sum of its restriction to double cosets. The restriction to the double coset $[w]$ corresponds to a representation $V_w$ of $S_{\nu \wedge \mu}$, giving the isomorphism (2).

To show that our relations determine the composition of 1-morphisms expressed in the form (2), it is enough to show that the composition of a summand

$$F|_{[w]} = \nu I_{\nu \wedge \mu} \circ \langle V \rangle \circ \nu \wedge \mu I_{\nu \wedge \mu} \circ w_\nu(\nu_\star)\mu,$$

with each of the three types of generators can be transformed using those relations into an expression of the form (2).

If we compose on the left by a 1-morphism $z_*$, the relations (b), (c), and (f) allow it to pass through to the right and combine with $w_*$, resulting in an expression which is again of the same form, but with $\nu$ replaced by $z\nu$ and $V$ replaced by $z^* V$. This also means that we can and will assume that $w$ is the identity in the remaining computations.

If we compose on the left by a 1-morphism $\langle W \rangle$, where $W$ is a representation of $S_\nu$, then using relations (e) and (g) gives

$$\nu I_{\nu \wedge \mu} \circ \langle W \rangle \circ \nu \wedge \mu I_{\nu \wedge \mu},$$

which is again of the required form.

Finally, if we compose on the left by $\lambda I_{\nu}$, there are two cases. If $\lambda \geq \nu$, then using relations (a) and (e), we get

$$\lambda I_{\nu} \circ F|_{[w]} \simeq \lambda I_{\nu \wedge \mu} \circ \langle V \rangle \circ \nu \wedge \mu I_{\mu} \simeq \lambda I_{\lambda \wedge \mu} \circ \langle V \rangle \circ \nu \wedge \mu I_{\lambda \wedge \mu} \circ \lambda I_{\nu \wedge \mu} \simeq \lambda I_{\lambda \wedge \mu} \circ \langle \text{Ind}^{\lambda \wedge \mu}_{\nu \wedge \mu} V \rangle \circ \lambda I_{\mu}. $$


On the other hand, if \( \lambda \leq \nu \), then the relation (d) gives

\[
\lambda I_\nu \circ F \simeq \bigoplus_z \lambda I_{\lambda \wedge z(\nu \wedge \mu)} \circ \lambda \wedge z(\nu \wedge \mu) I_z(\nu \wedge \mu) \circ z_\ast \circ \langle V \rangle \circ \nu \wedge \mu I_\mu
\]

\[
\simeq \bigoplus_z \lambda I_{\lambda \wedge z(\nu \wedge \mu)} \circ \langle z V | \mathcal{G}_{\lambda \wedge z(\nu \wedge \mu)} \rangle \circ \lambda \wedge z(\nu \wedge \mu) I_z(\nu \wedge \mu) \circ z_\ast \circ z_\ast
\]

where \( z \) runs over a set of representatives of double cosets \( \mathcal{G}_\lambda \backslash \mathcal{G}_\mu / \mathcal{G}_{\nu \wedge \mu} \).

\[\square\]

2.5. The decategorified ring. Taking Grothendieck groups of the morphism categories of our 2-category \( C_{[n]} \) gives a ring

\[
R = R_{[n]} := K(C_{[n]}) = \bigoplus_{\lambda, \mu \in \text{Part}([n])} K(\text{hom}(\lambda, \mu))
\]

with multiplication induced by the composition in \( C_{[n]} \). We denote the summand \( K(\text{hom}(\lambda, \mu)) \) by \( \mu R_\lambda \).

It is then clear by Remark 2.2 that the algebra \( R_n := K(C_n) \) can be viewed as a subalgebra of \( R_{[n]} \), and the inclusion is a Morita equivalence.

The special 1-morphisms considered in the previous section induce elements of \( R_{[n]} \):

- \( \mu I_\lambda = [\mu I_\lambda] \in \mu R_\lambda \) for partitions \( \lambda \leq \mu \) or \( \mu \leq \lambda \),
- \( w_\ast = \sum_{\lambda \in \text{Part}([n])} [w_\lambda(w_\ast)_\lambda] \) for \( w \in \mathcal{G}_n \), and
- \( [V] \) for \( V \in \mathbb{C}\mathcal{G}_\lambda \)-mod.

The elements \( \lambda I_\lambda \) are mutually orthogonal idempotents whose sum is the identity, but they are not in general primitive.

By Proposition 2.3 these elements generate \( R_{[n]} \), and the relations of Proposition 2.1 induce relations which give a presentation of \( R_{[n]} \). However, the presentation on the decategorified level admits a significant simplification, given in the next Theorem.

**Theorem 2.4.** The ring \( R_{[n]} \) is generated over \( \mathbb{Z} \) by the elements \( \lambda I_\mu \) and \( w_\ast \). For any \( \lambda, \nu \in \text{Part}([n]) \), a \( \mathbb{Z} \)-basis of \( \nu R_\lambda \) is given by the set of expressions

\[
\nu I_\mu \cdot \mu I_\nu \cdot w_\ast,
\]

where \( w \in \mathcal{G}_n \) runs over a set of representatives of double cosets \( \mathcal{G}_\nu \backslash \mathcal{G}_n / \mathcal{G}_\lambda \), and \( \mu \) runs over a set of representatives of orbits of \( \mathcal{G}_\nu \wedge \nu \lambda \) acting on the interval \( [(1^n), \nu \wedge \nu \lambda] \). Furthermore, the relations on \( R_{[n]} \) induced by the relations (a)-(d) of Proposition 2.1 give a complete set of relations for \( R_{[n]} \).

In other words, the relations in \( R_{[n]} \) are generated by

(a) If \( \lambda \leq \mu \leq \nu \) or \( \nu \leq \mu \leq \lambda \), then

\[
\nu I_\mu \cdot \mu I_\lambda = \nu I_\lambda.
\]
The idempotents $\lambda \mathbf{1}_\lambda$ are orthogonal: if $\mu \neq \lambda$, then

$$\lambda \mathbf{1}_\lambda \cdot \mu \mathbf{1}_\mu = 0.$$  

(b) For any $w, z \in \mathfrak{S}_n$, we have

$$w \cdot z = (wz)_s$$

and $e_s = \sum \lambda \mathbf{1}_\lambda$.

(c) For any $w \in \mathfrak{S}_n$ and any $\mu, \nu \in \text{Part}([n])$ with $\mu \leq \nu$ or $\nu \leq \mu$, we have

$$w \cdot \nu \mathbf{1}_\mu = \nu \mathbf{1}_{\mu \cap \nu} \cdot w.$$  

If $w \in \mathfrak{S}_\nu$ then $w \cdot \nu \mathbf{1}_\mu = \nu \mathbf{1}_\mu$, and if $w \in \mathfrak{S}_\mu$ then $\nu \mathbf{1}_\mu \cdot w = \nu \mathbf{1}_\mu$.

(d) If $\lambda, \mu \leq \nu$, then

$$\mu \nu \mathbf{1}_\lambda \cdot \nu \mathbf{1}_\lambda = \sum_{\tau} \mu \mathbf{1}_{\mu \cap \tau} \cdot \tau_s \cdot z_{\mu \cap \tau} \mathbf{1}_\lambda$$

$$= \sum_{\tau} \mu \mathbf{1}_{\mu \cap \tau} \cdot \mu \cap \tau \mathbf{1}_\tau \cdot z_s,$$

where the sum is over a set of representatives $z$ of double cosets in $\mathfrak{S}_\mu \setminus \mathfrak{S}_\nu / \mathfrak{S}_\lambda$.

Proof. To see that the elements $[V]$ are redundant, note that the relation (5) of Proposition 2.1 implies that for $\lambda \leq \mu$, we have

$$\lambda \mathbf{1}_\lambda \cdot \lambda \mathbf{1}_\mu = [\text{Ind}_\lambda^\mu \mathbf{1}_{\mathfrak{S}_\lambda}].$$

If we fix $\mu$ and let $\lambda$ run over a set of representatives of $\mathfrak{S}_\mu$-orbits on the set of $\lambda \leq \mu$, then the resulting elements of $\mu R_\mu$ have the same $\mathbb{Z}$-span as the elements $[V]$, $V \in \mathbb{C}\mathfrak{S}_\mu$-mod. This follows from the well-known fact that the induced modules $\text{Ind}_{\mathfrak{S}_\lambda}^{\mathfrak{S}_\mu} \mathbf{1}_{\mathfrak{S}_\lambda}$ have a decomposition into Specht modules which is triangular in the dominance order, with ones on the diagonal (see [Sag01], Corollary 2.4.7, for instance).

Given $\lambda, \mu, \nu \in \text{Part}([n])$ and $w \in \mathfrak{S}_n$ with $\mu \leq \nu \wedge w\lambda$, the expression (3) is the class of a sheaf on $[\mathfrak{S}_\nu \setminus \mathfrak{S}_\mu / \mathfrak{S}_\lambda]$ supported on the double coset $[w]$, whose stalk at $w$ is the representation $\text{Ind}_{\mu \wedge w\lambda}^\mu \mathbf{1}_{\mathfrak{S}_\mu}$ of $\mathfrak{S}_{\mu \wedge w\lambda}$. Thus if we fix $\nu$ and $\lambda$ and take one $w$ in each double coset and one $\mu$ in each $\mathfrak{S}_{\mu \wedge w\lambda}$-orbit, the resulting elements give a $\mathbb{Z}$-basis for $\nu R_\lambda$.

Now let $R'$ be the algebra generated by symbols $\lambda \mathbf{1}_\mu$, for $\lambda \leq \mu$ or $\mu \leq \lambda$ and $w_s$ for $w \in \mathfrak{S}_n$, subject to the relations (a)-(d) of this theorem. We have shown that there is a surjective homomorphism $R' \rightarrow R([n])$. To show it is an isomorphism, it is enough to show that the expressions (3) that give a basis of $R([n])$ also span $R'$. To see this, take an arbitrary product of our generators in $R'$. Using relations (b) and (c) we can write it in the form

$$\alpha_1 \mathbf{1}_{\alpha_2} \cdot \alpha_2 \mathbf{1}_{\alpha_3} \cdot \ldots \cdot \alpha_r \mathbf{1}_{\alpha_s} \cdot w_s$$

where $\alpha_i$ is comparable to $\alpha_{i+1}$ for $1 \leq i < r$.

If $\alpha_i = \alpha_{i+1}$, then $\alpha_i \mathbf{1}_{\alpha_{i+1}}$ is an idempotent which can be removed from the sequence using relation (a). Using relation (a) again we can assume that for three consecutive elements $\alpha_{i-1}, \alpha_i, \alpha_{i+1}$ we either have $\alpha_i > \alpha_{i-1}, \alpha_{i+1}$
(a "peak") or \( \alpha_i < \alpha_{i-1}, \alpha_{i+1} \) (a "valley"). If there are any peaks, then relation (d) can be applied to a maximal peak, replacing the product by a sum of terms which have valleys in that position, and whose maximal peaks are lower.

Iterating this, we see that our element of \( R' \) is a sum of elements of the form

\[
\nu \mu_1 \cdot \mu_1 \cdot \cdot w_s
\]

with \( \mu \leq \nu \) and \( \mu \leq w \). If \( x \in \mathcal{S}_\nu \), we have

\[
\nu \mu_1 \cdot \mu_1 \cdot \cdot w_s = x \cdot \nu \mu_1 \cdot \mu_1 \cdot \cdot w_s = \nu x \cdot \cdot x \mu_1 \cdot \cdot w_s \cdot (x w)_s
\]

using relations (b) and (c). Similarly if \( y \in \mathcal{S}_\lambda \), we get

\[
\nu \mu_1 \cdot \mu_1 \cdot \cdot w_s = \nu \mu_1 \cdot \mu_1 \cdot \cdot (w y w^{-1})_s w_s = \nu \mu_1 \cdot \mu_1 \cdot \cdot (w y)_s,
\]

since \( w y w^{-1} \in \mathcal{S}_{w \lambda} \). Thus \( R' \) is spanned by elements (4) where \( w \) lies in a set of double coset representatives for \( \mathcal{S}_{\nu} \backslash \mathcal{S}_n / \mathcal{S}_\lambda \).

On the other hand, if \( x \in \mathcal{S}_{\nu \wedge w \lambda} \), we have

\[
\nu \mu_1 \cdot \mu_1 \cdot \cdot w_s = \nu \mu_1 \cdot \mu_1 \cdot \cdot x \cdot w_s
\]

\[
= x \cdot \nu \mu_1 \cdot \mu_1 \cdot \cdot x \cdot w_s
\]

\[
= \nu \mu_1 \cdot \mu_1 \cdot \cdot x \cdot w_s
\]

again using relations (b) and (c). So we can further restrict the elements (4) by taking one representative \( \mu \) for each orbit of \( \mathcal{S}_{\nu \wedge w \lambda} \) on partitions below \( \nu \wedge w \lambda \). This completes the proof of the Theorem. \[ \square \]

**Example 2.5.** As an example, let us look at the ring \( R_3 \). There are three idempotents: \( e_{(13)} \), \( e_{(21)} \), and \( e_{(3)} \). Then the category of \( R_3 \)-modules is identified with representations of the quiver

\[
\begin{align*}
V_{(13)} & \overset{p}{\longrightarrow} V_{(21)} & \overset{x}{\longrightarrow} & V_{(3)}
\end{align*}
\]

where we put

\[
\begin{align*}
s & = (12) & t & = (23) \in \mathcal{S}_3 \\
p & = (21) \cdot (13) & q & = (13) \cdot (21) \\
x & = (3) \cdot (21) & y & = (21) \cdot (3)
\end{align*}
\]
subject to the relations (from Theorem 2.4)

\[
\begin{align*}
   s^2 &= t^2 = (st)^3 = e_{(1^3)} & \text{(relation (b) + relations in } k[\mathfrak{S}_3]) \\
   ps &= p \quad sq = q & \text{(from relation (c))} \\
   xp &= xpt \quad qy = t qy & \text{(from relation (c))} \\
   qp &= e_{(1^3)} + s & \text{(from relation (d))} \\
   yx &= e_{(21)} + ptq & \text{(from relation (d)).}
\end{align*}
\]

Here relation (a) shows that the maps \( (1^3)_1 \) and \( (3)_1 (1^3) \) are not needed, and relation (c) implies that the \( \mathfrak{S}_3 \)-actions on \( V_{(21)} \) and \( V_{(3)} \) are trivial. We have fixed our choice of set partitions so that \( \mathfrak{S}_{(21)} = \mathfrak{S}_2 \times \mathfrak{S}_1 = \langle s \rangle \).

2.6. Relation with the Schur and Hilbert-Schur algebras. In this section we show that the Hilbert-Schur algebra \( HS_k(n,n) \) is Morita equivalent to the algebra \( R_{[n]} \otimes k \).

We first recall an analogous fact for the Schur algebra \( S_k(n,d) \).

The Schur algebra is the algebra

\[
S_k(n,d) := \text{End}_{\mathfrak{S}_d}(k^n)^{\otimes d}
\]

of endomorphisms of the \( d \)th tensor power \( (k^n)^{\otimes d} \) that commute with the natural right action of \( \mathfrak{S}_d \) permuting the factors. Tensor products of elements of the standard basis \( e_1, \ldots, e_n \) of \( k^n \) give a basis of \( (k^n)^{\otimes d} \) indexed by \([n]^d \). This basis is invariant under the action of \( \mathfrak{S}_d \), so we can decompose \( (k^n)^{\otimes d} \) into permutation modules indexed by \( \mathfrak{S}_d \) orbits of \([n]^d \):

\[
(k^n)^{\otimes d} = \bigoplus_{O \in [n]^d/\mathfrak{S}_d} k[O].
\]

Each orbit \( O \) is isomorphic as a right \( \mathfrak{S}_d \)-set to a quotient \( O_\lambda := \mathfrak{S}_\lambda/\mathfrak{S}_d \) for a set partition \( \lambda \in \text{Part}(d) \) with at most \( n \) parts, so the module \( k[O] \) is just the induced module \( \text{Ind}_{\mathfrak{S}_\lambda}^{\mathfrak{S}_d} 1_{\mathfrak{S}_\lambda} \). Note that every partition \( \lambda \) of \( d \) with at most \( n \) parts is represented by some orbit, and in particular when \( n \geq d \), then every partition appears.

For partitions \( \lambda, \mu \) of \( d \), we have

\[
\text{Hom}_{k[\mathfrak{S}_d]}(k[O_\lambda], k[O_\mu]) = (k[\mathfrak{S}_\mu/\mathfrak{S}_d] \otimes k[\mathfrak{S}_\lambda/\mathfrak{S}_d])^{\mathfrak{S}_d}
\]

\[
\cong (k[\mathfrak{S}_\mu/\mathfrak{S}_d] \otimes k[\mathfrak{S}_d/\mathfrak{S}_\lambda])^{\mathfrak{S}_d}
\]

\[
\cong k[\mathfrak{S}_\mu/\mathfrak{S}_d \times \mathfrak{S}_d \mathfrak{S}_d/\mathfrak{S}_\lambda]
\]

\[
\cong k[\mathfrak{S}_\mu/\mathfrak{S}_d/\mathfrak{S}_\lambda].
\]

If we view this last space as the space of \( (\mathfrak{S}_\mu \times \mathfrak{S}_\lambda) \)-invariant functions on \( \mathfrak{S}_d \), then the composition of homomorphisms \( \phi \in \text{Hom}_{k[\mathfrak{S}_d]}(k[O_\lambda], k[O_\mu]) \), \( \psi \in \text{Hom}_{k[\mathfrak{S}_d]}(k[O_\mu], k[O_\nu]) \) is given by the convolution of functions:

\[
(\psi \circ \phi)(x) = \sum_{\mathfrak{S}_d y \in O_\nu} \psi(xy^{-1})\phi(y).
\]
Thus we have the following well-known fact:

**Proposition 2.6.** The Schur algebra $S_k(n, d)$ is Morita equivalent to the convolution algebra

$$\bigoplus_{\lambda, \mu \in \text{Part}(n, [d])} k[\mathfrak{S}_\mu \backslash \mathfrak{S}_d / \mathfrak{S}_\lambda],$$

where $\text{Part}(n, [d])$ denotes the set of partitions of $[d]$ with at most $n$ non-zero parts.

To carry out the analogous reasoning for the Hilbert-Schur algebra we need to recall some tensor category preliminaries. We refer the reader to [EGNO15] for details about tensor categories.

For a finite group $G$ with multiplication $m : G \times G \rightarrow G$, the category $\text{Sh}(G)$ of finite-dimensional sheaves of $C$-vector spaces on $G$ is a finite tensor category, with tensor operation

$$V \otimes W = m_*(V \boxtimes W), \quad V, W \in \text{Sh}(G).$$

(In [EGNO15], this category is denoted $\text{Vec}_G$.) If $Z$ is a finite set with a right $G$-action given by $a : Z \times G \rightarrow Z$, then $\text{Sh}(Z)$ is a (right) module category over $\text{Sh}(G)$ via

$$(A, V) \mapsto a_*(A \boxtimes V), \quad A \in \text{Sh}(Z), \ V \in \text{Sh}(G).$$

If the action is transitive, so that $Z \cong H \backslash G$ as right $G$-sets for a subgroup $H \subset G$, then this module category can be described as follows. The constant sheaf $O_H = \underline{\mathbb{C}}_H$ supported on $H$ is naturally a ring object in $\text{Sh}(G)$; this amounts to considering the group algebra $\mathbb{C}[H]$ as a $G$-graded object. Then $\text{Sh}(H \backslash G)$ is naturally isomorphic as a module category over $\text{Sh}(G)$ to $\text{Mod}_{\text{Sh}(G)}(O_H)$, the category of (left) modules over the ring object $O_H$.

Recall from the introduction that we defined the Hilbert-Schur algebra as

$$HS_k(n, d) := K(\text{End}_{\text{Sh}(\mathfrak{S}_d)}(\text{Sh}([n]^d))) \otimes k,$$

where $\text{End}_{\text{Sh}(\mathfrak{S}_d)}(\text{Sh}([n]^d))$ is the category of (additive) endofunctors of $\text{Sh}([n]^d)$ as a module category over $\text{Sh}(\mathfrak{S}_d)$.

As in the vector space case, $\text{Sh}([n]^d)$ decomposes as a module category over $\text{Sh}(\mathfrak{S}_d)$ into permutation modules indexed by $\mathfrak{S}_d$-orbits of $[n]^d$:

$$\text{Sh}([n]^d) = \bigoplus_{O \in [n]^d / \mathfrak{S}_d} \text{Sh}(O).$$

Each orbit $O$ is isomorphic as a right $\mathfrak{S}_d$-set to a quotient $O_\lambda := \mathfrak{S}_\lambda \backslash \mathfrak{S}_d$ for a set partition $\lambda \in \text{Part}([d])$ with at most $n$ parts.

For subgroups $H, K \subset G$, [EGNO15, Proposition 7.11.1] gives an isomorphism of categories

$$\text{Fun}_{\text{Sh}(G)}(\text{Sh}(H \backslash G), \text{Sh}(K \backslash G)) \simeq \text{Fun}_{\text{Sh}(G)}(\text{Mod}_{\text{Sh}(G)}(O_H), \text{Mod}_{\text{Sh}(G)}(O_K))$$

$$\simeq \text{Bimod}_{\text{Sh}(G)}(O_K, O_H)$$

between right exact module functors $\text{Sh}(H \backslash G) \rightarrow \text{Sh}(K \backslash G)$ and $O_K$-$O_H$ bimodules. These in turn are naturally isomorphic to $\text{Sh}([K \backslash G / H])$. 
Under this equivalence, composition of module functors is sent to tensor product of bimodules: for \( V \in \text{Bimod}_{\text{Sh}(G)}(O_H, O_K) \) and \( W \in \text{Bimod}_{\text{Sh}(G)}(O_K, O_H) \), the tensor \( V \otimes_{O_K} W \) is obtained from the tensor \( V \otimes W \) taken in \( \text{Sh}(G) \) by taking coinvariants for the action of \( \mathbb{C}[K] \).

Specializing to the case \( G = S_d, H = S_\lambda \) and \( K = S_\mu \), we have

\[
\text{Fun}_{\text{Sh}(S_d)}(\text{Sh}(S_\lambda \backslash S_d), \text{Sh}(S_\mu \backslash S_d)) \simeq \text{Sh}([S_\mu \backslash S_d / S_\lambda]).
\]

We conclude:

**Proposition 2.7.** There is a Morita equivalence

\[
HS_k(n, d) \overset{\text{Morita}}{\simeq} \bigoplus_{\lambda, \mu \in \text{Part}(n, [d])} K(\text{Sh}([S_\mu \backslash S_d / S_\lambda])) \otimes k,
\]

where the multiplication on the right is defined as in Section 2.2.

Note that in Section 2.2, composition is defined by taking invariants, not coinvariants. But the category of \( \mathbb{C}[K] \)-modules is semisimple, so the invariant and coinvariant functors are naturally isomorphic.

When \( n \geq d \), the right hand side is simply \( R_{[d]} \otimes k \). Thus, letting \( n = d \):

**Corollary 2.8.** The Hilbert-Schur algebra \( HS_k(n, n) \) is Morita equivalent to the algebra \( R_{[n]} \otimes k \).

3. PERVERSE SHEAVES ON \( S^n X \)

Let \( X = \mathbb{C}^2 \). In this section we consider the topology of \( S^n X = X^n / \mathfrak{S}_n \), the \( n \)-fold symmetric product of the plane. More generally, for any set partition \( \lambda \in \text{Part}([n]) \), we let

\[
S^{\hat{\lambda}} X = X^n / \mathfrak{S}_\lambda \simeq S^{\hat{\lambda}_1} X \times S^{\hat{\lambda}_2} X \times \cdots \times S^{\hat{\lambda}_r} X,
\]

where \( \hat{\lambda} = (\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_r) \) is the associated integer partition. Up to isomorphism it only depends on \( \hat{\lambda} \), but just as with our 2-category \( C_{[n]} \) it will be convenient to make this definition for any set partition.

Let \( k \) be a field. If \( Y \) is a complex algebraic variety, we denote by \( D^b(Y, k) \) the constructible derived category of sheaves of \( k \)-vector spaces on \( Y \). For a fixed stratification \( T \) of \( Y \), let \( \text{Perv}_T(Y, k) \subset D^b(Y, k) \) be the abelian category of middle perversity perverse sheaves of \( k \)-vector spaces on \( Y \) constructible with respect to \( T \). In this paper we are interested in the category \( \text{Perv}_\mathcal{S}(S^n X, k) \) of perverse sheaves for a natural stratification \( \mathcal{S} \) which we now define.

3.1. **Stratification.** For any partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_r) \) of \( n = |\lambda| = \sum_i \lambda_i \), let \( S^{\lambda}_\alpha X \subset S^n X \) be the locally closed smooth subvariety of those configurations that can be expressed as \( \sum_i \lambda_i p_i \) for distinct points \( p_i \in X \).

This defines a stratification \( \mathcal{S} = \mathcal{S}^n \) of \( S^n X \):

\[
S^n X = \bigsqcup_{\lambda \vdash n} S^{\lambda}_\alpha X.
\]
Note that \( \dim S^n \lambda X = 2 \ell(\lambda) \), where \( \ell(\lambda) \) is the length or number of parts of \( \lambda \). We have \( S^n \lambda X \subset S^n \mu X \) if and only if \( \mu \) is a refinement of \( \lambda \).

More generally, we have a stratification \( S^\lambda X \) obtained as the product of the stratification \( S^\lambda_i X \) on each factor \( S^{\lambda_i} X \). Note that when points from different factors coincide, it does not create a new stratum. For example, if \( \lambda \) is the minimal partition, so \( S^\lambda = 1 \) and \( S^\lambda X = X^n \), then there is only one stratum. In a slight abuse of notation, we will sometimes denote this stratification of \( S^\lambda X \) simply by \( S^\lambda \).

To describe these strata more precisely, for any partition \( \mu \leq \lambda \) we can define the stratum \( S^\lambda \mu X \) to be the image in \( S^\lambda X \) of the locus of points in \( X^n \) whose stabilizer in \( S^\lambda X \) is \( S^\mu \). Note that this stratum only depends on \( \mu \) up to the action of \( S^\lambda \), or in other words it only depends on the integer partitions that the set partition \( \mu \) induces on each \( \sim_\lambda \)-equivalence class.

3.2. Stratification preliminaries. In this section we collect some definitions and results about stratifications and constructible sheaves that we will need. Since we will sometimes consider open subsets of \( S^n X \) in the analytic topology, we work with complex analytic varieties rather than algebraic varieties. The notion of stratification we will work with is the following.

**Definition 3.1.** A stratification of an analytic variety \( Y \) is a decomposition

\[
Y = \bigsqcup_{S \in \mathcal{S}} S
\]

into disjoint locally closed smooth subvarieties, such that for any \( S \in \mathcal{S} \) with \( \dim S > 0 \), we have

1. the closure \( \overline{S} \) is a union of elements of \( \mathcal{S} \), and
2. for any point \( y \in S \) there exists a neighborhood \( U \) of \( y \) in \( Y \), an analytic variety \( N \) (a normal slice) endowed with a stratification

\[
\mathcal{S}_N = \{ N_T \mid T \in \mathcal{S} \text{ and } S \subset T \}
\]

and an isomorphism

\[
\eta: N \times (U \cap S) \to U
\]

such that if \( T \in \mathcal{S} \) and \( S \subset T \), we have \( \eta^{-1}(T) = N_T \times (U \cap S) \), the stratum \( N_S \) is a single point \( \{o\} \), and \( \eta(o, s) = s \) for all \( s \in U \cap S \).

**Remark 3.2.** In the condition (2), note that \( \dim N < \dim Y \), so this definition is recursive rather than circular. It is common to also include a condition that the stratification on \( N \) is topologically a stratified cone with apex \( \{o\} \), as well as compatibility relations between the maps \( \eta \) for different strata. But we will not need these more refined notions of stratifications.

It is clear that our decomposition \( \mathcal{S} \) of \( S^n X \) satisfies condition (1); we explain why condition (2) holds in Proposition 3.9 below.

A complex \( \mathcal{F} \in D^b(Y, \mathbb{k}) \) is called \( \mathcal{S}\text{-constructible} \) if for every stratum \( S \in \mathcal{S} \), the cohomology sheaves of \( \mathcal{F}|_S \) are \( \mathbb{k}\)-local systems of finite rank.
Let $D^b_S(Y, k)$ denote the full triangulated subcategory of $S$-constructible complexes. The conditions on our stratification imply that the functors $j_*, j^!, j_*^!, j_!^!$ preserve $S$-constructibility, where $j$ is the inclusion of one locally closed union of strata into another.

Next, we give several technical results about constructible sheaves that we will need. For all of them we will take a variety $Y$ with a stratification $S$. For our first result, let $Z$ be a locally contractible space, and give $Y \times Z$ the decomposition $S \times Z := \{ S \times Z \mid S \in S \}$. Note that this is not a stratification in the sense of Definition 3.1 unless $Z$ is smooth, but we can define $(S \times Z)$-constructibility in the same way, and it is still true that the functors $j_*, j^!, j_*^!, j_!^!$ preserve $(S \times Z)$-constructibility for any inclusion $j$ of locally closed unions of elements of $S \times Z$.

For a point $x \in Z$, let $i_x : \{ x \} \to Z$ be the inclusion. If $W$ is another locally contractible space and $g : W \to Z$ is a continuous map, we will denote the product map $\text{id}_Y \times g : Y \times W \to Y \times Z$ by $\hat{g}$. Then for each $x \in Z$ we have the restriction functor $(\hat{\circ}_x)^* : D^b_S \times Z(Y \times Z, k) \to D^b_S(Y, k)$.

The following result is a more precise statement of [BM19, Lemma 9.5], and has the same proof.

**Lemma 3.3.** For any continuous path $\gamma : [0, 1] \to Z$, there is a natural isomorphism of functors

$$(i_{\gamma(0)})^* \simeq (i_{\gamma(1)})^*,$$

which only depends on the class of $\gamma$ under endpoint-preserving homotopy. In particular, if $Z$ is path-connected, all the functors $(i_x)^*$ are isomorphic, and if $Z$ is simply connected they are all canonically isomorphic.

For our next result, we restrict to taking a product with a smooth variety, and we restrict from the whole derived category to perverse sheaves.

**Lemma 3.4.** Let $M$ be a smooth variety of dimension $d$, and let $\pi : Y \times M \to Y$ be the projection. If $M$ is simply-connected, then

$$\pi^! : \text{Perv}_S(Y, k) \to \text{Perv}_{S \times M}(Y \times M, k)$$

is an equivalence of categories, where we put $\pi^! F = \pi^* F[2d] \cong F \boxtimes_M [2d]$.

**Proof.** The fact that $\pi^!$ preserves perversity is standard; see [Ach21] Proposition 3.6.1, for example. It clearly sends $S$-constructible objects to $S \times M$-constructible objects. [Ach21] Theorem 3.6.6] shows that $\pi^!$ is fully faithful on perverse sheaves, so we only need to show that it is essentially surjective. To see this, we first check that $\pi^!$ is surjective on isomorphism classes of simple objects. A simple object of $\text{Perv}_{S \times M}(Y \times M, k)$ will be an IC complex $IC(L)$ associated to a $k$-local system $L$ on a stratum $S \times M \in S \times M$ (we use the convention that all local systems and IC complexes are shifted to be perverse). Since $M$ is simply connected, we have $L \cong L_0 \boxtimes_M [2d]$ for
some \( k \)-local system on \( S \), and it follows that \( \text{IC}(\mathcal{L}) \cong \pi^! \text{IC}(\mathcal{L}_0) \). To complete the proof of essential surjectivity it is enough to show that \( \pi^! \) induces an isomorphism

\[
\text{Ext}^1_{\text{Perv}(Y,k)}(\mathcal{F}, \mathcal{G}) \to \text{Ext}^1_{\text{Perv}(M \times Y,k)}(\pi^! \mathcal{F}, \pi^! \mathcal{G})
\]

for any \( \mathcal{F}, \mathcal{G} \in \text{Perv}(Y,k) \). But we have

\[
\text{Ext}^1_{\text{Perv}(M \times Y,k)}(\pi^! \mathcal{F}, \pi^! \mathcal{G}) \cong \mathbb{H}^1(\text{RHom}(\pi^! \mathcal{F}, \pi^! \mathcal{G}))
\]

\[
\cong \mathbb{H}^1(\pi^* \text{RHom}(\mathcal{F}, \mathcal{G}))
\]

since \( \text{RHom} \) commutes with smooth pullbacks ([Ach21 Principle 2.2.11]). Then we have

\[
\mathbb{H}^\bullet(\pi^* \text{RHom}(\mathcal{F}, \mathcal{G})) \cong \mathbb{H}^\bullet(\text{RHom}(\mathcal{F}, \mathcal{G})) \otimes_k H^\bullet(M, k),
\]

and the result follows from the facts that \( H^0(M, k) \cong k \), \( H^1(M, k) = 0 \), and \( \mathbb{H}^j(\text{RHom}(\mathcal{F}, \mathcal{G})) = \text{RHom}^j(\mathcal{F}, \mathcal{G}) = 0 \) for \( j < 0 \). \( \square \)

### 3.3. Symmetrization and factorization maps.

Let \( \sigma^\lambda : S^\lambda X \to S^\mu X \) be the symmetrization (or sum) map. More generally, if \( \lambda \leq \mu \) we have an induced map \( \sigma^\mu_\lambda : S^\lambda X \to S^\mu X \). It is a proper finite map, and for any stratum \( S^\lambda_0 X \) of \( S^\lambda X \) and any stratum \( S^\mu_\xi X \) of \( S^\mu X \), the restriction

\[
S^\lambda_0 X \cap (\sigma^\mu_\lambda)^{-1}(S^\mu_\xi X)
\]

is a finite covering map. As a result, the pushforward \( (\sigma^\mu_\lambda)^* \) preserves perversity and \( \mathcal{I} \)-constructibility.

On the other hand, strata of \( S^\lambda X \) are not sent to strata of \( S^\mu X \) by \( \sigma^\mu_\lambda \), because points indexed by different \( \sim_\lambda \) equivalence classes can collide, landing in a different stratum of \( S^\mu X \). As a result, the pullback \( (\sigma^\mu_\lambda)^* \) does not preserve \( \mathcal{I} \)-constructibility. To get a pullback functor on \( \mathcal{I} \)-constructible perverse sheaves, we will view \( S^\lambda X \) as a slice in \( S^\mu X \) by defining injective maps \( S^\lambda X \to S^\mu X \) induced by including the different factors of \( S^\lambda X \) into separate “bubbles” in \( X \).

Let \( B = B_1(0) \) be the open unit ball in \( X \) with respect to the standard metric, and fix once and for all a diffeomorphism \( c : X \to B \). We let \( \text{Emb}(X) \) denote the set of all maps \( X \to X \) of the form \( \phi = \phi_{p,r} = c^{-1} j_{p,r} c \), where \( p \in B, 0 < r \leq 1 - |p| \) and

\[
j_{p,r}(x) = p + r x, \quad x \in B.
\]

Then \( \text{Emb}(X) \) is naturally a manifold with boundary diffeomorphic to \( B \times (0,1) \). It is a topological category: it contains the identity map \( \phi_{0,1} \), and composition \( (\phi, \phi') \mapsto \phi \circ \phi' \) is a continuous map \( \text{Emb}(X) \times \text{Emb}(X) \to \text{Emb}(X) \).

**Definition 3.5.** Let \( \lambda \leq \mu \) be partitions, and consider a map \( \psi : X^n \to X^n \) of the form

\[
\psi(p_1, \ldots, p_n) = (\phi_1(p_1), \phi_2(p_2), \ldots, \phi_n(p_n)),
\]
where $\phi_1, \ldots, \phi_n \in \text{Emb}(X)$. We say that $\psi$ is $\lambda$-adapted if whenever $i \sim \lambda j$, we have $\phi_i = \phi_j$. We say $\psi$ is $(\lambda, \mu)$-separated if it is $\lambda$-adapted and whenever $i \not\sim \lambda j$ but $i \not\sim j$, then the images $\phi_i(X)$ and $\phi_j(X)$ have disjoint closures. If a map is $(\lambda, (n))$-separated, we say simply that it is $\lambda$-separated.

It follows that the set of $\lambda$-adapted maps $X^n \to X^n$ is parametrized by

$$\text{Emb}(X, \lambda) := (\text{Emb}(X)^n)^{\mathcal{G}_\lambda} \cong \text{Emb}(X)^{\ell(\lambda)}$$

and the set of $(\lambda, \mu)$-separated maps is parametrized by an open subset $\text{Emb}_\mu(X, \lambda) \subset \text{Emb}(X, \lambda)$.

**Lemma 3.6.** For any partitions $\lambda \leq \mu$, the set $\text{Emb}_\mu(X, \lambda)$ is simply connected.

**Proof.** If $\lambda$ is not the minimal partition, one can take the quotient of the indexing set $\{1, \ldots, n\}$ by the equivalence relation $\sim_\lambda$, and let $\lambda', \mu'$ be the induced partitions on the quotient set. Then $\lambda'$ is the minimal partition and $\text{Emb}_\mu(X, \lambda)$ is homeomorphic to $\text{Emb}_{\mu'}(X, \lambda')$, so we can assume without loss of generality that $\lambda$ is the minimal partition ($1^n$). On the other hand, if $\mu$ is not maximal, let $\mu_1, \ldots, \mu_r$ be the sizes of the parts of $\mu$. Then we have a homeomorphism

$$\text{Emb}_\mu(X, \lambda) \cong \text{Emb}_{(\mu_1)}(X, (1^{\mu_1})) \times \cdots \times \text{Emb}_{(\mu_r)}(X, (1^{\mu_r})),$$

so we can also assume without loss of generality that $\mu$ is the maximal partition $(n)$. Then $\text{Emb}_\mu(X, \lambda)$ is given by tuples $(p_1, \ldots, p_n) \in B^n$ and $(r_1, \ldots, r_n) \in (0, 1)^n$ satisfying

$$0 < r_i \leq 1 - |p_i|, \quad r_i + r_j < |p_i - p_j|, \quad i \neq j.$$

Forgetting the numbers $r_i$ defines a map

$$\pi: \text{Emb}_\mu(X, \lambda) \to \text{Conf}_n(B)$$

to the configuration space of ordered $n$-tuples of distinct points in $B$. This map has a section $s: \text{Conf}_n(B) \to \text{Emb}_\mu(X, \lambda)$ given by $s(p_1, \ldots, p_n) = ((p_1, \ldots, p_n), (r_1, \ldots, r_n))$, where

$$r = \min(1 - |p_i|, |p_i - p_j|)/3.$$

The maps $\pi$ and $s$ are homotopy inverses, since the fibers of $\pi$ are convex sets. A configuration space of a simply connected manifold of dimension at least three is simply connected (see [Knu] Corollary 2.3.4, for example), so it follows that $\text{Emb}_\mu(X, \lambda)$ is simply connected.

For any partition $\lambda$, a $\lambda$-adapted map $\psi$ induces a map $S^nX \to S^nX$, which we denote by $\psi_\lambda$ or just $\psi$ if no confusion will occur. The set of such maps is parametrized by $\text{Emb}(X, \lambda)$.

**Lemma 3.7.** If $\psi: S^nX \to S^nX$ is induced from a $\lambda$-adapted map, then the pullback

$$\psi^*: D^b_{\text{wh}}(S^nX, k) \to D^b_{\text{wh}}(S^nX, k)$$

is canonically isomorphic to the identity functor.
Proof. Consider the “universal $\lambda$-adapted map”

$$\Psi: S^\lambda X \times \text{Emb}(X, \lambda) \to S^\lambda X, \quad (x, \psi) \mapsto \psi_\lambda(x).$$

If $\mathcal{F}$ is $\mathcal{J}$-constructible, then $\Psi^*\mathcal{F}$ is constructible with respect to the stratification $\{S \times \text{Emb}(X, \lambda)\}_{S \in \mathcal{J}}$. Since $\text{Emb}(X, \lambda)$ is simply connected, Lemma 3.3 implies that for any two $\lambda$-adapted maps $\psi, \psi'$ there is a natural isomorphism $(\psi_\lambda)^* \simeq (\psi'_\lambda)^*$ on $D_b^b(S^\lambda, k)$. Since the identity $(\phi_{0,1}, \ldots, \phi_{0,1})$ is $\lambda$-adapted, this proves the result. \[\square\]

Now take a partition $\mu \geq \lambda$, and consider the composition

$$\omega^\mu = \sigma^\mu \circ \psi_\lambda: S^\lambda X \to S^\mu X$$

of a $(\lambda, \mu)$-separated map $\psi_\lambda: S^\lambda X \to S^\lambda X$ with the symmetrization map $\sigma^\mu: S^\lambda X \to S^\mu X$. We will call a map such as $\omega^\mu$ a factorization map. It is an open embedding, and it is compatible with the stratifications $\mathcal{J}$ on the source and target, in the sense that $\omega^\mu(S^\lambda X) \subset S^\mu X$ for any partition $\nu$ with $\nu \leq \lambda \leq \mu$. (Note that the stratum $S^\lambda X$ is determined by $\nu$ up to the action of $\mathcal{G}_\lambda$, while $S^\mu X$ is determined only up to the action of the smaller group $\mathcal{G}_\mu$, so more than one stratum of $S^\lambda X$ can be sent into the same stratum of $S^\mu X$.)

In particular we get a $t$-exact functor:

$$(\omega^\mu)^* : D_b^b(S^\mu X, k) \to D_b^b(S^\lambda X, k).$$

**Remark 3.8.** Note that Lemma 3.7 does not imply that the pullback $(\omega^\mu_\lambda)^*$ is isomorphic to $(\sigma^\mu_\lambda)^*$ on $\text{Perv}_{\mathcal{J}}(S^\mu X, k)$, since $(\sigma^\mu_\lambda)^*$ does not preserve $\mathcal{J}$-constructibility. Instead one can think of $(\omega^\mu_\lambda)^*$ as giving the “generic behavior” of $(\sigma^\mu_\lambda)^*$ on a set where points from different parts of $S^\lambda X$ do not collide when projected into $S^\mu X$.

Put another way, the map $\omega^\mu_\lambda$ identifies $S^\lambda X$ with an open neighborhood of a point of the stratum $S^\lambda_\mu X \subset S^\mu X$. This fact can be used to give a proof that our stratification $\mathcal{J}$ satisfies the second condition of Definition 3.1.

**Proposition 3.9.** The decomposition $\mathcal{J}$ of $S^\mu X$ is a stratification in the sense of Definition 3.1.

**Proof.** Take a partition $\lambda \leq \mu$, and let $p$ be any point of the stratum $S = S^\mu_\lambda X$. There is a factorization map $\omega^\mu_\lambda: S^\lambda X \to S^\mu X$ with open image $U \subset S^\mu X$ such that $p \in U$.

We view $G = (\mathbb{X}^n)^{S^\lambda} \cong \mathbb{X}^\nu(\lambda)$ as a group under addition. Its action on $\mathbb{X}^n$ descends to an action on $S^\lambda X$ which preserves the strata. The action is free, and we get an isomorphism $\theta: G \times N \rightrightarrows S^\lambda X$, where $N$ is the quotient $(S^\lambda X)/G$ (alternatively, $N$ can be described as the subvariety of $S^\lambda X$ consisting of points for which the parts in each $\sim_\lambda$-equivalence class sum to zero). Let $\mathcal{J}_N^\lambda$ be the decomposition of $N$ by the quotients $(S^\lambda X)/G$ of strata of $S^\lambda X$, indexed by $\mathcal{G}_\lambda$-orbits of partitions $\nu \leq \lambda$. 


The composition \( \eta = \omega^*_\lambda \circ \theta \) then gives the local isomorphism required by property (2) of Definition 3.1. The action identifies the smallest stratum \( S^\lambda_X \) of \( S^\lambda_X \) with \( G \), and so the corresponding stratum of \( N \) is a single point. Then the map \( \omega^\mu_\lambda \) further identifies \( G \) with \( U \cap S \). For any \( \nu \leq \lambda \), the inverse image \( (\omega^\mu_\lambda)^{-1}(S^\nu_X) \) is the union of \( S^\nu_{\nu \lambda}X \), over a set of representatives \( w \) of cosets in \( G_{\nu} / G_{\lambda} \). Taking the quotient of these unions by the \( G \)-action gives a stratification \( \bar{\mathcal{G}}_N \) of \( N \) satisfying the property (2). It also follows that \( p \) is in the closure \( \overline{S^\nu_X} \) if and only if \( \nu \leq \lambda \), which implies the property (1).

\[ \square \]

**Remark 3.10.** Note that for each factorization map \( \omega^\mu_\lambda : S^\lambda_X \to S^\mu_X \) there is a unique \((\lambda, \mu)\)-separated map \( \psi_\lambda : S^\lambda_X \to S^\lambda_X \) such that \( \omega^\mu_\lambda = \sigma^\mu_\lambda \psi_\lambda \). In other words, the map from \( \text{Emb}_\mu(X, \lambda) \) to the set of factorization maps \( S^\lambda_X \to S^\mu_X \) is injective (and thus a bijection).

**Lemma 3.11.** Let \( \psi_1, \psi_2 : S^\lambda_X \to S^\lambda_X \) be two \((\lambda, \mu)\)-separated maps, and let \( \omega_1 = \sigma^\mu_\lambda \circ \psi_1, \omega_2 = \sigma^\mu_\lambda \circ \psi_2 \) be the corresponding factorization maps. Then the functors
\[
(\omega_1)^*, (\omega_2)^* : D^b_{\mathcal{F}}(S^\mu_X, k) \to D^b_{\mathcal{F}}(S^\lambda_X, k)
\]
are canonically isomorphic.

**Proof.** As in the proof of Lemma 3.7 we have a “universal factorization map”
\[
\Omega : S^\lambda_X \times \text{Emb}_\mu(X, \lambda) \to S^\mu_X, \quad (x, \psi_\lambda) \mapsto \sigma^\mu_\lambda(\psi_\lambda(x)).
\]
Take \( \mathcal{F} \in D^b_{\mathcal{F}}(S^\mu_X, k) \). Although \( \mathcal{G} = (\sigma^\mu_\lambda)^* \mathcal{F} \) is not \( \mathcal{F} \)-constructible, if \( W = \psi_\lambda(S^\lambda_X) \) is the image of a \( \lambda \)-separated map, then \( \mathcal{G}|_W \) is \( \mathcal{F} \cap W \)-constructible. Thus \( \Omega^* \mathcal{F} \) is constructible for the stratification \( \{ S \times \text{Emb}_\mu(X, \lambda) \}_{S \in \mathcal{G}_N} \). Since \( \text{Emb}_\mu(X, \lambda) \) is path-connected and simply-connected, the result follows again by Lemma 3.3. \[ \square \]

### 3.4. Biadjunction of \( \sigma_\ast \) and \( \omega^\ast \)

Fix partitions \( \lambda \leq \mu \in \text{Part}([n]) \). To keep the notation simple, for this section we will let
\[
\sigma : S^\lambda_X \to S^\mu_X, \quad \psi : S^\lambda_X \to S^\lambda_X \quad \text{and} \quad \omega = \sigma \circ \psi : S^\lambda_X \to S^\mu_X
\]
denote the symmetrization map, a choice of \((\lambda, \mu)\)-separated map and the corresponding factorization map, respectively.

**Theorem 3.12.** The functor \( \sigma_\ast : \text{Perv}_{\mathcal{G}}(S^\lambda_X, k) \to \text{Perv}_{\mathcal{G}}(S^\mu_X, k) \) is biadjoint to the functor \( \omega^\ast : \text{Perv}_{\mathcal{G}}(S^\mu_X, k) \to \text{Perv}_{\mathcal{G}}(S^\lambda_X, k) \). For \( \mathcal{F} \in \text{Perv}_{\mathcal{G}}(S^\mu_X, k) \) and \( \mathcal{G} \in \text{Perv}_{\mathcal{G}}(S^\lambda_X, k) \), the adjunction \((\omega^\ast, \sigma_\ast)\) is given by
\[
\text{Hom}(\mathcal{F}, \sigma_\ast \mathcal{G}) \xrightarrow{\sim} \text{Hom}(\sigma^\ast \mathcal{F}, \mathcal{G}) \xrightarrow{\psi^\ast} \text{Hom}(\psi^\ast \sigma^\ast \mathcal{F}, \psi^\ast \mathcal{G}) \xrightarrow{\sim} \text{Hom}(\omega^\ast \mathcal{F}, \mathcal{G}),
\]
where the first arrow is the standard adjunction \( \sigma_\ast \), the second is composition with \( \psi^\ast \), and the third comes from \( \psi^\ast \sigma^\ast = \omega^\ast \) and Lemma 3.7.

We can rewrite the formula for the adjunction to give a formula for the counit:
Corollary 3.13. The counit of the adjunction $(\omega^*, \sigma_*)$ is the composition

$$\omega^* \sigma_* = \psi^* \sigma^* \sigma_* \to \psi^* \to 1_{\text{Perv}_{/}(S^\lambda X, k)}$$

of $\psi^*$ applied to the counit of $(\sigma^*, \sigma_*)$ and the isomorphism of Lemma 3.7.

As $\sigma$ is proper and $\omega$ is an open inclusion, we have $\sigma_* = \sigma_1$ and $\omega^* = \omega^1$. Thus by duality it suffices to show that $\omega^*$ is left adjoint to $\sigma_*$ as functors between $\text{Perv}_{/}(S^\lambda X, k)$ and $\text{Perv}_{/}(S^\mu X, k)$.

There is of course an adjunction $(\sigma^*, \sigma_*)$ of functors between the triangulated categories $D^b(S^\lambda X, k)$ and $D^b(S^\mu X, k)$, but as noted above $\sigma^*$ does not preserve either perversity or $\mathcal{F}$-constructibility in general. To prove Theorem 3.12 it suffices to show the following proposition.

**Proposition 3.14.** For any $\mathcal{F} \in \text{Perv}_{/}(S^\mu X, k)$ and $\mathcal{G} \in \text{Perv}_{/}(S^\lambda X, k)$ there is a natural isomorphism

$$\text{Hom}_{D^c(S^\lambda X)}(\sigma^* \mathcal{F}, \mathcal{G}) \cong \text{Hom}_{\text{Perv}_{/}(S^\lambda X)}(\omega^* \mathcal{F}, \mathcal{G})$$

which is induced by applying $\psi^*$ and using the isomorphism of Lemma 3.7.

The proof of Proposition 3.14 will be based on the following results. Let $j: U \hookrightarrow S^\lambda X$ denote the inclusion of the open locus $U$ of points $(x_1, \ldots, x_r) \in S^\lambda X = S^{[\lambda_1]} \times \cdots \times S^{[\lambda_r]}$ such that $x_i \cap x_j = \emptyset$ for all $i \neq j$.

**Lemma 3.15.** Let $Z = S^\lambda X \setminus U$. Then

1. For any stratum $S^\lambda_{\nu} X \subset S^\lambda X$, the intersection $S^\lambda_{\nu} X \cap Z$ has codimension at least two in $S^\lambda_{\nu} X$.
2. For any $\nu \leq \lambda$, we have $\sigma(S^\lambda_{\nu} X \cap U) \subset S^\mu_{\nu} X$.
3. The restriction $\sigma|_U: U \to S^\mu X$ is a local homeomorphism.

Furthermore, for any $\mathcal{F} \in \text{Perv}_{/}(S^\mu X, k)$, we have $j^* \sigma^* \mathcal{F} \in \text{Perv}_{/}(U, k)$.

**Proposition 3.16.** Let $Y$ be a variety endowed with a stratification $\mathcal{S}$, and let $U$ be an open subset of $Y$ with complement $Z$. If for every stratum $S \in \mathcal{S}$, $S \cap Z$ has codimension at least two in $S$, then for any perverse sheaf $\mathcal{F} \in \text{Perv}_{/}(U, k)$, the perverse extensions

$$p_! j_* \mathcal{F}, \quad j_* \mathcal{F}, \quad p^! j^* \mathcal{F} \in \text{Perv}(Y, k)$$

along the inclusion $j: U \to Y$ are $\mathcal{S}$-constructible, and the natural maps $p_! j_* \mathcal{F} \to j_* \mathcal{F} \to p^! j^* \mathcal{F}$ are isomorphisms. Moreover, for any $\mathcal{G} \in \text{Perv}_{/}(Y, k)$, the adjunction map $\mathcal{G} \to p^! j^* \mathcal{G}$ is an isomorphism.

**Proof of Proposition 3.14 assuming Lemma 3.15 and Proposition 3.16.** Given $\mathcal{F} \in \text{Perv}_{/}(S^\mu X, k)$ and $\mathcal{G} \in \text{Perv}_{/}(S^\lambda X, k)$, Proposition 3.16 gives an isomorphism $\mathcal{G} \cong p_! j_* j^* \mathcal{G} = p_! j_* j^* \mathcal{G} = p_{\tau \leq 0} j_{\tau \geq 0} j^* \mathcal{G}$, using the fact that $j_{\tau \geq 0} j^* \mathcal{G}$ is in $D^c(S^\lambda X, k)$. Also note that $\sigma^* \mathcal{F}$ is in $D^{\leq 0}(S^\lambda X, k)$, because $\sigma$ is a finite
map. Then we have natural isomorphisms

\[
\text{Hom}(\sigma^* F, G) \cong \text{Hom}(\sigma^* F, p^{\tau \leq 0} j_! j^! G)
\]

(5)
\[
\cong \text{Hom}(\sigma^* F, j_* j^! G)
\]
\[
\cong \text{Hom}(p j_! j^* \sigma^* F, G),
\]
where the second isomorphism is the adjunction between \(p \tau \leq 0\) and the inclusion \(p D^{\leq 0}(S^\lambda X, k) \subset D^b(S^\lambda X, k)\), and the third isomorphism is from the adjunctions \((j^*, j_*)\) and \((p j_! j^!\). (Since the latter adjunction holds on categories of perverse sheaves, we use the fact that \(j^* \sigma^* F\) is perverse, by Lemma \([3.15]\)).

Another application of Proposition \([3.16]\) shows that \(p j_! j^* \sigma^* F\) is \(\mathcal{F}\)-constructible, so by Lemma \([3.7]\) we have a natural isomorphism

\[
p j_! j^* \sigma^* F \cong \psi^* p j_! j^* \sigma^* F \cong \psi^* \sigma^* F = \omega^* F,
\]
where the middle isomorphism holds because the image of \(\psi\) is contained in \(U\).

This establishes the isomorphism of Proposition \([3.14]\). The fact that the isomorphism is given by applying \(\psi^*\) and using Lemma \([3.7]\) follows because if we apply \(\psi^*\) to each term of (5), each term is naturally isomorphic to \(\text{Hom}(\omega^* F, G)\), and the isomorphisms become the identity map. \(\square\)

Before proving Lemma \([3.15]\) and Proposition \([3.16]\) we pause to record the following consequence of the previous proof:

**Corollary 3.17.** There is a natural isomorphism of functors \(p j_! j^* \sigma^* \cong \omega^*\), and the unit for the adjunction \((\omega^*, \sigma_*)\) described in Theorem \([3.12]\) can be expressed as

\[
1_{\text{Per}erv}(S^n X) \to \sigma_* \sigma^* \to \sigma_* p j_! j^* \sigma^* \cong \sigma_* \omega^*,
\]
where the first two maps are the units for the adjunctions \((\sigma^*, \sigma_*)\) and \((j^*, p j_!\).

**Proof of Lemma \([3.15]\)** Let \(\tau: X^n \to S^\lambda X\) be the quotient map. We can express membership in the open set \(U\) in terms of stabilizers of the \(\mathcal{G}_n\)-action: for a point \(p \in X^n\), we have

\[
\tau(p) \in U \iff (\mathcal{G}_n)_p \subset \mathcal{G}_\lambda,
\]
which implies that \((\mathcal{G}_\lambda)_p = (\mathcal{G}_n)_p = (\mathcal{G}_\mu)_p\) for any \(p \in \tau^{-1}(U)\). We can also express the strata in terms of stabilizers: if \(\nu \leq \lambda\), we have

\[
\tau(p) \in S^\lambda_\nu X \iff (\mathcal{G}_\lambda)_p = \mathcal{G}_w, \text{ for some } w \in \mathcal{G}_\lambda.
\]

Putting this together, if \(\tau(p) \in S^\lambda_\nu X \cap U\), it follows that \((\mathcal{G}_\mu)_p = (\mathcal{G}_w)_p\) for some \(w \in \mathcal{G}_\lambda \subset \mathcal{G}_\mu\) and so \(\sigma(\tau(p)) \in S^\mu_\nu X\). This proves the statement (2).

To show (1) it is enough to show that \(\tau^{-1}(S^\lambda_\nu X \cap Z)\) has codimension at least two in \(\tau^{-1}(S^\lambda_\nu X)\). But \(\tau^{-1}(S^\lambda_\nu X)\) is the union over \(w \in \mathcal{G}_\lambda\) of the locus whose \(\mathcal{G}_\lambda\)-stabilizer is \(\mathcal{G}_w\), which is Zariski open in the linear subspace \(X^n_{zw} \subset X^n\) cut out by equations \(p_i = p_j\) for all \(i \sim_{zw} j\). This linear subspace is clearly isomorphic to \(X^{\ell(\nu)}\). On the other hand, \(\tau^{-1}(Z)\) is the union over
all $i \not\sim \lambda j$ of the linear space $X^n_{ij}$ with equation $p_i = p_j$. But none of the $X^n_{ij}$ are contained in any $X^n_{w\nu}$, since $w\nu \leq \lambda$ implies that $i \sim_{w\nu} j \implies i \sim_\lambda j$. And since $\dim X = 2$, it follows that each $X^n_{ij}$ meets $\tau^{-1}(\mathcal{S}_\lambda Z)$ in codimension two. The statement (1) follows.

To prove (3), take any $p \in \tau^{-1}(U)$. Then, letting $B = B_r(p)$ denote the open ball of radius $\epsilon$ in the standard round metric $d$ on $X^n$, we can choose $\epsilon > 0$ so that $B \subset \tau^{-1}(U)$ and $d(p, wp) > 2\epsilon$ for any $w \in \mathcal{S}_\mu$ such that $p \neq wp$. Then $B$ is invariant under $G = (\mathcal{S}_\mu)_p = (\mathcal{S}_\lambda)_p$, and every point of $B$ has $\mathcal{S}_\mu$-stabilizer contained in $G$, since if $q \in B$ and $w \in \mathcal{S}_\mu \setminus G$, then $wp$ is in $wB = B_r(wp)$, which is disjoint from $B$. As a result we have $\tau(B) \cong B/G \cong \sigma(\tau(B))$, i.e. $\tau(B)$ is a neighborhood of $\tau(p)$ which projects homeomorphically onto the neighborhood $\sigma(\tau(B))$ of $\sigma(\tau(p))$. Thus $\sigma|_U$ is a local homeomorphism, as desired.

Finally, for $\mathcal{F} \in \text{Perv}_\mathcal{Y}(S^n X, k)$, the property (3) implies that $j^*\sigma^* \mathcal{F} = (\sigma^* \mathcal{F})|_U$ is perverse, and property (2) implies that it is $(\mathcal{Y} \cap U)$-constructible.

**Proof of Proposition 3.16** We choose a total order $\leq$ on the set of $\mathcal{Y}$-strata of $Y$ refining the closure relation. We will use this total order to prove the claim inductively.

For any stratum $Q \in \mathcal{Y}$, let

$$U_Q = U \cup \bigcup_{P \in \mathcal{Y}, P \succ Q} P,$$

In particular $U_Q$ is an open set containing $U$, and we let

$$j_Q : U_Q \hookrightarrow U_Q \cup Q$$

denote the open inclusion.

We will now show

**Claim 3.18.** For any $Q \in \mathcal{Y}$ and any perverse sheaf $\mathcal{G} \in \text{Perv}_{\mathcal{Y} \cap U_Q}(U_Q, k)$, the perverse extensions

$$p(j_Q)_! \mathcal{G}, (j_Q)_* \mathcal{G}, p(j_Q)_* \mathcal{G} \in \text{Perv}(U_Q \cup Q, k)$$

are $\mathcal{Y} \cap (U_Q \cup Q)$-constructible and the natural maps

$$p(j_Q)_! \mathcal{G} \to (j_Q)_* \mathcal{G} \to p(j_Q)_* \mathcal{G}$$

are isomorphisms.

Our proposition will follow from this claim, as we can express each of the extensions $p j_! \mathcal{G}, j_! \mathcal{G}$ and $p j_* \mathcal{G}$ as iterated extensions across one stratum at a time. For example:

$$j_{Q_1} \mathcal{G} = (j_{Q_N})_! (j_{Q_{N-1}})_! \cdots (j_{Q_1})_! \mathcal{G},$$

where $Q_1 > Q_2 > \cdots > Q_{N-1} > Q_N$ is a total order that refines the closure partial order on the set of all strata.
The isomorphisms and constructibility of the claim are local statements, so it is enough to verify them in a neighborhood of any point \( q \in (U_Q \cup Q) \smash{\setminus} U_Q = Q \cap Z \). We can find a neighborhood \( W \) of \( q \), an analytic variety \( N \), a stratification \( \mathcal{S}_N = \{ N_T \mid T \geq Q \} \) of \( N \) and a stratification-preserving homeomorphism \( \eta \colon N \times V \to W \), where \( V = W \cap Q \) and \( N \times V \) has the product stratification \( \mathcal{S}_N \times V \). Shrinking \( W \) if necessary, we can assume that \( V \) is homeomorphic to an open ball. Since \( \eta^{-1}(Q) = N_Q \times V \) and \( N_Q = \{ o \} \) is a single point, we have \( \eta^{-1}(Z \cap Q) = \{ o \} \times Z' \) where \( Z' = Z \cap V \). Then the pullback \( G' = \eta^*G \) is a perverse sheaf on \( U' = (N \times V) \smash{\setminus} (\{ o \} \times Z') \), constructible with respect to the restriction of \( \mathcal{S}_N \times V \) to \( U' \).

Because \( Z \cap Q \) has codimension at least 2 in \( Q \), it follows that \( V \smash{\setminus} Z' \cong V \cap U \) is simply connected. (To see this, one can use [Loj64] to obtain a triangulation of \( Q \) such that \( Z \cap Q \) is a subcomplex of real codimension at least 4. Then nullhomotopies in \( Q \) can be perturbed to be transverse to \( Z \).) By Lemma 3.4 we have an isomorphism

\[
G'|_{N \times (V \smash{\setminus} Z')} \cong \mathcal{H} \boxtimes L_0,
\]

where \( \mathcal{H} \) is an \( \mathcal{S}_N \)-constructible perverse sheaf on \( N \) and \( L_0 = k_{V \smash{\setminus} z_0}[2 \dim_{\mathbb{C}} Q] \) is a constant local system. Another application of Lemma 3.4 gives an isomorphism

\[
G'|_{(N \smash{\setminus} \{ o \}) \times V} \cong \mathcal{H}_0 \boxtimes L, \tag{3.4}
\]

where \( \mathcal{H}_0 \in \operatorname{Perv}_{\mathcal{S}_N}(N \smash{\setminus} \{ o \}, k) \) and \( L = k_{V \smash{\setminus} z_0}[2 \dim_{\mathbb{C}} Q] \). By restricting to \( N \times \{ p \} \) and \( (N \smash{\setminus} \{ o \}) \times \{ p \} \) for some point \( p \in V \), we see that \( \mathcal{H}_0 \cong \mathcal{H}|_{N \smash{\setminus} \{ o \}} \), and so gluing these perverse sheaves gives an isomorphism

\[
G'|_{U'} \cong (\mathcal{H} \boxtimes L)|_{U'}. \tag{4.1}
\]

Let \( i' \colon \{ o \} \times Z' \to N \times V \) and \( j' : U' \to N \times V \) be the inclusions. Then \( i' \) factors as

\[
\{ o \} \times Z' \xrightarrow{i_1} \{ o \} \times V \xrightarrow{i_2} N \times V.
\]

Since \( \mathcal{H} \boxtimes L \) is perverse, we have \( (i_2)^* (\mathcal{H} \boxtimes L) \in \mathcal{P}_{D \leq 0}(\{ o \} \times V, k) \). Then since \( (i_2)^* (\mathcal{H} \boxtimes L) \) has locally constant cohomology sheaves and \( Z' \) has codimension at least two in \( V \), we have

\[
(i')^* (\mathcal{H} \boxtimes L) = (i_1)^* (i_2)^* (\mathcal{H} \boxtimes L) \in \mathcal{P}_{D \leq 2}(\{ o \} \times Z', k).
\]

Similarly, and dually, we have \( (i')^* (\mathcal{H} \boxtimes L) \in \mathcal{P}_{D \geq 2}(\{ o \} \times Z', k) \). Then [BBDS2] Corollaire 1.4.24 and following] implies that \( \mathcal{H} \boxtimes L \) is isomorphic to \( j'_1 (G'|_{U'}) \), \( p_{j'_1}^*(G'|_{U'}) \), and \( p_{j'_1}^*(G'|_{U'}) \). Thus these sheaves are all isomorphic to each other, as desired. In addition, they are \( \mathcal{S} \)-constructible, since \( \mathcal{H} \boxtimes L \) is. This completes the proof of the claim, and so the proposition follows.

\[\square\]

4. The Hilbert-Chow sheaves and hyperbolic restriction

The \( n \)-fold symmetric product of the plane has a natural resolution

\[
\rho_n : \operatorname{Hilb}^n X \to S^n X,
\]
where \( \text{Hilb}^n X \) denotes the Hilbert scheme of \( n \) points in the plane, whose points are zero-dimensional subschemes \( Z \subset X \) of length \( n \). The map \( \rho_n \) is a symplectic resolution of singularities and sends \( Z \in \text{Hilb}^n X \) to the cycle
\[
\sum_{x \in X} \dim_{\mathbb{C}}(O_{Z,x}) \cdot x \in S^n X.
\]

We may equivalently view \( \text{Hilb}^n X \) as parametrizing the ideals \( I_Z \subset O(X) = \mathbb{C}[x,y] \) such that \( \dim_{\mathbb{C}} \mathbb{C}[x,y]/I_Z = n \).

More generally, for a partition \( \lambda \in \text{Part}([n]) \), we have a resolution \( \rho_\lambda : \text{Hilb}^\lambda X \to S^\lambda X \), where
\[
\text{Hilb}^\lambda X = \text{Hilb}^{\lambda_1} X \times \cdots \times \text{Hilb}^{\lambda_k} X.
\]

It is well-known that the maps \( \rho_\lambda \) are semi-small and \( \mathscr{S} \)-stratified, in the sense that over each stratum \( S \) the map \( \rho^{-1}(S) \to S \) is a fiber bundle.

This can be seen by direct computation of the fibers \([\text{Bri77}, \text{Iar77}]\), or by using the results of Kaledin \([\text{Kal06}]\), who showed that these properties hold for any symplectic resolution (where the stratification of the target is the stratification by symplectic leaves). Thus, pushing forward the (shifted) constant sheaf from the resolution gives an \( \mathscr{S} \)-constructible perverse sheaf.

**Definition 4.1.**

1. The Hilbert-Chow sheaf \( \mathcal{F}_n \) is the perverse sheaf
   \[
   \mathcal{F}_n := (\rho_n)_* \mathbb{L}_{\text{Hilb}^n X}[2n] \in \text{Perv}_{\mathscr{S}}(S^n X, k).
   \]

2. For any partition \( \lambda \in \text{Part}([n]) \), define
   \[
   B_\lambda := (\rho_\lambda)_* \mathbb{L}_{\text{Hilb}^\lambda X}[2n] \in \text{Perv}_{\mathscr{S}}(S^\lambda X, k),
   \]
   and for any partition \( \mu \) such that \( \lambda \leq \mu \), let
   \[
   \mathcal{F}_\lambda^\mu := (\sigma_\mu^\lambda)_* B_\lambda \in \text{Perv}_{\mathscr{S}}(S^\mu X, k).
   \]

When \( \mu = (n) \), we simplify notation and denote \( \mathcal{F}_\lambda^{(n)} \) by \( \mathcal{F}_\lambda \).

**Example 4.2.** Note that if \( \lambda = (n) \), then \( \mathcal{F}_n^{(n)} \) is just the Hilbert-Chow sheaf \( \mathcal{F}_n \). At the other extreme, if \( \lambda = (1^n) \), then \( \mathcal{F}_{(1^n)} = (\sigma_{(1^n)})_* \mathbb{L}_{\text{Hilb}^{1^n} X}[2n] \). Since the map \( \sigma_{(1^n)} \) is small, this is the intersection cohomology complex of a local system on the open stratum \( S^n_{(1^n)} X \) whose monodromy is the regular representation of \( \pi_1(S^n_{(1^n)} X) \cong \mathfrak{S}_n \).

### 4.1. Hyperbolic restriction functors.

Let \( \mathbb{C}^* \) act on \( X = \mathbb{C}^2 \) by
\[
t \cdot (x, y) = (tx, t^{-1}y).
\]

Note that the origin \( 0 \in X \) is the unique fixed point of this action. Let \( \Sigma \subset X \) be the attracting locus (i.e., the \( x \)-axis of \( \mathbb{C}^2 \)).

Fix a partition \( \mu \in \text{Part}([n]) \) and consider the induced \( \mathbb{C}^* \)-action on \( S^\mu X \). The unique fixed point for this action is \( n \cdot 0 \in S^\mu X \), the origin with multiplicity \( n \), and the attracting locus is \( S^\mu \Sigma \subset S^\mu X \).

Let \( f : \{n \cdot 0\} \hookrightarrow S^\mu \Sigma \) and \( g : S^\mu \Sigma \hookrightarrow S^\mu X \) denote the inclusion maps. We will consider the hyperbolic restriction functor \( f^! g^* : D^b(S^\mu X, k) \to \)
Definition 4.4. For any set partitions \( n \cdot 0 \), there are several equivalent forms of this functor which we will find useful. First, \([Bra03, \text{Theorem 1}]\) gives a natural isomorphism of functors \( f^! g^* \simeq f^* g^! \), where

\[
\{ n \cdot 0 \} \rightarrow f^\Sigma \rightarrow S^\mu X
\]

are the analogous inclusions defined using the repelling set \( \Sigma \) of the action (i.e., the \( y \)-axis) instead of \( \Sigma \). On the other hand, since \( \mathcal{F} \)-constructible sheaves are invariant under the action of \( GL_2(\mathbb{C}) \) on \( X \), a homotopy argument rotating \( \Sigma \) to \( \Sigma \) shows that \( f^* g^! \simeq f^* g^! \).

**Proposition 4.3.** The functor \( f^! g^* \simeq f^* g^! \) is t-exact. In other words, for any perverse sheaf \( F \in \text{Perv} \mathcal{F}(S^\mu X, k) \), we have \( H^k(f^! g^*(F)) = 0 \) for \( k \neq 0 \). In particular, we obtain an exact functor

\[
\Phi^\mu := H^0 f^! g^* \simeq H^0 f^* g^! : \text{Perv} \mathcal{F}(S^\mu X, k) \rightarrow \text{Vect}_k.
\]

**Proof.** The following argument is adapted from \([MV07, \text{Theorem 3.5}]\). Suppose that \( F \in p D_{\leq 0}^\mathcal{F}(S^\mu X, k) \). If \( q:S^\mu \Sigma \rightarrow \{ n \cdot 0 \} \) is the constant map, the contraction lemma (see for example \([Spr84, \text{Cor. 1}] \) or \([Ach21, \text{Theorem 2.10.3}]\)) implies that

\[
H^k(f^! g^* F) \simeq H^k(q_! g^* F) \simeq H^k_c(S^\mu \Sigma, F|_{S^\mu \Sigma}).
\]

For any refinement \( \lambda \) of \( \mu \), put \( S^\mu \Sigma := S^\mu \Sigma \cap S^\mu \Sigma = 0 \). Then we have

\[
\dim_{\mathbb{C}} S^\mu \Sigma = 2\ell(\lambda) \quad \text{and} \quad \dim_{\mathbb{C}} S^\mu \Sigma = \ell(\lambda).
\]

Then \( F \in p D_{\leq 0}^\mathcal{F}(S^\mu X, k) \) implies that the cohomology sheaves of \( F|_{S^\mu X} \) vanish in degrees greater than \(-2\ell(\lambda)\), so we have

\[
H^k_c(S^\mu \Sigma, F|_{S^\mu \Sigma}) = 0 \quad \text{for} \quad k > -2\ell(\lambda) + \dim_{\mathbb{C}} S^\mu \Sigma = 0.
\]

It follows that

\[
H^k_c(S^\mu \Sigma, F|_{S^\mu \Sigma}) = 0 \quad \text{for} \quad k > 0,
\]

so the functor \( f^! g^* \) is right t-exact. Then using the alternate expression for our functor, we see that \( f^* g^! \simeq D f^* g^* D \) is left t-exact. \( \square \)

**Definition 4.4.** For any set partitions \( \lambda \leq \mu \in \text{Part}(|n|) \), let

\[
\Phi^\mu_\lambda : \text{Perv} \mathcal{F}(S^\mu X, k) \rightarrow \text{Vect}_k
\]

be the exact functor defined as \( \Phi^\mu_\lambda := \Phi^\mu(\omega^\mu_\lambda)^* \). When \( \mu = (n) \) we may simply write \( \Phi^\mu_\lambda \) instead of \( \Phi^\mu_\lambda \).

**Example 4.5.** When \( \lambda = (n) \), then \( \Phi^\mu_\lambda = \Phi^\mu \) is the functor of hyperbolic restriction of perverse sheaves on \( S^n X \) to the fixed point \( \{ n \cdot 0 \} \), and when \( \lambda = (1^n) \), then \( \Phi_{(1^n)} \) is isomorphic to the stalk functor at a point of \( S^n_{(1^n)} X \).

The “hyperbolic stalks” provided by the functors \( \Phi^\mu_\lambda \) are complete, in the following sense.

**Lemma 4.6.** Let \( \mu \in \text{Part}(|n|) \). Take perverse sheaves \( \mathcal{F}, \mathcal{G} \in \text{Perv} \mathcal{F}(S^\mu X, k) \).

\[
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\]
(1) If $\Phi^\mu_\lambda(F) = 0$ for all $\lambda \leq \mu$, then $F = 0$.

(2) For a homomorphism $f : F \to G$, if $\Phi^\mu_\lambda(f) \in \text{Hom}_{k_{\text{mod}}}(\Phi^\mu_\lambda(F), \Phi^\mu_\lambda(G))$ is an injection, (respectively a surjection or an isomorphism) for every $\lambda \leq \mu$, then $f$ is an injection (respectively, a surjection or an isomorphism).

(3) The map
\[ \text{Hom}(F, G) \to \bigoplus_{\lambda \leq \mu} \text{Hom}(\Phi^\mu_\lambda F, \Phi^\mu_\lambda G) \]
is injective. In other words, the functor $\bigoplus_{\lambda \leq \mu} \Phi^\mu_\lambda$ is faithful.

Proof. To see the statement (1), suppose that $F \not= 0$. Its support is a closed union of strata, so we can take a maximal stratum $S^\mu_X$ in the support. Restricting to this stratum, we have an isomorphism
\[ F|_{S^\mu_X} \cong L[-\dim_{C} S^\mu_X], \]
where $L$ is a nonzero local system on $S^\mu_X$. Then $\Phi^\mu_\lambda(F)$ is simply the stalk of this local system at some point of $S^\mu_X$, so in particular it is nonzero. For the statement (2), apply (1) to $\text{Ker} f$ and $\text{Coker} f$.

For the statement (3), let $f : F \to G$ be a homomorphism. For any $\lambda$, by the exactness of $\Phi^\mu_\lambda$, we get an exact sequence
\[ 0 \to \Phi^\mu_\lambda \text{Ker} f \to \Phi^\mu_\lambda F \to \Phi^\mu_\lambda G \to \Phi^\mu_\lambda \text{Coker} f \to 0. \]
If $\Phi^\mu_\lambda f = 0$ for all $\lambda \leq \mu$, then by (2) $\text{Ker} f \to F$ and $G \to \text{Coker} f$ must be isomorphisms and we conclude that $f = 0$. □

4.2. Hyperbolic restriction is represented by the Hilbert-Chow sheaf.

Theorem 4.7. For any set partitions $\lambda \leq \mu \in \text{Part}([n])$, the exact functor $\Phi^\mu_\lambda$ is represented by the perverse sheaf $F^\mu_\lambda$. In other words, there is an isomorphism of functors
\[ \text{Hom}(F^\mu_\lambda, -) \simeq \Phi^\mu_\lambda(-) : \text{Perv}_X(S^n X, k) \to \text{Vect}_k. \]

In the proof of the Theorem, we will make use of the following action on $X = \mathbb{C}^2$. Let $\text{Pol}_{n-1}$ denote the additive group of polynomials in $x$ of degree at most $n - 1$. This acts on $X$ via
\[ f \cdot (x, y) = (x, y + f(x)). \]
This action induces actions of $\text{Pol}_{n-1}$ on $S^n X$ and $\text{Hilb}^n X$, and the map $\rho_n : \text{Hilb}^n X \to S^n X$ is equivariant with respect to these actions.

Recall that we have used $\Sigma \subset X$ to denote the curve $y = 0$. Define a Zariski open subset of $\text{Hilb}^n X$ by
\[ U_n = \{ I \in \text{Hilb}^n X \mid C[x] \to C[x, y]/I \text{ is surjective} \}. \]
In other words, $U_n$ is the set of points which project to a point of $\text{Hilb}^n \Sigma$ under the projection $X \to \Sigma$. Since the action of $\text{Pol}_{n-1}$ fixes the subalgebra $C[x] \subset C[x, y]$, it preserves $U_n$.
Lemma 4.8. The restriction of the action map to $\text{Hilb}^n \Sigma \subset \text{Hilb}^n X$,

$$\text{Pol}_{n-1} \times \text{Hilb}^n \Sigma \to \text{Hilb}^n X,$$

maps $\text{Pol}_{n-1} \times \text{Hilb}^n \Sigma$ isomorphically onto $U_n$.

Proof of Lemma 4.8 The projection $X \to \Sigma$ induces a map $\pi : U_n \to \text{Hilb}^n \Sigma$. More precisely, if $I \in U_n$, the kernel of $\mathbb{C}[x] \to \mathbb{C}[x, y]/I$ is the ideal of a degree $n$ polynomial $x^n - g(x)$, where $g \in \text{Pol}_{n-1}$. This ideal $(x^n - g(x))$ represents the point $\pi(I) \in \text{Hilb}^n(\Sigma)$.

As a result, the composition

$$\text{Pol}_{n-1} \to \mathbb{C}[x] \to \mathbb{C}[x, y]/I$$

is an isomorphism of vector spaces. Define a map $\xi : U_n \to \text{Pol}_{n-1}$ by letting $\xi(I)$ be the preimage of $\bar{y} \in \mathbb{C}[x, y]/I$ under this map. Then $I \mapsto (\xi(I), \pi(I))$ is the inverse map $U_n \to \text{Pol}_{n-1} \times \text{Hilb}^n \Sigma$. □

Remark 4.9. The open set $U_n$ was previously considered by Grojnowski (for somewhat different reasons) in \cite[Proposition 6]{Gro96}.

For $\lambda \in \text{Part}([n])$, let $\text{Pol}_\lambda = \text{Pol}_{\lambda_1-1} \times \cdots \times \text{Pol}_{\lambda_r-1}$ and $U_\lambda = U_{\lambda_1} \times \cdots \times U_{\lambda_r}$, and consider the product actions of $\text{Pol}_\lambda$ on $S^\lambda X$ and $\text{Hilb}^\lambda X$. It follows immediately from Lemma 4.8

Corollary 4.10. The restriction of the action map to $\text{Hilb}^\lambda \Sigma \subset \text{Hilb}^\lambda X$,

$$\text{Pol}_\lambda \times \text{Hilb}^\lambda \Sigma \to \text{Hilb}^\lambda X,$$

maps $\text{Pol}_\lambda \times \text{Hilb}^\lambda \Sigma$ isomorphically onto $U_\lambda$.

Proof of Theorem 4.7. Since $\Phi^\mu_\lambda = \Phi^\lambda(\omega^\mu_\lambda)^*$, the adjunction of Theorem 3.12 implies that it suffices to show that $\Phi^\lambda$ is represented by $B_\lambda = F^\lambda_\lambda$. Suppose $G \in \text{Perv}_S(\text{Hilb}^\lambda X, \mathbb{K})$. The stratification $\mathcal{S}$ is stable under the action of the contractible group $\text{Pol}_\lambda$, so $G$ is $\text{Pol}_\lambda$-equivariant. Thus if $a, p : \text{Pol}_\lambda \times S^\lambda X \to S^\lambda X$ are the action and projection maps, then

$$a^*G \cong p^*G.$$

Furthermore, the map $a$ is smooth with $n$-dimensional fibers, so

$$a^!G \cong a^*G[2n] \cong p^*G[2n]$$

and

$$G \cong p_*p^*G \cong p_*a^!G[-2n].$$
Consider the following diagram:

\[
\begin{array}{ccc}
\text{Pol}_\lambda \times S^\lambda \Sigma & \xrightarrow{\text{id} \times q} & \text{Pol}_\lambda \times S^\lambda X \\
\downarrow p^\Sigma & & \downarrow p \\
S^\lambda \Sigma & \xrightarrow{f} & g \quad \xrightarrow{g} \quad S^\lambda X \\
\downarrow n \cdot 0 & & \downarrow a \\
\text{Hilb}^\lambda X & \leftarrow & \phi \quad \xrightarrow{\phi} \quad U_\lambda
\end{array}
\]

Here \( q \) is the unique map to the point, \( p^\Sigma \) is the projection, \( a' \) is the action map, \( h \) is the identity on the first factor and the inclusion \( S^\lambda \Sigma \cong \text{Hilb}^\lambda \Sigma \hookrightarrow \text{Hilb}^\lambda X \) on the second factor, and \( \phi \) is the inclusion. The triangles and the inner quadrilaterals all commute, and the left square is a fiber square.

Using the alternate definition of \( \Phi^\lambda \) we find:

\[
\Phi^\lambda(\mathcal{G}) = \text{Hom}(k_{n,0}, f^* g^! \mathcal{G})
\]

\[
\cong \text{Hom}(k_{n,0}, q_* g^! (p_* a^! \mathcal{G}[-2n]))
\]

\[
\cong \text{Hom}(a_! p^* g q^! k_{n,0}[2n], \mathcal{G})
\]

\[
\cong \text{Hom}(a_! (\text{id} \times g) p^! q^* k_{n,0}[2n], \mathcal{G})
\]

\[
\cong \text{Hom}(a_! (\text{id} \times g) \text{id} \times S^\lambda \Sigma [2n], \mathcal{G})
\]

\[
\cong \text{Hom}((\rho_\lambda)_! a'_! h_! (\text{id} \times S^\lambda \Sigma [2n]), \mathcal{G})
\]

\[
\cong \text{Hom}((\rho_\lambda)_! \phi (\text{id} \times [2n]), \mathcal{G}).
\]

This isomorphism holds for any complex \( \mathcal{G} \) for which \( g^! \mathcal{G} \) is constructible with respect to a conic stratification on \( S^\lambda \Sigma \). So for such complexes we have shown that \( \Phi^\lambda \) is represented by \( (\rho_\lambda)_! \phi (k_{U_\lambda}[2n]) \in D^b(S^\lambda X, k) \). It remains to show that when \( \mathcal{G} \) is perverse and \( U^\lambda \)-constructible, we have

\[
\text{Hom}((\rho_\lambda)_! \phi (k_{U_\lambda}[2n]), \mathcal{G}) \cong \text{Hom}(\mathcal{B}_\lambda, \mathcal{G}).
\]

Let \( Z = \text{Hilb}^\lambda X \setminus U_\lambda \) and let \( \rho_\lambda : Z \rightarrow S^\lambda X \) be the restriction of \( \rho_\lambda \) to \( Z \). Consider the triangle

\[
(\rho_\lambda)_! \phi (k_{\text{Hilb}^\lambda X}[2n]) \rightarrow (\rho_\lambda)_! (k_{\text{Hilb}^\lambda X}[2n]) = \mathcal{B}_\lambda \rightarrow (\rho_\lambda)_! (k_{\mathcal{Z}}[2n]) \xrightarrow{[1]}.
\]

By the long exact sequence, it suffices to show

\[
\text{Hom}^i((\rho_\lambda)_! (k_{\mathcal{Z}}[2n]), \mathcal{G}) = 0 \quad \text{for} \quad i = 0, 1.
\]
Let $r: S^\lambda X \to S^\lambda X$ be the map induced by the map $X \to X$, $(x,y) \mapsto (x,0)$. For partitions $\mu, \nu \leq \lambda$ define

$$Y_{\mu,\nu} = S^\lambda X \cap r^{-1}(S^\lambda X).$$

It is empty unless $\mu \leq \nu$, and it is a smooth variety of dimension $\ell(\mu) + \ell(\nu)$. The decomposition of $S^\lambda X$ into sets $Y_{\mu,\nu}$ refines the stratification $\mathcal{S}$. It is possible to show that it is a stratification in the sense of Definition 3.1, but we do not need this.

Fix an ordering $Y_1, \ldots, Y_r$ of the sets $Y_{\mu,\nu}$ such that each union $Y_1 \cup \cdots \cup Y_p$ is closed. Following [BGS96, 3.4], there is a spectral sequence that abuts to $\text{Hom}^k((\rho_Z)^!k_Z[2n], \mathcal{G})$ with $E_1$-term

$$E_1^{p,q} = \text{Hom}^{p+q}(i_Y^* (\rho_Z)^!k_Z[2n], i_Y^! \mathcal{G}),$$

where $i_Y: Y \to S^\lambda X$ denotes the inclusion. By this spectral sequence, it suffices to show that for any $Y = Y_{\mu,\nu}$, $\text{Hom}^k(i_Y^* (\rho_Z)^!k_Z[2n], i_Y^! \mathcal{G}) = 0$ for $k = 0, 1$.

Suppose $Y = Y_{\mu,\nu} \subset S^\lambda X$. Recall that $\dim S^\lambda_{\mu} X = 2\ell(\mu)$. Let $c_1 = \ell(\mu) - \ell(\nu)$ be the codimension of $Y$ in $S^\lambda_{\mu} X$. As $\mathcal{G}$ is assumed to be $\mathcal{S}$-constructible, it follows that

$$i_Y^! \mathcal{G} \in pD_{\geq c_1}(Y, k).$$

Note that over each $Y = Y_{\mu,\nu}$ the map $\rho_Z$ restricts to a fibration. For any $y \in Y$, let $c_2$ be the codimension of $\rho_Z^{-1}(y)$ in $\rho^{-1}_\lambda(y)$. Since $\rho_\lambda$ is semismall, the restriction of $(\rho_Z)^!k_Z[2n]$ to $S^\lambda_{\mu} X$ lies in $pD_{\leq -2c_2} (S^\lambda_{\mu} X, k)$. Restricting further to $Y$, we get that $i_Y^* (\rho_Z)^!k_Z[2n] \in pD_{\leq -2c_2-c_1}(Y, k)$. Combining these statements, we have

$$\text{Hom}^k(i_Y^* (\rho_Z)^!k_Z[2n], i_Y^! \mathcal{G}) = 0 \text{ for any } k < 2(c_1 + c_2).$$

So our result will follow if we can show that either $c_1$ or $c_2$ is non-zero.

If $Y = Y_{\mu,\nu}$ with $\mu < \nu$, then $c_1 > 0$. So consider the case $Y = Y_{\mu,\nu}$. Any point $y \in Y$ is in the image of $\text{Pol}_\lambda \times S^n_0 \Sigma \to S^n X$, and so $U \cap \rho^{-1}_\lambda(y)$ is not empty. But $U$ is a Zariski open set, so $\rho^{-1}_Z(y)$ is a proper closed subvariety of the fiber $\rho^{-1}_\lambda(y)$. This fiber is irreducible ([Bri77]), so the codimension $c_2$ of $\rho^{-1}_Z(y)$ in $\rho^{-1}_\lambda(y)$ is positive. \[\square\]

The functor $\Phi^\lambda$ is $t$-exact, by Proposition 4.3, and pullback by the open inclusion $\omega^\mu_\lambda$ is $t$-exact, so Theorem 4.7 implies that $\mathcal{F}_{\lambda,\mu}$ is a projective object in $\text{Perv}_{\mathcal{S}}(S^\mu X, k)$. Since $\mathcal{F}_{\lambda,\mu}$ is self-dual, we have the following.

**Corollary 4.11.** The sheaf $\mathcal{F}_{\lambda,\mu}$ is both projective and injective in $\text{Perv}_{\mathcal{S}}(S^\mu X, k)$.

**Remark 4.12.** Up to isomorphism, the functor $\Phi^\mu_\lambda$ and the perverse sheaf $\mathcal{F}_{\lambda,\mu}$ only depend on the $\Sigma_\mu$-orbit of $\lambda$, which is given by an integer partition for each part of $\mu$. 
Proposition 4.13. The sum $F^\mu := \bigoplus_{\lambda \leq \mu} F^\mu_\lambda$ is a projective generator and an injective cogenerator of $\text{Perv}_{\mathcal{A}}(S^\mu X, k)$.

Proof. By the self-duality of $F^\mu$, it will be enough to show $F$ is a projective generator. To do that, it’s enough to show that the functor $\text{Hom}(F^\mu, -)$ is faithful. But Theorem 4.7 implies that $F^\mu$ represents the exact functor $\bigoplus_{\lambda \leq \mu} \Phi^\mu_\lambda$, which is faithful by Lemma 4.6(3).

□

Lemma 4.14. If $\lambda \leq \mu \in \text{Part}([n])$, then there is an isomorphism of perverse sheaves:

$$ (\omega^\mu_\lambda)^* B_\mu \cong B_\lambda. $$

In particular, we have $(\omega_\lambda)^* F_n \cong B_\lambda$.

Moreover, this isomorphism can be made canonical in the following sense. Given two factorization maps $\omega_1, \omega_2 : S^\lambda X \to S^\mu X$, there is a commutative diagram of isomorphisms

$$ \begin{array}{ccc} \omega_1^* B_\mu & \cong & \omega_2^* B_\mu \\ \downarrow & & \downarrow \\ B_\lambda & \cong & \omega_1^* B_\mu \\ \end{array} $$

where the top isomorphism is induced by the canonical isomorphism of functors of Lemma 3.11.

Proof. It is enough to consider the case $\mu = (n)$, since $\omega^\mu_\lambda$ is a product of maps $\omega^\nu_i : S^\nu_i X \to S^\lambda_i X$, where the partition $\nu_i \in \text{Part}([\lambda_i])$ has parts which are the same size as the parts of $\mu$ contained in the $i$th part of $\lambda$.

Let $\psi : S^\lambda X \to S^\lambda X$ be the $\lambda$-separated map such that $\omega_\lambda = \sigma_\lambda \circ \psi$, and let $W = \omega_\lambda(S^\lambda X)$. There are disjoint open subsets $V_1, \ldots, V_r \subset X$ so that $W$ is the locus of points $x = \sum_{i=1}^n p_i$ for which $\lambda_1$ of the $p_i$ are in $V_1$, $\lambda_2$ are in $V_2$, and so on. The local nature of the Hilbert scheme implies that there is a fiber square

$$ \begin{array}{ccc} \text{Hill}^\lambda_1 V_1 \times \cdots \times \text{Hill}^\lambda_r V_r & \sim & \rho_n^{-1}(W) \\ \downarrow \rho_\lambda & & \downarrow \rho_n \\ \psi(S^\lambda X) = S^\lambda_1 V_1 \times \cdots \times S^\lambda_r V_r & \sim & W \\ \end{array} $$

Since $\rho_\lambda$ and $\rho_n$ are proper, base change gives an isomorphism

$$(\omega_\lambda)^* F_n = \psi^*(\sigma_\lambda)^* F_n \cong \psi^* B_\lambda \cong B_\lambda,$$

where the last isomorphism holds by Lemma 3.7.

To prove the canonicity of this isomorphism, let $E = \text{Emb}_n(X, \lambda)$ and consider the map $\bar{\Omega} : S^\lambda X \times E \to S^n X \times E$ whose first factor is the universal factorization map $\Omega$ as in the proof of Lemma 3.11 and whose second factor is the projection onto $E$. Similarly, let $\bar{\Psi} : S^\lambda X \times E \to S^\lambda X \times E$ be the
product of the universal \(\lambda\)-separated map of Lemma 3.7 (restricted to \(E\)) and the projection onto \(E\). The image \(\Omega(S^\lambda \times E)\) is an open subset \(\mathcal{W}\) of \(S^n \times E\). Then the fiber square above can be constructed for every \(\lambda\)-separated map \(\psi \in E\), as a family over \(E\):

\[
\begin{array}{ccc}
\text{Hilb}^\lambda & V_1 \times_E \cdots \times_E \text{Hilb}^\lambda & V_r \ar[d]_{\rho_\lambda} \ar[r]_{(\rho_n \times \text{id}_E)^{-1}(\mathcal{W})} & (\mathcal{W}) \\
\Psi(S^\lambda X) = S^\lambda V_1 \times_E \cdots \times_E S^\lambda V_r \ar[r]_{\sigma_n \times \text{id}_E} & \mathcal{W}
\end{array}
\]

Here \(V_1, \ldots, V_r \subset X \times E\) are the corresponding families of open sets, and \(\text{Hilb}^\lambda V_r\) is the union of Hilbert schemes of each open set in the family. Now base change gives

\[\Omega^* \mathcal{F}_n = \bar{\Omega}^*(\mathcal{F}_n \boxtimes \mathbb{k}_E) = \bar{\Psi}^*(\sigma_n \times \text{id}_E)^* \mathcal{F}_n = \bar{\Psi}^*(B_\lambda \boxtimes \mathbb{k}_E) \cong B_\lambda \boxtimes \mathbb{k}_E.\]

The result follows from this, because the isomorphism of Lemma 3.11 is obtained from applying Lemma 3.3 to the left hand side, while applying it to \(B_\lambda \boxtimes \mathbb{k}_E\) gives the identity. \(\square\)

5. Defining the Homomorphism

In this section we define a ring homomorphism

\[\Theta : R_{[n]} \otimes \mathbb{k} \to E_{[n]} := \text{End}(\oplus_{\lambda \in \text{Part}([n])} \mathcal{F}_\lambda).\]

To do this, we describe the images of the generators \(\lambda 1_\mu\) and \(z_s\) and show that they satisfy the relations given by Theorem 2.4.

Take two partitions \(\lambda, \mu \in \text{Part}([n])\) with \(\lambda \leq \mu\). We have the quotient map \(\sigma^\mu_\lambda : S^\lambda X \to S^\mu X\) and choose a \((\lambda, \mu)\)-separated map \(\psi : S^\lambda X \to S^\mu X\) with corresponding factorization map \(\omega^\mu_\lambda = \sigma^\mu_\lambda \circ \psi : S^\lambda X \to S^\mu X\). By Theorem 3.12 \((\omega^\mu_\lambda)^*\) and \((\sigma^\mu_\lambda)^*\) are biadjoint functors between \(\text{Perv}_{\mathcal{F}}(S^\lambda X, \mathbb{k})\) and \(\text{Perv}_{\mathcal{F}}(S^\mu X, \mathbb{k})\). In particular, we have the unit morphism \(B_\mu \to (\sigma^\mu_\lambda)^* (\omega^\mu_\lambda)^* B_\mu\).

Applying \((\sigma^\mu_\lambda)^*\) to this, and using the isomorphism \((\omega^\mu_\lambda)^* B_\mu \cong B_\lambda\) given by Lemma 4.14 and the fact that \(\sigma_\mu \sigma^\mu_\lambda = \sigma_\lambda\), we get a morphism

\[\lambda 1_\mu : \mathcal{F}_\mu = (\sigma_\mu)_* B_\mu \to (\sigma_\lambda)_* (\omega^\mu_\lambda)^* B_\mu = (\sigma_\lambda)_* B_\lambda = \mathcal{F}_\lambda.\]

**Lemma 5.1.** The morphism \(\lambda 1_\mu : \mathcal{F}_\mu \to \mathcal{F}_\lambda\) is independent of the choice of factorization map \(\omega : S^\lambda X \to S^\mu X\).

**Proof.** Suppose \(\omega_1\) and \(\omega_2\) are factorization maps \(\omega_i : S^\lambda X \to S^\mu X\). By Corollary 3.17 the unit of the adjunctions can be expressed as

\[1_{\operatorname{Perv}_{\mathcal{F}}(S^\mu X)} \to (\sigma^\mu_\lambda)^* j_! j^* (\omega^\mu_\lambda)^* \cong (\sigma^\mu_\lambda)_* (\omega_i)_*.\]
Thus the morphisms $\lambda^1_\mu$ defined above for $\omega_1$ and $\omega_2$ are respectively the top and bottom paths in the diagram:

$$F_\mu = (\sigma_\mu)_* B_\mu \cong (\sigma_\lambda)_* (\rho j\lambda)^* (\sigma_\lambda^* B_\mu) \cong (\sigma_\lambda)_* B_\lambda = F_\lambda.$$  

The triangle on the right is commutative by Lemma 4.14 and the one on the left is commutative by the canonicity of the isomorphism of functors from Corollary 3.17.

Having obtained a well-defined morphism $\lambda^1_\mu : F_\mu \to F_\lambda$, we also get a morphism $\mu^1_\lambda : F_\lambda \to F_\mu$ by duality, and we define $\Theta(\lambda^1_\mu) = \lambda^1_\mu$ and $\Theta(\mu^1_\lambda) = \mu^1_\lambda$.

Next, take a permutation $z \in S_n$. Using $z$ to permute the coordinates defines a map $X^n \to X^n$ which descends to a well-defined map $z : S^\lambda X \to S^{z\lambda} X$ for any partition $\lambda$. We have a commutative square

$$\begin{array}{ccc}
\text{Hilb}^\lambda X & \longrightarrow & \text{Hilb}^{z\lambda} X \\
\downarrow \rho_\lambda & & \downarrow \rho_{z\lambda} \\
S^\lambda X & \longrightarrow & S^{z\lambda} X
\end{array}$$

which induces an isomorphism $z_\lambda B_\lambda \sim B_{z\lambda}$. Applying $\sigma_{z_\lambda}$ and using the fact that $\sigma_{\lambda} z = \sigma_{\lambda}$ gives a homomorphism

$$z_\lambda (\sigma_{z_\lambda}) : F_\lambda \to F_{z\lambda}.$$  

Note that even if $z\lambda = \lambda$, this map might not be the identity. We define $\Theta(z_\lambda) \in E[[n]]$ to be the sum of these homomorphisms over all partitions $\lambda \in P([n])$.

**Theorem 5.2.** This definition gives an isomorphism $R[[n]] \otimes \mathbb{Z} \mathbb{k} \sim E[[n]]$. Restricting to one representative for each integer partition, we get an isomorphism $R_n \cong \text{End}(\oplus_{\lambda \in \text{Part}(n)} F_\lambda)$.

The rest of this section will be devoted to showing that $\Theta$ is a well-defined ring homomorphism. In the following section we will prove that it is an isomorphism.

### 5.1. Checking the relations I: permutations.

The easiest of our relations to check are the relations (b) and (c) of Theorem 2.4 involving the action of permutations $z \in S_n$. The relations (b) follow from the obvious fact that the maps $S^\lambda X \to S^{z\lambda} X$ and $\text{Hilb}^\lambda X \to \text{Hilb}^{z\lambda} X$ induced by permutations
define actions of $\mathcal{G}_n$ on $\prod_{\lambda} S^\lambda X$ and $\prod_{\lambda} \text{Hilb}^\lambda X$, such that the projection $\prod_{\lambda} \rho_\lambda$ is $\mathcal{G}_n$-equivariant.

To see the first part of the relation (c), suppose that $\lambda \leq \mu$, and consider the diagram

$$
\begin{array}{ccc}
S^\lambda X & \xrightarrow{z} & S^{\sigma \lambda} X \\
\omega \downarrow & & \downarrow \sigma \\
S^\mu X & \xrightarrow{z} & S^{\sigma \mu} X \\
\end{array}
$$

where we have omitted the sub/superscripts for clarity. Note that the maps $z$ are isomorphisms implies that $z_\sigma$ intertwines the adjunctions $(\sigma^*, \sigma_*)$ on the left and right. In particular, for any $A \in \text{Perv}_\mathcal{F}(S^\mu X, \mathbb{k})$, applying $z_\sigma$ to the unit $A \rightarrow \sigma_\mu \omega_\mu^* A$ gives the unit $z_\sigma A \rightarrow \sigma_\mu \omega_\mu^* z_\sigma A$ for $z_\sigma A \in \text{Perv}(S^{\sigma \mu}, \mathbb{k})$.

Applying this to $A = B_\mu$ implies that

$$z_\sigma \cdot \lambda_\mu \cdot 1 = z_{\lambda \sigma} \cdot 1_{\lambda \mu} \cdot z_\sigma.
$$

Next, suppose that $z \in \mathcal{G}_\mu$. Then $z : S^\mu X \rightarrow S^\mu X$ is the identity map, and the induced homomorphism $z_\sigma B_\mu \rightarrow B_\mu$ is also the identity. Pushing forward by $\sigma_\mu$, we see that $z_\mu(z_\sigma)^{-1} : \mathcal{F}_\mu \rightarrow \mathcal{F}_{\sigma \mu} = \mathcal{F}_\mu$ is the identity, and so we have $\lambda_\mu : z_\sigma = \lambda_\mu$. Similarly, if $z \in \mathcal{G}_\lambda$, the homomorphism $z_{\lambda \sigma} : \mathcal{F}_\lambda \rightarrow \mathcal{F}_{\lambda \sigma} = \mathcal{F}_\lambda$ is the identity, and so $z_\sigma \cdot \lambda_\mu = \lambda_\mu$.

5.2. Checking the relations II: up/up and down/down compositions. Take partitions $\lambda, \mu, \nu \in \text{Part}([n])$ with $\lambda \leq \mu \leq \nu$. Then we have relative symmetrization and factorization maps

$$
S^\lambda X \xrightarrow{\omega_\lambda^\mu} S^\mu X \xrightarrow{\omega_\mu^\nu} S^\nu X.
$$

Note that the symmetrization map $\sigma_\lambda^\nu : S^\lambda X \rightarrow S^\nu X$ is obtained as the composition:

$$
\sigma_\lambda^\nu = \sigma_\mu^\nu \sigma_\lambda^\mu.
$$

Similarly, the composition $\omega_\mu^\nu \omega_\lambda^\mu$ is also a factorization map $\omega_\lambda^\nu : S^\lambda X \rightarrow S^\nu X$ for an appropriate choice of $(\lambda, \nu)$-separated map. To be more precise, let the factorization maps $\omega_\mu^\nu$ and $\omega_\lambda^\mu$ be defined as $\omega_\mu^\nu = \sigma_\mu^\nu \psi_\mu$ and $\omega_\lambda^\mu = \sigma_\lambda^\mu \psi_\lambda$, where $\psi_\mu : S^\mu X \rightarrow S^\mu X$ is the map induced by a $(\mu, \nu)$-separated map $\psi : X^n \rightarrow X^n$ and $\psi_\lambda : S^\lambda X \rightarrow S^\lambda X$ is the map induced by a $(\lambda, \mu)$-separated map $\psi : X^n \rightarrow X^n$.

Then the composition $\psi'' := \psi \psi' : X^n \rightarrow X^n$ is $(\lambda, \nu)$-separated and we have

$$
\omega_\mu^\nu \omega_\lambda^\mu = \sigma_\mu^\nu \psi_\mu \sigma_\lambda^\mu \psi_\lambda = \sigma_\mu^\nu \sigma_\lambda^\mu \psi_\lambda \psi_\lambda = \sigma_\nu^\nu 
$$

where $\psi_\lambda : S^\lambda X \rightarrow S^\lambda X$ and $\psi''_\lambda : S^\lambda X \rightarrow S^\lambda X$ are the maps induced by $\psi$ and $\psi''$ respectively.
In particular, we conclude that the composition $\omega_\mu^\nu := \sigma_\mu^\nu \psi_\mu^\nu$ is the factorization map $\omega_\mu^\nu = \sigma_\mu^\nu \psi_\mu^\nu$.

Thus the relation $\lambda_1 \mu \cdot \mu_1 \nu = \lambda_1 \nu$ will follow if we can show that the unit for the adjunction $((\omega_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$ is equal to the composition of the units of the adjunctions $((\omega_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$ and $((\omega_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$. This is equivalent to showing that the counit is the composition of counits, which is what we will prove.

Recall from Corollary 3.13 that the counit of the adjunction $((\omega_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$ is the composition $$(\omega_\mu^\nu)^*(\sigma_\mu^\nu)_* = (\psi_\mu^\nu)^*(\sigma_\mu^\nu)_* (\psi_\mu^\nu)^* \rightarrow (\psi_\mu^\nu)^* \rightarrow 1_{\text{Perv}_{\mathcal{F}_X}}(S^\mu X, k)$$
of the counit of $((\sigma_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$ with the natural isomorphism $(\psi_\mu^\nu)^* \sim 1_{\text{Perv}_{\mathcal{F}_X}}(S^\mu X, k)$
given by Lemma 3.7. The counit of $((\omega_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$ is expressed similarly. The
fact that the counit $(\omega_\mu^\nu)^*(\sigma_\mu^\nu)_* \rightarrow 1_{\text{Perv}_{\mathcal{F}_X}}(S^\mu X, k)$ is isomorphic to the composition
$$(\omega_\mu^\nu)^*(\sigma_\mu^\nu)_* = (\omega_\mu^\nu)^*(\omega_\mu^\nu)_* (\sigma_\mu^\nu)_* (\sigma_\mu^\nu)_* \rightarrow (\omega_\mu^\nu)^*(\sigma_\mu^\nu)_* \rightarrow 1_{\text{Perv}_{\mathcal{F}_X}}(S^\mu X, k)$$
of counits now follows, using the expression (8) for $\omega_\mu^\nu$, the fact that the adjunction $((\sigma_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$ is the composition of the adjunctions $((\sigma_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$
and $((\sigma_\mu^\nu)^*, (\sigma_\mu^\nu)_*)$, and the fact that the natural isomorphism $(\psi_\mu^\nu \psi_\mu^\nu)^* \sim 1_{\text{Perv}_{\mathcal{F}_X}}(S^\mu X, k)$ is the composition of the isomorphisms for $\psi_\mu^\nu$ and $\psi_\mu^\nu$.

That concludes the proof of the relation $\lambda_1 \mu \cdot \mu_1 \nu = \lambda_1 \nu$. The opposite relation $\nu_1 \mu \cdot \mu_1 \nu = \nu_1 \lambda$ then follows by duality.

5.3. A Cartesian diagram. Let $\lambda, \mu$ be two partitions of the set $[n]$. In this section, we introduce a key Cartesian diagram which connects the problem of computing $\text{Hom}(\mathcal{F}_\lambda, \mathcal{F}_\mu)$ with the combinatorics of double cosets.

Our diagram takes the form

\[
\begin{array}{c}
\coprod S^{\lambda \wedge \mu} X \\
\downarrow \sigma_{\lambda \wedge \mu} \\
S^{\lambda} X \\
\downarrow \omega_{\lambda} = \sigma_{\lambda} \psi_{\lambda} \\
S^{\mu} X
\end{array}
\]

(9)

\[
\begin{array}{c}
\coprod S^{\lambda \wedge \mu} X \\
\downarrow \sigma_{\lambda \wedge \mu} \\
S^{\lambda} X \\
\downarrow \omega_{\lambda} = \sigma_{\lambda} \psi_{\lambda} \\
S^{\mu} X
\end{array}
\]

where $z \in \mathcal{S}_n$ runs over a set of representatives of double cosets $\mathcal{S}_\lambda \mathcal{S}_n / \mathcal{S}_\mu$. Intuitively, $\omega_{\lambda}$ sends the coordinates indexed by different $\sim_{\lambda}$-equivalence classes into disjoint disks in $X$, and to find a point in $S^\mu X$ over its image one must “color” these points according to the parts of $\mu$. The combinatorially distinct ways to do this are given exactly by the double cosets.

The maps $\hat{\omega}_z$ on the top can be described as the composition

\[
S^{\lambda \wedge \mu} X \xrightarrow{\psi_{\lambda \wedge \mu}} S^{\lambda \wedge \mu} X \xrightarrow{z^{-1}} S^{z^{-1} \lambda \wedge \mu} X \xrightarrow{\sigma} S^\mu X
\]

where $\psi_{\lambda \wedge \mu} : S^{\lambda \wedge \mu} X \rightarrow S^{\lambda \wedge \mu} X$ denotes the map induced by the same underlying map $\psi : X^n \rightarrow X^n$ as $\psi_{\lambda} : S^\lambda X \rightarrow S^\lambda X$, and we omit the sub-
and superscript on $\sigma$ for clarity. This can be rewritten as

$$S^{\lambda \wedge \mu} X \xrightarrow{z^{-1}} S^{z^{-1} \lambda \wedge \mu} X \xrightarrow{\psi'} S^{z^{-1} \lambda \wedge \mu} X \xrightarrow{\sigma} S^\mu X$$

where $\psi' = z^{-1} \psi_{\lambda \wedge \mu} z$.

The map $\psi'$ is $(z^{-1} \lambda \wedge \mu, \mu)$-separated, so we have $\hat{\omega}_z = \omega^{\mu}_{z^{-1} \lambda \wedge \mu} \circ z^{-1}$. In particular this means that $(\hat{\omega}_z)^*$ preserves $\mathcal{F}$-constructibility and is bi-adjoint with $\sigma_*(z^{-1})*$ on perverse sheaves.

**Remark 5.3.** Note that if we removed the $\psi$ factors from both horizontal maps, the square would still commute, but it would no longer be Cartesian.

Our first application of this diagram is to computing the dimension of hom-spaces between our projective/injective sheaves.

**Proposition 5.4.** For any $\lambda, \mu \in \text{Part}(\mathbb{n})$, we have

$$\dim_k \text{Hom}(\mathcal{F}_\mu, \mathcal{F}_\lambda) = \text{rk}(\lambda, R_\mu) = \text{rk}(K(\mathcal{G}_\lambda \backslash \mathcal{G}_n / \mathcal{G}_\mu))$$

**Proof.** First consider the case where $\lambda = \mu = (n)$. Then a standard result about semi-small maps (see [CG97, Lemma 8.6.1], for example) implies that

$$\dim_k \text{End}(\mathcal{F}_n) = \sum_{\lambda \in \text{Part}(n)} \left( \dim_k H^{\text{codim } S^n X ((\rho_n)^{-1}(x_\lambda), k)} \right)^2,$$

where $x_\lambda$ is any point of $S^n X$. But the fiber $(\rho_n)^{-1}(x_\lambda)$ is irreducible of dimension $\text{codim } S^n X$ [Bri77], so this sum is just

$$p(n) = |\text{Part}(n)| = \text{rk}(n, R_n) = \text{rk}(\mathcal{G}_n - \text{mod}).$$

Then for any partition $\nu$, this implies that

$$\dim \text{End}(\mathcal{B}_\nu) = \dim \text{End}(\mathcal{F}_{\hat{\nu}_1} \boxtimes \cdots \boxtimes \mathcal{F}_{\hat{\nu}_r})$$

$$= \prod_{i=1}^r \dim \text{End}(\mathcal{F}_{\hat{\nu}_i})$$

$$= \prod_{i=1}^n p(\hat{\nu}_i)$$

$$= \text{rk}(K(\mathcal{G}_\nu - \text{mod}).$$

So we have

$$\text{Hom}(\mathcal{F}_\mu, \mathcal{F}_\lambda) = \text{Hom}((\sigma_\mu), \mathcal{B}_\mu, (\sigma_\lambda), \mathcal{B}_\lambda) = \text{Hom}((\omega_\lambda)^*(\sigma_\lambda), \mathcal{B}_\lambda) = \text{Hom}(\text{codim } S^n X ((\rho_n)^{-1}(x_\lambda), k), k)$$

using the adjunction $((\omega_\lambda)^*, (\sigma_\lambda)_*)$. By proper base change in the square [9] and the fact that $(\hat{\omega}_z)^* \mathcal{B}_\mu = \mathcal{B}_{\lambda \wedge \mu}$ (Lemma 4.14), this becomes

$$\bigoplus_z \text{Hom}((\sigma_\lambda, \mathcal{B}_{\lambda \wedge \mu}, (\omega^{\lambda}_{\lambda \wedge \mu})^* \mathcal{B}_\lambda) = \bigoplus_z \text{End}(\mathcal{B}_{\lambda \wedge \mu}).$$

Thus $\text{Hom}(\mathcal{F}_\mu, \mathcal{F}_\lambda)$ has dimension

$$\sum_z \dim_k \text{End}(\mathcal{B}_{\lambda \wedge \mu}) = \sum_z \text{rk}(\mathcal{G}_\lambda \wedge \mathcal{G}_n - \text{mod}) = \text{rk}(K(\mathcal{G}_\lambda \backslash \mathcal{G}_n / \mathcal{G}_\mu)).$$
5.4. Checking the relations III: the Mackey decomposition. Next we will show that the relation (d) from Theorem 2.4 holds. It is enough to consider the case where \( \nu = (n) \) and \( \lambda, \mu \in \text{Part}([n]) \) are arbitrary partitions, because we can handle the parts \( (\nu_i) \) of \( \nu \) separately, and then take the exterior product of the resulting identities.

We take the Cartesian square \((9)\), along with the “opposite” diagram where the roles of \( \lambda, \mu \) are reversed:

\[
\begin{array}{ccc}
\bigcup_{\lambda} S^\lambda & \xrightarrow{\delta} & S^\mu \\
\omega & \xrightarrow{\sigma} & \sigma_\mu \\
S^\lambda & \xrightarrow{\sigma_\lambda} & S^\mu
\end{array}
\]

(Strictly speaking, reversing \( \lambda \) and \( \mu \) in \((9)\) would give \( \bigcup_{\lambda} S^{\lambda \wedge z \mu} \) in the upper left. But letting \( w = z^{-1} \), the two spaces are identified under the action of \( z \) on each term. This changes where the twisting maps appear, but otherwise does not affect the properties of the diagram.)

Here are the key properties of \((10)\).

- The squares \((\hat{\omega}, \hat{\sigma}, \sigma_\mu, \omega_\lambda)\) and \((\hat{\sigma}, \hat{\omega}, \omega_\mu, \sigma_\lambda)\) are Cartesian.
- We have \( \sigma_\mu \hat{\sigma} = \sigma_\lambda \hat{\sigma} = \bigcup_{\lambda} \sigma_{\lambda \wedge z \mu} \).
- If \( \omega_\lambda = \sigma_\lambda \psi_\lambda \) and \( \omega_\mu = \sigma_\mu \psi_\mu \), then there are maps \( \hat{\psi}_\lambda, \hat{\psi}_\mu : Z \rightarrow Z \) induced by the same underlying maps \( X^n \rightarrow X^n \) as \( \psi_\lambda, \psi_\mu \) respectively. These maps satisfy:
  \[
  \hat{\omega} = \hat{\sigma} \hat{\psi}_\lambda, \quad \hat{\omega} = \hat{\sigma} \hat{\psi}_\mu, \quad \psi_\lambda \hat{\sigma} = \hat{\sigma} \hat{\psi}_\lambda, \quad \psi_\mu \hat{\sigma} = \hat{\sigma} \hat{\psi}_\mu.
  \]
- Although the maps
  \[
  \omega_\mu \hat{\omega} = \sigma_\mu \hat{\sigma} \hat{\psi}_\lambda, \quad \text{and} \quad \omega_\lambda \hat{\omega} = \sigma_\lambda \hat{\sigma} \hat{\psi}_\lambda \hat{\psi}_\mu
  \]
  may not be equal, \( \hat{\psi}_\mu \hat{\psi}_\lambda \) and \( \hat{\psi}_\lambda \hat{\psi}_\mu \) are both \( (\lambda \wedge z \mu) \)-separated on each component \( S^{\lambda \wedge z \mu} \) of \( Z \), and so Lemma 3.11 gives a natural isomorphism of functors
  \[
  \hat{\omega}^*(\omega_\mu)^* \simeq \hat{\omega}^*(\omega_\lambda)^*
  \]
  for perverse sheaves which are \( (\mathscr{S} \cap U_\mu) \)-constructible on the open set \( U_\mu \subset S^\mu \) of points whose different \( \mu \)-components don’t intersect (this set was used in the proof of Proposition 3.14).

Lemma 5.5. Under the natural isomorphism

\[
(\omega_\lambda)^*(\sigma_\mu) \simeq (\sigma_\mu) \simeq (\omega_\lambda)^* \simeq (\omega_\mu)^* \simeq (\omega_\lambda)^*,
\]

the maps

\[
(\omega_\lambda)^* \rightarrow (\omega_\lambda)^*(\sigma_\mu), \quad (\omega_\lambda)^* \rightarrow (\omega_\lambda)^* \simeq (\omega_\lambda)^*
\]

obtained by composing with the units of the adjunctions become equal.
Proof. Take $\mathcal{F} \in \text{Perv}_\mathcal{F}(S^n X, k)$, and consider the diagram:

$$
\begin{array}{c}
\text{Hom}(\mathcal{F}, (\sigma_\mu)_*(\omega_\mu)^* \mathcal{F}) \xrightarrow{\omega_\lambda} \text{Hom}(\omega_\lambda)^* \mathcal{F}, \tilde{\sigma} \tilde{\omega}^* (\omega_\lambda)^* \mathcal{F}) \\
\text{Hom}((\sigma_\mu)^* \mathcal{F}, (\omega_\mu)^* \mathcal{F}) \xrightarrow{\tilde{\omega}^*} \text{Hom}(\tilde{\sigma}^* (\omega_\lambda)^* \mathcal{F}, \tilde{\omega}^* (\omega_\lambda)^* \mathcal{F}) \\
(\tilde{\psi}_\mu)^* \xrightarrow{\tilde{\omega}^*} \text{Hom}((\tilde{\psi}_\mu)^* \sigma_\mu^* (\omega_\mu)^* \mathcal{F}, (\tilde{\psi}_\mu)^* \tilde{\omega}^* (\omega_\lambda)^* \mathcal{F}) \\
\text{Hom}((\psi_\mu)^* (\sigma_\mu)^* \mathcal{F}, (\psi_\mu)^* (\omega_\mu)^* \mathcal{F}) \xrightarrow{\tilde{\omega}^*} \text{Hom}(\tilde{\omega}^* (\omega_\lambda)^* \mathcal{F}, \tilde{\omega}^* (\omega_\lambda)^* \mathcal{F}) \\
\text{Hom}((\omega_\mu)^* \mathcal{F}, (\omega_\mu)^* \mathcal{F}) \xrightarrow{\tilde{\omega}^*} \text{Hom}(\tilde{\omega}^* (\omega_\lambda)^* \mathcal{F}, \tilde{\omega}^* (\omega_\lambda)^* \mathcal{F})
\end{array}
$$

Here the vertical columns give the adjunction $((\omega_\mu)^*, (\sigma_\mu)_*)$ and $((\tilde{\omega})^*, (\tilde{\sigma})_*)$ as given in Theorem 3.12. The horizontal maps are given by applying the indicated pullbacks and using base change and commutativity in the diagram.

The top square commutes by the compatibility of the adjunction $((\sigma_\mu)^*, (\sigma_\mu)_*)$ with pullback by the open inclusion $\omega_\lambda$. The middle square commutes using the natural isomorphism $(\psi_\mu)^* \tilde{\omega}^* \simeq \tilde{\omega}^*(\tilde{\psi}_\mu)^*$.

Next we show that the bottom square commutes. The bottom left vertical map in the diagram is composition with the isomorphism $(\psi_\mu)^* (\omega_\mu)^* \mathcal{F} \to (\omega_\mu)^* \mathcal{F}$ of Lemma 3.7 which is given by applying Lemma 3.3 to the pullback by a family $\Psi_\mu(t)$ of $\mu$-separated maps with $\Psi_\mu(0) = \psi_\mu$ and $\Psi_\mu(1) = \text{id}_{S^n X}$. Applying $\tilde{\omega}^* = (\hat{\psi}_\lambda)^* \tilde{\sigma}^*$, this becomes an isomorphism

$$(\hat{\psi}_\lambda)^* (\hat{\psi}_\mu)^* \sigma_\mu^* (\omega_\mu)^* \mathcal{F} \to (\hat{\psi}_\lambda)^* \sigma_\mu^* (\omega_\mu)^* \mathcal{F}.$$ 

This isomorphism is obtained by the same homotopy argument using the family $t \mapsto \hat{\Psi}_\mu(t) \hat{\psi}_\lambda$, where $\hat{\Psi}_\mu$ denotes the path from $\hat{\psi}_\mu$ to the identity $Z \to Z$ induced by the same family of maps $X^n \to X^n$ as $\Psi_\mu$, so that $\hat{\Psi}_\mu(t) \hat{\sigma} = \hat{\sigma} \hat{\Psi}_\mu(t)$ for all $t \in [0, 1]$. Each map in this path is $(\lambda \land z \mu, \mu)$-separated on the component $S^{\lambda \land z \mu} X$ of $Z$.

On the other hand, going right first and then down in the bottom square is given by applying the isomorphism $\hat{\psi}_\mu^* (\psi_\mu)^* \simeq (\hat{\psi}_\mu)^* \hat{\omega}^*$ followed by composition with the isomorphism $\hat{\psi}_\mu \hat{\psi}_\mu^* (\omega_\lambda)^* \mathcal{F} \to \hat{\omega}^* (\omega_\lambda)^* \mathcal{F}$ of Lemma 3.7. This is given by pulling back by a path of $(\lambda \land z \mu, \mu)$-separated maps $Z \to Z$ obtained as the concatenation of a path from $\hat{\psi}_\lambda \hat{\psi}_\mu$ to $\hat{\psi}_\mu \hat{\psi}_\lambda = \hat{\Psi}_\mu(0) \hat{\psi}_\lambda$ and the path $t \mapsto \hat{\Psi}_\mu(t) \hat{\psi}_\lambda$.

The upshot is that both compositions in the bottom square are given by composing with a map obtained by homotopy continuation along a path of $(\lambda \land z \mu, \mu)$-separated maps from $\hat{\psi}_\lambda \hat{\psi}_\mu$ to $\hat{\psi}_\lambda$. These paths are not the same, but since the space of $(\lambda \land z \mu, \mu)$-separated maps is simply connected by Lemma 3.6 and Lemma 3.3 implies that these maps are equal. Thus the lower square commutes.
Proposition 6.1. \[ \text{The elements } \Theta((n)) 1_{\lambda} \circ \lambda 1_{(n)} \text{ for } \lambda \in \text{Part}(n) \text{ are a basis of } \text{End}(F_n). \]

Starting with the unit \( F \to (\sigma_{\mu})_*(\omega_{\mu})^*F \) in the top left and mapping down gives the identity in the lower-left, and thus gives the identity in the lower right. Then following the right column shows that \((\omega_{\lambda})^*F \to (\omega_{\lambda})^*(\sigma_{\mu})_*(\omega_{\mu})^*F = \sigma_*\omega^*(\omega_{\lambda})^*F\) is the unit map of \((\omega, \sigma_*)\) applied to \((\omega_{\lambda})^*F\), as desired. \( \square \)

Now we are ready to show that the relation (d) holds. As already noted, we can assume \( \nu = (n) \). So we want to show

\[
\mu 1((n)) \cdot (n) 1_{\lambda} \cong \sum_z \mu 1_{\mu \land z_{\lambda}} \cdot \mu \land z_{\lambda} \cdot z_{\nu},
\]

where the sum is over a set of representatives \( z \) of double cosets in \( S_\mu \backslash S_n / S_\lambda \).

The composition

\[
F_\lambda = (\sigma_{\lambda})_*(\omega_{\lambda})^*F_n \xrightarrow{1_{(n)}(n)} F_n \xrightarrow{(\mu 1(n))} (\sigma_{\mu})_*(\omega_{\mu})^*F_n = F_\mu
\]

can also be written

\[
(\sigma_{\lambda})_*(\omega_{\lambda})^*F_n \to (\sigma_{\lambda})_*(\sigma_{\mu})_*(\omega_{\mu})^*F_n \to (\sigma_{\mu})_*(\omega_{\mu})^*F_n.
\]

By Lemma 5.5 the first map is equal to

\[
(\sigma_{\lambda})_*(\omega_{\lambda})^*F_n \to (\sigma_{\lambda})_*(\sigma_*)_*(\omega_*)^*F_n.
\]

Pushing forward to \( S^n X \) gives the sum

\[
F_\lambda \sum_{\lambda \land z_{\lambda}} \Sigma_{\lambda, z_{\lambda}} 1_{\lambda} \to \bigoplus_z F_{\lambda \land z_{\lambda}}
\]

In a similar way we see that pushing the second map in (11) is the sum of

\[
\bigoplus_z F_{\lambda \land z_{\lambda}} \xrightarrow{(z^{-1})} \bigoplus_z F_{z^{-1} \lambda \land \mu} \sum_{\lambda, z_{\lambda}} 1_{z^{-1} \lambda \land \mu} F_{\mu}.
\]

After some reindexing this is what we wanted to show.

6. Proof of the isomorphism

6.1. Computation of endomorphism ring of Hilbert-Chow sheaf. As a first step to showing that our homomorphism \( \Theta \) is an isomorphism, we will show that it restricts to an isomorphism \( \Theta((n)) : (n) R((n)) \otimes k \to \text{End}(F_n) \), thus proving Theorem [17] from the introduction. We have

\[
(n) R((n)) \otimes k = K(\text{Sh}(S_n \backslash S_n / S_n)) \otimes k = R(S_n) \otimes k,
\]

and a \( k \)-basis for this space is given by the elements

\[
[\text{Ind}_{S_\lambda} S_n 1_{S_\lambda}] = (n) 1_{\lambda} \circ \lambda 1_{(n)}
\]

where \( \lambda \) runs over all integer partitions \( \text{Part}(n) \) (recall that we are fixing an embedding of this set into \( \text{Part}([n]) \)). Thus it will be enough to prove the following.

**Proposition 6.1.** The elements \( \Theta((n)) 1_{\lambda} \circ \lambda 1_{(n)} \) for \( \lambda \in \text{Part}(n) \) are a basis of \( \text{End}(F_n) \).
The proof of this will be based on a calculation of the action of these endomorphisms on the hyperbolic stalk $\Phi_n(F_n)$, where to simplify notation we put $\Phi_n = \Phi_{(n)}$. This group has a concrete description as follows. With the inclusions $\{ n \cdot 0 \} \xrightarrow{i} S^n \Sigma \xrightarrow{\rho} S^n X$ as in Section $4.1$, we have

$$\Phi_n(F_n) = H^0(f^* g^! F_n) \cong H^0(g^! F_n) \cong H^2_Z(\text{Hilb}^n(X); k),$$

the top cohomology of $\text{Hilb}^n(X)$ with supports in the Lagrangian subvariety $Z = \rho^{-1}(S^n \Sigma)$.

The irreducible components of $Z$ are $Z_\mu := \rho^{-1}(S^n \Sigma)$ for integer partitions $\mu \in \text{Part}(n)$. For each $\mu$ we can choose an open set $U_\mu$ of $\text{Hilb}^n(X)$ which intersects $Z$ in a contractible subset of $Z_\mu$ contained in the smooth locus of $Z$. Restriction to these open sets gives an isomorphism

$$H^2_Z(\text{Hilb}^n(X); k) \xrightarrow{\sim} \bigoplus_{\mu \in \text{Part}(n)} H^2_Z(Z_\mu; k) \cong k^{\text{Part}(n)}.$$ 

Pulling back the standard basis by this isomorphism gives a basis $\{ \alpha_\mu \}$ of $\Phi_n(F_n)$.

Similarly, we have $\Phi_n(F_\lambda) \cong H^2_Z(\text{Hilb}^\lambda(X))$, where

$$Z^\lambda = (\rho_\lambda)^{-1}(S^\lambda \Sigma) \cong \rho_\lambda^{-1}(S^\lambda_1 \Sigma) \times \cdots \times \rho_\lambda^{-1}(S^\lambda_{\nu_r} \Sigma).$$

The irreducible components of this Lagrangian are $Z_{\nu_1} \times \cdots \times Z_{\nu_r}$, $(\nu_1, \ldots, \nu_r) \in \text{Part}(\lambda) := \text{Part}(\lambda_1) \times \cdots \times \text{Part}(\lambda_{\nu_r})$.

Thus we have a basis

$$\alpha_{\nu_1} \boxtimes \cdots \boxtimes \alpha_{\nu_r}, \quad (\nu_1, \ldots, \nu_r) \in \text{Part}(\lambda)$$

for $\Phi_n(F_\lambda)$.

**Proposition 6.2.** With respect to these bases, the map $\Phi_n(\lambda 1_{(n)}): \Phi_n(F_n) \to \Phi_n(F_\lambda)$ induced by $\lambda 1_{(n)}$ is given by

$$\alpha_\mu \mapsto \sum_{\nu_1 | \nu_2 | \cdots | \nu_r = \mu} \alpha_{\nu_1} \boxtimes \cdots \boxtimes \alpha_{\nu_r},$$

where the sum is over tuples $(\nu_1, \ldots, \nu_r) \in \text{Part}(\lambda)$ whose concatenation is $\mu$. In particular, $\alpha_\lambda$ is sent to $\alpha_{(\lambda_1)} \boxtimes \cdots \boxtimes \alpha_{(\lambda_{\nu_r})}$, and $\alpha_\mu$ is sent to $0$ if $\mu \not\preceq \lambda$.

Before proving this proposition, let us explain how it implies that $\Theta_{(n)}$ is an isomorphism. First note that we have $\text{End}(F_n) \cong \Phi_n(F_n)$, by Theorem $3.12$. Thus the source and target of $\Theta_{(n)}$ have the same dimension, so it is enough to show that the operators $\Phi_n(\lambda 1_{(n)} \circ \lambda 1_{(n)})$ are linearly independent. By the triangularity in the second statement of the proposition, it suffices to show that

$$\Phi_n(\lambda 1_{(n)})(\alpha_{(\lambda)}) = \Phi_n(\lambda 1_{(n)})(\alpha_{(\lambda_1)} \boxtimes \cdots \boxtimes \alpha_{(\lambda_{\nu_r})})$$

is nonzero, independent of the field $k$. 
The sheaves $\mathcal{F}_n$ and $\mathcal{F}_\lambda$ are canonically isomorphic to their Verdier duals, and under duality $\chi_1\gamma_1$ is sent to $\gamma_1\chi_1$. Thus we can use Proposition 6.2 to describe the action of $\bar{\Phi}_n(\gamma_1\chi_1)$. However, our basis $\{\alpha_\mu\}$ is not invariant under duality. Instead we must use the dual basis of

$$\bar{\Phi}_n(\mathcal{F}_n) = H^0(f^*g^*\mathcal{F}_n) \cong H^0_c(\bar{\mathcal{Z}}; k) \cong H^0(\bar{\mathcal{Z}}, \bar{\mathcal{Z}} \setminus (\bar{\mathcal{Z}} \cap \mathcal{Z}); k),$$

where $\Sigma \subset X$ is the $y$-axis and $\bar{\mathcal{Z}} = \rho^{-1}_n(S^n\Sigma)$. The second isomorphism holds because $\bar{\mathcal{Z}} \cap \mathcal{Z} = \rho^{-1}_n(0)$ is the union of all $\mathbb{C}^*$-orbits in $\text{Hilb}^n X$ whose closure is compact. The irreducible components of $\bar{\mathcal{Z}}$ are again indexed by $\text{Part}(n)$, and restricting to these components determines the dual basis $\{\bar{\alpha}_\lambda\}$.

We have $\mathcal{D} f^*g^*\mathcal{D} \cong f^*g^*$, and the result of Proposition 6.2 is the same using either curve $\Sigma$ or $\bar{\Sigma}$, so applying duality the Proposition gives

$$\Phi_n(\gamma_1\chi_1)(\bar{\alpha}_\mu_1 \otimes \cdots \otimes \bar{\alpha}_\mu_r) = \bar{\alpha}_{\mu_1|\cdots|\mu_r}.$$

To relate the two bases of the hyperbolic stalk, we use the main theorem of hyperbolic restriction [Bra03], which gives an isomorphism of functors $\Phi_n = H^0 f^*g^* \cong H^0 f^*g^* = \Phi_n$.

Applying this to $\mathcal{F}_n$ gives the isomorphism

$$H^0_c(\text{Hilb}^n X; k) \cong H^0(\bar{\mathcal{Z}}, \bar{\mathcal{Z}} \setminus (\bar{\mathcal{Z}} \cap \mathcal{Z}); k)$$

which is just restriction from $\text{Hilb}^n(X)$ to $\bar{\mathcal{Z}}$.

**Lemma 6.3.** Under the isomorphism $\Phi_n(\mathcal{F}_n) \cong \Phi_n(\mathcal{F}_n)$, we have

$$\alpha_{\gamma_1\chi_1} = \bar{\alpha}_{\gamma_1\chi_1} + \text{other terms}.$$

**Proof.** The point $(x, y^\gamma) \in \text{Hilb}^n X$ has an affine neighborhood in which $\mathcal{Z}(n)$ and $\mathcal{Z}(1n)$ intersect transversely at a smooth point of each, and this neighborhood contains no other components of $\mathcal{Z}$. More precisely, we can take this neighborhood to be

$$\bar{\mathcal{U}} = \{I \in \text{Hilb}^n X \mid \mathbb{C}[y] \to \mathbb{C}[x, y]/I \text{ is surjective}\},$$

i.e. the set considered in Section 4.2 with the roles of $x$ and $y$ interchanged. Then the inverse image of $\mathcal{Z}(n)$ under the isomorphism

$$\text{Pol}_{n-1}(y) \times \text{Hilb}^n(\bar{\Sigma}) \to \bar{\mathcal{U}}$$

of Lemma 4.8 is $\text{Pol}_{n-1}(y) \times \{n \cdot 0\}$, and the inverse image of $\mathcal{Z}(1n)$ is $\{0\} \times \text{Hilb}^n(\bar{\Sigma})$.

Putting this together we have

$$\Phi_n(\gamma_1\chi_1 \circ \gamma_1\chi_1)(\gamma_1\chi_1) = \Phi_n(\gamma_1\chi_1)(\alpha_{\gamma_1\chi_1} \otimes \cdots \otimes \alpha_{\gamma_1\chi_1})$$

$$= \Phi_n(\gamma_1\chi_1)(\bar{\alpha}_{\gamma_1\chi_1} \otimes \cdots \otimes \bar{\alpha}_{\gamma_1\chi_1}) + \text{other terms}$$

$$= \bar{\alpha}_{\gamma_1\chi_1} + \text{other terms}.$$

This proves the linear independence of $\gamma_1\chi_1 \circ \gamma_1\chi_1$, and thus the theorem.
Proof of Proposition 6.2. Fix $\lambda \in \text{Part}([n])$, and let $\sigma, \omega = \sigma \psi : S^\lambda X \to S^n X$ be corresponding symmetrization and factorization maps. On $D^b_{\mathcal{D}}(S^n X, k)$ we have a natural transformation

$$1 \to \psi^* \psi^* \to \psi^*$$

which is the composition of the unit of the adjunction $(\psi^*, \psi^*)$ and the isomorphism of Lemma 3.7. Composing with $\sigma_*$ gives a natural transformation $\tau : \sigma_* \to \omega_*$.

Lemma 6.4. The triangle

$$\begin{array}{ccc}
\sigma^* \omega^* & \xrightarrow{\eta} & \omega_* \omega^* \\
\downarrow \eta_\omega & & \downarrow \omega_* \\
1 & \xrightarrow{\tau \omega_*} & \omega_* \omega^*
\end{array}$$

of functors $\text{Perv}_{\mathcal{A}}(S^n X, k) \to D^b(S^n X, k)$ commutes, where $\eta$ is the unit of the adjunction of Theorem 3.12 and $\eta_\omega$ is the unit of the standard adjunction $(\omega^*, \omega_*)$.

Proof. Consider the following diagram of functors and natural transformations.

$$\begin{array}{ccc}
\psi^* \sigma_\psi \psi^* & \xrightarrow{\eta_{\psi}} & \psi^* \\
\downarrow \epsilon_\omega & & \downarrow \epsilon_\psi \\
\omega^* & \xrightarrow{\omega_* \sigma_* \psi^* \omega^*} & \psi^* \omega^* \\
\downarrow \omega_* & & \downarrow \omega_* \\
\omega_* \eta & \xrightarrow{\omega_* \tau \omega_*} & \omega_* \omega_* \omega^* \\
\downarrow \epsilon_\omega & & \downarrow \epsilon_\omega \\
\omega_* & \xrightarrow{\omega_*} & \omega_*
\end{array}$$

Here the natural transformation $\eta_{\psi} : 1 \to \psi_* \psi^*$ is the unit and $\epsilon_f : f^* f_* \to 1$ are the counits of the natural adjunctions, preceded and followed by appropriate functors. The composition along the lower row is obtained from the transformation $\tau \omega_* \circ \eta_{\psi} : 1 \to \omega_* \omega^*$ by adjunction, so the lemma will follow if we can show that it is the identity. The diagram is commutative, so it is enough to show that the composition going up, over the top, and down is the identity. But $\epsilon_{\psi, \eta_{\psi}}$ is the identity, so the result follows from Corollary 3.13.

We want to apply the triangle (12) to the Hilbert-Chow sheaf $F_n$ and take hyperbolic stalks of the result. Note, however, that $\omega_* \omega^* F_n$ is not $\mathcal{A}$-constructible, so we must be careful which form of hyperbolic restriction we use. We will apply the functor $H^0_{\mathcal{D}}(\Sigma)(-)$, which is isomorphic to $\Phi_n$ on $\mathcal{A}$-constructible objects. Note that unless the image of $\omega$ hits $S^n \Sigma$, the result of applying this functor to $\omega_* \omega^* F_n$ will be zero. So we will choose our map $\psi$ so that $\psi^{-1}(S^\lambda \Sigma) = S^\lambda \Sigma$, and thus $\omega^{-1}(S^n \Sigma) = S^\lambda \Sigma$. 

We get the following commutative triangle:

\[
\begin{array}{ccc}
\Phi_n(F_\lambda) = H^2(Z^\lambda_{\mu}(\text{Hilb}^n X)) & \xrightarrow{\Phi_n(\eta)} & \Phi_n(F_\eta)
\\ \xrightarrow{\Phi_n(\tau_\omega)} & & \xrightarrow{\Phi_n(\tau_{\omega}^*)} H^2(Z^\rho_{\mu}(\rho^{-1}_n(W)))
\end{array}
\]

Here \( W = \omega(S^\lambda X) \), the horizontal map is restriction, and the map \( \Phi(\tau_\omega^*) \) is the isomorphism induced by the homeomorphism \( h: \text{Hilb}^\lambda X \xrightarrow{\sim} \rho^{-1}_n(W) \), as in the proof of Lemma 4.14. The proposition follows immediately from this, because starting with a neighborhood of a smooth point of the component \( Z_{\mu_1} \times \cdots \times Z_{\mu_r} \subset Z^\lambda \), taking its image under \( h \) and mapping into \( \text{Hilb}^n X \) gives a neighborhood of a smooth point of \( Z_{\mu_1} | \cdots | \mu_r \subset Z \). □

6.2. Finishing the proof. Finally, we can finish the proof of Theorem 5.2. By Proposition 5.4, the source and target of \( \Theta_n \) have the same dimension. So it is enough to show that the elements \( \lambda_1 \mu_1 \) and \( z_* \) generate the ring \( \text{End}(\oplus_{\lambda \in \text{Part}(n)} F_\lambda) \).

Looking more carefully at the proof of Proposition 5.4 we see that it in fact gives the following.

**Lemma 6.5.** For any \( \lambda, \mu \in \text{Part}(n) \), the map

\[
\bigoplus_z \text{End}(B_{\lambda \wedge z \mu}) \to \text{Hom}(F_\mu, F_\lambda)
\]

given by

\[
\phi \mapsto \mu_1 z^{-1} \lambda_1 \mu_1 \cdot (z^{-1})_* \cdot (\sigma_{\lambda \wedge z \mu})_* (\phi) \cdot \lambda_1 \wedge z \mu
\]

is an isomorphism of \( k \)-vector spaces.

On the other hand, for any partition \( \nu \in \text{Part}(n) \), we can apply Proposition 6.1 to each factor to get a basis for

\[
\text{End}(B_{\nu}) \cong \text{End}(F(\hat{\nu}_1)) \times \cdots \times \text{End}(F(\hat{\nu}_s)).
\]

Applying \( (\sigma_{\nu})_* \) gives the following.

**Lemma 6.6.** A basis for \( (\sigma_{\nu})_* \text{End}(B_{\nu}) \subset \text{End}(F_{\nu}) \) is given by elements \( \nu_1 \eta_1 \nu_1 \nu \), where \( \eta \) runs over a set of representatives for \( \text{Part}(\nu)/\Theta_{\nu} \), i.e. one \( \eta \leq \nu \) for each choice of a tuple of integer partitions of \( \hat{\nu}_1, \ldots, \hat{\nu}_s \).

In particular the elements \( (\sigma_{\lambda \wedge z \mu})_* (\phi) \) appearing in Lemma 6.5 can be expressed in terms of our generators. This implies that \( \Theta \) is surjective, and thus completes the proof of Theorem 5.2.
7. The symmetrization and factorization functors

Fix \( \mu \in \text{Part}(n) \). We have made heavy use of the biadjoint exact functors

\[
Perv_S(S^n X, k) \xrightarrow{(\omega_\mu)^*} Perv_S(S^\mu X, k) \quad \xrightarrow{(\sigma_\mu)_*} \quad Perv_S(S^n X, k)
\]

In this section we will describe these functors in terms of our algebraic description of these categories.

Our main theorem gives an equivalence of categories

\[
Perv_S(S^n X, k) \cong \left( \mathbb{R}[n] \otimes k \right) \text{-mod}
\]

(we could also use the smaller Morita equivalent algebra \( \mathbb{R}_n \), but it will be simpler to work with all set partitions rather than a set of representatives).

**Theorem 7.1.** There is an equivalence of categories

\[
Perv_S(S^\mu X, k) \cong \left( \mathbb{R}[\hat{\mu}_1] \otimes \cdots \otimes \mathbb{R}[\hat{\mu}_r] \otimes k \right) \text{-mod}.
\]

**Proof.** By Proposition 4.13, \( F_\mu = \bigoplus_{\lambda \leq \mu} F_\lambda^\mu \) is a projective generator of \( Perv_S(S^\mu X, k) \). A partition \( \lambda \leq \mu \) is given by set partitions \( \lambda_i \in \text{Part}(\hat{\mu}_i) \), \( i = 1, \ldots, r \), and under the isomorphism \( S^\mu X \cong S^{\hat{\mu}_1} X \times \cdots \times S^{\hat{\mu}_r} X \), we have

\[
F_\lambda^\mu \cong F_{\lambda_1} \boxtimes \cdots \boxtimes F_{\lambda_r}.
\]

This gives

\[
F^\mu \cong F(\hat{\mu}_1) \boxtimes \cdots \boxtimes F(\hat{\mu}_r),
\]

and so we have

\[
Perv_S(S^\mu X, k) \cong \text{End}(F^\mu) \text{-mod}
\]

\[
\cong \text{End}(F(\hat{\mu}_1)) \otimes \cdots \otimes \text{End}(F(\hat{\mu}_r)) \text{-mod}
\]

\[
\cong \left( \mathbb{R}[\hat{\mu}_1] \otimes \cdots \otimes \mathbb{R}[\hat{\mu}_r] \otimes k \right) \text{-mod}.
\]

To describe the right side of this equivalence more precisely, we need a relative version of the 2-category of Section 2. Define the 2-category \( C_\mu \) to have objects all set partitions \( \lambda \leq \mu \). For objects \( \lambda, \nu \), the 1-morphisms are the category

\[
\text{hom}_{C_\mu}(\lambda, \nu) = \text{Sh}(\mathcal{S}_\nu \setminus \mathcal{S}_\mu / \mathcal{S}_\lambda),
\]

and composition is defined in the same way as before. Then it is easy to see that the Grothendieck ring \( R_\mu := K(C_\mu) \) is isomorphic to \( \mathbb{R}[\hat{\mu}_1] \otimes \cdots \otimes \mathbb{R}[\hat{\mu}_r] \).

We have a natural 2-functor \( \iota_\mu : C_\mu \to C_n \) which sends an object \( \lambda \in \text{Ob} C_\mu \) to the same partition in \( \text{Ob} C_n \), and on 1-morphisms is given by the pushforward functors

\[
\text{Sh}(\mathcal{S}_\nu \setminus \mathcal{S}_\mu / \mathcal{S}_\lambda) \to \text{Sh}(\mathcal{S}_\nu \setminus \mathcal{S}_n / \mathcal{S}_\lambda)
\]

induced by the inclusion \( \mathcal{S}_\mu \to \mathcal{S}_n \). This induces a homomorphism of rings \( R_\mu \to R[n] \), which is easily seen to be an inclusion. It identifies \( R_\mu \) with the subalgebra of \( R[n] \) generated by
• idempotents $\epsilon_{\lambda}$ for $\lambda \leq \mu$,
• $\nu 1_{\lambda}$ for $\nu \leq \lambda \leq \mu$ and $\lambda \leq \nu \leq \mu$, and
• $z_{\nu}$ for $z \in \mathcal{E}_\mu$.

Note that this is properly contained in the algebra $eR_{[n]}$ because of the restriction that $z$ lie in $\mathcal{E}_\mu$. From now on we will use this inclusion to consider $R_\mu$ as a subalgebra of $R_{[n]}$.

**Theorem 7.2.** Under the identifications of $\text{Perv}_\mathcal{F}(S^n X, k)$ with $R_{[n]} \otimes k$-mod and $\text{Perv}_\mathcal{F}(S^\mu X, k)$ with $R_\mu \otimes k$-mod, the functor $(\omega_\mu)^*$ is given by

$$M \mapsto \epsilon M = eR_{[n]} \otimes_{R_{[n]}} M,$$

where the $(eR_{[n]} \otimes k)$-module $\epsilon M$ is restricted to a module for $R_\mu \otimes k$, and $eR_{[n]}$ is considered as an $R_\mu$-$R_{[n]}$ bimodule.

The functor $(\sigma_\mu)_*$ is given by:

$$M \mapsto \text{Hom}_{R_\mu}(eR_{[n]}, M).$$

**Proof.** The algebra $R_\mu$ is isomorphic to the endomorphism algebra of the projective generator $\oplus_{\lambda \leq \mu} \mathcal{F}_\lambda^\mu$ in $\text{Perv}_\mathcal{F}(S^\mu X, k)$. Then for $G \in \text{Perv}_\mathcal{F}(S^n X, k)$, adjunction gives

$$\text{Hom}_{\text{Perv}_\mathcal{F}(S^n X, k)}(\oplus_{\lambda \leq \mu} \mathcal{F}_\lambda^\mu, (\omega_\mu)^* G) = \text{Hom}_{\text{Perv}_\mathcal{F}(S^\mu X, k)}(\oplus_{\lambda \leq \mu} (\sigma_\mu)_* \mathcal{F}_\lambda^\mu, G).$$

But $(\sigma_\mu)_* \mathcal{F}_\lambda^\mu = (\sigma_\mu)_* (\sigma_\mu)^* B_\lambda = \mathcal{F}_\lambda$. So our functor is given by passing from $\text{Hom}(\oplus_{\lambda \in \text{Part}([n])} \mathcal{F}_\lambda, G)$ to $\text{Hom}(\oplus_{\lambda \leq \mu} \mathcal{F}_\lambda, G)$, which is just multiplication by the idempotent $\epsilon_{\lambda}$ followed by pullback by the homomorphism

$$(\sigma_\mu)_* : \text{End}_{\text{Perv}_\mathcal{F}(S^n X, k)}(\oplus_{\lambda \leq \mu} \mathcal{F}_\lambda^\mu) \to \text{End}_{\text{Perv}_\mathcal{F}(S^\mu X, k)}(\oplus_{\lambda \leq \mu} \mathcal{F}_\lambda) \cong eR_{[n]} \otimes k.$$

So we want to show that $(\sigma_\mu)_*$ induces the inclusion of $R_\mu \otimes k$ into $eR_{[n]} \otimes k$ described above. This is easy to check on generators. The idempotent $\epsilon_{\lambda}$, $\lambda \leq \mu$ is clearly sent to itself, since they are projections onto the summand $\mathcal{F}_\lambda^\mu$ or $\mathcal{F}_\lambda$, respectively.

For $\nu \leq \lambda \leq \mu$, the morphism $\nu 1_{\lambda} : \mathcal{F}_\lambda^\mu \to \mathcal{F}_\lambda^\nu$ is given by applying $(\sigma_\mu)_*$ to the unit morphism $B_\lambda \to (\sigma_\mu)^* (\omega_\mu)^* B_\lambda \cong (\sigma_\nu)^* B_\nu$. Then the isomorphism $(\sigma_\mu)_*(\sigma_\mu)^* \cong (\sigma_\lambda)_*$ immediately shows that applying $(\sigma_\mu)_*$ to $\nu 1_{\lambda}$ gives the morphism with the same name in $\text{End}_{\text{Perv}_\mathcal{F}(S^n X, k)}(\oplus_{\lambda \leq \mu} \mathcal{F}_\lambda)$.

For $z \in \mathcal{E}_\mu$, the morphism $z_{\lambda}(z_{\lambda}) : \mathcal{F}_\lambda^\mu \to \mathcal{F}_z^\mu$ is obtained by applying $(\sigma_\mu)_*$ to the morphism $z_{\lambda} B_\lambda \to B_{z_{\lambda}}$. Applying $(\sigma_\mu)_*$ and using $(\sigma_\mu)_*(\sigma_\mu)^* \cong (\sigma_\lambda)_*$ immediately shows that it is sent to the morphism $\mathcal{F}_\lambda \to \mathcal{F}_z$ with the same name.

This proves the first part of the theorem. The description of $(\sigma_\mu)_*$ then follows by the uniqueness of adjoint functors.
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