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Abstract
The determination of the optimal measurement area of the articulated arm measuring machine belongs to the multi-dimensional function optimization problem under complex constraints. To realize high-precision measurement of low-precision articulated arm measuring machine, we analyze the working principle and error source of the measuring machine, and establish the optimization target model of the optimal measurement area in this paper. We propose a method for determining the optimal measurement area of an articulated arm measuring machine based on improved FOA. The basic FOA algorithm is improved, the historical optimal individual and population centroid information are added in the population iteration update process, and the fruit fly individuals in each iteration are directly used as the taste concentration judgment value, which increases cooperation and information sharing among fruit fly individuals, and improves the global optimization ability and stability of the algorithm. In the designated area of the measuring machine, we have carried out comparative experiments on the optimization results of improved FOA and basic FOA, ACO, PSO, AL-SC-FOA, LGMS-FOA, IPGS-FFO. Experimental results show that the improved FOA, ACO, PSO, and IPGS-FFO algorithms do not fall into local optimum, and the optimal measurement area determined by them is consistent with the optimization results of other algorithms, and is superior to other algorithms in convergence speed and stability, so it is more suitable for determining the optimal measurement area of articulated arm measuring machine.
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Introduction
The error sources of articulated arm coordinate measuring machine (AACMM) mainly include circular encoder measurement errors with a sinusoidal variation law, structural parameter errors, thermal deformation errors, force deformation errors, motion errors, and data acquisition system errors; in addition, these error sources include probe errors and measurement errors caused by improper measurement methods and measurement environment\(^1\) with complex variation laws given the series mechanical structure of the AACMM, thereby resulting in amplification effect of each joint error; thus, the measurement accuracy of the measuring machine is lower.\(^2\) The object measured can be placed in the optimal measuring zone of the measuring machine to achieve high-precision measurement of the low-precision AACMM; the maximum measurement error in this zone is the minimum.\(^3\) To determine the precise location of the optimal measuring zone for the measuring machine, the variation law of each error component, transfer relation, and comprehensive error distribution law of the measuring machine must be analyzed to find a precise determination location of the optimal measuring zone through an appropriate optimization algorithm.

Domestic and foreign scholars have conducted research on this issue. Qin\(^4\) used optical autocollimator and metal polyhedral prism combination method to measure the circular indexing error of six grating circular encoders of the measuring machine, and matched Anhui University of Science and Technology, Anhui, China
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the six encoders to determine the deviation range of different areas of the measuring machine. The ant colony algorithm was used to solve the optimal measurement area, but the ACO convergence speed was slow and the single optimization time was long. Jiang\(^6\) simulated the distribution law of the maximum measurement error of the articulated arm measuring machine in the measurement space by using the distribution of points and the extended algorithm, and used the particle swarm optimization (PSO) to optimize the error in a certain area. However, the efficiency of the algorithm in solving the optimal measurement area is low and the program running time is long. Zheng\(^6\) selected v-SVM and RBF kernel function to construct the spatial error distribution model of flexible coordinate measuring machine, and obtained the optimal measurement area model aiming at single point measurement and spatial distance measurement by using support vector machine theory. However, this method is not practical, and the model is based on a large number of measured data, and its measurement error does not include the angle measurement error of circular encoder. Hu et al.\(^7\) determined the measurement space according to the structural parameter analysis of AACMM, divided the measurement space of the measuring machine into several small cubic areas at equal intervals, and used the improved ant colony algorithm to find the maximum measurement error of each small area, but the convergence speed of the algorithm was slow and it was easy to fall into local optimum. Given the complex error sources, transmission relationship, and error distribution law of the AACMM, solving the optimal measurement zone of the AACMM can be classified as a high-dimensional optimization problem. Simultaneously, the optimal measurement zone of the measuring machine under various measurement conditions is different and must be determined in real-time under the measurement condition. Therefore, the stability and real-time performance of the determination algorithm of the measuring machine is proposed. This determination algorithm is poor in search speed and real-time performance. There are many popular intelligent algorithms with good optimization results, such as DE (Differential Evolution algorithm),\(^8\) which starts from a random initial population, so it has wide applicability and nonlinearity. However, when the number of individuals in the population is small, the fitness value of the newly generated population is poor and it is difficult to converge to the extreme point, and the accuracy of determining the best measurement area needs to be further improved.

Fruit fly optimization algorithm (FOA), proposed by Taiwan scholar Pan\(^9\) in 2011, is a global optimization algorithm based on simulating the foraging behavior of Drosophila. Compared with other algorithms, it has the advantages of less control parameters, simple principle, fast search speed and good real-time performance.\(^10,11\) It has been successfully applied to solve many practical problems. For example, Wang et al.\(^12\) applied the improved FOA algorithm to China’s industry. An improved fruit fly optimization algorithm (FOA) considers the time delay effect of input variables, which is helpful to select input variables. Wang et al.\(^13\) predicted the remaining service life of lithium-ion batteries based on fractional brownian motion and fruit fly optimization algorithm, and optimized the Hurst index H in the brownian motion FBM model by FOA. Peng et al.\(^14\) applied FOA algorithm to the determination of LSTM super parameters for long and short memory to solve the problems of handwriting recognition and time series prediction, and verified the effectiveness of FOA-LSTM model through experiments. However, the FOA also has some shortcomings, such as random blindness in search, slow convergence rate in subsequent period, low convergence accuracy, easy to fall into local optimization, and unsuitable for optimization problems with negative values in the domain of independent variables\(^15,16\); the expected effect is difficult to achieve, especially when solving complex problems, such as multi-peak, high-dimensional, and large-scale issues; therefore, solving the optimal measurement zone of the measuring machine is a complex high-dimensional optimization problem. To apply the FOA with fast search speed and good real-time performance to the real-time determination of the optimal measurement area of the measuring machine, an improved FOA is proposed to enhance its global optimization ability and algorithm stability, and the optimization results of different algorithms are compared and verified.

The remainder of this paper is organized as follows. Section “Related works” describes the related works, including introduce the optimization model of the optimal measuring area of the measuring machine and the improved FOA optimization algorithm. Section “Experiments and analysis” reports the implementation details, the experimental results. At the end of the paper, we conclude the proposed algorithm.

**Related works**

**Model building**

*Working principle of the AACMM.* The structure of the AACMM is illustrated in Figure 1. This structure consists of three flexible measuring arms, six movable joints, and one measuring head. The joints of the mechanical arms are equipped with circular encoder angle sensors. In accordance with the angle value of each joint and the length of the measuring arm, a computer calculates the 3D coordinates of the measured points using the measurement model expressed in equation (1), which is established through the D-H method.\(^17\)

\[
l_i = \sqrt{(l - d_i)^2 + (u_i)^2 + (v_i)^2 + (w_i)^2}
\]

where \(l\) is the shortest distance between the axes of the two joint shafts, \(\theta_i\) is the output of each joint circle encoder, \(d_i\) is the joint offset amount (the distance intercepted by the adjacent rod long line on the joint), \(\alpha_i\) is the adjacent joint axis relative torsion angle, and \(l\) is the length of the measuring head of the measuring machine.
The structural parameters $l_i$, $d_i$, $\alpha_i$, $l$ of a certain type of the AACMM are calibrated through parameter identification before delivery. These parameters are constant values (the measuring machine parameters studied in this work are listed in Table 1).

$$p = \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} \cos \theta_i & -\sin \theta_i \cos \alpha_i & \sin \theta_i \sin \alpha_i & l_i \cos \theta_i \\ \sin \theta_i & \cos \theta_i \cos \alpha_i & -\cos \theta_i \sin \alpha_i & l_i \sin \theta_i \\ 0 & \sin \theta_i & \cos \theta_i & d_i \end{bmatrix} \prod_{i=1}^{5} \begin{bmatrix} l \sin \theta_i \sin \alpha_i + l_6 \cos \theta_6 \\ -l \cos \theta_i \sin \alpha_i + l_6 \sin \theta_6 \\ l \cos \alpha_i + d_6 \end{bmatrix}$$

(1)

$$p^* = \begin{bmatrix} x^* \\ y^* \\ z^* \end{bmatrix} = \begin{bmatrix} \cos (\theta_i + e_i(\theta_i)) & -\sin (\theta_i + e_i(\theta_i)) \cos \alpha_i & \sin (\theta_i + e_i(\theta_i)) \sin \alpha_i & l_i \cos (\theta_i + e_i(\theta_i)) \\ \sin (\theta_i + e_i(\theta_i)) & \cos (\theta_i + e_i(\theta_i)) \cos \alpha_i & -\cos (\theta_i + e_i(\theta_i)) \sin \alpha_i & l_i \sin (\theta_i + e_i(\theta_i)) \\ 0 & \sin (\theta_i + e_i(\theta_i)) & \cos (\theta_i + e_i(\theta_i)) & d_i \\ 0 & 0 & 0 & 1 \end{bmatrix} \prod_{i=1}^{5} \begin{bmatrix} l \sin (\theta_6 + e_6(\theta_6)) \sin \alpha_6 + l_6 \cos (\theta_6 + e_6(\theta_6)) \\ -l \cos (\theta_6 + e_6(\theta_6)) \sin \alpha_6 + l_6 \sin (\theta_6 + e_6(\theta_6)) \\ l \cos \alpha_6 + d_6 \end{bmatrix}$$

(3)

$$E(\theta_1, \theta_2, \ldots, \theta_5, \theta_6) = \sqrt{(x-x^*)^2 + (y-y^*)^2 + (z-z^*)^2}$$

(4)

**Table 1. Structural parameter nominal value of AACMM.**

| Serial number | Parameters | $\alpha_i$/$^\circ$ | $l_i$/mm | $d_i$/mm | $l$/mm |
|--------------|------------|---------------------|----------|----------|--------|
| 1            | 90         | 0.000               | 295.0    | 100.0    |
| 2            | 90         | 75.000              | 0.000    |
| 3            | 90         | 0.000               | 270.000  |
| 4            | 90         | 75.000              | 0.000    |
| 5            | 90         | 0.000               | 215.000  |
| 6            | 90         | 0.000               | 0.000    |

**Error analysis of the AACMM**

In this work, simplifying the algorithm model only considers the influence of the main error sources (circular encoder angular measurement error with progressive error amplification effect) on the measuring accuracy of the AACMM. The error fitting models of six circular coders measured by a certain type of the AACMM are expressed in equation (2). We use the method of combining autocollimator with metal polyhedral prism to measure the error of circular encoder, establish the eccentric error model of circular encoder, then fit the error curve by using the third-order Fourier series, and calculate the undetermined coefficient by using the least square method, and finally get the error characteristic curves of six circular encoders, as shown in Figure 2, all of which are sinusoidal-like curves with a period of $2\pi$, with different error amplitudes. The model parameters are shown in Table 2, and the relevant model parameter data refer to Jiang. Suppose

$$e_i(\theta_i) = a_i + b_i \cos (\theta_i) + c_i \sin (\theta_i) + d_i \cos 2(\theta_i) + e_i \sin 2(\theta_i) + f_i \cos (3\theta_i) + g_i \sin (3\theta_i)$$

(2)
The rotation angle of each encoder can be expressed as \( \theta_i + e_i(\theta_i) \), which is substituted into equation (1), and the calculation result of the 3D coordinates for the measured point, including the joint rotation angle error, is expressed in equation (3). The subtraction of the calculation results of equation (3) and equation (1) obtains a 3D coordinate measurement error of the measuring machine, as presented in equation (4).

For measuring the same point, measuring errors will be different with various measuring attitudes. Given that the AACMM can measure the point at any point in the space with numerous measuring attitudes (corresponding to different circular encoder angles and errors), the 3D space coordinate error of the measurement point exhibits a “fruit-like” distribution law and has a certain continuity. Thus, an optimal measurement zone with the maximum error being the minimum value exists.

Algorithm model of the optimum measuring area for the AACMM. In accordance with the measurement model equation (1) and equation (4) of the AACMM, the optimal target algorithm model of the maximum measurement error of the points in each partition can be determined as:

\[
\begin{align*}
\text{max} \; \delta^+ (\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) &= \sqrt{(x-x^*)^2 + (y-y^*)^2 + (z-z^*)^2}, \\
\text{s.t. } &\theta_{\min} \leq \theta_i \leq \theta_{\max} (i = 1, 2 \cdots 6) \\
&x_{k_{\min}} \leq x \leq x_{k_{\max}} \\
&y_{k_{\min}} \leq y \leq y_{k_{\max}} \\
&z_{k_{\min}} \leq z \leq z_{k_{\max}}
\end{align*}
\]  

(5)

where \( x_{k_{\min}}, y_{k_{\max}} \) correspond to the upper and lower bounds of the x-axis in the optimization region; \( y_{k_{\min}}, y_{k_{max}} \) are the upper and lower bounds of the y-axis in the optimization region, respectively; and \( z_{k_{\min}}, z_{k_{max}} \) are the upper and lower bounds of the z-axis in the optimization region, correspondingly.

A minus sign is added before \( \delta(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) \), which are then converted to calculate the minimum value. The converted form is:

\[
\begin{align*}
\min \delta^- (\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) &= \sqrt{(x-x^*)^2 + (y-y^*)^2 + (z-z^*)^2}, \\
\text{s.t. } &\theta_{\min} \leq \theta_i \leq \theta_{\max} (i = 1, 2 \cdots 6) \\
&x_{k_{\min}} \leq x \leq x_{k_{\max}} \\
&y_{k_{\min}} \leq y \leq y_{k_{\max}} \\
&z_{k_{\min}} \leq z \leq z_{k_{\max}}
\end{align*}
\]  

(6)

Clearly, equation (6) is a constrained optimization problem. The most common method for handling constraints is the penalty function.18 In this work, the constraints are treated using an external penalty function, which is transformed into the external penalty function and then added to the objective function. The feasible field is

\[
Q = \begin{cases} 
0_{\min} \leq \theta \leq 0_{\max} (i = 1, 2 \cdots 6) \\
x - x_{k_{\min}} \geq 0, x_{k_{\max}} - x \geq 0, \\
y - y_{k_{\min}} \geq 0, y_{k_{\max}} - y \geq 0, \\
z - z_{k_{\min}} \geq 0, z_{k_{\max}} - z \geq 0
\end{cases}
\]  

(7)

The penalty function is:

\[
\widehat{P}(0_1, 0_2, 0_3, 0_4, 0_5, 0_6) = [\min(0, x - x_{k_{\min}})]^2 + [\min(0, x_{k_{\max}} - x)]^2
\]  

(8)

The target augmented function is:
\[ P(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6, \sigma) = \delta'(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) + \sigma \hat{P}(x) \]  

(9)

where \( \sigma \) is the penalty factor and takes a large positive number, and \( \hat{P}(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) \) is a penalty function. When the combination of six encoder angles of the measuring machine is substituted into the measuring model, the calculated coordinate is located in the area to be optimized, and \( \hat{P}(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) = 0 \); when the calculated coordinate is not in the area to be optimized, \( \hat{P}(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) \geq 0 \), and the objective function is punished extra. A large \( \sigma \) indicates a heavy punishment. Then, the optimization model for solving the maximum error of measuring points in each partition of the measuring machine can be rewritten as follows:

\[
\begin{align*}
\min & \delta'(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) = \\
& -\sqrt{(x-x')^2 + (y-y')^2} \\
& + [\min(0, x-x_{\text{min}})]^2 + [\min(0, x_{\text{max}} - x)]^2 \\
& + [\min(0, y-y_{\text{min}})]^2 + [\min(0, y_{\text{max}} - y)]^2 \\
& + [\min(0, z-z_{\text{min}})]^2 + [\min(0, z_{\text{max}} - z)]^2,
\end{align*}
\]

s.t. \( \theta_{\text{min}} \leq \theta_i \leq \theta_{\text{max}}(i = 1, 2 \cdots 6) \)

Apparently, equation (10) expresses the optimization problem of complex high-dimensional functions for solving the minimum value without specific requirements for solving this problem. In this function, six independent variables (six circular encoders) are presented in equation (10). Thus, the optimization algorithm adopted must be suitable for multi-dimensional function optimization and must have an improved multi-dimensional variable coding scheme. Given that the algorithm for determining the optimal measurement zone of the AACMM must be embedded in the DSP subsequently, this algorithm is used to determine the optimal measurement zone of the AACMM for different measurement objects, strategies, and environments in real-time. This real-time requirement of the optimization algorithm is proposed. The six variables in equation (10) have a large range of values, and the whole range of values has positive and negative values. The candidate solution of the optimization algorithm must cover the entire domain as much as possible and coordinate the global and local optimization.

The basic FOA has the advantages of minimal control parameters, simple principle, fast search speed, and favorable real-time performance. Thus, it can be used to solve the real-time problem of the optimal measurement zone of the AACMM. However, the basic FOA is unsuitable for solving the minimum value of equation (10). Therefore, the basic FOA must be improved to make this algorithm suitable for solving this question.

**Optimization algorithm**

**Basic FOA.** Fruit fly optimization algorithm (FOA) is a swarm intelligence optimization algorithm based on drosophila foraging behavior evolution. Drosophila has a keen olfactory system, which can search for food sources far away, and then find the location of food and other flies through the visual system, and fly to them. The drosophila foraging behavior is applied to the field of intelligent optimization algorithm, and the fruit fly optimization algorithm is formed. The optimal solution of the specific problem is finally found through the communication between individual foraging information and group foraging information. In accordance with this characteristic of the fruit fly population, the basic steps of the FOA are presented as follows:

1. Initialize the population location, and set the population size (Sizepop) and the maximum number of iterations (maxgen).

\[
X_{\text{axis}} = \text{cons} \tan t \ast \text{rand}(t) \]

\[
Y_{\text{axis}} = \text{cons} \tan t \ast \text{rand}(t) \]

2. Fruit fly individuals search for food through random directions and distances.

\[
X(i) = X_{\text{axis}} + \text{cons} \tan t \ast (2 \ast \text{rand}(t) - 1) \]

\[
Y(i) = Y_{\text{axis}} + \text{cons} \tan t \ast (2 \ast \text{rand}(t) - 1) \]

3. Estimate the distance (Dist) between the fruit fly and the origin, and then calculate the taste concentration judgment value S, which is the reciprocal of Dist.

\[
\text{Dist}(i) = \sqrt{X(i)^2 + Y(i)^2} \]

\[
S(i) = \frac{1}{\text{Dist}(i)} \]

4. Substitute the taste concentration determination value (S) into the taste concentration determination function to determine the taste concentration (Smell(i)) of the current position of the fruit fly.

\[
\text{Smell}(i) = \text{Function}(S(i)) \]

5. Find the location of the fruit flies with the lowest taste concentration (bestindex) and minimum taste concentration (bestSmell) in the fruit fly population (in the case of minimum value).

\[
\text{[bestSmell} \text{bestindex}] = \min(\text{Smell}) \]

6. Preserve the optimal taste concentration value and \( X, Y \) coordinates, at which time the fruit flies use the visual organ to fly to the position.

\[
X_{\text{axis}} = X(\text{bestindex}) \]

\[
Y_{\text{axis}} = Y(\text{bestindex}) \]

\[
\text{Smellbest} = \text{bestSmell} \]

7. Enter an iterative optimization, repeat Steps (2)–(5), and make a judgment: If true, then execute Step (6); otherwise, continue the iterative
optimization. Figure 3 shows the algorithm flow chart of the basic FOA optimization algorithm.

**Improve FOA.** To make the FOA suitable for solving the optimal measurement zone of the AACMM, the present work combines ACFOA (The algorithm determines whether FOA is in local convergence state by the value of population fitness variance. If so, chaotic algorithm is used for global optimization, so as to jump out of local extremum and improve the convergence accuracy and convergence speed of FOA.) and LGMS-FOA (In LGMS, a parameter called inertia weight is introduced to balance global search and local search. LGMS-FOA tends to have more global search ability at the beginning of operation and more local search ability at the end of operation) to make the following improvements to the basic FOA are as follows:

1. A reasonable multi-dimensional variable coding scheme is designed.
2. The basic FOA only uses the optimal individual information of the current population in the iterative optimization, and the local optimal solution is easily reached. To solve this problem, the information of historical optimal individuals and population centroid is added to increase cooperation and information sharing among fruit fly individuals, thus improving the accuracy and robustness of the algorithm.
3. The taste concentration determination value $S(i)$ is the reciprocal of $\text{Dist}(i)$. Generally, the value of $\text{Dist}$ will be large, and thus the range of the $S(i)$ value will be very small. When it is substituted for the taste concentration determination function (the objective function of the optimal measuring area of the AACMM), it will probably cause premature convergence and reach the local optimal solution. Furthermore, the basic FOA cannot solve the function optimization problem with negative numbers in the definition domain given the $S(i) \leq 0$ of the basic FOA, while the angle range of the six circular encoders in the target model of the optimal measurement area of the joint arm measuring machine has negative values. To solve this problem, the individual of each iteration is directly considered the judgment value $S(i)$ of flavor concentration. Thus, the candidate solution can cover the whole function definition domain as far as possible, thus improving its global optimization ability and algorithm stability.

The improved FOA is used to solve the optimal measurement zone of the AACMM. The specific steps of the algorithm are presented as follows:

1. Initialize the location of the fruit fly population ($X_{axis}$), and set the population size ($\text{Sizepop}$), the maximum number of iterations maxgen, the learning coefficients $C1$ and $C2$, popmin1, popmax1 and popmin2, and popmax2 (angular range of motion of the circular encoder).

$$X_{axis} = \theta_{\text{i,min}} + (\theta_{\text{i,max}} - \theta_{\text{i,min}}) * \text{rand}()$$

$$i = 1, 2, 3, 4, 5, 6$$

**Figure 3.** The basic FOA algorithm flow chart.

**Figure 4.** The improved FOA algorithm flow chart.
(2) Provide the fruit fly individuals the random direction and distance to search for food using the sense of smell.

\[ X(i) = X_{axis} + \text{cons} \tan t \ast (2 \ast \text{rand}(1, 6) - 1) \]  
(23)

(3) Substitute \( X(i) \) for the taste concentration determination value \( S(i) \), and execute Steps (4)–(5) in section “Error analysis of the AACMM.”

(4) Record the optimal taste concentration value of fruit fly individuals (bestSmell) in the current population, and retain the historical optimal fitness value and position information of everyone in \( P \) and \( PX \), respectively.

(5) Calculate the population center of mass using equations (24)–(27), and assign the value to \( C_g X \).

\[
\text{temp}_{XB} = X(i, :) \\
\text{sum}_{XB} = \text{sum(\text{temp}_{XB})} \\
X_{-B} = (\text{sum}_{XB})/(\text{sizepop}) \\
C_g X = X_{-B} \]
(24) \hspace{1cm} (25) \hspace{1cm} (26) \hspace{1cm} (27)

(6) Update the population position using equation (28).

\[ X(i, :) = C_1 \ast \text{rand}() \ast (PX(i, :) - X(i, :)) + C_2 \ast \text{rand}() \ast (C_g X - X(i, :) ) + P_g X \]  
(28)

where \( P_g X \) is the optimal individual position of the population history?

(7) Limit the range of taste concentration determination value \( S(i) \) (i.e. the angle of the six circular encoders of the AACMM).

\[
\text{if find}(S(i,j)) > \text{pop max} 1) \quad S(i,j) = \text{pop max} 1; \\
\text{if find}(S(i,j)) < \text{pop min} 1) \quad S(i,j) = \text{pop min} 1; (j = 1, 3, 5) \\
\text{if find}(S(i,n)) > \text{pop max} 2) \quad S(i,n) = \text{pop max} 2; \\
\text{if find}(S(i,n)) < \text{pop min} 2) \quad S(i,n) = \text{pop min} 2; (n = 2, 4, 6) \]
(29) \hspace{1cm} (30)

(8) Enter the iteration optimization until the termination condition is satisfied. Figure 4 shows the algorithm flow chart of the improved FOA optimization algorithm.

**Experiments and analysis**

**Algorithm test for solving the optimal measurement zone**

Space \(-100mm < X < 100mm, -100mm < Y < 100mm, -100mm < Z < 100mm\) of the AACMM is divided into 1000 small cubic spaces with 20 mm interval of 3D coordinates, and the minimum of equation (10) in each small cubic space (i.e. the maximum measurement error of each small 3D space) is solved. In comparison with the maximum measurement error of each small 3D space, the 3D space with the smallest measurement error is the optimal size of the AACMM in the specified measurement space.

To test the performance of the algorithm, the PSO algorithm, LGMS-FOA, ACO algorithm, and improved FOA are used to solve the maximum measurement error determined by the objective function of equation (10) in the small 3D space of the measuring machine. These algorithms are implemented in MATLAB R2016b and run on a PC with Intel(R) Xeon(R) E31270 and CPU@3.40 GHz with 16 GB RAM.

In order to compare the influence of the maximum and minimum particle velocity parameters on the PSO algorithm performance, \( V_{\text{max}} = 0.5, 1.5, 2.5, 3.5 \), \( V_{\text{min}} = -0.5, -1.5, -2.5, -3.5 \) are used to solve the maximum measurement error determined by the objective function of formula (10), and other parameters are set as: particle size \( \text{Sizepop} = 100 \), maximum iteration number \( \text{Maxgen} = 1000 \), penalty factor \( \sigma = 1000 \) the algorithm optimization result is shown in Figure 5. The analysis shows that the convergence speed of the algorithm is the fastest when the speed value is \( V_{\text{max}} = 3.5, V_{\text{min}} = -3.5 \). Therefore, the parameters of the PSO algorithm are set as follows:

Particle size \( \text{Sizepop} = 100 \), maximum iteration number \( \text{Maxgen} = 1000 \), maximum and minimum velocities \( V_{\text{max}} = 3.5, V_{\text{min}} = -3.5 \), penalty factor \( \sigma = 1000 \), inertia weight selection equation (31), acceleration factor \( c_1 = c_2 = 1.49445 \) (according to Liu et al.\(^2\)), and the comparison of the algorithm optimization effect of multiple groups of acceleration factor values, the value is finally obtained, and \( \omega_k = 0.9, \omega_c = 0.4 \).

\[
\omega(k) = \omega_s - (\omega_s - \omega_c)k/T_{\text{max}}^2 \]  
(31)
Similarly, after several parameter adjustment and analysis, the optimal parameter settings of each algorithm are obtained as follows:

The LGMS-FOA parameters: population size \( Size_{pop} = 100 \), maximum iteration number \( Max_{gen} = 1000 \), search coefficient \( n = 0.005 \), penalty factor \( s = 1000 \), initial weight \( \omega_0 = 1 \), and weight adjustment coefficient \( \alpha = 0.95 \).

The ACO algorithm parameters: population size \( Size_{pop} = 100 \), maximum iteration number \( Max_{gen} = 1000 \), pheromone volatilization coefficient \( \rho = 0.8 \), penalty factor \( s = 1000 \), and transfer probability constant \( p_0 = 0.2 \).

The improved FOA parameters: population size \( Size_{pop} = 100 \), maximum iteration number \( Max_{gen} = 1000 \), learning coefficient \( C_1 = C_2 = 1.55 \) (compared with many experiments through trial-and-error method), penalty factor \( \sigma = 1000 \), initial weight \( \omega_0 = 0.4 \), and weight adjustment coefficient \( \alpha = 0.95 \).

The specific parameter settings are shown in Table 3.

In accordance with the algorithm parameters set above, the PSO algorithm, LGMS-FOA, ACO algorithm, and improved FOA are run 100 times. The single optimization results of the four algorithms are depicted in Figure 6, and the test results are compared, as summarized in Table 4.

Table 3. Parameter setting of four algorithms.

| Algorithm parameters                  | PSO                     | LGMS-FOA                | ACO                     | Improved FOA          |
|---------------------------------------|-------------------------|-------------------------|-------------------------|-----------------------|
| Population size \( Size_{pop} \)      | \( Size_{pop} = 100 \)  | \( Size_{pop} = 100 \)  | \( Size_{pop} = 100 \)  | \( Size_{pop} = 100 \) |
| Maximum number of iterations \( Max_{gen} \) | \( Max_{gen} = 1000 \) | \( Max_{gen} = 1000 \) | \( Max_{gen} = 1000 \) | \( Max_{gen} = 1000 \) |
| Penalty factor \( \sigma \)           | \( \sigma = 1000 \)     | \( \sigma = 1000 \)     | \( \sigma = 1000 \)     | \( \sigma = 1000 \)   |
| acceleration factor \( c_1 \)         | \( c_1 = 1 \)           | \( c_1 = 1.49445 \)    | \( c_1 = 1.55 \)        | \( c_1 = 1.55 \)      |
| Inertia weight \( \omega_0 \)          | \( \omega_0 = 0.9 \)    | \( \omega_0 = 0.9 \)    | \( \omega_0 = 0.4 \)    | \( \omega_0 = 0.4 \)  |
| Maximum and minimum speed \( V_{max} \), \( V_{min} \) | \( V_{max} = 3.5 \), \( V_{min} = -3.5 \) | \( V_{max} = 3.5 \), \( V_{min} = -3.5 \) | \( V_{max} = 3.5 \), \( V_{min} = -3.5 \) | \( V_{max} = 3.5 \), \( V_{min} = -3.5 \) |
| Search coefficient \( n \)             | \( n = 0.005 \)         | \( n = 0.005 \)         | \( n = 0.005 \)         | \( n = 0.005 \)       |
| Initial weight \( \omega_0 \)          | \( \omega_0 = 1 \)      | \( \omega_0 = 1 \)      | \( \omega_0 = 1 \)      | \( \omega_0 = 1 \)    |
| Weight adjustment coefficient \( \alpha \) | \( \alpha = 0.95 \)     | \( \alpha = 0.95 \)     | \( \alpha = 0.95 \)     | \( \alpha = 0.95 \)   |
| Pheromone volatilization coefficient \( \rho \) | \( \rho = 0.8 \)       | \( \rho = 0.8 \)       | \( \rho = 0.8 \)       | \( \rho = 0.8 \)     |
| Transition probability constant \( p_0 \) | \( p_0 = 0.2 \)        | \( p_0 = 0.2 \)        | \( p_0 = 0.2 \)        | \( p_0 = 0.2 \)      |
| Learning coefficient \( C_1 \)          | \( C_1 = C_2 = 1.55 \)  | \( C_1 = C_2 = 1.55 \)  | \( C_1 = C_2 = 1.55 \)  | \( C_1 = C_2 = 1.55 \) |
| X/Y coordinate range boundary            | \( X = 80mm, Y = 100mm \) | \( X = 80mm, Y = 100mm \) | \( X = 80mm, Y = 100mm \) | \( X = 80mm, Y = 100mm \) |

Table 4. Four algorithm test results.

| Algorithm name      | Single optimization operation time (s) | Iteration number | Optimal fitness value (mm) (keep two significant digits) | Fall into local optimum (Y/N) | Means of 100 runs | Standard deviations of 100 runs |
|---------------------|----------------------------------------|------------------|----------------------------------------------------------|-------------------------------|-------------------|-------------------------------|
| PSO                 | 8.535                                  | 653              | -0.11                                                    | No                            | -0.0958           | 0.0091                        |
| LGMS-FOA            | 7.484                                  | 6                | -0.063                                                   | Yes                           | -0.0528           | 0.0095                        |
| ACO                 | 10.318                                 | 892              | -0.11                                                    | No                            | -0.0902           | 0.0193                        |
| Improved FOA        | 8.203                                  | 9                | -0.11                                                    | No                            | -0.1041           | 0.0038                        |

Similarly, after several parameter adjustment and analysis, the optimal parameter settings of each algorithm are obtained as follows:

The LGMS-FOA parameters: population size \( Size_{pop} = 100 \), maximum iteration number \( Max_{gen} = 1000 \), search coefficient \( n = 0.005 \), penalty factor \( \sigma = 1000 \), initial weight \( \omega_0 = 1 \), and weight adjustment coefficient \( \alpha = 0.95 \).

The ACO algorithm parameters: population size \( Size_{pop} = 100 \), maximum iteration number \( Max_{gen} = 1000 \), pheromone volatilization coefficient \( \rho = 0.8 \), penalty factor \( \sigma = 1000 \), and transfer probability constant \( p_0 = 0.2 \).

The improved FOA parameters: population size \( Size_{pop} = 100 \), maximum iteration number \( Max_{gen} = 1000 \), learning coefficient \( C_1 = C_2 = 1.55 \) (compared with many experiments through trial-and-error method), penalty factor \( \sigma = 1000 \), initial weight \( \omega_0 = 0.4 \), and weight adjustment coefficient \( \alpha = 0.95 \).

The specific parameter settings are shown in Table 3.

In accordance with the algorithm parameters set above, the PSO algorithm, LGMS-FOA, ACO algorithm, and improved FOA are run 100 times. The single optimization results of the four algorithms are depicted in Figure 6, and the test results are compared, as summarized in Table 4.
measurement space of the measuring machine under different population size values (Sizepop = 20, 50, 80, 100).

The parameters of the basic FOA are set as follows: population size Sizepop = 20, 50, 80, 100; maximum iteration number Maxgen = 1000; and other algorithm parameters mentioned in Literature.26

The parameters of the LGMS-FOA are set as follows: population size Sizepop = 20, 50, 80, 100; maximum iteration number Maxgen = 1000; penalty factor \( \sigma = 1000 \); learning coefficient \( n = 0.005 \); initial weight \( \omega_n = 1 \); and weight adjustment coefficient \( \alpha = 0.95 \).

The parameters of the IPGS-FFO algorithm are set as follows: population size Sizepop = 20, 50, 80, 100; maximum iteration number Maxgen = 1000; penalty factor \( \sigma = 1000 \); and other algorithm parameters presented in Literature.25

The parameters of the AL-SC-FOA are set as follows: population size Sizepop = 20, 50, 80, 100; maximum iteration number Maxgen = 1000; penalty factor \( \sigma = 1000 \); and other algorithm parameters mentioned in Literature.26

The parameters of the improved FOA are set as follows: population size Sizepop = 20, 50, 80, 100; maximum iteration number Maxgen = 1000; penalty factor \( \sigma = 1000 \); learning coefficient \( C_1 = C_2 = 1.55 \); pop min 1 = 0, Pop max 1 = 360, Pop min 2 = 45, and Pop max 2 = 225.

The parameters of the PSO algorithm are set as follows: particle size Sizepop = 100, maximum iteration number Maxgen = 1000, maximum and minimum velocities \( V_{\text{max}} = 3.5 \), \( V_{\text{min}} = -3.5 \), penalty factor \( \sigma = 1000 \), inertia weight selection (equation (31)), acceleration factor \( c_1 = c_2 = 1.49445 \), and \( w_i = 0.9 \), \( w_c = 0.4 \).

To compare the maximum measurement errors of each small stereo space, some data with large and small measurement errors are selected, and the obtained fitness value is retained using two significant figures (Table 7).

### Analysis of experimental results

After testing and analyzing various algorithms for solving the optimal measurement area of AACMM measuring machine in section “Algorithm test for solving the optimal measurement zone,” we can get the following analysis results.

- Taking the small measuring space area \( 80 \text{mm} \leq X \leq 100 \text{mm} \), \( -100 \text{mm} \leq Y \leq -80 \text{mm} \), \( -40 \text{mm} \leq Z \leq -20 \text{mm} \) of the measuring machine as an example, as shown in Figure 6 and Table 4, when PSO algorithm, LGMS-FOA algorithm, ACO algorithm and improved FOA are used to determine the optimal measuring area of measuring machine, we can know that,

1. The LGMS-FOA reaches the local optimal solution, and the optimal value is \( -0.063 \text{ mm} \). The PSO algorithm, ACO algorithm, and improved FOA do not reach the local optimal solution, and the optimal value (i.e. the maximum measurement error in the small stereo space) is \( -0.11 \text{ mm} \). Therefore, the maximum measurement error of
Table 6. Algorithm test results.

| Sizepop = 20 | Basic FOA | AL-SC-FOA | LGMS-FOA | IPGS-FFO | Improved FOA |
|--------------|-----------|-----------|-----------|-----------|--------------|
| Single optimization operation time (s) | 1.721 | 1.715 | 1.699 | 2.234 | 1.838 |
| Optimal fitness value (mm) | -0.0880 | -0.0891 | -0.0581 | -0.1017 | -0.1053 |
| Number of iterations | 650 | 146 | 4 | 153 | 9 |
| Whether it falls into the local optimal solution | Yes | Yes | Yes | Yes | No |
| Means of 100 runs | 0.0034 | 0.0049 | 0.0126 | 0.0222 | 0.0040 |
| Standard deviations of 100 runs | 0.0034 | 0.0049 | 0.0126 | 0.0222 | 0.0040 |

Table 6. Algorithm test results.

| Sizepop = 50 | Basic FOA | AL-SC-FOA | LGMS-FOA | IPGS-FFO | Improved FOA |
|--------------|-----------|-----------|-----------|-----------|--------------|
| Single optimization operation time (s) | 4.180 | 4.060 | 3.810 | 4.611 | 4.495 |
| Optimal fitness value (mm) | -0.0906 | -0.0924 | -0.0592 | -0.1037 | -0.1087 |
| Number of iterations | 565 | 22 | 5 | 90 | 9 |
| Whether it falls into the local optimal solution | Yes | Yes | Yes | Yes | No |
| Means of 100 runs | 0.0039 | 0.0036 | 0.0107 | 0.0206 | 0.0038 |
| Standard deviations of 100 runs | 0.0039 | 0.0036 | 0.0107 | 0.0206 | 0.0038 |

Table 6. Algorithm test results.

| Sizepop = 80 | Basic FOA | AL-SC-FOA | LGMS-FOA | IPGS-FFO | Improved FOA |
|--------------|-----------|-----------|-----------|-----------|--------------|
| Single optimization operation time (s) | 6.514 | 6.488 | 5.963 | 7.320 | 7.241 |
| Optimal fitness value (mm) | -0.0911 | -0.0926 | -0.0601 | -0.1052 | -0.1096 |
| Number of iterations | 392 | 36 | 4 | 38 | 10 |
| Whether it falls into the local optimal solution | Yes | Yes | Yes | No | No |
| Means of 100 runs | 0.0040 | 0.0037 | 0.0100 | 0.0193 | 0.0037 |
| Standard deviations of 100 runs | 0.0040 | 0.0037 | 0.0100 | 0.0193 | 0.0037 |

Table 6. Algorithm test results.

| Sizepop = 100 | Basic FOA | AL-SC-FOA | LGMS-FOA | IPGS-FFO | Improved FOA |
|----------------|-----------|-----------|-----------|-----------|--------------|
| Single optimization operation time (s) | 8.150 | 7.983 | 7.484 | 9.284 | 8.203 |
| Optimal fitness value (mm) | -0.0914 | -0.0946 | -0.0602 | -0.1101 | -0.1100 |
| Number of iterations | 171 | 8 | 6 | 27 | 9 |
| Whether it falls into the local optimal solution | Yes | Yes | Yes | No | No |
| Means of 100 runs | 0.0039 | 0.0039 | 0.0095 | 0.0198 | 0.0038 |
| Standard deviations of 100 runs | 0.0039 | 0.0039 | 0.0095 | 0.0198 | 0.0038 |

Figure 7. Algorithm optimization results under different population sizes.
the measuring machine in this area should be 0.11 mm.

(2) The convergence speed is faster in the improved FOA than in the ACO and PSO algorithms. The improved FOA converges in the ninth generation, and the ACO and PSO algorithms converge in the 892nd and 653rd generations, correspondingly.

(3) The improved FOA has a shorter single optimization time than the ACO and PSO algorithms. In comparison with the PSO algorithm, the improved FOA enhances the speed of the single optimization operation by 4.1%. In comparison with the ACO algorithm, the FOA improves the speed of a single optimization operation by 25.8%.

(4) The mean value and standard deviation obtained by the three algorithms without falling into the local optimal solution running 100 times independently indicate that the accuracy and stability of the improved FOA are superior to the ACO and PSO algorithms.

As can be seen from Figure 7 and Table 6:

(1) In the case of the different Sizepop values, the basic FOA, AL-SC-FOA, and LGMS-FOA all reach the local optimal solution. When Sizepop = 20, 50, the IPGS-FFO falls into the local optimal solution; when Sizepop = 80, 100, the IPGS-FFO does not fall into the local optimal solution, and the improved FOA does not reach the local optimal solution at Sizepop = 20, 50, 80, 100.

(2) With the same value of Simipop, the single optimization operation time of the basic FOA and LGMS-FOA is short, and the IPGS-FFO has the longest single optimization time, followed by the improved FOA. When Sizepop = 20, 50, 80, 100, the improved FOA enhances the speed of the single optimization operation by 21.5%, 2.6%, 1.8%, and 13.2%, correspondingly, in comparison with the IPGS-FFO.

(3) The number of iterations of the improved FOA is nearly a single digit and does not fall into the local optimum. The convergence speed of the improved FOA is enhanced on the basis of the basic FOA.

(4) The standard deviation of the improved FOA operation that is run 100 times is less than the IPGS-FFO, which shows that the stability is better in the improved FOA than in the IPGS-FFO.

(5) The comparison of the basic FOA and the improved FOA implies that the performance of the basic FOA can be effectively enhanced through the method proposed in this work.

In the measuring space $-100 \leq X \leq 100 mm$,

$$-100 \leq Y \leq 100 mm,$$

$$-100 \leq Z \leq 100 mm$$

of the measuring machine, the larger and smaller measuring error areas and the corresponding measurement errors are obtained by using different algorithms, as shown in Table 7. The results show that the improved FOA algorithm and PSO algorithm can solve the error distribution of the articulated arm coordinate measuring machine, and the optimal measurement area in the measurement space is $0 \leq X \leq 20 mm$, $-20 mm \leq Y \leq 0 mm$, $0 mm \leq Z \leq 20 mm$, the maximum measurement error of this area is 0.056 mm. Compared with the maximum measurement error of 0.11 mm, the accuracy is improved by 50.9%. Therefore, the feasibility and effectiveness of the improved FOA algorithm to determine the optimal measurement area of the articulated arm measuring machine is proved again.

| No | X-axis coordinate range (mm) | Y-axis coordinate range (mm) | Z-axis coordinate range (mm) | Maximum error (mm) |
|----|------------------------------|------------------------------|------------------------------|--------------------|
| 1  | $-40 \text{ to } -20$       | $-20 \text{ to } 0$         | $0 \text{ to } 20$          | 0.069/0.069        |
| 2  | $-20 \text{ to } 0$         | $-20 \text{ to } 0$         | $0 \text{ to } 20$          | 0.059/0.059        |
| 3  | $0 \text{ to } 20$          | $-20 \text{ to } 0$         | $0 \text{ to } 20$          | 0.065/0.065        |
| 4  | $20 \text{ to } 40$         | $-20 \text{ to } 0$         | $0 \text{ to } 20$          | 0.067/0.067        |
| 5  | $40 \text{ to } 60$         | $-20 \text{ to } 0$         | $0 \text{ to } 20$          | 0.066/0.066        |
| 6  | $-20 \text{ to } 0$         | $20 \text{ to } 40$         | $-40 \text{ to } 20$        | 0.063/0.063        |
| 7  | $-20 \text{ to } 0$         | $20 \text{ to } 40$         | $-20 \text{ to } 0$         | 0.061/0.061        |
| 8  | $-20 \text{ to } 0$         | $20 \text{ to } 40$         | $0 \text{ to } 20$          | 0.059/0.059        |
| 9  | $-20 \text{ to } 0$         | $20 \text{ to } 40$         | $20 \text{ to } 40$         | 0.058/0.058        |
| 10 | $-20 \text{ to } 0$         | $20 \text{ to } 40$         | $40 \text{ to } 60$         | 0.067/0.067        |

Larger error zone

| No | X-axis coordinate range (mm) | Y-axis coordinate range (mm) | Z-axis coordinate range (mm) | Maximum error (mm) |
|----|------------------------------|------------------------------|------------------------------|--------------------|
| 11 | $80 \text{ to } 100$         | $-100 \text{ to } -80$      | $-40 \text{ to } 20$        | 0.11/0.11          |
| 12 | $80 \text{ to } 100$         | $-80 \text{ to } -60$      | $-40 \text{ to } 20$        | 0.10/0.10          |
| 13 | $80 \text{ to } 100$         | $-60 \text{ to } -40$      | $-40 \text{ to } 20$        | 0.092/0.092        |
| 14 | $80 \text{ to } 100$         | $-40 \text{ to } -20$      | $-40 \text{ to } 20$        | 0.081/0.081        |
| 15 | $80 \text{ to } 100$         | $-20 \text{ to } -0$       | $-40 \text{ to } 20$        | 0.083/0.083        |
Conclusion

(1) The error variation law of the articulated arm measuring model is analyzed, and the error measurement model and the optimization target model of the optimal measurement area of the articulated arm measuring machine are established.

(2) In this paper, an improved FOA optimization algorithm is proposed to solve the optimal measurement area of articulated arm measuring machine, and the optimization effect comparative experiments of the improved FOA algorithm, PSO algorithm, LGMS-FOA algorithm, and ACO algorithm are carried out in the specified small measurement space −80mm ≤ X ≤ −100mm, −100mm ≤ Y ≤ −80mm, −40mm ≤ Z ≤ −20mm. The results show that lgms-foa algorithm falls into local optimal solution, PSO algorithm, ACO algorithm and improved FOA algorithm are not trapped in local optimal solution, and the improved FOA algorithm has better convergence speed and single optimization operation speed. At the same time, the optimization results of the basic FOA algorithm, LGMS-FOA, IPGS-FFO, ALSC-FOA and the improved FOA algorithm in different population sizes are compared, which show that the improved FOA algorithm has higher overall optimization speed and stability.

(3) According to the angle error data of six joint circular encoders, the PSO algorithm and the improved FOA algorithm are used to test the optimal measurement area of the articulated arm in the measurement space −100mm ≤ X ≤ 100mm, −100mm ≤ Y ≤ 100mm, −100mm ≤ Z ≤ 100mm. The results show that the optimal measurement area in the measurement space is the maximum measurement error of this area is 0.056 mm. Compared with the maximum measurement error of 0.11 mm, the accuracy is improved by 50.9%. Therefore, the feasibility and effectiveness of the improved FOA algorithm to determine the optimal measurement area of the articulated arm measuring machine is proved again.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: This work was funded by the National Natural Science Foundation of China (Grant No. 51675004 and No. 51775163).

ORCID iD

Li Li https://orcid.org/0000-0002-0653-6549

References

1. Zheng D, Yin S, Luo Z, et al. Measurement accuracy of articulated arm CMMs with circular grating eccentricity errors. Meas Sci Technol 2016; 27(11): 115011.
2. Yiwen W, Chao F, Xianli L, et al. Encoder circular grating surface defect image wavelet denoising. Comput Eng Appl 2013; 49(16): 179–182.
3. Zheng D, Da C and Hu Y. Research on optimal measurement area of flexible coordinate measuring machines. Measurement 2012; 45(3): 250–254.
4. Qin ZR. Research on the application of circular indexing error matching technology in the optimization of the best measurement area of flexible joint arm. Hefei University of technology, 2012. (in Chinese)
5. Jiang C. Practical research on the optimal measurement area of articulated coordinate measuring machine. Hefei University of Technology, 2017. (in Chinese)
6. Zheng DT. Research on the space error model and the optimal measurement area of flexible CMM. Hefei University of technology, 2010. (in Chinese)
7. Hu Y, Jiang C, Huang W, et al. Solving the optimal measurement area of articulated coordinate measuring machine with ant colony algorithm. Optic Precis Eng 2017; 25(6): 1486–1029. (in Chinese)
8. Cui L, Li G, Lin Q, et al. Adaptive differential evolution algorithm with novel mutation strategies in multiple sub-populations. Comput Oper Res 2016; 67: 155–173.
9. Pan WT. A new fruit fly optimization algorithm: taking the financial distress model as an example. Knowl Based Syst 2012; 26(2): 69–74.
10. Wu L, Yang Y, Maheshwari M, et al. Parameter optimization for FPSO design using an improved FOA and IFOA-BP neural network. Ocean Eng 2019; 175: 50–61.
11. Benson HP. Global optimization algorithm for the nonlinear sum of ratios problem. J Optim Theory Appl 2002; 112(1): 1–29.
12. Wang L, Lv SX and Zeng YR. Effective sparse adaboost method with ESN and FOA for industrial electricity consumption forecasting in China. Energy 2018; 155: 1013–1031.
13. Wang H, Song W, Zio E, et al. Remaining useful life prediction for lithium-ion batteries using fractional Brownian motion and fruit-fly optimization algorithm. Measurement 2020; 107904.
14. Peng L, Zhu Q, Lv S X, et al. Effective long short-term memory with fruit fly optimization algorithm for time series forecasting. Soft Comput 2020; 1–21.
15. Xie X, Fu G, Xue Y, et al. Risk prediction and factors risk analysis based on IFOA-GRNN and apriori algorithms: application of artificial intelligence in accident prevention. Process Saf Environ Prot 2019; 122: 169–184.
16. Pan Y, Hong R, Chen J, et al. Performance degradation assessment of a wind turbine gearbox based on multisensor data fusion. Mech Mach Theory 2019; 137: 509–526.
17. Shang P and Fei YT. Structural design and analysis of flexible articulated coordinate measuring machine.
18. Reddy JN. On penalty function methods in the finite element analysis of fluid flow. *Int J Numer Methods Fluids* 2010; 2(2): 151–171.

19. Samantha T, Dalton DT, Nik W, et al. Temperature-related development and population parameters for *Drosophila suzukii* (Diptera: Drosophilidae) on cherry and blueberry. *Environ Entomol* 43(2): 501–510.

20. Shan D, Cao GH and Dong HJ. LGMS-FOA: an improved fruit fly optimization algorithm for solving optimization problems. *Math Probl Eng* 2013; 1–9.

21. Sharma RK and Senani R. Universal current mode biquad using a single CFOA. *Int J Electron* 2004; 91(3): 175–183.

22. Dan S, Cao GH and Dong HJ. LGMS-FOA: an improved fruit fly optimization algorithm for solving optimization problems. *Math Probl Eng* 2013; 2013(7): 1256–1271.

23. Liu A, Deng X, Ren L, et al. An inverse power generation mechanism based fruit fly algorithm for function optimization. *J Syst Sci Complex* 2019; 32(2): 634–656.

24. Michaely HJ, Herrmann KA and Kramer H. High-resolution renal MRA: comparison of image quality and vessel depiction with different parallel imaging acceleration factors. *J Magn Reson Imaging* 2006; 24(1): 95–100.

25. Liu J, Mei Y and Li X. An analysis of the inertia weight parameter for binary particle swarm optimization. *IEEE Trans Evol Comput* 2016; 20(5): 666–681.

26. Colina CM, Hall CK and Gubbins KE. Phase behavior of PVAC–PTAN block copolymer in supercritical carbon dioxide using SAFT. *Fluid Phase Equilib* 2002; 20(5): 553–565.