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P-type point contact (PPC) high-purity germanium detectors are an important technology in astroparticle and nuclear physics due to their superb energy resolution, low noise, and pulse shape discrimination capabilities. Analysis of data from the MAJORANA DEMONSTRATOR, a neutrinoless double-beta decay experiment deploying PPC detectors enriched in $^{76}$Ge, has led to several novel improvements in the analysis of PPC signals. In this work we discuss charge trapping in PPC detectors and its effect on energy resolution. Small dislocations or impurities in the crystal lattice result in trapping of charge carriers from an ionization event of interest, attenuating the signal and degrading the measured energy. We present a modified digital pole-zero correction to the signal energy estimation that counters the effects of charge trapping and improves the energy resolution of the MAJORANA DEMONSTRATOR by approximately 30% to around 2.4 keV FWHM at 2039 keV, the $^{76}$Ge Q-value. An alternative approach achieving similar resolution enhancement is also presented.

PACS numbers: 23.40.-s, 23.40.Bw, 14.60.Pq, 27.50.+j
I. INTRODUCTION

Germanium semiconductor detectors' excellent energy resolution has made them the technology of choice for radiation detection and spectroscopy for decades. High resolution is particularly advantageous in searches for neutrinoless double-beta decay ($0\nu\beta\beta$) [1–6], a postulated process beyond the Standard Model in which two neutrons in a nucleus transform into two protons and emit two electrons but no antineutrinos, violating lepton number conservation. Experimental observation of $0\nu\beta\beta$ decay would provide essential insights into the observed matter-antimatter asymmetry of the universe. The existence of this process would imply that neutrinos are Majorana particles, i.e., their own antiparticles [7]. Current-generation $0\nu\beta\beta$ decay experiments have recently placed lower limits on the $0\nu\beta\beta$ half-life in various isotopes that in some cases extend beyond $10^{26}$ years [8–13], while some next-generation experiments aim to reach sensitivities of $10^{27–28}$ years to test the inverted neutrino mass ordering [14–18]. To maximize the discovery potential, these experiments require extremely low levels of radioactive background, a large active detector mass, and sufficient energy resolution. The latter is required both to distinguish the $0\nu\beta\beta$ peak from the irreducible $2\nu\beta\beta$ background, as well as to minimize the impact of continuum backgrounds.

The MAJORANA DEMONSTRATOR [19] is aimed at searching for $0\nu\beta\beta$ decay using high-purity germanium (HPGe) detectors enriched to 88% $^{76}$Ge [20]. The experiment is sited at the 4850’ level of the Sanford Underground Research Facility [21] in Lead, SD. Initially 29.7 kg of enriched Ge was deployed along with 14.4 kg of natural-abundance Ge detectors, with 58 individual detector units deployed in two vacuum cryostats. All enriched Ge detectors are PPC HPGe detectors manufactured by AMETEK-ORTEC Inc. [22] while all natural Ge detectors are Broad Energy Germanium (BEGe) detectors manufactured by Canberra Industries [23]. Each cryostat contains seven detector strings, illustrated in Fig. [1]. In 2020 the apparatus was upgraded, with 5.41 kg of enriched PPC HPGe detectors replaced with 6.67 kg of Inverted-Coax Point-Contact (ICPC) detectors manufactured by AMETEK-ORTEC Inc. [24]. The ICPC technology is being pursued as part of the R&D program for the LEGEND experiment. This paper will focus on data from the MAJORANA DEMONSTRATOR’s PPC detectors.

The MAJORANA DEMONSTRATOR achieved the best energy resolution of all large-scale $0\nu\beta\beta$ decay experiments to date [10, 25, 26]. A critical step in this achievement was the implementation of a correction for energy degradation due to charge trapping. Energy is measured in HPGe detectors by collecting and measuring the charge carriers liberated in ionization events. As the charge carriers drift in the detectors’ internal fields, they produce signals sensitive to charge trapping effects. Charge carriers can be trapped if they encounter impurities or dislocations in the crystal lattice. If they are not released on a timescale that is short compared to the signal collection time, the signal amplitude, and hence the energy, will be degraded. Correcting for this trapping can result in improved energy reconstruction, as has been demonstrated for example in planar germanium detectors [27]. In this paper, we discuss novel digital signal processing algorithms used to correct for charge trapping during reconstruction of event energy in PPC detectors. We then evaluate the algorithms’ performance using data collected with detectors operating in the full MAJORANA DEMONSTRATOR array and in the “string test cryostats” used for detector characterization and acceptance tests. In the string test cryostats, detector temperatures are estimated to be ~95 K, roughly 15 K above the operating temperature of the full array. The strong temperature dependence in release times resulted in different charge trapping effects in these two systems.

II. CHARGE TRAPPING IN PPC DETECTORS AND EFFECTIVE POLE-ZERO CORRECTION

HPGe detectors have a “p-i-n” structure, where a large crystal of nearly intrinsic p- or n-type material is modified by the addition of p$^+$ and n$^+$ contacts on its surface. In the MAJORANA DEMONSTRATOR PPC detectors, the p-type impurity concentration in the bulk material is typically on the order of $10^{16}$ atoms/cm$^3$. The p$^+$ contact is created by boron implantation in a small “point contact” on one face of the crystal. The n$^+$ contact is created by lithium diffusion and covers the opposite face and cylindrical side of the crystal. A passivated surface insulates...
the boundary between contacts, and a 1-5 kV reverse bias voltage between the contacts depletes the intrinsic region of any free charge carriers. Any ionizing particle or process within the depletion region will create charge clouds of electron-hole pairs that are respectively transported to the n- and p-sides of the junction by the combined electric field of the bias voltage and the charge impurity gradient. The electrical signal produced at the n+ and p+ contacts can be understood in terms of the Shockley-Ramo theorem \([28, 29]\), which states that the amplitude of the charge signal induced by a moving carrier depends on the change in the weighting potential between its initial and final positions. The weighting potential depends only on the geometry of the electrode configuration and is obtained by setting the contact of interest to unit voltage and grounding all other contacts.

PPC detectors have a sharply peaked weighting potential near the point contact, as shown in Fig. 2. Most electron-hole pairs are generated at a distance from the point contact. Since only the holes traverse the region with high weighting potential, PPC signals tend to be hole-dominated. The shape and timing of the induced signal depends on charge carrier drift paths, so a great deal of information can be extracted from each pulse \([20]\). The entire signal formation process can be simulated to high numerical accuracy, allowing detailed comparisons of simulation and data to explore subtle effects of detector properties on pulse shape. In this work, we use a version of the HPGe pulse shape simulation package \texttt{siggen} specialized for Majorana Demonstrator detectors \([30]\).

![Simulated weighting potential in a PPC detector](image)

**FIG. 2.** Simulated weighting potential in a PPC detector, showing its localization near the point contact region at the bottom center. The lithium diffused surface covers the top and the side region of the detector. The passivated surface surrounds the point contact at the bottom region. The white lines are isochrones of equal drift time for holes to reach the point contact spaced by 200 ns. Figure from Ref. \([20]\).

Charge carriers in events undergoing longer drift have an increased probability to encounter traps from impurities or dislocations in the crystal lattice. The trapped carriers are subsequently released at a rate dependent on the effective depth of the trap and the detector temperature. The release time increases with trap depth. As the temperature of the detector is lowered, the release time can become long compared to the signal collection time, leading to pulses with degraded amplitude. In this regime, under the assumption that the trapping probability is independent of location within the crystal, a constant Poisson probability for charge trapping per unit time during the charge drift leads to exponential charge loss, with time constant \(\tau_{ct}\). As charges are trapped, their drift ceases to contribute to the signal amplitude. This amplitude degradation is visualized in the blue simulated single-site pulses in Fig. 3, which are generated with unit amplitude at detector positions with short, intermediate, and long drift times. Although we did not rigorously validate our assumption of trapping probability uniformity, this exponential decay model yielded excellent results here.

In the Majorana Demonstrator, detector signals are read out using charge sensitive preamplifiers with a resistive feedback loop \([31]\). Pulse traces are recorded with a 14-bit 100 MHz digitizer, capturing 20-50 \(\mu\)s of data. AC coupling in the second-stage amplification gives the recorded signals an exponential decay constant of \(\tau_{RC} \approx 72 \mu\)s, as simulated in the red traces in Fig. 3. A standard pole-zero correction \([32]\), applied offline as a digital filter, can correct for this decay in the digitized signals prior to trapezoidal filtering to estimate the pulse amplitude \([33]\). However, such fully pole-zero corrected traces simply recover the situation shown in the blue traces in Fig. 3, exhibiting significant amplitude dependence on drift time. As a result, detector energy resolution can be heavily degraded.

If drift times can be extracted directly, energies can be manually corrected to reduce this detector resolution degradation \([34, 35]\). In practice, drift time can be difficult to extract, and algorithms can be sensitive to various kinds of noise or other anomalies or exhibit energy- as well as drift time-dependent biases that are hard to avoid. In addition, because the drifting charges contribute to the signal the entire time they are drifting, the degradation is dependent not just on the drift time, but also on the trajectories of the drifting charges.

In this work we implemented a different energy reconstruction strategy that corrects for the signal degradation more directly. Instead of fully pole-zero correcting the pulses, an “effective” pole-zero correction is performed using a time constant \((\tau)\) given by the difference between the charge-trapping and RC-decay constants:

\[
\frac{1}{\tau} \equiv \frac{1}{\tau_{RC}} - \frac{1}{\tau_{ct}}. \tag{1}
\]

As described in detail in App. A, this correction effectively deconvolves the electronics response from the waveform, and then convolves it with an exponential response governed by \(\tau_{ct}\). The latter convolution has the effect of adding back in, sample by sample in the waveform, the charge lost due to trapping during each digitization time.
III. ENERGY AND $t_0$ EVALUATION

The energy estimation of Majorana Demonstrator events is done in two stages. An uncalibrated energy is determined by applying a recursive trapezoidal filter. The uncalibrated energy is then converted to keV based on fits to peaks of known energy in calibration spectra. A trapezoidal filter includes a ramp, a flat-top, and a falling region with durations $t_{\text{ramp}}$, $t_{\text{flat}}$, and $t_{\text{fall}}$, respectively. The ramp and fall times are selected to give optimal estimates of the voltage levels before and after the incident pulse, and the flat time is chosen to be slightly longer than the longest drift times in the detector. For symmetric trapezoidal filters, $t_{\text{fall}} = t_{\text{ramp}}$. We will denote the rise, flat-top, and fall times of trapezoidal filters using the notation $[\text{rise, flat, fall}]$, where each time is given in units of $\mu$s.

In contrast with the common method of using the maximum value of a symmetric trapezoidal filter as the uncalibrated energy estimate, the Majorana Demonstrator uses a “fixed-time pickoff” technique in which we first determine the start time of the pulse in the filtered signal, $t_0$, and then the uncalibrated energy is taken to be the value of the filtered signal at the fixed time $t_0 + \delta t$, as shown in Fig. 4. The advantage of the fixed-time pickoff is two-fold. First, the noise in this energy estimate is governed by the statistics of the single picked-off sample, rather than the maximum of a series of samples, and thus avoids the bias to higher energy of the maximum value estimator. This bias is relevant for low-energy signals (below ∼10 keV). Second, careful selection of the short-rise-time trapezoidal filter’s parameters can provide an accurate $t_0$ time that naturally encodes the drift time of the signal. By combining this fixed-time pickoff with the effective pole-zero correction described in Sec. II, an optimized energy estimator is obtained with a free parameter $\tau$ that can be tuned for individual detectors.
The start time \( t_0 \) of each pulse is evaluated using two different methods, each using a leading-edge algorithm applied to a filtered signal. Our initial \( t_0 \) algorithm, used in Refs. 25 and 26, used trapezoidal filter with a symmetric shape of \([1, 1.5, 1]\). The second algorithm, used in Ref. 10, uses an asymmetric trapezoidal filter with a shape of \([0.04, 0.1, 2]\). For both filters, the pulse start time \( t_0 \) is identified by stepping backwards from the maximum of the filtered signal until the first crossing of a very low (2 ADC \( \sim 1 \) keV) threshold, and then interpolating between the samples before and after the threshold crossing. Since they rely on a threshold crossing, both algorithms result in a bias toward later times (discussed in Sec. VI). However the asymmetric \([0.04, 0.1, 2]\) trapezoidal filter results in a more accurate and precise \( t_0 \) determination, since it is more optimized to preserve timing information in the rising edge, while still minimizing the impact of both low and high frequency noise. Figure 4 shows the symmetric and asymmetric filters, as well as the \( t_0 \) values determined by these algorithms.

After obtaining \( t_0 \), we then use a \([4, 2.5, 4]\) trapezoidal filter to evaluate the uncalibrated energy with a fixed-time pickoff at \( t_0 + \delta t \), where

\[
\delta t = (t_{\text{ramp}} + t_{\text{flat}}) - 0.5 \text{ µs}.
\]  

In this equation, the time constants refer to those of the \([4, 2.5, 4]\) energy filter. The value 0.5 µs was determined empirically to assure that the pickoff time is in the flat top of the filtered signal before the falling edge as shown in Fig. 4.

**IV. ENERGY RESOLUTION OPTIMIZATION**

The Majorana Demonstrator data are divided into data sets (DS) separated by hardware or software-based changes to the experimental configuration and are described in Ref. 26. The analysis in this paper primarily uses data taken during weekly \(^{228}\)Th source calibrations [43]. Waveform data for each physics event from the data acquisition system is processed and stored for offline analysis.

To obtain the energy of an event, the Majorana Demonstrator uses the \([4, 2.5, 4]\) trapezoidal filter with the effective pole-zero correction and fixed-time pickoff energy estimator described earlier. Calibration constants determined using \(^{228}\)Th data are then applied to convert the uncalibrated energy to keV. The full width at half maximum (FWHM) of the \(^{208}\)Tl peak at 2615 keV is measured by fitting that peak with a peak shape function consisting of a Gaussian, a step function (an erf), a low-energy tail modeled by an exponentially modified Gaussian, and a quadratic background [26].

In the Majorana Demonstrator algorithm, the effective time constant (\( \tau \)) that optimizes the energy resolution of the 2615 keV peak is determined detector by detector for each data set. This is done by varying \( \tau_{\text{ct}} \) in 10 µs steps from 60 to 250 µs, determining the FWHM of the 2615 keV peak at each value of \( \tau \), and then fitting FWHM/\( \mu \) versus \( \tau^{-1} \) to a quadratic function, where \( \mu \) is the fit peak position:

\[
\text{FWHM/} \mu = p_0 + p_1 \tau^{-1} + p_2 \tau^{-2}.
\]  

This optimization process is illustrated in Fig. 5 for detector P42575A using a one-hour \(^{228}\)Th calibration. For this detector, a clear minimum is found near \( \tau^{-1} \approx 0.004 \text{ µs}^{-1} \); we choose the numeric minimum corresponding to \( \tau_{\text{ct}} = 90 \text{ µs} \) according to Eq. 1. This is a reasonable choice when the detector energy gain and operating bias voltage remain roughly constant over time, which is the case for most calibration periods in the Majorana Demonstrator, as shown below in Fig. 9.

**FIG. 5.** FWHM/\( \mu \) versus 1/\( \tau \) fit to a quadratic function. For this detector, a clear minimum is found at 1/\( \tau \approx 0.004 \) which is close to the point where \( \tau_{\text{ct}} = 100 \text{ µs} \) using Eq. 1.

This effective charge trapping correction results in an average 30% improvement in the FWHM at 2615 keV for all operating detectors in DS6a, as shown in Fig. 6. The energy resolution over the entire spectrum is parameterized by

\[
\sigma(E) = \sqrt{\sigma_n^2 + \sigma_f^2 E + \sigma_c^2 E^2}
\]  

where \( \sigma_n \) accounts for electronic noise, \( \sigma_f \) accounts for the Fano factor [37], and \( \sigma_c \) is a term resulting in a linear dependence at high energy that is dominated by residual charge trapping. The inclusion of all data incorporates statistical variation between calibrations, different detectors, and gain instabilities that can contribute to the \( \sigma \) parameters; here we report the results using the statistics of the calibrations only, to highlight the impact of the charge trapping correction. Fig. 7 shows the peak shape at 2615 keV for all operating enriched detectors combined. The charge trapping correction results in a markedly sharper peak, with FWHM improved from 5.1 keV to 2.9 keV. Figure 8 shows the energy resolution curve as a function of energy for the sum of all operating detectors in DS0–DS6a (the dataset reported in [20]).
with and without the charge trapping correction applied. Prior to application of the charge trapping correction, resolution scales mostly linearly with energy due to the $\sigma_c$ term; with the charge trapping correction, the Fano term $\sigma_f$ dominates. Figure 9 shows the FWHM of the combined spectrum of each calibration subset as a function of time from DS0–DS6a. The instability in resolution seen during DS5 is due to noise introduced by imperfect grounding during the final stages of construction of the outer poly shield of the experiment. Finally, Table I lists the FWHM at the $0^\nu\beta\beta$ Q-value of 2039 keV determined by fits to Eq. 4, for each data set published in Ref. [26].

There is no significant difference in the energy resolution of the enriched and natural detectors, which were manufactured by different companies with different designs, after the charge trapping correction. Both have an average resolution of about 2.2-2.4 keV FWHM without considering the uncertainties due to nonlinearities and gain stability, which increase the FWHM to 2.5 keV [26].

**V. TEMPERATURE DEPENDENCE OF CHARGE TRAPPING**

Acceptance testing for Majorana Demonstrator PPC detectors of was carried out underground at the Sanford Underground Research Facility both in vendor-provided cryostats as well as, for some detectors, in custom-built string test cryostats. The String Test Cryostat data were re-analyzed including the charge trapping correction described above. The optimal values of $\tau_{ct}$ are compared in Figure 10.

Twelve of the detectors showed negligible charge trapping in the string test cryostats, while only one of the BEGe detectors showed improvement with a minimal charge trapping correction (red line) represents a ~30% improvement. The variation between detectors is mostly due to differing crystal impurities and maximum drift times. Figure from Ref. [26].
TABLE I. Optimized FWHM energy resolution (statistics only) in keV at 2039 keV for DS0–DS6a, showing enriched, natural, and all detectors combined, determined by fitting Eq. [4]. Systematic contributions raise the final combined FWHM to 2.5 keV.

|       | $^{76}$Ge | $^{74}$Ge | All       |
|-------|-----------|-----------|-----------|
| DS0   | 2.472(5)  | 2.214(4)  | 2.403(5)  |
| DS1   | 2.465(6)  | 2.131(3)  | 2.411(5)  |
| DS2   | 2.468(6)  | 2.118(4)  | 2.444(6)  |
| DS3   | 2.477(6)  | 2.295(4)  | 2.430(5)  |
| DS4   | 2.475(4)  | 2.405(4)  | 2.456(4)  |
| DS5   | 2.815(7)  | 2.508(4)  | 2.727(6)  |
| DS5b  | 2.434(5)  | 2.256(4)  | 2.381(5)  |
| DS5c  | 2.444(2)  | 2.260(2)  | 2.392(2)  |
| DS6a  | 2.381(3)  | 2.225(2)  | 2.334(3)  |
| DS0–DS6a | 2.484(5)  | 2.299(3)  | 2.438(5)  |

trapping correction. Both BEGe detectors and two of the enriched detectors required only a minimal charge trapping correction in the MAJORANA DEMONSTRATOR modules for all data sets, while the remaining 9 enriched detectors required significant charge trapping corrections to achieve optimal energy resolution.

The primary difference in operating conditions between the string test cryostats and the MAJORANA DEMONSTRATOR detector modules (Fig. 1) is the detector temperature. The string test cryostats were cooled by a solid copper cold finger dipped in a liquid nitrogen dewar. The modules of the MAJORANA DEMONSTRATOR, on the other hand, are cooled by a more sophisticated thermosyphon configuration [38] that held the cold plate and detectors at temperatures near 80 K. The less efficient cooling mechanism of the string test cryostats was estimated to cool the detectors only to ∼95 K, roughly 15 K warmer than in the MAJORANA DEMONSTRATOR modules. The vendor-provided cryostats used the same LN-cooled cold finger configuration as the string test cryostats.

Drifting charges that get captured in charge traps are re-released on a time scale that varies strongly with temperature. The characteristic re-release time is distinct from the trapping time constant $\tau_{ct}$ introduced earlier, although both depend on the trap depth. At high temperatures, the re-release time can be short relative to the drift time, so that trapped charges are essentially immediately released and collected in time for the energy measurement. At very low temperatures, the trapping duration can be long compared to the interval between events in the volume of the charge cloud trajectory, in which case the traps “freeze out” and remain occupied, and are thus unavailable for further trapping. It is only at intermediate temperatures that the traps can hold on to the charge long enough to degrade energy, but release the charge soon enough that the trap is active again for the next charge cloud traversing its vicinity.

We conclude that in the MAJORANA DEMONSTRATOR modules, the detector temperatures are in this intermediate range where charge trapping impacts are significant. The temperature in the string test cryostats seems to have been sufficiently high to lead to prompt re-release, consistent with the lack of a need for significant charge trapping corrections in those data.
VI. CORRECTION FOR $t_0$ ESTIMATION BIAS

Because the $t_0$ estimation algorithms described in Section II rely on identifying a threshold crossing, the $t_0$ values obtained are biased towards later times than the true $t_0$. Since after the charge trapping correction the energy estimation trapezoidal filter’s flat top decays with a time constant of $\tau_{ct}$, the bias $\Delta t_0$ is propagated into a bias $\Delta E$ in energy measurements according to:

$$\Delta E = \frac{\Delta t_0}{\tau_{ct}} E.$$  

Furthermore, as the ratio of the energy to the $t_0$ threshold decreases, the size of the $\Delta t_0$ increases, resulting in energy scale non-linearity. By estimating the size of $\Delta t_0$ as a function of energy, one can correct for this bias and improve the linearity of the energy response.

The size of this bias can be measured by comparing $t_0$ to the time of a pulse from a coincidence event in a second detector. Ideally, the second detector would have a much faster response than a PPC detector. However, for MAJORANA DEMONSTRATOR data we can still measure this bias by comparing coincidences between two PPC detectors. Because $\gamma$ rays emitted in a cascade will be absorbed by separate detectors within 10 ns of each other, the coincidence events they produce are effectively observed simultaneously, so any difference in $t_0$ reflects measurement bias.

The timing bias between detectors $i$ and $j$ is determined using

$$\Delta t_{ij} = t_{DAQ,i} + t_{0,i} - t_{DAQ,j} - t_{0,j}$$  

where $t_{DAQ}$ is the trigger time of the event according to the DAQ system, and $t_0$ is the measured start time of the waveform relative to the first recorded sample. Note that $\Delta t_{ij}$ is not a clean measurement of timing bias for a single detector, but reflects the bias of all detectors involved. The $^{228}$Th sources used for detector calibration will emit 583 keV $\gamma$ rays followed promptly by 2615 keV $\gamma$ rays at a high rate, which will often produce coincidence events. By measuring $\Delta t_{ij}$ for coincident events in which one detector measures 583 keV, we can observe the energy dependence of $\Delta t_0$ for the other detector across a wide range of energies, as shown in the top panel of Figure 11. This allows us to extract a correction based on the statistics of the recorded $\Delta t_0$ values.

For each detector $i$, we model its (unknown) mean $\Delta t_0$ as:

$$\langle \Delta t_i(E) \rangle = \begin{cases} \frac{a_0}{\sqrt{E}} - a_1 & E > E_c \\ m \cdot E + b & E \leq E_c \end{cases}$$  

where $a_0$, $a_1$, and $E_c$ are floating model parameters, and the mean refers to the average over detector signal shapes. The $\frac{a_0}{\sqrt{E}}$ term can be derived by assuming that the waveform begins rising linearly from the baseline with a slope that is a constant fraction of the total energy, with a kink at the true event start time. The constant $a_1$ term represents a fixed offset produced by the DAQ channel. This model breaks down at low energies, so we transition to a linear model below energy $E_c$, with $m$ and $b$ chosen so that the function is continuous and differentiable at this transition. This transition typically occurs around 10 keV, below which the threshold crossing occurs after the assumption of a linear rise no longer applies. In addition, we model the variance of the timing bias vs energy, using:

$$\langle \Delta t_i(E)^2 \rangle = \sigma_0^2 + \frac{\sigma_1^2}{E}$$  

where $\sigma_0$ and $\sigma_1$ are additional floating model parameters.

FIG. 11. The timing bias calculated using Eq. 6 between coincidence events measured during calibration of the MAJORANA DEMONSTRATOR using a $^{228}$Th line source. The coincidence events shown have one detector in the 583 keV peak, while the energy of the other detector is shown on the x-axis. The red points represent the mean bias measured for a given energy bin, relative to the 583 keV event, and the green lines show the standard deviation. On top, we see the timing bias using the $t_0$ estimate described in Sec. III and on the bottom we see the bias after applying the correction described in Sec. VI.
Using this model, we can measure the timing bias as a function of energy for each detector by performing a simultaneous fit of the measured timing biases $\Delta t_{ij}$ of coincidence events in $^{228}$Th calibration data. In order to maximize the number of available events and reduce statistical error, all coincidence events are used as opposed to just those involving a 583 keV hit shown in Fig. 11 while not necessarily optimal, this approach works well, as seen below. We construct the following unbinned negative log-likelihood function:

$$-2 \log L = \sum_{i,j} \frac{(\Delta t_{ij} - \langle \Delta t_i(E) \rangle + \langle \Delta t_j(E) \rangle)^2}{\langle \Delta t_i(E)^2 \rangle + \langle \Delta t_j(E)^2 \rangle},$$

(9)

where the sum runs over all pairs of hits $i,j$ that trigger within 4 $\mu$s of each other. The MIGRAD algorithm from ROOT’s MINUIT package [39] is used to minimize this likelihood function in order to obtain best fit parameters. This fit is performed on a weekly basis, for each calibration of the MAJORANA DEMONSTRATOR. After obtaining the best fit parameters for each channel, we correct the $t_0$ parameters for detector $i$ as follows:

$$t_{0,corr} = t_0 - \langle \Delta t_i(E) \rangle$$

(10)

where the corrected start time $t_{0,corr}$ is then used in identifying the pickoff time for the procedure described in Section III. The bottom panel of Figure 11 shows the timing bias for coincidence events in $^{228}$Th data involving 583 keV hits after applying this correction.

The MAJORANA DEMONSTRATOR has performed two energy estimations which we will compare. The first, referred to as $t_0$ uncorrected energy, includes the charge trapping correction using a [1, 1, 5, 1] leading-edge trapezoidal filter and no $t_0$ correction, and is calibrated to a linear function with an offset at $E = 0$ [24, 25]. The second, referred to as $t_0$ corrected energy, uses the [0.04, 0.1, 2] leading-edge trapezoidal filter and includes the $t_0$ correction outlined here, and is calibrated to a quadratic function with no offset at $E = 0$ [10]. Both estimators followed the resolution optimization procedure described in Sec. IV. Figure 12 shows the energy shift between these estimators. Prior to $t_0$ correction, the energy bias is greatest at low energies, with an average value of $\sim 0.15$ keV, and reaching up to 0.3 keV in detectors with the largest effect, which is equivalent to $\sim 1$ FWHM of a low energy peak. By correcting this nonlinearity, we can achieve accurate energy measurements at all energies, and we remove the need for a calibration offset at $E = 0$. This also removes the need for a separate calibration at low energies as was performed in Ref. [10], and aids in analyses that utilize events at all energies.

VII. AN ALTERNATIVE CORRECTION

An alternative charge trapping algorithm was developed in parallel with the $\tau$ optimization algorithm described above and implemented in a secondary, redundant analysis. The alternative method was tested using MAJORANA DEMONSTRATOR calibration data and gives results identical to the method described in Sec. III within statistical uncertainty, although the alternative method was found to sometimes out-perform the $\tau$ optimization method.

In the alternative method, a standard pole-zero correction is applied using the measured preamplifier time constant only, $\tau_{RC}$. This generates outputs similar to the blue signals in Fig. 5. The start time, $t_{0p}$, is evaluated using the same method described in Sec. III Then
the pole-zero-corrected waveform signal is integrated over two time intervals, \([t_0, t_0 + 2\mu s]\) and \([t_0 + 2\mu s, t_0 + 4\mu s]\), and the difference \(D\) between the two integrals is calculated. The 2 \(\mu s\) integration time is chosen because it is slightly longer than the maximum drift time for all of the MAJORANA DEMONSTRATOR detectors. The integration windows and the calculation of \(D\) are illustrated in Fig. 13.

As described in more detail in App. A, the signal degradation due to charge trapping is nearly proportional to the integral of the uncollected charge, which is approximately proportional to \(D\). Thus the final step is to add a small \(D\)-dependent correction to the uncalibrated energy calculated using the standard trapezoidal filter. In the MAJORANA DEMONSTRATOR PPCs a simple linear correction proved to be sufficient:

\[
E_{\text{corrected}} = E_{\text{uncorrected}} + \alpha D \tag{11}
\]

The charge-trapping correction factor \(\alpha\) is optimized by minimizing the FWHM of the 2615-keV peak.

This alternative algorithm has several advantages. The primary advantage is that optimization of \(\alpha\) is much less computationally intensive than optimization of \(\tau\), which requires repeated digital signal processing. This algorithm should also have some advantage at higher count rates because it does not generate any undershoot at the end of the trapezoidal filter that results from the incomplete pole-zero correction of the \(\tau\) optimization method. This algorithm is also superior to methods based on estimating the drift time from the pulse rise time because the evaluation of \(D\) is based on an integral and requires the estimation of only one time point \((t_0)\) rather than two. Non-linear dependence of the correction on \(D\) can be easily accommodated by extending Eq. 11 to quadratic or higher order. \(D\) is also useful in contexts outside of energy estimation, as is the pole-zero corrected waveform based on \(\tau_{RC}\) only.

This alternative method and the original \(\tau\) optimization method assume different time dependences for the untrapped charges. The \(\tau\) optimization method assumes exponential decay of untrapped charge during the charge drift, while the alternative method assumes a linear decay. This linear approximation is valid as long as the charge trapping rate is small, i.e. if the maximum drift time is short compared to the mean free drift time. It would be possible to extend the alternative method to accommodate exponential decay by modifying Eq. 11. Both methods require an accurate determination of \(t_0\) for each signal, but the bias correction described in Sec. VI works equally well for both. Finally, both algorithms assume that in a PPC detector it is only hole trapping that significantly affects the extracted energy, and that the interaction creating the electron-hole pairs is away from the point contact, i.e. at a small weighting potential. Both of these assumptions are valid for a majority of signals in PPC detectors.

\[\text{VIII. CONCLUSION}\]

We reported two charge trapping corrections that result in a significant improvement in the energy performance of the MAJORANA DEMONSTRATOR. One is based on a modified pole-zero-corrected energy estimator, the other is based on an integral of the uncollected charge. An analysis based on the former gives an average FWHM after charge trapping corrections of 2.4 keV at the 0\(\nu\beta\beta\) Q-value of 2039 keV and 2.9 keV at 2615 keV (statistical uncertainties only). The presence or absence of significant charge trapping appears to strongly correlate with detector temperature, requiring energy estimation parameters to be tuned to cryostat-specific environmental conditions. These correction algorithms are very flexible and suitable for other arrays of HPGe PPC detectors, including the upcoming LEGEND experiment [16, 11].
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Appendix A: Signal Induction with Charge Trapping

Signal induction in PPC HPGe detectors is governed by the Shockley-Ramo theorem \(28, 29\): the induced current \(I\) at a conductor due to a charge \(q\) moving with velocity \(\vec{v}\) in its vicinity is given by

\[
I(t) = q \vec{v} \cdot \nabla \phi,
\]

(A1)

where \(\phi\) is the weighting potential for the conductor, evaluated by giving the conductor unit potential and grounding all other conductors in the vicinity.

In PPC HPGe detectors, the signal at the point contact is induced by the motion of both electron (e) and hole (h) charge clouds. The holes drift toward the point contact while electrons drift away from it, with differing drift speeds. In the presence of charge trapping, the charge \(q\) in each cloud decreases with time. Assuming a constant charge trapping probability that does not vary with position, the charge in each cloud will decay exponentially, with species dependent time constants. Ignoring phenomena like recombination, diffusion, and space charge effects, the induced current at the point contact can be written

\[
I(t) = q_0 e^{-(t-t_0)/\tau_{eh}} \frac{d\phi_h}{dt} - q_0 e^{-(t-t_0)/\tau_{ek}} \frac{d\phi_e}{dt},
\]

(A2)

where \(q_0\) is the initial charge in the hole cloud at time \(t_0\), \(\tau_{ek}\) is the charge trapping time constant for species \(k\), and \(\frac{d\phi}{dt}\) is the rate of change of the weighting potential traversed by species \(k\). \(\frac{d\phi}{dt}\) depends not only on the charge species but also the trajectory, and is non-zero only for \(t_0 < t < t_0 + T_k\), where \(T_k\) is the time it takes the charge cloud to reach a detector contact.

This signal is measured by collecting the induced current on a capacitor and measuring the charge \(Q(t)\), given by the integral of Eq. A2. The electrons and holes start at the same location with the same initial weighting potential \(\phi_0\). For negligible charge trapping \((\tau_{ek} \gg T_k)\), the collected charge is given by

\[
Q_{col}(t) = q_0 \Delta \phi(t)
\]

(A3)

where \(\Delta \phi(t)\) is the difference in weighting potential at the positions of the hole and electron clouds at time \(t\). This difference is zero for \(t < t_0\), and it is equal to 1 for \(t > T_e, T_h\).

1. Effective Pole-Zero Correction

The effective pole-zero correction described in Sec. III can be thought of as first deconvolving the electronic response from the recorded signals, and then convolving the signal with an exponential response with optimized time constant \(\tau_{ct}\). The resulting signal has modified collected charge

\[
\tilde{Q}(t) = \int_{t_0}^{t} e^{\frac{-t-t'}{\tau_{ct}}} I(t') dt'.
\]

(A4)

The term \(e^{t}/\tau_{ct}\) can be combined with the \(e^{t}/\tau_{ek}\) terms in \(I(t')\) that represent the charge loss during drift due to trapping. Thus the convolution has the effect of “adding back” the lost charge. In PPC detectors the signal generation for most events is dominated by the hole motion, so the optimal value of \(\tau_{ct}\) will be close to \(\tau_{eh}^k\). Thus hole trapping is almost fully compensated, while the electron trapping, which is more rapid, remains only partially compensated but contributes less to signal degradation. The resulting modified collected charge is thus approximately

\[
\tilde{Q}(t) \approx e^{-(t-t_0)/\tau_{ct}} q_0 \Delta \phi(t),
\]

(A5)

which differs from Eq. A3 by only a multiplicative exponential function of time. As a result, the fixed-time pickoff energy estimation method described in Sec. III will obtain a similar value for events with the same energy deposition at different points in the detector, with minimal variation due to charge trapping.

2. Uncollected Charge Integral Method

The alternative approach described in Sec. VII can be motivated by approximating the exponential functions in Eq. A2 by their first-order Taylor expansions and then directly integrating. The terms like \(t \frac{d\phi}{dt}\) can be integrated by parts to give

\[
\int_0^T t \frac{d\phi}{dt} dt = \int_0^T [f(T) - f(t)] dt.
\]

(A6)
Using the fact that $\phi_h(t > t_0 + T_h) = 1$ and $\phi_e(t > t_0 + T_e) = 0$, we find that at the end of the drift the collected charge has approximately the constant value:

$$Q \approx q_0 - \frac{q_0}{\tau_{ct}} \int_{t_0}^{t} \left(1 - \Delta \phi(t') + \frac{\tau_{et}}{\tau_{ct}} \phi_e(t') \right) dt',$$

where $t$ is any time satisfying $t - t_0 > T_h, T_e$.

The quantity $q_0(1 - \Delta \phi(t))$ represents the uncollected charge at time $t$ (in the absence of charge trapping). To zeroth order in $t/\tau_{ct}$, its integral over the drift is proportional to the quantity $D$ defined in Sec. VII. The third term in Eq. (A7) gives a contribution proportional to the integral of the signal due to the electron drift only. The integrated electron signal is small for the vast majority of events, and is comparable to the uncollected charge integral only for events originating very close to the point contact. On average it contributes a shift that is proportional to energy, and hence is accounted for in the energy scale calibration. Thus, an energy correction proportional to $D$ is expected to remove most of the variance due to charge trapping.
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