Abstract—We consider a multiuser (MU) multiple-input multiple-output (MIMO) time-division duplexing (TDD) system in which the base station (BS) is equipped with a large number of antennas for communicating with single-antenna mobile users. In such a system the BS has to estimate the channel state information (CSI) that includes large-scale fading coefficients (LSFCs) and small-scale fading coefficients (SSFCs) by uplink pilots. Although information about the former FCs are indispensable in a MU-MIMO or distributed MIMO system, they are usually ignored or assumed perfectly known when treating the MIMO CSI estimation problem. We take advantage of the large spatial samples of a massive MIMO BS to derive accurate LSFC estimates in the absence of SSFC information. With estimated LSFCs, SSFCs are then obtained using a rank-reduced (RR) channel model which in essence transforms the channel vector into a lower dimension representation.

We analyze the mean squared error (MSE) performance of the proposed composite channel estimator and prove that the separable angle of arrival (AoA) information provided by the RR model is beneficial for enhancing the estimator’s performance, especially when the angle spread of the uplink signal is not too large.

I. INTRODUCTION

A cellular mobile network in which each base station (BS) is equipped with an $M$-antenna array, is referred to as a large-scale multiple-input, multiple-output (MIMO) system or a massive MIMO system for short if $M \gg 1$ and $M \gg K$, where $K$ is the number of active user antennas within its serving area. A massive MIMO system has the potentiality of achieving transmission rate much higher than those offered by current cellular systems with enhanced reliability and drastically improved power efficiency. It takes advantage of the so-called channel-hardening effect [1] which implies that the channel vectors seen by different users tend to be mutually orthogonal and frequency-independent [2]. As a result, linear receiver is almost optimal in the uplink and simple multiuser (MU) precoder are sufficient to guarantee satisfactory downlink performance. Although most investigation consider the co-located BS antenna array scenario [1], the use of a more general setting of massive distributed antennas has been suggested recently [3].
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maximization (EM) approach is a feasible alternate \cite[Ch. 7]{} but it requires high computational complexity and cannot guarantee convergence. We propose an efficient algorithm for estimating LSFCs with no aid of SSFCs by taking advantage of the channel hardening effect and large spatial samples available to a massive MIMO BS. Our LSFC estimator is of low computational complexity, requires relatively small training overhead, and yields performance far superior to that of an EM-based estimator. Our analysis shows that it is unbiased and asymptotically optimal.

Estimation of SSFCs, on the other hand, is more difficult as the associated spatial correlation is not as high as that among LSFCs. Nevertheless, given an accurate LSFC estimator, we manage to derive a reliable SSFC estimator which exploits the spatial correlation induced channel rank reduction and calls for estimation of much less channel parameters than that required by conventional method \cite{9} when the angle spread (AS) of the uplink signals is small. The proposed SSFC estimator provides excellent performance and offers additional information about the average AoA which is very useful in designing a downlink precoder.

The rest of this paper is organized as follows. In Section II we describe a massive MU-MIMO channel model that takes into account spatial correlations and large-scale fading. In Section III a novel uplink-pilot-based LSFC estimator is proposed and in Section IV we devise an SSFC estimator by using the estimated LSFCs. Simulation results are presented in Section V to validate the superiority of our rank determination algorithm and CSI estimators in massive MU-MIMO systems. We summarize the main contributions in Section VI.

Notation: \((\cdot)^T, (\cdot)^H\), and \((\cdot)^*\) represent the transpose, conjugate transpose, and conjugate of the enclosed items, respectively. vec(.) is the operator that forms one tall vector by stacking columns of the enclosed matrix, whereas \(
\text{Diag}(\cdot)\) translates a vector into a diagonal matrix with the vector entries being the diagonal terms. While \(\mathbb{E}\{\cdot\}\), \(\|\cdot\|\), \(\|\cdot\|_2\), and \(\|\cdot\|_F\) denote the expectation, vector \(\ell_2\)-norm, matrix spectral norm, and Frobenius norm of the enclosed items, respectively, \(\otimes\) and \(\circ\) respectively denote the Kronecker and Hadamard product operator. Denote \(I_L, 1_L,\) and \(0_L\) respectively the \(L \times L\) identity matrix and \(L\)-dimensional all-one and all-zero column vectors, whereas \(I_{L \times S}\), and \(0_{L \times S}\) are the matrix counterparts of the latter two. \(e_i\) and \(E_{ij}\) are all-zero vector and matrix except for their \(i\)th and \((i,j)\)th element being 1, respectively.

II. System Model

Consider a single-cell massive MU-MIMO system having an \(M\)-antenna BS and \(K\) single-antenna mobile stations (MSs), \(M \gg K\). For a multi-cell system, pilot contamination \cite{13} may become a serious design concern in the worst case when the same pilot sequences (i.e., the same pilot symbols are placed at the same time-frequency locations) happen to be used simultaneously in several neighboring cells and are perfectly synchronized in both carrier and time. In practice, there are frequency, phase and timing offsets between any pair of pilot signals and the number of orthogonal pilots is often sufficient to serve mobile users in multiple cells. Moreover, neighboring cells may use the same pilot sequence but the pilot symbols are located in non-overlapping time-frequency units \cite{14}, hence a pilot sequence is more likely be interfered by uncorrelated asynchronous data sequences whose impact is not as serious as the worst case and can be mitigated by proper inter-cell coordination, frequency planning and some interference suppression techniques \cite{15}. We will, however, focus on the single-cell narrowband scenario throughout this paper.

We assume a narrowband communication environment in which a transmitted signal suffers from both large- and small-scale fading. The \(K\) MS-BS link ranges are denoted by \(d_k\) and each uplink packet place its pilot of length \(T\) at the same time-frequency locations so that, without loss of generality, the corresponding received samples, arranged in matrix form, \(Y = [y_{ij}]\) at the BS can be expressed as

\[
Y = \sum_{k=1}^{K} \sqrt{\beta_k} h_k p_k^H + N = HD \beta^\frac{1}{2} \Phi_k^\frac{1}{2} + N
\]

where \(H = [h_1, \cdots, h_K] \in \mathbb{C}^{M \times K}\) and \(D_\beta = \text{Diag}(\beta)\) contains respectively the SSFCs and LSFCs that characterize the \(K\) uplink channels, and \(N = [n_{ij}]\) is the white Gaussian noise matrix with independent identically distributed (i.i.d.) elements, \(n_{ij} \sim \mathcal{CN}(0, 1)\). Each element of the vector \(\beta = [\beta_1, \cdots, \beta_K]^T\), \(\beta_k = s_k d_k^{-\alpha}\), is the product of the random variable \(s_k\) representing the shadowing effect and the path loss \(d_k^{-\alpha}\), \(\alpha > 2\). \(s_k\) are i.i.d. log-normal random variables, i.e., \(10 \log_{10}(s_k) \sim \mathcal{N}(0, \sigma^2)\). The \(T \times K\) matrix \(P = [p_1, \cdots, p_K]^H\), where \(T \geq K\), consists of orthogonal uplink pilot vector \(p_k\). The optimality of using orthogonal pilots has been shown in [9].

It is reasonable to assume that the mobile users are relatively far apart (with respect to the wavelength) so that the \(k\)th uplink SSFC vector is independent of the \(\ell\)th vector, \(\forall \ell \neq k\), and can be represented by

\[
h_k = \Phi_k \epsilon_k, \quad (2)
\]

where \(\Phi_k\) is the spatial correlation matrix at the BS side with respect to the \(k\)th user and \(\epsilon_k \sim \mathcal{CN}(0, I_M)\). We assume that \(\epsilon_k\)’s are i.i.d. and the SSFC \(H\) remains constant during a pilot sequence period, i.e., the channel’s coherence time is greater than \(T\), while the LSFC \(\beta\) varies much slower.

III. Large-Scale Fading Coefficient Estimation

Unlike previous works on MIMO channel matrix estimation which either ignore LSFCs \cite{6,9} or assume perfect known LSFCs \cite{3,10,11}, we try to estimate \(H\) and \(D_\beta\) jointly. We first introduce an efficient SSFC estimator without SSFCs information in this section. We treat separately channels with and without spatial correlation at the BS side and show that both cases lead to same estimators when the BS is equipped with a large-scale linear antenna array.

A. Uncorrelated BS Antennas

We first consider the case when the BS antenna spacings are large enough that the spatial mode correlation is negligible.
statistic which is a function of the received sample matrix \( Y \) and LSFCs but is asymptotically independent of the SSFCs is derivable from the following property \([16, \text{Ch. } 3]\).

**Lemma 1:** Let \( p, q \in \mathbb{C}^{M \times 1} \) be two independent \( M \)-dimensional complex random vectors with elements i.i.d. as \( \mathcal{CN}(0,1) \). Then by the law of large number

\[
\frac{1}{M} p^H p \xrightarrow{a.s.} 1 \quad \text{and} \quad \frac{1}{M} p^H q \xrightarrow{a.s.} 0 \quad \text{as} \quad M \to \infty,
\]

where \( a.s. \) denotes almost surely convergence.

For a massive MIMO system with \( M > T \geq K \), we have, as \( M \to \infty, \frac{1}{M} H^H H \xrightarrow{a.s.} I_K, \) \( \frac{1}{M} N^H N \xrightarrow{a.s.} I_T, \) \( \frac{1}{M} H^H N \xrightarrow{a.s.} 0_{K \times T}, \) and thus

\[
\frac{1}{M} Y^H Y - I_T = P^H D_\beta P + \frac{1}{M} N^H N - I_T
+ P^H D_\beta^1 \left( \frac{1}{M} H^H H - I_K \right) D_\beta^1 P
+ \frac{2}{M} \Re \left( P^H D_\beta^1 H^H N \right)
\xrightarrow{a.s.} P^H D_\beta P \quad (3)
\]

(3) indicates that the additive noise effect is reduced and the estimation of LSFCs can be decoupled from that of the SSFCs. Using the identity, \( \text{vec}(A \cdot \text{Diag}(c) \cdot F) = (1^S \otimes A) \circ (F^T \otimes 1_T) c \) with \( A \in \mathbb{C}^{T \times K}, F \in \mathbb{C}^{K \times S}, \) and \( c \in \mathbb{C}^{K \times 1} \), we simplify (3) as

\[
\text{vec} \left( \frac{1}{M} Y^H Y - I_T \right) \xrightarrow{a.s.} \left( \left( 1_T \otimes P^H \right) \circ \left( P^T \otimes 1_T \right) \right) \beta.
\]

This equation suggests that we solve the following unconstrained convex problem

\[
\min_{\beta} \left\| \text{vec} \left( \frac{1}{M} Y^H Y - I_T \right) - \left( \left( 1_T \otimes P^H \right) \circ \left( P^T \otimes 1_T \right) \right) \beta \right\|^2
\]

to obtain the LSFC estimate

\[
\hat{\beta} = \text{Diag} \left( \left( \| p_1 \|^4, \cdots, \| p_K \|^4 \right) \right)
\cdot \left( \left( 1_T^\ast \otimes P \right) \circ \left( P^* \otimes 1_T \right) \right) \text{vec} \left( \frac{1}{M} Y^H Y - I_T \right) \quad (4)
\]

This LSFC estimator is of low complexity as no matrix inversion is needed when orthogonal pilots are used and does not require any knowledge of SSFCs. Furthermore, the configuration of massive MIMO makes the estimator robust against noise, which is verified numerically later in Section 5.

**B. Correlated BS Antennas**

In practice, the spatial correlations are nonzero and \( Y \) is of the form

\[
Y = \Phi \begin{bmatrix}
h_1 \\
\vdots \\
0
\end{bmatrix} \begin{bmatrix}
1^T \beta P + N \\
\vdots \\
0^T \beta P + N
\end{bmatrix}
\]

where \( \Phi = [\Phi_1^T, \cdots, \Phi_T^T] \). Following \([5], [17]\), we assume that the following is always satisfied:

**Assumption 1:** The spatial correlation at BS antennas seen by a user satisfies

\[
\lim\sup_{M \to \infty} \| \Phi_k \|_2 < \infty, \quad \forall k;
\]

or equivalently,

\[
\lim\sup_{M \to \infty} \| \Phi_k \|_2 < \infty, \quad \forall k.
\]

Therefore, (3) becomes

\[
\frac{1}{M} Y^H Y - I_T \xrightarrow{a.s.} P^H D_\beta P + \frac{2}{M} \Re \left( P^H D_\beta^1 H^H \tilde{\Phi} H^H N \right)
+ P^H D_\beta^1 \left( \frac{1}{M} H^H \tilde{\Phi} H^H \Phi - I_K \right) D_\beta^1 P
\]
\[\xrightarrow{d.e.} P^H D_\beta P + N
\]
where \( N \) is zero-mean with seemingly non-diminishing variance due to the spatial correlation. Nonetheless, we proved in Appendix A that

**Theorem 1:** If \( \lim\sup_{M \to \infty} \sup_{1 \leq s \leq K} \| \Phi_k \|_2 < \infty \), then

\[
\frac{1}{M} H^H \tilde{\phi} H \Phi H \xrightarrow{a.s.} I_K, \quad (5)
\]

\[
\frac{1}{M} H^H \tilde{\phi} H^H N \xrightarrow{a.s.} 0_{K \times T} \quad (6)
\]
as \( M \to \infty \).

This theorem implies that although the nonzero spatial correlation does cause the increase of variance of \( N \), the channel hardening effect still exist and \( N \) is asymptotically diminishing provided that Assumption 7 holds. In this case, LS criterion also mandates the same estimator as (4). Several remarks are worth mentioning.

**Remark 1:** If \( J \) consecutive coherence blocks in which the LSFCs remain constant are available, (4) can be re-written as

\[
\hat{\beta} = \text{Diag} \left( \left( \| p_1 \|^4, \cdots, \| p_K \|^4 \right) \right)
\cdot \left( \left( 1_T^\ast \otimes P \right) \circ \left( P^* \otimes 1_T \right) \right) \text{vec} \left( \frac{1}{M J} \sum_{i=1}^J Y_i^H Y_i - \frac{1}{J} I_T \right)
\]

where \( Y_i \) is the \( i \)-th received block. Moreover, the noise reduction effect becomes more evident as more received samples become available.

**Remark 2:** The proposed LSFC estimators (4) and (7) render element-wise expressions as

\[
\hat{\beta}_k = \frac{p_k^H Y_i^H Y p_k - M \| p_k \|^2}{M \| p_k \|^4}, \quad \forall k, \quad (8)
\]

\[
\hat{\beta}_k = \sum_{i=1}^J p_k^H Y_i^H Y p_k - M J \| p_k \|^2 \quad \frac{1}{M J \| p_k \|^4}, \quad \forall k. \quad (9)
\]

**C. Performance Analysis**

Since the mean of the LSFC estimator (8)

\[
E \{ \hat{\beta}_k \} = \frac{p_k^H (M P^H D_\beta P + M \hat{K}) p_k - M \| p_k \|^2}{M \| p_k \|^4}
\]
\[
\begin{align*}
&= M \beta_k \|p_k\|^4 + M \|p_k\|^2 - M \|p_k\|^2 \\
&= \beta_k, \ \forall \ k, \\
&= \text{the mean squared error (MSE) of } \hat{\beta}_k \\
MSE(\hat{\beta}_k) = E\left\{ \left| \hat{\beta}_k - \beta_k \right|^2 \right\} = Var\left\{ \hat{\beta}_k \right\}. \tag{11}
\end{align*}
\]

**Lemma 2:** [16, Th. 3.4] Let \( A \in \mathbb{C}^{M \times M} \) and \( p \) and \( q \) be two vectors whose elements are i.i.d. as \( CN(0,1) \). If \( \lim sup \|A\|_2 < \infty \), then
\[
p^H A p \xrightarrow{a.s.} \text{tr}(A) \quad \text{and} \quad \frac{1}{M} p^H A q \xrightarrow{a.s.} 0 \quad \text{as} \quad M \to \infty.
\]

**Remark 3:** Using [18, Lemma B.26], we can prove that the convergence rates in the aforementioned asymptotic formulae follow \( O(\|A\|_F/M) \). More precisely,
\[
\begin{align*}
E \left\{ \frac{p^H A p - \text{tr}(A)}{M} \right\} &= O(\|A\|_F/M); \tag{12} \\
E \left\{ \frac{p^H A q}{M} \right\} &= O(\|A\|_F/M). \tag{13}
\end{align*}
\]

By reformulating (8) as
\[
\hat{\beta}_k = \beta_k + \frac{p_k^H (N^H N - M I_M) p_k}{\|p_k\|^2} - \frac{\beta_k (h_k^H h_k - M)}{M} + \frac{\sqrt{\beta_k} \left( 2 \|h_k^H N p_k\| \right)}{M \|p_k\|^2},
\]

and invoking Assumption [7] Lemmas [2] and [2] and the fact that \( h_k = \Phi_k^0 h_k \), we conclude that \( r_1, r_2, r_3 \xrightarrow{a.s.} 0 \) as \( M \to \infty \), and thus
\[
Var\left\{ \hat{\beta}_k \right\} = E\left\{ |r_1 + r_2 + r_3|^2 \right\} \xrightarrow{a.s.} 0. \tag{14}
\]

As \( \beta_k, h_k, \) and \( N \) are uncorrelated, we have
\[
E\left\{ |r_1 + r_2 + r_3|^2 \right\} = E\left\{ |r_1|^2 \right\} + E\left\{ |r_2|^2 \right\} + E\left\{ |r_3|^2 \right\}. \tag{15}
\]

Since when pilot length \( T = K \),
\[
E\left\{ |r_1|^2 \right\} = \|p_k\|^{-4} E\left\{ \text{tr}\left( p_k p_k^H \left( \frac{N^H N - M I_M}{M} \right) \right)^2 \right\} \\
&\leq \|p_k\|^{-4} E\left\{ \text{tr}(p_k p_k^H)^2 \text{tr}\left( \frac{N^H N - M I_M}{M} \right)^2 \right\} \\
&= K \|p_k\|^{-4} E\left\{ \frac{\|n_k^H n_k - M\|^2}{M} \right\} \\
&= O\left( \frac{K}{\|p_k\|^4} \right) = O\left( \frac{\beta_k^2}{T \cdot \text{SNR}_k^2} \right); \tag{16}
\]
\[
E\left\{ |r_2|^2 \right\} = \beta_k^2 E\left\{ \frac{\|h_k^H \Phi_k h_k - M\|^2}{M} \right\}.
\]

where \( \text{SNR}_k \equiv \beta_k \|p_k\|^2/T \), we obtain the following

**Lemma 3:** The convergence rate for the MSE of LSFC estimate \( \hat{\beta}_k \) is dominated by the term \( E\left\{ |r_2|^2 \right\} \) when \( T = K \).

**Corollary 1:** The LSFC estimators (4) and (7) approach the minimum mean-square error (MMSE) estimator with asymptotically diminishing MSE as \( M \to \infty \).

**Remark 4:** As \( E\left\{ |r_2|^2 \right\} \) is the only term in (15) related to spatial correlation, for cases with finite \( M \), the MSE-minimizing spatial correlation matrix \( \Phi_k^* \) is the solution of
\[
\begin{align*}
\min_{\Phi_k^*} & E\left\{ |\hat{h}_k^H \Phi_k^* h_k|^2 - \text{tr}(A)| \right\} - \text{tr}(A) \\
\text{s.t.} & \|A\|_i = 1, \quad \forall \ i.
\end{align*}
\]

Following the method of Lagrange multiplier, we obtain \( \Phi_k^* = I_M \). The convexity of (19) implies that \( \text{Var}\{\hat{\beta}_k\} \) is an increasing function of \( \|\Phi_k - I_M\|_F \), i.e., the MSE of the LSFC estimator decreases as the channel becomes less correlated; meanwhile, Lemma 3 guarantees the error convergence rate improvement.

**Remark 5 (Finite M scenario):** Low MSE, in the order of \( 10^{-5} \) to \( 10^{-4} \) if normalized by LSFCs’ variance, is obtainable with not-so-large BS antenna numbers (e.g., 50). The above MSE performance analysis is validated via simulation in Section V.

**IV. Estimation of Small-Scale Fading Coefficients**

Since the SSFC estimation scheme is valid for any user-BS link, for the sake of brevity, we omit the user index \( k \) in the ensuing discussion.

**A. Reduced-Rank Channel Modeling**

In [19], two analytic correlated MIMO channel models were proposed. These models generalize and encompass as special cases, among others, the Kronecker [4], [20], virtual representation [21] and Weichselberger [22] models. They often admit flexible reduced-rank representations. Moreover, if the AS of the transmit signal is small, which, as reported in a recent measurement campaign [2], is the case when a large uniform linear array (ULA) is used at the BS, one of the models can provide AoA information. In other words, since the ASs from uplink users in a massive MIMO system
are relatively small (say, less than 15°), the following rank-reduced (RR) model is easily derivable from [19].

Lemma 4 (RR representations): The channel vector seen by kth user can be represented by

\[ h = Q_m^{(i)}c^{(i)} \]  \hspace{1cm} (20)

or alternatively by

\[ h = \mathbf{W}(\phi)Q_m^{(II)}c^{(II)} \]  \hspace{1cm} (21)

where \( Q_m^{(i)}, Q_m^{(II)} \in \mathbb{C}^{M \times m} \) are predetermined basis (unitary) matrices and \( c^{(i)}, c^{(II)} \in \mathbb{C}^{m \times 1} \) are the transformed channel vectors with respect to bases \( Q_m^{(i)} \) and \( Q_m^{(II)} \) for the user k–BS link and \( \mathbf{W}(\phi) \) is diagonal with unit magnitude entries. The two equalities hold only if \( m = M \) and become approximations if \( m < M \).

Remark 6: It was shown [19] that for an uniform linear array (ULA) with antenna spacing \( \xi \) and incoming signal wavelength \( \lambda \), if \( |\mathbf{W}(\phi)|_{ii} = \exp(-j2\pi i \frac{\xi}{\lambda} \sin \phi) \), then \( \phi \) can be interpreted as the mean AoA with respect to the ULA broadside when \( \mathbf{h} \) is assumed to be small. A direct implication is that the mean AoA (which is approximately equal to the incident angle of the strongest path) of each user link is extractable if the associated AS is small. (See Appendix C)

Remark 7: The measurement reported in [2] verified that the AS for each MS–BS link is indeed relatively small when the BS is equipped with a large-scale linear array. Hence, a massive MIMO channel estimator based on the model (21) is capable of offering accurate mean AoA information [1] which can then be used by the BS to perform downlink beamforming.

Remark 8: (21) implies that for the user \( k \) to BS link, we are interested in estimating the transformed vector \( \mathbf{c}_k = Q_m^H \mathbf{W}(\phi_k) \mathbf{h}_k \) which is obtained by realigning \( \mathbf{h}_k \) and transforming it into a new orthogonal coordinate. The best dimension reduction is obtained by setting \( Q_m \) as the one that consists of the eigenvectors associated with the largest \( m \) eigenvalues of the expected Gram matrix \( \mathbb{E}\{\mathbf{W}(\phi_k)^H \mathbf{h}_k \mathbf{h}_k^H \mathbf{W}(\phi_k)\} = \mathbf{W}(\phi_k)^H \mathbb{E}\{\mathbf{h}_k \mathbf{h}_k^H\} \mathbf{W}(\phi_k) = \mathbf{W}(\phi_k)^H \mathbf{\Phi}_k \mathbf{W}(\phi_k) \).

Remark 9: The use of predetermined unitary matrices \( Q_m \) in both (20) and (21) avoids the estimation of the above correlation matrix \( \mathbf{\Phi}_k \) and the ensuing eigen-decomposition for each \( k \) to obtain the associated Karhunen-Loève transform (KLT) basis (eigen vectors). For large-scale ULAs, due to space limitation, the spatial correlation can be high and small \( m \) is sufficient to capture the spatial variance of the SSFCs if an appropriate basis matrix is preselected. This is also validated via simulation in Section V. The advantages of (21) with respect to (20) are that the former can offer additional AoA information when AS is relatively small and because of the extra alignment operation \( \mathbf{W}(\phi_k) \), it makes the resulting Gram matrix closer to a real matrix.

B. Predetermined Basis for RR Channel Modeling

In addition, KLT basis is nonflexible in that it is channel-dependent and computationally expensive to obtain. Thus, prior to the SSFC estimation, eigen-decomposition and eigen-value ordering must be performed to the spatial correlation matrix of \( \mathbf{W}(\phi) \mathbf{h} \), which varies from user to user and can be accurately estimated only if sufficient observations are collected. As a result, it is unrealistic to apply KLT bases in the multiuser SSFC estimation. Our channel model (21) uses a predetermined signal-independent basis \( Q_m \) which requires far less complexity. Two candidate bases are of special interest to us for their proximity to the KLT basis.

1) Polynomial Basis [19]: As the BS antenna spatial correlation is often reasonably smooth, polynomial basis of dimension \( m < M \) may be sufficient to track the channel variation. To construct an orthonormal discrete polynomial basis we perform standard QR decomposition \( \mathbf{U} = \mathbf{QR} \), where \( [\mathbf{U}]_{ij} = (i - 1)^{j-1}, \forall i, j = 1, \cdots, M \). Since the polynomial degree of each column of \( \mathbf{Q} \) are arranged in an ascending order, the RR basis \( Q_m \) is obtained by keeping the first \( m \) columns.

2) Type-2 Discrete Cosine Transform (DCT) Basis [25]: DCT, especially Type-2 DCT (DCT-2 or simply DCT), is a widely used for image coding for its excellent energy compaction capability [25], [26]. For a smooth finite-length sequence, its DCT is often energy-concentrated in lower-indexed coefficients. Hence the DCT basis matrix

\[ [Q_m]_{ij} = q_j \cos \left( \frac{\pi(2i - 1)(j - 1)}{2M} \right), \]  \hspace{1cm} (22)

for \( 1 \leq i \leq M \) and \( 1 \leq j \leq m \), where \( 1 \leq m \leq M \) and

\[ q_j = \begin{cases} \sqrt{1/M}, & j = 1; \\ \sqrt{2/M}, & j = 2, \cdots, M. \end{cases} \]  \hspace{1cm} (23)

is an excellent candidate RR basis for our channel estimation purpose. Some comments on the predetermined basis selection are provided in [23], [24].

Remark 10: As will be seen in the ensuing subsection, the proposed SSFC estimator can be realized by performing an inverse DCT or KLT on the received signal vector but the complexity of computing KLT and DCT are respectively \( O(M^2) \) and \( O(M \log_2 M) \). On the other hand, both polynomial basis and DCT basis do not need the spatial correlation information but DCT basis is computationally more efficient than the polynomial basis.

Remark 11: The fact that the energy compaction efficiency of DCT is near-optimal makes it the closest KLT approximation in the high correlation regime among the following unitary transforms: Walsh-Hadamard, Slant, Haar, and discrete Legendre transform, where the last one is equivalent to a polynomial-based transform and is slightly inferior to DCT in energy compaction capability.

The above claims have been verified in the context of image compression [23], [24]. In terms of RR MIMO channel representation, we show in Section V that, for the same modeling order \( m \), the DCT basis does outperform the polynomial basis in MU SSFC estimation error regardless of the correlation level.

C. SSFC Estimation

We begin with the channel model (20) and denote by \( e^{(i)} \) the modeling error. Let \( \gamma = \sqrt{\beta}||p||^2 \) and assume for the moment
that LSFCs are known. Then
\[
Y_p = \sqrt{\beta}||p||^2 h + Np
= \gamma \left( Q_m(\phi) c(1) + e(1) \right) + Np
\]
which brings about the following LS problem
\[
\min_{e} \left\| Y_p - \gamma Q_m(\phi) c(1) \right\|^2
\]
The optimal solution can be shown as
\[
e(1) = \frac{1}{\gamma} Q_m(\phi)^H Y_p.
\] (26)
Replacing \( \gamma \) by \( \hat{\gamma} = \beta \frac{1}{||p||^2} \) for the case when LSFCs have to be estimated, we have
\[
\hat{h}(1) = Q_m(\hat{\phi}) c(1) = \frac{1}{\gamma} Q_m(\hat{\phi})^H Y_p.
\] (27)
On the other hand, if (21) is the channel model and \( e(1) \) is the corresponding modeling error, then
\[
Y_p = \sqrt{\beta}||p||^2 h + Np
= \gamma \left( W(\phi) Q_m(\phi) c(1) + e(1) \right) + Np
\]
which suggests the LS formulation
\[
\min_{\phi, e} \left\| Y_p - \gamma W(\phi) Q_m(\phi) c(1) + e(1) \right\|^2
\]
s.t. \( W(\phi) = \text{Diag}(\omega_1(\phi), \cdots, \omega_M(\phi)) \),
\[
\omega_i(\phi) = \exp \left( -j2\pi \frac{(i-1)\phi}{\lambda} \right) \sin \phi.
\] (29)
With \( F_m(\phi) \overset{\text{def}}{=} W(\phi) Q_m(\phi) \) and \( A^\dagger \overset{\text{def}}{=} (A^H A)^{-1} A^H \), the optimal solution to (29) is given as
\[
\hat{\phi} = \arg \max_{\phi \in [-\frac{\pi}{2}, \frac{\pi}{2}]} \left\| Y_p - \gamma W(\phi) Q_m(\phi) c(1) \right\|^2
= \arg \max_{\phi \in [-\frac{\pi}{2}, \frac{\pi}{2}]} \left\| Y_p - \gamma W(\hat{\phi}) Q_m(\hat{\phi}) c(1) \right\|^2.
\] (30)
\[
e(1) = \frac{1}{\gamma} Q_m(\hat{\phi})^H Y_p = \frac{1}{\gamma} Q_m(\hat{\phi})^H W^H(\hat{\phi}) Y_p.
\] (31)
When the true LSFCs are not available we use their estimates, \( \hat{\gamma} = \beta \frac{1}{||p||^2} \), and obtain the SSFC estimators
\[
\hat{h}(1) = W(\hat{\phi}) Q_m(\hat{\phi}) c(1).
\] (32)
Both (30) and (31) require no matrix inversion while \( \hat{\phi} \) can be easily found by a simple line search.

D. Performance Analysis

Assuming perfect LSFC knowledge, (27) becomes
\[
\hat{h}(1) = \frac{1}{\gamma} Q_m(\phi) Q_m(\phi)^H (\gamma h + Np) \overset{\text{def}}{=} E\{\hat{h}(1)\} + \nu(1),
\] (33)
where \( \nu(1) = \frac{1}{\gamma} Q_m(\phi) Q_m(\phi)^H Np \), and with (32) substituting into it, (32) becomes
\[
\hat{h}(1) = \frac{1}{\gamma} W(\hat{\phi}) Q_m(\phi) Q_m(\phi)^H W^H(\hat{\phi}) Y_p
\]
\[
= \frac{1}{\gamma} W(\hat{\phi}) Q_m(\phi) Q_m(\phi)^H W^H(\hat{\phi})(\gamma h + Np)
\]
\[
\overset{\text{def}}{=} E\{\hat{h}(1)\} + \nu(1),
\] (34)
where \( \nu(1) = \frac{1}{\gamma} W(\hat{\phi}) Q_m(\phi) Q_m(\phi)^H W^H(\hat{\phi}) Np \). We denote by \( \text{MSE}_{\text{est}}(\cdot) \) the MSE of the enclosed SSFC estimate with modeling order \( m \) and decompose it into
\[
\text{MSE}_{\text{est}}(\hat{h}) = E\left\{||\hat{h} - h||^2\right\}
= E\left\{||\hat{h} - E\{\hat{h}\}||^2 \right\} + E\left\{||E\{\hat{h}\} - h||^2\right\}
\]
\[
\overset{\text{df}}{=} \text{Var}\{\hat{h}\} + b(\hat{h})(35)
\]
\( \text{Var}\{\hat{h}\} \) and \( b(\hat{h}) \) represent respectively the variance and bias of estimator \( \hat{h} \). For these two error terms we prove in Appendix that
\[
Theorem 2: \text{For SSFC estimators } \hat{h}(1) \text{ and } \hat{h}(1),
\text{Var}\{\hat{h}(1)\} = \text{Var}\{\hat{h}(1)\} = \frac{m}{\beta ||p||^2},
\]
and
\[
b(\hat{h}(1)) = \text{tr} \left( D_m \left( Q_m(\phi) \right)^H \Phi Q_m(\phi) \right)
\]
\[
b(\hat{h}(1)) = \text{tr} \left( D_m \left( Q_m(\phi) \right)^H W^H(\hat{\phi}) \Phi W(\hat{\phi}) Q_m(\phi) \right)
\]
where \( D_m = \text{Diag} \left( [0_{1 \times m} \ 1_{1 \times (M-m)}]^T \right) \).

Remark 2: If full-rank model, \( m = M \), is used, it is easy to check \( D_m = 0_{M \times M} \) and see from (27) and (32) that the proposed SSFC estimators \( \hat{h}(1) \) and \( \hat{h}(1) \) equivalent to the conventional unbiased LS estimator [9],
\[
\hat{h} = \frac{1}{\gamma} Y_p.
\] (36)

V. SIMULATION RESULTS

In this section, we investigate the performance of the proposed estimators via simulation with a standardized channel model–SCM–whose spatial correlation at the BS is related to AoA distribution and antenna spacings [8]. In addition, the environment surrounding a user is of rich scattering with AoDs uniformly distributed in \([-\pi, \pi]\) making spatial correlation between MSs negligible. This setting accurately describes the environment where the BS with large-scale antenna array are mounted on an elevated tower or building. We assume that there are 8 users located randomly in a circular cell of radius \( R \) with their mean AoAs uniformly distributed within \([-60^\circ, 60^\circ]\). The other simulation parameters are listed in Table 1. We define average received signal-to-noise power ratio as SNR \( \overset{\text{def}}{=} \beta ||p||^2 / T \) and normalized MSE (NMSE) as the MSE between the true and estimated vectors normalized by the former’s dimension and entry variance. Note that for LSFC estimation,
\[
\text{NMSE}(\hat{\beta}_{\text{LS}}) \overset{\text{def}}{=} \frac{E \left\{ \left( 10 \log \frac{\hat{\beta}}{\beta} \right)^2 \right\}} {\text{Var}\{10 \log \beta\}}
\]
TABLE I
SIMULATION PARAMETERS

| Parameter                     | Value   |
|-------------------------------|---------|
| Cell radius $R$               | 100 meters |
| Pathloss exponent $\alpha$   | 3       |
| Shadowing standard deviation $\sigma_s$ | 10 dB |
| Number of BS antennas $M$    | 100     |
| BS antenna spacing $\xi$     | $0.5\lambda$ |
| Number of MSs $K$            | 8       |
| Number of path in SCM        | 1       |
| Number of subpath in SCM     | 20      |

Fig. 1. Effect of antenna spacing on the conventional LSFC estimator (with perfect SSFC knowledge) and proposed LSFC estimators using one or multiple blocks; $AS = 15^\circ$, SNR = 10 dB.

Instead of $\text{NMSE}(\hat{\beta})$ is considered in this section.

In Fig. 1 we compare the performance of the proposed LSFC estimators (4) and (7) with that of a conventional LS estimator [12, Ch. 8]

$$\hat{\sqrt{\beta}} = \left( A^H A \right)^{-1} A^H \text{vec}(Y),$$

(37)

where $A = (1_T \otimes H) \odot \left( P^T \otimes I_M \right)$. As opposed to our proposal, the conventional estimator needs to know SSFCs beforehand, hence full knowledge of SSFCs is assumed for the latter. As can be seen, as antenna spacing increases, the channel decorrelates and thus the estimation error due to spatial correlation decreases; this verifies Theorem 1.

Figure 1 also shows that our proposed estimator attains the performance of the conventional one (using one block) when channel correlation decreases to 0 with $J = 10$ training blocks and outperforms the conventional when $J = 20$. This suggests that we can have good LSFC estimates even when the SSFCs are not available due to the advantage of the noise reduction effect that massive MIMO systems have offered. On the other hand, Fig. 2 illustrates the effect of massive antennas to the MSE. Owing to the fact that we have assumed perfect SSFC knowledge for the conventional LSFC estimator, MSE does not grow with $M$ for the proposed LSFC estimator. However, channel hardening effect becomes more serious and thus improves the estimator accuracy.

The performance of an EM-based joint LSFC and SSFC estimation is shown in Fig. 3. When the LSFC and SSFCs of an MS-BS link are all unknown and channel hardening effect in massive MIMO is disregarded, the coupling nature of the LSFC and SSFCs suggests EM algorithm be applied to derive their estimator. The EM-based joint LSFC and SSFC estimation is detailed as follows with $\sqrt{\beta} \triangleq \left[ \sqrt{\beta}_1^T, \cdots, \sqrt{\beta}_K^T \right]^T$:

1) (Initialization) Initialize $\widehat{\sqrt{\beta}} = \mathbb{E}(\sqrt{\beta})$.

2) (Updating SSFC Estimates) Let $\hat{\beta} = \left( \sqrt{\beta} \right)^2$. Calculate

$$\text{vec}(\hat{H}) = \text{Diag}\left( \left( \Phi_1 + \|p_1\|^2 \hat{\beta}_1 I_M \right)^{-1}, \cdots, \right)$$

Fig. 2. Large-system performance of the proposed LSFC estimators using one or more pilot blocks and that of the conventional estimator with perfect SSFC knowledge; $AS = 15^\circ$, SNR = 10 dB.

Fig. 3. MSE performance of two EM-based joint LSFC/SSFC estimators versus their iteration numbers (which means initialization for value 0); $AS = 7.2^\circ$, SNR = 10 dB. MSE of the proposed full-order SSFC and LSFC estimators is also plotted.
Moreover, since various ranks; \( AS = 7.2^\circ \). The right plot shows the SSFC estimation performance with LSFC estimated from \( J = 1 \) or 10 blocks, whereas theoretical MSE (35) with known AoAs is given in the left plot (in solid lines).

Table 1: MSE of the proposed RR SSFC estimator using polynomial bases of various ranks; \( AS = 7.2^\circ \). Theoretical MSE (35) with known mean AoA is given (in solid lines) in the left plot. The right plot shows the SSFC estimation performance with LSFC estimated from \( J = 1 \) or 10 blocks.

| \( m \) | \( J \) | \( NMSE \) | \( SNR \) (dB) |
|------|------|-------|---------|
| 20   | 1    | 10^2  | 5       |
| 30   | 1    | 10^3  | 10      |
| 40   | 1    | 10^4  | 15      |
| 100  | 1    | 10^5  | 20      |

3) (Updating LSFC Estimates) Calculate

\[
\hat{\beta} = \mathbb{E}\{\sqrt{\beta}\} + \left( C^{-1} + A^H A \right)^{-1} \cdot A^H \left( \text{vec}(Y) - A \mathbb{E}\{\sqrt{\beta}\} \right)
\]

where \( A = \left( I_T \otimes \tilde{H} \right) \circ (P^T \otimes I_M) \) and \( C \) is the covariance matrix of \( \beta \).

4) (Recursion) Go to Step 2; or terminate and output \( \hat{H} \) and

\[
\tilde{\beta} = \left( \sqrt{\beta} \right)^2
\]

if convergence is achieved.

Moreover, since

\[
A^H A = (H^H H) \circ (P^T P^T)
\]

a modified EM (MEM) algorithm is obtained by replacing \( A^H A \) with \( \text{Diag} \left( M \| p_1 \|^2, \ldots, M \| p_K \|^2 \right) \) in Step 3. Clearly, the proposed LSFC/SSFC-decoupled estimator outperforms the EM-based ones significantly. While the former requires no recursion and thus saves computation, the modified EM algorithm cannot converge in a limited number of iterations.

In addition, we study the SSFC estimation performance of \( \hat{h}^{(m)} \) with respect to modeling order and basis matrix with estimated or perfectly-known \( \beta \) in Figs. 4–7. Since the spatial correlation increases with reducing \( AS \), the spatial waveform of an MS over the array is anticipated to be smoother. As a result, when \( AS \) is comparatively small, due to over-modeling the channel vector the estimation performance not only cannot be improved, but also may be degraded. This is because the amount of available information does not grow with that of the parameters required to be obtained. As can be observed in Fig. 4 when LSFCs are perfectly known, the estimation accuracy with polynomial basis degrades as modeling order increases from 20 to 100 for SNR < 5 dB. Besides, the optimal modeling order increases with SNR, e.g., optimal order at SNR = 0 and 5 dB are respectively 20 and 30. Such result is observed due to the fact that MSE is noise-limited in the low SNR regime, while the importance of modeling error becomes more pronounced for high SNRs. Similar trend is also observed with DCT basis in Fig. 5.

On the other hand, when \( AS \) increases to 15°, the spatial correlation decreases and spatial waveforms roughen. As can be seen in Fig. 4 the SSFC estimator fails to capture these waveforms by using only some low-degree polynomials, and thus in this scenario, full modeling order (\( M = 100 \)) is required to achieve best performance for any SNR. However,
compare the performance between the results shown in Figs. 4–7. First, we investigate the selection of guidance in different scenarios, they also substantiate the basis matrix. While these plots are able to suggest some basis varying characteristics.

obtained with multiple pilot blocks due to LSFCs’ slowly-varying characteristics.

DCT basis is still appropriate for parameter reduction due to the near-optimal energy-compacting capability of DCT as described Remark 7. In Fig. 7, we observe that when LSFCs are perfectly estimated, a modeling order of 30 has the minimal MSE for SNR < 9 dB. Moreover, we can see from the right plots of Figs. 4–7 that the estimation of SSFCs requires accurate LSFC estimates. Such estimates can be easily obtained with multiple pilot blocks due to LSFCs’ slowly-varying characteristics.

Figs. 8 and 9 plot the theoretical MSE of the proposed two SSFC estimators with respect to the modeling order $m$ and compare the performance between $h(I)$ and $h(II)$ using the same basis matrix. While these plots are able to suggest some basis selecting guidance in different scenarios, they also substantiate the results shown in Figs. 4–7. First, we investigate the results of $h(II)$. When $\text{AS} = 7.2^\circ$, SNR = 20 dB, and the polynomial basis is capable of rendering a better estimation performance with greater parameter number reduction than the DCT basis can provide, i.e., the optimal modeling order for the polynomial and DCT basis are respectively 25 and 38. However, when SNR reduces to 0 dB, the DCT basis achieves the lowest MSE with $m = 16$ as compared to $m = 21$ of the polynomial basis. In spite of the effectiveness of the polynomial basis when $\text{AS} = 7.2^\circ$, it fails to represent channel with only a few low degree polynomials when $\text{AS} = 15^\circ$ and requires almost full order. On the other hand, the DCT basis is still applicable with optimal order $m = 29$ and 54 for SNR = 0 and 20 dB, respectively.

As for $h(I)$, the fact that in the given scenarios its MSE performance is significantly worse than that of $h(II)$ for any $m$ and that the optimal order are all close to $M = 100$ justifies our preference to $h(II)$. Recall that both $h(I)$ and $h(II)$ degenerate to the conventional LS estimator (36) if $m = 100$, thus they all have the same performance regardless of the basis chosen. Although, applying the polynomial basis when $\text{AS} = 15^\circ$ causes performance inferior to that of the conventional LS estimator, $h(I)$ offers direct performance-complexity trade-off.

VI. CONCLUSION

Taking advantage of the noise reduction effect and the large number of samples available in a massive MIMO system, we propose a novel LSFC estimator for both spatially-correlated and uncorrelated channels. This estimator is easily extendable to the case when multiple pilot blocks become available. The estimator is of low complexity, requires no prior knowledge of SSFCs and spatial correlation, and yields asymptotically diminishing MSE when the number of BS antennas becomes large enough.

Using the estimated LSFCs, we present an algorithm which performs joint SSFC and mean AoA estimation with rank-reduced channel model. The simultaneous mean AoA estimation not only offer useful information for downlink beamforming but also improves the SSFC estimator’s performance. A
closed-form MSE expression for the proposed SSFC estimator is derived to investigate the rank reduction efficiency.

Moreover, we compare some candidate bases for RR representation and examine their effects on SSFC estimation. We show that the DCT basis is an excellent choice due to its low computing complexity and, more importantly to its energy compaction capability. Numerical results confirm the effectiveness of the proposed estimator and verify that the optimal modeling order is a function of AS and SNR.

**APPENDIX A**

**Proof of Theorem 1**

Lemma 2 implies that if

\[
\limsup_{M \to \infty} \sup_{1 \leq i, j \leq K} \| \Phi_i^\frac{1}{2} \Phi_j^\frac{1}{2} \| < \infty, \tag{A.1}
\]

we have

\[
\frac{1}{M} \hat{H}^H \Phi \hat{H} = \frac{1}{M} \begin{bmatrix}
\hat{h}_1^H \Phi_1^\frac{1}{2} n_1 & \cdots & \hat{h}_i^H \Phi_i^\frac{1}{2} n_i \\
\vdots & \ddots & \vdots \\
\hat{h}_K^H \Phi_K^\frac{1}{2} n_K & \cdots & \hat{h}_K^H \Phi_K^\frac{1}{2} n_K
\end{bmatrix} \overset{a.s.}{\to} \Phi \mathbf{I}_K, \tag{A.2}
\]

and if \( \limsup_{M \to \infty} \sup_{1 \leq i \leq K} \| \Phi_i \| < \infty, \) then

\[
\frac{1}{M} \hat{H}^H \Phi \hat{H} \mathbf{N} = \frac{1}{M} \begin{bmatrix}
\hat{h}_1^H \Phi_1^\frac{1}{2} n_1 & \cdots & \hat{h}_i^H \Phi_i^\frac{1}{2} n_i \\
\vdots & \ddots & \vdots \\
\hat{h}_K^H \Phi_K^\frac{1}{2} n_K & \cdots & \hat{h}_K^H \Phi_K^\frac{1}{2} n_K
\end{bmatrix} \overset{a.s.}{\to} \mathbf{0}_{K \times T}. \tag{A.3}
\]

Note that Assumption 1 is equivalent to (A.3) and implies (A.1) since if \( \forall \, i, \| \Phi_i \|_2 < \infty, \) then

\[
\| \Phi_i^\frac{1}{2} \Phi_j^\frac{1}{2} \|_2 \leq \| \Phi_i^\frac{1}{2} \|_2 \| \Phi_j^\frac{1}{2} \|_2 < \infty, \quad \forall \, 1 \leq i, j \leq K.
\]

**APPENDIX B**

**Proof of Theorem 2**

In the following, we derive the variance and bias terms of the MSE of \( \hat{h}^{(II)} \). Those of the MSE of \( \hat{h}^{(I)} \) can be similarly obtained. We start with the derivation of the variance term.

\[
\text{Var} \{ \hat{h}^{(II)} \} = \mathbb{E} \left\{ \left\| \hat{h}^{(II)} - \mathbb{E} \{ \hat{h}^{(II)} \} \right\|^2 \right\} = \frac{1}{\gamma^2} \mathbf{P}^H \mathbb{E} \left\{ \mathbf{N}^H \mathbf{W}^{(\phi)} Q_m^{(II)^H} \mathbf{W}^{(\hat{\phi})^H} \mathbf{N} \right\} \mathbf{P} = \frac{1}{\gamma^2} \mathbf{P}^H \mathbf{P} \mathbf{P}^H (m \mathbf{I}_K) = \frac{m}{\beta \| \mathbf{P} \|^2} \tag{B.1}
\]

where we have invoked the relation

\[
\mathbb{E} \{ \mathbf{N}^H \mathbf{X} \mathbf{N} \} = \sum_{i=1}^{M} \sum_{j=1}^{M} x_{ij} \mathbb{E} \{ n_i n_j^H \} = \sum_{i=1}^{M} x_{ii} \mathbb{E} \{ n_i n_i^H \} = \text{tr} (\mathbf{X} \mathbf{I}_K) \tag{B.2}
\]

with white noise \( \mathbf{N} = [n_1, \ldots, n_M]^H \) for any square matrix \( \mathbf{X} = [x_{ij}] \). For the bias term, we have

\[
b(\hat{\mathbf{h}}^{(II)}) = \mathbb{E} \left\{ \| \mathbb{E} \{ \hat{h}^{(II)} \} - \mathbf{h} \|^2 \right\} = \mathbb{E} \left\{ \mathbf{h}^H (\mathbf{W}^{(\phi)} Q_m^{(II)} Q_m^{(II)^H}) \mathbf{W}^{(\hat{\phi})^H} - \mathbf{I}_M \right\} \mathbf{h} = \text{tr} \left( (\mathbf{W}^{(\phi)} Q_m^{(II)} Q_m^{(II)^H}) \mathbf{W}^{(\hat{\phi})^H} - \mathbf{I}_M \right) \mathbf{P} \overset{d}{=} A_1 \]

Since

\[
Q_m^{(II)^H} (Q_m^{(II)})^H = Q_m^{(II)} \left[ \mathbf{I}_m \, 0_{(M-m) \times m} \right] Q_m^{(II)^H} \overset{d}{=} F_m^{(II)} (\mathbf{I}_m - D_m) (Q_m^{(II)})^H \tag{B.3}
\]

where \( D_m = \text{Diag} \left( [0_{1 \times m} \, 1_{(M-m) \times m}]^T \right) \), we have \( A_1 = \mathbf{W}(\hat{\phi}) Q_m^{(II)} D_m (Q_m^{(II)})^H \mathbf{W}^{(\hat{\phi})^H} \) and

\[
b(\hat{\mathbf{h}}^{(II)}) = \text{tr} \left( \mathbf{W}^{(\phi)} Q_m^{(II)} D_m (Q_m^{(II)})^H \mathbf{W}^{(\phi)} \mathbf{W}^{(\phi)} Q_m^{(II)} \mathbf{W}^{(\phi)^H} \right) = \text{tr} \left( D_m (Q_m^{(II)})^H \mathbf{W}^{(\phi)^H} \mathbf{P} \mathbf{W}(\hat{\phi}) Q_m^{(II)} \mathbf{W}^{(\phi)} \right) \tag{B.4}
\]

**APPENDIX C**

**On the Spatial Correlation**

Following \[7\], we express the spatial correlation between two antenna elements in an array with arbitrary configuration as

\[
[\Phi]_{ij} = \mathbb{E} \{ h_i h_j^* \}
= \int_{-\pi}^{\pi} p(\theta) \exp \left( j k^T (\theta) (u_i - u_j) \right) d\theta \tag{C.1}
\]

where \( p(\theta) \) is the probability density function of AoA, \( k^T(\theta) = -\frac{\lambda}{2\pi} [\cos(\theta) \sin(\theta)]^T \), and \( u = [u_{ix} \, u_{iy}]^T \) represents the Cartesian coordinates of the \( i \)th antenna element. Without loss of generality, we assume antenna elements \( i \) and \( j \) lie on the \( y \)-axis and the impinging waveform spread over \( (\phi - \Delta, \phi + \Delta) \). Thus, for small \( \Delta \) and antenna spacing \( d_{ij} \defeq u_{iy} - u_{iy} \), we have

\[
[\Phi]_{ij} = \int_{-\Delta}^{\Delta} p(\theta + \phi) e^{-j 2 \pi d_{ij} \sin \phi} e^{-j 2 \pi d_{ij} \cos \phi} \sin \phi d\theta \approx e^{-j 2 \pi d_{ij} \sin \phi} \int_{-\Delta}^{\Delta} p(\theta + \phi) e^{-j 2 \pi d_{ij} \cos \phi} d\theta.
\]

The integral on the right hand side is real if \( p(\theta) \) is symmetric about \( \phi \) and for a system using ULA at the BS, \( d_{ij} = (i - j) \xi \).
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