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Abstract
We apply tools from real algebraic geometry to the problem of multistationarity of chemical reaction networks. A particular focus is on the case of reaction networks whose steady states admit a monomial parametrization. For such systems, we show that in the space of total concentrations multistationarity is scale invariant: If there is multistationarity for some value of the total concentrations, then there is multistationarity on the entire ray containing this value (possibly for different rate constants)—and vice versa. Moreover, for these networks it is possible to decide about multistationarity independent of the rate constants by formulating semi-algebraic conditions that involve only concentration variables. These conditions can easily be extended to include total concentrations. Hence, quantifier elimination may give new insights into multistationarity regions in the space of total concentrations. To demonstrate this, we show that for the distributive phosphorylation of a protein at two binding sites multistationarity is only possible if the total concentration of the substrate is larger than either the total concentration of the kinase or the total concentration of the phosphatase. This result is enabled by the chamber decomposition of the space of total concentrations from polyhedral geometry. Together with the corresponding sufficiency result of Bihan et al., this yields a characterization of multistationarity up to lower-dimensional regions.
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1 Introduction

The dynamics of many biochemical processes can be described by systems of ordinary differential equations (ODEs). Already the steady states of such ODEs contain important information, for example, about the long-term behavior of a process. In particular, in modeling signal transduction and cell cycle control, one is often interested in the existence of multiple steady states, multistationarity for short (Conradi and Flockerzi 2012; Conradi et al. 2017).

As measurement data are often noisy and realistic models tend to be large, parameter values often come with large uncertainties or are not known at all. Hence, given an ODE system, one asks whether or not there exist parameter values such that the system admits multistationarity. This is a mathematically challenging problem, even in the simplest case when all kinetics are of mass-action form and the ODEs have polynomial right-hand sides. In this case, one has to identify those parameter values for which a parametrized family of polynomials admits at least two positive real solutions.

A variety of necessary conditions for multistationarity in mass-action networks are known in the literature, for example graph-based conditions (e.g., Schlosser and Feinberg 1994; Banaji and Craciun 2009, 2010 and the references therein), conditions based on the determinant of the Jacobian (e.g., Wiuf and Feliu 2013; Feliu and Wiuf 2012 and the references therein) or conditions based on network concordance (e.g., Shinar and Feinberg 2012, 2013).

Conditions that are both necessary and sufficient can usually only be found if the network satisfies additional conditions, for example, encoded in the network deficiency (Feinberg 1995a, b; Ellison 1998; Ellison and Feinberg 2000; Ellison et al. 2000), in the stoichiometric matrix (Conradi and Flockerzi 2012), the steady-state ideal (Pérez-Millán et al. 2012) and Müller et al. (2016, Section 3.1) or the Brouwer degree of the polynomial map defining the steady-state ideal (Conradi et al. 2017; Dickenstein et al. 2019). The last two references are similar in spirit to the results presented here: While we require a monomial parametrization of the positive steady states, their results require a rational parametrization. Moreover, our results are derived independent of the Brouwer degree.

Some of the aforementioned results allow determining rate constants where multistationarity occurs. It is, however, currently not possible to directly infer total concentrations (a different, but equally important set of parameters) based on these results. The notable exception is Bihan et al. (2018), where results similar to the ones obtained in Sect. 4 are presented: If the total concentrations satisfy a linear inequality, then there exist rate constants such that multistationarity is possible. The linear inequalities, however, are not arbitrarily imposed by the authors of Bihan et al. (2018) but arise from the system itself. It is therefore currently not possible to decide whether or not multistationarity is possible for arbitrary polynomial inequalities in the total concentrations.
As the total concentrations are experimentally more accessible than the rate constants, conditions directly incorporating total concentrations are desirable. Here, we initiate the study of such conditions with a focus on systems whose positive steady states admit a monomial parametrization (Definition 3.1). These systems are closely related to systems with toric steady states described in Pérez-Millán et al. (2012), that is, to systems whose steady-state ideal is binomial (i.e., the ideal is generated by polynomials with at most two terms). One way to establish this property is to find a Gröbner basis that is binomial. The results in Sadeghimanesh and Feliu (2019a) allow for the efficient computation of such Gröbner bases for the enzymatic systems frequently used in modeling intracellular signaling and control. Multistationarity conditions are described in Sadeghimanesh and Feliu (2019b). The systems discussed in Sadeghimanesh and Feliu (2019a, b) belong to the larger class of MESSI systems (Pérez-Millán and Dickenstein 2018). However, while the former systems always admit a monomial parametrization this need not be the case for the latter.

For systems that admit a monomial parametrization, we show that in the space of total concentrations multistationarity is scale invariant: From Theorems 3.18 and 3.19, it follows that if there is multistationarity for some vector \( c \) of the total concentrations \( \{c, k\} \), then for any \( \alpha > 0 \) there is multistationarity for \( \alpha c \), albeit for a different \( k \). And vice versa: If for some \( c \) there is no \( k \) such that multistationarity is possible, then there is no \( k \) such that multistationarity is possible for \( \alpha c \), \( \alpha > 0 \).

In Theorem 3.15 and Corollary 3.16, we formulate semi-algebraic conditions for multistationarity that use only variables representing concentrations. Such conditions can be extended to incorporate constraints on the total concentrations. Hence, for such systems it is possible to decide about multistationarity without knowing the rate constants.

There are many biologically meaningful networks that admit a monomial parametrization, see, for example, the networks discussed in Conradi and Shiu (2018). We apply our results to one of those, the well-known sequential distributive phosphorylation of a protein at two binding sites (Conradi et al. 2008) (see Holstein et al. 2013 for proteins with an arbitrary number of phosphorylation sites). These networks are arguably among the best studied systems when it comes to multistationarity: In Markevich et al. (2004), multistationarity has been shown numerically, in Conradi et al. (2005) via sign patterns. This analysis also allows to study the effect of parameter variations on multistationarity (Conradi et al. 2008). In Conradi and Mincheva (2014), conditions on a subset of the rate constants called catalytic constants have been derived: If the catalytic constants satisfy this condition, then multistationarity is possible for some values of the total concentrations. Here, we describe a similar result for the total concentrations: Applying Corollary 3.16, we show in Theorem 4.12 and Corollary 4.13 that multistationarity is possible only if the total concentration of the substrate is at least as large as either the total concentration of the kinase or the total concentration of the phosphatase. A result of Bihan et al. (2018) shows the converse up to lower-dimensional regions: Multistationarity occurs if the substrate concentration is strictly larger than the total concentration of kinase or the total concentration of phosphatase. Corollary 4.13 summarizes the situation. The description is complete up to lower-dimensional boundary cases. In particular, multistationarity occurs in the
Michaelis–Menten regime, where the total concentration of the substrate exceeds those of both enzymes by orders of magnitude.

To arrive at this condition, we make use of the chamber decomposition of the cone of total concentrations: In Theorem 4.3 we show that, independent of the number of phosphorylation sites, this cone consists of five full-dimensional sub-cones called chambers. These chambers are determined by subsets of linearly independent columns of a matrix defining the conservation relations. In Theorem 4.7, we show that for two sites, multistationarity is only possible in four of these chambers.

The paper is organized as follows: We close this section with an introduction of some basic mathematical notation used throughout this paper. In Sect. 2, we introduce the ODEs that arise from chemical reaction networks with mass-action kinetics and formally define multistationarity. We also comment on the relationship between steady states and rate constants. In Sect. 3, we formally define systems that admit a monomial parametrization and discuss the consequences concerning steady states and multistationarity. In Sect. 4, we apply the results of Sect. 3 to a reaction network describing the distributive phosphorylation of a protein at two binding sites. And in Sect. 5, we comment on conditions for the existence of monomial parametrizations. The paper closes with a brief discussion of the main findings in Sect. 6.

1.1 Notation

For any $m \times n$ matrix $A$, we write $\text{im}(A) = \{Ax | x \in \mathbb{R}^n\}$ for the right image and $\text{rowspace}(A) = \{yA | y \in \mathbb{R}^m\}$ for the rowspace (left image). If $A$ and $B$ are two matrices of the same dimensions, then $A \star B$ denotes their Hadamard product, that is, $(A \star B)_{ij} = A_{ij}B_{ij}$. If $x$ is a vector of length $m$ and $A$ is an $m \times n$ matrix, then we write $x^A$ for the $n$-vector with entries

$$(x^A)_j = \prod_{i=1}^{m} x_i^{A_{ij}}, \quad j = 1, \ldots, n.$$ 

Slightly deviating from the matrix-vector product notation, this operation is possible independent of whether $x$ is a row or column vector and should always return the same type of vector. We also apply scalar functions to vectors which always means coordinate-wise application. Using this, for example, one can check that

$$\ln x^A = (\ln x)A \quad \text{if } x \text{ is a row vector},$$

and

$$\ln x^A = A^T(\ln x) \quad \text{if } x \text{ is a column vector}.$$ 

A vector which has 1 in every entry is denoted by $1$. If $I \subseteq k[x_1, \ldots, x_n]$ is an ideal of $n$-variate polynomials with coefficients in a field $k$, then the variety $\mathbb{V}(I) \subseteq k^n$ is the set of all points where all elements of $I$ simultaneously vanish. See Cox et al. (1996, Chapter 4) for basics on computational algebraic geometry.
2 Chemical Reaction Networks

A chemical reaction network is a finite directed graph whose vertices are labeled by chemical complexes and whose edges are labeled by positive parameters called the rate constants (cf. (N\(_1\)) of Example 2.1). The digraph is denoted by \(N = ([m], E)\), with vertex set \([m]\) and edge set \(E\). Each chemical complex \(i \in [m]\) has the form \(\sum_{j=1}^{n} (y_i)_j X_j\) for some \(y_i \in \mathbb{Z}_{\geq 0}^n\), where \(X_1, \ldots, X_n\) are chemical species. The vectors \(y_i\) are the complex-species incidence vectors, and they are gathered as the columns of the complex-species incidence matrix \(Y = (y_1, \ldots, y_m)\). Throughout this article, the integers \(n, m,\) and \(r\) denote the number of species, complexes, and reactions, respectively. Each finite directed graph has an incidence matrix \(I\) with \(I_{jl} = -I_{li} = 1\) whenever the \(\ell\)th edge points from the \(i\)th vertex to the \(j\)th vertex and 0 otherwise. A complex which is the source of a reaction is an educt complex and a complex which is the sink of a reaction is a product complex. Each complex can be an educt and product for several reactions. For each reaction network, one has a matrix \(Y\) whose columns are the complex-species incidence vectors corresponding to the educt complexes for each reaction:

\[
Y = (\tilde{y}_1, \ldots, \tilde{y}_r), \text{ where } \tilde{y}_i = y_k \text{ when reaction } i \text{ has educt complex } k. \quad (1)
\]

We exemplify the above notation in Example 2.1 as follows. The system serves as a running example in Sects. 2 and 3 to illustrate our definitions and results.

Example 2.1 The following reaction network is the 1-site phosphorylation network:

\[
\begin{align*}
X_1 + X_2 \xrightarrow{k_1} X_3 \xrightarrow{k_3} X_1 + X_4 \\
X_4 + X_5 \xrightarrow{k_4} X_6 \xrightarrow{k_6} X_2 + X_5.
\end{align*}
\]

The chemical species are \(X_1, X_2, X_3, X_4, X_5,\) and \(X_6,\) and the chemical complexes are \(X_1 + X_2, X_3, X_1 + X_4, X_4 + X_5, X_6,\) and \(X_2 + X_5.\) The species \(X_1\) is a catalyst for the phosphorylation of \(X_2\) which goes through an intermediate state \(X_3\) before becoming the phosphorylated \(X_4.\) Similarly, \(X_5\) catalyzes the dephosphorylation. The network has 6 reactions, each one labeled by a rate constant \(k_1, k_2, k_3, k_4, k_5\) or \(k_6.\) The matrix \(Y\) of this network is

\[
Y = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{bmatrix}.
\]
2.1 Dynamical Systems Defined by Mass-Action Networks

Every chemical reaction network defines a dynamical system of the form

$$\dot{x} = S \nu(k, x),$$

(2)

where $S = Y \mathcal{I}$ is the stoichiometric matrix and $\nu(k, x)$ is the vector of reaction rates. It depends on the vector of concentrations $x$ and the vector of rate constants $k$.

In this paper, we are concerned with mass-action networks for which the kinetics is of mass-action form, i.e., the rate of each reaction is proportional to the product of the concentrations of its educt complex. Thus, for mass-action networks,

$$\nu(k, x) = k \cdot \phi(x),$$

where $\phi(x) = (x^{\tilde{y}_1}, \ldots, x^{\tilde{y}_r})^T = (x^J)$, and $k = (k_1, \ldots, k_r)^T$ is a vector of parameters.

**Example 2.2** The stoichiometric matrix and the monomial vector $\phi(x)$ of $\mathcal{N}_1$ are

$$S = \begin{bmatrix}
-1 & 1 & 1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & 1 \\
1 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 1 & 0 \\
0 & 0 & 0 & -1 & 1 & 1 \\
0 & 0 & 0 & 1 & -1 & -1
\end{bmatrix} \quad \text{and} \quad \phi(x) = \begin{bmatrix}
x_1 x_2 \\
x_3 \\
x_4 x_5 \\
x_6
\end{bmatrix}.$$

The reaction rates are then

$$v_1 = k_1 x_1 x_2, \ v_2 = k_2 x_3, \ v_3 = k_3 x_3, \ v_4 = k_4 x_4 x_5, \ v_5 = k_5 x_6, \ \text{and} \ v_6 = k_6 x_6.$$  

Consequently, the dynamics of $\mathcal{N}_1$ is given by the following system of ODEs:

$$\begin{align*}
\dot{x}_1 &= -k_1 x_1 x_2 + (k_2 + k_3) x_3, \\
\dot{x}_2 &= -k_1 x_1 x_2 + k_2 x_3 + k_6 x_6, \\
\dot{x}_3 &= k_1 x_1 x_2 - (k_2 + k_3) x_3, \\
\dot{x}_4 &= k_3 x_3 - k_4 x_4 x_5 + k_5 x_6, \\
\dot{x}_5 &= -k_4 x_4 x_5 + (k_5 + k_6) x_6, \\
\dot{x}_6 &= k_4 x_4 x_5 - (k_5 + k_6) x_6.
\end{align*}$$

2.2 Conservation Relations and Total Concentrations

For many reaction networks, there are linear dependencies among $\dot{x}_1, \ldots, \dot{x}_n$: They are relations of the form $z \dot{x} = 0$, where $z$ is an element of the left kernel of $S$. If $z \dot{x} = 0$ for $z^T \in \mathbb{R}^n$ then, by integrating with respect to time, $zx$ is constant along trajectories. These constants $zx$ are the total concentrations or conserved moieties. As, by (2), every $z^T \in \mathbb{R}^n$ with $zS = 0$ yields $z \dot{x} = 0$, the left kernel of the stoichiometric matrix is called the conservation space $\mathcal{L}_{\text{cons}}$. A matrix $Z$ whose rows are a basis of $\mathcal{L}_{\text{cons}}$ is a conservation matrix. In general, every conservation matrix defines total concentrations via

$$c = Zx.$$

(3)
As in our setting the elements of \( x \) represent chemical species, we are usually only interested in those elements \( c \) of (3) associated with \( x \in \mathbb{R}_n^+ \). We use the following notation to refer to these:

\[
\text{im}_+(Z) = \left\{ c \in \mathbb{R}^{n-s} | \exists x \in \mathbb{R}_n^+ \text{ such that } c = Zx \right\}.
\]

(4)

Let \( x(0) \in \mathbb{R}_n^+ \) with corresponding \( c = Zx(0) \). If \( x(0) \in \mathbb{R}_n^+ \) is the initial condition of the trajectory \( \{x(t) | t > 0\} \), then, under mass-action kinetics, the above discussion implies that \( x(t) \) is constrained to the following polyhedron associated with \( c \):

\[
\mathcal{P}_c = \{ x \in \mathbb{R}_n^+ | Zx = c \}.
\]

(5)

The set \( \mathcal{P}_c \) is known as the invariant polyhedron with respect to \( x(0) \) (Craciun et al. 2009), or the stoichiometric compatibility class of \( x(0) \) (Feinberg 1995a, b).

**Remark 2.3** For a given \( c \in \mathbb{R}^{n-s} \), one has \( \mathcal{P}_c \neq \emptyset \) if and only if \( c \in \text{im}_+(Z) \).

**Example 2.4** The conservation space \( \mathcal{L} \text{cons} \) of \( \mathcal{N}_1 \) is spanned by the rows of the matrix

\[
Z = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 1.
\end{bmatrix}
\]

Consequently, \( \mathcal{N}_1 \) has three linearly independent conservation relations and three total concentrations \( c_1, c_2 \) and \( c_3 \):

\[
\begin{align*}
x_1 + x_3 &= c_1, \\
x_5 + x_6 &= c_2, \\
x_2 + x_3 + x_4 + x_6 &= c_3.
\end{align*}
\]

The values \( c_1, c_2 \) and \( c_3 \) can be interpreted as total amount of kinase, phosphatase and substrate, respectively. Further examples can be found in Conradi and Pantea (2019) and Shiu (2010).

### 2.3 Steady States

If \( k \) and \( x \) are such that

\[
S\nu(k, x) = 0,
\]

(6)

then \( x \) is a steady state. In the mass-action networks setting, as \( \nu(k, x) \) is a vector of monomials, Eq. (6) are algebraic; hence, tools from algebraic geometry are useful in the study of steady states. As \( x \) is a vector of concentrations of chemical species, only nonnegative \( x \) are chemically meaningful. Consequently, when talking about steady states, we mean nonnegative real solutions of Eq. (6). A steady state is positive if all its coordinates are positive real numbers. It is a boundary steady state if all coordinates are nonnegative but it is not positive. The steady-state ideal \( I \) is the
polynomial ideal generated by the entries of $S \nu(x, k)$. This ideal can be considered in different polynomial rings. The parameters $k$ can be part of the indeterminates, i.e., $I \subset \mathbb{R}[x, k]$, or appear as the variables in rational functions that serve as coefficients. In the second case, $I \subset \mathbb{R}(k)[x]$. In both cases, the steady-state variety is the zero locus of the steady-state ideal.

**Example 2.5** The equations $\dot{x}_i = 0$ define the steady-state ideal of $N_1$:

$$I = \langle -k_1 x_1 x_2 + (k_2 + k_3) x_3, -k_1 x_1 x_2 + (k_2 + k_3) x_3, k_3 x_3 - k_4 x_4 x_5 + k_5 x_6, -k_4 x_4 x_5 + (k_5 + k_6) x_6, k_4 x_4 x_5 - (k_5 + k_6) x_6 \rangle = \langle -k_1 x_1 x_2 + (k_2 + k_3) x_3, k_3 x_3 - k_4 x_4 x_5 + k_5 x_6, -k_4 x_4 x_5 + (k_5 + k_6) x_6, k_4 x_4 x_5 - (k_5 + k_6) x_6 \rangle.$$

The second equality results from elementary simplification and omitting redundant generators. While such simplifications are useful to understand the geometry of steady states, the resulting polynomials need not have a biochemical interpretation anymore.

**Remark 2.7** It would be very interesting to systematically understand the ideal $I(V^+)$ of polynomials that vanish on $V^+$. This ideal is typically much larger than the steady-state ideal. First, the steady-state ideal need not contain all functions that vanish on its real variety (i.e., it need not be a real-radical ideal). Real-radicals can be computed (Neuhaus 1998; Becker and Neuhaus 1993). The second and more severe problem is that there is no simple method to determine $I(V^+)$, the ideal of all polynomials that vanish on the strictly positive part. If the steady-state equations are binomial equations in the $x$ variables (that is if the steady-state ideal is binomial in $\mathbb{R}(k)[x]$), then a remedy of sorts is offered at the end of Sect. 5.

Often it is possible to obtain a parametrization of $V^+$ as shown in Example 2.8 as follows. Such parametrizations simplify the study of multistationarity (which we formally define after Example 2.8) and are the topic of Sect. 3.

**Example 2.8** According to Example 2.5, the steady-state ideal of $N_1$ is generated by 3 polynomials. Since we are only interested in positive $x_i$, the equations that describe $V^+$ can be rearranged as

$$\frac{x_3}{x_6} = \frac{k_6}{k_3}, \quad \frac{x_1 x_2}{x_3} = \frac{k_2 + k_3}{k_1}, \quad \frac{x_4 x_5}{x_6} = \frac{k_5 + k_6}{k_4}. \quad (7)$$
These equations can be solved as
\[
    x_3 = \frac{k_1}{k_2 + k_3}x_1x_2, \quad x_4 = \frac{k_1k_3(k_5 + k_6) x_1x_2}{(k_2 + k_3)k_4k_6} x_5, \quad x_6 = \frac{k_1k_3}{(k_2 + k_3)k_6}x_1x_2.
\] (8)

This shows that the positive steady-state variety of \(N_1\) can be parametrized by \(x_1, x_2,\) and \(x_5\) together with \(k_1, \ldots, k_6\). This parametrization uses only products (and divisions) of the \(x_i\), but no sums. This monomial parametrization is crucial for the developments of Sect. 3.

The following is the central property studied in this paper.

**Definition 2.9** A network \(\mathcal{N}\) admits multistationarity if there are \(k \in \mathbb{R}_{>0}^r\) and \(a \neq b \in \mathbb{R}_{>0}^n\) such that \((k, a) \in V^+, (k, b) \in V^+,\) and \(a, b \in \mathcal{P}_c\) for \(c = za = zb\).

Multistationarity requires the existence of a vector of rate constants \(k\) and an affine subspace \(x_0 + \text{im}(S)\) that intersects the variety \(\{x | Sv(k, x) = 0\}\) in at least two distinct positive points. Often it is useful to have a dual view of this variety: globally, as a variety in \(\mathbb{R}^r \times \mathbb{R}^n\), or as a family of varieties in \(\mathbb{R}^n\), parametrized over \(k\). The theory of multistationarity is mathematically interesting because the existential quantifier “\(\exists k \in \mathbb{R}_{>0}^r\)” can often be eliminated and equivalently expressed without quantifiers. Theorems 3.15 and 3.18 are instances of this phenomenon.

### 2.4 Steady States and Rate Constants

We revisit Eq. (6) and observe that \(Sv(k, x) = 0\) for \(k \in \mathbb{R}_{>0}^r\) and \(x \in \mathbb{R}_{>0}^n\), if and only if \(v(k, x) \in \ker(S) \cap \mathbb{R}_{>0}^r\) (as \(v(k, x)\) is nonnegative for \(k \in \mathbb{R}_{>0}^r\) and \(x \in \mathbb{R}_{>0}^n\)). As discussed in—among many other references—(Conradi and Flockerzi 2012), \(\ker(S) \cap \mathbb{R}_{>0}\) is a pointed polyhedral cone. As such, it is generated by finitely many generators that are unique up to scalar multiplication. Let \(E_1, \ldots, E_d\) denote the generators and let \(E = [E_1, \ldots, E_d]\) be the cone generator matrix. In particular, every generator \(E_i\) is nonnegative and every element of the cone can be represented by a nonnegative linear combination of the generators (Rockafellar 1970):

\[
    v(k, x) \in \ker(S) \cap \mathbb{R}_{>0}^r \iff v(k, x) = E\lambda, \text{ for some } \lambda \in \mathbb{R}_{\geq 0}^d.
\]

And \((k, x) \in V^+,\) if and only if \(v(k, x)\) is in the (relative) interior of \(\ker(S) \cap \mathbb{R}_{>0}^r\), that is if and only if \(v(k, x) \in \ker(S) \cap \mathbb{R}_{>0}^r\). As suggested in Conradi and Flockerzi (2012), the cone \(\ker(S) \cap \mathbb{R}_{>0}^r\) can be parametrized with the help of the following set that we call coefficient cone:

\[
    \Lambda(E) = \left\{ \lambda \in \mathbb{R}_{\geq 0}^d | E\lambda > 0 \right\}. \tag{9}
\]

See (Conradi and Flockerzi 2012, Remark 4) for more on \(\Lambda(E)\). For future use, we observe:

**Remark 2.10** \(\Lambda(E) = \emptyset\) if and only if \(E\) contains a zero row.
Example 2.11 The network $\mathcal{N}_1$ has the following cone generator matrix and coefficient cone:

$$E = \begin{bmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

and $\Lambda(E) = \mathbb{R}^3_{>0}$.

The first connected component of network, $\mathcal{N}_1$, can be considered as a reaction network in its own right with $x = (x_1, \ldots, x_4)$ the concentrations of $X_1, \ldots, X_4$. This network has the following stoichiometric matrix, cone generator matrix and vector of reaction rates:

$$S = \begin{bmatrix} -1 & 1 & 1 \\ -1 & 1 & 0 \\ 1 & -1 & -1 \\ 0 & 0 & 1 \end{bmatrix}, \quad E = \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix} \quad \text{and} \quad \nu(k, x) = \begin{pmatrix} k_1 x_2 x_2 \\ k_2 x_3 \\ k_3 x_3 \end{pmatrix}$$

In this case, the coefficient cone $\Lambda(E)$ is the empty set (there is no nonnegative real number $\lambda$ such that $E\lambda > 0$). Moreover, $(k, x)$ is a steady state, if and only if $\nu(k, x) = E\lambda$. From the structure of $E$, it follows that $x_3 = 0$ for every steady state. Hence, there are no positive steady states and $V^+ = \emptyset$ in this case.

The following lemma formalizes the observation of the above example.

Lemma 2.12 $V^+ \neq \emptyset$ if and only if $E$ does not have a zero row.

Proof Suppose $V^+ \neq \emptyset$, i.e., there exist $(k, x) \in V^+$, i.e., $\nu(k, x) = k \lambda = k \phi(x) \in \text{ker}(S) \cap \mathbb{R}^r_{>0}$, i.e., $k \lambda = E \lambda$, for some $\lambda \in \Lambda(E)$, and thus $\Lambda(E) \neq \emptyset$. Then, by Remark 2.10, $E$ does not have a zero row. Vice versa, suppose $E$ does not have a zero row. Then $\Lambda(E) \neq \emptyset$, again by Remark 2.10. Pick any $x \in \mathbb{R}^n_{>0}$ and define $k = \phi(x^{-1}) \star E \lambda$. Then, $k \phi(x) = E \lambda$ and $(k, x) \in V^+$, i.e., $V^+ \neq \emptyset$. □

The cone generator matrix and the coefficient cone contain important information about $V^+$:

Theorem 2.13 Let $x \in \mathbb{R}^n_{>0}$ and $k \in \mathbb{R}^r_{>0}$. If $E$ does not have any zero row; then

$$(k, x) \in V^+ \iff \exists \lambda \in \Lambda(E) \text{ such that } k = \phi(x^{-1}) \star E \lambda.$$  

Proof By Definition 2.6, $(k, x) \in V^+$ if and only if $S(k \phi(x)) = 0$ and $k \in \mathbb{R}^r_{>0}$, $x \in \mathbb{R}^n_{>0}$. Every element of $\text{ker}(S) \cap \mathbb{R}^r_{>0}$ is of the form $E \lambda$ for some $\lambda \in \Lambda(E)$. Then, if $S(k \phi(x)) = 0$, there is a $\lambda \in \Lambda(E)$ such that $k \phi(x) = E \lambda$. Hence, $k = \phi(x^{-1}) \star E \lambda$.

$\Leftarrow$ If $k = \phi(x^{-1}) \star E \lambda$ for some $\lambda \in \Lambda(E)$, then $k \phi(x) = E \lambda$. As $\forall \lambda \in \Lambda(E)$, $E \lambda \in \text{ker}(S) \cap \mathbb{R}^r_{>0}$, $S(k \phi(x)) = 0$. Hence $(k, x) \in V^+$. □
Corollary 2.14 If $E$ does not have any zero row then, for every $x \in \mathbb{R}^n_>$, there is a $k \in \mathbb{R}^r_>$ such that $(k, x) \in V^+$.

Proof Suppose $E$ does not have a zero row. Then, $V^+ \neq \emptyset$ by Lemma 2.12. Pick any $\lambda \in \Lambda(E)$ and define $k = \phi(x^{-1}) \ast E \lambda$. Then, $k \ast \phi(x) = E \lambda$ which is equivalent to $\nu(k, x) \in \ker(S) \cap \mathbb{R}^r_>$. Hence $(k, x) \in V^+$. \qed

Remark 2.15 Theorem 2.13 shows in particular that under the (very mild) assumption that $E$ does not have any zero row, for every positive $x$, one can find positive $k$ such that $(k, x) \in V^+$. If $E$ does have zero rows, then there are no positive steady states and $V^+$ is empty. Hence, from here on we only consider reaction networks $\mathcal{N}$, where the cone generator matrix $E$ does not have any zero row.

3 Monomial Parametrizations of Positive Steady States

In this section, we consider a mass-action network $\mathcal{N}$ on $n$ species and $r$ reactions, with at least one conservation relation. In Sect. 4, we use the results of this section to deduce conditions for multistationarity in the space of total concentrations for a network describing the distributive phosphorylation of a protein.

Let $S$ and $Z$ denote the stoichiometric and a conservation matrix of $\mathcal{N}$, respectively. We study the consequences of the existence of monomial parametrizations for the positive steady-state variety of $\mathcal{N}$. Following Müller et al. (2016), the positive steady-state variety admits a monomial parametrization if suitable Laurent monomials in the concentrations can be expressed in terms of the reaction rates (cf. Müller et al. 2016, Section 3.2). Such systems can be diagonalized using monomial transformations. The following definition captures what was observed in Example 2.8.

Definition 3.1 The positive steady-state variety $V^+$ admits a monomial parametrization if there is a matrix $M \in \mathbb{Z}^{n \times d}$ of rank $p < n$ and a rational function $\gamma$ in the variables $k_1, \ldots, k_r$ with values in $\mathbb{R}^d$ such that, for all $(k, x) \in \mathbb{R}^r_+ \times \mathbb{R}^n_>$,

$$(k, x) \in V^+ \iff \gamma(k) \text{ is defined and } x^M = \gamma(k).$$

In Definition 3.1, the matrix $M$ is understood as part of saying admits a monomial parametrization. In the following, if $V^+$ admits a monomial parametrization and a matrix $M$ appears, then it is the matrix in that definition.

The existence of a monomial parametrization implies that all positive steady states can be recovered from monomial transformations of one positive steady state. In algebraic geometry, a variety which equals the closure of an algebraic torus acting on the variety is known as a toric variety. Affine toric varieties are cut out by binomial equations such as those in Definition 3.1.

Equation (7) of Example 2.8 shows that the network $\mathcal{N}_1$ admits a monomial parametrization according to Definition 3.1. By introducing two matrices $M^+$ and $M^-$ with nonnegative entries, of appropriate dimension, such that

$$M = M^+ - M^-,$$  \hfill (10)
and extracting numerators and denominators of the rational function $\gamma(k)$ as follows

$$\gamma^{\pm}(k) = (\gamma_i^{\pm}(k))_i, \text{ where } \gamma_i(k) = \frac{\gamma_i^-(k)}{\gamma_i^+(k)},$$

(11)

we can write the system of Definition 3.1 as a binomial system:

$$\gamma^+(k)\star x^{M^+} - \gamma^-(k)\star x^{M^-} = 0.$$  

(12)

**Remark 3.2** In (11), the coefficients $\gamma^{\pm}(k)$ usually have many terms, hence (11) is binomial only in $x$. As a consequence of Eisenbud and Sturmfels (1996, Theorem 2.1), the ideal $\langle x^M - \gamma(k) \rangle \subset \mathbb{R}(k)[x^\pm]$ is a complete intersection. This means that there exists a generating set of $\langle x^M - \gamma(k) \rangle$ in which $M$ has full rank. In the following, we assume that $M$ is of full rank.

**Remark 3.3** Our Definition 3.1 is equivalent to asking that the ideal $\mathbb{I}(V^+)$, considered in the ring $\mathbb{R}(k)[x]$, is generated by the binomials (12). As there may well be several generating sets of binomials, neither the coefficients $\gamma^{\pm}(k)$ nor the matrices $M^{\pm}$ need be unique. In Sadeghimanesh and Feliu (2019b), a similar situation is considered: The ideal defined by the polynomials $S\nu(k, x) = 0$ is generated by binomials in the ring $\mathbb{R}(k)[x]$. Our definition is slightly more general, as it might happen that even though $S\nu(k, x) = 0$ is not generated by binomials, the ideal $\mathbb{I}(V^+)$ is.

Given the binomials (12), we can now define the positive values of $k$ where the vector $\gamma(k)$ of Definition 3.1 is defined: The system (12) can only be satisfied by positive $k$ and $x$ if the coefficients $\gamma^{\pm}(k)$ are nonzero and of the same sign, that is, if $k$ is contained in the semi-algebraic set

$$K^+_\gamma := \{k \in \mathbb{R}_{>0}^n | \gamma^+_i(k) \cdot \gamma^-_i(k) > 0, \quad i = 1, \ldots, p \}.$$  

(13)

In particular, if $k \notin K^+_\gamma$, then there does not exist a vector $x \in \mathbb{R}_{>0}^n$ such that $(k, x) \in V^+$.

The next few lemmata make the monomial parametrization explicit in our setting.

**Lemma 3.4** If $V^+$ admits a monomial parametrization and, for $q < n$, $A \in \mathbb{Q}^{q \times n}$ is any matrix of maximal rank $q$ such that $AM = 0$, then:

(i) $(k, x) \in V^+ \iff (k, x \star (e^A)^\ast) \in V^+, \forall \xi \in \mathbb{R}_>^q$.

(ii) $(k, x) \in V^+ \iff (k, x \star (e^A)^A) \in V^+, \forall \kappa \in \mathbb{R}_>^q$.

**Proof** As $V^+$ admits a monomial parametrization, the left-hand side of (i) is equivalent to $x^M = \gamma(k)$ and the right-hand side is equivalent to $(x \star \xi^A)^M = \gamma(k)$. As $AM = 0$, these are equivalent: $(x \star (e^A)^A)^M = x^M$. Item (ii) follows from (i) by replacing $\xi$ with $e^\kappa$.

By Lemma 3.4, given a pair $(k, x) \in V^+$, one obtains all $x$ with $(k, x) \in V^+$ from $x$ with the help of the left kernel of $M$. In the following lemma, we show that by choosing a special basis of the left kernel of $M$, one can make the connection between $x$ and $k$ in the solution of $S\nu(k, x) = 0$ explicit.
Lemma 3.5 Assume \( V^+ \) admits a monomial parametrization. Then, there are
- a matrix \( A \in \mathbb{Q}^{(n-p)\times n} \) of rank \( n - p \) such that \( AM = 0 \),
- a function \( \psi : K_\gamma^+ \to \mathbb{R}^n \), and
- an exponent \( \eta \in \mathbb{Z} > 0 \),
such that \( \psi^\eta \) is a rational function and

\[
(k, x) \in V^+ \iff k \in K_\gamma^+ \text{ and } \exists \xi \in \mathbb{R}^{n-p}_{>0} \text{ such that } x = \psi(k) \star \xi^A.
\]

Proof As in Remark 3.2, consider the ideal \( \langle x^M - \gamma(k) \rangle \subset \mathbb{R}(k)[x^\pm] \). By Eisenbud and Sturmfels (1996, Theorem 2.1), this ideal is a complete intersection and we can find a generating set in which \( M \) has full rank and format \( n \times p \) for a suitable \( \gamma \).

In the following, we assume that \( M \) is ordered such that the first \( p \) rows are linearly independent. (Note that this can always be achieved by a suitable reordering of the variables \( x \).) Then, there is an invertible matrix \( U \in \mathbb{Q}^{p \times p} \) such that

\[
MU = \begin{bmatrix} I_p & -W \end{bmatrix},
\]

where \( W \) is of format \( (n-p) \times p \). Let

\[
A = [W|I_{n-p}] \text{ and } \psi(k) = \gamma(k)^{U[0_{p \times n-p}]},
\]

We now argue that \( A \) and \( \psi(k) \) have the properties stated above: First, \( AM = 0 \) since \( AMU = 0 \) and \( U \) is invertible. Second, only if \( k \in K_\gamma^+ \), there exists \( x \in \mathbb{R}^n_{>0} \) such that \( (k, x) \in V^+ \). Hence, we only need to consider \( k \in K_\gamma^+ \). As \( \gamma_i^\pm(k) \neq 0 \) for \( k \in K_\gamma^+ \) by (13) and as powers of the entries \( \psi_i(k) \) are products of \( \gamma_i^\pm \), the function \( \psi(k) \) is well defined on \( K_\gamma^+ \). And third, as \( \gamma(k) \) is rational, the coordinate-wise power \( \psi^\eta(k) \) is rational when \( \eta \) is the least common multiple of the denominators in \( U \).

Next, we turn to the equivalence: according to Definition 3.1,

\[
(k, x) \in V^+ \iff x^M = \gamma(k) \text{ and } k \in K_\gamma^+.
\]

In the following calculations, we take logarithms on both sides of the equation above. This is well defined, if we require \( k \in K_\gamma^+ \) which implies \( \gamma(k) > 0 \). Taking logarithms, we get

\[
M^T (\ln x) = \ln \gamma(k) \iff U^T M^T (\ln x) = U^T (\ln \gamma(k)).
\]

Decompose \( x \) into \( x' = (x_1, \ldots, x_p)^T \) and \( \xi = (x_{p+1}, \ldots, x_n)^T \). As \( U^T M = [I_p - W^T] \), the above equivalence is

\[
(k, x) \in V^+ \iff \ln x' - W^T (\ln \xi) = U^T (\ln \gamma(k)) \iff x' = \gamma(k)^U \star \xi^W.
\]

Using \( x = (x', \xi) \) and the above matrix \( A \) together with the vector \( \psi(k) \), we obtain the final equivalence \( (k, x) \in V^+ \iff x = \psi(k) \star \xi^A \). \( \square \)
**Remark 3.6**

(i) For fixed $k \in K^+$, the matrix $A$ in Lemma 3.5 captures all information about the parametrization. We call $A$ the **exponent matrix** of the parametrization.

(ii) Choosing $\xi_i = 1$ for all $i$, one obtains $(k, \psi(k)) \in V^+$, i.e., the vector $\psi(k)$ is a (positive) solution of the equation $S\nu(k, x) = 0$ for a given vector $k$.

(iii) In the proof of Lemma 3.5, the coordinates $\xi$ are elements of $x$, i.e., the $\xi_i$ correspond to variables of the system and thus have a biological meaning. Moreover, usually there are several orderings of variables one can choose from when constructing the matrix $A$ in the proof of Lemma 3.5. One strategy would be to choose an ordering that yields $\xi_i$ that correspond to measurable species.

The following example is an illustration of Lemma 3.5 and the steps taken in its proof.

**Example 3.7** Going back to Example 2.8, Eq. (7) can be expressed as

\[ x^M = \gamma(k), \]

where

\[
M = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & -1 \\
1 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & -1
\end{bmatrix}^T \quad \text{and} \quad \gamma(k) = \left( \frac{k_6}{k_3}, \frac{k_2 + k_3}{k_1}, \frac{k_5 + k_6}{k_4} \right)^T.
\]

As numerators and denominators of $\gamma(k)$ are sums of positive monomials, one has $K^+_{\gamma} = \mathbb{R}^6_{\geq 0}$, that is, the monomial parametrization is valid for all positive $k$. For example, for the matrix

\[
U = \begin{bmatrix}
0 & -1 & -1 \\
-1 & -1 & -1 \\
0 & 0 & 1
\end{bmatrix}, \quad \text{one obtains} \quad MU = \begin{bmatrix}
-1 & -1 & -1 \\
-1 & -1 & -1 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix},
\]

which in the ordering $(x_3, x_6, x_4, x_1, x_2, x_5)^T$ is equivalent to

\[
\begin{bmatrix}
I_3 \\
-W
\end{bmatrix} \quad \text{with} \quad W = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
0 & 0 & -1
\end{bmatrix}.
\]

As in the proof of Lemma 3.5, we obtain

\[
A = [W|I_3] = \begin{bmatrix}
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1
\end{bmatrix}.
\]
For \( \psi(k) \), we obtain

\[
\psi(k) = \gamma(k)[U|0_{3\times3}] = \left( \begin{array}{cccc} k_1 & k_3 & k_1 & k_5 + k_6 \\ k_2 + k_3 & k_6 & k_2 + k_3 & k_4 \\ k_6 & k_2 + k_3 & k_4 & 1, 1, 1 \end{array} \right)^T.
\]

In this case, \( \psi(k) \) is already a rational function, as the matrix \( U \) contains only integer entries and the least common multiple of the denominators in \( U \) therefore is \( \eta = 1 \). If \( U \) was not an integer matrix but contained rational entries, then \( \psi(k) \) would not be a rational function as it would contain entries with rational exponents. In this case, only \( \psi(k)^n \) would be rational as taking entries of \( \psi \) with rational exponents to the power \( \eta \) yields integer exponents. Then, with \( \xi = (\xi_1, \xi_2, \xi_3)^T \),

\[
(x_3, x_6, x_4, x_1, x_2, x_5)^T = \psi(k) \star \xi^A
\]

\[
= \left( \frac{k_1}{k_2 + k_3} \xi_1 \xi_2, \frac{k_1 k_3}{(k_2 + k_3)k_6} \xi_1 \xi_2, \frac{k_1 k_3 (k_5 + k_6)}{(k_2 + k_3)k_4 k_6} \xi_3, \xi_1, \xi_2, \xi_3 \right)^T.
\]

As explained above, if \( V^+ \) admits a monomial parametrization and if \( (k, x) \in V^+ \), then there are infinitely many \( \tilde{x} \) with \( (k, \tilde{x}) \in V^+ \). The following result describes the connection between an arbitrary pair \( a \) and \( b \) of these.

**Lemma 3.8** If \( V^+ \) admits a monomial parametrization with exponent matrix \( A \in \mathbb{Q}^{(n-p)\times n} \) and \( k \in \mathcal{K}_\gamma^n \) and \( a \neq b \in \mathbb{R}_>^n \) are such that \( (k, a) \in V^+ \) and \( (k, b) \in V^+ \), then

(i) \( \exists \xi \neq 1 \in \mathbb{R}_>^{n-p} \) such that \( b = a \star \xi^A \),

(ii) \( \exists 0 \neq \mu \in \text{rowspace}(A) \) such that \( b = a \star e^\mu \).

**Proof** (i) It follows from Lemma 3.5 that there are \( \xi_1, \xi_2 \in \mathbb{R}_>^{n-p} \) such that \( a = \psi(k) \star \xi_1^A \) and \( b = \psi(k) \star \xi_2^A \). Then, \( \psi(k) = a \star \xi_1^{-A} \) and \( b = a \star \xi_2^{-A} \star \xi_2^A = a \star \xi^A \) with \( \xi = \frac{\xi_2}{\xi_1} \). Item (ii) follows from (i) by replacing \( \xi^A \) with \( (e^{\ln(\xi)})^A \).

This final corollary summarizes the development so far.

**Corollary 3.9** If \( V^+ \) admits a monomial parametrization with exponent matrix \( A \in \mathbb{Q}^{(n-p)\times n} \), then for every positive \( x \in \mathbb{R}_>^n \) there exists a vector \( k \in \mathcal{K}_\gamma^n \) such that the following equivalent conditions hold:

(i) \( (k, x) \in V^+ \),

(ii) \( x^M = \gamma(k) \),

(iii) \( \exists \xi \in \mathbb{R}_>^{n-p} \) such that \( x = \psi(k) \star \xi^A \).

**Proof** This is Lemma 3.5 together with Theorem 2.13 and Corollary 2.14.

### 3.1 Multistationarity

This section collects results concerning multistationarity under the assumption that \( V^+ \) admits a monomial parametrization. Some conditions involve sign patterns similar
to Conradi and Flockerzi (2012) and Müller et al. (2016). For a scalar \( u \), we use \( \text{sign}(u) \) to denote its sign, for a vector \( v \in \mathbb{R}^n \) we use \( \text{sign}(v) = (\text{sign}(v_1), \ldots, \text{sign}(v_n)) \) to denote its sign pattern. Theorem 3.14 appeared in a different formulation in Müller et al. (2016). In this subsection, we frequently refer to \( Z \), the conservation matrix of a reaction network and the set \( \text{im}_+(Z) \). Our first result exploits a monomial parametrization of \( V^+ \) to formulate conditions for multistationarity that are independent of the rate constants.

**Lemma 3.10** If \( V^+ \) admits a monomial parametrization with exponent matrix \( A \in \mathbb{Q}^{(n-p) \times n} \), then the following are equivalent:

(i) \( \mathcal{N} \) admits multistationarity,
(ii) \( \exists x \in \mathbb{R}^{n_0} \) and \( \xi \in \mathbb{R}^{n-p} \setminus \{1\} \), such that \( Z(x - x^*\xi^A) = 0 \),
(iii) \( \exists x \in \mathbb{R}^{n_0} \) and \( \kappa \in \mathbb{R}^{n-p} \setminus \{0\} \), such that \( Z(x - x^*(e^\kappa)^A) = 0 \).

**Proof** Items (ii) and (iii) are equivalent as for any \( \xi \in \mathbb{R}^{n-p} \), there is a \( \kappa \in \mathbb{R}^{n-p} \) such that \( \xi = e^\kappa \). Now assume (ii) holds for some \( x \) and \( \xi \). We prove that (i) holds. By Lemma 3.5, there exists a \( k \in \mathcal{K}_+^\gamma \) such that \( (k, x) \in V^+ \) and by Lemma 3.4 \( (k, x^*\xi^A) \in V^+ \) as well. Since \( Zx = Z(\xi^A^*x) = c \) by assumption one has \( x, \xi^A^*x \in \mathcal{P}_c \), that is, \( \mathcal{N} \) admits multistationarity. When (i) holds, we have \( x \neq x' \) and \( k \) such that \( Z(x - x') = 0 \), and \( (k, x) \in V^+ \) and \( (k, x') \in V^+ \). Now, Lemma 3.8 implies \( x' = x^*\xi^A \) and thus (ii).

As discussed in Pérez-Millán et al. (2012) and Müller et al. (2016) for systems with toric steady states, multistationarity can be established by analysis of sign patterns. Theorems 3.11–3.14 below translate this to our setting. Theorems 3.11 and 3.12 show that the existence of a pair of nontrivial vectors \( \mu \in \text{rowspace}(A) \) and \( z \in \text{im}(S) \) with \( \text{sign}(\mu) = \text{sign}(z) \) is both necessary and sufficient for multistationarity. Theorem 3.11 is constructive in the sense that given such a pair \( \mu, z \) one can construct rate constants \( k \) and a corresponding pair of steady states \( a \) and \( b \).

**Theorem 3.11** If \( V^+ \) admits a monomial parametrization with exponent matrix \( A \in \mathbb{Q}^{(n-p) \times n} \) and there are \( \mu \in \text{rowspace}(A) \) and \( z \in \text{im}(S) \) such that \( \text{sign}(\mu) = \text{sign}(z) \), then \( \mathcal{N} \) admits multistationarity. Specifically, for arbitrary \( \bar{a}_i \in \mathbb{R}_{>0}, i \in [n] \), let \( a \in \mathbb{R}_{>0}^n \) denote the vector with entries

\[
a_i = \begin{cases} 
\frac{z_i}{e^{z_i} - 1} & \text{if } z_i \neq 0, \\
\bar{a}_i & \text{else},
\end{cases}
\]

and let \( b = a^*e^\mu \).

Then, for any \( \lambda \in \Lambda(E) \), setting

\[
k = \phi(a^{-1})^*E\lambda,
\]

\( \square \) Springer
$N$ admits multistationarity as

$$(k, a) \in V^+, \ (k, b) \in V^+, \text{ and } (b - a) \in \text{im}(S).$$

**Proof** The vector $b$ is positive whenever $a$ is positive, and the vector $a$ is positive, whenever $\text{sign}(\mu) = \text{sign}(z)$. By definition, $(b - a) = z \in \text{im}(S)$. Then, Theorem 2.13 shows $(k, a) \in V^+$ and Lemmas 3.4 and 3.5 also show $(k, b) \in V^+$.  

**Theorem 3.12** Assume $V^+$ admits a monomial parametrization with exponent matrix $A \in \mathbb{Q}^{(n-p) \times n}$ and let $k \in \mathbb{K}_+^n$ and $a, b \in \mathbb{R}^n_{\geq 0}$, $a \neq b$, be such that $(k, a) \in V^+$, $(k, b) \in V^+$, and $(b - a) \in \text{im}(S)$. Let $z = b - a$ and $\mu = \ln b - \ln a$. Then,

(i) $z \in \text{im}(S)$, $\mu \in \text{rowspace}(A)$, $\text{sign}(z) = \text{sign}(\mu)$,

(ii) $k, a, \text{ and } b$ together with $z$ and $\mu$ satisfy (14a)–(14c).

**Proof** For item (i), $z \in \text{im}(S)$ by assumption. As $V^+$ admits a monomial parametrization, by Lemma 3.5, there are $\kappa_1$ and $\kappa_2 \in \mathbb{R}^{n-p}$ such that $a = \psi(k) \ast (e^{\kappa_1} A)$ and $b = \psi(k) \ast (e^{\kappa_2} A)$. Hence, $\mu = (\kappa_2 - \kappa_1) A$ and, consequently, $\mu \in \text{rowspace}(A)$. By construction, $b = e^\mu \ast a$, and thus, $z = (e^\mu - 1) \ast a$. As $a$ is positive, $\text{sign}(e^\mu - 1) = \text{sign}(z)$ must hold. As $\text{sign}(e^\mu - 1) = \text{sign}(\mu)$, $\text{sign}(\mu) = \text{sign}(z)$. For item (ii), (14b) holds by construction and (14a) follows from the equation $z = (e^\mu - 1) \ast a$. Now, $(k, a) \in V^+$ implies that $k \ast \phi(a) = E \lambda$ for some $\lambda \in \Lambda(E)$ by Theorem 2.13; hence, (14c) also holds.

The following Theorem 3.14 rests on the set of all sign patterns associated with a linear subspace: Let $U \subseteq \mathbb{R}^n$ be a linear subspace, then $\text{sign}(U)$ is the set of all sign patterns of all its elements:

$$\text{sign}(U) = \{ \delta \in \{-1, 0, 1\}^n | \exists u \in U \text{ with } \text{sign}(u) = \delta \}$$

(15)

**Example 3.13** Let $U = \text{im} \left( \begin{bmatrix} -5 \\ 2 \end{bmatrix} \right)$ and observe that for every vector $u \in U$ one has either

$$\text{sign}(u) = \begin{pmatrix} -1 \\ 1 \end{pmatrix} \text{ or } \text{sign}(u) = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \text{ or } \text{sign}(u) = \begin{pmatrix} 1 \\ -1 \end{pmatrix}. $$

Consequently

$$\text{sign}(U) = \left\{ \begin{pmatrix} -1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ -1 \end{pmatrix} \right\}. $$

Theorem 3.14 below is similar to Müller et al. (2016, Proposition 3.9 and Corollary 3.11). All of them employ analysis of the aforementioned sign patterns to decide the existence of two positive real solutions $a$ and $b$ to the parametrized family of polynomials (6) such that both are elements of the affine space $\{ x | Zx = Za = Zb \}$. For a detailed discussion on how to verify sign conditions, see Müller et al. (2016, Section 4).
Theorem 3.14 If $V^+$ admits a monomial parametrization with exponent matrix $A$, then there are $k \in K^+_\gamma$, $a \neq b \in \mathbb{R}^n_{>0}$ such that $(k, a) \in V^+$, $(k, b) \in V^+$, and $Z(b - a) = 0$ if and only if
\[
\text{sign(rowspace}(A)) \cap \text{sign}(\text{im}(S)) \neq \{0\}.
\]

Proof This is the combination of Theorems 3.11 and 3.12. \qed

3.2 Multistationarity in the Space of Total Concentrations

In this section, we study multistationarity in the space of total concentrations under the assumption that $V^+$ admits a monomial parametrization. The first result translates some of the results of the previous section into the space of total concentrations.

Theorem 3.15 Assume $V^+$ admits a monomial parametrization with exponent matrix $A \in \mathbb{Q}^{(n-p) \times n}$. Let $c$ be an element of $\text{im}_+(Z)$, then the following are equivalent:

(i) $\exists k \in K^+_\gamma$ and $a \neq b \in \mathbb{R}^n_{>0}$ such that $(k, a), (k, b) \in V^+$, and $c = Za = Zb$,
(ii) $\exists a \in \mathbb{R}^n_{>0}$ and $\xi \neq 1 \in \mathbb{R}^n_{>0}$, such that $Z(a \cdot \xi^A - a) = 0$ and $c = Za = Zb$.

Proof (i)⇒(ii): Let $k \in K^+_\gamma$ and $a \neq b \in \mathbb{R}^n_{>0}$ as in (i). By Lemma 3.5, there are $\xi_1, \xi_2 \in \mathbb{R}^n_{>0}$ such that $a = \psi(k) \cdot \xi_1^A$ and $b = \psi(k) \cdot \xi_2^A$ and $a \neq b$ implies $\xi_1 \neq \xi_2$. Since $c = Za = Zb$, the equation $Z(\psi(k) \cdot \xi^A) = c$ has at least the two positive solutions $\xi_1$ and $\xi_2$.

(ii)⇒(iii): Let $k \in K^+_\gamma$ and $\xi_1 \neq \xi_2 \in \mathbb{R}^n_{>0}$ as in (ii). For $a = \psi(k) \cdot \xi_1^A$ and $b = \psi(k) \cdot \xi_2^A \neq a \cdot (\xi_2/\xi_1)^A$, one has $Za = Zb = c$ by assumption. Hence, $Z(a \cdot \xi^A - a) = 0$ has the positive solution $a = \psi(k) \cdot \xi_1^A$ and $\xi = \xi_2/\xi_1$. Further $\xi_1 \neq \xi_2$ implies $\xi \neq 1$.

(iii)⇒(i): Let $a \in \mathbb{R}^n_{>0}$ and $\xi \neq 1 \in \mathbb{R}^n_{>0}$ be as in (iii). Choose $\lambda \in \Lambda(E)$ and let $k = \phi(a^{-1}) \cdot E \lambda$. By Theorem 2.13 $(k, a) \in V^+$. Let $b = a \cdot \xi^A$. By Lemma 3.4 also $(k, b) \in V^+$. As $Za = Zb = c$, we have $a, b \in \mathcal{P}_c$. \qed

Theorem 3.15 item (iii) is independent of the rate constants. That is, given any $c \in \text{im}_+(Z)$ one can decide about multistationarity within the corresponding $\mathcal{P}_c$, even if all or some of the rate constants are unknown. In fact, as the following two corollaries show, arbitrary semi-algebraic constraints in the total concentrations $c$ can be added to the description of the multistationarity locus and a variant of Theorem 3.15 still holds. Already the case of linear inequalities is interesting (see Sect. 4).

Corollary 3.16 Assume $V^+$ admits a monomial parametrization with exponent matrix $A \in \mathbb{Q}^{(n-p) \times n}$. Let $g_1, \ldots, g_l \in \mathbb{R}[c], \square \in \{>, \ge\}^l$, and $\mathcal{F}(g(c) \square 0)$ be any logical combination of the inequalities $g(c) \square 0$. Then, there are $k \in K^+_\gamma$ and $c \in \text{im}_+(Z)$ such that
\[
Z(\psi(k) \cdot \xi^A) = c, \quad \mathcal{F}(g(c) \square 0)
\]
has at least two positive solutions $\xi_1 \neq \xi_2$, if and only if the system

$$Z(a \star A^A - a) = 0, \ F(g(Za) \square 0)$$  \hspace{1cm} (17)

has a solution $a \in \mathbb{R}_{>0}^n$ and $\xi \in \mathbb{R}_{>0}^{(n-p)}$ with $\xi \neq 1$.

**Proof** This is Theorem 3.15 (ii) and (iii) together with $c = Za$. \hfill $\square$

As a consequence of Theorem 3.14, multistationarity is possible if and only if the sign condition (16) holds. Frequently, one first asks whether multistationarity is possible at all (by checking condition (16)) before asking whether it is possible under some conditions on the total concentrations. Hence, one often computes the intersection (16) before employing Corollary 3.16. In this case, one can add the information contained in the sign pattern (16) to the system (17) of Corollary 3.16. To this end, let $\Delta$ be the set of sign patterns satisfying condition (16) and recall that, by Theorem 3.12 (a), the sign patterns satisfying (16) to the system (17) of Corollary 3.16. Further recall that, under the standing assumption that $V^+$ admits a monomial parametrization, we have $b = a \star A^A$ by Lemma 3.8. Let $\delta \in \Delta$, then

$$\text{sign}(b - a) = \delta \iff \text{sign}(\ln b - \ln a) = \delta \iff \text{sign}(\xi^A - 1) = \delta. \hspace{1cm} (18)$$

Now, we can ask whether multistationarity is possible for a given sign pattern $\delta$ and some semi-algebraic constraint on the total concentrations:

**Corollary 3.17** Assume $V^+$ admits a monomial parametrization with exponent matrix $A \in \mathbb{Q}^{(n-p) \times n}$, and that $E$ does not contain a zero row. Let $\Delta$ be the set of sign patterns from (16) with $\Delta \neq \emptyset$. Pick $\delta \in \Delta$ and let $g_1, \ldots, g_l \in \mathbb{R}[c]$, $\square \in \{>, \geq\}$, and $F(g(c) \square 0)$ be any logical combination of the inequalities $g(c) \square 0$. Then, there are $k \in K_+^+, c \in \text{im}_+(Z)$ and $a, b \in \mathbb{R}_{>0}^n$ with $a \neq b$ such that

$$(k, a) \in V^+, (k, b) \in V^+, \quad \text{sign}(b - a) = \delta \quad \text{and} \quad F(g(c) \square 0)$$

if and only if there are $a \in \mathbb{R}_{>0}^n$ and $\xi \in \mathbb{R}_{>0}^{(n-p)}$ such that

$$Z((\xi^A - 1) \star a) = 0, \quad \text{sign}(\xi^A - 1) = \delta, \quad F(g(Za) \square 0).$$

**Proof** This is Corollary 3.16 with $b - a = (\xi^A - 1) \star a$ and (18). \hfill $\square$

The next theorem shows that if there is multistationarity for some value of the total concentrations $c$, then there is also multistationarity for any rescaled $\alpha c$ ($\alpha > 0$), albeit $k$ needs to be adjusted in a nonlinear way.

**Theorem 3.18** Assume $V^+$ admits a monomial parametrization with exponent matrix $A \in \mathbb{Q}^{(n-p) \times n}$. Let $c \in \text{im}_+(Z)$. Then, the following are equivalent:

(i) There exist $a \neq b \in \mathbb{R}_{>0}^n$ and $k \in \mathbb{R}_{>0}^r$ such that $(k, a) \in V^+, (k, b) \in V^+$ and $a, b \in \mathcal{P}_c$. 

$\Box$ Springer
(ii) For every $\alpha > 0$, there exists $a(\alpha) \neq b(\alpha) \in \mathbb{R}^n_\geq$ and $k(\alpha) \in \mathbb{R}^r_\geq$ such that $(k(\alpha), a(\alpha)) \in V^+$, $(k(\alpha), b(\alpha)) \in V^+$ and $a(\alpha), b(\alpha) \in \mathcal{P}_c$.

**Proof** Let $a \neq b \in \mathbb{R}^n_\geq$ and $k \in \mathbb{R}^r_\geq$ as in (i). By Theorem 3.15, item (i) $\Rightarrow$ (iii) there exists $a \in \mathbb{R}^n_\geq$ and $\xi \neq 1 \in \mathbb{R}^{n-p}_\geq$ such that $Z(a \star \xi^A) = Za = c$. Pick $\alpha > 0$ and $\lambda \in \Lambda(E)$ and define

$$a(\alpha) = \alpha a, \quad b(\alpha) = a(\alpha) \star \xi^A \quad \text{and} \quad k(\alpha) = \Phi(a(\alpha)^{-1}) \star E\lambda.$$ 

Then $(k(\alpha), a(\alpha)) \in V^+$ by construction of $k(\alpha)$. By Lemma 3.4, this implies $(k(\alpha), b(\alpha)) \in V^+$ as well. By construction, $Za(\alpha) = Zb(\alpha) = \alpha c$. Pick $\alpha > 0$ and $\lambda \in \Lambda(E)$ and define

$$a(\alpha) = \alpha a, \quad b(\alpha) = a(\alpha) \star \xi^A \quad \text{and} \quad k(\alpha) = \Phi(a(\alpha)^{-1}) \star E\lambda.$$ 

Thus, $(k(\alpha), a(\alpha)) \in V^+$ by construction of $k(\alpha)$. By Lemma 3.4, this implies $(k(\alpha), b(\alpha)) \in V^+$ as well. By construction, $Z(a(\alpha) \star \xi^A) = Za = c$. Pick $\alpha > 0$ and $\lambda \in \Lambda(E)$ and define

$$a(\alpha) = \alpha a, \quad b(\alpha) = a(\alpha) \star \xi^A \quad \text{and} \quad k(\alpha) = \Phi(a(\alpha)^{-1}) \star E\lambda.$$ 

Then $(k(\alpha), a(\alpha)) \in V^+$ by construction of $k(\alpha)$. By Lemma 3.4, this implies $(k(\alpha), b(\alpha)) \in V^+$ as well. By construction, $Za(\alpha) = Zb(\alpha) = \alpha c$, that is, $a(\alpha), b(\alpha) \in \mathcal{P}_c$.

Vice versa, assume $a(\alpha) \neq b(\alpha) \in \mathbb{R}^n_\geq$ and $k \in \mathbb{R}^r_\geq$ are as in (ii). Then, $\alpha = 1$ yields the desired result.  

Theorem 3.18 states that a network $\mathcal{N}$ for which $V^+$ admits a monomial parametrization (and $E$ does not contain a zero row) admits multistationarity for some value $c \in \text{im}_+(Z)$, if and only if it admits multistationarity for all $\alpha c$ with $\alpha > 0$.

The next result can be used to preclude multistationarity on entire rays in the space of total concentrations.

**Corollary 3.19** Assume $V^+$ admits a monomial parametrization with exponent matrix $A \in \mathbb{Q}^{(n-p) \times n}$ and let $c \in \text{im}_+(Z)$. If the system

$$Z(a \star \xi^A) = c \quad (19)$$

does not have a solution $a \in \mathbb{R}^n_\geq$, $\xi \neq 1 \in \mathbb{R}^{n-p}_\geq$, then there do not exist $k \in K_\gamma^+$ and $\alpha \in \mathbb{R}_\geq$ such that the system

$$Z(\psi(k) \star \xi^A) = \alpha c \quad (20)$$

has at least two solutions $\xi_1 \neq \xi_2 \in \mathbb{R}^p_\geq$.

**Proof** This is Theorem 3.18 together with 3.15.  

**Remark 3.20** The scaling invariance in the previous results can be reformulated in terms of cones. For this, let $s = \text{dim}(\text{im}(S))$ and denote by $S^{n-s-1} \subset \mathbb{R}^{n-s}$ the unit sphere. Define the set of all total concentrations $c \in \text{im}_+(Z)$ for which the network admits multistationarity (for some value of the rate constants $k$):

$$\mathcal{C} = \{ c \in \text{im}_+(Z) \mid \exists k \in K_\gamma^+ \quad \text{and} \quad a \neq b \in \mathbb{R}^n_\geq \text{s.t.} (k, a), (k, b) \in V^+, \text{ and } a, b \in \mathcal{P}_c \}. $$

By the Tarski–Seidenberg Theorem (Coste 2002, Theorem 2.3), $\mathcal{C}$ is a semi-algebraic set. We have shown that (except the missing origin) it is a cone: if $c \in \mathcal{C}$, then by Theorem 3.18 $\alpha c \in \mathcal{C}$, $\forall \alpha > 0$, i.e.,

$$\mathcal{C} = \left( \mathcal{C} \cap S^{n-s-1} \right) \times \mathbb{R}_\geq.$$
Remark 3.21 As a consequence of Theorem 3.18, for systems that admit a monomial parametrization, if there exist rate constants such that multistationarity occurs for some value \( c \) of the total concentrations, then there exist rate constants, such that it occurs for arbitrarily small values \( \alpha c, \alpha \ll 1 \). That is, multistationarity persists for arbitrarily small total concentrations, as long as the ratios \( \frac{c_i}{c_j} \) remain constant.

4 Multistationarity Conditions on the Total Concentrations for Sequential and Distributive Phosphorylation

In this section, we apply the results of Sect. 3 to networks describing the sequential and distributive phosphorylation of a protein. Our results complement recent results of Bihan et al. (2018). Their Theorem 4.1 states that, for any \( n \geq 2 \), if the total concentration of substrates is greater than the sum of the concentrations of phosphatase and intermediate products with phosphatase, then there is a choice of rate constants for which multistationarity is attained. Our results are also on the total concentrations and motivate the inequalities using the chamber decomposition as a natural, intrinsic subdivision of the cone of values of the total concentrations.

4.1 Sequential Distributive Phosphorylation of a Protein

Phosphorylation processes are frequently encountered in the modeling of biochemical processes; see, for example, Conradi and Shiu (2018) and the references therein. The following network models the phosphorylation of a protein \( A \) at \( n \) binding sites in a sequential and distributive way:

\[
\begin{align*}
A + K & \xleftrightarrow[k_2]{k_1} AK & \xrightarrow[k_3]{k_2} A_p + K \\
A_p + P & \xleftrightarrow[l_2]{l_1} A_P & \xrightarrow[l_3]{l_2} A + P \\
\vdots & & \\
A_{p^{(n-1)}} + K & \xleftrightarrow[k_3n-1]{k_3n-2} A_{p^{(n-1)}} & \xrightarrow[k_3n]{k_3n} A_{p^{(n)}} + K \\
A_{p^{(n)}} + P & \xleftrightarrow[l_3n-1]{l_3n-2} A_{p^{(n)}} & \xrightarrow[l_3n]{l_3n} A_{p^{(n-1)}} + P
\end{align*}
\]

\[ (N_n) \]

The first two connected components of network \( N_n \) form network \( (N_1) \) from Example 2.1 (after the change in variables \( X_1 = K, X_2 = A, X_3 = AK, X_4 = A_p, X_5 = P, X_6 = A_{pP} \)). In this sense, \( N_n \) extends \( N_1 \) to \( n \) phosphorylation steps. Due to their biochemical importance, such networks have been extensively studied in mathematical biology. For example, it is known that \( N_n \) is multistationary if and only if \( n \geq 2 \) (Holstein et al. 2013). For \( n = 2 \), there are known sufficient conditions on the rate constants for the presence or absence of multistationarity and it is known that
the number of positive steady states is 1, 2, or 3 (Conradi and Mincheva 2014). For \( n > 2 \), there are bounds on the maximum number of positive steady states that can be attained (Wang and Sontag 2008; Flockerzi et al. 2014).

The aim of this section is to describe the multistationarity locus in the space of total concentrations. The strongest results are available for the \( n = 2 \) case which we consider first:

\[
\begin{align*}
A + K & \underset{k_1}{\overset{k_2}{\longrightarrow}} AK \underset{k_3}{\rightarrow} A_p + K \\
A_{pp} + P & \underset{k_7}{\overset{k_8}{\longrightarrow}} A_{pp} P \underset{k_9}{\rightarrow} A_p + P \\
A_{pp} & \underset{k_6}{\overset{k_5}{\rightarrow}} A_{pp} K \underset{k_{10}}{\overset{k_{11}}{\rightarrow}} A_{pp} P \underset{k_{12}}{\rightarrow} A + P
\end{align*}
\]

(A2)

If all reactions of (A2) are of mass-action form, we obtain the following set of ODEs. Here, \( x_1 \) denotes the concentration of \( A \), \( x_2 \) of \( K \), \( x_3 \) of \( AK \), \( x_4 \) of \( A_p \), \( x_5 \) of \( A_p K \), \( x_6 \) of \( A_{pp} \), \( x_7 \) of \( P \), \( x_8 \) of \( A_{pp} P \) and \( x_9 \) of \( A_p P \).

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, \ldots, x_9) = -k_1 x_1 x_2 + k_2 x_3 + k_12 x_9 \\
\dot{x}_2 &= f_2(x_1, \ldots, x_9) = -k_1 x_1 x_2 + (k_2 + k_3) x_3 - k_4 x_2 x_4 + (k_5 + k_6) x_5 \\
\dot{x}_3 &= f_3(x_1, \ldots, x_9) = k_1 x_1 x_2 - (k_2 + k_3) x_3 \\
\dot{x}_4 &= f_4(x_1, \ldots, x_9) = k_3 x_3 - k_4 x_2 x_4 + k_5 x_5 + k_9 x_8 - k_{10} x_4 x_7 + k_{11} x_9 \\
\dot{x}_5 &= f_5(x_1, \ldots, x_9) = k_4 x_2 x_4 - (k_5 + k_6) x_5 \\
\dot{x}_6 &= f_6(x_1, \ldots, x_9) = k_6 x_5 - k_7 x_6 x_7 + k_8 x_8 \\
\dot{x}_7 &= f_7(x_1, \ldots, x_9) = -k_7 x_6 x_7 + (k_8 + k_9) x_8 - k_{10} x_4 x_7 + (k_{11} + k_{12}) x_9 \\
\dot{x}_8 &= f_8(x_1, \ldots, x_9) = k_7 x_6 x_7 - (k_8 + k_9) x_8 \\
\dot{x}_9 &= f_9(x_1, \ldots, x_9) = k_{10} x_4 x_7 - (k_{11} + k_{12}) x_9.
\end{align*}
\]

There are three independent linear relations among the polynomials \( f_1, \ldots, f_9 \) and thus three linearly independent conserved quantities under the dynamics of the network:

\[
\begin{align*}
x_2 + x_3 + x_5 &= c_1, \\
x_7 + x_8 + x_9 &= c_2, \\
x_1 + x_3 + x_4 + x_5 + x_6 + x_8 + x_9 &= c_3.
\end{align*}
\]

(21)

In (21) above, \( c_1 \) represents the total amount of kinase \( K \), \( c_2 \) the total amount of phosphatase \( P \) and \( c_3 \) the total amount of protein \( A \), the substrate. Relations (21) are the rays of the cone of conservation relations. According to (21), we can choose the conservation matrix as

\[
Z = \begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1
\end{bmatrix}.
\]

(22)
In Pérez-Millán et al. (2012), it has been shown that the positive steady-state variety $V^+$ of $(\mathcal{N}_2)$ admits a monomial parametrization of the form

$$x = \psi(k) \star \xi^A$$

with $k \in \mathbb{R}_{>0}^{12}$ and $\xi \in \mathbb{R}_{>0}^3$ free,

where

$$\psi(k) = \frac{(k_2 + k_3) k_4 k_6 (k_{11} + k_{12}) k_{12}}{k_1 k_3 (k_5 + k_6) k_9 k_{10}} \cdot \frac{(k_5 + k_6) k_9 k_{10}}{k_3} \cdot \frac{k_{11} + k_{12}}{k_{10}} \cdot \frac{k_9}{k_6} \cdot \frac{k_8 + k_9}{k_7} \cdot 1, 1, 1 \right)^T$$

and

$$A = \begin{bmatrix} 2 & -1 & 1 & 1 & 0 & 0 & 0 & 1 \\ -1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\ -1 & 1 & 0 & -1 & 0 & -1 & 1 & 0 \end{bmatrix}. \tag{23}$$

### 4.2 A Numerical Study of Multistationarity in the Space of Total Concentrations

We did a numerical study of multistationarity in the space of total concentrations which is depicted in Fig. 1a. For this computation, the rate constants have been numerically

![Numerical computation with Paramotopy](image)

**Fig. 1** (Color figure online) Representation of regions of multistationarity in the space of total concentrations for $\mathcal{N}_2$. For both figures, all rate constants have been fixed to the values given in Conradi and Mincheva (2014, Fig. 3)
fixed to the values in Conradi and Mincheva (2014, Fig. 3). The computation was done using Paramotopy (Brake and Niemberg 2016) which builds on Bertini (Bates et al. (2006)) and allows one to efficiently analyze the solutions of a polynomial systems with unknown coefficients (a parametric polynomial system). We computed the isolated solutions for each point in the grid $[0, 1000]^3 \cap (10\mathbb{Z})^3$ and plotted those which yield multistationarity. An alternative approach is through the discriminant which in this case can be found with Maple (Maplesoft 2017). A discriminant of a parametric semi-algebraic system is a polynomial which vanishes in those points of the parameter space where the solution behavior can change. For an extensive discussion of discriminants with a special emphasis on computation, we refer to Lazard and Rouillier (2007). Discriminants for multistationarity have also appeared in Gross et al. (2016, Section 4).

Two relevant irreducible components of the discriminant of the parametric system are visualized in Fig. 1b. The algebraic boundary of the region from Fig. 1a is a subvariety of the discriminant from Fig. 1b. Specifically, the cone shaped region in Fig. 1a is also visible in the top center of Fig. 1b. Both figures indicate that, for the values of the rate constants chosen in Conradi and Mincheva (2014, Fig. 3), multistationarity does not occur for all values of the total concentrations. In the next section, we employ the results of Sect. 3.2 to elucidate conditions on the total concentrations for the presence or absence of multistationarity.

4.3 The Chamber Decomposition of $\text{im}_+(Z)$ for $\mathcal{N}_2$ and $\mathcal{N}_n$

Using the sets $\text{im}_+(Z)$ and $\mathcal{P}_c$ from (4) and (5), we now introduce the chamber decomposition of $\text{im}_+(Z)$ induced by the columns of the conservation matrix $Z$. We assume that $Z$ is of full row rank $n - s$ and call a subset of $n - s$ linear independent columns a basis of $\text{im}_+(Z)$. Each basis $B$ defines a basic cone $\text{cone}(B)$ consisting of nonnegative linear combinations of the columns in $B$.

**Definition 4.1** The chamber complex of a matrix $Z$ is the common refinement of the basic cones of all its bases. More precisely, $c_1$ and $c_2$ are in the same chamber of the chamber complex if and only if

$$c_1 \in \text{cone}(B) \Leftrightarrow c_2 \in \text{cone}(B)$$

for all bases $B$ of $Z$.

**Remark 4.2** The chamber complex is important in linear programming as it classifies the different combinatorial types that the polyhedron $\mathcal{P}_c$ can take for any $c$: Within one chamber, all polyhedra $\mathcal{P}_c$ are combinatorially equal, that is, their face lattices are the same. See (De Loera et al. 2009, Section 2.1) for an interpretation of the vertices of $\mathcal{P}_c$ in this context. Chamber complexes can be computed with polyhedral geometry software such as POLYMAKE (Gawrilow and Joswig 2000) or TOPCOM (Rambau 2002). Chambers are also related to siphons of chemical reactions (Shiu and Sturmfels 2010). A chamber complex of a slightly different type appears in Craciun et al. (2009), where every basic cone encodes a possible reaction network among a given finite set of experimentally indistinguishable networks. We believe that the chamber complex is an interesting structure to study for different chemical reaction networks.
The polyhedron $\mathcal{P}_c$ is defined by the matrix $Z$ from (22). The cone generated by the columns of $Z$ is $\mathbb{R}^3 \geq 0$. There are eight basic cones generated by the following sets of columns of $Z$:

$$
\{1, 2, 7\}, \{1, 2, 8\}, \{1, 3, 7\}, \{1, 3, 8\}, \{2, 3, 7\}, \{2, 3, 8\}, \{2, 7, 8\}, \{3, 7, 8\}.
$$

Any of the basic cones is the intersection of three linear half-spaces of $\mathbb{R}^3$, and each of these half-spaces is spanned by exactly two of the three columns (see Ziegler 2012, Section 1.1 for more details on polyhedra). For example, the cone generated by the columns of $\{1, 2, 7\}$ of $Z$ is $\mathbb{R}^3 \geq 0$ and equals the intersection of the half-spaces $c_1 \geq 0$, $c_2 \geq 0$, and $c_3 \geq 0$. There are six distinct planes occurring among the defining hyperplanes of all cones: $c_1 = 0$, $c_2 = 0$, $c_3 = 0$, $c_1 = c_3$, $c_2 = c_3$, and $c_1 + c_2 = c_3$. These planes divide $\mathbb{R}^3 \geq 0$ into five full-dimensional cones. The interiors of these cones are the full-dimensional chambers of $\mathbb{R}^3 \geq 0$. See Fig. 2 for a two-dimensional representation of this chamber decomposition. There are also smaller dimensional chambers: the interiors of the faces of the full-dimensional chambers.

For $n \geq 2$, the chamber complex does not change:

**Theorem 4.3** The cone of conservation relations of $\mathcal{N}_n$ is $\mathbb{R}^3 \geq 0$, and it has five full-dimensional chambers:

\[
\begin{align*}
\Omega(1) : & \begin{cases} c_3 > 0 \\
c_2 > c_3 \\
c_1 > c_3, 
\end{cases} & \Omega(2) : & \begin{cases} c_1 > 0 \\
c_2 > c_3 \\
c_1 < c_3, 
\end{cases} & \Omega(3) : & \begin{cases} c_2 > 0 \\
c_2 < c_3 \\
c_1 > c_3, 
\end{cases} \\
\Omega(4) : & \begin{cases} c_2 < c_3 \\
c_1 + c_2 > c_3, 
\end{cases} & \Omega(5) : & \begin{cases} c_2 > 0 \\
c_1 + c_2 < c_3. 
\end{cases}
\end{align*}
\]

**Proof** As described in Holstein et al. (2013, Section 3), the conservation matrix of $\mathcal{N}_n$, for the ordering of the concentrations defined in Holstein et al. (2013, Table 1), has the form $Z^{(n)} = (Z_0|Z_1|\ldots|Z_1) \in \mathbb{R}^{3 \times (3n+3)}$, where $Z_1$ is repeated $n$ times and
\[ Z_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad Z_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & 1 \end{bmatrix}. \]

As \( Z^{(n)} \) has the same set of columns for every \( n \geq 1 \), it follows that all chamber decompositions of all \( N_n \) are equal. \( \square \)

**Remark 4.4** Although the ordering of variables defined in Holstein et al. (2013, Table 1) is different from the one we use with \( N_2 \), a reordering of the variables corresponds to a reordering of the columns of \( Z^{(n)} \), and thus, it leaves the chamber decomposition invariant.

**Remark 4.5** Although \( N_n \) has the same chamber complex for each \( n \), the constants \( c \) express nonnegative linear combinations of the concentrations specific to each network.

### 4.4 Multistationarity Conditions in the Space of Total Concentrations

Now, we turn to \( n = 2 \) and \( N_n \) and employ Corollary 3.17 to decide whether multistationarity is possible for total concentrations in the chambers \( \Omega(i) \). The linear inequality conditions \( c \in \Omega(i) \) become the conditions \( F(\bullet) \) in Corollary 3.17. We also integrate the information in the sign patterns in the intersection (16). These have been computed in Conradi et al. (2008) and are encoded as rows of the following matrix \( \Delta \) (or their negatives):

\[ \Delta = \begin{bmatrix} -1 & -1 & -1 & 1 & 1 & 1 & -1 & 1 & -1 \\ 1 & 0 & 1 & -1 & -1 & -1 & 1 & -1 & 1 \\ 1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 & 1 \\ 1 & -1 & 1 & 1 & -1 & -1 & 0 & -1 & 1 \\ 1 & -1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 \\ 1 & -1 & 1 & 0 & -1 & -1 & 1 & -1 & 1 \\ 1 & -1 & 1 & -1 & -1 & -1 & 1 & -1 & 1 \end{bmatrix}. \] (24)

The rows \( \delta_i \) of \( \Delta \) define the conditions \( \text{sign}(\xi^A - 1) = \delta_i, i = 1, \ldots, 7 \) of Corollary 3.17. Using the matrix \( A \) from (23), this condition reads

\[ \text{sign}\left(\frac{\xi_1^2}{\xi_2 \xi_3} - 1, \frac{\xi_2 \xi_3}{\xi_1} - 1, \xi_1 - 1, \frac{\xi_1}{\xi_3} - 1, \xi_2 - 1, \frac{\xi_2}{\xi_3} - 1, \xi_3 - 1, \xi_2 - 1, \xi_1 - 1\right) = \delta_i. \] (25)

To check multistationarity for \( c \) in all of the chambers \( \Omega(i) \), we use Mathematica (Wolfram Research, Inc 2017). For each chamber and each row \( \delta_i \), we set up the conditions of Corollary 3.17 and use the command \texttt{Reduce} to decide the existence of solutions. In the following example, we show how to set up the Mathematica code to check multistationarity.

**Example 4.6** We check multistationarity via Corollary 3.17 for \( \Omega(1) \) and \( \delta = (1, 1, 1, -1, -1, -1, 1, -1, 1) \) (the negative of the first row of \( \Delta \) from (24)). First, we formulate...
the three conditions \( Z((\xi^A - 1)\ast a) = 0 \), \( \text{sign}(\xi^A - 1) = \delta \) and \( F(g(Za)) \uplus 0 \) of the corollary:

- \( \text{sign}(\xi^A - 1) = \delta \): After adding the constraints \( \xi_1 > 0 \), \( \xi_2 > 0 \), \( \xi_3 > 0 \) and removing redundant inequalities, (25) reduces to

\[
1 < \xi_1 < \xi_2 \xi_3 < \xi_1^2 \text{ and } 0 < \xi_2 < 1.
\]  

(26)

- \( F(g(Za) \uplus 0) \): We want to encode \( c \in \Omega(1) \). By Theorem 4.3, this is equivalent to \( c_3 > 0 \), \( c_1 > c_3 \) and \( c_2 > c_3 \). By (21), \( c_1 = a_2 + a_3 + a_5 \), \( c_2 = a_7 + a_8 + a_9 \) and \( c_3 = a_1 + a_3 + a_4 + a_5 + a_6 + a_8 + a_9 \). The condition \( a_i > 0 \) then implies \( c_3 > 0 \) and we only need to account for the remaining inequalities:

\[
\begin{align*}
& a_1 - a_2 + a_4 + a_6 + a_8 + a_9 < 0 \text{ (for } c_1 > c_3) \text{ and } \\
& a_1 + a_3 + a_4 + a_5 + a_6 - a_7 < 0 \text{ (for } c_2 > c_3).
\end{align*}
\]  

(27)

- In the condition \( Z((\xi^A - 1)\ast a) = 0 \), we use the matrix

\[
Z' = \begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & -1 & 0 & 0 \\
1 & -1 & 0 & 1 & 0 & 1 & 1
\end{bmatrix},
\]  

(28)

obtained from (22) by elementary row operations (compared to \( Z \) from (22), we found that computation times are significantly shorter when \( Z' \) is used, cf. Remark 4.9). To obtain polynomial conditions (\( \xi^A \) is rational), we write this condition as \( Z'(\xi^A \ast a) = Z'a \) and clear denominators:

\[
\begin{align*}
\xi_2 \xi_3 a_2 + \xi_1^2 a_3 + \xi_1 \xi_2 a_5 &= \xi_1 (a_2 + a_3 + a_5) \\
\xi_1^3 a_1 + \xi_1 \xi_2 \xi_3 a_3 + \xi_1 \xi_2 a_4 + \xi_2^2 \xi_3 a_5 + \xi_2^2 a_6 - \xi_2^2 \xi a_7 \\
&= \xi_2 \xi_3 (a_1 + a_3 + a_4 + a_5 + a_6 - a_7) \\
\xi_1^3 a_1 - \xi_2^2 \xi_3 a_2 + \xi_2^2 \xi_2 a_4 + \xi_3^2 a_6 + \xi_1 \xi_2 \xi_3 a_8 + \xi_1^2 \xi_2 a_9 \\
&= \xi_1 \xi_2 \xi_3 (a_1 - a_2 + a_4 + a_6 + a_8 + a_9)
\end{align*}
\]  

(29)

The following Mathematica code can be used to decide the existence of \( \xi_i \) and \( a_i \) satisfying the conditions (26), (27) and (29) together with the condition \( a_i > 0 \) (\( x_1, x_2, x_3 \) are shorthand for the variables \( \xi_1, \xi_2, \xi_3 \)):

\begin{verbatim}
Reduce[Exists[{a1,a2,a3,a4,a5,a6,a7,a8,a9},
a1>0 && a2>0 && a3>0 && a4>0 && a5>0 && a6>0 && a7>0 && a8>0 && a9>0 &&
x2*x3*a2 + x1^2*a3 + x1*x2*a5 == x1*(a2+a3+a5) &&
x1^2*a1 + x1*x2*x3*a3 + x1*x2*a4 + x2^2*a3*a5 + x2^2*a6 - x2*x3^2*a7 == x2*x3*(a1+a3+a4+a5+a6-a7) &&
x1^3*a1 - x2^2*x3^2*a2 + x1^2*x2*a4 + x1*x2^2*a6 + x1*x2^2*x3*a8 + x1^2*x2*x3*a9 == x1*x2*x3*
\end{verbatim}
Table 1  The chamber-signs incidence table of \((N_n)\). In particular, multistationarity is not possible in \(\Omega(1)\)

| \(\delta_1\) | \(\delta_2\) | \(\delta_3\) | \(\delta_4\) | \(\delta_5\) | \(\delta_6\) | \(\delta_7\) |
|-----------|------------|------------|------------|------------|------------|------------|
| \(\Omega(1)\) | – | – | – | – | – | – |
| \(\Omega(2)\) | – | – | + | + | ++ | + | ++ |
| \(\Omega(3)\) | ++ | + | ++ | – | – | + | + |
| \(\Omega(4)\) | ++ | + | + | + | ++ | |
| \(\Omega(5)\) | ++ | + | + | + | + | + | + |

\((a_1-a_2+a_4+a_6+a_8+a_9) \&\& a_1+a_3+a_4+a_5+a_6-a_7<0 \&\& a_1-a_2+a_4+a_6+a_8+a_9<0 \&\& x_2*x_3<x_1^2 \&\& x_1<x_2*x_3 \&\& 1<x_1 \&\& 1>x_2 \&\& x_2>0 \;\)\]

The computation takes a few hours, but then the result is ‘False’, that is, there do not exist \(a_1, \ldots, a_9\) satisfying the constraints, no matter what the values of \(\xi_1, \xi_2, \xi_3\) are. Consequently, in the chamber \(\Omega(1)\) there is no multistationarity coming from the first row of \(\Delta\). Theorem 4.7 below shows that there is no multistationarity in \(\Omega(1)\) at all.

Theorem 4.7 spells out for which chambers and which sign patterns there is multistationarity. For a pair \((\Omega(i), \delta_j)\), we write + if there is multistationarity in \(\Omega(i)\) for all values of \(\xi\) compatible with (25). We write ++ if there is multistationarity in \(\Omega(i)\) with extra conditions for \(\xi\) stronger than (25). We write – if there is no multistationarity. If the computation does not finish in reasonable time, we leave the cell empty.

Theorem 4.7  Up to the three empty cells, the chambers-signs incidence table of \((N_n)\) is Table 1. For the ++ entries, the following additional constraints are derived:

\((\Omega(2), \delta_7)\) : \(0 < \xi_3 < \xi_1 < 1 \land \xi_2 > \xi_1^2 / \xi_3^2\),
\((\Omega(2), \delta_5)\) : \(\xi_3 > 1 \land 0 < \xi_1 < 1 \land \xi_2 > \xi_1^2 / \xi_3^2\),
\((\Omega(4), \delta_5)\) : \(\xi_3 > 1 \land 0 < \xi_1 < 1 \land \xi_2 > \xi_1^2 / \xi_3^2\),
\((\Omega(3), \delta_3)\) : \(\xi_1^2 < \xi_3 < 1 \land \xi_2 > 1\),
\((\Omega(3), \delta_1)\) : \(\xi_3 > 1\)
\(\land \left( \left( 1 < \xi_1 < \xi_3^{2/3} \land \xi_1 / \xi_3 < \xi_2 < \xi_1^3 / \xi_3^3 \right) \lor \left( \xi_3^{2/3} < \xi_1 < \xi_3 \land \xi_1 / \xi_3 < \xi_2 < 1 \right) \right) \),
\((\Omega(4), \delta_1)\) : \(\xi_3 > 1\)
\(\land \left( \left( 1 < \xi_1 < \xi_3^{2/3} \land \xi_1 / \xi_3 < \xi_2 < \xi_1^3 / \xi_3^3 \right) \lor \left( \xi_3^{2/3} < \xi_1 < \xi_3 \land \xi_1 / \xi_3 < \xi_2 < 1 \right) \right) \),
\((\Omega(5), \delta_1)\) : \(\xi_3 > 1\)
\(\land \left( \left( 1 < \xi_1 < \xi_3^{1/2} \land \xi_1 / \xi_3 < \xi_2 < \xi_1^2 / \xi_3^2 \right) \lor \left( \xi_3^{1/2} < \xi_1 < \xi_3 \land \xi_1 / \xi_3 < \xi_2 < 1 \right) \right) \).
Computational Proof The quantifier elimination problems were set up similarly to Example 4.6 and solved using Mathematica.

Remark 4.8 To obtain Table 1, some of the computations were made indirectly. For example, we checked that for $\delta_1$ multistationarity does not take place in $\Omega(1)$ but we could not check directly that it does not take place in $\Omega(2)$, as the computations did not finish within one to five days. We therefore checked that it does not take place in $\Omega(1) \cup \Omega(2) \cup \Omega(1, 2)$, where $\Omega(1, 2)$ denotes the boundary between $\Omega(1)$ and $\Omega(2)$. This computation was feasible. It is an interesting computational challenge to classify all boundaries between chambers.

Remark 4.9 The quantifier elimination problems arising from the analysis of multistationarity have additional structure that should be exploited. In particular, the run times of our computations seem to be sensitive to the formulation of the input. We experimented with different equivalent semi-algebraic systems in Mathematica. One knob to turn is the system $Z((\xi A - 1) \bullet a) = 0$ in Corollary 3.17. Different bases for the row space of $Z$ lead to different run times. Consider the pair $(\Omega(4), \delta_4)$ and let $R_1, R_2, and R_3$ be the rows of $Z$ from eq. (22). Let $Z_1 = [(R_1 + R_2 + R_3)^T | (R_2 + R_3)^T | R_3^T]^T$, $Z_2 = [R_1^T | R_2^T | (R_3 - R_1 - R_2)^T]^T$, and $Z_3 = [R_1^T | (R_3 - R_2)^T | (R_3 - R_1)^T]^T$. Using in Corollary 3.17 the matrix $Z$ from (22), the computation takes about seven seconds while with either of $Z_1, Z_2, and Z_3$ the computation did not finish within 24 hours. It is tempting to think that the computations with the matrix $Z$ are faster because it is in row echelon form; however, this is not the case: For the pair $(\Omega(1), \delta_1)$, the computation with $Z$ did not finish in several days while the computation with $Z_3$ finished within a few hours.

Remark 4.10 Since in Corollary 3.17 we are only interested in the positive solutions of the system $Z((\xi A - 1) \bullet x) = 0$, clearing denominators does not add any new solutions. Let $\varsigma(Z, \xi A, \delta, x)$ denote the system obtained from $Z((\xi A - 1) \bullet x) = 0$ and $\delta$, by clearing denominators. If $Z'$ and $A'$ are matrices obtained by performing elementary row operations on $Z$ and $A$, respectively, then $\varsigma(Z, \xi A, \delta, x)$ and $\varsigma(Z', \xi A', \delta, x)$ have the same set of positive solutions (they are equivalent systems), yet they are not linearly equivalent systems.

Remark 4.11 Throughout, we found Mathematica to have the fastest implementation of quantifier elimination. It would be nice to implement heuristics for pre-simplification, e.g., along the lines of Brown and Strzeboński (2010), in open-source systems such as qepcadB (Brown 2003) or REDLOG (Dolzmann and Sturm 1997). The performance of quantifier elimination on systems from biology has been explored in Bradford et al. (2017).

The first row of Table 1 shows that multistationarity is only possible if $c \notin \Omega(1)$:

Corollary 4.12 For $(N_2)$, if $c \in \Omega(1)$, then there is no $k \in \mathbb{R}_{>0}^{12}$ such that the equations

$$S(v(k, x) = 0, \quad Zx = c$$

have at least two positive solutions.
Together with results of Bihan, Dickenstein, and Giaroli, we almost obtain a characterization of multistationarity for 2-site phosphorylation in the total concentration coordinates. The regions of multistationarity are polyhedral, and the only unresolved cases are when \( c_2 = c_3, c_1 = c_3, \) or both.

**Corollary 4.13** In the 2-site phosphorylation network, multistationarity is impossible if \( c_3 < c_2 \) and \( c_3 < c_1 \), and possible if \( c_3 > c_2 \) or \( c_3 > c_1 \). If \( S_{tot} \) is the total concentration of substrate, \( F_{tot} \) that of phosphatase, and \( E_{tot} \) that of kinase, then multistationarity is impossible if \( S_{tot} < E_{tot} \) and \( S_{tot} < F_{tot} \) and possible if \( S_{tot} > E_{tot} \) or \( S_{tot} > F_{tot} \).

**Proof** Theorem 4.1 in Bihan et al. (2018) says (in our notation) that if \( c_3 > c_2 \), then there is a choice of rate constants \( k \) for which there is multistationarity. There is an inherent symmetry of the system, exchanging \( x_2, x_3, x_5 \) with, respectively, \( x_7, x_8, x_9 \). Under this symmetry, the mathematical properties are unchanged, but \( c_1 \) and \( c_2 \) change roles. Therefore, there is multistationarity also if just \( c_3 > c_1 \). Theorem 4.7 shows that if both \( c_1 < c_3 \) and \( c_2 < c_3 \), then multistationarity is impossible. \( \square \)

To characterize multistationarity for \((N_2)\), the following boundary cases remain
- \( c_3 = c_2 \) and \( c_1 < c_3 \),
- \( c_3 < c_2 \) and \( c_1 = c_3 \),
- \( c_3 = c_2 \) and \( c_1 = c_3 \).

We attempted this classification using computations as in Example 4.6. For several combinations of signs and items above, we could rule out multistationarity, but no conclusions were possible. One region we could not rule out was sign \( \delta_7 \) combined with \( c_1 = c_2 = c_3 \). For this instance, we employed the numerical solver \texttt{scip} (Gleixner et al. 2018). It could not find a solution to the corresponding inequality system, and the run on the computation indicates that multistationarity is impossible in this region too. From these computational experiences, we conjecture that multistationarity is impossible in the boundary regions.

### 5 On the Existence of Monomial Parametrizations for \( V^+ \)

Definition 3.1 uses the strictly positive steady states. This differs from the definition of toric steady states, which uses the steady-state ideal and thus poses restrictions on all complex solutions of the steady-state equations. Example 5.1 demonstrates the, maybe unsurprising, fact that the positive real part can have a monomial parametrization while the whole steady-state variety does not. We discuss these phenomena in the context of decompositions of binomial ideals (Eisenbud and Sturmfels 1996; Kahle and Miller 2014).

It follows from Eisenbud and Sturmfels (1996, Corollary 1.2) that a binomial Gröbner basis of the steady-state ideal is sufficient for toric steady states and thus a monomial parametrization of the positive steady states (by Proposition 5.2). A binomial steady-state ideal, however, is not necessary for this. The steady-state ideal may possess primary components that are irrelevant to the positive real part. We first illustrate this fact with an example.
Example 5.1 Let $T$ be the following triangular network (Pérez-Millán et al. 2012, Example 2.3):

\[
\begin{align*}
\text{2X}_1 \xrightarrow{1} & \text{X}_1 + \text{X}_2 \\
\text{2X}_2 \xleftarrow{1} & \text{X}_1 + \text{X}_2
\end{align*}
\]

Let $x_i$ denote the concentration of $X_i$. The steady-state ideal of network $T$ is $I_1 = \langle x_1^2 - x_2^2 \rangle = \langle x_1 - x_2 \rangle \cap \langle x_1 + x_2 \rangle$. The Zariski closure of the positive steady-state variety $\bar{V^+}_{x_1} = \mathbb{V}(x_1 - x_2)$ has exactly one irreducible component defined by one binomial and is thus a toric variety. It has a monomial parametrization $x_1 = x_2 = s$, for $s \in \mathbb{R}$. Restricting this monomial parametrization to the interior of the positive orthant yields a parametrization for $V^+_1$ (see Fig. 3a). Let

\[
I_2 = I_1 \cap (x_1 + x_2 + 1) = \langle x_1 - x_2 \rangle \cap (x_1 + x_2) \cap (x_1 + x_2 + 1)
\]

\[
= \langle -x_1^3 - x_1^2 x_2 + x_1 x_2^3 + x_2^3 - x_1^2 + x_2^2 \rangle.
\]

Clearly, $I_2$ is not binomial; $I_2$ is the intersection of two prime binomial ideals and a prime trinomial ideal. Geometrically, the intersection of ideals corresponds to taking the union of the corresponding varieties as in Fig. 3b. Only the component $\mathbb{V}(x_1 - x_2)$ of $\bar{V}(I_2)$ intersects the interior of the positive orthant. Still, $I_2$ can be the steady-state ideal of some mass-action network. According to Érdei and Tóth (1989, Section 4.7.1.1), a mass-action network is described by a system of ODEs of the form $\dot{x} = f$, where $f \in \mathbb{R}[x]^n$, if and only if every negative term in $f_i$ is divisible by the variable $x_i$. This condition is fulfilled by the following system of ODEs:

\[
\begin{align*}
\dot{x}_1 = -\dot{x}_2 = -x_1^3 - x_1^2 x_2 + x_1 x_2^3 + x_2^3 - x_1^2 + x_2^2.
\end{align*}
\]

One network whose steady-state ideal is equal to $I_2$ is $S$:

\[
\begin{align*}
3X_1 \xleftarrow{2/3} & 2X_1 + X_2 \\
1/9 \xleftarrow{} & 1/9 \\
2 \xrightarrow{} & 2 \\
3X_2 \xleftarrow{2/3} & X_1 + 2X_2
\end{align*}
\]

Summarizing, the steady-state variety $\bar{V}(I_2)$ has three irreducible components, but only $\mathbb{V}(x_1 - x_2)$ intersects the interior of the positive orthant. Since $V^+_1 = V^+_2$, the positive steady-state varieties of $T$ and $S$ share the parametrization $x_1 = x_2 = s$, for $s \in \mathbb{R}_{>0}$.

The following proposition uses (Eisenbud and Sturmfels 1996, Section 2) to show why the name toric steady states is justified. We include it, as it seems to have never appeared explicitly in the literature. Proposition 5.2 below shows that if the steady state
The variety $V(x_1^2 - x_2^2) = V(x_1 - x_2) \cup V(x_1 + x_2)$ of $T$ from Example 5.1. $S$ has toric steady states as its steady state ideal is binomial and $V_1^+$ is nonempty and irreducible (see [43, Definition 2.2]). $V_1^+$ is parametrized by $s \mapsto (s, s)$, for $s \in \mathbb{R}^>0$.

**Proposition 5.2** If $I \subseteq \mathbb{R}[x]$ is a binomial ideal, then at most one of the irreducible components of its variety intersects $\mathbb{R}^n_{>0}$.

**Proof** Without loss of generality, we can assume that $I = I : (x_1 \ldots x_n)^\infty$ and $I = I\mathbb{R}[x^\pm] \cap \mathbb{R}[x]$ as all other components are contained in coordinate hyperplanes. By Eisenbud and Sturmfels (1996, Corollary 2.5),

$$I = I_+(\rho) = \langle x^{m^+} - \rho(m)x^{m^-} : m \in L_\rho \rangle$$

for a unique lattice $L \subset \mathbb{Z}^n$ and partial character $\rho : L \to \mathbb{R}^*$. By Eisenbud and Sturmfels (1996, Corollary 2.2), $I_+(\rho)$, seen as an ideal of $\mathbb{C}[x]$, is radical and it has a decomposition into prime ideals as

$$I_+(\rho) = \cap_{j=1}^g I_+(\rho_j),$$

where $\{\rho_1, \ldots, \rho_g\}$ is the set of extensions of $\rho$ to the saturation $\text{Sat}(L)$ of $L$ and $g$ is the order of the group $\text{Sat}(L)/L$. A variety $\forall(I_+(\rho_k))$ has positive points if and only if $\rho_k$ takes only positive real values. Fixing $b_1, \ldots, b_r$ to be a basis of $\text{Sat}(L_\rho)$, any basis $c_1, \ldots, c_r$ of $L$ can be expressed in terms of the $b_i$ as $c_i = \sum_j a_{ij} b_j$ where $A = (a_{ij}) \in \mathbb{Z}^{r \times r}$ has determinant $g$. Let $\rho_k$ be any of the extensions of $\rho$; since
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The positive steady-state varieties of $T$ and $S$ are equal. $T$ has a binomial steady-state ideal, while $S$ has not. In both cases, the equations that describe only the positive steady states are binomial.
\[
\rho = \rho_k|_L, \text{ we have}
\]
\[
\rho(c_i) = \rho_k \left( \sum_j a_{ij} b_j \right) = \prod_j \rho_k(b_j)^{a_{ij}}. \quad (31)
\]

These equations in the unknowns \( \rho_k(b_j) \) determine the extensions of \( \rho \) and thus the irreducible components of \( \mathbb{V}(I) \). If \( \rho_k(b_j) \) is not positive and real for some \( k \) and \( j \in [r] \), then \( \mathbb{V}(I_+(\rho_k)) \cap \mathbb{R}^*_+ = \emptyset \). We only need to consider components for which \( \rho_k(b_j) > 0 \) for all \( j \in [r] \). In this case, we can take logarithms on both sides of (31):
\[
\log(\rho(c_i)) = \sum_j a_{ij} \log(\rho_k(b_j)). \quad (32)
\]

The result is a linear equation for \( \log(\rho_k(b_j)) \) whose solutions yield characters \( \rho_k \) such that \( \mathbb{V}(I_+(\rho_k)) \) has positive points. The matrix \( A \) can be inverted over \( \mathbb{Q} \). Write \( \log \rho_k(b) = (\log \rho_k(b_1), \ldots, \log \rho_k(b_r)) \) and similarly \( \log \rho(c) = (\log \rho(c_1), \ldots, \log \rho(c_r)) \). Then, (32) has the unique solution \( \log \rho_k(b) = A^{-1} \log \rho(c) \).

Consequently, there is a unique saturation \( \rho^* : \text{Sat}(L) \to \mathbb{R}^*_+ \) of \( \rho \) such that \( \rho^*(b_i) > 0 \).

With Example 5.1 and Proposition 5.2 in mind, one would like to analyze the primary decomposition of any steady-state ideal that one encounters. If the original steady-state ideal was not binomial, then maybe the primary decomposition reveals that at least all components whose varieties intersect the positive orthant are binomial. In this case, one has a monomial parametrization for each such component. Deciding whether a non-binomial variety contains positive real points is very hard, though. Only in the binomial case, it is easy using the analysis of characters as in the proof of Proposition 5.2.

**Remark 5.3** If the steady-state equations in variables \((k, x)\) are binomials in \( x \), then Proposition 5.2 holds locally. In particular, for any specialization of the \( k \) to positive real numbers, one has a binomial ideal, as specialization of the \( k \) could only reduce the number of terms. For a careful analysis of the consequences of specialization on two different generating sets of the same steady-state ideal, see (Sadeghimanesh and Feliu 2019b, Section 2). It remains an interesting problem to systematically analyze primary decompositions of steady-state ideals in \( \mathbb{R}(k)[x] \).

### 6 Discussion

The results in this paper show that multistationarity of mass-action systems is a semi-algebraic condition. Polynomial inequalities are used to describe where in parameter space multistationarity can occur. On the 2-site phosphorylation network, the result is particularly satisfying as Corollary 4.13 complements the results of Bihan et al. and shows—in biologically meaningful terms—exactly where multistationarity is possible. The chamber decomposition is an interesting structure because it is inherent to
the biological system. It would be interesting to apply our methods to other systems where the chamber decomposition is explicitly known, e.g., the Wnt pathway from Gross et al. (2016). For us, this shows that it is worthwhile for biologists to interact with real algebraic geometry. Mass-action systems whose steady-state varieties admit a monomial parametrization appear as a natural hunting ground. Here, the techniques of this paper can be applied and combined with ever more powerful exact computational methods from logic. As an immediate goal, it would be very interesting to prove or disprove Corollary 4.13 for 3-site or n-site phosphorylation.
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