Transfer learning approach for analyzing attentiveness of students in an online classroom environment with emotion detection
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Abstract. There is a crucial need for advancement in the online educational system due to the unexpected, forced migration of classroom activities to a fully remote format, due to the coronavirus pandemic. Not only this, but online education is the future, and its infrastructure needs to be improved for an effective teaching-learning process. One of the major concerns with the current video call-based online classroom system is student engagement analysis. Teachers are often concerned about whether the students can perceive the teachings in a novel format. Such analysis was involuntarily done in the offline mode, however, is difficult in an online environment. This research presents an autonomous system for analyzing the students’ engagement in the class by detecting the emotions exhibited by the students. This is done by capturing the video feed of the students and passing the detected faces to an emotion detection mode. The emotion detection model in the proposed architecture was designed by fine-tuning VGG16 pre-trained image classifier model. Lastly, the average student engagement index is calculated. We received considerable performance setting reliability of the use of the proposed system in real-time giving a future scope to this research.
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1 Introduction

In recent times, with the world going online, there have been advances in the social software technology in the field of education. Especially, with increasing digitalization, many researchers have worked on intelligent tools to improve the educational system. Educational Data Mining (EDM) is a popular field of research focusing on how data science can be used on data from educational settings [1, 2, 28]. In [2], authors discuss how educational data can be used for multiple applications like student performance prediction, course recommendation, early dropout predictions, and some more. In this research, we focus on a similar application of analysing student’s engagement in an online video conferencing-based classroom system from their video feed using computer vision.
The interest in e-learning is on an upward trend especially in the period of pandemic and it seems to increase higher in the future. There aren’t necessary tracking systems available for the educational institutions to track the engagement of the students during their lectures and sessions, which makes teachers helpless for the progress of their students. Thus, the application discussed in this paper is in more need than any time before.

In on-campus classroom learning, teachers were able to receive continuous feedback on their teaching by witnessing student’s reactions to what they are learning. Such feedback often helps to understand the state of the students about specific concepts in the class and allows teachers to take necessary steps. For example, if the teacher senses that the class seems to be confused about certain concepts, the teacher could sense and revisit them. But in online classroom systems, that seems to be lacking. In [3], Raes et. al discusses the difficulties that the teachers face to engage students in a remote learning environment as compared to the face-to-face learning environment. In the study of Weitze [4], both students and teachers state that remote students learned less, were generally more passive, and often behaved like they were watching TV and not attending a lesson. The above statements marks that facial expressions are the vital identifiers of human feelings. Detecting facial emotion is quite an easy task for the human brain. But the same becomes challenging when we achieve this task with a computer algorithm. With the recent advancement in computer vision and machine learning models, it is possible to detect facial emotions from images and videos synchronously.

Our system tries to detect the facial emotions of the students i.e, confused, happy, neutral, sleepy and displays the emotional index of the class as a whole. In this way, teachers will be able to know/understand the state of the class, making them feel comfortable and ensuring the reach of the knowledge shared with the students. We have used computer vision via transfer learning.

Transfer learning is roughly defined as the task of improving a machine learning model by leveraging knowledge from existing models in the same domain [17]. Such methods of fine-tuning pre-trained deep learning models are extremely beneficial when there is less data for the current tasks [18]. Transfer learning can be improved by these three measures. First is the initial performance achievable with the transferred knowledge before any further learning. Second is the difference between the time taken to finish the learning with transferred knowledge to the time taken for achieving the same from scratch. Third is the final performance level achievable in the target task with transferred knowledge compared to the final level without transfer [17]. Figure 1 shows the level of accuracy and prediction with and without transfer.
Various pre-trained neural network models like ResNet, MobileNet, VGG, Inception, etc. have found to outperform traditional methods for a variety of tasks [19]. In this research, we have used VGG16 pre-trained neural network model since the model is trained on 3.31 million images of person identity. Thus, the nature of this model suits best for our target task of emotion recognition [20].

2 Literature Review

Facial expression is the most common way of conveying the mood or feelings, not only for human beings but also for many other living organisms. There are a lot of attempts in developing the technologies that analyse facial expression as it has many applications in fields like Lie-detector, medicine, and robotics [5-7]. In a recent study on facial recognition technology (FERET) dataset, Sajid. et.al found that the impact of facial asymmetry is the marker of age estimation [8]. Since the twentieth century, Ekman. et. Al [9] defined seven moods or expressions in which a human grows irrespective of culture, tribe, and ethnicity. They were anger, sadness, fear, disgust, contempt, happiness, and surprise. In a recent study on Facial emotion recognition using convolutional neural networks (FERC), Mehendale [10] described a way of improving the accuracy of facial emotion detection by using single-level CNN and by novel background removal techniques.

There has been substantial work on determining the user emotions, one of which is done by McDuff. et al [11] at MSR, developed techniques to determine three aspects of human emotion: valence (checking the positiveness or negativeness), arousal (degree of emotion), and engagement level. These mining algorithms use data captured from hardware sensors like microphones, web cameras, GPS, etc. In addition, they used interaction data such as web URLs visited, documents opened, applications used, emails sent and received, and calendar appointments. They used the inferences mainly to allow users to reflect on their mood and recall events in the last week. Dewan et.al examined the engagement of the remote audience through computer vision. They just measured two scenarios, namely bored and engaged, and displayed the result of the engagement of the audience using OpenCV library [16] and computer vision.
With the increase in the companies that offer video-based learning services such as tuitions and exam preparation purposes, video-based learning has become a trend due to various benefits [12], most importantly getting audio and video communications at the same time. Theories suggest that there are two subsystems involved here [13,14]. One is the processing of visual objects and the other is verbal processing. They both happen separately in our brains and can only process limited information [13], which in turn distracts students. Some methods have been proposed by researchers using video learning analytics to better understand how students learn with videos. For example, Kim et al. [15] investigated the learners’ in-video dropout rates and interaction peaks by analysing their video-watching patterns (pausing, playing, replaying, and quitting) in online lecture videos. But to date, there is limited research on how students interact with video lectures, and therefore, it is difficult for instructors to determine the effectiveness of the learning design, especially at a fine grain level.

Transfer learning has been recently used commonly by a lot of researchers where Artificial intelligence and machine learning models are in use. Hazarika et al. proposed a way to recognize the state of emotion in a conversational text through transfer learning and natural language processing [23]. Transfer learning has played a critical role in the success of modern-day computer vision systems. Knetsch et al. used computer vision and deep-learning techniques for the analysis of drone-acquired forest images on invasive species through transfer learning. He also mentions that the usage of transfer learning in his analysis improved the accuracy by 2.7% [24]. This, evidently in literature there have been multiple approaches in using transfer learning for a wide variety of tasks in the domain of computer vision. Additionally, researchers have also implemented this approach specifically for emotion recognition. However, there is hardly any approach to use emotion recognition for teaching-learning environments to improve the online learning system, which is the goal of this research.

3 Dataset

The primary objective of this research was to create a model that can detect the facial expressions of the students in the class. There are a lot of varied facial expressions that a human being can exhibit. However, we considered those facial expressions that are crucial when the learning activity of a student is concerned. This was also decided based on what teachers find most relevant in the classroom learning sphere. Psychological research shows that some positive emotions of students, such as concentration, happiness, and satisfaction promote their learning interests, motivation as well as cognitive activities while negative emotions, such as boredom, sadness, anxiety, etc. can have a bad influence on students’ commitment and patience [21].

In this paper, we have considered 4 classes of emotion namely: confused, sleepy, happy, and neutral. The facial dataset for each class was collected automatically by scraping publicly available google images. Web scraping is the process of using bots to extract content and data from a website. A variety of bots are used for web scraping for the applications like recognizing unique HTML site structures, extracting and
transforming content, store scraped data, and extracting the data from API [26]. Web scraping of publicly available google images is one of the efficient ways to collect the data to train the model. We have used python to scrape the image through the firefox web driver. The benefit of this approach is that (a) it retrieves thousands of images “from the wild” and (b) we can automatically label the images using the keywords in the query [25]. We have used Selenium and Beautiful Soup libraries for scraping purposes. The code used for scraping these google images can be found in this Github link: https://github.com/karankv26/Google-image-webscraper. The class size for each class of emotion is discussed in Table 1. Though the size of the dataset is relatively lesser than the general requirement of deep learning models. However, the transfer learning approach considered in this research has proven to show good results even with a limited size of data [22].

| Class Name | Happy | Confused | Sleepy | Neutral |
|------------|-------|----------|--------|---------|
| # training images | 126   | 228      | 168    | 161     |
| # validation images | 18    | 18       | 18     | 18      |

The data is made publicly available for widening the scope of this research and potential future work to improve the current system. Dataset can be accessed at https://github.com/karankv26/Google-image-webscraper/tree/main/dataset.

4 Method & Implementation

The first module of the proposed project pipeline is to capture the snapshot of an active online classroom screen in a grid format. That image is passed to the face detection model which detects individual faces and extracts them as separate image files. The face detection model is based on OpenCV.

Further in the pipeline, the individual identified facial images are passed to the emotion detection model. In this research we have considered the VGG16 pre-trained model and have fine-tuned it for our dataset. VGG16 is a convolutional neural network model proposed by Simonyan and Zisserman from the University of Oxford in a paper named “Very Deep Convolutional Networks for Large-Scale Image Recognition” [27]. The model achieves 92% top-5 test accuracy in ImageNet, which consists of over 14 million images belonging to 1000 classes. It increases the depth of the architecture with very small (3 x 3) convolution filters, which shows that a significant improvement on the prior-art configurations can be achieved by pushing the depth to 16–19 weight layers. This model was trained for weeks and was using NVIDIA Titan Black GPUs.

One of the significant ways to avoid overfitting is to use a larger dataset. However, over scraping of the dataset (that was done) produced garbage data with irrelevant images. Thus, we considered image augmentation to increase the size of the dataset by various transformations of the scraped relevant dataset. Some of the image augmenta-
tion techniques practised in this research are rotation, width_shift, height_shift, shear, zoom and horizontal flip.

Finally, the emotion detector model finds individual emotions and based on that the class emotion index is calculated using the following formula.

\[
Emotion\ \text{Index} (\text{emotion} = e) = \frac{\# \text{ of students exhibiting 'e'}}{\text{total } \# \text{ of students}}, \text{where} \ \text{emotion} = \{\text{happy, confused, sleepy, neutral}\}
\]

5 Result & Discussion

The proposed pipeline starts with a face detection module, details of which has been discussed in the previous section. When a grid of faces (as expected from an online classroom environment) is passed to the face-detection module, the result obtained is shown in the Fig. 2.

Further, these images are passed to emotion detector model. The Fig. 3. shows the training and validation accuracy received for the proposed fin tuned model with ran on 10 epochs. The training accuracy appeared to roughly flatten (parallel to the x-axis) at an accuracy of 74% (approx) after the 4th epoch which marks the appropriate place to stop training to avoid overfitting. However, the validation accuracy continued to improve.

Fig. 2. Working of face detection and individual cropping tool.

Fig. 3. Training and validation performance on 10 epochs.
To investigate further, we considered running the model for 15 epochs to see a further movement. The Fig. 4 shows the training and validation accuracy for the same model when run for 15 epochs. In this case, the performance received was not very smooth. However, both the training and validation accuracy were still found to be roughly improving. To analyse better, we ran the model with the same configuration again (refer to figure). This time the performance found was relatively smoother, with flattening performance for both the training and validation curve at an averagely adjusted accuracy of 77.5%.

![Fig. 4. Training and validation performance on 15 epochs](image)

Overall, the best accuracy obtained for the model was 80% and 78% in training and validation, respectively. The reliable average accuracy received was 77.5% for both.

Finally, the detection results are used to find the final emotion index using the formula given in the section 5.

6 Conclusion

This paper proposes an architecture for analysis of student’s engagement in video-based online classroom systems. The architecture starts with the detection of the faces of the student from their incoming video feed. Later, the detected faces are cropped individually and passed to the emotion detection model. The emotion detection model is a fine-tuned transfer learning model based on VGG16 as the pre-trained model. The reliable validation accuracy received for this task was found to be 77.5%. Later, these individual detected emotions are used to find an emotion index based on the number of students exhibiting a certain emotion. In future, we wish to extent the scope of the research, focusing on improving the accuracy and testing the architecture in real-time.
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