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ABSTRACT
User cold-start recommendation is a long-standing challenge for recommender systems due to the fact that only a few interactions of cold-start users can be exploited. Recent studies seek to address this challenge from the perspective of meta learning, and most of them follow a manner of parameter initialization, where the model parameters can be learned by a few steps of gradient updates. While these gradient-based meta-learning models achieve promising performances to some extent, a fundamental problem of them is how to adapt the global knowledge learned from previous tasks for the recommendations of cold-start users more effectively.

In this paper, we develop a novel meta-learning recommender called task-adaptive neural process (TaNP). TaNP is a new member of the neural process family, where making recommendations for each user is associated with a corresponding stochastic process. TaNP directly maps the observed interactions of each user to a predictive distribution, sidestepping some training issues in gradient-based meta-learning models. More importantly, to balance the trade-off between model capacity and adaptation reliability, we introduce a novel task-adaptive mechanism. It enables our model to learn the relevance of different tasks and customize the global knowledge to the task-related decoder parameters for estimating user preferences. We validate TaNP on multiple benchmark datasets in different experimental settings. Empirical results demonstrate that TaNP yields consistent improvements over several state-of-the-art meta-learning recommenders.

CCS CONCEPTS
• Information systems → Recommender systems; • Computing methodologies → Neural networks.
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1 INTRODUCTION
Recommender systems have been successfully applied into a great number of online services for providing precise personalized recommendations [52]. Traditional matrix factorization (MF) models and popular deep learning models are among the most widely used techniques, predicting which items a user will be interested in via learning the low-dimensional representations of users and items [7, 17, 23, 27, 53]. These models typically work well when adequate user interactions are available, but suffer from cold-start problems. Recommending items to cold-start users who have very sparse interactions, also known as user cold-start recommendation [2, 9, 25], is one of the major challenges.

To address user cold-start recommendation, early methods [3, 28] focus on using side-information, i.e., user profiles and item contents, to infer the preferences of cold-start users. Additionally, many hybrid models integrating side-information into collaborative filtering (CF) are also proposed [24, 47]. For example, collaborative topic regression [46] combines probabilistic topic modeling [4] with MF to enhance model capability of out-of-matrix prediction. However, such informative contents are not always accessible due to the issue of personal privacy [50], and manually converting them into the useful features of users and items is a non-trivial job [8].

Inspired by the huge progress on few-shot learning [41] and meta learning [11], there emerge some promising works [2, 10, 25, 42] on solving cold-start problems from the perspective of meta learning, where making recommendations for one user is regarded as a single task (defined in Definition 3.1). In the training phase, they try to derive the global knowledge across different tasks as a strong generalization prior. When a cold-start user comes in the test phase, the personalized recommendation for her/him can be predicted...
with only a few interacted items are available, but does so by using the global knowledge already learned.

Most meta-learning recommenders are built upon the well-known framework of model-agnostic meta learning (MAML) [11], aiming to learn a parameter initialization where a few steps of gradient updates will lead to good performances on the new tasks. A typical assumption here is the recommendations of different users are highly relevant. However, this assumption does not necessarily hold in actual scenarios. When the users exhibit different purchase intentions, the task relevance among them is actually very weak, which makes it problematic to find a shared parameter initialization optimal for all users. A concrete example is shown in Figure 1: tasks $a$, $c$ share the transferable knowledge of recommendations, since user $a$ and user $c$ express similar purchase intentions, while task $b$ is largely different from them. Therefore, learning the relevance of different tasks is an important step in adapting the global knowledge for the recommendations of cold-start users more effectively.

In this paper, we attempt to establish the connection between user cold-start recommendation and Neural Process (NP) [14] to address above problem. NP is a neural-based approximation of stochastic processes. It is also related with meta learning [13], since it can directly model the predictive distribution given a conditional prior learned from an arbitrary number of context observations. To be specific, we propose a novel meta-learning framework called task-adaptive neural process (TaNP). Approximating each task as an effective “few-shot function estimator” to characterize the preference of cold-start user. TaNP performs amortized variational inference [22] to optimize the model parameters straightforwardly, which can relieve some inherent training issues in above MAML-based recommenders, such as model sensitivity [1] and being easily stuck into a local optimum [9].

On top of that, TaNP includes a novel task-adaptive mechanism that is composed by a customized module and an adaptive decoder. In the customized module, the user interactions in each task are encoded as a deterministic task embedding which is interacted with the global pool to derive a clustering-friendly distribution. By resorting to the learned soft cluster assignments, we can capture the relevance of different tasks holistically. Afterwards, the customized module is combined with different modulation strategies to generate task-related decoder parameters for making personalized recommendations. The main contributions of our work are summarized below:

- This paper proposes a formulation of tackling user cold-start recommendation within the neural process paradigm. Our model quickly learns the predictive distributions of new tasks, and the recommendations of cold-start users can be generated on the fly from the corresponding support set in the test phase.
- The novel introduction of task-adaptive mechanism does not only capture the relevance of different tasks but also incorporates the learned relevance into the modulation of decoder parameters, which is critical to better balance the trade-off between model capacity and adaptation reliability.
- Extensive experiments on benchmark datasets show that our model outperforms several state-of-the-art meta-learning recommenders consistently\(^1\).

2 RELATED WORK

2.1 Meta Learning

Meta learning covers a wide range of topics and has contributed to a booming study trend. Few-shot learning is one of successful branches of meta learning. We retrospect some representative meta-learning models with strong connections to our work. They can be divided into the following common types. 1) Memory-based approaches [19, 40]: combining deep neural networks (DNNs) with the memory mechanism to enhance the capability of storing and querying meta-knowledge. 2) Optimization-based approaches [26, 38]: a meta-learner, e.g., recurrent neural networks (RNNs) is trained to optimize target models. 3) Metric-based approaches [41, 43]: learning an effective similarity metric between new examples and other examples in the training set. 4) Gradient-based approaches [11, 34]: learning an shared initialization where the model parameters can be trained via a few gradient updates on new tasks. Most meta-learning models follow an episodic learning manner. Among them, MAML is one of the most popular frameworks, which falls into the fourth type. Some MAML-based works [45, 51] consider that the sequence of tasks may originate from different task distributions, and try various task-specific adaptations to improve model capability.

2.2 User Cold-Start Recommendation

CF-based methods have been revolutionizing recommender systems in recent years due to the effectiveness of learning low-dimensional embeddings, like matrix factorization [16, 18] and deep learning [17, 31]. However, most of them are not explicitly tailored for solving user cold-start recommendation, e.g., new registered users only have very few interactions [36]. Previous methods [3, 12] mainly try to incorporate side-information into CF for alleviating this problem.

Inspired by the significant improvements of meta learning, the pioneering work [42] provides a meta-learning strategy to solve

---

\(^1\)The source code is available from https://github.com/IIEdm/TaNP.
cold-start problems. It uses a task-dependent way to generate the varying biases of decision layers for different tasks, but it is prone to underfitting and is not flexible enough to handle various recommendation scenarios [2]. MeLU [25] adopts the framework of MAML. Specifically, it divides the model parameters into two groups, i.e., the personalized parameter and the embedding parameter. The personalized parameter is characterized as a fully-connected DNN to estimate user preferences. The embedding parameter is referred as the embeddings of users and items learned from side-information. An inner-outer loop is used to update these two groups of parameters. In the inner loop, the personalized parameter is locally updated via the prediction loss of support set in current task. In the outer loop, these parameters are globally updated according to the prediction loss of query sets in multiple tasks. Through the fashion of local-global update, MeLU can provide a shared initialization for different tasks.

The later work MetaCS [2] is much similar to MeLU, and the main difference is that the local-global update involves all parameters from input embedding to model prediction. To generalize well for different tasks, two most recent works MetaHIN [30] and MAMO [9] propose different task-specific adaptation strategies. In particular, MetaHIN incorporates heterogeneous information networks (HINs) into MAML to capture rich semantics of meta-paths. MAMO introduces two memory matrices based on user profiles: a feature-specific memory that provides a specific bias term for the shared parameter initialization; a task-specific memory that guides the model for predictions. However, these two gradient-based meta-learning models may still suffer from potential training issues in MAML, and the model-level innovations of them are closely related with side-information, which limits their application scenarios.

### 2.3 Neural Process

NP is a neural-based formulation of stochastic processes that model the distribution over functions [13, 14]. It is a class of neural latent variable model that combines the strengths of Gaussian Process (GP) and DNNs to achieve flexible function approximations. NP mainly concentrates on the domains of low-dimensional function regression and uncertainty estimation [29]. Meanwhile, there have been a growing number of researches on improving the expressiveness of vanilla NP model. For example, ANP [20] introduces a self-attention NP to alleviate the underfitting of NP; CONVCNP [15] models the translation equivariance in data and extends task representations into function space. NP is also suitable to meta-learning problems [39], because it provides an effective way to model the predictive distribution conditioned on a permutation-invariant representation learned from context observations. Our model is the first study that leverages the principle of NP to solve user cold-start recommendation, involving learn the discrete user-item relational data which is largely different from previous works. Moreover, TaNP includes a novel task-adaptive mechanism to better balance the trade-off between model capacity and adaptation reliability.

### 3 PRELIMINARIES

We formulate the problem of user cold-start recommendation from the meta-learning perspective. Following the traditional episodic learning manner, we first give the formal definition of task (episode).

| Table 1: Notations |
|--------------------|
| Notation | Description |
| \((U, V)\) | user set and item set |
| \((U^{tr}, V^{tr})\) | training user set and test user set |
| \((\tau^{tr}, \tau^{te})\) | training task set and test task set |
| \(\tau\), \(S\) and \(Q\) | task \(i\), support set \(i\) and query set \(i\) |
| \(x_{i,j} = (u_i, v_j)\) | an interaction between \(u_i\) and \(v_j\) |
| \(y_{i,j}\) | the actual rating of \(x_{i,j}\) |
| \(N_i\) | the number of interactions in \(\tau_i\) |
| \(N_{S_i}\) and \(N_{Q_i}\) | the numbers of interactions in \(S_i\) and \(Q_i\) |
| \(e_{i,n}\) | the one-hot content vector of \(u_i\) |
| \(E_n\) | the shared matrix in embedding layers |
| \(h_\theta\) | shared encoder for all tasks |
| \(m_\phi\) | task identity network |
| \(A\) | global pool |
| \(C\) | soft clustering assignment matrix |
| \(D\) | clustering target distribution |
| \(g_{\omega_{ij}}, y_i^l, \beta_i^l, \eta_i^l\) and \(\delta_i^l\) | feature modulation parameters of \(g_{\omega_{ij}}\) for the \(l\)-th layer |

**Definition 3.1. (TASK)** Given the user set \(U\), the item set \(V\) and a specific user \(u_i \in U\), making the personalized recommendation for \(u_i\) is defined as a task \(\tau_i\). \(\tau_i\) includes the available interactions of \(u_i\), i.e., \(\{x_{i,j}, y_{i,j}\}_{j=1}^{N_i}\). \(x_{i, j}\) denotes a tuple \((u_i, v_j)\) in which \(v_j \in V\) denotes an item and \(y_{i,j}\) is \(u_i\)’s actual rating of item \(v_j\). \(N_i\) denotes the number of interactions in \(\tau_i\). For notation simplicity, we also denote \(\tau_i = \{x_{i,j}, y_{i,j}\}_{j=1}^{N_i}\). \(\tau_i\) contains few interactions as the support set \(S_i\) and remaining interactions as query set \(Q_i\), i.e., \(\{x_{i,j}, y_{i,j}\}_{j=1}^{N_i} = S_i \cup Q_i\). Here we denote \(S_i = \{x_{i,j}, y_{i,j}\}_{j=1}^{N_{S_i}}\) and \(Q_i = \{x_{i,j}, y_{i,j}\}_{j=N_{S_i}+1}^{N_{S_i}+N_{Q_i}}\). \(N_{S_i}\) denotes the number of interactions in \(S_i\), which is typically set with a small value, and \(N_{Q_i}\) is the number of interactions in \(Q_i\) with \(N_{S_i} + N_{Q_i} = N_i\).

Note a meta-learning recommender is first learned on each support set (learning procedure) and is then updated according to the prediction loss over multiple query sets (learning-to-learn procedure). Through the guide of the second procedure in many iterations, this meta-learning model can derive the global knowledge across different tasks and adapts such knowledge well for a new task \(\tau_i\) with only \(S_i\) available.

For this purpose, we split \(U\) into two disjoint sets: training user \(U^{tr}\) and test (cold-start) user \(U^{te}\). The set of all training tasks is denoted as \(\tau^{tr} = \{\tau_i | u_i \in U^{tr}\}\) and the set of all test tasks is denoted as \(\tau^{te} = \{\tau_i | u_i \in U^{te}\}\). In the training phase, we can train our model following a learning-to-learn manner for each training task. In the test phase, when a cold-start user \(u_F \in U^{te}\) comes, our goal is to find which items \(v_j\) will be interested in, based on a small number of interactions in \(S_F\) and the global knowledge learned from \(\tau^{tr}\). The notations used in this paper are summarized in Table 1. In addition, according to the concrete value of \(y_{i,j}\), the personalized recommendation can be either viewed as a binary classification to indicate whether \(u_i\) engages \(v_j\), or a regression problem that \(v_j\) has different ratings that need to be assessed by \(u_i\).
4 TASK-ADAPTIVE NEURAL PROCESS

In this section, we first describe how to handle user cold recommendation from the view of NP. Then we analyze the potential issue of it and propose an effective solution, i.e., the task-adaptive mechanism. Our model includes three parts: encoder, customization module and adaptive decoder. The encoder is used to obtain the variational prior and posterior via a lower bound estimation. The customization module is used to recognize the task identity and to learn the relevance of different tasks. It is further coupled with different modulation strategies to generate the model parameters of adaptive decoder. In addition, our model includes different embedding strategies and prediction losses, which can be applicable to different recommendation scenarios.

4.1 Overview

In our model, we assume each task \( \tau \in \{x_{i,j}, y_{i,j}\}_{j=1}^{N_i} \) is associated with an instantiation of stochastic process \( f \) from which the observed interactions of user \( u_i \) are drawn. The corresponding joint distribution \( \rho \) can be given as:

\[
\rho_{x_{i,1:N_i}}(y_{i,1:N_i}) = \int p(f_i)p(y_{i,1:N_i}|f_i, x_{i,1:N_i})df_i
\]

Here we use \( x_{i,1:N_i} \) and \( y_{i,1:N_i} \) to denote \( \{x_{i,j}\}_{j=1}^{N_i} \) and \( \{y_{i,j}\}_{j=1}^{N_i} \), decoupled from \( \tau \). Motivated by NP, we can approximate the above stochastic process via a fixed-dimensional vector \( z_i \) and the learnable non-linear functions parameterized by DNNs. The complete generation process with the i.i.d. condition can be given as follows,

\[
p(y_{i,1:N_i}|x_{i,1:N_i}) = \int p(z_i)\prod_{j=1}^{N_i} p(y_{i,j}|x_{i,j}, z_i)dz_i.
\]

In such a way, sampling \( z_i \) from \( p(z_i) \) can be viewed as a concrete function realization.

Since the true posterior is intractable, we use amortized variational inference \([33]\) to learn it. The variational posterior of the latent variable \( z_i \) is defined as \( q(z_i|\tau_i) \), and we have the following evidence lower-bound (ELBO) objective with step-by-step derivations:

\[
\log p(y_{i,1:N_i}|x_{i,1:N_i}) = \log \int p(z_i, y_{i,1:N_i}|x_{i,1:N_i})dz_i
\]

\[
= \log \int p(z_i, y_{i,1:N_i}|x_{i,1:N_i})\frac{q(z_i|\tau_i)}{q(z_i|\tau_i)}dz_i
\]

\[
\geq \mathbb{E}_{q(z_i|\tau_i)} \left[ \log p(z_i|\tau_i)\frac{p(y_{i,1:N_i}|x_{i,1:N_i}, z_i)}{q(z_i|\tau_i)} \right]
\]

\[
= \mathbb{E}_{q(z_i|\tau_i)} \left[ \log \prod_{j=1}^{N_i} p(y_{i,j}|x_{i,j}, z_i) + \log \frac{p(z_i)}{q(z_i|\tau_i)} \right].
\]

Each \( \tau_i \) is constituted by \( S_i \) and \( Q_i \), and we should pay more attention to make predictions for \( Q_i \) given \( S_i \). Therefore, Eq.(3) is alternatively defined as:

\[
\log p(y_{i,1:N_i}|x_{i,1:N_i}, S_i) \\
\geq \mathbb{E}_{q(z_i|\tau_i)} \sum_{j=1}^{N_i} \log p(y_{i,j}|x_{i,j}, z_i) + \log \frac{p(z_i)}{q(z_i|\tau_i)}. \tag{4}
\]

We use the variational prior \( q(z_i|S_i) \) to approximate \( p(z_i|S_i) \) in Eq.(4), since \( p(z_i|S_i) \) is also intractable. Such an approximation can be considered as a regularization term of KL divergence to approximate the consistency condition of stochastic process \([35]\). Furthermore, to model the distribution over random functions, we add the variability of interaction sequence to \( \tau_i \) as suggested in \([14]\). Then, each sample of \( z_i \) is regarded as a realisation of the corresponding stochastic process.

From above formulations, our model can be extended to learn multiple tasks with different stochastic processes in a meta-learning framework. However, both the encoder \( q(z|x) \) and the decoder \( p(y|x) \) are the global parameters that are shared by all training tasks \( \mathcal{T}, \tau \), and the relevance of different tasks has been ignored. Hence, the above framework is inflexible to adjust model capacity for different tasks. In other words, it may lead to underfitting for some complex tasks, and suffers from overfitting for some easy tasks. To better balance the trade-off between model capacity and adaptation reliability, we introduce a novel task-adaptive mechanism. The overall training framework of our model is shown in Figure 2.

4.2 Embedding Layers

We first use the embedding layers to generate initial user and item embeddings as the inputs of TaNP. Our model is compatible with side-information of users and items, thus we provide two embedding strategies. Taking a user \( u_1 \) for example, when categorical contents of \( u_i \) are available, we would generate a content embedding for each categorical content and concatenate them together to obtain the initial user embedding. Given \( n \) user contents, the embedding procedure is defined as:

\[
u_i = [c_{i,1}c_{i,1}|\ldots|c_{i,n}c_{i,n}],
\]

where \([\cdot|\cdot]\) is the concatenation operation, \( c_{i,n} \) is the one-hot vector of \( n \)-th categorical content of \( u_i \), and \( E_n \) represents the corresponding shared embedding matrix. When such kind of user contents are not available, the user embedding can be obtained by

\[
u_i = \sigma(W_2\sigma(W_1e_1 + b_1) + b_2),
\]

where \( \{W_1, W_2\} \) denotes weight matrices, \( \{b_1, b_2\} \) denotes bias vectors, \( \sigma \) is the sigmoid activation function, and \( e_1 \) is the one-hot vector of \( u_i \). Notice that the initial item embeddings are obtained by following the similar embedding process.

4.3 Encoder

Given \( S_i \) and \( \tau_i \), our encoder tries to generate the variational approximations \( q(z_i|S_i) \) and \( q(z_i|\tau_i) \) respectively. Concretely, for an interaction \((x_{i,j}, y_{i,j})\) in \( S_i \) or \( \tau_i \), the encoder \( h_0 \) would produce a corresponding embedding \( r_{i,j} \) via the following operation:

\[
r_{i,j} = h^1(h^{i-1}(\cdot \cdot h^1([u_i]\sigma_j(x_{i,j}))))).
\]
where \( h(x) = \text{ReLU}(Wx + b) \) is a fully-connected layer with the corresponding \( W \) and \( b \), and \( l \) is the number of stacked layers. Given a set of observed interactions, the encoder would then aggregate these encoded vectors to generate a permutation-invariant representation \( r_i \). For example, to model \( q(z_i | \tau_i) \), we have

\[
    r_i = r_{i,1} \oplus r_{i,2} \oplus \ldots r_{i,N_t-1} \oplus r_{i,N_t},
\]

(8)

where \( \oplus \) is a commutative operation and we use a mean operation, i.e., \( r_i = \frac{1}{N_t} \sum_{j=1}^{N_t} r_{i,j} \) for efficiency. This permutation invariance in Eq.(8) is also an important step to approximate the exchangeability condition of stochastic process [35]. The reparameterization trick [22] is adopted to express the random variable, i.e., \( z_i \sim N(\mu_i, \sigma_i^2) \). It can be formally defined as:

\[
    r_i = \text{ReLU}(W_i r_i),
    \mu_i = W_\mu r_i, \quad \log \sigma_i = W_\sigma r_i,
    z_i = \mu_i + \epsilon \odot \sigma_i, \quad \epsilon \sim N(0, I),
\]

(9)

where \( \odot \) denotes the element-wise product, \( \epsilon \) is the Gaussian noise, and \( \{W_s, W_\mu, W_\sigma\} \) are weight matrices.

### 4.4 Customization Module

The customization module seeks to learn the relevance of different tasks. It contains a task identity network \( m_\phi \) and a global pool \( A \). \( m_\phi \) is used to produce a temporary task embedding \( t_i \) from the corresponding support set \( S_i \). Formally, it encodes each interaction \((x_{i,j}, y_{i,j})\) in \( S_i \) as a low-dimensional representation \( t_{i,j} \), which can be described as:

\[
    t_{i,j} = m^i (m^{i-1} (\cdot \cdot m^1 ([u_j]|p_j|[y_{i,j}]))).
\]

(10)

\( m^i \) keeps the same network structure with Eq.(7). \( \{t_{i,j}\}_{j=1}^{N_t} \) is aggregated into \( t_i \) via the same operation in Eq.(8). The global pool \( A = [a_1, ..., a_{\kappa}] \in R^{d \times \kappa} \) is a differentiable external resource that preserves the soft cluster centroids. Each \( t_i \) would interact with \( A \) to derive soft cluster assignments (\( k \) is a hyper-parameter that represents the number of soft cluster centroids). We use the Student’s t-distribution as a kernel to measure the normalized similarity between \( t_i \) and \( a_j \) as follows,

\[
    c_{i,j} = \frac{(1 + \|t_i - a_j\|^2/\alpha)^{-\frac{\alpha + 1}{2}}}{\sum_{j'}(1 + \|t_i - a_{j'}\|^2/\alpha)^{-\frac{\alpha + 1}{2}}},
\]

(11)

where \( \alpha \) is the degree of freedom of the Student’s t-distribution. The final task embedding \( o_i \) is generated by the following operation:

\[
    o_i = \sigma(W_o (t_i + A c_{i,1}^T)),
\]

(12)

where \( W_o \) is a weight matrix. In fact, the sequence of interactions in each task represents the purchase intentions of a specific user, and different users may have similar or diverse intentions. \( A \) includes multiple high-level features that are related with user intentions, which is similar to the intention prototypical embeddings used in disentangled recommendation models [31, 32]. Each task has access to \( A \), and the correlation degree is reflected by \( c_i \). Therefore, the relevance of different tasks can be globally learned, which is further incorporated into the final task embedding through the Eq.(12).

The normalized assignments of all training tasks construct a assignment matrix \( C = \{c_{1,1}, ..., c_{|T|,1}\} \in R^{|T| \times \kappa} \). As suggested by [49], we use an unsupervised clustering loss \( \mathcal{L}_u \) with the guidance of an auxiliary clustering target distribution \( D \). \( \mathcal{L}_u \) is defined...
as a KL divergence loss between $C$ and $D$:

$$L_u = KL(D||C) = \sum_i \sum_j D_{i,j} \log \frac{D_{i,j}}{C_{i,j}}.$$  \hspace{1cm} (13)

where the clustering target distribution $D$ can be defined as follows,

$$D_{i,j} = \frac{(C_{i,j})^2 / \sum_i C_{i,j}}{\sum_j (C_{i,j}^2 / \sum_i C_{i,j})}.$$  \hspace{1cm} (14)

Our clustering improves cluster purity and puts more emphasis on tasks assigned with high confidence.

### 4.5 Adaptive Decoder

The original decoder $g_o$ in Eq. (4) is used to learn the conditional likelihood $p(y|x,z)$, which is a global predictor shared by all tasks. In this section, TaNP introduces an adaptive decoder $g_{o,i}$ in a parameter-efficient manner. We describe two candidate modulation strategies to generate the model parameters of adaptive decoder via using the final task embedding $o_i$. The first variant is Feature-wise Linear Modulation (FiLM) [37]. Based on this basic modulation, we propose the second modulation strategy, i.e., Gating-FiLM.

#### 4.5.1 FiLM

FiLM tries to adaptively influence the prediction of a DNN by applying a feature-wise affine transformation on its intermediate features. It has been proved to be highly effective in many domains [5, 6]. Here we employ FiLM to scale and shift the intermediate features. It has been proved to be highly effective in many domains [5, 6]. Here we employ FiLM to scale and shift the intermediate features. It has been proved to be highly effective in many domains.

The adaptation of $g_{o,i}$ for the $l$-th layer can be defined as:

$$y_{i,l}^t = \tanh(W_{i,l}^t o_i), \quad \beta_{i,l}^t = \tanh(W_{i,l}^{b,i} o_i),$$

$$g_{i,l}^{t+1} = \text{ReLU}(y_{i,l}^t \odot (W_{i,l}^{g,i} g_{i,l}^t + b_{i,l}^t) + \beta_{i,l}^t),$$  \hspace{1cm} (15)

where $(W_{i,l}^t, b_{i,l}^t)$ denotes layer-wise weight matrices, $b_{i,l}^t$ denotes a bias vector, and $g_{i,l}^t$ is the input of $l$-th layer of our decoder. The non-linearity function $\tanh$ is applied here to restrict the output of modulation to be in $[-1, 1]$. In the first layer, the input of $g_{o,i}$ is the concatenated vector of $x_{i,j}$ and $z_i$, i.e., $g_{i,1}^1 = \{u_1, v_1, z_i\}$. 

#### 4.5.2 Gating-FiLM

Although FiLM is effective to achieve the feature modulation, a potential weakness is that such operation cannot filter some information which has the opposite effects on learning. To alleviate this problem, we introduce a gating version of FiLM:

$$y_{i,l}^t = \tanh(W_{i,l}^t o_i), \quad \beta_{i,l}^t = \tanh(W_{i,l}^{b,i} o_i),$$

$$\eta_{i,l}^t = \tanh(W_{i,l}^{\eta,i} o_i), \quad \delta_{l}^t = \sigma(W_{i,l}^{\delta,i} o_i),$$

$$y_{i,l}^t = y_{i,l}^t \odot \delta_{l}^t + \eta_{i,l}^t \odot (1 - \delta_{l}^t),$$

$$\beta_{i,l}^t = \beta_{i,l}^t \odot \delta_{l}^t + \eta_{i,l}^t \odot (1 - \delta_{l}^t),$$

$$g_{i,l}^{t+1} = \text{ReLU}(y_{i,l}^t \odot (W_{i,l}^{g,i} g_{i,l}^t + b_{i,l}^t) + \beta_{i,l}^t),$$  \hspace{1cm} (16)

where $(W_{i,l}^t, W_{i,l}^{\eta,i})$ are two weight matrices and $\delta_{l}^t$ is the gating term to control the influences of $y_{i,l}^t$ and $\beta_{i,l}^t$. FiLM and Gating-FiLM can be alternatively used in our adaptive decoder, and the experiments verify their effectiveness.

#### 4.6 Loss Function

In our model, the likelihood term in Eq.(4) is reformulated as a regression-based loss function:

$$L_{r,i} = -\mathbb{E}_{q(z_i|\tau_i)} \log p(y_{i,1:N_Q_i}|x_{i,1:N_Q_i}, z_i)$$

$$\propto 1 - \frac{1}{N_{Q_i}} \sum_{j=1}^{N_{Q_i}} (y_{i,j} - \hat{y}_{i,j})^2,$$  \hspace{1cm} (17)

where $\hat{y}_{i,j}$ is the final output of $g_{o,i}(x_{i,j}, z_i, o_i)$. For implicit feedback data, $L_{r,i}$ is defined as a binary cross-entropy loss:

$$L_{r,i} = -\mathbb{E}_{q(z_i|\tau_i)} \log p(y_{i,1:N_Q_i}|x_{i,1:N_Q_i}, z_i)$$

$$\propto 1 - \frac{1}{N_{Q_i}} \sum_{j=1}^{N_{Q_i}} y_{i,j} \log(\hat{y}_{i,j}) + (1 - y_{i,j}) \log(1 - \hat{y}_{i,j}).$$  \hspace{1cm} (18)

The training loss of TaNP is defined as:

$$L = 1 + \frac{1}{|T^{tr}|} \sum_{i=1}^{(|T^{tr}| - 1)} (L_{r,i} + L_{c,i}) + \lambda L_u.$$  \hspace{1cm} (19)

where $L_{c,i} = \text{KL}(q(z_i|\tau_i)||q(z_i|S_i))$ that can be also considered as a regularization term to approximate the condition of consistency, and $\lambda$ is a hyper-parameter which is selected between 0 and 1. Our model is an end-to-end framework which can be optimized by Adam [21] empirically. The pseudo code of training procedure is given in Algorithm 1.

**Algorithm 1** The training procedure of TaNP.

**Input:** Training user set $U^{tr}$; Item set $V$; User and item side-information (optional); Training task set $T^{tr}$; Hyper-parameters: $d, l, k, \alpha, \lambda$.

**Output:** Parameters in embedding layer; $h_{\overline{B}}$; $m_{\overline{\beta}}$; $A$; $g_{o,i}$.

1. Initialize all model parameters.
2. while not convergence do
   3. for $\tau_i \in T^{tr}$ do
      4. Construct $S_i$ and $Q_i$ from $\tau_i$.
      5. Generate $q(z_i|\tau_i)$ via $h_{\overline{B}}$ in Eq.(9).
      6. Generate task embedding $o_i$ via $m_{\overline{\beta}}$ and $A$ in Eq.(10)-(12).
      7. Predictions on $Q_i$ via adaptive decoder $g_{o,i}$, $z_i$ and $o_i$ in Eq.(15) or Eq.(16).
      8. Generate $q(z_i|S_i)$ via $h_{\overline{B}}$ in Eq.(9).
      9. Calculate prediction loss $L_{r,i}$ in Eq.(17) or Eq.(18).
     10. Calculate regularization loss $L_{u,i}$ in Eq.(19).
   11. end for
   12. Calculate clustering loss $L_u$ in Eq.(13) and the total loss $L$ in Eq.(19).
   13. Update model parameters by Adam optimizer.
3. end while
Table 2: Statistics of datasets.

| Datasets          | Users | Items | Ratings | Type | Content |
|-------------------|-------|-------|---------|------|---------|
| MovieLens-1M      | 6,040 | 3,706 | 1,000,209 | explicit | yes     |
| Last.FM           | 1,872 | 3,846 | 42,346  | implicit | no      |
| Gowalla           | 2692  | 27,237| 134,476 | implicit | no      |

4.7 Time Complexity

In TaNP, \( h_\phi, m_\phi \) and \( g_{\omega_i} \) are parameterized as fully-connected DNNs. Therefore, our model keeps an efficient architecture for training and inference. The time complexity of each component can be approximated as \( O(ld^3) \). Here we use \( d \) to represent the hidden size of each layer. In fact, \( d \) is varied among different layers. The calculation of final task embedding \( o_i \) would cost \( O(kd^2) \). As FiLM/Gating-FiLM only requires two/four weight matrices per layer in \( g_{\omega_i} \), both of them are computationally efficient adaptations. Furthermore, our model can be also optimized in a batch-wise manner for parallel computations.

5 EXPERIMENTS

In this section, we seek to answer the following major research questions (RQs):

- **RQ1**: Does our method achieve the supreme performances in comparison with other cold-start models, including 1) the classic cold-start models and CF-based DNN models, 2) the popular meta-learning models, 3) an ablation of our method where the proposed task-adaptive mechanism is removed and 4) different modulation strategies, i.e., FiLM and Gating-FiLM used in \( g_{\omega_i} \) (Section 5.3)?
- **RQ2**: When we change the number of interactions in support set for each task, i.e., \( N_{S_i} \), the available information in the test phase is reduced. Is our model still able to achieve fast adaptations for cold-start users (Section 5.4)?
- **RQ3**: What is learned by our customization module? Is the relevance of different tasks well captured (Section 5.5)?
- **RQ4**: How well does the proposed method generalize when we tune different hyper-parameters for it (Section 5.6)?

To answer these questions, we do a detailed comparative analysis of our model on public benchmark datasets.

5.1 Datasets

We evaluate TaNP on three real-world recommendation datasets: MovieLens-1M\(^5\), Last.FM\(^3\) and Gowalla\(^4\). MovieLens-1M is a widely used movie dataset with explicit ratings (from 1 to 5). Last.FM is a music dataset that contains musician listening information from users in Last.fm online music system, and we directly use it provided by [48]. Gowalla is a location-based social network that contains user-venue checkins, and we extract a part of interactions from it. The details of these datasets are summarized in Table 2.

5.1.1 Data Preprocessing. For MovieLens-1M, we use the contents of users and items, i.e., side-information, which are collected by [25]. It includes the following category contents of users: gender, age, occupation and zip code. The item contents have publication year, rate, genre, director and actor. To verify that our model is applicable in different experimental settings, we transform Last.FM and Gowalla into implicit feedback datasets. Following the data preprocessing in [48], we generate negative samples for the query sets in these two datasets.

For each dataset, the division ratio of training, validation and test sets is 7:1:2. As suggested by previous works [9, 25, 30], we only keep the users whose item-consumption history length is between 40 and 200. To generalize well with only a few samples, we set the number of interactions in support set, e.g., \( N_{S_i} \) as a small value (\( N_{S_i} = 20/15/10 \)), and remaining interactions are set as the query set.

5.2 Experimental Setting

5.2.1 Evaluation Metrics. To evaluate the recommendation performance, three frequently-used metrics: Precision (P)@N, Normalized Discounted Cumulative Gain (NDCG)@N and Mean Average Precision (MAP)@N are adopted (N = 5, 7, 10). For each metric, we report the average results for all users in the test set. Following previous meta-learning recommenders [2, 9, 25, 30], we only predict the score of each item in the query set for each user.

5.2.2 Compared Models. We compare our method with the following models:

- **PPR** [36] is a well-known CF-based method to solve cold-start problems. PPR first constructs the profiles for user-item pairs by the outer product over their individual features, then it develops a novel regression framework to estimate the pairwise user preferences.
- **NeuMF** [17] is also a CF-based model that exploits DNNs to capture the non-linear feature interaction between user and item. NeuMF is a classic recommendation model, but it is not especially designed for cold-start problems. We adopt it here to test its effectiveness.
- **DropoutNet** [44] is a content-based model to solve cold-start problems. It applies the dropout mechanism to input during training to condition for missing user interactions.
- **MetaLWA** [42] and **MetaNLBA** [42] are the first meta-learning recommenders for cold-start problems. Different from our work, they focus on item cold-start recommendation. They generate two class-level prototype representations to learn item similarity. MetaLWA learns a linear classifier whose weights are determined by the user’s interaction history, and MetaNLBA learns a DNN with the task-dependent bias for each layer.
- **MeLU** [25] handles cold-start problems by applying the framework of MAML. Based on the learned parameter initialization, MeLU can make recommendations for cold-start users via a few steps of gradient updates.
- **MetaCS** [2] is similar to MeLU, which also exploits MAML to estimate the user preference. It includes three model variants, and we choose the best one according to their reported results.
- **MetaHIN** [30] combines MAML with HINs to alleviate cold-start problems from model and data levels. The rich semantic of HINs provides a finer-grained prior which is beneficial to fast adaptations of new tasks.

\(^5\)https://grouplens.org/datasets/movielens/1m/
\(^3\)https://grouplens.org/datasets/hetrec-2011/
\(^4\)http://snap.stanford.edu/data/loc-gowalla.html
### Table 3: Performance (%) comparison of user cold-start recommendation on MovieLens-1M.

| Model        | P@5  | NDCG@5 | MAP@5 | P@7  | NDCG@7 | MAP@7 | P@10 | NDCG@10 | MAP@10 |
|--------------|------|--------|-------|------|--------|-------|------|---------|--------|
| PPR          | 49.36| 66.62  | 37.86 | 51.25| 67.27  | 38.12 | 54.30| 68.27   | 41.20  |
| NeuMF        | 48.27| 65.43  | 36.65 | 51.24| 66.55  | 37.90 | 55.32| 68.19   | 41.43  |
| DropoutNet   | 51.77| 69.34  | 53.67 | 70.83| 57.34  | 72.02 | 46.59|         |        |
| MeLU         | 55.99| 73.08  | 57.34 | 73.18| 61.05  | 74.04 | 49.02|         |        |
| MetaCS       | 55.43| 71.69  | 48.85 | 72.05| 59.78  | 72.86 | 47.52|         |        |
| MetaHIN      | 57.65| 73.43  | 47.40 | 73.95| 61.18  | 74.50 | 49.99|         |        |
| MAMO         | 57.69| 73.24  | 47.72 | 74.03| 61.51  | 74.41 | 50.06|         |        |
| TaNP (w/o tm)| 58.03| 73.76  | 47.79 | 73.89| 61.29  | 74.44 | 49.73|         |        |
| TaNP (FiLM)  | 59.76| 74.97  | 49.08 | 75.22| 62.78  | 75.48 | 51.12|         |        |
| TaNP (Gating-FiLM) | 60.12| 75.00  | 49.12 | 75.34| 62.66  | 75.53 | 51.56|         |        |

### Table 4: Performance (%) comparison of user cold-start recommendation on Last.FM.

| Model        | P@5  | NDCG@5 | MAP@5 | P@7  | NDCG@7 | MAP@7 | P@10 | NDCG@10 | MAP@10 |
|--------------|------|--------|-------|------|--------|-------|------|---------|--------|
| PPR          | 68.61| 67.23  | 61.72 | 72.96| 69.10  | 67.29 | 81.36| 72.75   | 75.66  |
| NeuMF        | 67.39| 65.23  | 59.72 | 70.82| 67.62  | 67.80 | 81.06| 71.57   | 76.01  |
| DropoutNet   | 70.08| 68.37  | 62.68 | 73.34| 69.72  | 68.66 | 82.28| 73.26   | 79.84  |
| MetaLWA      | 69.45| 69.04  | 62.31 | 70.92| 69.29  | 86.06 | 74.78| 82.58   |        |
| MetaNLBA     | 71.52| 72.47  | 64.71 | 75.97| 71.06  | 86.52 | 78.40| 83.51   |        |
| MeLU         | 73.03| 75.38  | 67.71 | 76.19| 72.09  | 86.92 | 80.62| 84.49   |        |
| MetaCS       | 73.33| 75.34  | 68.76 | 76.76| 72.09  | 86.98 | 80.06| 84.95   |        |
| MAMO         | 73.64| 75.48  | 67.22 | 77.27| 72.85  | 87.07 | 80.44| 84.48   |        |
| TaNP (w/o tm)| 75.45| 75.21  | 69.06 | 76.19| 72.54  | 87.42 | 80.50| 84.59   |        |
| TaNP (FiLM)  | 76.06| 76.31  | 70.73 | 77.21| 74.87  | 88.33 | 81.19| 85.04   |        |
| TaNP (Gating-FiLM) | 76.36| 77.18  | 70.12 | 79.00| 73.92  | 88.64 | 82.10| 85.94   |        |

### Table 5: Performance (%) comparison of user cold-start recommendation on Gowalla.

| Model        | P@5  | NDCG@5 | MAP@5 | P@7  | NDCG@7 | MAP@7 | P@10 | NDCG@10 | MAP@10 |
|--------------|------|--------|-------|------|--------|-------|------|---------|--------|
| PPR          | 60.48| 62.92  | 53.09 | 61.89| 64.43  | 56.46 | 62.00| 66.44   | 59.31  |
| NeuMF        | 55.98| 57.99  | 51.02 | 59.30| 60.36  | 53.34 | 60.80| 64.47   | 56.17  |
| DropoutNet   | 62.06| 65.79  | 55.46 | 63.44| 66.30  | 56.92 | 64.73| 67.85   | 60.10  |
| MetaLWA      | 64.67| 65.53  | 55.99 | 65.12| 66.53  | 56.74 | 69.09| 66.61   | 60.35  |
| MetaNLBA     | 67.60| 67.93  | 59.56 | 68.38| 68.45  | 61.07 | 70.66| 69.45   | 63.00  |
| MeLU         | 67.85| 69.40  | 60.97 | 70.14| 69.43  | 63.66 | 70.40| 72.13   | 63.95  |
| MetaCS       | 66.14| 67.39  | 58.69 | 67.52| 67.82  | 60.74 | 69.29| 69.63   | 61.87  |
| MAMO         | 67.97| 69.52  | 61.07 | 71.03| 70.54  | 63.73 | 71.43| 73.13   | 64.99  |
| TaNP (w/o tm)| 68.25| 69.76  | 61.29 | 70.83| 70.03  | 64.15 | 71.08| 72.72   | 64.39  |
| TaNP (FiLM)  | 70.94| 71.14  | 64.35 | 72.08| 72.18  | 65.95 | 72.65| 74.12   | 66.39  |
| TaNP (Gating-FiLM) | 71.43| 71.60  | 64.29 | 72.58| 71.99  | 66.16 | 73.11| 74.57   | 66.79  |

- MAMO [9] is a memory-augmented framework of MAML. MAMO assumes that current MAML-based models often suffer from gradient degradation ending up with a local optima when handling users who show different gradient descent directions comparing with the majority of users in the training set. So it designs the task-specific and feature-specific memory matrices to solve this problem.

5.2.3 Implementation Details. The source codes of NeuMF [5], DropoutNet [6], MeLU [7], MetaHIN [8] and MAMO [9] have been released, and we

[5] https://github.com/hexiangnan/neural_collaborative_filtering
[6] https://github.com/layer6ai-labs/DropoutNet
[7] https://github.com/hoyeoplee/MeLU
[8] https://github.com/rootlu/MetaHIN
[9] https://github.com/dongmanqing/Code-for-MAMO
modify the parts of data input and evaluations to fit our experimental settings. Other baselines are reproduced by ourselves. MetaLWA and MetaNLBA are only applicable to implicit feedback datasets, so the results of them on MovieLens-1M are not provided. While DropoutNet is a content-based method, the used input dropout is a general technique that can be also employed on Last.FM and Gowalla. In addition, both MetaHIN and MAMO are closely connected with the side-information of user and items. In particular, the meta-paths used in MetaHIN are constructed according to the node types of users, thus only the results of MetaHIN for MovieLens-1M are reported. The attention calculation in MAMO is obtained via user contents and the proposed profile memory. We replace this part with the original memory mechanism enabling MAMO to be deployed on Last.FM and Gowalla.

To make fair comparisons, the dimension sizes of user and item embeddings are fixed as 32 in embedding layers. All models are fully iterated with 150 epochs for convergence. In our model, the number of stacked layers $l$ for all modules in our model $(h_B, m_g$ and $g_{in_i})$ is 3, the learning rate is $5 \times 10^{-5}$ and the degree of freedom $\alpha$ is 1.0. Other hyper-parameters are selected according to the performances on validation datasets. The hidden size of each layer is selected from $[8, 16, 32, 64, 128]$, the hyper-parameter $\lambda$ in Eq.(19) is selected from $[1.0, 0.5, 0.1, 0.05, 0.01]$ and the number of soft cluster centroids $k$ in the global pool $A$ ranges from 10 to 50 with the step length 10.

5.3 Performance Comparison (RQ1)

Table 3, 4 and 5 demonstrate the performances of all models for user cold-start recommendation on MovieLens-1M, Last.FM and Gowalla. The size of support set $S_i$ is set as 20 in this section. The best performances are in bold. TaNP (w/o tm) denotes an ablation study of our model, in which the proposed task-adaptive mechanism is removed. TaNP (FiLM) and TaNP (Gating-FiLM) are two variants of our model using different modulation strategies. From these Tables, we can draw the following conclusions:

- TaNP consistently yields the best performances on all datasets. Compared with state-of-the-art meta-learning recommenders, the most obvious improvements of TaNP are listed here: for the MovieLens-1M, TaNP brings 4.2% improvements in terms of P@5; TaNP achieves 3.6% result lifts in terms of P@5 on Last.FM; For the Gowalla, TaNP provides 5.4% improvements in terms of MAP@5.

- Compared with those meta-learning recommenders based on MAML, we find that TaNP (w/o tm) achieves competitive performances. It demonstrates that our NP framework is suitable to user cold-start recommendation.

- In contrast to TaNP (w/o tm), the improvements of our variants, i.e., TaNP (FiLM) and TaNP (Gating-FiLM) are significant, and TaNP (Gating-FiLM) is slightly better than TaNP.
We change the number of interactions in $S_i$ for three datasets to test the effectiveness of our methods. Concretely, $N_S_i$ is set as 10 and 15 and the evaluation metric is P@10. According to the above results in Section 5.3, we select the following strong baselines: MetaNLBA, MeLU, MetaCS, MetaHIN and MAMO. Here we only report the results of TaNP (Gating-FiLM), since it achieves the better performances compared with TaNP (FiLM). The empirical results are provided in Figure 3, from which we can draw the following conclusions:

- For all datasets, when the number of interactions in the support set has been reduced, TaNP (Gating-FiLM) still maintains the better performances compared with other meta-learning models.
- TaNP (Gating-FiLM) performs better than TaNP (w/o tm) in all experimental settings. Compared with MeLU and MetaCS, the improvements of MAMO are also obvious. Through these two comparisons, we find that it is essential to use an effective adaptation for handling different tasks.
- Our model is less influenced by the decrease of interactions. The possible reason is that TaNP applies a random function to the constructions of $r_i$ for modeling different function realisations. In contrast, other baselines, such as the MetaNLBA and MetaCS, are more sensitive to the change of $N_S_i$.

### 5.5 Visual Analysis (RQ3)

In our model, the proposed adaptive mechanism includes a global pool $A$ that implicitly represents $k$ cluster centroids to capture the relevance of different tasks. Each task $r_i$ would interact with TaNP (Gating-FiLM). It demonstrates that the effectiveness of our task-adaptive mechanism and the importance of learning the relevance of different tasks.

- MetaLWA, MetaNLBA and MetaHIN are constrained by dataset types. Different from them, TaNP is a more general meta-learning recommender which can be used in different experimental settings.

### 5.4 Impact of $N_S_i$ (RQ2)

We randomly pick 10 tasks from the training set of MovieLens-1M with their corresponding soft cluster assignments. The visual result is shown in Figure 4, and we have the following conclusions:

- Our model can capture the similarity of tasks. For example, the highest normalized scores of $r_5$ and $r_7$ are simultaneously assigned to the first and the fourth clusters. We infer that these two tasks are closely relevant. The side-information also provide some cues. Concretely, we find the corresponding user ids $u_5$ and $u_7$ are of the same gender, and they share two movie items in support sets.
- The difference between tasks can be also well distinguished. For example, the soft assignments of $r_1$ and $r_4$ indicate that they are largely different.

Overall, the task relevance including the task similarity and the task difference is learned by the customization module. Moreover, such relevance is incorporated into the final task embedding which further facilitates the task-related modulations of decoder parameters reliably.

### 5.6 Hyper-parameter Analysis (RQ4)

In this section, we investigate the parameter sensitivity of our model with respect to two main hyper-parameters, i.e., $\lambda$ in the loss function and $k$ in $A$. This experiment is conducted on Last.FM. As shown in Figure 5, TaNP (FiLM) achieves the best result when $\lambda = 0.1$ and $k = 10$, and TaNP (Gating-FiLM) achieves the best result when $\lambda = 0.1$ and $k = 20$. Thus, choosing relative small values of $\lambda$ and $k$ is sensible. In addition, two variants of our model are robust to the changes of $\lambda$ and $k$. Even in the worst cases of $\lambda$ and $k$, they are still better than other baselines shown in Table 4.

### 6 CONCLUSION

In this paper, we develop a novel meta-learning model called TaNP for user cold-start recommendation. TaNP is a generic framework which maps the observed interactions to the desired predictive distribution conditioned on a learned conditional prior. Furthermore, a novel task-adaptive mechanism is also introduced into TaNP for learning the relevance of different tasks as well as modulating the decoder parameters. Extensive results show that TaNP outperforms several state-of-the-art meta-learning recommenders consistently.
