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With the rapid development of information technology in today’s society, the security of transmission and the storage capacity of hardware are increasingly required in the process of image transmission. Compressed sensing technology can achieve data sampling and compression at the rate far lower than that of the Nyquist sampling theorem and can effectively improve the efficiency of information transmission. Aiming at the problem of weak security of compressed sensing, this study combines the cryptographic characteristics of chaotic systems with compressed sensing technology. In the actual research process, the existing image encryption technology needs to be applied to the hardware. This paper focuses on the combination of image encryption based on compressed sensing and digital logic circuits. We propose a novel technology of parallel image encryption based on a sequence generator. It uses a three-dimensional chaotic map with multiple stability to generate a measurement matrix. This study also analyzes the effectiveness, reliability, and security of the parallel encryption algorithm for source noise pollution with different distribution characteristics. Simulation results show that parallel encryption technology can effectively improve the efficiency of information transmission and greatly enhance its security through key space expansion.

1. Introduction

Nowadays, the rapid evolution of information technology and data networks has brought great convenience to people’s productivity and lives [1]. As the main carrier of information transmission, a network must store and forward a significant amount of information at any moment [2]. Among them, digital information is easy to store and forward, and noise does not accumulate, which makes it easy to store and transmit widely in the network. As an important information carrier in digital information, the digital image is widely used in national defense, education, medical treatment, finance, and other fields [3]. Effective encryption of digital image information can resist illegal attacks, malicious destruction, and destruction of information by criminals and realize the safe transmission of information [4]. In the traditional process of information transmission and encryption, the Nyquist sampling theorem is applied, which indicates that the sampling frequency must be more than twice the highest frequency when sampling a signal with limited bandwidth in order to ensure the complete recovery of the original signal from the sampling value [5]. In recent years, compressed sensing as a cryptosystem has attracted much attention owing to its low complexity and compressibility in the sampling process [6]. Compressed sensing can sample the compressible signal at the frequency far lower than that specified by Nyquist’s sampling theorem and can ensure that the receiver can accurately reconstruct the original signal [7]. However, the encryption system under the traditional compressed sensing framework is vulnerable to plaintext attacks. To reduce the correlation between adjacent pixels of the encrypted image [8], an efficient image compression and encryption algorithm based on a chaotic system and compressed sensing was proposed in [9]. At the same time, owing to the use of diffusion and scrambling operations, the chaotic system has the characteristics of cryptography in order to achieve more effective encryption of image information.

Compressed sensing (CS), as a new signal sampling and compression technology [10], has been widely used in the
field of image processing since it was proposed [11]. Orsdemir et al. studied the robustness and security of CS-based encryption algorithms [12]. Schulz et al. analyzed the distortion performance of compressed sensing in image compression and compared it with traditional algorithms [13]. Fridrich discussed the relationship between discretization and chaotic cryptosystems and proposed a two-dimensional Baker-based symmetric image encryption algorithm. This algorithm uses image chaos to scramble and diffuse images to achieve image encryption [14]. Zhang proposed an image encryption algorithm about plaintext-related shuffling. This algorithm combines two types of diffusion operations and plaintext-related transformations to encrypt the image and uses hyper chaos to generate a keystream [15]. Enayatifar et al. proposed an image encryption scheme based on synchronous scrambling diffusion, using chaos mapping and a DNA encryption algorithm to diffuse and scramble pixels [16]. An image encryption algorithm based on two-dimensional sinusoidal coupled mapping and chaotic diffusion was proposed in the literature [17]. Chen et al. proposed an optical image conversion and encryption scheme based on a phase detection algorithm and incoherent superposition that can realize the conversion and encryption of color images and gray images [18]. Hua et al. used high-speed scrambling and pixel adaptation to encrypt an image. This can protect certain impulse noise and prevent data loss [19]. Gong et al. proposed an image encryption method combining a hyperchaotic system with a fractional-order discrete transform [20]. Zhang et al. [21] proposed an image encryption method combining orthogonal coding and double-random phase coding that can compress all images into random signals and diffuse them into stationary white noise. Wang et al. studied CS-based image optimization technology in three main aspects [22]. The signal after compressed sensing processing is optimized.

To improve the computational efficiency of compressed sensing and the security of image encryption, a parallel image encryption technique based on a sequence signal generator was proposed. Regarding information security, the algorithm aims to provide a new data fusion processing technology, design a new encryption scheme, create a plan under the premise of guaranteeing the safety of image encryption, and minimize the decryption time to reduce information storage. This indirectly reduces the cost of information transmission and storage. Owing to the sensitivity of the initial value and the complex dynamic behavior of chaotic systems, pseudorandom sequences with randomness, relevance, and complexity can be provided. When designing a CS measurement matrix, this algorithm introduces a chaotic system, which has cryptographic characteristics achieved through scrambling and diffusion [23]. Li et al. [24] proposed an image communication system for IOT monitoring combined with CS model which helps reduce the image encryption/decryption time. Zhou et al. [25] proposed an algorithm by using double random-phase encoding and compressed sensing to enhance the security of digital image encryption with authentication capability. Shi et al. [26] proposed an image CS framework using convolutional neural network. The sampling network adaptively learns the sampling matrix from the training image. This study combines compressed sensing with chaotic cryptography to optimize the encryption effect and transmission efficiency of compressed sensing and greatly improve the key space.

In the actual information transmission process, noise cannot be avoided, and the existence of noise seriously affects the image quality. Aiming at the problem of noise-contaminated signals and whether the original signal can be reconstructed effectively after being encrypted and compressed by the compressed sensing algorithm, Section 4 of this article will focus on presenting the analysis of the encrypted observation when the plaintext contains noise. Whether the image can meet the encryption requirements and whether the reconstructed image is accurate will be assessed.

2. Compressed Sensing and Chaos Theory

Compressed sensing technology was originally developed using the sparsity or compressibility of signals, and its theory includes three key technologies [27]. The first is the sparse representation of the target signal in order to thin the signal to the extent possible [28]. In this, we need to obtain the transform domain that matches the target signal $\psi$. The second is the construction process of measurement matrix. The target signal is compressed and sampled after passing through the measurement matrix, so the design of the measurement matrix needs to ensure that the effective information contained in the target signal is not lost [29]. The receiver can effectively recover the target signal by using the sampling value. The third is the design of the reconstruction algorithm. The reconstruction algorithm finds the optimal solution of the target signal by solving the optimization problem [30]. Whether the reconstruction algorithm has accuracy, efficiency, and stability is also key in algorithm design.

Chaos used in this study is a new three-dimensional map with self-excited structures as proposed by Jiang et al. in 2016 [31]. This kind of chaotic system has hidden chaotic dynamics, which is a new topic in nonlinear science and has attracted extensive attention from mathematical and engineering researchers in recent years. This kind of self-excited three-dimensional mapping can provide a deeper understanding of the complex behavior of chaotic dynamics hidden in discrete mapping. At the same time, the stability of these chaotic systems can be analyzed based on the existence of fixed points. In this algorithm, a three-dimensional system with a single fixed point is used. The stability of the system will be analyzed by calculating the fixed point of the system.

#### 2.1. Mathematical Representation of Compressed Sensing

Suppose that a two-dimensional signal $X$ of size $N \times N$ is needed in the process of achieving compressed sensing to make the signal sparse. Under the corresponding sparse space of the signal, CS can achieve effective compression and sampling. Using equation (1), CS can generate the sparse representation of the signal $X$ under $\psi$ [32]:
arrived at by obtaining the minimum norm optimal solution of the underdetermined equation can be infinite solutions [33]; however, because solving the equation which is underdetermined. In the following equation:

\[ Y = \phi X = \phi \psi s, \]

where \( Y \) is the measurement value and \( \phi \) is the measurement matrix. On the basis of the known measurement value \( Y \) and measurement matrix \( \phi \), CS can reconstruct the signal \( X \) by solving the equation which is underdetermined. In the traditional underdetermined equation, there should be infinite solutions [33]; however, because \( s \) is sparse, conversion to an optimization problem is possible. The unique optimal solution of the underdetermined equation can be arrived at by obtaining the minimum norm \( L_0 \) in the following equation:

\[
\min \| s \|_0 \\
\text{s.t.} \quad Y = \phi \psi s, \tag{3}
\]

where \( \| n \| \) represents the \( L_0 \) norm, \( s \) is recovery signal, and \( Y \) is the measurement signal. Because \( s \) is obtained using a sparse-basis transformation, the signal \( X \) can be recovered from the signal \( s \) through a single inverse transformation.

2.2. Three-Dimensional Map with Single Fixed Point. From the computational point of view, if the attractor domain of the attractor does not intersect with a small balanced neighborhood, then the former can be classified as a hidden attractor; otherwise, it is called a self-excited attractor [34]. Classical chaotic attractors, such as the Lorenz, Chua, Chen, and other chaotic systems, are self-excited attractors with one or more unstable equilibrium points. Self-excited attractors can be predicted by a standard calculation program, but there is no effective method to predict the existence of hidden attractors owing to the unpredictability of hidden attractor [35]. Hidden attractors can determine the success or failure of a project in engineering. It has become a new trend to study the continuous chaotic systems with implicit and multistable attractors.

This algorithm uses a three-dimensional chaotic map (SFI) with a single fixed point. The map was proposed in [31], which used a computer exhaustive search program to mine the hidden attractors contained in the map with stability. The mathematical expression is as follows:

\[
\text{SFI} = \begin{cases} 
    x_{k+1} = y_k, \\
    y_{k+1} = z_k, \\
    z_{k+1} = 0.6x_k + 0.39y_k + 0.65x_k^2 - 0.65y_k^2.
\end{cases} \tag{4}
\]

In order to solve the fixed points of the three-dimensional mapping above, it is first assumed that there are fixed points \((x^*, y^*, z^*)\) in equation (4). The Jacobian matrix at the fixed point is shown as follows:

\[
J = \begin{bmatrix}
    0 & 1 & 0 \\
    0 & 0 & 1 \\
    0.6 + 1.3x^* & 0.39 - 1.3y^* & 0
\end{bmatrix}. \tag{5}
\]

The characteristic equation of the above equation is shown in the following equation:

\[
det(\lambda I - J) = \lambda^3 + p\lambda^2 + q\lambda + r = 0, \tag{6}
\]

where \( p = -\text{tr}(J) = 0, q = -(0.39 + 1.35y^*), r = \det(J) = -(0.6 + 1.3x^*), \) and \( \text{tr} \) is the trace of the Jacobian matrix. We can determine the unique fixed point \( x^* = y^* = z^* = 0 \) based on the definition of the fixed point. According to equation (6), the eigenvalues \( |\lambda_1| = 0.7761, |\lambda_2| = 0.7761, \) and \( |\lambda_3| = 0.9962 \) of the three-dimensional system shown in (4) can be obtained. The eigenvalues of the Jacobian matrix at this fixed point \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are all in the unit circle, that is, \( |\lambda| < 1 \). Therefore, the fixed point of the three-dimensional chaotic map is stable, that is, the chaotic map has the hidden chaotic attractor of the stable fixed point. Attractors of the chaotic maps are shown in Figure 1.

3. Parallel Compressed Sensing Encryption Algorithm Based on Sequence Generator

In the image encryption and transmission process, the complete image can be transmitted directly or by row or column. The efficiency of image transmission depends on the dimensions of the image information. In order to improve the efficiency of encryption and transmission, this study designs a block and parallel compressed sensing encryption algorithm. We study this problem in detail and introduce a logic circuit-based compressed sensing encryption method in [36]. Based on this algorithm, this paper makes a further study. By selecting appropriate block dimensions, the image is divided into blocks, and the blocks are encrypted and transmitted in parallel. This method can greatly improve the transmission efficiency of the image. In the process of designing the measurement matrix, this algorithm is based on the sensitivity and pseudorandom performance of chaotic signals to initial values, as well as the cryptographic characteristics of chaos under the mechanism of diffusion and scrambling. Combined with the feature that compressed sensing needs to rely on a measurement matrix for compressed sampling, the security of a traditional compressed sensing framework is not high, and the reconstruction wastes a large amount of storage resources.

3.1. Algorithm Principle. This algorithm adopts a combination of a digital logic circuit and compressed sensing theory. First, the binary sequence signal of the length is generated through the sequence signal generator, and the binary sequence signal is taken as the "modulation signal." Based on chaotic system's sensitivity to the "tiny disturbance" of the initial conditions, for chaotic systems, the initial value of any small changes can directly affect the entire
chaos matrix generation. In this way, the security of image encryption can be improved. Second, the chaos matrix disturbed by the initial value is taken as the measurement matrix, and the compressed sensing process is used to encrypt the image. In this study, a 256 × 256 image is segmented into eight blocks by columns, and the image is segmented and compressed in parallel. In order to better present the chaotic cryptographic characteristics, this algorithmdiffuses and scrambles the compressed sampled cipher text image so that the energy blocks gathered in blocks in the cipher text image after block encryption can be evenly distributed. This is distributed on the entire image to achieve effective encryption and efficient transmission of the image information. The realization principle diagram of this algorithm is shown in Figure 2.

3.2. Sequence Signal Generator Mode. In this study, a shift register with feedback logic circuit is designed, as shown in Figure 3. If the number of bits of the sequence signal is \( m \) and the number of bits of the shift register is \( n \), then \( 2^n \geq m \) should be used. For example, to generate a set of 8 bit sequence signals such as 00101110 (time sequence from left to right), a 3 bit shift register and a feedback logic circuit can be used to form the required signal generator. The shift register outputs the serial output signal from end \( Q_2 \), that is, the required sequence signal.

The sequence signal generated according to the requirements can list the state transition table that the shift register should have, as shown in Table 1. Starting from the requirements of state transition, the requirements for the value of input \( D_0 \) of the shift register are obtained. According to the value requirements, the functional relationship between \( D_0 \) and \( Q_2 \) and \( Q_1 \) and \( Q_0 \) can be obtained as shown in the following formula:

\[
D_0 = Q_2Q_1^1Q_0 + Q_2^1Q_1 + Q_2^1Q_0^1.
\]  

(7)

The state transition table is shown in Table 1.

The clock signal is continuously added to the counter, and the state of \( Q_2Q_1Q_0 \) circulates continuously according to the order given in Table 1. \( Q_2 \) is the output end of the sequence signal, and the feedback logic circuit in the generator can be used as the key to modulate the initial value of the chaotic system. It should be noted that the purpose of generating different sequence signals can be realized only by modifying the functional relationship of the feedback logic circuit, so this circuit possesses the characteristics of flexibility and convenience.

3.3. Parallel Compressed Sensing. In this study, the initial value of the chaotic system is fine-tuned by the binary sequence signal generated in the previous section, and different chaotic matrices are generated as the measurement matrices to realize the compressed sensing process. In the image process compression and encryption using compressed sensing, it is necessary to set the compression ratio, adjust the dimensions of the measurement matrix according to the size of the compression ratio, and realize the compression sampling process of the sparse image. In this algorithm, the sparse plaintext image is evenly divided into eight blocks according to the column, and the size of each block is 256 × 32. Compared with the transmission by column, eight-block parallel transmission can effectively improve the efficiency. The parallel compression sampling process is shown in Figure 4.

It should be noted that although the parallel compressed sensing image encryption scheme can effectively and reliably encrypt the image, it is not bereft of some defects. Since the plaintext image is sampled as a block, the energy of each block in the measured value is stored centrally. To overcome this defect, we adopt diffusion and scrambling operations to evenly distribute the energy of the cipher text image in the entire image. The reference formula for the diffusion process is as follows:

\[
Q^*(n) = Q(n) \oplus k_d(n) \oplus Q^*(n-1),
\]  

(8)

where \( Q(n) \) is the current operated element, \( Q^*(n) \) is the output cipher element, \( Q^*(n-1) \) is the previous cipher element, and \( k_d(n) \) is the corresponding key stream.

3.4. Encryption Performance Analysis. We select a 256 × 256 gray image “Pepper” from the standard test gallery. The image is sparsed by using a discrete wavelet transform, and the sparse image is divided into eight parts. Each part has dimensions of 256 × 32. The initial value of the chaotic system is as follows: \( x(1) = 0.17, y(1) = 1.63, \) and \( z(1) = -1.18. \) According to the method detailed in Section 3.1, the sequence signal generator is designed to generate the binary signal 00101110. When the sequence signal is 1, the initial value of chaos is fine-tuned to a step size of \( 10^{-4}. \) When the sequence signal is 0, the initial value at this point is kept unchanged to generate the chaotic signal. The chaos matrix is used as the measurement matrix, and eight sub-blocks of the image are compressed and sampled in parallel by means of compressed sensing. The dimensions of the measurement matrix in the encryption process are 190 × 256, so the compression ratio is 74.2%. Finally, the encrypted cipher text image is diffused. Figure 5 shows the
original image, encrypted image, diffused image, and difference between the encrypted image and diffused image.

As can be seen from Figure 5, the algorithm described in this study presents a snowflake shape after encrypting sparse images, and it is unable to distinguish any information related to plaintext by the naked eye. From a subjective perspective, it can be considered that this algorithm achieves effective encryption of plaintext. Next, the encryption effect and reconstruction effect are analyzed from an objective perspective to verify that this algorithm can achieve the secure encryption and effective decryption of plaintext images. Figure 6 shows the original image, diffused image, and their histograms.

The histogram in Figure 6(c) can clearly reflect the distribution of pixel values, from which we can obtain relevant information of the image. However, the pixel values in Figure 6(d) are evenly distributed within the range [0, 255]. Different from the normal image, the attacker cannot obtain any valid information of the original image from the encrypted image. From the perspective of the histogram, this algorithm achieves effective encryption of the plaintext image.

Information entropy is an index used in information theory to measure the amount of information. Conversely, the more chaotic the system, the higher the information entropy. For image information, the image information entropy with high information is lower, while the image information entropy with low effective information is higher. The higher the entropy is, the more evenly the energy distribution in the image is and the less information the attacker can obtain. Table 2 shows the change of information entropy with the compression ratio when the compression rate changes.

As can be seen from the table, the entropy value of the image encrypted by the algorithm in this study is close to 8, indicating that the algorithm achieves secure encryption of the image.

3.5. Decryption (Reconstruction) Effect and Performance. This algorithm uses compressed sensing to encrypt the image. The decryption process can be regarded as the inverse operation of the encryption process. The decryption process can also be seen as the reconstruction process of the image. First, the cipher text is antidiffused, and the formula is shown as (9). The receiving end generates sequence signals according to the key it holds and generates the initial value control parameters of the measurement matrix. The chaotic matrix is restored according to the control parameters, and the measurement matrix is obtained. The chaotic signal is reconstructed by solving the optimization problem. The formula for solving the optimization problem is shown in (10). Finally, the plaintext image is restored by using equation (11).
\[ Q(n) = Q^* (n) \oplus Q^* (n-1) \oplus k_d(n), \quad (9) \]
\[ \tilde{s}_i = \arg \min_{s \in R^n} \| s \|_1 \quad \text{s.t.} \quad \tilde{y}_i = \phi_i x_i = \phi_i \psi \tilde{s}_i, \quad (10) \]
\[ \bar{x}_i = \psi \tilde{s}_i, \quad (11) \]

As can be seen from Table 3, with an increasing compression rate, the image similarity also increases. When the compression rate is about 74.2%, the image can recover over 90%. However, the similarity of cipher text is very low, which indicates that this algorithm can achieve the image encryption requirements.

**4. Encryption and Decryption Algorithms for Noisy Images and Performance Analysis**

In the process of actual transmission, the information is composed of different kinds of noise pollution. Noise may be derived from the source with the noise of the signal, from the transmission channel through additive noise, or can be derived from the actual produced physical noise. The existence of noise affects the accuracy of information transmission. This section will present the analysis of whether the algorithm can still effectively encrypt and successfully reconstruct the image when the noise is mixed at the source.

**4.1. Encryption and Reconstruction Results.** This study intends to add Gaussian noise and salt-and-pepper noise to the original image, sparse the original image containing noise, and compress and perceive the sampling encryption. This is used to verify whether the compressed sensing image encryption technology optimized by this algorithm has the...
ability to resist source noise. The salt-and-pepper noise used in this section has a noise density of 0.02, average Gaussian noise of 0, variance of 0.01, and compression ratio of 0.8. First, it is determined whether the image with noise can be reconstructed at the receiving end. The simulation results and histogram of adding salt-and-pepper noise to the original image are shown in Figure 8, and the simulation results and histogram of adding Gaussian noise are shown in Figure 9.

As can be seen from Figures 8(b) and 9(b), after adding noise to the original signal, the cipher text image encrypted by the algorithm in this study still resembles a snowflake, and the useful information in the image cannot be identified by observation. The histograms of Figures 8(e) and 9(e) are evenly distributed, indicating that we have successfully hidden the effective information of the original image, and the attacker cannot attack the algorithm using a statistical attack. Figures 8(c) and 9(c) show the recovered images of the encrypted image after the reconstruction algorithm. It can be seen that although the image still contains noise, the reconstructed image can be restored to the original image after filtering. It shows that the algorithm has a certain ability to resist the source noise. Since the intensity and variance of the noise we added to the original picture are both low, by comparing Figures 8(d), 8(f), 9(d), and 9(f), we can see that the image is polluted with salt-and-pepper noise. The reconstructed image has a better restoration effect after reconstruction, the image is clear, the histogram distribution is similar to the original image, and the signal contaminated by Gaussian noise is greatly affected, but it can still effectively recover the original information.

4.2. Encryption Performance Analysis. When the information entropy of the image is low, it is vulnerable to malicious attacks and tampering by criminals. For encrypted images, the higher the information entropy is, the more uniform the energy distribution in the image is and the less useful information an attacker can obtain from the grayscale distribution. Table 4 shows the changes in the entropy of the encrypted image when the compression ratio changes during the compression and encryption process. The noise intensity of the salt-and-pepper noise selected during the experiments in this section is 0.02; the mean and variance of the Gaussian noise are 0.2 and 0.01, respectively; and the compression rate of the compressed sensing process is 74.2%. In the table, $I$ represents the noise intensity, $M$ represents the mean, and $V$ represents the variance.
The table lists the cipher text entropies under the influence of salt-and-pepper noise and Gaussian noise with different parameters. It shows that the entropy value of the image after encryption in this study is close to 8, which can achieve effective encryption.

The correlation between adjacent pixels in an image can reflect the degree of diffusion of pixels in the image. The correlation between adjacent pixels in an encrypted image should be close to zero. In [33], a fractional-order Mellin transform is used to compress the image from two directions to obtain the encrypted image. Meanwhile, in [37], a discrete fractional-order random measurement matrix is used to encrypt the image from orthogonal directions. In this study, the correlation of adjacent pixels is compared with the above two studies to prove the effectiveness of this algorithm. Table 5 shows the correlation of adjacent pixels under the influence of salt-and-pepper noise and Gaussian noise, respectively.

Figure 10 shows the adjacent pixel correlation distribution between the plaintext image and the encrypted image when the original signal is polluted by salt-and-pepper noise with a noise intensity of 0.02. From the figure, we can see that the plaintext image has a high degree of correlation, while the adjacent pixels in the cipher text image are evenly distributed in the pixel interval, and the correlation is very weak. Therefore, according to the data and image results, it can be seen that the algorithm in this study can still achieve a good encryption effect when the signal source is polluted by noise.

Table 2: Information entropy of encrypted images.

| Entropy | Compression ratio |
|---------|------------------|
| 0.3     | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1   |
| Cipher image | 7.9920 | 7.9936 | 7.9937 | 7.9954 | 7.9960 | 7.9965 | 7.9972 | 7.9970 |

Figure 6: Histogram of original and encryption image: (a) original image, (b) cipher image, (c) histogram of plaintext image, (d) and histogram of cipher text image.
Structural similarity is an index that can measure the similarity of two images. The structural similarity of natural images is very high, which is reflected in the strong correlation between the pixels of images. The value range of structural similarity is 0 to 1. When the similarity is close to 1, the more similar the two pictures, the more different the two pictures. Table 6 shows the structural similarity between the encrypted image and the original image under the influence of salt-and-pepper noise and Gaussian noise.

As can be seen from the table, the structural similarity of cipher text images affected by any noise is less than 0.2, which can achieve a satisfactory encryption effect.

### 4.3. Decryption (Reconstruction) Performance Analysis.

The peak signal-to-noise ratio (PSNR) refers to the ratio between the maximum possible power of a signal and the destructive noise power that affects its signal accuracy. It can be defined by the mean square error (MSE), and its expression is shown as follows:

$$PSNR = 10 \log_{10} \left( \frac{L^2}{MSE} \right),$$  \hspace{1cm} (12)$$

where $L$ is the value range of grayscale in the image. For the 8 bit image, $L = 256$. In general, the higher the PSNR, the lower the distortion.
Encryption and reconstruction of noisy images: (a) image with noise, (b) cipher image, (c) reconstructed image, (d) filtered image, (e) histogram of cipher text image, and (f) histogram of filtered image.
Figure 9: Encryption and reconstruction of noisy images: (a) image with noise, (b) cipher image, (c) reconstructed image, (d) filtered image, (e) histogram of cipher text image, and (f) histogram of filtered image.
Table 4: Information entropy of encrypted images.

| Entropy          | Compression ratio |
|------------------|-------------------|
|                  | 0.3   | 0.4   | 0.5   | 0.6   | 0.7   | 0.8   | 0.9   |
| Salt-and-pepper noise |
| $I = 0.02$       | 7.9918 | 7.9934 | 7.9948 | 7.9948 | 7.9962 | 7.9964 | 7.9970 |
| $I = 0.05$       | 7.9913 | 7.9933 | 7.9936 | 7.9955 | 7.9957 | 7.9966 | 7.9971 |
| $I = 0.1$        | 7.9921 | 7.9930 | 7.9944 | 7.9962 | 7.9962 | 7.9965 | 7.9971 |
| Gaussian noise   |
| $M = 0, V = 0.01$| 7.9902 | 7.9939 | 7.9951 | 7.9954 | 7.9962 | 7.9955 | 7.9970 |
| $M = 0, V = 0.02$| 7.9901 | 7.9928 | 7.9946 | 7.9956 | 7.9962 | 7.9969 | 7.9967 |
| $M = 0.2, V = 0.01$| 7.9901 | 7.9925 | 7.9950 | 7.9951 | 7.9960 | 7.9961 | 7.9971 |

Table 5: Correlation between adjacent pixels of cipher text image.

| Algorithm                          | Horizontal direction | Vertical direction | Diagonal direction |
|------------------------------------|----------------------|--------------------|-------------------|
| Proposed algorithm (impulse noise) | 0.0498               | −0.0035            | 0.0032            |
| Proposed algorithm (Gaussian noise)| −0.0398              | 0.0051             | 0.0042            |
| Reference [30]                     | 0.0586               | −0.0021            | 0.0269            |
| Reference [25]                     | 0.0597               | 0.0766             | 0.0083            |

Figure 10: Distribution of adjacent pixels: (a) plaintext horizontal adjacent pixels, (b) plaintext vertical adjacent pixels, (c) plaintext diagonal adjacent pixels, (d) cipher text horizontal adjacent pixels, (e) cipher text vertical adjacent pixels, and (f) cipher text diagonal adjacent pixels.

Table 6: Structural similarity between original image and cipher image.

| SSIM (cipher image) | Compression ratio |
|---------------------|-------------------|
|                     | 0.3   | 0.4   | 0.5   | 0.6   | 0.7   | 0.8   | 0.9   |
| Impulse noise       |
| $I = 0.02$          | 0.0042 | 0.0044 | 0.0064 | 0.0085 | 0.0071 | 0.0067 | 0.0074 |
| $I = 0.05$          | 0.0024 | 0.0018 | 0.0049 | 0.0036 | 0.0041 | 0.0047 | 0.0052 |
| $I = 0.1$           | 0.0020 | 0.0026 | 0.0020 | 0.0035 | 0.0074 | 0.0066 | 0.0076 |
| Gaussian noise      |
| $M = 0, V = 0.01$   | 0.0017 | 0.0024 | 0.0031 | 0.0054 | 0.0053 | 0.0113 | 0.0104 |
| $M = 0, V = 0.02$   | 0.0022 | 0.0020 | 0.0041 | 0.0031 | 0.0051 | 0.0063 | 0.0120 |
| $M = 0.2, V = 0.01$ | 0.0023 | 0.0022 | 0.0039 | 0.0068 | 0.0089 | 0.0112 | 0.0063 |
Figure 11 shows a line chart of the peak signal-to-noise ratio of the restored picture under the salt-and-pepper noise with different noise intensities and Gaussian noise pollution with different mean variances.

It can be seen from Figure 11(a) that the PSNR of the reconstructed image increases with the reduction of salt-and-pepper noise intensity, and the curve trend in the figure is relatively consistent. In Figure 11(b), there are two variables (mean value and variance), and the curve in the figure has a large fluctuation. Since it has not been filtered, the reconstructed image still contains noise. When calculating PSNR, the noise in the image will have a certain impact on the calculated value. The PSNR value after filtering can be improved effectively. It can be seen from the performance analysis of encrypted images in Tables 4–6 that the images encrypted by the algorithm in this paper can meet the encryption requirements of images. In Figure 11(c), PSNR values under the condition of filtering salt-and-pepper noise, filtering Gaussian noise, and no noise are given, respectively, and it can be seen that the image quality has been significantly improved after filtering. In Figure 11(c), the curve at the top represents the PSNR value of the proposed algorithm under the circumstance of no noise. When processing the image without noise, the peak signal noise is higher, which can meet the safety requirements.

In reference [38], Zhou et al. proposed an algorithm based on hyperchaotic system and 2D compressive sensing without any noise. Table 7 shows the comparison results.
between the algorithms in this paper and those in the literature [38] for which the compression rate is 76.5625%.

The PSNR of the two pictures in reference [38] is 30.6881 and 26.3460, respectively. In the algorithm in this paper, when the noise type is pepper-and-salt noise, the PSNR is 28.5603. When the noise type is Gaussian noise, the PSNR is 26.5630. It can be seen from the comparison that the image encrypted by the algorithm in this paper can also achieve effective decryption under the influence of noise.

In practical application, noise parameters are selected according to the size of the compression rate. From the figure above, we find that although this algorithm can recover the original image at the receiving end owing to the noise at the source, the effect of image reconstruction is still affected to some extent. In this paper, we think we can use compression rate as a measure of throughput. As can be seen from Table 3 and Figure 11, the similarity coefficient and PSNR of reconstructed images will increase with the increase of compression rate. However, when the compression rate reaches about 70%, the performance of reconstructed images can be stable. When the compression rate is more than 70%, the growth curve is relatively flat. Therefore, in the process of encryption and decryption, a better reconstruction effect can be achieved by setting the compression rate at around 60%–70%. Table 8 shows the structural similarity between the reconstructed image and the original image under the influence of noise of different parameters when the compression ratio is 74.2%.

It can be seen from Table 8 that under the influence of different parameter noises, the receiving end can reconstruct the original signal and can subjectively determine the effective information in the restored image. The structural similarity under each parameter mostly exceeds 0.5, indicating that the algorithm in this study can effectively recover the effective information of the signal when processing the signal polluted by noise and has the certain ability to resist the source noise.

### 4.4. Key Sensitivity and Key Space Analysis

Because the encryption algorithm is highly sensitive to the key, when the key changes slightly, this leads to the failure of decryption and other processes. Key sensitivity refers to the degree to which the cipher text changes when the initial key changes slightly. Owing to the sensitivity of the initial value of the chaotic system, we can verify the key sensitivity of this algorithm based on this characteristic. When the chaotic system changes initial value slightly, the reconstructed image will be greatly different. This section studies whether the original signal has good key sensitivity after being encrypted by the algorithm in this study. The superimposed noise in the original signal is salt-and-pepper noise with a noise intensity of 0.02, and the compression rate in the image encryption process is 74.2%

![PSNR](image.png)

**Table 7: Comparison of PSNR.**

| Proposed algorithm | Reference [38] |
|--------------------|----------------|
| Impulse noise $I=0.02$ | Gaussian noise $M=0, V=0.01$ |
| PSNR 28.5603 | 26.5630 |
| PSNR 30.6881 | 26.3460 |

Figure 12(a) is the recovery image when the key changes by an order of magnitude of $10^{-14}$, Figure 12(b) is the recovery image when the key changes by $10^{-15}$, and Figure 12(c) is the recovery image when the key changes by $10^{-16}$. It can be seen that although the initial value changed only very slightly, the reconstructed image could not recognize any effective information, proving that the algorithm has good key sensitivity.

In the process of image encryption, the size of the key space reflects the difficulty and complexity of attacking the cryptographic system. The above experiments on key sensitivity verification also show that the encryption algorithm needs to have a strong dependence on the key. When the decryption key changes slightly, the decrypted image will be very different from the original image. As an important reference to evaluate the encryption algorithm, the key space directly determines whether the algorithm can resist exhaustive attacks. For the algorithm proposed in this study, without considering the diffusion process or scrambling, only the following are considered: a measurement matrix to decrypt, nine-chaotic-sequence signal generator, and the control parameters of the system. According to the international standard IEEE 754, in order to simplify the comparison, a positive indices section is represented. The double-precision floating-point type of valid number is 52. Table 9 lists the key spaces of the algorithm in this study and the key spaces of different schemes proposed by others. It can be seen from the table that the key space in this study is at least $2^{529} = 2^{468}$. In other words, the attacker needs $2^{468}$ attacks to build the correct matrix, so the image encryption algorithm proposed in this study is safe enough to resist brute-force attacks.

The sensitivity intensity of the plaintext can determine the ability to resist differential attacks. The parameters used to measure the sensitivity of the encryption algorithm to plaintext can be described by either the number of pixels change rate (NPCR) or the unified average changing intensity (UACI). The calculation formulas of NPCR and UACI are as follows:

\[
\text{NPCR} = \frac{1}{N \times M} \sum_{i=1}^{M} \sum_{j=1}^{N} E(i, j) \times 100\%,
\]

\[
\text{UACI} = \frac{1}{N \times M} \sum_{i=1}^{M} \sum_{j=1}^{N} \left| M_1(i, j) - M_2(i, j) \right| \times 100\% \times \frac{255}{n},
\]

where $M$ and $N$ are the number of rows and columns of the image pixel and $n$ is the color bit depth of the image. The NPCR and UACI of the encrypted image are listed in Tables 10 and 11, respectively, and are compared with the critical value.

In [42], the key generated through chaos is used as the index of row and column replacement in the image encryption process, and the encryption method of row and column replacement is adopted to encrypt the image. In [43], a hyperchaotic system based on closed-loop modulation is used to replace image pixels. In [44], piecewise linear chaotic mapping is used to exchange binary elements in the original image sequence with a chaotic sequence to scramble and encrypt the image. Table 12 shows a comparison
Table 8: Structural similarity between original image and decryption image.

| Original image | Image with noise | Noise parameter | Cipher image | Decrypted image | SSIM |
|----------------|------------------|----------------|--------------|-----------------|------|
| (impulse noise)|                  |                |              |                 |      |
|                | ![image]         | $I = 0.02$     | ![image]     | ![image]        | 0.7433 |
|                | ![image]         | $I = 0.05$     | ![image]     | ![image]        | 0.5275 |
|                | ![image]         | $I = 0.1$      | ![image]     | ![image]        | 0.3981 |

(Gaussian noise)

|                | ![image]         | $M = 0$        | ![image]     | ![image]        | 0.5895 |
|                | ![image]         | $V = 0.01$     | ![image]     | ![image]        | 0.4853 |
|                | ![image]         | $M = 0$        | ![image]     | ![image]        | 0.5883 |

Figure 12: Key sensitivity analysis: (a) initial value change of $10^{-14}$, (b) initial value change of $10^{-15}$, and (c) initial value change of $10^{-16}$.

Table 9: Comparison of key spaces.

| Algorithm     | Proposed algorithm | Reference [12] | Reference [39] | Reference [40] | Reference [41] |
|---------------|-------------------|----------------|----------------|----------------|----------------|
| Key space     | $2^{608}$         | $2^{16}$       | $2^{178}$      | $2^{128}$      | $2^{96}$       |
between the NPCR and UACI obtained by the algorithm in this study and the above studies. The evaluation criteria of NPCR and UACI are given in [45].

The results show that the encrypted image can reach the threshold standard, which verifies that the compression and encryption algorithm proposed in this study can resist a differential attack to some extent.

5. Conclusions

In this study, the parallel encryption technology of a sequence generator and chaos measurement matrix based on noisy images is proposed. The purpose is to solve how to combine compressed sensing technology with chaotic cryptography for image encryption in actual hardware encryption. At the same time, due to the flexibility of the hardware circuit in this algorithm, the key in the encryption process is easy to change, which enhances the security of the encryption algorithm to a greater extent. This combines a compressed sensing algorithm with the random characteristics of chaotic signals from the perspective of security and efficiency of information transmission. Because chaotic signals are sensitive to initial values, this algorithm greatly expands the key space and effectively resists violent attacks. Through a simulation, the feasibility of the algorithm was verified. The algorithm can still achieve effective encryption and decryption under the condition that the original information contains noise. In Section 4, the experimental results were analyzed in detail. Through the analysis, it could be seen that the algorithm proposed in this study has a very high key sensitivity, and the encryption effect of the image is ideal. In the process of restoring the original image, it was found that this algorithm can resist a certain degree of source noise pollution and effectively recover the original signal. In terms of operational efficiency, the algorithm encryption process needs 0.24 s, and the use of common compression perception algorithm encryption requires about 1 s. The decryption algorithm in this study requires 8 s and the ordinary compression perception algorithm decryption needs about 10 s, so the algorithm in this study using parallel transmission can effectively improve the efficiency of information transmission. In the following research, we will focus on whether the algorithm can resist the influence of channel noise and realize the image encryption and effective decryption.
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