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Featured Application: The proposed video object detection and recognition method has a wide range of applications in self-driving vehicle scenarios, as well as intelligent transportation systems and video surveillance.

Abstract: It is a challenging task for self-driving vehicles in Real-World traffic scenarios to find a trade-off between the real-time performance and the high accuracy of the detection, recognition, and tracking in videos. This issue is addressed in this paper with an improved YOLOv3 (You Only Look Once) and a multi-object tracking algorithm (Deep-Sort). First, data augmentation is employed for small sample traffic signs to address the problem of an extremely unbalanced distribution of different samples in the dataset. Second, a new architecture of YOLOv3 is proposed to make it more suitable for detecting small targets. The detailed method is (1) removing the output feature map corresponding to the 32-times subsampling of the input image in the original YOLOv3 structure to reduce its computational costs and improve its real-time performances; (2) adding an output feature map of 4-times subsampling to improve its detection capability for the small traffic signs; (3) Deep-Sort is integrated into the detection method to improve the precision and robustness of multi-object detection, and the tracking ability in videos. Finally, our method demonstrated better detection capabilities, with respect to state-of-the-art approaches, which precision, recall and mAP is 91%, 90%, and 84.76% respectively.
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1. Introduction

Traffic sign detection and tracking is a critical task of self-driving vehicles in Real-World traffic scenarios, which provides real-time decision support for the autopilot system. Traffic sign detection can be broadly divided into two categories [1–6]. One is the traditional method based on manual features [1–5], and the other is the deep learning algorithm based on CNN (Convolutional Neural Network) [6]. Traditional traffic signs are mainly detected based on the appearance characteristics of some traffic signs. In [2,3], RGB (Red, Green, Blue) and HSI (Hue, Saturation, Intensity) color model methods are used for detection owing to different color information (red, yellow, blue) for multifarious traffic signs. In [4], HOG (Histogram of Gradient) is employed to describe shape features used for detection. However, due to the small target of traffic signs, they are easily affected by external adverse factors such as lighting, weather, and shielding [5]. It is necessary to use nontraditional algorithms to extract features such as color, texture, context, etc. in order to have higher commonality. In contrast, deep learning-based object detection algorithms are more accurate and capable of evolving to more complex environments [6].

CNN-based object detection methods can be further divided into two types [7–14]: two-stage schemes and one-stage schemes, where the two-stage schemes combine RPN (Region Proposal Network) with the CNN network at first, then classify and regress these
candidate regions [7] such as R-CNN [8] (Region-Convolutional Neural Network), Fast R-CNN [9], Mask R-CNN [10], etc. Even though it is possible to achieve a high detection accuracy with the two-step schemes, it is demanding because of its complicated computation. Two-stage schemes are slower at detection, but end-to-end ones provide more accurate results. SSD (Single Shot Detector) [11], YOLO [12], YOLO 9000 [13], YOLOv3 [14], etc. are typical representatives of one-stage schemes.

Because of the progress of deep learning, there have been new deep learning-based object detection algorithms that have progressively released. Yang et al. [15] proposed a new traffic sign detection method. They used a two-stage strategy to extract region proposals and introduced AN (Attention Network), combining Faster R-CNN with traditional computer vision algorithms to find regions of interest by using color characteristics. Finally, the experimental results showed that its mAP was 80.31%. Lu et al. [16] improved the detection effect of Faster R-CNN by introducing a visual attention model which can integrate a series of regions for locating and classifying small objects. Their mAP is 87.0%, and the efficiency is 3.85 FPS.

The detection algorithms mentioned above have achieved excellent detection results on the dataset PASCAL VOC (Pattern Analysis Statistical Modelling and Computational Learning Visual Object Classes) [17] and COCO (Common Objects in Context) [18]. In [19], good performance on the most commonly used traffic sign dataset GTSD (German Traffic Sign Detection Benchmark) [20] has been achieved. The improved YOLOv2 achieved 99.61% and 96.69% precision in CCTSDB (CSUST Chinese Traffic Sign Detection Benchmark) and GTSDB [21]. At the same time, however, only classifying all traffic signs as detectable or non-detectable (i.e., prohibitory signs, command, and notification signs) is a fair categorization due to the great disparities between detection types and their corresponding traffic signs. It is far from meeting the actual scenario requirements in the self-driving task. The TT100K (Tsinghua-Tencent 100 K) [22] benchmark dataset subdivides the three types of traffic signs into 128 categories, covering various factors under different light conditions and climatic conditions, which is closer to the Real-World traffic scenarios, and it also contains more backgrounds and smaller targets.

Although [23, 24] have achieved better detection accuracy on TT100K, their real-time performances are poor. In [25], the real-time problem is well addressed with a less-parameter and low-computational cost model MF-SSD, but its performance on small object detection is poor. Li et al. [26] proposed a Perceptual GAN (Generative Adversarial Network) model to improve the detection of small traffic signs in the TT100K by minimizing the differences between large and small objects. Zhang et al. [19] proposed a multiscale cascaded R-CNN and multiscale features in pyramids that fuse high-level semantic information and low-level spatial information. Moreover, the features extracted from the ROI (Region of Interest) for each scale are fined and then fused to improve the detection accuracy of traffic signs. Precision and recall achieved 98.7% and 90.5% respectively. Nevertheless, they only roughly divided the small traffic signs into three types. Obviously, it is not enough in practice.

Actually, road object detection has reached a bottleneck for further improvement because of the small scale of targets [27, 28]. Infrared (IR) small object detection has been established [29] recently, as well as the remote sensing radar [30] and LiDAR [31]. Ref. [32] uses infrastructure-based LiDAR sensors for the detection and tracking of both pedestrians and vehicles at intersections and obtains good results on small objects.

However, most of the above-mentioned detection methods are expensive which strongly limit their deployment in practical applications [33], and their deployment in day-to-day use is currently impeded by a number of unsolved problems: (1) Low detection accuracy of small traffic signs in large images. Compared with medium and large objects, small traffic signs lack appearance information needed to be distinguished from the background or other similar categories [34]. (2) The prior achievements in detecting small objects can’t be verified since the vast majority of the research efforts are focused on large object detection [35]. Besides, due to the extremely uneven distribution of different traffic
signs, it is generally easy to result in the problem of low recognition rate in those very-low-frequency samples. It is difficult but necessary to ensure high accuracy and robustness in traffic sign detection at the same time, especially in videos [36]. (3) Efficient simultaneous detection and tracking in videos. Owing to the lighting and weather interference in the real traffic environment and the onboard camera motion blur, bumps, etc. in the video detection [37,38], the bounding box is prone to flickering and missing targets [39], resulting in missed detections and false detections [40]. The safety of self-driving vehicles may probably be threatened.

Hence, this paper proposes an improved YOLV3 algorithm to help minimize the problems associated with small traffic signs and increase the overall YOLV3 performance. Furthermore, motivated from MOT (Multi-Object Tracking) [41], which is widely used to mark and track vehicles and pedestrians in videos in traffic surveillance systems and noisy crowd scenes most recently [42,43]. Deep-Sort (Simple Online and Real-time Tracking) [44] is adopted to overcome a series of adverse factors brought by camera motion to real-time video detection. Compared to several latest detection methods, the proposed method has higher accuracy and real-time performance and meets the requirements of small target traffic signs detection. The main contributions of this paper are summarized as follows:

1. To address the problem of low detection accuracy resulted from exceptionally unbalanced samples distribution of different traffic signs in the TT100K, several image enhancement methods, such as adding noise, snow, frost, fog, blur, and contrast, etc., are applied to those categories of traffic signs that rarely appeared. These images obtained by enhancement are added to the original sample database to complete data augmentations, increasing the proportion of low-frequency traffic signs in the dataset, improving the equilibrium of sample distributions, and then improve the overall detection accuracy.

2. It’s proposed that a new YOLOv3 architecture to better enable it to detect small targets. The detailed step is deleting the output feature map corresponding to the 32-times subsampling, adding the output feature map of the 4-times subsampling and concatenating it to the original network, which will more fit for small target features and will not reduce the detection effect of medium and big targets in the meanwhile.

3. In order to strengthen object detection and object tracking in real-time, the false detection and missed detection levels caused by the external environment must be reduced. Deep-Sort is applied to object detection, which uses Mahalanobis distance, the smallest cosine distance, and other indicators to associate various targets in the video frames. While stabilizing the actual video bounding box, the error rate and omission rate of video detection are effectively decreased, and the anti-interference performance of the detection algorithm is enhanced too.

The remainder of this paper is organized as follows: Section 2 proposes the data enhancement method, detection framework, loss function, and multi-object tracking additionally. Section 3 presents the experimental results, and Section 4 concludes the paper.

2. Materials and Methods
2.1. Fine-Grained Classifications and Sample Equalizations

Fine-grained image classification [45] is a challenging problem aiming to differentiate subordinate classes of a typical superior class. The purpose of the paper is to distinguish between superior and subordinate classes. There are two difficulties of fine-grained classification for traffic signs. Similarly, on the other hand, there is little difference between those of the same subordinate classes in the superior class. As shown in Figure 1a, the four symbols are all signs of prohibition, but the differences in characteristics are not significant. On the other hand, some specific traffic signs are shown in Figure 1b which reveal large differences between the same subordinate categories, such as height, width, speed limit, etc. Thus, traffic signs are more difficult to detect, and especially when self-driving cars are involved. Unfortunately, TT100K has an unbalanced proportion of traffic signs.
As shown in Figure 2 (the blue part), nearly half of the traffic sign categories in the dataset have very few samples, which can easily cause insufficient deep learning training, and eventually result in incorrect detection of small sample signs. Snell et al. [46] proposed few-shot learning that addressed the problem of detection caused by the insufficient training set or large training set but insufficient labeling information such as face detections and cell classifications. However, promising results are seldom if the dataset is combined with small or large samples added to it. Moreover, the primary detection object is small targets, which lead to even more undesirable results. According to the Vicinal Risk Minimization (VRM) principle, the generalization capacity should be improved by creating samples similar to the training samples for data augmentation [47]. Therefore, data augmentation is employed for small sample traffic signs in the TT100K to achieve the purpose of sample equilibrium, which is inspired by [48]. The details are as follows: 15 methods of data enhancement (e.g., noise enhancement, weather enhancement, fuzzy enhancement, and data enhancement). Finally, this paper applies these 15 types of data enhancement to the TT100K benchmark dataset, including Gaussian Noise, Shot Noise, Impulse Noise, Defocus Blur, Frosted Glass Blur, Motion Blur, Zoom Blur, Snow, Frost, Fog, Brightness, Contrast, Elastic, Pixelate, and JPEG.

The comparison of the distribution of various traffic signs between the TT100K and the enhanced TT100K is shown in Figure 2. After data augmentation, the number of small
samples has definitely increased, as well as the category distribution of traffic signs has improved. Most of the training data contains a mix of signs, so augmenting smaller sets of data would necessitate data augmentation for the large category as well.

2.2. The Improvement of YOLOv3

To balance the real-time performance and high accuracy of the detection architecture, a new modified YOLOv3 structure is presented (shown in Figure 3), which using Darknet-53 [14] as the backbone network for feature extraction. As shown in Figure 4a, YOLOv3, compared with YOLOv2, refers to the residual structure of ResNet [49], which consists of 2 DBL (Darknetconv2d BN Leaky) units, aiming to increase identity mapping to relieve the model degradation by introducing shortcut. Where the DBL unit shown in Figure 4b, includes CONV (Convolution layer), BN (Batch Normalization), and the activation function LeakyReLU. The predicted output in Figure 3 mimics FPN (Feature Pyramid Networks) and upsampling feature fusion and uses multi-layer feature fusion to acquire a richer feature representation. By continuous subsampling, the 608 × 608 pixel image is capable of dividing into grid cells, corresponding to anchor boxes of different scales that are available from the K-means clustering algorithm. The specific grid cell is responsible for detecting the target when the center of the target’s ground truth falls within it.

![Figure 3. The structure of improved YOLOv3 (Red is the deleted part, blue is the newly added part).](image1)

![Figure 4. The constituent structural unit of Residual Networks. (a) Residual unit. (b) DBL unit.](image2)
As shown in Figure 3, the YOLOv3 turns the original image into $19 \times 19$, $38 \times 38$, $76 \times 76$ feature maps after feature extraction. The larger the size of the output feature map, the more grid cells in the feature map there are and the smaller the receptive field is. The receptive field is the size of the region mapped by each grid cell in the feature map in its corresponding input image. The larger the receptive field is, the larger the range in the initial image mapped by it will be, and the features contained will be more global and have a higher semantic level. The smaller the receptive field, the smaller the range in the image of the corresponding mapping, and the features contained tend to be local and more detailed [50]. Thus, the original three-scale feature maps of YOLOv3 are improved due to the limited extraction capability for small target features of 8-times subsampling. The output feature map with four-times subsampling is employed as an alternative to 32-times subsampling. Somehow, the ability to detect small targets can be strengthened. In contrast, extra features can be turned off to save computing resources.

2.3. Loss Function

As with YOLOv3, the loss function of proposed method is shown in the following equalization:

$$loss = Error_{boxes} - Error_{confidence} - Error_{classes}$$  \hspace{1cm} (1)

$Error_{boxes}$ is the coordinate regression of the bounding box, representing the location and coordinates of the bounding boxes, which is defined as follows:

$$Error_{boxes} = \lambda_{coord} \sum_{i=0}^{S^2} \sum_{j=0}^{K} l_{ij}^{obj} \left[ (t_x - t_x')^2 + (t_y - t_y')^2 + (t_w - t_w')^2 + (t_h - t_h')^2 \right]$$  \hspace{1cm} (2)

where $S^2$ is the number of cells, $K$ is the number of bounding boxes predicted by each grid cell, $t_x$, $t_y$, $t_w$, $t_h$ represent coordinates, width, and height of the bounding boxes. $\lambda_{coord}$ is the weight of the coordinate error. If there is a target in the $i$-th cell, the $t$-th bounding box of that cell is responsible for predicting the target, and if there is a corresponding ground truth, then $l_{ij}^{obj} = 1$, otherwise, $l_{ij}^{obj} = 0$.

$Error_{confidence}$ concludes the loss of confidence in the bounding box of the existing object and the objects that do not exist, which is defined as follows:

$$Error_{confidence} = \sum_{i=0}^{S^2} \sum_{j=0}^{K} l_{ij}^{obj} [c_i' \log(c_i) + (1 - c_i') \log(1 - c_i)] + \lambda_{noobj} \sum_{i=0}^{S^2} \sum_{j=0}^{K} l_{ij}^{noobj} [c_i' \log(c_i) + (1 - c_i') \log(1 - c_i)]$$  \hspace{1cm} (3)

In (3), $c$ is the number of classes, and $\lambda_{noobj}$ is the weight of the confidence error. $Error_{classes}$ is the classification loss of the grid cell in which the object exists and it is defined as follows:

$$Error_{classes} = \sum_{i=0}^{S^2} \sum_{j=0}^{K} l_{ij}^{obj} \sum_{c \in \text{classes}} [p_i'(c) \log(p_i(c)) + (1 - p_i'(c)) \log(1 - p_i(c))]$$  \hspace{1cm} (4)

In (4), $p$ is the probability, and cross-entropy is introduced to the loss function.

2.4. The Improvement of Detection Method with Multi-Object Tracking

A challenge for video detection when the bounding boxes become tiny due to frequent flickering and drifting results in missed and false detections. Significant external factors such as camera movement, occlusion, blur, etc. are also inherent issues that may occur with traffic signs. To address this problem, multi-object tracking of Deep-Sort, which has been verified validity by [51] in 2017, is adopted after YOLOv3. It is capable of improving the stability of the continuous frame target trajectory and eliminating the long-term mismatches of detection targets with recursive Kalman filtering and frame-by-frame data association.
Figure 5 shows the structure for the tracking-by-detection used in this paper and the specific process of the method is described with pseudo-code in the Algorithm 1.

**Figure 5. Improved structure for detection-and-tracking.**

There are mainly two parts of Deep-Sort: appearance descriptor and data association. The matching measure is divided into Mahalanobis distance represents the motion matching metric, and the smallest cosine distance represents the appearance matching metric. When performing detection on a video, the bounding box of a target in the t frame can be obtained by the object detection algorithm or modeling and predicting the target’s bounding box in previous t frames by Kalman filtering. Finally, Kalman filtering can combine two bounding boxes to get the best estimate of the target in the current frame.

**Algorithm 1 Detection and Tracking**

**Input:** input = (width, height, channel, batch) **Output:** output = (matched detections, unmatched detections)

1. Width, Height, Channel, Batch
2. Compute Box = $B \times (4 + 1 + C)$
3. Bounding Box–Logic regression (Dimension priors, location prediction)
4. Compute Loss function = $[loss]$ using (1)
5. Detection indices $D = \{1, \ldots, M\}$, Track indices $T = \{1, \ldots, N\}$, Maximum age $A_{\text{max}}$
6. Compute gate matrix $B = [b_{ij}]$ using (7) and (9)
7. Compute cost matrix $C = [c_{ij}]$ using (10)
8. Initialize set of matched detections $M \leftarrow \emptyset$
9. Initialize set of unmatched detections $U \leftarrow D$
10. for $n \in \{1, \ldots, A_{\text{max}}\}$ do
11. Select tracks by age $T_n \leftarrow \{i \in T|y_i = n\}$
12. $[x_{ij}] \leftarrow \text{min}_t \text{cost}_t\text{matching}(C, T_n, U)$
13. $M \leftarrow M \cup \{(i, j)|b_{ij} \cdot x_{ij} > 0\}$
14. $U \leftarrow U \setminus \{j|\sum_i b_{ij} \cdot x_{ij} > 0\}$
15. end for
16. return $M, U$

Each target has its trajectory in the video; thus, the 8-dimensional space is introduced as follows to describe the state of the target trajectory at a specific time.

\[(u, v, r, h, x^*, y^*, r^*, h^*)\] (5)

where $u, v$ represent center coordinates of the bounding box, $r$ and $h$ represent ratio and height, $x^*, y^*, r^*, h^*$ respectively represent target speed information.

The Mahalanobis distance is defined as follows:

\[d^{(1)}(i, j) = (d_j - y_i)^T S_i^{-1} (d_j - y_i)\] (6)

In (6), $S_i$ represent the covariance matrix of the observation space at the current moment predicted by the Kalman filtering, represent the prediction of the trajectory in the current frame to the next frame, $d_j$ represent the observed variable of the $j$-th target. It reflects the matching degree between $j$-th target an $i$-th trajectory. If the Mahalanobis
distance between the bounding box of the target in the current frame and the previous trajectory prediction observation is less than 9.4877, expressed as \( t(1) \), the corresponding target and trajectory are related, expressed as \( b_{i,j}^{(1)} \), as follows:

\[
\begin{align*}
    b_{i,j}^{(1)} &= 1 \left[ d^{(1)}(i,j) \leq t^{(1)} \right]
\end{align*}
\]

While the Mahalanobis distance is capable of ensuring the continuity of the bounding box during driving, the motion of the onboard camera will cause a large number of mismatches in the Mahalanobis distance. Therefore, the smallest cosine distance is introduced as follows to match different target trajectories:

\[
\begin{align*}
    d^{(2)}(i,j) &= \min \left\{ 1 - r^T_j r^i_k | r^i_k \in R_i \right\}
\end{align*}
\]

where \( |r_j| = 1 \), which represents the feature description factor of the \( j \)-th target, \( r_j \) represents the appearance of the tracking target in different frames, \( R_j \) represents the entire trajectory of tracking, \( r^i_k \) represents the description factors for all trajectories. If the two trajectories are related if the smallest cosine distance between two trajectories is less than \( b^{(2)}_{i,j} \) which can be obtained by training:

\[
\begin{align*}
    b^{(2)}_{i,j} &= 1 \left[ d^{(2)}(i,j) \leq t^{(2)} \right]
\end{align*}
\]

And combine both two metrics:

\[
\begin{align*}
    c_{i,j} &= \lambda d^{(1)}(i,j) + (1 - \lambda)d^{(2)}(i,j)
\end{align*}
\]

where \( \lambda \) represents the weight, the Mahalanobis distance measure is particularly valid for short-term prediction and matching. In contrast, the smallest cosine distance measure is more effective for long-term mismatched trajectories. The Mahalanobis distance measure is ignored owing to the large jitter of motion onboard camera in this paper.

Finally, cascade matching and IOU (Intersection over Union) association are employed to relieve trajectory changes or loss caused by occlusion.

### 3. Results

#### 3.1. Experimental Setups

Our experiment is carried out on a personal computer-based python 3.7 environment, which uses Intel (R) Core (TM) i5-9400F 2.90GH CPU (Shanghai, China) and Nvidia GeForce RTX 2070 GPU (8 GB memory), using Darknet-53 as the deep learning framework. The parameters of the algorithm are set as follows: the initial learning rate is set to 0.001, and the learning strategy of steps is adopted. The SGD (Stochastic Gradient Descent) optimizer with a momentum of 0.9 is utilized to adjust the parameters of the network. Moreover, a weight decay of 0.0005 is used to prevent model overfitting. In all experiments, we use the same superior parameters to train 51,000 batches. The 35,000th and 46,000th batches of the method reduced the learning rate to 1/10 of the original value.

#### 3.2. Effectiveness Analyses

In this section, we will make a detailed experimental evaluation of our method. The detection performance on small objects is tested on the TT100K. Each iteration contains 64 images. The input resolutions of training and testing images are both \( 608 \times 608 \), and the weight of the pre-trained model on ImageNet [52] is used as the initial weight. This section demonstrates four aspects, including small sample equalization effects, comparisons of YOLOv3 detection results before and after improvement, comparisons of this method with the range pole methods, and comparisons of whether to adopt Deep-Sort, in order to verify the validity of the proposed method.
3.2.1. Small Sample Equalization

A total of 6605 training images, including 128 different categories of traffic signs, are all with resolutions of 2048 × 2048 in the TT100K. It is challenging to meet the detection requirements in Real-World traffic scenarios because road conditions vary from region to region, subordinate classes are not classified in detail in the original dataset like speed limit is 60 km/h, so as to ignore the numerical difference (speed limit 40 km/h, 80 km/h). Thus, this paper subdivides some categories of the TT100K, which increases the number of categories from 128 to 152, using data enhancement (such as noise, weather, blur, etc.) to expand the TT100K from 6605 training images to 13,238 images. 90% of the images are randomly selected for training and the remaining 10% for testing. 152 types of traffic signs are detected to obtain the precision rate and recall rate during the test, which are evaluated as follows:

\[ P = \frac{TP}{TP + FP} \]  
\[ R = \frac{TP}{TP + FN} \]  
\[ AP_c = \frac{1}{N_c} \sum_{r_c \in R_c} p(r_c) \]  
\[ mAP = \frac{1}{N} \sum_{AP_c} \]

where TP represents true positive which indicates the detections of traffic signs are correct, FP represents false positive which indicates the detections of traffic signs are wrong, FN is false negative and it represents the number of lost traffic signs, \( N_c \) presents the number of class \( c \), \( p(r_c) \) is precision value when class \( c \) recall is \( r_c \). Table 1 proves the validity of the data augmentation. After performing data augmentation, the precision and recall rate of the model are improved by 4% and 9% respectively on the TT100K. As shown in Table 1, it is easy to find that YOLOv3 will work better as the small sample training images increases.

Table 1. Test Results of YOLOv3 on TT100K after Applying Data Augmentation Technology.

| Data Augmentation | TP  | FP  | FN  | P   | R   |
|-------------------|-----|-----|-----|-----|-----|
| -                 | 1524| 586 | 461 | 0.72| 0.77|
| Image corruption  | 2474| 591 | 592 | 0.81| 0.81|

(P: Precision, R: Recall, "-" Means No Data Augmentation is Used).

3.2.2. Comparisons of YOLOv3 Detection Results before and after Improvements

The precision, recall, and speed of YOLOv3 and Improved YOLOv3 are shown in Table 2. An additional output layer is added, resulting in a slight increase in computing cost, but the detection results, which are made up of precision and recall, have the greatest impact on sensitivity. Besides, the loss curve and P-R curve of YOLOv3 and improved YOLOv3 are shown in Figure 6.

Table 2. Comparisons of YOLOv3 Detection Results before and after Improvements (mAP@0.5).

| Detection Algorithm | P    | R    | mAP  | Speed      | FPS  |
|---------------------|------|------|------|------------|------|
| YOLOv3              | 0.81 | 0.81 | 0.704| 0.0269s    | 37.94|
| Ours                | 0.91 | 0.90 | 0.8476| 0.0323s   | 24.22|
In order to further verify the efficiency of the model for small targets and to ensure the detection ability of other scale targets, the Microsoft COCO benchmark [44] evaluation metrics are adopted. According to the size of traffic signs, Ref. [44] attributes the pixel value of object length and width between 0 and 32 to small objects, the pixel value of target length and width between 32 and 96 to medium objects, and the pixel value of target length and width between 96 and 400 to large objects. YOLOv3 and the improved YOLOv3 are tested on the TT100K, which has performed data augmentation. As suggested in Table 3, meanwhile, the method enhances the detection ability of YOLOv3 for small targets and slightly enhances the detection effect for medium targets and large targets.

### Table 3. YOLOv3 and Improved YOLOv3 Test Results for Targets at Different Sizes (mAP@0.5).

| Size   | Precision 1 | Precision 2 | Recall 1 | Recall 2 | mAP 1 | mAP 2 |
|--------|-------------|-------------|----------|----------|-------|-------|
| (0,32] | 0.64        | 0.74        | 0.67     | 0.76     | 0.62  | 0.75  |
| (32,96] | 0.83        | 0.94        | 0.84     | 0.92     | 0.81  | 0.87  |
| (96,400] | 0.85       | 0.93        | 0.86     | 0.94     | 0.83  | 0.88  |

\(^1\): YOLOv3, \(^2\): Improved YOLOv3.

#### 3.2.3. Comparison with State-Of-The-Art Methods

The proposed method is compared with state-of-the-art methods [16, 23, 26, 53, 54] on the same dataset. In [23], the Overfeat model proposed by Zhu et al. achieved the highest accuracy on the TT100K, which obtained 91% precision, 93% recall, and 93% mAP. However, the image pyramid must be adopted, which greatly increases the computing cost. Zhang et al. [54] proposed MSA-YOLOv3, which adopted the augmentation path merge with FPN to detect targets with different sizes. Compared with [23], the speed is significantly improved; the detection precision and recall rate are slightly reduced, and the main reason is that our model has as many as 152 detection categories, which is much higher than the 45 categories in [23, 54]. Nevertheless, as shown in Table 4, the detection speed is much higher than the method in [23], the precision and recall rate are also higher than that in [54]. And our model achieves the fastest detection speed on 45 categories of traffic signs, and mAP is slightly less than [23]. Detailed comparisons of the average precision (AP) of different signs on the enhanced TT100K are shown in Table 5, including Zhu [23], YOLOv3, and improved YOLOv3. It is evident that the model proposed in this paper is capable of detecting more traffic signs and achieving higher average precision of different categories. Moreover, it effectively improves the performance of fine classification for subordinate classes with highly similar appearance such as height limit signs (e.g., ph2.1, ph2.2, etc.) and weight limit signs (e.g., pm10, pm15, pm55, etc.).
Table 4. Detection Results of Different Detection Models on TT100K, "-" Means No Parameters Are Given (mAP@0.5).

| Model          | P     | R     | mAP   | Speed | FPS  | Classes |
|----------------|-------|-------|-------|-------|------|---------|
| Lu et al. [16] | 0.917 | 0.834 | 0.870 | 0.26 s| 3.85 | 45      |
| Zhu_model [23] | 0.91  | 0.93  | 0.93  | 10.83s| 5    | 45      |
| Li et al. [26] | 0.879 | 0.93  | 0.93  | -     | <1.6 | 45      |
| Wang et al. [53]| 0.927 | 0.868 | -     | -     | 9.6  | 45      |
| MSA-YOLOv3 [54]| 0.825 | 0.841 | 0.863 | 0.042s| 23.87| 45      |
| Ours1          | 0.91  | 0.92  | 0.917 | 0.027s| 29.33| 45      |
| Ours2          | 0.91  | 0.90  | 0.8476| 0.0323s| 24.22| 152     |

Table 5. Comparing the AP values (%) on Zhu [23] and the model in this paper, ",-" indicates that the model does not contain this flag category.

| Class          | io | i1 | i2 | i3 | i4 | i5 | i10 | i11 | i12 | i13 | i14 |
|----------------|----|----|----|----|----|----|-----|-----|-----|-----|-----|
| Zhu [23]       | -  | -  | 77.68 | - | 88.04 | 93.04 | - | - | - | - | - |
| Ours1          | 78.41 | 100.0 | 93.73 | 0 | 90.97 | 96.58 | 66.67 | 0 | 0 | 0 | 0 |
| Ours2          | 88.84 | 100.0 | 89.04 | 0 | 91.1 | 97.99 | 100.0 | 0 | 100.0 | 83.33 | 100.0 |

| Class          | i15 | il50 | il60 | il70 | il80 | il90 | il100 | il110 | il120 | i12 | ip |
|----------------|-----|------|------|------|------|------|-------|-------|-------|-----|----|
| Zhu [23]       | -  | - | 86.97 | - | 85.16 | - | 50.00 | - | - | - | 82.31 |
| Ours1          | 0 | 0 | 93.33 | 0 | 85.71 | 91.67 | 100.0 | 0 | 100.0 | 71.98 | 50.00 |
| Ours2          | 0 | 50.0 | 96.87 | 0 | 85.98 | 77.54 | 88.89 | 76.0 | 0 | 91.81 | 84.21 |

| Class          | p2 | p3 | p4 | p5 | p6 | p7 | p8 | p9 | p10 | p11 | p12 |
|----------------|----|----|----|----|----|----|----|----|-----|-----|-----|
| Zhu [23]       | -  | -  | -  | -  | -  | -  | -  | -  | - | - | - |
| Ours1          | 35 | 77.78 | 0 | 93.97 | 4.86 | 0 | 0 | 70.0 | 86.76 | 83.25 | 50.00 |
| Ours2          | 100.0 | 99.76 | 0 | 85.47 | 80.40 | 0 | 100.0 | 100.0 | 79.18 | 86.73 | 93.63 |

| Class          | p13 | p14 | p15 | p16 | p17 | p18 | p19 | p20 | p21 | p22 | p23 |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Zhu [23]       | -  | -  | -  | -  | -  | -  | -  | - | - | - | - |
| Ours1          | 0 | 0 | 0 | 0 | 100.0 | 83.33 | 38.27 | 0 | 0 | 100.0 | 85.21 |
| Ours2          | 0 | 75.0 | 0 | 100.0 | 60.0 | 83.33 | 77.26 | 66.67 | 0 | 70.54 | 83.05 |

| Class          | pc | pe | pg | ph1.5 | ph2 | ph2.1 | ph2.2 | ph2.5 | ph2.8 | ph2.9 | ph3 |
|----------------|----|----|----|-------|-----|-------|-------|-------|-------|-------|-----|
| Zhu [23]       | -  | -  | -  | 71.92 | - | 76.53 | -   | -   | -   | -   | -   |
| Ours1          | 0 | 0 | 52.08 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Ours2          | 0 | 0 | 88.24 | 100.0 | 75.00 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

| Class          | ph3.3 | ph3.5 | ph4 | ph4.2 | ph4.5 | ph4.8 | ph4.3 | ph2.4 | wo | ph5 | ph5.3 |
|----------------|-------|-------|-----|-------|-------|-------|-------|-------|-----|-----|-------|
| Zhu [23]       | -  | -  | 71.92 | - | 76.53 | - | - | - | -  | - | 66.25 |
| Ours1          | 0 | 0 | 56.67 | 0 | 83.33 | 0 | 0 | 0 | 83.33 | 93.06 | 0 |
| Ours2          | 100.0 | 100.0 | 88.33 | 100.0 | 96.40 | 100.0 | 100.0 | 100.0 | 80.33 | 93.82 | 100.0 |

| Class          | pl5 | pl10 | pl15 | pl20 | pl25 | pl30 | pl35 | pl40 | pl50 | pl60 | pl70 |
|----------------|-----|------|------|------|------|------|------|------|------|------|------|
| Zhu [23]       | -  | -  | - | 74.53 | - | 86.84 | - | 90.23 | 89.38 | 79.44 | 87.22 |
| Ours1          | 83.92 | 0 | 25 | 47.69 | 0 | 76.92 | 0 | 86.44 | 85.09 | 72.97 | 65.95 |
| Ours2          | 82.25 | 100.0 | 94.73 | 67.67 | 100.0 | 84.91 | 80.00 | 87.01 | 86.71 | 81.96 | 88.24 |
Table 5. Cont.

| Class       | pl80 | pl90 | pl100 | pl110 | pl120 | pm15 | pm35 | pm40 | pm50 | pm10 | pm20 |
|-------------|------|------|-------|-------|-------|------|------|------|------|------|------|
| Zhu [23]    | 87.39| -    | 92.48 | -     | 93.92 | -    | -    | -    | -    | -    | 83.96|
| Ours1       | 67.79| 66.67| 83.51 | 91.67 | 81.90 | 0    | 0    | 0    | 0    | 0    | 56.43|
| Ours2       | 80.67| 89.32| 87.19 | 66.67 | 74.70 | 100.0| 100.0| 100.0| 100.0| 85.71| 89.63|
| Class       | pm30 | pm55 | po    | pn    | pnc   | pnc  | pr10 | pr20 | pr50 | pr70 | pr80 |
| Zhu [23]    | 87.62| 79.99| -     | -     | -     | -    | -    | -    | -    | -    | -    |
| Ours1       | 30.57| 84.92| 67.56 | 93.04 | 96.19 | 0    | 0    | 66.67| 100  | 0    | 0    |
| Ours2       | 92.63| 95.75| 88.52 | 95.79 | 95.10 | 0    | 100.0| 100.0| 100.0| 100.0| 100.0|
| Class       | pr100| pr40 | pr30  | pr60  | ps    | pw3  | pw3.2| pw3.5| pw4  | pw4.2| w3   |
| Zhu [23]    | -    | -    | 87.16 | -     | -     | -    | 77.69| -    | -    | -    | -    |
| Ours1       | 0    | 0    | 0     | 0     | 0     | 0    | 89.14| 0    | 0    | 0    | 50   |
| Ours2       | 100.0| 100.0| 98.77 | 100.0 | 75.00 | 100.0| 100.0| 100.0| 100.0| 100.0| 100.0|
| Class       | w5   | w8   | w10   | w12   | w13   | w16  | w18  | w20  | w21  | w22  | w24  |
| Zhu [23]    | -    | -    | -     | -     | 77.69 | -    | -    | -    | -    | -    | -    |
| Ours1       | 0    | 0    | 0     | 0     | 0     | 0    | 0    | 0    | 0    | 0    | 50   |
| Ours2       | 100.0| 100.0| 95.78 | 100.0 | 96.42 | 100.0| 100.0| 100.0| 80.0 | 86.92|
| Class       | w45  | w46  | w47   | w55   | w57   | w58  | w59  | w63  | w66  | -    | -    |
| Zhu [23]    | -    | -    | -     | -     | -     | -    | -    | -    | -    | -    | -    |
| Ours1       | 0    | 0    | 0     | 0     | 0     | 0    | 0    | 0    | 0    | 0    | -    |
| Ours2       | 100.0| 83.33| 50.00 | 84.62 | 93.54 | 96.08| 90.91| 99.48| 87.50| -    | -    |

(Ours1 represents detection of TT100K without enhancement, Ours2 represents detection of enhanced TT100K).

In conclusion, the proposed method has achieved better results in terms of small targets, multi-classification, and real-time performance compared with current state-of-the-art methods. Compared to the latest method [54], both the detection accuracy and speed have been greatly improved, which obtains 91% precision, 92% recall, and 91.77% mAP under the condition of the same detection categories. Table 5 also indicates the improvement of average precision of the proposed method on different traffic signs in comparison with Zhu [23].

3.2.4. Comparisons of Detection Results with or without Deep-Sort

As shown in Figure 7, it can obviously be seen the difference in whether or not to add the Deep-Sort MOT algorithm. The figures on the right column (b), (d), and (f) are the detection results of adding Deep-Sort in the video detection process, and the left column (a), (c), and (e) are the video detection result without adding Deep-Sort, respectively intercepted part of the video in the same frame in the two results. In the case of low light, there is missed detection and false detection for the images with a complex background or objects of the same shape and color as the traffic sign. It effectively improves the situation when performing Deep-Sort after video detection.
or objects of the same shape and color as the traffic sign. It effectively improves the situation when performing Deep-Sort after video detection.
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Figure 7. The left column (a,c,e) show the original video detection results, and the right column (b,d,f) show the video detection results after adding Deep-Sort.

4. Discussion and Conclusions

It is still a challenge to compromise between computational cost and accuracy in small targets detecting for self-driving vehicles in actual scenarios. An improved YOLOv3 object detection and tracking method is proposed in this paper, and it has the following advantages: (1) The modified model is accurate in small object detection but can be done at real-time, which comes at the expense of slower performance. (2) This paper applies data augmentation techniques to make up for the lack of proper representation of the imbalance in the dataset. Experimental results show that equalization of extremely low-frequency traffic signs improves the detection accuracy. (3) To improve video detection accuracy, Deep-Sort is added in the process of video detection, which effectively reduces the false detection and missed detection caused by external factors, and improves the robustness of the proposed model. Consequently, compared with the comparative methods [16,23,26,53,54], the proposed method has more advantages in real-time traffic sign video detection, including detection accuracy, speed, and robustness.
Traffic sign detection is an important part of driving in the autonomous environment. However, even in the Real World, pedestrian and vehicle movements must be accounted for in self-driving systems. We will discuss this matter and put it to the test in the coming researches.
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