Exploring the Dependence of QM/MM Calculations of Enzyme Catalysis on the Size of the QM Region

Garima Jindal and Arieh Warshel*

Department of Chemistry, University of Southern California, 3620 McClintock Avenue, Los Angeles, California 90089, United States

ABSTRACT: Although QM/MM calculations are the primary current tool for modeling enzymatic reactions, the reliability of such calculations can be limited by the size of the QM region. Thus, we examine in this work the dependence of QM/MM calculations on the size of the QM region, using the reaction of catechol-O-methyl transferase (COMT) as a test case. Our study focuses on the effect of adding residues to the QM region on the activation free energy, obtained with extensive QM/MM sampling. It is found that the sensitivity of the activation barrier to the size of the QM is rather limited, while the dependence of the reaction free energy is somewhat larger. Of course, the results depend on the inclusion of the first solvation shell in the QM regions. For example, the inclusion of the Mg$^{2+}$ ion can change the activation barrier due to charge transfer effects. However, such effects can easily be included in semiempirical approaches by proper parametrization. Overall, we establish that QM/MM calculations of activation barriers of enzymatic reactions are not highly sensitive to the size of the QM region, beyond the immediate region that describes the reacting atoms.

I. INTRODUCTION

QM/MM methods (for reviews, see, e.g., refs 1−7) have been used extensively in studies of enzymatic reactions. In order to obtain reliable results, it is crucial to perform extensive sampling8 and also to use a reliable QM model for either calibrating a semiempirical model (e.g., the EVB model9) or actual determination of ab initio (ai) QM (ai)/MM free energy surfaces.10 In considering the reliability of such methods, one of the obvious issues is the size of the QM region. The size problem is frequently attributed to the treatment of the boundaries between the QM and MM regions, but this issue is not so serious if one uses the same models in the reference water reaction and in the enzyme active site. Nevertheless, one would like to know the limitations imposed by the size of the QM region. Here we noted that the great advances in computer power and the use of specialized computers (e.g., GPU) allows one to use very large QM regions and the results of the corresponding calculations can be used to imply that it is essential to use large QM regions to obtain reliable results.11,12 Thus, it is important to conduct careful analysis of the size dependence of QM/MM calculations.

The issue of the size dependence in QM clusters has been a subject of significant interest.13−21 Similarly, the size dependence of the QM region in QM/MM models has been the subject of recent studies. Some studies explored the size dependence of QM/MM calculations of spectroscopic properties.22,23 More relevant works (from the perspective of this paper) examined the energy difference in enzymatic reactions.24−28 However, as much as enzymatic reactions are concerned, the most important issue is the reliability of the calculated activation free energy, that should reflect an extensive averaging, that has not been performed in most of the previous studies. One exception is the study of ref 26, which evaluated the free energy of proton transfer (PT) in lysozyme for QM regions of different sizes. This work found that for a QM with a radius of less than 6 Å we can have errors of about 3 kcal/mol. Here we note that PT reactions involve a rather small change in charge separation and one can expect a larger dependence on the size of the QM region in reactions that involve a larger change in charge distribution. Thus, we focus in this work on the dependence of the calculated activation free energy on the size of the QM region in the reaction of the enzyme COMT (catechol-O-methyl transferase) that catalyzes the transfer of a methyl group from SAM (S-adenosyl-l-methionine) to a catecholate ion via an S$_2$2 type reaction, as shown in Scheme 1. The issue of the size of the QM region in COMT was highlighted recently in a study11,12 which implied that the inclusion of large protein residues (up to 500 atoms) in the QM region is needed in order to obtain convergent results. While ref 11 only looked at the convergence of ground state properties including the donor−acceptor distance, ref 12 examined the trend in activation energy, but this was done by evaluating the single point energy change upon moving to the transition state (rather than the activation free energy). Nevertheless, such results may discourage further use of QM/MM methods (for reviews, see, e.g., refs 1−7).
MM calculations with medium QM size and thus require further systematic studies that will be performed in this work.

In choosing COMT as our benchmark, we note that this system is an important biological system. It belongs to the general class of methyltransferases that plays an important role in human physiology and several diseases such as cancer, and genetic diseases. COMT degrades catecholamines such as dopamine and has thereby attracted a major interest in its probable role in dopamine related pathologies, in particular Parkinson’s disease. V158M COMT polymorphism is speculated to be responsible for the violent behavior of schizophrenic patients. It is therefore imperative to study such enzymes and understand their function at the molecular level. It should also be noted that the COMT catalyzed decomposition of dopamine follows a parallel pathway to the reaction catalyzed by MAO B, which was recently studied using the EVB method. Hopefully, the present study can also be useful by shedding additional light on the results and in some cases limitations of previous QM/MM studies of COMT.

II. COMPUTATIONAL METHODS

Our study used the semiempirical PM6 method (evaluated by the MOPAC2009 package) to treat the QM region, whereas the rest of the protein was treated classically, using the ENZYMIX force field. The QM/MM interface between the QM and MM surfaces was implemented through the corresponding module of the MOLARIS package. The initial coordinates for the QM/MM dynamics were taken from the crystal structure of the human, soluble form of COMT (s-COMT). The first step for each system involved a relaxation by slowly heating the protein from 30 to 300 K for at least 45 ps. The subsequent MD simulations involved time steps of 1 fs at 300 K. The simulation was divided into 31 frames with each frame simulated for 10 ps. The reaction coordinate, \( \xi = d(S-C) - (O-C) \), was constrained using a force constant of 100 kcal/mol Å² and varied from \(-1.0\) to 2.2 Å. The PMF was obtained by combining the individual simulation windows, using the weighted histogram analysis method (WHAM) approach. Further calculations for a few systems (I, II, and III) were done for a longer time, by dividing the simulation into 51 frames and running each window for 30 ps. This yielded similar results to the shorter runs, and therefore, for all other systems, we only carried out shorter runs.

The boundary conditions for the simulations were introduced by immersing the protein in an 18 Å sphere of water molecules using the surface-constraint all-atom solvent (SCAAS) boundary conditions. The local reaction field method (LRF) which is similar to having no cutoff for electrostatic interactions is used to treat the long-range effects. The geometric center of the reacting system was taken as the center of the simulation sphere. The positions of all atoms beyond 20 Å from the center of the systems were fixed as found in the initial crystal structure, and their nonbonded interactions with the atoms within the simulation sphere were turned off. To determine the protonation state, we used our coarse grained (CG) model. Subsequently, all residues that lie within 12 Å from the center of the SAM and catecholate anion were explicitly ionized during the simulation. A large charge-charge dielectric constant was used to treat the effect of the more distanced ionizable residues. Three different starting configurations were generated for the simulations by
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taking structures from a long trajectory at a time difference of 45 ps. The resulting structures were used in the QM/MM simulation, and the final result was taken as the average of the three runs.

Our study used the PM6 semiempirical method that allows for extensive sampling. Obviously, more correct barriers should be obtained with high level QM methods, but the issue here is the size dependence of the barrier and not obtaining an accurate barrier. Of course, we hope that the size dependence of the PM6 is related to the size dependence in more rigorous models.

III. RESULTS

Our study focused on the activation barrier for the methyl transfer step, which is depicted in Scheme 1. The different residues considered as a part of the QM region are shown in Figure 1. The active site consists of Mg$^{2+}$ ion coordinated to the catecholate ion, two aspartate residues, asparagine residue, and a water molecule. The transition state with the Mg$^{2+}$ ion and the ligands in the primary shell is shown in Figure 1c for a representative case.

In order to explore the size dependence of the QM region, we evaluated the activation free energies for regions of different sizes. The smallest region consisted of the substrates alone, while the largest region included the metal and seven residues, which were selected on the basis of the distance from the substrates. The first QM region investigated (system I) is described in Figure 2. This system includes only the two substrates, SAM and the catecholate ion, and consists of 26 atoms in the QM region including the linked atoms. The Mg$^{2+}$ metal ion was treated classically as a point charge with a repulsive van der Waals center. The activation free energy obtained was 22.5 kcal/mol.

The next system considered (system II) also included only the substrates in the QM region. However, the Mg$^{2+}$ was treated using the dummy atom approach developed by Aqvist and Warshel. Subsequently, the Mg$^{2+}$ ion and the surrounding ligands (H$_2$O, Asp169, Asp141, and Asn170) were included in the QM region (system III shown in Figure 2). The resulting free energy barrier is 14.5 kcal/mol. It should be noted that only a part of the residues as shown in Figure 2 was included in the QM region. Inclusion of the complete residue did not alter the result significantly, and hence, in all further calculations, we used chopped residues as the ligands coordinated to the Mg$^{2+}$ ion. The change in the barrier upon moving to system III reflects QM charge transfer effects, which are discussed below.

Next, we considered the effect of individual amino acid residues near the active site by including them separately in the QM region, while still retaining the residues in system III (Figure 4). The different residues considered are Glu199 (system IV), Lys144 (system V), Tyr68 (system VI), Trp143 (system VII), and Met40 (system VIII). Lys144 and Glu199 form H-bonds with the catecholate ion and result in a charged QM system. The free energy barriers obtained for systems IV and V were 16.4 and 16.5 kcal/mol, respectively. During the simulations, the hydroxyl proton at the catecholate shuttles between the O atom of the catecholate and the O atom of the Glu residue. As will be discussed below, this corresponds to another reaction path and should be considered accordingly. The inclusion of Tyr 68 (which is considered to be an important residue as its mutation decreases significantly the activity) yields a barrier of 15.8 kcal/mol. The inclusion of Met40 and Trp143 yields activation free energies of 15.9 and 17.1 kcal/mol, respectively. We also included in the QM region Tyr147 (VIa) and W38 (VIIa), which are approximately 10 Å away from the center of the substrates. This yields barriers of 16.4 and 16.9 kcal/mol, which are similar to the barriers in other systems where the residues are much closer to the active site.

After studying the effect of individual residues, we included both Lys144 and Glu199 (system IX) together with the Mg$^{2+}$ metal and its ligands (Figure 4). These two residues lie closest to the substrates forming weak H-bonding interactions and are therefore included in most of the systems described hereafter. The resulting activation free energy is 15.2 kcal/mol. Further, we included three residues together keeping the Mg and its surrounding ligands, Lys144 and Glu199, constant. In system XIII, we studied the effect of another residue, Trp43, on the activation barrier. The different systems created (Figure 5) are (a) Lys144, Glu199, Trp143 (system X); (b) Lys144, Glu199, Tyr68 (system XI); (c) Met40, Tyr68, Trp143 (system XII); and (d) Trp143, Trp43, Tyr68 (system XIII). In the final and largest QM systems, we included four residues together, namely, Lys144, Glu199, Trp143, and Met40, resulting in system XIV and residues Lys144, Glu199, Trp143, and Tyr68 that generated system XV.
In total, 15 different QM systems have been considered and it has been found that the free energy barrier lies in the range 14.5–19.4 kcal/mol. The largest system including seven residues does not show much improvement over the system containing the Mg$^{2+}$ and ligands alone. On the basis of our results, we propose that Mg$^{2+}$ and its surrounding ligands (system III) are sufficient to be included in the QM region. Furthermore, we also carried out QM/MM studies for the Y68A mutant, where the experimental free energy barrier for the mutant is 20.0 kcal/mol whereas that of the wild type is 18.4 kcal/mol. In this mutant case, we only investigated systems III and I. It was found that, while the calculated free energy for wild type with system I is 22.5 kcal/mol, the corresponding barrier for Y68A is 26.8 kcal/mol (leading to an increase of 4.3 kcal/mol in the barrier). In the case of system III, the barriers for the wt and the mutant are 14.5 and 16.6 kcal/mol, respectively (leading to a 2.1 kcal/mol increase in barrier). It can be seen that the trend on increase in barrier upon mutation is reproduced by both systems (where system I gives a significant overestimate).

The results of the above study are summarized in Figures 6 and 7 as well as Table 1. The analysis of the results can start with the obvious finding that cases that do not include the ion and its ligands in the QM systems (cases I and II) present a major approximation, since the corresponding QM treatment does involve major charge transfer (CT). As we pointed out, the inclusion of the Mg$^{2+}$ ion in the QM region requires inclusion of the ligands of this ion, and such a treatment can be very expensive when one uses a reasonable level of the QM treatment. Fortunately, treating the Mg$^{2+}$ ion classically and using the proper parametrization can give reasonable results.

Another case, which requires special attention, is the inclusion of Glu199 in the QM system (in addition to system III) without including additional residues. In this case, we find a partial proton transfer (PT) from the catecholate to Glu199. However, we actually have here a trivial case of another reaction mechanism (namely, a PT to Glu199). Of course, one should examine whether we have a real PT or an artifact of the use of the PM6 method. In fact, the problem disappears already when we add Lys144 or additional residues to the QM region. We also find that adding Lys144 alone to system III also leads to a deviation in the reaction free energy. Now again we have a residue that is involved in the reaction, where a PT from the catechol to the Lys can be considered as an initial step of the reaction (see also below). Here a partial PT for the back reaction can appear in small QM regions, but again adding more residues leads to a disappearance of the deviations.

We like to note that, although Lys144 is the most likely candidate to accept the proton from catechol leading to the formation of catecholate ion, it is still unclear whether the proton stays on Lys144 or is transferred to some other residue or water molecules. The close proximity of this residue to Mg$^{2+}$ (3.2 Å) in the crystal structure results in this ambiguity, as it may lead to the low pKa of these residues. In fact, the finding that the Lys144Ala mutant leads to a minor reduction in $k_{cat}$ indicates that the Lys does not play a major role in the rate acceleration. Thus, although our previous EVB calculations gave a somewhat larger catalytic effect with neutral Lys144.$^{31}$

Figure 4. Systems involving different key residues in the QM region. The activation free energies in kcal/mol are provided in parentheses.
we kept this residue ionized here (in the cases when it was in the classical region). Regardless of the actual protonation state of the Lys residue during the nucleophilic attack, our analysis of the size dependence is still valid for the model system used.

Figure 5. Systems that include in the QM region three residues along with the Mg\(^{2+}\) and its surrounding ligands. The activation free energies in kcal/mol are provided in parentheses.

Figure 6. The PMFs obtained for different systems for the PM6/MM potential, which have been calculated using the WHAM procedure.

Figure 7. Activation free energies (kcal/mol) of different QM systems. All systems include the substrates: SAM and catechol (shown in wires). System IV and beyond include the residues of system III.

Overall, we note that, while the convergence of the activation free energies is encouraging, the convergence for the reaction free energies is not as good as that of the activation free energies (Table 1), for single residues that can be involved in side reactions like PT. Nevertheless, once other QM residues...
were included with the problematic residues, we obtained converging results. This feature was found for Glu199, Lys144, and, for less clear reason, Trp143, where in all cases adding more residues leads to the disappearance of this problem.

IV. DISCUSSION

QM/MM approaches provide a major tool for evaluating the energetics of chemical reactions in complex molecular systems. However, some workers can assume that the results depend drastically on the size of the QM system and thus presumably the QM/MM idea is inherently a major approximation. Apparently, what is meant by “approximation” is not uniformly agreed upon. For example, some may assume that an accurate result can be obtained only when the protein and the solvent are represented by a high level ab initio approach. However, obtaining reliable results also requires a major sampling and satisfying the requirement of both a proper sampling and a reliable QM approach is an extremely challenging task that would be hard to accomplish in the near future. Thus, one must judge carefully which approximation is more effective. There are ways to use large QM systems, including our constraint DFT (CDFT) approach, or the use of a fast processor or specialized computers that allow running with large QM systems. However, the requirement of extensive sampling makes it crucial to exploit QM/MM approaches with a limited size of the QM region, while exploring systematically what are the limitations of such strategies. This work explored the approximations associated with the use of a relatively small size for the QM region, by a systematic analysis of this issue while modeling the free energy profile of the reaction of COMT. As seen from Figure 8, the convergence of the activation free energy is quite reasonable (except for models I and II, as discussed below, the reasons for those deviations are obvious).

The deviations between the results with different sizes of the QM region are more pronounced when we compare the calculated exothermicity (Table 1). In analyzing the corresponding results, we should consider different situations. First, we note that the cases that do not include the ion and its ligands in the QM systems present a major approximation, since the corresponding QM treatment does involve charge transfer (CT). Thus, we do have here an obvious case where one should try to include the Mg\(^{2+}\) in the QM treatment. Fortunately, the CT effect can be captured by changing the charge on the Mg\(^{2+}\) and the ligands and by proper refinement of the van der Waals parameter without the use of computationally expensive methods. The CT can also be represented by including the Mg\(^{2+}\) in an EVB treatment that can reproduce this effect. Furthermore, even without including the Mg\(^{2+}\) in the EVB region, we can easily reproduce the trend obtained with the Mg\(^{2+}\) in the QM region by a standard EVB treatment that includes parametrization of the reaction exothermicity.

As stated in section III, the convergence for the reaction free energy is not as good as the activation free energies. This is in particular true for single residues (i.e., Glu199 and Lys144) that can be involved in side reactions such as PT reactions. However, once such residues are surrounded by other QM residues, we obtain converging results. Such a behavior seems typical true for single residues (i.e., Glu199 and Lys144) that can be involved in side reactions such as PT reactions. However, once such residues are surrounded by other QM residues, we obtain converging results. Such a behavior seems

Table 1. Activation Free Energy and Reaction Free Energy (kcal/mol) for Different Systems

| System | Δ\(G^f\) (kcal/mol) | Δ\(G\) (kcal/mol) |
|--------|---------------------|------------------|
| I (substrates alone) | 22.5 | 5.6 |
| II (Mg\(^{2+}\) using dummy) | 18.8 | 5.0 |
| III (Mg\(^{2+}\) and ligands) | 14.5 | -15.9 |
| IV (III + Glu199) | 16.4 | -28.5 |
| V (III + Lys144) | 16.5 | -8.7 |
| VI (III + Tyr68) | 15.8 | -16.0 |
| VII (III + Trp143) | 17.1 | -10.0 |
| VIII (III + Met40) | 15.9 | -19.1 |
| IX (III + Glu199 + Lys144) | 15.2 | -18.1 |
| X (III + Lys144 + Glu199 + Trp143) | 19.4 | -12.7 |
| XI (III + Lys144 + Glu199 + Tyr68) | 16.3 | -18.5 |
| XII (III + Met40 + Tyr68 + Trp143) | 16.0 | -17.2 |
| XIII (III + Trp43 + Trp143 + Tyr68) | 17.6 | -19.1 |
| XIV (III + Lys144 + Glu199 + Trp143 + Met40) | 15.2 | -20.1 |
| XV (III + Lys144 + Glu199 + Trp143 + Tyr68) | 16.4 | -12.6 |

Figure 8. Convergence of the activation free energy as a function of the number of QM residues. The numbers in brackets are the number of QM atoms for the given system.
MM link atom. However, a part of this problem is drastically reduced by using hybrid orbitals. Furthermore, the problem is drastically reduced if one uses the same boundaries for reactions in water and reactions in enzyme as is done with the EVB method.

It is important to point out that even with some dependence on the QM size it is possible to explore quite reliably the catalytic and mutational effect. This issue has been demonstrated here with the wt to Y68A mutations in two different QM descriptions. Such a finding, for a mutant that is the subject of significant controversy, is clearly important in view of the possible presumption that one must use large QM regions in exploring mutational effects.

Reference obtained about 3 kcal/mol deviation from the final result for about 10 residues but then suggested that the convergence requires at least 30 residues (where the deviation from the converging result is about 2–3 kcal/mol). Ignoring the issue that the calculations are based on a single point energy evaluation, we like to address the implication that one needs to get around 2 kcal/mol convergence before exploring catalytic problems. Such an implication is unjustified for several reasons. First, obtaining 2 kcal/mol errors due to the size of the system still allows exploring enzyme catalysis, when the difference between the barrier in enzyme and in water is frequently on the order of 10 kcal/mol. Of course, it is also allowed (as shown here) to explore mutational effects. Second, no first principle approach can at present give errors of less than 2 kcal/mol. That is, changing the level of the quantum method can lead to several kcal/mol errors and adding a polarizable force field can change the results by a few kcal/mol. Obviously not performing sampling can lead to enormous errors. Furthermore, very large errors can also be obtained from evaluation of electrostatic contributions without proper relaxation of the protein. Such calculations may produce an unphysical low dielectric that would not provide sufficient screening for charge–charge interaction. Apparently, even proper free energy calculations still involve several kcal/mol errors due to incomplete sampling, which, for example, can miss water penetration effects.

The above-mentioned errors are inherent to current calculations, and once we are aware of such errors, we can better assess the effectiveness of different approximations. For example, the error can frequently be reduced by using a well-defined reference (e.g., the wt barrier in mutational studies and the reaction in water in exploring catalysis). As usual, the best way of exploring different approximations is to change the length of the run, the system size, and other factors and to explore the stability of the calculations as well as the relationship to the observed quantity.

It might also be pointed out here that there are various implications that the catalytic effect deduced from calculations with limited QM size (mainly the conclusion that the catalysis is associated with electrostatic effects) might be questionable and can be changed with larger QM sizes. Now, not only have EVB calculations seemed to give extremely stable conclusions, but also equally importantly, other proposed catalytic factors (e.g., dynamical effects, quantum effects, and more) have never been reproduced by consistent calculations regardless of the size used.

V. CONCLUSION

Overall, the present study indicates that the size dependence is not as crucial as one may suspect. In particular, the size dependence is significantly smaller than the catalytic effect. Of course, the residues that are in direct contact with the reacting atoms can be involved in a major charge transfer or even in another reaction path. However, the QM description of residues that are not in direct contact do not change the activation barriers of chemical transformation in a major way.
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