Using information-theoretic approaches for model selection in meta-analysis

Ozan Cinar | James Umbanhowar | Jason D. Hoeksema | Wolfgang Viechtbauer

Meta-regression can be used to examine the association between effect size estimates and the characteristics of the studies included in a meta-analysis using regression-type methods. By searching for those characteristics (i.e., moderators) that are related to the effect sizes, we seek to identify a model that represents the best approximation to the underlying data generating mechanism. Model selection via testing, either through a series of univariate models or a model including all moderators, is the most commonly used approach for this purpose. Here, we describe alternative model selection methods based on information criteria, multimodel inference, and relative variable importance. We demonstrate their application using an illustrative example and present results from a simulation study to compare the performance of the various model selection methods for identifying the true model across a wide variety of conditions. Whether information-theoretic approaches can also be used not only in combination with maximum likelihood (ML) but also restricted maximum likelihood (REML) estimation was also examined. The results indicate that the conventional methods for model selection may be outperformed by information-theoretic approaches. The latter are more often among the set of best methods across all of the conditions simulated and can have higher probabilities for identifying the true model under particular scenarios. Moreover, their performance based on REML estimation was either very similar to that from ML estimation or at times even better depending on how exactly the REML likelihood was computed. These results suggest that alternative model selection methods should be more widely applied in meta-regression.
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1 | INTRODUCTION

Empirical research often involves taking measurements to assess the magnitude of a treatment effect, the size of a group difference, or the direction and strength of the relationship between two variables (i.e., an “effect size”). When multiple estimates of a phenomenon of interest are available from a collection of studies, meta-analytic methods can be used to synthesize the estimates into an overall value that typically will be more precise than the individual estimates. In addition, since the aggregated value is usually a reflection of estimates obtained under varying conditions and circumstances, it carries with it a sense of greater generalizability.

At the same time, those varying conditions and circumstances can also lead to variability in the underlying true effects, a phenomenon typically referred to as “heterogeneity.” In this case, the observed estimates will tend to be more variable than would be expected if the true effects were identical across studies (i.e., under homogeneity). When such heterogeneity is detected, attempts are often made to find its potential sources. For this, one can examine whether the effect size estimates are systematically related to the conditions and circumstances under which they were obtained. Such moderator analyses are commonly conducted by means of an approach called meta-regression. Here, one first codes the various (study-level) characteristics of interest into a set of predictor variables or “moderators.” Next, regression-type models are used to examine the relationship between moderators and the estimates.

In practice, meta-analytic datasets tend to be highly multi-factorial in nature, containing a large number of study characteristics that are potentially relevant and plausible predictors of the observed effects. Moreover, such analyses are inherently observational in nature because the values of the explanatory variables have not been independently/systematically manipulated. As a result, the various study characteristics will often be correlated with each other, complicating the determination of the unique contribution of individual moderators to the heterogeneity.

Nevertheless, it is still common practice to examine one moderator variable at a time by means of a series of univariate or “single-factor” meta-regression models. However, unless steps are taken to control the family-wise Type I error rate (which is not common practice in this context), doing so leads to a high chance of false positive findings. Moreover, due to their correlation, moderator variables found to be relevant predictors are likely to account for shared variability in the effect sizes. Fitting meta-regression models containing multiple predictors of interest may circumvent the latter issue, but it is unclear how moderators should be selected for inclusion in such multi-factor models. For example, stepwise procedures have repeatedly been argued to be of limited value. Also, parameter estimates and the statistical significance of particular moderators may vary substantially among models, depending on which other moderators are included.

Although typically not framed in this manner, fitting meta-regression models is in essence a form of model selection. Accordingly, one could also consider to make use of methods for model selection and multimodel inference based on information-theoretic approaches. However, it is far from straightforward to apply information criteria in model selection in this context. To start, it is not clear which estimation procedure to use for model fitting (e.g., ML, REML), nor which information criterion to choose (e.g., AIC, BIC, AICc). On the one hand, it has been argued that information criteria under REML (restricted maximum likelihood) estimation should not be used to compare models differing in their fixed effects because the contrasts used to derive the restricted likelihood (which is then used in the calculation of the information criteria) depend on the model matrix of the fixed effects. However, simulation results from Gurka suggest that this problem may not be substantial for some types of models and datasets. Moreover, we might prefer to use REML over ML (maximum likelihood) estimation, since the latter may produce biased parameter estimates (especially for variance components in the model), which in turn affect the calculation of the information criteria. We are aware of two simulation studies exploring these issues, but results from those studies are inconclusive and only narrowly related to the models and data structures used in meta-analyses.

The purpose of this paper is therefore to examine methods for model selection when faced with multi-factorial data in the meta-analytic context. We are specifically interested in how well methods based on information criteria and multimodel inference compare against simpler methods such as univariate testing of individual moderator variables or fitting a single model including all potential moderator variables of interest. To examine these issues, we conducted a simulation study comparing the various approaches using data reflective of a wide variety of circumstances one may encounter in practice.

The outline of the paper is as follows. In Section 2, we describe the meta-analytic random- and mixed-effects meta-regression models, ML and REML estimation thereof, and standard methods for testing coefficients in the context of these models. In Section 3, model selection via testing, information criteria, multimodel inference, and relative variable importance are described. In Section 4, we then provide an example illustrating the various approaches based on a dataset containing the results.
from studies examining the effects of inoculation with root-symbiotic mycorrhizal fungi on plant biomass. The methods and results for the simulation study comparing the various approaches are described in Section 5. We then conclude the paper with a discussion of the findings in Section 6, where we address some additional issues and concerns.

2 | META-ANALYSIS MODELS

We assume that \( k \) independent studies have been selected for inclusion in a meta-analysis and that each study provides a single effect size estimate or observed outcome. For example, for a set of studies examining the effectiveness of a particular experimental treatment, the outcome measure may be the raw or standardized mean difference or log response ratio.\(^{18}\) When examining the relationship between two variables, the outcome measure may be the raw or Fisher’s \( r \)-to-z transformed correlation coefficient.\(^{18}\) In the health/medical sciences, dependent variables are often measured dichotomously, leading to (log-transformed) odds/risk ratios and risk differences as effect size measures of choice.\(^{19}\)

Regardless of the outcome measure used, let \( y_i \) denote the observed value in the \( i \)th study and \( \theta_i \) the corresponding true parameter. For brevity, we will refer to \( y_i \) as the effect size estimate and \( \theta_i \) as the true effect size. We assume that

\[
y_i = \theta_i + \epsilon_i,\]

where \( \epsilon_i \sim N(0, \nu_i) \) denotes the sampling error and \( \nu_i \) the sampling variance of the \( i \)th estimate. For all of the effect size measures commonly used in meta-analysis (and all of the measures noted above), we can derive an estimate of \( \nu_i \) for each study.\(^{18,19}\) The sampling variances are typically treated as known constants in the analyses (although technically some uncertainty is still attached to them, especially in small samples).

### 2.1 Random- and mixed-effects models

According to the random-effects model,\(^{5}\) the true effect sizes are heterogeneous and are given by

\[
\theta_i = \mu + u_i,\]

where \( u_i \sim N(0, \tau^2) \). Therefore, \( \tau^2 \) denotes the amount of heterogeneity in the true effects and \( E[\theta_i] = \mu \) the average true effect. A special case of the random-effects model arises when \( \tau^2 = 0 \), in which case the true effects are homogeneous.

Heterogeneity in the true effects is often not purely random, as assumed by the random-effects model, but a result of systematic differences between the studies (e.g., in terms of how an experimental treatment was implemented). Assume that information about \( p \) potential moderator variables has been extracted from the studies along with the effect size estimates. We can then set up a mixed-effects meta-regression model of the form

\[
\theta_i = \beta_0 + \beta_1 x_{i1} + \ldots + \beta_p x_{ip} + u_i,\]

where \( x_{ij} \) denotes the observed value of the \( j \)th moderator variable in the \( i \)th study, \( \beta_j \) (\( j = 1, \ldots, p \)) denotes how \( E[\theta_i] \) changes for a one-unit increase in \( x_{ij} \), and \( u_i \sim N(0, \tau^2) \) as before, but \( \tau^2 \) now denotes residual heterogeneity, that is, variability in the true effects not accounted for by the moderators included in the model.\(^{3,7}\)

The meta-regression model above can accommodate (a mixture of) quantitative and qualitative moderator variables (the latter through appropriate dummy coding of the various levels of the factor) and \( x_{ij} \) may also reflect an interaction term between two or more moderator variables or polynomial/spline functions of individual moderators (to model the non-linear influence of a quantitative moderator variable on the effect sizes). However, we will only consider main effects throughout this paper, as models involving higher-order terms are not frequently used in practice.

### 2.2 Model fitting and inference

Let \( X \) denote the \((k \times (p + 1))\) model matrix containing the values of the \( p \) moderator variables with a vector of ones in the first column, corresponding to the model intercept. In fact, the random-effects model is just a special case of the mixed-effects model, where \( X \) simply consists of a column of ones. Next, let \( y \) denote the \((k \times 1)\) vector with the observed effect size estimates and \( V \) a \((k \times k)\) diagonal matrix with the sampling variances (i.e., the \( \nu_i \) values) along the diagonal. The random/mixed-effects model can then be written as

\[
y \sim N(X\beta, M),\]

where \( M = V + \tau^2 I \) and \( I \) denotes a \((k \times k)\) identity matrix. Letting \( W = M^{-1} \), the log likelihood function is therefore given by

\[
ll_{ML}(\beta, \tau^2) = -\frac{k}{2} \ln(2\pi) - \frac{1}{2} \ln |M| - \frac{1}{2} (y - X\beta)^T W (y - X\beta),
\]

where \( |M| \) denotes the determinant of \( M \).
which depends on \( \beta \) and \( \tau^2 \). For a given value of \( \tau^2 \), the maximum likelihood estimate of \( \beta \) is given by

\[
\mathbf{b} = (\mathbf{X}^\prime \mathbf{W} \mathbf{X})^{-1} \mathbf{X}^\prime \mathbf{W} \mathbf{y}.
\]

Hence, finding the maximum likelihood estimates of \( \beta \) and \( \tau^2 \) is considerably simplified by maximizing the profiled log likelihood

\[
l_{\text{ML}}(\tau^2) = -\frac{k}{2} \ln(2\pi) - \frac{1}{2} \ln |\mathbf{M}| - \frac{1}{2} (\mathbf{y} - \mathbf{X} \mathbf{b})^\prime \mathbf{W} (\mathbf{y} - \mathbf{X} \mathbf{b})
\]

over \( \tau^2 \) and then obtaining the maximum likelihood estimates of the elements in \( \beta \) with (6).

Maximum likelihood estimates of \( \tau^2 \) are known to be negatively biased in small samples (i.e., when \( k \) is small). On the other hand, restricted maximum likelihood (REML) estimation yields (approximately) unbiased estimates and is therefore to be preferred when unbiasedness is deemed important. The restricted log likelihood function is given by

\[
l_{\text{REML}}(\tau^2) = -\frac{k - p - 1}{2} \ln(2\pi) + \frac{1}{2} \ln |\mathbf{X}^\prime \mathbf{X}| - \frac{1}{2} \ln |\mathbf{M}| - \frac{1}{2} (\mathbf{y} - \mathbf{X} \mathbf{b})^\prime \mathbf{W} (\mathbf{y} - \mathbf{X} \mathbf{b}).
\]

Since the REML likelihood only depends on \( \tau^2 \), maximization of \( l_{\text{REML}}(\tau^2) \) is again a one-dimensional optimization problem. Once the REML estimate of \( \tau^2 \) has been obtained, we can again estimate the elements in \( \beta \) with (6).

Maximization of (7) and (8) can be easily accomplished either by an exhaustive search or by means of an optimization algorithm, such as gradient ascent or some Newton-type algorithm. Below, we will denote the maximized values of (7) and (8) as \( l_{\text{ML}} \) and \( l_{\text{REML}} \), respectively, and the estimate of \( \tau^2 \) that is obtained with either method by \( \hat{\tau}^2 \).

Once \( \hat{\tau}^2 \) has been estimated with either ML or REML estimation, the estimated model coefficients (i.e., \( b_0, b_1, \ldots, b_p \)) are then given by (6), with \( \hat{\tau}^2 \) substituted for \( \tau^2 \) in \( \mathbf{M} \) and hence \( \mathbf{W} \). The variance-covariance matrix of the model coefficients can then be estimated with

\[
\text{Var} \{ \mathbf{b} \} = (\mathbf{X}^\prime \mathbf{W} \mathbf{X})^{-1}.
\]

The diagonal elements of \( \text{Var} \{ \mathbf{b} \} \) are the estimated sampling variances of the model coefficients (i.e., \( \text{Var} \{ b_0 \} \), \( \text{Var} \{ b_1 \}, \ldots, \text{Var} \{ b_p \} \)). Taking the square-root thereof provides the estimated standard errors (i.e., \( \text{SE} \{ b_0 \}, \text{SE} \{ b_1 \}, \ldots, \text{SE} \{ b_p \} \)). A Wald-type test of an individual moderator variable can then be conducted by comparing

\[
z_j = \frac{b_j}{\text{SE} \{ b_j \}}
\]

against the critical bounds of a standard normal distribution (e.g., \( \pm 1.96 \) for \( \alpha = .05 \), two-sided). Values of \( z_j \) equal to or larger than the critical values lead to the rejection of \( H_0 : \beta_j = 0 \). Analogously, approximate 95% confidence intervals for the coefficients can be constructed with

\[
b_j \pm 1.96 \text{SE} \{ b_j \}.
\]

Some alternative methods for making inferences about the coefficients in meta-regression models have been developed, but we will not consider these methods further here.

### 3 | MODEL SELECTION

In practice, one often faces the problem that a large number of moderator variables have been measured, but it is unclear which of these moderators are actually related to the effect sizes. The problem of model selection in meta-regression can therefore be stated as follows. Let \( p \) denote the total number of moderators of interest and that could be included in the model. Now suppose \( m \) of these moderators (with \( 0 \leq m \leq p \)) actually exert an influence on the effect sizes, while the remaining \( p - m \) moderators do not. Let \( T \subseteq \{1, \ldots, p\} \) denote the set with the \( m \) indices of the true moderators. Then the true model is given by

\[
y_i = \beta_0 + \sum_{j \in T} \beta_j x_{ij} + u_i + \varepsilon_i
\]

while the full model, containing “true” and “false” moderators, is given by

\[
y_i = \beta_0 + \sum_{j \in T} \beta_j x_{ij} + \sum_{j \notin T} \beta_j x_{ij} + u_i + \varepsilon_i,
\]

where, in truth, \( \beta_j = 0 \) for \( j \notin T \). The goal is then to identify model (12) as the true model via some kind of model selection method.

We should clarify that model (12) is assumed to be the true model only in the sense that it reflects the best approximation to a presumably much more complicated
reality given the available data. The actual data generating mechanism is likely to include moderators that have not actually been measured and/or coded and may not even be a linear model of the type described above. In addition, the moderators that have been coded are often just proxies or surrogates for the actual variables involved in the data generating mechanism. Therefore, whenever we refer to the true model and the true moderators, we do not mean to imply that the model or moderators reflect the true data generating mechanism, but that they are the best available approximation thereof given the moderators extracted from the studies and the hypothesized shape of their association with the observed effects.

Also, the particular application of meta-regression we are focused on here considers the \( p \) moderator variables as more or less equally relevant potential predictors of the effect sizes and the goal is to distinguish the true moderators of the effect sizes from the false ones. In other cases, one might be interested in testing a priori formulated hypotheses about specific moderators with a given meta-analytic dataset and/or one is interested in the relationship between a focal moderator (or a small number of them) and the effect sizes, while accounting for a set of other study characteristics that might confound the interpretation of the relationship between the effect sizes and the focal moderator(s). In such applications, model selection is not a primary concern and the methods to be described below are much less relevant.

### 3.1 Model selection methods

We will consider four general approaches for identifying the set of true moderators and hence model (12) as the true model. The first approach includes simple methods that are commonly used in practice, namely univariate testing of the \( p \) moderator variables or testing of the \( p \) moderators in the context of the full model. The second approach examines the complete set of \( 2^p \) models that can be fitted given the \( p \) moderator variables and then uses various information criteria for model selection.\(^9,11\) Next, we consider methods based on model averaging and multimodel inference over the set of \( 2^p \) models to identify the true moderators.\(^9,11\) Finally, based on the information criteria, one can compute a “relative variable importance” for each of the moderators of interest, which can then be used for model selection. The various methods are described in more detail below.

### 3.2 Selection via testing

In practice, relatively simple methods are commonly used for model selection in the meta-regression context. We will consider two such approaches based on Wald-type tests of the model coefficients. In the first approach, one simply fits \( p \) univariate meta-regression models (i.e., including one moderator variable at a time) and obtains the corresponding Wald-type tests of the coefficients. Based on the significance of these \( p \) tests, moderators are classified as either true or false. In the second approach, the full model including all \( p \) moderators is fitted. Again, Wald-type tests (now in the context of the full model) are used to categorize the moderator variables as being related to the effect sizes or not. With either testing approach, we can consider the true model as identified if we reject \( H_0: \beta_j = 0 \) for all \( j \in T \) and fail to reject \( H_0: \beta_j = 0 \) for all \( j \notin T \).

We do not consider the possibility of applying corrections for multiple testing (e.g., the Bonferroni correction), as this is not common practice in the meta-analytic context.\(^8\) Moreover, while one could also select moderators based on the magnitude of their relationship with the effect size estimates (as reflected by the respective model coefficients) instead of their statistical significance, this is also not common practice and we will not consider this approach in the remainder of this article (it would also be difficult to formally define how exactly moderators should then be selected if one had to make decisions about their status as true or false moderators).

Finally, a general issue that one will often encounter in practice when conducting meta-regression analyses is missing information about certain moderator variables of interest for at least some of the studies. Missing information can lead to severe reductions in the “usable” data for fitting models with multiple moderator variables and/or lead to models that are based on different subsets of the dataset, which complicates the comparison of results across models. In the remainder of this manuscript, we will assume that the data are complete or at least that the studies with incomplete information have been removed before applying the methods discussed. We will come back to this issue in the discussion section.

### 3.3 Selection via information criteria

Based on the \( p \) moderator variables, a total of \( R = 2^p \) models can be fitted to the given data. While the true model should, on average, provide the best fit, we cannot use the log likelihoods directly for model selection, as the likelihood always increases as more moderators are added to the model. On the other hand, information criteria, which penalize the maximized likelihoods for model complexity, can be used for this purpose. The “best fitting” model (in the sense of making a trade-off between model fit and model complexity) is the one that
minimizes a particular information criterion. From an information-theoretic perspective, model selection based on information criteria can also be described as a way for minimizing the loss of information (in a Kullback–Leibler sense) when approximating full reality by a fitted model.9,11

The most commonly known criterion for this purpose is the Akaike Information Criterion,23 which is given by

$$AIC = -2ll + 2(s + 2),$$

(14)

where $ll$ is either $ll_{ML}$ or $ll_{REML}$, depending on the estimation method used, and $s$ ($0 \leq s \leq p$) denotes the number of moderators included in the model (hence, the model contains $s + 2$ parameters, counting the model intercept and $r^2$).

Another commonly used criterion is the Bayesian Information Criterion,24 which is given by

$$BIC = -2ll + (s + 2)\ln(k^*),$$

(15)

where $k^* = k$ for ML estimation and $k^* = k - s - 1$ for REML estimation. When $k^* \geq 8$, the BIC penalizes the model fit more heavily than the AIC and therefore should tend to select models with fewer fixed effects.

Finally, we will consider a third criterion, a finite sample size (second-order bias) corrected version of the AIC,25,26 given by

$$AICc = -2ll + 2(s + 2)\left(\frac{k^*}{k^* -(s + 2) -1}\right),$$

(16)

where $k^* = \max(k, s + 4)$ for ML estimation and $k^* = \max(k - s - 1, s + 4)$ for REML estimation (these definitions of $k^*$ ensure that the additional multiplicative factor in the AICc is always $\geq 1$). As $k/(s + 2)$ increases (i.e., the ratio of sample size to the number of parameters), AICc converges to the AIC from above. However, in situations where $k$ is small relative to the number of parameters, AICc will again tend to favor models with fewer fixed effects when compared to the AIC.

Regardless of the criterion, we then simply consider the true model as identified if it corresponds to the best model, that is, the model with the smallest value for the chosen information criterion. However, several issues are of note here when using REML estimation for model selection. First, the restricted log likelihood function (8) is obtained by taking linear combinations (contrasts) of the elements in $\beta$, such that the transformed data are free of the fixed effects in $\beta$.27,28 Since the appropriate transformation depends on $X$, models with different fixed effects will require different transformations, leading to restricted likelihoods that are technically not directly comparable. Consequently, likelihood ratio tests based on (8) are not appropriate for comparing models with different fixed effects.13,14 However, some recent simulations suggest that model selection based on information criteria computed with (8) may still be a valid strategy.15

Second, while the restricted log likelihood function technically only contains one unknown parameter (i.e., $r^2$), we do count the regression coefficients for the moderators as additional parameters when computing the information criteria under REML estimation, as otherwise we would always select the full model (including all $p$ moderators) as the optimal one.

Finally, note that the second term (i.e., $\frac{1}{2}\ln |X'X|$) in the restricted log likelihood function (8) does not depend on $r^2$ (or $\beta$) and hence is irrelevant for maximizing the restricted log likelihood. Consequently, this term is often omitted by software when computing and reporting $ll_{REML}$. However, when using REML estimation for model comparisons involving different sets of moderators, the relevance of including this term in the computation of $ll_{REML}$ is unclear.15 Therefore, we define the maximized log likelihood with and without the second term in (8) as $ll_{REMLf}$ and $ll_{REMLr}$, respectively, and can compute the information criteria with respect to both values. In total then, selection via information criteria can be conducted in nine different ways, by computing one of the three different information criteria (i.e., AIC, BIC, AICc) based on one of the three different likelihood functions (i.e., $ll_{ML}$, $ll_{REMLf}$, $ll_{REMLr}$).

### 3.4 Selection via multimodel inference

Approaches that simply test coefficients (either univariately or in the context of the full model) do not take model uncertainty into consideration. As an alternative, we can base our inferences on all available models, using model averaging to obtain parameter estimates (and corresponding standard errors) that properly reflect this uncertainty. This multimodel inference approach works as follows.

First, based on a particular information criterion (e.g., AIC with ML estimation), we estimate the probability that each of the $R = 2^p$ models in the candidate set is the best model (in a Kullback–Leibler sense) with

$$w_r = \frac{\exp(-\frac{1}{2}\Delta_r)}{\sum_{r=1}^{R} \exp(-\frac{1}{2}\Delta_r)},$$

(17)

where $\Delta_r = IC_r - IC_{min}$, $IC_r$ denotes the information criterion for the $r$th model, and $IC_{min}$ the value of
the information criterion for the model with the smallest value (hence $\Delta_r = 0$ for the model selected as the best model according to the model selection strategies described in the previous section). These model probabilities are also commonly referred to as Akaike weights and, given particular priors, reflect posterior model probabilities in a Bayesian framework. Note that these “Akaike weights” can be computed with any one of the information criteria discussed earlier (and based on the three different likelihood functions) and hence the name does not exclusively refer to the use of the AIC for their computation.

Instead of simply stopping here (and declaring moderators as true versus false depending on whether they are part of the model with $\Delta_r = 0$), we now proceed to the second step in multimodel inference. Here, model averaged parameter estimates for each coefficient are obtained with

$$\hat{b}_j = \sum_{r=1}^{R} w_r b_{jr}, \quad (18)$$

where $b_{jr}$ denotes the estimated value of $\beta_j$ in the $r$th model. Therefore, the estimated model coefficient for the $j$th moderator variable is then based on the entire collection of $R$ models, with weights assigned in accordance to the estimated probabilities that each model is in fact the best model.

When computing $\hat{b}_j$, a decision needs to be made how to handle models that actually do not contain the $j$th moderator as one of the predictor variables (when considering all $2^p$ models, only half of the models will actually contain the $j$th moderator). Two strategies are commonly used to handle this: When computing $\hat{b}_j$, we can only consider the subset of models that actually estimated $\beta_j$ (doing so requires renormalizing the model weights, so that they sum to 1 for a given subset) or alternatively we can set the coefficient equal to zero for models that do not actually estimate $\beta_j$. The latter approach can be motivated on two grounds. First, the omission of a particular predictor from a model is in essence equivalent to assigning a value of zero to the corresponding coefficient. Second, setting the coefficient to zero in models that omit the $j$th moderator variable results in shrinkage of the model averaged parameter estimate that may counteract model selection bias. We therefore only consider the second approach, but return to this issue in the discussion section.

An estimate of the variance of the model averaged parameter estimate accounting for both sampling error and model uncertainty can then be obtained with

$$\text{Var} [\hat{b}_j] = \sum_{r=1}^{R} w_r \left[ \text{Var} [b_{jr}] + (b_{jr} - \hat{b}_j)^2 \right], \quad (19)$$

where $\text{Var} [b_{jr}]$ denotes the estimated sampling variance of the $j$th model coefficient from the $r$th model. When the $r$th model does not actually contain the $j$th moderator coefficient, then $\text{Var} [b_{jr}] = 0$ (and $b_{jr} = 0$). The square-root of (19) provides an estimate of the standard error of the model averaged parameter estimate (i.e., $\text{SE} [\hat{b}_j]$).

Finally, we can draw inferences about the relevance of each model coefficient, using (18) and (19) to construct the test statistic

$$\tilde{z}_j = \frac{\hat{b}_j}{\text{SE} [\hat{b}_j]}, \quad (20)$$

which we compare against the critical bounds of a standard normal distribution (e.g., ±1.96 for $\alpha = .05$, two-sided). Values of $\tilde{z}_j$ equal to or larger than the critical values are again taken as evidence that the $j$th moderator variable is related to the effect sizes and is therefore classified as a true moderator. As with selection via information criteria, the multimodel inference approach can be conducted in nine different ways, depending on the information criterion and likelihood function used.

### 3.5 Selection via relative variable importance

Instead of testing, we can also use the Akaike weight of each model to calculate the relative importance of each moderator, that is, the relative variable importance (RVI) across the candidate set of models, which for a particular moderator is the sum of the Akaike weights of all models in which that moderator occurs. Formally, letting $I_{rj} = 1$ if the $j$th moderator is included in the $r$th model and 0 otherwise,

$$\text{RVI}_j = \sum_{r=1}^{R} w_r I_{rj} \quad (21)$$

is the sum of the Akaike weights for the $j$th moderator for all models in which the moderator appears. In practice, a sufficiently high RVI (often 0.5 or 0.8) is taken as evidence that a particular moderator is valuable for inference, although we are not aware of strong theoretical support for using any particular RVI criterion. Here, we explore both 0.5 and 0.8 as criteria, in each case taking an RVI greater than or equal to those values as evidence.
that a moderator is related to the effect sizes. As in testing, if $RV_j \geq 0.5$ (or 0.8) for all $j \in T$ and $RV_j < 0.5$ (or 0.8) for all $j \notin T$, we consider the true model as identified. The two RVI criteria can be crossed with the nine different combinations of information criteria and likelihood functions, leading to 18 different approaches that can be used for selecting moderators based on their RVI values.

### 3.6 Model coefficient estimation

The goal of the methods described above is to distinguish the true from the false moderators, that is, we would like to identify model (12) as the true model. Even if these methods correctly select the true moderators (and none of the false ones), these procedures do not automatically provide estimates of the model coefficients in this model. For example, after univariate testing of each moderator, suppose that some are found to be significant (and hence selected as true moderators) and others are not. What is then an appropriate estimate of the strength and direction of the relationship between a selected moderator and the effect sizes? One possibility is to use the model coefficient from the univariate model including this moderator as the estimate. Alternatively, one could consider fitting an additional model that includes all of the selected moderators and using the coefficients from this model as the estimates of the respective relationships. Similarly, when using full model testing, should we report the results from the full model (including both the supposedly true and false moderators) or should we refit the model only including the true ones?

Similar issues arise when selecting moderators based on multimodel inference or their relative variable importance. The latter approach does not involve the size of the model coefficients at all, while the former makes use of coefficients that are weighted averages across all $2^p$ models. Should one report these averages as the best estimates of the relationships or should one refit a model that includes only the selected moderators? The only approach that inherently avoids these questions is selection via the information criteria, as it selects the true moderators based on their appearance in the “best” model (i.e., the one with the lowest value of the chosen information criterion) and it then seems quite natural to also report the coefficients from this model as the estimates of the relationship between the moderators and effect sizes. However, our goal in the present paper is not to provide answers to the questions raised above, but to evaluate the ability of the various model selection methods for distinguishing the true from the false moderators. Once we have examined the performance of the methods for this purpose, we can return to the question of how to estimate the relationship between the true moderators and the effect sizes in the discussion section.

### 4 Example

As an illustration, we applied the various approaches described above to a dataset of 80 effect size estimates obtained from studies examining the influence of plant biomass on inoculation with mycorrhizal fungi, which are soil-inhabiting root symbionts of plants that have the potential to improve plant growth. The dataset and R code to reproduce the following analyses are available at the Open Science Framework (https://osf.io/3d8u5/). Note that the dataset is used for illustration purposes only and is actually part of a much larger database, including over 4000 estimates. Here, we focus on a subset of the data containing only estimates for corn, that is, the plant *Zea mays*, inoculated with one of two different genera of arbuscular mycorrhizal (AM) fungi, either *Funneliformis* or *Rhizophagus*. The subset was selected to avoid some of the additional complexities in the actual data structure (e.g., many plant species and fungi, phylogenetic relatedness, nesting and non-independence due to multiple estimates obtained from the same study and/or a shared control condition). The outcome measured for the meta-analysis is the log response ratio, with positive values reflecting an increase in mean biomass in plants receiving the mycorrhizal inoculation compared to non-inoculated plants.

A random-effects model fitted to the data using REML estimation yields an aggregated effect size estimate of $\hat{\mu} = 0.59$ (with 95% CI: 0.37–0.80). After exponentiation, we therefore estimate that mycorrhizal inoculation increases plant biomass on average by a factor of 1.80 (i.e., 80%; 95% CI: 1.45–2.23). However, there appears to be considerable heterogeneity in the effect sizes, with $\hat{\tau}^2$ being estimated at 0.523 in this model.

A large number of variables may systematically influence plant response to inoculation, but we focus here on four potential moderators. Besides the mycorrhizal fungus (FUN) used ($k$ for *Funneliformis*: 29; $k$ for *Rhizophagus*: 51), the dataset includes information about whether phosphorus fertilizer was added (FP; $k$ for no: 54; $k$ for yes: 26), whether nitrogen fertilizer was added (FN; $k$ for no: 22; $k$ for yes: 58), and whether or not the background soil was sterilized prior to mycorrhizal inoculation (STER; $k$ for no: 16; $k$ for yes: 64). Due to the observational nature of these data, the four factors were only partially crossed, with some combinations being much more prevalent than others (and some not represented at all). Computing correlations (phi coefficients)
Correlation matrix (phi coefficients) of the four dichotomous moderator variables

|     | FUN  | FP   | FN   | STER |
|-----|------|------|------|------|
| FUN | 1    | -0.14| 0.53 | 0.27 |
| FP  | -0.14| 1    | 0.31 | 0.01 |
| FN  | 0.53 | 0.31 | 1    | 0.53 |
| STER| 0.27 | 0.01 | 0.53 | 1    |

After dummy-coding each factor yielded values in the range of -0.14 to 0.53. See Table 1 for the full correlation matrix.

Table 2 shows the values of the AICc and model probabilities (i.e., \( w_i \)) for the \( 2^4 = 16 \) possible models (considering only main effects and no interactions) when using REML estimation for the model fitting and computing the maximized restricted log-likelihood with \( ll_{REML} \). The model with the lowest AICc includes moderators FN and FP, with an associated model probability of 0.47. Therefore, based on model selection via information criteria, we would consider moderators FN and FP as relevant.

Table 3 shows the results when testing each moderator in a series of univariate models, when testing each moderator in the context of the full model (i.e., with all four predictors included simultaneously), and when testing each moderator using multimodel inference using model averaged parameter estimates and corresponding standard errors along with their relative variance importance values based on all 16 models. From Table 2, we can see how the coefficient and standard error of the FP moderator is obtained for each of these approaches (see model 8 for the univariate model approach, model 6 when testing moderators in the context of the full model, and the value in the last row for the multimodel inference approach). Univariate testing leads to the conclusion that all four moderators are related to the effect sizes. When testing the moderators in the context of the full model and when using the multimodel inference approach, we come to a very different conclusion, only finding support for the relevance of FP as a potential moderator.

Clearly, there is substantial support for the importance of FP, with the predictor appearing in the top eight models as ranked by the AICc (the model probabilities for these eight models add up to 0.99, which is therefore also the relative variable importance for this moderator). Similarly, all testing methods identify this variable as a relevant predictor. Support for the relevance of the other moderators is weaker, although FN is part of the top three models as ranked by the AICc, with a relative variable importance of 0.85. Also, univariate testing (just barely) finds this moderator to be significant. The remaining moderators, FUN and STER, are not found to be significant by full model testing or multimodel inference. Furthermore, their relative variance importance are 0.31 and 0.32, respectively, both of which suggest that these moderators are unrelated to the effect sizes.

The example illustrates that conclusions regarding the relevance of particular moderators can depend on the method used for model selection. To determine whether a particular approach is preferable (in terms of being more likely to select the true model), we conducted a simulation study.

## 5 | SIMULATION STUDY

Given the choice among the different approaches (and the resulting potential for conflicting conclusions), we conducted a Monte Carlo simulation study to compare the accuracy of the various methods for identifying the true model under ML and REML estimation. We also examined the relevance of using \( ll_{REML} \) versus \( ll_{REML} \) for computing the restricted log likelihood when using the various information criteria for model selection. In the present section, we describe the methods used for the simulation study and the results obtained.

### 5.1 | Methods

Assume that each study included in the meta-analysis compared two experimental groups with respect to a quantitative dependent variable. We will use the mean difference as the effect size measure for the meta-analysis, which is given by \( y_i = \bar{x}_i1 - \bar{x}_i2 \), where \( \bar{x}_i1 \) and \( \bar{x}_i2 \) denote the observed means of the dependent variable in the first (e.g., treated) and second (e.g., non-treated) group. Then \( y_i \sim N(\theta_i, \sigma_1^2(1/n_{i1} + 1/n_{i2})) \), where \( \theta_i = \mu_{i1} - \mu_{i2} \) is the true effect in the ith study, \( \mu_{i1} \) and \( \mu_{i2} \) denote the true means of the two experimental groups, \( n_{i1} \) and \( n_{i2} \) the group sizes, and \( \sigma_1^2 \) the true variance of the dependent variable in an individual study. Without loss of generality, we set \( \mu_{i2} = 0, \sigma_1^2 = 1 \), and assume \( n_{i1} = n_{i2} = n_c \).

We purposefully chose to use an effect size measure for the simulation study that fulfills all of the assumptions of the random- and mixed-effects models (2) and (3) instead of simulating other measures commonly used in meta-analyses, such as standardized mean differences, log response ratios, risk differences, log risk/odds ratios, and raw or r-to-z transformed correlation coefficients. Although these measures will have normal sampling distributions with known sampling variances asymptotically, these assumptions can break down in smaller samples and/or under particular circumstances (e.g., for
rare events), at which point specialized methods/models may need to be applied.32-34 With our chosen measure, we can study the performance of the various model selection methods unencumbered by these issues. Moreover, if conditions are such that the assumptions underlying the models are at least approximately fulfilled for other measures, then there is no particular reason to believe that the results obtained below would not be at least roughly applicable to these other measures as well.

In each iteration of the simulation, we first simulated the sample sizes of the individual studies by drawing $k$ values from $\chi^2_{df=4}$, a Chi-square distribution with 4 degrees of freedom, and then letting $n_i = \hat{n}\left(\chi^2_{df=4} + 6\right)/20$ (rounded to the nearest integer), so that $\hat{n}$ denotes the average (total) sample size of each study included in the meta-analysis. The sample size distributions generated in this manner have a minimum of $\hat{n}(3/10)$, a mean of $\hat{n}/2$, and are right-skewed as often encountered in practice.35,36

Next, we simulated the values of the moderator variables by drawing $k$ sets of $p$ values from a multivariate standard normal distribution, where all $p$ variables (i.e., the true and false moderators) were correlated with each other with correlation equal to $\rho$. When $\rho = 0$, the simulated moderator variables were uncorrelated, while values of $\rho \neq 0$ correspond to the more commonly encountered situation where moderator variables are correlated with each other.

Finally, given the sample sizes and the moderator values, we then simulated the $k$ observed effect sizes from

\[ TABLE 2 \quad \text{Value of the AICc (based on } ll_{REML}) \text{ for the 16 models fitted to the data examining the influence of mycorrhizal inoculation on plant biomass} \]

| Model | Moderator(s) | AICc  | $w_r$ | $b_{FP}$ | $SE\left[b_{FP}\right]$ |
|-------|--------------|-------|-------|----------|------------------|
| 1     | FN + FP      | 203.210 | 0.47  | -1.00    | 0.207            |
| 2     | STER + FN + FP | 205.161 | 0.18  | -0.97    | 0.209            |
| 3     | FUN + FN + FP | 205.507 | 0.15  | -0.92    | 0.224            |
| 4     | FUN + STER + FP | 207.540 | 0.05  | -0.71    | 0.206            |
| 5     | FUN + FP     | 207.566 | 0.05  | -0.66    | 0.208            |
| 6     | FUN + STER + FN + FP | 207.611 | 0.05  | -0.90$^a$ | 0.226          |
| 7     | STER + FP    | 208.534 | 0.03  | -0.75    | 0.209            |
| 8     | FP           | 212.524 | 0.00  | -0.71$^b$ | 0.220          |
| 9     | FUN          | 213.047 | 0.00  | 0.00     | 0.000            |
| 10    | FUN + STER   | 214.157 | 0.00  | 0.00     | 0.000            |
| 11    | FUN + FN     | 215.739 | 0.00  | 0.00     | 0.000            |
| 12    | STER         | 216.281 | 0.00  | 0.00     | 0.000            |
| 13    | FUN + STER + FN | 216.765 | 0.00  | 0.00     | 0.000            |
| 14    | FN           | 217.803 | 0.00  | 0.00     | 0.000            |
| 15    | STER + FN    | 218.329 | 0.00  | 0.00     | 0.000            |
| 16    | -            | 218.485 | 0.00  | 0.00     | 0.000            |
| Avg   |              |         |       | -0.93$^c$ | 0.248          |

$^a$Estimated model coefficient for moderator FP from the model including all moderators simultaneously.
$^b$Estimated coefficient for moderator FP from the univariate model.
$^c$Model-averaged parameter estimate (and corresponding standard error) for moderator FP.

\[ TABLE 3 \quad \text{Results for testing each moderator in a series of univariate models, in the full model, when using multimodel inference, and their relative variance importance (RVI) values based on all 16 models} \]

|                      | Univariate testing |                      |                      |                      |                      |                      |
|----------------------|--------------------|----------------------|----------------------|----------------------|----------------------|
|                      | $b$       | SE     | $z$     | $b$       | SE     | $z$     | $b$       | SE     | $z$     | RVI |
| FUN                  | 0.68       | 0.222  | 3.07    | 0.23      | 0.270  | 0.84    | 0.11      | 0.236  | 0.47    | 0.31 |
| FP                   | -0.71      | 0.220  | -3.21   | -0.90     | 0.226  | -3.96   | -0.93     | 0.248  | -3.73   | 0.99 |
| FN                   | 0.49       | 0.248  | 1.99    | 0.57      | 0.342  | 1.66    | 0.68      | 0.388  | 1.76    | 0.85 |
| STER                 | 0.64       | 0.277  | 2.30    | 0.28      | 0.298  | 0.93    | 0.12      | 0.248  | 0.47    | 0.32 |

Note: Test statistics that exceed ±1.96 and RVI values that exceed 0.5 are shown in bold.
\[ y_i \sim N \left( \sum_{j=1}^{m} \beta_j x_{ij}, \tau^2 + 2/n_i \right) \] for a given value of \( \tau^2 \), so that moderators \( j = \{1, ..., m\} \) are the true and \( j = \{m+1, ..., p\} \) are the false moderators. We set \( \beta_j = \beta \) for \( j = 1 \) to \( m \). Therefore, each of the \( m \) true moderators exerted the same amount of influence on the effect sizes. On the other hand, the remaining \( p - m \) false moderators did not influence the effect sizes.

Within each iteration, we therefore obtained \( k \) values of \( y_1 \), the corresponding sampling variances \( v_i = 2/n_i \), and the values of the \( p \) moderator variables corresponding to each of the \( k \) studies. The various model selection approaches described earlier were then used in an attempt to identify the true model. Therefore, we fitted each of the \( 2^p \) possible models to the data using ML and REML estimation and recorded the corresponding AIC, BIC, and AICc values. For REML estimation, both \( ll_{REML} \) and \( ll_{REML_f} \) were used for computing the restricted log likelihood and the resulting information criteria. We then recorded whether the true model was correctly selected according to the minimum AIC, BIC, and AICc criteria.

For the testing approaches, we recorded whether the set of significant and non-significant moderators corresponded to the set of true and false moderators in the true model, respectively. If all of the true moderators and none of the false moderators were significant, then this was considered a correct identification of the true model. The same approach was used when using the RVI of the variables as the selection method (using either 0.5 or 0.8 as the cutoff for considering a variable as important).

The following factors were examined in the simulation study: \( k \) (20, 30, 40, 60, 80), \( n \) (15, 30, 60, 120), \( \rho \) (0, 0.3, 0.6), \( \beta \) (0, 0.1, 0.2, 0.3, 0.4), \( \tau^2 \) (0, 0.1^2, 0.2^2, 0.3^2, 0.4^2), \( p \) (4, 6, 8, 10) and \( m \) (either \( m \) was set equal to \( p/2 \) or held constant at \( m = 2 \)). All factors were fully crossed, so that a total of \( 5 \times 4 \times 3 \times 5 \times 5 \times 4 \times 2 = 12,000 \) conditions were examined (note that when \( \beta = 0 \), then the true model is actually the “empty model” that does not include any moderators, regardless of the value of \( m \)). For each condition, we simulated 1000 meta-analyses and then estimated the probability of identifying the true model by computing the proportion of iterations in which the true model was correctly identified by each of the methods described above.

We fully acknowledge that in real data, moderators are going to exhibit different degrees of correlation among each other (instead of assuming a constant value of \( \rho \) for each pair), will be a mixture of different variable types (e.g., integer, [semi-]continuous, categorical with two or more levels) with various types of distributions (instead of following a multivariate normal distribution), and the magnitude of the relationship between the moderators and the effect sizes will vary across moderators (instead of being constant for all true moderators). The simplifications above were made to keep the number of conditions manageable, which are already quite large. Moreover, while we could introduce variability into the value of \( \rho \) for pairs of moderators, simulate moderators from different distributions, and allow \( \beta_j \) to differ across true moderators, we would not expect this to have a substantial impact on the relative performance of the various methods.

For the design of the simulation study above, it can be shown that the total amount of heterogeneity in the true effects is equal to \( \text{Var} [\theta_i] = m(1 + (m-1)p)\beta^2 + \tau^2 \). Furthermore, note that, on average, \( n_i = \bar{n}/2 \), so that, on average, \( \bar{v} = 4/\bar{n} \). Based on these values, we can compute \( I^2 = \text{Var} [\theta_i] / (\text{Var} [\theta_i] + \bar{v}) \), that is, how much of the total amount of variability in the effect size estimates can, on average, be attributed to heterogeneity in the true effects. Therefore, when \( \beta = 0 \), the values of \( I^2 \) corresponding to the \( \bar{n} \) and \( \tau^2 \) values chosen for the simulation study range from 0 to 0.38 (with a median of 0.13) for \( \bar{n} = 15 \) and from 0 to 0.83 (with a median of 0.55) for \( \bar{n} = 120 \). When \( \beta > 0 \), the resulting \( I^2 \) values increase in accordance with \( \beta, m, \rho, \) and \( \tau^2 \). Values of \( I^2 \) around 0.25, 0.50, and 0.75 are typically considered to reflect low, moderate, and high amounts of heterogeneity,\(^{37}\) but when multiple strong moderators are exerting an influence on the effect sizes, values above 0.90 are not uncommon. Therefore, the values of the factors above were chosen in accordance with these considerations.

Furthermore, the simulation design implies that the amount of heterogeneity that can be accounted for by any individual true moderator is equal to \( R^2 = \beta^2/(m (1 + (m-1)p)\beta^2 + \tau^2) \). Therefore, as \( m, \rho, \) and \( \tau^2 \) increase, the explanatory power of each individual moderator decreases. However, the total amount of heterogeneity that can be accounted for by all true moderators increases with \( m \) and \( \rho \) and is simply equal to 1 when \( \tau^2 = 0 \).

The simulation study was programmed in R.\(^{38}\) Due to the large number of conditions and the highly intensive nature of the computations (especially when fitting all \( 2^p \) models), the simulation study was programmed to make use of multicore processing using parallelization. The simulation was run on a cluster computer using 126 cores simultaneously for the computations. Even making use of such computing power, completion time for the entire set of conditions was a bit over 5 days (roughly 16,000 core hours in total).

5.2 Results

Given the large number of conditions and selection methods examined in the simulation, summarizing the findings is challenging. To obtain a broad overview, we
FIGURE 1  Kernel density plots of the probabilities of identifying the true model across all 12,000 conditions for each of the methods. Gray lines represent conditions where the true model was the empty model (i.e., $\beta = 0$), whereas black lines represent conditions where there was a non-zero association between the moderators and the effect sizes (i.e., $\beta > 0$). The triangles (gray triangle and black triangle) indicate the corresponding median probabilities.
start by presenting kernel density plots of the probabilities of identifying the true model across all conditions for each of the methods in Figure 1 (40 different methods in total). The two lines in each plot distinguish the 2,400 conditions where the true model was the empty model (gray lines) from the 9,600 conditions where there was a non-zero association between the moderators and the effect sizes (black lines). The gray and black triangles in the plots correspond to the respective median probabilities. To make comparisons between these two classes of conditions and across methods easier, the densities were rescaled to have a maximum of 1.

Selection via univariate or full model testing showed adequate performance when the true model was the empty model (no plots are shown for $ll_{REML}$ because these methods are not affected by the way the REML likelihood is computed). In many such conditions, these methods correctly identified the empty model in at least 50% of the cases and typically even with higher probabilities (the median probabilities were close to 75%). On the other hand, when there was an association between the moderators and the effect sizes, univariate testing had very low chances of identifying the true model in most conditions. Full model testing showed more promising performance. Here, the density was bimodal and appears to be composed of two “sub-densities,” the first peaking just above 0%, which corresponds to conditions where identification of the true model is particularly difficult (i.e., various combinations of low $k$, low $n$, high $\rho$, low $\beta$, high $r^2$, and high $p$). The other part of the density peaks around 80%, but is quite left-skewed.

Several general conclusion can be reached about the methods based on information criteria. First, their performance was quite similar when computed based on $ll_{ML}$ or $ll_{REML}$. Second, using the BIC was better at correctly identifying the empty model compared to the AIC, with the AICc typically falling in-between these two criteria at least in terms of the median performance. Moreover, all multimodel inference methods and all methods based on $ll_{REML}$ performed exceptionally well in identifying the true model when none of the moderators were related to the effect sizes. Third, when the true model was not the empty model, performance of the various methods varied quite a bit, although we also typically see the bimodal shape in the densities as described above. In fact, for some methods, the bimodality was even more pronounced. In other words, depending on the condition, there was then either a very low or a very high probability of correctly identifying the set of moderators that were truly related to the effect sizes.

To more directly compare the model selection methods against each other, we determined the method that obtained the highest probability of identifying the true model for each condition. However, a particular method may turn out to be the best for a particular condition simply due to simulation error. Moreover, the best method may outperform other methods just by a small margin, which could be considered practically irrelevant. Therefore, for each condition, we determined the set of methods that were no more than five percentage points worse than the best method (e.g., if the best method had a 0.38 probability of identifying the true model in a particular condition, then all methods that had at least a 0.33 probability were among the set of best methods for this condition). We then computed the proportion of conditions in which each method was among the best method (again separately for conditions where $\beta = 0$ and where $\beta > 0$). The results are shown in Figure 2.

When the true model was the empty model, univariate and full model testing were never among the best methods in any of the conditions. On the other hand, some of the information criteria methods were quite often among the best methods, especially when computed based on the $ll_{REML}$ function. In that case, using multimodel inference and the RVI with a cutoff value of 0.8 was always or almost always among the best performing methods for identifying the empty model, regardless of whether the AIC, BIC, or AICc was used. On the other hand, when selecting based on the minimum of the information criteria or an RVI with a cutoff value of 0.5, we again see that the BIC performed best, followed by the AICc and the AIC.

When the true model was not the empty model, univariate and full model testing were among the best methods for up to 20% of the conditions. However, the information-theoretic approaches always outperformed selection via univariate or full model testing, falling among the best methods for 26% to up to 49% of the conditions. While the specific information criterion and likelihood function played a relatively minor role in these results, selection via minimum information criteria or an RVI with a cutoff value of 0.5 tended to be among the best methods more often than selection via multimodel inference or when using an RVI with a cutoff value of 0.8.

To determine the factors that are most relevant for accounting for the differences between the various selection methods, we structured the results from the simulation study as a dataset with 12,000 (for conditions) × 40 (for methods) = 480,000 rows and then conducted a two-way analysis of variance (ANOVA) with the (arcsine square-root transformed) probabilities of identifying the true model as the outcome variable (this data set is also available at OSF, https://osf.io/3d8u5/). The selection method factor, all design factors of the simulation, and their interactions with the selection method factor were
included as predictors in the model. Table 4 presents the \( \eta^2 \) values of the main effects (along the diagonal) and the two-way interactions (the off-diagonal elements). The most influential factor was the size of the coefficient of the moderators (i.e., \( \beta \)), which is also responsible for distinguishing conditions where the empty model was the true model from conditions where moderators were actually present, followed by the number of effect sizes \( (k) \) and the sample size of the primary studies \( (n) \). Furthermore, the size of the coefficient showed strong interactions with the selection method, the number of effect sizes, and the sample size of the primary studies.

In Figure S1, we also provide plots of the probabilities of identifying the true model as a function of the various design factors for each of the 40 methods. Increases in \( k \), \( n \), and \( \beta \) (for the non-empty model) were associated with higher probabilities, which is not surprising, since increases in these factors provide more/stronger evidence about the existence of relationships (or their absence). On the other hand, increases in \( \rho \), \( r^2 \), and \( p \) were

### Table 4

| \( \text{Method} \) | \( \eta^2 \) values derived from the two-way ANOVA predicting the probabilities of selecting the true model based on the model selection method, all design factors, and their two-way interactions |
|---------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| \( k \) | 0.10 0.47 |
| \( n \) | 0.07 0.01 0.42 |
| \( \rho \) | 0.05 0.00 0.00 0.18 |
| \( \beta \) | 0.51 0.23 0.17 0.10 0.85 |
| \( r^2 \) | 0.02 0.00 0.07 0.00 0.06 0.30 |
| \( p \) | 0.04 0.00 0.00 0.00 0.02 0.00 0.24 |
| \( m \) | 0.01 0.01 0.00 0.00 0.02 0.00 0.02 0.05 |

Note: The diagonal and off-diagonal values display the \( \eta^2 \) values of the main effects and two-way interactions, respectively.
associated with lower probabilities, which is also expected, since stronger correlations among the moderators, higher (residual) heterogeneity, and a larger number of potential moderators makes it more difficult to detect the true ones. Also, on average, probabilities tended to be slightly higher when \( m \) was fixed at 2 as opposed to conditions where \( m \) increased as a function of \( p/2 \).

Based on these findings from the ANOVA, we constructed Figure 3, which shows the performance of six representative methods as a function of the coefficient size (i.e., \( \beta \)) when \( k \) is equal to 20, 40, 60, and 80. We included selection via univariate and full model testing as reference benchmarks and used the AICc criterion combined with the \( l_{\text{REMLr}} \) function for each of the information-theoretic approaches (Figures S2 and S3 provided as part of the Supporting Information are analogous figures using the AIC and BIC criteria, but show very similar patterns).

When the true model was the empty model (i.e., \( \beta = 0 \)), we again see the superior performance of the information criteria methods compared to univariate or full model testing. While the latter two methods were able to identify the true model on average in about 70% of the cases, using multimodel inference and an RVI with a cutoff of 0.8 yielded essentially 100% correct identification rates regardless of \( k \), closely followed by using the minimum AICc or an RVI with a cutoff of 0.5 for model selection.

When there is a weak association between the effect sizes and the moderators (i.e., \( \beta = 0.1 \)), all methods yielded very low probabilities (i.e., \( \leq 0.10 \)), with only little improvements as \( k \) increased. Selection via full model testing may have a slight advantage over the remaining methods in this case especially when \( k \) is large. On the other hand, while larger coefficients and values of \( k \) led to increases in the probabilities for all methods (except for univariate testing, whose performance flattened out at around 20%), selection via the minimum AICc or an RVI with a cutoff of 0.5 outperformed full model testing especially when \( k \) and \( \beta \) were large. In fact, while all information criteria methods converged to 100% rates with increases in \( k \) and \( \beta \), this does not appear to be the case for full model testing, which seems to reach a maximum identification rate around 80%. Figures S4–S7 provide analogous figures to Figure 3, but separately for each value of \( \bar{n} \), showing that this maximum is also reached.

**FIGURE 3** Probabilities of identifying the true model of six model selection methods as a function of \( \beta \) and \( k \). The methods shown are selection via univariate and full model testing and the information-theoretic approaches using the AICc criterion combined with the \( l_{\text{REMLr}} \) function. Each line represents the probabilities of a model selection method averaged over the remaining factors. (a) \( k = 20 \). (b) \( k = 40 \). (c) \( k = 60 \). (d) \( k = 80 \) [Colour figure can be viewed at wileyonlinelibrary.com]
even when the sample size of the primary studies increases.

6 | DISCUSSION

In this paper, we describe methods for model selection in meta-regression with particular emphasis on information-theoretic approaches. In doing so, we hope to introduce researchers unfamiliar with such methods to a new set of tools that may be useful in applied research. However, one should only consider applying novel methods if evidence suggests that there are tangible benefits to using these approaches over more conventional methods for model selection, such as testing moderator variables one at a time in a series of meta-regression models (i.e., what we denote “univariate testing”) or testing moderator variables in a single meta-regression model (i.e., “full model testing”). We therefore also conducted a simulation study to examine the performance of the various model selection methods for identifying the set of moderators that are actually related to the effect sizes.

Across a wide variety of conditions, the results show that the information-theoretic approaches often outperform the more conventional methods. This was especially apparent for conditions where none of the moderators were truly related to the effect sizes (i.e., when the “empty model” was the true model), but could also be seen when there was a relationship between some of the moderators and the effect sizes. Only when the relationship was very weak was there a slight advantage to using a full model testing approach, although differences between methods were small and all methods had rather low probabilities of identifying the true model in such conditions.

Of all methods evaluated, univariate testing performed especially poorly even when the relationship between moderators and effect sizes was strong and the number of studies was large. This finding is not surprising, given that correlated moderator variables were simulated in many conditions. Univariate testing will then often find that “false” moderators are significant simply because they happen to be correlated (i.e., confounded) with the true moderators (a phenomenon also known as omitted-variable bias). At the same time, when testing a true moderator without other relevant moderators included in the model, at least part of the heterogeneity that could have been accounted for by the other moderators will then be subsumed into the random effects term used to model residual heterogeneity. This in turn will decrease the power to detect the true moderator. Hence, too many false and too few true moderators will be correctly identified when using univariate testing, leading to the poor performance of this model selection strategy. Although concerns about univariate testing of moderators have been raised before, these concerns warrant repetition, given that univariate testing is still the dominant approach in meta-regression analyses.

Full model testing can circumvent these problems, at least if we assume that all potentially relevant moderators are included in the model (or that those omitted are not correlated with the ones included in the model). In that case, the correlation among the moderators is correctly taken into consideration, avoiding omitted-variable bias. Consequently, this model strategy also fared much better in the simulation study, but the results also indicate that the probability of identifying the true model did not converge to 100% even when both the number of studies and the size of the regression coefficient increased.

There is a simple explanation for this finding. Even when the power to detect the true moderators is 100% so that all true moderators will be correctly identified, each false moderator tested incurs a certain chance of committing a Type I error. The more such false moderators are tested, the higher the probability that at least one of them will turn out to be significant. Given the design of the simulation study, there were either \( f = 2, 3, 4, \) or 5 false moderators in conditions where the number of true moderators was set to half of the number of moderators tested or there were either \( f = 2, 4, 6, \) or 8 false moderators in conditions where the number of true moderators was fixed at 2. The probability that at least one of the false moderators turns out significant is \( 1 - (1 - \alpha)^f \), which we can compute for each value of \( f \) above (with \( \alpha = .05 \)). Averaging the resulting values yields approximately 0.19. Hence, we should see that the probability of correctly identifying the true model converges to 0.19 = 0.81, which is exactly what Figure 3 suggests (see panel (d) for \( k = 80 \) and \( \beta = 0.4 \)).

An obvious solution to this problem is to apply a multiple testing correction for each of the moderators tested in the context of the full model. Although this will also reduce power to detect true moderators, 100% power should be restored with sufficiently large \( k \) and \( \beta \). There will still be a small probability that at least one false moderator is selected and hence a perfect model identification probability cannot be achieved, but the discrepancy should be minor. However, we did not explore this strategy in the simulation study, as the use of multiple testing corrections in the context of meta-regression analyses is rare.

In contrast, all methods based on information criteria achieved perfect or near perfect model identification probabilities when \( k \) and \( \beta \) increased. This also applies to the multimodel testing approach, which seems
counterintuitive given that we did not use a multiple testing correction in the context of this strategy either. However, this model selection strategy goes beyond full model testing by also using model-averaged parameter estimates and standard errors for doing so. The way the model-averaged parameter estimates are computed—by assigning zero to the coefficient for a particular moderator variable in models where the moderator does not appear—will automatically lead to a shrinkage effect when models without a particular moderator receive large Akaike weights.11 This effect can also be seen in the illustrative example (cf. Table 3) especially for the coefficients corresponding to the mycorrhizal fungus (FUN) and soil sterilization (STER) moderators, given that almost 70% of the total weight (i.e., \((1 - \text{RVI}) \times 100\%\)) is placed on models in which these moderators do not appear. In this sense, multimodel testing shares some properties with other penalization techniques, such as ridge regression and the lasso,40,41 although these methods have not been extended to the meta-regression context.

Simply selecting a model based on the minimum of a particular information criterion or using the RVI values with a certain cutoff for variable selection works equally well as the multimodel testing approach when \(k\) and \(\beta\) are large. For all these strategies, an increasingly large weight will then be placed on the model that corresponds to the true model, leading to perfect model identification probabilities. In less favorable circumstances, the best method seems to depend on whether one favors a method that has better chances of detecting that none of the moderators are actually related to the effect sizes (in which case multimodel testing or using the RVIs with a cutoff of 0.8 appear preferable) or whether one would like to optimize one’s chances that the method will correctly sort out which moderators are and which ones are not related to the effect sizes (in which case selection based on the minimum of an information criterion or using the RVIs with a cutoff of 0.5 would be the better choice).

Cautiously, we would therefore suggest that if there is convincing a priori theoretical support for the potential influence of the moderators considered in the search, the latter two strategies should be preferred. Among these, the minimum information criterion approach has the advantage of being very easy to apply. Moreover, as discussed in Section 3.6, this approach automatically provides the estimates of the model coefficients for the selected moderators without any additional steps. However, compared to univariate or full model testing, this approach is computationally much more demanding, as it requires fitting \(2^p\) models. When \(p = 20\), it may take some hours to do so (unless one takes extra steps to optimize/parallelize the computations). For \(p = 30\), this approach may become computationally prohibitive.

At the same time, we are fully aware of cautions in the literature against simply using all possible models as candidates for the true model instead of conducting an analysis based on a smaller set of candidate hypotheses and their corresponding models.9,11 Even though we used this approach in the simulation study, this should be seen as an abstraction done for the purposes of simplifying the simulation study. Also, potential moderators should always be a priori specified7 (ideally with a hypothesis why and how they might be related to the effect sizes) and hence the \(p\) moderators examined in the simulation study could be considered to be a selection based on a larger number of potential moderators.

A noteworthy finding of the simulation study is that model selection via information criteria computed based on the REML function appears to be a valid strategy. In principle, this finding goes against the common wisdom that REML functions (and hence information criteria) computed based on models with different fixed effects are not comparable.13,14 The present findings are however in line with those of Gurka,15 who also presented results to the contrary, but in a different modeling context. However, when using information criteria based on REML estimation, one has to carefully consider how exactly the restricted likelihood will be computed, that is, whether the \(\frac{1}{2} \ln |XX|\) term should be included in the likelihood function or not. While the findings from the simulation study are somewhat mixed and the right approach might depend on the strategy and information criterion used, the results clearly indicate that omission of the term is important to obtain high probabilities of correct model identification when the empty model is actually the true model.

Regardless of the chosen strategy, a practical issue that frequently arises in meta-regression analyses is missing data. In particular, while some moderator variables are easy to extract (e.g., the publication year of a study) and will be essentially complete, missing data on other moderator variables is a common occurrence. A comparison of models containing different subsets of moderator variables will then be hampered by the fact that the models will be based on different subsets of the data, which makes their likelihoods and hence the information criteria incomparable. On the other hand, using only the set of studies with complete information on all moderator variables of interest will typically lead to a substantial reduction in the number of studies included in the analysis. Note that this will also automatically happen when using full model testing, as “listwise deletion” is the default behavior in all software for conducting meta-regression analyses that we are aware of. In fact, we suspect that the prevalence of univariate testing may at least in part stem from the desire of authors to maximize the number of studies included in each meta-regression...
model. However, as the current results show, univariate testing cannot be recommended as a general model selection strategy. Alternatively, one could consider methods for imputing missing moderator values,\textsuperscript{42,43} although very little work has examined the performance of such methods in the meta-analytic context so far (but see the findings from Ellington et al.\textsuperscript{44}). How to combine imputation methods in the meta-analytic context so far (but see the very little work has examined the performance of such models in meta-analysis already include a term that is for (residual) heterogeneity, random- and mixed-effects data generating mechanism. At the same time, by allowing quantify to what extent each model approximates some true model is unable to account for. Conditions where scenario is difficult to simulate and would require that we is not going to be part of the candidate set. However, this therefore scenarios where even the true model from the candidate set could just be considered to be the best approximation to the actual data generating mechanism, however complex it may be.

In conclusion, the present article provides some initial evidence that conventional methods for model selection, such as univariate and full-model testing, may be outperformed by information-theoretic approaches. The latter are more often among the set of best methods across all of the conditions simulated and can have higher probabilities for identifying the true model under particular scenarios. We recommend that authors of meta-analyses involving meta-regression analyses consider the use of these methods, especially as an alternative to univariate testing. The methods can be easily implemented in R using the metafor package\textsuperscript{48} in combination with the glmmulti\textsuperscript{49} or MuMIn\textsuperscript{50} packages. The R code provided as part of the illustrative example (at https://osf.io/3d8u5/) can be easily adapted to other applications. Another fully worked example illustrating the use of these methods can be found at https://www.metafor-project.org/doku.php/tips:model_selection_with_glmulti_and_mumin.
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