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Existence and stability properties are studied for Hawkes process, i.e. point process \( S \) that has long-memory and intensity \( r(t) = \lambda\left(g_0(t) + \sum_{\tau < t, \tau \in S} h(t - \tau)\right) \). The approach to Hawkes process presented in this paper allows us to prove the uniqueness of invariant distribution of the process under weaker conditions. New speed of convergence results are also shown. Unlike previous results the function \( \lambda \) is not required to be Lipschitz and can be even discontinuous. Some generalizations are also considered.

1. Introduction.

1.1. Definition. Hawkes Process is a time-homogeneous self-exciting locally-finite point process on \( \mathbb{R} \) with long-memory. A realization of the process is a random locally-finite subset \( S = S(\omega) \) of \( \mathbb{R} \). Any locally-finite point process is characterized by its intensity rate \( r(t,\omega) \) defined as the intensity of the point process at time \( t \) conditioned on the past history of the process until time \( t \), i.e. \( r(t,\omega) \) can be defined as

\[
   r(t,\omega) := \lim_{\delta t \to 0} \frac{\mathbb{P}\left( \#(S(\omega) \cap [t, t+\delta t]) \geq 1 | \mathcal{F}_t \right]}{\delta t}
\]

where \( \#(S(\omega) \cap [t, t+\delta t]) \) is the number of elements of the set \( S(\omega) \cap [t, t+\delta t] \) and \( \mathcal{F}_t \) is the \( \sigma \)-field for \( S_t(\omega) := S(\omega) \cap (-\infty, t) \) generated by elementary events \( \{ \omega : S_t(\omega) \cap I \neq \emptyset \} \) where \( I \) varies over all intervals \( I \subset (-\infty, t) \).

It is convenient to view the process as a random subset of \( \mathbb{R}_+ := [0, \infty) \) and thus the intensity function \( r(t,\omega) \) is defined for \( t \in \mathbb{R}_+ \). Hawkes Process is defined by three \( \mathbb{R}_+ \)-valued functions on \( \mathbb{R}_+ \). Given these three functions \( \lambda, h, g_0 \) the intensity rate is given by

\[
   r(t,\omega) = \lambda(g_0(t) + \sum_{\tau \in S_t} h(t - \tau))
\]
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where $g_0$ is some initial condition.

The above description is equivalent to the one found in literature except for the term $g_0$. Usually instead of starting from initial condition $g_0$, the process is defined by giving $S_0$ a locally finite collection of points in $(-\infty, 0)$. This set $S_0$ represents points of process before time 0. To connect to our setting $g_0$ can then be computed as

$$g_0(t) = \sum_{\tau \in S_0} h(t - \tau)$$

and the two definitions are equivalent. Defining process with $g_0$ as initial conditions also allow for more general functions which are not of form (3).

This approach, besides providing this slight generalization of the model, leads to a somewhat different perspective: Hawkes process is a solution of a stochastic partial differential equation with jumps. In fact Hawkes process corresponds to solution of one of the simplest such equations where the state of the process at time $t$ is the random impulse function $g_t(\cdot)$ that evolves by translation in time $g_{t+\delta t}(\cdot) = g_t(\cdot + \delta t)$ with jumps $g_t(\cdot) \to g_t(\cdot) + h(\cdot)$ occurring at rate $\lambda(g_t(0))$. There is a built-in invariance under time translation due to the form of (2). The evolution of the impulse function $g_t : \mathbb{R}+ \to \mathbb{R}+$ is defined by:

$$g_t(s) = g_0(t + s) + \sum_{\tau \in S_0} h(t + s - \tau)$$

It is $\mathcal{F}_t$-measurable and is a Markov process (it need not contain all the past information as is the case when $h(t) = e^{-t}$). Given two times $s \geq t \geq 0$, the conditional distribution of the next $\tau \in S$ after time $t$ being greater than $s$ is given by

$$\mathbb{P}[\tau \geq s | \mathcal{F}_t] := \mathbb{P}[S \cap [s,t) = \emptyset, S \cap [t, \infty) \neq \emptyset | \mathcal{F}_t]$$

$$= \exp \left[ - \int_0^{t-s} \lambda(g_t(s))ds \right]$$

at which point $g_\tau(\cdot)$ jumps to $g_\tau(\cdot) + h(\cdot)$. Thus $g_t$ is by itself a Markov process.

1.2. Results. The two main results of this paper, Theorems 2 and 3, generalize the results of Brémaud-Massoulie [1] in different directions and prove that under certain conditions on $\lambda$ and $h$, for a certain wide class $\mathcal{C}$ of initial conditions $g_0$, the distributions of $g_t(\cdot)$ converge to a common limit. Furthermore the limiting distribution is supported on $\mathcal{C}$. The secondary new result, Theorem 4, is on speed of convergence.
In addition to these theorems we also observe several facts well known for attractive systems. These are collected in Proposition 1. The results are stated in sections 4 and 5.

1.3. History and references to related work. Point processes were first studied in [4] by Erlang in connection with queueing theory. Hawkes process were first introduced in [5] to study self-exciting point processes. See [2, 3] for additional references. The current work is the first one that covers cases where $\lambda$ need not be Lipschitz and in fact can even have jumps. Large deviations questions for wide classes of $\lambda$ and $h$ have been studied by Zhu in [9] and [10]; for the special case of linear $\lambda$ explicit large deviation rates and other limit theorems have been derived in [7].

Currently Hawkes processes are used to model many phenomena ranging from queues and population growth to mutations and spread of infections; to defaults and jumps in financial markets; to neuroactivity and social-networks; and finally even to modeling of artificial intelligence and creative thinking. While most of the real world applications involve use of multi-dimensional Hawkes process, in order to keep the presentation simple, we limit ourselves to the one-dimensional version. Possible generalizations are outlined in section 7.

1.4. Example. Simple example comes from population growth. Consider a population that grows either by immigration or by birth generated by the current population. Immigrants are treated as newborns when they arrive. The immigration rate is $A$ and the birth rate for each individual is $h(s)$, which depends only on the current age $s$ of the individual. Then total growth rate of the population at time $t$ is then given by

$$r(t) = A + \sum_{\tau \in S, \tau < t} h(t - \tau)$$  \hspace{1cm} (7)

or if we normalize with $h$ by $\int_0^{\infty} h(s)ds = 1$, we replace this by

$$r(t) = A + B \sum_{\tau \in S, \tau < t} h(t - \tau)$$  \hspace{1cm} (8)

since $B$ comes out of normalization. So we see that this is a Hawkes process with $\lambda(z) = A + Bz$. The Hawkes processes with such linear $\lambda$ appear very often and are related to Galton-Watson trees which in turn provides an easy way of studying many properties of Hawkes processes.

2. Formal Definitions.
2.1. Formal Definition of a Hawkes Process.

**Definition 1.** Hawkes process is a random collection \( S \) of points in \( \mathbb{R}_+ := [0, \infty) \) characterized by triplet of functions \( (\lambda, h, g_0) \) where the functions \( \lambda, h, g_0 : [0, \infty) \rightarrow [0, \infty) \). The conditional Poisson intensity at time \( t \) is

\[
\nu_t := \lambda \left( g_0(t) + \sum_{0 \leq \tau < t, \tau \in S} h(t - \tau) \right)
\]

where the sum is over all previous points \( \tau \) in \( S_t := S \cap [0, t) \). The function \( g_0 \) describes the initial condition and the functions \( \lambda \) and \( h \) describe the evolution of the process. We denote this Hawkes process by quadruple \((\mathbb{P}, \lambda, h, g)\).

We will define a coupling of these different measures \( \mathbb{P}_g \) by a canonical construction in the subsection 3.1.

It is convenient to take as state space the space \( X \) of locally integrable \( \mathbb{R}_+ \)-valued functions on \( \mathbb{R}_+ \). Let \( \mathcal{M}(X) \) be the space of probability distributions on \( X \). Then the process can be realized as an \( X \)-valued process. Start at time \( t \) from with initial condition \( g_0 \in X \) and consider the random evolution determined by two components: deterministic flow \( g_{t+\delta t}(s) = g_0(t + \delta t + s) \) up to stopping time \( \tau \) at which point \( g_\tau \) jumps \( g_{\tau+0}(x) = g_{\tau-0}(x) + h(x) \) with the distribution of \( \tau = \tau(g) \) given by

\[
\mathbb{P}_g[\tau \geq t + \delta t] = \exp \left[ -\int_0^{\delta t} \lambda(g_\tau(s))ds \right].
\]

After time \( \tau \), the process restarts in the sense that same procedure is to be repeated with \( \tau \) as a new starting time and \( g_\tau \) as a new initial condition. Each time stopping corresponds to a point in \( S \). The generator of the semigroup \( T_t \) of the Markov process acting on functions \( F : X \rightarrow \mathbb{R}_+ \) is given by:

\[
A := D + \lambda(g(0))(\theta_h - \text{Id})
\]

where \( \theta_h \) is a shift operator defined by \( \theta_h F(g) = F(g + h) \) and \( D \) is the derivative of push-forward of time evolution defined by

\[
DF(g) := \lim_{\epsilon \to 0} \frac{F(\sigma_\epsilon g) - F(g)}{\epsilon}
\]

where \( \sigma_\epsilon \) is the time-shift operator defined by \( \sigma_\epsilon g(s) = g(s + \epsilon) \). Then this \( X \)-valued process \( g_t \) satisfies

\[
g_t(s) = g_0(t + s) + \sum_{\tau \in S_t} h(t + s - \tau).
\]
For any initial condition \( g_0(\cdot) \), we have a Markov process \( g_t(\cdot) \). Then \( \lambda(z_t) \) will be the intensity of the point process, where

\[
z_t := g_t(0) = g_0(t) + \sum_{\tau \in S_t} h(\tau - t).
\] (14)

It is sometimes more convenient to consider instead of \( S_t \) the process

\[ Q_t = (N_t, g_t) \]

where \( N_t = \#(S_t) \) is the number of jumps from time 0 to time \( t \). Then \( Q_t \) can be viewed as a point process \( N_t \) driven by the Markov process \( g_t \).

**Remark 1.** Without loss of generality we can assume \( \int_0^\infty h(t) dt = 1 \). Indeed one can always achieve this if \( \|h\|_1 = \int h(t) dt < \infty \) by observing that triples \( (\lambda(z), h(t), g(t)) \) and \( \left( \lambda(z\|h\|_1), \frac{h(t)}{\|h\|_1}, \frac{g(t)}{\|h\|_1} \right) \) produce the same Hawkes process. On the other hand if \( \|h\|_1 = \infty \) and \( \inf_{z \in \mathbb{R}_+} \lambda(z) > 0 \) then \( \lim_{t \to \infty} g_t(0) = \infty \) a.s. and hence there can be no stationary version of the process.

2.2. Convergence notions. We equip the space \( X \) with \( L^1_{\text{loc}} \) metric

\[
\forall g, f \in X, \quad d_X(g, f) = \sum_{i=1}^{n} \frac{1}{2^n} \cdot \frac{\int_0^n |g(s) - f(s)| ds}{1 + \int_0^n |g(s) - f(s)| ds}
\] (16)

The space \( \mathcal{M}(X) \) will then have the topology of weak convergence inherited from the metric space \( X \). Let \( D(X) \) be the space of \( X \)-valued functions on \([0, \infty)\) equipped with Skorohod \( J_1 \)-metric \( d \) and let \( \mathcal{G} \) be the \( \sigma \)-field generated by the open sets in \((X, d)\). Collection \( \{G_t\} \) is the corresponding filtration.

Let \( g^* \) be the non-initial part of impulse function:

\[
g^*_t(s) = \sum_{\tau \in S_t} h(t + s - \tau)
\] (17)

and

\[
\forall g, \bar{g} \in D(X), \quad d^*(g, \bar{g}) := d(S(g), S(\bar{g})) = d(g^*, \bar{g}^*)
\] (18)

be the pull-back of \( d \) under the map \( S : D(X) \to D(X), \ S : g \mapsto g^* \) defined according to (17) as

\[
(S(g))_t(s) = g_t(s) - g_0(t + s)
\] (19)
Let $\mu_{f,s}$ be the distribution of $g_s$—impulse-function at time $s$—starting from initial condition $f$.

The distribution of the whole process $g$ starting with initial condition $g_0$ will be denoted by $\mathbb{P}_{g_0}$ and the associated expectations will be denoted by $\mathbb{E}_{g_0}$. Any $\mu \in \mathcal{M}(X)$ can be viewed as a random initial condition and

$$
\mathbb{P}_\mu := \int \mathbb{P}_f \mu(d\mu), \quad \mathbb{E}_\mu := \int \mathbb{E}_f \mu(d\mu),
$$

(20)

denote the corresponding probability measure and expectation with respect to it. Similarly $\mathbb{P}^*$ and $\mathbb{E}^*$ will be used as analogous expressions for the $g^*$.

In Theorems 2 and 3 we consider total variation $d_{TV}$ of the difference of $\mathbb{P}_f$ starting from two different initial conditions which can also be viewed as total variation of the corresponding $\mathbb{P}$ but under a different $\sigma$-field $G^* = G \circ S^{-1}$.

Furthermore let us define $d_{TV,T}$ to be the total variation after time $T$, i.e. the total variation on the sigma-algebra $G \circ (S|_{[T,\infty)})^{-1}$ where operator $(S|_{[T,\infty)})$ is defined by:

$$
(S|_{[T,\infty)}(g))_t(s) = 1_{t \geq T} (g_t(s) - g_0(t + s))
$$

(21)

3. Tools.

3.1. Canonical Construction. One way to construct point processes is to start from a canonical Poisson point process $\mathbb{P}$. To any measure $m$ one can associate a Poisson point process such that for any measurable set $A$, the number of points in $A$ will be random variable with a Poisson distribution with mean $m(A)$. In our case canonical Poisson point process will correspond to the choice $m(A) = |A|$, the Lebesgue measure on $\mathbb{R}_+ \times \mathbb{R}_+$. Given $\lambda, h, g$ measure $\mathbb{P}$ induces a measure $\mathbb{P}^{\lambda,h}_g$ consistent with the definition above in the following way. If $S$ is our point process then $\tau \in S$ if there is a point on the vertical line $\tau \times [0, \lambda(z_t))$ of our plane $\mathbb{R}_+ \times \mathbb{R}_+$. In the rest of the paper we will denote $\mathbb{P}^{\lambda,h}_g$ by $\mathbb{P}_g$ because $\lambda$ and $h$ would be the same unless stated otherwise.

This induces a natural coupling of the collection of the measures $(\mathbb{P}_g)$ indexed by initial conditions $g$ that we will call canonical coupling. This coupling is no way unique but this particular coupling is maximal when $\lambda$ is non-decreasing and we have two different initial conditions one of which is strictly larger than the other (by point-wise partial ordering). The coupling is maximal in the sense that the set of points common to both of these two processes will stochastically dominate the similar set of points in any other coupling.
3.2. Coupling / Stochastic Domination. Here we present the canonical coupling that we will use.

**Lemma (Stochastic Domination).** Suppose $(S, \lambda, h, g_0)$ and $(\tilde{S}, \tilde{\lambda}, \tilde{h}, \tilde{g}_0)$ are two Hawkes processes satisfying

\begin{align}
\forall x \in \mathbb{R}_+, (h(x) &\leq \tilde{h}(x), g(x) \leq \tilde{g}(x)) \\
\forall x \leq y, \lambda(x) &\leq \tilde{\lambda}(y)
\end{align}

Then there exists a coupling such that $S \subset \tilde{S}$.

*Note: $h, \tilde{h}$ are not necessarily normalized.*

**Proof.** If $a(t), b(t)$ are two intensities and if $a(t) \leq b(t)$ for all $t$, one can couple the point processes, such that the two processes jump together with rate $a(t)$ and the second one jumps by itself at rate $b(t) - a(t)$. This can also be done if $\forall \omega \in \Omega, a(t, \omega) \leq b(t, \omega)$. (In fact this is done naturally by our construction that is discussed in the previous subsection.) Hence it remains to prove that

\begin{equation}
\lambda(g_t(0)) \leq \tilde{\lambda}(\tilde{g}_t(0)).
\end{equation}

We know that up to the first jump in $\tilde{S}$ we have $g_t(0) = g_0(t), \tilde{g}_t(0) = \tilde{g}_0(t)$. However we know from (22) and (23) that

\begin{equation}
\lambda(g_0(t)) \leq \tilde{\lambda}(\tilde{g}_0(t))
\end{equation}

which in turn implies that (24) holds up to first jump of $\tilde{S}$. Then we claim by induction that it holds for all times. Indeed at the time of jump the order of $g \leq \tilde{g}$ is preserved because there is no jump in $S$ before first jump of $\tilde{S}$ and the jump of $\tilde{g}$ is always larger because $h \leq \tilde{h}$.

3.3. Parent-Offspring Structure and the Branching representation. We add the following parent-offspring structure to obtain a random forest structure embedded in time. This will be useful due to its connection to Galton-Watson trees (branching processes).

We start with the Hawkes process corresponding to functions $(\lambda, h, g_0)$ and let $S = \{\tau_1, \tau_2, \ldots\}$, where $\tau$ is an increasing sequence, i.e. $i < j \rightarrow \tau_i < \tau_j$. Let us also denote

\begin{equation}
\lambda_0(z) := \lambda(z) - \lambda(0)
\end{equation}

Now to each $\tau_i$ we associate a randomly chosen parent element $p(\tau_i)$ from $S \cup \{-\infty\}$, where $-\infty$ represents having no parent and being a root node.
Given a sequence \((\tau_1, \tau_2, ..., \tau_i)\), we define \(\{p(\tau_i)\}\) to be mutually independent with distributions given by:

\[
\mathbb{P}[p(\tau_i) = -\infty | \tau_1, ... \tau_i] = \frac{\lambda(0)}{\lambda(z_{\tau_i})} + \frac{\lambda_0(z_{\tau_i}) g(\tau_i)}{\lambda(z_{\tau_i}) z_{\tau_i}}
\]

\[
\mathbb{P}[p(\tau_i) = \tau_j | \tau_1, ... \tau_i] = 1_{j < i} \frac{\lambda_0(z_{\tau_i}) h(\tau_i - \tau_j)}{\lambda(z_{\tau_i}) z_{\tau_i}}
\]

Note that \(\{p(\tau_i)\}\) while mutually independent are not identically distributed.

Figure 3.3 provides a particular visualization of parent-offspring structure that is consistent with the above description. We are specifically interested in linear case which provides us with dual description of the same process as described in the following tool:

**Lemma (Branching Process Equivalence).** When \(\lambda(z) = \bar{\lambda}(z) = A + Bz\) roots have rate \(A + Bg(t)\) and each tree is a branching process with the number of branches having a Poisson distribution with mean \(B\). The distribution of age \(\tau_j\) of any parent at the time \(\tau\) of birth of any child is then given by

\[
\mathbb{P}[\tau - \tau_j > t | p(\tau) = \tau_j] = \int_t^\infty h(s)ds.
\]
Proof. By the above scheme we see that the intensity of roots is given by

\[ \mathbb{P}[p(\tau_i) = -\infty] \lambda(z_{\tau_i}) = \lambda(0) + Bz_{\tau_i} \frac{g(\tau_i)}{z_{\tau_i}} = A + Bg(\tau_i). \]  

Now each new point creates an area of size \( B\|h\|_1 = B \) and hence the number of children is Poisson(\( B \)). Now the shape of the area is given via \( h \) which then proves (29).

4. Existence. We begin with preliminary results regarding existence and ergodicity. Let us consider the following hypothesis on Hawkes Process.

Hypothesis 1. The function \( \lambda \) satisfies:

\[ \exists A, B \geq 0, \forall z \in \mathbb{R}, \lambda(z) \leq \bar{\lambda}(z) := A + Bz \]  

which brings us to our first proposition:

Proposition 1. Suppose Hawkes process satisfies Hypothesis 1. Then the following three statements hold:

(i) Hawkes process is well defined for all times.
(ii) When the Hypothesis 1 is satisfied with \( B < 1 \), there exists an invariant distribution for process \( g_t \).
(iii) If in addition \( \lambda \) is non-decreasing and we start from \( 0 \) initial condition, i.e. \( g_0 = 0 \), then the distribution of \( g_t \) converges weakly to \( \mu_0 \), which being the unique minimal invariant measure is ergodic.

Proof of Proposition 1. (i) Consider Hawkes process with \( \bar{\lambda}(z) = A + Bz \). By Galton-Watson representation it is well defined for all times. It can be coupled with our process which it will dominate. Hence the dominated process is also well defined for all times.

(ii) If \( B < 1 \), then the dominating process has uniformly bounded density; then so does the dominated process and we can get an invariant distribution \( \mu_{g_0} \) by taking Cesaro limit along a subsequence

\[ \mu_{g_0} := \lim_{t_k \to \infty} \frac{1}{t_k} \int_0^{t_k} \mu_{s,g_0} \, ds \]  

where \( \mu_{s,g_0} \) represents marginal distribution of the impulse-function at time \( s \) given the initial condition \( g_0 \).
(iii) The expected size of each tree is finite and hence we have bounded density. Since $\lambda$ is non-decreasing the process is order-preserving. Hence

$\mathbb{E}_0[f(g(t + s_1), \ldots, g(t + s_k))]$

is non-decreasing in $t$ for any non-decreasing $f$ which implies convergence of $\mu_{s,0}$ to $\mu_0$.

This gives us weak convergence. We claim that invariant distribution $\mu_0$ is the unique minimal one, i.e. stochastically dominates any other invariant distribution. To see this consider any other invariant $\tilde{\mu}$ and choose initial condition chosen randomly according to $\tilde{\mu}$; but then we have point-wise domination initially and by coupling we see that there is domination at all times and letting $t \to \infty$, we see that $\tilde{\mu}$ dominates $\mu$. Hence $\mu$, being the unique minimal invariant measure, is extremal. Hence it is ergodic. □

5. Uniqueness.

**Definition 2.** Let $\mu$ be an invariant distribution supported on a class of functions $C$, meaning that

$\mu(C) = 1$ (34)

Then we say that the pair $(\lambda, h)$ is $(C, \mu)$-stable if starting from any initial condition $g_0$ in $C$ the distribution $\mu_{t,g_0}$ of the impulse function at time $t$ converges to $\mu$:

$\lim_{t \to \infty} \mu_{t,g_0} \overset{d}{=} \mu$ (35)

where $\overset{d}{=}$ signifies that the limit is in the sense of weak convergence.

Now we turn to main results of this paper. Here is our 2nd hypothesis:

**Hypothesis 2.** The function $\lambda$ is non-decreasing and it satisfies

$\sup_{x \in \mathbb{R}^+} (\lambda(x + s) - \lambda(x)) \leq \phi(s)$ (36)

for some concave non-decreasing $\phi$ satisfying

$\int_0^\infty \phi(H(s))ds = C < \infty$, where $H(s) = \int_s^\infty h(t)dt$ (37)

**Theorem 2.** If Hawkes process satisfies both Hypothesis 1 with $B < 1$ and Hypothesis 2 then pair $(\lambda, h)$ is $(C, \mu)$-stable as in definition 2 with

$C := \left\{ g \in C(\mathbb{R}^+) : \int_0^\infty \phi(g(s))ds < \infty \right\}$ (38)

and $\mu$ being $\mu_0$ from Proposition 1 part (iii).
Remark 2. In this theorem we relax the Lipschitz condition with constant 1 on \( \lambda \) that was imposed in [1] (in a slightly different form since \( \|h\| \) was not normalized). When we do have this assumption the results of [1] follow as a corollary of the above theorem 2. In fact the results follow even under weaker assumption that \( \lambda \) is Lipschitz with constant \( L \) for some \( L \):

\[
\forall x, y \in \mathbb{R}_+ |\lambda(x) - \lambda(y)| \leq L|x - y|
\]

Before we start with proof of theorem 2 let us prove the following lemma:

**Lemma 2.1.** If \( \mu \) is a stationary distribution of the impulse function \( g_t \) of a Hawkes process then

\[
E_{\mu}[g(s)] = E_{\mu}[\lambda(g(0))]H(s).
\]

**Proof.** By stationarity

\[
E_{\mu}[g(s)] = E_{\mu}\left[ \int_{s}^{\infty} \lambda(g(0))h(t)dt \right]
\]

\[
= E_{\mu}[\lambda(g(0))] \int_{s}^{\infty} h(t)dt
\]

\[
= E_{\mu}[\lambda(g(0))]H(s).
\]

**Proof of Theorem 2.** We use a recurrence argument. It is enough to show that exists some class \( C' \subset C \) such that:

(i) \( f \in C' \) implies that \( \mathbb{P}_f^* \) and \( \mathbb{P}_0^* \) have non-trivial overlap

\[
I(\mathbb{P}_f^*, \mathbb{P}_0^*) := 1 - d_{TV}(\mathbb{P}_f^*, \mathbb{P}_0^*) \geq \delta > 0
\]

(ii) \( C' \) is recurrent with respect to \( C \): starting from any point in class \( C \) the impulse function will enter \( C' \) at some time in the future, i.e.

\[
\forall g_0 \in C, \mathbb{P}_{g_0}[\forall t \in \mathbb{R}_+, g_t \notin C'] = 0
\]

We will split the proof into three steps. In step (i) and (ii) we will show the above statements and in step (iii) we will complete the proof using recurrence. Step (i) in turn will suggest the choice of \( C' \).

Step (i): First observe that by applying Jensen’s inequality and concavity of \( \phi \) we obtain:

\[
I(\mathbb{P}_f^*, \mathbb{P}_0^*) = E_0 \left[ \exp \left( - \int_{0}^{\infty} |\lambda(z_t + f(t)) - \lambda(z_t)|dt \right) \right]
\]
\[ (45) \quad \geq \exp \left( -\mathbb{E}_0 \left[ \int_0^\infty |\lambda(z_t + f(t)) - \lambda(z_t)|dt \right] \right) \]

\[ (46) \quad \geq \exp \left( -\mathbb{E}_0 \left[ \int_0^\infty \phi(f(t))dt \right] \right) \]

\[ (47) \quad = \exp \left( -\int_0^\infty \phi(f(t))dt \right) \]

Step (ii): Step (i) suggests that we take

\[ (48) \quad C' := \left\{ g \in C(\mathbb{R}_+) : \int_0^\infty \phi(g(s))ds < K \right\} \]

whereas for \( C' \) to satisfy the recurrence condition we will make a suitable choice of \( K \). We know that for any finite time \( t \) process which started from \( C \) will remain in \( C \) since \( \phi \) is convex. Now consider starting from \( C \) but replacing \( \lambda \) by with \( \bar{\lambda} \) in the definition of our process. Then, because \( \phi \) is nondecreasing by applying stochastic domination we get

\[ (49) \quad \mathbb{E}_g^\lambda \left[ \int_0^\infty \phi(g_t(s))ds \right] \leq \mathbb{E}_g^\lambda \left[ \int_0^\infty \phi(g_t(s))ds \right]. \]

We now take \( \limsup_{t \to \infty} \) on both sides of (49) and by proposition 1(iii), the right hand side converges to a limit from any initial \( g \).

\[ (50) \quad \limsup_{t \to \infty} \mathbb{E}_g^\lambda \left[ \int_0^\infty \phi(g_t(s))ds \right] \leq \lim_{t \to \infty} \mathbb{E}_g^\lambda \left[ \int_0^\infty \phi(g_t(s))ds \right] \]

\[ (51) \quad \leq \lim_{t \to \infty} \mathbb{E}_0^\lambda \left[ \int_0^\infty \phi(g_t(s))ds \right] \]

\[ (52) \quad \leq \lim_{t \to \infty} \int_0^\infty \phi(\mathbb{E}_0^\lambda[\lambda(g_t(0))]H(s))ds \]

where the line (52) follows from Lemma 2.1. Recall that part of assumption of hypothesis 2 is that \( \phi \) is concave and increasing. While concavity implies that \( \phi(cx) \leq c\phi(x) \) for \( c \geq 1 \), monotonicity implies that \( \phi(cx) \leq \phi(x) \) for \( c < 1 \). Combining these two we get \( \phi(cx) \leq \max(c, 1)\phi(x) \). Applied to (52) with \( c = \mathbb{E}_0^\lambda[\lambda(g_t(0))]\) we obtain:

\[ (53) \quad \lim_{t \to \infty} \mathbb{E}_g^\lambda \left[ \int_0^\infty \phi(g_t(s))ds \right] \leq C \max(\lim_{t \to \infty} \mathbb{E}_0^\lambda[\lambda(g_t(0))], 1) \]
where \( C = \int_0^\infty \phi(H(s))ds < \infty \) by Hypothesis 2. Hence (53) is finite since \( \lim_{t \to \infty} \mathbb{E}_0^\lambda[\lambda(g_t(0))] < \infty \) by branching representation. Hence \( \mu(C) = 1 \) and in (48) it is enough to set

\[
K = \max(\lim_{t \to \infty} \mathbb{E}_0^\lambda[\lambda(g_t(0))], 1) \times \left[ \int_0^\infty \phi(H(s))ds \right].
\]

Step (iii): Hence we return almost surely to the class \( C' \). Now starting from any initial condition in \( C' \),

\[
I(P^*_f, P^*_0) \geq 1 - \exp(-K)
\]

and result follows from the following schematic representation

\[
g \to C \rightrightarrows C' \to \mu
\]

where all arrows represent transitions with uniformly positive probability which implies the convergence to \( \mu \).

Let us describe this in detail. Define two sequences of alternating stopping times as follows: Let stopping time \( \varsigma_1 \) be the first time that \( g_t \) is in \( C' \). Then we try to couple the process \( S \) with \( S^{(1)} \) where \( S^{(1)} \) is Hawkes process with same pair \( (\lambda, h) \) but that starts at time \( t \) with \( g_t = 0 \); we use canonical coupling. Then by step (i) the coupling is successful with probability at least \( \delta > 0 \). If it is not then there is a stopping time \( \upsilon_1 \in S \setminus S^{(1)} \), in this case we restart the procedure defining \( \varsigma_i, \upsilon_i \) by the following recursive definition

\[
\varsigma_1 = \inf\{t : g_t \in C'\}
\]

\[
\forall i \geq 1, \upsilon_i = \inf\{t > \varsigma_i : t \in S \setminus S^{(k)}\}
\]

\[
\forall i > 1, \varsigma_i = \inf\{t > \upsilon_{i-1} : g_t \in C'\}
\]

where \( S^{(k)} \) is Hawkes Process that starts at time \( \varsigma_k \) with condition \( g_t = 0 \). Hence we want to show that almost surely for some \( i, \varsigma_i = \infty \) which is immediate from step (i):

\[
\mathbb{P}[\forall i, \varsigma_i < \infty] = \mathbb{E}\left[\prod_{i=1}^{\infty} I(P^*_f g_{\varsigma_i}, P^*_0)\right]
\]

\[
\leq \prod_{i=1}^{\infty} (1 - e^{-K}) = 0.
\]
Finally we turn to the last theorem where $\lambda$ can have jumps.

**Hypothesis 3.** (i) Function $\lambda$ is non-decreasing and satisfies:

$$\lambda(0) > 0, \lambda \leq \bar{\lambda}, B < 1$$ \hspace{1cm} (60)

(ii) Function $h$ is convex and satisfies:

$$\|h\|_{\infty} < \infty, \log |h'(x)| = o(x), \int_0^\infty th(t)dt < \infty$$ \hspace{1cm} (61)

**Remark 3.** These assumptions allow large tails in $h$ which was the aim of this study, in particular $h(x) = \frac{p}{(1+x)p+1}$ where $p > 0$.

**Remark 4.** These assumptions can be weakened to allow piece-wise decreasing $h$ as long as $h^{-1}(y)$ is finite for any $y \in \mathbb{R}_+$.

**Theorem 3.** If Hawkes process satisfies Hypothesis 1 with $B < 1$ and Hypothesis 3 then pair $(\lambda, h)$ is $(\mathcal{C}, \mu)$-stable as in definition 2 with

$$\mathcal{C} := \left\{ g \in C(\mathbb{R}_+): \int_0^\infty tg(t)dt < \infty \right\}$$ \hspace{1cm} (62)

and $\mu$ being $\mu_0$ from Proposition 1 part (iii).

**Definition 3.** Let $\nu$ denote distribution of $g(0)$ under $\mu$.

Next we state estimates on the tail of $\nu$ as well as on the probability density of $\nu$. We will prove the following two Lemmas after we complete the proof of Theorem 3.

**Lemma 3.1.** Under Hypothesis 3 the following statements hold:

$$\exists \theta > 0, \mathbb{E}_\mu[e^{\theta z}] < \infty,$$ \hspace{1cm} (63)

In particular $\nu$ has exponential tail: there exist constants $0 < c_1 < \infty$ and $\theta_1 > 0$ such that for all $z \geq 0$,

$$\nu[z, \infty) \leq c_1 e^{-\theta_1 z},$$ \hspace{1cm} (64)

**Lemma 3.2.** Under Hypothesis 3, there exists a constant $c'_1$ such that for any invariant distribution $\mu$, the associated $\nu$ (distribution of $g(0)$ under $\mu$), has a density $\psi(z)$ that satisfies

$$\psi(z) \leq c'_1 \lambda(z)\nu[z + h(0), \infty)$$ \hspace{1cm} (65)

Furthermore there exist constants $c_2, \theta_2$ such that

$$\psi(z) \leq c_2 e^{-\theta_2 z}$$ \hspace{1cm} (66)
Proof of Theorem 3: Unlike proof of Theorem 3 the comparison is done between initial conditions $f$ and $g + f$ where $g$ is randomly chosen with distribution $\mu_0$. We denote by $\mu_\star^\ast$ the distribution of $g + f$, i.e. $\mu_0$ shifted by $f$, i.e. $\mu_\star^\ast(A) := \mu_0(\{g - f : g \in A\})$. The idea of the proof remains the same as that of Theorem 3 while the calculations of (49)-(53) are redone as follows.

\begin{equation}
I(P_\star^\ast, P_{\mu_\star^\ast}) = \mathbb{E}_{\mu_0} \left[ \exp \left( - \int_0^\infty \lambda(z_t + f(t)) - \lambda(z_t)dt \right) \right]
\end{equation}

\begin{equation}
\geq \exp \left( -\mathbb{E}_{\mu_0} \left[ \int_0^\infty \lambda(z_t + f(t)) - \lambda(z_t)dt \right] \right)
\end{equation}

by Jensen’s Inequality. Since $\mu_0$ is invariant we can replace $z_t$ by $z_0$:

\begin{equation}
E_1 := \mathbb{E}_{\mu_0} \left[ \int_0^\infty \lambda(z_t + f(t)) - \lambda(z_t)dt \right]
\end{equation}

\begin{equation}
= \mathbb{E}_{\mu_0} \left[ \int_0^\infty \lambda(z_0 + f(t)) - \lambda(z_0)dt \right]
\end{equation}

\begin{equation}
= \int \int \int \psi(z)d\lambda(x)dzdt
\end{equation}

\begin{equation}
\leq \int \int \int \psi(z)dzd\lambda(x)dt
\end{equation}

We can now apply the estimate on $\psi(z)$ from Lemma 3.2 and obtain

\begin{equation}
E_1 \leq \int \int \int c_2 e^{-\theta_2 z}dzd\lambda(x)dt
\end{equation}

\begin{equation}
\leq \int \int \int c_2 e^{-\theta_2 z}e^{-\theta_2 z}dzd\lambda(x)dt
\end{equation}

\begin{equation}
\leq \int \int \int c_2 e^{-\theta_2 z}e^{\theta_2 f(t)}dzd\lambda(x)dtd\lambda(x)dt
\end{equation}

\begin{equation}
= c_2 \|e^{\theta_2 f}\|_{L_1} \int x \in \mathbb{R}_+ e^{-\theta_2 x}d\lambda(x)
\end{equation}
\[ c_2 \| f \|_{L_1} e^{\theta_2} \| f \|_{L_\infty} \int_{x \in \mathbb{R}_+} e^{-\theta_2 x} d\lambda(x) \leq < \infty \]

where the last line follows from Hypothesis 3 since \( f \in L_1 \cap L_\infty \); last term is integrated by parts:

\[ \int_{x \in \mathbb{R}_+} e^{-\theta_2 x} d\lambda(x) = \lambda(0) + \int_{x \in \mathbb{R}_+} \theta_2 e^{-\theta_2 x} \lambda(x) dx < \infty \]

The rest of the proof follows analogously to Theorem 2. \( \square \)

5.1. **Lemmas for Theorem 3.** The two lemmas in this section provide estimates on the density as well as the tail probabilities of distribution \( \nu \). Let us first prove the tail estimate.

**Proof of Lemma 3.1.** Observe first that \( \nu[z, \infty] \leq \bar{\nu}[z, \infty] \) by stochastic domination. We can now use Galton-Watson representation in the following way. Consider a tree \( T \) viewed as a population starting with one individual born at time 0. Each individual born at time \( s \) gives birth to new individuals at rate \( Bh(t - s) \). Since \( B < 1 \) and \( \int h(s) ds = 1 \), the size of the tree \( T \) is finite. Consider the quantities:

\[ \Lambda_\theta(t) := \ln E \left[ \exp \left( \theta \sum_{\tau \in T, \tau \leq t} h(t - \tau) \right) \right] \]

\[ \Lambda_\theta := \ln E \left[ \exp(\theta z_t) \right] \]

If we ignore time, we have a Galton-Watson tree with the number of branches having a Poisson distribution with parameter \( B < 1 \). Then it is known that (see [8] for example), the total size \( Z \) of the population has an exponential moment, i.e.

\[ E[e^{\theta Z}] < \infty \]

for some \( \theta_0 > 0 \). In particular since \( \|h\|_\infty < \infty \), exists \( \theta = \frac{\theta_0}{\|h\|_\infty} \)

\[ E[\exp(\theta \sum_{\tau \in T, \tau \leq t} h(t - \tau))] \leq E[\exp(\theta \|h\|_\infty Z)] < \infty \]

By dominated convergence theorem

\[ \lim_{t \to \infty} \Lambda_\theta(t) = 0 \]
Observe that for linear $\lambda(z) = A + Bz$

$\exp\left(\sum_{\tau \in T, \tau \leq t} \theta h(t - \tau) - \theta h(t) - B \int_0^t (e^{\Lambda_\theta(t-s)} - 1)h(s)ds\right)$

is a martingale. Therefore $\Lambda_\theta(t)$ satisfies

$\Lambda_\theta(t) = \theta h(t) + B \int_0^t (e^{\Lambda_\theta(t-s)} - 1)h(s)ds$ \hspace{1cm} (86)

Similarly

$\Lambda_\theta = A \int_0^\infty (e^{\Lambda_\theta(s)} - 1)ds < \infty$ \hspace{1cm} (87)

as we add the contributions of $e^{\Lambda_T(s)} - 1$ from trees at $-s$ that are created at rate $A$. It only remains to show that right hand side of (86) is finite.

Integrate (86) with respect to $t$ from 0 to $\infty$.

$\int_0^\infty \Lambda_\theta(t) \leq \theta + B \int_0^\infty dt \int_0^t (e^{\Lambda_\theta(t-s)} - 1)h(s)dsdt \hspace{1cm} (88)$

$= \theta + B \int_0^\infty \int_{0\leq s \leq t<\infty} (e^{\Lambda_\theta(t-s)} - 1)h(s)dtds \hspace{1cm} (89)$

$\leq \theta + B \int_0^\infty (e^{\Lambda_\theta(t)} - 1)dt \hspace{1cm} (90)$

Since $\Lambda_\theta(t) \to 0$ as $t \to \infty$, given $\delta > 0$, we can bound $(e^{\Lambda_\theta(t)} - 1)$ by $(1 + \delta)\Lambda_\theta(t)$ for sufficiently large $t$, providing us with an estimate:

$\int_0^\infty \Lambda_\theta(t) dt \leq \theta + C_\delta + B(1 + \delta) \int_0^\infty \Lambda_\theta(t) dt \hspace{1cm} (91)$

We choose $\delta > 0$ so that $B(1 + \delta) < 1$. This proves that $\int_0^\infty \Lambda_\theta(t) dt$ as well as $\int_0^\infty (e^{\Lambda_\theta(t)} - 1)dt$ are finite. $\Box$

Having obtained exponential tail estimates we now turn to the proof of the density estimate:

**Proof of Lemma 3.2.** Let $L(s, t, A)$ be time spent in $A$ by $z_t := g_t(0)$ between time $s$ and $t$ starting from arbitrary initial condition, i.e.

$L(s, t, A) = \int_s^t 1_{z_s \in A} ds.$ \hspace{1cm} (92)
Let \( I = [z, z + \epsilon] \), \( \tau_0 = 0 \) and \( \tau_i, i > 0 \) be \( i^{th} \) jump after 0, that is

\[
\tau_i = \inf\{t > \tau_{i-1} : t \in S\}.
\]

Furthermore let

\[
n_t = \inf\{s > t : s \in S\}.
\]

be the first jump after time \( t \). We note that we can calculate \( \nu(I) \) as

\[
\nu[I] = \lim_{t \to \infty} \frac{E_\mu[L(0, t, I)]}{t}
\]

We consider first the numerator.

\[
L(0, t, I) \leq \sum_i L(\tau_i, \tau_{i+1}, I)1_{\tau_i < t}
\]

Taking expectations and using the properties of conditional expectations:

\[
E[L(0, t, I)] \leq E\left[\sum_i E[L(\tau_i, \tau_{i+1}, I)|\mathcal{F}_{\tau_i}]1_{\tau_i < t}\right]
\]

\[
= E\left[\sum_i F(g_{\tau_i -})1_{\tau_i < t}\right]
\]

where function \( F : X \to \mathbb{R}_+ \) is defined as

\[
F(g) = E_g[L(0, \tau_1, I)]
\]

We finally have

\[
E[L(0, t, I)] \leq E[\int_0^t F(g_{t-})dN_t]
\]

which we can now view as a stochastic integral of a predictable process with respect to \( dN_t \); using (100) and the stationarity of \( g(t) \) we obtain

\[
\nu[I] = \lim_{t \to \infty} \frac{E_\mu[L(0, t, I)]}{t}
\]

\[
\leq \lim_{t \to \infty} \frac{E_\mu\left[\int_0^t F(g_{t-})dN_t\right]}{t}
\]

\[
\leq \lim_{t \to \infty} \frac{E_\mu\left[\int_0^t F(g_{t-} + h)\lambda(g_t)dt\right]}{t}
\]

\[
\leq \lim_{t \to \infty} \frac{E_\mu\left[\int_0^t F(g_0 + h)\lambda(g_0)dt\right]}{t}
\]
ON STABILITY OF HAWKES PROCESS

\[ \int_{g \in X} \mathbb{E}_{g+h} \left[ L(0, \tau_1, I) \right] \lambda(g(0)) d\mu(g) \]

\[ \leq \int_{g \in X} \mathbb{E}_{g+h} \left[ \frac{\epsilon}{-h'(\tau_1)} \right] 1_{g(0)+h(0) > z} \lambda(g(0)) d\mu(g) \]

The last equation follows from condition (61). By convexity, \(-h'\) is decreasing and \(L(0, \tau_1, I) \leq \frac{\epsilon}{g(\tau_1)} \leq \frac{\epsilon}{h'(\tau_1)}\) since between two jumps \(g(t)\) can cross \(I\) only once. Because \(\lambda(g(0)) \geq A > 0\), we have the estimate \(\mathbb{P}[\tau_1 > t] \leq e^{-At}\).

In view of condition (61) we obtain

\[ \mathbb{E}_g \left[ \frac{\epsilon}{-h'(\tau_1)} \right] \geq \epsilon C_1 \]

for some constant constant \(C_1 > 0\). Then we continue from (106)

\[ \nu[I] \leq \int_g \mathbb{E}_{g+h} \left[ \frac{\epsilon}{-h'(\tau_1)} \right] 1_{g(0)+h(0) > z} \lambda(g(0)) d\mu(g) \]

\[ \leq \epsilon C \int_g 1_{g(0)+h(0) > z} \lambda(g(0)) d\mu(g) \]

\[ = \epsilon C \int_{x > z+h(0)} \lambda(x) d\nu(x) \]

\[ = \epsilon C' \lambda(z) \nu[z + h(0), \infty) \]

where the last inequality follows the fact that \(d\nu(x)\) has exponential tail. Hence we have

\[ \nu[I] \leq \epsilon C' \lambda(z) \nu[z + h(0), \infty) \]

from which we first observe that there is density \(\psi\) since then \(\nu[I] \leq c_1' \lambda(z) \epsilon\) and then taking limit as \(\epsilon \to 0\) in (112) we obtain the estimate on the density.

6. Speed of Convergence. In general, estimating the speed of convergence by the methods of Theorem 2 and 3 appears to be difficult. To overcome this we need to strengthen Hypothesis 2 to the following:

**Hypothesis 4.** The function \(\lambda\) is non-decreasing and it satisfies

\[ \sup_{x \in \mathbb{R}_+} (\lambda(x+s) - \lambda(x)) \leq \phi(s) \]

for some \(\phi\) that satisfies

\[ \tilde{B} := B \int_0^\infty \phi(h(t)) dt < 1. \]
\[ \tilde{h}(t) = \frac{B\phi(h(t))}{B} \] that satisfies:

\[
\limsup_{t \to \infty} \left( \frac{\sum_{n=1}^{\infty} \tilde{B}^n n \int_{x > \frac{t}{2^n}} \tilde{h}(x) dx}{\int_{x > t} \tilde{h}(x) dx} \right) =: C_4 < \infty \tag{115}
\]

In addition \( \tilde{g}(t) = \phi(g(t)) \) also satisfies \( \|\tilde{g}\|_1 = \int_0^\infty \tilde{g}(t) dt < \infty \).

**Remark 5.** Condition (115) can be replaced by other conditions as can be seen from the proof. The important feature is that all nicely decaying functions like \( \tilde{h}(x) = p(1+x)^p, p > 0 \) satisfy Hypothesis 4, while the following does not:

\[
h(x) = \sum_{i=0}^{\infty} 2^{2i-1} 1_{2^i \leq x < 2^{i+1}} \text{ where } 1_{2^i \leq x < 2^{i+1}} \text{ is the indicator function that is 1 if } x \in [2^i, 2^{i+1}) \text{ and 0 otherwise.}
\]

**Theorem 4.** If Hawkes process satisfies Hypothesis 1 with \( B < 1 \), and Hypothesis 4 then:

\[
d_{TV,t}(\mathbb{P}_g, \mathbb{P}_0) \leq B \int_t^\infty [(I - BQ_{\tilde{h}})^{-1} \tilde{g}](s) ds
\]

where \( Q_{\tilde{h}} \) stands for the convolution operator \( Q_{\tilde{h}} g = \tilde{h} * g \).

In turn this implies that tail of \( d_{TV,t}(\mathbb{P}_g, \mathbb{P}_0) \) cannot be much worse than that of \( \phi(h(t)) \) or \( \phi(g(t)) \); more precisely:

\[
\limsup_{t \to \infty} \frac{d_{TV,t}(\mathbb{P}_g, \mathbb{P}_0)}{\int_0^t \phi(g(s)) + \phi(h(s)) ds} < \infty \tag{117}
\]

**Proof.** Consider the canonical coupling of the measures \( \mathbb{P}_g \) and \( \mathbb{P}_0 \), i.e. a pair of processes \( (g, g^{(0)}) \) which start from initial conditions \( g_0 = g \) and \( g_0^{(0)} = 0 \) respectively. Let \( \triangle g = g - g^{(0)} \) be the difference of impulse functions, \( \triangle S = S \setminus S^{(0)} \) be the difference in sets and the last point in \( \triangle S \) being:

\[
L := \max\{s \in \mathbb{R}_+: s \in \triangle S\}
\]

Then observe that the concavity of \( \phi \) along with \( \phi(0) = 0 \) implies subadditivity of \( \phi \), i.e. \( \phi(a + b) \leq \phi(a) + \phi(b) \). It now follows from (113) that

\[
\lambda(g_t(s)) - \lambda(g_0^t(s)) \leq \phi(\triangle(g_t(s))) \tag{119}
\]

\[
\leq \phi(g_0(t + s) + \sum_{\tau < t} h(t + s - \tau)) \tag{120}
\]

\[
\leq \phi(g_0(t + s) + \sum_{\tau < t} \phi(h(t + s - \tau)) \tag{121}
\]

\[
\leq \phi(g_0(t + s) + \sum_{\tau < t} \phi(h(t + s - \tau)) \tag{122}
\]
By setting \( s = 0 \), we see that the point process with rate \( \tilde{\tau}_t \) at time \( t \) given by

\[
\tilde{\tau}_t := \phi(g_0(t)) + \sum_{\tau \in \Delta S, \tau < t} \phi(h(t - \tau))
\]

(123)

dominates stochastically the process \( \Delta S \). Consider the process \( \Delta D \) with the following description: one begins with roots that are created with rate \( \phi(g(t)) \) at time \( t \) and then each root generates a Galton-Watson tree with birthrate at time \( t \) along any branch born at time \( s \) given by \( \phi(h(t - s)) \).

Let the last point of \( \Delta D \) be:

\[
L_D = \max \{ s \in \mathbb{R}_+ : s \in \Delta D \}
\]

(124)

Notice that

\[
d_{TV,t}(P_g, P_0) = P[L > t] \leq P[L_D > t] \leq \mathbb{E}[(\#(\Delta D \cup [t, \infty))]
\]

(125)

where the first inequality follows from \( L \leq L_D \) because \( \Delta S \subset \Delta D \) and the second from \( L_D \in \Delta D \). So we will be estimating \( \mathbb{E}[\#(\Delta D \cup [t, \infty))] \) which turns out to be much simpler to work with. If we define

\[
l(A) := \mathbb{E}[\#(\Delta D \cap A)]
\]

(126)

then:

\[
\int_0^\infty e^{\theta t} l(dt) = \mathbb{E}[\sum_{\tau \in \Delta D} e^{\theta \tau}]
\]

(127)

Next we compute \( \mathbb{E}[\sum_{\tau \in \Delta D} e^{\theta \tau}] \) and from that can obtain either an exact formula or estimate the tail behavior. Observe that we have the recurrence relation:

\[
\mathbb{E}[\sum_{\tau \in T_\phi} e^{\theta(\tau - \rho)}] = 1 + \tilde{B} \cdot \left( \int_0^\infty \tilde{B}h(t)e^{\theta t} dt \right) \mathbb{E}[\sum_{\tau \in T_\phi} e^{\theta(\tau - \rho)}]
\]

(128)

where \( 1 \) comes from the root; \( \tilde{B}h(t) \) is the rate of birth of the (direct) children of the root at time \( \rho + t \); \( e^{\theta t} \) comes from time shift and finally due to the fact that each child generates independently the same random tree we multiply \( \mathbb{E}[\sum_{\tau \in T_\phi} e^{\theta(\tau - \rho)}] \). This in turn implies that

\[
\mathbb{E}[\sum_{\tau \in T_\phi} e^{\theta(\tau - \rho)}] = \frac{1}{1 - \tilde{B} \cdot \int_0^\infty \tilde{h}(t)e^{\theta t} dt}
\]

(129)
Now similarly we let \( \rho \) be an arbitrary root and \( T_\rho \) be its tree we obtain from (128):

\[
\mathbb{E}\left[ \sum_{\tau \in \Delta D} e^{\theta \tau} \right] = \tilde{B} \cdot \left( \int_0^\infty \tilde{g}(t) e^{\theta t} dt \right) \mathbb{E}\left[ \sum_{\tau \in T_\rho} e^{\theta (\tau - \rho)} \right]
\]

(130)

\[
= \frac{\tilde{B} \cdot \left( \int_0^\infty \tilde{g}(t) e^{\theta t} dt \right)}{1 - \tilde{B} \cdot \int_0^\infty \tilde{h}(t) e^{\theta t} dt}
\]

(131)

where the recurrence relation in (130) is similar to (128): there is no 1 here since there is no initial birth at time 0; the birth rate rate is \( \tilde{B} \tilde{g}(t) \)) and the rest of the calculation is the same.

Finally when combining (125), (128) and (131) we obtain the exact formula (116). Observe that if \( f_1, f_2, ... f_k \) are probability density functions and \( a_i \geq 0, i \in \{1, 2, ... k\}, \sum_{i=1}^k a_i = 1 \), then

\[
\int_0^\infty (f_1 * f_2 * ... * f_k)(t)(ds) = \int \cdots \int f_1(s_1) ... f_k(s_k) ds_1 ... ds_k
\]

(132)

where second line follows from the fact that \( \sum_{i=1}^k s_i > t \) implies that for some \( i \), \( s_i > a_it \). (Another way to see this is via probability interpretation if random variables \( X_i \) are independent and have distribution \( f_i \) then \( P[\sum_{i=1}^k X_i > t] \leq P[X_i > a_it \text{ for some } i \in \{1, 2, ..., k\}] = \sum_{i=1}^k P[X_i > a_it] \) where the first and last expressions correspond to those of (132)). Then

\[
d_{TV,t}\left( \mathbb{P}_g, \mathbb{P}_0 \right) = \int_0^\infty \tilde{g}\left( \left( \frac{1}{1 - \tilde{B} \tilde{h}} \right)^{\frac{1}{n}} \right) (s)ds
\]

(133)

\[
= \|\tilde{g}\|_1 \sum_{n=0}^{\infty} \tilde{B}^n \int_0^\infty \left( \frac{\tilde{g}(s)}{\|\tilde{g}\|_1} * \underbrace{\tilde{h} * \cdots * \tilde{h}}_{n \text{ times}} \right)(s)ds
\]

(134)

\[
\leq \|\tilde{g}\|_1 \sum_{n=0}^{\infty} \tilde{B}^n \left( \int_{s > \frac{t}{2}} \frac{\tilde{g}(s)}{\|\tilde{g}\|_1} ds + n \int_{s > \frac{t}{2n}} \tilde{h}(s) ds \right)
\]

(135)

\[
\leq \frac{1}{1 - \tilde{B}} \int_{s > \frac{t}{2}} \tilde{g}(s) ds + \|\tilde{g}\|_1 \sum_{n=0}^{\infty} \tilde{B}^n n \int_{s > \frac{t}{2n}} \tilde{h}(s) ds
\]

(136)
using (132) with \( k = n + 1 \), \( f_1 = \frac{\tilde{g}}{\|\tilde{g}\|_1} \), \( f_2 = f_3 = \cdots = f_{k+1} = \tilde{h} \), \( a_1 = \frac{1}{2} \), \( a_2 = a_3 = \cdots = a_{k+1} = \frac{1}{2n} \). Finally:

\[
\limsup_{t \to \infty} \frac{d_{TV,t}(\mathbb{P}g, \mathbb{P}_0)}{\int_{\frac{t}{2}}^{\infty} \tilde{g}(s) + h(s)ds} \leq \frac{1}{1-B} \int_{S>\frac{t}{2}} \tilde{g}(s)ds + \|\tilde{g}\|_1 \sum_{n=0}^{\infty} \hat{B}^n n \int_{S>\frac{t}{2n}} \tilde{h}(s)ds
\]

(138)

\[
\leq \frac{1}{1-B} + \|\tilde{g}\|_1 C_4 < \infty
\]

(139)

7. Generalizations.

7.1. Multi-type models. This section suggests two generalizations: first making Hawkes multi-type and second replacing \( h \) by a general measure. The proofs will be simple modification of the ones we have presented here.

Consider that points are now of finitely many types and the set of type is \( E = \{1, \ldots, d\} \). Now the process is specified by analogues triple \( (h, \lambda, g) \):

- \( h_{ij}(t) : E \times E \times \mathbb{R} \to \mathbb{R}_+ \) where \( i, j \in E \), \( \|h_{ij}\|_{L_1} = \frac{1}{d} \)
- \( \lambda_i : E \times \mathbb{R}_+^d \to \mathbb{R}_+ \)
- \( g_{ij}(t) : E \times E \times \mathbb{R} \to \mathbb{R}_+ \).

Then for all \( e \in E \) the rate at time \( t \) of type \( e \) is given by

\[
r_e(t) = \lambda_e(z(t))
\]

(140)

where \( z_{ij}(t) \) is a matrix given by

\[
z_{ij} = g_{ij}(t) + \sum_i \sum_{\tau \in S_i(t)} h_{ij}(t - \tau)
\]

(141)

where \( S_i(t) \) are all the point of type \( i \) before time \( t \). When \( h \) is a measure one extends the definition of the can extend functionals \( \int_b^t r_e(s)ds \) if exist such \( k^e_{ij} \) for each \( i, j, e \in E \) that satisfy:

\[
\forall e \in E, \exists k^e_{ij} \in \mathbb{R}_+^d, \lim_{c \to \infty} \frac{\lambda_e(cz)}{c} = \sum_{i,j} z_{i,j} k^e_{ij}.
\]

(142)

As the analogue of Hypothesis 1 we now have:

\[
\exists k \in \mathbb{R}_+^d, \forall e \in E, \lambda_e(z) \leq \hat{\lambda}_e(z) := c_e + \sum_{i,j} z_{i,j} k^e_{ij}
\]

(143)

As a generalization of Proposition 1 we get:
Corollary 1.1. Suppose condition (143) is satisfied and if \( h \) is a measure then condition (142) is satisfied. Then the following statements hold:
(i) If \( \forall e \in E, \lambda_e \) is non-decreasing then Hawkes process is well defined
(ii) If in addition matrix
\[
m_{i,e} = \sum_{j \in E} k_{ij}^e
\]
indexed by \( i, e \in E \) has spectrum supported on unit disk \( \{ c \in \mathbb{C} : |c| < 1 \} \) then invariant measure exists and is unique minimal invariant measure and hence ergodic.

7.2. Stationary initial conditions as a generalization. The proofs of this paper can also accommodate additional levels of complexity where one adds a stationary signal in the following sense. Suppose you add another bounded stationary process \( p(t) \) to the rate function before passing through \( \lambda \) so that now rate \( r_t \) is defined as:

\[
r_t := \lambda \left( g_0(t) + p(t) + \sum_{\tau \in S_t} h(t - \tau) \right)
\]

The results of this paper will still hold. One can also add another signal bounded signal \( q(t) \) outside of lambda where rate will be:

\[
r_t := \lambda \left( g_0(t) + p(t) + \sum_{\tau \in S_t} h(t - \tau) \right) + q(t)
\]

One useful application of this is a Hawkes-like linear process where the roots of the trees have some non-Poisson but stationary behavior while the trees are just like in Hawkes process.
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