Large-deviation properties of the extended Moran model
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The distributions of the times to the first common ancestor \( t_{\text{mrca}} \) is numerically studied for an ecological population model, the extended Moran model. This model has a fixed population size \( N \). The number of descendants is drawn from a beta distribution \( \text{Beta}(\alpha, 2-\alpha) \) for various choices of \( \alpha \). This includes also the classical Moran model \( (\alpha \to 0) \) as well as the uniform distribution \( (\alpha = 1) \). Using a statistical mechanics-based large-deviation approach, the distributions can be studied over an extended range of the support, down to probabilities like \( 10^{-70} \), which allowed us to study the change of the tails of the distribution when varying the value of \( \alpha \in [0, 2] \). We find exponential distributions \( p(t_{\text{mrca}}) \sim \delta^{t_{\text{mrca}}} \) in all cases, with systematically varying values for the base \( \delta \). For \( \alpha = 0 \) and \( \alpha = 1 \) the analytically know results \( \delta = \exp(-2/N^2) \) and \( \delta = 2/3 \) are recovered, respectively.

PACS numbers:

I. INTRODUCTION

Population models\textsuperscript{[1]} have attracted the attention in science since many decades. As for any probabilistic model, one is interested in the behavior of random variables defined through the model. In the present work the quantity of interest is the time to the most recent common ancestor, which describes how fast a population evolves. Often, in exact calculations as well as in numerical studies, one is restricted to studying averages (or fluctuations) of these quantities. Nevertheless, to obtain a full description of a model, one would like to obtain the full distribution. When performing numerical studies, sophisticated so called large-deviation approaches\textsuperscript{[2,8]} can be used to obtain, with some additional numerical effort, probability distributions over a large fraction or even the full range of the support. Here we apply a statistical mechanics-based large-deviation approach to obtain the distribution of the time to the most recent common ancestor for a certain class of population models. This allowed us to calculate the distribution in a region where the probabilities are as small as \( 10^{-70} \).

A particular simple class of models was introduced by Cannings\textsuperscript{[9,10]} . These population models are simple because they exhibit fixed population size \( N \in \{1, 2, \ldots \} \). These models are characterized by a family of random variables \( \nu_i(t) \), \( t \in \mathbb{Z} = \{\ldots, -1, 0, 1, \ldots \}, i \in \{1, \ldots, N\} \), where \( \nu_i(t) \) denotes the number of offspring of individual \( i \) of generation \( t \). Since we are not interested in the fate of selected individuals, but only in the evolution of the structure of the population, it is assumed that for each generation \( t \) the offspring variables \( \nu_1(t), \ldots, \nu_N(t) \) are exchangeable. We consider a particular subclass of the Cannings population models in which in each generation only one of the \( N \) individuals, the super parent, is allowed to have more than one offspring. More precisely, our model is defined in terms of a family of random variables \( U_N(t) \in \{0, \ldots, N\} \), which denotes the number of offspring of the super parent in generation \( t \). The model is defined as follows. For \( t \in \mathbb{Z} \) and \( i \in \{1, \ldots, N\} \) define

\[
\mu_i(t) := \begin{cases} 
1 & \text{if } i \in \{N - U_N(t) + 1, \ldots, N\}, \\
0 & \text{if } i \notin \{N - U_N(t) + 1, \ldots, N\}.
\end{cases} \tag{1}
\]

Now let \( \nu_1(t), \ldots, \nu_N(t) \) be a random permutation of \( \mu_1(t), \ldots, \mu_N(t) \). For each fixed \( t \in \mathbb{Z} \) the random variables \( \nu_1(t), \ldots, \nu_N(t) \) are exchangeable and we interpret \( \nu_i(t) \) as the number of offspring of individual \( i \) of generation \( t \) of a corresponding exchangeable Cannings model.

It is assumed that, for each fixed \( N \in \mathbb{N} \), the random variables \( U_N(t) \), \( t \in \mathbb{Z} \), are independent and identically distributed. The most celebrated example is the standard Moran model\textsuperscript{[11]} corresponding to \( U_N \equiv 2 \), in which the super parent has two offspring, one other randomly selected individual has no offspring and all the other \( N-2 \) individuals have exactly one offspring.

Here, we consider an extended Moran model\textsuperscript{[12]} for the case where \( U_N = N \tau \) and the random parameter \( \tau \in [0, 1] \) is drawn from a beta-distribution \( \text{Beta}(\alpha, 2-\alpha) \). The “reproduction parameter” \( \alpha \) allowed us to interpolate between the case where the super parent has only a small number of offspring \( (\alpha \to 0) \) and the case where the super parent takes over the population very quickly \( (\alpha \to 2) \). Also the case of a uniform distribution is included \( (\alpha = 1) \).

II. ALGORITHMS

In the first of the following two subsections, we explain how we simulated the extended Moran model in order to measure the time \( t_{\text{mrca}} \) to the most recent common ancestor. This is pretty straightforward.

To obtain the distribution in ranges where the probabilities are as small as \( 10^{-70} \), we used a large-deviation algorithm presented below in the second subsection. It consists of a separate level of a Markov Chain Monte Carlo (MCMC) simulation, on top of the simulation of the Moran model.

We present it in a general way such that it can be applied to the simulation an arbitrary “target” stochastic process. Each
instance of a simulation of the target process is assumed to result in a measurable scalar quantity $W$ of interest, exhibiting a probability distribution $P(W)$ (below $W$ will be the time $t_{\text{max}}$ to the most recent common ancestor). On a digital computer, stochastic processes can be simulated using (pseudo) random numbers, denoted here as $\xi_i$. Usually, the (pseudo) random number is computed on the fly while the target simulation is performed. Equivalently, one can precompute (or obtain in a different way) the random numbers before the actual simulation is performed \footnote{As introduced above, we assume that the random numbers, uniformly $U(0,1)$ distributed, needed for performing one run (population size $N$ and $t_{\text{max}}$ generations) are stored in a vector $\xi = (\xi_0, \xi_1, \ldots, \xi_{M-1}) \in [0,1]^M$ of size $M = t_{\text{max}} \times (N+2)$. Thus, to simulate a single generation (up to $N+2$ random numbers are needed.

Here, the vector is initialized as $\xi_i(0) = i$ for $i = \{1, \ldots, N\}$. The evolution of the population is stored as vectors $a(t) = (a_1(t), \ldots, a_N(t))$ of numbers denoting the corresponding ancestors at the initial time $t = 0$. Thus, the value $a_i(t)$ denotes in generation $t$ the ancestor of individual $i$ from generation 0. Therefore, the vector is initialized as $a_i(0) = i$ for $i = \{1, \ldots, N\}$. The evolution of the population is simulated forward in time. In each generation $t = 1, \ldots, t_{\text{max}}$, one super parent $n_0 \in \{1, \ldots, N\}$ is selected randomly and uniformly in the population. For this purpose, the entry $\xi_i(t + 1)$ is used. Thus, the random selection is achieved via simply setting $n_0 = \lfloor N \xi_i(t + 1) \rfloor$. Next, the number $U_N(t)$ of offspring of $n_0$ is selected via drawing a random number from the Beta($\alpha$, $2 - \alpha$) distribution. Drawing this random number works using the inversion method \footnote{Note that we measure the probability $P(t)$ that any individual dominates (for the first time) after $t = t_{\text{min}}$ steps, which means we look forward in time. This probability is interestingly the same as the probability $P(1 \text{ dom} \mid t | 1 \text{ dom})$ that a specific (say $i = 1$) individual dominates after $t$ steps, conditioned that it is individual $i$ which dominates after some time, which basically means one starts at the time where one specific individual dominates, and looks backwards in time. This can be seen easily, because:

$$P(t) = \sum_i P(i \text{ dom after } t | i \text{ dom}) P(i \text{ dom})$$

$$= N P(1 \text{ dom after } t | 1 \text{ dom}) \frac{1}{N}$$

$$= P(1 \text{ dom after } t | 1 \text{ dom})$$

because by symmetry of all individuals $P(i \text{ dom}) = \frac{1}{N}$ and

\[\begin{array}{cccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
1 & 1 & 4 & 3 & 4 & 6 & 7 & 8 & 2 \\
2 & 1 & 4 & 3 & 4 & 6 & 7 & 8 & 2 \\
3 & 1 & 4 & 3 & 4 & 6 & 7 & 8 & 2 \\
4 & 4 & 4 & 4 & 4 & 4 & 4 & 4 & 4
\end{array}\] FIG. 1: Sample evolution for a population with $N = 8$ individuals. Shown are the number $t$ of generations (left), the values of the ancestors $a_1(t), \ldots, a_N(t)$, the selected super parent $n_0$ for the next generation, and the number $U_N(t)$ of offspring of the super parent. In this case, after four generations, all individuals of the populations are descendants of individual 4 of the initial generation.}.)
the conditional probabilities are all the same, thus the sum reduces to a multiplication with $N$.

One can measure, for example, the mean of $t_{\text{mrca}}$ and obtain a (small-support) histogram via simple sampling: One generates, say, $K$ times a vector $\xi$ of random numbers, runs each time the above described algorithm to generate a dynamical of the evolution. Then one measures for each run the resulting time where for the first time all members of the population originate from the same ancestor. Depending on the value $K$ of independent runs, the obtained histogram will be of better or worse quality. Typically, Probabilities of the order of $1/K$ can be measured, like $10^{-9}$.

B. Large-deviation approach

Following the description so far, one is able to simulate the evolution of the population in a standard way, only the generation of the random numbers and the actual simulation of the stochastic target process are disentangled.

Nevertheless, this disentanglement allows one to perform a Markov-chain Monte Carlo evolution for the set $\xi$: $\xi^{(0)} \rightarrow \xi^{(1)} \rightarrow \xi^{(2)} \rightarrow \ldots$. Thus, the target process is not performed several times independently, but for a sequence of similar (correlated) sets $\xi^{(s)}$ ($s = 0, 1, 2, \ldots$), see Fig. 2. This may appear inefficient on the first sight since the measured quantities $W(\xi^{(0)}), W(\xi^{(1)}), W(\xi^{(2)}), \ldots$ will be correlated as well, in contrast to using each time a new set $\xi$, corresponding to simple sampling. On the other hand, the MC evolution allows one to introduce a bias, such that the measured distribution for $W$ can be directed into a region of interest, e.g., where the original probabilities $P(W)$ are very small. Here, since we are interested in the distribution of $W$ for a large range of the support, an exponential Boltzmann bias $e^{-W/\Theta}$ is used where $\Theta$ is a freely adjustable parameter (a kind of artificial temperature), which allows us to center the observed distribution in different regions. Note that the choice $\Theta = \infty$ corresponds to the absence of the bias, i.e., to the simple sampling presented in Sec. 1(A) only including correlations.

The bias is included in the following way via using the Metropolis-Hastings algorithm. Each step $s$ consist of changing a small number of randomly selected entries of the set $\xi^{(s-1)}$, the value of each drawn again uniformly from $[0, 1]$. This results in a “trial set” $\xi'$ with corresponding quantity $W(\xi')$. For some applications, $W(\xi')$ may not be “valid” (e.g., when the time $t_{\text{mrca}}$ exceeds the maximum number $t_{\text{max}}$ of generations). In this case, $\xi'$ is immediately rejected, which means $\xi^{(s)} = \xi^{(s-1)}$. Otherwise, the trial set $\xi'$ is accepted ($\xi^{(s)} = \xi'$) with Metropolis probability

$$\min\{1, \exp(-(W(\xi') - W(\xi))/\Theta)\}$$

if not accepted, $\xi'$ is also rejected. The algorithm is summarized in Fig. 3.

The performance of the algorithm is influenced by the number of entries of the set $\xi$ which are changed to generate the trial set $\xi'$. As a good rule of thumb, this number should be chosen such that the empirical acceptance rate of the trial configuration is around 0.5.

Since the generation of the random numbers is disentangled from the target process, this approach does not require the introduction of a “reaction coordinate”, which is a quantity used to guide certain types of large-deviation simulations. This is in contrast to many standard large-deviation algorithms for dynamical equilibrium and non-equilibrium systems [15], like transition-path sampling [16]. Thus, within the present approach the target process leading to the measurable quantity $W$ can be seen as a black box. This allows to perform large-deviation measurements for almost arbitrary equilibrium and non-equilibrium processes which can be simulated on a computer using (pseudo) random numbers.

In Fig. 4 two sample evolutions of $t_{\text{mrca}}$ are shown as a function of the number $s$ of Monte Carlo steps. Both evolutions are for a population size $N = 200$, reproduction parameter $\alpha = 1$ and MC temperature $\Theta = -2.5$. The negative temperature results in value of $t_{\text{mrca}}$ which are larger than typical values for this choice of $N$ and $\alpha$. Note that the two data sets start from opposite side: one set is for a initial configuration vector $\xi^{(0)}$ which is drawn independently in $[0, 1]^M$. This corresponds to the typical behavior. The other vector is drawn such that it exhibits a preference for large values of

![Diagram](image-url)

**FIG. 2: Schematic representation of the evolution of the set $\xi^{(s)}$ ($s$ being the Monta Carlo step), where each set $\xi^{(s)}$ feeds a target process (middle row, here a simulation of instance of the extended Moran model) resulting in a measurable quantity $W$ (here the time to the most recent common ancestor). Thus, $W$ depends in this way deterministically only on the current set $\xi$, i.e., $W = W(\xi)$, while the evolution of $\xi = \xi^{(s)}$ is governed by a stochastic process.**

**FIG. 3: Summary of the large-deviation MC algorithm (see text)**
Simulation have performed for different population sizes $N$, different values of the reproduction parameter $\alpha$ and various temperatures $\Theta$. The values of different temperatures for a given combination $N, \alpha$ ranged from two to two seven.

For each combination of these parameters, the number of how many of the entries of the configuration vector $\xi$ were redrawn to obtain the trial vector, was somehow adopted. As a rule of thumb (often used for Monte Carlo simulation), this amount of change was chosen such that the acceptance rate of the Metropolis steps was roughly near 0.5. Note that the number $c_{sp}$ of changes for the entries of $\xi$ which are responsible for selecting the super parent, for selecting the number of offspring ($c_o$), and for selected the one-offspring parents ($c_1$), were tuned separately. The reason is that the amount of change for super parent entries and numbers of offspring entries have a higher influence on the acceptance rate than the amount of change for the one-offspring parent entries.

Using simple-sampling, we measured the mean of the time $t_{mrca}$ to the most recent common ancestor as a function of the population size $N$, for different values of the reproduction parameter $\alpha$.

With increasing value of $\alpha$, i.e., when the distribution of the number of decedents shifts to larger fractions of the population, the mean $t_{mrca}$ decreases in particular the slope. We have fitted the data to function $a + b\log(N)$, for the different values of $\alpha$. The result is shown in Fig. 5 as a function of $2 - \alpha$. Note that for $\alpha = 1$ we obtained $b = 1.002(4)$ which is compatible with $b = 1$. 

III. RESULTS

FIG. 4: Time $t_{mrca}$ to most recent common ancestor as function of the Monte Carlo time $s$ for population size $N = 200$, reproduction parameter $\alpha = 1$, sampling temperature $\Theta = -2.5$ for two different initial start configuration $\xi^{(0)}$: one completely random and one with a bias towards larger values of $t_{mrca}$.

$\theta_{mrca}$. This is achieved by sampling the entries which are responsible for drawing the number of offspring not uniformly in the interval $[0,1]$ but in a smaller interval $[0,0.15]$. In spite of the different initial conditions, after a while the value of the measured quantity $\theta_{mrca}$ agree within the range of the fluctuations. This indicates that the Markov chain has “forgotten” its initial condition, i.e., can be considered as equilibrated.

For each value of $\Theta$, one obtains a distribution which includes the original distribution under the bias $e^{-W/\Theta}$. Therefore it is related to the original distribution $P_\Theta(W)$ via

$$P(W) = e^{W/\Theta} Z(\Theta) P_\Theta(W) \quad (5)$$

where $Z(\Theta)$ is the normalization constant of $P_\Theta(W)$, which can be determined from the numerical data, as explained next. By performing the simulation for suitable chosen values of $\Theta$, which have to be determined experimentally, one can cover a broad range of the desired distribution $P(W)$. If this is done such that the resulting distributions $P_\Theta(W)$ overlap for neighboring values of the temperature, say $\Theta_1$ and $\Theta_2$, one can reconstruct the relative normalization constants from $e^{W/\Theta_1} Z(\Theta_1) P_{\Theta_1}(W) = e^{W/\Theta_2} Z(\Theta_2) P_{\Theta_2}(W)$. Actually, several values of $W$ in the windows $[W_{\Theta_2}^{\text{min}}, W_{\Theta_1}^{\text{max}}]$ of overlap are considered and the mean-square difference in this window between the distributions $P(W)$ obtained from (5) is minimized to obtain the “optimum” relative normalization constant $Z(\Theta_1)/Z(\Theta_2)$. This “gluing together” of the distributions of different values of $\Theta$ is similar to the approach of Ferrenberg and Swendsen [17] (where the reweighting was not to infinite temperature, like here, but to finite temperatures close to the sampled ones). The last missing constraint is obtained from the overall normalization of $P(W)$ which then results in all normalization constants. Details can be found in Ref. [2], a generalization is explained in Ref. [18].

FIG. 5: Mean time $t_{mrca}$ to most recent common ancestor as function of the population size $N$, for different values of the reproduction parameter $\alpha$. 

FIG. 6: Time $t_{mrca}$ to most recent common ancestor as function of the Monte Carlo time $s$ for population size $N = 200$, reproduction parameter $\alpha = 1$, sampling temperature $\Theta = -2.5$ for two different initial start configuration $\xi^{(0)}$: one completely random and one with a bias towards larger values of $t_{mrca}$.
In the log-log plot, a straight line is visible for $\alpha \to 2$, meaning that $b$ converges to zero. Comparably, $a$ appears to converge to a finite value near 1 (see inset of Fig. 6). This is reasonable because for $\alpha \to 2$ the distribution of the number of descendants converges to the case where the super parent takes over the full population in one generation, independent of the size of the population, which means $t_{\text{mrca}} = 1$ with $a = 1$ and $b = 0$.

Next, we study the full distribution of $t_{\text{mrca}}$, see Fig. 7 for the case $\alpha = 1$, i.e., the uniform distribution) and different population sizes $N$. Using the large-deviation approach, we could measure the distribution over a large range of the support. Apparently these tails exhibit an exponential shape. We fitted these tails to functions $\sim \delta t_{\text{mrca}}$ for all values of $N$. We obtained $\delta = 0.668(2)$ ($N = 50$), $\delta = 0.665(1)$ ($N = 100$), $\delta = 0.668(1)$ ($N = 500$) (The error bars are just statistical error bars). All these values are very close to the exact value $\delta(1) = 2/3$ and are within the fluctuations not depending on the population size. Thus, even small population sizes are suitable for obtaining results close to the $N \to \infty$ limit, if the tails of the distribution are accessible. For this reason, we proceed with results for $N = 100$, for various values of $\alpha \in [0, 2]$.

In Fig. 8 the distributions for three different values of $\alpha$ and a population size of $N = 100$ are shown. Again, the tails of the distributions can be well fitted to exponential functions $\sim \delta t_{\text{mrca}}$ for all values of $\alpha$. We did this for all values of $\alpha$ which we have studied.
FIG. 9: Value of the base $\delta$ of the tail $P(t_{\text{mrca}}) \sim \delta^{t_{\text{mrca}}}$ of the distribution of the time to the most recent common ancestor as a function of the reproduction parameter $\alpha$. The value for the standard Moran model (corresponding to $\alpha \to 0$) is $\exp(-2/N^2)$, which is shown as square symbol. The horizontal line indicates the exact value $\delta = 2/3$ for $\alpha = 1$.

For the opposite limit $\alpha \to \infty$ the model converges to the classical Moran model [13]. Here, the distribution of $2t_{\text{mrca}}/N^2$ follows (see Eq. (53) and below in Ref. [19]) in the tails a simple exponential distribution $\exp(-t)$. This corresponds to a value $\delta = \exp(-2/N^2)$ which evaluates for the present case ($N = 100$) to $\delta = 0.995$, i.e. very close to 1, as shown in the figure.

IV. SUMMARY AND DISCUSSION

We have studied the extended Moran model for a beta($\alpha, 2-\alpha$)-distribution for the fraction of the population which descends from the super parent. In particular we have studied the time $t_{\text{mrca}}$ to the most-recent common ancestor. The typical behavior (like the mean) of this quantity can be readily studied using standard numerical simulations.

In order to describe the statistics of this model to a large extent, we investigated not only the typical behavior but also the distribution of $t_{\text{mrca}}$ towards the tails. To access these tails numerically, we had to use a statistical mechanics-based biased sampling approach, which is based on a Markov-chain evolution of a vector of uniformly distributed random numbers from the interval [0, 1], respectively, seen as an input vector to an arbitrary stochastic process.

We found that the mean time $t_{\text{mrca}}$ depends for all values $\alpha < 2$ logarithmically on the population size and converges to a constant for $\alpha \to 2$. The distribution of $t_{\text{mrca}}$ shows an exponential behavior in the tails. For the cases $\alpha = 1$ and $\alpha = 0$ both mean as well as tail behavior are compatible with previous analytical results.

This work shows that using sophisticated sampling techniques, the distributions of measurable quantities in population models can be studied over large ranges of the support. This allows one to access results in regions where no analytical results are available, as here for the extended Moran model. It would be interesting to apply such techniques to more refined models, such models with varying population size, or models having a spatio-temporal evolution.
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