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Abstract

An important ingredient in the Ferrero–Washington proof of the vanishing of cyclotomic $\mu$-invariant for Kubota–Leopoldt $p$-adic $L$-functions is an equidistribution result which they established using the Weyl criterion. The purpose of our manuscript is to provide an alternative proof by adopting a dynamical approach. A key ingredient to our methods is studying an ergodic skew-product map on $\mathbb{Z}_p \times [0, 1]$, which is then suitably identified as a factor of the 2-sided Bernoulli shift on the sample space $\{0, 1, 2, \ldots, p-1\}^\mathbb{Z}$.
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§1. Introduction

Let $p$ denote an odd prime. Let $p^{e_n}$ denote the exact power of $p$ dividing the class number of $\mathbb{Q}(\mu_{p^{e_{n+1}}})$. Iwasawa [9] has showed that there exists constants $\lambda$, $\mu$ and $\nu$ (depending only on $p$) such that

$$e_n = \lambda n + \mu p^n + \nu,$$

for all sufficiently large $n$.

Iwasawa further conjectured that the invariant $\mu$ equals zero. A celebrated result of Ferrero–Washington [6] established this conjecture.

**Theorem 1** (Ferrero–Washington). $\mu = 0$.
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Before detailing the motivations behind our present work and to better place it in context, it will be helpful to first briefly highlight some of the main ingredients involved in the proof by Ferrero–Washington. Let us introduce a few notations for this purpose. For every \( \alpha \) in \( \mathbb{Z}_p \), we can consider its \( p \)-adic expansion:

\[
\alpha = t_0(\alpha) + t_1(\alpha)p^1 + t_2(\alpha)p^2 + \cdots + t_n(\alpha)p^n + t_{n+1}(\alpha)p^{n+1} + \cdots,
\]

along with its associated partial sums for each \( n \geq 1 \):

\[
s_n(\alpha) = t_0(\alpha) + t_1(\alpha)p^1 + t_2(\alpha)p^2 + \cdots + t_n(\alpha)p^n.
\]

Here, the digits \( t_n(\alpha) \)'s belong to the set \( \{0, 1, 2, \cdots, p-1\} \). Notice that the element \( p^{-n-1}s_n(\alpha) \) always belongs to the interval \([0, 1)\).

The following proposition is the main criterion (originally due to Iwasawa \cite{Iwasawa1970}) utilized by Ferrero–Washington in their proof of Theorem \cite{FerreroWashington1977}.

**Proposition 1 (Iwasawa, Ferrero–Washington).** The following statements are equivalent:

1. \( \mu > 0 \).

2. There exists an odd integer \( 3 \leq d \leq p - 2 \) such that for all \( n \geq 0 \) and \( \alpha \in \mathbb{Z}_p \), we have

\[
\sum_{\eta^{-1}=1}^{p^{n+1}} t_n(\alpha\eta)\eta^d \equiv 0 \pmod{p}.
\]

There are two main ingredients used to establish this proposition. The first main ingredient is an application of the reflection theorem (Spiegelungssatz); this ingredient is used to obtain the restriction to odd integers \( 3 \leq d \leq p - 2 \). The second main ingredient is an application of the Stickelberger theorem; one uses the fact that the Stickelberger element

\[
\sum_{u=1 \bmod p}^{p^{n+1}} \left( \sum_{\eta^{-1}=1}^{p^{n+1}} \frac{s_n(u\eta)}{p^{n+1}} \sigma_\eta^{-1} \right) \sigma_u^{-1} \in \mathbb{Q}(\mathbb{Z}/p^{n+1})^\times
\]

annihilates the minus part of the class group of \( \mathbb{Q}(\mu_{p^{n+1}}) \). Here, \( \sigma_u \) and \( \sigma_\eta \) are the group ring elements in the group ring \( \mathbb{Q}(\mathbb{Z}/p^{n+1})^\times \) corresponding to \( u \) and \( \eta \) in the group \( (\mathbb{Z}/p^{n+1})^\times \). The connection with \( p \)-adic \( L \)-functions arises since a compatible family of Stickelberger elements can be used to construct the Kubota–Leopoldt \( p \)-adic \( L \)-function (see Iwasawa’s book \cite{Iwasawa1972}). The explicit form of the Stickelberger element is what explains the presence of the digits \( t_n \)'s in the criterion given in equation \( \text{(5)} \).

To establish \( \mu = 0 \), Ferrero–Washington have to show that equation \( \text{(3)} \) cannot hold. To do so, Ferrero–Washington use the following proposition. It is the key equidistribution result required by them. It is also the equidistribution result alluded to in the title of our manuscript.

**Proposition 2 (Ferrero–Washington).** Let \( r \geq 1 \) be an integer. Let \( \{\beta_1, \cdots, \beta_r\} \subset \mathbb{Z}_p \) be a linearly independent set over \( \mathbb{Q} \). Consider the following subset of \( \mathbb{Z}_p \):

\[
G_r = \left\{ \alpha \in \mathbb{Z}_p, \quad \text{such that the sequence} \quad \left\{ p^{-n-1}s_n(\alpha\beta_1), \cdots, p^{-n-1}s_n(\alpha\beta_r) \right\}_{n=0}^\infty \quad \text{is equidistributed in} \quad [0, 1]^r \quad \text{with respect to the standard Borel measure}. \right\}
\]

Then, \( G_r \) has full Haar measure in \( \mathbb{Z}_p \).
The proof of Proposition 2 by Ferrero–Washington uses the Weyl criterion. Our objective is to reprove this proposition from a dynamical perspective by utilizing the following fact: almost every point on a compact space $X$ is generic with respect to a continuous ergodic map $T$ on $X$ and a measure on $X$ that is $T$-invariant. See [5, Corollary 4.20]. The space $X$ in our set up will turn out to be an $r$-fold product of $\{0, 1, 2, \ldots, p-1\}^\mathbb{Z}$ equipped with the uniform probability measure, while the ergodic map $T$ will turn out to be an $r$-fold product of the two-sided Bernoulli shift. What we mean by a dynamical perspective is that the equidistributed sequence in equation (5) will be obtained from the orbit $\{T^n(x)\}$ of a generic point for the action of the 2-sided Bernoulli shift $T$ on $X$. We expand on this point in Sections 1.2 and 1.3.

Remark 1.1. The equidistribution statement in equation (5) can also equivalently be stated in terms of the standard Lebesgue measure as it is the completion of the standard Borel measure.

§1.1. Motivations

There are historical precedents to providing alternate proofs of equidistribution results using approaches from ergodic theory. One very well-known example of such a result is Furstenberg’s ergodic-theoretic proof (see [7]) of the equidistribution in $[0, 1]$ of the sequence $\{p(n)\}_{n=1}^\infty$, for any polynomial $p(x)$ with an irrational leading coefficient. It was the ergodic theoretic approach that led to Furstenberg’s famous $\times p, \times q$ conjectures. Our first motivation is to follow these precedents.

One may reasonably question the necessity to provide an alternate proof of Proposition 2 since the original proof is a simple one using the Weyl criterion. The application of the Weyl criterion in [6], however, relies on computing some explicit (although fairly elementary) bounds using products of exponential test functions. Our second motivation in considering a dynamical set up is to avoid this explicit analysis so that the method is more amenable to generalizations (where the test functions might be more complicated to compute explicit bounds). One concrete generalization to consider would be quotients of $\text{SL}_2(\mathbb{R})$ by Fuchsian groups (such as finite index subgroups of $\text{SL}_2(\mathbb{Z})$).

As we explain in Section 1.2 the connection with Bernoulli shifts stems from two observations: (i) the space $\{0, 1, 2, \ldots, p-1\}^\mathbb{Z}$ is measurably isomorphic to

$$\mathbb{Z}[1/p] \setminus (\mathbb{Q}_p \times \mathbb{R}).$$

(ii) Under this identification, the shift map corresponds to multiplication by $1/p$ map. The space in equation (6) is the so-called “$p$-adic solenoid”. The $\times 1/p$ map could be viewed as an analog of the “Hecke map”. This viewpoint would allow us to consider in future applications (for example) an analogous situation where one can consider the $p$-adic extension of the Hecke map on

$$\text{SL}_2(\mathbb{Z}[1/p]) \setminus (\text{SL}_2(\mathbb{Q}_p) \times \text{SL}_2(\mathbb{R})).$$

The advantage of using a dynamical model is that we have more ergodic tools at our disposal. It will be interesting to translate these ergodic properties to new concrete results in Iwasawa theory. For example, in the set up involving quotients of $\text{SL}_2(\mathbb{R})$ by Fuchsian groups, we have the ergodicity of geodesic and unipotent flows at our disposal. In this case, there is a concrete connection to symbolic dynamics via the Bowen–Series coding [4]. Beginning with the connection between geodesic flows and continued fractions, this topic has a long and rich history following numerous authors such as Adler–Flatto, Artin, Bowen, Hedlund, Hopf, Katok, Martin, Manning, Series, etc. Our third motivation, in our setting, lies in identifying the
connection between Bernoulli shifts (more generally, symbolic dynamics) and Iwasawa theory. The theory of Bernoulli shifts is classical and has been very well-studied. For this reason, we hope that this connection will be both fruitful and of independent interest.

Our approach involving ergodic theory is rooted in the principle of transferring dynamics from the real to the $p$-adic side. This principle has been applied with great success in ergodic theory. For an application of this principle in a setting similar to ours, see, for example, Lindenstrauss’s work [12]. In our situation, this principle allows us to concretely reduce from the general $r \geq 1$ case to the $r = 1$ case. See Propositions 1.4 and 1.5. This reduction step suggests (at least to us) that the $r = 1$ case entirely encapsulates the ergodic nature of the problem at hand. Our fourth motivation involves emphasizing the $r = 1$ case, which seems important, especially in light of conjectures of Mazur–Rubin–Stein [13] on residual equidistribution of rational modular symbols. See [11, Conjecture B(3)].

One can compare this with [16, Section 2.1], where a similar reduction step, in the spirit of ergodic theory, is suggested via analogy with Kronecker’s classical result by considering maps from the 1-dimensional space to the general $r$-dimensional space. However, for the precise statement involving full Haar measure in Proposition 2, it seems to us that we would need to instead consider maps from the general $r$-dimensional space to the 1-dimensional space. This reduction step, seems to us, to be group theoretic (or representation theoretic) in its essence, rather than involving genuine inputs from ergodic theory.

§1.2. The $p$-adic solenoid and Bernoulli shifts

In our setting, there are five spaces (labeled $X_0, X_1, X_2, X_3$ and $X_4$) on which we can consider dynamics. These five spaces are all measurably isomorphic; so choosing which space to work with boils down to the perspective the reader is most comfortable with.

- The first space $X_1$ arises as a $p$-adic extension to the circle $\mathbb{Z}\setminus\mathbb{R}$. We have the following natural inclusion map:

$$
\begin{align*}
\mathbb{Z}[1/p] & \hookrightarrow (\mathbb{Q}_p \times \mathbb{R}) , \\
x & \mapsto (-x, x).
\end{align*}
\tag{8}
$$

Endow $\mathbb{R}$ and $\mathbb{Q}_p$ with the usual archimedean and $p$-adic topologies respectively. Under the inclusion given above, $\mathbb{Z}[1/p]$ sits inside $\mathbb{Q}_p \times \mathbb{R}$ as a discrete lattice. We will be interested in the quotient space

$$
X_1 := \mathbb{Z}[1/p] \setminus (\mathbb{Q}_p \times \mathbb{R}) ,
$$

which is also often called the $p$-adic solenoid. See [14, Appendix to Chapter 1] for more details on the $p$-adic solenoid. The space $X_1$ is compact. We let $\nu_1$ be the Haar measure on $X_1$, normalized so that it is a probability measure. We have the $\times 1/p$-map on $X_1$ given below:

$$
T_1 : X_1 \rightarrow X_1 ,
$$

$$
(\alpha, x) \mapsto \left( \frac{\alpha}{p}, \frac{x}{p} \right) .
$$

The self-map $T_1$ is measurable with respect to $\nu_1$.
• Under the inclusion given in equation (8), we see that $\mathbb{Z}$ sits as a discrete lattice inside $\mathbb{Z}_p \times \mathbb{R}$. One can also consider the corresponding quotient space

$$X_2 := \mathbb{Z} \setminus (\mathbb{Z}_p \times \mathbb{R}).$$

For every $\beta$ in $\mathbb{Q}_p$, there exists an unique element in $\mathbb{Z}_p$, denoted $\lfloor \beta \rfloor$, such that $\beta - \lfloor \beta \rfloor$ belongs to $\mathbb{Q}$ and satisfies

$$0 \leq \beta - \lfloor \beta \rfloor < 1.$$  

Using this observation, it is not hard to see that the natural inclusion $\mathbb{Z}_p \times \mathbb{R} \hookrightarrow \mathbb{Q}_p \times \mathbb{R}$ induces the following isomorphism of topological spaces:

$$X_2 \cong X_1.$$  

Let $\nu_2$ be the induced measure on $X_2$ under this isomorphism, which coincides with the Haar measure normalised to be a probability measure. Under this isomorphism, the self-map on $X_2$ induced by $T_1$ can be described as follows:

$$T_2 : X_2 \rightarrow X_2, \quad (\alpha, x) \mapsto \left(\frac{\alpha - t_0(\alpha)}{p}, \frac{x + t_0(\alpha)}{p}\right).$$

The self-map $T_2$ is measurable with respect to $\nu_2$.

• We will consider the inverse limit $X_0 := \lim_{\leftarrow n} \mathbb{R}/p^n\mathbb{Z}$ of topological groups, given by the natural surjections $\mathbb{R}/p^n\mathbb{Z} \twoheadrightarrow \mathbb{R}/p^{n-1}\mathbb{Z}$. We have the following natural isomorphism of topological groups (see [14, Appendix to Chapter 1]):

$$X_2 \cong X_0, \quad (\beta, x) \mapsto (x, x + t_0(\beta), \ldots, x + t_0(\beta) + \cdots t_{n-1}(\beta)p^{n-1}, \ldots, \ ).$$

The measure $\nu_0$ on $X_0$ will be the pushforward of the measure $\nu_2$ under this isomorphism. The map $T_0 : X_0 \rightarrow X_0$, associated via this isomorphism, to $T_2$ is given below:

$$\left(x, x + t_0(\beta), \ldots, x + t_0(\beta) + \cdots t_{n-1}(\beta)p^{n-1}, \ldots, \right) \mapsto \left(\frac{x + t_0(\beta)}{p}, \ldots, \frac{x + t_0(\beta) + \cdots t_{n-1}(\beta)p^{n-1}}{p}, \ldots, \right)$$

• We also consider the space

$$X_3 := \mathbb{Z}_p \times [0, 1].$$

as a choice of a “fundamental domain” for $X_1$ and $X_2$. We equip $X_3$ with the measure $\nu_{\text{Bor}} \times \nu_{\text{Haar}}$, which we denote $\nu_3$. Here, $\nu_{\text{Bor}}$ is the standard Borel measure on $[0, 1]$, while $\nu_{\text{Haar}}$ is the usual Haar measure on $\mathbb{Z}_p$. While the descriptions of $X_1$ and $X_2$ arise naturally in theory, $X_3$ will turn out to be the space that is the most transparent to work with.

There is a natural continuous surjection

$$X_3 \twoheadrightarrow X_2.$$  
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It is straightforward to check that under this surjection, the pushforward measure of $\nu_3$ on $X_2$ coincides with the measure $\nu_2$. Furthermore, it is also straightforward to check that this surjection is an isomorphism outside a set of measure zero. We have a measurable self-map

$$T_3 : X_4 \to X_3,$$

which is given by the same formula as in equation \((10)\) and hence is compatible with $T_2$ and the surjection in equation \((12)\). This map is often referred to as a skew-product map.

- Lastly, we have the following space on which the two-sided Bernoulli shift acts:

$$X_4 := \{0, 1, 2, \cdots , p - 1\}^\mathbb{Z}.$$  \((13)\)

Every element in $X_4$ is of the form $(\cdots , b_{-n}, \cdots , b_{-1}|b_0, b_1, \cdots , b_n, \cdots )$. We view $X_4$ as a Bernoulli scheme (as in \([5, \text{Example 2.9}]\)), equipped with the probability measure (denoted $\nu_4$) corresponding to the uniform probability vector $(1/p, 1/p, \cdots , 1/p)$ on the sample space $\{0, 1, \cdots , p - 1\}$.

For every $x$ in $[0, 1]$, we can consider an expansion in base $p$:

$$x = \frac{a_{-1}(x)}{p} + \frac{a_{-2}(x)}{p^2} + \cdots + \frac{a_{-n}(x)}{p^n} + \cdots \quad \text{(14)}$$

Here, each of the $a_i(x)$’s belong to the set $\{0, 1, \cdots , p - 1\}$. We have a natural continuous surjection

$$X_4 \to X_3,$$

$$(\cdots , a_{-n}, \cdots , a_{-2}, a_{-1} | t_0, t_1, t_2, \cdots , t_n, \cdots ) \mapsto \left( \sum_{i=0}^{\infty} t_i p^j, \sum_{j=0}^{\infty} \frac{a_{-(j+1)}}{p^{j+1}} \right).$$

This map $X_4 \to X_3$ is essentially obtained from the map $\mathbb{Z}_p \to [0, 1]$ sending a $p$-adic expansion to a $p$-ary expansion. It is this map that furnishes the connection to symbolic dynamics. For this reason, although it is fairly elementary and may be well-known to experts, we show in Section \([2]\) that under the $X_4 \to X_3$, the pushforward of $\nu_4$ on $X_3$ coincides with the measure $\nu_3$. This map turns out to be a bijection outside a set of measure zero (corresponding to the rational numbers whose denominators are powers of $p$). We can consider the following measurable self-map, which is often called the Bernoulli shift map:

$$T_3 : X_4 \to X_4,$$

$$(\cdots , b_{-n}, \cdots , b_{-1}|b_0, b_1, \cdots , b_n, \cdots ) \mapsto (\cdots , b_{-n}, \cdots , b_{-1}, b_0|b_1, \cdots , b_n, \cdots ). \quad \text{(15)}$$

The maps $T_3$ and $T_4$ are compatible with the surjection $X_4 \to X_3$. The map $T_4$ is ergodic with respect to $\nu_4$. See \([5, \text{Proposition 2.15}]\). In fact, the Bernoulli-shift map $T_4$ is mixing and as a result, for each $r \geq 1$, the $r$-fold product $T_4^r$ is also ergodic. See \([5, \text{Exercise 2.7.9 and Theorem 2.36}]\).

To summarize, we have the following commutative diagram of measurable spaces:

$$\begin{array}{ccccccc}
(X_4, \nu_4) & \xrightarrow{T_4} & (X_3, \nu_3) & \xrightarrow{T_3} & (X_2, \nu_2) & \xrightarrow{T_2} & (X_1, \nu_1) & \xrightarrow{T_1} & (X_0, \nu_0) \\
\downarrow \quad T_4 & & \downarrow \quad T_3 & & \downarrow \quad T_2 & & \downarrow \quad T_1 & & \downarrow \quad T_0 \\
(X_4, \nu_4) & \xrightarrow{T_4} & (X_3, \nu_3) & \xrightarrow{T_3} & (X_2, \nu_2) & \xrightarrow{T_2} & (X_1, \nu_1) & \xrightarrow{T_1} & (X_0, \nu_0)
\end{array}$$
The $p$-adic solenoid can be visualized as the inverse limit $\cdots \overset{p^{-1}}{\mathbb{R}} \overset{p^{-1}}{\mathbb{R}} \overset{p^{-1}}{\mathbb{R}} \overset{p^{-1}}{\mathbb{R}}$. In this figure, we consider $p = 3$. The color gray, dark slate gray and white represent the digits 0, 1 and 2 respectively. Here, the unit circle is used to represent $\mathbb{R}/\mathbb{Z}$. Here, the node $\bullet$ represents the point $\exp\left(2\pi \times \frac{(0 + 1 \times 3)}{3^2}\right)$ on the unit circle.

Let $r \geq 1$ be an integer. For each $i \in \{0, 1, 2, 3, 4\}$, we can consider the product measure $\nu_r^i$ on $X_r^i$ along with the natural extensions to the maps $T_i$ as follows:

$$T_r^i : X_r^i \to X_r^i,$$

$$(x_1, \cdots, x_r) \mapsto (T_i(x_1), \cdots, T_i(x_r)).$$

The self-map $T_r^i$ is measurable with respect to $\nu_r^i$. We have the following commutative diagram of measurable spaces:

$$
\begin{array}{c}
(X_4^i, \nu_4^i) \rightarrow (X_3^i, \nu_3^i) \rightarrow (X_2^i, \nu_2^i) \\
\downarrow \quad \downarrow \quad \downarrow \\
(X_4^i, \nu_4^i) \rightarrow (X_3^i, \nu_3^i) \rightarrow (X_2^i, \nu_2^i) \\
\end{array}
\quad 
\begin{array}{c}
\cong \quad \cong \quad \cong \\
(X_4^i, \nu_4^i) \rightarrow (X_3^i, \nu_3^i) \rightarrow (X_2^i, \nu_2^i) \\
\downarrow \quad \downarrow \quad \downarrow \\
(X_4^i, \nu_4^i) \rightarrow (X_3^i, \nu_3^i) \rightarrow (X_2^i, \nu_2^i) \\
\end{array}
\quad 
\begin{array}{c}
\cong \quad \cong \quad \cong \\
(X_0^i, \nu_0^i) \rightarrow (X_0^i, \nu_0^i) \rightarrow (X_0^i, \nu_0^i) \\
\end{array}
$$

Since the spaces $X_r^i$ are all measurably isomorphic to each other and since $T_r^i$ is ergodic, each of the maps $T_r^i$ is ergodic. See, for example, [5, Exercise 2.3.4]. We also have the following related self-map which is measurable with respect to the Haar measure on $\mathbb{Z}_p^r$:

$$T_3^r : \mathbb{Z}_p^r \to \mathbb{Z}_p^r,$$

$$(\alpha_1, \cdots, \alpha_r) \mapsto \left(\frac{\alpha_1 - t_0(\alpha_1)}{p}, \cdots, \frac{\alpha_r - t_0(\alpha_r)}{p}\right).$$

**Remark 1.2.** In [6], a generic point $(\gamma_1, \cdots, \gamma_r)$ for the map $T_3^r$ is called jointly normal. A generic point $\gamma$ for the map $T_3$ is also often simply called normal.

**Remark 1.3.** Just as the map $T_3$ is analogous to the 2-sided Bernoulli shift, the map $T_3$ is analogous to the 1-sided Bernoulli shift on $\{0, 1, \cdots, p-1\}$. That is, $(\mathbb{Z}_p, T_3, \nu_{\text{Haar}})$ is measurably isomorphic to the 1-sided Bernoulli shift on $\{0, 1, \cdots, p-1\}^\mathbb{N}$ equipped with the probability measure induced by the uniform probability vector $(1/p, 1/p, \cdots, 1/p)$ on the sample space $\{0, 1, \cdots, p-1\}$. In fact, we have a homeomorphism of topological spaces. The one-sided Bernoulli shift map and its $r$-fold products are also ergodic. See Exercise 2.3.4 along with Proposition 2.15 in [5].
§1.3. Proof of the equidistribution result

In this subsection, we show how Proposition 2 follows from Propositions 1.4 and 1.5. The proofs of Propositions 1.4 and 1.5 are later given in Sections 3 and 4. We follow the notations of Proposition 2.

Proposition 1.4. The following statements are equivalent:

1. For every \((x_1, \ldots, x_r)\) in \([0,1]^r\), the element \((\gamma_1, x_1), (\gamma_2, x_2), \ldots, (\gamma_r, x_r)\) in \(X_3^r\) is a generic point for \(T_3^r\).
2. \((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)\) in \(X_3^r\) is a generic point for \(T_3^r\).
3. \((\gamma_1, \ldots, \gamma_r)\) is a generic point for \(T_3^r\).
4. For every \((x_1, \ldots, x_r)\) in \(\mathbb{R}^r\), the element \((\gamma_1, x_1), (\gamma_2, x_2), \ldots, (\gamma_r, x_r)\) in \(X_3^r\) is a generic point for \(T_3^r\).
5. For every \((x_1, \ldots, x_r)\) in \(\mathbb{R}^r\), the element \((\gamma_1, x_1), (\gamma_2, x_2), \ldots, (\gamma_r, x_r)\) in \(X_3^r\) is a generic point for \(T_3^r\).
6. \((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)\) in \(X_3^r\) is a generic point for \(T_3^r\).
7. \((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)\) in \(X_3^r\) is a generic point for \(T_3^r\).

Consider the following countable subset in \(\mathbb{Z}_p^r\):

\[ V := \{ m_1\beta_1 + \cdots + m_r\beta_r \in \mathbb{Z}_p, \text{ such that } (m_1, \ldots, m_r) \in \mathbb{Z}^r \setminus (0, \ldots, 0) \}. \tag{17} \]

Since \(\{\beta_1, \ldots, \beta_r\}\) is a linearly independent set, observe that for each \((m_1, \ldots, m_r) \in \mathbb{Z}^r \setminus (0, \ldots, 0)\), the linear combination \(m_1\beta_1 + \cdots + m_r\beta_r\) is never equal to 0. For each such a linear combination \(\sigma\), we can write \(\sigma = p^{val(\sigma)}u_\sigma\), for a unique element \(u_\sigma\) in \(\mathbb{Z}^r_p\) and a non-negative integer \(val(\sigma)\).

Proposition 1.5. Let \(\alpha\) be an element of \(\mathbb{Z}_p\). The following statements are equivalent.

1. \((\alpha\beta_1, \ldots, \alpha\beta_r)\) is a generic point for \(T_3^r\).
2. For every \(\sigma\) in \(V\), the element \(\sigma\alpha\) is a generic point for \(T_3\).

§1.3.1. Propositions 1.4 and 1.5 \(\implies\) Proposition 2

We now proceed to prove Proposition 2 assuming that Propositions 1.4 and 1.5 hold. Consider the following set:

\[ H_r = \{ \alpha \in \mathbb{Z}_p, \text{ such that } (\alpha\beta_1, \ldots, \alpha\beta_r, 0) \text{ is a generic point for } T_3^r \}. \tag{18} \]

If \(n \geq 0\) is an integer, observe first that

\[ (T_3^r)_{n+1}((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)) = \left( \frac{\gamma_1 - s_n(\gamma_1)}{p^{n+1}}, \frac{s_n(\gamma_1)}{p^{n+1}}, \frac{\gamma_2 - s_n(\gamma_2)}{p^{n+1}}, \frac{s_n(\gamma_2)}{p^{n+1}}, \ldots, \frac{\gamma_r - s_n(\gamma_r)}{p^{n+1}}, \frac{s_n(\gamma_r)}{p^{n+1}} \right). \]

If \((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)\) is a generic point in \((\mathbb{Z}_p \times [0,1])^r\) for the map \(T_3^r\), then the sequence

\[ \left\{ (T_3^r)_{n+1}((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)) \right\}_{n=1}^{\infty} \]
is equidistributed in \((Z_p \times [0, 1])^r\) with respect to \(\nu_3^r\). Let \(\varpi\) denote the natural continuous surjection \((Z_p \times [0, 1])^r \rightarrow [0, 1]^r\). Since the measure \(\nu_3^r\) equals \((\nu_\text{Haar} \times \nu_\text{Bor})^r\) on \((Z_p \times [0, 1])^r\), the pushforward measure \(\varpi^* (\nu_3^r)\) coincides with \(\nu_\text{Bor}^r\). As a result, for any continuous function \(f : [0, 1]^r \rightarrow \mathbb{R}\), we have (see [3, Theorem 3.6.1])

\[
\int (f \circ \pi) \, d\nu_3^r = \int f \, d\nu_\text{Bor}^r.
\]

These observations let us conclude that the sequence

\[
\{ p^{-n-1} s_n(\gamma_1), p^{-n-1} s_n(\gamma_2), \cdots, p^{-n-1} s_n(\gamma_r) \}_n
\]

must then be equidistributed in \([0, 1]^r\) with respect to the Borel measure. Using this observation, one can conclude that

\[
H_r \subseteq G_r. \tag{19}
\]

To prove Proposition 2, it is enough to show that \(H_r\) has full Haar measure in \(Z_p\).

Let \(\sigma\) be an element of \(V\). As argued earlier, since \(\sigma\) is non-zero, we write \(\sigma\) as \(p^{\text{val}(\sigma)} u_\sigma\), for a unique element \(u_\sigma\) in \(Z_p^*\) and a non-negative integer \(\text{val}(\sigma)\). Consider the following commutative diagram:

\[
\begin{array}{ccc}
Z_p & \xrightarrow{u_\sigma} & Z_p \\
\downarrow{u_\sigma^{-1} \circ T_3 \circ u_\sigma} & & \downarrow{T_3} \\
Z_p & \xrightarrow{T_3} & Z_p
\end{array}
\]

and the following set:

\[
D_{u_\sigma} := \left\{ \alpha \in Z_p, \text{ such that } \left\{ (u_\sigma^{-1} \circ T_3 \circ u_\sigma)^n(\alpha) \right\}_n \text{ is equidistributed in } Z_p \right\}.
\]

Notice that the map \((u_\sigma^{-1} \circ T_3 \circ u_\sigma)^n\) equals \(u_\sigma^{-1} \circ T_3^n \circ u_\sigma\). As a result, we have

\[
D_{u_\sigma} = \left\{ \alpha \in Z_p, \text{ such that } \left\{ u_\sigma^{-1} \circ T_3^n(\alpha) \right\}_n \text{ is equidistributed in } Z_p \right\}.
\]

Notice also that since \(u_\sigma\) is a unit, the maps \(Z_p \xrightarrow{u_\sigma} Z_p\) and \(Z_p \xrightarrow{u_\sigma^{-1}} Z_p\) are continuous topological isomorphisms. As a result, for every continuous function \(f : Z_p \rightarrow \mathbb{R}\), the functions \(f \circ u_\sigma : Z_p \rightarrow \mathbb{R}\) and \(f \circ u_\sigma^{-1} : Z_p \rightarrow \mathbb{R}\) are also continuous functions. Since the maps \(Z_p \xrightarrow{u_\sigma} Z_p\) and \(Z_p \xrightarrow{u_\sigma^{-1}} Z_p\) also preserve the Haar measure, using the integration-by-substitution method, we see that

\[
\int f \, d\nu_\text{Haar} = \int (f \circ u_\sigma) \, d\nu_\text{Haar} = \int (f \circ u_\sigma^{-1}) \, d\nu_\text{Haar}.
\]

These observations let us conclude that a sequence \(\{x_n\}\) is equidistributed in \(Z_p\) if and only if the sequence \(\{u_\sigma x_n\}\) is equidistributed in \(Z_p\) if and only if the sequence \(\{u_\sigma^{-1} x_n\}\) is equidistributed in \(Z_p\). As a result, we can conclude that

\[
D_{u_\sigma} \cong \left\{ \alpha \in Z_p, \text{ such that } \left\{ T_3^n(u_\sigma \alpha) \right\}_n \text{ is equidistributed in } Z_p \right\}
\]
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Observe that $T^{|n\sigma|}_3(u_\sigma \alpha) = T^{|n+\mathrm{val}(\sigma)|}_3(\sigma \alpha)$. Since equidistribution for a sequence is an asymptotic property, we can conclude that the sequence $\{T^{|n\sigma|}_3(\sigma \alpha)\}_{n=0}^\infty$ is equidistributed in $\mathbb{Z}_p$ if and only if $\{T^{|n\sigma|}_3(u_\sigma \alpha)\}_{n=0}^\infty$ is equidistributed in $\mathbb{Z}_p$. As a result, we have

$$D_{u_\sigma} \cong \left\{ \alpha \in \mathbb{Z}_p, \text{ such that } \{T^{|n\sigma|}_3(\sigma \alpha)\}_{n=0}^\infty \text{ is equidistributed in } \mathbb{Z}_p \right\}.$$ 

Using the implication $\Leftrightarrow$ of Proposition 4.1, one has the following alternative description of $H_r$:

$$H_r = \left\{ \alpha \in \mathbb{Z}_p, \text{ such that (} \alpha \beta_1, \cdots, \alpha \beta_r \text{) is a generic point for } T^r_3 \right\}.$$

Using Proposition 1.3, we have that $(\alpha \beta_1, \cdots, \alpha \beta_r)$ is a generic point for $T^r_3$ if and only if for all $\sigma$ in $\mathcal{V}$, the element $\sigma \alpha$ is a generic point for $T_3$. That is, $H_r = \bigcap_{\sigma \in \mathcal{V}} D_{u_\sigma}$.

Since the maps $\mathbb{Z}_p \overset{u_\alpha}{\longrightarrow} \mathbb{Z}_p$ and $\mathbb{Z}_p \overset{u^{-1}_\alpha}{\longrightarrow} \mathbb{Z}_p$ preserve the Haar measure, one can directly check from the definition of an ergodic map, that since $T^r_3 : \mathbb{Z}_p \to \mathbb{Z}_p$ is an ergodic map, the map $u^{-1}_\alpha \circ T^r_3 \circ u_\alpha : \mathbb{Z}_p \to \mathbb{Z}_p$ is also ergodic. Using [3 Corollary 4.20], we can conclude that $D_{u_\sigma}$ has full Haar measure (that is, has measure equal to 1) in $\mathbb{Z}_p$. A countable intersection of sets with full Haar measure also has full Haar measure. As a result, the set $H_r$ also has full Haar measure in $\mathbb{Z}_p$. Proposition 2 follows.

§2. Compatibility of measures

Recall that the set $X_4$ equals $\{0,1,\cdots,p-1\}^\mathbb{Z}$. For each finite subset $I$ of $\mathbb{Z}$ and a map $b : I \to \{0,1,\cdots,p-1\}$, we can consider the set $I(b) = \{x \in X_4, \text{ such that } x_j = b(j)\}$. This set $I(b)$ is called a cylinder set. The topology on $X_4$ is generated by these cylinder sets forming a basis of open sets, as $I$ varies over all finite subsets of $\mathbb{Z}$ and $b$ varies over all maps $I \to \{0,1,\cdots,p-1\}$. The sigma algebra on $X_4$ is the smallest sigma algebra containing all of the open sets generated by this topology. The measure $\nu_4$ on the Bernoulli scheme is given by the uniform probability vector $(1/p, 1/p, \cdots, 1/p)$ on the sample space $\{0,1,\cdots,p-1\}$. As a result, the value of the measure $\nu_4$ on $I(b)$ is given by $(1/p)^{|I|}$.

**Proposition 2.1.** Consider the following natural map:

$$\pi : X_4 \to X_3, \quad \left( \cdots, a_{-n}, \cdots, a_{-2}, a_{-1} \mid t_0, t_1, t_2, \cdots, t_n, \cdots \right) \mapsto \left( \sum_{i=0}^\infty t_i p^i, \sum_{j=1}^\infty a_{-j} p^j \right).$$

The following statements hold:

1. The map $\pi$ is a continuous surjective map.

2. The pushforward measure $\pi^* (\nu_4)$ on $X_3$ coincides with the measure $\nu_3$ on $X_3$.

**Proof.** Consider the following sets:

$$Y_4 := \{0,1,\cdots,p-1\}^{\mathbb{Z}_{\geq 0}}, \quad Z_4 := \{0,1,\cdots,p-1\}^{\mathbb{Z}_{< 0}}.$$
We shall assign topologies on $Y_4$ and $Z_4$ generated by the cylinder sets $I(b)$ forming the basis of open sets, as $I$ varies over finite subsets of $\mathbb{Z}_{\geq 0}$ (and $\mathbb{Z}_{< 0}$ respectively) and $b$ varies over all maps $I \to \{0, 1, \ldots, p-1\}$. One can also consider the smallest sigma algebras on $Y_4$ and $Z_4$ generated by these topologies. As earlier, the corresponding measure $\nu_Y$ on $Y_4$ (and $\nu_Z$ on $Z_4$ respectively) assigns the value $(1/p)^{|I|}$ to these cylinder sets. As earlier, this assignment corresponds to the uniform probability vector $(1/p, 1/p, \cdots, 1/p)$ on the sample space $\{0, 1, \cdots, p-1\}$. Note that as a topological space and as a measurable space, $X_4$ is naturally isomorphic to the product $Z_4 \times Y_4$.

Consider the following maps of topological and measurable spaces.

$$
\pi_Z : (Z_4, \nu_Z) \to ([0, 1], \nu_{\text{Bor}})
$$

$$(\cdots, a_{-n}, \cdots, a_{-2}, a_{-1}) \mapsto \sum_{j=1}^{\infty} \frac{a-j}{p^j},
$$

$$
\pi_Y : Y_4 \to (Z_p, \nu_{\text{Haar}})
$$

$$(t_0, t_1, t_2, \cdots, t_n, \cdots) \mapsto \sum_{i=0}^{\infty} t_i p^i.
$$

To prove the proposition, it is enough to show that (i) both $\pi_Y$ and $\pi_Z$ are continuous surjective maps, and that (ii) the pushforward measures $\pi_Y^*(\nu_Y)$ and $\pi_Z^*(\nu_Z)$ coincide with $\nu_{\text{Haar}}$ and $\nu_{\text{Bor}}$ respectively.

For the fact that $\pi_Z$ is a continuous surjective map, see [14, Section 2.3, Theorem]. Every element of $[0, 1]$ has a unique $p$-ary expansion, except for the rational numbers whose denominators are powers of $p$; each such rational number has precisely two $p$-ary expansions (see [15, Problem 44 in Chapter 1]). For the fact that $\pi_Y$ is a continuous surjective map, see [14, Section 2]. In fact, $\pi_Y$ is an isomorphism of topological spaces.

To show that the pushforward measure $\pi_Z^*(\nu_Z)$ coincides with $\nu_{\text{Bor}}$, consider the following collection of open intervals in $[0, 1]$:

$$
\mathcal{C}_1 := \left\{ \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right), \text{for all } a \in \mathbb{Z}_{\geq 0} \text{ and } 0 \leq a < p^n, \text{ with } \gcd(a, p) = 1 \right\},
$$

along with the following collection of singleton sets of $[0, 1]$:

$$
\mathcal{C}_2 := \left\{ \left\{ \frac{a}{p^n} \right\}, \text{for all } a \in \mathbb{Z}_{\geq 0} \text{ and } 0 \leq a < p^n \right\}.
$$

We let $\mathcal{C}$ equal $\mathcal{C}_1 \cup \mathcal{C}_2 \cup \{\emptyset\}$. We will show that $\mathcal{C}$ is a separating class (in the sense of Billingsley’s book [1]) and hence, it is enough to check that $\pi_Z^*(\nu_Z)$ coincides with $\nu_{\text{Bor}}$ for all
the elements of \( \mathcal{C} \). Although the arguments are fairly elementary, we provide some details for the reader’s convenience.

Firstly, we show \( \mathcal{C} \) is a \( \pi \)-system (in the sense of Billingsley’s book [2]). That is, we claim that \( \mathcal{C} \) is closed under finite intersections. To see this, since \( \mathcal{C}_2 \) is a collection of singleton sets, it is enough to show that the intersection of two open intervals of the form \( \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \) and \( \left( \frac{b}{p^n}, \frac{b+1}{p^n} \right) \) also belongs to \( \mathcal{C} \).

- If \( \frac{a}{p^n} = \frac{b}{p^n} \), then \( a = b \) and \( p^n = p^s \); these two intervals must be equal to each other and hence their intersection belongs to \( \mathcal{C} \).
- Without loss of generality, we may assume that \( \frac{a}{p^n} < \frac{b}{p^n} \). In this case, if \( \frac{a+1}{p^n} \leq \frac{b}{p^n} \), then the intersection of the two intervals would equal the empty set, which also belongs to \( \mathcal{C} \).
- The last case to consider is \( \frac{a}{p^n} < \frac{b}{p^n} < \frac{a+1}{p^n} \). In this last case, we cannot have \( n \geq s \), since otherwise we would get \( a < p^{n-s}b < a+1 \). However, there are no integers strictly between \( a \) and \( a+1 \). Therefore, in this last case, we must have \( 0 \leq n < s \). As a result, we must then have \( p^{s-n}a < b < p^{s-n}(a+1) \). Since \( s-n \) is at least one, the difference \( p^{s-n}(a+1) - p^{s-n}a \) must be at least \( p \). Consequently, we must have \( p^{s-n}a < b + 1 < p^{s-n}(a+1) \). In other words, in this last case, we have

\[
\frac{a}{p^n} < \frac{b}{p^n} < \frac{b+1}{p^n} < \frac{a+1}{p^n}.
\]

The intersection of the two intervals \( \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \) and \( \left( \frac{b}{p^n}, \frac{b+1}{p^n} \right) \) must equal \( \left( \frac{a}{p^n}, \frac{b+1}{p^n} \right) \) and hence also belong to \( \mathcal{C} \).

Secondly, we claim that the sigma algebra \( \Sigma_\mathcal{C} \) generated by the elements of \( \mathcal{C} \) coincides with the Borel sigma algebra of \([0, 1]\). Since \( \mathcal{C} \) is a collection of open intervals and closed (singleton) sets in \([0, 1]\), the Borel sigma algebra of \([0, 1]\) contains \( \Sigma_\mathcal{C} \). To show that reverse inclusion, we must show that the sigma algebra \( \Sigma_\mathcal{C} \) contains all the open sets of \([0, 1]\). It will be sufficient to show that every open set can be written as a union of sets of \( \mathcal{C} \), since \( \mathcal{C} \) itself is a countable collection of sets of \([0, 1]\). Let \( U \) be an open set in \([0, 1]\). We must show that for every \( x \) in \([0, 1]\), there exists a set \( V \) in \( \mathcal{C} \) such that \( x \in V \subset U \).

- Consider a point \( x \in [0, 1] \). If \( x \) is of the form \( \frac{a}{p^n} \) for some \( n \in \mathbb{Z}_{\geq 0} \) and \( 0 \leq a \leq p^n \), then we may choose \( V \) to be the set \( \{ x \} \), since \( \{ x \} \) belongs to \( \mathcal{C}_2 \).
- Consider a point \( x \) in \([0, 1]\) which is not of the form \( \frac{a}{p^n} \) as above. The \( p \)-ary expansion of \( x \) is then unique and the \( p \)-ary expansion does not end with the repeating sequence \( 0, 0, 0, \ldots \), or the sequence \( p-1, p-1, p-1, \ldots \). Furthermore, since \( U \) is open, there exists an integer \( n \) such that (i) \( (x - \frac{1}{p^n}, x + \frac{1}{p^n}) \subset U \) and (ii) the \( n \)-th digit in the \( p \)-ary expansion of \( x \) is not zero. For such an \( n \), we let \( \frac{a}{p^n} \) denote the truncation of the \( p \)-ary expansion of \( x \) at the \( n \)-th digit. Observe that since the \( n \)-th digit is not 0, the numerator \( a \) is co-prime to \( p \). Since the \( p \)-ary expansion does not end with the repeating sequence \( 0, 0, 0, \ldots \), we have \( x > \frac{a}{p^n} \). Since the \( p \)-ary expansion does not end with the repeating sequence \( p-1, p-1, p-1, \ldots \), we have \( x < \frac{a+1}{p^n} \). Combining these observations, we have

\[
x - \frac{1}{p^n} < \frac{a}{p^n} < \frac{a+1}{p^n} < x + \frac{1}{p^n}.
\]
In other words, \( x \in \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \subset (x - \frac{1}{p^n}, x + \frac{1}{p^n}) \subset U \). In this case, we may take \( V \) to be 
\( \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \).

By combining these two claims and applying [3] Lemma 1.9.4, to show that the pushforward measure \( \pi_{\nu}^* \nu_Z \) coincides with \( \nu_{\text{Bar}} \), it is enough to check that these probability measures agree on the sets in \( \mathcal{C} \). It is not hard to check that singleton sets in the Bernoulli scheme \( Y_p \), for the uniform probability vector \((1/p, 1/p, \ldots, 1/p)\), are closed and have measure zero. As a result, the two measures \( \pi_{\nu}^* \nu_Z \) and \( \nu_{\text{Bar}} \) agree on all the sets in \( \mathcal{C}_2 \) (and are equal to zero).

Consider an interval \( \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \) in \( \mathcal{C}_1 \). Consider also the \( p \)-ary expansion of \( \frac{a}{p^n} \):
\[
\frac{a}{p^n} = \frac{a_1}{p^1} + \cdots + \frac{a_n}{p^n}.
\]

Let \( I \) be the finite subset \( \{-1, -2, \ldots, -n\} \) of \( \mathbb{Z}_<0 \). Let \( b \) be the assignment that sends each \( i \) in \( I \) to \( a_i \) in \( \{0, 1, \ldots, p - 1\} \). Let \( z_1, z_2 \) be the elements \((\ldots, 0, 0, 0, a_{-n}, a_{-n+1}, \ldots, a_{-1})\) and \((\ldots, p - 1, p - 1, p - 1, a_{-n}, a_{-n+1}, \ldots, a_{-1})\) respectively. The preimage of \( \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \) under \( \pi_Z \) equals
\[
I(b) - \{z_1, z_2\}.
\]

Combining these observations, we can directly verify that the values of the measures \( \pi_{\nu}^* \nu_Z \) and \( \nu_{\text{Bar}} \) coincide on \( \left( \frac{a}{p^n}, \frac{a+1}{p^n} \right) \) and are both equal to \( 1/p^n \). Therefore, the measures \( \pi_{\nu}^* \nu_Z \) and \( \nu_{\text{Bar}} \) agree.

The computation to show that the pushforward measure \( \pi_{\nu}^* \nu_Y \) coincides with \( \nu_{\text{Haar}} \) is almost exactly similar to the discussion above. We skip it for the sake of brevity. It would be enough to show that these two measures coincides for the open metric balls in \( \mathbb{Z}_p \), since (i) these open metric balls generate the sigma algebra for the Haar measure on \( \mathbb{Z}_p \) and (ii) these open metric balls form a \( \pi \)-system because, in the non-archimedean metric, two metric balls are either disjoint or one of them is contained in the other.

\[\square\]

§3. Transferring dynamics to the \( p \)-adic side: Proof of Proposition 1.4

The implications (11) \( \implies \) (2), (11) \( \implies \) (9) and (5) \( \implies \) (1) of Proposition 1.4 is clear.

Just as in Section 1.3.1, the implication (2) \( \implies \) (9) of Proposition 1.4 follows by observing that the measure \( \nu_{\text{Haar}} \) on \( \mathbb{Z}_p \) coincides with the pushforward measure of \( (\nu_{\text{Haar}} \times \nu_{\text{Bar}}) \) under the natural continuous projection map \( (\mathbb{Z}_p \times [0, 1])^r \to \mathbb{Z}_p^r \) and then applying [3] Theorem 3.6.1].

The implication (11) \( \implies \) (4) follows by a similar reasoning by considering the natural map \( X_3^r \to X_3^r \). The implication (11) \( \iff \) (5) and (10) \( \iff \) (7) are also straightforward because the natural topological (and measurable) isomorphism \( X_3^r \cong X_3^r \) commutes with the ergodic maps \( T_3^r \) and \( T_1^r \). To complete the proof of Proposition 1.4, see the proof of implications given in sections 3.1 and 3.2.
§3.1. The implication (3) \implies (1)

To see the implication (3) \implies (1) of Proposition 1.4 consider the following commutative diagram of measurable spaces:

\[
\begin{array}{c}
X'_{4} := \left(\{0, 1, \cdots, p - 1\}^{\mathbb{Z}}\right)^{r} \\
\downarrow \\
Y'_{4} := \left(\{0, 1, \cdots, p - 1\}^{\mathbb{Z}_{\geq 0}}\right)^{r}
\end{array} \rightarrow \begin{array}{c}
\left(\mathbb{Z}_{p} \times [0, 1]\right)^{r}, (\nu_{\text{Haar}} \times \nu_{\text{Bor}})^{r} \\
\downarrow \\
\left(\mathbb{Z}_{p}^{r}, \nu_{\text{Haar}}^{r}\right)
\end{array}
\]

Recall that on the left hand side of the commutative diagram, the two-sided and the one-sided Bernoulli schemes

\[
\{0, 1, \cdots, p - 1\}^{\mathbb{Z}} \overset{T_{4}}{\longrightarrow} \{0, 1, \cdots, p - 1\}^{\mathbb{Z}}, \quad \{0, 1, \cdots, p - 1\}^{\mathbb{Z}_{\geq 0}} \overset{T_{4}}{\longrightarrow} \{0, 1, \cdots, p - 1\}^{\mathbb{Z}_{\geq 0}},
\]

are both equipped with the probability measures induced by the uniform probability vector \((1/p, 1/p, \cdots, 1/p)\) on the sample space \(\{0, 1, \cdots, p - 1\}\).

As observed in the proof of Proposition 2.1, the bottom horizontal map \(Y'_{4} \overset{z_{r}}{\rightarrow} \mathbb{Z}_{p}^{r}\) is an isomorphism of topological and measurable spaces. The maps \(T_{4}^{r}\) and \(T_{4}^{r}\), on \(X'_{4}\) and \(Y'_{4}\) respectively, along with the maps \(T_{3}^{r}\) and \(T_{3}^{r}\), on \((\mathbb{Z}_{p} \times [0, 1])^{r}\) and \(\mathbb{Z}_{p}^{r}\) respectively, are compatible with the maps in the commutative diagram given above. Consequently, we make the following observations:

- \((y_{1}, \cdots, y_{r})\) is a generic point for \(T_{4}^{r}\) if and only if its image, under the bottom horizontal map, is a generic point for \(T_{3}^{r}\).
- Using Proposition 2.1 we can conclude that the pushforward of the measure \(\nu_{4}^{r}\) coincides with \((\nu_{\text{Haar}} \times \nu_{\text{Bor}})^{r}\). By applying [3, Theorem 3.6.1], we can conclude that if the element \((z_{1}, y_{1}), (z_{2}, y_{2}), \cdots, (z_{r}, y_{r})\) is a generic point for \(T_{4}^{r}\), then its image, under the top horizontal map of the commutative diagram, is a generic point for \(T_{3}^{r}\).

As in Proposition 2.1 we let \(Z_{4}\) denote \(\{0, 1, \cdots, p - 1\}^{\mathbb{Z}_{< 0}}\). One can use these observations to conclude that, to prove the implication (3) \implies (1) of Proposition 1.4, it suffices to work with Bernoulli schemes and use the implication of (3) \implies (1) of Lemma 3.1. The key observation is that we are working with a left Bernoulli shift.

Lemma 3.1. The following statements are equivalent:

1. For every \((z_{1}, \cdots, z_{r})\) in \(Z_{4}^{r}\), the element \(( (z_{1}, y_{1}), (z_{2}, y_{2}), \cdots, (z_{r}, y_{r}) )\) is a generic point for \(T_{4}^{r}\).
2. There exists a \((z_{1}, \cdots, z_{r})\) in \(Z_{4}^{r}\) such that the element \(( (z_{1}, y_{1}), (z_{2}, y_{2}), \cdots, (z_{r}, y_{r}) )\) is a generic point for \(T_{4}^{r}\).
3. \((y_{1}, \cdots, y_{r})\) is a generic point for \(T_{4}^{r}\).

Proof. The implication (1) \implies (2) is clear.

To prove the implications (2) \implies (3) \implies (1), we will first show that the finite product of cylinder sets for the Bernoulli schemes, along with the empty set, form a separating class (in the sense of Billingsley’s book [1]). Observe that the collection of (a finite product of) cylinder sets is countable. To see this, one simply needs to use the fact that the collection of finite subsets
of a countable set is countable. Since the topology and the sigma algebra on the Bernoulli schemes are generated by the product of cylinder sets, it is enough to show that the cylinder sets form a \( \pi \)-system (in the sense of Billingsley’s book [2]). It is enough to consider the case \( r = 1 \). To see that the intersection of two cylinder sets is again a cylinder set, we let \( I_1(b_1) \) and \( I_2(b_2) \) denote two cylinder sets. If there exists an \( i \in I_1 \cap I_2 \), such that \( b_1(i) \neq b_2(i) \), then the intersection of the \( I_1(b_1) \) and \( I_2(b_2) \) is the empty set. Otherwise, the intersection of \( I_1(b_1) \) and \( I_2(b_2) \) equals the cylinder set \( J(c) \), where \( J \) is the union of the finite sets \( I_1 \) and \( I_2 \), and the function \( c : J \to \{0, 1, \cdots, p - 1\} \) is defined to be \( b_1(i) \) if \( i \in I_1 \) and \( b_2(i) \) if \( i \in I_2 \).

Observe that the inverse image of product of cylinder sets under the map \( X_i^r \to Y_i^r \) is again a product of cylinder sets. Combining the observations in the previous paragraph and applying [2] Lemma 1.9.4, one can conclude that the pushforward of the Bernoulli measure \( \nu_4^r \) coincides with the Bernoulli measure on \( Y_i^r \).

Observe that the product of cylinder sets is given by the inverse image of a continuous map from \( X_i^r \) (and \( Y_i^r \) respectively) to a finite discrete set. Consequently, the product of the cylinder sets must be both open and closed in \( X_i^r \) (and \( Y_i^r \) respectively). As a result, the boundary of a product of the cylinder sets is the empty set. The product of the cylinder sets is thus a \( P \)-continuity set, in the sense of Billingsley’s book [1] Section 2.4.

To prove the implication \( 2 \implies 3 \), assume that there exists a \((z_1, \cdots, z_r)\) in \( Z_i^r \) such that the element \( \{(z_1, y_1), (z_2, y_2), \cdots, (z_r, y_r)\} \) is a generic point for \( T_i^r \). In other words, the set \( \{(T_i^r)^n \{(z_1, y_1), (z_2, y_2), \cdots, (z_r, y_r)\}\}_n \) is equidistributed in \( X_i^r \). Let \( \varpi \) denote the natural projection map \( X_i^r \to Y_i^r \). Just as in Section 4.3.1, applying [3] Theorem 3.6.1 lets us conclude that the set \( \{\varpi \circ (T_i^r)^n \{(z_1, y_1), (z_2, y_2), \cdots, (z_r, y_r)\}\}_n \) is equidistributed in \( Y_i^r \). Using the following commutative diagram

\[
\begin{array}{ccc}
X_i^r & \xrightarrow{T_i^r} & X_i^r \\
\varpi \downarrow & & \varpi \\
Y_i^r & \xrightarrow{T_i^r} & Y_i^r
\end{array}
\]

we have

\[
(\varpi \circ T_i^r)^n \{(z_1, y_1), (z_2, y_2), \cdots, (z_r, y_r)\} = (T_i^r)^n \{(y_1, y_2, \cdots, y_r)\}.
\]

That is, the set \( \{(T_i^r)^n \{(y_1, y_2, \cdots, y_r)\}\}_n \) is equidistributed in \( Y_i^r \). In other words, \((y_1, \cdots, y_r)\) is a generic point for \( T_i^r \). This proves the implication \( 2 \implies 3 \).

To prove the implication \( 3 \implies 1 \), consider the following equation:

\[
\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} f(x_n) = \int_X f(x) d\nu_X
\]  

(20)

Here, \( X \in \{X_i^r, Y_i^r\} \) and \( \{x_n\} \) is a sequence of points in \( X \). The following statements are equivalent:

(i) Equation (20) holds for all continuous functions \( f : X \to [0, 1] \).

(ii) Equation (20) holds for the indicator function \( \mathbb{1}_{I_1(b_1) \times \cdots \times I_r(b_r)} : X \to [0, 1] \), for all cylinder sets \( I_1(b_1), \cdots, I_r(b_r) \) in \( X \).
The implication $[\text{(i)}] \implies [\text{(iii)}]$ follows by an application of the Portmanteau theorem (Theorem 2.1) since the product of cylinders sets is a $P$-continuity set. The reverse implication $[\text{(ii)}] \implies [\text{(i)}]$ follows by (Theorem 2.2) since products of cylinder sets form a $\pi$-system class and since there are only a countable collection of such products.

Suppose $(y_1, \cdots, y_r)$ is a generic point for $T^r_4$. That is, for all cylinder sets $J_1(c_1), \cdots, J_r(c_r)$, we have

$$
\lim_{M \to \infty} \frac{1}{M} \sum_{m=1}^{M} \mathbb{1}_{J_1(c_1) \times \cdots \times J_r(c_r)} \left( (T^r_4)[m](y_1, \cdots, y_r) \right) = \prod_{i=1}^{r} \left( \frac{1}{p} \right)^{|I_i|}. \tag{21}
$$

We need to show that for every $(z_1, \cdots, z_r)$ in $Z^r_4$, the element $\left( (z_1, y_1), (z_2, y_2), \cdots, (z_r, y_r) \right)$ is a generic point for $T^r_4$. That is, for all cylinder sets in $X_4$, we need to show

$$
\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} \mathbb{1}_{I_1(b_1) \times \cdots \times I_r(b_r)} \left( (T^r_4)[n](z_1, y_1), (z_2, y_2), \cdots, (z_r, y_r) \right) = \prod_{i=1}^{r} \left( \frac{1}{p} \right)^{|I_i|}. \tag{22}
$$

Let $\alpha := \min\{x \in I_i, \text{ for } 1 \leq i \leq r\}$. For each $1 \leq i \leq r$, we define $J_i$ to be the set $\{x + \alpha, \text{ for all } x \in I_i\}$. We define $c_i$ to be the function $c_i(y) = b_i(y - \alpha)$. Note that

$$|I_i| = |J_i| \tag{23}$$

Since we are working with left Bernoulli shifts, for each point $\delta$ in $X^r_4$, we have

$$
\mathbb{1}_{I_1(b_1) \times \cdots \times I_r(b_r)} \left( (T^r_4)[\alpha](\delta) \right) = \mathbb{1}_{J_1(c_1) \times \cdots \times J_r(c_r)} \left( \delta \right). \tag{24}
$$

By our choice of $\alpha$, each of the sets $J_i$ is a finite subset of $\mathbb{Z}_{\geq 0}$. We may view each of these cylinder sets in $Y^r_4$ view the natural projection map $X^r_4 \to Y^r_4$. As a result, we have

$$
\mathbb{1}_{J_1(c_1) \times \cdots \times J_r(c_r)} \left( \delta \right) = \mathbb{1}_{J_1(c_1) \times \cdots \times J_r(c_r)} \left( \varpi \circ \delta \right). \tag{25}
$$
By specializing $\delta$ to be of the form $(T_4^j)^{|m|}(y_1, \ldots, y_r)$ and combining equations (24) and (33.1), we obtain the following equality:

$$1_{I_1(b_1) \times \cdots \times I_r(b_r)} \left( (T_4^j)^{|m+\alpha|}(y_1, \ldots, y_r) \right) = 1_{J_1(c_1) \times \cdots \times J_r(c_r)} \left( (T_4^j)^{|m|}(y_1, \ldots, y_r) \right).$$

(26)

Since equidistribution is an asymptotic property, one can discard finitely many terms in a sequence. Establishing equation (22) is equivalent to establishing the following equality:

$$\lim_{M \to \infty} \frac{1}{M} \sum_{n=\alpha+1}^{M} 1_{I_1(b_1) \times \cdots \times I_r(b_r)} \left( (T_4^j)^{|m+\alpha|}(y_1, \ldots, y_r) \right) = \prod_{i=1}^{M} \left( \frac{1}{p} \right)^{|I_i|}.$$

(27)

By letting $m = n - \alpha$, establishing equation (27) is equivalent to establishing the following equality:

$$\lim_{M \to \infty} \frac{1}{M} \sum_{m=1}^{M-\alpha} 1_{I_1(b_1) \times \cdots \times I_r(b_r)} \left( (T_4^j)^{|m+\alpha|}(y_1, \ldots, y_r) \right) = \prod_{i=1}^{M} \left( \frac{1}{p} \right)^{|I_i|}.$$

(28)

Combining equations (24) and (26), we can assert that establishing equation (28) is equivalent to establishing the following equality:

$$\lim_{M \to \infty} \frac{1}{M} \sum_{m=1}^{M-\alpha} 1_{J_1(c_1) \times \cdots \times J_r(c_r)} \left( (T_4^j)^{|m|}(y_1, \ldots, y_r) \right) = \prod_{i=1}^{M} \left( \frac{1}{p} \right)^{|J_i|}.$$

(29)

Equation (29) follows from equation (21) since $(y_1, \ldots, y_r)$ is a generic point for $T_4^j$. This concludes the proof of the implication (3) \implies (1) and hence the proof of Lemma 3.1. This also concludes the proof of the implication (5) \implies (1) in Proposition 1.4.

\[\square\]

§3.2. The implication (7) \implies (2)

We begin with a general setup. Let $\mathcal{X}$, $\mathcal{Y}$ be two compact topological spaces. Consider two dynamical systems $(\mathcal{X}, m_\mathcal{X}, \mathcal{T}_\mathcal{X})$ and $(\mathcal{Y}, m_\mathcal{Y}, \mathcal{T}_\mathcal{Y})$ along with a continuous surjection $\varpi : \mathcal{X} \to \mathcal{Y}$ such that the following diagram is commutative:

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\mathcal{T}_\mathcal{X}} & \mathcal{X} \\
\uparrow{\varpi} & & \uparrow{\varpi} \\
\mathcal{Y} & \xrightarrow{\mathcal{T}_\mathcal{Y}} & \mathcal{Y}
\end{array}
\]

(30)

We assume that this setup satisfies the following additional conditions:

(i) The measures $m_\mathcal{X}$ and $m_\mathcal{Y}$ are probability measures defined on the Borel sigma algebras of $\mathcal{X}$ and $\mathcal{Y}$ respectively.

(ii) The measure $m_\mathcal{Y}$ equals the pushforward measure $\varpi^*(m_\mathcal{X})$.

(iii) There exists sets $\mathcal{X}_0$, $\mathcal{Y}_0$ inside $\mathcal{X}$, $\mathcal{Y}$ respectively satisfying the following hypotheses:

(a) $\mathcal{X}_0$, $\mathcal{Y}_0$ are closed in $\mathcal{X}$, $\mathcal{Y}$ respectively. Both of them have measure zero.

(b) The map $\varpi : \mathcal{X}_0 \to \mathcal{Y}_0$ is a homeomorphism. We let $\varphi$ denote the continuous inverse.
(c) The transformations $T_X$, $T_Y$ preserve $\mathcal{X}_0^c$ and $\mathcal{Y}_0^c$ respectively. That is, we have maps

$$T_X : \mathcal{X}_0^c \to \mathcal{X}_0^c, \quad T_Y : \mathcal{Y}_0^c \to \mathcal{Y}_0^c.$$  

Here, $\mathcal{X}_0^c$, $\mathcal{Y}_0^c$ denote $\mathcal{X} \setminus \mathcal{X}_0$ and $\mathcal{Y} \setminus \mathcal{Y}_0$ respectively. It is not hard to see using the conditions \[\text{iiiib}, \text{iiiic}\], that the commutative diagram (30) can be extended to the following commutative diagram:

$$\begin{array}{ccc}
\mathcal{X}_0^c & \xrightarrow{T_X} & \mathcal{X}_0^c \\
\downarrow{\varphi} & & \downarrow{\varphi} \\
\mathcal{Y}_0^c & \xrightarrow{T_Y} & \mathcal{Y}_0^c \\
\downarrow{\varphi} & & \downarrow{\varphi} \\
\mathcal{X}_0^c & \xrightarrow{T_X} & \mathcal{X}_0^c
\end{array}$$  

(31)

Lemma 3.2. Suppose that $A$ is a $P$-continuity set in $\mathcal{X}$. Then, $\varpi(A \cap \mathcal{X}_0^c)$ is a $P$-continuity set in $\mathcal{Y}$. Furthermore, $m_X(A)$ equals $m_Y(\varpi(A \cap \mathcal{X}_0^c))$.

Proof. It will be easier first to prove the second statement about measures. For any set $B$ in $\mathcal{Y}$, a straightforward verification would tell us that we have the following equality of sets:

$$\varpi^{-1}(B) \cap \mathcal{X}_0^c = \varphi(B \cap \mathcal{Y}_0^c).$$

As a result, if $B$ is a measurable set in $\mathcal{Y}$, one can use the fact that $\mathcal{X}_0$ is a zero measure set to verify that

$$m_Y(B) = m_X(\varpi^{-1}(B)) = m_X(\varpi^{-1}(B) \cap \mathcal{X}_0^c) = m_X(\varphi(B \cap \mathcal{Y}_0^c)).$$  

(32)

Since $\varpi$ maps $\mathcal{X}_0^c$ to $\mathcal{Y}_0^c$, note that $\varpi(A \cap \mathcal{X}_0^c)$ is a subset of $\mathcal{Y}_0^c$. Setting $B = \varpi(A \cap \mathcal{X}_0^c)$ in equation (32) then tells us that

$$m_Y(\varpi(A \cap \mathcal{X}_0^c)) = m_X(A \cap \mathcal{X}_0^c) = m_X(A).$$

To show that $\varpi(A \cap \mathcal{X}_0^c)$ is a $P$-continuity set, we need to show that the measure of the boundary $\partial(\varpi(A \cap \mathcal{X}_0^c))$, with respect to $m_Y$, equals zero. Setting $B$ equals $\varpi(A \cap \mathcal{X}_0^c)$ in equation (32), it is sufficient to show that $\varphi\left(\partial(\varpi(A \cap \mathcal{X}_0^c)) \cap \mathcal{Y}_0^c\right)$ has zero measure in $\mathcal{X}$. We will show that

$$\varphi\left(\partial(\varpi(A \cap \mathcal{X}_0^c)) \cap \mathcal{Y}_0^c\right) \subseteq \partial(A).$$  

(33)

This is sufficient for our purposes since $A$ is a $P$-continuity set in $\mathcal{X}$ and hence the measure $m_X(\partial(A))$ equals zero.

To show the inclusion in equation (33), consider a point $x$ in the LHS of equation (33). This point $x$ is of the form $\varphi(y)$, for some element $y$ in $\partial(\varpi(A \cap \mathcal{X}_0^c)) \cap \mathcal{Y}_0^c$. Since $y$ is in the boundary of $\varpi(A \cap \mathcal{X}_0^c)$, there exists a sequence $\{y_n\}$ inside $\varpi(A \cap \mathcal{X}_0^c)$ such that $y = \lim y_n$. If there existed any infinite subsequence of this sequence $\{y_n\}$ that lied entirely in $\mathcal{Y}_0$, then the limit point of that subsequence must also lie in $\mathcal{Y}_0$ since the set $\mathcal{Y}_0$ is closed. By assumption, however, $y$ belongs to $\mathcal{Y}_0^c$. As a result, we may assume without loss of generality, that the $y_n$’s all belong to $\mathcal{Y}_0^c$. Let $x_n = \varphi(y_n)$. Since $x$ is in the image of $\varphi$, it must belong to $\mathcal{X}_0^c$.  
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Since $\mathcal{X}_0^c$ is an open subset of $\mathcal{X}$, it is straightforward to check that $x = \lim x_n$. Since the $y_{n}$’s belong to $\varpi(A \cap \mathcal{X}_0^c)$, the $x_n$’s belong to $A \cap \mathcal{X}_0^c$, and hence belong to $A$. This shows that $x$ is a limit point in $A$. To establish the inclusion in equation (33), we need to show that $x$ is not an interior point of $A$. Suppose, for the sake of contradiction, that $x$ was an interior point of $A$. There must be an open set $U_x$ of $\mathcal{X}$ such that $x \in U_x \subset A$. Since $x$ belongs to $\mathcal{X}_0^c$ and since $\mathcal{X}_0^c$ is an open set in $\mathcal{X}$, the set $U_x \cap \mathcal{X}_0^c$ is also an open set in $\mathcal{X}_0^c$ containing $x$. That is, $x \in U_x \cap \mathcal{X}_0^c \subset A \cap \mathcal{X}_0^c$. Applying $\varpi$ to these inclusions, we obtain

$$y = \varpi(\varphi(y)) = \varpi(x) \in \varpi(U_x \cap \mathcal{X}_0^c) \subset \varpi(A \cap \mathcal{X}_0^c) \subset \mathcal{Y}_0^c.$$

Since $\mathcal{Y}_0^c$ is an open set of $\mathcal{Y}$ and since the restriction of $\varpi$ to $\mathcal{X}_0^c$ is a homeomorphism, we must have that $\varpi(U_x \cap \mathcal{X}_0^c)$ is an open set of $\mathcal{Y}$ containing $y$ and contained in $\varpi(A \cap \mathcal{X}_0^c)$. This observation lets us conclude that $y$ must be an interior point of $\varpi(A \cap \mathcal{X}_0^c)$. This contradicts the fact that $y$ is in the boundary of $\varpi(A \cap \mathcal{X}_0^c)$, and hence not an interior point of $\varpi(A \cap \mathcal{X}_0^c)$. This establishes the inclusion in equation (33) and thus proves that $\varpi(A)$ is a $P$-continuity set. The lemma follows.

**Lemma 3.3.** Let $x$ be an element of $\mathcal{X}$. In addition to the conditions (i), (ii) and (iii), suppose that the following conditions hold:

(iv) The set $\{T^{[m]}_\mathcal{Y}(\varpi(x))\}$ is equidistributed in $\mathcal{Y}$.

(v) There exists an $m$ such that the element $T^{[m]}_\mathcal{X}(x)$ lies in $\mathcal{X}_0^c$.

Then, the sequence $\{T^{[m]}_\mathcal{X}(x)\}$ is equidistributed in $\mathcal{X}$.

**Proof.** Since $T_\mathcal{X}$ preserves $\mathcal{X}_0^c$, the condition (iv) implies that for all $n \geq m$, the element $T^{[m]}_\mathcal{X}(x)$ lies in $\mathcal{X}_0^c$. Since equidistribution for a sequence is an asymptotic property, without loss of generality, we may assume that $m = 0$ and that for all $n \geq 0$, the elements $T^{[n]}_\mathcal{X}(x)$ lie inside $\mathcal{X}_0^c$. In particular, we may assume without loss of generality that the point $x$ itself lies in the set $\mathcal{X}_0^c$. By the Portmanteau Theorem ([11 Theorem 2.1]), to prove that the sequence $\{T^{[n]}_\mathcal{X}(x)\}$ is equidistributed in $\mathcal{X}$, it is enough to show that for all $P$-continuity sets $A$ in $\mathcal{X}$, we have

$$\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} \mathbb{I}_A(T^{[n]}_\mathcal{X}(x)) = \mathcal{M}(A). \quad (34)$$

Here, $\mathbb{I}_A$ is the indicator function for the set $A$. By our assumption, each of the points $T^{[n]}_\mathcal{X}(x)$ belongs to the set $\mathcal{X}_0^c$. As a result, for each term in the summand on the LHS of equation (34), we have

$$\mathbb{I}_A(T^{[n]}_\mathcal{X}(x)) = \mathbb{I}_{A \cap \mathcal{X}_0^c}(T^{[n]}_\mathcal{X}(x)). \quad (35)$$

Note that the restriction of $\varpi$ to $\mathcal{X}_0^c$ is a homeomorphism, and in particular, a bijection onto its image. As a result, an element $z$ in $\mathcal{X}_0^c$ belongs to $A \cap \mathcal{X}_0^c$ if and only if its image $\varpi(z)$ belongs to $\varpi(A \cap \mathcal{X}_0^c)$. In other words,

$$\mathbb{I}_{A \cap \mathcal{X}_0^c}(z) = \mathbb{I}_{\varpi(A \cap \mathcal{X}_0^c)}(\varpi(z)).$$

Applying this observation to the element $T^{[n]}_\mathcal{X}(x)$ and using the commutative diagram in equation (30), we get

$$\mathbb{I}_{A \cap \mathcal{X}_0^c}(T^{[n]}_\mathcal{X}(x)) = \mathbb{I}_{\varpi(A \cap \mathcal{X}_0^c)}(T^{[n]}_\mathcal{Y}(\varpi(x))). \quad (36)$$

19
Using equations (35) and (36) along with Lemma 3.3, establishing the equation (34) reduces to establishing
\[
\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} \mathbf{1}_{\varpi(A \cap \Lambda_0^n)} \left( T_{\mathcal{Y}}^{[n]} (\varpi(x)) \right) = m_{\mathcal{Y}} (\varpi(A \cap \Lambda_0^n)) \tag{37}
\]
By Lemma 3.3, the set \(\varpi(A \cap \Lambda_0^n)\) is a \(P\)-continuity set. Equation (37) now follows by an application of the Portmanteau Theorem ([1, Theorem 2.1]) since the set \(\{T_{\mathcal{Y}}^{[n]} (\varpi(x))\}\) is equidistributed in \(\mathcal{Y}\). The lemma follows.

To complete the proof of the implication (4) \(\implies\) (2), we will specialize the general setup to the situation we are interested in and verify the conditions (i), (ii), (iii), (iii), (iv), (v), and (vi). We set
\[
\mathcal{X} := (\mathbb{Z}_p \times [0,1])^r, \quad \mathcal{X}_0 := (\mathbb{Z}_p \times \{0,1\})^r, \quad \mathcal{T}_\mathcal{X} = T_3^r, \quad m_\mathcal{X} = \nu_3^r.
\]
\[
\mathcal{Y} := \left( \mathbb{Z}_p \times \mathbb{R} / \mathbb{Z} \right)^r, \quad \mathcal{Y}_0 := \left( \mathbb{Z}_p \times \mathbb{Z} / \mathbb{Z} \right)^r, \quad \mathcal{T}_\mathcal{Y} = T_2^r, \quad m_\mathcal{Y} = \nu_2^r.
\]

The map \(\varpi\) is the natural map \(X_3^r \to X_2^r \cong X_1^r\) described in the introduction. Conditions (i), (ii), (iii) can be directly checked. Condition (iii) follows from [14, Appendix to Chapter 1, Proposition 1]. Condition (iv) follows from the observation that if there exists an integer \(0 \leq t_0 < p - 1\) and a real number \(0 < x < 1\), then we have \(0 < \frac{x + t_0}{p} < 1\). Condition (v) follows from the hypotheses of (4).

By the hypothesis in (4), the set \(\{T_2^{[n]}((\gamma_1, x_1), (\gamma_2, x_2), \ldots, (\gamma_r, x_r))\}\) is equidistributed in \(X_2^r\). Under the continuous surjection \(X_2^r \to (\mathbb{R} / \mathbb{Z})^r\), the image of this set must also be equidistributed in \((\mathbb{R} / \mathbb{Z})^r\) with respect to the Borel measure. If a sequence \(\{z_n\}\) is equidistributed in \((\mathbb{R} / \mathbb{Z})^r\), then there must be infinitely many \(n\) such that \(z_n \notin \mathbb{Z}\). Using these observations, one can conclude that there must be at least once \(m\) such that the element \(T_2^{[m]}((\gamma_1, x_1), (\gamma_2, x_2), \ldots, (\gamma_r, x_r))\) does not belong to \(\mathcal{X}_0 := (\mathbb{Z}_p \times \{0,1\})^r\). This establishes condition (vi) and completes the proof of the implication (4) \(\implies\) (1).

Remark 3.4. The idea for proving the implication (1) \(\iff\) (2) in Proposition 1.4 when dealing with skew product maps and Haar measures, can be traced back to a result of Furstenberg. See [5, Proof of theorem 4.21].

§4. Reduction to the \(r = 1\) case: Proof of Proposition 1.5

The main result in this section is Proposition 4.1. By setting \((\gamma_1, \ldots, \gamma_r)\) to equal \((\alpha, \beta_1, \ldots, \alpha, \beta_r)\) and using the implication (i) \(\iff\) (ii) of Proposition 1.4, we see that statement (i) of Proposition 1.4 is equivalent to statement (1) of Proposition 1.5. Once again, by using the implication (i) \(\iff\) (ii) of Proposition 1.4, we see that statement (ii) of Proposition 1.4 is equivalent to statement (2) of Proposition 1.5. The proof of Proposition 1.5 would follow from Proposition 4.1.

**Proposition 4.1.** The following statements are equivalent:

(i) The element \((\gamma_1, 0), (\gamma_2, 0), \ldots, (\gamma_r, 0)\) in \(X_2^r\) is a generic point for \(T_2^r\).

(ii) For every \((m_1, \ldots, m_r) \in \mathbb{Z}^r \setminus \{(0, \ldots, 0)\}\), the element \(\left( \sum m_i \gamma_i, 0 \right)\) in \(X_2\) is a generic point for \(T_2\).
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Proof. For each \( \vec{m} = (m_1, \cdots, m_r) \) in \( \mathbb{Z}^r \setminus \{(0, \cdots, 0)\} \), we consider the map \( \varpi_{\vec{m}} : X_2^r \rightarrow X_2 \) given by

\[
\left( (\gamma_1, x_1), (\gamma_2, x_2), \cdots, (\gamma_r, x_r) \right) \mapsto \sum_{i=1}^r m_i(\gamma_i, x_i).
\] (38)

Such a map is furnished since the map \( (\mathbb{R} \times \mathbb{Q}_p)^r \rightarrow (\mathbb{R} \times \mathbb{Q}_p)^r \) given by equation \( (33) \) preserves the lattice \( (\mathbb{Z}/p\mathbb{Z})^r \). Observe that the continuous map \( \varpi_{\vec{m}} : X_2^r \rightarrow X_2 \) must be surjective since \( \vec{m} \) is a non-zero vector. The measures \( \nu_2 \) and \( \nu_2^r \) are the unique probability Haar measures on the compact topological groups \( X_2^r \) and \( X_2 \) respectively. Using the fact that there exists a unique probability Haar measure on a compact topological group and the fact that the map \( \varpi_{\vec{m}} : X_2^r \rightarrow X_2 \) is a continuous surjective map, it is straightforward to imitate the argument in [17], Page 20, point (4) to conclude that the pushforward measure \( \varpi_{\vec{m}}^*(\nu_2^r) \) on \( X_2 \) must coincide with the Haar measure \( \nu_2 \). The implication \( (i) \implies (ii) \) follows, just as in Section 1.3.1, by applying [33] Theorem 3.6.1.

To prove the reverse implication \( (ii) \implies (i) \), observe that, by considering the real and imaginary parts of a complex-valued function, a sequence \( \{z_n\} \) is equidistributed in \( X_2^r \) if and only if for all complex valued functions \( f : X_2^r \rightarrow \mathbb{C} \), we have

\[
\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^M f(z_n) = \int f \, d\nu_2^r.
\] (39)

Since \( X_2 \cong \lim \mathbb{R}/p^M \mathbb{Z} \), we can also consider the natural projection map \( i_t : X_2 \rightarrow \mathbb{R}/p^t \mathbb{Z} \). Finally, we will also consider the group isomorphism \( e_t : \mathbb{R}/p^t \mathbb{Z} \xrightarrow{\sim} \mathbb{S}^1 \) given by the exponential map. Here are some preliminary observations:

\[
e_t \circ i_t \circ \varpi_{\vec{m}} = e_t \circ i_t \circ \varpi_{-\vec{m}},
\] (40)

\[
e_{t+1} \circ i_{t+1} \circ \varpi_{p\vec{m}} = e_t \circ i_t \circ \varpi_{\vec{m}},
\]

\[
(e_t \circ i_t \circ \varpi_{\vec{m}})(e_t \circ i_t \circ \varpi_{\vec{m}}) = e_t \circ i_t \circ \varpi_{\vec{m} + \vec{m}}.
\]

Consider the following collection of complex-valued functions on \( X_2^r \):

\[
\mathcal{S} := \left\{ c_0 + \sum c_{\vec{m},t} \left( \varphi_{\vec{m},t} \right) : X_2^r \rightarrow \mathbb{C}, \text{ where } c_0, c_{\vec{m},t} \in \mathbb{C} \right\},
\] (41)

where we consider finite linear combinations in the summation given above in equation \( (41) \) and where the map \( \varphi_{\vec{m},t} : X_2^r \rightarrow \mathbb{C}^\times \) is the one described below:

\[
\begin{array}{cccc}
X_2^r & \xrightarrow{\varphi_{\vec{m},t}} & \mathbb{C}^\times \\
\varpi_{\vec{m}} & & \\
X_2 & \xrightarrow{i_t} & \mathbb{R}/p^t \mathbb{Z} & \xrightarrow{e_t \cong} & \mathbb{S}^1 & \xleftarrow{\cong} & \mathbb{C}^\times
\end{array}
\] (42)

Using the observations in \( (40) \), it is straightforward to verify that the hypotheses of the complex-form of Stone-Weierstrass theorem \([5] \) Theorem B.7] is applicable to the set \( \mathcal{S} \). Hence, the functions in \( \mathcal{S} \) are dense in the set of complex-valued functions on \( X_2^r \). Therefore, to establish \( (i) \), i.e. to show that the sequence \( \{(T_{2^r})^{[n]}(\gamma_1,0), (\gamma_2,0), \cdots, (\gamma_r,0)\} \) is equidistributed in \( X_2^r \), it is enough to verify equation \( (33) \) for the functions \( \varphi_{\vec{m},t} \). Consider the RHS of \( (33) \).
Since the pushforward measure \( \varpi_{\vec{m}}^* (\nu_r^2) \) on \( X_2 \) coincides with the Haar measure \( \nu_2 \), applying [3, Theorem 3.6.1] gives us the following equality:

\[
\int \phi_{\vec{m}, t} \, d\nu_2^r = \int e_t \circ i_t \circ \varpi_{\vec{m}} \, d\nu_2^r = \int e_t \circ i_t \, d\nu_2.
\]

(43)

Since the maps \( T_r^r \) on \( X_r^r \) and \( T_2 \) on \( X_2 \) is given by the multiplication by \( 1/p \) map, we immediately have the following commutative diagram:

\[
\begin{array}{ccc}
X_r^r & \xrightarrow{T_r^r} & X_r^r \\
\varpi_{\vec{m}} \downarrow & & \varpi_{\vec{m}} \\
X_2 & \xrightarrow{T_2} & X_2.
\end{array}
\]

Consider each term appearing in the summation on the LHS of (39). We have

\[
(e_t \circ i_t \circ \varpi_{\vec{m}}) (T_r^r)^{[n]} ((\gamma_1, 0), (\gamma_2, 0), \cdots, (\gamma_r, 0)) = (e_t \circ i_t) (T_2)^{[n]} \left( \sum_{i=1}^r m_i \gamma_i, 0 \right).
\]

(44)

The desired equation in equation (39) for the functions \( \varphi_{\vec{m}, t} \) now follows by using equations (43) and (44) along with the hypotheses (41). This proves the reverse implication (ii) \( \Rightarrow \) (i) and completes the proof of the proposition. \( \square \)

**Remark 4.2.** The possibility of this reduction itself is also briefly indicated in the original work of Ferrero–Washington [6]. In the reduction step from a general \( r \) to the \( r = 1 \) case, it seems to us that one cannot completely avoid using “test functions” in some form. However, in our proof, the exponential function is “only” used as a group homomorphism to identify \( \mathbb{R}/p^t \mathbb{Z} \) with \( S^1 \) inside \( \mathbb{C}^\times \). What we really need is the existence of these test functions that separate points and preserve the group structure. What we want to emphasize is that this approach allows us to adopt a more abstract perspective where we can avoid any explicit computations of bounds involving test functions.

**Remark 4.3.** We would like to highlight the contrast between working with the symbolic space \( X_4 \) verus working with the arithmetic description of the \( p \)-adic solenoid (as in \( X_2, X_1 \) or \( X_0 \)). While the ergodic nature of the situation is captured by the symbolic space, as we remarked earlier, the reduction step is group-theoretic (or representation-theoretic) which necessitates working with the group structure of the \( p \)-adic solenoid.
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