Visual Entity Linking via Multi-modal Learning

Qiushuo Zheng¹, Hao Wen², Meng Wang²,³ & Guilin Qi²,³†

¹School of Cyber Science and Engineering, Southeast University, Nanjing 211189, China
²School of Computer Science and Engineering, Southeast University, Nanjing 211189, China
³Key Laboratory of Computer Network and Information Integration (Southeast University), Ministry of Education, Nanjing 211189, China

Keywords: Knowledge graph; Multi-modal learning; Entity linking; Learning to rank; Knowledge graph representation

Citation: Zheng, Q.S., et al.: Visual entity linking via multi-modal learning. Data Intelligence 4(1), 1-19 (2022). doi: 10.1162/dint_a_00114
Received: September 15, 2021; Revised: November 1, 2021; Accepted: November 18, 2021

ABSTRACT

Existing visual scene understanding methods mainly focus on identifying coarse-grained concepts about the visual objects and their relationships, largely neglecting fine-grained scene understanding. In fact, many data-driven applications on the Web (e.g., news-reading and e-shopping) require accurate recognition of much less coarse concepts as entities and proper linking them to a knowledge graph (KG), which can take their performance to the next level. In light of this, in this paper, we identify a new research task: visual entity linking for fine-grained scene understanding. To accomplish the task, we first extract features of candidate entities from different modalities, i.e., visual features, textual features, and KG features. Then, we design a deep modal-attention neural network-based learning-to-rank method which aggregates all features and maps visual objects to the entities in KG. Extensive experimental results on the newly constructed dataset show that our proposed method is effective as it significantly improves the accuracy performance from 66.46% to 83.16% compared with baselines.

1. INTRODUCTION

Visual scene understanding is inevitably regarded as one of the core functions of the next-generation machine intelligence, and it has been evolving to meet increasing demands not limited to objects detection from images and video clips, more often than not, for grasping the story behind the pixels. Due to the
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representation power of graph structure, the scene graph [1] has been proposed to harness external knowledge for a better scene understanding. Thus parsing an image into a scene graph has attracted much research attention over the past few years. Although great efforts have been made on generating scene graphs from images, the existing methods only detect visual objects at a coarse-grained concept level (i.e., categories), which sometimes offer little help for a deeper scene understanding. In many practical scenarios, such as news-reading and e-shopping, we require entity level visual objects detection for the next question answering or recommendation systems.

Motivating example: Consider the following two scenarios: 1). An online user is reading sports news about basketball, and wants to distinguish Yao Ming and Tracy Mcgrady in the group photo, as shown in Figure 1. However, even the world-leading object recognition system cannot guarantee to provide the right answer. 2). Another user tends to be interested in Tracy Mcgrady’s shoes and would like to know the specific signature sneaker, but the existing image search engine like Bing.com can only recognize white shoes. To accomplish the above tasks raised by the users, we need more auxiliary information in detail to complement the visual learning. The complementary information can be obtained from comprehensive multi-modal knowledge graphs (KG), such as DBpedia and IMGpedia. If the entities in KG are successfully linked to the objects in the image, we can answer the question with the right name (i.e., Tracy Mcgrady) in Case 1 and precisely recommend to the user in Case 2 with the specific shoe’s brand (i.e., Adidas T-MAC 4).

Challenges: To achieve fine-grained visual entity linking in scene understanding, there are some challenges as follows: 1) It is difficult to recognize all the visual objects from an image solely based on visual information. Even state-of-the-art fine-grained object detection models trained with enormous labeled samples cannot guarantee to accurately classify all the fine-grained classes. 2) When linking entities extracted from KGs to visual objects detected from an image, the visual entity linking algorithm needs to effectively exploit heterogeneous features and utilize the cross-modal correlations to achieve disambiguation and find the accurate entity in KG for each visual object in an image.

Solutions: In this paper, we proposed a novel framework to achieve visual entity linking in visual scene understanding. Specifically, we first generated a coarse-grained scene graph for an image and extracted the visual features of the objects by employing a VGG-16 network. Then, we unitized the Gated Recurrent Unit (GRU) language method to extract textual features of objects from image caption and discover candidate KG entities by named mentions matching. After extracting the KG features for the candidate entities, we proposed a deep modal-attention neural network-based learning-to-rank method to aggregate all features and map visual objects to the entities in KG.

© Input the image to Tencent’s Celebrity Detection API, Yao Ming is identified correctly, but Tracy Mcgrady is identified as Will Smith.
© https://wiki.dbpedia.org/
© http://imgpedia.dcc.uchile.cl/
Contributions: The contributions of this paper are summarized as follows:

- We are the first to consider the visual entity linking in scene graphs and have constructed a new large-scale dataset for the challenging task.
- We proposed a novel framework to learn features from three different modalities and simultaneously designed a learning-to-rank based visual entity linking model, which aggregated different features by a deep modal-attention neural network.
- We conducted extensive experiments to evaluate our visual entity linking model against state-of-the-art methods. Results on the constructed dataset show that our proposed method is effective as it significantly improved the accuracy performance from 66.46% to 83.16% compared with baselines.

2. RELATED WORK

This section discusses the existing related research from the following aspects: entity linking, visual scene understanding, and multi-modal learning.
2.1 Entity Linking

Entity linking is the task of mapping the mentions in the text to the corresponding entities in KG. Conventional models are usually distinguished by the supervision they require, i.e., supervised or unsupervised methods. The supervised methods [2, 3, 4, 5] utilized the annotated data to train binary classifiers or ranking models to realize entity disambiguation. The unsupervised methods [6, 7, 8, 9, 10] generally used some similarity measures between the mentions in the text and the entities in KG.

In contrast to the traditional research in the textual domain, the visual entity linking task has the following differences: (1) The form of visual representation is much more complicated than the form that may appear in textual content, and (2) Different modalities have different characteristics.

2.2 Visual Scene Understanding

Visual scene understanding includes many kinds of work, such as traditional computer vision tasks like image recognition [11, 12] and higher-level scene reasoning tasks like scene graph generation. In recent years, considerable progress has been made on many sub-issues of the overall visual scene understanding problem. Since the early work [1, 13, 14] generated the visually-grounded graph over the objects with their relationships in an image, many models have been proposed to improve the performance, such as adding prior probability distribution [13, 15, 16] and introducing the message passing mechanism [17, 18, 19].

2.3 Multi-modal Learning

Multi-modal learning [20, 21, 22] focuses on learning with contextual information from multiple modalities in a joint model. The recent relevant tasks to our work include the cross-modal entity disambiguation and entity-aware captioning. Ref. [23] built a deep zero-shot multi-modal network for social media posts disambiguation, but they are still limited to link the textual entities in the posts to the knowledge base. Refs. [24, 25, 26, 27, 28] proposed multi-modal entity-aware models to achieve image caption generation, which is also different from our visual entity linking task.

Recently, Li et al. [29] presented a multimedia knowledge extraction system, enabled the search of graph queries, and retrieved multimedia evidence. However, when dealing with visual entity linking, it adopts redundant rules for different entity types, increasing the complexity of the model.

Entity linking is an important branch in the field of natural language processing, but the existing model cannot solve the problem of multi-modal learning in entity linking. This paper proposed a joint model to provide ideas for solving this problem.
3. PROPOSED MODELS

3.1 Problem Formulation

In the following section, we will describe our multi-modal learning model for visual entity linking in detail. As illustrated in Figure 2, the proposed model includes the feature extraction module and the visual entity linking module.

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Overview of visual entity linking, which consists of two parts independently, namely the feature extraction module and the visual entity linking module. The feature extraction module extracts features from three modalities.

For the training process, given a dataset of input samples for the visual entity linking task, the number of input samples is \( m \), denoted by \( X = \{x_i\}_{i=1}^m \), with the ground truth entities \( Y = \{y_i\}_{i=1}^m \), \( x_i \) is the combination of \( v_i \) and \( t_i \), and \( y_i \) is the total set of \( y^j_i \), \( v_i \in \mathbb{R}^4 \) presents the \( j \)-th bounding box of the \( i \)-th image, each input sample \( x_i \) has a corresponding textual information \( t_i \) and the length \( L_{t_i} \), and \( y_i \) represent the highest possibility entity in the multi-modal knowledge graph \( KG \) linked to \( v_i \). We aim to learn a transformed function \( f(\cdot) \) which satisfies:

\[
\hat{y} = \arg\max_{y \in KG} \text{sim}(f(x, x), y')
\]

where \( f(\cdot) \) is a transformed function that projects input samples \( x \) and \( x \) into the same space as \( y \), and \( \text{sim}(\cdot) \) generates a similarity score between prediction and the ground truth.

For the testing process, given a test sample \( s_{pq} \), including the image with the corresponding caption, i.e., \( s_p = (v^q_{pq}, t_p) \). The bounding boxes of test image are generated by the scene graph, represented by \( v^q_{pq} \in \mathbb{R}^4 \) for the \( q \)-th bounding box of the \( p \)-th image. Then, the visual entity linking task is to match the bounding box \( v^q_{pq} \) to the entity \( y^q_{pq} \) in \( KG \) by the function \( f(v^q_{pq}, t_p) \).

---

\[^*\] Pictures were downloaded from http://sports.sina.com.cn/basketball/nba/2018-10-09/doc-ifxeuwws1965640.shtml.
3.2 Feature Extraction Module

The feature extraction module aims to extract features from three modalities as follows:

**Visual features:** To link the image bounding boxes $x_v$ to the given KG, we first used the outperforming method from [30] for the generation of the bounding boxes in the scene graph. Then, we used the VGG-16 network [31] for visual feature extraction of the image bounding boxes. The final layer representation $e(x_v)$ of the VGG-16 network is transformed into low dimensions, which describes the features of an image bounding box.

**Textual features:** To extract textual features from the image caption $x_t$, we encoded the caption by a GRU language model [32] with distributed word semantics embeddings $e(x_t)$. We used the following implementation for the GRU.

\[
\begin{align*}
    z_t &= \sigma(W_x x_t + W_h h_{t-1}) \\
    r_t &= \sigma(W_x x_t + W_h h_{t-1}) \\
    \tilde{h}_t &= \tanh(W_{sh} x_t + r_t \odot (W_{sh} h_{t-1})) \\
    e(x_t) &= (1 - z_t) \odot \tilde{h}_t + z_t \odot h_{t-1}
\end{align*}
\]

where $h_t$ is a hidden layer output at decoding Step $t$, $r_t$ controls the influence of the hidden layer unit $h_{t-1}$ at the previous moment on the current word $x_t$, $z_t$ decides whether to ignore the current word $x_t$, and $e(x_t)$ is the output textual vector representation of GRU at the last decoding step $t = T$.

Because pre-trained models can effectively represent the semantic distribution of words in a sentence, we used the pre-trained embeddings from the GloVE model [33] in the GRU sentence encoder.

Similar to the traditional entity linking models, we also need to obtain the list of named entities in the image caption $x_v$. We implemented a Named Entity Recognizer (NER) based on BERT [34], Bi-LSTM, and Conditional Random Fields (CRF), as shown in Figure 3. The Bi-LSTM extracts higher-level structural information, and the CRF is used as a sequence classifier. We fine-tuned the model on our dataset and tried to achieve the best recognition results. Once we established the named entity list with the NER, we sent the list to a SPARQL query engine and obtained the candidate entities in the KG.

The structure details of our named entity recognizer are based on BERT, and it is mainly composed of BERT, Bi-LSTM and CRF.

**KG features:** To generate the linked candidate entities, we proposed a matching algorithm based on rules. Then, we obtained each candidate entity’s image embedding $e(y_v)$ and structural text information embedding $e(y_t)$ as its KG features.
Because of the inaccuracy and incompleteness of the entity mention in the caption $x_t$, i.e., the abbreviations and nicknames for the person name, directly sending the entity mentions occurred in captions to the KG SPARQL query engine may not establish a complete list of candidate entities. To this end, we implemented a rule-based candidate entity list generator by using partial matching strategy and four rules as follows:

- The entity name has several words with the entity mention in common;
- The entity name is wholly contained in or contains the entity mention;
- The entity name exactly pairs the first letters of all words in the entity mention; and
- The entity name has a high string similarity over 80% with the entity mention in Levenshtein distance.

For the KG visual embedding $e(y_v)$ of $y$, we also used the same VGG-16 network to extract the dense visual features. For the KG structural text embedding $e(y_t)$ of $y$, we used the DBpedia [35] as our multi-modal knowledge graph to obtain the embedding with the complex model proposed by [36], which is the state-of-the-art model. The KG structural text embeddings are learned by the following score function to measure a fact $<h, r, t>$ in KG:

$$f_t(h, t) = \text{Re} \left( h^\top \text{diag}(r_i) \tilde{t}_i \right) = \text{Re} \left( \sum_{i=d-1}^{d} [r_i] \cdot [h] \cdot [\tilde{t}_i] \right)$$  

(6)
where $\bar{t}$ is the conjugate of $t$ and $\text{Re}(\cdot)$ means taking the real part of a complex value. $h$ and $t$ are entities in KG and may be possible matched entities for $y$.

### 3.3 Visual Entity Linking Module

In this module, we aggregated all the three modality features to predict the best matched KG entity $y_i^j$ for each image bounding box $y_i^j$.

We proposed a supervised visual entity linking module using visual confidence and textual confidence. The confidence of visual similarity for the $i$-th bounding box and $j$-th candidate entity is calculated between the image feature vectors $e(x_i^j)$ and the visual feature $e(y_i^j)$ extracted from KG. The confidence of textual similarity for the $i$-th bounding box and $j$-th candidate entity is calculated between the sentence vector $e(x_i^j)$ and the structural text information embeddings $e(y_i^j)$.

The loss function consists of two parts, where $\mathcal{L}_{\text{t}}(\cdot)$ is the supervised max-margin ranking loss for KG entity prediction on the textual features, and the $\mathcal{L}_{\text{v}}(\cdot)$ is the max-margin ranking loss on the visual features. $\lambda_i$ and $\lambda_v$ denote hyper-parameters to tune the function. $\text{conf}_t$ is the confidence score in the visual modality, and $\text{conf}_t$ is the confidence score in the textual modality. Through our max-margin ranking loss function, the confidence of the correct linking entity $\text{conf}(y)$ should be higher than that of any other candidate entity $\text{conf}(y')$ with the margin $\gamma$, $[x]_+$ denoting the positive part of $x$.

$$
\mathcal{L} = \sum_{s=1}^{m} \left( \lambda_i \mathcal{L}_{\text{t}}(x_i^s) + \lambda_v \mathcal{L}_{\text{v}}(x_i^s) \right) + \|W\|_2^2
$$

$$
\mathcal{L}_{\text{t}}(x) = \sum \left[ \gamma + \text{conf}_t(y') - \text{conf}_t(y) \right]_+
$$

$$
\mathcal{L}_{\text{v}}(x) = \sum \left[ \gamma + \text{conf}_v(y') - \text{conf}_v(y) \right]_+
$$

$$
\text{conf}_t(y') = \frac{\exp(f(e(x_i^j), e(y_i^j)))}{\sum_{j \in C} \exp(f(e(x_i^j), e(y_i^j)))}
$$

$$
\text{conf}_v(y') = \text{cosine}(e(x_i^j), e(y_i^j))
$$

$m$ is the number of the samples, and $s$ is the serial number of the input sample. $f(\cdot)$ is a function that projects textual embeddings into KG structural embedding space. $\text{conf}_t(y')$ is the confidence score between the caption textual embedding $e(x_i^j)$ and KG structural text embedding of $i$-th candidate entity $e(y_i^j)$ in textual modality, and $\text{conf}_v(y')$ is the confidence score between the image visual embedding $e(x_i^j)$ and KG visual embedding of $i$-th candidate entity $e(y_i^j)$ in visual modality.

To learn the different weights of modalities, we formulated the modal-attention module as follows, which selectively weakens or magnifies the different modalities:
where $\mathbf{a} = [\mathbf{a}_v ; \mathbf{a}_t] \in \mathbb{R}^{2t}$ is an attention vector, and $\mathbf{x}$ is the final context vector that reasonably focuses on different modalities.

At test time, the following entity-predicting nearest neighbor (1-NN) classifier is used for the prediction, where $\lambda_1$ and $\lambda_2$ are the hyper-parameters:

$$1 - \text{NN}(\mathbf{x}) = \arg \max \left\{ \lambda_1 \cdot \text{conf}_f (\mathbf{y}^f) + \lambda_2 \cdot \text{conf}_r (\mathbf{y}^r) \right\}$$

$$\lambda_1 + \lambda_2 = 1$$

### 4. EXPERIMENTS

We constructed a new dataset for the task of visual entity linking and compared our model with state-of-the-art methods on the dataset.

#### 4.1 Experiments Setting

**Datasets.** For the visual entity linking task, we need to link the image bounding boxes to specific entities in KG, which goes beyond identifying the category of the objects. However, most of the existing computer vision datasets contain no named entities in the images or captions. Therefore, we built a new dataset, namely Visual Entity Linking Dataset (VELD), which is composed of 39,000 news image and textual caption pairs with the links to KG entities, and manually labeled by expert human annotators (entity types: PER, LOC, ORG). In total, we have gathered 39,000 images with textual captions, randomly split into 31,000 for training, 4,000 for validation, and 4,000 for testing.

It is meaningless to the visual entity linking task if no word in captions describes named entities. Therefore, we performed a filtering program about named entities in VELD to remove news data that does not contain named entities, to ensure that our named entities appear in the sentence at 100%. Key aspects are summarized in Table 1. The VELD dataset, similarly to BreakingNews [37], exhibits longer average caption lengths than image-caption datasets like MSCOCO [38], indicating that news captions tend to be more descriptive.
Table 1. Statistics of datasets.

|                         | MSCOCO | BreakingNews | VELD  |
|-------------------------|--------|--------------|-------|
| Average caption length  | 11.30  | 28.09        | 19.68 |
| Words related to named entities | 0      | 15.66%       | 29.24%|
| Sentences containing named entities | 0      | 90.79%       | 100%  |
| Nouns                   | 33.45% | 55.59%       | 48.19%|
| Adjectives              | 27.23% | 7.21%        | 4.16% |
| Verbs                   | 10.72% | 12.57%       | 11.49%|
| Pronouns                | 1.23%  | 1.36%        | 1.49% |

Tasks. Given an image bounding box and an accompanying caption, our goal is to link the image bounding box to the corresponding KG entities in DBpedia 2016 by unifying the visual features, textual features, and KG features.

Evaluation metrics. The primary metric of our evaluation is the accuracy of the visual entity linking to the KG entity. The accuracy is defined as in Equation (17):

\[
\text{accuracy} = \frac{\text{number of correctly linked entity mentions}}{\text{number of all links generated by our method}}
\] (17)

Implementation details: We initialized the NER stream of our model with a BERT language model pre-trained on the English Wikipedia. Specifically, we used the BERT$_{BASE}$ model which has 12 layers of transformer blocks with each block having a hidden state size of 768 and 12 multi-head attentions. We trained on four 2080Ti GPUs with a total batch size of 256 for 20 epochs. We used Adam optimizer with an initial learning rate of 0.001. We used a decay learning rate schedule with a warm-up to train the model.

Parameters: We used the following search spaces to adjust the parameters of each modal (bold indicates the choice of the final model): VGG-16 embedding dimensions: \{128, 256, 512, 1024\}, GRU hidden states: \{50, 100, 128, 150, 200\}, KG image embedding dimensions: \{128, 256, 512, 1024\}, \(\tilde{x}\) dimensions: \{50, 100, 150, 200, 250\}, \(\lambda_1\): \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\} and \(\lambda_2\): \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}. We optimize the parameter by Adam with batch size = 10, learning rate = 0.001, \(\beta_1 = 0.9\), \(\beta_2 = 0.999\) and epsilon = \(10^{-8}\).

4.2 Baselines

Because our proposed task is relatively novel, the related models available for our comparison are especially limited. We report the performance of the following state-of-the-art entity linking and visual objects recognition methods as baselines, as well as several configurations of our proposed method to examine contributions of each component (T: textual, V: visual, and KG: knowledge graph).

- Huawei API\textsuperscript{©} and Tencent API\textsuperscript{®} (V and KG) use a deep neural network model to recognize people.

\textsuperscript{©} https://www.huaweicloud.com/product/roc.html

\textsuperscript{®} https://cloud.tencent.com/document/api/865/36900
CoAtt [39] (T and KG) uses a type-aware co-attention model for entity disambiguation.

Falcon [40] (T and KG) performs joint entity linking of a short text by leveraging several fundamental principles of English morphology.

CDTE [41] (T and KG) proposes a neural, modular entity linking method using multiple sources of information for entity linking.

GENRE [42] (T and KG) system realizes entity retrieval by generating entity names. GENRE generates entity names in a token-by-token auto-regressive manner from left to right, and the generated results are affected by context.

DZMNED [23] (T, V and KG) uses an attention LSTM model for multi-modal NED task in social media posts.

(Proposed) Our method (T, V and KG) is the proposed method as described in Figure 2.

(Proposed) Our method without visual features (T and KG) only uses the textual features extracted from the caption and KG.

(Proposed) Our method without textual features (V and KG) only uses the visual features extracted from the image and KG.

(Proposed) Our method with a smaller sized KG (T, V and KG)

### 4.3 Results

**Comparison patterns:** First of all, because of the novelty of the visual entity linking, we need to rely on existing models to build comparative experimental methods. Next, we will explain the experimental settings and how to achieve relative fairness through settings under some unbalanced condition of experiments, such as V + KG modalities, V + T modalities, and T + KG modalities.

Intuitively, in V + KG modalities, the visual training data of their recognizer network is the work as same as the KG. These massive image data and the image resources in KG modality are equivalent and have the same effect. In the first two experiments of Table 2, we used V modality to replace V + KG modalities to realize the corresponding experiment.

|       | Top-1   | Top-3   | Top-5   | Top-10  |
|-------|---------|---------|---------|---------|
| V+KG  | 12.53%  | 18.49%  | 20.46%  | 22.94%  |
| V+KG  | 11.79%  | 16.42%  | 21.64%  | 24.61%  |
| T+KG  | 55.45%  | 63.76%  | 66.05%  | 67.91%  |
| T+KG  | 56.16%  | 61.47%  | 62.17%  | 63.94%  |
| T+KG  | 58.27%  | 64.79%  | 65.09%  | 66.14%  |
| T+KG  | 73.27%  | 76.91%  | 78.84%  | 81.14%  |
| V+T+KG| 66.46%  | 73.16%  | 81.06%  | 83.49%  |
| V+T+KG| 83.16%  | 88.61%  | 92.49%  | 93.81%  |

Note: Bounding boxes generation method: N/A or Faster-RCNN.
V + T modalities cannot output the result defined in the task because of lacking the KG entity links. Ignore the KG modality, the target entities, the entity linking task will not continue, so it cannot be used as a comparative experiment. Therefore, in our experiments, due to the lack of target entities, we did not choose the corresponding V + T modalities for comparative analysis.

The short-text entity linking based on the KG (T + KG modalities) cannot link the KG entities to the corresponding image bounding box. For comparison, we first used the scene graph method to generate the corresponding bounding boxes, and then randomly connected the entity in the candidate list to the entity bounding boxes. At the same time, we multiplied each accuracy rate by the number of candidate entities per entity bounding box to ensure the fairness of the accuracy rate. By multiplying the accuracy of the visual entity linking in T + KG modalities by the number of candidate entities, we eliminated the error caused by the random connection of candidate entities in T + KG modalities experiments.

**Main results:** Table 2 shows the Top-1, 3, 5, and 10 candidate entity list retrieval accuracy results on the VELD dataset. The first two experiments use the information of visual modality and knowledge graph modality. Through the experimental results, we proved that the existing deep neural network based on static off-line training cannot complete the task of visual entity linking well. Because of the limitation of the training dataset, it is difficult to build a dataset which contains image resources of all the entity in the open domain, so the validity of our model is proved from another side.

The third to the fifth experiments are based on the features of textual modality and knowledge graph modality for visual entity linking, and through a series of post-processing, the linking of the target frame is not affected by the visual features. From the experimental results, there is still a large gap between textual modality and our full model.

Compared with the simple visual object recognition methods and textual entity linking method which uses text and KG as the support, we found that our proposed method significantly outperforms these baselines. The reason is that we jointly fused three kinds of features in different modalities, rather than simple modality based linking. Another convincing point is that by applying the similar multi-modal learning model DZMNED on the VELD dataset, the results show that they only achieved 66.46% on the Top-1 accuracy measure. Our model reached 83.16%, which shows that our model has a great advantage in the task of visual entity linking.

**Visualization of modality attention:** Figure 3 visualizes the modality attention module of our model, where we list each entity (each column) of some samples in the test, in which amplified modality is represented by a darker color, and attenuated modality is shown by a lighter color. We intuitively analyze from the experimental results that more relevant modalities in the visual entity linking will be emphasized through the modality attention module. Specifically, we used the alignments between different modalities from the test set of the VELD dataset.

For our multi-modal visual entity linking model (V+T+KG modalities), we confirm from the experimental results that the modality attention module has successfully enhanced the function of relevant modal
information (e.g., in similar celebrity entity linking), and amplified relevant modality-based contexts in prediction.

In the example of the first row in Figure 4, “Jobs, Apple’s founder, attended the launch of the new iPhone”, we first generated the candidate entity list of “Jobs”, “Apple”, “iPhone”. For the first example, in the process of entity linking for “Jobs” entity, we learn that the influence of visual modality is higher than that of textual modality according to the color depth of the modalities. For the other two entities “Apple” and “iPhone”, the influence of visual modality is much lower than that of textual modality. Because there are few candidate entities of “Apple” and “iPhone”, just relying on the textual modality we can easily find the knowledge graph entity corresponding to the contextual semantics, but there are many related entities for “Jobs” entity, so we need to use the feature vector of visual modality for the entity linking task, which is why different entity categories have different modality weights.

In the second example, “Curry won the NBA Championship for the Golden State Warriors at Auckland Stadium.”, the candidate entity list is composed of “Curry”, “Golden State Warriors” and “NBA”. For “Curry” entity, we found that the modality attention module mainly concentrates on visual modality information. For “Golden State Warriors” entity, the proportion of visual modality information and textual modality information is roughly equal, while for “NBA” entity, it mainly depends on textual modality signals.

In the third case, for the person category like “Francis”, the modality attention successfully focuses on the visual modality, and attenuates distracting signals, and for “Oscar”, visual modality information and textual modality information have the same status.

**Ablation study:** To evaluate the effectiveness of our different modules, we considered several ablation experiments in Table 3. We validated the effect of the feature in three modalities, visual, textual, and KG.
Because our experimental result is a comprehensive expression of multiple modalities, i.e., the basis of the visual entity linking is an image bounding box, and the caption description generates the candidate entity list, we used the KG entities for links. Therefore, our input data is not changed, and only the parameters of the corresponding part ($\lambda_1$ and $\lambda_2$) are adjusted to zero in the confidence calculation to achieve the purpose of eliminating a particular modality feature. For the less knowledge graph, we choose the KG embeddings learned from the 1M KG subset. The corresponding experiment results are shown in Table 3.

|                         | Accuary | Accuary |
|-------------------------|---------|---------|
|                         | Top-1   | Top-10  |
| Ours w/o visual features| 56.19%  | 63.42%  |
| Ours w/o textual features| 72.55%  | 82.23%  |
| Ours with a smaller sized KG | 60.19%  | 66.47%  |
| Ours All                | 83.16%  | 93.81%  |

From the experimental results, it can be found that the features of each modality contribute a certain amount to the performance of visual entity linking. The lack of any modality feature will significantly reduce the performance in terms of accuracy metric. The lack of visual features reduced the top-1 accuracy to 56%. For the absence of text features, the top-1 accuracy decreased to 73%. For reducing the scale of KG, the top-1 accuracy decreased to nearly 60%. These results also suggest that jointly utilizing multi-modal features can obtain the best experimental linking results.

Error analysis: In the example that “Robert Downey Jr. plays Iron Man in the movie”, our model links the image bounding boxes to the actor Robert Downey Jr., and ground-truth links it to Iron Man. It means that our model sometimes outputs error results in the situation where one person has multiple roles in KG. Therefore, in some instances, we need to set some rules and constraints to obtain a better result. In other scenarios, when there is occlusion or concealment in the image, there will be deviations. For example, in the second case, we can easily link Suárez in KG to the image bounding box, but it is much more difficult to link Messi because there is a visual occlusion in the image. Such a reason for errors can be attributed to the incompleteness of the image information, and from another aspect, it also indicates the importance of image features for visual entity linking.

5. CONCLUSION AND FUTURE WORK

In this paper, we introduced a new task called visual entity linking, which links the KG entities to the corresponding image bounding boxes, and we addressed the problem by a novel framework. The proposed framework first extracts the features from three modalities (visual, textual and KG). Then, a deep modal-attention neural network is employed for linking the entities to the corresponding image bounding boxes. We constructed a new dataset VELD for visual entity linking experiments. The experimental results show
that our model achieved state-of-the-art results. Moreover, through extensive ablation experiments, we
demonstrated the efficacy of our method.

In the future, a possible improvement direction is to utilize the structural embedding features of the scene
graph to improve the performance of visual entity linking. In addition, we hope our model becomes a
generic framework for the visual entity linking task, but constructing an ideal complete KG including all
the entities in the world is impossible. Therefore, the requirements and effects of visual entity linking need
to be determined according to specific applications.
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