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Abstract
We investigate hermitian Yang–Mills connections on pullback bundles with respect to adiabatic classes on the total space of holomorphic submersions with connected fibres. Under some technical assumptions on the graded object of a Jordan–Hölder filtration, we obtain a necessary and sufficient criterion for when the pullback of a strictly semistable vector bundle will carry an hermitian Yang–Mills connection, in terms of intersection numbers on the base of the submersion. Together with the classical Donaldson–Uhlenbeck–Yau correspondence, we deduce that the pullback of a stable (resp. unstable) bundle remains stable (resp. unstable) for adiabatic classes, and settle the semi-stable case.
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1 Introduction
Established in the 1980s, the Hitchin–Kobayashi correspondence builds a bridge between gauge theory and moduli problems for vector bundles \cite{1–5}. The content of the Donaldson–Uhlenbeck–Yau theorem is that the hermitian Yang–Mills equations, that originated in physics, can be solved precisely on polystable vector bundles in the sense of Mumford and Takemoto \cite{6, 7}. Together with their uniqueness property, hermitian Yang–Mills connections are canonically attached to holomorphic vector bundles and play a key role in the study of their moduli over Kähler manifolds.
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It is then natural to try to understand how hermitian Yang–Mills connections, or polystable bundles, relate to natural maps between complex polarised manifolds such as immersions or submersions. A celebrated result of Metha and Ramanathan implies that the restriction of a slope stable bundle $E$ on a projective variety $X$ to a general complete intersection $Z \subset X$ of sufficiently high degree is again slope stable [8]. On the other hand, to the knowledge of the authors, it seems that there is no similar general result for pullbacks of stable bundles along submersions. In this paper, we will give a novel construction of hermitian Yang–Mills connections, giving an answer to the question of stability of pullback bundles on submersions with connected fibres for so-called adiabatic classes in certain circumstances.

More precisely, let $\pi : (X, H) \to (B, L)$ be a holomorphic submersion with connected fibres between polarised connected compact complex manifolds such that $L$ is an ample line bundle on $B$, and $H$ is a relatively ample line bundle on $X$. In particular, all the fibres $X_b = \pi^{-1}(b)$ of $\pi$ are smooth. The bundle $L_k = H \otimes \pi^* L^k$ is then ample on $X$ for $k \gg 0$. In this article, we study the existence of hermitian Yang–Mills connections (HYM for short) on bundles $\pi^* E$ pulled back from $B$ with respect to the classes $L_k$, for $k \gg 0$. More generally, the work applies to not necessarily projective Kähler manifolds, replacing $c_1(L)$ by a Kähler class on $B$ and $c_1(H)$ by a relatively Kähler class on $X$. However, we will use the line bundle notation throughout.

We first show that if one can solve the HYM equation for a simple bundle on $B$, one can also solve it for the pulled back bundle on $X$. We also relate the solutions on $X$ to the pullback of the solution on $B$.

**Theorem 1** Let $\pi : (X, H) \to (B, L)$ be a holomorphic submersion with connected fibres. Suppose that $E \to B$ is a simple holomorphic vector bundle admitting an hermitian Yang–Mills connection $A$ with respect to $\omega_B \in c_1(L)$. Then for any $\omega_X \in c_1(H)$ there are connections $A_k$ on $\pi^* E$ which are hermitian Yang–Mills with respect to $\omega_X + k \pi^* \omega_B$ for all $k \gg 0$. Moreover, the sequence $(A_k)$ converges to $\pi^* A$ in any Sobolev norm.

This result is quite natural, as for $k$ large enough, the global geometry of $(X, L_k)$ is governed by that of $(B, L_k)$. From the Hitchin–Kobayashi correspondence it follows that pullback preserves stability for adiabatic classes.

**Corollary 2** Suppose $E$ is a slope stable vector bundle on $(B, L)$. Then for all $k \gg 0$, the pullback bundle $\pi^* E \to X$ is slope stable with respect to $L_k$.

**Remark 1** The hypothesis on the fibres of $\pi$ being connected is crucial. Indeed, by a result of Serre [9], any finite group can be realised as the fundamental group of some smooth projective variety. An irreducible unitary representation of such a group will then correspond to a flat stable bundle on the variety, which will pull back to a trivial bundle on the universal cover.

On the other hand, the leading order of the slope of a pullback bundle on $(X, L_k)$ is its slope on $(B, L)$. The following is then straightforward.

**Proposition 3** Suppose $E$ is a strictly slope unstable vector bundle on $(B, L)$. Then for all $k \gg 0$, the pullback bundle $\pi^* E \to X$ is strictly slope unstable with respect to $L_k$.
free, and identify it with the associated vector bundle. From Theorem 1, it follows that its pullback to \((X, L_k)\), for \(k\) large, is a direct sum of stable bundles, possibly of different slopes. The next theorem shows that, under some technical assumptions, the various stable components of \(Gr(E)\) and their adiabatic slopes govern the stability of \(\pi^*E\).

To give a precise statement, we need to introduce some notations. First, for any pair of torsion free sheaves \(F\) and \(E\) on \(B\), letting \(\mu_k(\pi^*E)\) be the slope of \(\pi^*E\) with respect to \(L_k\), we will use the notation \(\mu_\infty(F) < \mu_\infty(E)\) (resp. \(\mu_\infty(E) = \mu_\infty(F)\)) when the leading order term in the \(k\)-expansion of \(\mu_k(\pi^*E) - \mu_k(\pi^*F)\) is positive (resp. when these expansions are equal); a non-strict inequality meaning that one of these two conditions occurs. Then, we will introduce the following set of hypotheses:

\((H1)\) The Jordan–Hölder filtration \((F_i)_{0 \leq i \leq \ell}\) of \(E\) is unique;

\((H2)\) the stable components \(G_i := F_i/F_{i-1}\) of \(Gr(E)\) are pairwise non isomorphic;

\((H3)\) for all \(i\), \(G_i\) is locally free.

We then have:

**Theorem 4** Let \(\pi : (X, H) \to (B, L)\) be a holomorphic submersion with connected fibres. Suppose \(E\) is a slope semistable vector bundle on \((B, L)\) satisfying \((H1)\), \((H2)\) and \((H3)\). Assume that for all \(i \in \llbracket 1, \ell - 1 \rrbracket\), \(\mu_\infty(F_i) < \mu_\infty(E)\). Then for any \(\omega_B \in c_1(L)\) and \(\omega_X \in c_1(H)\) there are connections \(A_k\) on \(\pi^*E\) which are hermitian Yang–Mills with respect to \(\omega_X + k\pi^*\omega_B\) for all \(k \gg 0\). Moreover, there is an hermitian Yang–Mills connection \(A\) on \(Gr(E)\) with respect to \(\omega_B\) such that \((A_k)\) converges to \(\pi^*A\) in any Sobolev norm.

Note that this result gives more information than the stability of \(\pi^*E\) for adiabatic polarisation, as it provides information on the convergence of the associated hermitian Yang–Mills connections.

**Remark 2** The assumptions \((H1)\) and \((H2)\) imply that \(E\) is simple, which is a necessary condition for the conclusion of Theorem 4 to hold true (see Lemma 36). On the other hand, assuming \(E\) to be simple, the hypotheses \((H1)\)–\((H3)\) seem purely technical. Hypothesis \((H3)\) enables us to see the initial bundle as a small deformation of its graded object (see e.g. [10]), allowing us to use the differential geometric approach to deformation theory [11, Section 7]. This assumption was already made in the related work [12]. It seems likely that one could relax this hypothesis, asking only for a reflexive graded object, by using resolutions of singularities and admissible Hermite–Einstein metrics as introduced by Bando and Siu (see [13] and the references therein). Hypothesis \((H2)\) ensures that the kernel of the linearisation of the HYM equation on \(Gr(E)\) is precisely the direct sum of the kernels of each stable piece \(G_i\). Finally, together with \((H2)\), \((H1)\) imposes a certain shape on the deformation from \(Gr(E)\) to \(E\), see Lemma 33. This will simplify the control on the various deformation rates that will appear in the argument. It would be interesting to remove these three hypotheses.

Still relying on the Hitchin–Kobayashi correspondence, by gathering Proposition 16, Theorem 31 and Corollaries 32 and 57, we obtain the following.

**Corollary 5** Suppose \(E\) is a slope semistable vector bundle on \((B, L)\) satisfying \((H1)\)–\((H3)\). Then, on \((X, L_k)\), when \(k \gg 0\), \(\pi^*E\) is

- unstable if and only if there exists \(i \in \llbracket 1, \ell - 1 \rrbracket\) with \(\mu_\infty(F_i) > \mu_\infty(E)\),
- semistable if and only if for all \(i \in \llbracket 1, \ell - 1 \rrbracket\), \(\mu_\infty(F_i) \leq \mu_\infty(E)\),
- stable if and only if for all \(i \in \llbracket 1, \ell - 1 \rrbracket\), \(\mu_\infty(F_i) < \mu_\infty(E)\).

Moreover, in the semistable case, for \(k \gg 0\), a Jordan–Hölder filtration of \(\pi^*E\) is given by

\[0 \subset \pi^*F_{i_1} \subset \cdots \subset \pi^*F_{i_\ell} = \pi^*E\]
where the \( i_j \)'s are precisely the indices with \( \mu_\infty(\mathcal{F}_{ij}) = \mu_\infty(E) \).

**Remark 3** Note that for a given vector bundle \( E \) on \( B \), the number of non-zero terms in the expansion of the slope \( \mu_k(\pi^*E) \) is bounded by \( \dim_{\mathbb{C}}(B) \), and that these terms can be computed from intersection numbers on \( B \) depending on the geometry of the map \( \pi : (X, H) \to (B, L) \). For example, up to multiplicative constants, the leading order term of \( \mu_k(\pi^*E) \) is the slope \( \mu_L(E) \) of \( E \) on \( (B, L) \) while the second order term is given by the Hodge–Riemann pairing of \( c_1(E) \) with the class \( \Theta := \pi_* (c_1(H)^{m+1}) \) (see Lemma 12). This shows that our criterion is quite explicit, and can be used in various situations to produce stable vector bundles. In Sect. 6, we discuss some examples, in particular when \( B \) is a complex curve or a surface, or when the space \( X \) is the projectivisation of a vector bundle on \( B \).

In order to produce the connections in Theorems 1 and 4, we use a perturbative argument. This was inspired by, and built on techniques from, analogous questions for constructing extremal (or constant scalar curvature) Kähler metrics in adiabatic classes on the total spaces of holomorphic submersions with connected fibres, see among others [14–18].

This perturbative technique fits into a vast array of problems of such a nature in geometric analysis (e.g. gluings, deformations, smoothings, adiabatic constructions), where the common feature is to start with a solution of a given geometric PDE on a given geometric object that we perturb, trying then to solve the same PDE on the perturbed object. A specific feature for HYM connections and cscK metrics is that the solutions of the geometric PDE correspond to zeros of a moment map [4, 19, 20], and are related to a Geometric Invariant Theory (GIT) stability notion.

In all of the previously cited perturbation results, one starts with a (poly)-stable object. An algebro-geometric asymptotic expansion argument shows that one has to start with at least a semistable object to hope to produce a stable object in the perturbed situation, see for example [21, Theorem 13] for such a result for the problem of producing cscK metrics on blowups. This is also the case in our setting, see Proposition 3. The main novel achievement of the present work is to deal with a strictly semistable situation, giving a criterion for when a strictly semistable bundle pulls back to a stable one for adiabatic classes. The arguments get significantly more complicated in this setting. The introduction to Sect. 5 contains a discussion of the main new hurdles to overcome, compared to the stable case.

**Remark 4** We should point out that the method we use in the semistable situation is similar to the one developed in [12]. While in Leung’s work, the perturbation is on the equations, in the present work the perturbation is on the geometry of the manifold, leading to extra complications in the arguments, see Remark 12.

Finally, we focus on a very special case where our results apply, namely when the fibres are reduced to a point, that is when \( X = B \). In that setting, the perturbation comes from the change of polarisation on \( B \) from \( L \) to \( L^k \otimes H \). Equivalently, we consider how semistable bundles on \( (B, L) \) behave with respect to nearby \( \mathbb{Q} \)-polarisations \( L + \frac{1}{k} H \). Note that while in GIT, (semi)stability is an open condition, understanding the variations of GIT quotients under modifications of the polarisation is a much more difficult problem (see [22, 23]). We refer to [24, Chapter 4, Section C] and the references therein for results on variations of moduli spaces of stable bundles on surfaces related to wall-crossing phenomena of polarisations. At a much more humble level, when restricting to a single semistable bundle \( E \), our result provides an effective criterion on variations of the polarisation that send \( E \) to the stable or unstable loci (see Sect. 6.2). It seems reasonable to expect that our results extend locally around a semistable bundle. However, obtaining more global results, such as descriptions...
of variations of the moduli space of stable bundles, would require substantial work, and in particular uniform control on our estimates.

1.1 Outline

In Sect. 2, we gather some of the results we need on the hermitian Yang–Mills equation, slope stability, and the structure one obtains on sections and tensors from a holomorphic submersion with connected fibres. In Sect. 3, we introduce the notion of adiabatic slopes and discuss when the pullback of a strictly unstable bundle is strictly unstable for adiabatic polarisations. Section 4 proves the main result in the stable case via constructing approximate solutions to the HYM equation in Sect. 4.1, before showing in Sect. 4.2 how this can be perturbed to a genuine solution. Section 5 deals with the more technical semistable case. Finally, in Sect. 6 we investigate the consequences of the main results in some examples.

2 The hermitian Yang–Mills equation, and holomorphic submersions

In Sects. 2.1 and 2.2 we introduce the notions of HYM connections and slope stability, together with some general results. From Sect. 2.3, we will start to specialise the discussion to holomorphic submersions with connected fibres. In all the paper, the notation $\Gamma$ will be used to denote smooth sections.

2.1 The hermitian Yang–Mills equation

Let $E \to X$ be a holomorphic vector bundle of rank $r$ over a compact Kähler manifold $X$. An hermitian metric on $E$ is Hermite–Einstein with respect to a Kähler metric with Kähler form $\omega$ if the curvature $F_h \in \Omega^2 (X, \text{End} E)$ of the corresponding Chern connection satisfies

$$\Lambda_\omega (i F_h) = c \text{Id}_E$$

for a (uniquely determined, real) constant $c$. Here $\Lambda_\omega$ is the contraction operator of $\omega$, determined by

$$\Lambda_\omega (\alpha) \omega^m = m \alpha \wedge \omega^{m-1},$$

where $m$ is the dimension of $X$.

A different point of view is to vary the connection, rather than the metric. A connection $A$ on $E$ is said to be hermitian Yang–Mills if

$$F^{0,2}_A = 0,$$

$$\Lambda_\omega (i F_A) = c \text{Id}_E.$$

The former says the $(0, 1)$-part of $A$ determines a holomorphic structure on $E$.

The complex gauge group is

$$\mathcal{G}^C (E) = \Gamma (\text{GL} (E, \mathbb{C})).$$

Note that if $\bar{\partial}$ is the Dolbeault operator defining the holomorphic structure on $E$, then for each $f \in \mathcal{G}^C (E)$, $f^{-1} \circ \bar{\partial} \circ f$ defines a biholomorphic complex structure on $E$. Let $d_A = \partial_A + \bar{\partial}_A$ be the Chern connection of some hermitian metric $h$ on $E$ with respect to the original complex
structure (so \( \bar{\partial}_A = \bar{\partial} \)). Then the Chern connection \( A_f \) of \( h \) with respect to the new complex structure induced by \( f^{-1} \circ \bar{\partial} \circ f \) is given by

\[
d_{A_f} = f^* \circ \partial_A \circ (f^*)^{-1} + f^{-1} \circ \bar{\partial} \circ f.
\]

In this article we will take the point of view of fixing the hermitian metric and moving the complex structure through the complex gauge group.

The action of any \( f \in \mathcal{G}_C(E) \) such that \( f^* = f^{-1} \) preserves solutions of the HYM equation. It will therefore be important to gauge fix the equation. Thus we will not move the complex structure through the full complex gauge group \( \mathcal{G}_C(E) \), but rather through \( H(H(E, h)) = \mathcal{G}_C(E) \cap \Gamma(\text{End}_H(E, h)). \) (2)

Here \( \text{End}_H(E, h) \) denotes the hermitian endomorphisms of \((E, h)\), where \( h \) is some fixed hermitian metric on \( E \). This, for example, ensures that the linearisation of the Equation will be the Laplacian—a Fredholm operator. See Lemma 6 below.

For a connection \( A \) on \( E \), define the Laplace operator \( \Delta_A \) by

\[
\Delta_A = i \Lambda_\omega (\partial_A \bar{\partial}_A - \bar{\partial}_A \partial_A).
\]

Since \( \omega \) is Kähler, it follows from the Nakano identities (see e.g. [25, Lemma 5.2.3]) that \( \Delta_A = -d_A^*d_A \) when \( A \) is the Chern connection.

Letting \( \mathcal{Q} \) denote the tangent space to \( \mathcal{H}(E, h) \) at the identity, we have that solving the hermitian Yang–Mills equation is equivalent to solving \( \Phi(f) = c \Id_E \), where \( \Phi : \mathcal{H}(E, h) \to \mathcal{Q} \) is given by

\[
\Phi(f) = i \Lambda_\omega (F_{A_f}).
\]

Equivalently, we want to solve \( \Psi(s) = c \Id_E \), where \( \Psi : \mathcal{Q} \to \mathcal{Q} \) is \( \Psi = \Phi \circ \exp \). It will be more convenient to work with this map, as \( \mathcal{Q} \) is a vector space.

The importance of the Laplace operator for us comes from its relation to the linearisation of \( \Psi \). Let \( A_{\text{End} E} \) denote the connection induced by \( A \) on \( \text{End} E \).

**Lemma 6** The differential of \( \Psi \) at the identity is

\[
d\Psi_{\Id_E} = \Delta_{A_{\text{End} E}}.
\]

It is crucial for the linear theory to understand the (co-)kernel of the linearised operator to the equation. For simple bundles, the kernel of the Laplace operator is well understood

**Lemma 7** If \( E \) is a simple bundle over a compact base, then

\[
\ker \Delta_{A_{\text{End} E}} = \mathbb{C} \cdot \Id_E
\]
on \( \Gamma(X, \text{End} E) \).

**Remark 5** In the context of Lemma 6, we are restricting \( \Delta_{A_{\text{End} E}} \) to sections of \( \text{End}_H(E, h) \). Only real multiples of the identity are hermitian endomorphisms, thus the kernel is then \( \mathbb{R} \cdot \Id_E \).

### 2.2 Slope stability

The notion of slope stability originated in Mumford’s study of the moduli spaces of vector bundles on Riemann surfaces [6] and has been adapted to higher dimensional varieties [7]. This stability notion can be stated for more general coherent sheaves (see [24] and the
references therein) and in this paper we will restrict ourselves to the torsion-free ones. Let $(X, L)$ be a compact polarised Kähler manifold of dimension $n$.

**Definition 1** Let $\mathcal{E}$ be a torsion-free coherent sheaf on $X$. The slope $\mu_L(\mathcal{E}) \in \mathbb{Q}$ of $\mathcal{E}$ with respect to $L$ is given by the intersection formula

$$\mu_L(\mathcal{E}) = \frac{\deg_L(\mathcal{E})}{\text{rank}(\mathcal{E})}. \quad (4)$$

In this formula, $\text{rank}(\mathcal{E})$ denotes the rank of $\mathcal{E}$ while $\deg_L(\mathcal{E}) = c_1(\mathcal{E}) \cdot L^{n-1}$ stands for its degree, and the first Chern class of $\mathcal{E}$ is taken to be the first Chern class of the reflexive hull of its determinant $((\Lambda^{\text{rank}(\mathcal{E})})^\vee)^\vee$.

**Definition 2** A torsion-free coherent sheaf $\mathcal{E}$ is said to be **slope semistable** with respect to $L$ if for any coherent subsheaf $\mathcal{F}$ of $\mathcal{E}$ with $0 < \text{rank}(\mathcal{F}) < \text{rank}(\mathcal{E})$, one has

$$\mu_L(\mathcal{F}) \leq \mu_L(\mathcal{E}).$$

When strict inequality always holds, we say that $\mathcal{E}$ is **slope stable**. Finally, $\mathcal{E}$ is said to be **slope semistable** if it is the direct sum of slope stable subsheaves of the same slope. If $\mathcal{E}$ is slope semistable, but not slope stable, we will say that $\mathcal{E}$ is **strictly slope semistable**. We say $\mathcal{E}$ is **strictly slope unstable** if $\mathcal{E}$ is not slope semistable.

As slope stability will be the only stability notion for sheaves discussed in this paper, we will often omit “slope”, and simply refer to stability of a sheaf. When the situation is clear enough, we will also omit to refer to the polarisation in the stability notions. We will make the standard identification of a holomorphic vector bundle with its sheaf of sections, and thus talk about slope stability notions for vector bundles as well. In that case, not only is slope stability a tool for building moduli, but it also relates nicely to differential geometry via the Hitchin–Kobayashi correspondence.

**Theorem 8** Let $E \to X$ be a holomorphic vector bundle, and let $\omega \in c_1(L)$ be a Kähler form. Then there exists an Hermite–Einstein metric on $E$ with respect to $\omega$ if and only if $E$ is polystable with respect to $L$.

It was shown in [2, Theorem 2.4] and [3] that if an Hermite–Einstein metric exists, then the bundle is polystable. The converse was proved in [5, Theorem 4.1] and [4, Proposition 1].

Being a Geometric Invariant Theory notion, slope stability enjoys many nice features (see e.g. [24, Sections 1 and 4]). In particular, any semistable vector bundle $E$ on $X$ admits a degeneration to a unique polystable object:

**Definition 3** Let $\mathcal{E}$ be a coherent torsion-free sheaf on $(X, L)$. A **Jordan–Hölder filtration** for $\mathcal{E}$ is a filtration by saturated coherent subsheaves:

$$0 = \mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_l = \mathcal{E}, \quad (5)$$

such that the corresponding quotients,

$$G_i = \frac{\mathcal{F}_i}{\mathcal{F}_{i-1}}, \quad (6)$$

for $i = 1, \ldots, l$, are stable with slope $\mu_L(G_i) = \mu_L(\mathcal{E})$. In particular, the graded object of this filtration

$$\text{Gr}(\mathcal{E}) := \bigoplus_{i=1}^l G_i \quad (7)$$

was Springer
is polystable.

From [24, Section 1], we have the standard existence and uniqueness result:

**Proposition 9** Any semistable coherent torsion-free sheaf $E$ on $(X, L)$ admits a Jordan–Hölder filtration. Such a filtration may not be unique, but the reflexive hull $\text{Gr}(E)^{\ast \ast}$ of the graded object $\text{Gr}(E)$ of a Jordan–Hölder filtration is unique up to isomorphism.

The graded object $\text{Gr}(E)$ of a Jordan–Hölder filtration will be used in Sect. 5, when studying the lift of a semistable vector bundle $E$ to a holomorphic submersion with connected fibres. In general, the sheaf $\text{Gr}(E)$ is not the sheaf of sections of a vector bundle. For technical reasons, we will assume $\text{Gr}(E)$ to be locally free, and denote by $\text{Gr}(E)$ as well the associated vector bundle. In that context, from [10], $E$ is a complex deformation of $\text{Gr}(E)$.

### 2.3 Decomposition of tensors and sections on holomorphic submersions with connected fibres

We now specialise the discussion to the case of a holomorphic submersion $\pi : (X, H) \to (B, L)$ of polarised Kähler manifolds, with a vector bundle $E \to B$ inducing the pullback vector bundle $\pi^*E \to X$. For a given $b \in B$, we will denote by $X_b$ the fibre of $\pi$ over $b$. We set $n = \dim \mathbb{C}(B)$ and $n + m = \dim \mathbb{C}(X)$.

Given $\omega_X \in c_1(H)$ a $(1, 1)$-form inducing a fibrewise Kähler metric, one obtains a corresponding decomposition of tensors and functions on $X$. Indeed, let $\mathcal{V} = \ker \pi_* \subset TX$ and let $\mathcal{H} \cong \pi^*TB$ be the bundle whose fibre at $x \in X$ is the $\omega_X$-orthogonal complement to $\mathcal{V}_x$. This gives a smooth splitting of the exact sequence of holomorphic vector bundles

$$0 \to \mathcal{V} \to TX \to \pi^*TB \to 0.$$  

For functions, one splits $C^\infty(X) = C^\infty_0(X) \oplus \pi^*C^\infty(B)$, where $C^\infty_0(X)$ consists of fibrewise average 0 functions.

Similarly, one decomposes sections of $\pi^*E$. This is just a higher-dimensional version of the above for functions. Locally, in a trivialisation of $E \to B$, a section of $\pi^*E$ is a map $s : \pi^{-1}(U) \to \mathbb{C}^r$, where $U \subseteq B$. Denote by $F = X_b$ the fibre of $\pi$ at $b$, let $\omega_F = (\omega_X)|_F$ and let $\text{Vol}(F) = \int_F \omega_F^n$ be the volume of the fibre $F$ (which is independent of $b$). If $s^i$ denotes the $i^{th}$ coordinate of $s$, we define the base-like component $s_B$ at $b$ by

$$s^i_B = \frac{\int_F s^i \omega_F^m}{\text{Vol}(F)}.$$  

This gives a well-defined section $s_B$ of $E$. For in another trivialisation, $s$ is represented by $\hat{s} : \pi^{-1}(U) \to \mathbb{C}^r$, say, where

$$\hat{s}^i = \sum_j \psi^i_j s^j,$$

for some functions $\psi^i_j : U \to \mathbb{C}$. Since $\psi^i_j$ does not depend on the point in $F$,

$$\int_F \hat{s}^i \omega_F^m = \sum_j \psi^i_j \int_F s^j \omega_F^m = \sum_j \psi^i_j s^j_B,$$

showing $s_B$ is well-defined. We let $s_F = s - \pi^*s_B$ and then this gives a smooth splitting which we denote

$$\Gamma(X, \pi^*E) = \Gamma_0(X, \pi^*E) \oplus \pi^*\Gamma(B, E).$$
We will refer to the elements in $\Gamma_0(\pi^*E)$ as vertical and to the elements in $\pi^*\Gamma(B,E)$ as basic.

Since the Laplacian is a crucial operator for us, one particular instance where we will use the decomposition $TX = \mathcal{V} \oplus \mathcal{H}$ is for the contraction $\Lambda_k = \Lambda_{\omega_k}$ on 2-forms, where $\omega_k = \omega_X + k\pi^*\omega_B$, $k \in \mathbb{N}^*$. The above decomposition implies that we have a similar splitting

$$\Lambda^2 TX^* = \Lambda^2 \mathcal{H}^* \oplus \Lambda^1 \mathcal{V}^* \wedge \Lambda^1 \mathcal{H}^* \oplus \Lambda^2 \mathcal{V}^*.$$  \hspace{1cm} (8)

For a given 2-form $\alpha$ on $X$, we denote by $\alpha_{\mathcal{V}}$ (resp. $\alpha_{\mathcal{H}}$) its purely vertical (resp. horizontal) component in this decomposition.

Being non-degenerate on $\mathcal{V}$, note that $\omega_{\mathcal{V}}$ defines a vertical contraction operator $\Lambda_{\mathcal{V}} : \Omega^{1,1}(X, \pi^*G) \to \Gamma(X, \pi^*G)$ for the pullback of any bundle $G$ from $B$. This is only non-zero on the vertical component in the splitting (8). Similarly, $\pi^*\omega_B$ defines a metric on the horizontal contraction operator

$$\Lambda_{\mathcal{H}} : \Omega^{1,1}(X, \pi^*G) \to \Gamma(X, \pi^*G).$$

Note that if $\alpha = \pi^*\beta$ is the pullback of $\beta \in \Omega^{1,1}(B, G)$, then $\Lambda_{\mathcal{H}}\alpha = \pi^*\Lambda_{\omega_B}(\beta)$. However, even though $\Lambda_{\mathcal{H}}$ is non-zero only on the horizontal component of $\Omega^{1,1}(X)$, its image is not contained in the horizontal subspace $\pi^*\Gamma(B, G)$ of $\Gamma(X, \pi^*G)$. Finally, note also that as $\omega_B$ gives an inner product on $\mathcal{H}$, it induces an inner product $\langle \cdot, \cdot \rangle_{\omega_B}$ on $\Lambda^2 \mathcal{H}^*$. We then have the following lemma:

**Lemma 10** The contraction operator $\Lambda_k = \Lambda_{\omega_k}$ admits the following expansion, for $\alpha \in \Omega^{1,1}(X)$:

$$\Lambda_k \alpha = \Lambda_{\mathcal{V}} \alpha_{\mathcal{V}} + k^{-1} \Lambda_{\mathcal{H}} \alpha_{\mathcal{H}} - k^{-2} \langle \alpha_{\mathcal{H}}, \omega_{\mathcal{H}} \rangle_{\omega_B} + O(k^{-3}),$$  \hspace{1cm} (9)

where $\omega_{\mathcal{V}} = (\omega_X)_{\mathcal{V}}$ and $\omega_{\mathcal{H}} = (\omega_X)_{\mathcal{H}}$ denotes the vertical and horizontal components of $\omega_X$, respectively.

**Proof** Note that $\omega_X$ has no mixed terms with respect to the decomposition induced by itself. The lemma now follows from a direct computation using the orthogonal decomposition of $TX$ induced by $\omega_X$, noting that

$$\Lambda_k(\alpha) \omega_k^{m+n} = \binom{m+n}{n} \Lambda_{\omega_k}(\alpha) \omega_{\mathcal{V}}^{m} \wedge (k\omega_B + \omega_{\mathcal{H}})^n$$

and

$$\alpha \wedge \omega_k^{m+n-1} = \binom{m+n-1}{n} \alpha_{\mathcal{V}} \wedge \omega_{\mathcal{V}}^{m-1} \wedge (k\omega_B + \omega_{\mathcal{H}})^n$$

$$+ \binom{m+n-1}{n-1} \omega_{\mathcal{V}}^{m} \wedge \alpha_{\mathcal{H}} \wedge (k\omega_B + \omega_{\mathcal{H}})^{n-1}$$

$$= \frac{1}{m} \binom{m+n-1}{n} \Lambda_{\mathcal{V}}(\alpha_{\mathcal{V}}) \omega_{\mathcal{V}}^{m} \wedge (k\omega_B + \omega_{\mathcal{H}})^n$$

$$+ k^{-1} \frac{1}{n} \binom{m+n-1}{n-1} \Lambda_{\omega_B + k^{-1}\omega_{\mathcal{H}}}(\alpha_{\mathcal{H}}) \omega_{\mathcal{V}}^{m} \wedge (k\omega_B + \omega_{\mathcal{H}})^n.$$  \hspace{1cm} 

To obtain the $k^{-2}$ term, one uses the identity

$$\langle \alpha, \beta \rangle_{\omega_B} \omega_B^n = (\Lambda_{\omega_B} \alpha \Lambda_{\omega_B} \beta) \omega_B^n - n(n-1)\alpha \wedge \beta \wedge \omega_B^{n-2},$$  \hspace{1cm} (10)

see e.g. [26, Lemma 4.7].

\[\square\]
Remark 6 Note that this expansion does not see mixed terms. Moreover, there is a vertical term to leading order only, and the horizontal terms only appear to order $k^{-1}$ and below.

We end this section with an important Lemma for the perturbation problem we are considering. To not obtain new obstructions arising in the linear theory when trying to solve the HYM equation on the total space $X$, it is crucial that $\pi^*E$ remains simple if $E$ is. This is established below.

**Lemma 11** Let $\pi : X \to B$ be a holomorphic submersion with connected fibres and $E \to B$ a simple bundle. Then $\pi^*E \to X$ is simple.

**Proof** Suppose $s \in H^0(X, \text{End} \pi^*E)$. Then, for any $b \in B$, $sb = s|_{X_b}$ is an element of $H^0(X_b, \text{End} \pi^*E_b)$. But $\text{End} \pi^*E_b$ is trivial bundle, so $sb$ is a holomorphic map from a compact manifold to a vector space – hence is constant. Thus in the decomposition $s = s_B + s_F$, the vertical component $s_F$ vanishes, and so $s$ is pulled back from $B$. Since $B$ is simple, $s = s_B$ then has to be a multiple of the identity. \[\square\]

**Remark 7** A direct adaptation of Lemma 11 shows that if $\mathcal{G}_1$ and $\mathcal{G}_2$ are two holomorphic vector bundles on $B$ with $H^0(B, \mathcal{G}_1^* \otimes \mathcal{G}_2) = 0$, then $H^0(X, \pi^*\mathcal{G}_1^* \otimes \pi^*\mathcal{G}_2) = 0$. This implies in particular that $\pi^*\mathcal{G}_1$ is not isomorphic to $\pi^*\mathcal{G}_2$ if $\mathcal{G}_1$ and $\mathcal{G}_2$ are not isomorphic and stable of the same slope, a fact that will be used later on.

### 3 Slope stability and adiabatic classes

In this section, we calculate slope formulae with respect to adiabatic classes on holomorphic submersions with connected fibres. In particular, we obtain criteria implying unstability or strict semistability for the pullback of a non-stable bundle for adiabatic classes. As before, $\pi : (X, H) \to (B, L)$ is a holomorphic submersion of polarised Kähler manifolds, with connected fibres.

#### 3.1 Adiabatic slopes

For a given torsion-free coherent sheaf $\mathcal{E}$ on $X$, we denote by $\mu_k(\mathcal{E})$ the slope of $\mathcal{E}$ with respect to $L_k := H + k\pi^*L$. That is

$$\mu_k(\mathcal{E}) = \frac{c_1(\mathcal{E}) \cdot c_1(L_k)^{n+m-1}}{\text{rank}(\mathcal{E})},$$

where we recall that $\dim_B B = n$ and $\dim_C X = m + n$. Note that we are suppressing the pullback in the notation above. For dimensional reasons, $\mu_k(\mathcal{E})$ is a polynomial of degree $n$ in $k$. Define, for all $i \in \{0, \ldots, n\}$, the following rational numbers $v_i(\mathcal{E})$ by:

$$\mu_k(\mathcal{E}) = \sum_{i=0}^{n} k^{n-i} v_i(\mathcal{E}). \quad (11)$$

When we consider a pullback sheaf $\pi^*\mathcal{E}$ from $B$, for simplicity, we will still denote by $(v_i(\mathcal{E}))_{i=0 \ldots n}$ the rational numbers in the expansion of $\mu_k(\pi^*\mathcal{E})$. In that case, $v_0(\mathcal{E}) = 0$, and the rational numbers $(v_i(\mathcal{E}))_{i=1 \ldots n}$ can be computed from intersection numbers on the base.

Setting

$$\Theta := (m+1) \int_{X_b} \omega_{\mathcal{F}} \wedge \omega X^m = \pi_* \left( c_1(H)^{m+1} \right) \in H^{1,1}(B, \mathbb{C}) \cap H^2(B, \mathbb{R}), \quad (12)$$
a direct computation shows:

**Lemma 12** Let $\mathcal{E}$ be a coherent torsion-free sheaf on $B$. Then, for $k \gg 0$, one has

$$\mu_k(\pi^* \mathcal{E}) = v_1(\mathcal{E})k^{n-1} + v_2(\mathcal{E})k^{n-2} + O(k^{n-3})$$

where

$$v_1(\mathcal{E}) = \left(\frac{m+n-1}{n-1}\right)c_1(H_b)^m \cdot \mu_L(\mathcal{E})$$

$$v_2(\mathcal{E}) = \left(\frac{n+m-1}{n-2}\right)\frac{\Theta \cdot c_1(\mathcal{E}) \cdot c_1(L)^{n-2}}{\text{rank}(\mathcal{E})},$$

and $c_1(H_b)^m$ is the volume for any fibre $X_b$ of $\pi$ with respect to $H_b = H|_{X_b}$.

**Proof** We have that

$$\mu_k(\pi^* \mathcal{E}) = \frac{\mu_k(\mathcal{E}) \cdot (kc_1(L) + c_1(H))^{n+m-1}}{\text{rank}(\mathcal{E})},$$

$$= \left(\frac{n+m-1}{n-1}\right)\frac{c_1(\mathcal{E})c_1(L)^{n-1}c_1(H)^m}{\text{rank}(\mathcal{E})}k^{n-1}$$

$$+ \left(\frac{n+m-1}{n-2}\right)\frac{c_1(\mathcal{E})c_1(L)^{n-2}c_1(H)^{m+1}}{\text{rank}(\mathcal{E})}k^{n-2} + O(k^{n-3}),$$

where we have used that the wedge product of more than $n$ pulled back classes from $B$ vanishes. The result now follows by noting that

$$c_1(\mathcal{E})c_1(L)^{n-2}c_1(H)^{m+1} = \int_B c_1(\mathcal{E}) \wedge \omega_B^{n-2} \wedge (m + 1) \int_{X_b} \omega_{\mathcal{H}} \wedge \omega_X^n,$$

and that the volume of $X_b$ is independent of $b \in B$ for basic topological reasons.

We introduce now a comparison notion for adiabatic slopes:

**Definition 4** Let $\mathcal{E}$ and $\mathcal{E}'$ be two coherent torsion-free sheaves on $X$. We will say that the adiabatic slope of $\mathcal{E}$ is greater than the adiabatic slope of $\mathcal{E}'$ (with respect to $L_k$), denoted $\mu_\infty(\mathcal{E}) > \mu_\infty(\mathcal{E}')$, if the leading order term in the $k$-expansion of $\mu_k(\mathcal{E}) - \mu_k(\mathcal{E}')$ is positive. If $\mu_k(\mathcal{E}) = \mu_k(\mathcal{E}')$ for all $k$, which we denote $\mu_\infty(\mathcal{E}) = \mu_\infty(\mathcal{E}')$, we will say that the adiabatic slopes are equal. Finally, we say the adiabatic slope of $\mathcal{E}$ is at least that of $\mathcal{E}'$ if the adiabatic slope of $\mathcal{E}$ is either greater than or equal to that of $\mathcal{E}'$. We denote this $\mu_\infty(\mathcal{E}) \geq \mu_\infty(\mathcal{E}')$.

**Remark 8** In Definition 4, when $\mathcal{E}$ is pulled back from $B$, we will use the notation $\mu_\infty(\mathcal{E})$ to refer to its adiabatic slope. In this case, following the proof of Lemma 12, $\mu_\infty(\mathcal{E})$ only depends on intersection numbers computed on $B$.

We finish this section with some results that will turn useful when considering pullbacks of semistable sheaves. The proof of the following follows from the additivity of the first Chern class:

**Lemma 13** For any subsheaf $\mathcal{F} \subseteq \mathcal{E}$ and for any $k$:

$$\text{rank}(\mathcal{F})\mu_k(\mathcal{F}) + (\mu_k(\mathcal{E})/\mu_k(\mathcal{F})) = \text{rank}(\mathcal{E})\mu_k(\mathcal{E}).$$

Equivalently, for all $i$, we have

$$\text{rank}(\mathcal{F})v_i(\mathcal{F}) + (\mu_k(\mathcal{E})/\mu_k(\mathcal{F}))v_i(\mathcal{E}) = \text{rank}(\mathcal{E})v_i(\mathcal{E}).$$
As a corollary, one obtains

**Corollary 14** Consider an extension of torsion-free coherent sheaves on $B$:

$$0 \to \mathcal{F} \to \mathcal{E} \to \mathcal{G} \to 0.$$ 

Then the following statements are equivalent:

(i) $\mu_k(\mathcal{F}) \leq \mu_k(\mathcal{E})$,

(ii) $\mu_k(\mathcal{F}) \leq \mu_k(\mathcal{G})$,

(iii) $\mu_k(\mathcal{E}) \leq \mu_k(\mathcal{G})$.

The same equivalences hold when replacing $\mu_k$ by any $\nu_i$ or by $\mu_\infty$, and for equalities and strict inequalities as well.

### 3.2 Adiabatic Unstability

We immediately get one of the main results of this section.

**Proposition 15** Let $\mathcal{E}$ be a torsion-free coherent sheaf on $B$. If $\mathcal{E}$ is strictly unstable with respect to $L$, then $\pi^* \mathcal{E}$ is strictly unstable on $X$ with respect to adiabatic polarisations $L_k$, for $k \gg 0$.

**Proof** Since by Lemma 12 the leading order term of $\mu_k(\pi^* \mathcal{E})$ is the slope on the base, the pullback $\pi^* \mathcal{F}$ of any strictly destabilising subsheaf $\mathcal{F}$ of $\mathcal{E}$ will strictly destabilise $\pi^* \mathcal{E}$ when $k \gg 0$. $\square$

We turn now to the study of pullbacks of semistable torsion-free coherent sheaves. Let $\mathcal{E}$ be such a sheaf on $B$ and let $0 = \mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_l = \mathcal{E}$ be a Jordan–Hölder filtration for $\mathcal{E}$. Denote by $G_i = \mathcal{F}_i/\mathcal{F}_{i-1}$, $i = 1 \ldots l$, the stable components of its graded object $Gr(\mathcal{E})$. For any $I \subset \{1, \ldots, l\}$, introduce the torsion-free coherent sheaf on $B$:

$$G_I := \bigoplus_{i \in I} G_i. \quad (13)$$

We will be interested in subsheaves of $\pi^* \mathcal{E}$ coming from the graded object. We thus introduce $\mathbb{I}(\mathcal{E})$ to be the collection of non-empty sets of indices $I = \{i_1, \ldots, i_{l'}\} \subset \{1, \ldots, l\}$ such that there is a nested sequence of coherent sheaves

$$0 = \mathcal{E}_{i_0} \subset \mathcal{E}_{i_1} \subset \cdots \subset \mathcal{E}_{i_{l'}} \subset \mathcal{E} \quad (14)$$

with $\mathcal{E}_{i_j}/\mathcal{E}_{i_{j-1}} = G_{i_j}$ for all $j = 1 \ldots l'$. In that setting, we will denote $\mathcal{E}_I := \mathcal{E}_{i_{l'}}$.

**Remark 9** Note that $\mathcal{E}_I$ is not uniquely determined by $I$ (for example, two different extensions $0 \to \mathcal{G}_1 \to \mathcal{E}^i \to \mathcal{G}_2 \to 0$, $i = 1, 2$, could be direct summands of $\mathcal{E}$). However its rank, as well as the quantities $\nu_i(\mathcal{E}_I)$ and $\mu_k(\pi^* \mathcal{E}_I)$ only depend on $I$. Indeed, iterating Lemma 13, we see that $\mu_k(\pi^* \mathcal{E}_I) = \mu_k(\pi^* G_I)$ for all $k \geq 1$, while $\text{rank}(\mathcal{E}_I) = \text{rank}(G_I)$ follows by definition. As our arguments will only rely on the rank and the slopes of $\mathcal{E}_I$, and not $\mathcal{E}_I$ itself, for any $I \in \mathbb{I}(\mathcal{E})$ we can choose any sheaf $\mathcal{E}_I$ that fits in a sequence as in (14).

**Proposition 16** Let $\mathcal{E}$ be a semistable torsion-free coherent sheaf on $(B, L)$. Assume that there is $I \in \mathbb{I}(\mathcal{E})$ such that $\mu_\infty(G_I) > \mu_\infty(\mathcal{E})$. Then $\pi^* \mathcal{E}$ is unstable on $X$ with respect to adiabatic polarisations $L_k$, for $k \gg 0$. 

Springer
**Proof** Let \( I \in \mathbb{I}(\mathcal{E}) \) such that \( \mu_\infty(\mathcal{G}_I) > \mu_\infty(\mathcal{E}) \). By assumption, we can order \( I = \{i_1, \ldots, i_{l'}\} \) such that there is a nested sequence of coherent sheaves
\[
0 = \mathcal{E}_{i_0} \subset \mathcal{E}_{i_1} \subset \cdots \subset \mathcal{E}_{i_l'} \subset \mathcal{E}
\]
with \( \mathcal{E}_{i_j}/\mathcal{E}_{i_{j-1}} = \mathcal{G}_{i_j} \) for all \( j = 1 \ldots l' \). By Remark 9, \( \mu_k(\pi^*\mathcal{E}_{i_{l'}}) = \mu_k(\pi^*\mathcal{G}_I) \). But then, for adiabatic classes, \( \pi^*\mathcal{E}_{i_{l'}} \) is a destabilising subsheaf for \( \pi^*\mathcal{E} \), hence the result. \( \Box \)

In Sect. 4, we will prove by an analytical argument that the pullback of a stable vector bundle is stable for adiabatic classes (Theorem 1 and Corollary 2). This is independent from the results in this section, and this can be used to settle the case of equality, assuming \( \mathcal{E} \) and \( \text{Gr}(\mathcal{E}) \) to be locally free.

**Proposition 17** Let \( \mathcal{E} \) be a strictly semistable locally free sheaf on \((B, L)\) such that \( \text{Gr}(\mathcal{E}) \) is locally free. Assume that for all \( I \in \mathbb{I}(\mathcal{E}), \mu_\infty(\mathcal{G}_I) = \mu_\infty(\mathcal{E}) \). Then \( \pi^*\mathcal{E} \) is strictly semistable on \( X \) with respect to adiabatic polarisations \( L_k, \) for \( k \gg 0 \).

**Proof** Note that the assumption on the subsheaves of \( \mathcal{E} \) implies that for all \( i \in \llbracket 1, l \rrbracket \), the subsheaf \( \mathcal{F}_i \) from the Jordan–Hölder filtration
\[
0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_l = \mathcal{E}
\]
satisfies \( \mu_\infty(\mathcal{F}_i) = \mu_\infty(\mathcal{E}) \). But by Lemma 13, by induction on \( i \), we deduce that for all \( i \), \( \mu_\infty(\mathcal{G}_i) = \mu_\infty(\mathcal{E}) \). Then, by Corollary 2, \( \pi^*\mathcal{G}_i \) is stable for adiabatic polarisations. As the adiabatic slopes of the direct summands of \( \pi^*\text{Gr}(\mathcal{E}) \) are equal, we deduce that it is polystable, and hence semistable, for adiabatic polarisations. As \( \pi^*\mathcal{E} \) is a small deformation of \( \pi^*\text{Gr}(\mathcal{E}) \) (see e.g. [10], or Sect. 5.1), by openness of semistability [24, Proposition 2.3.1], the result follows. \( \Box \)

In Sect. 5, we will consider the last cases for simple semistable locally free sheaves, that is when for all \( I \in \mathbb{I}(\mathcal{E}) \), we have \( \mu_\infty(\mathcal{G}_I) \leq \mu_\infty(\mathcal{E}) \). In that situation, assuming \((H1) - (H3)\), we will prove that the pullback \( \pi^*\mathcal{E} \) is semistable for adiabatic classes, with stability achieved if and only if for all \( I \in \mathbb{I}(\mathcal{E}) \), we have a strict inequality \( \mu_\infty(\mathcal{G}_I) < \mu_\infty(\mathcal{E}) \) (note that under hypothesis \((H1)\) the subsheaves \( \mathcal{E}_I \) for \( I \in \mathbb{I}(\mathcal{E}) \) correspond precisely to the subsheaves \( \mathcal{F}_i \) of the Jordan–Hölder filtration).

**Remark 10** From the algebraic point of view one could suspect that the pullbacks of the sheaves \( \mathcal{G}_I \) are the crucial subsheaves of \( \pi^*\mathcal{E} \) that will determine the slope (un)stability of \( \pi^*\mathcal{E} \) for adiabatic classes. To obtain an algebraic proof of Theorem 4 (and also Theorem 31), one needs to check that no other subsheaves of \( \pi^*\mathcal{E} \) destabilise. One also needs to establish some uniformity of the expansion of Lemma 12. In Sect. 5 we show that the pulled back subsheaves \( \pi^*\mathcal{G}_I \) indeed are the crucial ones to check stability on, but through a rather different approach via a differential-geometric argument.

### 4 Producing HYM connections in the stable case

Let \( \pi : (X, H) \to (B, L) \) be a holomorphic submersion with connected fibres, and \( E \to B \) a holomorphic vector bundle. In this section we prove Theorem 1. There are two main steps. We first construct approximate solutions to any desired order in Sect. 4.1, then show that these can be perturbed to genuine solutions when the order is sufficiently good in Sect. 4.2.
From the construction, it will be clear that the sequence of connections that we will produce satisfy the convergence property stated in Theorem 1.

We will frequently suppress pullbacks for bundles and endomorphisms from now on, so that e.g. when we speak of the bundle $E$ over $X$, we really mean $\pi^*E \to X$, and the section $\text{Id}_E$ over $X$ is really $\text{Id}_{\pi^*E}$.

4.1 The approximate solutions

When producing the approximate solutions in this section, following the strategy in [15], we will use power series expansions in negative powers of the parameter $k$ related to the adiabatic classes for sections of $\text{End}(\pi^*E)$, and related bundles. In all of Sect. 4.1, an expression of the form $\sigma(k) = O(k^{-j})$ is to be understood as holding pointwise. Convergence considerations of those expressions with respect to various Sobolev space norms will be addressed in Sect. 4.2.

Assume that $E$ is stable on $B$, with respect to $c_1(L)$. Then for any $\omega_B \in c_1(L)$, there is an hermitian metric $\tilde{h}$ on $E$ which is Hermite–Einstein, i.e. such that

$$\Lambda_{\omega_B} (iF_{\tilde{h}}) = c \text{Id}_E,$$

where $F_{\tilde{h}}$ is the curvature of $\tilde{h}$.

We then get a metric $h = \pi^*\tilde{h}$ on $\pi^*E$. Our first step in showing that we can obtain an Hermite–Einstein metric in adiabatic classes on $X$ is to show that $h$ to leading order is a solution to the Hermite–Einstein equation.

**Lemma 18** Let $\omega_k = \omega_X + k\pi^*\omega_B$ be a Kähler metric in $c_1(L^k \otimes H)$ on $X$. Let $\tilde{h}$ be an hermitian metric on $E$ and let $h = \pi^*\tilde{h}$. Then the curvature $F_h$ of the Chern connection of $h$ satisfies

$$\Lambda_{\omega_k} (iF_h) = k^{-1} \Lambda_{\omega_B} (i\pi^*F_{\tilde{h}}) + O(k^{-2}).$$

In particular, if $\tilde{h}$ is Hermite–Einstein, so is $h$ to leading order.

**Proof** From Lemma 10, the contraction operator $\Lambda_{\omega_k}$ satisfies

$$\Lambda_{\omega_k} (\alpha) = \Lambda_V (\alpha_V) + k^{-1} \Lambda_{\mathcal{H}} (\alpha_{\mathcal{H}}) + O(k^{-2}),$$

for any $(1, 1)$ form $\alpha$. So the result comes from $F_h = \pi^*F_{\tilde{h}}$, which follows by definitions of pullback and Chern connections. \qed

Next we will show that after a perturbation, this can be improved to arbitrary order. That is, for any $f$ we find $f_{j,k} \in \mathcal{O}^C(\pi^*E)$ and constants $c_{j,k}$ such that if we let $A_{j,k} = A^{f_{j,k}}$, then for all $k \gg 0$,

$$\Lambda_{\omega_k} (iF_{A_{j,k}}) = c_{j,k} \text{Id}_E + O(k^{-j-1}).$$

For this, we will need to understand the linearised operator better, and in particular how it acts on the different components in the splitting

$$\Gamma \left( X, \text{End} \pi^*E \right) = \Gamma_0 \left( X, \text{End} \pi^*E \right) \oplus \pi^*\Gamma \left( B, \text{End} E \right)$$

of sections of $\text{End} \pi^*E$. The following definition captures the leading order term of this operator.
Definition 5 Let $G \to B$ be a vector bundle of rank $r$. The vertical Laplace operator, denoted
\[ \Delta_{V, G} : \Gamma (X, \pi^*G) \to \Gamma (X, \pi^*G), \]
is the operator
\[ \Delta_{V, G} = i \Lambda_V (\partial_F \bar{\partial}_F - \bar{\partial}_F \partial_F), \]
where $d_F = \partial_F + \bar{\partial}_F$ is the flat connection along the fibres of $\pi$.

For $G = \text{End } E$ we will drop the reference to the bundle in the notation, i.e.
\[ \Delta_V = \Delta_{V, \text{End } E}. \]

Note that $\Delta_{V, G}$ vanishes on the $\Gamma (B, G)$ component of $\Gamma (X, \pi^*G)$. Next we define the operator that appears as the subleading order term.

Definition 6 Let $G \to B$ be a vector bundle of rank $r$ with an hermitian metric $\tilde{h}_G$. The horizontal Laplace operator, denoted
\[ \Delta_{H, G} : \Gamma (X, \pi^*G) \to \Gamma (X, \pi^*G), \]
is the operator
\[ \Delta_{H, G} = i \Lambda_H (\partial_A \bar{\partial}_A - \bar{\partial}_A \partial_A), \]
where $A$ is the pullback of the Chern connection of $(G, \tilde{h}_G)$ on $B$.

As with the vertical operator, when $G = \text{End } E$ we will drop the reference to the bundle in the notation, i.e.
\[ \Delta_H = \Delta_{H, \text{End } E}. \]

Note that this then equals $i \Lambda_{\omega_B} (\partial_{\text{End } E} \bar{\partial}_{\text{End } E} - \bar{\partial}_{\text{End } E} \partial_{\text{End } E})$.

Remark 11 If $s$ is pulled back from a section $\tilde{s}$ on $B$, then $\Delta_{H, G} (s)$ is the pullback of $\Delta_{\omega_B, G} (\tilde{s})$.

The linearised operator then has the following asymptotic behaviour.

Proposition 19 Let $\Delta_k$ denote the Laplace operator associated to the Chern connection of $h = \pi^*\tilde{h}$ and $\omega_k$. Then
\[ \Delta_k (s) = \Delta_V (s) + k^{-1} \Delta_H (s) + O (k^{-2}). \]

The same expansion also holds at a Chern connection on $\pi^*E \to X$ coming from a complex structure $f_k \cdot \tilde{\omega}_0$ provided $f_k = \text{Id}_E + s_k$ for some $s_k \in \Gamma (X, \text{End } \pi^*E)$ whose base component $s_{B, k}$ satisfies $s_{B, k} = O (k^{-1})$ and whose vertical component $s_{F, k}$ satisfies $s_{F, k} = O (k^{-2})$.

Proof Recall from Lemma 10 that the contraction operator $\Lambda_{\omega_k}$ expands as
\[ \Lambda_{\omega_k} (\alpha) = \Lambda_V (\alpha_V) + k^{-1} \Lambda_H (\alpha_H) + O (k^{-2}). \]

Working in local trivialisations, we see that the Chern connection of $h$ is of the form $d_A = d_F + \pi^*d_{\tilde{A}}$, where $d_F$ is the trivial connection on the fibres of $\pi$ and $\tilde{A}$ the Chern connection of $(E, \tilde{h})$. The operator $\partial_{\text{End } E} \bar{\partial}_{\text{End } E} - \bar{\partial}_{\text{End } E} \partial_{\text{End } E}$ will decompose accordingly as a sum of a purely vertical part induced by $d_F$, a purely horizontal part induced by $\pi^*d_{\tilde{A}}$, and a mixed
vertical–horizontal part induced by those two covariant derivatives. The vertical component of \( \partial_{\text{End}\,E} \partial_{\text{End}\,E} \partial_{\text{End}\,E} - \partial_{\text{End}\,E} \partial_{\text{End}\,E} \partial_{\text{End}\,E} \) will then be the fibrewise operator \( \partial_F \partial_F - \partial_F \partial_F \), and the horizontal component will be the pullback of the corresponding operator from the base. The result then immediately follows as, to the leading two orders, one does not see any mixed terms in the expansion of \( \Lambda_{\text{log}} \).

Finally, we consider the statement regarding the perturbed Chern connections. Under those perturbations, the vertical part of \( \partial_{\text{End}\,E} \partial_{\text{End}\,E} \partial_{\text{End}\,E} - \partial_{\text{End}\,E} \partial_{\text{End}\,E} \partial_{\text{End}\,E} \) only changes at order \( k^{-2} \). Also, while the horizontal part of \( \partial_{\text{End}\,E} \partial_{\text{End}\,E} \partial_{\text{End}\,E} - \partial_{\text{End}\,E} \partial_{\text{End}\,E} \partial_{\text{End}\,E} \) only changes at order \( k^{-1} \), the change in curvature is at order \( k^{-2} \), because of the term \( k^{-1} \Lambda_{\text{H}} \) when contracting this part with \( \omega_k \).

Consider the decomposition

\[
\Gamma(X, \text{End}(\pi^* E)) = \Gamma_0(X, \text{End}(\pi^* E)) \oplus \pi^* \Gamma(B, \text{End}(E)),
\]

and notice that \( \Delta_\mathcal{V} \) sends \( \Gamma_0(X, \text{End}(\pi^* E)) \) to itself. We have:

**Lemma 20** The vertical Laplacian

\[
\Delta_\mathcal{V} : \Gamma_0(X, \text{End}(\pi^* E)) \rightarrow \Gamma_0(X, \text{End}(\pi^* E))
\]

is invertible as a linear map.

**Proof** By restriction to each fibre \( X_b = \pi^{-1}(b) \), \( \Delta_\mathcal{V} \) defines a differentiable family of self-adjoint elliptic operators \( \Delta_{\mathcal{V}, b} : \Gamma_0(X_b, \text{End}(\pi^* E_b)) \rightarrow \Gamma_0(X_b, \text{End}(\pi^* E_b)) \) over \( B \) in the sense of Kodaira and Spencer [27] (be careful that the notations \( X \) and \( B \) are switched from [27] to our conventions). Denote by \( G_b \), the Green operator of \( \Delta_{\mathcal{V}, b} \) (as in [27, p. 48]). By construction, the kernel of each \( \Delta_{\mathcal{V}, b} \) is trivial, and thus by [27, Theorem 5], the associated family of Green operators \( (G_b)_{b \in B} \) is a differentiable family. In particular, for each \( \sigma \in \Gamma_0(X, \text{End}(\pi^* E)) \) the solutions \( s_b = G_b(\sigma|_{X_b}) \) to \( \Delta_{\mathcal{V}, b}s_b = \sigma|_{X_b} \) are differentiable in \( b \), meaning that there is a smooth section \( s \in \Gamma_0(X, \text{End}(\pi^* E)) \) such that \( s|_{X_b} = s_b \) satisfying \( \Delta_{\mathcal{V}}s = \sigma \).

Recall that the (co)-kernel of the Laplacian are the constant multiples of the identity if \( E \) is simple. Denote by \( \Gamma_{\text{Id}_E}^\perp(B, \text{End}(E)) \) the \( L^2 \) orthogonal complement of \( \mathbb{C} \cdot \text{Id}_E \) in \( \Gamma(B, \text{End}(E)) \) with respect to the natural inner product on sections induced by \( \omega_B \) and \( \tilde{h} \) (the same used to define the adjoint operator of \( d_A \)). Then:

**Lemma 21** Assume \( E \rightarrow B \) is simple. Then the horizontal Laplacian

\[
\Delta_{\mathcal{H}} : \Gamma_{\text{Id}_E}^\perp(B, \text{End}(E)) \rightarrow \Gamma_{\text{Id}_E}^\perp(B, \text{End}(E))
\]

is invertible.

To improve the estimate on the approximate solution to arbitrarily high order in the \( k \)-expansion, we will also need the following lemma:

**Lemma 22** Let \( s_B \in \Gamma(B, \text{End}(E)) \) and denote by \( Q_k \) the quadratic term in the Taylor expansion of the Hermite–Einstein operator, for \( \epsilon \ll 1 \):

\[
\Lambda_{\text{log}}(iF_{\text{A}}^\text{exp}(s_B)) = \Lambda_{\text{log}}(iF_A) + \epsilon \Delta_k(s_B) + \epsilon^2 Q_k(s_B, s_B) + O(\epsilon^3).
\]

Then \( Q_k(s_B, s_B) = O(k^{-1}) \).
Proof Denote by $e^{sB} \cdot E$ the holomorphic vector bundle whose underlying complex vector bundle is the same as for $E$, but with holomorphic connection $e^{-sB} \circ \overline{\nabla} \circ e^{sB}$, for $\overline{\nabla}$ the holomorphic connection of $E$. Applying Lemma 18 to $(e^{sB} \cdot E, \tilde{h})$ and $(\pi^* e^{sB} \cdot E, \pi^* \tilde{h})$, one has

$$\Lambda_{\omega_k} (i F_{A^{\exp(sB)}}) = O(k^{-1}),$$

hence the result.

We then obtain:

Proposition 23 Assume that $\tilde{h}$ is Hermite–Einstein. Then for all $j \in \mathbb{N}^+$, there exist

- gauge transformations $f_{j,k} \in G^C(\pi^* E)$,
- constants $c_{j,k},$

such that if we let $A_{j,k} = A f_{j,k}$, then for all $k \gg 0$,

$$\Lambda_{\omega_k} (i F_{A_{j,k}}) = c_{j,k} \text{Id}_E + O \left( k^{-j-1} \right).$$

Moreover, $f_{j,k}$ admits an expansion $f_{j,k} = \text{Id}_E + s_{B,j,k} + s_{F,j,k}$ with base component $s_{B,j,k} = O(k^{-1})$ and vertical component $s_{F,j,k} = O(k^{-2})$.

Proof The result follows from an inductive argument on $j \in \mathbb{N}^+$. The case $j = 1$ follows by taking $f_{1,k} = \text{Id}_E$. Then $c_{1,k} \text{Id}_E = k^{-1} \Lambda_{\omega_B} (i \pi^* F_{\tilde{h}})$, which is constant by the assumption on $\tilde{h}$, from Lemma 18. Note also that the curvature of the connections $A_{1,k} = A$ admit a Taylor expansion in inverse powers of $k$.

Assume now that the result holds up to step $j \geq 1$. That is, there are constants $c_{j,k},$ gauge transformations $f_{j,k} = \text{Id}_E + s_{B,j,k} + s_{F,j,k}$ with base component $s_{B,j,k} = O(k^{-1})$ and vertical component $s_{F,j,k} = O(k^{-2})$ such that the contracted curvature $\Lambda_{\omega_k} (i F_{A_{j,k}})$ has a Taylor expansion in inverse powers of $k$. Then, there is an element $\sigma^{j+1} \in \Gamma(X, \text{End}_H(\pi^* E, h))$ such that for $k \gg 0$, one has

$$\Lambda_{\omega_k} (i F_{A_{j,k}}) = c_{j,k} \text{Id}_E + \sigma^{j+1} k^{-j-1} + O \left( k^{-j-2} \right).$$

Note that by definition of the complex gauge group action, the curvature of any hermitian connection is always skew-hermitian, and so the error term $\sigma^{j+1}$ is an hermitian endomorphism.

Now, by Proposition 19 and Lemma 22, we have that if $s_{B,j+1} \in \pi^* \Gamma_{\text{Id}_E} (B, \text{End}_H(E, \tilde{h})), s_{F,j+1}^{B,j} \in \Gamma_0(X, \text{End}_H(\pi^* E, h))$, and if we set

$$f_{j+1,k} = f_{j,k} \exp(k^{-j} s_{B,j+1}^{j+1}) \exp(k^{-j} s_{F,j+1}^{j+1})$$

then

$$\Lambda_{\omega_k} (i F_{A_{j+1,k}}) = \Lambda_{\omega_k} (i F_{A_{j,k}}) + \left( \Delta \nabla s_{B,j+1}^{j+1} + \Delta \nabla s_{F,j+1}^{j+1} \right) k^{-j-1} + O(k^{-j-2})$$

$$= c_{j,k} \text{Id}_E + \left( \sigma^{j+1} + \Delta \nabla s_{B,j+1}^{j+1} + \Delta \nabla s_{F,j+1}^{j+1} \right) k^{-j-1} + O(k^{-j-2}),$$

for $k \gg 0$, since $j \geq 1$. Write

$$\sigma^{j+1} = \sigma^{j+1}_B + \sigma^{j+1}_F$$
with $c_{j+1} \in \mathbb{R}$, $\sigma_B^{j+1} \in \Gamma_{1d}^2(B, \text{End}_H(E, \tilde{h}))$ and $\sigma_F^{j+1} \in \Gamma_0(X, \text{End}_H(\pi^*E, h))$. By Lemmas 21 and 20, we can find $s_B^{j+1}$ that solves $\Delta_H s_B^{j+1} = -\sigma_B^{j+1}$ and $s_F^{j+1}$ that solves $\Delta_V s_F^{j+1} = -\sigma_F^{j+1}$. Note also that the changes made to produce $A_{j+1,k}$ from $A_{j,k}$ preserves having a Taylor expansion in inverse powers of $k$ and in particular, we can write

$$\Lambda_{\alpha_k}(i F_{A_{j+1,k}}) = c_{j+1,k} \text{Id}_E + \sigma^{j+2} k^{-j-2} + O\left(k^{-j-3}\right)$$

for some element $\sigma^{j+2}$ (which depends on the previously chosen $s_B^{j}$ and $s_F^{j}$). By construction, $f_{j+1,k} = \text{Id}_E + s_{B,j+1,k} + s_{F,j+1,k}$ with base component $s_{B,j+1,k} = O(k^{-1})$ and vertical component $s_{F,j+1,k} = O(k^{-2})$. The result follows. \hfill \Box

### 4.2 Perturbing to a genuine solution

We now perturb the approximate solutions constructed above to genuine solutions. The proof relies on a quantitative version of the implicit function theorem, which we now recall.

**Theorem 24** [15, Theorem 4.1], [16, Theorem 25] Let $\mathcal{R} : V \to W$ be a differentiable map of Banach spaces. Suppose the derivative $D\mathcal{R}$ at 0 is surjective with right-inverse $Q$. Let

- $\delta_1$ be the radius of the closed ball in $V$ where $\mathcal{R} - D\mathcal{R}$ is Lipschitz of constant $\frac{1}{2\|Q\|}$;
- $\delta = \frac{\delta_1}{2\|Q\|}$.

Then for all $w \in W$ such that $\|w - \mathcal{R}(0)\| < \delta$, there exists $v \in V$ such that $\mathcal{R}(v) = w$.

We now apply this to the hermitian Yang–Mills operator $\Psi_{j,k}$ given by

$$(s, \lambda) \mapsto i \Lambda_{\alpha_k} \left(F_{A_{j,k}}^{\exp(\lambda)}\right) - \lambda \text{Id}_E.$$ 

The constants are added so that the linearisation is surjective, and so we seek a zero of this map (rather than some constant multiple of the identity). For a Riemannian metric $g$ on $X$, let $L^2(g)$ denote the Sobolev space $W^{d,2}(X, g)$ of order 2 and $d$ derivatives, with respect to the metric $g$. If $g$ is Kähler with Kähler form $\omega$, we may use $L^2(\omega)$ to mean $L^2(g)$. When $d = 0$, we omit the subscript. For Sobolev spaces associated to $\pi^*E$ or $\pi^*E$, we use the metric $h$ (and the metric it induces on $\text{End} \pi^*E$) on the bundle. We will use the mean value theorem to establish the required bound on the radius of the closed ball in $V = L^2_{d+2}(\text{End}_H(\pi^*E, h), \omega_k) \times \mathbb{R}$ on which the non-linear part

$$\mathcal{N}_{j,k} = \Psi_{j,k} - D\Psi_{j,k}$$

of the HYM operator has the appropriate Lipschitz constant. Thus we will begin by establishing some bounds on $D\Psi_{j,k}$ and its right inverse. Note that this inverse is known to exist by Lemma 11.

**Proposition 25** For each $d$, there is a $C > 0$, independent of $k$ and $j$, such that the right inverse $P_{j,k}$ of the map $L^2_{d+2}(\omega_k) \times \mathbb{R} \to L^2_d(\omega_k)$ given by

$$(s, c) \mapsto \Delta_{j,k}(s) - c \text{Id}_E$$

satisfies

$$\|P_{j,k}\|_{L^2_d(\omega_k) \to L^2_{d+2}(\omega_k) \times \mathbb{R}} \leq Ck,$$

where $\| \cdot \|_{L^2_d(\omega_k) \to L^2_{d+2}(\omega_k) \times \mathbb{R}}$ is the operator norm induced from the norms on $L^2_d(\omega_k)$ and $L^2_{d+2}(\omega_k) \times \mathbb{R}$.

\[\square\] Springer
The proof follows closely the strategy of the analogous [15, Theorem 6.9]. A key step is to establish the following Poincaré inequality. Recall that $A_{j,k}$ denotes the Chern connection constructed in Proposition 23. We will use the same notation for the induced connection on $\text{End} \pi^* E$.

**Lemma 26** For each $j$ there exists a $C > 0$ such that for all $k \gg 0$ we have that for any $s \in \Gamma(X, \text{End} \pi^* E)$ whose trace is of average 0 with respect to $\omega_k$, we have

$$\|A_{j,k}s\|_{L^2(\omega_k)}^2 \geq Ck^{-1}\|s\|_{L^2(\omega_k)}^2.$$  

Note that since $\Delta_{j,k}$ is the self-adjoint operator produced from $A_{j,k}$, the lower bound in Lemma 26 is equivalent to the same lower bound for the (absolute value) of the first non-zero eigenvalue of $\Delta_{j,k}$. In particular, it implies the lower bound

$$\|\Delta_{j,k}(s)\|_{L^2(\omega_k)} \geq Ck^{-1}\|s\|_{L^2(\omega_k)}$$

for all $s$ that are $\omega_k$ orthogonal to $\text{Id}_E$ and, in turn, the upper bound

$$\|\mathcal{P}_{j,k}(s)\|_{L^2(\omega_k)} \leq Ck\|s\|_{L^2(\omega_k)}$$

in $L^2$ for any $s$ in the image of $\Delta_{j,k}$, where we have used the same notation for the inverse as an operator $L^2 \rightarrow L^2 \cap (\text{Id}_E)^{-1}$.

**Proof** In addition to the Riemannian metric $g_k$ whose Kähler form is $\omega_k$, we will use the Riemannian metric $\hat{g}_k$ which is a product of $(g_X)_V$ and $kg_B$ in the splitting $TX = V \oplus H$. The corresponding metrics on any tensor bundles induced by $g_k$ and $\hat{g}_k$ are then uniformly equivalent [15, Lemma 6.2]. In the proof, the various $C_i$ appearing are positive constants.

We first note that $A_0 = A_{k,0}$ is independent of $k$, as this is the Chern connection of the pullback of the complex structure on $E$. Moreover, $A_{j,k} = A_0 + O(k^{-1})$. With respect to the fixed metric $\hat{g}_1$, we have the Poincaré inequality

$$\|A_0\hat{s}\|_{L^2(\hat{g}_1)}^2 \geq C_1\|\hat{s}\|_{L^2(\hat{g}_1)}^2,$$

for any $\hat{s}$ whose trace has average 0 with respect to $\hat{g}_1$. Since $A_{j,k}$ is an $O(k^{-1})$ perturbation of $A_0$, we therefore have a similar inequality

$$\|A_{j,k}\hat{s}\|_{L^2(\hat{g}_1)}^2 \geq C_2\|\hat{s}\|_{L^2(\hat{g}_1)}^2,$$

for all $k \gg 0$.

We use this to get the desired inequality. Let $\gamma$ be the constant such that the trace of $s - \gamma \text{Id}_E$ has average 0 on $X$ with respect to $\hat{g}_1$. One has

$$\|A_{j,k}s\|_{L^2(g_k)}^2 \geq C_3\|A_{j,k}s\|_{L^2(\hat{g}_k)}^2$$

$$= C_3\|A_{j,k}(s - \gamma \text{Id}_E)\|_{L^2(\hat{g}_k)}^2$$

$$\geq C_3k^{-1}\|A_{j,k}(s - \gamma \text{Id}_E)\|_{L^2(\hat{g}_1)}^2,$$

using the uniform equivalence of $g_k$ and $\hat{g}_k$, together with the pointwise estimate $|\sigma|_{\hat{g}_k}^2 \geq k^{-1}|\sigma|_{\hat{g}_1}^2$ on sections $\sigma$ of $\text{End} E \otimes \Lambda^1(X)$ and the equality $\text{Vol}(\hat{g}_k) = k^n\text{Vol}(\hat{g}_1)$ for the volume forms.

By our choice of $\gamma$, we can combine this with the inequality (17), and we get that

$$\|A_{j,k}s\|_{L^2(g_k)}^2 \geq C_4k^{-1}\|s - \gamma \text{Id}_E\|_{L^2(\hat{g}_1)}^2.$$
Returning to the original metric $g_k$ by reversing the initial argument above (noting that the pointwise metrics now are independent of $k$ as we have sections of $\text{End} E$, rather than $\text{End} E \otimes \Lambda^1(X)$), we then get that

$$
\|A_{j,k}\|_{L^2(g_k)}^2 \geq C_4 k^{-1} \|s - \gamma \text{Id}_E\|_{L^2(\tilde{\omega})}^2 \\
\geq C_6 k^{-1} \|s - \gamma \text{Id}_E\|_{L^2(\tilde{\omega})}^2 \\
\geq C_6 k^{-1} \|s\|_{L^2(\tilde{\omega})}^2,
$$

where the last line follows because the trace of $s$ has average 0 on $X$ with respect to $g_k$, and so $\|s - \gamma \text{Id}_E\|_{L^2(g_k)}^2 = \|s\|_{L^2(\tilde{\omega})}^2 + \|\gamma \text{Id}_E\|_{L^2(g_k)}^2$.

\[\square\]

The second key element to proving Proposition 25 is the following Schauder estimate, which is uniform in the parameter $k$. This is analogous to [15, Lemma 5.9].

**Proposition 27** There exists a $C > 0$, independent of $k$, such that

$$
\|\sigma\|_{L^2_{d+2}(X, \text{End} \pi^*E)} \leq C \left( \|\sigma\|_{L^2(X, \text{End} \pi^*E)} + \|\Delta_{j,k}(\sigma)\|_{L^2_{d}(X, \text{End} \pi^*E)} \right).
$$

(18)

We first show an analogue of the above locally on $B$. For an open set $U$ in $B$, we will use the shorthand notation $L^2_d(U) = L^2_d(\pi^{-1}(U), \text{End} \pi^*(E))$ for the $L^2_d$ Sobolev space over $U$, with respect to the Hermitian metric $h$ on $\text{End} \pi^*E$ and the Kähler metric $\omega_k$ on $X$. If $\tilde{\omega}$ is another Kähler metric on $\pi^{-1}(U)$, we will use $L^2_d(U, \tilde{\omega})$ to denote the corresponding Sobolev space where we have replaced $\omega_k$ with $\tilde{\omega}$.

**Lemma 28** Fix a point $b \in B$ and a coordinate system $U$ centered at $b$. Then for every sufficiently small coordinate disk $D_{2r} \subset U$ of radius $2r$, there exists a constant $C > 0$ (that depends on $b$, the coordinates chosen, $r$ and $d$, but not $k$), such that for all $\sigma \in L^2_{d+2}(D_{2r})$

$$
\|\sigma\|_{L^2_{d+2}(D_{2r})} \leq C \left( \|\sigma\|_{L^2(D_{2r})} + \|\Delta_{j,k}(\sigma)\|_{L^2_{d}(D_{2r})} + k^{-1}\|\sigma\|_{L^2_{d+2}(D_{2r})} \right).
$$

(19)

for all $k \gg 0$.

**Proof** We will first establish the bound for the operator

$$
\Delta_k = \Delta_Y(s) + k^{-1}\Delta_Y(t),
$$

which by Proposition 19 captures the leading order asymptotic expansion of the linearised operator when $j = 0$. More precisely, we begin by showing that there is a $C > 0$ which is independent of $k$ such that

$$
\|\sigma\|_{L^2_{d+2}(D_{2r})} \leq C \left( \|\sigma\|_{L^2(D_{2r})} + \|\Delta_k(\sigma)\|_{L^2_{d}(D_{2r})} + k^{-1}\|\sigma\|_{L^2_{d+2}(D_{2r})} \right).
$$

(20)

Note that in the smooth category, the fibration is locally a product $F \times D_{2r}$. Moreover, it suffices to establish the estimate in Sobolev spaces defined for a metric that is a product $\tilde{\omega}_k = \omega_F + k\omega_B$, since if the radius $r$ is chosen sufficiently small, then the actual metric $\omega_k$ is uniformly equivalent to such a metric, with constant of uniformity independent of $k$ [15, Section 5.3]. Using this metric allows for a separation of variables argument to establish the estimate.

We will present the argument for $d = 0$—the argument for higher values of $d$ is exactly the same, only with more notation. Note that with respect to the product metric $\tilde{\omega}_k$, the $C^2$-semi-norm $|d^2\sigma|_{\tilde{\omega}_k}$ with respect to $\tilde{\omega}_k$ pointwise splits orthogonally as

$$
|d^2\sigma|_{\tilde{\omega}_k}^2 = |d_Y\sigma|_{\omega_k}^2 + |d_{\gamma\gamma}\sigma|_{\omega_k}^2 + |d_Yd_\gamma\sigma|_{\omega_k}^2.
$$
where \(|d^2_T \sigma|_{\tilde{\omega}_k}\) denotes differentiating just in the fibre direction, \(|d^2_T \sigma|_{\tilde{\omega}_k}\) denotes differentiating just in the base direction, and \(|d_V d_T \sigma|_{\tilde{\omega}_k}\) denotes differentiating exactly once in each of the fibre and base directions. Moreover, since \(\tilde{\omega}_k\) scales the base direction by \(k\),

\[
|d^2_T \sigma|_{\tilde{\omega}_k} = k^{-2} |d^2_T \sigma|_{\tilde{\omega}_j},
\]

\[
|d_V d_T \sigma|_{\tilde{\omega}_k} = k^{-1} |d_V d_T \sigma|_{\tilde{\omega}_i}.
\]

Now, \(\Delta_V\) restricted to a fibre is elliptic on that fibre. Thus for each \(b \in U\), we get the estimate

\[
\left( \int_{F \times \{b\}} |d^2_V \sigma|^2_{\tilde{\omega}_b} m_F \right)^{1/2} \leq C \left( \|\sigma\|_{L^2(F \times \{b\}, \omega_F)} + \|\Delta_V \sigma\|_{L^2(F \times \{b\}, \omega_F)} \right),
\]

(21)

where \(C\) a priori depends on \(b\). Now, seen as an operator on \(F\) for each \(b \in U\), \(\Delta_V\) is a smoothly varying elliptic operator with \(b\). Moreover, \(D_r\) is relatively compact in \(U\). In particular, the constants of ellipticity of the \(\Delta_V\) can be uniformly bounded from above and below on the whole of \(D_r\). On a fixed compact manifold with a fixed metric, the Schauder estimates only depend on the constants of ellipticity and the norm of the coefficients of the operator, and so the above implies that we can choose a \(C > 0\) so that (21) holds uniformly for all \(b \in D_r\). Integrating over the base, we therefore get that

\[
\left( \int_{\pi^{-1}(D_r)} |d^2_V \sigma|^2_{\tilde{\omega}_b} \tilde{\omega}_b^{m+n} \right)^{1/2} \leq C \left( \|\sigma\|_{L^2(D_r, \tilde{\omega}_b)} + \|\Delta_V \sigma\|_{L^2(D_r, \tilde{\omega}_b)} \right).
\]

Here we used that since the metric is a product, \(\tilde{\omega}_b^{m+n} = (m+n)^k \omega_r^{m_i} \wedge \omega_r^{n_j}\). Also, in a completely analogous way, we have a splitting \(|d \sigma|^2_{\tilde{\omega}_b} = |d_V \sigma|^2_{\tilde{\omega}_b} + |d_T \sigma|^2_{\tilde{\omega}_b}\) of the pointwise \(C^1\) semi-norm, and we have the bound

\[
\left( \int_{\pi^{-1}(D_r)} |d_V \sigma|^2_{\tilde{\omega}_b} \tilde{\omega}_b^{m+n} \right)^{1/2} \leq C \left( \|\sigma\|_{L^2(D_r, \tilde{\omega}_b)} + \|\Delta_V \sigma\|_{L^2(D_r, \tilde{\omega}_b)} \right).
\]

Next, we consider the purely horizontal term. First note that because the operator \(\Delta_T\) is elliptic on \(U\), we get from the usual local Schauder estimates that there is a \(C > 0\) such that for each \(x \in F\),

\[
\|\sigma\|_{L^2_2(x) \times D_r, \omega_B} \leq C \left( \|\sigma\|_{L^2_2(x) \times D_{2r}, \omega_B} + \|\Delta_T(\sigma)\|_{L^2_2(x) \times D_{2r}, \omega_B} \right).
\]

Here \(C > 0\) is independent of \(x\), since \(\Delta_T\) is the contraction with respect to \(\omega_B\) of the pullback of the Chern connection of \(End\ E\) on \(B\), which does not depend on \(x\). In particular, using the scaling properties of the horizontal pointwise \(C^2\) semi-norm with respect to \(\tilde{\omega}_b\), we get that

\[
\left( \int_{\pi^{-1}(D_r)} |d^2_T \sigma|^2_{\tilde{\omega}_b} \tilde{\omega}_b^{m+n} \right)^{1/2} \leq Ck^{-2} \left( \|\sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} + \|\Delta_T \sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} \right)
\]

\[
\leq Ck^{-2} \left( \|\sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} + \|k^{-1} \Delta_T \sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} \right).
\]

Similarly, since the horizontal \(C^1\) semi-norm scales like \(k^{-1}\), we get that

\[
\left( \int_{\pi^{-1}(D_r)} |d_T \sigma|^2_{\tilde{\omega}_b} \tilde{\omega}_b^{m+n} \right)^{1/2} \leq Ck^{-1} \left( \|\sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} + \|\Delta_T \sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} \right)
\]

\[
\leq C \left( \|\sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} + \|k^{-1} \Delta_T \sigma\|_{L^2_2(D_{2r}, \tilde{\omega}_b)} \right).
\]
At this point we have established the bound (20) for the $C^1$ part of the norm as well as the purely vertical and purely horizontal components of the $C^2$-norm. It remains to establish the bound for the mixed part. Now, since $\tilde{\Delta}_1 = \Delta_V + \Delta_H$ is elliptic on $U$, there is a $C > 0$ such that

$$\left( \int_{\pi^{-1}(D_r)} |d_V d_H \sigma |^2_{\tilde{\omega}_1^m + n} \right)^{\frac{1}{2}} \leq C \left( \| \sigma \|_{L^2(D_{2r}, \tilde{\omega}_1)} + \| \Delta_1 \sigma \|_{L^2(D_{2r}, \tilde{\omega}_1)} \right),$$

which from the way $|d_V d_H |_{\tilde{\omega}_1}$ scales with $k$ immediately gives that

$$\left( \int_{\pi^{-1}(D_r)} |d_V d_H \sigma |^2_{\tilde{\omega}_k^m + n} \right)^{\frac{1}{2}} \leq C k^{-1} \left( \| \sigma \|_{L^2(D_{2r}, \tilde{\omega}_k)} + \| \Delta_1 \sigma \|_{L^2(D_{2r}, \tilde{\omega}_k)} \right).$$

Now, for $k \geq 1$, we then get that

$$\| \Delta k \sigma \|^2_{L^2(D_{2r}, \tilde{\omega}_k)} - \| k^{-1} \Delta_1 \sigma \|^2_{L^2(D_{2r}, \tilde{\omega}_k)}$$

$$= (1 - \frac{1}{k^2}) \| \Delta V(\sigma) \|^2_{L^2(D_{2r}, \tilde{\omega}_k)} - 2(\frac{1}{k^2} - \frac{1}{k}) \langle \Delta V(\sigma), \Delta_H(\sigma) \rangle_{L^2(D_{2r}, \tilde{\omega}_k)}$$

$$\geq 2(\frac{1}{k^2} - \frac{1}{k}) \| \Delta V(\sigma), \Delta_H(\sigma) \|_{L^2(D_{2r}, \tilde{\omega}_k)}$$

$$\geq -2 \left( \frac{1}{k} - \frac{1}{k^2} \right) \| \Delta V(\sigma) \|_{L^2(D_{2r}, \tilde{\omega}_k)} \| \Delta_H(\sigma) \|_{L^2(D_{2r}, \tilde{\omega}_k)},$$

where in the last line, we used the Cauchy–Schwarz inequality. Since $\Delta V$ and $\Delta_H$ are bounded operators, we obtain from this that

$$\| k^{-1} \Delta_1 \sigma \|^2_{L^2(D_{2r}, \tilde{\omega}_k)} \leq \| \Delta k \sigma \|^2_{L^2(D_{2r}, \tilde{\omega}_k)} + C' k^{-1} \| \sigma \|^2_{L^2(D_{2r}, \tilde{\omega}_k)},$$

for some $C' > 0$ that is independent of $k$. Thus we have shown that there is a $C > 0$ such that

$$\left( \int_{\pi^{-1}(D_r)} |d_V d_H \sigma |^2_{\tilde{\omega}_k^m + n} \right)^{\frac{1}{2}} \leq C \left( \| \sigma \|_{L^2(D_{2r}, \tilde{\omega}_k)} + \| \Delta k \sigma \|_{L^2(D_{2r}, \tilde{\omega}_k)} + k^{-1} \| \sigma \|^2_{L^2(D_{2r}, \tilde{\omega}_k)} \right).$$

The estimate (20) the semi-norm estimates above.

Finally, to obtain the inequality (19) from (20), we note that

$$\| (\Delta_{j,k} - \Delta_k)(\sigma) \|^2_{L^2_{d+2}(D_{2r})} \leq k^{-1} \| \sigma \|^2_{L^2_{d+2}(D_{2r})}.$$

Indeed, from Proposition 19 and the way we have perturbed $\bar{\sigma}$ to $\bar{\sigma}_{j,k}$, the vertical component and base component of $\Delta_{j,k} - \Delta_k$ is $O(k^{-1})$ and $O(k^{-2})$, with respect to fixed fibrewise and base metrics, respectively. Hence this is $O(k^{-1})$ with respect to the metric $\omega_k$. The result follows directly from this and (20).

With this in place, we are ready to prove Proposition 27.

**Proof of Proposition 27** Let $D_{2r_i}(b_j)$ be a finite collection of coordinate disks of radius $2r_i$ about points $b_i \in B$ as in Lemma 28 such that the $D_{2r_i}(b_j)$ cover $B$—here, as in Lemma 28, the radii are computed with respect to the coordinates chosen around $b$. Let $\tilde{\chi}_i$ be a partition
of unity subordinate to this cover, so that \( \chi_i = \pi^* \tilde{\chi}_i \) is a partition of unity subordinate to the cover \( \pi^{-1}(D_r(b_i)) \) of \( X \). Then for \( \sigma \in L^2_{d+2}(X, \text{End} \pi^* E) \), we have that

\[
\| \sigma \|_{L^2_{d+2}} \leq \sum_i \| \chi_i \sigma \|_{L^2_{d+2}} \leq \sum_i \| \chi_i \sigma \|_{L^2_{d+2}(D_r(b_i))} \leq C \sum_i \left( \| \chi_i \sigma \|_{L^2_{d+2}(D_r)} + \| \Delta_{j,k} (\chi_i \sigma) \|_{L^2_{d+2}(D_r)} + k^{-1} \| \chi_i \sigma \|_{L^2_{d+2}(D_r)} \right),
\]

where in the last line, we have used Eq. (19), picking \( C \) to be the maximum of the constants associated to disks \( D_r(b_i) \). Note also that by the Leibniz rule, there is a constant \( C' > 0 \) such that \( \| \chi_i \sigma \|_{L^2_{d+2}(D_r)} \leq C' \| \chi_i \sigma \|_{L^2_{d+2}(X)} \) — the constant \( C' \) depends on the \( \chi_i \) and \( d \), but not on \( \sigma \). Then for all sufficiently large \( k \) so that \( 1 - \frac{CC'}{k} \geq \frac{1}{2} \), we therefore get that

\[
\| \sigma \|_{L^2_{d+2}} \leq 2CC' \sum_i \left( \| \chi_i \sigma \|_{L^2_{d+2}(D_r)} + \| \Delta_{j,k} (\chi_i \sigma) \|_{L^2_{d+2}(D_r)} \right).
\]

Now, \( \| \chi_i \sigma \|_{L^2_{d+2}(D_r)} \leq \| \sigma \|_{L^2} \). Moreover,

\[
\| \Delta_{j,k} (\chi_i \sigma) \|_{L^2_{d+2}(D_r)} \leq \| \Delta_{j,k} (\chi_i \sigma) - \chi_i \Delta_{j,k} (\sigma) \|_{L^2_{d+2}(D_r)} + \| \chi_i \Delta_{j,k} (\sigma) \|_{L^2_{d+2}(D_r)} \leq \| \Delta_{j,k} (\chi_i \sigma) - \chi_i \Delta_{j,k} (\sigma) \|_{L^2_{d+2}(D_r)} + C' \| \Delta_{j,k} (\sigma) \|_{L^2_{d+2},}\n\]

where again the second inequality follows from Leibniz rule. The assertion now follows from the bound

\[
\| \Delta_{j,k} (\chi_i \sigma) - \chi_i \Delta_{j,k} (\sigma) \|_{L^2_{d+2}(D_r)} \leq C'' k^{-\frac{1}{2}} \| \sigma \|_{L^2_{d+2}}. \tag{22}
\]

Indeed, once such a bound is established, \( \| \sigma \|_{L^2_{d+2}} - C'' k^{-\frac{1}{2}} \| \sigma \|_{L^2_{d+2}} \geq \frac{1}{2} \| \sigma \|_{L^2_{d+2}} \) for all sufficiently large \( k \) independently of \( \sigma \), from which the bound follows immediately.

The key to establishing Eq. (22) is that the \( \chi_i \) are pulled back from the base and follows as in the work of Fine [15]. Indeed, by [15, Lemma 5.6], there exists a constant \( C_{a,l} > 0 \), depending on \( a \) and \( l \), such that for an order \( l \) tensor \( \tau \in C^a(\otimes_l T^*X) \) which is pulled from the base,

\[
\| \tau \|_{C^a(X,\omega_k)} \leq C_{a,l} k^{-\frac{1}{2}} \| \tau \|_{C^a(B,\omega_B)}. \tag{23}
\]

Now, as only terms where we differentiate the \( \chi_i \) contribute to the quantity \( \Delta_{j,k} (\chi_i \sigma) - \chi_i \Delta_{j,k} (\sigma) \) that we wish to bound, we get similarly to [15, Lemma 5.5] that there is a \( C''' > 0 \) such that

\[
\| \Delta_{j,k} (\chi_i \sigma) - \chi_i \Delta_{j,k} (\sigma) \|_{L^2_{d+2}(D_r)} \leq C''' \sum_{l=1}^{d+2} \| \nabla^l \chi_i \|_{C^0(X,\omega_k)} \| \sigma \|_{L^2_{d+2}(X,\omega_k)}.
\]

Since the sum above starts at \( l = 1 \), the bound (22) now follows from this by Eq. (23). Note that the bound depends on the \( \chi_i \), but this is allowed since these are fixed and do not depend on \( \sigma \). \( \square \)
Proof of Proposition 25} Lemma 26 gives the required bound in Proposition 25 as an operator \( L^2 \to L^2 \times \mathbb{R} \). We will now show that the required bound as an operator \( L^2(\omega_k) \to L^2(\omega_k) \times \mathbb{R} \) follows by combining this bound with the Schauder estimate of Proposition 27.

Indeed, let
\[
s = c \text{Id}_E + \tilde{s} \in \Gamma\left( X, \text{End}_H(\pi^*E, h) \right),
\]
where \( \tilde{s} \) is \( \omega_k \)-orthogonal to \( \text{Id}_E \). Then, putting \( \sigma = \mathcal{P}_{j,k}(s) \) (which is possible since by Lemma 11, \( \Delta_{j,k} \) defines an isomorphism between the \( \omega_k \)-orthogonal complements of \( \text{Id}_E \) in \( L^2_{d+2} \) and \( L^2_d \) in (18), we obtain
\[
\|\mathcal{P}_{j,k}(s)\|_{L^2_{d+2} \times \mathbb{R}} \leq |c| + \|\mathcal{P}_{j,k}(\tilde{s})\|_{L^2_d} \\
\leq C_1 \left( \|c\text{Id}_E\|_{L^2_d} + \|\mathcal{P}_{j,k}(\tilde{s})\|_{L^2_d} + \|\tilde{s}\|_{L^2_d} \right) \\
\leq C_1 \left( \|c\text{Id}_E\|_{L^2_d} + C2k\|\tilde{s}\|_{L^2_d} + \|\tilde{s}\|_{L^2_d} \right) \\
\leq Ck\|s\|_{L^2_d},
\]
which proves Proposition 25. \( \square \)

To obtain the required Lipschitz bound, we will also rely on the following, which follows similar arguments as in e.g. [15, Lemma 7.1] or [26, Lemma 8.18]. Recall that \( \mathcal{N}_{j,k} \) denotes the non-linear part of the HYM operator.

Lemma 29 There exists \( c, C > 0 \) such that for all \( k \gg 0 \), we have that if \( s_1, s_2 \in L^2_{d+2} (\text{End}(\pi^*E, h), \omega_k) \) satisfy \( \|s_i\|_{L^2_{d+2}} \leq c \), then
\[
\|\mathcal{N}_{j,k}(s_1) - \mathcal{N}_{j,k}(s_2)\|_{L^2_d} \leq C \left( \|s_1\|_{L^2_{d+2}} + \|s_2\|_{L^2_{d+2}} \right) \|s_1 - s_2\|_{L^2_{d+2}}.
\]

Proof} By the Mean Value Theorem, there is a \( t \in [0, 1] \) such that
\[
\|\mathcal{N}_{j,k}(s_1) - \mathcal{N}_{j,k}(s_2)\|_{L^2_d} \leq \|(D\mathcal{N}_{j,k})_{\text{exp}(t(s_1 - s_2))}\|_{L^2_{d+2}} \|s_1 - s_2\|_{L^2_{d+2}},
\]
where \( (D\mathcal{N}_{j,k})_{\text{exp}(t(s_1 - s_2))} \) is the linearisation of \( \mathcal{N}_{j,k} \) at \( \text{exp}(t(s_1 - s_2)) \cdot A_{j,k} \). But this is nothing but the difference of the two linear operators at \( \text{exp}(t(s_1 - s_2)) \cdot A_{j,k} \) and \( A_{j,k} \). So the estimate boils down to bounding this difference by a positive multiple of \( \|s_1\|_{L^2_{d+2}} + \|s_2\|_{L^2_{d+2}} \), which holds if the \( s_i \) have sufficiently small norm. \( \square \)

The final piece we need to invoke Theorem 24 is that the pointwise estimates we have established also hold in the appropriate Sobolev spaces. The result below follows as in [15, Lemma 5.7].

Lemma 30 Let \( A_{j,k} \) be the connection of Proposition 23. Then for any \( d \), one has
\[
\|\Lambda_{\omega_k}(iF_{A_{j,k}}) - c_{j,k}\text{Id}_E\|_{C^d} = O \left( k^{-j-1} \right)
\]
and
\[
\|\Lambda_{\omega_k}(iF_{A_{j,k}}) - c_{j,k}\text{Id}_E\|_{L^2_d} = O \left( k^{-j-\frac{1}{2}} \right).
\]

We can now prove Theorem 1.

\( \square \) Springer
Proof of Theorem 1 We wish to show that $\Psi_{j,k}$ has a root for $k \gg 0$, for a suitable choice of $j$. We first note that Lemma 29 implies that there is a constant $c > 0$ such that for all $r > 0$ sufficiently small and $k \gg 0$, we have that $N_j \sim k$ is Lipschitz of Lipschitz constant $cr$ on the ball of radius $r$. By Proposition 25, $\frac{1}{2\|P_{j,k}\|}$ is bounded below by $Ck^{-1}$ for some $C > 0$. Combining these two facts we get that there is a $C' > 0$ such that the radius $\delta_1$ on which $N_j \sim k$ satisfies

$$\delta_1 \geq C'k^{-1}.$$  

Combining this with the bound for $\|P_{j,k}\|$, we get that there is a $C'' > 0$ such that the corresponding $\delta$ from Theorem 24 satisfies

$$\delta \geq C''k^{-2}.$$

Thus we can apply Theorem 24 to find a root of $\Psi_{j,k}$ provided $\|\Psi_{j,k}(0)\| \leq C''k^{-2}$. By Lemma 30, this holds for all $k \gg 0$ if $j \geq 3$, and thus a root can be found in $L^2_{d+2}$. Elliptic regularity theory implies that the solution in fact is smooth if we choose $d$ large enough, and the result follows. Finally, Theorem 24 implies that the solutions stay sufficiently close to the approximate solutions, so that the convergence result follows from the convergence of the approximate solutions to the pullback of the initial connection.

5 The semistable case

We now consider the case when $E$ is a strictly semistable bundle on $(B, L)$. It then has a degeneration to a direct sum of stable sheaves $\text{Gr}(E)$, via a Jordan–Hölder filtration:

$$0 = \mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_\ell = E.$$  

In this section, we will assume further the following hypotheses:

(H1) the Jordan–Hölder filtration of $E$ is unique;

(H2) the stable components $G_i := \mathcal{F}_i/\mathcal{F}_{i-1}$ of $\text{Gr}(E)$ are pairwise non isomorphic;

(H3) for all $i$, $G_i$ is locally free.

The aim of this section is to prove Theorem 4, that is:

**Theorem 31** Suppose $E$ is a slope semistable vector bundle on $(B, L)$ satisfying (H1)–(H3). Assume that for all $i \in [1, \ell - 1]$, $\mu_\infty(\mathcal{F}_i) < \mu_\infty(E)$. Then for any $\omega_B \in c_1(L)$ and $\omega_X \in c_1(H)$ there are connections $A_k$ on $\pi^*E$ which are hermitian Yang–Mills with respect to $\omega_X + k\pi^*\omega_B$ for all $k \gg 0$. Moreover, there is an hermitian Yang–Mills connection $A$ on $\text{Gr}(E)$ with respect to $\omega_B$ such that $(A_k)$ converges to $\pi^*A$ in any Sobolev norm.

As in Sect. 4, we will focus on producing the solutions $A_k$, and the statement on convergence towards $\pi^*A$ will clearly follow from the construction. In the sequel, we will use the terminology asymptotically stable with respect to subbundles induced from the Jordan–Hölder filtration to mean the condition on the slope of the $\mathcal{F}_i$’s appearing in the above theorem.

We will also prove the following corollary:

**Corollary 32** Let $E$ be a semistable vector bundle on $(B, L)$ satisfying (H1)–(H3). Assume that for all $i \in [1, \ell - 1]$, one has $\mu_\infty(\mathcal{F}_i) \leq \mu_\infty(E)$ with at least one equality. Then $\pi^*E$ is strictly semistable on $X$ with respect to adiabatic polarisations $L_k$, for $k \gg 0$.  
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Before embarking on the proof, which becomes a fair bit more involved than the stable case, we explain a crucial underlying difference. The key additional input is that we will need to work with a sequence of Dolbeault operators for even the first approximate solution. Indeed, we know from [11, Theorem 6.10.13] or [28, Theorem 2] that $E$ is semistable with respect to $L$ if and only if it admits an almost Hermite–Einstein metric, i.e. for all $\varepsilon > 0$ there is an hermitian metric $\tilde{h}_\varepsilon$ on $E$ such that

$$\|\Lambda_{\omega_B}\left(\imath F_{\tilde{h}_\varepsilon}\right) - c \text{Id}_E\|_\infty < \varepsilon.$$

When $E$ is semistable, gauging back to the initial metric $\tilde{h}$, the above theorem allows us to choose a sequence $\bar{\partial}_k$ of Dolbeault operators on $E \to B$ such that the curvatures $(F_{\tilde{h},\bar{\partial}_k})$ of the associated Chern connections satisfy

$$\|\Lambda_{\omega_B}\left(\imath F_{\tilde{h},\bar{\partial}_k}\right) - c \text{Id}_E\|_\infty < Ck^{-d},$$

where $d > 0$ is a parameter that we are free to choose. After establishing some uniformity in this family, this gives that one can produce a sequence of connections on $\pi^*E \to (X, L_k)$ which are hermitian Yang–Mills to order $k^{-1}$, by combining the above estimate with Lemma 18. Thus one can achieve the first approximate solution just as in the stable case.

The next difference comes in when one wants to perturb to achieve a better order approximate solution. For this, the linearised operator, which is the Laplacian, is used. We now have a sequence of linearised operators, corresponding to the sequence of connections on $E$. The difference between the stable case and the current one is that for the former, the subleading order term was the Laplacian pulled back from $E$, while for the latter, one sees the Laplacian of the graded object $\text{Gr}(E)$ that $E$ degenerates to. This is no longer a simple bundle, and so the Laplacian has a larger cokernel.

The consequence of this is that we can no longer kill off the base error just with the complex gauge transformations we used before. To be able to deal with the remaining error, we need to also incorporate the way the complex structure changes and carefully match the rates of the change in complex structure with that of the change in polarisation on $X$. We will see that there is a crucial sign that needs to be correct, and this provides the link with the intersection numbers coming from the chosen Jordan–Hölder filtration of $E$.

Finally, a word on our hypotheses $(H1)-(H3)$. By $(H3)$, $\text{Gr}(E)$ is locally free, which allows us to see $E$ as a complex deformation of $\text{Gr}(E)$, seen as a vector bundle. We will then work with connections defined on the common underlying smooth vector bundle. Hypothesis $(H1)$, together with $(H2)$, will force this deformation to have a particularly simple form (see Lemma 33), and will become crucial in the perturbation argument to have a good control on the rates of change in the complex structure. Finally, Hypothesis $(H2)$ gives a better control on the kernel of the Laplacian of the graded object.

Remark 12 The method of perturbing the Hermite–Einstein structure on $\text{Gr}(E)$ was already used in [12]. In Leung’s work, one starts with a Gieseker stable bundle $E$. This bundle is semistable in the sense of Mumford and Takemoto, and, assuming $\text{Gr}(E)$ to be locally free, is a complex deformation of a bundle with an Hermite–Einstein metric $h$. Then, a perturbative argument shows that $h$ can be deformed to an almost Hermite–Einstein metric on $E$. The argument does not use quantitative estimates, but these are crucial in our case. For these reasons, our proofs need a finer analysis and to deal with additional technical issues.

Having explained the main new issue that we have to deal with, we now start to prove Theorem 31. We begin with explaining the additional structure we need to use on $E$ in
Sect. 5.1. Once this is done we follow the strategy of the stable case, by first constructing approximate solutions, then perturbing using the implicit function theorem. In Sect. 5.2, we produce these approximate solutions in the special case when the graded object only has two stable components. This simpler case is used to expose how to match the rates of variations of the complex structures and polarisations and where the asymptotic stability condition comes in. We then proceed to the construction of approximate solutions in full generality in Sect. 5.3, focusing on the new technical issues compared to Sect. 5.2. Finally, in Sect. 5.4 we perform the perturbation argument, and in Sect. 5.5 we give the proof of Corollary 32.

5.1 Structures on the base

We refer to [11, Section 7.2] and [10] for the deformation theory techniques that will be used. We consider the Jordan–Hölder filtration for a strictly semistable bundle $E$ (cf Sect. 2.2):

$$0 = F_0 \subset F_1 \subset \cdots \subset F_\ell = E,$$

assuming $(H1)−(H3)$. In particular, the graded object $\text{Gr}(E)$ is locally free. The bundle $E$ is then obtained by a sequence of extensions of vector bundles:

$$0 \to F_{i-1} \to F_i \to G_i \to 0,$$

$i = 1, \ldots, \ell$, with $F_0 = 0$ and $F_\ell = E$ and the graded object the direct sum bundle

$$\text{Gr}(E) = \bigoplus_{i=1}^\ell G_i,$$

which is the same underlying smooth vector bundle as $E$, but with a different holomorphic structure. Thus the Dolbeault operator $\overline{\partial}_E$ on $E$ is of the form

$$\overline{\partial}_E = \overline{\partial}_0 + \gamma$$

where $\overline{\partial}_0$ is the Dolbeault operator on $\text{Gr}(E)$ and $\gamma \in \Omega^{0,1}(B, \text{Gr}(E)^* \otimes \text{Gr}(E))$ can be written

$$\gamma = \sum_{i < j} \gamma_{ij}$$

with (possibly vanishing) $\gamma_{ij} \in \Omega^{0,1}(B, G_j^* \otimes G_i)$. The integrability condition $\overline{\partial}_E^2 = 0$ imposes the Maurer–Cartan equation

$$\overline{\partial}_0 \gamma + \gamma \wedge \gamma = 0,$$

where we will use the notation $\overline{\partial}_0$ to denote the induced operator $\overline{\partial}_{0,\text{End}(E)}$ when no confusion should arise. Note that in the matrix block decomposition induced by the splitting $\text{Gr}(E) = G_1 \oplus \cdots \oplus G_\ell$, the representation of $\gamma$ is upper-diagonal:

$$\gamma = \begin{bmatrix} 0 & \gamma_{1,2} & \cdots & \gamma_{1,\ell} \\ \vdots & \ddots & \vdots \\ \vdots & & \ddots & \gamma_{\ell-1,\ell} \\ 0 & \cdots & \cdots & 0 \end{bmatrix}.$$

Lemma 33 Hypothesis $(H1)$ together with $(H2)$ implies that for all $i \in \llbracket 1, \ell - 1 \rrbracket$, $\gamma_{i,i+1}$ is non-zero.
Proof Assume that $\gamma_{i,i+1} = 0$. Then the smooth vector bundle $G_1 \oplus \cdots \oplus G_{i-1} \oplus G_{i+1}$ endowed with the restriction of $\overline{\partial}_E$ is a holomorphic subbundle of $F_{i+1}$, denoted $F_i'$. By hypothesis $(H2)$, $F_i'$ is not isomorphic to $F_i$. But then $F_0 \subset \cdots \subset F_{i-1} \subset F_i' \subset F_{i+1} \subset \cdots \subset F_l = E$ is a different Jordan–Hölder filtration for $E$, which contradicts $(H1)$. □

Remark 13 In the other direction, if the $\gamma_{i,i+1}$ are all non-zero, the only holomorphic subbundles of $E$ build out of extensions of stable components of $\text{Gr}(E)$ are the $F_i$’s, and the Jordan–Hölder filtration of $E$ is unique.

The group $G := \text{Aut}(\text{Gr}(E))$ and its Lie algebra $\mathfrak{g}$ will play a central role. Another consequence of $(H2)$ is:

Lemma 34 The Lie algebra $\mathfrak{g}$ is given by

$$\mathfrak{g} = \bigoplus_{1 \leq j \leq \ell} \mathbb{C} \cdot \text{Id}_j$$

where $\text{Id}_j : G_j \rightarrow G_j$ is the identity.

Note that by Remark 7, the Lie algebra of $\text{Aut}(\pi^*\text{Gr}(E))$ is also isomorphic to $\mathfrak{g} = \bigoplus_{1 \leq j \leq \ell} \mathbb{C} \cdot \text{Id}_j$, where, abusing notation, $\text{Id}_j$ now denotes the identity on $\pi^*G_j$.

Proof The space of holomorphic endomorphisms of $\text{Gr}(E)$ satisfies

$$H^0(X, \text{End}(\text{Gr}(E))) = \bigoplus_{1 \leq i, j \leq \ell} H^0(X, \text{Hom}(G_i, G_j)).$$

The $G_i$ are slope stable on $(B, L)$, of the same slope $\mu_L(G_i) = \mu_L(E)$. When $i \neq j$, we therefore get that

$$H^0(X, \text{Hom}(G_i, G_j)) = H^0(X, \text{Hom}(G_j, G_i)) = 0$$

since $G_i$ is not isomorphic to $G_j$ by $(H2)$. On the other hand, when $i = j$ then

$$H^0(X, \text{End}(G_i)) \simeq \mathbb{C},$$

see e.g. [11, Proposition 5.7.11, Corollary 5.7.14]. □

By polystability, there is a product Hermite–Einstein metric $\tilde{h} = \tilde{h}_1 \oplus \cdots \oplus \tilde{h}_\ell$ on $\text{Gr}(E)$. We denote by $A_0$ the associated hermitian Yang–Mills connection, so that

$$d_{A_0} = \partial_0 + \overline{\partial}_0$$

with curvature form satisfying

$$\Lambda_{\omega_B} i F_{A_0} = c_0 \cdot \text{Id}.$$  

The following classical result will have interesting consequences. We refer to [10, Lemma 4.1 and Corollary 4.2] for a short proof relying on the Kähler-type identities [11, Section 3.2]:

$$[\Lambda_{\omega_B}, \partial_0] = i \overline{\partial}_0^*,$$

$$[\Lambda_{\omega_B}, \overline{\partial}_0] = -i \partial_0^*,$$

where the adjoint operator $*$ is induced by $\tilde{h}$ on $\text{Gr}(E)$ and $\omega_B$ on $B$. 
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Proposition 35 Any \( \sigma \in \Gamma(B, \text{End}(\text{Gr}(E))) \) that is holomorphic is parallel. That is, the equation \( \bar{\partial}_0 \sigma = 0 \) implies \( d_{\Lambda_0} \sigma = 0 \).

We will gauge fix \( \gamma \) by further imposing that
\[
\bar{\partial}_0^* \gamma = 0.
\] (28)

Note that this gauge fixing will only be used in the first step in the upcoming induction process to produce approximate solutions, and not at higher order in the \( k \)-expansions. We can now describe the automorphism group of \( E \).

Lemma 36 Under assumptions \((H1)\) and \((H2)\), \( E \) is simple.

Proof Let \( \psi \in \text{End}(E) \) and consider the composition \( \mathcal{F}_{\ell-1} \rightarrow E \xrightarrow{\psi} E \rightarrow G_{\ell} \). If it is not zero, as \( G_{\ell} \) is stable, from [24, Proposition 1.2.7], this composition must be a surjective morphism \( \mathcal{F}_{\ell-1} \rightarrow G_{\ell} \). But this is excluded by \((H2)\), so this composition vanishes. Hence \( \psi \) induces morphisms \( \mathcal{F}_{\ell-1} \rightarrow \mathcal{F}_{\ell-1} \) and \( G_\ell \rightarrow G_\ell \). By induction, as \( \mathcal{F}_{\ell-1} \) satisfies \((H1)\) and \((H2)\), the first morphism is a constant multiple of the identity. So is the latter by simplicity of \( G_\ell \). Hence, \( \psi \) reads
\[
\psi = a \text{Id}_{\ell} + \sigma,
\] for \( (a, b) \in \mathbb{C}^2 \) and \( \sigma \in \Gamma(G_\ell^* \otimes \mathcal{F}_{\ell-1}) \). Then, using
\[
\bar{\partial}_0 \psi + [\gamma, \psi] = 0,
\] we obtain
\[
\bar{\partial}_0 \sigma + (a - b) \sum_{i < \ell} \gamma_{i\ell} = 0.
\]

Applying \( \bar{\partial}_0^* \) to this last equality, using (28), we have \( \sigma \in \text{Hom}(G_\ell, \mathcal{F}_{\ell-1}) \), which by \((H2)\) again implies \( \sigma = 0 \). As by Lemma 33 the term \( \gamma_{\ell-1} \) is not zero, we conclude \( a - b = 0 \), and \( \psi = a \text{Id}_E \).

From Proposition 35, together with the identities (27), we deduce that there is a natural action of the subgroup of gauge transformations
\[
G = \text{Aut}(G_1) \times \cdots \times \text{Aut}(G_\ell) \subset \mathcal{G}^C(\text{Gr}(E))
\] (29)
on elements in
\[
\text{Def}(\text{Gr}(E)) \coloneqq \{ \beta \in \Omega^{1,0}(B, \text{Gr}(E)^* \otimes \text{Gr}(E)), \bar{\partial}_0 \beta + \beta \wedge \beta = 0, \bar{\partial}_0^* \beta = 0 \}
\] parametrising small complex deformations of \( \text{Gr}(E) \). On \( \gamma \), the action of an element \( g \in G \simeq (\mathbb{C}^*)^\ell \) of the form \( g = g_1 \text{Id}_{G_1} \times \cdots \times g_\ell \text{Id}_{G_\ell} \) is given by
\[
g^* \gamma = g^{-1} \cdot \gamma \cdot g = \sum_{i < j} g_i^{-1} g_j \gamma_{ij}.
\] (30)

Then, \( \gamma \) is gauge-conjugated to all elements of this form. In order to parameterise a family of Dolbeault operators from \( \bar{\partial}_0 \) to \( \bar{\partial}_E \), we can make a change of variables. For any \( \lambda = (\lambda_1, \ldots, \lambda_{\ell-1}) \in (\mathbb{C}^*)^{\ell-1} \) we can find \( g_\lambda \in G \) such that for all \( i = 1 \ldots \ell - 1 \), \( \lambda_i = (g_\lambda)^{-1}_i (g_\lambda)_i + 1 \). Setting
\[
\gamma_\lambda := g_\lambda^{-1} \cdot \gamma \cdot g_\lambda,
\]
the family of Dolbeault operators
\[ \overline{\partial}_\lambda := \overline{\partial}_0 + \gamma_\lambda \]
can be extended across \( \lambda = 0 \) and gives a complex family of holomorphic vector bundles \( E_\lambda \) with \( E_\lambda \) isomorphic to \( E \) for \( \lambda \neq 0 \) and isomorphic to \( \text{Gr}(E) \) for \( \lambda = 0 \). Thus we see that \( E \) can be obtained as a complex deformation of \( \text{Gr}(E) \).

For any such family of Dolbeault operators \( \lambda \mapsto \overline{\partial}_\lambda \) parametrising a complex deformation from \( \text{Gr}(E) \) to \( E \), we have a path of Chern connections \( A_\lambda \) associated to the structures \( (\tilde{h}, \overline{\partial}_\lambda) \). We will be interested in the curvature \( F_{A_\lambda} \) and its variations. Consider the unique family of (skew-hermitian) connection 1-forms \( a_\lambda \) such that \( A_\lambda = A_0 + a_\lambda \), given explicitly by
\[ a_\lambda = \gamma_\lambda - \gamma^* \lambda. \]

Recall, e.g. from [25, Section 4], that
\[ F_{A_\lambda} = F_0 + dA_0 a_\lambda + a_\lambda \wedge a_\lambda. \quad (31) \]

As in Sect. 4, we will need to control the linearisation of the operator \( \Phi_\lambda \) given by \( f \mapsto \Lambda_{\omega_B} i F_{A_\lambda} \), and in particular its kernel. Thus we introduce a compact form \( K \) of \( G \):
\[ K := \text{Aut}(G_1, \tilde{h}_1) \times \cdots \times \text{Aut}(G_\ell, \tilde{h}_\ell) \subset \mathcal{G}^C(\text{Gr}(E)), \quad (32) \]
where \( \text{Aut}(G_i, \tilde{h}_i) \) stands for the group of automorphisms of the holomorphic vector bundle \( G_i \) that preserve \( \tilde{h}_i \). We also introduce its Lie algebra
\[ \mathfrak{k} := \text{Lie}(K). \]

The hermitian endomorphisms in
\[ i\mathfrak{k} = \bigoplus_{i=1}^\ell \mathbb{R} \cdot \text{Id}_{G_i} \subset \Gamma(B, \text{End}_H(E, \tilde{h})) \]
will appear in the kernel of \( \Phi_\lambda \) at \( \lambda = 0 \). We will see that this space provides the potential obstruction to solving the HYM equation in the semistable case. We thus introduce the \( L^2 \) projection
\[ \Pi_{i\mathfrak{k}} : \Gamma(B, \text{End}_H(E, \tilde{h})) \to i\mathfrak{k} \]
\[ s_B \quad \mapsto \quad \frac{1}{\text{Vol}(B)} \sum_{i=1}^\ell \frac{1}{\text{rank}(G_i)} \left( \int_B \text{trace}_{G_i}(s_B) \omega^n_B \right) \text{Id}_{G_i} \quad (33) \]
and the induced orthogonal decomposition:
\[ \Gamma(B, \text{End}_H(E, \tilde{h})) = i\mathfrak{k} \oplus \Gamma_{i\mathfrak{k}^\perp}(B, \text{End}_H(E, \tilde{h})) \]
with respect to the pairing
\[ (s_1, s_2) \mapsto \int_B \text{trace}(s_1 \cdot s_2) \omega^n_B. \]

We now gather in the next lemma some straightforward results that will be used in the following sections to control the projection of \( \Lambda_{\omega_B} i F_{A_\lambda} \) onto \( i\mathfrak{k} \) and to remove the errors orthogonal to \( i\mathfrak{k} \) (last item follows from ellipticity and self-adjointness).

**Lemma 37** We have the following:

\[ \square \] Springer
(i) The term $d_{\lambda_0}a_{\lambda}$ is off-diagonal.
(ii) The trace of $a_{\lambda} \wedge a_2$ vanishes.
(iii) For any non-zero component $\gamma_{jj'}$ of $\gamma$, the following constant is positive:
\begin{equation}
- \int_B \text{trace}_{\gamma_j}(\Lambda_{\omega_B} i \gamma_{jj'} \wedge \gamma_{jj'}^*) \omega_B^n > 0.
\end{equation}
(iv) The term $\Lambda_{\omega_B} \left( d_{\lambda_0}a_{\lambda} \right)$ vanishes:
\begin{equation}
\Lambda_{\omega_B} \left( d_{\lambda_0}a_{\lambda} \right) = 0.
\end{equation}
(v) The following operator is invertible:
\begin{equation}
\Delta_{\omega_B,0} : \Gamma_{\ell \pm}(B, \text{End}_H(E, \tilde{h})) \to \Gamma_{\ell \pm}(B, \text{End}_H(E, \tilde{h}))
\end{equation}
where $\Delta_{\omega_B,0} := i \Lambda_{\omega_B} \left( \partial_{\lambda_0} \bar{\partial}_{\lambda_0} - \bar{\partial}_{\lambda_0} \partial_{\lambda_0} \right)$.

We return now to the holomorphic submersion with connected fibres $\pi : (X, H) \to (B, L)$. Since \((24)\) is a Jordan–Hölder filtration, $\text{Gr}(E)$ is polystable. By Corollary \(2\), each of the pullbacks $\pi^*G_i$ of the stable components of the graded object is stable for the polarisation $L_k = H \otimes L^{\otimes k}$, for $k \gg 0$. However, the expansions of the slopes $k^{-n} \mu_k(\pi^*G_i) = \sum_{j=1}^n \nu_j(G_i)k^{-j}$ (recall Sect. \(3\)) may disagree, and $\pi^*\text{Gr}(E)$ may be unstable. In particular, the results from \([10]\) describing stable deformations of polystable bundles do not apply, and we need a refined argument to understand stability of $\pi^*E$. The following will play a crucial role in our arguments:

**Definition 7** For $F$ and $E$ two torsion-free sheaves on $X$, the order of discrepancy of the adiabatic slopes of $F$ and $E$ is the leading order of the expansion $\mu_k(E) - \mu_k(F)$. Given $F_i \subset E$, the order of discrepancy of $F_i$ will refer to the order of discrepancy of the adiabatic slopes of $\pi^*E$ and $\pi^*F_i$.

The maximal order of discrepancy of $E$ is the maximal order of discrepancy among $F_i$ for $1 \leq i \leq \ell - 1$. When $E$ is itself stable on $X$, we use the convention that the maximal order of discrepancy is 1.

Using the forms $\omega_X$ and $\pi^*\omega_B$, we define a pairing on the space of sections of $\Gamma(X, \text{End}_H(\pi^*E, h))$, where $h = \pi^*\tilde{h}$:
\begin{equation}
(s_1, s_2) \mapsto \int_X \text{trace}(s_1 \cdot s_2) (\pi^*\omega_B)^n \wedge \omega_X^m
\end{equation}
and we extend the $L^2$ projection \((33)\) as well as the orthogonal decomposition to $\Gamma(X, \text{End}_H(\pi^*E, h))$:
\begin{equation}
\Gamma(X, \text{End}_H(\pi^*E, h)) = i \ell \oplus \pi^*\Gamma_{\ell \pm}(B, \text{End}_H(E, \tilde{h})) \oplus \Gamma_0(X, \text{End}_H(\pi^*E, h)),
\end{equation}
where we recall that $\Gamma_0(X, \text{End}_H(\pi^*E, h))$ is the space of sections of average zero on each fibre of $\pi$. Using this $L^2$ inner product on sections, we will consider projections onto various components of $g$. For $\psi \in g$, we will denote by $\Pi_{\psi}$ the projection onto the subspace spanned by $\psi$. By Chern–Weil theory, the constants that one obtains by expanding the $\Pi_{[d\xi]} \Lambda_k(iF_{A_0})$ are (up to multiplicative constants) the $\nu_j(G_i)$’s. Thus, these terms give the topological defect of $\pi^*\text{Gr}(E, h)$ from being Hermite–Einstein.

**Remark 14** A corollary of Lemma \(37\) is that the terms involving $d_{\lambda_0}a_{\lambda}$ (e.g. $\Lambda_{\omega_B}d_{\lambda_0}a_{\lambda}$ and $\left(d_{\lambda_0}a_{\lambda}, \omega_B\gamma_{1\ell}\right)$) will not contribute when computing the projection on $i\ell$ of the perturbed curvature
\begin{equation}
\Lambda_k i F_{h, 1\ell} \bar{\partial}_{\lambda}.
\end{equation}
On the other hand, the terms $\Lambda_{\omega_B}ia_\lambda \wedge a_\lambda$ will be used to kill off the discrepancies between the $v_j(G_i)$’s. This will be done by using the $e^{iL}$-action on $\gamma$. Note that by [10, Corollary 5.3], the $L^2$ projection of $\Lambda_{\omega_B}a_\lambda \wedge a_\lambda$ on $\mathfrak{g}$ can be interpreted as a moment map for the action of $K$ on $\text{Def}(\text{Gr}(E))$. Thus, we will be essentially looking for zeros of (a $k$-expansion of) this moment map in a $G$-orbit. One should be careful though, the discrepancy orders that are needed to understand the stability of a deformation of $\pi^+\text{Gr}(E)$ depend on the corresponding element in $\text{Def}(\text{Gr}(E))$. Thus, one cannot use this moment map interpretation at once on the whole space of small deformations $\text{Def}(\text{Gr}(E))$.

### 5.2 Approximate solutions: two components case

The main goal of this section is to construct the approximate solutions to the HYM equation on $X$, to any desired order. As in Sect. 4.1, we use here (and in the next section) power series expansions in $k^{-1}$. An expression $\sigma(k) = O(k^{-j})$ for $\sigma$ a section of a vector bundle is to be interpreted as holding pointwise. We will also use such expressions for operators, in which case they should be interpreted as holding after the operator acts on a section. Convergence issues will be addressed in Sect. 5.4.

We will assume here that the graded object associated to $E$ has only two components. We single out this case as its presentation is simpler, and its proof already gathers some of the main ingredients needed in the general construction. Compared to the stable setting of Sect. 4.1, the added complication is that we will have to relate the rates of convergence of the two parameters $k^{-1}$ and $\lambda$ involved in the semistable case.

From now on the Jordan–Hölder filtration takes the simple form $$0 \subset \mathcal{F}_1 \subset E,$$

and the graded object is $$\text{Gr}(E) = \mathcal{G}_1 \oplus \mathcal{G}_2,$$

where $\mathcal{G}_1 = \mathcal{F}_1$ and $\mathcal{G}_2 = \frac{E}{\mathcal{F}_1}$. Denoting by $\overline{\partial}_{\mathcal{G}_i}$ the Dolbeault operators on $\mathcal{G}_i$, the Dolbeault operator on $E$ is explicitly given by $$\overline{\partial}_E = \overline{\partial}_0 + \gamma = \overline{\partial}_{\mathcal{G}_1} + \overline{\partial}_{\mathcal{G}_2} + \gamma$$

for some $\gamma \in \Omega^{0,1}(B, \mathcal{G}_2^* \otimes \mathcal{G}_1)$. Note that $\gamma$ satisfies by the Maurer–Cartan equation $\overline{\partial}_0 \overline{\partial}_0 \gamma = 0$ and $\overline{\partial}_0^3 \gamma = 0$, since when $\ell = 2$, $\gamma \wedge \gamma = 0$.

For any $t \in \mathbb{R}_{>0}$, $\overline{\partial}_E$ can be gauge conjugated to $$\overline{\partial}_t := g_t^{-1} \cdot \overline{\partial}_E \cdot g_t = \begin{bmatrix} \overline{\partial}_{\mathcal{G}_1} & t \gamma \\ 0 & \overline{\partial}_{\mathcal{G}_2} \end{bmatrix},$$

via the element $g_t$ in $G = \text{Aut}(\mathcal{G}_1) \times \text{Aut}(\mathcal{G}_2) \subset \mathcal{G}_C(E)$ given by

$$g_t = \begin{bmatrix} 1 & 0 \\ 0 & t \end{bmatrix}.$$ 

As in Sect. 5.1, we will let $\tilde{h}$ be the product Hermite–Einstein metric on $\text{Gr}(E)$, while we set $A_t = A_0 + a_t$, which is the Chern connection associated to the structure $(\tilde{h}, \overline{\partial}_t)$. In matrix representation,

$$a_t = t \begin{bmatrix} 0 & \gamma \\ -\gamma^* & 0 \end{bmatrix}$$
and we let

\[ a \land a = - \begin{bmatrix} \gamma \land \gamma^* & 0 \\ 0 & \gamma^* \land \gamma \end{bmatrix}, \]

such that \( a_t \land a_t = t^2 a \land a \).

The following lemma shows that when \( \ell = 2 \), hypotheses (H1) and (H2) can be replaced by simplicity.

**Lemma 38** Assume \( E \) simple and that \( \mu_\infty(\mathcal{F}_1) < \mu_\infty(E) \). Then

(i) The term \( \gamma \) is non-zero.

(ii) The stable components \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) are not isomorphic.

**Proof** If \( \gamma = 0 \), then \( E = \text{Gr}(E) \) which contradicts simplicity of \( E \). For \( (ii) \), if \( \mathcal{G}_1 \simeq \mathcal{G}_2 \), we have \( \mu_\infty(\mathcal{G}_1) = \mu_\infty(\mathcal{G}_2) = \mu_\infty(\mathcal{F}_1) \), which leads to a contradiction by Corollary 14.

We now proceed to the construction of approximate solutions. We will assume that the discrepancy order of \( \mathcal{G}_1 \) is \( q \), so that \( v_j(\mathcal{G}_1) = v_j(\mathcal{G}_2) = v_j(E) \) for \( j < q \), and \( v_q(\mathcal{G}_1) < v_q(E) \). We first show that we can construct an approximate solution up to order \( q - \frac{1}{2} \), simply by working on the two pieces \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) separately. The fractional order appearing from now on comes about because we need to choose the speed rate \( t \) of the deformation of the complex structure of \( E \) to be of the form \( t = \lambda \cdot k^{-\frac{q-1}{2}} \) in order to affect the expansion of the curvature at order \( k^{-q} \). This involves a fractional power if \( q \) is even.

The existence of an approximate solution up to order \( q - \frac{1}{2} \) follows a very similar strategy as in the stable case. For this we need to understand the leading order term of the expansion of the linearised operator.

**Proposition 39** Let \( \Delta_k \) denote the Laplace operator associated to \( \omega_k \) and the Chern connection of \((h, \pi^*\overline{\partial}_{\lambda k^{-\frac{q-1}{2}}} )\), for some real constant \( \lambda > 0 \) and integer \( q \geq 2 \). Then

\[ \Delta_k(s) = \Delta_{\gamma}(s) + k^{-1} \Delta_{\gamma,0}(s) + O\left(k^{-\frac{3}{2}}\right), \] (38)

where \( \Delta_{\gamma,0} \) is the horizontal Laplace operator associated to the complex structure \( \overline{\partial}_0 \) for \( E \) on \( B \). The same expansion also holds at a Chern connection on \( \pi^*E \rightarrow X \) coming from a complex structure \( f_k \cdot \pi^*\overline{\partial}_{\lambda k^{-\frac{q-1}{2}}} \) provided \( f_k = \text{Id}_E + s_k \) for some \( s_k \in \Gamma(X, \text{End} \pi^*E) \) whose base component \( s_{B,k} \) satisfies \( s_{B,k} = O(k^{-\frac{1}{2}}) \) and whose vertical component \( s_{F,k} \) satisfies \( s_{F,k} = O(k^{-\frac{1}{2}}) \).

**Proof** Let \( A_k \) denote the Chern connection of \((h, \pi^*\overline{\partial}_{\lambda k^{-\frac{q-1}{2}}} )\). Then, the induced connection on \( \text{End}(E) \) reads

\[ A_{k,\text{End}(E)} = A_{0,\text{End}(E)} + \lambda k^{-\frac{q-1}{2}} \left[ \gamma - \gamma^*, \cdot \right], \] (39)

where \( A_0 \) is the Chern connection of \((h, \pi^*\overline{\partial}_0 ), [\cdot, \cdot] \) denotes the Lie bracket on sections of \( \text{End}(E) \) and where we omit pullbacks. Using Lemma 10, and in particular the fact that the contraction by \( \omega_k \) of terms pulled back from \( B \) is \( O(k^{-1}) \), we obtain

\[
\Delta_k = i \Lambda_k \left( \partial_{A_{0,\text{End}(E)} \overline{\partial}_{A_{0,\text{End}(E)}}} - \partial_{A_{0,\text{End}(E)}} \partial_{A_{0,\text{End}(E)}} \right) \\
+ i \lambda k^{-\frac{q+1}{2}} \Lambda_{\omega_B} \left( \partial_{A_{0,\text{End}(E)}} \left( \left[ \gamma^*, \cdot \right] \right) - \left[ \gamma^*, \partial_{A_{0,\text{End}(E)}} \right] \right) \\
+ i \lambda k^{-\frac{q+1}{2}} \Lambda_{\omega_B} \left( \partial_{A_{0,\text{End}(E)}} \left( \left[ \gamma, \cdot \right] \right) - \left[ \gamma, \partial_{A_{0,\text{End}(E)}} \right] \right) + O\left(k^{-\min\left(q, \frac{q+3}{2}\right)}\right). 
\]
Thus, as $q \geq 2$,
\[ \Delta_k = \Delta_{0,k} + O \left( k^{-\frac{3}{2}} \right), \]
where $\Delta_{0,k}$ is the Laplacian of $A_0$ with respect to $\omega_k$. By Proposition 19, $\Delta_{0,k}$, and then $\Delta_k$, satisfy (38).

The statement for the perturbed complex structures $f_k - \pi^*A_k^{-q-1}$, follows by taking an expansion of $\partial A_{k,\text{End}} E - \partial A_{k,\text{End}} E - \partial A_{k,\text{End}} E$, as in [29, Lemma 5.3]. With the bounds on $s_{B,k}$ and $s_{F,k}$ given, the base component of
\[ \left( \partial A_{k,\text{End}} E - \partial A_{k,\text{End}} E - \partial A_{k,\text{End}} E \right) - \left( \partial A_{k,\text{End}} E - \partial A_{k,\text{End}} E - \partial A_{k,\text{End}} E \right) \]
is $O(k^{-\frac{1}{2}})$ and the vertical component is $O(k^{-\frac{3}{2}})$. Using the asymptotics of $\Lambda_{\omega_k}$, it follows that the Laplacian operators differ by a term that is $O(k^{-\frac{3}{2}})$.

With this in place, we can construct the approximate solutions at low order. Note that in the case when $q$ is even, the speed rate $t = \lambda \cdot k^{-\frac{q-1}{2}}$ involves a fractional power of $k$. The expansions of the curvature will then involve powers $k^{-j}$ with $j \in \frac{1}{2} \mathbb{Z}$. We therefore use $\frac{1}{2} \mathbb{Z} > 0$ instead of $\mathbb{Z} > 0$ for the parameter $j$ below.

**Lemma 40** Let $E$ be a simple semistable bundle with graded object $\mathcal{G}_1 \oplus \mathcal{G}_2$ such that $\mathcal{G}_1$ has discrepancy order $q$. Pick $t = \lambda \cdot k^{-\frac{q-1}{2}},$ for some real constant $\lambda > 0$. Then there exist

- gauge transformations $f_{q-\frac{1}{2},k}$,
- constants $c_0, \ldots, c_{q-\frac{1}{2}}$,

independent of $\lambda$, such that if we let $A_{q-\frac{1}{2},k} = A_{q-\frac{1}{2}}$, then for all $k \gg 0$,
\[ \Lambda_{\omega_k} \left( i F_{A_{q-\frac{1}{2}}}, \right) = c_{q-\frac{1}{2},k} \text{Id}_E + O \left( k^{-q} \right), \]

where $c_{q-\frac{1}{2},k} = \sum_{i=0}^{q-\frac{1}{2}} c_i k^{-i}$. Moreover, $f_{q-\frac{1}{2},k} = \text{Id}_E + s_{q-\frac{1}{2},k}$ for some $s_{q-\frac{1}{2},k} \in \Gamma (X, \text{End} \pi^*E)$ such that

- its base component $s_{B,q-\frac{1}{2},k}$ is $O(k^{-\frac{1}{2}})$ and is diagonal up to, and including, order $k^{-\frac{3}{2}}$;
- its vertical component $s_{F,q-\frac{1}{2},k}$ is $O(k^{-\frac{3}{2}})$ and is diagonal up to, and including, order $k^{-\frac{3}{2}}$.

**Proof** By the choice of the speed rate $t$, we have from Eq. (31) that
\[ \Lambda_{\omega_k} (i F_{A_1}) = \Lambda_{\omega_k} (i F_0) + \lambda k^{-\frac{q-1}{2}} \Lambda_{\omega_k} (i d_{A_0}) + \lambda^2 k^{1-q} \Lambda_{\omega_k} (i a \wedge a). \]
Since $a \wedge a$ is a pulled back term, $\lambda^2 k^{1-q} \Lambda_{\omega_k} (i a \wedge a)$ is $O(k^{-q})$ and so will not enter the argument at this stage, as we are only interested in terms up to order $k^{-q+\frac{1}{2}}$. By considering each piece $\mathcal{G}_1$ and $\mathcal{G}_2$, both of which are stable, separately, it follows from the stable case, Proposition 23, that we can find

- gauge transformations $\hat{f}_{q-1,k}^1 \in \mathcal{G}^C(\pi^*\mathcal{G}_1)$,
gauge transformations $\hat{f}_{q-1,k}^2 \in G^C(\pi^*G_2)$,
- constants $c_0^1, \ldots, c_1^q, c_2^1, \ldots, c_2^{q-1}$,

such that if we let $\hat{f}_{q-1,k}^2 = \hat{f}_{q-1,k}^1 \times \hat{f}_{q-1,k}^2$ and put $\hat{A}_{q-1,k} = A_{0} \hat{f}_{q-1,k}^1$, then for all $k \gg 0$,

$$\Lambda_{\omega k} \left( i F_{\hat{A}_{q-1,k}} \right) = c_{q-1,k}^1 \text{Id}_{G_1} + c_{q-1,k}^2 \text{Id}_{G_2} + O(k^{-q}),$$

with $c_{q-1,k}^j = \sum_{l=0}^{q-1} c_{j,k}^l k^{-l}$. Note that there are no fractional coefficients here, regardless of the value of $q$. Note also that $\hat{f}_{q-1,k}$ is a diagonal gauge transformation, so $\hat{A}_{q-1,k}$ is a product connection.

We claim that $c_{q-1,k}^1 = c_{q-1,k}^2$. This follows because we have used a product connection on $Gr(E)$ above, and so these constants are determined by the order $k^{n-q}$ expansion of the projection

$$\frac{1}{\text{rank}(G_t)} \int_X \Lambda_{\omega k} \left( i \text{trace}_{G_t} F_{\hat{A}_{q-1,k}} \right) \omega_k^n m.$$ 

Since this is a constant multiple of $c_{(G_t),1}(L_k)^{n+m-1} \text{rank}(G_t)$, the coefficient to order $k^{n-j}$ is a constant multiple of $v_j(G_t)$. Since these are equal to $v_j(E)$ for all $j < q$ for both $i = 1$ and 2 by Lemma 13, we get that $c_{q-1,k}^1 = c_{q-1,k}^2$.

Next, we consider the actual connection $A_t = A_{jk}^{q-1} \frac{1}{\pi}$ instead of $A_0$. We set $\hat{f}_{q-1,k} A_t := A_t \hat{f}_{q-1,k}$ and compute

$$\Lambda_{\omega k} \left( i F_{\hat{f}_{q-1,k} A_t} \right) = \Lambda_{\omega k} \left( i F_{\hat{A}_{q-1,k}} \right)$$
$$+ \lambda k^{-\frac{q-1}{2}} \Lambda_{\omega k} \left( i d_{\hat{A}_{q-1,k}} \left( \hat{f}_{q-1,k} \cdot a \right) \right)
$$
$$+ \lambda k^{1-q} \Lambda_{\omega k} \left( i \left( \hat{f}_{q-1,k} \cdot a \right) \bigwedge \left( \hat{f}_{q-1,k} \cdot a \right) \right).$$

By the previous discussion, the first term on the right hand side of this equality satisfies

$$\Lambda_{\omega k} \left( i F_{\hat{A}_{q-1,k}} \right) = c_{q-1,k} \text{Id}_{E} + O(k^{-q}),$$

while the last term is $O(k^{-q})$. As $\hat{f}_{q-1,k}$ was made purely from diagonal elements, and as $a$ is off-diagonal, $\left( \hat{f}_{q-1,k} \cdot a \right)$ is off-diagonal. Since $\hat{A}_{q-1,k}$ is a product connection, we deduce that $\Lambda_{\omega k} \left( i d_{\hat{A}_{q-1,k}} \left( \hat{f}_{q-1,k} \cdot a \right) \right)$ and the second term are off-diagonal. The lower order contribution in the $k$-expansion of this second term will be given by the first non-zero term in

$$\Lambda_{\omega k} \left( i d_{A_0} a \right) = k^{-1} \Lambda_{\omega B} \left( i d_{A_0} a \right) + \cdots .$$

By (iv) of Lemma 37, $\Lambda_{\omega B} \left( i d_{A_0} a \right)$ vanishes. Thus, the lower order contribution in the $k$-expansion of the second term is basic, meaning is pulled back from $B$, and of order $k^{\frac{q+3}{2}}$. That is, we have an expansion

$$\Lambda_{\omega k} \left( i F_{\hat{f}_{q-1,k} A_t} \right) = c_{q-1,k} \text{Id}_{E} + k^{-\frac{q+3}{2}} \sum_{r=0}^{\frac{q}{2} - 1} k^{-r} \tilde{c}_r + O(k^{-q}),$$

\[\text{Springer}\]
where all the terms \( \tilde{\sigma}_r \) are off-diagonal, and where \( \tilde{\sigma}_0 \) is basic. We now want to remove these errors using the linearisation, ensuring that we are not changing the constants \( c_{q-1,k} \). Recall that as \( \mathcal{G}_1 \neq \mathcal{G}_2 \), the kernel of our linear operator at first order \( \Delta_{\mathcal{H},0} \) is \( \mathcal{I} \), with

\[
i \mathcal{I} = (\text{Id}_{\mathcal{G}_1}) \oplus (\text{Id}_{\mathcal{G}_2}).
\]

In particular, every off-diagonal basic term is in the image of \( \Delta_{\mathcal{H},0} \), while off-diagonal vertical elements are in the image of \( \Delta_{\mathcal{V}} \).

We first consider the term \( k^{-q+1} \mathcal{I} \tilde{\sigma}_0 \). Since this is off-diagonal and basic, there is an off-diagonal \( \tilde{s}_B^0 \) such that \( \Delta_{\mathcal{H},0}(\tilde{s}_B^0) = -\tilde{\sigma}_0 \). Note that, by Proposition 23, \( \tilde{f}_{q-1,k} = \text{Id}_E + \tilde{s}_B q^{-1,k} + \tilde{s}_F q^{-1,k} \) with \( \tilde{s}_B q^{-1,k} = O(k^{-1}) \) and \( \tilde{s}_F q^{-1,k} = O(k^{-2}) \). Thus the expansion (38) applies to the Laplace operator of \( (h, \tilde{f}_{q-1,k} \pi^* \tilde{\partial}_{\lambda k^{-1}}) \). By Proposition 39, we then have that

\[
\Lambda_{\mathcal{V}} \left( i F \exp \left( k^{-q+1} \tilde{s}_B^0 \right) (\tilde{f}_{q-1,k} \mathcal{A}_E) \right) = c_{q-1,k} \text{Id}_E + k^{-q+1} \sum_{r=1}^{q-1} k^{-r} \tilde{\sigma}_r + O(k^{-q}),
\]

for some new error terms \( \tilde{\sigma}_r \). We now claim that the \( \tilde{\sigma}_r \) remain off-diagonal. This implies in particular that the projection to \( \mathcal{I} \) of the terms in the curvature of \( \exp(k^{-q+1} \tilde{s}_B^0) (\tilde{f}_{q-1,k} \mathcal{A}_E) \) up to \( O(k^{-q}) \) remains \( c_{q-1,k} \text{Id}_E \). To see this, we consider the full change in the curvature

\[
F_{A_f} = f \circ A^{1,0} \circ A^{1,0} \circ f^{-1} + f^{-1} \circ A^{1,0} \circ A^{0,1} \circ f + f \circ A^{1,0} \circ f^{-1} \circ A^{0,1} \circ f + f^{-1} \circ A^{0,1} \circ f \circ f \circ A^{1,0} \circ f^{-1},
\]

when \( f \) is an hermitian automorphism, see [11, Theorem 7.4.20], that we apply to \( f = \exp(k^{-q+1} \tilde{s}_B^0) \) and \( A = \tilde{f}_{q-1,k} \mathcal{A}_E \). Since \( \tilde{f}_{q-1,k} \mathcal{A}_E \) is diagonal to order \( k^{-q+1} \), and \( f = \exp(k^{-q+1} \tilde{s}_B^0) \) is \( \text{Id}_E \) plus an off-diagonal term that occurs at order \( k^{-q+1} \), we see that

\[
F_{\exp(k^{-q+1} \tilde{s}_B^0) (\tilde{f}_{q-1,k} \mathcal{A}_E)} - F_{\tilde{f}_{q-1,k} \mathcal{A}_E}
\]

is off-diagonal to order \( k^{-q+1} - k^{-q} = k^{-q} \). Thus upon contracting, the new diagonal elements in \( \Lambda_{\mathcal{V}} (i F \exp(k^{-q+1} \tilde{s}_B^0) (\tilde{f}_{q-1,k} \mathcal{A}_E)) \) can only come beginning at order \( k^{-q} \), since these are base terms.

We can now proceed in the same manner to find

- \( \tilde{s}_B^1, \ldots, \tilde{s}_B^{-\frac{q}{2}} \in \pi^* \Gamma_1 \mathcal{H}_E \) (\( \text{End}_H(E, \mathcal{H}) \));
- \( \tilde{s}_F^1, \ldots, \tilde{s}_F^{-\frac{q}{2}} \in \Gamma_0 \mathcal{H}_E \) (\( \text{End}_H(\pi^* E, h) \)),

such that if we set

\[
f_{q-\frac{1}{2},k} = \Pi_i \left( \exp \left( k^{-\frac{q+1}{2}} (k^{i-1} \tilde{s}_F^i) \right) \circ \exp \left( k^{-\frac{q+1}{2}} (k^{-i} \tilde{s}_B^{-i}) \right) \right) \circ \tilde{f}_{q-1,k}
\]

and put \( A_{q-\frac{1}{2},k} = \tilde{f}_{q-\frac{1}{2},k} \), then

\[
\Lambda_{\mathcal{V}} \left( i F_{A_{q-\frac{1}{2},k}} \right) = c_{q-1,k} \text{Id}_E + O(k^{-q}),
\]
the key being that the new error introduced at the lower orders will remain off-diagonal to $O(k^{-q-1})$, so that the projection to $i\mathfrak{k}$ is unchanged, to this order. Finally, the statement about the orders of the basic and vertical components of $s_{q-1,k} = f_{q-1,k} - \text{Id}_E$ follows easily by construction. \hfill \square

For the further stages of the approximation procedure, we need a more detailed understanding of the expansion of the linearised operator. We will let

$$
\text{Id}_\pm = \frac{1}{\text{rank}(\mathcal{G}_1)} \text{Id}_{\mathcal{G}_1} - \frac{1}{\text{rank}(\mathcal{G}_2)} \text{Id}_{\mathcal{G}_2} \in i\mathfrak{k},
$$

which is in the kernel of the Laplacian for the complex structure $\mathfrak{J}_0$, but orthogonal to $\text{Id}_E$, that is to the kernel of the Laplacian for the complex structure of $E$.

**Proposition 41** Let $\Delta_k$ denote the Laplace operator associated to $\omega_k$ and the Chern connection of $\left(h, \pi^*\mathfrak{J}_{\lambda k^{-\frac{q-1}{2}}}\right)$. Then,

$$
\Delta_k (\text{Id}_\pm) = \lambda k^{-q-1} \sigma_{o.d.} + k^{-q} k^2 \text{Id}_E + \mathcal{O}(k^{-q-2}) \quad (40)
$$

for a constant $c \neq 0$ and where $\sigma_{o.d.} \in \pi^*\Gamma(B, \text{End}_E (E, \hat{h}))$ is off-diagonal and depends on $k$, but satisfies $\sigma_{o.d.} = \mathcal{O}(1)$. In particular, there is a constant $c' \neq 0$ such that

$$
\Pi_{i\mathfrak{k}} (\Delta_k (\text{Id}_\pm)) = c' k^{-q} \lambda^2 \text{Id}_\pm + \mathcal{O}(k^{-q-1}) \quad (41)
$$

The expansion (40) also holds at a Chern connection on $\pi^* E \to X$ coming from a complex structure $f_k \cdot \pi^*\mathfrak{J}_{\lambda k^{-\frac{q-1}{2}}}$, provided $f_k = \text{Id}_E + s_k$ for some $s_k \in \Gamma(X, \text{End} \pi^* E)$ such that

- the base component $s_{B,k}$ is $O(k^{-\frac{1}{2}})$ and is diagonal up to, and including, order $k^{-q-\frac{1}{2}}$;
- the vertical component $s_{F,k}$ is $O(k^{-\frac{3}{2}})$ and is diagonal up to, and including, order $k^{-q-\frac{1}{2}}$.

**Proof** Following the proof of Proposition 39, using (39), we consider the expansion in $\lambda$ of the Laplace operator $\Delta_k$ associated to $\omega_k$ and the Chern connection of $\left(h, \pi^*\mathfrak{J}_{\lambda k^{-\frac{q-1}{2}}}\right)$ to prove (40). We specialise to $s = \text{Id}_\pm$, and use the full expression of $\Lambda_k$ together with the full expansion in $\lambda$ to see that

$$
\Delta_k (\text{Id}_\pm) = i\lambda k^{-\frac{q-1}{2}} \Lambda_k \left( [\mathfrak{J}_0, \text{End}_E \gamma^*], \text{Id}_\pm \right) + [\partial_0, \text{End}_E \gamma], \text{Id}_\pm \right)
$$

+ $i\lambda^2 k^{-q-1} \Lambda_k \left( [\gamma^*], \text{Id}_\pm \right) - [\gamma^*, [\gamma, \text{Id}_\pm]] \right),
$$

since $\text{Id}_\pm$ is in the kernel of $\Lambda_{0,k}$ as $A_0$ is a product connection. Consider first the term

$$
i\lambda k^{-\frac{q-1}{2}} \Lambda_k \left( [\mathfrak{J}_0, \text{End}_E \gamma^*], \text{Id}_\pm \right) + [\partial_0, \text{End}_E \gamma], \text{Id}_\pm \right) \right).
$$

As $A_0$ is a product connection, $[\mathfrak{J}_0, \text{End}_E \gamma^*]$ and $[\partial_0, \text{End}_E \gamma]$ are off-diagonal, and thus (42) is off-diagonal. Then, using the fact that $[\mathfrak{J}_0, \text{End}_E \gamma^*], \text{Id}_\pm \right) + [\partial_0, \text{End}_E \gamma], \text{Id}_\pm \right) \right)$ is pulled back from $B$, the lower order contribution in the $k$-expansion of (42) will come from $\Lambda_{\omega_B} \left( [\mathfrak{J}_0, \text{End}_E \gamma^*], \text{Id}_\pm \right) + [\partial_0, \text{End}_E \gamma], \text{Id}_\pm \right) \right)$, which vanishes by $\Lambda_{\omega_B} \left( [\mathfrak{J}_0, \text{End}_E \gamma^*] \right) = \Lambda_{\omega_B} \left( [\partial_0, \text{End}_E \gamma] \right) = 0$. Thus, we see that the term (42) is off-diagonal, and of order $k^{-\frac{q-1}{2}} k^{-2} = k^{-\frac{q+3}{2}}$. It gives the term $\sigma_{o.d.}$ in (40). Finally, the term

$$
i\lambda^2 k^{-q-1} \Lambda_k \left( [\gamma^*], [\gamma, \text{Id}_\pm] \right) - [\gamma^*, [\gamma, \text{Id}_\pm]] \right) \right) \right).
$$

\[ \circledast \text{ Springer} \]
is pulled back from \( B \), and a direct computation using Lemma 10 provides the expansion (40). Formula (41) then follows from Lemma 37, item (ii), and (37).

The statement for the perturbed complex structure again follows by taking an expansion of the form \( \partial_{\lambda_k} A_k f_k \bar{A}_k f_k - \bar{\partial}_{\lambda_k} A_k f_k \bar{\partial}_{\lambda_k} A_k \bar{f}_k \). Note first that \( \text{Id}_\pm \) remains in the kernel of the Laplacian of any product connection, and so we are left with analysing the change to the terms

\[
i \lambda k^{-\frac{n-1}{2}} \Lambda_k \left( [\bar{\partial}_{\gamma^E \text{End}_E} \gamma^E, \text{Id}_\pm] + [\partial_{\gamma^E \text{End}_E} \gamma^E, \text{Id}_\pm] \right)
\]

and

\[
i \lambda^2 k^{-(q-1)} \Lambda_k \left( [\gamma^E, [\gamma^E, \text{Id}_\pm]] - [\gamma^E, [\gamma^E, \text{Id}_\pm]] \right).
\]

Since we only care about terms up to order \( k^{-q} \), the latter is unchanged, as it is already at this critical order. On the other hand, the former changes, but only by diagonal elements acting on off-diagonal elements to leading orders. Thus, as in the proof of Lemma 40, the first potentially diagonal changes happen at the product of the orders where the first off-diagonal changes occur. For the change in the complex structure, this is at order \( k^{-\frac{q-1}{2}} \), and for \( f_k \), this is at order \( k^{-\frac{2}{2}} \) for basic terms and \( k^{-\frac{3}{2}-1} \) for the vertical ones, by assumption. Thus the first potentially diagonal change to \( \partial_{\lambda_k} A_k f_k \bar{A}_k f_k - \bar{\partial}_{\lambda_k} A_k f_k \bar{\partial}_{\lambda_k} A_k \bar{f}_k \) applied to \( \text{Id}_\pm \) occurs at order \( k^{-q+\frac{1}{2}} \) for basic terms and order \( k^{-q-\frac{1}{2}} \) for vertical terms, and so upon contracting the first potentially diagonal change is at order \( k^{-q-\frac{1}{2}} \). Hence the required expansion (40) holds.

Next, we deal with the crucial \( q \)th stage. Note that Proposition 41 implies that it is only after this stage that we can remove all errors in \( \gamma^E \) via the linearisation. Thus we rely on the sign condition on \( \nu_q \) and the freedom to choose \( \lambda \) via the \( e^{i\xi} \)-action to construct the approximate solution.

**Lemma 42** Let \( E \) be a simple semistable bundle with graded object \( G_1 \oplus G_2 \) such that \( G_1 \) has discrepancy \( q \), and such that \( \nu_q(G_1) < \nu_q(E) \). Then there exists \( \lambda \) such that if \( t = \lambda k^{-\frac{q-1}{2}} \), there are

- gauge transformations \( f_{q,k} \),
- constants \( c_0, \ldots, c_q \),

such that if we let \( A_{q,k} = A_{f_{q,k}} \), then for all \( k \gg 0 \),

\[
\Lambda_{o_k} (i F_{A_{q,k}}) = c_{q,k} \text{Id}_E + O \left( k^{-q-\frac{1}{2}} \right),
\]

where \( c_{q,k} = \sum_{i=0}^{q} c_i k^{-i} \). Moreover, the same conclusion as in Lemma 40 for \( s_{q-\frac{1}{2},k} \) hold for \( s_{q,k} = f_{q,k} - \text{Id}_E \).

**Proof** Let \( f_{q-\frac{1}{2},k} \) be the gauge transformation as in Lemma 40. The curvature \( F_k \) of \( (h, f_{q-\frac{1}{2},k} \pi^* \bar{\partial}_{\lambda_k} k^{-\frac{q-1}{2}}) \) satisfies

\[
\Lambda_{o_k} (i F_k) = c_{q-1,k} \text{Id}_E + k^{-q} (\sigma_{t,H} + \sigma_B + \sigma_F) + O(k^{-q-\frac{1}{2}}),
\]

where its components \( \sigma_{t,H} \in (\text{Id}_{G_1} \oplus \text{Id}_{G_2}), \sigma_B \in \pi^* \Gamma_{t,H}^\perp(B, \text{End}_H(E, \tilde{h})) \) and \( \sigma_F \in \Gamma_0(X, \text{End}_H(\pi^* E, h)) \) depend on \( \lambda \).

\( \square \) Springer
Write \( \sigma_{it} = \hat{\sigma}_{it} + \lambda^2 \Pi_{it} \Lambda_{\omega_B} (ia \wedge a) \). We will first show that we can choose \( \lambda \) such that

\[
\hat{\sigma}_{it} + \lambda^2 \Pi_{it} \Lambda_{\omega_B} (ia \wedge a) \in \langle \text{Id}_E \rangle. \tag{43}
\]

In the proof of Lemma 40, we saw that the only potential change in the diagonal direction was \( O(k^{-q-\frac{1}{2}}) \) after producing the change \( f_{q-1,k} A_i \). Thus there is no change to the projection to \( it \) at order \( k^{-q} \), and so \( \sigma_{it} \) is the sum of the following two terms. The first is the term \( \lambda^2 \Pi_{it} \Lambda_{\omega_B} (ia \wedge a) \) coming as the first non-zero term in the expansion of \( \lambda^2 k^{1-q} \Pi_{it} \Lambda_{\omega_B} (ia \wedge a) \). The second term \( \hat{\sigma}_{it} \) is from the product connection \( \hat{f}_{q-1,k} A_0 \). Therefore \( \hat{\sigma}_{it} \) is given by the \( k^{n-q} \) coefficient in the projection of \( \Lambda_{\omega_B} (i F_{A_0,k}) \), which, as in the proof of Lemma 40, is a positive multiple of

\[
\sum_{i=1}^{2} v_q (G_i) \cdot \text{Id}_{G_i}.
\]

On the other hand, the projection of \( \lambda^2 \Lambda_{\omega_B} (ia \wedge a) \) to \( it \) is a positive multiple of

\[
\sum_{i=1}^{2} \frac{1}{\text{rank}(G_i)} \int_X (\text{trace}_{G_i} \lambda^2 \Lambda_{\omega_B} (ia \wedge a)) \omega^n_X \wedge \omega_B^n \cdot \text{Id}_{G_i}.
\]

Using item (ii) of Lemma 37, we have that \( \text{trace}_{G_1} a \wedge a = -\text{trace}_{G_2} a \wedge a \), and so the above equals

\[
C \lambda^2 \left( \frac{1}{\text{rank}(G_1)} \cdot \text{Id}_{G_1} - \frac{1}{\text{rank}(G_2)} \cdot \text{Id}_{G_2} \right),
\]

where \( C = \int_X \Lambda_{\omega_B} \text{trace}_{G_1} (a \wedge a) \omega^n_X \wedge \omega_B^n \).

So solving Eq. (43), boils down to solving

\[
CV_q (G_1) + C \frac{\lambda^2}{\text{rank}(G_1)} = \tau
\]

\[
CV_q (G_2) - C \frac{\lambda^2}{\text{rank}(G_2)} = \tau
\]

for \( \lambda \) and \( \tau \), where \( C \) is a positive constant. Thus what we need is to be able to pick \( \lambda \) such that

\[
\lambda^2 = \frac{c \text{ rank}(G_1) \text{ rank}(G_2)}{C \text{ rank}(G_1) + \text{ rank}(G_2)} (v_q (G_2) - v_q (G_1)),
\]

which we can do as \( C > 0 \) by Lemma 37, Eq. (34), and as \( v_q (G_2) > v_q (G_1) \) by hypothesis and Corollary 14. Thus for this choice of \( \lambda \) there is a constant \( c_q \) such that

\[
\Lambda_{\omega_B} (i F_k) = (c_q^{-1,k} + k^{-q} c_q) \text{Id}_E + k^{-q} (\sigma_F + \sigma_B) + O(k^{-q-\frac{1}{2}}).
\]

The errors \( \sigma_F \) and \( \sigma_B \) will be removed via the linearisation using Proposition 39. Since by Remark 11 and item (v) of Lemma 37 the image of \( \Delta_{\tau,0} \) contains \( \pi^* \Gamma_{i \bar{k}} (B, \text{End}_H (E, \hat{H})) \) (recall decomposition (36)), there exists \( s^q \) such that \( \Delta_{\tau,0} (s^q_B) = -\sigma_B \), and similarly, using Lemma 20, there exists \( s^q_F \) such that \( \Delta_Y (s^q_F) = -\sigma_F \). Thus the curvature of the connection

\[
A_{q,k} = \exp (s^q_F k^{-q} + s^q_B k^{1-q}) \cdot A_{q-1,k}
\]

\[
= A^f_{q,k},
\]

\footnote{ Springer}
where \( f_{q,k} = \exp \left( s^q k^{-q} + s_B^q k^{1-q} \right) \circ f_{q,\frac{1}{2},k} \), satisfies

\[
\Lambda_{\omega_k} \left( iF_{A_{q,k}} \right) = c_{q,k} \operatorname{Id}_E + O \left( k^{-q-\frac{1}{2}} \right),
\]
as required.

We are now ready to prove that we can obtain approximate solutions to arbitrary higher order, via an induction argument. The key is that from now on we can remove any term orthogonal to \( \operatorname{Id}_E \), using Proposition 41. Note that we are again summing over \( \frac{1}{2} \mathbb{Z}_{>0} \) rather than the integers.

**Proposition 43** Let \( E \) be a simple semistable bundle with graded object \( \mathcal{G}_1 \oplus \mathcal{G}_2 \) such that \( \mathcal{G}_1 \) has discrepancy \( q \), and such that \( v_q(\mathcal{G}_1) < v_q(E) \). Then there exists \( \lambda \) such that if \( t = \lambda k^{-\frac{3}{2}} \), then for each \( j \in \frac{1}{2} \mathbb{Z}_{>0} \), there are

- gauge transformations \( f_{j,k} \),
- constants \( \lambda_{q+\frac{1}{2}}, \ldots, \lambda_j \),
- constants \( c_0, \ldots, c_j \),

such that if we let \( A_{j,k} = A_{\frac{1}{2}} f_{j,k} \), then for all \( k \gg 0 \),

\[
\Lambda_{\omega_k} \left( iF_{A_{j,k}} \right) = c_{j,k} \operatorname{Id}_E + O \left( k^{-j-\frac{1}{2}} \right).
\]

**Proof** The proof is via induction on \( j \), noting that Lemmas 40 and 42 settle the case \( j \leq q \). We now assume that \( j > q \). We will use the asymptotics of the linearisation given by Propositions 39 and 41.

Write the expansion as

\[
\Lambda_{\omega_k} \left( iF_{A_{j-\frac{1}{2},k}} \right) = c_{j-\frac{1}{2},k} \operatorname{Id}_E + k^{-j} \left( \sigma_{jt}^{\frac{1}{2}} + \sigma_B^{\frac{1}{2}} + \sigma_F^{\frac{1}{2}} \right) + O(k^{-j-\frac{1}{2}}),
\]

where \( \sigma_{jt}^{\frac{1}{2}} = c_j \operatorname{Id}_E + d_j \operatorname{Id}_\pm \) for some constants \( c_j, d_j \). From Eq. (41), we have that for a suitable choice of \( \lambda_j \)

\[
\Lambda_{\omega_k} \left( iF_{\exp \left( k^{q-j} \lambda_j \operatorname{Id}_\pm \right) A_{j-\frac{1}{2},k}} \right) = c_{j-\frac{1}{2},k} \operatorname{Id}_E + k^{-j} \left( \sigma_F + \sigma_B + c_j \operatorname{Id}_E \right)
\]

\[
+ k^{q-j-q+3} \sum_{r=0}^{q-2} k^{-\frac{r}{2}} \sigma_r + O(k^{-j-\frac{1}{2}}),
\]

for some off-diagonal terms \( \sigma_r \) that depend on \( \lambda_j \) and \( \lambda \). Note that the exponent occurring in the second line equals \( \frac{q-3}{2} - j \).

We now have to remove this error re-introduced to the previous steps. The sections \( \sigma_r \) have a basic and a vertical contribution, and we’ll deal with the basic ones, the argument for vertical ones being similar (using \( \Delta_\gamma \) instead). Note that basic (and vertical) components of an off-diagonal endomorphism are off-diagonal, as can be seen in local trivialisations as in Sect. 2.3. Then, the basic contributions of the \( \sigma_r \) being off-diagonal, they are in the image of \( \Delta_{\gamma,0} \). Thus if we perturb by \( k^{1+\frac{q-3}{2} - j} s_B \) for some \( s_B \), we can remove the error at the \( k^{\frac{q-3}{2} - j} \) stage. While this changes the lower order terms, note that \( \Delta_{k,j-\frac{1}{2}} (s_B) \) is orthogonal to \( \operatorname{Id}_\pm \) up to the power \( k^{-\frac{q+3}{2}} \), as the connection is a product connection up to this order. Thus \( \Delta_{k,j-\frac{1}{2}} (k^{1+\frac{q-3}{2} - j} s_B) \) is orthogonal to \( \operatorname{Id}_\pm \) up to order \( k^{1+\frac{q-3}{2} - j - \frac{q+3}{2}} = k^{-j-1} \). Moreover,
the higher order terms in the Taylor expansion of the new curvature only act on terms of at most order \(2(1 + \frac{q-3}{2} - j) = q - 2j - 1 < -j - 1\), as \(j > q\). Hence only the linear terms contribute to the change in the \(\sigma_r\).

From this, we see that can remove the error \(k^{q-j-\frac{q+1}{2}} \sigma_0\) (for \(r = 0\)) so that the new lower order error terms are still in the image of \(\Delta_{\mathcal{H},0}\) (or \(\Delta_{\mathcal{V}}\)) up to order \(k^{-j-\frac{1}{2}}\). In other words, the \(\sigma_r\) are perturbed to sections that still are orthogonal to \(\text{Id}_{\pm}\). We can therefore continue like this, to remove all the newly introduced errors, until we end up with an error \(k^{-j}\left(\hat{\sigma}_F + \hat{\sigma}_B\right)\), say, which can now be removed via an element of the form \(k^{-j} s_F + k^{1-j}s_B\). \(\square\)

### 5.3 Approximate solutions: general case

We turn back now to the general setting of Sect. 5.1, with a graded object that has \(\ell\) stable components. Relying on Sect. 5.2, we will focus on the main differences that appear in the construction of the approximate solutions when more components are involved. The strategy is to first build the approximate solutions to order \(q\) by considering the projections of the contracted curvatures onto each \(\text{End}(\mathcal{F}_j)\), inductively on \(j\), and then improve to any order by using the linearisation on the full space \(\text{End}(E)\). The main new features come from the fact that the various subbundles \(\mathcal{F}_j \subset E\) may come with different discrepancy orders, so that one has to make sure that the perturbations used to improve the \(\text{End}(\mathcal{F}_j)\) component of the solutions don’t introduce bad terms on its \(\text{End}(\mathcal{F}_{j+1})\) projection.

Denote by \(q_i\) the discrepancy order of \(\mathcal{F}_i\) for each \(i \in \llbracket 1, \ell - 1 \rrbracket\). Assuming \(E\) to be asymptotically stable with respect to subbundles coming from the Jordan–Hölder filtration, we have \(v_p(\mathcal{F}_i) < v_p(E)\) for \(p \leq q_i - 1\) and \(v_{q_i}(\mathcal{F}_i) < v_{q_i}(E)\), for each \(i \in \llbracket 1, \ell - 1 \rrbracket\).

As in the two components case, we will introduce a gauge transformation in \(\text{Aut}(\text{Gr}(E))\) to control the orders at which the various \(\gamma_i\)’s will appear in the perturbation from \(\overline{\theta}_0\) to \(\overline{\theta}_E\).

We define \(g_{\overline{\theta}_m} \in G\) by

\[
g_{\overline{\theta}_m} = \text{Id}_{G_1} + \lambda_1 k^{-m_1} \text{Id}_{G_2} + \lambda_1 \lambda_2 k^{-m_1-m_2} \text{Id}_{G_3} + \cdots + \left( \prod_{i=1}^{\ell-1} \lambda_i \right) k^{-m_1-\cdots-m_{\ell-1}} \text{Id}_{G_1}, \tag{44}\]

where \(m = (m_i)_{1 \leq i \leq \ell - 1}\) is chosen so that for all \(i\),

\[
2m_i + 1 = q_i,
\]

and the constants \(\lambda = (\lambda_i)_{1 \leq i \leq \ell - 1} \in (\mathbb{R}^+)^{\ell-1}\) will be determined later on. Denote by

\[
\gamma_k := g_{\overline{\theta}_m} \cdot \gamma.
\]

Then, the operators \(\overline{\theta}_E\) and \(\overline{\theta}_0 + \gamma_k\) are gauge equivalent for any \(\lambda\), and we will use the latter on (the smooth bundle underlyng) \(E\) as our starting point in the construction of approximate solutions. We also denote by \(A_k\) the Chern connection on \((\pi^* E, \pi^*(\overline{\theta}_0 + \gamma_k), h)\) and by \(\Delta_k\) its associated Laplacian with respect to \(\omega_k\). We will first derive some estimates for the action of \(\Delta_k\) before constructing the approximate solutions.

#### 5.3.1 The linear operator and its action

Proposition 39 admits the following straightforward generalisation:
Proposition 44 Under the above setup, there is an expansion

\[ \Delta_k = \Delta_{\text{Gr}(E), k} + O(k^{-\frac{3}{2}}) = \Delta_{\mathcal{V}} + k^{-1} \Delta_{\mathcal{T}, 0} + O(k^{-\frac{3}{2}}), \]

where \( \Delta_{\text{Gr}(E), k} \) is the Laplacian of the graded object with respect to the initial complex structure \( \pi^* \partial_0 \), and \( \Delta_{\mathcal{T}, 0} \) is the horizontal Laplacian with respect to that complex structure. The same expansion also holds at a Chern connection on \( \pi^* E \to X \) coming from a complex structure \( f_k \cdot \pi^* (\partial_0 + \gamma_k) \).\footnote{Note then that the Laplacian of \( \pi^* (\partial_0 + \gamma_k) \) takes the following form:}

\[ \Delta_k = \Delta_{\text{Gr}(E), k} + i k^{-1} \lambda_0 \partial_{A_0} \left( \overline{\partial}_{A_0} (\gamma_k \cdot \cdot) - \gamma_k \partial_{A_0} E \right) + O(k^{-v}) \]

where \( \lambda_0 \) is defined by \( A_k = A_0 + a_k \) or equivalently by \( a_k = \gamma_k - \gamma_k^* \). Note then that the Laplacian of \( \pi^* (\partial_0 + \gamma_k) \) takes the following form:

\[ \Delta_k = \Delta_{\text{Gr}(E), k} + i k^{-1} \lambda_0 \partial_{A_0} \left( \overline{\partial}_{A_0} (\gamma_k \cdot \cdot) - \gamma_k \partial_{A_0} E \right) + O(k^{-v}), \]

Hence, the cokernel of the truncation of \( \Delta_k \) to order \( k^{-1} \) is given by \( i \xi \subset \mathfrak{g} \). We will then need to know precisely the orders of the projections onto \( i \xi \) of the various terms involved in \( \Lambda_{\omega_k} (i F_{A_k}) \) and its variations. Recall that

\[ \Lambda_{\omega_k} (i F_{A_k}) = \Lambda_{\omega_k} (i F_0) + \Lambda_{\omega_k} (d A_0 a_k) + \Lambda_{\omega_k} (i a_k \wedge a_k) \]

where \( a_k \) is defined by \( A_k = A_0 + a_k \) or equivalently by \( a_k = \gamma_k - \gamma_k^* \). Note then that the Laplacian of \( \pi^* (\partial_0 + \gamma_k) \) takes the following form:

\[ \Delta_k = \Delta_{\text{Gr}(E), k} + i k^{-1} \lambda_0 \partial_{A_0} \left( \overline{\partial}_{A_0} (\gamma_k \cdot \cdot) - \gamma_k \partial_{A_0} E \right) + O(k^{-v}), \]

stands for higher order terms. The following straightforward lemma gives the orders of the various terms involving \( \gamma_k \) (recall that \( 2m_i + 1 = q_i \), and that applying \( \Lambda_{\omega_k} \) to a pulled back form is \( O(k^{-1}) \)):

Lemma 45 Let \( \ell, p \in \mathbb{Z}, i < p \). Then

\[ (\gamma_k)_{ip} = (\Pi_{l=m_i}^{p-1} \lambda_l) k^{-m_i - m_{i+1} - \cdots - m_{p-1}} \gamma_{lp} \]

and

\[ (\gamma_k)_{i} \wedge (\gamma_k^*)_{pi} = (\Pi_{l=m_i}^{p-1} |\lambda_l|^2) k^{-(q_i - 1) - (q_{i+1} - 1) - \cdots - (q_{p-1} - 1)} \gamma_{ip} \wedge \gamma_{pi}^*. \]

Hence,

\[ \Lambda_{\omega_k} ((\gamma_k)_{i} \wedge (\gamma_k^*)_{pi}) = (\Pi_{l=m_i}^{p-1} |\lambda_l|^2) O(k^{-\max(q_i, \ldots, q_{p-1})}). \]

From these estimates, we will deduce the action of the perturbed Laplacian on sections. First, for sections on the diagonal we have (recall that \( \Pi_{(\text{Id}_{\mathcal{X}})} \) denotes the \( \langle \text{Id}_{\mathcal{X}} \rangle \) component using the projection (36)).
Lemma 46 Let \( s \in \text{End}(\mathcal{G}_t) \) and \( j \in \{1, \ell\} \). Then

\[
\Pi(\text{Id}_{\mathcal{F}_j}) \Delta_k (s) = O(k^{-q_j}).
\]

If we set \( \partial_k = \pi^*(\partial_0 + \gamma_k) \) and \( \partial_k = \pi^*(\partial_0 + \gamma_k^s) \), we also have

\[
\Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_{\omega k} \left((\partial_k s - \bar{\partial}_k s) \wedge (\partial_k s - \bar{\partial}_k s)\right) = O(k^{-q_j}).
\]

**Proof** We first deal with the projection of \( \Delta_k(s) \). Consider the various terms in the expansion of the Laplacian given by Eq. (47). By construction, \( \Delta_{\text{Gr}(E),k} \) is self-adjoint and \( \text{Id}_{\mathcal{F}_j} \) is in its cokernel. Thus \( \Pi(\text{Id}_{\mathcal{F}_j}) \Delta_{\text{Gr}(E),k} s = 0 \). The terms coming from first order partial derivatives of \( [\gamma_k, s] \) or \( [\gamma_k^s, s] \) are off-diagonal, hence orthogonal to \( \text{Id}_{\mathcal{F}_j} \) as well. So the highest order terms we are after will come from terms “quadratic in \( \gamma \)” of the form \( [\gamma_k, [\gamma_k^s, s]] \). We will use the notation \( \Lambda_k \) for \( \Lambda_{\omega k} \), and argue depending on two cases:

**Case 1:** \( i \leq j \).

The orthogonal projection of \( \Lambda_k[\gamma_k, [\gamma_k^s, s]] \) onto \( \langle \text{Id}_{\mathcal{F}_j} \rangle \) is given by taking the trace of its \( \mathcal{F}_j \) component. As \( \text{sl}(\mathcal{F}_j) \) is an ideal for the bracket, the projection of \( \Lambda_k[\Pi(\text{End}(\mathcal{F}_j)) \gamma_k, [\Pi(\text{End}(\mathcal{F}_j)) \gamma_k^s, s]] \) to \( \langle \text{Id}_{\mathcal{F}_j} \rangle \) will vanish. Hence, the only term that will contribute to \( \Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_k[\gamma_k, [\gamma_k^s, s]] \) will be of the form \( \Lambda_k((\gamma_k)_{ip} \wedge (\gamma_k^s)_{pi}) s \), with \( p > j \). By Lemma 45, these terms are \( O(k^{-q_j}) \) and the result follows.

**Case 2:** \( i > j \).

As we project onto \( \langle \text{Id}_{\mathcal{F}_j} \rangle \), assuming \( j < i \), the terms of the form \( (\gamma_k)_{ip} \wedge (\gamma_k^s)_{pi} s \) or \( (\gamma_k^s)_{ip} \wedge (\gamma_k)_{pi} s \), etc will not contribute. We are left with the terms of the form \( \Lambda_k((\gamma_k^s)_{pi} \wedge (s(\gamma_k)_{ip})) \) or \( \Lambda_k((\gamma_k)_{pi} \wedge (s(\gamma_k^s)_{ip})) \), with \( p \leq j \). The first terms vanish as \( p \leq j < i \) implies \( (\gamma_k)_{ip} = 0 \). The second are \( O(k^{-q_j}) \) because \( p \leq j < i \) and using Lemma 45. The proof for the estimate of \( \Pi(\text{Id}_{\mathcal{F}_j}) \Delta_k(s) \) is complete.

For the other estimate, we have

\[
\Lambda_k \left( (\partial_k s - \bar{\partial}_k s) \wedge (\partial_k s - \bar{\partial}_k s) \right) = -\Lambda_k (\partial_k s \wedge \bar{\partial}_k s) - \Lambda_k (\bar{\partial}_k s \wedge \partial_k s)
\]

and we can expand (omitting pullbacks to ease notations)

\[
\Lambda_k (\partial_k s \wedge \bar{\partial}_k s) = \Lambda_k (\partial_0 s \wedge \bar{\partial}_0 s)
\]

\[
+ \Lambda_k (\partial_0 s \wedge [\gamma_k, s]) + \Lambda_k ([\gamma_k^s, s] \wedge \bar{\partial}_0 s)
\]

\[
+ \Lambda_k ([\gamma_k^s, s] \wedge [\gamma_k, s]).
\]

Each of the three terms from the right hand side of this last equality can be dealt with separately. For the first, if \( j < i \), as \( A_0 \) is a product connection, we deduce \( \partial_0 s \wedge \bar{\partial}_0 s \in \Omega^{1,1}(X, \text{End}(\mathcal{G}_t)) \) and thus

\[
\Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_k (\partial_0 s \wedge \bar{\partial}_0 s) = 0.
\]

If \( i \leq j \), the full expansion for the curvature \( F_{\exp(s)A_0} \) of the Chern connection of \( \exp(s) \pi^* \bar{\partial}_0 \) is given by (see e.g. [10, Section 1]):

\[
F_{\exp(s)A_0} = F_{A_0} + (\partial_0 \partial_0 - \bar{\partial}_0 \bar{\partial}_0) s + ((\partial_0 s - \bar{\partial}_0 s) \wedge (\partial_0 s - \bar{\partial}_0 s)).
\]

By Chern–Weil theory, the \( \text{Id}_{\mathcal{F}_j} \)-components of the contractions of \( F_{\exp(s)A_0} \) and \( F_{A_0} \) agree. As \( \text{Id}_{\mathcal{F}_j} \) lies in the kernel of \( \Delta_{\text{Gr}(E),k} = \Lambda_k(\partial_0 \partial_0 - \bar{\partial}_0 \bar{\partial}_0) \), we conclude that

\[
\Pi(\text{Id}_{\mathcal{F}_j}) (\Lambda_k(\partial_0 s \wedge \bar{\partial}_0 s) - \Lambda_k(\bar{\partial}_0 s \wedge \partial_0 s)) = 0.
\]
For the second term, using that $s$ is diagonal and $(\gamma_k)_{ii} = 0$, we obtain
\[ \Pi(\text{Id}_{\mathcal{F}}) \Lambda_k (\partial_0 s \wedge [\gamma_k, s]) = \Pi(\text{Id}_{\mathcal{F}}) \Lambda_k ([\gamma_k^s, s] \wedge \bar{\partial}_0 s) = 0. \]

Finally, the last term $\Pi(\text{Id}_{\mathcal{F}}) \Lambda_k ([\gamma_k^s, s] \wedge [\gamma_k, s])$ is quadratic in $\gamma$, and can be dealt with as for the similar quadratic terms in $\Delta_k(s)$. \hfill \Box

We prove next a similar result for off-diagonal gauge transformations. As in the two components case, these gauge transformations will first be introduced to remove error terms of the form $\Lambda_k d_{A_0} a_k$ in (46). Let then $-v(i, p)$ be the order of the $(i, p)$ component of $d_{A_0} a_k$ (that is $v(i, p) = m_i + \cdots + m_{p-1}$ by Lemma 45). We will then use the action of $\Delta_k$ on off-diagonal sections of the form $k^{-v(i, p) - \frac{1}{2}} s$ (the extra $-\frac{1}{2}$ will come from $(iv)$ Lemma 37):

**Lemma 47** Let $s \in \text{Hom}(G_p, G_i)$, with $i < p$, and $j \in \{1, \ell\}$. Then
\[ \Pi(\text{Id}_{\mathcal{F}}) \Lambda_k (k^{-v(i, p) - \frac{1}{2}} s) = \mathcal{O}(k^{-q_j - \frac{1}{2}}) \]

and
\[ \Pi(\text{Id}_{\mathcal{F}}) \Lambda_{\omega_k} \left( k^{-2v(i, p) - 1} (\partial_k s - \bar{\partial}_k s) \wedge (\partial_k s - \bar{\partial}_k s) \right) = \mathcal{O}(k^{-q_j - \frac{1}{2}}). \]

A similar statement holds when $p < i$.

**Proof** We give the proof assuming $i < p$, as the case $p < i$ is similar. We start estimating $\Pi(\text{Id}_{\mathcal{F}}) \Lambda_k (k^{-v(i, p) - \frac{1}{2}} s)$. The proof follows the one of Lemma 46, but this time the highest order contributions come from terms “linear in $\gamma$” of the form $[\gamma_k, s]$ or $[\gamma_k^s, s])$. To simplify exposition we will neglect the action of $\partial_{A_0}^{\text{End}} E$ or $\bar{\partial}_{A_0}^{\text{End}} E$ in the argument as these operators are of order zero and preserve the matrix block decomposition.

**Case 1:** $i \leq j$.

Arguing as in the proof of Lemma 46, Case 1, the only non-zero contributions that we will obtain when projecting onto $\langle \text{Id}_{\mathcal{F}} \rangle$ are coming from terms of the form $(\gamma_k^s)_{pi} s$ with $p > j$, which are of order $k^{-v(i, p)}$. Tracing with $\omega_k$ will add an extra $k^{-1}$ contribution. Then, as $i \leq j < p$ and $q_j = 2m_j + 1$, we have
\[ (k^{-1} (\gamma_k^s)_{pi}) (k^{-v(i, p) - \frac{1}{2}} s) = \mathcal{O}(k^{-q_j - \frac{1}{2}}), \]
and the result follows.

**Case 2:** $i > j$.

As $i < p$, $(\gamma_k)_{pi} = 0$. Then, as $j < i < p$, the projection onto $\langle \text{Id}_{\mathcal{F}} \rangle$ of terms coming from $(\gamma_k^s)_{pi} s$ or $s (\gamma_k^s)_{pi}$ vanish. Hence, there are no contributions from linear terms in $\gamma_k$. Then, arguing as in the proof of Lemma 46, we see that the contributions from quadratic terms in $\gamma_k$ are $\mathcal{O}(k^{-q_j - \frac{1}{2}})$ and the proof of the first estimate is complete.

The second estimate can be obtained with similar considerations, noting that this time the highest order contribution comes from terms linear in $\gamma$ as
\[ \Pi(\text{Id}_{\mathcal{F}}) \Lambda_k (\partial_0 s \wedge \bar{\partial}_0 s) = 0 \]
from the fact that $s \in \text{Hom}(G_p, G_i)$. \hfill \Box
Remark 15 The Lemmas 46 and 47 ensure that we will not affect the \( \langle \text{Id}_{\mathcal{F}_j} \rangle \) component of the contracted curvature to order \( q_j \) while killing off errors orthogonal to \( g \) (note that we use sections \( s \in \text{End}(G_j) \) that are \( O(k^{-\frac{1}{2}}) \)). Indeed, the full expansion for the curvature of \( \text{exp}(s) \cdot A_k \) reads (see e.g. [10, Section 1]):

\[
F_{\text{exp}(s) \cdot A_k} = F_{A_k} + (\partial_k \bar{\partial}_k - \partial_k \bar{\partial}_k) s + ((\partial_k s - \bar{\partial}_k s) \wedge (\partial_k s - \bar{\partial}_k s)) .
\]

Note that the linear part of \( \Lambda^k_{\text{aut}} F_{\text{exp}(s) \cdot A_k} \) is \( \Delta_k \). Then, from Lemmas 46 and 47, for appropriate \( v \) (that is \( v \geq \frac{1}{2} \) if \( s \) is diagonal, and \( v \geq v(i, p) + \frac{1}{2} \) if \( s \) is off-diagonal in position \((p, i)\)), we will have

\[
\Pi(\text{Id}_{\mathcal{F}_j}) \Lambda^k_{\text{aut}} F_{\text{exp}(k^{-q} s) \cdot A_k} = \Pi(\text{Id}_{\mathcal{F}_j})(\Lambda^k_{\text{aut}} F_{A_k}) + O(k^{-q - \frac{1}{2}}) .
\]

Finally, we compute the Laplacian on sections of the form \( \text{Id}_i := \text{Id}_{G_j} \). They will be used to remove errors in \( g = \text{aut}(\text{Gr}(E)) \). We introduce, for \( (p, l) \in \llbracket 1, \ell \rrbracket^2 \):

\[
\text{Id}_{pl} = \left( \frac{1}{\text{rank } G_p} \text{Id}_{G_p} - \frac{1}{\text{rank } G_l} \text{Id}_{G_l} \right) .
\]

Lemma 48 For all \( j \in \llbracket 1, \ell - 1 \rrbracket \), there is a negative constant \( a_{j, j+1} \) such that

\[
\Pi_g \Delta_k (\text{Id}_{\mathcal{F}_j}) = a_{j, j+1} k^{-q j} \text{Id}_{j, j+1} + O(k^{-q j - 1}) . \tag{48}
\]

The constants \( a_{j, j+1} \), independent of \( k \), will actually depend on \( \lambda \), but will play a role only after fixing \( \lambda \), so this dependence will not affect the argument.

Proof As in the proof of Lemma 46, the only contributions will come from quadratic terms in \( \gamma_k \). To ease notations, we will omit subscript \( k \) for the moment. As we need more than simply the orders of the terms \( \Pi_g \Delta (\text{Id}_j) \), we start by recalling the precise formula for the differential of the term

\[
(a \wedge a)^{1,1} = ((\gamma - \gamma^*) \wedge (\gamma - \gamma^*))^{1,1} = -(\gamma \wedge \gamma^* + \gamma^* \wedge \gamma)
\]

with respect to an infinitesimal action of some gauge transformation \( \text{exp}(s) \). This gives (recall we consider a right action):

\[
-(\gamma, s) \wedge \gamma^* + \gamma \wedge [\gamma, s]^* + [\gamma, s]^* \wedge \gamma + \gamma^* \wedge [\gamma, s]).
\]

Using \( [\gamma, s] = \gamma s - s \gamma \) and \([\gamma, s]^* = [s^*, \gamma^*]\), this equals:

\[
s(\gamma \wedge \gamma^*) - \gamma \wedge (s \gamma^*) + (\gamma \wedge \gamma^*)s^* - \gamma \wedge (s^* \gamma^*)
\]

\[
+ \gamma^* \wedge (s^* \gamma) - s^* (\gamma^* \wedge \gamma) + \gamma^* \wedge (s \gamma) - (\gamma^* \wedge \gamma)s.
\]

Assuming \( s \) to be an hermitian endomorphism we obtain:

\[
s(\gamma \wedge \gamma^*) - 2 \gamma \wedge (s \gamma^*) + (\gamma \wedge \gamma^*)s + 2 \gamma^* \wedge (s \gamma) - s(\gamma^* \wedge \gamma) - (\gamma^* \wedge \gamma)s.
\]

From now on we set \( s = \text{Id}_i \) for \( i \in \llbracket 1, \ell \rrbracket \). We first compute the \( \text{End}(G_1) \oplus \cdots \oplus \text{End}(G_\ell) \) component of the contraction of last formula. After re-ordering terms, and using \( \gamma_{ij} = 0 \) for \( j \leq i \) we obtain:

\[
2 \Lambda(\gamma \wedge \gamma^*)_{ii} - 2 \Lambda(\gamma^* \wedge \gamma)_{ii} - 2 \sum_{p < l} \Lambda(\gamma \wedge \gamma^*)_{pp} + 2 \sum_{i < p} \Lambda(\gamma^* \wedge \gamma)_{pp}.
\]
We now compute the \( g \)-component, which we denote \((\Delta(\text{Id}_1))_g\). Denoting by \( \text{tr}_{\mathcal{G}_q} \) the trace of the \((\text{Id}_{\mathcal{G}_q})\) component, we obtain:

\[
(\Delta(\text{Id}_1))_B = 2 \left( \sum_{i < p} \text{tr}_{\mathcal{G}_i} \Lambda(\gamma_{1p} \wedge \gamma_{p1}^*) \frac{\text{Id}_{\mathcal{G}_i}}{\text{rank}(\mathcal{G}_i)} + \text{tr}_{\mathcal{G}_p} \Lambda(\gamma_{p1}^* \wedge \gamma_{1p}) \frac{\text{Id}_{\mathcal{G}_p}}{\text{rank}(\mathcal{G}_p)} \right)
- 2 \left( \sum_{p < i} \text{tr}_{\mathcal{G}_i} \Lambda(\gamma_{ip}^* \wedge \gamma_{pi}) \frac{\text{Id}_{\mathcal{G}_i}}{\text{rank}(\mathcal{G}_i)} + \text{tr}_{\mathcal{G}_p} \Lambda(\gamma_{pi} \wedge \gamma_{1p}^*) \frac{\text{Id}_{\mathcal{G}_p}}{\text{rank}(\mathcal{G}_p)} \right)
= 2 \left( \sum_{i < p} A_{ip} \text{Id}_{ip} \right) - 2 \left( \sum_{p < i} A_{pi} \text{Id}_{pi} \right)
\]

where we set \( A_{ip} = \text{tr}_{\mathcal{G}_i} \Lambda(\gamma_{ip}^* \wedge \gamma_{pi}) = - \text{tr}_{\mathcal{G}_p} \Lambda(\gamma_{pi}^* \wedge \gamma_{1p}) \). Note that \( A_{ip} \) depends on \( k \) and \( \lambda \). Using now Lemma 45, and the fact that \( \gamma_{i,i+1} \neq 0 \) (recall Lemma 33 and Lemma 37), we obtain by integration over \( X \):

\[
\Pi_1 \Delta_k(\text{Id}_1) = a_{i,i+1}k^{-q_i} \text{Id}_{i,i+1} - a_{i-1,i}k^{-q_i-1} \text{Id}_{i-1,i}
+ \sum_{i+2 \leq p} a_{i,p}k^{-q_i-(q_{i+1}-1)-\cdots-(q_{p-1}-1)} \text{Id}_{ip}
- \sum_{p \leq i-2} a_{p,i}k^{-q_i-1-(q_{i-2}-1)-\cdots-(q_{p-1}-1)} \text{Id}_{pi} + O(k^{-v})
\] (49)

for constants \( a_{i,i+1} < 0 \) and \( a_{i-1,i} < 0 \) (setting \( a_{0,1} = a_{\ell,\ell+1} = 0 \) by convention), and constants \( a_{p,i} \in \mathbb{R}_- \) for \( |p - i| \geq 2 \), and where \( O(k^{-v}) \) stands for higher order terms, where the order depends on the position in matrix block decomposition. The result follows by summing over \( i \) from 1 to \( j \).

**Remark 16** Using the same argument as in Proposition 39, we have that the conclusions of Lemmas 46, 47 and 48 also hold when applying the Laplacian of a complex structure \( f_k \cdot \pi^*(\bar{\partial}_0 + \gamma_k) \) provided \( f_k = \text{Id}_E + s_k \) for some \( s_k \in \Gamma(X, \text{End} \pi^*E) \) whose base component \( s_{B,k} \) satisfies \( s_{B,k} = O(k^{-\frac{1}{2}}) \) and whose vertical component \( s_{F,k} \) satisfies \( s_{F,k} = O(k^{-\frac{3}{2}}) \).

**5.3.2 The inductive argument**

We now proceed to the construction of the approximate solutions. We begin by solving the equation up to the maximal discrepancy order of \( E \). In order to do so, we first need to fix the constants \( \lambda \). This is where the choice of \( m = (m_1, \ldots, m_{\ell-1}) \) in (44) to define \( g_{\lambda,m} \) turns useful, and also where we use asymptotic stability with respect to subbundles coming from the Jordan–Hölder filtration.

**Proposition 49** There exists \( \lambda = (\lambda_1, \ldots, \lambda_{\ell-1}) \) independent of \( k \) such that for all \( j \in \mathbb{N} \),

\[
\Pi_{(\text{Id}_{\mathcal{F}_j})} \Lambda_{\omega_k} \left( iF_{A_k} \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_j} + O(k^{-q_j-\frac{1}{2}}),
\]

where

\[
C = \frac{2\pi(m + n)}{\text{Vol}(F)\text{Vol}(B)}.
\]
Proof Recall the definition of $\mu_k$ at the beginning of Sect. 3.1, and the definition of the $v_i$’s in Eq. (11). Let $j \in [1, \ell - 1]$. From Eq. (46), and by (i) of Lemma 37,

$$\Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_{\omega_k}(i F_{A_k}) = \Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_{\omega_k}(i F_0) + \Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_{\omega_k}(i a_k \wedge a_k).$$

We compute

$$\Pi(\text{Id}_{\mathcal{F}_j}) \Lambda_{\omega_k}(i F_0) = \left( \frac{1}{\text{Vol}(B) \text{Vol}(F)} \int_X \text{tr}_{\mathcal{F}_j}(\Lambda_{\omega_k}(i F_0)) \omega^m_X \wedge (\pi^* \omega_B)^n \right) \frac{\text{Id}_{\mathcal{F}_j}}{\text{rank } \mathcal{F}_j}.$$ 

To higher order in the $k$-expansion, the term

$$\int_X \text{tr}_{\mathcal{F}_j}(\Lambda_{\omega_k}(i F_0)) \omega^m_X \wedge (\pi^* \omega_B)^n$$

equals

$$k^{-n} \int_X \text{tr}_{\mathcal{F}_j}(\Lambda_{\omega_k}(i F_0)) (\omega_k)^{m+n} = (m + n) k^{-n} \int_X \text{tr}_{\mathcal{F}_j}(i F_0) \wedge \omega_k^{m+n-1}$$

$$= 2\pi (m + n) k^{-n} \mu_k(\mathcal{F}_j) \text{rank}(\mathcal{F}_j),$$

where we used Chern–Weil theory in the last equality. A direct computation, using Lemma 45, gives

$$\text{tr}_{\mathcal{F}_j}(\Lambda_{\omega_k}(i a_k \wedge a_k)) = -|\lambda_j|^{2} \text{tr}_{\mathcal{G}_j} \left( \Lambda_{\omega_B}(i \gamma_j, j+1 \wedge \gamma_{j+1}, j) \right) k^{-q_j} + \mathcal{O}(k^{-q_j} - \frac{1}{2}).$$

Finally, by asymptotic stability with respect to the $\mathcal{F}_j$’s, for $p < q_j$ we have $v_p(E) = v_p(\mathcal{F}_j)$. Then, the equation we want to solve is:

$$C(k^{-n} \mu_k(E) - k^{-n} \mu_k(\mathcal{F}_j))$$

$$= -k^{-q_j} \frac{|\lambda_j|^{2}}{\text{rank}(\mathcal{F}_j) \text{Vol}(B)} \int_B \text{tr}_{\mathcal{G}_j} \left( \Lambda_{\omega_B}(i \gamma_j, j+1 \wedge \gamma_{j+1}, j) \right) \omega^B_n$$

$$+ \mathcal{O}(k^{-q_j} - \frac{1}{2}). \quad (50)$$

As

$$k^{-n} (\mu_k(E) - \mu_k(\mathcal{F}_j)) = k^{-q_j} (v_{q_j}(E) - v_{q_j}(\mathcal{F}_j)) + \mathcal{O}(k^{-q_j} - \frac{1}{2}),$$

the above equation reduces to solve

$$C(v_{q_j}(E) - v_{q_j}(\mathcal{F}_j)) = -\frac{|\lambda_j|^{2}}{\text{rank}(\mathcal{F}_j) \text{Vol}(B)} \int_B \text{tr}_{\mathcal{G}_j} \left( \Lambda_{\omega_B}(i \gamma_j, j+1 \wedge \gamma_{j+1}, j) \right) \omega^B_n. \quad (51)$$

Again by asymptotic stability, we have $v_{q_j}(E) > v_{q_j}(\mathcal{F}_j)$. Using (iii) of Lemma 37, we see that the signs of Eq. (51) are compatible at order $q_j$, so that this is solvable in $\lambda_j$. The result follows.

We then choose $\lambda$ as in Proposition 49. We now perturb so it is not only the projection that satisfies the required equation. First of all, simply from the mapping properties of $\Delta_{\text{Gr}(E), k}$, and by Proposition 44, we can perturb $A_k$ as in Sect. 5.2 so that all the terms orthogonal to $g = \oplus_i (\text{Id}_{\mathcal{G}_i})$ to any desired order actually vanish. Moreover, we can do this without changing the projections of the contracted curvature to $(\text{Id}_{\mathcal{F}_j})$ until, and including, order $q_j$, for $1 \leq j \leq \ell - 1$. This can be seen as follows. From Eq. 46, there are three types of errors to be corrected:
(1) errors coming from $\Lambda_{\omega k} i F_0$,
(2) errors coming from $\Lambda_{\omega k} d A_k (a_k)$,
(3) errors coming from $\Lambda_{\omega k} (i a_k \wedge a_k)$.

The type (1) errors are diagonal and so can be dealt with on each $\text{End}(G_i)$ independently. They are at least $O(k^{-\frac{1}{2}})$, so using Lemma 46, removing them won’t affect the $\langle \text{Id}_{F_j} \rangle$ projection to order $q_j$, see Remarks 15 and 16. These perturbations might introduce new off-diagonal errors, but from Eq. (47), we see that these errors will be of higher order than type (2) errors above, and so will be dealt with as the type (2) ones. By Lemma 37, type (2) errors are off-diagonal and of order $k^{-v(i,p)-\frac{1}{2}}$ on position $(i, p)$. By Lemma 47, we can remove them without affecting the $\langle \text{Id}_{F_j} \rangle$ projections to the desired orders, still using Remarks 15 and 16. By Eq. (47), we see that these perturbations will introduce new diagonal errors but to higher orders, and those can be removed using Lemma 46 again. Finally, the type (3) errors can be diagonal and off-diagonal, but always of higher order than the previous ones, and can be removed in the same way.

We will then assume we have done this first set of perturbations up to and including order $q$, the maximum discrepancy order of $E$, and keep the notation $A_k$ for those new perturbed connections. Now, by our choice of $\lambda$ as in Proposition 49, we therefore have for all $j \in [1, \ell - 1]$:

$$\Pi_{\text{End}(F_j) \Lambda_{\omega k}} (i F_{A_k}) = C k^{-n} \mu_k (E) \text{Id}_{F_j} + O(k^{-q_j - \frac{1}{2}}).$$

(52)

The next step is to improve each of the above equalities to order $q$, by induction on $j$. We expand the first of these as

$$\Pi_{\text{End}(F_1) \Lambda_k} (i F_{A_k}) = C k^{-n} \mu_k (E) \text{Id}_{F_1} + k^{-q_1 - \frac{1}{2}} c \cdot \text{Id}_{F_1}
+ k^{-q_1 - \frac{1}{2}} \sigma + O(k^{-q_1 - 1}),$$

where $\sigma \in \Gamma(\text{End} F_1)$ is orthogonal to $\text{Id}_{F_1}$. Now, using Lemma 48, we have

$$\Pi_0 \Delta_k (k^{-\frac{1}{2}} \text{Id}_{F_1}) = a_{1,2} k^{-q_1 - \frac{1}{2}} \text{Id}_{1,2} + O(k^{-q_1 - \frac{3}{2}})$$

and thus there is a non-zero constant $a'_{1,2}$ such that

$$\Pi_{\langle \text{Id}_{F_1} \rangle} \Delta_k (k^{-\frac{1}{2}} \text{Id}_{F_1}) = a'_{1,2} k^{-q_1 - \frac{1}{2}} \text{Id}_{F_1} + O(k^{-q_1 - \frac{3}{2}}).$$

Hence, if we set

$$\hat{A}_1^k = \exp(k^{-\frac{1}{2}} r_1 \cdot \text{Id}_{F_1}) \cdot A_k$$

for a suitable constant $r_1$, then

$$\Pi_{\text{End}(F_1) \Lambda_k} (i \hat{F}_1^k) = C k^{-n} \mu_k (E) \text{Id}_{F_1} + k^{-q_1 - \frac{1}{2}} \sigma + O(k^{-q_1 - 1}),$$

where $\hat{F}_1^k$ is the curvature of $\hat{A}_1^k$. Further acting by an endomorphism of $F_1$ that is orthogonal to $\text{Id}_{F_1}$, we can also remove the $\sigma$ term, so that the curvature is

$$\Pi_{\text{End}(F_1) \Lambda_k} (i \hat{F}_1^k) = C k^{-n} \mu_k (E) \text{Id}_{F_1} + O(k^{-q_1 - 1}).$$

Continuing like this, we eventually produce a connection $A^1_k$ with curvature $F^1_k$ such that

$$\Pi_{\text{End}(F_1) \Lambda_k} (i F^1_k) = C k^{-n} \mu_k (E) \text{Id}_{F_1} + O(k^{-q_1 - \frac{1}{2}}),$$

(53)
where \( q = \max\{q_1, \ldots, q_{\ell-1}\} \) is the maximal discrepancy order of \( E \).

By Lemma 46, these perturbations do not affect the \((\text{Id}_{\mathcal{F}_j})\) components of the contracted curvature to order \( q_j \), for \( j \geq 2 \). Note also that we might introduce new diagonal or off-diagonal errors in the process, but those can be removed along the way as previously discussed for type (1) and type (2) errors. Therefore, we can assume that \( A^1_k \) satisfies Eq. (52) for \( j \geq 2 \).

Next, we move on to perturb the \( \Gamma(\text{End} \mathcal{F}_2) \) piece. By construction, we still have

\[
\Pi_{\text{End}(\mathcal{F}_2)} A_k \left( i F^1_k \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_2} + O(k^{-q_2-\frac{1}{2}}).
\]

This means that we can write

\[
\Pi_{\text{End}(\mathcal{F}_2)} A_k \left( i F^1_k \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_2} + k^{-q_2-\frac{1}{2}} \left( c_1 \cdot \text{Id}_{\mathcal{G}_1} + c_2 \cdot \text{Id}_{\mathcal{G}_2} \right) + k^{-q_2-\frac{1}{2}} \sigma + O(k^{-q_2-1}),
\]

where now \( \sigma \in \Gamma(\text{End} \mathcal{F}_2) \) is orthogonal to \( \text{Id}_{\mathcal{G}_i} \) for \( i = 1, 2 \), and \( c_1, c_2 \) are constants. Now, if \( q_2 = q \), then we have solved the equation on the \( \mathcal{F}_2 \)-component up to and including the maximum discrepancy order, which is our goal at this stage. On the other hand, if \( q_2 < q \), then \( c_1 = 0 \), since by (53) the \( \text{End}(\mathcal{G}_1) \)-component of \( A_k \left( i F^1_k \right) \) is \( C k^{-n} \mu_k(E) \text{Id}_{\mathcal{G}_1} \) up to and including order \( k^{-q} \) (recall \( \mathcal{F}_1 = \mathcal{G}_1 \)). Thus the expansion is

\[
\Pi_{\text{End}(\mathcal{F}_2)} A_k \left( i F^1_k \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_2} + k^{-q_2-\frac{1}{2}} c_2 \cdot \text{Id}_{\mathcal{G}_2} + k^{-q_2-\frac{1}{2}} \sigma + O(k^{-q_2-1}).
\]

We can then proceed as in the \( \mathcal{F}_1 \)-case: we first perturb using a constant multiple of \( \text{Id}_{\mathcal{F}_2} \), which captures the leading order contribution of the linearisation at our current connection too, by Proposition 44. We then proceed until we reach the order \( k^{-q} \), which we can do since the contribution in the \( \text{Id}_{\mathcal{G}_1} \) component is \( C k^{-n} \mu_k(E) \text{Id}_{\mathcal{G}_1} \) up to and including order \( k^{-q} \). The upshot is that, up to removing new errors in \( g^\perp \) introduced along the way, we get a connection \( A^1_k \) on \( \pi^*E \) with curvature \( F^1_k \) satisfying

\[
\Pi_{\text{End}(\mathcal{F}_2)} A_k \left( i F^2_k \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_2} + O(k^{-q-\frac{1}{2}})
\]

and such that (52) still holds for \( j \geq 3 \).

We then proceed in a similar way to build inductively connections \( A^i_k \) on \( \pi^*E \) with curvatures \( F^i_k \) such that

\[
\Pi_{\text{End}(\mathcal{F}_j)} A_k \left( i F^i_k \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_j} + O(k^{-q-\frac{1}{2}}).
\]

At each step the connection \( A_k^{i+1} \) is obtained from \( A_k^i \) by removing the errors in the previously obtained expansion

\[
\Pi_{\text{End}(\mathcal{F}_{j+1})} A_k \left( i F^j_k \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_{j+1}} + k^{-q_{j+1}-\frac{1}{2}} c_{j+1} \cdot \text{Id}_{\mathcal{G}_{j+1}} + k^{-q_{j+1}-\frac{1}{2}} \sigma + O(k^{-q_{j+1}-1}).
\]
The connection $A_k^{\ell-1}$ satisfies
\[ \Pi_{\text{End}(\mathcal{F}_{\ell-1})} A_k \left( i F_k^{\ell-1} \right) = C k^{-n} \mu_k(E) \text{Id}_{\mathcal{F}_{\ell-1}} + O(k^{-q-\frac{1}{2}}), \]
but also by Chern–Weil theory:
\[ \Pi_{\bigoplus_{i=1}^{\ell} (\text{Id}_{\mathcal{G}_i})} A_k \left( i F_k^{\ell-1} \right) = C k^{-n} \mu_k(E) \text{Id}_E + O(k^{-q-\frac{1}{2}}). \]
Thus all remaining errors in $\text{End}(E)$ to solve the HYM equation up to and including order $k^{-q}$ are orthogonal to $\bigoplus_{i=1}^{\ell} (\text{Id}_{\mathcal{G}_i})$. Hence we can proceed as in the previous steps to deduce that there is a connection $A_k^\ell$ on $\pi^* E$ with curvature $F_k^\ell$ such that
\[ A_k \left( i F_k^\ell \right) = C k^{-n} \mu_k(E) \text{Id}_E + O(k^{-q-\frac{1}{2}}). \]

Thus we have solved the HYM equation up to and including order $k^{-q}$.

We now proceed to go beyond the maximal discrepancy order of $E$, to produce connections that solve the HYM equation to any desired order. We have that
\[ A_k \left( i F_k^\ell \right) = C k^{-n} \mu_k(E) \text{Id}_E \]
for constants $c_1, \ldots, c_\ell$ and a $\sigma$ that is orthogonal to $\bigoplus_{i=1}^{\ell} (\text{Id}_{\mathcal{G}_i})$. Since we know by Chern–Weil theory that the projection of $A_k \left( i F_k^\ell \right)$ to $\text{Id}_E$ is $C k^{-n} \mu_k(E) \text{Id}_E$, we even have
\[ c_1 + \cdots + c_\ell = 0. \]
This means that we can rewrite the above as
\[ A_k \left( i F_k^\ell \right) = C k^{-n} \mu_k(E) \text{Id}_E + k^{-q-\frac{1}{2}} \left( d_{1,1} \text{Id}_{1,2} + \cdots + d_{\ell-1,1} \text{Id}_{\ell-1,\ell} \right) \]
\[ + k^{-q-\frac{1}{2}} \sigma + O(k^{-q-1}), \]
for constants $(d_i)_{1 \leq i \leq \ell-1}$. Perturbing first by
\[ d_i' k^{q_i - q - \frac{1}{2}} \text{Id}_{\mathcal{F}_1} + \cdots + d_{\ell-1}' k^{q_{\ell-1} - q - \frac{1}{2}} \text{Id}_{\mathcal{F}_{\ell-1}}, \]
for some suitable constants $(d_i')_{1 \leq i \leq \ell-1}$, using Lemma 48, we can remove the term
\[ k^{-q-\frac{1}{2}} \left( d_{1,1} \text{Id}_{1,2} + \cdots + d_{\ell-1,1} \text{Id}_{\ell-1,\ell} \right). \]
If we then perturb by an element orthogonal to $\bigoplus_{i=1}^{\ell} (\text{Id}_{\mathcal{G}_i})$, we can also remove the $\sigma$-term. After correcting the extra errors introduced in the process, we thus obtain a connection $\tilde{A}_k$ with curvature $\tilde{F}_k$ satisfying
\[ A_k \left( i \tilde{F}_k \right) = C k^{-n} \mu_k(E) \text{Id}_E + O(k^{-q-1}). \]

Proceeding in exactly the same way, we obtain connections on $E$ solving the HYM equation to any desired order in $k$.

**Remark 17** While the above statements are all pointwise estimates, it follows exactly in the same manner as in Lemma 30 that these pointwise statements actually give the corresponding statements in any desired Sobolev space.
5.4 Perturbation argument

We end the proof of Theorem 31 in this section, by perturbing our approximate solution built in Sect. 5.3.2 to a genuine solution, following the method of Sect. 4.2. In order to apply the quantitative implicit function theorem, we will need an estimate on the Laplacian of the approximate solutions.

5.4.1 Estimating $\Delta_k$

We first derive an estimate for the Laplacian $\Delta_k$ of the connection $\Lambda_k$ associated to $(\pi^*E, \pi^*(\overline{\partial}_0 + \gamma_k), h)$. We will then argue that this estimate also holds for the perturbed connections built in Sect. 5.3.2. Our main goal in this section is to prove:

**Proposition 50** There exists $C > 0$ such that for all $\sigma \in \Gamma(\text{End} E)$ orthogonal to $\text{Id}_E$,

$$\|\Delta_k(\sigma)\|_{L^2(\omega_k)} \geq Ck^{-d}\|\sigma\|_{L^2_{d+2}(\omega_k)},$$

The proof of Proposition 50 will rely on the expansion (47):

$$\Delta_k = \Delta_{\text{Gr}(E), k} + ik^{-1}\Lambda_{\omega_B}\left(\overline{\partial}_{A_0^0}\text{End } E \left(\{\gamma_k^*, \cdot\}\right) - \{\gamma_k^*, \overline{\partial}_{A_0^0}\text{End } E \right)\right) + ik^{-1}\Lambda_{\omega_B}\left(\partial_{A_0^0}\text{End } E \left(\{\gamma_k, \cdot\}\right) - \{\gamma_k, \overline{\partial}_{A_0^0}\text{End } E \right)\right) + O(k^{-v}),$$

together with the estimates in Lemma 45. We first show that orthogonal to $\mathfrak{g}$, we preserve the bounds we have for $\Delta_{\text{Gr}(E), k}$ when going to the extension.

**Lemma 51** There exists $C > 0$ such that for all sufficiently large $k$ and for all $\sigma \in \Gamma(\text{End} E)$ orthogonal to $\mathfrak{g}$,

$$\|\Delta_k(\sigma)\|_{L^2(\omega_k)} \geq Ck^{-1}\|\sigma\|_{L^2_{d+2}(\omega_k)},$$

**Proof** We first show that we have the bound

$$\|\Delta_{\text{Gr}(E), k}(\sigma)\|_{L^2(\omega_k)} \geq Ck^{-1}\|\sigma\|_{L^2_{d+2}(\omega_k)},$$

for all $\sigma \in \Gamma(\text{End} E) \cap \left(\oplus_i (\text{Id}_{\mathcal{G}_i})\right)^\perp$. On the diagonal elements, this follows from the individual bounds on the $\mathcal{G}_i$, which are obtained from Proposition 25. On the off-diagonal elements, it uses that the estimate is equivalent to a Poincaré inequality for the induced connection on the Hom($\mathcal{G}_i, \mathcal{G}_j$). Recall that $\mathfrak{g} = \oplus_i (\text{Id}_{\mathcal{G}_i})$ since the $\mathcal{G}_i$ are all non-isomorphic, and that by Remark 7, we also have that $\text{Lie}(\text{Aut}(\pi^*\text{Gr}(E))) = \oplus_i (\text{Id}_{\pi^*\mathcal{G}_i})$. Then for all $\sigma \in \Gamma(\text{End} E) \cap \mathfrak{g}^\perp$, we have the bound (55) or equivalently by self-adjointness and the fact that the Laplacian only has non-positive eigenvalues,

$$\langle (\Delta_{\text{Gr}(E), k}(\sigma), \sigma) \rangle \geq Ck^{-1}\|\sigma\|^2.$$

First suppose $\sigma = \sigma_i \in \Gamma(\text{End} \mathcal{G}_i)$. From Eq. (47), we deduce that

$$\Pi_{\Gamma(\text{End} \mathcal{G}_i)} \Delta_k(\sigma_i) = \Delta_{\mathcal{G}_i, k}(\sigma_i) + O(k^{-q_i}\|\sigma_i\|),$$
since the only potential additional diagonal contribution comparing $\Delta_k$ to the product Laplacian comes from the term

$$k^{-1} \Lambda_{\omega^B} ([\gamma_k, [\gamma_k^*, \cdot]] - [\gamma_k^*, [\gamma_k, \cdot]])$$

in the expansion. Using Lemma 45, this term is $O(k^{-q_i})$. Since $q_i \geq 2$, we therefore get from the bound on the graded object that

$$|\langle \Delta_k(\sigma_i), \sigma_i \rangle| = |\langle \Delta_{\mathcal{G}_i}(\sigma_i), \sigma_i \rangle| + O(k^{-q_i})$$

$$\geq C k^{-1} \|\sigma_i\|^2$$

too, for a potentially different constant $C$. This settles the case when $\sigma$ lies in $\Gamma(\text{End} \mathcal{G}_i)$ for some $i$.

The case when $\sigma$ is off-diagonal, say $\sigma \in \Gamma(\mathcal{G}_j^* \otimes \mathcal{G}_i)$ for some $i, j$ is the same. Again, we have

$$\|\Delta_{\text{Gr}(E),k}(\sigma)\| \geq C k^{-1} \|\sigma\|,$$

from the estimate (55). From Eq. (47), we see that the only additional contribution that lies in $\Gamma(\mathcal{G}_j^* \otimes \mathcal{G}_i)$ comes from

$$k^{-1} \Lambda_{\omega^B} ([\gamma_k, [\gamma_k^*, \cdot]] - [\gamma_k^*, [\gamma_k, \cdot]])$$

Again, this decays to a higher order than $k^{-1}$, giving us the required bound.

At this point, we have shown that the estimate holds for $\sigma \in \Gamma(\mathcal{G}_j^* \otimes \mathcal{G}_i)$ for any $i, j$. In general, $\sigma$ is a sum of such terms, and we need to ensure that the estimate holds also for such sums. To ease notation, we will consider only the case when

$$\sigma = \sigma_i + \sigma_j$$

for $i < j$, where $\sigma_i \in \Gamma(\text{End} \mathcal{G}_i)$ and $\sigma_j \in \Gamma(\text{End} \mathcal{G}_j)$. The case when one or both are off-diagonal, or when there are more than two such terms, is similar.

We need to estimate

$$-\langle \Delta_k(\sigma), \sigma \rangle = -\langle \Delta_k(\sigma_i), \sigma_i \rangle - \langle \Delta_k(\sigma_j), \sigma_j \rangle$$

$$-\langle \Delta_k(\sigma_i), \sigma_j \rangle - \langle \Delta_k(\sigma_j), \sigma_i \rangle$$

from below. From the estimates we have already considered, we need to understand

$$-\langle \Delta_k(\sigma_i), \sigma_j \rangle$$

and

$$-\langle \Delta_k(\sigma_j), \sigma_i \rangle.$$
Recalling the expansion in Lemma 45 of $\gamma_k$, we see that there is a positive constant $C$ only depending on $i, j$, but not the choice of $\sigma_i, \sigma_j$, such that

$$|\langle \Delta_k(\sigma_i), \sigma_j \rangle| \leq C k^{-2} \|\sigma_i\| \|\sigma_j\|,$$

since each $q_l \geq 2$. From Young’s inequality with exponent 2, we therefore get that

$$|\langle \Delta_k(\sigma_i), \sigma_j \rangle| \leq C k^{-2} (\|\sigma_i\|^2 + \|\sigma_j\|^2)$$

and thus

$$-\langle \Delta_k(\sigma_i), \sigma_j \rangle \geq -C k^{-2} (\|\sigma_i\|^2 + \|\sigma_j\|^2).$$

While this is a negative lower bound, it is order $k^{-2}$, and so can be compensated for when $k \gg 0$ by the $O(k^{-1})$ bound for $-\langle \Delta_k(\sigma_i), \sigma_i \rangle$ and $-\langle \Delta_k(\sigma_j), \sigma_j \rangle$. The case of $(\Delta_k(\sigma_j), \sigma_i)$ gives a similar bound with the same method. Thus there is a potentially different constant $C > 0$ such that

$$-\langle \Delta_k(\sigma), \sigma \rangle \geq C k^{-1} \|\sigma\|^2,$$

which is what we wanted to show.

We now begin to extend this bound to every endomorphism orthogonal to $\text{Id}_E$.

**Lemma 52** There exists $C > 0$ such that for all $\sigma \in g \cap \langle \text{Id}_E \rangle^\perp$,

$$\|\Delta_k(\sigma)\|_{L^2(\omega_k)} \geq C k^{-q} \|\sigma\|_{L^2(\omega_k)}.$$

**Proof** By self-adjointness of the Laplace operator and the fact that it has only non-positive eigenvalues, it suffices to establish the estimate

$$-\langle \Delta_k(\sigma), \sigma \rangle \geq C k^{-q} \|\sigma\|^2$$

for all

$$\sigma = \sum_{i=1}^\ell \frac{c_i}{\text{rank}(\mathcal{G}_i)} \text{Id}_{\mathcal{G}_i}$$

with $\sum_i c_i = 0$. In the proof, $C$ will stand for a positive constant, whose value might vary along the argument. To simplify notations, set $r_i = \text{rank}(\mathcal{G}_i)$ and $\tilde{c}_i = \frac{c_i}{r_i}$. Let then $\sigma = \sum_{i=1}^\ell \tilde{c}_i \text{Id}_{\mathcal{G}_i}$, with $\sum_i r_i \tilde{c}_i = 0$. To conclude the proof it will be enough to obtain an estimate of the form:

$$-\langle \Delta_k(\sigma), \sigma \rangle \geq C k^{-q} \sum_{i=1}^\ell \tilde{c}_i^2.$$

Using formula (49) in the proof of Lemma 48, we obtain:

$$\langle \Delta_k(\sigma), \sigma \rangle = \sum_{i=1}^\ell \tilde{c}_i \sum_{j=1}^\ell \tilde{c}_j \langle \Pi_g \Delta_k \text{Id}_i, \text{Id}_j \rangle$$

$$= \sum_{i=1}^\ell \tilde{c}_i \left( \tilde{c}_i \left( a_{i,i+1} k^{-q_l} + a_{i-1,i} k^{-q_{l-1}} \right) \right)$$

$$- \sum_{i=1}^\ell \tilde{c}_i \left( \tilde{c}_{i-1} a_{i-1,i} k^{-q_{l-1}} + \tilde{c}_{i+1} a_{i+1,i+1} k^{-q_l} \right) - \sigma_h$$
where $\sigma_h$ stands for higher order terms:

$$\sigma_h = \sum_{i=1}^{\ell} \tilde{c}_i \left( \sum_{j \leq i-2} \tilde{c}_j a_{ji} k^{-q_j - \cdots - (q_i - 1)} + \sum_{j \geq i+2} \tilde{c}_j a_{ij} k^{-q_i - \cdots - (q_j - 1)} \right).$$

Rearranging terms according to their order in $k$ this gives:

$$\langle \Delta_k(\sigma), \sigma \rangle = \sum_{i=1}^{\ell-1} a_{i,i+1} k^{-q_i} (\tilde{c}_i - \tilde{c}_{i+1})^2 - \sigma_h.$$  \hfill (56)

At this point it is useful to remember that for all $i, j \in \{1, \ell\}$, $a_{ij} \leq 0$, with $a_{i,i+1} < 0$ for $i \leq \ell - 1$.

We deal with the terms in $\sigma_h$ as in the proof of Lemma 51 by completing the squares. Indeed, consider for example $j \leq i - 2$:

$$\tilde{c}_i \tilde{c}_j a_{ji} k^{-q_j - \cdots - (q_i - 1)} = \frac{a_{ji}}{2} k^{-q_j - \cdots - (q_i - 1)} \left( (\tilde{c}_i + \tilde{c}_j)^2 - \tilde{c}_i^2 - \tilde{c}_j^2 \right) \geq - C k^{-q_j - \cdots - (q_i - 1)} (\tilde{c}_i^2 + \tilde{c}_j^2) \geq - C (k^{-q_i-1} \tilde{c}_i^2 + k^{-q_i-1} \tilde{c}_j^2)$$

for a constant $C > 0$. As in the expression of $\langle \Delta_k(\sigma), \sigma \rangle$, the term $\tilde{c}_i^2$ appears at orders $k^{-q_i}$ and $k^{-q_i-1}$ and so we can compensate the potentially negative contributions that will be coming from $\sigma_h$ at strictly higher orders.

It remains to estimate

$$- \sum_{i=1}^{\ell-1} a_{i,i+1} k^{-q_i} (\tilde{c}_i - \tilde{c}_{i+1})^2.$$

We thus need to prove that there is $C > 0$ such that

$$- \sum_{i=1}^{\ell-1} a_{i,i+1} k^{-q_i} (\tilde{c}_i - \tilde{c}_{i+1})^2 \geq C k^{-q} \sum_{i=1}^{\ell} \tilde{c}_i^2.$$

We clearly have $C > 0$ satisfying

$$- \sum_{i=1}^{\ell-1} a_{i,i+1} k^{-q_i} (\tilde{c}_i - \tilde{c}_{i+1})^2 \geq C k^{-q} Q(\tilde{c}_i),$$

where $Q$ is the real quadratic form in $\ell$-variables defined by

$$Q(x) = \sum_{i=1}^{\ell-1} (x_i - x_{i+1})^2.$$

The kernel of $Q$ is given by the vector space spanned by $1 = (1, \ldots, 1)$. Denote by $\phi : \mathbb{R}^\ell \to \mathbb{R}$ the map $\phi(x) = \sum_j r_j x_j$. Then, the subspace spanned by $1$ and ker $\phi$ are complementary. Thus the restriction of $Q$ to ker $\phi$ is a positive definite quadratic form, hence its associated bilinear form has only strictly positive eigenvalues, and there is a constant $C > 0$ such that for all $x \in$ ker $\phi$

$$Q(x) \geq C \sum_{i=1}^{\ell} x_i^2.$$
As \((\tilde{c}_i) \in \ker \phi\), the result follows. \(\square\)

We are now ready to prove the main result of this subsection, which gives a lower bound for the first eigenvalue of the linearised operator, in the family of complex structures we are considering.

**Proof of Proposition 50** From Lemmas 51 and 52, we know the result on \(g^\perp\) and \(g \cap (\text{Id}_E)\)\(\perp\) individually. What is left is therefore to make sure that no mixed terms interfere with the estimate. We only outline the argument as it is similar to the corresponding part of the proof of Lemma 51. Suppose \(\sigma_1 \in g^\perp\) and that \(\sigma_2\) is a diagonal automorphism of \(\oplus_i G_i\), orthogonal to \(\text{Id}_E\), satisfying the bounds

\[
\| \Delta_k \sigma_1 \| \geq Ck^{-1} \| \sigma_1 \| \quad (57)
\]

and

\[
\| \Delta_k \sigma_2 \| \geq Ck^{-q} \| \sigma_2 \|. \quad (58)
\]

Then, to extend the estimate to \(\sigma_1 + \sigma_2\), by self-adjointness and non-positiveness of the eigenvalues of the Laplacian, we only need to consider the term \(-\langle \Delta_k \sigma_2, \sigma_1 \rangle\). Write \(\sigma_2 = \sum_i \tilde{c}_i \text{Id}_{G_i}\) with \(\sum_i \text{rank}(G_i)\tilde{c}_i = 0\) and \(\sigma_1 = \sum_{j,l} \sigma_{jl}\) with \(\sigma_{jl} \in \Gamma(G_i^* \otimes G_j) \cap g^\perp\). We thus need to control

\[
- \langle \Delta_k (\tilde{c}_i \text{Id}_{G_i}), \sigma_{jl} \rangle
\]

terms of \(|\tilde{c}_i|^2\) and \(||\sigma_{jl}||^2\) for all \(i, j, l\). We will give the argument for the “worst case scenario” when \(j = i\) and \(l = i + 1\), the other cases being similar.

By Eq. (47) giving the expansion of \(\Delta_k\), we see that the higher order contribution of

\[
\Pi_{\Gamma(G_i^{i+1} \otimes G_i)} \Delta_k (\tilde{c}_i \text{Id}_{G_i})
\]

will come from the terms in

\[
\Pi_{\Gamma(G_i^{i+1} \otimes G_i)} \left( k^{-1} \Lambda_{\omega_B} \left( \tilde{\omega}_{A_0^{\text{End}} E} \left( \right) \gamma^k, \tilde{c}_i \text{Id}_{G_i} \right) \right).
\]

By Lemmas 37 and 45, this term is \(O(k^{-m_i - \frac{1}{2}})\). Thus, there is a constant \(C > 0\) independent of \(\sigma_1\) and \(\sigma_2\) such that

\[
- \langle \Delta_k (\tilde{c}_i \text{Id}_{G_i}), \sigma_{i,i+1} \rangle \geq -Ck^{-m_i - \frac{1}{2}} |\tilde{c}_i| \cdot ||\sigma_{i,i+1}||
\]

\[
\geq -C |k^{-m_i - \frac{1}{2}} \tilde{c}_i| \cdot ||k^{-\frac{1}{2}} - \frac{1}{2} \sigma_{i,i+1}||
\]

\[
\geq -C (k^{-q_i - \frac{1}{2}} |\tilde{c}_i|^2 + k^{-1 - \frac{1}{2}} ||\sigma_{i,i+1}||^2)
\]

where last inequality is obtained by using Young’s inequality as in the proof of Lemma 51 and using that \(q_i = 2m_i + 1\). From Lemma 51, the contribution of \(||\sigma_{i,i+1}||^2\) in the lower bound (57) is \(O(k^{-1})\). On the other hand, from Eq. (56) in the proof of Lemma 52, the contribution of \(|\tilde{c}_i|^2\) is \(O(k^{-\min(q_i - 1, q_i)})\). Hence, the positive contributions coming from the term \(\langle \Delta_k \tilde{c}_i \text{Id}_{G_i}, \sigma_{i,i+1} \rangle\) will only affect the negative ones coming from the terms \(\langle \Delta_k \tilde{c}_i \text{Id}_{G_i}, \tilde{c}_i \text{Id}_{G_i} \rangle\) and \(\langle \Delta_k \sigma_{i,i+1}, \sigma_{i,i+1} \rangle\) at strictly higher orders and thus won’t spoil the estimate. The argument is similar for the other components, ultimately giving the desired inequality. \(\square\)

The above bounds hold for our initial approximate solution to the HYM equation on \(\pi^* E\). In Sect. 5.3.2, we perturbed this connection and we need the same result also for these perturbed connections.
Proposition 53 Let \( \tilde{A}_k \) be a connection constructed from \( A_k \) as in Sect. 5.3.2. Then there is a constant \( C > 0 \), depending on \( \tilde{A}_k \), such that for all \( \sigma \in \Gamma(\text{End } E) \) orthogonal to \( \text{Id}_E \),
\[
\| \Delta_k(\sigma) \|_{L^2(\omega_{\text{ok}})} \geq C k^{-q} \| \sigma \|_{L^2(\omega_{\text{ok}})}.
\]  
\[ \text{(59)} \]

Proof Each such \( \tilde{A}_k \) will have an associated expansion
\[
\tilde{A}_k^{0,1} = \tilde{\sigma}_0 + \tilde{\gamma}_k
\]
analogously to \( \gamma_k = g_{2,m} \cdot \gamma \) for \( A_k^{0,1} \). The point is then that under the changes made from \( A_k \) in producing \( \tilde{A}_k \), the relevant leading order contributions in \( \gamma_k \) and \( \tilde{\gamma}_k \) agree. The subleading order terms are different, but these only affect the constant \( C \), not the rate. Thus, using exactly the same method of proof as for \( A_k \), there is for each such \( \tilde{A}_k \) a constant \( C \) such that the bound \( \text{(59)} \) holds.

\( \square \)

5.4.2 Conclusion

The proof of Theorem 31 now follows by the same method as in the stable case in Sect. 4.2. The only difference is that since the bound in Proposition 53 has a higher order of \( k \), we need a higher order approximate solution to apply the quantitative implicit function Theorem 24. Following the same argument as in the proof of Theorem 1, we see that the required approximate solutions are of order greater than \( 2q + 1 \). But from Sect. 5.3.2, we know that we can reach any order. This completes the proof of Theorem 31.

5.5 Some consequences

In this section, we gather some consequences of our main result and its proof. The first is the proof of Corollary 32. We will need for this an auxiliary result. Assume we have an extension
\[
0 \to E_1 \to E \to E_2 \to 0,
\]
where \( E_1 = \mathcal{F}_j \) for some \( 1 \leq j \leq \ell - 1 \). Denote by \( \bar{\partial}_i \) the Dolbeault operator of \( E_i \), for \( i \in \{1, 2\} \), and set the diagonal operator \( \bar{\partial}_{1+2} = \bar{\partial}_1 + \bar{\partial}_2 \) on \( E_1 \oplus E_2 \). Note in particular that there is \( \gamma_i \in \mathcal{O}^{0,1}(B, \text{End}(E_i)) \) such that \( \bar{\partial}_i = (\bar{\sigma}_0)|_{E_i} + \gamma_i \) and \( \bar{\sigma}_0 \gamma_i = 0 \) for \( i \in \{1, 2\} \). From [10, Proposition 4.5], we extract the following result that will enable us to compare symmetries for \( E_1 \oplus E_2 \) to symmetries for \( \text{Gr}(E) \).

Proposition 54 There exists \( \epsilon > 0 \) depending on \( d_{A_0} \) such that if \( ||\gamma_i||_\infty < \epsilon \) for \( i \in \{1, 2\} \), then any element \( \sigma \in H^0(B, \text{End}(E_1 \oplus E_2)) \) satisfies \( \bar{\sigma}_0 \sigma = 0 \).

Note that in the above statement the norms \( ||\gamma_i||_\infty \) are determined by \( \omega_B \) and \( h \), and hence are fixed throughout the argument that follows.

Proof The result follows from [10, Lemma 4.1, Corollary 4.2 and Proposition 4.5]. We recall the proof for a more self contained exposition. Let \( \sigma \) be a holomorphic section in \( H^0(B, \text{End}(E_1 \oplus E_2)) \). It satisfies the equation
\[
\bar{\sigma}_0 \sigma + [\gamma_1 + \gamma_2, \sigma] = 0.
\]  
\[ \text{(60)} \]

Decompose \( \sigma = \sigma_0 + \sigma_1 \) according to the Dolbeault orthogonal decomposition, with \( \bar{\sigma}_0 \sigma_0 = 0 \) and \( \sigma_1 \in \ker(\bar{\sigma}_0)^\perp \). By Proposition 35, \( \partial_0 \sigma_0 = 0 \). Then we apply \( \bar{\sigma}_0 = -i A_{\omega_B} \partial_0 \) to \( \text{(60)} \) and, using \( \bar{\sigma}_0(\gamma_1 + \gamma_2) = 0 \) we obtain
\[
\bar{\sigma}_0 \sigma_1 + \bar{\sigma}_0^* \gamma_1 + \bar{\sigma}_0^* \gamma_2 + \sigma_1 = 0.
\]
Pairing with $\sigma_1$, we deduce
\[ ||\overline{\partial}_0\sigma_1||_{L^2(\omega_B)}^2 = -\langle [\gamma_1 + \gamma_2, \sigma_1], \overline{\partial}_0\sigma_1 \rangle \]
\[ \leq c||\gamma_1 + \gamma_2||_\infty ||\sigma_1||_{L^2(\omega_B)}||\overline{\partial}_0\sigma_1||_{L^2(\omega_B)} \]
for some constant $c > 0$. Using $\sigma_1 \in \ker(\overline{\partial}_0)^\perp$ together with Hörmander’s estimate, there is a constant $c' > 0$ independent of $\sigma_1$ such that
\[ ||\sigma_1||_{L^2(\omega_B)} \leq c'||\overline{\partial}_0\sigma_1||_{L^2(\omega_B)} \]
and thus another $c'' > 0$ satisfying
\[ ||\overline{\partial}_0\sigma_1||_{L^2(\omega_B)} \leq c''||\gamma_1 + \gamma_2||_\infty ||\overline{\partial}_0\sigma_1||_{L^2(\omega_B)} \]
Then, for $||\gamma_1 + \gamma_2||_\infty$ small enough, $\sigma_1 = 0$, $\sigma = 0$ and the result follows.  

**Corollary 55** For $\epsilon > 0$ as in Proposition 54, assuming that $||\gamma_i||_\infty < \epsilon$ for $i \in \{1, 2\}$, we have $\text{aut}(E_1 \oplus E_2) = \mathbb{C}\text{Id}_{E_1} \oplus \mathbb{C}\text{Id}_{E_2}$.

**Proof** First, a reformulation of Proposition 54 gives $\text{aut}(E_1 \oplus E_2) \subset \mathfrak{g}$. Then, if $\sigma \in \text{aut}(E_1)$, $\sigma \in \mathfrak{g}$. By the description of $\mathfrak{g}$ in Lemma 34, and recalling that $E_1 = \mathcal{F}_j$, we see that $\text{Aut}(E_1) \subset \mathbb{C}^*\text{Id}_{\mathcal{G}_j} \times \cdots \times \mathbb{C}^*\text{Id}_{\mathcal{G}_j}$. Given the action of $\text{Aut}(E_1)$ on $\gamma_1$ (as in Eq. (30)) and the fact that $\gamma_i, i+1 \neq 0$ for $1 \leq i \leq j - 1$, we deduce that $\text{Aut}(E_1) = \mathbb{C}^*\text{Id}_{\mathcal{F}_j}$. The same argument on $E_2$ gives the result.

From Proposition 54 we can prove the following technical lemma.

**Lemma 56** Let $E$ be a semistable bundle on $B$ which satisfies (H1)–(H3) and is asymptotically stable with respect to subbundles induced from a Jordan–Hölder filtration. Fix $i_1 \in [1, l - 1]$ such that
(i) For all $j \in [1, l - 1]$, $\mu_\infty(\mathcal{F}_j) \leq \mu_\infty(\mathcal{F}_{i_1})$
(ii) The rank $r_1$ of $\mathcal{F}_{i_1}$ satisfies
\[ r_1 = \min\{\text{rank}(\mathcal{F}_j), j \in [1, l - 1] \text{ satisfies (i)}\} \]
That is, $S := \mathcal{F}_{i_1}$ has a maximal adiabatic slope amongst strict subbundles $\mathcal{F}_j \subset E$ and minimal rank amongst those bundles with the same adiabatic slope. Set $Q := E/S$. Then $S$ and $Q$ are simple, semistable, satisfy (H1)–(H3), and are asymptotically stable with respect to subbundles induced from a Jordan–Hölder filtration.

**Proof** To see that $S$ is semistable, suppose that $\mathcal{F} \subset S$. Then $\mathcal{F} \subset E$ and thus $\mu_L(\mathcal{F}) \leq \mu_L(E) = \mu_L(S)$. Moreover, the graded object of $S$ is $\bigoplus_{i=1}^{l_1} \mathcal{G}_i$ and is locally free. Since any subbundle of $S$ obtained from its induced Jordan–Hölder filtration is a subbundle of $E$ induced from the given Jordan–Hölder filtration of $E$, and $S$ was chosen to have maximal asymptotic slope and minimal rank among such subbundles, $S$ is asymptotically stable with respect to subbundles from its Jordan–Hölder filtration. Finally, hypotheses (H1) and (H2) follow from the same assumptions on $E$ and from $S = \mathcal{F}_{i_1}$.

Next, we consider $Q$. Using similar arguments as for $S$, $Q$ is semistable and satisfies (H1)–(H3). We next show that $Q$ is stable with respect to subbundles coming from its Jordan–Hölder filtration.

Stability with respect to these subbundles is equivalent to the fact that for all $\mathcal{F}_j$, with $S \subset \mathcal{F}_j$, one has $\mu_\infty(Q) < \mu_\infty(E/\mathcal{F}_j)$. Let $\mathcal{F}_j \subset E$, with $S \subset \mathcal{F}_j$. By point (i), $\mu_\infty(\mathcal{F}_j) \leq \mu_\infty(S)$. Since $\mu_\infty(S) < \mu_\infty(E)$ it follows by Corollary 14 that
\[ \mu_\infty(S) < \mu_\infty(E) < \mu_\infty(Q) \]
and
\[ \mu_\infty(F_j/S) \leq \mu_\infty(F_j) \leq \mu_\infty(S). \]
Combining these inequalities we obtain
\[ \mu_\infty(F_j/S) < \mu_\infty(Q) \]
and by Corollary 14 again:
\[ \mu_\infty(Q) < \mu_\infty(E/F_j) \]
where we used \( Q = E/S \), and that \( E/F_j \cong E/S_{f_j/S} \).

We can now prove Corollary 32.

**Proof of Corollary 32** Let \( E \) be a semistable vector bundle on \((B, L)\) satisfying \((H1)−(H3)\). Assume that for all \( i \in [1, \ell − 1] \), one has \( \mu_\infty(F_i) \leq \mu_\infty(E) \) with at least one equality. We want to show that \( \pi^*E \) is strictly semistable on \( X \) with respect to adiabatic polarisations. As in the proof of Lemma 56, consider \( i_1 \) such that the subbundle \( G_1 := F_{i_1} \subset E \) satisfies \( \mu_\infty(F_{i_1}) = \mu_\infty(E) \) and has minimal rank amongst the bundles \( F_i \) satisfying \( \mu_\infty(F_i) = \mu_\infty(E) \). Then, following the same argument as in the proof of Lemma 56, we deduce that:

(i) We have \( \mu_\infty(G_1) = \mu_\infty(E) = \mu_\infty(E/G_1) \).

(ii) \( G_1 \) is simple, semistable, satisfies \((H1)−(H3)\), and is asymptotically stable with respect to subbundles coming from a Jordan–Hölder filtration.

(iii) For all \( i \) with \( G_1 \subset F_i \), \( \mu_\infty(E/G_1) \leq \mu_\infty(E/F_j) \).

By Theorem 31, \( \pi^*G_1 \) is stable for adiabatic polarisations. If the inequalities in (iii) are all strict, we stop at this stage, and set \( F_1 := E/G_1 \). Then \( \pi^*F_1 \) is stable with same asymptotic slope as \( \pi^*G_1 \). Then, as discussed before, \( \pi^*E \) is a small deformation of \( \pi^*G_1 \oplus \pi^*F_1 \), which is polystable with respect to \( L_k \), for \( k \gg 1 \). But semistability is an open condition for flat families, and thus \( \pi^*E \) is semistable (see e.g. [24, Proposition 2.3.1]).

If some of the inequalities in (iii) are actually equalities, iterating the argument on \( F_1 \) (or rather its dual), we can decompose \( F_1 \) as an extension
\[ 0 \to G_2 \to F_1 \to F_1/G_2 \to 0 \]
with \( G_2, F_1 \) and \( F_1/G_2 \) satisfying (i), (ii) and (iii) as above. In particular, \( \pi^*G_2 \) is stable for adiabatic polarisations and \( \mu_\infty(G_2) = \mu_\infty(F_1) = \mu_\infty(G_1) \). By induction, we see that \( E \) is obtained by a sequence of extensions of this form, and thus \( \pi^*E \) is a small deformation of a polystable bundle with respect to \( L_k \) with \( k \gg 1 \). Then, \( \pi^*E \) is semistable for adiabatic polarisations. To conclude, from \( \mu_\infty(G_1) = \mu_\infty(E) \), we see that \( \pi^*E \) is strictly semistable.

It is interesting to notice that in the course of the proof of Corollary 32, we described how to recover a Jordan–Hölder filtration for \( \pi^*E \) out of a Jordan–Hölder filtration for \( E \). In particular:

**Corollary 57** Let \( E \) be a semistable vector bundle on \((B, L)\) satisfying \((H1)−(H3)\). Assume that for all \( i \in [1, \ell − 1] \), one has \( \mu_\infty(F_i) \leq \mu_\infty(E) \). Then, the stable components of \( \text{Gr}(\pi^*E) \) are direct sums of pullbacks of stable components of \( \text{Gr}(E) \). More precisely, a Jordan–Hölder filtration for \( \pi^*E \) is given by
\[ 0 \subset \pi^*F_{i_1} \subset \cdots \subset \pi^*F_{i_\ell} = \pi^*E \]
where the \( i_j \)'s are precisely the indices with \( \mu_\infty(F_{i_j}) = \mu_\infty(E) \).
6 Applications

In this section we investigate our results in various situations. As before, \((B, L)\) stands for a compact polarised Kähler manifold of dimension \(n\), \(\pi: X \to B\) is a holomorphic submersion with connected fibres with relatively ample polarisation \(H\). We let \(E\) be a simple holomorphic vector bundle of rank \(r\) over \(B\).

6.1 Some trivial cases

We present here three cases where (semi)stability is automatically preserved by pullback for adiabatic classes:

**Corollary 58** Assume that at least one of the three following conditions holds:

(i) \(B\) is a Riemann surface,
(ii) \(X \to B\) is trivial, and \(H\) is the pullback of a polarisation on \(F\),
(iii) the Kähler cone of \(B\) is one dimensional.

Then the pullback of a slope stable (resp. strictly semistable, resp. unstable) vector bundle is again slope stable (resp. strictly semistable, resp. unstable) with respect to adiabatic classes, assuming the graded object to be locally free in the semistable case.

Note that any torsion-free sheaf on a Riemann surface is locally-free, so that the assumption on the graded object is automatically satisfied in case (i) above.

**Proof** Let \(\mathcal{E}\) be any coherent torsion-free sheaf on \(B\). If (i) or (ii) is satisfied, then, for all \(k \gg 0\), we have

\[
\mu_k(\pi^* E) = k^{n-1} \left( \frac{m + n - 1}{n - 1} \right) \mu_L(E) \cdot c_1(H)^m.
\]

Assuming (iii), there is a unique real constant \(\alpha_E\) such that the torsion-free part of \(c_1(\mathcal{E})\) equals \(\alpha_E c_1(L)\). Thus \(\mu_L(E) = \frac{\alpha_E}{\text{rank}(\mathcal{E})} c_1(L)^n\) and then

\[
\mu_k(\pi^* E) = \frac{\mu_L(E)}{c_1(L)^n} c_1(L) \cdot (kc_1(L) + c_1(H))^{m+n-1}.
\]

In any case, there is a positive constant \(c_k\) only depending on \((X, H) \to (B, L)\) and \(k\) such that for any torsion-free coherent sheaf \(\mathcal{E}\) on \(B\), we have \(\mu_k(\mathcal{E}) = c_k \mu_L(\mathcal{E})\). We deduce that the pullback of a Jordan–Hölder filtration for \(\mathcal{E}\) on \(B\), we have \(\mu_k(\mathcal{E}) = c_k \mu_L(\mathcal{E})\). Thus, from Theorem 1, Propositions 15 and 17, the result follows. \(\square\)

6.2 Fibrations equal to the base

Another case that is worth investigating is when \(X = B\), or when the fibre is reduced to a point. In that case, \(H\) is nothing but another line bundle (not necessarily positive) on \(X\). Then, slope stability with respect to the adiabatic classes \(L_k\), \(k \gg 0\), is equivalent to slope stability with respect to \(L = L + \epsilon H\) for \(\epsilon = k^{-1} \ll 1\). Thus, we are considering small perturbations of the polarisation defining the stability notion.

This should be compared to Thaddeus’s [23] and Dolgachev and Hu’s results [22], who studied the variations of GIT quotients of smooth projective varieties when the linearisation of the action changes. The variations of moduli spaces of stable vector bundles induced by
different polarisations have been studied in the 1990s, mostly on projective surfaces, and in relation to the computation of Donaldson’s polynomials (see [24, Chapter 4, Section C] and the references therein). One of the main discovered features is that for a smooth projective surface \( X \), and for a fixed topological type \( \tau \) of vector bundles on \( X \), the Kähler cone can be partitioned into chambers, and the moduli spaces of stable bundles on \( X \) of type \( \tau \) are isomorphic when the polarisation stays in a chamber, while one can relate moduli via birational transformations similar to flips when the polarisation crosses a wall between two chambers.

Our results provide, locally, but in higher dimension, further evidence for a decomposition of the cone of polarisations into chambers. First, by Theorem 1 and Proposition 15, we obtain:

**Corollary 59** Let \( E \) be a \( L \)-slope stable (resp. unstable) vector bundle on \( X \). Then, for any \( H \in \text{Pic}(X) \), there is \( k_0 \in \mathbb{N} \) such that for \( k \geq k_0 \), \( E \) is \( L + k^{-1}H \)-slope stable (resp. unstable).

The case when we start from a strictly semistable vector bundle is more interesting. We focus first on an illustration on \( K3 \) surfaces to relate our results to already observed phenomena. Let \( E \) be a strictly semistable vector bundle on a polarised \( K3 \) surface \((X, L)\). We assume that \( E \) satisfies \((H1)-(H3)\) and denote by \((\mathcal{F}_1)_{1 \leq i \leq \ell}\) the subbundles coming from the Jordan–Hölder filtration of \( E \). The only intersection number \((11)\) relevant in our results is then, for \( F \subset E \),

\[
\nu_2(F) = \frac{c_1(F) \cdot c_1(H) - c_1(F) \cdot c_1(L)^{n-i}}{\text{rank}(F)}.
\]

Our result 31 implies:

**Corollary 60** Assume that for all \( i \in [1, \ell - 1] \),

\[
\nu_2(\mathcal{F}_i) < \nu_2(E).
\]

Then, for \( k \gg 0 \), \( E \) is slope stable with respect to \( L + k^{-1}H \).

This result shows that the class

\[
\text{rank}(\mathcal{F})c_1(E) - \text{rank}(E)c_1(\mathcal{F})
\]

plays a crucial role in understanding whether a perturbation of the polarisation by \( H \) will provide stability or instability for \( E \). This should be compared to [24, Theorem 4.C.3], where this quantity is used to provide conditions on the rank and Chern classes of torsion-free sheaves that imply non-existence of strictly semistable sheaves for a given polarisation.

Returning to the general case, for a given polarised Kähler variety \((X, L)\) of dimension \( n \) and a strictly slope semistable vector bundle \( E \), still assuming \((H1)-(H3)\), we obtain the following picture. The intersection numbers \( \nu_i \) (see Sect. 3) in this setting are given by:

\[
\nu_i(E) = \left( \begin{array}{c} n-1 \end{array} \right) \frac{c_1(E) \cdot c_1(H)^{i-1} \cdot c_1(L)^{n-i}}{\text{rank}(E)}.
\]

The zero loci of the functions

\[
\text{Pic}(X) \rightarrow \mathbb{Q}, \quad H \mapsto \left( \frac{c_1(E)}{\text{rank}(E)} - \frac{c_1(\mathcal{F}_j)}{\text{rank}(\mathcal{F}_j)} \right) \cdot c_1(H)^{i-1} \cdot c_1(L)^{n-i}
\]

Springer
for \((j, i) \in \lbrack 1, \ell - 1 \rbrack \times \lbrack 2, n \rbrack\), cut out chambers in \(\text{Pic}(X)\) (or rather the Neron–Severi group) describing which small perturbations of the polarisation will send \(E\) to the set of slope stable or slope unstable vector bundles. Note that even if it is not clear yet to the authors whether the results in Theorems 1 and 31 can be extended uniformly to the set of all semistable vector bundles, it seems very likely that they should hold at least locally in the set of semistable vector bundles, hence supporting this local evidence for a chamber decomposition of the space of polarisations.

### 6.3 Projectivisations of vector bundles

We finish with the study of a situation where the holomorphic submersion with connected fibres is non-trivial over a base of dimension greater than 2. Assume from now that \(X = \mathbb{P}(V)\) for a given vector bundle \(V \to B\) of rank \(m + 1\), and that \(H = \mathcal{O}_X(1)\) is the Serre line bundle. Then, recall that if \(\xi = c_1(H)\), the cohomology ring \(H^2(X, \mathbb{Z})\) is the ring over \(H^2(B, \mathbb{Z})\) with generator \(\xi\) subject to the relation:

\[
\xi^{m+1} = c_1(V)\xi^m - c_2(V)\xi^{m-1} + \cdots + (-1)^m c_{m+1}(V).
\]

If \(L\) is the polarisation on \(B\), then the intersection numbers \(v_i\) of the adiabatic slopes 11 are given by:

**Lemma 61** For \(E\) a torsion free coherent sheaf on \(B\), and for \(i \in \{2, \ldots, n\}\), we have

\[
v_i(E) = (-1)^i \left( \frac{n + m - 1}{i + m - 1} \right) \frac{c_1(E) \cdot c_1(L)^{n-i} \cdot c_{i-1}(V)}{\text{rank}(E)},
\]

where \(\text{vol}(X_h) = \int_{X_h} \xi^m\) is the volume of any fibre with respect to \(H\).

Using this explicit description of the expansion of the adiabatic slopes together with Theorem 31, the knowledge of the cohomology ring \(H^*(B, \mathbb{Z})\) is enough to understand whether a strictly semistable vector bundle on \(B\) will lift to a stable vector bundle on \(X\) for adiabatic classes.
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