Towards urban flood susceptibility mapping using data-driven models in Berlin, Germany
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ABSTRACT
Identifying urban pluvial flood-prone areas is necessary but the application of two-dimensional hydrodynamic models is limited to small areas. Data-driven models have been showing their ability to map flood susceptibility but their application in urban pluvial flooding is still rare. A flood inventory (4333 flooded locations) and 11 factors which potentially indicate an increased hazard for pluvial flooding were used to implement convolutional neural network (CNN), artificial neural network (ANN), random forest (RF) and support vector machine (SVM) to: (1) Map flood susceptibility in Berlin at 30, 10, 5, and 2 m spatial resolutions. (2) Evaluate the trained models’ transferability in space. (3) Estimate the most useful factors for flood susceptibility mapping. The models’ performance was validated using the Kappa, and the area under the receiver operating characteristic curve (AUC). The results indicated that all models perform very well (minimum AUC = 0.87 for the testing dataset). The RF models outperformed all other models at all spatial resolutions and the RF model at 2 m spatial resolution was superior for the present flood inventory and predictor variables. The majority of the models had a moderate performance for predictions outside the training area based on Kappa evaluation (minimum AUC = 0.8). Aspect and altitude were the most influencing factors on the image-based and point-based models respectively. Data-driven models can be a reliable tool for urban pluvial flood susceptibility mapping wherever a reliable flood inventory is available.
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1. Introduction
Urbanization increases losses caused by floods (Karamouz et al. 2011; Cherqui et al. 2015; Zhou et al. 2019). Floods can be classified based on their generation mechanisms into different types such as river floods, urban pluvial floods, flash floods, and
coastal floods (Kundzewicz et al. 2014). Urban pluvial floods usually occur due to inundation caused by excess runoff before it enters stormwater drainage system (Falconer et al. 2009) or due to intense rainfall that leads to overwhelming the stormwater drainage system’s capacity (Schmitt et al. 2004). They could occur anywhere subject to the occurrence of high intensity rainstorms and the existence of a critical area for runoff generation (Zhang and Pan 2014). The ubiquity of this hazard highlights the importance of accurate flood susceptibility mapping to support urban pluvial flood risk management.

Commonly, physical hydrodynamic models are used to simulate urban pluvial flooding. They can be divided into one-dimensional (1D) hydrodynamic models such as SWMM model (Barco et al. 2008), two-dimensional (2D) hydrodynamic models such as TELEMAC-2D model (Seleem et al. 2021), and 1D-2D hydrodynamic models such as MIKE URBAN (Bisht et al. 2016). These models solve the shallow water equation numerically, and are considered the best representation of the involved processes; yet, the computational costs are high. Therefore, they can only be applied to small areas using a fine spatial resolution and cannot be scaled to produce flood hazard maps for large areas (Petroselli 2012).

To overcome this limitation, (Zhang and Pan 2014; Balstrøm and Crawford 2018; Samela et al. 2020) applied simplified methods based on digital elevation models (DEM), where depressions in the terrain were considered as the inundated areas. (Jalayer et al. 2014; Huang et al. 2019; Kelleher and McPhillips 2020) proposed using topographic indices as indicators of urban pluvial flooding locations. However, these methods have limitations; for example, they perform poorly with low precipitation depths, consider inundation only within the topographic depressions, and need to be calibrated for each precipitation depth of interest (Seleem et al. 2021).

Point-based data-driven models such as logistic regression (Al-Juaidi et al. 2018), the statistical index (Wi) method (Tehrany et al. 2019), random forests (RF) (Wang et al. 2015; Lee et al. 2017; Chen et al. 2020), support vector machines (SVM) (Tehrany et al. 2014; Tehrany et al. 2015), and artificial neural networks (ANN) (Bui et al. 2020) have been used as alternatives to map flood susceptibility for large areas. They can incrementally create high-level features from a raw dataset, and capture complex patterns in the dataset (Bui et al. 2020). They have demonstrated powerful performance in several areas worldwide (Tehrany et al. 2014; Tehrany et al. 2015; Zhao et al. 2018; Chen et al. 2020; Vafakhah et al. 2020; Costache et al. 2021). However, few studies have utilized such models for flood susceptibility mapping in urban areas because of the lack of inundation data or reliable flood inventories (Yang et al. 2016). Furthermore, the fundamental assumption of point-based models is that a relationship between local flood influencing factors and the local occurrence of flooding could be established (Zhao et al. 2020).

Recently, convolutional neural networks (CNN) have been used for flood susceptibility mapping (Wang et al. 2020; Zhao et al. 2020; Lei et al. 2021). Zhao et al. (2020) demonstrated that convolutional neural networks (CNN) could outperform point-based models. They could learn patterns in two dimensions and understand relevant patterns around a predicted location. However, (Zhao et al. 2020; Lei et al. 2021) used a dataset at a coarse spatial resolution (30 and 25 m respectively). The coarse
spatial resolution could hide essential details of the urban surface that affect flow paths and inundation patterns (Komolafe et al. 2018; Arrighi and Campo 2019). So far, the impact of spatial resolution on the results of data-driven flood susceptibility mapping has scarcely been studied (Avand et al. 2022). Moreover, (Zhao et al. 2020) considered the CNN model as a black box and did not investigate the importance of the flood influencing factors.

In previous studies, data-driven models for flood susceptibility mapping were typically evaluated in the same area used to train the models. Zhao et al. (2021) showed that using transfer-learning technique could improve the CNN model performance. The trained CNN performed poorly outside the training area, but its performance improved by adding more training data from the area outside the training area. Such techniques have not been yet investigated for RF and SVM which are considered as a benchmark for other models in the literature (Tehrany et al. 2015).

In summary, the use of data-driven models for urban pluvial flood susceptibility mapping still lacks a sufficient understanding of: (i) the effect of spatial resolution on different model types, (ii) the transferability of models in space, and (iii) the importance of specific predictor sets. On the basis of these gaps, this study aims to address the following research questions:

1. How do image-based models (CNN) and point-based models (RF, SVM and ANN) compare with regard to the spatial resolution (i.e., 30, 10, 5, and 2 m) of the input data?

Figure 1. Spatial distribution of 4333 reported flooded locations between 2005 – 2017 and administrative districts in Berlin, Germany.
2. How transferable (in space) are the trained models?
3. Which factors are most useful for flood susceptibility mapping?

We will investigate these questions on the basis of a unique flood inventory that is available for the city of Berlin, Germany (Berghäuser et al. 2021).

2. Study area

Berlin is the capital and the largest city in Germany. It has 12 administrative districts as shown in Figure 1. The city’s population was around 3.6 million in 2020. 55% of the city consists of built-up areas (Kottmeier et al. 2007). It is located in the northeast of Germany and has a relatively flat topography: 95% of the city has an altitude between 30 and 60 m above sea level, and 55% of the city has a slope angle less than 2° (as shown in Figure S1 in the supporting information). It has an oceanic climate (Köppen: Cfb) (Peel et al. 2007), with an average annual precipitation around 570 millimetres (Berghäuser et al. 2021), see also Figure S2 in the supporting information. Several pluvial urban flood events occurred in the past decades as a consequence of heavy summer precipitation. For example, the 24 hr precipitation depth for the 29th and 30th of the June 2017 event was around 170 mm and the 3 hr precipitation depth for the 2nd of August 2019 event was around 45 mm (Berghäuser et al. 2021).
3. Data and methods

The overall approach implemented in this study is as follow: Firstly, the flood inventory and eleven factors that potentially influence flood occurrence were used to prepare the training, validation, and testing datasets for models development. Then, the flood susceptibility maps were compared for a selected area within the training area.
and the models’ performance was compared based on selected performance indices. After that, the ability of the trained models to map flood susceptibility for the whole city was evaluated. Finally, the importance of the flood influencing factors was estimated for all the implemented models. Figure S3 in the supporting information provides a graphical overview of the implemented methodology.

3.1. Flood inventory for Berlin

The flood inventory from Berlin Wasserbetriebe includes 4333 reported flood locations distributed all over the city as shown in Figure 1. These were compiled based on reports of the fire brigade, from social media and from customer reports between the years 2005 to 2017.

We selected an area within the city (170 km²) that has a high density of flooded locations to develop the models as shown in Figure 2. There were 1967 reported flood locations within this area. Additionally, 1967 non-flooded locations were selected in area free of flooding. In comparison to previous studies, this is a very large and unique dataset (e.g., Termeh et al. (2018) with 53 flooded locations in an area of 5737 km²; Choubin et al. (2019): 51 locations in 126 km²; Zhao et al. (2020): 216 locations in 131 km²). Flooded and non-flooded locations within the model training area were randomly split into a training set (60%), a validation set (20%), and a testing set (20%) (Yacoub et al. 2003; Trost et al. 2014, Raschka 2015). The training dataset was used to fit the different models, the models’ hyper-parameters were estimated based on the model performance on the validation dataset, then the testing dataset was used to evaluate the models performance. Evaluating the models based on a test dataset that the models have not seen before allowed us to get a less biased estimate of their ability to generalize to a new data. Flooded locations outside the training area and an equivalent number of non-flooded locations were used to evaluate the models transferability.

3.2. Flood influencing factors

According to the available data for Berlin and a literature review (Arabameri et al. 2019; Khosravi et al. 2019; Zhao et al. 2020), 11 factors were identified which potentially indicate an increased hazard for pluvial flooding. These factors represent the topographical, infrastructural, and hydrometeorological conditions: altitude, slope, topographic wetness index (TWI), curvature (Curve), distance to the river (DTRiver), distance to the road (DTRoad), distance to the stormwater drainage system (DTDrainage), curve number (CN), and the frequency (FP) and magnitude (AP) of extreme precipitation events.

- Altitude is one of the most important flooding triggering factors (Tehrany et al. 2014). In general, runoff tends to accumulate at lower elevation (Zhang and Pan 2014; Seleem et al. 2021). A digital elevation model (DEM) with 1 × 1 m pixel size is openly available to download for the entire city of Berlin (ATKIS 2020).
Slope affects runoff velocity and thus time available for infiltration, and also the speed for runoff concentration and hence accumulation (Rahmati et al. 2016).

The TWI was originally proposed by (Kirkby 1975) for hydrological modelling in mountainous and hilly terrain. It is a physical property that indicates the level of geotechnical wetness (Chapi et al. 2017) and can be used to identify flood-prone areas (Jalayer et al. 2014; Seleem et al. 2021). It is calculated as follow:

\[
TWI = \ln\left(\frac{a}{\tan \beta}\right)
\]

The parameter \(a\) represents the upslope contributing area per grid length and \(\beta\) is the local slope angle.

The DTRiver indicates the Euclidean distance between a point and the nearest river. The DTRiver is considered as one of the most important factors to map flood susceptibility (O’Neill et al. 2016). The river network was obtained from open street maps (Haklay and Weber 2008).

Aspect indicates the direction of the maximum slope. It is directly related to the water flow direction and indicates flat areas (Regmi et al. 2014; Jaafari et al. 2015; Tehrany et al. 2019; Choubin et al. 2019).

Curvature (Curve) represents the changes in slope inclination (Wilson and Gallant 2000). The curvature value indicates whether the surface is convex, concave or flat. Flood water tends to retain in concave surfaces, potentially increasing flooding susceptibility (Rejith et al. 2019).

DTRoad indicates the Euclidean distance between a point and the nearest road. In pluvial flooding, the limited capacity of the stormwater drainage system can generate runoff that travels through the road network converting it to a preferential path for runoff (Yin et al. 2016; Singh et al. 2018). The road network was obtained from open street maps (Haklay and Weber 2008).

DTDrainage indicates the Euclidean distance between a point and the nearest inlet to the stormwater drainage system. Pluvial flooding can occur when the capacity of the stormwater drainage system is exceeded. We downloaded the gullies’ locations from (ATKIS 2020).

CN is an empirical parameter that is used to calculate the direct runoff (Cronshey 1986). It represents the ability of the land surface to retain water, and is calculated using land-cover, soil type and soil texture. We used the CN map for Berlin generated by (Seleem et al. 2021).

By definition, urban pluvial flooding is caused by heavy precipitation. Therefore, flood susceptibility mapping should consider both the spatial and temporal precipitation patterns (Wang et al. 2015; Zhao et al. 2018). To that end, we selected the annual maximum daily precipitation (AP) and the frequency of extreme precipitation storm (FP) (Zhao et al. 2020). AP indicates the maximum daily precipitation depth recorded between 2005 and 2017 and FP indicates the frequency of occurrence of daily precipitation depth greater than 50 mm between 2005 and 2017. Both AP and FP were calculated from radar precipitation estimates from the
The following sub-sections provide a brief summary of the different model types, designs and set-ups, including hyper-parameters which were applied and which can influence both model performance and feature importance (Probst et al. 2019), and need to be set by the user.

3.3.1. Convolutional neural networks (CNN)
The application of CNNS for flood susceptibility mapping is still rare in the literature (Zhao et al. 2020). In our study, we adopted the LeNet-5 architecture with an input image size of $23 \times 23$ pixels (Zhao et al. 2020). LeNet-5 has one input layer which is followed by two convolutional layers, each convolutional layer is followed by one pooling layer; then two fully connected neural network layers, and, a final output layer. The design is shown in Figure 4a. This study used the Rectified Linear Unit (ReLU) and the softmax functions as the activation and transfer functions respectively. The Adaptive moment estimation (Adam) (Kingma and Ba 2014) was used to update and optimize the weights of the CNN. A dropout strategy with a drop rate of 0.4 was implemented to the convolutional layers and the fully connected layer to...
3.3.2. Artificial neural network (ANN)
This study adopted the Artificial Neural Network (ANN) architecture from Bui et al. (2020) to generate urban pluvial flood susceptibility maps. ANN includes 3 hidden layers and 192 neurons as shown in Figure 4b. The ReLU and the sigmoid functions were used as the activation and transfer functions respectively, while the weights of the ANN were updated and optimized using Adam (Kingma and Ba 2014). Similar to the CNN, a dropout strategy with a drop rate of 0.4 was implemented to the hidden layers to avoid overfitting. We considered the batch size and the learning rate as the hyper-parameters for the ANN models setup (Table S2 in the supporting information shows the best hyper-parameters combinations for the implemented ANN models).

3.3.3. Random forest (RF)
RF was proposed by Breiman (2001). It has been widely used for flood susceptibility mapping (Lee et al. 2017; Chen et al. 2020; Zhao et al. 2020; Abu El-Magd 2022). It implements the bootstrap technique that divides the input data to several sub-samples and develops a tree model for each sub-sample. The final result is determined based on the majority result of all the tree models. This allows RF models to avoid problems such as outliers, noise, and overfitting. We considered the number of trees in the forest, the minimum number of samples necessary to split an internal node, the minimum number of samples required to be at a leaf node, and the maximum depth of the tree as the hyper-parameters for the RF models setup (Table S3 in the supporting information shows the best hyper-parameters combinations for the implemented RF models).

3.3.4. Support vector machine (SVM)
SVM is a machine learning technique proposed by (Cortes and Vapnik 1995). It is based on the risk minimization and statistical learning theory (Tien Bui et al. 2012). It has been widely implemented in flood susceptibility mapping (Tehrany et al. 2014; Tehrany et al. 2015; Wang et al. 2020; Zhao et al. 2020). It works on finding the optimal hyperplane that separates the non-flooded and flooded classes [0, 1] (Choubin et al. 2019). This study used the RBF kernel of the SVM as it outperformed other kernels in flood susceptibility mapping (linear, sigmoid, polynomial, see Tien Bui et al. 2012; Tehrany et al. 2015; Hong et al. 2018; Wang et al. 2020). We considered the penalty coefficient and the radial basis function bandwidth as the hyper-parameters for the SVM models setup (Table S4 in the supporting information shows the best hyper-parameters combinations for the implemented SVM models).

3.4. Feature importance
Previous studies have not investigated the importance of individual factors to predict pluvial flood susceptibility. In this study, the SHAP (SHapley Additive exPlanations)
Python package (Lundberg and Lee 2017) was used to determine the feature import-
ance for all models. SHAP assigns an importance value for each feature and each pre-
prediction (Lundberg and Lee 2017). It can be used with a wide range of models,
including tree-based models, linear models and neural networks. Compared to other
techniques, SHAP does not only show feature importance, but also determines
whether a feature has a positive or negative effect on the predicted values.

3.5. Evaluation of model performance

We used Kappa and the area under the receiver operating characteristic (ROC) curve
(AUC) to evaluate model accuracy (additional indices are shown in Table S5 in the
supporting information). Both indices have been widely used to evaluate flood sus-
ceptibility maps in literature (Tehrany et al. 2015; Bui et al. 2020; Zhao et al. 2020;
Zhao et al. 2021). Kappa is calculated as follow:

\[
Kappa = \frac{P_o - P_e}{1 - P_e}
\]

Figure 5. Flood susceptibility maps from all models at different spatial resolution for the zoom
area in the training area.
Where observed agreement ($P_o$) and hypothetical probability of chance agreement ($P_e$) (Viera and Garrett 2005) can be calculated by comparing observations to model predictions. Kappa can range between $\frac{-1}{C_0}$ (a Kappa value less than 0 indicates chance agreement) and 1 (perfect agreement) while the AUC can range between 0 and 1, where 1 indicates a perfect model while a value of 0.5 marks the performance of a random prediction.

### 3.6. Computational details

The maps of the flood influencing factors were created using ArcGIS. The Keras Python package (Chollet et al. 2015) was used to implement both the CNN and ANN models while the RF and SVM models were implemented using the sklearn.ensemble.RandomForestClassifier (Pedregosa et al. 2011) and the sklearn.svm.SVC Python modules (Chang and Lin 2011), respectively. K-fold cross validation was applied to quantify the model performance.

Figure 6. Flood susceptibility maps from all models at different spatial resolution for topographic depression S1.
4. Results and discussion

4.1. Comparison of predicted flood susceptibility

We used 11 factors which potentially affect flood susceptibility (altitude, slope, curvature, TWI, CN, DTRoad, DTRiver, DTDrainage, FP and AP), and used 60% of the flooded locations as training data to produce flood susceptibility maps for Berlin utilizing different data-driven models at different horizontal resolutions. Flood susceptibility values range from 0 (lowest) to 1 (highest). For visualisation, the flood susceptibility was categorized into five classes using the natural breaks (Jenks) method (Jenks 1967) which is widely utilized in flood susceptibility mapping (Chapi et al. 2017; Wang et al. 2020; Zhao et al. 2020): very low, low, moderate, high and very high. Figure 5 shows the flood susceptibility maps using the different models and the different horizontal resolutions for the zoom area inside the training area (Figure 2). Visually, the majority of the flooded locations coincide with high flood susceptibility values. Due to excessive computation costs, the CNN model at 2 m resolution was not applied for the entire area. Instead, we produced a flood susceptibility map only for topographic depressions S1 and S2 (Figure 2b).

We selected topographic depressions S1 and S2 to evaluate the models' ability to detect topographic depressions (where normally excess runoff would accumulate).
Figure 6 shows the predicted flood susceptibility maps for S1. The figure highlights the impact of the spatial resolution. For the RF models, e.g., the impact of the road network on the identification of locations with high flood susceptibility becomes obvious only at resolutions of 5 and 2 m. Moreover, it is interesting to see that the CNN models (image-based) could only recognize S1 as a flood-susceptible area at the 5 and 2 m spatial resolutions. Figure 7 shows the produced flood susceptibility maps for S2. Again, it becomes obvious that a higher resolution allows the CNN model to identify the flood-prone area more clearly.

4.2. Model validation

The performance of the CNN, ANN, RF and SVM models at 30, 10, 5, and 2 m spatial resolutions was quantified based on the metrics AUC and Kappa (other metrics are shown in Table S5 in the supporting information). Figure 8 shows the results for the training dataset, the testing dataset (which was reserved as 20% of the flooded locations), and the points located outside the training area. Generally, all models achieved AUC values higher than 0.88, 0.87, and 0.8 for the three datasets respectively.

For the training dataset, the RF models outperformed the other models at all spatial resolutions. All the performance indices calculated for the RF models were equal to 1 which demonstrate the models’ ability to perfectly distinguish between the flooded and
non-flooded locations. The CNN — 2 m model had the lowest performance indices: AUC = 0.88 and kappa = 0.59, which represent a moderate performance (0.41 < kappa < 0.60) based on the kappa evaluation criteria (Viera and Garrett 2005).

For the testing dataset, the RF models outperformed the other models at all spatial resolutions, too. The RF model at 2 m resolution had the highest AUC (0.96) while the CNN-model at 5 m resolution had the lowest AUC (0.87). According to the kappa evaluation criteria, the predictions from the RF — 2 m model (kappa = 0.79) demonstrated substantial agreement with the observations (0.61 < kappa < 0.80) while the predictions from CNN — 5 m model (kappa = 0.58) showed moderate agreement.

4.3. Flood susceptibility for Berlin

The trained models were then used to predict flood susceptibility for all of Berlin. The flooded and sampled non-flooded locations outside the training area were then used to assess the model performance outside the training area, and hence the model transferability in space. For illustration, Figure 9 shows flood susceptibility from the RF model at 2 m resolution (best model on training and testing data sets). Visually, areas with high flood susceptibility coincide with the flooded locations.

Figure 8 shows the performance indices for the points located outside the training area. The RF models were superior to the other models. While the RF — 2 m had the best performance (AUC = 0.92 & Kappa = 0.61), ANN — 30 m had the least performance (AUC = 0.8 & Kappa = 0.02). Figure 8, as well as Figure S4 and S5 in the supporting information show that despite the superiority of the RF models to other models, the CNN and ANN models had a smaller relative loss for the testing dataset and locations outside the training area.

4.4. Feature importance

We used the SHAP algorithm to evaluate feature importance for all competing models. As mentioned before, the SHAP values do not only show the feature importance
but also whether a feature affects the predicted values positively or negatively. Flood susceptibility values range from 0 to 1. A balanced training dataset (same number of flooded and non-flooded locations) was used to develop the models. Therefore, the expected model prediction would be 0.5 if we did not know the input feature values at the predicted location. Then, the prediction would change from 0.5 to the final prediction based on the values of the input feature as shown in Figure 10. The feature effects are represented by the SHAP values in Figure 11 for the RF model at 2 m resolution. Figure 11 shows that the predictor variables affect the model prediction (flooded or non-flooded) depending on the features at the predicted location and floods tend to occur in locations at low altitudes close to drainage system inlets and roads (RF – 2 m model).

For the image-based CNN model, the SHAP algorithm can detect which pixels increase the probability of a certain prediction (flooded or non-flooded) as shown in Figure 12. Figure 12 shows images for two locations, the top images represent a
flooded location while the bottom images represent a non-flooded location. The model correctly predicted both locations. Figure 12 shows an advantage of using the image-based CNN model as it shows the importance of considering the area surrounding a location and how they influenced the prediction.

SHAP value can be positive or negative, depending on whether the feature increases or decreases the probability of a certain class (flooded or non-flooded). The higher the absolute SHAP value, the more impact the feature has on the model prediction. Therefore, the mean absolute SHAP values could indicate the importance of each feature on the models’ prediction. Figure 13 and Table S6 in the supporting information show the calculated mean absolute SHAP values for each feature for all the developed models. For the point-based models (RF, SVM, and ANN), the feature importance depended on the model and the horizontal resolution of the used dataset. The mean absolute SHAP value for the altitude was always significantly higher than for other features. Altitude, DTDrainage, DTRiver, AP and FP had high values while TWI, slope, curve, aspect and CN had low values which demonstrated that they had a low impact on the models’ prediction. Despite the CN had no impact on the models’ prediction at 30 m spatial resolution, it had impact at finer spatial resolutions. Similarly, the importance of DTRoad on the RF models prediction increased with finer resolutions which demonstrates that the importance of the features could change with different spatial resolutions.
The common most important features for the CNN models were aspect, DTRiver, FP, and AP while curvature, slope and DTRoad were the common least important features as shown in Figure 13d. Although altitude was the most important feature for the point-based models, it was only moderately important for the CNN models. The SHAP values are not explaining how the CNN models are working but only show which features and pixels influenced the model predictions. Please note that the magnitude of SHAP values from the CNN models was different from other models because SHAP uses different algorithms to explain the prediction of different models and the importance is distributed over the image pixels (Lundberg and Lee 2017).

5. Conclusions

CNN, ANN, RF and SVM models were used to map flood susceptibility for the city of Berlin using 11 predictor variables at 30, 10, 5, and 2 m spatial resolution. A detailed urban flood inventory served as reference data for training, testing, and validation. The key findings are summarized in the following sections:
5.1. Model performance

Based on the calculated performance indices, we found that all models performed well on the training and testing datasets, while the RF model outperformed the others at all spatial resolutions, and the RF model at 2 m spatial resolution performed best. We evaluated CNN and ANN architectures that had been used in the literature (Bui et al. 2020; Zhao et al. 2020; Zhao et al. 2021). Both architectures performed well. In contrast to (Zhao et al. 2020) findings, we found that the RF and SVM models outperformed the implemented CNN models.

The models’ ability to identify topographic depressions was evaluated using two topographic depressions (S1 and S2). Although all the models could predict depression S2 as flood-susceptible area at all spatial resolutions, the performance varied for depression S1. RF models at fine resolution (5 and 2 m) could recognize the streets in depression S1 as a flood-susceptible area, the CNN models recognized the topographic depression as a flood-susceptible area only at fine resolution (5 and 2 m). The maps showed that the models could better understand the complex urban environment using finer horizontal resolution. Moreover, the relative loss of the performance indices from inside to outside the training area is particularly high for the 30 m models. Therefore, the 30 m resolution might in fact hide generalizable patterns. The literature still lacks models which use fine resolution datasets (Zhao et al. 2020; Lei et al. 2021).

5.2. Model transferability in space

Model transferability in space could enable the prediction of flood susceptibility for areas outside the model’s training area. It is still a new rising topic for flood mapping (Zhao et al. 2021). Our findings show that the majority of the models had a moderate performance for predictions outside the training area based on Kappa evaluation. Although the predicted maps had a relative error up to 20% (minimum AUC = 0.8), it is a quick method to generate flood susceptibility maps for urban areas. The RF at 2 m spatial resolution outperformed all the other models. It had substantial performance based on kappa evaluation (kappa = 0.61) and AUC = 0.92. The model performance outside the training area could be improved by adding more training data to the trained model or using transfer-learning techniques (Zhao et al. 2021). Future research requires testing transferability further in environments with different characteristics (particularly with cities in more mountainous environments).

5.3. Feature importance

So far, data-driven models in pluvial flood susceptibility mapping were considered as black boxes. In this study, we investigated the importance of individual factors to predict pluvial flood susceptibility and explained the models’ predictions based on the input features values using SHAP.

The spatial resolution affected the importance of the feature for the model prediction, for example, the importance of the DTRoad increased for the RF models for the fine resolution (5 and 2 m). The point-based models agreed with the findings in the
literature that low-lying areas located closer to the stormwater drainage system, to riverbanks and roads are more flood-prone (Tehrany et al. 2014; Bui et al. 2020). The implemented CNN models found that aspect is the most important predictor for pluvial flood mapping which confirm (Löwe et al. 2021) findings. We used 11 flood-influencing factors that are widely used in the literature for flood susceptibility mapping. However, we found that many features were not important for the point-based model while feature importance was more evenly distributed across features for the CNN models. (Löwe et al. 2021) showed that using fewer predicting features could improve the CNN model performance. Therefore, we recommend further research to carry out a feature selection analysis to consider only features that would strongly affect the model prediction.

Flood susceptibility mapping using a data-driven model is considered as an alternative for the complicated hydrodynamic simulations for flood-prone area identification in large urban watershed. Hydrodynamic simulations still the best representation of the involved processes. Therefore, we recommend future research to use the output of hydrodynamic simulations as a reference for training data-driven models for urban flood management.

Overall, all the used models could map the urban flood susceptibility efficiently. The point-based model would be recommended for flood susceptibility mapping for large areas because the CNN models were both computationally and time-consuming in terms of input data preparation especially for fine resolution which is necessary to show the urban watershed characteristics.
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