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Abstract: Electrophoresis allows us to identify the types of proteins present in food, DNA, tissues and more. With the help of the molecular marker their weight is known, these markers are applied within the one-dimensional gel, and their protein value is known by means of marks. In this research, the molecular marker is obtained and the wavelet transform (WT) is obtained, generating approximation coefficients, which were taken to determine a molecular weight using three classification paradigms. The first paradigm is an approach in content-based image retrieval (CBIR) which makes a detection of the molecular weight in electrophoresis samples. The second approach is a neural network, thus two models are employed: self-organization maps (SOM) and back propagation in a supervised and unsupervised way, respectively. The third approach is based in a J48 decision tree. A comparison is made between the three paradigms for molecular weight computation. Neural networks obtained an improvement in the precision compared versus the CBIR-WT. Five parametric statistics were generated from the wavelet approximation coefficients. The CBIR-WT, SOM, back propagation and J48 were decisive for the classification and calculation of the molecular weight of each protein stain in the one-dimensional electrophoresis gel.
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1. Introduction

There is a analytical approach called electrophoresis which is used for chemistry professionals through an electric field. The objective of this field is the separation of proteins. The substances used in this task are silver or blue coomassie. Then, a generation of the sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE) is achieved. Then, channels of samples can be placed in the SDS-PAGE lane. Then, the proteins can be put in the bottom of the lane in the function of its molecular weight. Then, an electric field is applied and the opposition of the molecules can be observed. A relativizing substance is placed and allows the visualization of protein molecules in the gel. This previous explanation is about the electrophoresis process [1]. Thus, this research problem lies in that the molecular way can be measured from images of the lanes.

On the other hand, the digital image processing area has the objective of recognizing, analyzing, and improving images to emulate the behavior of the human eye. The process takes an image and processes
it by means of two directions: \(x\) and \(y\), likewise a \(f(x, y)\) function. Each of the pixels is the meaning of a gray level. There are several processes that can be done in an image: filtering, quality improvement, recognition, classification, segmentation, brightening, or labeling [2].

The state of the art that has been carried out shows us only a few works that measure the molecular weights of proteins. The works in the area have focused on improving the images of the electrophoresis plates, filtering, contrast, lighting, and brightness. However, in most of them, there is no measurement by intelligent paradigms. The electrophoresis samples are taken from tissues, food, and medications, among others. On the other hand, the types of samples are of different dimensions, they can be in 1D or 2D. They have also included work that, although they do not deal with electrophoresis samples, do show some classification work with the intelligent paradigms proposed here for the measurement of molecular weights.

The purpose of this research is to make a measurement of molecular weight in protein samples, not only quantitatively, but also visually. That is, calculating the molecular weight in kilodaltons (kD) and at the same time providing the industrial chemistry expert with other images of similar samples containing the same molecular weight by means of retrieval of visual information.

The motivation for this work is the need for experts in industrial chemistry to perform molecular weight measurements by more accurate and economic means. These measurements are intended to be associated increasingly fast, if possible, with other similar measurements for subsequent analysis for various activities and statistics specific to the expert such as histories, visual associations, comparisons of different protein origins, and so forth.

It is important to mention that also, within the state of the art, there is no work that makes protein measurements visually and there is rarely work on molecular weight measurements numerically speaking. The work or investigations that currently exist consist of the analysis or processing of the samples, but they do not attack or resolve the calculation or measurement of molecular weights as such.

The hypothesis of this work is to perform a molecular weight measurement of protein profile electrophoresis samples using four different intelligent paradigms. These paradigms contemplate systems based on two different artificial neural networks, one decision tree method, and one content-based retrieval system. It is also intended that from electrophoresis images, the approximation coefficients can be obtained by means of wavelet transforms. Wavelet transforms allow obtaining parametric statistics of the samples that finally define certain ranges of values that allow mapping to molecular weights in kilodaltons.

2. State of Art in Electrophoresis and Image Retrieval

The work of [3] works with two-dimensional electrophoresis samples and uses mass spectrography for proteoforms detection. Several spots of proteins can be found in each 2D gel. Then, the electric field is applied and the identification of proteins can be achieved.

There are commercial options that perform the electrophoresis measurement. In the comparative analysis carried out by [4], the studies carried out on Total Lab 120 and Lab Image 1D are shown. These options show different functions, among them the molecular weight measurements and the improvement of the electrophoresis samples for analysis. In this study, it is possible to show that the measurements and improvements in the samples vary depending on the software used.

Another system that is performed for the measurement of molecular weights also uses wavelet transform. In the work done by [5], three wavelet transforms are implemented: Daubechies level 8 with decomposition 15 (DB8-15), biorthogonal level 4.4 with decomposition 7 (BIOR4.4-7), and biorthogonal 3.3 with decomposition 4 (BIOR3.3-4). A reliability of 95% is obtained in the results. The application is in the fibromyalgia detection, providing the ability to provide medication for its treatment to those patients who require it.
Another type of application for measuring molecular weights is given in the capillary analysis, where protein detection is important for patients suffering from alopecia or who may be undergoing chemotherapy treatments. The work is carried out by means of cellular analysis with mass spectrometry [6].

The work carried out by [7] exposes an analysis and improvement of images of electrophoresis samples. The research focuses on the improvement of brightness, contrast, and identification of protein spots. Even spots that are imperceptible to the human eye are detected. Only a maximum and minimum algorithm is used but a molecular weight measurement is not performed.

Another way to obtain similarity in the images is that in [8] proposed an algorithm that improves distinctive characters of the image using spatial distribution, which is calculated by means of the location histogram. The location histogram provides scales and orientations of the local characteristics, in order to achieve a good recovery.

Working with the analysis of images in myocardium samples provides quantitative data. Using machine vision, in this work they can classify the results and even achieve a prediction, for example, with artificial neural networks (ANN) (see [9]) and decision trees.

A job where only decision trees were applied was done in [10], where they obtained a 78.39% accuracy in the classification, their objective was to use a decision tree to analyze the data and to establish a combination and to obtain a classification, the whole process started occupying 10 input variables.

In [11], they made a model based on decision trees and ANN, they applied the Chi-Square Automatic Interaction Detection (CHAID) model with which they took six characteristics and obtained 74.2% effectiveness, generating four groups of classification, specifies that two of those four are main. When applying the neural network, they increased four characteristics, having 10 as the input to the ANN and obtained 75% effectiveness.

A similar process is done by [12], where they trained neural networks and applied a genetic algorithm (GA) to select the weights of the networks. From the GA they selected 84 ANNs that generated 70% precision, with these ANNs they formed a multi-agent system which obtained an accuracy between 72% and 76.6%, but it is mentioned that these output results must be corroborated at a later stage.

The work of models in multi objective optimization using an artificial neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS) with which they seek to predict the results, the ANN model they used was feed forward backward propagation. They observed that placing the neural network as a fitness function in a genetic algorithm (GA) obtained better results than with an ANFIS because the ANN uses experimental data points towards more effective learning to predict the results (see [13]).

To make a more precise analysis of the differences, contributions, objectives pursued, and intelligent methods used in the area, Table 1 is shown, where the first column mentions the technique applied. The second column mentions the kind of data used. The third column explains the main objective of the related work. The fourth column points out the author of the corresponding research.

In this table, we can see that the state of the art can be divided into three modalities: (a) work that analyzes samples of electrophoresis for their improvement and detection of molecules, (b) work that performs molecular weight measurements, and (c) work that implements intelligent paradigms applied to diagnostics or data analysis.

We can summarize then that in the state of the art, four works focus on the group, that is, on the analysis and improvement of electrophoresis images. It is also shown that four works focus on the application of intelligent paradigms in image diagnosis or analysis. However, only two of them [4–6] are dedicated to the improvement of images and the measurement of molecular weights by means of intelligent techniques such as the use of the wavelet transform, but they do not perform a recovery based on visual information, as in the proposal of this research.
Table 1. Comparative table of related works in electrophoresis and/or diverse paradigms

| Paradigm                          | Sample                  | Description                                                                 | Author                        |
|----------------------------------|-------------------------|-----------------------------------------------------------------------------|-------------------------------|
| Mass spectrography               | 2D gel electrophoresis  | Identify complete protein spots sequences with analysis and processing of images, does not make any recognition, does not measure molecular weights they does not make any recognition or retrieval process. | (Zhan, 2018) [3]             |
| Total Lab software and Lab Image software | 1D gel electrophoresis | A comparison is made between both software. The determines that electrophoresis data or measure molecular weights can vary depending on software, they does not make any recognition or retrieval process. | (Kahlenberg, 2012) [4]       |
| Image analysis, Wavelet Transform, DB8-15 BIOR 4.4-7 BIOR 3.3-4 | 2D gel electrophoresis | A 95% of confidence is obtained in electrophoresis images of protein detection applied at fibromyalgia patients | (Reza-Shorabi, 2018) [5]     |
| Image analysis, and mass spectrography and measures molecular weight | 2D gel electrophoresis | Analysis of capillary samples cell or molecular analysis                      | (Zhou, 2019) [6]             |
| Image analysis, with Preprocessing and contrast | 1D gel electrophoresis | Enhancement of electrophoresis spots only focus on the detection or processing of protein stains | (Salazar, 2017) [7]         |
| Image analysis with location histogram | Content based system   | Make a recovery of similar images using location histogram                     | (Liu, 2018) [8]              |
| Image analysis with artificial neural network | Myocardium images       | Using image samples of patients with heart diseases with artificial neural networks | (Rahmani, 2019) [9]         |
| Decision tree                    | Back pains diagnosis in numerical data | Data analysis with 10 variables and decision trees in numerical data with 78.39% | (Bollado, 2018) [10]         |
| Artificial neural networks, decision trees (CHAID) | Numerical data | Statistical analysis of iliac fossa for diagnostic with 74.2% of accuracy in decision trees and 75% in artificial neural network | (Gudelis, 2019) [11]         |
| Artificial neural networks and genetic algorithms | Numerical data | Diagnosis of acute coronary syndrome with 96% of accuracy with 7 characteristics | (Diaz, 2017) [12]            |
| Adaptive fuzzy neural network and genetic algorithm | Data prediction | Data prediction making a comparative analysis in multi objective optimization | (Nwobi-Okoye, 2019) [13]     |
More specifically, from the three strongest related works we can say specifically that:

1. In Kahlenberg’s 2012 paper [4], a molecular weight measurement is performed, but it is highlighted that there are calculation irregularities depending on commercial versions of the compared software.
2. In the case of Reza and Shorabi of 2018 [5], a molecular weight detection with 95% accuracy is performed using also wavelet transform but with different families or levels.
3. In the work of Zhou of 2019 [6], a cell detection in electrophoresis is done by means of digital image processing, without making a sample recovery or a molecular weight measure.

Our main contribution lies in providing image analysis with wavelet transforms, the novel contribution lies in a visual retrieval system of query images and a 96.7% in molecular weight detection unlike the 95% of Reza and Shorabi. Our proposal is a free system unlike the commercial Total Lab and Lab Image software analyzed by Kahlenberg [4]. Even though other work has been done with wavelet retrieval, the percentage is surpassed, and the content-based retrieval system in electrophoresis images is not provided in other works so far.

In the case of the work previously carried out by the same authors of this research published in [14], it should be noted that only a visual recovery system with a 93% recovery was carried out. In this new research proposal, four intelligent molecular weight measurement paradigms are implemented and compared between them, improving the measurement percentage in 96.7% through a back propagation neural network.

3. Molecular Weight Measurement System Using Intelligent Classification in One-Dimensional Sample Electrophoresis

This work carries out an application of intelligent classification paradigms, the first is by means of the wavelet transform, obtaining the approximation coefficients and generating five parametric statistics with which the input variables will be, in the first case, using the Euclidean metric and generating the matrix and classifying the molecular weight of the samples through four ranges based solely on their minimum value. In the ANN application, we take two types, back propagation and self-organization maps (SOM) where five approximation values are provided as input, in the same way as in the decision tree using algorithm J48.

This research work is divided into three phases (See Figure 1), the first phase focuses on the creation and obtainment of electrophoresis samples, starting from a chemical process in the electrophoresis chamber to generate the polyacrylamide gel. Each gel contains 10 lanes, these lanes are scanned and each process contains protein information. Once the gel is scanned, each lane is separated. The RGB color map is used. From it, the gray levels are obtained. The second phase of the investigation consists of the application of the wavelet transform in the daubechies variant, decomposing the image of each sample up to level 3. This phase contains two interfaces, the first to load an electrophoresis sample and present its visual information: the minimum, maximum, mean, median, and standard deviation values. These values are obtained using the approximation coefficients, likewise, the detected molecular weight is presented. The second interface retrieves the five electrophoresis samples that have the most similarity to the query sample in the first interface. In the third phase we apply classification paradigms, with the four detection of molecular weight groups generated, the first paradigm is a CBIR system that uses a Euclidean distance to generate a matrix, followed by ordering and searching for the five similar values of molecular weights. The second paradigm is the neural networks, where five input data are fed to it, and four classification groups, as well as the decision tree.
Figure 1. Diagram of the system, divided into three phases: First phase (in green square) is about electrophoresis process. Second phase (in blue square) is about feature extraction with wavelet transform. Third phase (in purple square) is about the three intelligent paradigms tested: (a) Content Based Image retrieval System, (b) Neural Networks (Backpropagation and Self Organization Maps) and (c) J48 Decision Tree.
To determine the classification groups, we know the operation of a molecular marker, four classification groups were defined to determine the molecular weight of the sample. For the CBIR-WT model, we observed that only the minimum value of each sample helps to classify and calculate the weight, for the back propagation, SOM, and J48, the five characteristics previously obtained were used.

The four groups are classified as follows, taking the minimum value as the main characteristic. Thus, it is clear that the second interface inside the system allows us to classify the electrophoresis samples from our database and we are able to recover similar samples with a similar molecular weight.

4. Materials and Methods

In this section the foundations of this research are explained. The first basic concept is electrophoresis, a process of industrial chemistry that creates the samples and is the source of inspiration for the measurement of molecular weights in proteins. The second basic concept is the wavelet transform. The wavelet transform is widely used in the area of visual information retrieval, since it is an effective method to extract the characteristics of a two-dimensional signal. The characteristics in time and frequency are detectable from this type of transformation.

The third concept is the CBIR, this approach helps to carry out the investigation through the Euclidean distance. The fourth concept is the neural networks in the self-organization maps and back propagation algorithm which describes how they work and exposes the differences in classifications. Finally, we have the concept of decision trees, where we detail how they work and how they make the classification for molecular weight measurement.

4.1. Electrophoresis

Electrophoresis is an analytical technique used by professionals in the area of industrial chemistry to obtain protein profiles and the analysis of proteins. Its objective is to separate the proteins by means of an electric field in a chamber device (see Figure 2). This technique is carried out in polyacrylamide gel (PAGE), in which the protein samples are placed and then, the electric field is applied. Sodium dodecylsulfate (SDS) is also used in the natural charge of the proteins, so they can be computed and separated on the basis of their mass. Therefore, SDS-PAGE electrophoresis evaluates the purity and estimates the atomic weight of the proteins [1].

![Figure 2. Electrophoresis chamber.](image)

The electrophoresis process begins with the placement of the samples in each lane of the gel. Then, the gel is poured into the electrophoresis chamber, which allows the migration of the proteins. The speed of migration of the proteins is proportional to the percentage of the pore of the material and its mass, those that are of greater weight, show resistance, and migrate slowly. Those with less weight are those that end up until the end of it, meaning that they will migrate faster.
The analysis of electrophoresis uses a standard of measurement of molecular weights, called a marker, its value is around $300 \text{ US}$, and its function is precisely to measure the molecular weight of the proteins in question, or the sample in turn. The weight is measured in kilodaltons (kD). There are different types of markers, the standard is two colors, the standard of five colors that belong to the standards of the brand *kaleidoscope*, where the ranges of the markers vary between 10–250 kD. In commercial markers, the colors indicate the range and type of protein contained in the electrophoresis analysis.

### 4.2. Wavelet Transform

The wavelet transform works with audio signals and images, that is, with one-dimensional or two-dimensional signals. Its function is to decompose the signal into various components, with this, it is possible to locate the approximation coefficients and the detail coefficients of the image. The process starts with the original image and then decomposes the image into sub-images until it reaches a low-resolution image. The family of wavelet transform used in this work is the Daubechies transform that was proposed by Ingrid Daubechies, as defined in [15]. This type of wavelet was chosen due to its effectiveness to highlight the coefficients of detail of the type of electrophoresis samples.

Then, a Daubechies transform Type 1 at decomposition level 3 is mapped as $f \mapsto (a^3 |d^3)$ where $a^3$ draws the approximation coefficients and $d^3$ extracts the detail coefficients. Each value of the signals composed by the approximation matrix $a_m = f \cdot V_m^3$, and for the detail matrix $d_m = f \cdot W_m^3$. Where $V_m^3$ is the scaled entry signal at level 3, and $W_m^3$ is the wavelet transform at level 3. The input signal is taken as indicated in the Equation (1).

$$f = (f_1, f_2, ..., f_N) \quad (1)$$

If $f_i$ is the input image, then, Equation (2) represents the calculation of the approximation coefficients.

$$a_m = f_1 \cdot \alpha_1, f_2 \cdot \alpha_2, f_3 \cdot \alpha_3, f_n \cdot \alpha_n \quad (2)$$

where, $a_m$ is redefined with the substitution of $\alpha_i$ as

$$a_m = f_1 \frac{1 + \sqrt{3}}{4\sqrt{2}}, f_2 \frac{3 - \sqrt{3}}{4\sqrt{2}}, f_3 \frac{3 + \sqrt{3}}{4\sqrt{2}}, f_4 \frac{1 - \sqrt{3}}{4\sqrt{2}} \quad (3)$$

For the decomposition matrix computation, Equation (4) represents the computation of detail coefficients.

$$d_m = f_1 \cdot \beta_1, f_2 \cdot \beta_2, f_3 \cdot \beta_3, f_n \cdot \beta_n \quad (4)$$

where, $\beta_i$ values, can be defined likewise $\alpha_i$, and Equation (4) can be redefined as:

$$d_m = f_1 \frac{1 + \sqrt{3}}{4\sqrt{2}}, f_2 \frac{3 - \sqrt{3}}{4\sqrt{2}}, f_3 \frac{3 + \sqrt{3}}{4\sqrt{2}}, f_4 \frac{1 - \sqrt{3}}{4\sqrt{2}} \quad (5)$$

The wavelet transforms, in any of its variants, can generate several levels of sub-signals, once the first level is obtained, the same calculations are made, sub signal by sub signal. More information regarding this type of transform can be found in [15,16].

The Wavelet Daubechies Transform Type 1 is chosen in decomposition at level 1, and is selected because its coefficients obtain a minimum that adapts to the ranges required for the measurement of molecular weights.
4.3. Content Based Image Retrieval

The Content Based Image Retrieval (CBIR) systems allow us, as the name implies, to retrieve images through the content of the input image, these systems help various professional areas such as medicine, biology, web searches, education, among others [17]. CBIR systems help make the recovery of visual information possible and they focus on image characteristics such as texture, color, shape, or intensity.

A typical image recovery system should contain the query image and the images in the database that will help to extract the characteristics to find the similarity between them (see Figure 3).

Figure 3. CBIR system which starts with an input image and this feature was taken out to obtain a guide to retrieve the images with greater similarity or meet all or most of the characteristics of the input image (taken from [17]).

4.4. Euclidean Metric

This metric is also known as the Euclidean distance, with which the search of the shortest distance between two points is calculated using the Pythagorean Theorem.

For pixels $p$, $q$, and $z$, with coordinates $(x, y)$, $(s, t)$, and $(v, w)$, respectively, $D$ is a distance function or metric if:

- $D(p, q) \geq 0$ (if $p = q$),
- $D(p, q) = D(q, p)$, and
- $D(p, z) \leq D(p, q) + D(q, z)$

The Euclidian metric between $p$ and $q$ is defined by Expression (6) as:

$$D_e(p, q) = \sqrt{(x-s)^2 + (y-t)^2}$$

(6)

4.5. Recall and Precision

Recall and precision are used to evaluate information retrieval systems where you have $R$ as the set of number of images, a response set $A$, images at the intersection of the set $R$, and $A$ is denoted for $Ra$ (see Figure 4).
In Formula (7) the calculation of the memory is represented, where $Ra$ (response set of relevant images) and $R$ (all relevant images), adapted from [18] is used, therefore it is defined that the memory is the fraction of the relevant documents from which they are recovered.

$$Recall = \frac{\text{Number of retrieved Images} (Ra)}{\text{Number of Images in Set} (R)} \ (7)$$

To obtain precision, the response set ($Ra$) and the response set ($A$) [18] are therefore used as the fraction of the documents retrieved with the relevant ones.

$$Precision = \frac{\text{Number of retrieved Images} (Ra)}{\text{Answer Set} (A)} \ (8)$$

4.6. Neural Networks

An artificial neural network is a system that processes information the way a biological neural network works. Artificial neural networks have been developed as generalizations of mathematical models of human biological cognition because information processing occurs in many elements called neurons. The brain produces the signals that are passed between neurons through the connection links. Each connection link has a weight associated, which multiplies the transmitted signal, and each neuron applies an activation function to its input to determine its output signal.

The neural network consists of a large number of processing elements called neurons or nodes, each neuron is attached to other neurons through communication links, each with an associated weight, these weights represent the information used by the network to solve a problem, therefore, neural networks can be applied to various problems such as storage or retrieval of data or patterns, classification of patterns, grouping similar patterns, or finding solutions to optimization problems.

There are several variants such as self-organization maps (SOM) or back propagation, among others. Kohonen’s model (SOM) is based on the analogy of a topographic map, where we have $n$ units of groups within an arrangement in one or two dimensions [19]. This model uses the vector of weights as input. The neural network model produces an associated particular group. During the training phase, the vector that most closely matches the input pattern is chosen as the winner neuron. In Figure 5, it is shown how the neighbors are grouped and a winning value is obtained forming a neighborhood.
Figure 5. Network of a rectangularly-generated neighborhood, where # is the winning value, * are the neighboring values, points closest neighbors, line moderately close neighbors, and script farthest neighbors (taken from [19]).

To find the winning neuron, weights, entries, number of groups, the learning parameter, the initial radius and the number of categories (j) must be initialized. Each \( j \) is calculated with Formula (9), where \( w \) is the weight and \( x \) is the input at sample \( i \) in the input vector.

\[
D(j) = \sum_i (w_{ij} - x_i)^2 \tag{9}
\]

Once the minimum distance is found, the weights in Formula (10) are updated, but only for the winning unit, with \( \alpha \) being the learning parameter.

\[
w_{ij}(new) = w_{ij}(old) + \alpha [x_i - w_{ij}(old)] \tag{10}
\]

Finally, the learning parameter is updated and it is finished until the stop condition is met or until all the samples are provided to the neural network.

The back propagation model, also called generalizes delta rule, differs in that it is not a single layer but multilayer, like most networks. The objective of this is to train the network to achieve a balance between the ability to respond and the input patterns managing [19]. The back propagation training is of three stages, the first is the input training pattern feed, the second is the calculation and back propagation of the associated error, and the third is the adjustment of the weights.

The back propagation architecture is multilayer, as shown in Figure 6. This architecture can have one or more hidden layers (\( z \) units). The output and hidden units can have a bias that are denoted with \( b \) for the outputs and \( z \) for the hidden units.

The process starts with the units \( x_i \) that receive a signal that is transmitted to each unit of the hidden layer \( z_1, z_2, z_3, ..., z_n \), each unit calculates its activation and sends it to the output units \( y_m \).
Then, their activation is computed from the network response for the input patterns. During training, each output unit compares its activation calculation with the target value to determine the associated error for each pattern.

Figure 6. Architecture of a back propagation neural network made up of five input neurons in the input layer in (blue), a hidden layer with five neurons in (red), an output layer with three neurons in white. The weight values with influence in the hidden layer are $v_{0j}$. The weight values with influence in the output layer are $w_{0j}$. Therefore, this neural network was designed for three classification groups, as can be observed in the output layer.

The output and hidden units can have weights that are denoted with $w$ for the output units and $v$ for the hidden units, acting as weights among them.

Where it also calculates its activation from the network response for the input patterns. During training, each output unit compares its activation calculation with the target value to determine the associated error for each pattern.

Therefore, the hidden layer activation for $z_j$ units is denoted by the formula:

$$zin_j = v_{0j} + \sum_i x_i v_{ij}$$

Its output signal is: $z_j = f(zin_j)$. The output values of $y_k$ are denoted by Formula (12).

$$yin_k = w_{0k} + \sum_j z_{iw} I_k$$

4.7. Decision Trees

Decision trees, as the name says, are used to make decisions on various topics where a value or several are sought. The values to classify are taken of electrophoresis samples. These trees can contain from 1 to $n$ conditions or branches, a root node, a left sub-tree, and a right sub-tree. The objective of a binary tree is to search for a stored key, a sample of a decision tree can be observed in Figure 7.
To perform a search for a tree node, it is required that the pointer be at the root of the tree and trace a path. Each \( x \) will be compared to the key \( K \) until the value be found. Then, the pointer will return at the key node if it exists. If \( x \) is smaller than the key \( K \), the search will be done in the left sub-tree, otherwise the search will be done in the right sub-tree. The nodes found during the recursion form a path down the root [20] this path will be taken as the runtime \( O(h) \) where \( h \) is the height of the tree. In the following listing, Listing 1, we have the pseudo code of a tree that performs a search.

**Figure 7.** Design of a binary decision tree where the node with value 5 is the root node, the node with value 3 starts the left sub-tree, the node with value 7 starts the right sub-tree, nodes with values 2, 5, and 8 are leaf nodes (taken from [20]).

**Listing 1.** Tree basic algorithm [20].

```
Tree-Search(x,k)
1 if x=null or k= key[x]
2 then return x
3 if k < key[x]
4 then return Tree-Search (left[x], k)
5 else return Tree-Search (right[x], k)
```

Decision trees, in addition to having major or minor decisions, can have numerical or boolean values. It is natural and intuitive to classify a pattern through a sequence of questions, in which the next query depends on the answer to the current question [21]. The type of decision can be answered with “yes/no” or “true/false” or “value (property)” or “set of values” based on comparisons.

5. Implementation of Smart Classification Paradigms with Wavelet Transformation

To perform the molecular weight measurement, four smart methods are applied. A content-based system, a back propagation neural network, a self-organizing-map-type neural network and a decision tree.

In the four intelligent paradigms, we start from a data set obtained from the electrophoresis samples. The data sets consist of the calculation of the wavelet transform that is obtained from the protein images.

Different types of wavelet transforms are calculated to know which one gives us a closer association with the values shown in Table 2. It is tested with the different parametric statistics thrown by the wavelets and compared against what is desired in the table, according to the values of the ranges and with prior knowledge of the molecular weights of the samples considered.

These experiments are taken from the research carried out by (Flores et al., 2019) [14] and for the reader’s convenience they are shown in Figures 8–10. Wavelet calculations are performed with the Matlab R2014 Toolbox, as well as interface development and are explained below. As can be seen in Figure 8,
the authors obtain the wavelet transformed from an electrophoresis sample and the level, channels, and protein points can be seen.

Table 2. Table of ranges for the measurement of molecular weights (taken from [14]).

| Minimum Molecular Weight | Molecular Weight |
|--------------------------|------------------|
| 500–712                  | 10 kD–15 kD      |
| 713–750                  | 15 kD–20 kD      |
| 751–1700                 | 20 kD–25 kD      |
| 1700–2000                | 25 kD–37 kD      |

Figure 8. Daubechies Wavelet Transform in the tree structure for level 3 of decomposition for electrophoresis samples (taken from [14]).

Thirty samples are considered for the initial collection. The molecular weights are divides in four groups. In the first group of four samples, you have 15 kD. The second group of two samples has 20 kD of molecular weight. The third group of samples has 20 samples with 25 kD. Finally, the fourth group has four samples of 37 kD of molecular weights. In future work, 170 samples will be included.

The first paradigm with which the molecular weight measurement system is evaluated is the content-based approach. The second paradigm used is the neural network back propagation approach, followed by the self-organization maps approach. Finally, implementation through decision trees is shown in this section.
5.1. Content-Based Molecular Weight Measurement

Using the toolbox wavemenu in Matlab, in 2D mode, it is possible to observe the detection or better definition changes of the electrophoresis samples. The levels, the wavelet type, and the approximation or detail coefficients can be observed for your selection. In the same context, the calculated wavelet transform yields certain parametric statistics, which are considered to be analogous to the ranges of molecular weights in kilodaltons (kD).

The Daubechies transform at level 3 decomposition is then chosen, as well as its approximation coefficients.

The acquisition of each protein plate within the electrophoresis is created during four days of exposure. This indicates that obtaining each sample takes more than a month in laboratory work.

The statistics that are considered for the Daubechies approximation coefficients for each sample are: minimum, maximum, average, median, and standard deviation. An example of this can be seen in the interface shown in Figure 9, whose system was developed in a previous work [14] and is taken up as a starting point in this investigation.

The operation of the content-based system is as follows:

(a) The image of the electrophoresis sample you want to analyze is loaded.
(b) The image synthesized by wavelet is calculated.
(c) The wavelet signal of the corresponding image is graphed.
(d) The approximation coefficients histogram are displayed.
(e) The minimum of the statistics for metrics are associated with a range of molecular weights.
(f) The resulting molecular weight is thrown and goes to stage two of the system.

On the other hand, the second part of the content-based recovery system as the basis of this research, shown in Figure 10, taken from [14] is described below:

(g) Once the molecular weight is measured, a distance measurement is calculated between the request image and the images contained in the sample bank.
(h) The Euclidean metric is applied to calculate the differences.
(i) Those five samples with the difference closest to zero are recovered.
(j) The five most similar samples are displayed.
(k) The minimum, molecular weight measured, and the difference are displayed.
(l) The display order depends on the similarity against the request image in descending order.

\[
de_i = \sqrt{(\text{min}_a - \text{min}_b)^2}
\]  

(13)

where, \(de_i\) is the difference between the query sample and similar samples, \(\text{min}_a\) is the electrophoresis sample and \(\text{min}_b\) is other sample inside the collection. A correlation matrix is obtained to compute the molecular weight visually and numerically.
Figure 9. Example of performance of the molecular weight detection system based on the wavelet transform taken from previous work done in [14].

There are different metrics to achieve a difference calculation by means of a correlation matrix. In the case of the system carried out in [14], the Euclidean metric is widely used for this type of task [18] and is expressed by the Equation (13):

Figure 10. Example of information retrieval for molecular weight measurement (taken from [14]).
With the CBIR-TW system, only the minimum parameter is used, and a successful image recovery is retrieved.

5.2. Back Propagation for Molecular Weight Measurement

The back propagation multilayer neural network which has five neuron for input layer, a hidden layer, equal to five nodes, and only four output nodes, which were also taken as the four groups of molecular weights. Hence, the architecture has the 5-5-4 configuration. The back propagation neural network is a supervised method. Figure 11 presents the results that it gave us when inserting the matrix of the 30 samples.

It is observed in the confusion matrix (see Figure 11) that 96.7% of correctly classified cases were obtained.

5.3. Self-Organization Maps for Molecular Weight Measurement

There are several variants of neural networks, in this research we chose the self-organization maps (SOM) as well. With the help of the toolbox provided by Matlab, we made the classifications of the four groups of molecular weights with which we worked in the previous paradigms. The matrix of the five parametric statistics of each electrophoresis sample (30 samples) were the input data for training phase. The matrix was obtained in the training, test, and validation phases (see Figure 1). The Daubechies approximation coefficients at decomposition in level 3 generates the approximation coefficients of each samples. The value of the mean, median, minimum, maximum, and standard deviation were the five inputs for the SOM network training. The behaviour of the input values to the neural network can be seen in Figure 12.

SOM architecture uses a unsupervised approach in the training phase, because this neural network model decides how to classify at fly in each iteration.
Figure 12. Graphics of input plans of the Self Organization Maps neural network. From left to right, the four output nodes change its color in function of learning process and its output value. The darkest values imply higher learning values, and brighter values, imply lower learning values.

The behavior of the weights of the SOM neural network is shown below, which marks point by point the displacement of the values of the weights that promote the final classification of the training (see Figure 13).

Figure 13. Graphics of weight position of the matrix inserted as input.

5.4. Decision Tree for Molecular Weight Measurement

In the decision tree, the five parametric statistics were used, applying the J48 method in Weka (a workbench for machine learning created by Machine Learning Group at the University of Waikato [22]. The matrix generated by the approximation coefficients previously obtained were the input data for the tree decision.

Figure 14 shows the confusion matrix of the classified samples.

Figure 14. Confusion matrix showing the classification of the 30 electrophoresis samples.
The matrix of confusion indicates how the 30 electrophoresis samples are classified into four groups, the same as in the previous method (10 kD, 15 kD, 20 kD, and 25 kD) where 25 samples were correctly classified and five were incorrect. This process is observed in Figure 15, which is the structure of the generated tree approach.

Figure 15. Representation of decision tree for classification of molecular weights in four groups, taking into account 30 instances (samples) and the five characteristic data of each one.

6. Analysis of Results

In this research we have applied various classification paradigms such as a CBIR system, two methods of neural networks, and decision trees. The input data for all paradigms are wavelet transform in the Daubechies variant with the approximation coefficients of each electrophoresis sample. In the four methods that we applied, the same data set is used from 30 scanned electrophoresis samples.

The configuration of each of the paradigms is summarized below:

1. The back propagation neural network was designed with a 5-5-4 architecture, because there are five characteristics considered in the input. There are five nodes in the hidden layer, which the programming used assigns by default. There are also four output nodes, which are precisely the molecular weight groups to be measured.

2. In the case of the SOM neural network, it was designed with a 5-4 architecture, that is, there are no hidden layers, there are five input nodes (mean, median, minimum, maximum, and standard deviation). There is no hidden layer and there are four exit nodes, which are the four molecular weight groups that you want to measure.

3. In the case of the decision tree, as can be seen in Figure 15, there are four nodes, which is the number of decisions that must be made to classify the measurements of the four groups of molecular weights. The tree is also fed with the five statistical variables that were already mentioned.

6.1. Analysis of Content-Based Paradigm Results

Regarding the results of the content-based approach, Table 3 shows the 30 samples, specifying their minimum value, their correct molecular weight, and the number of similar and non-similar samples obtained in the recovery of the CBIR paradigm previously reported in [14].
Table 3. Samples with which the workouts were performed, their real molecular weight, their minimum value of the sample, how many similar and not similar of the five samples recovered, and the recall and precision are presented (taken from [14]).

| Sample | Molecular Weight | Minimum | Similar | No Similar | Recall | Precision |
|--------|------------------|---------|---------|-----------|--------|-----------|
| 1      | 10–15            | 666.13  | 3       | 2         | 0.50   | 0.60      |
| 2      | 20–25            | 863.50  | 1       | 4         | 0.17   | 0.20      |
| 3      | 20–25            | 967.50  | 1       | 4         | 0.17   | 0.20      |
| 4      | 10–15            | 694.50  | 3       | 2         | 0.50   | 0.60      |
| 5      | 10–15            | 501.25  | 4       | 1         | 0.67   | 0.80      |
| 6      | 10–15            | 571.00  | 4       | 1         | 0.67   | 0.80      |
| 7      | 20–25            | 1481.25 | 4       | 1         | 0.18   | 0.80      |
| 8      | 25–37            | 1796.00 | 5       | 0         | 0.23   | 1.00      |
| 9      | 20–25            | 1284.00 | 5       | 0         | 0.23   | 1.00      |
| 10     | 15–20            | 723.75  | 0       | 5         | 0.00   | 0.00      |
| 11     | 20–25            | 1244.00 | 4       | 1         | 0.18   | 0.80      |
| 12     | 20–25            | 1213.75 | 1       | 4         | 0.05   | 0.20      |
| 13     | 20–25            | 944.00  | 3       | 2         | 0.14   | 0.60      |
| 14     | 15–20            | 743.88  | 2       | 3         | 0.09   | 0.40      |
| 15     | 20–25            | 1164.00 | 5       | 0         | 0.23   | 1.00      |
| 16     | 20–25            | 913.50  | 3       | 2         | 0.14   | 0.60      |
| 17     | 20–25            | 774.13  | 2       | 3         | 0.09   | 0.40      |
| 18     | 20–25            | 1669.00 | 5       | 0         | 0.23   | 1.00      |
| 19     | 25–37            | 1713.88 | 5       | 0         | 0.23   | 1.00      |
| 20     | 25–37            | 1704.00 | 5       | 0         | 0.23   | 1.00      |
| 21     | 25–37            | 1714.00 | 0       | 5         | 0.00   | 0.00      |
| 22     | 20–25            | 1094.00 | 5       | 0         | 0.23   | 1.00      |
| 23     | 20–25            | 1164.13 | 5       | 0         | 0.23   | 1.00      |
| 24     | 20–25            | 1354.13 | 4       | 1         | 0.18   | 0.80      |
| 25     | 20–25            | 1051.63 | 4       | 1         | 0.18   | 0.80      |
| 26     | 20–25            | 1037.13 | 4       | 1         | 0.18   | 0.80      |
| 27     | 20–25            | 1279.25 | 4       | 1         | 0.18   | 0.80      |
| 28     | 20–25            | 1300.00 | 4       | 1         | 0.18   | 0.80      |
| 29     | 20–25            | 854.00  | 4       | 1         | 0.18   | 0.80      |
| 30     | 20–25            | 1165.13 | 5       | 0         | 0.23   | 1.00      |

| M | E | A | N | Recall | Precision |
|---|---|---|---|--------|-----------|
| 0.22 | 0.70 |
6.2. Analysis of Back Propagation Neural Network Results

In the case of Backpropagation, the graphs of weights, input plans or sample hits are not provided by the Matlab Toolbox, and are replaced by the confusion matrix, the test graphs and the gradient graphs. That is the difference between supervised and unsupervised neural networks. In other words, not all neural network architectures are the same, their learning process is different, and the data they throw is different, even the way the Matlab Toolbox implements them, it also differs. This is the reason why we do not provide the same graphs for both neural network models.

On the other hand, in back propagation, a better classification/precision percentage of 96.7% was obtained, this being the best percentage of all the paradigms applied in this investigation. This neural network uses a supervised approach and shows the learning behaviour for the training set (blue line), validation set (green line), testing set (red line) and a fourth training set that put together all sets (black line) in Figure 17.

We observed that in the performance of the training phase, most of the cases remained close to or within the optimal results line. In the training phase, there was a small change in the direction of the fit and four cases moved away from the optimal line with an error of 0.99938 (see Figure 17 up and left). For the validation phase (Figure 17 up and right) the greatest change in the direction of the fit line was noted, and four molecular weights were not correctly classified and an error of 0.9636 was obtained. In the test phase (Figure 17 down and left), six items were misclassified, so the error is 0.68749. Finally, it is shown in Figure 17 down and right that the error for three phases is of 0.93251.

In Figure 18, we observe the gradient of the neural network, showing that the learning in epoch 17 stabilizes and begins to drop, so the training stops to prevent learning from falling to a local minimum.
6.3. Analysis of Self-Organization Neural Network Results

The Sample Hits section (see Figure 19) provides the groups that where classified, that is, if we classify into four groups, the 30 samples that make up the matrix must fall in one of those four groups.

We know that of the 30 samples, 20 are of a molecular weight of 25 kD, two of a molecular weight of 20 kD, and the remaining eight are of the two groups of 15 kD and 37 kD. Therefore, in the classification of the output nodes of the SOM neural network (see Figure 19), the groups of 15, 20, and 37 kD were classified correctly. In the group of 25 kD, only 50% of the samples were classified correctly and the remaining 10 were scattered in the other three groups. That misclassification made the SOM only 66% accurate.
With the SOM neural network, a classification/precision of 66% was obtained, which presented a greater number of badly classified samples.

![Figure 19. Thirty hits classified in four groups through five input nodes.](image)

6.4. Analysis of Results for the Tree Decision

The results obtained by this paradigm are those shown in Table 4. When classifying the 30 samples, an 83.33% correct classification was obtained by decision tree approach using J48 algorithm.

**Table 4. Weka J48 training set results.**

| Correctly Classified Instances | 83.33% (25) |
| Incorrectly Classified Instances | 16.66% (5) |
| Kappa statistic | 0.6849 |
| Mean absolute error | 0.1283 |
| Root mean squared error | 0.2532 |
| Relative absolute error | 47.22% |
| Root relative squared error | 70.31% |
| Total Number of Instances | 30 |

6.5. Analysis of Results for the Four Paradigms

With the application of these four paradigms (Table 5), three of them exceeded 80% of accuracy classification, with the back propagation neural network and the CBIR system being those that exceeded 90% of classification. The back propagation paradigm had the best percentage.

**Table 5. Results of the four paradigms applied in the classification of molecular weights.**

| Paradigm | % Accuracy | % Error |
|----------|------------|---------|
| CBIR Paradigm | 93% | 7% |
| Back propagation | 96.7% | 3.3% |
| Self-Organization Maps | 66% | 33% |
| J48 Decision Tree | 83.3% | 16.6% |

The back propagation neural network was designed with a 5-5-4 architecture, because there are five characteristics considered in the input. There are five nodes in the hidden layer, which the programming used assigns by default. There are also four output nodes, which are precisely the molecular weight groups to be measured. In the case of the SOM neural network, it was designed with a 5-4 architecture,
that is, there are no hidden layers, there are five input nodes (mean, median, minimum, maximum and standard deviation). There are four exit nodes, which are the four molecular weight groups that you want to measure. In the case of the decision tree, as can be seen in Figure 15, there are four nodes, which is the number of decisions that must be made to classify the measurements of the four groups of molecular weights. The tree is also fed with the five statistical variables that were already mentioned and the generation of nodes takes place according to the ranges included in the statistical data.

From a technical point of view, it is possible to reproduce the previously detailed experiments. This is possible, through any other collection of scanned electrophoresis images. The images can be produced in an industrial chemistry laboratory. Protein samples can be extracted from food, plants, or tissue samples from various sources. Once obtained, they can be converted to gray levels and subsequently analyzed by a transformed wavelet Daubechies. The molecular weight can be calculated using the equivalence values shown in Table 2 proposed in this article. These equivalences cover the molecular weight readings or ranges comparable to the most commonly used commercial markers using the minimum of the coefficient wavelet transforms for all paradigms as main parametric statistic.

To obtain the electrophoresis samples, a long process is required, because this involves several steps for its realization. The process that requires more time is when the sample is placed in the solution. Then, the revealing solution helps to clean up the analysis and only leaves the areas that contain information on the proteins. This process involves about 96 hours (approximately four days), so the obtainment of each one of the 30 samples for the experiments in Table 3 is not a trivial task.

The experimentation stage faced a challenge at the moment of producing the samples, which consisted in that the electric field supply, in many occasions, caused the loss of the same, due to the excess voltage. Because of this, the samples were discarded. Subsequently, the processing part involved the cutting of each of the samples, and standardized each image for analysis, that is, each image had to be cut with a measurement in pixels of 100 pixels wide by 700 pixels long, approximately.

To perform the selection of the wavelet transform, Haar, biorthogonal, and Daubachies were tested, achieving similar results. However, only the Daubechies results are shown, because the visual coefficients of greater importance in the protein signal content highlight the molecular weight score. Then, the decomposition levels are analyzed, where the wavelet transform Daubechies showed with a higher illumination, the said protein score. On the other hand, the parametric statistics and the histograms obtained established an analogy between the detection of molecular weights and the electrophoresis samples.

With the variant Daubechies to a level of decomposition 3, the approximation coefficients of each sample were obtained. From Wavelet Daubechies Transform were obtained parametric statistics such as the mean, the median, the minimum value, maximum, and standard deviation. Of these five statistics, which are considered as characteristics of the image, only in the case of the minimum value, a correspondence of molecular weight is found. The other characteristics did not show much correspondence for the correct detection of molecular weights, because there were no predefined ranges, the readings were spliced or there was definitely no adequate correspondence.

Within the 30 experiments that are observed in Table 3, in 93% of the cases, at least one image corresponds effectively to the molecular weight that the users want to find or compute, that is, the system recovers statistics and at least one sample of molecular weight similar to the query sample. The recall value is 0.22 and precision value is 0.70, and can be observed in Figure 16. It is important to mention that in a content-based system, the maximum value in recall is 0.5, and the maximum value in precision is 1.0.

This indicates that it can also be observed that in each of the requests for molecular weights, recall and precision are measured. In each of the 30 cases taken at random, we can see that while the precision is closer to 1.0 indicates that the search was more accurate. If the recall is closer to 0.5, this implicates that the number of similar images was higher or more efficient visually and statistically speaking.
The back propagation neural network uses supervised learning. The accuracy of classification was of 96.7%. The 29 electrophoresis samples were classified in the corresponding group, only one was out of the classification (see Figure 11). The groups that had all the cases classified in the correct group were those of molecular weight 15, 20, and 37 kD.

In the self-organization neural network, the same data set was inserted as in the previous methods, for the input nodes of the network. Ten missing samples were wrongly classified among the other groups: two in the 15 kD group, three in the 20 kD group, and five in the 37 kD group. Then, most of the samples were classified in the groups close to the 25 kD.

In the decision tree, J48, the WEKA software, and the matrix of the 30 samples are used. The five parametric statistics were used (minimum, maximum, mean, median, and standard deviation). By using the five statistics, the correct classification was exceeded at 83.3%. Only three samples of 25 kD molecular weight were not classified in the correct group.

7. Conclusions

Of the four paradigms that were applied to classify and detect molecular weight, three of them exceeded 80%, these were CBIR, back propagation, SOM, and J48, where in CBIR-WT only the minimum value was used, the other three used five statistics. Neural networks turned out to have the best paradigm for back propagation and the worst paradigm for SOM, back propagation was the best with 96.7% of correct classification, since this variant is supervised learning. On the other hand, SOM obtains a percentage of 66%.

Regarding the hypothesis that arose at the beginning of this investigation, we can point out that a measurement of molecular weights is achieved and a recovery of images similar to the molecular weight that is desired to be measured with 96% accuracy under an intelligent paradigm such as back propagation.

The greatest findings achieved in this work lie in the fact that the field of measurement of molecular weights has not yet been widely studied at a scientific level, much less under intelligent paradigms. However, it is important to note that there are commercial versions which have high costs or whose maintenance requires additional costs. Another important finding is that parametric statistics of low wavelet transform electrophoresis is viable for molecular measurement. It was also found that intelligent paradigms are effective for this type of measurement, but that back propagation was better than others such as trees, or even better than other types of neural networks or content-based systems.

The main contributions to the area are focused on a visual information retrieval system that can accompany a measurement of molecular weights by means of wavelet transform Daubechies, Haar, and biorthogonal. Another of the main contributions is to provide a content-based tool to find molecular samples similar to those to be measured. This may lead to future work such as comparisons of food proteins, drugs, human tissue for testing of new drugs, or the search for more nutritious foods for human consumption, to name a few. Evolutionary optimization paradigms may also be tested in the future, which will improve measurement results in molecular weights.

Finally, it should be mentioned that among the initial limitations or conditions of the research, the limited number of samples available must be taken into account, since in this work there were a total of 29 to 30 samples and 10 of them were rejected as illegible. Furthermore, the number of days involved in obtaining a single sample must be taken into account, since normally obtaining a single sample takes between four and five days. The measurement of the revealing plates for electrophoresis regarding the pore size allows the displacement of the molecules to be measured, and that in this work, the pore measurement was 12%. 
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| CBIR         | Content-Based Image Retrieval |
| WT           | Wavelet Transform |
| DAUB1Ln      | Daubechies WT, type 1, Level of decomposition n |
| HAAR1Ln      | Haar WT, type 1, Level of decomposition n |
| BIOR1Ln      | BIOR WT, type 1, Level of decomposition n |
| CBIR         | CBIR System |
| SOM          | Self-Organization Maps |
| ANN          | Artificial Neuronal Network |
| GA           | Genetic Algorithm |
| ANFIS        | Adaptative Neuro-Fuzzy Inference System |
| CHAID        | Chi-Square Automatic Interaction Detection |
| SDS          | Sodium dodecylsulfate |
| PAGE         | Poliyacrylamide Gel |
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