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Abstract: Photoplethysmography (PPG) is an optical measurement technique that detects changes in blood volume in the microvascular layer caused by the pressure generated by the heartbeat. To solve the inconvenience of contact PPG measurement, a remote PPG technology that can measure PPG in a non-contact way using a camera was developed. However, the remote PPG signal has a smaller pulsation component than the contact PPG signal, and its shape is blurred, so only heart rate information can be obtained. In this study, we intend to restore the remote PPG to the level of the contact PPG, to not only measure heart rate, but to also obtain morphological information. Three models were used for training: support vector regression (SVR), a simple three-layer deep learning model, and SVR + deep learning model. Cosine similarity and Pearson correlation coefficients were used to evaluate the similarity of signals before and after restoration. The cosine similarity before restoration was 0.921, and after restoration, the SVR, deep learning model, and SVR + deep learning model were 0.975, 0.975, and 0.977, respectively. The Pearson correlation coefficient was 0.778 before restoration and 0.936, 0.933, and 0.939, respectively, after restoration.
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1. Introduction

Photoplethysmography (PPG) is an optical measurement technique that detects changes in blood volume in the microvascular layer caused by the pressure generated by the heartbeat [1]. It is usually measured in contact with the surface of the skin, such as the ear or finger. The contact measurement of PPG causes inconvenience to PPG measurers.

To solve the inconvenience of contact PPG (cPPG) measurement, a technology that can measure PPG in a non-contact manner using a camera has been developed [2,3]. Camera-based remote PPG (rPPG) measures subtle color changes in the skin areas extracted from camera images. The light reflected from the skin region detected by the camera is composed of a specular component and a diffuse component. The diffuse reflection component contains information about the changes in blood volume caused by the heartbeat. This information was used to measure the rPPG. Recently, a technology capable of measuring this even with a general webcam was developed [3]. Because rPPG is a non-contact method, it is convenient and has the advantage that it can be easily measured using a general camera device. However, the rPPG signal has a smaller pulsation component than the cPPG signal, and its shape is blurred. Therefore, in previous studies, only heart rate information could be obtained from the rPPG signal. By restoring rPPG to the cPPG level, medical information can be obtained through the dicrotic notch and dicrotic peak as well as the heart rate measurement [4,5].

A previous study on signal restoration detected a signal contaminated with motion noise using statistical parameters of the cPPG signal and then removed the contaminated
portion to restore the cPPG signal [6]. This study reconstructed the signal by removing the unusable signal, rather than reconstructing the signal itself. Another study aimed to restore the signal itself. The signal was restored by adaptively removing noise from the signal by inputting the cPPG signal and the three-axis acceleration signal [7]. This method is inconvenient because the signal can be restored only by simultaneously collecting two signals using two sensors. Another study aimed to restore the cPPG signal to the level of an electrocardiogram (ECG) signal using support vector regression (SVR). This study extracted five correspondence feature points from each signal. Then, after learning using five SVRs for amplitude estimation and five SVRs for position estimation, the cPPG signal was restored to the level of the ECG signal [8].

In this study, 30 correspondence feature points were selected from each of the cPPG and rPPG signals. They were learned by providing them as input to three models: SVR, three-layer simple deep learning, and deep learning after multi-input SVR. Cosine similarity and Pearson correlation coefficients were used to evaluate the similarity of the restored signals.

This paper is structured as follows: Section 2.1 describes the need for rPPG restoration (the meaning of the cPPG signal waveform and the degradation of the rPPG signal). Section 2.2 describes the collection and preprocessing of the data used, and Section 2.3 describes the model used. Section 3 describes the experimental results, and Section 4 presents conclusions and future plans.

2. Materials and Methods

2.1. Need to Restore PPG Signal

2.1.1. Information of cPPG Signal Waveform

The shape of the cPPG signal results from the contraction and relaxation of the left ventricle and wave reflections from the periphery. The cPPG has feature points as shown in Figure 1 [9].

![cPPG feature points](image)

Figure 1. cPPG feature points: S, start point; P, systolic peak; C, dicrotic notch; D, diastolic peak.

It is generally accepted that cPPG provides important information about the cardiovascular system [1]. Several studies have been conducted on the cPPG signal waveforms [4,10,11]. Previous studies have shown that with aging, hypertension, and arteriosclerosis, the time between P and D decreases, the height of C and D increases, and D is lost. By restoring the rPPG signal to the cPPG level, it is expected that medical information such as aging, hypertension, and arteriosclerosis can be obtained with rPPG.

2.1.2. rPPG Signal Degradation Model

Various factors cause rPPG to degrade its signal compared with cPPG. This is shown in Figure 2.
Figure 2. rPPG signal degradation model: (a) Abrupt changes in amplitude by illumination factor; (b) motion artifacts caused by facial movements; (c) aliasing due to lower sampling rate compared to cPPG; (d) poor signal quality due to the low sensitivity of the image sensor.

(a) Illumination: rPPG is obtained using a camera. Therefore, it is affected by changes in illumination variation, shadows, and low luminance. In previous studies, to reduce the effect of illumination, the reflection component of illumination and the reflection component of heart rate information were separated [2,3]. This method was also used in our study. To determine the effect of illumination, we tested changes in the rPPG signal with and without a flashlight on the face.

(b) Motion: Motion noise is a problem that can easily appear in rPPG and cPPG. The cause of signal degradation due to movement may be a change in the face area or a change in the shadow of the face. Our laboratory rPPG measurement system was developed to be robust against movement. Therefore, to confirm the rPPG signal problem caused by motion, the signal was obtained by shaking the face vigorously.

(c) Sampling rate: The cPPG signal is usually obtained with a high sampling rate of more than 200. However, when rPPG is obtained with a normal camera, the FPS is 20–30, so it has a lower sampling rate than cPPG. In general, the resting heart rate of an adult is 1–1.6 beats per second, so a sampling rate of 30 is not insufficient to express a heartbeat cycle. However, compared to cPPGs with a high sampling rate, there is inevitably insufficient information, and thus signal degradation occurs. In this study, cubic interpolation was used to compensate for the aliasing problem of rPPG to some extent and to correspond to rPPG and cPPG. More details on this are provided in Section 2.3.2.

(d) Image sensor: As mentioned earlier, the rPPG was obtained through the camera. Therefore, the performance of the image sensor is affected. That is, it is affected by factors such as CCD (CMOS) sensitivity and image compression. In our lab, it was designed such that the rPPG signal could be obtained even with the webcam built into the laptop. However, the difference in the rPPG signal quality according to the performance of the image sensor is inevitable.

Among the four factors that degrade the quality of the rPPG signal, the motion artifact factor, as shown in Figure 2b, is a problem that cannot be overcome by the proposed method because the cycle of the signal is not maintained. However, factors such as Figure 2a,c,d are such that the resolution or amplitude of the shape of a single cycle signal becomes noisy.
Among the four factors that degrade the quality of the rPPG signal, the motion artifacts are obviously determined to be 30 Hz. The distance from the camera to the subject was specified as about 70 cm, the distance at which a face can be captured within the camera frame. There is no standardized method for extracting rPPG. In this paper, we refer to the method in [3], developed in our laboratory. In study [3], the myocardial component of the signal was enlarged to reduce the risk of distortion due to the uncertainty of the input signal. The process used to obtain rPPG in this study was as follows: (1) Detect faces in image frames. (2) Use a kernelized correlation filter (KCF) tracker to track the face. (3) Filter background pixels from rectangular face area. (4) Extract rPPG by modifying the chrominance-based method (CHROM) [2]. The CHROM collects sequential RGB images and projects them on the chromaticity plane to obtain motion-robust pulse signals. In this study, RGB images are converted into YCbCr images and the Cb and Cr signals are converted to create a single pulse signal. (5) Post-processing is performed for denoising from the signal: (i) remove trends such as breathing and (ii) Butterworth bandpass filtering (42–240 bpm) to remove elements independent of cardiac activity. Figure 4 shows the structure of the rPPG extraction. A demonstration video of the collecting the rPPG based on this rPPG acquisition process can be found in [14].

2.2. Dataset

2.2.1. Data Collection

For correspondence, the cPPG and rPPG signals were simultaneously obtained. Data were obtained from 10 subjects (female: 5, male: 5, age: 20 s) for 3 min each. When training, clean data should be put as input to avoid ‘garbage in, garbage out’. Therefore, only data without noise, which are difficult to remove with simple filtering, were used.

### cPPG

The cPPG was measured using an ubpulse 360 instrument [12]. The sampling rate was set at 255 Hz. After collecting the cPPG from each subject, a finite impulse response filter (FIR), which has the advantage that the shape of the signal is well maintained even after filtering, was used for low-pass filtering of noise. The cutoff frequency, which determines the frequency band, was set to 32 Hz, and the filter coefficient was set to 40. This is an empirical value. The denoising results are shown in Figure 3.

![cPPG signal denoising using FIR filter](image)

**Figure 3.** cPPG signal denoising using FIR filter: (a) before; (b) after.

### rPPG

To obtain the rPPG signal, a video was obtained at 30 FPS on a 1080p webcam and the frame has a resolution of 640 × 480 [13]. Therefore, the sampling rate of the rPPG signal was obviously determined to be 30 Hz. The distance from the camera to the subject was specified as about 70 cm, the distance at which a face can be captured within the camera frame. There is no standardized method for extracting rPPG. In this paper, we refer to the method in [3], developed in our laboratory. In study [3], the myocardial component of the signal was enlarged to reduce the risk of distortion due to the uncertainty of the input signal. The process used to obtain rPPG in this study was as follows: (1) Detect faces in image frames. (2) Use a kernelized correlation filter (KCF) tracker to track the face. (3) Filter background pixels from rectangular face area. (4) Extract rPPG by modifying the chrominance-based method (CHROM) [2]. The CHROM collects sequential RGB images and projects them on the chromaticity plane to obtain motion-robust pulse signals. In this study, RGB images are converted into YCbCr images and the Cb and Cr signals are converted to create a single pulse signal. (5) Post-processing is performed for denoising from the signal: (i) remove trends such as breathing and (ii) Butterworth bandpass filtering (42–240 bpm) to remove elements independent of cardiac activity. Figure 4 shows the structure of the rPPG extraction. A demonstration video of the collecting the rPPG based on this rPPG acquisition process can be found in [14].
Figure 4. Structure of rPPG signal extraction: (1) Face region detection; (2) face region tracking using a kernelized correlation filter tracker; (3) extracting skin region from the face region; (4) rPPG signal extraction in Cb-Cr plane; (5) post-processing for denoising using detrending and bandpass filtering.

2.2.2. Training Data

The cPPG and rPPG signals obtained in Section 2.3.1, were split into single cycle units: cPPG used a kernel of size 300 to filter the signal by moving average and then splits the signal using the zero-crossing point of the gradient. The rPPG segmented the signal using the zero-crossing point of the gradient. The signal of the single cycle unit thus obtained was min–max normalized between 0 and 1. Thirty corresponding points of equal spacing were extracted based on the time axis of each signal. The time axis exists only for integer points. Therefore, 30 points divided into equal intervals were extracted using cubic interpolation based on the time axis of each signal.

Thus, a total of 1731 pairs of data of length 30 to be used for training were obtained. Each data pair is a correspondence. That is, there are 30 pairs of corresponding points per signal cycle. Figure 5 is an example of a single cycle signal, which is a visualization of how the signals correspond. The red dotted line represents the correspondence between the two signals.

Figure 5. Correspondence of single cycle signal pairs: (a) rPPG; (b) cPPG.
2.3. Method

The training was carried out using three models: multiple input/output SVR, a simple three-layer deep learning model, and an SVR + deep learning model. The structure of each model is shown in Figure 6, and the description of each model is as follows.

![Flow chart of the proposed rPPG restoration method](image)

**Figure 6.** Flow chart of the proposed rPPG restoration method: (a) Training data through the corresponding points of rPPG and cPPG; (b) SVR-based restoration model (explained in Section 2.3.1); (c) a restoration model based on deep learning (explained in Section 2.3.2); (d) a restoration model using SVR and deep learning together (explained in Section 2.3.3).

All methods were implemented in Python and run on a laptop with an Intel Core i7 (2.70 GHz) CPU and 16 GB RAM. SVR was developed using Python’s Scikit-learn library, and deep learning was developed using Python’s TensorFlow library [15,16].

2.3.1. SVR

SVR is used to construct a regression equation by introducing a loss function to the representative classification algorithm SVM [17]. For SVR training, 1454 pairs of training data and 347 pairs of test data were used (each data set does not share the same subject). The error tolerance was set to 50, and a polynomial kernel function was used. Additionally, it was set to classify into quartic. The structure of the SVR model is shown in Figure 6b.

2.3.2. Deep Learning

For deep learning training, 1107 pairs of training data, 347 pairs of test data, and 277 pairs of validation data were used (each data set does not share the same subject). It consisted of three dense layers, and each layer has 16 units. A dense layer is a layer in which each input unit is connected to an output unit. To initialize the weights of each layer, He initialization was used [18], and elu, which solved the dying ReLU problem while including all the advantages of the existing ReLU, was used for the activation function [19]. In addition, overfitting was prevented by the addition of an L2 weighting regulation (0.001). At the time of compilation, MAE (mean absolute error), which is often used as a regression indicator, was used for the loss function, and the optimizer used Adam, a method combining Momentum and RMSProp. To supplement the relatively small data set, cross-validation (k = 4) was performed using the training data set and the validation data set. The structure of the deep learning model is shown in Figure 6c.

2.3.3. SVR + Deep Learning

The results obtained through SVR in Section 2.3.1, were used as inputs to the deep learning model in Section 2.3.2. Thus, it is expected that the advantages of SVR and deep
learning can be fused. As in Section 2.3.2, cross-validation was performed. This structure can be seen in Figure 6d.

3. Results

Cosine similarity and Pearson correlation coefficients were used to evaluate the similarity of signals before and after restoration. Cosine similarity is the degree of similarity between two vectors, obtained using the cosine angle between the two vectors. The Pearson correlation coefficient is a numerical value that quantifies the linear correlation between two variables. It is standardized by dividing the covariance of the two variables by the product of their standard deviations. The results are shown in Table 1 (rounded to four decimal places). The cosine similarity of the signal before restoration was 0.921, and the Pearson correlation coefficient was 0.778. After restoration, significant results were obtained for all three models. Among them, the SVR + deep learning model showed the best results with a cosine similarity of 0.977 and a Pearson correlation coefficient of 0.939. The \( p \)-value is <0.001.

Table 1. Training results in terms of similarity before and after rPPG restoration by using two metrics such as cosine similarity and Pearson correlation coefficient with \( p \)-value.

| Similarity Evaluation Index | Before Restoration | After Restoration |
|-----------------------------|--------------------|------------------|
|                             | Cosine similarity  | SVR + Deep       |
|                             | 0.921              | 0.977            |
|                             | Pearson correlation (\( p \)-value) | SVR  | Deep Learning |
|                             | 0.778 (4.4 \( \times \) 10\(^{-4} \)) | 0.939 (2.4 \( \times \) 10\(^{-6} \)) | 0.936 (1.4 \( \times \) 10\(^{-5} \)) | 0.933 (7.6 \( \times \) 10\(^{-6} \)) |

Since all data satisfies normality, a Z-test was performed for statistical verification. Table 2 shows the results of the Z-test. Through this, it was statistically verified that the results of restoring rPPG to cPPG using SVR + Deep and Deep made no significant difference from cPPG.

Table 2. Z-test of before and after rPPG restoration for statistical validation.

| Z-Test | Before Restoration | After Restoration |
|--------|--------------------|------------------|
|        | Cosine similarity  | SVR + Deep       |
|        | 0 (<0.05)          | 0.99 (>0.05)     |
|        | Pearson correlation (\( p \)-value) | SVR  | Deep Learning |
|        | 0.637 (4.5 \( \times \) 10\(^{-3} \)) | 0.945 (2.7 \( \times \) 10\(^{-7} \)) | 0.937 (2.1 \( \times \) 10\(^{-6} \)) | 0.934 (1.7 \( \times \) 10\(^{-7} \)) |

To judge the effectiveness of learning, the learned model was applied to the data not used in the experiment. The results are shown in Table 3 (rounded to four decimal places). It can be confirmed that significant results were obtained even with the data not used in the experiment.

Table 3. Test results in terms of similarity before and after rPPG restoration by using two metrics such as cosine similarity and Pearson correlation coefficient with the \( p \)-value.

| Similarity Evaluation Index | Before Restoration | After Restoration |
|-----------------------------|--------------------|------------------|
|                             | Cosine similarity  | SVR + Deep       |
|                             | 0.879              | 0.979            |
|                             | Pearson correlation (\( p \)-value) | SVR  | Deep Learning |
|                             | 0.637 (4.5 \( \times \) 10\(^{-3} \)) | 0.945 (2.7 \( \times \) 10\(^{-7} \)) | 0.937 (2.1 \( \times \) 10\(^{-6} \)) | 0.934 (1.7 \( \times \) 10\(^{-7} \)) |

Figure 7 shows some of the learning results. Overall, it can be seen that the signal was restored to some extent. The SVR results similarly followed the trend of the cPPG signal but produced a somewhat coarser signal (c). The result of deep learning shows a smoother
signal compared to the result of SVR, but there is a slight delay, and the dicrotic notch and diastolic peak (Points C and D in Figure 1) becomes unclear (d). By combining SVR and deep learning, a smooth signal was obtained, and the delay was less and clearer than that of deep learning alone (b). Thus, it can be inferred that the disadvantages of SVR and deep learning are offset, and the advantages are fused, resulting in better results.

Figure 7. Some of the results of applying the training model to new data: (a–c) cPPG signal (yellow dotted line) and rPPG signal (red dotted line); (a) SVR + deep results (green solid line); (b) SVR results (red solid line); (c) deep learning results (blue solid line).
In Section 2.1.1, it was mentioned that the P and D (systolic peak and diastolic peak) are important in the paper. Therefore, systolic-diastolic peak-to-peak times (SD-PPTs), the interval between systolic and diastolic peaks, was measured [9]. When calculating SD-PPTs, data from three subjects of the same age were used. To obtain a clear peak, the second differentiation was performed on the cPPG signal, the rPPG signal, and the rPPG signal restored using SVR + deep. The result is shown in Figure 8a. After the second differentiation, the Savitzky–Golay filter was used to smooth the signal and then inverted. The result is shown in Figure 8b. Mean SD-PPTs of cPPG signal and rPPG signal were obtained. This is shown in Table 4. For statistical verification of the similarity of the results, a paired t-test was performed after confirming whether the SD-PPTs results satisfy normality. The results are shown in Table 4. Since a relatively high p-value was calculated for all cases, it can be seen that there is no statistically significant difference in SD-PPTs of cPPG and restored rPPG.

![Figure 8](image-url)

**Figure 8.** Example of second differentiation result for peak detection of cPPG, rPPG, and restored rPPG: (a) The result of second differentiation of cPPG, rPPG, and restored rPPG (using SVR + deep); (b) the result of applying and inverting the Savitzky–Golay filter in (a).

| SD-PPTs                  | Subject 1         | Subject 2         | Subject 3         |
|--------------------------|-------------------|-------------------|-------------------|
| Mean SD-PPTs (standard deviation) | cPPG: 0.274 s (±0.021 s) | cPPG: 0.278 s (±0.021 s) | cPPG: 0.256 s (±0.039 s) |
|                          | restored rPPG: 0.268 s (±0.010 s) | restored rPPG: 0.269 s (±0.023 s) | restored rPPG: 0.258 s (±0.019 s) |
| Paired t-test (p-value)   | restored rPPG: 0.377 | restored rPPG: 0.261 | restored rPPG: 0.762 |

4. Conclusions

In order to improve the signal shape of rPPG signals, which were developed to solve the inconvenience of cPPG signals, a study on the restoration of the rPPG signal through correspondence with cPPG was conducted. The cPPG and rPPG signals obtained at the same time point were pretreated and then split into a single cycle unit. Then, 30 corresponding points were extracted from each signal and used as the training data. Three models were used: support vector regression (SVR), a simple three-layer deep learning model, and an SVR + deep learning model. As a result of the training, all three methods yielded significant results, and the SVR + deep learning model yielded the best results. Further, it was possible to restore the rPPG signal to the level of the cPPG signal through the experiments in this study. Using this method, medical information can be obtained with rPPG.
In the future, we will conduct a study to extract and compare various medical information from the cPPG signal and the reconstructed rPPG signal. In addition, by analyzing the morphological similarities and differences between the PPG and the ECG signals, we will proceed with a study that can infer the characteristics of the ECG signal from the rPPG signal. In addition, we will compare the restored rPPG signal and cPPG signal in terms of biomarkers such as pulse rate variability (PRV) and oxygen saturation.

**Author Contributions:** Conceptualization, E.C.L.; methodology, E.C.L. and S.-E.K.; software, K.H.S.; validation, S.-E.K.; investigation, S.-E.K.; data curation, S.-E.K., S.-G.Y. and N.H.K.; writing—original draft preparation, S.-E.K.; writing—review and editing, E.C.L.; visualization, S.-E.K.; supervision, E.C.L.; project administration, E.C.L.; funding acquisition, E.C.L. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported by the NRF (National Research Foundation) of Korea funded by the Korean government (Ministry of Science and ICT) (NRF-2019R1A2C4070681). Furthermore, this work was supported by the Industrial Strategic Technology Development Program (10073159, Developing mirroring expression based interactive robot technique by non-contact sensing and recognizing human intrinsic parameter for emotion healing through heart-body feedback) funded by the Ministry of Trade, Industry & Energy (MI, Korea).

**Institutional Review Board Statement:** Based on the 13-1-3 of the Enforcement Regulations of the Act on Bioethics and Safety of the Republic of Korea, ethical review and approval were waived (IRB-SMU-S-2021-1-005) for this study by Sangmyung University Institutional Review Board, because this study only uses simple contact measuring equipment or observation equipment that does not cause physical changes.

**Informed Consent Statement:** Informed consent was obtained from all subjects involved in the study.

**Data Availability Statement:** Data cannot be shared because private information such as faces is included in the data, and an experimental consent was obtained that will only be used in this study.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Allen, J. Photoplethysmography and Its Application in Clinical Physiological Measurement. *Physiol. Meas.* 2007, 28, R1–R39. [CrossRef] [PubMed]
2. De Haan, G.; Jeanne, V. Robust Pulse Rate from Chrominance-Based rPPG. *IEEE. Trans. Biomed. Eng.* 2013, 60, 2878–2886. [CrossRef] [PubMed]
3. Suh, K.H.; Lee, E.C. Contactless Physiological Signals Extraction Based on Skin Color Magnification. *J. Electron. Imaging* 2017, 26, 063003. [CrossRef]
4. Nam, T.-H.; Park, Y.B.; Park, Y.J.; Shin, S.H. A Systemic Review of Pulse Contour Analysis and Fourier Spectrum Analysis on the Photoplethysmography of Digit. *J. Korean Med. Diagn.* 2007, 11, 48–60.
5. Avolio, A.P.; Butlin, M.; Walsh, A. Arterial Blood Pressure Measurement and Pulse Wave Analysis—Their Role in Enhancing Cardiovascular Assessment. *Physiol. Meas.* 2010, 31, R1–R47. [CrossRef] [PubMed]
6. Shao, H.; Chen, X. Motion Artifact Detection and Reduction in PPG Signals Based on Statistics Analysis. In Proceedings of the 29th Chinese Control and Decision Conference (CCDC), Chongqing, China, 28–30 May 2017; IEEE Publications: Piscataway, NJ, USA, 2017.
7. Wang, M.; Li, Z.; Zhang, Q.; Wang, G. Removal of Motion Artifacts in Photoplethysmograph Sensors during Intensive Exercise for Accurate Heart Rate Calculation Based on Frequency Estimation and Notch Filtering. *Sensors* 2019, 19, 3312. [CrossRef] [PubMed]
8. Kim, H.; Kim, Y.; Kim, J.; Lee, E.C. Method for Restoring PPG Signals Using ECG Correspondences and SVR. *Electron. Lett.* 2013, 49, 1518–1520. [CrossRef]
9. McDuff, D.; Gontarek, S.; Picard, R.W. Remote detection of photoplethysmographic systolic and diastolic peaks using a digital camera. *IEEE. Trans. Biomed. Eng.* 2014, 61, 2948–2954. [CrossRef] [PubMed]
10. Kim, J.S.; Kim, K.K.; Baek, H.J.; Park, K.S. Effect of Confounding Factors on Blood Pressure Estimation Using Pulse Arrival Time. *Physiol. Meas.* 2008, 29, 615–624. [CrossRef] [PubMed]
11. Dawber, T.R.; Thomas, H.E.; McNamara, P.M. Characteristics of the Dicrotic Notch of the Arterial Pulse Wave in Coronary Heart Disease. *Angiology* 1973, 24, 244–255. [CrossRef] [PubMed]
12. Available online: [http://www.laxtha.com/ProductView.asp?Model=ubpulse%20360&catgrpdid=3](http://www.laxtha.com/ProductView.asp?Model=ubpulse%20360&catgrpdid=3) (accessed on 29 August 2021).
13. Available online: [https://www.logitech.com/ko-kr/products/webcams/c920-pro-hd-webcam.960-001062.html](https://www.logitech.com/ko-kr/products/webcams/c920-pro-hd-webcam.960-001062.html) (accessed on 29 August 2021).
14. Suh, K.H. Oryong, 8 December 2020. Real-Time rPPG (Remote Photoplethysmography) [Video File]. Available online: https://youtu.be/YOhY-uNVXMg (accessed on 29 August 2021).

15. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Duchesnay, E.; Blondel, M.; Prettenhofer, P.; Weiss, R.; et al. Scikit-learn: Machine learning in Python. *J. Mach. Learn. Res.* 2011, 12, 2825–2830.

16. Abadi, M.; Barham, P.; Chen, J.; Chen, Z.; Davis, A.; Dean, J.; Devin, M.; Ghemawat, S.; Irving, G.; Isard, M.; et al. Tensorflow: A system for large-scale machine learning. In Proceedings of the 12th [USENIX] Symposium on Operating Systems Design and Implementation, Savannah, GA, USA, 2–4 November 2016; pp. 265–283.

17. Drucker, H.; Burges, C.J.; Kaufman, L.; Smola, A.; Vapnik, V. Support Vector Regression Machines. *Adv. Neural Inf. Process. Syst.* 1997, 9, 155–161.

18. He, K.; Zhang, X.; Ren, S.; Sun, J. Delving Deep into Rectifiers: Surpassing Human-Level Performance on ImageNet Classification. In Proceedings of the IEEE International Conference on Computer Vision, Santiago, Chile, 11–18 December 2015; pp. 1026–1034.

19. Clevert, D.; Unterthiner, T.; Hochreiter, S. Fast and Accurate Deep Network Learning by Exponential Linear Units (ELUs). In Proceedings of the International Conference on Learning Representations, San Juan, PR, USA, 2–4 May 2016; pp. 1–14.