Study on Relative Accuracy and Verification Method of High-Definition Maps for Autonomous Driving
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Abstract: High-definition maps (HDM) for autonomous driving (AD) are an important component of AD systems. HDMs accurately provide a priori information, including lane lines, and road signs, for AD systems. It is an important task to make a reasonable accuracy assessment of the HDM. The current methods for relative accuracy evaluation of general maps in the field of mapping are not fully applicable to HDMs. In this study, a method based on point set alignment and resampling is used to evaluate the relative accuracy of lane lines, and experiments are conducted based on relevant real HDM data. The results show that the relative accuracy of the lane lines is more detailed and relevant than the traditional method. This has implications for the quality control of HDM production.

Keywords: autonomous driving; high-definition map; accuracy evaluation; iterative closest point alignment

1. Introduction

Autonomous driving (AD) technology relies on artificial intelligence, visual measurement, radar technology, and global positioning systems that operate in tandem to achieve safe autonomous vehicle operation. In the technical implementation of AD, high-definition maps (HDMs) are one of the fundamental parts. The main service object of the AD HDMs is the AD system, which collects data and then generates a specific map of a driving environment and builds environment and road models according to the needs of an AD system. It also provides a large amount of accurate and semantically rich data to help an AD system understand the surrounding environment at a finer scale, thus ensuring an over-the-horizon perception capability, which represents a basis for vehicle decision control and realization of intelligent driving. This denotes a basis for vehicle decision-making and control, and meets the needs of many high-level applications in the intelligent era [1,2].

AD technology can be roughly classified into six levels, according to the system operating conditions and roles assigned to the system in the driving task. Different levels of AD have different demands for HDMs. The classification of HDMs according to the Society of Automotive Engineers (SAE) AD levels and the corresponding requirements for each level are given in Table 1. There are a total of 6 (0 to 5) levels of AD that utilize different maps from traditional, statics, dynamic, and smart HDMs.

Generally, it has been believed that there is no immediate need for HDMs for AD below Level 3, and that Advanced Driving Assistance System (ADAS) data and traditional navigation map data can meet the demand for maps and related data for Level 3 AD. From Level 3 of AD onward, the subject of environment perception transfers from a driver to the AD system, and HDMs for AD are necessary in this case [3,4]. As Level 3 of AD relates only to a specific environment and requires constant driver intervention, the requirements for autonomous driving HDMs are relatively low, and map data do not need to be dynamically updated in real-time. Levels 4 and 5 of AD denote complete AD in a specific
or random environment [5], and do not require driver intervention, so the requirements for AD HDMs are higher and maps are required to be updated in real-time according to relevant traffic events. Therefore, the maps become dynamic, intelligent, HDMs.

Table 1. Classification of AD Levels and Their Demands for Maps.

| Level | Name                           | Vehicle Lateral and Longitudinal Movement Control | Target and Incident Detection and Response | Dynamic Driving Task Takeover | Design Operating Conditions | Map Data Content          |
|-------|--------------------------------|-------------------------------------------------|------------------------------------------|------------------------------|------------------------------|---------------------------|
| 0     | Emergency assistance           | Drivers                                         | Drivers and systems                      | Drivers                      | Restrictions apply           | Traditional maps          |
| 1     | Partial driving assistance     | Drivers and systems                             | Drivers and systems                      | Drivers                      | Restrictions apply           | Traditional maps          |
| 2     | Combined driving assistance    | Systems                                         | Drivers and systems                      | Drivers                      | Restrictions apply           | Traditional maps + ADAS data |
| 3     | Conditional autopilot          | Systems                                         | Systems                                  | Dynamic driving tasks take over the user | Restrictions apply           | Static HDMs               |
| 4     | Highly automated driving       | Systems                                         | Systems                                  | Systems                      | Restrictions apply           | Dynamic HDMs              |
| 5     | Fully automated driving        | Systems                                         | Systems                                  | Systems                      | No restrictions              | Smart HDMs                |

Compared to general electronic navigation maps, autonomous driving HDMs are characterized by a large amount of data, rich elemental information, and higher accuracy requirements. There have been many studies on data acquisition methods of autonomous driving HDMs, including data acquisition along specific routes by acquisition vehicles equipped with Global Navigation Satellite System (GNSS) Real-time Kinematic (GNSS-RTK) [6], through high-cost solutions, such as using LIDAR combined with vision sensors to extract road information, which is equipped with high-precision GNSS-RTK and inertial navigation systems that constitute a mobile road measurement system for acquisition [7]; and low-cost solutions, such as extracting road information by deep learning-based methods using HD remote sensing images and aerial photographs [8]. However, in these methods, there can be many errors in generated HDMs, which generally include GNSS combined inertial guidance positioning errors, multi-sensor time synchronization and calibration errors, in-vehicle laser and camera sensor measurement errors, and machine recognition road information extraction errors.

Ordinary navigation maps have an accuracy from 5 m to 10 m [1,9], and can depict only the location, shape, and attributes of a road without providing more detailed information, such as location, shape, and attributes of lane lines, various road signs, and junction indicators. HDMs are used in AD systems, which require information on exact vehicle position in a lane and attributes of different lanes to achieve accurate control of a vehicle; thus, more details and a higher accuracy are required than in ordinary navigation maps. The AD industry generally defines that absolute and relative accuracies of a HDM for AD should be within 1 m and 20 cm, respectively [2,10,11]. Owing to multiple error sources and the required high accuracy of HDMs, a reliable, accurate, and stable evaluation of map accuracy is necessary. By relying only on feature point pairs that can be easily found both on the map and in the actual measurement, the traditional method is not relevant for the evaluation of some parts where these point pairs are difficult to find. This limitation leads to the fact that traditional methods are not good at evaluating the fine details of HDMs.
At present, there is no systematic theory and method for accuracy evaluation of HDMs for AD, and traditional map accuracy evaluation methods are generally used for verification. However, HDMs serve AD systems, which are sophisticated automated systems, and the operation of the system is related to the safety of the occupants in AVs. In addition, the current HDM data are generally obtained from high-precision measurements, and the map data need to be updated frequently. However, for such a large amount of data, it is not economical to use high-precision measurement equipment frequently, so many studies on map updating based on crowdsourced data have emerged [12]. In this case, a suitable method is also needed to verify the accuracy of the HDM geometry data obtained from crowdsourced collection to ensure quality data. Therefore, a new method is needed to evaluate the accuracy of HDMs to make a more relevant and accurate commonly used map evaluation. This study addresses the inapplicability of traditional map accuracy assessment methods for the description of HDM details, and designs a method based on point resampling and alignment to validate its relative accuracy based on HDM data from a road environment in China. The aim is to evaluate the relative accuracy description of HDM details with a proposed method and compare it with the traditional one.

This study is organized as follows: Section 2 introduces the background related to the accuracy of HDMs for AD and describes the non-adaptability of existing methods when verifying HDMs. Section 3 introduces the data used in this study and the specific evaluation methods, in which Section 3.2 divides the method into two directions: lane heading and side direction. In Section 4, experiments are conducted with the proposed method and a comparison is made with the traditional method. The final chapter discusses the progress and limitations of this study and the future directions of progress.

2. High-Definition Maps and Accuracy

2.1. Accuracy and Precision in Mapping

In the surveying and mapping field, accuracy refers to the density or dispersion of the error distribution and indicates how close the individual observations are to the mathematical expectation.

The mathematical expectation of an observation represents a true value of the observation when it contains only chance errors but no systematic errors or coarse deviations. Accuracy is generally measured by a medium error, which represents the standard deviation in mathematical statistics. For certain observations, the medium error cannot reflect measurement accuracy; for instance, the accuracy of a unit length in length measurement is measured using a relative error, which is generally expressed as a ratio of the medium error to the observed value, known as a relative medium error. Corresponding to the relative error, the medium error is called the absolute error [13].

The accuracy index of topographic maps in China is divided into the accuracy of plane position and elevation accuracy, and the concepts of medium error and limit error are mainly used to measure how discrete or dense the error distribution is and measure the maximum value of error that can occur in the map, respectively [14,15]. In this study, the absolute and relative accuracy of maps are defined.

For maps, absolute accuracy denotes point accuracy, which represents an offset distribution of map points relative to their ground-truth points, whereas relative accuracy can be considered as a measure of deformation and retention of geometric shapes. The illustration of absolute and relative accuracy of a geometric shape is presented in Figure 1, where the solid line denotes the actual position of a lane line containing a curve with several feature points, whereas the dashed line shows the data curve to be verified containing the corresponding data feature points. As shown in Figure 1a, although the absolute error of the point position of each data feature is large and the overall accuracy is low, the overall geometry is well-maintained, and the relative error between the data feature points is small. Further, as shown in Figure 1b, although the absolute error of each data feature point is smaller than that in Figure 1a, the overall geometry of the curve is still distorted. This indicates that even when the absolute accuracy requirement of feature point locations is
met, it is still possible for the overall data geometry to have a large distortion from the true geometry. In addition, there is another layer of meaning to the relative accuracy of HDMs, which is mainly reflected in the curve curvature smoothness. Compared to Figure 1b, the curvature of the data curve in Figure 1a is much smoother, making it more useful for the operation of autonomous vehicles.

Figure 1. Illustration of absolute and relative precisions of a geometric shape: (a) description of what is contained in the first panel; (b) description of what is contained in the second panel.

2.2. Accuracy in HDMs for AD

Although there are no strict standards for autonomous driving HDMs, the industry generally assumes that the absolute and relative accuracies of autonomous driving HDMs should be within 1 m and 20 cm, respectively. According to the demand-oriented analysis of autonomous driving HDMs, the absolute accuracy denotes the limit absolute error of feature points, whereas the relative accuracy denotes the limit relative error of feature points; generally, the limit error is two times the medium error. When verifying the accuracy of a HDM, a measurement result represents a feature point value relative to the true estimation value, so in the surveying and mapping field, the absolute accuracy of a HDM is the maximum value of the point error of a feature point relative to the corresponding true point value, which is generally regarded as the point limit error; whereas the relative accuracy is the maximum value of the ratio between deviation values of a distance between two feature points using the true spacing and the true length. The relative accuracy represents the relative limit error of a line segment between two characteristic points, which can be measured by normalizing the relative error to a value of 100 m of the true length. Low absolute accuracy indicates that the absolute error between the measured point and the true point, i.e., the limit error is large, while low relative accuracy means that the geometry of the map is deformed.

2.3. Traditional Method for Accuracy

In the traditional relative accuracy verification method, it is necessary to manually find the corresponding points in the HDM corresponding to the actual feature points in the elements to be verified and form the corresponding point pairs between them.

However, in the actual verification, since many lane lines are a smooth curve, as shown in Figure 1, it is difficult to find the feature point pairs in the middle of the curve as described above. In such a case, the method usually used is to create a connection with other elemental features, such as the start and endpoints of the lane line as feature points, and the lane line is generally used as the start point at the location where the lane line is created at a certain intersection, and the stop line of a vehicle intersecting the lane line at a certain intersection as the endpoint. The lane lines in the above data, the starting point and the endpoint,
are determined in this way. Then, by this traditional method, the relative accuracy of this lane line is determined by a total of four points at the beginning and end of the two lines.

For the traditional relative accuracy evaluation method [16], the first step is to obtain the observed value and the true value of \( n \) feature points, which is the coordinate value for the map, and the true value is the high-precision measurement value for the accuracy evaluation. Thus, for \( n \) feature points, there are \( m = n \ast (n - 1) / 2 \) point pair combinations and the true values of the plane coordinates of each point on the two coordinate axes are \( x_t \) and \( y_t \), and the measured values are \( x_i \) and \( y_i \). The absolute error of each point in the direction of the two axes is calculated as

\[
\Delta X_i = X_i - X_t, \quad \Delta Y_i = Y_i - Y_t.
\]

Then, the relative error of all points on the two axes is calculated as

\[
\Delta X_{rel \ kj} = \Delta X_k - \Delta X_j, \quad \Delta Y_{rel \ kj} = \Delta Y_k - \Delta Y_j, \quad \text{where} \quad k = 1 \ldots m - 1, j = k + 1 \ldots m.
\]

So, the medium error of all points on the two coordinate axes is:

\[
\sigma_{Xrel} = \sqrt{\frac{\sum \Delta X_{rel}^2}{m - 1}}, \quad \sigma_{Yrel} = \sqrt{\frac{\sum \Delta Y_{rel}^2}{m - 1}} \tag{1}
\]

From this, the overall medium error is calculated by the formula:

\[
\sigma_{Hrel} = \sqrt{\sigma_{Xrel}^2 + \sigma_{Yrel}^2} \tag{2}
\]

and this value is the judgment index of the relative accuracy of plane coordinates. The relative accuracy of the elevation, as opposed to the relative accuracy of the plane, is:

\[
\sigma_{Zrel} = \sqrt{\frac{\sum \Delta Z_{rel}^2}{m - 1}} \tag{3}
\]

2.4. Limitations of Traditional Methods

Although the existing relative accuracy assessment methods are well defined from the theoretical point of view, and are commonly used for topographic maps, they have certain limitations for HDMs and can cause problems in actual accuracy verification.

2.4.1. Finding the Same Feature Point Pair

Autonomous driving HDMs provide rich and detailed information on their elements, but feature points can be difficult to find in detailed sections. For instance, in Figure 2, the start and end points of a lane line have small deviations from their true values, and it is difficult to find the homonymous point with the same name in the curve. Therefore, if the relative accuracy is evaluated by the calculation method of the relative accuracy definition introduced at the beginning of Section 2, which is based only on the ratio of distance deviations of start and end points to their true distance values, the relative accuracy will be high. For points on the curve with a large error, this method will be inaccurate.

2.4.2. Differences between Lane Heading and Side Directions

The lane lines are most representative in HDMs. From the point of view of usage demand of HDMs in AD, as shown in Figure 3, the significance of accuracy along the lane heading direction is different from that in the lane side direction. In the lane heading, self-driving vehicles need to combine HDM for their positioning, but a section of lane line in this direction is usually measured in hundreds of meters, the scale is large, and AD vehicle systems need their accurate position. In the lane bypass direction, the general lane width is approximately 3.75 m, and an AV only needs to determine which lane it is inside and in relation to; furthermore, the locating scale range is small [17].
2.5. Elemental Classification and Decomposition of HDMs

Since relative accuracy relates to deformation and retention of geometry, relative accuracy verification should be performed between at least two features. To make the verification of various geometric elements easier, geometric elements are decomposed.

The road model and data format of AD HDMs are significantly different from those of general electronic navigation maps. Therefore, to clarify the target objects of the accuracy evaluation of autonomous driving HDMs and to distinguish the accuracy evaluation methods of different object elements, elements contained in autonomous driving HDMs are decomposed.

The AD HDMs can be roughly divided into several groups, including road networks, lane networks, road markings, and road facilities. The classification of maps in different groups is shown in Figure 4 [18].

The data model of each group in Figure 4 is relatively similar. The data model of the road network layer group is shown in Figure 5. As this paper discusses only relative accuracy assessment of autonomous driving HDMs, only geometric data elements and other accuracy-related characteristics of each layer group of an autonomous driving HDM are introduced. The general requirements for autonomous driving HDMs, information on various attributes, association with other data, and map rendering are not introduced and discussed.
The elements that should be included in a HDM for AD can be roughly categorized into the point, line, surface, and body elements according to their geometry and storage form. Specifically, point elements include road nodes, road network junctions, lane nodes, lane network junctions, lane line feature points, fire hydrants, and road sensing facilities. Line elements include road reference lines, road virtual connection lines, lane reference lines, lane virtual connection lines, stop lines, road projection, road markings, contour markings, line separation facilities, line crossing facilities, and poles. Surface elements include pedestrian crossings, surface traffic markings, road traffic signs, traffic lights, speed bumps, toll booths, checkpoints, surface cross-road facilities, car parks, on-street parking spaces, safety islands, and pole-less bus shelters. Body elements include general bus stops.

In the relative accuracy evaluation of point elements, the line connecting two feature points is transferred into a straight-line element for evaluation; each surface element is decomposed into several line elements that are evaluated. All types of geometric elements in an HDM are decomposed into two feature point connecting lines or line elements, on the basis of which the relative accuracy is evaluated.

Owing to differences in accuracy meaning and accuracy demand in the lane-heading and side directions of an HDM, the relative accuracy verification is divided into the lane-heading direction verification and lane-side direction verification. In the verification, the feature points and points on the curve of an HDM are measured by the high-precision method, and the high-precision measurement result is used as a true coordinate value of a point, while the point coordinate value in the existing map is used as a reference data value.

3. Materials and Methods

3.1. Case Study

The specific coordinates of the data used in this study and the location of the park cannot be disclosed in this study because some relevant policies and laws in China require...
that the real geographic information coordinates be confidential. Therefore, the presentation involving the experimental park will omit the coordinate information as well as the name, etc. All presentations about point measurements will also hide their coordinate information.

3.1.1. Equipment and Environment

The high-precision measurement equipment used for data acquisition was a GNSS receiver, using the Find CM service. This is a high accuracy positioning service product with a single measurement accuracy of centimeter-level, which is developed by network-based dual-frequency RTK technology and can provide an all-weather location service for most of the areas in China.

The experimental environment is an actual AD experimental demonstration site for which a Chinese third-party mapping company produced an AD HDM with the same organization and element classification rules as those described in Section 2. The overall area of the park is about 3.8 km² and the total road mileage is about 22.4 km. It contains various general roads, parking lots, intersections, road appurtenances, etc. The width of each lane is between 3.5 m and 3.75 m. The road markings are clear and contain obvious curves and straight lines. However, the park is a general urban environment with no significant changes in overall elevation and no overly complex marking and road environment. In addition, thanks to the absence of tall buildings blocking the park, point measurements using GNSS technology are not greatly affected.

3.1.2. Data Acquisition

The lane line can actually be seen as a geometric surface of equal width (as it has a certain width to be observed by the driver), ranging from 10 to 15 cm wide. In the production of HDM for AD, the center line of the geometric surface is actually used as the lane line. Therefore, when conducting the evaluation, the midline of the marked lanes is also collected in the field.

When data collection is performed for each lane segment, the starting and ending points of this segment need to be determined. The starting point and endpoint are usually the points where the lane line appears at an intersection and ends at another intersection where the lane line disappears at the vehicle stop line.

In the actual measurement, the instrument is required to briefly measure at the point for 3 to 5 s to obtain multiple measurements for real-time measurement adjustment. This keeps the accuracy of this final measurement at the point within 1 cm, and satisfies the high accuracy measurements required for accuracy assessment. In addition to measuring the start and endpoints of a section of lane line, points on the midline of each section of lane line were also measured. To better reflect the specific details of the lane lines, measurements such as curved lane lines will be taken at small intervals of approximately one measurement per meter (and will be more intensive at locations of greater curvature).

The AD HDM data from a park were used to validate the proposed relative accuracy evaluation method. The experimental data included a set of lane lines containing complex curves. The lane lines were the center lines of the shape of the ground lane lines, and each set of lane lines contained the left and right lane lines of a certain lane.

3.2. Methodology

Comprehensively, as mentioned in Section 1, it is difficult to find the corresponding feature point pairs in the validation of the actual HDM, so this study adopts a point resampling-based alignment method. Specifically, the points on the curve to be verified are first fitted and sampled, then the point pairs are aligned, and then resampling is performed after the alignment is completed, and the relative accuracy calculation is completed on this basis.

After decades of development, there are various algorithms for aligning point pairs for different needs. The alignment algorithm used in this study is the iterative closest point (ICP) algorithm [19]. The advantage of this algorithm is the high accuracy of the matching...
calculation, and the disadvantage is the high requirement of the initial value and the large computational effort. In general, the ICP algorithm is appropriate for this study.

The basic flow of the ICP algorithm is as follows:
1. Calculate the corresponding closest point in the target point set for each point in the source point set.
2. Compute the rigid transformation that minimizes the average distance of the above corresponding point pairs. Calculate the rotation and translation parameters.
3. The new point set is obtained by using the rotation and translation parameters found in 2, for the source point set.
4. Determines if the iterative computation stop condition is met. If it is, the calculation is stopped, if not, the new point set obtained in 3 is used as the new source point set and input into 1 to continue the iterative calculation.

The common iteration stopping conditions are: the change in rotation and translation parameters is less than a certain threshold; the average distance between the set of transformed points and the set of target points is less than a certain threshold; the number of iterations reaches a certain threshold, etc.

The ICP algorithm for point set transformation results in the output of the transformed point set, along with the transformation parameters. The transformation parameters are usually expressed in the form of rotation and translation matrices. The rotation matrix can be decomposed into a matrix representation of the set of points rotated along each of the three axes of the right-angle coordinate system in space, as follows

\[
R_x(\theta) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos\theta & -\sin\theta \\ 0 & \sin\theta & \cos\theta \end{bmatrix}, R_y(\alpha) = \begin{bmatrix} \cos\alpha & 0 & \sin\alpha \\ 0 & 1 & 0 \\ -\sin\alpha & 0 & \cos\alpha \end{bmatrix}, R_z(\beta) = \begin{bmatrix} \cos\beta & -\sin\beta & 0 \\ \sin\beta & \cos\beta & 0 \\ 0 & 0 & 1 \end{bmatrix} \tag{4}
\]

The rotation angles along each of the three coordinate axes are \( \theta, \alpha, \beta \). So, the overall rotation matrix is

\[
R = R_x(\theta)R_y(\alpha)R_z(\beta) \tag{5}
\]

The translation parameter is the value of the set of points to be translated along each of the three coordinate axes, and these values are then formed into a translation matrix in the order of the coordinate axes. After the transformation of the rotation and translation matrix, the point set can be transformed from the starting position pose in space to any position pose.

3.2.1. Lane-Heading Direction

Considering that an actual lane line is variable and may contain various complex curves and straight-line elements, all line elements are evaluated as curves. The relative accuracy of line elements is evaluated using the flowchart presented in Figure 6.

![Flowchart](image)

**Figure 6.** Flowchart of the relative accuracy evaluation method of line elements.
The first step is to extract the ground truth points of elements of the curve to be evaluated and the data points on the graph, which do not have to correspond to each other. The curves passing through all the ground truth points and the data points on the graph are fitted separately and denoted as the truth curve and data curve, respectively. The true and data curves are sampled separately using a suitable sampling interval to obtain a number of sampling points. The true sample points are aligned with the data sample points by the iterative closest point (ICP) algorithm [19]. The intersection of the normal with the true curve represents the corresponding true coordinate point of a data point, and the distance between the two points represents the deviation of the data point. The ratio of all deviations relative to the true curve length is calculated and denoted as a relative error, and then the median error of all ratios is calculated. The median error is a relative error in the curve heading. For the whole map, after combining the median relative error of all validated elements, the median error is used as a limit error, i.e., the relative accuracy of the heading. In general, this relative accuracy can be converted to a value of 20 cm or less per 100 m of lane length.

3.2.2. Lane-Side Direction

This verification requires the involvement of the left and right lane lines of a section of a lane, i.e., the adjacent lane lines of a lane. The data points of the left and right lane lines on the graph are extracted separately and fitted to two data curves. The corresponding true coordinate values are then extracted and fitted to the two true curves. The true and data curves are sampled separately using a suitable sampling interval to obtain several sampling points. The true sampling points are aligned with the data sampling points by the ICP algorithm. Then, using one of the aligned data curves, e.g., the left data curve, as a reference, all data points on this data curve are calculated. The intersection of point $a_1$ with the corresponding left true curve is called the corresponding true coordinate point $b_1$, and the intersection of point $a_1$ with the corresponding right data curve is called the corresponding data point $a_2$. The normal of the left true curve is made over point $b_1$, and the right true curve is intersected at point $b_2$. The distance between points $a_1$ and $a_2$ is the data lane width $m_1$ at data point $a_1$, and the distance between points $b_1$ and $b_2$ is the corresponding real lane width $n_1$ at point $a_1$. The purpose of the ICP alignment is to find points on the real curve that correspond to data points and to calculate the data lane width at the corresponding point, as well as the real lane width. The absolute value of a difference between $m_1$ and $n_1$ is calculated and denoted as a relative error of the lane bypass at data point $a_1$. The relative error is calculated for all data points to obtain the median lane bypass relative error, and then the limit error is obtained by multiplying the median error by two, which represents the lane bypass relative accuracy. This relative accuracy can be set to 20 cm.

After the data curve has been fitted to the real curve, the data points are normal to the data curve, and the intersection of the normal and real curves represents the corresponding point of each data point. The distances between data points and their corresponding points represent the deviations of data points. The median error of these deviations is calculated, and the limit deviation error, i.e., the relative accuracy of the lane bypass, is calculated as two times the median error.

After the alignment-based method is applied to the data, the midpoint of the curve and its corresponding points can be easily found, and deviation can be obtained to calculate the relative curve accuracy. This method avoids the distortion of a curve part during the calculation, making the evaluation process simpler and results more reliable.
4. Results
4.1. Results for Lane-Heading Direction

The true curve was fitted to the data curve and resampled, and the resampled points were aligned by the ICP algorithm. The alignment results are shown in Figure 7, where the figure on the right side represents a partial enlargement of the left figure.

Figure 7. One group of ICP-aligned lanes.
In Figure 7, the black curve represents the reference value (map data value) curve, the blue curve represents the observed value (verified true value) curve, and the red curve represents the post-match curve. To show the details of the above lines more clearly, the axes of the enlarged view are stretched. The first section of the lane line of rotation matrix $R$ and translation matrix $T$ of the ICP alignment are respectively expressed as

$$R = \begin{bmatrix} 1.000 & 0.001 & 0.015 \\ -0.001 & 1.000 & 0.008 \\ -0.015 & -0.008 & 1.000 \end{bmatrix}, \quad T = \begin{bmatrix} -0.122 \\ -0.061 \\ 0.150 \end{bmatrix} \quad (6)$$

After alignment, the median deviation error of data points on the calculated curve was 13.6; the real length of this curve section was 166.8 m, so the median error of the calculated relative error was 0.082%, which attributed an error of 0.082 m to the 100 m lane line length yield. Since the limit error was two times the median error, the limit error of this section of the lane line was 0.164, which was less than 20 cm and thus could meet the relative precision requirement.

The other section of the lane line of rotation matrix $R$ and translation matrix $T$ of the ICP alignment are respectively expressed as

$$R = \begin{bmatrix} 1.000 & 0.001 & 0.012 \\ -0.001 & 1.000 & 0.005 \\ -0.012 & -0.005 & 1.000 \end{bmatrix}, \quad T = \begin{bmatrix} -0.118 \\ -0.057 \\ 0.153 \end{bmatrix} \quad (7)$$

After alignment, the median deviation error of data points on the calculated curve was 0.128; the real length of this curve section was 166.2 m, so the median error of the calculated relative error was 0.077%, which attributed an error of 0.077 m to the 100 m lane line length yield. Since the limit error was two times the median error, the limit error of this section of the lane line was 0.154, which was less than 20 cm and thus could meet the relative precision requirement.

For a section of the lane, the relative accuracy depends on the average of the relative accuracy of the two-lane lines it contains. Therefore, the relative accuracy of this lane segment is 0.080. The limiting error for this lane section is 0.159.

In addition to the section of lane shown above, there are three more sections of lane below in Figure 8, including a more typical straight lane with a more typical single curve. Similarly, the axes are stretched to show the details more easily.

The results of the above four-lane groups aligned by this study are presented in Table 2.

| Lane Number | Median Deviation Error | Real Length of the Curve | Median Error per 100 m | Limit Error of the Section |
|-------------|------------------------|--------------------------|------------------------|---------------------------|
| Section 1   | 0.132                  | 166.5 m                  | 0.080                  | 0.159                     |
| Section 2   | 0.134                  | 203.3 m                  | 0.066                  | 0.132                     |
| Section 3   | 0.143                  | 155.7 m                  | 0.092                  | 0.185                     |
| Section 4   | 0.163                  | 179.3 m                  | 0.091                  | 0.181                     |
Figure 8. Cont.
4.2. Results for Collinear Direction

The true curve was fitted to the data curve and resampled. The resampled points were aligned by the ICP algorithm, and the alignment results are shown in Figure 9, the two diagrams show the left and right lane lines contained in a section of lanes, respectively.
In Figure 9, the black curve represents the reference value (map data value) curve, and the blue curve represents the observed value (verified true value) curve. The first section of the lane of rotation matrix $R$ and the translation matrix $T$ of the ICP alignment are respectively expressed as

$$R = \begin{bmatrix} 1.000 & 0.001 & 0.014 \\ -0.001 & 1.000 & 0.007 \\ -0.014 & -0.007 & 1.000 \end{bmatrix}, \quad T = \begin{bmatrix} -0.134 \\ -0.069 \\ 0.144 \end{bmatrix}$$ (8)

After alignment, the median difference error between the true curve lane width and the data curve lane width was calculated to be 4.5 cm. Therefore, the limit error of the lane width deviation of this lane line, which was two times the median error, was 9 cm, which is less than 20 cm and thus could meet the relative precision requirement.

In addition to the section of lane shown above, there are three more sections of lane below in Figure 10, including a more typical straight lane with a more typical single curve.

The results of the above four-lane groups aligned by this study are presented in Table 3.

Table 3. Results of the relative accuracy of four sets of lane lines.

| Lane Number | Median Error | Limit Error |
|-------------|--------------|-------------|
| Section 1   | 0.132        | 0.159       |
| Section 2   | 0.134        | 0.132       |
| Section 3   | 0.143        | 0.185       |
| Section 4   | 0.163        | 0.181       |
Figure 10. Cont.
4.3. Results of Traditional Methods

In summary, the relative accuracy index of the three-dimensional spatial point set was divided into plane relative accuracy index and elevation relative accuracy index. In each set of lanes used for the experiment, only four points are available (as they are the only ones that contain the corresponding observations and measurements). Then, \( n \) equals four. In this way, in the first group of lanes, according to the above formula, the relative accuracy of the vertical is calculated to be 0.091 and the relative accuracy of the horizontal is calculated to be 0.0025. The remaining groups of lanes calculated by the conventional method are shown in Table 4 below.

Table 4. Results of the relative accuracy of four sets of lane lines.

| Lane Number | Relative Accuracy of the Vertical | Relative Accuracy of the Horizontal |
|-------------|----------------------------------|-----------------------------------|
| Section 1   | 0.091                            | 0.0025                            |
| Section 2   | 0.127                            | 0.0031                            |
| Section 3   | 0.151                            | 0.0032                            |
| Section 4   | 0.116                            | 0.0028                            |

Using the results calculated for the first lane segment as an example, the small value of the medium error in the elevation direction obtained by the traditional method indicates that the relative accuracy of the measurement in the elevation direction of these data is high; the value of the medium error in the plane is also smaller than that obtained by the method in this paper, indicating that the traditional method considers the relative accuracy in the plane of this section of the lane to be high as well. However, the calculated data for the conventional method here only contain a total of four points at the start and end of each of the two lines. Therefore, the relative accuracy calculated by the traditional method is actually only for these four points, while the relative offset deformation between the above four points is small, so the relative accuracy calculated is higher. As a result, the traditional method does not provide a complete and relevant description of the entire lane line. This can be verified by looking at all points along the entire lane line.

As shown in Figure 11, there is a significant distortion of the curve on the map in the middle of the lane line relative to the end of the lane line, which is not well repre-
presented in the values calculated by the traditional method. In contrast, the method of this paper performs better in this case.

Figure 11. The size of the deformation differs significantly between the curves.

Similar conclusions can be drawn with the results of the calculations for the remaining groups of lanes. The second group of lanes is a set of nearly straight lines, and in the results of this group of lanes, both the method of this paper and the traditional method give a better result, which is because the accuracy of the HDM is better at both ends and the middle of this straight section, so the results of both methods are similar. In the results of the last two-lane groups, different results are reflected again, for reasons similar to those of the first group of lanes, both because the traditional method only considers the coordinates of the four endpoints and does not make use of the data in the middle of the lane line.

5. Discussion

In this study, a method based on point resampling and alignment was used to evaluate the accuracy of some actual HDMs. The results show that in lane lines lacking curvature variation, the accuracy obtained by this paper’s method is similar to that of the traditional method, while in lane lines containing distinct curves, this method evaluates the fine details of the HDMs more finely and closely than the traditional method. A finer evaluation of the HDM means that we can better control the quality of the HDM, which is crucial for the localization and decision making in the driving of autonomous vehicles. Without an accurate and reliable map, it is impossible to operate the vehicle reliably.
We compared the method in this paper with the traditional method in our experiments, and the results are more different in the lane lines containing curves. The traditional method relies on feature point pairs, while in the case of curves, only the start and end points of the lane lines can be relied on. The shape of the middle of the curve is then not involved in the consideration. The method in this paper instead relies on point resampling and point set alignment to identify multiple corresponding point pairs in the curve, which will all be involved in the evaluation of this segment of the lane line. In this way, points exist at various locations along a lane line for evaluation. In addition to this, we also separate the evaluation of the lane line heading from the side direction, one dedicated to the evaluation of the deformation of a single lane line and the other dedicated to the evaluation of the relative deformation between two lines of a lane. This is more useful for how self-driving vehicles can determine their position in the lateral direction of the lane.

However, due to the limitations of the data currently available to the authors, this paper cannot make conclusions for more complex road conditions. This study uses a small amount of data and a relatively homogeneous road condition of only 22 km long town roads in the plain area. The type of roads is also relatively homogeneous, and the performance of the method in this study cannot be verified in complex situations, such as mountain roads, complex overpasses, culverts, etc. Secondly, the final relative accuracy calculation is not consistent with the traditional relative accuracy calculation, we can only determine that the details of the roadway are better reflected in this paper’s method, but we cannot determine whether the numbers calculated by this traditional method and this paper’s method have the same validity between them.

The next part of this study can be a more comprehensive judgment of the ability of this method to evaluate the accuracy of HDMs in terms of enriching the data situation and testing the validity between the figures of this method and the traditional method. This is necessary in order to make a more comprehensive and detailed accuracy evaluation of HDMs, control the data quality of HDMs, and ensure the operational safety of AD systems.
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