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Coronavirus disease 2019 (COVID-19) is still a great pandemic presently spreading all around the world. In Gulf Cooperation Council (GCC) countries, there were 1015269 COVID-19 confirmed cases, 969424 recovery cases, and 9328 deaths as of 30 Nov. 2020. This paper, therefore, subjected the daily reported COVID-19 cases of these three variables to some statistical models including classical ARIMA, $k^{th}$ SMA-ARIMA, $k^{th}$ WMA-ARIMA, and $k^{th}$ EWMA-ARIMA to study the trend and to provide the long-term forecasting of the confirmed, recovery, and death cases of the novel COVID-19 pandemic in the GCC countries. The data analyzed in this study covered the period starting from the first case of coronavirus reported in each GCC country to Jan 31, 2021. To compute the best parameter estimates, each model was fitted for 90% of the available data in each country, which is called the in-sample forecast or training data, and the remaining 10% was used for the out-of-sample forecast or testing data. The AIC was applied to the training data as a criterion method to select the best model. Furthermore, the statistical measure RMSE and MAPE were utilized for testing data, and the model with the minimum RMSE and MAPE was selected for future forecasting. The main finding, in general, is that the two models WMA-ARIMA and EWMA-ARIMA, besides the cubic and 4$th$ degree polynomial regression, have given better results for in-sample and out-of-sample forecasts than the classical ARIMA models in fitting the confirmed and recovery cases while SMA-ARIMA and WMA-ARIMA were suitable to model the recovery and death cases in the GCC countries.

1. Introduction

Coronavirus disease 2019 (COVID-19) is an infectious disease caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The first case was registered in Wuhan, China, in December 2019. It has since spread worldwide, leading to an ongoing pandemic. Most of the people around the world have been infected with the new COVID-19 virus nowadays; the people of the Gulf Cooperation Council (GCC) countries were no exception to that. GCC countries adopted many severe strategies and policies to face the new crisis, such as early diagnosis, isolated infected people, and social distancing. The first COVID-19 confirmed in the GCC area was reported in UAE on Jan 29, 2020, and flowed by Bahrain on Feb 21, 2020, Kuwait, and Oman on Feb 24, 2020, Qatar on Feb 27, 2020, and KSA on Mar 2, 2020. The confirmed, recovery, and death cases are recorded daily in each of these countries. Accordingly, the ultimate requirement is to create an efficient statistical methodology that can efficiently predict morbidity cases. Thus, it can aid in decision making and logistical planning in healthcare systems for coming challenges. The statistical forecast models are always conducted to predict the disease’s behavior in the future, and in this way, it may decrease and restrain in the pandemic.

Recently, many studies of COVID-19 have been conducted in the GCC countries; some of these studies used measures of descriptive statistics to explain the disease prevalence, incidence, and underline prevention and control techniques applied in these countries, while others used mathematical models to analyze and predict the evolution of the disease. Alandijany et al. [1] reviewed the status of
COVID-19 in GCC countries, summarized the control measures taken by each government, and highlighted some future challenges. They recommended that these countries must take severe appropriate precautions to limit the spread of infection. Sharif et al. [2] utilized the SIRD and smoothing spline regression models to predict the number of cases in the Eastern Mediterranean Region including Saudi Arabia, Iran, and Pakistan. They concluded that the cumulative infected cases were expected to grow exponentially during the study period from Jan 29 till Apr 14, 2020. Zuo et al. [3] provided a brief comparison of the COVID-19 events, which involves the total confirmed cases, total deaths, total recovery, and active cases that have been reported in the Asian countries up to Apr 8, 2020. Moreover, they introduced a new family of statistical models and proposed a particular submodel called flexible extended Weibull distribution. Abuhase et al. [4] applied the classical SIR model besides the ARIMA model to forecast the prevalence and recovery rates of the COVID-19 pandemic; the two models were applied to the daily data from Mar 3 to Jun 30, 2020. Ayinde et al. [5] used the statistical curve model to model the daily cumulative confirmed, discharged, and death cases in Nigeria for the period beginning from Feb 27, 2020, until Apr 30, 2020. They concluded that the Cubic Linear Regression with AR (1) models are the best ones. Elhassan and Gaafar [6] employed ARIMA and logistic growth models to predict the cumulative confirmed, recovery, and death cases of COVID-19 in Saudi Arabia between Mar 2, 2000, and Jun 21, 2020. They inferred that ARIMA (0,2,0), ARIMA (1,2,0), and ARIMA (1,2,3) were the most useful models to fit the cumulative confirmed, recovery, and death cases, respectively. Singh et al. [7] developed the ARIMA to model the daily confirmed cases reported in Malaysia using training data of observed cases from Jan 22 to Mar 31, 2020. Subsequently, they validated using data on cases from Apr 1 to Apr 17, 2020, deducing that the ARIMA (0,1,0) model produced the best fit to the observed data. Ding et al. [8] analyzed the epidemic data from Feb 24 to Mar 30, 2020, in Italy, based on the ARIMA model. They selected ARIMA (2,1,0) to fit the logarithmic sequence of cumulative diagnoses. Hernandez-Matamoros et al. [9] constructed a model for 145 countries, which are distributed in 6 geographic regions using the ARIMA parameters, the population per 1M people, the number of cases, and polynomial functions, and the study period was until Apr 25. Dawoud [10] applied classical ARIMA together with the kth MA-ARIMA to model the COVID-19 cumulative confirmed cases in Palestine from Mar 5, 2020, through Aug 27, 2020. He inferred that ARIMA (1,2,4) and the 5th EWMA-ARIMA (2,2,3) were the best models. Duong et al. [11] applied the ARIMA model for the total daily confirmed cases worldwide from Jan 21, 2020, to Mar 16, 2020. They found that ARIMA (1,2,1) could describe and predict the epidemiological trend of COVID-19. Roy et al. [12] used ARIMA to fit COVID-19 from Jan 26, 2020, to May 9, 2020, in India. They selected the ARIMA (1,0,2) model to fit the sequence of diagnoses. Verma et al. [13] developed some models based on the ARIMA and FUZZY time-series methodology to forecast COVID-19, mortality, and recovery in India throughout the phase between Mar. 2, 2020, to May 17, 2020. They deduced that the ARIMA and FUZZY time-series models’ forecasts would be useful for the decision makers.

The main objective of this article is to model confirmed, recovery, and death cases of COVID-19 using classical ARIMA besides the three types of kth Moving Average-ARIMA (kth MA-ARIMA), including kth Simple Moving Average-ARIMA (kth SMA-ARIMA), kth Weighted Moving Average-ARIMA (kth WMA-ARIMA), and kth Exponential Weighted Moving Average-ARIMA (kth EWMA-ARIMA), in the GCC countries. This study starts from the first case of coronavirus reported in each GCC country to Nov 30, 2020. This article’s main contribution is that it considers the only study that used the classical ARIMA together with kth SMA-ARIMA, kth WMA-ARIMA, and kth EWMA-ARIMA to model the three variables, confirmed, recovery, and death cases, of COVID-19 in the GCC countries.

The organization of the paper is as follows. The next section describes the study area and data collection. Section 3 briefly the methodology used in the study. The article ends with the results and discussion in Section 4 and conclusions in Section 5.

1.1. Study Area and Data Collection. To achieve this study’s objectives, all six countries within the GCC were included (Saudi Arabia, United Arab Emirates, Kuwait, Qatar, Bahrain, and Oman). The sample data consist of daily reported COVID-19 cases of 3 variables involving confirmed, recovery, and deaths in each country. The data cover the period starting from the first confirmed case of COVID-19 reported in each country to Jan 31, 2021. The data were extracted from the WHO situation reports, Sehhty website, and Wikipedia.

2. Methodology

This paper’s main goal is to model 3 variables involving daily confirmed, recovery, and death cases in GCC countries using classical ARIMA besides the three types of kth MA-ARIMA including kth SMA-ARIMA, kth WMA-ARIMA, and kth EWMA-ARIMA. Therefore, this section investigates each of these models, discussing model building and model evaluation.

2.1. ARIMA Model. The ARIMA model, which was developed by Box and Jenkins [14], is a statistical model that uses time-series data to study the trend and generate future forecasting of time-series data.

For a given nonstationary time series $X_t$, the classical ARIMA $(p, d, q)$ model is defined as

$$
\phi_p(\beta)(1-\beta)^dX_t = \psi_q(\beta)\epsilon_t,
$$

where $\beta$ is the backward shift operator, $(1-\beta)^d$ is the difference filter, $d$ is the number of times needed to differentiate $X_t$ to make the data stationary, $p$ is the order of autoregression, $q$ is the order of moving average,
\[ \phi_p(\beta) = 1 - \phi_1 \beta - \phi_2 \beta^2 - \cdots - \phi_p \beta^p, \quad \psi_q(\beta) = 1 + \psi_1 \beta + \psi_2 \beta^2 + \cdots + \psi_q \beta^q, \quad \text{and} \quad \epsilon_t \sim N(0, 1). \]

The ARIMA model is a generalized model that integrates the autoregressive model \( AR(p) \) and the moving average model \( MA(q) \); ARIMA models that do not require differencing are considered as ARMA models; therefore, model (1) can be expressed as polynomials of autoregressive \( AR(p) \), residuals \( MA(q) \), and a combination of them ARMA \((p, q)\) as

\[ x_t = \alpha + \sum_{i=1}^{p} \phi_i x_{t-i} + \epsilon_t, \quad (2) \]

\[ x_t = \mu + \sum_{j=1}^{q} \psi_j \epsilon_{t-j} + \epsilon_t, \quad (3) \]

\[ x_t = \alpha + \sum_{i=1}^{p} \phi_i x_{t-i} + \psi_0 \epsilon_t + \sum_{j=1}^{q} \psi_j \epsilon_{t-j} + \epsilon_t. \]

\[ (4) \]

2.2. The \( k^{th} \) Moving Average-ARIMA Time-Series Models. The \( k^{th} \) moving average ARIMA model technique \((k^{th} \text{ MA-ARIMA})\) was proposed by Shih and Tsokos [15] and Tsokos [16]. This model is based on modifying a given time series into a new \( k \)-time moving average time series and then developing the autoregressive integrated moving average (ARIMA) model using the Box and Jenkins method. Once the new time series' forecasting model is built, a back-shift operator is applied to obtain estimates of the original phenomenon. The \( k^{th} \) MA-ARIMA involves \( k^{th} \) SMA-ARIMA, \( k^{th} \) WMA-ARIMA, and \( k^{th} \) EWMA-ARIMA.

2.3. The \( k^{th} \) SMA-ARIMA Model. The \( k^{th} \) SMA-ARIMA process of a time series \( x_t \) and the corresponding back-shift operator are defined, respectively, by

\[ y_t = \frac{1}{k} \sum_{j=0}^{k-1} x_{t-k+1+j}; \quad t = k, k+1, \ldots, n, \quad (5) \]

\[ \tilde{x}_t = k \tilde{y}_t - x_{t-1} - x_{t-2} - \cdots - x_{t-k+1}. \quad (6) \]

2.4. The \( k^{th} \) WMA-ARIMA Model. The \( k^{th} \) WMA-ARIMA process of a time series \( x_t \) and the corresponding back-shift operator are given, respectively, as

\[ z_t = \frac{1}{((1+k)k)/2} \sum_{j=0}^{k-1} (j+1) x_{t-k+1+j}; t = k, k+1, \ldots, n, \quad (7) \]

\[ \bar{x}_t = \frac{((1+k)k)/2 - (k-1)x_{t-1} - (k-2)x_{t-2} - \cdots - x_{t-k+1}}{k}. \quad (8) \]

2.5. The \( k^{th} \) EWMA-ARIMA Model. The \( k^{th} \) EWMA-ARIMA process of a time series \( x_t \) and the corresponding back-shift operator are computed, respectively, as

\[ \nu_t = \frac{1}{\sum_{j=0}^{k-1} (1-a)^j} \sum_{j=0}^{k-1} (1-a)^{k-j-1} x_{t-k+1+j}; \quad t = k, k+1, \ldots, n, \quad (9) \]

\[ \bar{x}_t = \bar{y}_t \sum_{j=0}^{k-1} (1-a)^j - (1-a)x_{t-1} - (1-a)^2 x_{t-2} - \cdots - (1-a)^{k-1} x_{t-k+1}. \quad (10) \]

2.6. Model Selection Criteria. Model selection criteria are rules used to select a statistical model among a set of candidate models based on the observed data. The Akaike information criterion (AIC) is a widely used model selection tool due to its computational simplicity and effective performance in many modeling frameworks. The AIC is given as [17]

\[ \text{AIC} = -2 \log L + 2M, \quad (11) \]

where \( L \) is the likelihood of the model and \( M \) is the total number of estimated parameters in the model. A good model is the one that has the minimum AIC among all other models.
where $x_t$ and $\bar{x}_t$ are the actual and predicted values at time $t$, respectively, and $n$ is a sequence of time points. The lower value of RMSE and MAPE indicates better calibration and, therefore, better performance.

2.8. Checking the Model’s Goodness of Fit. After the ARIMA or $k^{th}$ MA-ARIMA model, which is considered appropriate among the alternatives, is put in place, it can be tested for a goodness fit, which entails testing its efficiency. The model is assumed to be a good fit if the residuals are approximately equal to the white noise. The essential tools are the plots of ACF and PACF. The Box–Ljung test is a diagnostic tool used to test the lack of fit of a time-series model. This test is applied to the residuals of a time series after fitting an ARIMA or $k^{th}$ MA-ARIMA model to the data. The test examines $m$ autocorrelations of the residuals. The null and alternative hypotheses for this test are as follows:

(1) $H_0$: the model does not exhibit a lack of fit, or there is no serial correlation among $m$ lags

(2) $H_1$: the model exhibits a lack of fit, or the residuals are approximately equal to the white noise

3. Results and Discussion

This section first demonstrates summary statistics for the three variables, confirmed, recovery, and death cases, in each GCC country and then reports and discusses the results obtained from applying the ARIMA and $k^{th}$ MA-ARIMA models on these variables.

4. Summary Statistics for COVID-19 Confirmed, Recovery, and Death Cases

Table 1, shows the summary statistics measures, including mean and standard deviation of the confirmed, recovery, and death cases of COVID-19 among the GCC countries. Moreover, Table 1 also demonstrates the prevalence of confirmed cases per 100000 population for the first four weeks.

Based on Table 1, it is observed that KSA has the highest mean of confirmed cases (1095.10) with a standard deviation of 1178.20, followed by UAE, Kuwait, and Qatar; on the other side, Bahrain has the lowest mean (297.85) with a standard deviation of 200.24. For recovery cases, KSA has the highest mean, followed by UAE, Kuwait, and Qatar; on the other side, Bahrain has the lowest. KSA has the highest mean of reported death cases, followed by Oman and Kuwait. On the other hand, Qatar has the lowest one. It can be also seen that, in the first 4 weeks of the COVID-19 outbreak, Qatar and Bahrain had the highest prevalence of confirmed cases of 18.26 and 15.81 infected persons per 1000000, respectively. In contrast, UAE and Oman had the lowest ones of 0.13 and 1.08, respectively (see Figure 1).

4.1. Prediction Model for COVID-19 Confirmed, Recovery, and Death Cases. This paper uses the time series of daily COVID-19 confirmed, recovery, and death cases in each GCC country. Therefore, we have a time series presented as follows:

$$x_t = \{x_t, t \in T\};$$

$$T = \{T_1, T_2, \ldots, T_{t+n}\},$$

where $x_t$ represents the confirmed, recovery, or death cases at day $t$ and $T_1$ denotes the date of the first case of COVID-19 detected in a given country. The time-series plot of the daily COVID-19 confirmed, recovery, and death cases for GCC countries is presented in Figures 2–4, respectively.

5. Prediction Method

To compute the best parameter estimates of ARIMA, $k^{th}$ SMA-ARIMA, $k^{th}$ WMA-ARIMA, and $k^{th}$ EWMA-ARIMA models, these models were fitted for 90% of the available data in each country which is called the in-sample forecast or training data and the remaining 10% was used for the out-of-sample forecast or testing data. The AIC of equation (11) was applied to the training data as a criterion method to select the best model within each type of the four statistical models. Furthermore, the statistical measures RMSE and MAPE of equation (12) and equation (13) were utilized for testing data. The model with the minimum RMSE and MAPE among the best models was chosen for future forecasting. The calculations were performed using R studio software and Eviews 10.

5.1. ARIMA Model for COVID-19 Confirmed, Recovery, and Death Cases. To check whether the daily COVID-19 confirmed, recovery, and death cases time series in each country were stationary, we carried out an ADF unit root test. The results of the ADF unit root test are demonstrated in Table 2. Based on Table 2, we conclude that all variables are stationary with constant and trend at first differences throughout the study period; therefore, the ARIMA model can be performed. After the stationarity of the confirmed, recovery, and death cases’ time series in each country were determined, the best ARIMA model that fits these 3 variables well for training data with the minimum AIC was selected. Both forecasting evaluation measures RMSE and MAPE were computed using the testing data for each model. Table 3 summarizes the best ARIMA model for the confirmed, recovery, and death cases in each country and their corresponding RMSE, MAPE, and AIC.

Based on the results in Table 3, we observed that ARIMA (2,1,3), ARIMA (2,1,3), and ARIMA (1,1,2) are considered as the best models to fit the confirmed, recovery, and death cases of COVID-19 in Saudi Arabia, respectively; these models have the minimum AICs (4356.60, 5227.94, and 1720.18) among all models. These results imply that ARIMA (2,1,3), ARIMA (2,1,3), and ARIMA (1,1,2) are more efficient than other ARIMA models with $p + q \leq 5$. Consequently, a new confirmed, recovery, and death case can be interpreted based on the current case and the most recent change of the COVID-19 trend. The remaining results of Table 3 can be interpreted in the same manner.
Table 1: Mean and standard deviation of confirmed, recovery, and death cases in GCC countries among the study periods and prevalence of cumulative confirmed cases.

| Country | Confirmed Mean | Confirmed Sd | Recovery Mean | Recovery Sd | Death Mean | Death Sd | Prevalence (per 100000) |
|---------|----------------|--------------|---------------|-------------|------------|---------|------------------------|
| KSA     | 1095.10        | 1178.20      | 1070.6        | 1233.32     | 18.99      | 14.04   | 5.32                   |
| UAE     | 822.47         | 841.50       | 750.56        | 866.13      | 2.30       | 2.42    | 0.13                   |
| Kuwait  | 496.85         | 269.37       | 475.70        | 330.81      | 2.89       | 2.52    | 4.40                   |
| Qatar   | 437.91         | 470.09       | 413.94        | 639.91      | 0.76       | 1.30    | 18.26                  |
| Bahrain | 297.85         | 200.24       | 284.97        | 218.51      | 1.08       | 1.40    | 15.81                  |
| Oman    | 391.621        | 408.642      | 365.90        | 457.39      | 4.34       | 4.07    | 1.08                   |

Figure 1: The prevalence of confirmed cases per 100000 populations for the first four weeks in GCC countries.

Figure 2: Time series of daily COVID-19 confirmed cases in each country.

Figure 3: Time series of daily COVID-19 recovery cases in each country.
5.2. $k^{th}$ MA-ARIMA Model for COVID-19 Confirmed, Recovery, and Death Cases. We can summarize the process of developing the $k^{th}$ SMA-ARIMA, $k^{th}$ WMA-ARIMA, and $k^{th}$ EWMA-ARIMA models as follows:

1. Transforming the original time series $x_i$ into the new one $(y_i, z_i, v_i)$ for $k = 2, 3, \ldots, 5$ by using equation (5), equation (7), and equation (9), respectively
2. Checking the stationary of time series $(y_i, z_i, v_i)$ using the ACF test until we achieve stationarity
3. Applying the classical ARIMA $(p, d, q)$ for the $y_i$, $z_i$, or $v_i$ determined in step 2, where $p + q \leq 5$
4. Computing the AIC for each model, and choosing the one with the smallest AIC
5. Solving the estimates of the original time series (fitted values) by using the back-shift operator of equation (6), equation (8), and equation (10), respectively
6. Computing the RMSE and MAPE for each model, and choosing the one with the smallest RMSE and MAPE to be the best model for future forecasting

After taking the first differences of the transformed data to make it stationary, we fitted 72 models for each type of the 3 $k^{th}$ MA-ARIMA models [6 countries \times 3 variables \times 4 values of $k$ ($k = 2, 3, 4, 5$)]. The best 18 out of 72 different combinations of $k^{th}$ SMA-ARIMA, $k^{th}$ WMA-ARIMA, and $k^{th}$ EWMA-ARIMA models for forecasting the confirmed, recovery, and death cases of COVID-19 with the corresponding RMSE, MAPE, and AIC for each country are presented in Tables 4–6, respectively.

Depending on the results in Table 4, it can be concluded that the $2^{nd}$ SMA-ARIMA (2,1,3), $3^{rd}$ SMA-ARIMA (1,1,1), and $2^{nd}$ SMA-ARIMA (3,1,1) were selected as the best models for forecasting the confirmed, recovery, and death cases of COVID-19 in Saudi Arabia, respectively. These models have the minimum AICs (3890.6, 4662.5, and 3961.79, respectively).
The best $k^{th}$ SMA-ARIMA models for forecasting the confirmed, recovery, and death cases and their corresponding RMSE, MAPE, and AIC in each country are shown in Table 4. The lowest RMSEs of $(23.58, 30.27, \text{ and } 1.34)$, and MAPEs of $(11.19, 11.99, \text{ and } 24.28)$ among all SMA-ARIMA models. These results imply that the selected models are more efficient than other SMA-ARIMA models with $k = 2, 3, 4, 5$ and $p + q \leq 5$ for in-sample forecasts. Accordingly, a new confirmed, recovery, and death case can be interpreted based on the current case and the most recent change of the COVID-19 trend. The remaining results of Table 4 and the outputs in Tables 5 and 6 can be interpreted in the same manner. Table 7 reviews the best models for forecasting among classical ARIMA besides the $k^{th}$ MA-ARIMA based on the smallest RMSE and MAPE.

Table 4: The best $k^{th}$ SMA-ARIMA models for forecasting the confirmed, recovery, and death cases and their corresponding RMSE, MAPE, and AIC in each country.

| Country | $k^{th}$ SMA-ARIMA (p,d,q) | RMSE; MAPE | $k^{th}$ SMA-ARIMA (p,d,q) | RMSE; MAPE | $k^{th}$ SMA-ARIMA (p,d,q) | RMSE; MAPE | AIC |
|---------|-----------------------------|------------|-----------------------------|------------|-----------------------------|------------|-----|
| KSA     | 2-(2,1,3)                   | 23.58; 11.19 | 3-(1,1,1)                   | 30.27; 11.99 | 2-(3,1,1)                   | 1.34; 24.28 | 1259.24 |
| UAE     | 4-(2,1,3)                   | 297.77; 7.72 | 4-(0,1,4)                   | 509.42; 17.89 | 3-(0,1,3)                   | 1.44; 25.77 | 518.31 |
| Kuwait  | 3-(0,1,3)                   | 76.14; 14.78 | 3-(0,1,3)                   | 69.75; 14.97 | 3-(1,1,3)                   | 0.92; NA | 569.22 |
| Qatar   | 3-(1,1,4)                   | 32.70; 11.43 | 3-(3,1,1)                   | 29.56; 15.96 | 2-(0,1,2)                   | 0.42; NA | 563.58 |
| Bahrain | 4-(2,1,3)                   | 61.87; 14.47 | 3-(1,1,4)                   | 61.75; 18.64 | 3-(0,1,3)                   | 0.82; NA | 330.74 |
| Oman    | 4-(0,1,4)                   | 40.20; 19.21 | 3391.31                     | 46.82; 97.86 | 3993.75                     | 1.58; NA | 791.56 |

Table 5: The best $k^{th}$ WMA-ARIMA models for forecasting the confirmed, recovery, and death cases and their corresponding RMSE, MAPE, and AIC in each country.

| Country | $k^{th}$ WMA-ARIMA (p,d,q) | RMSE; MAPE | $k^{th}$ WMA-ARIMA (p,d,q) | RMSE; MAPE | $k^{th}$ WMA-ARIMA (p,d,q) | RMSE; MAPE | AIC |
|---------|-----------------------------|------------|-----------------------------|------------|-----------------------------|------------|-----|
| KSA     | 2-(2,1,3)                   | 21.42; 11.27 | 4074.51                     | 22.50; 8.79 | 4736.36                     | 4-(0,1,2) | 1.36; 25.92 | 1102.31 |
| UAE     | 5-(2,1,3)                   | 270.89; 7.79 | 3728.79                     | 529.39; 18.37 | 4040.00                     | 3-(2,1,2) | 1.73; 25.95 | 809.55 |
| Kuwait  | 4-(3,1,2)                   | 67.24; 12.71 | 3555.13                     | 70.26; 15.46 | 3481.5                      | 4-(2,1,3) | 0.88; NA | 684.22 |
| Qatar   | 2-(1,1,3)                   | 32.38; 11.07 | 3753.85                     | 26.92; 14.05 | 4130.71                     | 3-(0,1,3) | 0.42; NA | 558.04 |
| Bahrain | 3-(3,1,1)                   | 62.52; 14.35 | 3549.59                     | 62.25; 18.24 | 3891.99                     | 2-(2,1,3) | 0.83; NA | 802.54 |
| Oman    | 4-(2,1,2)                   | 39.80; 19.01 | 4619.96                     | 86.85; 46.49 | 3829.60                     | 3-(1,1,3) | 1.20; NA | 1053.01 |

Table 6: The best $k^{th}$ EWMA-ARIMA models for forecasting the confirmed, recovery, and death cases and their corresponding RMSE, MAPE, and AIC in each country.

| Country | $k^{th}$ EWMA-ARIMA (p,d,q) | RMSE; MAPE | $k^{th}$ EWMA-ARIMA (p,d,q) | RMSE; MAPE | $k^{th}$ EWMA-ARIMA (p,d,q) | RMSE; MAPE | AIC |
|---------|-----------------------------|------------|-----------------------------|------------|-----------------------------|------------|-----|
| KSA     | 3-(3,1,2)                   | 21.54; 11.46 | 3960.77                     | 22.73; 8.79 | 4534.14                     | 5-(2,1,2) | 1.37; 25.67 | 1068.84 |
| UAE     | 5-(2,1,3)                   | 264.67; 7.54 | 3823.02                     | 519.54; 18.04 | 4394.61                     | 4-(0,1,4) | 1.76; 26.93 | 751.94 |
| Kuwait  | 2-(2,1,2)                   | 73.60; 14.22 | 4019.70                     | 70.44; 14.80 | 3731.64                     | 4-(2,1,2) | 0.88; NA | 782.64 |
| Qatar   | 2-(1,1,3)                   | 32.30; 11.04 | 3833.43                     | 30.27; 16.86 | 4602.22                     | 3-(1,1,1) | 0.43; NA | 646.16 |
| Bahrain | 5-(4,1,1)                   | 61.21; 13.83 | 3351.47                     | 63.38; 18.87 | 3764.46                     | 5-(1,1,1) | 0.84; NA | 429.42 |
| Oman    | 2-(1,1,2)                   | 40.74; 17.60 | 4141.33                     | 86.71; 46.50 | 4261.73                     | 4-(1,1,1) | 1.19; NA | 998.80 |
confirmed, recovery, and death cases for each country (see Table 7), the next step is to check the pattern followed by residuals from the specific model by plotting the ACF of the residuals and conducting the Box–Ljung test to examine the goodness of fit for each model. Figures 5(a)–5(r) show ACF plots for all the best models located in Table 7, while Table 8 demonstrates the outputs of the Box–Ljung test.

By looking at the ACF plots in Figure 5, it is observed that, for the first 30 lags, most of the autocorrelations are inside the 95% confidence interval bounds indicating that they are white noise and normally distributed except ACF of Figure 5(d), Figure 5(j), and Figure 5(q) which have deviated a little from normality and randomized. The Box–Ljung test in Table 8 confirm that there is no autocorrelation left on the residuals for all models in Table 7 except the three models concerning confirmed cases in UAE and Qatar and recovery cases in Oman. The null hypothesis of which the residuals were white noise was not rejected, and therefore, all models (excluding the 3 models) exhibited goodness of fit. Thus, we conclude that each model in Table 7 has passed the required checks and ready for forecasting except the tree models 5th EWMA-ARIMA (2,1,3), 2nd EWMA-ARIMA (1,1,3), and 4th WMA-ARIMA (2,1,2) corresponding to the confirmed cases in UAE and Qatar and recovery cases in Oman, respectively. Tables 9–11 show the values of the estimated AR and MA parameters and their standard errors for the kth MA-ARIMA models which have passed the required checks and ready for forecasting the confirmed, recovery, and death cases in each country.

Table 7: The best models for forecasting the confirmed, recovery, and death cases among the classical ARIMA and kth MA-ARIMA in each country.

| Country | Confirmed cases | Recovery cases | Death cases |
|---------|----------------|---------------|-------------|
|         | Model          | RMSE; MAPE    | Model       | RMSE; MAPE | Model       | RMSE; MAPE |
| KSA     | 2nd WMA-ARIMA (2,1,3) | 21.42; 11.27 | 3rd WMA-ARIMA (2,1,2) | 22.50; 8.79 | 2nd SMA-ARIMA (3,1,1) | 1.34; 24.28 |
| UAE     | 5th EWMA-ARIMA (2,1,3) | 264.67; 7.54 | 4th SMA-ARIMA (0,1,4) | 509.42; 17.89 | 3rd SMA-ARIMA (0,1,3) | 1.44; 25.77 |
| Kuwait  | 4th WMA-ARIMA (3,1,2) | 67.24; 12.71 | 3rd SMA-ARIMA (0,1,3) | 69.75; 14.97 | 4th WMA-ARIMA (2,1,3) | 0.88; NA |
| Qatar   | 2nd EWMA-ARIMA (1,1,3) | 32.30; 11.04 | 3rd WMA-ARIMA (2,1,3) | 26.92; 14.05 | 3rd SMA-ARIMA (0,1,3) | 0.426 |
| Bahrain | 5th EWMA-ARIMA (4,1,1) | 61.21; 13.83 | 3rd SMA-ARIMA (1,1,4) | 61.75; 18.64 | 3rd SMA-ARIMA (0,1,3) | 0.823; NA |
| Oman    | 4th WMA-ARIMA (2,1,2) | 39.80; 19.01 | 4th WMA-ARIMA (2,1,2) | 86.85; 46.49 | 3rd SMA-ARIMA (0,1,3) | 1.20; 23.8 |

Table 8: The Box–Ljung test applied for the best models among ARIMA and kth MA-ARIMA models for forecasting the confirmed, recovery, and death cases in each country.

| Country | Confirmed cases | Recovered cases | Death cases |
|---------|----------------|---------------|-------------|
|         | Model          | Q* p value    | Model       | Q* p value | Model       | Q* p value |
| KSA     | 2nd WMA-ARIMA (2,1,3) | 39.46 0.116 | 3rd WMA-ARIMA (2,1,2) | 23.57 0.073 | 2nd SMA-ARIMA (3,1,1) | 26.33 0.092 |
| UAE     | 5th EWMA-ARIMA (2,1,3) | 69.09 < 0.001 | 4th SMA-ARIMA (0,1,4) | 29.81 0.475 | 3rd SMA-ARIMA (0,1,3) | 27.31 0.607 |
| Kuwait  | 4th WMA-ARIMA (3,1,2) | 37.59 0.161 | 3rd SMA-ARIMA (0,1,3) | 30.28 0.451 | 4th WMA-ARIMA (2,1,3) | 31.36 0.40 |
| Qatar   | 2nd EWMA-ARIMA (1,1,3) | 78.33 < 0.001 | 3rd WMA-ARIMA (2,1,3) | 20.11 0.914 | 3rd SMA-ARIMA (0,1,3) | 21.52 0.870 |
| Bahrain | 5th EWMA-ARIMA (4,1,1) | 23.30 0.803 | 3rd SMA-ARIMA (1,1,4) | 51.62 0.103 | 3rd SMA-ARIMA (0,1,3) | 25.29 0.191 |
| Oman    | 4th WMA-ARIMA (2,1,2) | 31.05 0.413 | 4th WMA-ARIMA (2,1,2) | 81.84 < 0.001 | 3rd SMA-ARIMA (0,1,3) | 16.04 0.992 |
\[ z_t = 1.015z_{t-1} - 0.739z_{t-2} + 0.7236z_{t-3} + \epsilon_t - 0.369\epsilon_{t-1} - 0.704\epsilon_{t-2} - 0.510\epsilon_{t-3}, \]  

in conjunction with

\[ \tilde{x}_t = \frac{3\tilde{z}_t - x_{t-1}}{2}. \]
Table 9: Estimated parameters and their standard errors of the best models among the classical ARIMA and $k^{th}$ MA-ARIMA fitting confirmed cases in each country.

| Country | Model               | Coeff. | AR  | MA    |
|---------|---------------------|--------|-----|-------|
|         |                     |        | $\phi_1$ | $\phi_2$ | $\phi_3$ | $\phi_4$ | $\psi_1$ | $\psi_2$ | $\psi_3$ | $\psi_4$ |
| KSA     | 2$^{nd}$ WMA-ARIMA (2,1,3) | Value  | 0.015$^{3}$ | -0.723$^{3}$ | - | - | 0.370$^{3}$ | 0.704$^{3}$ | 0.510$^{3}$ | - |
|         |                     | s.e.   | 0.008 | 0.0753 | - | - | 0.072 | 0.067 | 0.046 | - |
| Kuwait  | 4$^{th}$ WMA-ARIMA (3,1,2) | Value  | 1.336$^{3}$ | -1.145$^{3}$ | 0.145$^{2}$ | - | -1.090$^{3}$ | 0.895$^{3}$ | - | - |
|         |                     | s.e.   | 0.070 | 0.083 | 0.062 | - | -0.0416 | 0.0357 | - | - |
| Bahrain | 5$^{th}$ EWMA-ARIMA (4,1,1) | Value  | -0.625$^{3}$ | -0.171$^{3}$ | 0.059 | 0.253$^{3}$ | 0.549$^{3}$ | - | - | - |
|         |                     | s.e.   | 0.162 | 0.064 | 0.068 | 0.052 | 0.164 | - | - | - |
| Oman    | 4$^{th}$ WMA-ARIMA (2,1,2) | Value  | 1.110$^{3}$ | -0.790$^{3}$ | - | - | -0.877$^{3}$ | 0.754$^{3}$ | - | - |
|         |                     | s.e.   | 0.083 | 0.073 | - | - | 0.091 | 0.063 | - | - |

Note. $^1$Significant at the 0.10 level. $^2$Significant at the 0.05 level. $^3$Significant at the 0.01 level.

Table 10: Estimated parameters and their standard errors of the best models among the classical ARIMA and $k^{th}$ MA-ARIMA fitting recovery cases in each country.

| Country | Model               | Coeff. | AR  | MA    |
|---------|---------------------|--------|-----|-------|
|         |                     |        | $\phi_1$ | $\phi_2$ | $\phi_3$ | $\phi_4$ | $\psi_1$ | $\psi_2$ | $\psi_3$ | $\psi_4$ |
| KSA     | 3$^{rd}$ WMA-ARIMA (2,1,2) | Value  | 1.158$^{3}$ | -0.860$^{3}$ | - | - | -1.100$^{3}$ | 0.667$^{3}$ | - | - |
|         |                     | s.e.   | 0.066 | 0.061 | - | - | 0.099 | 0.101 | - | - |
| UAE     | 4$^{th}$ SMA-ARIMA (0,1,4) | Value  | - | - | - | - | 0.480$^{3}$ | 0.436$^{3}$ | 0.401$^{3}$ | -0.555$^{3}$ |
|         |                     | s.e.   | - | - | - | - | 0.042 | 0.045 | 0.045 | 0.043 |
| Kuwait  | 3$^{rd}$ SMA-ARIMA (0,1,3) | Value  | - | - | - | - | 0.585$^{3}$ | 0.594$^{3}$ | -0.408$^{3}$ | - |
|         |                     | s.e.   | - | - | - | - | 0.048 | 0.049 | 0.049 | - |
| Qatar   | 3$^{rd}$ WMA-ARIMA (2,1,3) | Value  | 1.372$^{3}$ | -0.666$^{3}$ | - | - | -1.696$^{3}$ | 1.404$^{3}$ | -0.464$^{3}$ | - |
|         |                     | s.e.   | 0.085 | 0.072 | - | - | 0.089 | 0.092 | 0.062 | - |
| Bahrain | 3$^{rd}$ SMA-ARIMA (1,1,4) | Value  | 0.678$^{3}$ | - | - | - | -0.617$^{3}$ | 0.120$^{3}$ | -0.891$^{3}$ | 0.721$^{3}$ |
|         |                     | s.e.   | 0.096 | - | - | - | 0.075 | 0.029 | 0.032 | 0.057 |

Note. $^1$Significant at the 0.10 level. $^2$Significant at the 0.05 level. $^3$Significant at the 0.01 level.

Table 11: Estimated parameters and their standard errors of the best models among the classical ARIMA and $k^{th}$ MA-ARIMA fitting death cases in each country.

| Country | Model               | Coeff. | AR  | MA    |
|---------|---------------------|--------|-----|-------|
|         |                     |        | $\phi_1$ | $\phi_2$ | $\phi_3$ | $\phi_4$ | $\psi_1$ | $\psi_2$ | $\psi_3$ | $\psi_4$ |
| KSA     | 2$^{nd}$ SMA-ARIMA (3,1,1) | Value  | -0.535$^{3}$ | -0.082$^{3}$ | -0.154$^{3}$ | - | 1.000$^{3}$ | - | - | - |
|         |                     | s.e.   | 0.054 | 0.048 | 0.054 | - | 0.009 | - | - | - |
| UAE     | 3$^{rd}$ SMA-ARIMA (0,1,3) | Value  | - | - | - | - | 0.329$^{3}$ | 0.291$^{3}$ | -0.680$^{3}$ | - |
|         |                     | s.e.   | - | - | - | - | 0.040 | 0.041 | 0.041 | - |
| Kuwait  | 4$^{th}$ WMA-ARIMA (2,1,3) | Value  | 1.104$^{3}$ | -0.705$^{3}$ | - | - | -0.947$^{3}$ | 0.517$^{3}$ | -0.117$^{3}$ | - |
|         |                     | s.e.   | 0.090 | 0.111 | - | - | 0.101 | 0.131 | 0.067 | - |
| Qatar   | 3$^{rd}$ WMA-ARIMA (0,1,3) | Value  | - | - | - | - | -0.255$^{3}$ | -0.218$^{3}$ | -0.252$^{3}$ | - |
|         |                     | s.e.   | - | - | - | - | 0.051 | 0.060 | 0.054 | - |
| Bahrain | 3$^{rd}$ SMA-ARIMA (0,1,3) | Value  | - | - | - | - | 0.126$^{3}$ | 0.158$^{3}$ | -0.850$^{3}$ | - |
|         |                     | s.e.   | - | - | - | - | 0.029 | 0.029 | 0.029 | - |
| Oman    | 3$^{rd}$ SMA-ARIMA (0,1,3) | Value  | - | - | - | - | 0.1789$^{3}$ | 0.159$^{3}$ | -0.819$^{3}$ | - |
|         |                     | s.e.   | - | - | - | - | 0.0294 | 0.034 | 0.0393 | - |

Note. $^1$Significant at the 0.10 level. $^2$Significant at the 0.05 level. $^3$Significant at the 0.01 level.
Table 12: Forecast values for daily COVID-19 confirmed cases from 01/02/2021 to 10/02/2021 based on the best models in each country.

| Date       | KSA 2nd WMA-ARIMA (2,1,3) | UAE 4th WMA-ARIMA (3,1,2) | Kuwait 4th-degree polynomial model | Qatar 5th EWMA-ARIMA (4,1,1) | Bahrain 4th WMA-ARIMA (2,1,2) | Oman 4th WMA-ARIMA (2,1,2) |
|------------|---------------------------|---------------------------|-----------------------------------|-----------------------------|-----------------------------|-----------------------------|
| 01/02/2021 | 246.95                    | 3357.44                   | 671.96                            | 273.62                      | 534.66                      | 215.8                       |
| 02/02/2021 | 248.79                    | 3397.57                   | 602.63                            | 272.83                      | 525.48                      | 187.96                      |
| 03/02/2021 | 248.07                    | 3438.08                   | 636.45                            | 271.86                      | 507.47                      | 183.56                      |
| 04/02/2021 | 253.21                    | 3478.95                   | 641.92                            | 270.71                      | 464.40                      | 185.23                      |
| 05/02/2021 | 250.57                    | 3520.20                   | 634.76                            | 269.36                      | 515.94                      | 190.38                      |
| 06/02/2021 | 248.43                    | 3561.81                   | 593.14                            | 267.81                      | 514.11                      | 192.97                      |
| 07/02/2021 | 249.49                    | 3603.81                   | 587.51                            | 266.06                      | 502.33                      | 197.07                      |
| 08/02/2021 | 251.47                    | 3646.18                   | 602.66                            | 264.10                      | 498.86                      | 196.56                      |
| 09/02/2021 | 250.52                    | 3688.93                   | 628.47                            | 261.93                      | 507.29                      | 192.82                      |
| 10/02/2021 | 249.18                    | 3732.06                   | 642.63                            | 259.54                      | 502.61                      | 189.21                      |

Table 13: Forecast values for daily COVID-19 recovery cases from 01/02/2021 to 10/02/2021 based on the best models in each country.

| Date       | KSA 3rd WMA-ARIMA (2,12) | UAE 4th SMA-ARIMA (0,1,4) | Kuwait 3rd SMA-ARIMA (0,1,3) | Qatar 3rd WMA-ARIMA (2,1,3) | Bahrain 3rd SMA-ARIMA (1,1,4) | Oman Cubic model |
|------------|--------------------------|---------------------------|-----------------------------|-----------------------------|-------------------------------|-----------------|
| 01/02/2021 | 351.91                   | 3317.68                   | 491.36                      | 152.830                     | 346.592                       | 65.15           |
| 02/02/2021 | 272.13                   | 4094.39                   | 551.09                      | 140.028                     | 379.160                       | 62.06           |
| 03/02/2021 | 329.85                   | 4078.74                   | 522.05                      | 143.130                     | 160.477                       | 59.00           |
| 04/02/2021 | 309.31                   | 2837.44                   | 491.36                      | 141.267                     | 363.283                       | 55.97           |
| 05/02/2021 | 339.86                   | 3317.68                   | 551.09                      | 146.406                     | 390.471                       | 52.96           |
| 06/02/2021 | 323.51                   | 4094.39                   | 522.05                      | 148.192                     | 168.142                       | 49.98           |
| 07/02/2021 | 324.48                   | 4078.74                   | 491.36                      | 151.558                     | 368.477                       | 47.04           |
| 08/02/2021 | 308.86                   | 2837.44                   | 551.09                      | 152.097                     | 393.992                       | 132.66          |
| 09/02/2021 | 310.53                   | 3317.68                   | 522.05                      | 152.523                     | 170.528                       | 183.17          |
| 10/02/2021 | 312.23                   | 4094.39                   | 491.36                      | 151.464                     | 370.094                       | 113.15          |
On the other hand, the suitable models for the confirmed cases in UAE and Qatar and recovery cases in Oman were the cubic regression, 4th degree polynomial regression, and cubic regression models, respectively. The estimated model for confirmed cases in UAE is

\[ x_t = -364.626 + 18.152t - 0.125t^2 + 0.0003t^3, \]
\[ t \text{ statistic } -5.27 * * * 11.22 * * * -12.27 * * * 15.39 * * * , \]
\[ R^2 = 0.848, F \text{ statistic} = 681.4 * * *, \]
\[ \text{Signif. codes: } < 0.001** * * * 0.001** * * * 0.01** * * 0.05**. \]

while the estimated model for confirmed cases in Qatar is

\[ x_t = -736.009 + 51.24t - 0.481t^2 + 0.0016t^3 - 0.000002t^4, \]
\[ t \text{ statistic } -9.15 * * * 15.74 * * * -12.41 * * * 9.42 * * * -7.22 * * * , \]
\[ R^2 = 0.621, F \text{ statistic} = 137.1 * * *, \]
\[ \text{Signif. codes: } < 0.001** * * * 0.001** * * * 0.01** * * 0.05**. \]

and the estimated model for recovery cases in Oman is

\[ x_t = -386.420 + 14.785t - 0.0655t^2 + 0.00008t^3, \]
\[ t \text{ statistic } -5.33 * * * 8.11 * * * -5.33 * * * 3.26 * * , \]
\[ R^2 = 0.343, F \text{ statistic} = 59.08 * * * \]
\[ \text{Signif. codes: } < 0.001** * * * 0.001** * * * 0.01** * * 0.05**. \]
Therefore, the forecast values of the confirmed cases in USA and Qatar and of the recovery cases in Oman were computed based on the cubic, 4th degree, and cubic of the polynomial regression models, respectively.

6. Conclusions

Four important models including classical ARIMA, $k^{th}$ SMA-ARIMA, $k^{th}$ WMA-ARIMA, and $k^{th}$ EWMA-ARIMA have been considered in the prediction of the confirmed, recovery, and death cases of the novel COVID-19 pandemic in the GCC countries, and these models have been applied on the daily data from the first case reported in each country until Jan 31, 2021. To compute the best parameter estimates, each model was fitted for 90% of the available data in each country, which is called the in-sample forecast or training data, and the remaining 10% was used for the out-of-sample forecast or testing data. The AIC was utilized for the training data as a criterion method to select the best model. Moreover, the statistical measures RMSE and MAPE were applied to the testing data, and the model with the minimum RMSE and MAPE was selected for future forecasting. The main finding, in general, is that the two models WMA-ARIMA and EWMA-ARIMA, besides the cubic and 4th-degree polynomial regression models, have given better results for in-sample and out-of-sample forecasts than the classical ARIMA models in fitting the confirmed cases while SMA-ARIMA and WMA-ARIMA were suitable to model the recovery and death cases in the GCC countries.
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